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We investigated solvent-free synthesis of the ionic liquid 1-butyl-3-methylimidazolium bromide in a micro-reactor setup. Time–conversion curves were used to derive a model for the liquid–liquid two-phase system taking both heat transfer and mass transfer into account. Simulations conducted with parameter variations were used to evaluate the general influence of mass and heat transfer coefficients on the conversion and temperature profiles in a flow reactor. A scale-up of the microreactor experiments to production in a milli-structured plate reactor can be limited by insufficient heat removal, which results in parametric sensitivity. Thus, a general stability criterion was applied to the reactor model to derive stability diagrams from the calculated temperature profiles. These diagrams provide parameter ranges that ensure stable reactor operation, and can be used to predict the effectiveness of different scale-up concepts. Several concepts were combined in the design of a reaction-specific optimized multi-injection flow reactor with a channel geometry that could be adapted to the predicted local rate of heat generation.

The investigation of reaction kinetics can be performed in microreactors with excellent process control under well-defined reaction conditions. Thus, microreactors can be used for a fast and efficient screening and optimization of reaction parameters.9,10 The scale-up to a continuous manufacturing system enables a production with dramatically shortened reaction times and high yields.11–14 These systems benefit from efficient heat and mass transfer, and increased safety. Over the past several years, the potential of continuous flow for process intensification has been successfully demonstrated in the preparation of pharmaceuticals and fine chemicals.15–18

Recently, micro process engineering has been used for synthesis of high-quality ionic liquids with increased space-time yields and even solvent-free reactor operation.19–25 Compared with conventional batch processes, the intensified transfer of heat and mass that occurs in microstructured devices offers two major advantages for solvent-free synthesis: first, the reaction heat of the strongly exothermic alkylation step (reaction enthalpy of approximately 100 kJ mol−1) can be rapidly removed. This is crucial because a large and uncontrolled increase in temperature reduces product quality by introducing color.20,26 Second, microreactors facilitate handling of a dispersed product phase, which reportedly forms in several solvent-free ionic liquid syntheses.19,21 In this contribution, we discuss process development for a solvent-free continuous synthesis of 1-butyl-3-methylimidazolium bromide ([BMIM]Br, Scheme 1). We aimed to
develop a process with high productivity and maximum material efficiency. Thus, we mixed pure reactants in a stoichiometric ratio. In this case, very low concentrations occur for high reactant conversions and the reaction rate greatly decreases in the high-conversion range. To avoid the need for an excessively long residence time in the flow reactor, we aimed to use the highest reactor temperature possible. Because one of the reactants, the amine, is highly soluble in the product phase,\textsuperscript{27} mass transfer between the product and reaction phases can be a limiting factor for the overall conversion rate. The flow pattern that develops during the continuous two-phase synthesis plays an important role and determines the volumetric mass transfer coefficient ($k_v$).

For kinetic investigations of the [BMIM]Br synthesis, we used a microreactor setup similar to that employed by Waterkamp et al.\textsuperscript{24} We then investigated scaling-up to a millistructured plate reactor with larger channel dimensions. Our main focus in the scale-up was thermal reactor stability because an uncontrolled temperature rise may favor formation of colored impurities or lead to thermal runaway during reactor operation.\textsuperscript{28} For our systematic scale-up approach, we present the transfer of high temperature [BMIM]Br synthesis from the microreactor to the millistructured plate reactor based on the thermal reactor behavior.

To predict parametric sensitivity, there are different approaches based on dimensionless numbers.\textsuperscript{29,30} For example, a maximum dimensionless temperature increase ($\Delta T_{max}'$, eqn (1)) can be defined as a general criterion for reactor stability. For scale-up considerations in our work, we used a $\Delta T_{max}'$ of 1.2, as proposed by Baerns and Renken.\textsuperscript{31}

\begin{equation}
\Delta T' = \frac{T - T_w}{T_v - T_w} \frac{E_a}{RT_v}
\end{equation}

An empirical correlation (eqn (2)) has been derived from this criterion for simple reaction mechanisms.\textsuperscript{32}

\begin{equation}
\frac{N}{S'} = 2.72 - \frac{B}{\sqrt{S'}}
\end{equation}

In this correlation, $N$ is the dimensionless cooling intensity. Parameter $B$ depends on the reaction order and is defined as $B = 0$ ($n = 0$), $B = 2.60$ ($n = 0.5$), $B = 3.37$ ($n = 1$), or $B = 4.57$ ($n = 2$). The cooling intensity can be calculated from the characteristic reaction and cooling times using eqn (3).

\begin{equation}
N = \frac{t_f}{t_c} = \frac{1}{k (T_v)^{\gamma} \rho c_v V_f}
\end{equation}

The dimensionless number $S'$ is the potential for heat generation and describes the effect of heat generation on the reaction system. It can be calculated from the adiabatic temperature difference $\Delta T_{ad}$ and the Arrhenius number $\gamma = E_a / (RT_v)$.

\begin{equation}
S' = \frac{\Delta T_{ad}}{T_v} \gamma
\end{equation}

Combination of eqn (3) with eqn (2) allows for calculation of the critical reactor diameter as a function of the characteristic reaction time $t_c$ using eqn (5).

\begin{equation}
d_{h,lim} = \left( \frac{4/481 N_u}{2.72 BS' - \sqrt{S'}} \right)^{1/2}
\end{equation}

Based on the dimensionless numbers and eqn (2) and (5), stable operation ranges can be visualized in stability diagrams.

**Materials and methods**

**Microreactor experiments**

Kinetic investigations in a microreactor setup require a precise and efficient procedure for the determination of conversion–time curves.\textsuperscript{14,33,34} Our setup (Fig. 1) allowed for fully automated steady-state experiments with flow rate variation, continuous quenching, and sampling.

The reactants 1-methylimidazole (MeIm) and 1-bromobutane (BrBu) were preheated in 1/16 in capillaries (inner diameter (i.d.) 1 mm, capillary length 2 m) and mixed in a static mixer with an arrowhead channel configuration (Fig. 2a; static mixing tee U-466, IDEX Health & Science, Oak Harbor, WA, USA). In the central channel (i.d. 500 $\mu$m) of this mixer, homogenization of the reactants is supported by a 10 $\mu$m frit made of ultra-high-molecular-weight polyethylene. The mixer was chosen because of its moderate pressure drop and high mixing performance in the applied flow velocity range.\textsuperscript{35,37} Two different 1/16 in stainless steel capillaries (i.d. 1 mm) were used as residence time modules. For short residence times (16–189 s), a 2 m long capillary reactor (reaction volume 1.57 mL) was connected to the mixer. Longer residence times (151–754 s) for higher conversions were realized in an 8 m long capillary reactor (reaction volume 6.28 mL). The use of residence time...
modules with different sizes instead of only one reactor reduced the range of applied flow rates to within practical operating conditions (0.5–6.0 mL min$^{-1}$). With higher flow rates, the pressure drop in the longer reactor would increase above the limit of the syringe pumps ($p_{\text{max}} = 1200$ kPa). Thus, the shorter reactor (length 2 m) was chosen to determine conversions with short reaction times. Both residence time modules were constructed as helical coils (curvature radius 8 mm) with an alternating change in the direction of curvature, which was repeated every two coils (Fig. 2b). A 700 kPa back pressure regulator (BPR P-465, IDEX Health & Science) was used to maintain an elevated pressure in the reactor system at different flow rates. Temperature control of preheating and reactor capillaries was achieved in a bath thermostat. To stop the reaction precisely after an adjusted residence time, a continuous quench was realized with a second static T-type mixer (Fig. 2a, i.d. 500 μm) at the reactor outlet. A quenching solution of acetonitrile containing acetic acid (16% volume fraction) was supplied at a flow rate ratio of 10 : 1. Sampled quenched samples were collected with a continuous feed and quenching streams were supplied by syringe pumps (Syrdos 2, HiTec Zang GmbH). The continuous feed and quenching streams were supplied by syringe pumps (Cyrodes 2, HiTec Zang GmbH). Sampling, temperature, and flow rate settings were controlled with a laboratory automation system (LabBox and LabVision Software, HiTec Zang GmbH). Analyses of the quenched samples were performed with a high-performance liquid chromatography system (Agilent 1100 series, Agilent Technologies, Palo Alto, CA, USA) with a LiChrospher RP-18 separation column and an UV detector (signal detection at 210 nm). For sample preparation, 25 μL of each sample was taken and diluted with a 1 : 1 mixture of acetonitrile and aqueous phosphate buffer solution (5 mM, pH 7) in a volume ratio of 1 : 400. The injection volume was 25 μL. The mobile phase contained acetonitrile (HPLC grade) and an aqueous phosphate buffer solution (5 mM) which were continuously mixed at a flow rate ratio of 3 : 7. After 4.5 min, a gradient was applied to increase the acetonitrile percentage from 30% to 80% within 30 s. This ratio was held for the rest of the run.

### Scale-up experiments

Scale-up experiments were performed in a setup (Fig. 3) with laboratory equipment (pumps, thermostat, automation system) equivalent to that previously described for the micro-reactor experiments. The BrBu feed was divided for multi-injection operation and supplied by two separate syringe pumps (P2 and P3 in Fig. 1) with equal flow rates. The heat carrier cycle was realized by connecting the reactor to a thermostat (Ministat 230, Peter Huber Kältemaschinenbau AG, Offenburg, Germany). A millistructured heat exchanger/reactor was designed to fulfill the requirements for mixing, reaction, and temperature control. The reactor was manufactured as a plate reactor with three aluminum plates (AlZnMgCu1.5; 241 mm × 145 mm × 20 mm) layered one on top of the other. The structures for mixing and residence time channels were
milled into the middle reactor plate (Fig. 4). On the opposite side of the middle plate, heat carrier channels (3 mm × 10 mm) were milled. Inlet and outlet connections for the reaction medium and heat carrier were located at the lateral surface of the middle reactor plate and connected to the channels via bore holes. For temperature measurement of the in- and outflowing fluids, Pt100 resistance thermometers were inserted directly into the bore holes (Fig. S1†). The top and bottom plates were face milled and used to cover the channels on both sides of the middle reactor plate. To avoid bypass flow between the channels, numerous screws were used to apply equal pressure between the plates. The reactor was sealed with polytetrafluoroethylene-coated O-rings (Brammer GmbH, Karlsruhe, Germany).

Another residence time reactor (R2 in Fig. 3) was added to the setup in some scale-up experiments to increase the total conversion. Because of the low reaction rate and low heat release potential at high MeIm conversion (X$_{\text{MeIm}}$ = 90–95% at the outlet of the plate reactor R1 in Fig. 3), a high reactor volume was required, whereas reactor cooling was no longer a critical aspect. Thus, a polytetrafluoroethylene tube (i.d. 5 mm, length 1 m) was used and heated in a temperature-controlled oil bath. Compared with the experiment conducted with only the plate reactor, addition of the residence time reactor increased the total reaction volume by a factor of 2.2. Static mixing elements (ESSKA, Hamburg, Germany) were inserted throughout the entire length of the tube to improve radial mixing in laminar flow.

The reaction channel design of the plate reactor (Fig. 4) followed scale-up considerations as discussed below (‘Scale-up’ section). The reactor was divided into three sections with stepwise increases in the channel dimensions (channel widths of 1 mm, 2 mm, and 3 mm), each with a quadratic cross section. Channel structure elements with a zigzag pattern (1 mm channel) and recurring flow redirection combined with tapering to a width of 1 mm (2 mm and 3 mm channels) were implemented to enhance heat and mass transfer in laminar flow. Details of the channel structure design and specifications are given in the ESI† (Tables S1 and S2). Reactants were preheated in 1 mm channels (0.2 m length for each reactant) and mixed in an arrowhead mixing structure with a smaller cross-sectional area (0.5 × 0.5 mm$^2$). Inclusion of an additional inlet and a second mixer in the 1 mm-wide zigzag channel section allowed for the reactor to be used as a multi-injection reactor.

**Kinetic investigations in capillary reactors**

**Reactor model**

Solvent-free mixing of MeIm and BrBu in an equimolar ratio (c$_{\text{MeIm},0}$/c$_{\text{BrBu},0}$ = 1) results in a single, homogeneous
reaction phase. However, as the reaction proceeds, a second, [BMIM]Br-rich product phase is formed when an MeIm conversion between 5% and 10% is exceeded. The compositions of the individual liquid phases were investigated in preliminary experiments by immediately separating both phases at the reactor outlet instead of quenching the product. As can be seen from the resulting ternary phase diagram (Fig. S2†), MeIm is highly soluble in the product [BMIM]Br, whereas the solubility of BrBu in the product is low (mole fraction approx. 10%). At a MeIm conversion between 90% and 95%, the concentration of BrBu falls below the solubility limit and a single phase can be obtained at the reactor outlet.

In a capillary reactor, the reaction phase and product phase form a typical liquid–liquid slug flow pattern (Fig. 5). Because of the ongoing formation of [BMIM]Br, the volume ratio between the reaction and product phases decreases as the phase segments travel through the reactor. A model of this two-phase behavior is key for reliable reactor simulations. Große Böwing et al.21 proposed a model for solvent-free two-phase syntheses of 1-butyl-3-methylimidazolium chloride. The two-phase behavior in this system should be similar to that for syntheses of [BMIM]Br. In their model, the authors ignored the concentration of 1-chlorobutane in the product phase because of its low solubility. Thus, MeIm conversion could only occur in the reaction phase. The partitioning equilibrium for MeIm was established according to Nernst’s law. In the general mass balance for a plug flow reactor (eqn (6)), the influence of an increasing passive volume fraction on the overall reaction rate can be expressed by the correction factor \( \dot{V}_{p}/\dot{V}_{ges} \) (eqn (7)).

\[
\frac{dX_{MeIm}}{dz} = \frac{r}{c_{MeIm,0}u} \tag{6}
\]

\[
r = k c_{MeIm,p} c_{BrBu,p} \frac{\dot{V}_p}{\dot{V}_{ges}} \tag{7}
\]

The model developed by Große Böwing et al. was applied to a low temperature synthesis of 1-butyl-3-methylimidazolium chloride with a reaction time longer than 80 h. In this timeframe, heat and mass transfer are negligible factors. To adapt the model to rapid high-temperature syntheses of [BMIM]Br, we extended it using additional heat and mass transfer equations. Transport processes in the liquid–liquid reaction system are shown schematically in Fig. 5. Mass transfer of MeIm between the two phases is expressed by the \( k_a \) value. The heat transfer in an externally cooled reactor depends on the overall heat transfer coefficient \( (k_w) \).

Eqn (8) describes local changes in the MeIm amount in the reaction phase, which result from both chemical reactions and mass transfer via the phase boundary. By adding the heat balance (eqn (9)), the influence of local hot spots on the reaction rate can be taken into account.

\[
\frac{d\dot{n}_{MeIm,rp}}{dz} = \frac{\dot{V}_p}{u} \left( r_p - k_a (c_{MeIm,rp} - c_{MeIm,p}) \right) \tag{8}
\]

\[
\frac{dT}{dz} = \frac{1}{pc_v u} \left( r(-\Delta H_r) + \frac{4k}{d_h} (T_w - T) \right) \tag{9}
\]

Based on the local flow rate of MeIm located in the reaction phase \( \dot{n}_{MeIm,rp} \), the phase-specific concentrations and phase volumes were calculated (eqn (S1)-(S15), ESI†). Because of the complex nature of the liquid–liquid reaction system, we made the following assumptions:

- The reactor model was based on ideal plug flow. Good approximation could be achieved if axial dispersion is neglected because back mixing in the liquid–liquid slug flow pattern is minimal.
- Single-phase reaction regimes were not considered in the model. This may lead to underestimation of the overall reaction rate at high conversions \( (X_{MeIm} > 95\%) \).
- Because of the low solubility of BrBu in the ionic liquid, any reactions occurring in the product phase were neglected. The product phase was regarded as a passive volume fraction.
- An instantaneous transition of the formed product into the reaction phase was assumed. Analyses of the separated reaction phase showed it contained almost no [BMIM]Br.
- The \( k_a \) and the \( k_w \) values were not a function of the residence time in the reactor. The influence of the changing phase segment lengths (i.e., change of phase boundary interface and of circulation within the slugs) was neglected.
- Temperature changes mainly affect the reaction rate. Influences on the other rate constants \( (k_w \text{ and } k_a) \) were not
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**Fig. 5** Schematic representation of the modeled transport processes in the liquid–liquid reaction system.
taken into account. Material properties (density, heat capacity, and thermal conductivity) were calculated as a function of the local fluid temperature.

Temperature differences between adjacent phase segments were not captured by the model equations. Because of internal circulation, we presumed rapid heat transfer occurred via the phase boundary.

**Investigation of mass transfer limitations**

In high-temperature ionic liquid synthesis, short reaction times in the range of minutes or only a few seconds can occur. Because the decreased MeIm concentration in the reaction phase causes mass transfer via the phase boundary, the overall conversion rate may be limited by this transport process. In microreactor experiments with liquid–liquid slug flow, the mass transfer coefficient $k_d$ can be varied by changing the flow velocity. An increase in flow velocity intensifies mass transfer, which is determined by internal circulation in both phase segments. To obtain comparable reaction times at different flow velocities, three capillary reactors with different lengths (2 m, 4 m, and 8 m) were used in the described microreactor setup (Fig. 1). Conversion–time curves were determined for a similar range of hydrodynamic residence times. The experimental data did not show the applied flow velocity greatly affected the reaction progress (Fig. 6a).

Further insights into the interaction of mass transfer and the reaction can be provided by simulations with the previously described reactor model. Our main objective was to estimate the fundamental influence of $k_d$. For this purpose, the reaction progress was simulated with $k_d$ values that differed by several orders of magnitude (Fig. 6b and 7). The results were compared with experimentally determined conversions from the microreactor experiments ($T = 110 \degree C$, $C_{MeIm,0}/C_{BrBu,0} = 1$) (Fig. 6b). According to the simulations, low $k_d$ values have a large effect on the overall conversion rate. However, depending on the local conversion rate, the limited mass transfer can either accelerate or decelerate the rate of conversion. At low conversions, an inhibited MeIm transfer rate (reaction phase to product phase) prevents the reactant from passing into the newly-formed passive product phase. Thus, the reaction is faster because of the higher concentration of reactants and larger reaction volume. However, when MeIm is nearly fully converted in the reaction phase (high overall conversion rate), any MeIm, which is dissolved in the product phase up to this point, is transferred in the reverse direction (product phase to reaction phase). At this final stage of the reaction, the overall conversion rate is equal to the mass transfer rate.

Using the model for fitting to the experimental data via the least sum of squares method, the best fit was obtained with the highest $k_d$ value (Fig. 6b). For $k_d > 0.1 \text{s}^{-1}$, the curve approaches the behavior of a reaction without mass transfer, and changes in the conversion–time curve can be neglected. For very low $k_d$ values ($k_d < 0.001 \text{s}^{-1}$), an opposite limit is reached: Practically no MeIm is transferred into the passive product phase (Fig. 7b). Thus, a fast and nearly complete reaction in the reaction phase is possible in theory, regardless of the simultaneous formation of an ionic liquid.

As a result, the simulations show that both acceleration of the reaction rate at low conversion rates and stagnation at high conversion rates can be indications for mass transfer limitation in this liquid–liquid reaction system. Because both characteristics were not found in the determined time–conversion curves, we can assume the reaction process is predominant kinetically controlled.

**Kinetic parameters**

Conversion–time curves were determined in the microreactor setup between 90 and 130 °C. As described above (section ‘Microreactor experiments’), using two different capillary reactors (lengths of 2 m and 8 m) covers a large conversion range. For the transition range at a hydrodynamic residence time of 180 s, the conversion was determined with both reactors. Large deviations between those values could be assigned to the different flow velocities in the capillary reactors. However, only minor deviations were observed (Fig. 8).

![Fig. 6](image_url) **a** Comparison of experimentally determined conversions for reactor capillaries with different lengths (i.d. 1 mm, $T = 90 \degree C$). **b** Simulated conversion results for different $k_d$ values compared with the experimental conversion results ($T = 110 \degree C$, $C_{MeIm,0}/C_{BrBu,0} = 1$).
According to the previously described considerations of mass transfer, the $k_{la}$ value was defined as 1 s$^{-1}$, which corresponds to a system without mass transfer limitations. By contrast, heat transfer may strongly influence the conversion at high reactor temperatures. However, it is almost impossible to determine the overall heat transfer coefficient. Internal slug circulation, changing slug length, and increases in the viscosity may lead to strong discrepancies within the reactor volume. For simplification, a constant $k_w$ value was used for the simulation. With this assumption, the best agreement between the simulated and measured conversion–time curves was obtained for $k_w = 1300$ W m$^{-2}$ K$^{-1}$. The kinetic
parameters and the Nernst coefficient ($k$) were determined via least squares fitting from the experimental data. The kinetic rate constant ($\bar{k}$) was determined at different temperatures and used to derive the activation energy ($E_A$) from the Arrhenius equation (Fig. S3†). The kinetic parameters obtained were $k_{100°C} = 2.22 \times 10^{-6}$ L mol$^{-1}$ s$^{-1}$ and $E_A = 80.8$ kJ mol$^{-1}$. For each temperature, the simulated time-conversion curve agreed with the experimental data (Fig. 8).

We only considered temperature dependency for the reaction rate, but the temperature dependency of other parameters (e.g., $k_w$ and $k_d$) may also influence the $E_A$. The parameters determined are model parameters not physical quantities. The model can be used for predictions with different reactor scales and operation parameters. Transfer to different systems (e.g., single-phase reaction in a solvent) would require further experimental investigations.

## Scale-up

### Discussion of scale-up concepts

The main objective of the reactor scale-up was to develop a process that allowed for [BMIM]Br production with a high overall conversion ($X_{\text{MeIm}} > 98\%$) and much higher flow rates than in the microreactor experiments. For the solvent-free procedure, stable reactor operation and avoidance of large hot spots are crucial for the scale-up. A millistructured plate reactor was designed that combined the mixing, reaction, and heat carrier channels in one compact heat exchanger/reactor. Selection of a suitable scale-up concept allowed for maintenance of high reactor temperatures in the microreactor experiments (90–130 °C). To enable high reactor throughput at a moderate pressure drop, the scale-up involved the transfer to larger channel diameters than in the microreactor experiments. Changes in heat and mass transfer performance were estimated before designing the reactor channels. Because the cooling intensity (eqn (3)) shows a quadratic dependence on the hydraulic diameter, the focus of reactor design was to obtain controlled and stable reactor operation. Fig. 9 shows a graphical representation of eqn (2) and (5) in a dimensionless stability diagram (Fig. 9a) and an operating diagram (Fig. 9b). Assuming the reaction was solely based on chemical kinetics taking place in a homogeneous reaction system, the curves ($n = 2$) were used to separate stable reactor operating conditions from the instable range where high parametric sensitivity may occur. We used the described model of the liquid–liquid reaction system to establish if formation of the product phase had to be taken into account for stability considerations. Therefore, temperature profiles were calculated for different reactor diameters. Subsequently, the critical reactor temperature was determined by applying the stability criterion $\Delta T'_{\text{max}} = 1.2$. A comparison between models showed that the numerical calculation with the two-phase reactor model yielded a higher hot spot than the single-phase model. This can be explained by the fast “separation” of insoluble product from the reaction phase, which results in higher concentrations and reaction rates. Thus, the simplified correlation for a second-order reaction (eqn (5) with $B = 4.57$) may lead to underestimation of parametric sensitivity. To estimate the impact of this effect, the stability limit was determined from a numerical simulation with the two-phase reactor model. The stability limit was calculated by increasing the wall temperature until the criterion $\Delta T' = 1.2$ was reached. This procedure was repeated for different channel diameters (0.25–4.0 mm, Fig. S4†). The results were plotted in an operating diagram (Fig. 9b) and transferred to a dimensionless Semenov diagram (Fig. 9a). A slight shift of the critical parameters towards a lower reaction order ($n = 1$) was observed compared with the curve obtained using eqn (2). Given that the curve between stable and instable reactor operation represents a transition range instead of a sharp boundary, the simplified model with $n = 2$ is a good approximation. For conservative estimation of heat removal, the
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**Fig. 9** Reactor stability diagrams in dimensionless form (a) and with practical operating parameters (b). Comparison of simulated results (two-phase model) with the empirical correlation based on Baerns and Renken$^{34}$ for first- and second-order reactions (single-phase model).
calculations were based on a Nusselt number (Nu) of 3.66 for
fully-developed laminar flow and a constant wall tempera-
ture. The critical channel diameters for higher Nusselt num-
bers can be easily derived using the correlation \( d_{h,krit} \propto \sqrt{\text{Nu}} \)
in eqn (5).

The reaction progress was visualized for different scale-up
concepts in concentration–temperature operating diagrams
(Fig. 10). Mathematical derivation of the curves based on the
correlation by Baerns and Renken\(^{31}\) (eqn (2)) is described in
detail by Gelhausen et al.\(^{39}\) The general influence of the
intensification of heat transfer in the reactor channel
(Nusselt number) is shown in Fig. 10a. For example, reactor
operation in a 2 mm-channel with a 120 °C wall temperature
would require a fourfold increase of the typical laminar flow
Nusselt number (\( \text{Nu} = 4 \times 3.66 = 14.64 \)). An alternative
approach for scale-up is the design of a reactor with two tem-
perature stages (Fig. 10b). In the lower temperature stage
(e.g., 95 °C), stable reactor operation at high concentrations
can be performed. In the second stage, the decreasing reac-
tion rate at high reactant conversions is accelerated by a tem-
perature increase to 120 °C. However, the use of two tempera-
ture steps increases the process complexity. A similar and
easier approach uses a stepwise increase in the channel di-
ameter (Fig. 10c). A 1 mm channel is only used for the critical
range at low conversion and high reaction rates. Once the

Fig. 10 Schematic representation of different reactor concepts (a–d) for scale-up of the [BMIM]Br synthesis. The depicted curves represent the upper limit for stable reactor operation and were calculated from the kinetic parameters of the reaction using the stability criterion \( \Delta T' = 1.2 \). Arrows represent reaction progress (concentration decreases) for each reactor concept.
maximum temperature at the main hot spot is reached, the channel diameter is enlarged to obtain the required residence time. In the multi-injection reactor concept (Fig. 10d), one of the reactants (e.g., Melm) is injected at different locations in the reaction channel. Consequently, a lower initial concentration is obtained. An operating range below the boundary towards parametric sensitivity can be realized by adjusting the channel sections to the expected reaction progress.

Reactor design and simulation

The preliminary considerations for the scale-up concepts in Fig. 10 illustrate that a reactor temperature above 120 °C cannot be achieved easily with channel diameters larger than 1 mm. Thus, a combination of different reactor concepts was considered. The channel structure of the millistructured plate reactor was designed using three of the four previously discussed scale-up concepts. A combination of heat transfer intensifying channel structures (Fig. 10a), different sections with increasing channel diameters (Fig. 10c), and multi-injection operation (Fig. 10d) was used to optimize the reactor control for high-temperature synthesis (Fig. 4). In the critical hotspot of the reactor, two mixers (0.5 mm, arrowhead design) were implemented to inject one of the reactants into the 1 mm reaction channel. In the region of higher conversion, the channel has $2 \times 2 \text{ mm}^2$ and $3 \times 3 \text{ mm}^2$ structural elements to enlarge the total reactor volume. A zigzag channel design in the 1 mm channel was chosen to enhance heat and mass transfer. In the subsequent 2 and 3 mm sections, repeated narrowing to a 1 mm channel width was combined with 90° flow redirections. The channel structures were designed to improve heat and mass transfer perpendicular to the direction of flow and to avoid dead zones in the reactor channels. Results of CFD simulations of single phase flow (Fig. S5–S7, ESI†) contributed to the optimization of the geometrical details of the channel structures. The mixing performance of the arrowhead mixers was experimentally examined with a mixing sensitive test reaction.40,41 Fig. S8 (ESI†) shows that the mixing performance of the specifically designed arrowhead mixer is even higher compared to the microreactor setup because of the higher flow velocity in the milli-structured plate reactor. Based on this approach for characterization, we assumed that neither backmixing in the reactor channels nor a poor mixing performance of the arrowhead mixers has a rate limiting influence on the reaction process. Thus, the model derived from microreactor experiments was directly transferred for the calculation of the plate reactor.

The choice of channel lengths was based on the reactor simulations for the different sections (Fig. 11). Calculations were performed for the aimed reactor operation with a wall temperature of 130 °C and a total flow rate of 10 mL min$^{-1}$. Because of sudden changes in diameter and concentration (multi-injection), separate hot spots occurred for each channel section. The distribution of heat release among the sections depended on the degree of heat transfer intensification.

Because of the complexity of the system, a detailed determination of the actual Nusselt number was not possible. The heat transfer varies throughout the reactor channel length because of viscosity increases, changes in the two-phase flow pattern, and multiple transitions to different channel structural elements. Furthermore, heat transfer in a reactive system can deviate largely from that in an unreactive system.42 For this reason, parameter variation with Nusselt numbers over a wide range seems to be the best way to discuss different degrees of heat transfer intensification. Assuming the worst-case scenario (Nu = 3, straight laminar flow without heat transfer intensification), runaway behavior was predicted in the first channel section. However, with the assumption that the channel structure and internal slug flow circulation enhanced the Nusselt number by a factor of two or higher, our simulation showed a comparatively equal distribution of hot spot formation (Nu = 6–12).

Hence, we can conclude that stable reactor operation at 130 °C is possible because of the combination of scale-up concepts, provided that strong heat transfer enhancement is obtained. In the two-phase system, enhancement can result from internal circulation in the phase segments,43,44 which can be further intensified by 90° redirections in the zigzag channel.45 To verify the scale-up concept, we performed experimental investigations of high-temperature synthesis in the reactor-adopted plate reactor.

Scale-up experiments

In a comparison between simulations and experiments, the main criterion was agreement of Melm conversion determined at the reactor outlet with the corresponding calculated values. Because high temperatures result in strong discoloration,26 product color can be an additional indicator of local hot spots.

Before conducting the experiment in the target temperature range (120–130 °C), an additional experiment was performed with a much lower reactor temperature (104 °C). At this temperature, the final conversion was more sensitive to the reactor performance and a wider conversion range could be covered for the experimental validation. Experimentally determined conversions were compared with simulated time–conversion curves (Fig. 12). Because the Nusselt number is an unknown parameter, simulations with minimum heat transfer intensification (Nu = 3), strong heat transfer intensification (Nu = 12), and maximum intensification (isothermal reactor) were compared. A value of Nu = 3 resulted in runaway behavior. At a lower reaction temperature (104 °C, Fig. 12a), thermal runaway occurred in section III because of transition to the 2 mm channel. The lower reaction rate at lower temperature ensures stable reactor control in the 1 mm channel; however, it does not provide sufficient conversion for avoiding runaway with larger channel widths. The experimentally determined conversion indicates that reactor behavior is much closer to that of an isothermal reactor (Fig. 12a).
For the high-temperature experiment (126 °C, Fig. 12b), the simulated outlet conversions showed small deviations from the behavior with Nu = 3 and isothermal conditions. A nearly colorless ionic liquid was obtained at the reactor outlet, which supported the assumption of high reactor control without extreme temperature peaks in the case of reaction runaway (Fig. 11b, Nu = 3).

In the experiments with the plate reactor, a total conversion of $X_{\text{Melm}} = 93\%$ was obtained. To increase the reactant conversion in continuous production, a residence time reactor was added to the reactor setup (Fig. 3). Because of the low reactant concentrations, heat transfer requirements were low for this reactor. Thus, a 5 mm tube reactor with static mixing...
elements could be used to increase the residence time from 78 s to 172 s at a flow rate of 10 mL min\(^{-1}\). In the experiment, a total reactor conversion of \(X_{\text{MeIm}} = 98\%\) was determined at the outlet of the residence time reactor. The achieved production rate of 0.456 kg h\(^{-1}\) is at the upper end of the throughput that has been described in previous literature on continuous ionic liquid production\(^{3,28,46}\) (0.05–0.5 kg h\(^{-1}\)). Because our reactor design and scale-up approach was strongly focused on thermal reactor stability, we could increase the reaction temperature (126 °C) significantly above typical reaction conditions of the [BMIM]Br synthesis.\(^{28,46}\)

For this reason, shorter reaction times and higher space time yields (S.T.Y.) were obtained. However, a direct comparison of the S.T.Y. between different studies may be misleading if they are based on different requirements for the total reactor conversion. For \(X_{\text{MeIm}} > 90\%\), the aimed conversion is a main factor for the required reactor volume. Regarding the reactor by itself, the S.T.Y. achieved in this work was 32.5 kg h\(^{-1}\) L\(^{-1}\) (\(X_{\text{MeIm}} = 93\%\)). In combination with the residence time reactor tube, it decreased to 10.7 kg h\(^{-1}\) L\(^{-1}\) (\(X_{\text{MeIm}} = 98\%\)).

Conclusions

The described microreactor setup allows for kinetic investigations under clearly defined reaction conditions. The experimental results obtained with coiled capillary reactors provide a basis for a model to describe conversion and temperature profiles of solvent-free [BMIM]Br synthesis in flow reactors. The model equations include the formation of a two-phase liquid–liquid system in the slug flow regime. Continuous decreases in the volume ratio between the reaction and product phases during the reaction are taken into account. Despite the assumptions applied for simplification, this model shows good agreement between simulated curves and experimental data. Because short reaction times in the range of several seconds are achieved with reactor temperatures above 100 °C, integration of the MeIm mass transfer rate between both fluid phases provides a substantial improvement over earlier models. The results obtained with variation of \(k_qa\) increase our understanding of the interaction between the reaction and mass transfer, and enable differentiation between mass transfer limitations and kinetically-determined conversion curves.

Continuous synthesis of [BMIM]Br in a scaled-up milli-structured heat exchanger/reactor was realized at elevated temperatures close to the transition to thermal runaway. Thus, controllability of the reactor has to be assured and calculation of thermal reactor behavior is of crucial importance. The presented scale-up approach is based on a stability evaluation that is derived from simulation of temperature profiles in the reactor. The stability criterion \(\Delta^* = 1.2\) was applied for the reactor model and transferred to practical operating diagrams. Based on numerical simulation, a targeted adaption of the channel structure can limit the extent of local hot spots and prevent thermal runaway. The described approach shows the advantage of a detailed kinetic model for developing a channel design for a reaction-specific optimized reactor.

In the final scale-up validation experiment with a plate reactor and an additional residence time reactor, thermally stable and continuous production of an ionic liquid at a reactor throughput of 0.456 kg h\(^{-1}\) and temperature of 126 °C gave a total MeIm conversion of 98%. The product was pure with low discoloration. In addition to the high material efficiency, a further positive of process intensification is the avoidance of energy-intensive purification, which results from solvent-free operation with a stoichiometric initial reactant ratio.

Notation

- \(a_f\) Thermal diffusivity, \(a_f = \lambda / (\rho c_p)\) (m\(^2\) s\(^{-1}\))
- \(A_w\) Wetted surface area (m\(^2\))
- \(c_j\) Concentration of component \(j\) (mol m\(^{-3}\))
- \(c_{j,0}\) Theoretical initial concentration of component \(j\) in the reaction mixture (mol m\(^{-3}\))
- \(c_p\) Heat capacity of the fluid (J kg\(^{-1}\) K\(^{-1}\))
- \(d_h\) Hydraulic channel diameter (m)
- \(E_A\) Activation energy of the reaction (J mol\(^{-1}\))
- \(\Delta H_R\) Enthalpy of reaction (J mol\(^{-1}\))
- \(k\) Rate constant of the reaction, \(n\)-th-order (L\(^{n-1}\) mol\(^{-n}\) s\(^{-1}\))
- \(k_qa\) Volumetric mass transfer coefficient (s\(^{-1}\))
- \(k_w\) Overall heat transfer coefficient (W m\(^{-2}\) K\(^{-1}\))
- \(N\) Time ratio of reaction and cooling (dimensionless)
- \(\bar{n}\) Molar flow rate (mol s\(^{-1}\))
- \(\bar{N}_u\) Nusselt number (dimensionless)
- \(r\) Reaction rate (mol m\(^{-3}\) s\(^{-1}\))
- \(R\) Universal gas constant (8.314 J mol\(^{-1}\) K\(^{-1}\))
- \(S'\) Heat production potential (dimensionless)
- \(t_c\) Characteristic time scale of cooling (s)
- \(t_r\) Characteristic time scale of the reaction (s)
- \(T\) Temperature (K)
- \(T_w\) Wall temperature (K)
- \(\Delta T\) Dimensionless temperature difference
- \(\Delta T_{ad}\) Adiabatic temperature increase (K)
- \(u\) Axial flow velocity (m s\(^{-1}\))
- \(V_r\) Reactor volume (mL)
- \(\bar{V}\) Volumetric flow rate (m\(^3\) s\(^{-1}\))
- \(X_{\text{MeIm}}\) Conversion of 1-methylimidazole (dimensionless)
- \(z\) Axial distance from the reactor inlet (m)

Greek symbols

- \(\alpha\) Heat transfer coefficient (W m\(^{-2}\) K\(^{-1}\))
- \(\gamma\) Arrhenius number (dimensionless)
- \(\lambda\) Heat conductivity of the fluid (W m\(^{-1}\) K\(^{-1}\))
- \(\rho\) Density of the fluid (kg m\(^{-3}\))
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