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Abstract. We apply a phase field approach for a general shape optimization problem of a stationary Navier–Stokes flow. To be precise we add a multiple of the Ginzburg–Landau energy as a regularization to the objective functional and relax the non-permeability of the medium outside the fluid region. The resulting diffuse interface problem can be shown to be well-posed and optimality conditions are derived. We state suitable assumptions on the problem in order to derive a sharp interface limit for the minimizers and the optimality conditions. Additionally, we can derive a necessary optimality system for the sharp interface problem by geometric variations without stating additional regularity assumptions on the minimizing set.
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1. Introduction

Shape optimization problems occur in many fields and industrial applications. Thus there have been a lot of contributions for this field in terms of different mathematical models, sensitivity analysis and in particular numerical methods. One main field is the structural optimization where one wants to find optimal material configurations. The second important field of shape optimization problems can be found in fluid mechanics, mainly because there are plenty of ideas, applications and contributions from industry. One typical example of such a problem is to optimize the shape of an obstacle inside a fluid in order to minimize the drag. Shape optimization problems are very challenging, in particular because the classical formulations are in general not well-posed, i.e. no minimizers exist, and it is difficult to find a stable, reliable numerical algorithm. One typical idea to overcome the first beforementioned problem is to restrict the class of possible solutions in terms of regularity or geometric constraints, see for instance [7, 19]. But this restricts the class of possible solutions and the numerical realization of those constraints is not obvious. In the field of structural optimization, another idea has been introduced, namely a regularization of the problem by adding a multiple of the perimeter of the obstacle to the objective functional. This mathematical remodelling reflects the industrial constraints of avoiding oscillations of the optimal shape on too fine scales. If one replaces the region outside the material by
a so-called ersatz material, where the material properties are chosen very “close” to non-presence of material, the resulting problem can actually be shown to inherit a minimizer, see [1]. Bourdin and Chambolle were one of the first ones approximating the perimeter in this setting by the Ginzburg–Landau energy and hence restating this problem in a phase field setting, see [6]. The resulting formulation can then be considered in standard frameworks and can also be used for numerics.

This idea has been applied to a fluid dynamical setting in [15,16], where in particular the idea of [5] was used in order to replace the non-fluid region by a porous medium. So far, such an idea has only been applied to the Stokes’s equations. But of course, in applications nonlinear fluid models and higher Reynolds’s numbers play an important role and so the aim of this work is to discuss the stationary state equations as state constraints. Several problems arise if we use those nonlinear equations, most of them due to the non-uniqueness of solutions to those equations. This yields that no classical control to state operator can be defined any more, and deriving optimality conditions becomes a difficult task. But also when considering the sharp interface limit, we have to identify limit elements of the fluid regions and hence need unique solvability.

In this work, we will discuss the following topics:

• In Section 2.1 we formulate a phase field porous medium formulation for shape optimization problems in a stationary Navier–Stokes flow. This will be in the following form:

\[
\min_{(\varphi, u)} \int_{\Omega} \frac{1}{2} \alpha_{e}(\varphi) |u|^2 \, dx + \int_{\Omega} f(x, u, Du) \, dx + \gamma \int_{\Omega} \frac{\varepsilon}{2} |\nabla \varphi|^2 + \frac{1}{\varepsilon} \psi(\varphi) \, dx
\]

subject to \( \alpha_{e}(\varphi) u - \mu \Delta u + u \cdot \nabla u + \nabla \varphi = f, \div u = 0 \) in \( \Omega \).

Here \( \psi \) is the standard double obstacle potential with zeros at \( \pm 1 \). We will in particular couple the phase field parameter \( \varepsilon > 0 \), describing the interfacial width, to the permeability of the medium outside the fluid region, given by \( (\alpha_{e}(-1))^{-1} \xrightarrow{\varepsilon \searrow 0} 0 \).

• We discuss the phase field problem in terms of existence of a minimizer and necessary optimality conditions, see Sections 2.2 and 2.3.

• A corresponding perimeter penalized sharp interface problem, where the permeability of the medium outside the fluid region is zero, is formulated in Section 3.1. In this setting we only consider functions \( \varphi \) with \( \varphi \in \{ -1, 1 \} \) a.e. and roughly outlined we solve

\[
\min_{(\varphi, u)} \int_{\Omega} f(x, u, Du) \, dx + \gamma c_{0} P_\Omega(\{ \varphi = 1 \})
\]

subject to \( -\mu \Delta u + u \cdot \nabla u + \nabla \varphi = f, \div u = 0 \) in \( \{ \varphi = 1 \} \).

• We derive necessary optimality conditions for the sharp interface problem under the weak regularity assumptions on the minimizing set, see Section 3.3. If certain regularity of the boundary of the minimizing shape is assumed, one can restate those optimality conditions in the classical Hadamard form.

• After formulating appropriate assumptions on the problem we can consider a sharp interface limit for the minimizers and also in the equations of the first variations, see Section 4.

We want to point out that the resulting phase field problem including the porous medium approach inherits, in contrast to most formulations in shape optimization, a minimizer. Additionally, we allow a very large class of possible solutions. In particular, we do not prescribe any topological restrictions and thus we may refer to this problem also as shape and topology optimization.

The derived optimality conditions of the sharp interface problem generalize existing results from the literature, as those can be stated with very weak regularity assumptions on the optimal shape. To calculate the geometric variation of the state variable, we actually only need the minimizing set to be Lebesgue measurable. But if appropriate regularity is assumed for the optimal shape, the stated optimality system can be shown to be equivalent to known results from literature.
The proposed phase field problem can also be considered in the framework of optimal control problems. This can then for instance be handled numerically by a gradient flow approach. The numerical reliability of this approach has already been examined in [17].

2. THE PHASE FIELD PROBLEM

2.1. Problem formulation

In this section we will use the approach for shape optimization problems in fluids introduced in [16], where the Stokes equations were used as a fluid model, and apply it to the stationary Navier–Stokes equations. In the following we will minimize a certain objective functional depending on the behaviour of some fluid by varying the shape, geometry and topology of the region wherein the fluid is located. The fluid region is to be chosen inside a fixed container $\Omega \subset \mathbb{R}^d$, which is assumed to fulfill

(A1) $\Omega \subseteq \mathbb{R}^d$, $d \in \{2, 3\}$, is a bounded Lipschitz domain with outer unit normal $n$ such that $\mathbb{R}^d \setminus \overline{\Omega}$ is connected.

Remark 2.1. The condition of $\mathbb{R}^d \setminus \overline{\Omega}$ being connected arises due to technical reasons, in particular when defining solenoidal extensions of the boundary data, see for instance Lemma 2.6. Anyhow, we could establish the same result for any bounded Lipschitz domain $\Omega \subset \mathbb{R}^d$ by using for instance a generalized version of Lemma 2.6, which can be found in ([14], Lem. IX.4.2), by including some additional conditions on the boundary data.

The velocity of the fluid has prescribed Dirichlet boundary data on $\partial \Omega$, hence we may impose for instance certain in-or outflow profiles. Additionally we can assume a body force acting on the whole of $\Omega$. And so we fix for the subsequent considerations the following functions:

(A2) Let $f \in L^2(\Omega)$ denote the applied body force and $g \in H^2(\partial \Omega)$ the given boundary function such that $\int_{\partial \Omega} g \cdot n \, dx = 0$.

We remark, that throughout this work $\mathbb{R}^d$-valued functions or function spaces of $\mathbb{R}^d$-valued functions are denoted by boldface letters.

The general functional to be minimized is given as $\int_{\Omega} f(\cdot, u, Du) \, dx$ and hence depends on the velocity $u \in U := \{v \in H^1(\Omega) \mid \text{div} v = 0, v|_{\partial \Omega} = g\}$ of the fluid and its derivative. The treatment of the pressure in the objective functional is described briefly in Section 5. The objective functional is chosen according to the following assumptions:

(A3) We choose $f : \Omega \times \mathbb{R}^d \times \mathbb{R}^{d \times d} \rightarrow \mathbb{R}$ as a Carathéodory function, thus fulfilling

- $f(\cdot, v, A) : \Omega \rightarrow \mathbb{R}$ is measurable for each $v \in \mathbb{R}^d$, $A \in \mathbb{R}^{d \times d}$, and
- $f(x, \cdot, \cdot) : \mathbb{R}^d \times \mathbb{R}^{d \times d} \rightarrow \mathbb{R}$ is continuous for almost every $x \in \Omega$.

Let $p \geq 2$ for $d = 2$ and $2 \leq p \leq 6$ for $d = 3$ and assume that there exist $a \in L^1(\Omega)$, $b_1, b_2 \in L^\infty(\Omega)$ such that for almost every $x \in \Omega$ it holds

$$|f(x, v, A)| \leq a(x) + b_1(x)|v|^p + b_2(x)|A|^2, \quad \forall v \in \mathbb{R}^d, A \in \mathbb{R}^{d \times d}. \quad (2.1)$$

Additionally, assume that the functional

$$F : H^1(\Omega) \rightarrow \mathbb{R}, \quad F(u) := \int_{\Omega} f(x, u(x), Du(x)) \, dx \quad (2.2)$$

is weakly lower semicontinuous and $F|_U$ is bounded from below.
Remark 2.2. Remark that condition (2.1) implies that $H^1(\Omega) \ni u \mapsto \int_\Omega f(x, u, Du(x)) \, dx$ is continuous, see [22].

The shape to be optimized is here the region filled with fluid and is described by a design function $\varphi \in L^1(\Omega)$. The fluid region then corresponds to $\{x \in \Omega \mid \varphi(x) = 1\}$ and the non-fluid region is described by $\{x \in \Omega \mid \varphi(x) = -1\}$. We will formulate a diffuse interface problem, hence $\varphi$ is also allowed to take values in $(-1, 1)$, which yields then an interfacial region. The thickness of the interface is dependent on the so-called phase field parameter $\varepsilon > 0$. We impose an additional volume constraint for the fluid region, i.e., $\int_\Omega \varphi \, dx \leq \beta |\Omega|$, where $\beta \in (-1, 1)$ is an arbitrary but fixed constant. Hence, the design space for the optimization problem is given by

$$\Phi_{ad} := \left\{ \varphi \in H^1(\Omega) \mid |\varphi| \leq 1 \text{ a.e. in } \Omega, \int_\Omega \varphi \, dx \leq \beta |\Omega| \right\}. \quad (2.3)$$

Sometimes, we will use the enlarged set of admissible control functions $\Phi_{ad}$, which is given by

$$\Phi_{ad} := \left\{ \varphi \in H^1(\Omega) \mid |\varphi| \leq 1 \text{ a.e. in } \Omega \right\}. \quad (2.4)$$

In order to obtain a well-posed problem, we use the idea of perimeter penalization. Thus we add a multiple of the diffuse interface analogue of the perimeter functional, which is the Ginzburg–Landau energy, to the objective functional. To be precise we add

$$\gamma \int_\Omega \frac{\varepsilon}{2} |\nabla \varphi|^2 + \frac{1}{\varepsilon} \psi(\varphi) \, dx$$

where $\psi : \mathbb{R} \to [\mathbb{R}] := \mathbb{R} \cup \{+\infty\}$, given by

$$\psi(\varphi) := \begin{cases} 
\frac{1}{2} (1 - \varphi^2), & \text{if } |\varphi| \leq 1, \\
+\infty, & \text{otherwise}, 
\end{cases}$$

is the potential and $\gamma > 0$ a fixed weighting parameter for this regularization. The region outside the fluid obeys the equations of flow through porous material with small permeability $(\overline{\kappa})^{-1} \ll 1$. Notice that we couple the parameter for the porous medium approach to the phase field parameter $\varepsilon > 0$. In the interfacial region we interpolate between the stationary Navier–Stokes equations and the porous medium equations by using an interpolation function $\alpha_\varepsilon : [-1, 1] \to [0, \overline{\kappa}]$ fulfilling the following assumptions:

(A4) Let $\alpha_\varepsilon : [-1, 1] \to [0, \overline{\kappa}]$ be decreasing, surjective and continuous for every $\varepsilon > 0$.

It is required that $\overline{\kappa} > 0$ is chosen such that $\lim_{\varepsilon \to 0} \overline{\kappa} = +\infty$ and $\alpha_\varepsilon$ converges pointwise to some function $\alpha_0 : [-1, 1] \to [0, +\infty]$. Additionally, we impose $\alpha_\delta(x) \geq \alpha_\varepsilon(x)$ if $\delta \leq \varepsilon$ for all $x \in [-1, 1]$, $\alpha_0(0) = \lim_{\varepsilon \to 0} \alpha_\varepsilon(0) < \infty$ and a growth condition of the form $\|\alpha_\varepsilon\| = o(\varepsilon^{-\kappa})$.

Remark 2.3. For space dimension $d = 2$ we can even choose $\overline{\kappa} = o(\varepsilon^{-\kappa})$ for any $\kappa \in (0, 1)$, see [16].

We introduce some notation for the nonlinear convective term arising in the stationary Navier–Stokes equations. We denote by

$$b : H^1(\Omega) \times H^1(\Omega) \times H^1(\Omega) \to \mathbb{R}$$

the following trilinear form

$$b(u, v, w) := \sum_{i,j=1}^d \int_\Omega u_i \partial_j v_j w_j \, dx = \int_\Omega u \cdot \nabla v \cdot w \, dx.$$
Using the restriction on the space dimension \(d \in \{2, 3\}\), the imbedding theorems and classical results, we see that this trilinear form fulfills the following properties:

**Lemma 2.4.** The form \(b\) is well-defined and continuous in the space \(H^1(\Omega) \times H^1(\Omega) \times H^1_0(\Omega)\). Moreover we have:

\[
|b(u, v, w)| \leq K_\Omega \|\nabla u\|_{L^2(\Omega)} \|\nabla v\|_{L^2(\Omega)} \|\nabla w\|_{L^2(\Omega)} \quad \forall u, v, w \in H^1_0(\Omega), v \in H^1(\Omega)
\]  

(2.5)

with \(K_\Omega = \frac{2^{1/6}}{3}\) if \(d = 3\) and \(K_\Omega = \frac{|\Omega|^{1/2}}{2}\) if \(d = 2\). Additionally, the following properties are satisfied:

\[
b(u, v, v) = 0 \quad \forall u \in H^1(\Omega), \quad \text{div} u = 0, v \in H^1_0(\Omega),
\]  

(2.6)

\[
b(u, v, w) = -b(u, w, v) \quad \forall u \in H^1(\Omega), \quad \text{div} u = 0, v, w \in H^1_0(\Omega).
\]  

(2.7)

**Proof.** The stated continuity and estimate (2.5) can be found in ([14], Lem. IX.1.1) and (2.6)–(2.7) are considered in ([14], Lem. IX.2.1).

Besides, we have the following important continuity property:

**Lemma 2.5.** Let \((u_n)_{n \in \mathbb{N}}, (v_n)_{n \in \mathbb{N}}, u, v \in H^1(\Omega)\) be such that

\[
u_n \rightharpoonup u, \quad v_n \rightarrow v \quad \text{in} \ H^1(\Omega)
\]

where \(v_n|_{\partial \Omega} = v|_{\partial \Omega}\) for all \(n \in \mathbb{N}\).

Then

\[
\lim_{n \rightarrow \infty} b(u_n, v_n, w) = b(u, v, w) \quad \forall w \in H^1(\Omega).
\]

Moreover, one can show that

\[
H^1(\Omega) \times H^1(\Omega) \ni (u, v) \rightarrow b(u, \cdot, v) \in H^{-1}(\Omega)
\]  

(2.8)

is strongly continuous.

**Proof.** We apply the idea of ([30], Lem. 72.5) and make in particular use of the compact imbedding \(H^1(\Omega) \hookrightarrow L^3(\Omega)\) and the continuous imbedding \(H^1(\Omega) \hookrightarrow L^6(\Omega)\). The strong continuity stated in (2.8) follows from ([30], Lem. 72.5).

We continue with a technical lemma that will be needed quite often and is taken from ([14], Lem. IX.4.2).

**Lemma 2.6.** Let \(U\) be a bounded Lipschitz domain in \(\mathbb{R}^d\) such that \(\mathbb{R}^d \setminus \overline{U}\) is connected and let \(v_s \in H^2_0(\partial U)\) satisfy

\[
\int_{\partial U} v_s \cdot n \, dx = 0
\]

where \(n\) denotes here the outer unit normal on \(U\).

Then for any \(\eta > 0\) there exists some \(\delta = \delta(\eta, v_s, n, U) > 0\) and a vector field \(V = V(\delta)\) such that

\[
V \in H^1(U), \quad \text{div} V = 0, \quad V = v_s \text{ on } \partial U
\]

and verifying

\[
\left| \int_U u \cdot \nabla V \cdot u \, dx \right| \leq \eta \|\nabla u\|_{L^2(U)}^2 \quad \forall u \in H^1_0(U).
\]  

(2.9)
We now formulate the overall optimization problem. This is given as

\[
\min_{(\varphi, u)} J_\varepsilon (\varphi, u) := \frac{1}{2} \int_\Omega \alpha_\varepsilon (\varphi) |u|^2 \, dx + \int_\Omega f (x, u, Du) \, dx + \gamma \int_\Omega \frac{\varepsilon}{2} \vert \nabla \varphi \vert^2 + \frac{1}{\varepsilon} \varphi^2 \, dx
\]  

(2.10)

subject to \((\varphi, u) \in \Phi_{ad} \times U\) and

\[
\int_\Omega \alpha_\varepsilon (\varphi) u \cdot v \, dx + \mu \int_\Omega \nabla u \cdot \nabla v \, dx + b (u, u, v) = \int_\Omega f \cdot v \, dx \quad \forall v \in V
\]  

(2.11)

where \(V := \{ v \in H^1_0 (\Omega) \mid \text{div } v = 0 \}\). The first term which includes the interpolation function \(\alpha_\varepsilon\) appearing in the objective functional (2.10) penalizes too large values for \(|u|\) outside the fluid region (hence if \(\varphi = -1\)). This is a result of the choice of \(\alpha_\varepsilon (-1) = \pi_\varepsilon \gg 1\). The penalization of too large values for the velocity in the porous medium is in particular important because we want in the limit \(\varepsilon \searrow 0\) the velocity \(u\) to vanish outside the fluid region, see Section 3.1. By this we ensure to arrive in the desired black-and-white solutions.

2.2. Existence results for the phase field problem

We will be concerned in the following with well-posedness of the constraints (2.11) and define a solution operator called \(S_\varepsilon\), see Lemma 2.7. Since in general we might not have a unique solution for an arbitrary \(\varphi \in \Phi_{ad}\), the solution operator may be set valued, and so we cannot reformulate the problem into minimizing a reduced objective functional as it was possible in [16].

Afterwards, we show existence of minimizers for the optimal control problem (2.10) and (2.11).

**Lemma 2.7.** For every \(\varphi \in L^1 (\Omega)\) with \(|\varphi (x)| \leq 1\) a.e. in \(\Omega\) there exists at least one \(u \in U\) fulfilling (2.11).

This defines a set-valued solution operator for the constraints, which will be denoted by

\[
S_\varepsilon (\varphi) := \{ u \in U \mid u \text{ solves (2.11)} \} \quad \forall \varphi \in \Phi_{ad}.
\]

**Proof.** For showing the existence of a velocity field \(u \in U\) satisfying (2.11) we apply the arguments of ([30], Thm. 72.A), which is an application of the theory on pseudo-monotone operators. To this end, we fix \(\varphi \in L^1 (\Omega)\) with \(|\varphi| \leq 1\) a.e. in \(\Omega\).

At first, we rewrite the non-homogeneous problem into a homogeneous one analogously to ([27], Thm. 1.5, Chap. II) by defining \(\psi \in H^1 (\Omega)\) as a solution of

\[
\text{div } \psi = 0 \quad \text{in } \Omega, \quad \psi = g \quad \text{on } \partial \Omega,
\]

such that

\[
b (v, \psi, v) \leq \frac{\mu}{2} \| \nabla v \|_{L^2 (\Omega)}^2 \quad \forall v \in V.
\]  

(2.12)

The existence of such a function \(\psi\) follows from Lemma 2.6. Then \(u \in U\) solves (2.11) if and only if \(\hat{u} = u - \psi \in V\) fulfills

\[
\int_\Omega \alpha_\varepsilon (\varphi) \hat{u} \cdot v + \mu \nabla \hat{u} \cdot \nabla v \, dx + b (\hat{u}, \hat{u}, v) + b (\hat{u}, \psi, v) + b (\psi, \hat{u}, v) = \left\langle \hat{f}, v \right\rangle_{H^{-1} (\Omega)}
\]  

(2.13)

for all \(v \in V\) where we defined \(\hat{f} := f + \mu \Delta \psi - \psi \cdot \nabla \psi - \alpha_\varepsilon (\varphi) \psi \in H^{-1} (\Omega)\). Then we can deduce that the linear operator \(A : V \to V'\), which is given by

\[
A(v)(w) := \int_\Omega \alpha_\varepsilon (\varphi) v \cdot w + \mu \nabla v \cdot \nabla w \, dx + b (v, \psi, w) + b (\psi, v, w) \quad \forall v, w \in V,
\]
Lemma 2.8. Assume that there exists a solution $u \in U$ of (2.11) such that it holds
\begin{equation}
\|\nabla u\|_{L^2(\Omega)} < \frac{\mu}{K_\Omega}.
\end{equation}
Then this is the only solution of (2.11).

Proof. Assume $u \in U$ fulfills (2.11) and it holds (2.15). Moreover, assume $\hat{u} \in U$ is another solution of (2.11). Similar to ([14], Thm. IX.2.1) we define $z := \hat{u} - u$ and see that $z$ satisfies
\begin{equation}
\int_{\Omega} \alpha_\epsilon(\varphi) \frac{\nabla z \cdot \nabla v}{\mu} \, dx + \mu \int_{\Omega} \nabla z \cdot \nabla v \, dx + b(\hat{u}, \hat{u}, v) - b(u, u, v) = 0 \quad \forall v \in V.
\end{equation}
Using the trilinearity of $b$ this can be rewritten as
\begin{equation}
\int_{\Omega} \alpha_\epsilon(\varphi) \frac{\nabla z \cdot \nabla v}{\mu} \, dx + \mu \int_{\Omega} \nabla z \cdot \nabla v \, dx + b(z, z, v) + b(z, u, v) + b(u, z, v) = 0 \quad \forall v \in V.
\end{equation}
Inserting $z \in V$ as a test function and using Lemma 2.4 we obtain therefrom
\begin{equation}
\int_{\Omega} \alpha_\epsilon(\varphi) |z|^2 \, dx + \mu \int_{\Omega} |\nabla z|^2 \, dx + b(z, u, z) = 0.
\end{equation}
This gives us in view of $\alpha_\epsilon \geq 0$ and (2.5)
\begin{equation}
\mu \|\nabla z\|_{L^2(\Omega)}^2 \leq K_\Omega \|\nabla z\|_{L^2(\Omega)}^2 \|\nabla u\|_{L^2(\Omega)}.
\end{equation}
Finally, we see from (2.15) that
\begin{equation}
\left(\mu - K_\Omega \|\nabla u\|_{L^2(\Omega)}\right) \|\nabla z\|_{L^2(\Omega)}^2 \leq 0
\end{equation}
which implies together with Poincaré’s inequality $z \equiv 0$ and thus the stated uniqueness. \qed
Let us now analyze the overall optimization problem given by (2.10) and (2.11). After having considered the state constraints, we can deduce well-posedness of the problem as the next theorem will show.

**Theorem 2.9.** There exists at least one minimizer of (2.10) and (2.11).

**Proof.** We start by choosing an admissible minimizing sequence \((\varphi_k, u_k)_{k \in \mathbb{N}} \subseteq \Phi_{ad} \times U\), which means in particular that \(u_k \in S_{\varepsilon}(\varphi_k)\). We use the state equation (2.11) to deduce a uniform bound on \(\|u_k\|_{H^1(\Omega)}\) as follows:

Let \(\psi \in H^1(\Omega)\) be such that \(\text{div} \psi = 0\), \(\psi|_{\partial \Omega} = g\) and \(b(v, \psi, v) \leq \frac{\mu}{2}\|\nabla v\|_{L^2(\Omega)}^2\) for all \(v \in V\), which can be chosen due to Lemma 2.6. Then we see that \(\hat{u}_k := u_k - \psi \in V\) is a solution to (2.13) with \(\varphi\) replaced by \(\varphi_k\). Testing this equation with \(v = \hat{u}_k\) it follows

\[
\begin{align*}
\langle \alpha\varphi_k \hat{u}_k, \hat{u}_k \rangle_{L^2(\Omega)} &+ \mu \|\nabla \hat{u}_k\|_{L^2(\Omega)}^2 + b(\hat{u}_k, \psi, \hat{u}_k) \\
&= \langle \hat{f}_k, \hat{u}_k \rangle_{H^{-1}(\Omega)} \\
&= \langle f, \hat{u}_k \rangle_{L^2(\Omega)} - \mu \int_\Omega \nabla \psi \cdot \nabla \hat{u}_k \, dx - b(\psi, \hat{u}_k) - \int_\Omega \alpha\varphi_k \psi \cdot \hat{u}_k \, dx. \tag{2.16}
\end{align*}
\]

Now using the inequalities of Poincaré and Young we can deduce therefrom the existence of some constant \(c > 0\) such that

\[
\|\nabla \hat{u}_k\|_{L^2(\Omega)}^2 \leq c \left( \|f\|_{L^2(\Omega)}^2 + \mu \|\nabla \psi\|_{L^2(\Omega)}^2 + \|\psi\|_{H^1(\Omega)}^2 + \frac{\alpha\varphi_k}{\mu} \|\psi\|_{L^2(\Omega)}^2 \right). \tag{2.17}
\]

Applying again Poincaré’s inequality and inserting \(u_k = \hat{u}_k + \psi\) we obtain therefrom a bound on \(\|u_k\|_{H^1(\Omega)}\) uniform in \(k \in \mathbb{N}\). Moreover, the uniform bound on \((J_\varepsilon(\varphi_k, u_k))_{k \in \mathbb{N}}\) implies that \(\sup_{k \in \mathbb{N}} \|\nabla \varphi_k\|_{L^2(\Omega)} < \infty\). Besides \(\varphi_k \in \Phi_{ad}\) for all \(k \in \mathbb{N}\), and so \(\|\varphi_k\|_{L^\infty(\Omega)} \leq 1\ \forall k \in \mathbb{N}\). And so we get, after possibly choosing subsequences, the following convergence results: \(u_k \rightharpoonup u_0\) in \(H^1(\Omega)\), \(\varphi_k \rightharpoonup \varphi_0\) in \(H^1(\Omega)\) and thus \(\lim_{k \to \infty} \|\varphi_k - \varphi_0\|_{L^2(\Omega)} = 0\), \(\lim_{k \to \infty} \|u_k - u_0\|_{L^2(\Omega)} = 0\) for some element \((u_0, \varphi_0) \in U \times \Phi_{ad}\). Here we used in particular that \(\Phi_{ad}\) and \(U\) are closed and convex and thus weakly closed subspaces of \(H^1(\Omega)\) and \(H^1(\Omega)\), respectively.

Next we show that \(u_0 \in S_{\varepsilon}(\varphi_0)\). To see this, we make use of Lebesgue’s dominated convergence theorem and the pointwise convergence of the sequences \((u_k)_{k \in \mathbb{N}}\) and \((\varphi_k)_{k \in \mathbb{N}}\), which follows after choosing again subsequences. From this we find directly

\[
\lim_{k \to \infty} \int_\Omega \alpha\varphi_k u_k \cdot v \, dx = \int_\Omega \alpha\varphi_0 u_0 \cdot v \, dx \quad \forall v \in V.
\]

Making use of the continuity properties of \(b\) (see Lem. 2.5) we can hence take the limit \(k \to \infty\) in the weak formulation of the state equation (2.11) and see that \(u_0\) fulfills (2.11) with \(\varphi\) replaced by \(\varphi_0\) and thus we have shown \(u_0 \in S_{\varepsilon}(\varphi_0)\).

As before we can apply Lebesgue’s dominated convergence theorem to deduce

\[
\lim_{k \to \infty} \int_\Omega \alpha\varphi_k |u_k|^2 \, dx = \int_\Omega \alpha\varphi_0 |u_0|^2 \, dx.
\]

Using the lower semicontinuity of the objective functional we hence obtain

\[
J_\varepsilon(\varphi_0, u_0) \leq \liminf_{k \to \infty} J_\varepsilon(\varphi_k, u_k)
\]

which proves that \((\varphi_0, u_0)\) is a minimizer of (2.10) and (2.11). \(\square\)
2.3. Optimality conditions in the diffuse interface setting

In this section we want to derive optimality conditions by geometric variations. In the end we want to obtain an optimality system for which we can consider the limit $\varepsilon \rightarrow 0$ and hope to arrive in an optimality system for the sharp interface. The corresponding optimality conditions in the sharp interface setting will be derived in Sections 3.3 and 4.2 we consider the limit process in the equations of the first variation.

We choose for this section $(\varphi_\varepsilon, u_\varepsilon) \in L^1(\Omega) \times H^1(\Omega)$ as minimizer of (2.10) and (2.11) such that it holds

$$\|\nabla u_\varepsilon\|_{L^2(\Omega)} < \frac{\mu}{K_\Omega},$$  
(2.18)

In particular, this implies by Lemma 2.8 directly $S_\varepsilon (\varphi_\varepsilon) = \{u_\varepsilon\}$.

**Remark 2.10.** We point out, that due to Corollary 4.8 we obtain under certain assumptions and for $\varepsilon > 0$ small enough that (2.18) is fulfilled for any minimizer $(\varphi_\varepsilon, u_\varepsilon)$ of (2.10) and (2.11).

Throughout the following section we state additionally the following assumption:

**\(A5\)** Assume that $\alpha_\varepsilon \in C^2([-1, 1])$ for all $\varepsilon > 0$ and $f \in H^1(\Omega)$.

Assume that $x \mapsto f(x, v, A) \in \mathbb{R}$ is in $W^{1,1}(\Omega)$ for all $(v, A) \in \mathbb{R}^d \times \mathbb{R}^{d \times d}$ and the partial derivatives $D_2 f(x, \cdot, A), D_3 f(x, v, \cdot)$ exist for all $v \in \mathbb{R}^d, A \in \mathbb{R}^{d \times d}$ and a.e. $x \in \Omega$. Let $p \geq 2$ for $d = 2$ and $2 \leq p \leq 6$ for $d = 3$ and assume that there are $\hat{a}, \hat{b}_1, \hat{b}_2 \in L^\infty(\Omega)$ such that for almost every $x \in \Omega$ it holds

$$|D_2 f(x, v, A)| \leq \hat{a}(x) + \hat{b}_1(x) |v|^{p-1} + \hat{b}_2(x) |A| \quad \forall v \in \mathbb{R}^d, A \in \mathbb{R}^{d \times d},$$

$$|D_3 f(x, v, A)| \leq \hat{a}(x) + \hat{b}_1(x) |v|^{p} + \hat{b}_2(x) |A| \quad \forall v \in \mathbb{R}^d, A \in \mathbb{R}^{d \times d}.$$  
(2.19)

**Remark 2.11.** If the objective functional fulfills Assumption **\(A5\)**, we find that

$$F : H^1(\Omega) \ni u \mapsto \int_\Omega f(x, u, Du) \, dx$$

is continuously Fréchet differentiable and that its directional derivative is given in the following form:

$$DF(u)(v) = \int_\Omega D_{(2,3)} f(x, u, Du)(v, Dv) \, dx \quad \forall u, v \in H^1(\Omega).$$

For details concerning Nemytskii operators we refer to [22].

As we will derive first order optimality conditions by varying the domain $\Omega$ with transformations, we introduce here the admissible transformations and its corresponding velocity fields:

**Definition 2.12** (\(\mathcal{V}_{ad}, \mathcal{T}_{ad}\)). The space $\mathcal{V}_{ad}$ of admissible velocity fields is defined as the set of all $V \in C\left([-\tau, \tau] ; C\left(\overline{\Omega}, \mathbb{R}^d\right)\right)$, where $\tau > 0$ is some fixed, small constant, such that it holds:

(V1) **(V1a)** $V(t, \cdot) \in C^2\left(\overline{\Omega}, \mathbb{R}^d\right)$,

(V1b) $\exists C > 0: \|V(\cdot, y) - V(\cdot, x)\|_{C([-\tau, \tau], \mathbb{R}^d)} \leq C|x - y| \quad \forall x, y \in \overline{\Omega},$

(V2) $V(t, x) \cdot n(x) = 0$ on $\partial \Omega$,

(V3) $V(t, x) = 0$ for a.e. $x \in \partial \Omega$ with $g(x) \neq 0$.

We will often use the notation $V(t) = V(t, \cdot)$.

Then the space $\mathcal{T}_{ad}$ of admissible transformations for the domain is defined as solutions of the ordinary differential equation

$$\partial_t T_t(x) = V(t, T_t(x)), \quad T_0(x) = x$$  
(2.20a)

for $V \in \mathcal{V}_{ad}$, which gives some $T : (-\hat{\tau}, \hat{\tau}) \times \overline{\Omega} \rightarrow \overline{\Omega}$, with $0 < \hat{\tau}$ small enough.
Remark 2.13. Let $V \in V_{ad}$ and $T \in T_{ad}$ be the transformation associated to $V$ by (2.20). Then $T$ admits the following properties:

- $T \in C^1([-\tilde{\tau}, \tilde{\tau}], \mathbb{R}^d)$ for all $x \in \overline{\Omega}$,
- $\exists c > 0, \forall x, y \in \overline{\Omega}, \|T(x) - T(y)\|_{C^1([-\tilde{\tau}, \tilde{\tau}], \mathbb{R}^d)} \leq c|x - y|$,
- $\forall t \in [-\tilde{\tau}, \tilde{\tau}], x \mapsto T_t(x) = T(t, x) : \overline{\Omega} \rightarrow \overline{\Omega}$ is bijective,
- $\exists c > 0, \forall x, y \in \overline{\Omega}, \|T^{-1}(x) - T^{-1}(y)\|_{C^1([-\tilde{\tau}, \tilde{\tau}], \mathbb{R}^d)} \leq c|x - y|$.

This is shown in [11, 12].

We will obtain optimality criteria by deforming the domain $\Omega$ along suitable transformations. For this purpose, we choose some $T \in T_{ad}$ and denote in the following by $V \in V_{ad}$ its velocity field. Let us introduce the notation

$$\varphi_\varepsilon(t) := \varphi_\varepsilon \circ T_t^{-1}, \quad \Omega_t := T_t(\Omega).$$

We choose elements solving the state equations corresponding to $\varphi_\varepsilon(t)$:

$$u_\varepsilon(t) \in S_\varepsilon(\varphi_\varepsilon(t)).$$

This is possible since the choice of $T \in T_{ad}$ implies for $\varphi_\varepsilon \in \Phi_{ad}$ that $\varphi_\varepsilon(t) \in \hat{\Phi}_{ad}$, see also Lemma 2.7.

So far, it is not clear if $S_\varepsilon(\varphi_\varepsilon(t)) = \{u_\varepsilon(t)\}$, even though this holds true for $t = 0$. But the implicit function theorem will guarantee uniqueness for small $t$, thus $S_\varepsilon(\varphi_\varepsilon(t)) = \{u_\varepsilon(t)\}$ for $t$ small enough, and will give us at the same time differentiability of $t \mapsto (u_\varepsilon(t) \circ T_t)$ at $t = 0$, as the following lemma shows:

**Lemma 2.14.** For $t$ small enough, we have $S_\varepsilon(\varphi_\varepsilon(t)) = \{u_\varepsilon(t)\}$, thus the state equations (2.11) corresponding to $\varphi_\varepsilon(t)$ have a unique solution if $t$ is small enough.

Moreover, we get that the mapping $\mathbb{R} \ni I \ni u_\varepsilon(t) \circ T_t \in H^1(\Omega)$ is differentiable at $t = 0$ (where $I$ is a small interval around 0) and $\dot{u}_\varepsilon[V] := \partial_t|_{t=0}(u_\varepsilon(t) \circ T_t)$ is given as the unique weak solution to

$$\int_\Omega \alpha_\varepsilon(\varphi_\varepsilon) \dot{u}_\varepsilon[V] \cdot z + \mu \nabla \dot{u}_\varepsilon[V] : \nabla z \, dx + b(u_\varepsilon, \dot{u}_\varepsilon[V], z) + b(\dot{u}_\varepsilon[V], u_\varepsilon, z)$$

$$= \int_\Omega \mu DV(0)^T \nabla u_\varepsilon[z] \, dx + \int_\Omega \mu \nabla u_\varepsilon : DV(0)^T \nabla z \, dx$$

$$+ \int \mu \nabla u_\varepsilon : \nabla (\text{div } V(0) z - DV(0) z) \, dx - \int_\Omega \mu \nabla u_\varepsilon : \nabla \text{div } V(0) \, dx$$

$$+ b(DV(0) u_\varepsilon, u_\varepsilon, z) - b(u_\varepsilon, u_\varepsilon, DV(0) z) + \int \nabla f \cdot V(0) \cdot z \, dx$$

$$+ \int f \cdot DV(0) z \, dx - \int_\Omega \alpha_\varepsilon(\varphi_\varepsilon) u_\varepsilon \cdot DV(0) z \, dx$$

which has to hold for all $z \in V$, together with

$$\text{div } \dot{u}_\varepsilon[V] = \nabla u_\varepsilon : DV(0).$$

**Proof.** We apply arguments similar to ([16], Thm. 2) after changing the definition of the function $F$ to

$$F : I \times H^1_0(\Omega) \rightarrow V' \times L^2_0(\Omega);$$

$$F(t, u) := (F_1(t, u), F_2(t, u)) \in V' \times L^2_0(\Omega)$$
where we define
\[ F_1(t, u)(z) := \int_{\Omega} \alpha_\varepsilon(\varphi_\varepsilon) \mathbf{u} \cdot (\text{det } DT_t^{-1} DT_t z) \text{ det } DT_t + \int_{\Omega} \mu DT_t^{-T} \nabla \mathbf{u} : DT_t^{-T} \nabla (\text{det } DT_t^{-1} DT_t z) \text{ det } DT_t \, dx \]
\[ + \int_{\Omega} \mathbf{u} \cdot DT_t^{-T} \nabla \mathbf{u} \cdot (\text{det } DT_t^{-1} DT_t z) \text{ det } DT_t \, dx - \int_{\Omega} f \circ T_t \cdot (\text{det } DT_t^{-1} DT_t z) \text{ det } DT_t \, dx \]
and
\[ F_2(t, u) = (DT_t^{-1} : \nabla \mathbf{u}) \text{ det } DT_t. \]

We observe that
\[ F(t, u_\varepsilon(t) \circ T_t) = 0. \]

Besides we find that \( D_u F(0, u_\varepsilon) \) is for all \( u \in H^1_0(\Omega) \) given by
\[ D_u F_1(0, u_\varepsilon)(u)(z) = \int_{\Omega} \alpha_\varepsilon(\varphi_\varepsilon) \mathbf{u} \cdot z + \mu \nabla \mathbf{u} \cdot \nabla z + u_\varepsilon \cdot \nabla u \cdot z + u \cdot \nabla u_\varepsilon \cdot z \, dx \quad \forall z \in V \]
and
\[ D_u F_2(0, u_\varepsilon)u = \text{div } u. \]

Thus we can use the solvability result for the divergence operator \([24, \text{Lem. II.2.1.1}]\) and \((2.18)\) to obtain from Lax–Milgram’s theorem that \( D_u F(0, u) : H^1_0(\Omega) \rightarrow V' \times L^2_0(\Omega) \) is an isomorphism. As a consequence, we can apply the implicit function theorem to
\[ G : I \times H^1_0(\Omega) \rightarrow V' \times L^2_0(\Omega), \quad G(t, v) := F(t, v + G), \]
which fulfills
\[ G(t, u_\varepsilon(t) \circ T_t - G) = 0 \quad \forall t \in I \]
for some fixed chosen \( G \in H^1(\Omega) \) such that \( G|_{\partial \Omega} = g \). From this we obtain existence and uniqueness of a function \( t \mapsto u(t) \) such that \( G(t, u(t)) = 0 \) for all \( t \in I \) in a small interval \( I \) around zero. But since \( G(t, w_\varepsilon(t) \circ T_t - G) = 0 \) for all \( t \in I \) and for all \( w_\varepsilon(t) \in S_\varepsilon(\varphi_\varepsilon(t)) \), this yields already \( u(t) = u_\varepsilon(t) \circ T_t - G = w_\varepsilon(t) \circ T_t - G \) for all \( w_\varepsilon(t) \in S_\varepsilon(\varphi_\varepsilon(t)) \) and thus \( S_\varepsilon(\varphi_\varepsilon(t)) = \{ u_\varepsilon(t) \} \) and the first statement of the lemma follows.

The implicit function theorem gives more in this setting, namely the differentiability of \( t \mapsto (u_\varepsilon(t) \circ T_t - G) \in H^1(\Omega) \) at \( t = 0 \) and thus of \( t \mapsto (u_\varepsilon(t) \circ T_t) \) as a mapping from \( I \) to \( H^1(\Omega) \) at \( t = 0 \) together with
\[ \partial_t|_{t=0} (u_\varepsilon(t) \circ T_t) = \partial_t|_{t=0} (u_\varepsilon(t) \circ T_t - G) = -D_u G(0, u_\varepsilon - G)^{-1} \partial_t G(0, u_\varepsilon - G) = -D_u F(0, u_\varepsilon)^{-1} \partial_t F(0, u_\varepsilon) \]
wherefrom we deduce the statement. For details we refer to [16, 18].

Using this result, we can now proceed to deriving first order optimality conditions by using the reduced functional
\[ j_\varepsilon(\varphi_\varepsilon(t)) := J_\varepsilon(\varphi_\varepsilon(t), S_\varepsilon(\varphi_\varepsilon(t))) \]
which is due to Lemma 2.14 for \( t \) small enough well-defined.

**Theorem 2.15.** For any minimizer \((\varphi_\varepsilon, u_\varepsilon) \in \Phi_{ad} \times U\) of \((2.10)\) and \((2.11)\) fulfilling \((2.18)\) there exists some Lagrange multiplier \( \lambda_\varepsilon \geq 0 \) for the integral constraint such that the following necessary optimality conditions hold true:
\[ \partial_t|_{t=0} j_\varepsilon (\varphi_\varepsilon \circ T_t^{-1}) = -\lambda_\varepsilon \int_{\Omega} \varphi_\varepsilon \text{div } V(0) \, dx, \quad \lambda_\varepsilon \left( \int_{\Omega} \varphi_\varepsilon \, dx - \beta |\Omega| \right) = 0 \]
\((2.23)\)
for all \( T \in \mathcal{T}_{ad} \) with velocity \( V \in \mathcal{V}_{ad} \), where this derivative is given by the following formula:

\[
\partial_t \epsilon \big|_{t=0} j_\epsilon (\varphi_\epsilon \circ T_\epsilon^{-1}) = \int_\Omega \alpha_\epsilon (\varphi_\epsilon) \left( u_\epsilon \cdot \dot{u}_\epsilon [V] + \frac{1}{2} |u_\epsilon|^2 \right) \, \text{div} \, V(0) \, dx \\
+ \int_\Omega [Df(x,u_\epsilon,Du_\epsilon)(V(0),\dot{u}_\epsilon[V],D\dot{u}_\epsilon[V] - Du_\epsilon DV(0)) + f(x,u_\epsilon,Du_\epsilon) \, \text{div} \, V(0)] \, dx \\
+ \int_\Omega \left( \frac{\gamma_\epsilon}{2} |\nabla \varphi_\epsilon|^2 + \frac{\gamma_\epsilon}{\epsilon} \psi(\varphi_\epsilon) \right) \, \text{div} \, V(0) - \gamma_\epsilon \nabla \varphi_\epsilon \cdot \nabla V(0) \nabla \varphi_\epsilon \, dx
\]

\( \text{(2.24)} \)

and \( \dot{u}_\epsilon[V] \in H_0^1(\Omega) \) is given as the solution of (2.21) and (2.22).

**Proof.** Those calculations can be carried out exactly as in ([16], Thm. 3), where also the existence of a Lagrange multiplier is shown. \( \square \)

**Remark 2.16.** One can also consider the phase field problem (2.10) and (2.11) as an optimal control problem and then derive a variational inequality by parametric variations as in standard optimal control problems, see for instance [28]. This optimality condition is then given by

\[
Dj_\epsilon (\varphi_\epsilon)(\varphi - \varphi_\epsilon) + \lambda_\epsilon \int_\Omega (\varphi - \varphi_\epsilon) \, dx \geq 0 \quad \forall \varphi \in H^1(\Omega), |\varphi| \leq 1 \text{ a.e. in } \Omega.
\]

\( \text{(2.25)} \)

This criterion can also be rewritten in a more convenient adjoint formulation, compare ([18], Sect. 15.1). This approach has already been used for numerical simulations, see [17], which validate the reliability of this phase field model.

Assuming more regularity on \( \Omega \), the boundary data \( g \) and the objective functional, one can then show that the optimality conditions derived in Theorem 2.15 are necessary for the variational inequality. To be precise, if the variational inequality is fulfilled, also (2.23) is fulfilled. Roughly speaking, one can insert \( \varphi \equiv \varphi_\epsilon \circ T_{-t} \) into (2.25), divide by \( t \), and use some rearrangements. For details, we refer to ([18], Sect. 15.3).

### 3. The sharp interface problem

In Section 4 we will consider the limit \( \epsilon \searrow 0 \), the so-called sharp interface limit. Hence we want to send both the interface thickness and the permeability of the medium outside the fluid to zero in order to arrive in a sharp interface problem whose solutions can be considered as black-and-white solutions. This means that only pure fluid and pure non-fluid phases exist, and the permeability of the material outside the fluid is zero. In this section, we introduce and investigate the sharp interface problem that will correspond to the phase field model as \( \epsilon \) tends to zero. This problem describes a general sharp interface shape and topology optimization problem in a stationary Navier–Stokes flow and is a nonlinear version of the problem description in a Stokes flow, compare [16].

#### 3.1. Problem formulation

We start with a brief introduction in the notation of Caccioppoli sets and functions of bounded variations, but for a detailed introduction we refer to [2,13]. We call a function \( \varphi \in L^1(\Omega) \) a function of bounded variation if its distributional derivative is a vector-valued finite Radon measure. The space of functions of bounded variation in \( \Omega \) is denoted by \( BV(\Omega) \), and by \( BV(\Omega,\{\pm 1\}) \) we denote functions in \( BV(\Omega) \) having only the values \( \pm 1 \) a.e. in \( \Omega \). We then call a measurable set \( E \subset \Omega \) Caccioppoli set if \( \chi_\epsilon \in BV(\Omega) \). For any Caccioppoli set \( E \), one can hence define the total variation \( |D\chi_E| (\Omega) \) of \( D\chi_E \), as \( D\chi_E \) is a finite measure. This value is then called the perimeter of \( E \) in \( \Omega \) and is denoted by \( P_\Omega(E) := |D\chi_E| (\Omega) \).

In the sharp interface problem we still define the velocity of the fluid on the whole of \( \Omega \), even though there is only a part of it filled with fluid. This is realized by defining the velocity to be zero in the non-fluid
region. Hence, the velocity corresponding to some design variable \( \varphi \in L^1(\Omega) \) is to be chosen in the space 
\[
U^\varphi := \{ u \in U \mid u|_{\{\varphi = -1\}} = 0 \ \text{a.e. in } \Omega \},
\]
where we recall that the fluid regions is given by \( \{\varphi = 1\} \) and the non-fluid region by \( \{\varphi = -1\} \). Correspondingly we define \( V^\varphi := \{ u \in V \mid u|_{\{\varphi = -1\}} = 0 \ \text{a.e. in } \Omega \} \). Apparently, the space \( U^\varphi \) may be empty since the conditions \( u|_{\{\varphi = -1\}} = 0 \) and \( u|_{\partial \Omega} = g \) may be inconsistent with one another. As a consequence, we can only expect to find a solution of the state system if at least the space \( U^\varphi \) is not empty. The design space for the sharp interface problem is given as
\[
\Phi^0_{ad} := \left\{ \varphi \in BV(\Omega, \{\pm 1\}) \mid \int_{\Omega} \varphi \, dx \leq \beta|\Omega|, U^\varphi \neq \emptyset \right\}
\]
and the enlarged admissible set is denoted by \( \hat{\Phi}^0_{ad} := \{ \varphi \in BV(\Omega, \{\pm 1\}) \mid U^\varphi \neq \emptyset \} \). We can then write the the sharp interface problem as
\[
\min_{(\varphi, u)} J_0(\varphi, u) := \int_{\Omega} f(x, u, Du) \, dx + \gamma c_0 P_\beta \{ \{\varphi = 1\} \}
\tag{3.1}
\]
subject to \( (\varphi, u) \in \Phi^0_{ad} \times U^\varphi \) and
\[
\mu \int_{\Omega} \nabla u \cdot \nabla v \, dx + b(u, u, v) = \int_{\Omega} f \cdot v \, dx \quad \forall v \in V^\varphi.
\tag{3.2}
\]
Here, \( c_0 := \int_{-1}^1 \sqrt{2 \psi(s)} \, ds = \frac{1}{\sqrt{8 \pi}} \) is a constant appearing due to technical reasons in the limit \( \varepsilon \downarrow 0 \), compare Section 4.1. Recall, that \( \gamma > 0 \) was an arbitrary weighting parameter for the perimeter penalization.

### 3.2. Existence results

Let us start by considering the state equations. Due to the nonlinearity in the equation we have to deal additionally with some technical difficulties. So we can only show the existence of a solution to (3.2) for \( \varphi \in \hat{\Phi}^0_{ad} \) fulfilling an additional assumption.

**Lemma 3.1.** Let \( \varphi \in L^1(\Omega) \) be such that there exists some \( w \in U^\varphi \) and some \( c > 0, c < \mu \), with
\[
\left| \int_{\Omega} v \cdot \nabla w \cdot v \, dx \right| \leq c \| \nabla v \|_{L^2(\Omega)}^2 \quad \forall v \in V^\varphi.
\tag{3.3}
\]
Then there exists some \( u \in U^\varphi \) fulfilling (3.2). This defines a set-valued solution operator denoted by
\[
S_0(\varphi) := \{ u \in U^\varphi \mid (3.2) \text{ is fulfilled for } u \} \quad \forall \varphi \in \hat{\Phi}^0_{ad}
\]
which may be empty if there is no \( u \in U^\varphi \) such that (3.3) is fulfilled.

**Remark 3.2.** We point out that (3.3) is sufficient but not necessary for the existence of a solution to (3.2), so \( S_0(\varphi) \) may be non-empty for \( \varphi \in \hat{\Phi}^0_{ad} \) even if (3.3) is not fulfilled.

**Proof.** We fix some arbitrary \( \varphi \in L^1(\Omega) \) with \( U^\varphi \neq \emptyset \) and choose \( w \in U^\varphi \) due to (3.3) which gives in particular a constant \( 0 < c < \mu \) with
\[
b(v, w, v) \leq c \| \nabla v \|_{L^2(\Omega)}^2 \quad \forall v \in V^\varphi.
\tag{3.4}
\]
Using this estimate, we can now proceed analogously to the proof of Lemma 2.7 and use the main theorem on pseudo-monotone operators to deduce the statement. Some more details can be found in ([18], Lem. 13.1). □
Similar to the phase field setting we don’t have a unique solution of the state equation (3.2). But under an additional constraint, which will be fulfilled for minimizers of our overall optimization problem, see Lemma 4.2, we can deduce uniqueness, as the following lemma shows:

**Lemma 3.3.** Assume that there exists a solution \( u \in U^\varphi \) of (3.2) such that it holds

\[
\| \nabla u \|_{L^2(\Omega)} < \frac{\mu}{K_\Omega}.
\]

Then this is the only solution of (3.2).

**Proof.** Follows as in Lemma 2.8. \( \square \)

**Remark 3.4.** The existence of a minimizer for shape optimization problems like (3.1) and (3.2) may not be guaranteed in general even when \( \gamma > 0 \). There are several counterexamples concerning existence of such a problem where the Laplace equation is used as a state constraint, see for instance \([8,10]\) and included references. We will obtain an existence result as a consequence from our sharp interface considerations in Section 4.1 and the fact that the porous medium – phase field problem introduced in the previous section always admits a minimizer for each \( \varepsilon > 0 \).

### 3.3. Optimality conditions

For this section we assume that \((\varphi_0, u_0) \in L^1(\Omega) \times H^1(\Omega)\) is a minimizer of (3.1) and (3.2) fulfilling additionally

\[
\| \nabla u_0 \|_{L^2(\Omega)} \leq \frac{\mu}{2K_\Omega}
\]

and thus by Lemma 3.3 in particular \( \{u_0\} = S_0(\varphi_0) \).

**Remark 3.5.** We will state in the next section suitable assumptions on the problem such that (3.6) is fulfilled for any minimizer \((\varphi_0, u_0)\) of the sharp interface problem (3.1) and (3.2), see Lemma 4.2. The existence of a minimizer for (3.1) and (3.2) is for example guaranteed in the setting of Theorem 4.4.

The aim of this section is to derive first order optimality conditions for (3.1) and (3.2), thus necessary conditions that have to be fulfilled for the minimizer \((\varphi_0, u_0)\). Therefore we will use as in Section 2.3 geometric variations. We point out that we do not assume any additional regularity on the minimizer. This means that our minimizing set will in general only be a Caccioppoli set. Calculating first order optimality conditions in form of geometric variations in such a general setting is to our knowledge a new result in literature.

We have to assume for the remainder of this section assumption \( \text{(A5)} \) to ensure differentiability of the objective functional and the external force term.

For this purpose, we fix for the rest of this subsection \( E_0 := \{ x \in \Omega \mid \varphi_0(x) = 1 \} \). We define

\[
\varphi_0(t) = \varphi_0 \circ T_t^{-1}, \quad \Omega_t = T_t(\Omega), \quad E_t = T_t(E_0)
\]

for some given transformation \( T \in T_{ad} \) and see that \( \varphi_0(t) \in \hat{\Phi}^0_{ad} \), since the function \((\det DT_t^{-1}) (DT_t) u_0 \circ T_t^{-1} \in U^{\varphi_0(t)} \) and so \( U^{\varphi_0(t)} \neq \emptyset \), see also \([16], \text{Lem. 5}\).

We can a priori neither guarantee the existence of a solution to the state equations (3.2) corresponding to \( E_t \), nor uniqueness, even though this holds true for \( E_0 \). And so we start with showing the existence of a solution to the state equations corresponding to \( E_t \) if \( t \) is small enough:

**Lemma 3.6.** There exists a small interval \( I \subset \mathbb{R}, 0 \in I \), such that there exists some \( u_t \in S_0(\varphi_0 \circ T_t^{-1}) \) for all \( t \in I \). Moreover, there exists a constant \( C > 0 \) independent of \( t \in I \) such that it holds

\[
\| \nabla u_t \|_{L^2(\Omega)} \leq C.
\]
Proof. We define $u(t) := (\det DT_t^{-1})(DT_t)u_0 \circ T_t^{-1} \in U^{\varphi_0(t)}$ and let $v \in V$ be arbitrary. Then we have, by following the arguments of ([14], Lem. IX.1.1), the estimate

$$b(v, u(t), u(t)) \leq \|v\|_{L^{2d/(d-2)}(\Omega)} \|\nabla v\|_{L^2(\Omega)} \|u(t)\|_{L^4(\Omega)}.$$  

Using change of variables and $\|\det DT_t\|_{\infty} = \sup_{x \in \Omega} |\det DT_t(x)|_{\infty} \leq 1 + C|t|$ and $\|\det DT_t\|_{\infty} \leq 1 + C|t|$, which holds for $|t| \ll 1$, we find

$$\|u(t)\|_{L^4(\Omega)} \leq (1 + C|t|) \|u_0\|_{L^4(\Omega)}.$$  

Combining (3.8) and (3.9) we obtain by using again estimates as in ([14], Lem. IX.1.1) that

$$\|b(v, u(t), u(t))\| \leq \|v\|_{L^{2d/(d-2)}(\Omega)} \|\nabla v\|_{L^2(\Omega)} \|u(t)\|_{L^4(\Omega)} (1 + C|t|)$$

$$\leq K_\Omega \|\nabla v\|_{L^2(\Omega)}^2 \|\nabla u_0\|_{L^2(\Omega)} (1 + C|t|) \leq \frac{\mu}{2} \|\nabla v\|_{L^2(\Omega)}^2 (1 + C|t|)$$  

(3.10)

where in the last step we made in particular use of (3.6). We hence can deduce from (3.10) the existence of some interval $0 \in I \subset \mathbb{R}$ and some constant $c > 0$ with $c < \mu$ such that

$$|b(v, u(t), u(t))| \leq c \|\nabla v\|_{L^2(\Omega)}^2 \quad \forall v \in V, t \in I.$$  

(3.11)

As by construction $u(t) \in U^{\varphi_0(t)}$ we obtain from (3.11) and Lemma 3.1 the existence of some $u_t \in S_0(\varphi_0(t))$ for all $t \in I$.

To deduce the uniform estimate (3.7) on $(u_t)_{t \in I}$ we proceed similar as in ([14], Thm. IX.2.1) to find that $w_t := u_t - u(t) \in V^{\varphi_0(t)}$ fulfills

$$\mu \|\nabla w_t\|_{L^2(\Omega)}^2 + b(w_t, u(t), w_t) = \int_{\Omega} f \cdot w_t - \mu \nabla u(t) \cdot \nabla w_t \, dx - b(u(t), u(t), w_t)$$

and so

$$\mu \|\nabla w_t\|_{L^2(\Omega)}^2 \leq |b(w_t, u(t), w_t)| + \|f\|_{L^2(\Omega)} \|w_t\|_{L^2(\Omega)} + \mu \|\nabla u(t)\|_{L^2(\Omega)} \|\nabla w_t\|_{L^2(\Omega)}$$

$$+ C \|u(t)\|_{H^1(\Omega)}^2 \|w_t\|_{H^1(\Omega)}.$$  

Applying (3.11) implies then

$$\|\nabla w_t\|_{L^2(\Omega)}^2 \leq C \left(\|u(t)\|_{H^1(\Omega)}^2 + \|f\|_{L^2(\Omega)}^2 + \|\nabla u(t)\|_{L^2(\Omega)}^2 + \|u(t)\|_{H^1(\Omega)}^2\right).$$  

(3.12)

Similar calculations as in (3.9) yield the existence of some $C > 0$ independent of $t \in I$ such that $\sup_{t \in I} \|u(t)\|_{H^1(\Omega)} \leq C$. And thus (3.12) implies the uniform bound (3.7) and we can finish the proof.  

In the next lemma, we will show differentiability of $t \mapsto (u_t \circ T_t)$ if $u_t \in S_0(\varphi_0(t))$ is a family of solutions to the state equations corresponding to the transformed state $\varphi_0(t)$. A priori, we only know existence of such a family of solutions by Lemma 3.6, but we do not know if this is unique, and hence it is not clear how to choose this family. But we will obtain implicitly by the arguments of the following proof that $S_0(\varphi_0(t)) = \{u_t\}$ for $|t| \ll 1$ and so this choice is well-defined. One could also directly show uniqueness of a solution of the state equations corresponding to $\varphi_0(t)$ for $|t| \ll 1$ by using similar arguments as in third step in the next proof, but here we deduce this fact as a consequence of the following considerations, see Corollary 3.8.
Lemma 3.7. Let $u_t \in S_0(\varphi_0(t))$ be a family of solutions to the state equations corresponding to $\varphi_0(t)$, whose existence is guaranteed by Lemma 3.6 for $t \in I$, if $0 \in I \subset \mathbb{R}$ is a small interval.

Then the function $I \ni t \mapsto (u_t \circ T_t) \in H^1(\Omega)$ is differentiable at $t = 0$ and $\dot{u}_0[V] = \partial_t \big|_{t=0} (u_t \circ T_t) \in H_0^1(\Omega)$ with $\dot{u}_0[V]_{(\varphi_0=-1)} = 0$ is given as the unique weak solution to

$$
\int_{\Omega} \mu \nabla \dot{u}_0[V] \cdot \nabla z \, dx + b(u_0, \dot{u}_0[V], z) + b(u_0[V], u_0, z) = \int_{\Omega} \mu D V(0)^T \nabla u_0 \cdot \nabla z \, dx \\
+ \int_{\Omega} \mu \nabla u_0 : D V(0)^T \nabla z \, dx + \int_{\Omega} \mu \nabla u_0 \cdot \nabla (\mathrm{div} \ V(0) z - D V(0) z) \, dx \\
- \int_{\Omega} \mu \nabla u_0 : \nabla \mathrm{div} V(0) \, dx + b(D V(0) u_0, u_0, z) - b(u_0, u_0, D V(0) z) \\
+ \int_{\Omega} \nabla f \cdot V(0) \cdot z \, dx + \int_{\Omega} f \cdot D V(0) z \, dx
$$

(3.13)

which has to hold for every $z \in V^{\varphi_0}$, together with

$$
\mathrm{div} \dot{u}_0[V] = \nabla u_0 : D V(0).
$$

(3.14)

Proof. We want to use an implicit function argument similar to ([23], Thm. 6). But we cannot apply ([23], Thm. 6) directly because we have nonlinear state equations and so we have to generalize this idea to this nonlinear setting here.

We start by defining the function $F : I \times V^{\varphi_0} \rightarrow (V^{\varphi_0})'$ by

$$
F(t, u)(z) = \int_{\Omega} \mu \nabla u : DT_i^{-T} \nabla \left( \det DT_i^{-1} DT_i z \right) \, dx \\
- \int_{\Omega} \mu \nabla \left( \det DT_i DT_i^{-1} \right) \cdot u : DT_i^{-T} \nabla \left( \det DT_i^{-1} DT_i z \right) \cdot \det DT_i \, dx \\
+ \int_{\Omega} \det DT_i^{-1} \left( DT_i \right) u \cdot \nabla u \left( \det DT_i^{-1} DT_i z \right) \, dx \\
- \int_{\Omega} DT_i u \cdot \nabla \left( \det DT_i DT_i^{-1} \right) \cdot u \cdot \left( \det DT_i^{-1} DT_i z \right) \, dx + \int_{\Omega} DT_i u \cdot DT_i^{-T} \nabla G \cdot \left( \det DT_i^{-1} DT_i z \right) \, dx \\
+ \int_{\Omega} G \cdot \nabla u \cdot \left( \det DT_i^{-1} DT_i z \right) - G \cdot \nabla \left( \det DT_i DT_i^{-1} \right) u \cdot \left( DT_i z \right) \, dx \\
- \int_{\Omega} f \circ T_i \cdot \left( \det DT_i^{-1} DT_i z \right) \cdot \det DT_i \, dx,
$$

where $G \in U^{\varphi_0}$ is some fixed chosen function. Roughly speaking, this means that $F(t, u)$ describes the state equations on $T_i(E_0)$, but transformed back to the reference region $E_0$ and reduced to homogeneous boundary data by using the function $G$. We will consider the state equations that are solved for the divergence-free transformation $(\det DT_i) \left( DT_i^{-1} \right) u_t \circ T_i$ of $u_t$ onto $T_i(E_0)$ and so there are some additional terms appearing in the identity of $F$ that correspond to $(\det DT_i) \left( DT_i^{-1} \right)$.

Additionally, let $f : I \rightarrow (V^{\varphi_0})'$ be defined as

$$
f(t)(z) = - \int_{\Omega} \mu DT_i^{-T} \nabla G : DT_i^{-T} \nabla \left( \det DT_i^{-1} DT_i z \right) \cdot \det DT_i \, dx \\
- \int_{\Omega} G \cdot DT_i^{-T} \nabla G \cdot \left( \det DT_i^{-1} DT_i z \right) \cdot \det DT_i \, dx + \int_{\Omega} f \circ T_i \cdot \left( \det DT_i^{-1} DT_i z \right) \cdot \det DT_i \, dx.
$$

Direct calculations give then for all $u \in H^1(\Omega)$ and $z \in V^{\varphi_0}$ the identity

$$
F\left(t, \det DT_i(DT_i^{-1}) u \circ T_i - G \right)(z) + f(t)(z) = \int_{\Omega} \mu \nabla u \cdot \nabla z + u \cdot \nabla u \cdot z + f \cdot z \, dx,
$$

(3.15)
where we used \( z_t := (\det DT_t) DT_t^{-1} z \circ T_t^{-1} \in V^{\varphi_0(t)} \). And so in particular, this yields

\[
F(t, \det DT_t(DT_t^{-1})u_t \circ T_t - G) = f(t) \quad \forall t \in I. \tag{3.16}
\]

We observe that the differentiability of \( t \mapsto F(t, u) \) for all \( u \in V^{\varphi_0} \) in a small interval around \( t = 0 \) can be deduced directly by the regularity of the transformation \( T \in T_{ad} \). Moreover, we get for arbitrary \( u \in V^{\varphi_0} \) and \( z \in V^{\varphi_0} \):

\[
D_u F(0, u_0 - G)(u) z = \int_\Omega \mu \nabla u \cdot \nabla z + u_0 \cdot \nabla u \cdot z + u \cdot \nabla u_0 \cdot z \, dx. \tag{3.17}
\]

Now we divide the proof into several steps:

**1st step:** We first show that there exists some \( c > 0 \) such that

\[
\|F(0, v - G) - F(0, u_0 - G)\|_{(V^{\varphi_0})'} \geq c \|v - u_0\|_{H^1(\Omega)} \tag{3.18}
\]

which has to hold for all \( v \in U^{\varphi_0} \).

To this end, we notice first that we have

\[
(F(0, v - G) - F(0, u_0 - G)) z = \int_\Omega (\nabla v - \nabla u_0) \cdot \nabla z + u_0 \cdot \nabla u \cdot z - u_0 \cdot \nabla u_0 \cdot z \, dx \tag{3.19}
\]

for all \( z \in V^{\varphi_0} \). Using

\[
b_0(v - u_0, v - u_0, z) + b_0(v - u_0, u_0, z) + b(u_0, v - u_0, z) = b(v, v, z) - b(u_0, u_0, z) \tag{3.20}
\]

we obtain from (3.19)

\[
\|F(0, v - G) - F_1(0, u_0 - G)\|_{(V^{\varphi_0})'} \geq \frac{\int_\Omega \mu |\nabla (v - u_0)|^2 \, dx + b_0(v - u_0, u_0, v - u_0)}{\|v - u_0\|_{H^1(\Omega)}^2} \geq \frac{\mu \|\nabla (v - u_0)\|_{L^2(\Omega)}^2 - K_\Omega \|\nabla u_0\|_{L^2(\Omega)} \|\nabla (v - u_0)\|_{L^2(\Omega)}^2}{\|v - u_0\|_{H^1(\Omega)}^2}.
\]

As \( \|\nabla u_0\|_{L^2(\Omega)} \leq \frac{\mu}{2K_\Omega} \), see (3.6), this implies the existence of a constant \( c > 0 \) such that

\[
\|F(0, v - G) - F(0, u_0 - G)\|_{(V^{\varphi_0})'} \geq c \frac{\|\nabla (v - u_0)\|_{L^2(\Omega)}^2}{\|v - u_0\|_{H^1(\Omega)}^2} \geq c \|v - u_0\|_{H^1(\Omega)}
\]

where we applied in the last step Poincaré’s inequality. This proves (3.18).

**2nd step:** Now we want to derive a similar estimate as in the first step for the derivative of \( F \). More precisely we want to show that there exists some \( C > 0 \) such that

\[
\|D_u F(0, u_0 - G) u\|_{(V^{\varphi_0})'} \geq C \|u\|_{H^1(\Omega)} \quad \forall u \in V^{\varphi_0}. \tag{3.21}
\]

Therefore, we use the form of the derivative \( D_u F \) given by (3.17) and \( \|\nabla u_0\|_{L^1(\Omega)} \leq \frac{\mu}{2K_\Omega} \), which follows from (3.6), and obtain similar to the first step

\[
\|D_u F(0, u_0 - G) u\|_{(V^{\varphi_0})'} \geq c \frac{\|\nabla u\|_{L^2(\Omega)}^2}{\|u\|_{H^1(\Omega)}^2} \geq c \|u\|_{H^1(\Omega)}.
\]
For the following considerations we will use the notation
\[ m(t) := (\det DT_t) (DT_t^{-1})^T u_t \circ T_t \quad \forall |t| \ll 1. \]

3rd step: Next we want to prove Lipschitz continuity of the mapping \( I \ni t \mapsto m(t) \in H^1(\Omega) \) if the interval \( I \) is chosen small enough.

We observe that the differentiability of \( F \) and \( f \) together with the quadratic form of \( F \) imply
\[
\| f(t) - f(0) \|_{V^{\varphi_0}} \leq C |t| \quad \forall |t| \ll 1 \tag{3.22}
\]
and
\[
\| F(t) (v - G) - F(0) (v - G) \|_{V^{\varphi_0}} \leq C |t| \left( \| v \|_{H^1(\Omega)} + \| v \|_{H^1(\Omega)}^2 \right) \quad \forall |t| \ll 1 \tag{3.23}
\]
which holds for all \( v \in H^1(\Omega) \) with \( v|\{\varphi_0 = -1\} = 0 \) and \( v|_{\partial \Omega} = g \). Moreover, it follows directly from (3.16) that
\[
F(0, m(t) - G) = F(0, m(t) - G) - F(t, m(t) - G) + (f(t) - f(0)) + F(0, u_0). \tag{3.24}
\]
Applying (3.18) to this identity yields
\[
c \| m(t) - u_0 \|_{H^1(\Omega)} \leq \| F(0, m(t) - G) - F(0, u_0 - G) \|_{V^{\varphi_0'}} = \| F(0, m(t) - G) - F(t, m(t) - G) + (f(t) - f(0)) \|_{V^{\varphi_0'}} \leq C |t| \left( \| m(t) \|_{H^1(\Omega)} + \| m(t) \|_{H^1(\Omega)}^2 + 1 \right) \tag{3.25}
\]
where we made in particular use of (3.22) and (3.23). By using Lemma 3.6 we can deduce that \( \| u_t \circ T_t \|_{H^1(\Omega)} \) is bounded uniformly in \( t \) for \( |t| \ll 1 \) and so we can deduce from (3.25) the existence of some \( L > 0 \) such that it holds for \( |t| \ll 1 \) small enough
\[
\| m(t) - m(0) \|_{H^1(\Omega)} = \| (\det DT_t) (DT_t^{-1})^T u_t \circ T_t - u_0 \|_{H^1(\Omega)} \leq L |t|. \tag{3.26}
\]
4th step: In this step we want to show the weak differentiability of \( I \ni t \mapsto m(t) \in H^1(\Omega) \) at \( t = 0 \). For this purpose, we start by deducing from (3.26) that
\[
\frac{1}{|t|} \| m(t) - m(0) \|_{H^1(\Omega)} \leq L \quad \forall |t| \ll 1.
\]
And so there exists a subsequence \( \{t_k\}_{k \in \mathbb{N}} \) and some element \( \tilde{m} \in V^{\varphi_0} \) such that \( \frac{1}{t_k} (m(t_k) - m(0)) \) converges weakly in \( H^1(\Omega) \) to \( \tilde{m} \). Using the differentiability assumptions on the transformation \( T_t \in T_{ad} \), this implies additionally, that \( \frac{1}{t_k} (u_{t_k} \circ T_{t_k} - u_0) \) converges weakly in \( H^1(\Omega) \) to some limit element \( \tilde{u} \in H^1_0(\Omega) \) where \( \tilde{u}|\{\varphi_0 = -1\} = 0 \).

As \( F(0, \cdot) : V^{\varphi_0} \to (V^{\varphi_0})' \) is Fréchet differentiable we find that there exists some \( r_F \) such that it holds for all \( v_1, v_2 \in H^1_0(\Omega) \)
\[
\lim_{\|v_1 - v_2\|_{H^1(\Omega)} \to 0} \frac{\| r_F(v_1) \|_{(V^{\varphi_0})'}}{\|v_1 - v_2\|_{H^1(\Omega)}} = 0 \tag{3.27}
\]
and \( D_u F(0, v_2)(v_1 - v_2) = F(0, v_1) - F(0, v_2) + r_F(v_1) \). From this, we find that

\[
D_u F(0, u_0 - G)(m(t_k) - m(0)) = (F(t_k, m(0) - G) + F(t_k, m(t_k) - G)) \\
- (F(t_k, m(0) - G) - F(0, m(t_k) - G)) \\
+ (F(0, m(0) - G) - F(t_k, m(0) - G) + D_t F(0, m(0) - G) t_k) \\
+ (f(t_k) - f(0) - f'(0)t_k) + f'(0)t_k - D_t F(0, u_0 - G) t_k + r_F(m(t_k) - G).
\]

(3.28)

Using (3.15) and (3.20) while making in particular use of the quadratic form of \( F \) we can establish similar to (3.23)

\[
\| (F(0, m(t_k) - G) - F(0, m(0) - G)) - (F(t_k, m(t_k) - G) - F(t_k, m(0) - G)) \|_{(V^0)^t} \leq C|t_k| \left( \| m(t_k) - m(0) \|_{H^1(\Omega)} + \| m(t_k) - m(0) \|_{H^1(\Omega)}^2 \right) \leq C|t_k|^2 \quad \forall k \gg 1,
\]

where the last inequality follows from the Lipschitz continuity (3.26). This leads to

\[
\lim_{k \to \infty} \frac{1}{|t_k|} \| (F(0, m(t_k) - G) - F(0, m(0) - G)) \\
- (F(t_k, m(t_k) - G) - F(t_k, m(0) - G)) \|_{(V^0)^t} = 0.
\]

(3.29)

Since \( F(\cdot, u_0 - G) : I \to (V^0)^t \) is Fréchet differentiable at \( t = 0 \) we find moreover

\[
\| F(0, u_0 - G) - F(t_k, u_0 - G) + D_t F(0, u_0 - G) t_k \|_{(V^0)^t} = o(|t_k|)
\]

and hence

\[
\lim_{k \to \infty} \left\| \frac{1}{t_k} \left( F(0, u_0 - G) - F(t_k, u_0 - G) + D_t F(0, u_0 - G) t_k \right) \right\|_{(V^0)^t} = 0.
\]

(3.30)

Similarly, we derive from the Fréchet differentiability of \( f \) at \( t = 0 \) that it holds

\[
\lim_{k \to \infty} \left\| \frac{1}{t_k} (f(t_k) - f(0) - f'(0)t_k) \right\|_{(V^0)^t} = 0.
\]

(3.31)

Now we combine (3.26), (3.27) with the estimates (3.29)–(3.31) to deduce from (3.28) that the weak limit \( \tilde{m} \) of \( \left( \frac{1}{t_k} (m(t_k) - m(0)) \right)_{k \in \mathbb{N}} \) fulfills

\[
D_u F(0, u_0 - G) \tilde{m} = f'(0) - D_t F(0, u_0 - G).
\]

(3.32)

Direct calculations imply hence that \( \tilde{u} \in H^1_0(\Omega) \) with \( \tilde{u}\|_{\{\varphi_0 = -1\}} = 0 \) solves (3.13) and (3.14) and hereby we guarantee in particular solvability of (3.13) and (3.14).

In view of the result from the second step in this proof, we find that there exists at most one solution to (3.13) and (3.14), and hence \( \tilde{u} \) is the unique solution of (3.13) and (3.14) as stated in the claim of this lemma.

By carrying out the same arguments for any subsequence \( (t_k)_{k \in \mathbb{N}} \) we can conclude that \( \left( \frac{1}{t} (m(t) - m(0)) \right)_t \) itself converges weakly in \( H^1(\Omega) \) to \( \tilde{m} \).

5th step: We now want to conclude the differentiability of \( I \ni t \mapsto u_t \circ T_t \in H^1(\Omega) \) at \( t = 0 \), which is equivalent to the differentiability of \( I \ni t \mapsto m(t) \in H^1(\Omega) \) at \( t = 0 \). Therefore, we have to show the strong convergence

\[
\lim_{t \to 0} \left\| \frac{1}{t} (m(t) - m(0)) - \tilde{m} \right\|_{H^1(\Omega)} = 0.
\]

(3.33)
For this purpose, we start by applying estimate (3.21), which was established in the second step of this proof, and see
\[ \|m(t) - m(0) - t\tilde{m}\|_{H^1(\Omega)} \leq C\|D_uF(0, u_0 - G)(m(t) - m(0) - t\tilde{m})\|_{(V^* \varphi_0)'}, \]
\[ = C\|D_uF(0, u_0 - G)(m(t) - m(0)) - t(f'(0) - D_tF(0, u_0 - G))\|_{(V^* \varphi_0)'} \tag{3.34} \]
where we made in the last step use of (3.32). The considerations of the fourth step of this proof give us
\[ \|D_uF(0, u_0 - G)(m(t) - m(0)) - t(f'(0) - D_tF(0, u_0 - G))\|_{(V^* \varphi_0)'} = o(|t|) \]
and hence we find from (3.34) directly (3.33). This finally proves the statement of the lemma.

From the previous lemma we obtain directly the following result concerning uniqueness of the state equations:

**Corollary 3.8.** There exists a small interval \( I \subset \mathbb{R}, \ 0 \in I \), such that \( S_0(\varphi_0 \circ T_t^{-1}) = \{u_t\} \) for all \( t \in I \), thus there exists a unique solution to the state equations (3.2) corresponding to small deformations \( \varphi_0 \circ T_t^{-1}, |t| \ll 1 \), of the minimizer \( \varphi_0 \).

**Proof.** By Lemma 3.6 we have for every \( t \in I \), if \( I \subset \mathbb{R} \) is chosen small enough, a solution \( u_t \in S_0(\varphi_0 \circ T_t^{-1}) \) for the state equations (3.2) corresponding to \( \varphi_0 \circ T_t^{-1} \). Lemma 3.7 guarantees additionally that \( t \mapsto (u_t \circ T_t) \in H^1(\Omega) \) is continuous. Hence there exists some \( t' > 0 \) such that
\[ \|\nabla (u_t \circ T_t) - \nabla u_0\|_{H^1(\Omega)} \leq \frac{\mu}{4K_\Omega} \quad \forall |t| \leq t' \]
which implies
\[ \|\nabla (u_t \circ T_t)\|_{H^1(\Omega)} \leq \|\nabla u_0\|_{L^2(\Omega)}^{(3.6)} \leq \frac{3\mu}{4K_\Omega} \quad \forall |t| \leq t'. \]
Using as in the proof of Lemma 3.6 that \( \|D_Tt\|_\infty \leq 1 + C|t| \) and \( \|\det D_Tt\|_\infty \leq 1 + C|t| \) for \( |t| \ll 1 \) we can deduce therefrom the existence of some \( c > 0 \) such that \( c < \frac{\mu}{K_\Omega} \) and
\[ \|\nabla u_t\|_{H^1(\Omega)} \leq c < \frac{\mu}{K_\Omega} \quad \forall |t| \ll 1. \]

Now the statement follows from Lemma 3.3. \( \square \)

We thus have proved that local deformations \( \varphi_0(t) = \varphi_0 \circ T_t^{-1} \) along suitable transformations \( T \in T_{ad} \) of the minimizer \( \varphi_0 \) still inherit a unique solution of the state equations, thus \( S_0(\varphi_0(t)) = \{u_t\} \). Moreover, we know that \( t \mapsto u_t \circ T_t \) is differentiable at \( t = 0 \) as a mapping into \( H^1(\Omega) \) and have derived a system that defines the derivative \( \partial_t|_{t=0}(u_t \circ T_t) \). And so we can finally formulate first order optimality conditions for the sharp interface problem (3.1) and (3.2).

Since Corollary 3.8 implies \( S_0(\varphi_0(t)) = \{u_t\} \) for \( t \) small enough we can define
\[ j_0(\varphi_0(t)) := J_0(\varphi_0(t), u_t). \]
Thus we find:

**Theorem 3.9.** For any minimizer \((\varphi_0, u_0)\) of (3.1) and (3.2) with \( \|\nabla u_0\|_{L^2(\Omega)} \leq \frac{\mu}{2K_\Omega} \) we have the following necessary optimality condition:
\[ \partial_t|_{t=0}j_0(\varphi_0 \circ T_t^{-1}) = -\lambda_0 \int_\Omega \varphi_0 \text{div} V(0) \, dx, \quad \lambda_0 \left( \int_\Omega \varphi_0 \, dx - \beta |\Omega| \right) = 0 \tag{3.35} \]
for all $T \in \mathcal{T}_{ad}$ with velocity $V \in \mathcal{V}_{ad}$. Here $\lambda_0 \geq 0$ is a Lagrange multiplier for the integral constraint and the derivative is given by the following formula:

$$\partial_t|_{t=0} j_0 (\varphi_0 \circ T_t^{-1}) = \int_{\Omega} [Df(x, u_0, Du_0)(V(0), \dot{u}_0[V], Du_0[V] - Du_0DV(0))$$

$$+ f(x, u_0, Du_0) \text{div } V(0)] \, dx + \gamma_0 \int_{\Omega} (\text{div } V(0) - \nu \cdot \nabla V(0) \nu) \, d|\chi_0|$$

(3.36)

with $\nu = \frac{Dx}{|Dx_0|}$ being the generalised unit normal on the Caccioppoli set $E_0 = \{ \varphi_0 = 1 \}$, compare [2]. Moreover $\dot{u}_0[V] \in H^1_0(\Omega)$ with $\dot{u}_0[V] = 0$ a.e. in $\{ \varphi_0 = -1 \}$ is given as solution of (3.13) and (3.14).

**Proof.** This follows by using the previous results and direct calculations. The existence of a Lagrange multiplier $\lambda_0 \geq 0$ for the integral constraint follows as in ([16], Thm. 3), see also [18]. □

**Remark 3.10.** Assume that $E_0 := \text{int}(\{ \varphi_0 = 1 \})$ is a well-defined open subset of $\Omega$ such that $\partial E_0 \cap \Omega \subset C^2$, $E_0$ has finitely many connected components, $g \in H^{1/2}(\partial \Omega)$ and $(D_2 f(\cdot, u_0, Du_0) - \text{div } D_3 f(\cdot, u_0, Du_0)) \in L^1(E_0)$ for $u_0 \in H^2(E_0)$. Then one can also derive the “classical” shape derivatives which can for a large class of possible objective functionals be rewritten in the well-known Hadamard form, compare for instance [3,11,21,25]. In this case, the optimality conditions derived in Theorem 3.9 can be shown to be equivalent to the following system, which can be obtained by classical calculus:

$$\int_{E_0} D(f(x,u_0,Du_0))V(0) \, dx + \int_{\Omega} f(x,u_0,Du_0) \text{div } V(0) \, dx$$

$$+ \int_{\partial E_0 \cap \Omega} (\mu \partial_v q_0 \cdot \partial_v u_0 - (D_3 f)(x,u_0,Du_0) \nu \cdot \partial_v u_0 + \gamma_0 \kappa + 2\lambda_0) V(0) \cdot \nu \, dx = 0,$$

which holds for all $V \in \mathcal{V}_{ad}$. Here, $u_0 \in U^{\varphi_0}$ solves the state equations (3.2) corresponding to $\varphi_0$ and $q_0 \in H^1_0(E_0)$ with $\text{div } q_0 = 0$ is the solution of the adjoint equation

$$\int_{E_0} \mu \Delta q_0 \cdot \Delta v \, dx + b(v,u_0,q_0) - b(u_0,q_0,v) = \int_{E_0} D(2,3) f(x,u_0,Du_0)(v,Dv) \, dx$$

which as to hold for all $v \in H^1_0(E_0)$ with $\text{div } v = 0$. For details, we refer to ([18], Sect. 26).

4. **Sharp interface limit, $\varepsilon \searrow 0$**

In this section, we want to pass to the limit $\varepsilon \searrow 0$, which means that the interfacial thickness tends to zero and simultaneously also the permeability of the medium outside the fluid region, given by $(\alpha(1)^{-1})$, tends to zero. When we pass to this limit, we have to consider the state equations, too, and obtain a sequence of velocities depending on the phase field parameter $\varepsilon$. Under suitable assumptions, one can show that the sequence converges to a velocity field solving the sharp interface state equation (3.2). To ensure that this limit element coincides with a given velocity field solving (3.2) we need uniqueness of a solution to (3.2) in a minimizer. This is important, since the objective functional may have a different value for two different solutions of (3.2). For a fixed set $E$, one could simply assume smallness of the data and obtain a uniqueness result as for instance in [14]. But as we have non-homogeneous boundary data we would have to assume an upper bound on a constant depending on the trace operator on $E$. As we will vary $E$ as a part of the problem, and it is not clear how this constant depends on $E$, this is not the right procedure here. We refer to ([18], Sects. 11.1, 11.2) on details concerning this difficulty.

To overcome this problem, we control the velocity by the objective functional and ensure in this way that $\|u\|_{H^1(\Omega)}$ is small enough for the minimizing set $E$, if $u$ solves (3.2). Thus, we make the following additional
Lemma 4.2. Every minimizer \( J_0(\varphi, u) \leq C_u \Rightarrow \| \nabla u \|_{L^2(\Omega)} \leq \frac{\mu}{2K_\Omega} \) (4.1)

for all \( \varphi \in \Phi_{ad}^0 \) and \( u \in S_0(\varphi) \); and

(2) there exists at least one \( \varphi_0 \in \Phi_{ad}^0 \) and \( u_0 \in S_0(\varphi_0) \) with

\[ J_0(\varphi_0, u_0) \leq C_u. \] (4.2)

This requirement will imply unique solvability of the state equations in a neighborhood of the minimizer of (3.1) and (3.2), see Corollary 4.8, which will be crucial for the convergence proof, see Theorem 4.4.

Example 4.1. Let’s consider the problem of minimizing the total potential power, which leads to the following objective functional in the sharp interface formulation:

\[ J_0(\varphi, u) := \int_{\Omega} \frac{\mu}{2} |\nabla u|^2 - f \cdot u \, dx + \gamma c_0 P_\Omega(E^c). \]

One sees by direct calculations that in this case assumption (A6) is equivalent to the usual “smallness of data or high viscosity” stated in literature concerning uniqueness of the stationary Navier–Stokes equations, cf. [14,27,30]. Those calculations can for instance be found in ([18], Ex. 11.1).

We directly see:

Lemma 4.2. Every minimizer \( (\varphi, u) \) of the sharp interface problem (3.1) and (3.2), so in particular \( u \in S_0(\varphi) \), fulfills

\[ \| \nabla u \|_{L^2(\Omega)} \leq \frac{\mu}{2K_\Omega}. \] (4.3)

In particular, this implies by Lemma 3.3 that \( S_0(\varphi) = \{ u \} \).

Proof. Assume to have an arbitrary minimizer \( (\varphi, u) \) of the sharp interface problem (3.1) and (3.2). Let \( (\varphi_c, u_c) \) be such that \( J_0(\varphi_c, u_c) \leq C_u \) which are given by assumption (A6). Then it holds, since \( (\varphi, u) \) minimize \( J_0 \) in particular \( J_0(\varphi, u) \leq J_0(\varphi_c, u_c) \leq C_u \) and so by (4.1) we deduce \( \| \nabla u \|_{L^2(\Omega)} \leq \frac{\mu}{2K_\Omega} \) which proves (4.3). \( \square \)

Remark 4.3. Using the results of Lemma 4.2, we see that for a minimizer \( (\varphi, u) \in L^1(\Omega) \times H^1(\Omega) \) of the sharp interface problem, the state equations (3.2) corresponding to \( \varphi \) have due to Lemma 3.3 always a unique solution, thus \( S_0(\varphi) = \{ u \} \).

This will play an essential role when showing that minimizers of \( (J_\varepsilon)_{\varepsilon > 0} \) converge to a minimizer of \( J_0 \), see Theorem 4.4.

Additionally, we need for the sharp interface convergence the radially unboundedness of the objective functional with respect to the velocity. Hence the following assumption is necessary for the remainder of this work:

(A7) We assume, that \( F : U \to \mathbb{R}, F(u) := \int_{\Omega} f(x, u(x), Du(x)) \, dx \) fulfills the following property: for any sequence \( (u_k)_{k \in \mathbb{N}} \subset U \) with \( \lim_{k \to \infty} \| u_k \|_{H^1(\Omega)} = \infty \) we have \( \lim_{k \to \infty} F(u_k) = +\infty \).
4.1. Convergence of minimizers

The first main result concerning the sharp interface limit is given by the following theorem:

**Theorem 4.4.** Let \((\varphi_\varepsilon, u_\varepsilon)_{\varepsilon > 0} \subseteq L^1(\Omega) \times H^1(\Omega)\) be minimizers of the phase field problems (2.10) and (2.11). Then there exists a subsequence, denoted by the same, and an element \((\varphi_0, u_0) \in L^1(\Omega) \times H^1(\Omega)\) such that

\[
\varphi_\varepsilon \xrightarrow{\varepsilon \to 0} \varphi_0 \quad \text{in } L^1(\Omega), \quad u_\varepsilon \xrightarrow{\varepsilon \to 0} u_0 \quad \text{in } H^1(\Omega).
\]

If it holds

\[
\|\varphi_\varepsilon - \varphi_0\|_{L^1(\{x \in \Omega|\varphi_0(x) = 1, \varphi_\varepsilon(x) < 0\})} = O(\varepsilon) \tag{4.4}
\]

then we obtain additionally \(\lim_{\varepsilon \to 0} \|u_\varepsilon - u_0\|_{H^1(\Omega)} = 0\). Moreover, assuming that (4.4) is true we obtain that \((\varphi_0, u_0)\) is a minimizer of the sharp interface problem (3.1)–(3.2) and

\[
\lim_{\varepsilon \to 0} J_\varepsilon(\varphi_\varepsilon, u_\varepsilon) = J_0(\varphi_0, u_0). \tag{4.5}
\]

**Remark 4.5.** The existence of minimizers \((\varphi_\varepsilon, u_\varepsilon)\) for the phase field problems (2.10) and (2.11) for every \(\varepsilon > 0\) follows by Theorem 2.9. Thus, using the statement of Theorem 4.4, it follows in particular the existence of a minimizer for the sharp interface problem (3.1) and (3.2) if (4.4) is fulfilled for a sequence of minimizers. This has not been shown so far and is still an open problem for the general shape optimization problem in fluid dynamics, compare also discussion in the introduction and in Remark 3.4. And so proving a convergence result without any condition as in (4.4) would imply a much stronger result concerning well-posedness of the shape optimization problem that is not expected. In this sense, the result at hand seems currently optimal. Finally, we point out that no examples are known so far where (4.4) is clearly satisfied.

Before proving this theorem we start with two preparatory lemmas.

**Lemma 4.6.** Let \((\varphi_\varepsilon)_{\varepsilon > 0} \subseteq L^1(\Omega), |\varphi_\varepsilon| \leq 1\) a.e., with \(u_\varepsilon \in S_\varepsilon(\varphi_\varepsilon)\) for all \(\varepsilon > 0\) be given such that \(\lim_{\varepsilon \to 0} \|\varphi_\varepsilon - \varphi_0\|_{L^1(\Omega)} = 0\) together with the convergence rate (4.4) where \(\varphi_0 \in BV(\Omega, \{\pm 1\})\) and \(U^{\varphi_0} \neq \emptyset\). Assume moreover \(\sup_{\varepsilon > 0} \|u_\varepsilon\|_{H^1(\Omega)} < \infty\). Then there exists a subsequence of \((\varphi_\varepsilon, u_\varepsilon)_{\varepsilon > 0}\) (denoted by the same) and some \(u_0 \in S_0(\varphi_0)\) such that

\[
\lim_{\varepsilon \to 0} \|u_\varepsilon - u_0\|_{H^1(\Omega)} = 0, \quad \lim_{\varepsilon \to 0} J_\varepsilon(\varphi_\varepsilon) = J_0(\varphi_0, u_0) \tag{4.6}
\]

**Proof.** We skip some details which can be found in ([16], Lem. 3) and mainly point out the differences that occur when dealing with the nonlinearity in the state equation.

We start by choosing a subsequence of \((\varphi_\varepsilon)_{\varepsilon > 0}\) that converges pointwise almost everywhere to \(\varphi_0\) in \(\Omega\). Then we get as in [16] that it holds \(\lim_{\varepsilon \to 0} \alpha_\varepsilon(\varphi_\varepsilon(x)) = \alpha_0(\varphi_0(x))\) for a.e. \(x \in \Omega\). Moreover, we see as in ([16], Lem. 2) that we can deduce

\[
\lim_{\varepsilon \to 0} \int_{\Omega} \alpha_\varepsilon(\varphi_\varepsilon) |u_\varepsilon|^2 \, dx = 0 \quad \forall \varepsilon \in H^1(\Omega), \varepsilon|_{\Omega \setminus E_{\varphi_0}} = 0 \tag{4.7}
\]

from the convergence rate given by (4.4) and the convergence rate on \(\alpha_\varepsilon\) given by assumption \((A4)\).

Next we notice that \(u_\varepsilon \in U\) are for all \(\varepsilon > 0\) the unique solutions of

\[
\min_{v \in U} F_P(\varepsilon) := \int_{\Omega} \left( \frac{1}{2} \alpha_\varepsilon(\varphi_\varepsilon) |v|^2 + \frac{\mu}{2} |\nabla v|^2 + u_\varepsilon \cdot \nabla u_\varepsilon \cdot v - f \cdot v \right) \, dx
\]

since the state equations (2.11) are the necessary and sufficient first order optimality conditions for these optimization problems.
From the boundedness of \((u_{\varepsilon})_{\varepsilon > 0}\) in \(H^1(\Omega)\) we can find a subsequence that converges weakly in \(H^1(\Omega)\) and pointwise almost everywhere to some limit element \(u_0 \in U\) as \(\varepsilon \searrow 0\).

We then define \(FP_0 : H^1(\Omega) \to \mathbb{R}\) by

\[
FP_0(v) := \int_{\Omega} \left( \frac{1}{2} \alpha_0(\varphi_0) |v|^2 + u_0 \cdot \nabla v_0 \cdot v + \frac{\mu}{2} |\nabla v|^2 - f \cdot v \right) \, dx
\]

and claim, that \((FP_\varepsilon)_{\varepsilon > 0}\) \(\Gamma\)-converges to \(FP_0\) as \(\varepsilon \searrow 0\) in \(U\) equipped with the weak \(H^1(\Omega)\) topology. We notice particularly that \(FP_0 \not\equiv \infty\) as \(U^{\varphi_0} \not= \emptyset\).

Using the continuity properties of the trilinear form \(b\) (compare Lem. 2.5) we get from (4.7) with similar arguments as in [16] that for any \(v \in U\) it holds \(\limsup_{\varepsilon \searrow 0} FP_\varepsilon(v) \leq FP_0(v)\). Thus the constant sequence defines a recovery sequence.

For showing the lower semicontinuity condition, let \((v_{\varepsilon})_{\varepsilon > 0} \subseteq U\) be an arbitrary sequence that converges weakly in \(H^1(\Omega)\) to some \(v \in U\). By using similar ideas as in Lemma 2.5 we can establish \(\lim_{\varepsilon \searrow 0} b(u_{\varepsilon}, v_{\varepsilon}) = b(u_0, v)\). The remaining terms can be considered as in [16] and we obtain \(FP_0(v) \leq \liminf_{\varepsilon \searrow 0} FP_\varepsilon(v_{\varepsilon})\) which proves that \((FP_\varepsilon)_{\varepsilon > 0}\) \(\Gamma\)-converges to \(FP_0\) as \(\varepsilon \searrow 0\) in \(U\) equipped with the weak \(H^1(\Omega)\)-topology.

Applying standard results on \(\Gamma\)-convergence, see for instance [9], we can conclude that \((u_{\varepsilon})_{\varepsilon > 0}\) is converging weakly in \(H^1(\Omega)\) to the unique minimizer of \(FP_0\), which implies that \(u_0\) minimizes \(FP_0\). But, considering the necessary and sufficient first order optimality conditions for this convex optimization problem, this implies that \(u_0\) fulfills the state equation (3.2) and this implies \(u_0 \in S_0(\varphi_0)\).

Besides, the \(\Gamma\)-convergence result gives then \(\lim_{\varepsilon \searrow 0} FP_\varepsilon(u_{\varepsilon}) = FP_0(u_0)\). As one can show \(\lim_{\varepsilon \searrow 0} b(u_{\varepsilon}, u_{\varepsilon}, u_{\varepsilon}) = b(u_0, u_0, u_0)\) we get therefrom the convergences (4.6). This proves the lemma. \(\square\)

We state another variant of this lemma, where the uniform bound on the velocities is not part of the assumption, but instead we have more information about the limit element of the phase field variables:

**Lemma 4.7.** Let \((\varphi_{\varepsilon})_{\varepsilon > 0} \subseteq L^1(\Omega)\) and \(\varphi_0 \in BV(\Omega, \{\pm 1\})\) be as in Lemma 4.6 and \(u_{\varepsilon} \in S_\varepsilon(\varphi_{\varepsilon})\). But instead of the uniform bound on \((u_{\varepsilon})_{\varepsilon > 0}\) assume that there exists some \(u \in U^{\varphi_0}\) and a constant \(0 < \sigma < \mu\) fulfilling

\[
\left| \int_{\Omega} v \cdot \nabla u \cdot v \, dx \right| \leq \sigma \|\nabla v\|_{L^2(\Omega)}^2 \quad \forall v \in H^1_0(\Omega).
\]

(4.8)

Then there exists a subsequence of \((\varphi_{\varepsilon}, u_{\varepsilon})_{\varepsilon > 0}\) (denoted by the same) and some \(u_0 \in S_0(\varphi_0)\), such that (4.6) is fulfilled.

**Proof.** We want to apply Lemma 4.6 and thus have to show that there exists a uniform bound on \(\|u_{\varepsilon}\|_{H^1(\Omega)}\). To do this, let \(u \in U^{\varphi_0}\) be chosen such that (4.8) is fulfilled. We obtain from the state equations (2.11), written for \(u_{\varepsilon} \in S_\varepsilon(\varphi_{\varepsilon})\), that for \(w_{\varepsilon} := u_{\varepsilon} - u \in V\) it holds

\[
\int_{\Omega} \alpha_{\varepsilon}(\varphi_{\varepsilon}) w_{\varepsilon} \cdot v + \mu \nabla w_{\varepsilon} \cdot \nabla v \, dx + b(w_{\varepsilon}, w_{\varepsilon}, v) + b(w_{\varepsilon}, u, v) + b(u, w_{\varepsilon}, v) = \int_{\Omega} f \cdot v - \alpha_{\varepsilon}(\varphi_{\varepsilon}) u \cdot v - \mu \nabla u \cdot \nabla v \, dx - b(u, u, v) \quad \forall v \in V.
\]

We can insert \(w_{\varepsilon} \in V\) as a test function into this equation and obtain with similar calculations as in ([14], Thm. IX.4.1).

\[
\int_{\Omega} \alpha_{\varepsilon}(\varphi_{\varepsilon}) |w_{\varepsilon}|^2 \, dx + \mu \|\nabla w_{\varepsilon}\|_{L^2(\Omega)}^2 + b(w_{\varepsilon}, u, w_{\varepsilon}) = \int_{\Omega} f \cdot w_{\varepsilon} - \alpha_{\varepsilon}(\varphi_{\varepsilon}) u \cdot w_{\varepsilon} - \mu \nabla u \cdot \nabla w_{\varepsilon} \, dx + b(u, u, w_{\varepsilon}).
\]
Applying the inequalities of Young, Hölder and Poincaré this gives with (4.8)

\[
\int_{\Omega} \alpha_\varepsilon (\varphi_\varepsilon) |w_\varepsilon|^2 \, dx + \mu \|\nabla w_\varepsilon\|_{L^2(\Omega)}^2 \leq \|f\|_{L^2(\Omega)} \|w_\varepsilon\|_{L^2(\Omega)} + \frac{1}{2} \int_{\Omega} \alpha_\varepsilon (\varphi_\varepsilon) |w_\varepsilon|^2 \, dx \\
+ \left( \limsup_{\varepsilon \searrow 0} \frac{1}{2} \int_{\Omega} \alpha_\varepsilon (\varphi_\varepsilon) |u|^2 \, dx + \varepsilon \right) + \mu \|\nabla u\|_{L^2(\Omega)} \|\nabla w_\varepsilon\|_{L^2(\Omega)} + C \|u\|_{H^1(\Omega)}^2 \|\nabla w_\varepsilon\|_{L^2(\Omega)} + \varepsilon \|\nabla w_\varepsilon\|_{L^2(\Omega)}^2
\]

which holds for $C, c \geq 0$ independent of $\varepsilon$ and $\varepsilon > 0$ small enough.

Thus we get, after applying Young’s inequality, a constant $C > 0$ independent of $\varepsilon > 0$, such that

\[
\int_{\Omega} \alpha_\varepsilon (\varphi_\varepsilon) |u|^2 \, dx + \mu \|\nabla u\|_{L^2(\Omega)}^2 \leq C \left( \limsup_{\varepsilon \searrow 0} \frac{1}{2} \int_{\Omega} \alpha_\varepsilon (\varphi_\varepsilon) |u|^2 \, dx + 1 \right)
\]

for all $\varepsilon > 0$ small enough. Using the considerations of ([16], Lem. 3) we find $\limsup_{\varepsilon \searrow 0} \int_{\Omega} \alpha_\varepsilon (\varphi_\varepsilon) |u|^2 \, dx = 0$ and so we can deduce from (4.9) and Poincaré’s inequality that there exists a constant $C > 0$ independent of $\varepsilon$ such that $\|u\|_{H^1(\Omega)} < C$. We can now complete the proof by applying Lemma 4.6.

Finally, we can show Theorem 4.4.

**Proof of Theorem 4.4.** We split the proof into several steps and use the ideas of the proof of ([16], Thm. 2).

1**st step**: Assume that $(\varphi, u) \in L^1(\Omega) \times H^1(\Omega)$ is an arbitrary pair such that $J_0(\varphi, u) \leq C_u$ and thus, due to (4.1), in particular

\[
\|\nabla u\|_{L^2(\Omega)} \leq \frac{\mu}{2K_\Omega}.
\]

We follow the construction of ([16], 1st step, Proof of Thm. 2) to obtain a sequence $(\varphi_\varepsilon)_{\varepsilon > 0} \subset \Phi_{ad}$ such that

\[
\limsup_{\varepsilon \searrow 0} \int_{\Omega} \left( \frac{\gamma_\varepsilon}{2} |\nabla \varphi_\varepsilon|^2 + \frac{\gamma}{\varepsilon} \psi (\varphi_\varepsilon) \right) \, dx \leq \gamma c_0 P_\Omega (\{ \varphi = 1 \})
\]

analog as it is done for example in ([26], p. 222 ff, [20], Prop. 2 or [4], Prop. 3.11). From this we obtain in particular $\|\varphi_\varepsilon - \varphi\|_{L^1(\Omega)} = \mathcal{O}(\varepsilon)$. Then we choose some $u_0 \in S_\varepsilon (\varphi_\varepsilon)$. By using (2.5), we observe that (4.10) implies (4.8) and so we can apply Lemma 4.7 to find that, after possible choosing a subsequence, $(u_\varepsilon)_{\varepsilon > 0}$ converges strongly in $H^1(\Omega)$ to some $u_0 \in S_0(\varphi) = \{u\}$, thus $u_0 \equiv u$, and it holds $\lim_{\varepsilon \searrow 0} \int_\Omega \alpha_\varepsilon (\varphi_\varepsilon) |u_\varepsilon|^2 \, dx = 0$. Using the continuity of the objective functional we end up with

\[
\limsup_{\varepsilon \searrow 0} J_\varepsilon(\varphi_\varepsilon, u_\varepsilon) \leq J_0(\varphi, u).
\]

2**nd step**: Next we will show that for any sequence $(\varphi_\varepsilon, u_\varepsilon)_{\varepsilon > 0} \subseteq L^1(\Omega) \times H^1(\Omega)$ such that $(\varphi_\varepsilon)_{\varepsilon > 0}$ converges strongly in $L^1(\Omega)$ to some $\varphi \in L^1(\Omega)$ fulfilling

\[
\|\varphi_\varepsilon - \varphi\|_{L^1(\{x \in \Omega | \varphi_\varepsilon (x) = 1, \varphi_\varepsilon (x) < 0\})} = \mathcal{O}(\varepsilon)
\]

and $(u_\varepsilon)_{\varepsilon > 0}$ converges weakly in $H^1(\Omega)$ to some $u \in H^1(\Omega)$ it holds

\[
J_0(\varphi, u) \leq \liminf_{\varepsilon \searrow 0} J_\varepsilon(\varphi_\varepsilon, u_\varepsilon).
\]

Without loss of generality we assume $\liminf_{\varepsilon \searrow 0} J_\varepsilon(\varphi_\varepsilon, u_\varepsilon) < \infty$ and $\varphi \in BV(\Omega, \{\pm 1\})$ with $\int_\Omega |\varphi| \, dx \leq \beta |\Omega|$,
We can assume that (after choosing a subsequence) \((\varphi_\varepsilon)_{\varepsilon > 0}\) and \((u_\varepsilon)_{\varepsilon > 0}\) converge pointwise almost everywhere in \(\Omega\), and thus using Fatou’s lemma, we see

\[
\int_\Omega a_0 (\varphi) |u|^2 \, dx \leq \liminf_{\varepsilon \searrow 0} \int_\Omega a_\varepsilon (\varphi_\varepsilon) |u_\varepsilon|^2 \, dx < \infty
\]

and so in particular \(u = 0\) a.e. in \(\Omega \setminus E^\varepsilon\). Thanks to \(u_\varepsilon \in S_\varepsilon(\varphi_\varepsilon)\) we see \(u_\varepsilon \in U\) for all \(\varepsilon > 0\) and deduce \(u \in U\). Altogether this implies \(u \in U^\varepsilon\) and thus \(U^\varepsilon \neq \emptyset\).

Using ([20], Prop. 1) we get after rescaling in \(\varepsilon\) that

\[
\gamma c_0 P_\Omega (\{\varphi = 1\}) \leq \liminf_{\varepsilon \searrow 0} \int_\Omega \left( \frac{\gamma \varepsilon^2}{2} |\nabla \varphi_\varepsilon|^2 + \frac{\gamma}{\varepsilon} \psi (\varphi_\varepsilon) \right) \, dx.
\]

We choose then a subsequence \((J_{\varepsilon_k} (\varphi_{\varepsilon_k}, u_{\varepsilon_k}))_{k \in \mathbb{N}}\) such that \(\lim_{k \to \infty} J_{\varepsilon_k} (\varphi_{\varepsilon_k}, u_{\varepsilon_k}) = \liminf_{\varepsilon \searrow 0} J_\varepsilon (\varphi_\varepsilon, u_\varepsilon)\).

With the help of the convergence rate on \((\varphi_\varepsilon)_{\varepsilon > 0}\) and using \(\sup_{k \in \mathbb{N}} \|u_{\varepsilon_k}\|_{H^1(\Omega)} < \infty\), which follows from the weak convergence of \((u_\varepsilon)_{\varepsilon > 0}\) in \(H^1(\Omega)\), we thus can apply Lemma 4.6 and get a subsequence \((J_{\varepsilon_k(l)} (\varphi_{\varepsilon_k(l)}, u_{\varepsilon_k(l)}))_{l \in \mathbb{N}}\) such that

\[
\lim_{l \to \infty} \|u_{\varepsilon_k(l)} - u\|_{H^1(\Omega)} = 0, \quad \lim_{l \to \infty} \int_\Omega \alpha_{\varepsilon_k(l)} (\varphi_{\varepsilon_k(l)}) |u_{\varepsilon_k(l)}|^2 \, dx = 0.
\]

Plugging these results together we end up with

\[
J_0 (\varphi, u) = \int_\Omega f (x, u, Du) \, dx + \gamma c_0 P_\Omega (\{\varphi = 1\}) \leq \liminf_{l \to \infty} J_{\varepsilon_k(l)} (\varphi_{\varepsilon_k(l)}, u_{\varepsilon_k(l)}) = \lim_{k \to \infty} J_{\varepsilon_k} (\varphi_{\varepsilon_k}, u_{\varepsilon_k}) = \liminf_{\varepsilon \searrow 0} J_\varepsilon (\varphi_\varepsilon, u_\varepsilon)
\]

and finish the second step.

**3rd step:** Now let \((\varphi_\varepsilon, u_\varepsilon)_{\varepsilon > 0} \subset L^1(\Omega) \times H^1(\Omega)\) be minimizers of (2.10) and (2.11). By assumption (A6) we know that there exists some \((\tilde{\varphi}, \tilde{u}) \in \Phi_0^\beta \times U\) with \(\tilde{u} \in S_0(\tilde{\varphi})\) and

\[
J_0 (\tilde{\varphi}, \tilde{u}) \leq C_u. \tag{4.13}
\]

This gives in view of (4.1) in particular \(\|\nabla \tilde{u}\|_{L^2(\Omega)} \leq \frac{\mu}{2} \varepsilon\) and thus by Lemma 2.5 also \(b (v, \tilde{u}, \tilde{u}) \leq \frac{\mu}{2} \|\nabla v\|_{L^2(\Omega)}\) for all \(v \in H^1_0(\Omega)\). From (4.13) we find that we can apply the third part of this proof and obtain a sequence \((\tilde{\varphi}_\varepsilon, \tilde{u}_\varepsilon)_{\varepsilon > 0} \subset L^1(\Omega) \times H^1(\Omega)\) converging in \(L^1(\Omega) \times H^1(\Omega)\) to \((\tilde{\varphi}, \tilde{u})\) such that

\[
\limsup_{\varepsilon \searrow 0} J_\varepsilon (\tilde{\varphi}_\varepsilon, \tilde{u}_\varepsilon) \leq J_0 (\tilde{\varphi}, \tilde{u}) \leq C_u. \tag{4.14}
\]

and in particular \(\sup_{\varepsilon > 0} J_\varepsilon (\tilde{\varphi}_\varepsilon, \tilde{u}_\varepsilon) < \infty\). From the fact that \((\varphi_\varepsilon, u_\varepsilon)\) minimize \(J_\varepsilon\) for every \(\varepsilon > 0\) we know that

\[
J_\varepsilon (\varphi_\varepsilon, u_\varepsilon) \leq J_\varepsilon (\tilde{\varphi}_\varepsilon, \tilde{u}_\varepsilon) < C \tag{4.15}
\]

where \(C > 0\) is a constant independent of \(\varepsilon > 0\). Therefrom

\[
\sup_{\varepsilon > 0} \int_\Omega \left( \frac{\gamma \varepsilon^2}{2} |\nabla \varphi_\varepsilon|^2 + \frac{\gamma}{\varepsilon} \psi (\varphi_\varepsilon) \right) \, dx < \infty \tag{4.16}
\]
and by assumption (A7) also
\[
\sup_{\varepsilon > 0} \| u_\varepsilon \|_{H^1(\Omega)} < \infty. \tag{4.17}
\]

Now using the arguments of ([20], Prop. 3, case (a)) we get from (4.16) that \((\varphi_\varepsilon)_{\varepsilon > 0}\) has a subsequence, denoted by the same, that converges in \(L^1(\Omega)\) to an element \(\varphi_0 \in L^1(\Omega)\). Besides, we find that \((u_\varepsilon)_{\varepsilon > 0}\) has a subsequence that converges weakly in \(H^1(\Omega)\) to some \(u_0 \in U\).

If we assume, that the sequence of minimizers fulfills the convergence rate (4.4) we see from the second step of this proof, that it holds
\[
J_0(\varphi_0, u_0) \leq \liminf_{\varepsilon \searrow 0} J_\varepsilon(\varphi_\varepsilon, u_\varepsilon). \tag{4.18}
\]

We want to show, that \((\varphi_0, u_0)\) are a minimizer for (3.1) and (3.2). For this purpose, let \((\varphi, u)\) be another arbitrary pair. To show that \(J_0(\varphi_0, u_0) \leq J_0(\varphi, u)\) we can assume without loss of generality that \(J_0(\varphi, u) \leq C_u\), since by (4.14), (4.15) and (4.18) we have
\[
J_0(\varphi_0, u_0) \leq C_u \tag{4.19}
\]

Consequently, the first step of this proof guarantees the existence of a sequence \((\overline{\varphi}_\varepsilon, \overline{u}_\varepsilon)_{\varepsilon > 0} \subseteq L^1(\Omega) \times H^1(\Omega)\) converging to \((\varphi, u)\) in \(L^1(\Omega) \times H^1(\Omega)\) such that \(\limsup_{\varepsilon \searrow 0} J_\varepsilon(\overline{\varphi}_\varepsilon, \overline{u}_\varepsilon) \leq J_0(\varphi, u)\). Combining these result, we obtain
\[
J_0(\varphi_0, u_0) \leq \liminf_{\varepsilon \searrow 0} J_\varepsilon(\varphi_\varepsilon, u_\varepsilon) \leq \limsup_{\varepsilon \searrow 0} J_\varepsilon(\overline{\varphi}_\varepsilon, \overline{u}_\varepsilon) \leq J_0(\varphi, u) \tag{4.20}
\]

the second inequality being a consequence of \((\varphi_\varepsilon, u_\varepsilon)\) minimizing \(J_\varepsilon\) for every \(\varepsilon > 0\).

As \((\varphi, u)\) has been arbitrary this implies that \((\varphi_0, u_0)\) is a minimizer of \(J_0\).

To deduce the statement of the theorem, it remains to show the strong convergence of \((u_\varepsilon)_{\varepsilon > 0}\) in \(H^1(\Omega)\) and (4.5). For this purpose, we use again (4.4) and consequently can apply Lemma 4.6 to deduce that \((u_\varepsilon)_{\varepsilon > 0}\) converges strongly in \(H^1(\Omega)\) and
\[
\lim_{\varepsilon \searrow 0} \int_\Omega \alpha_\varepsilon(\varphi_\varepsilon) |u_\varepsilon|^2 \, dx = 0. \tag{4.21}
\]

By the first step of this proof and (4.19) we find a sequence \((\tilde{\varphi}_\varepsilon, \tilde{u}_\varepsilon)_{\varepsilon > 0} \subseteq L^1(\Omega) \times H^1(\Omega)\) converging to \((\varphi_0, u_0)\) strongly in \(L^1(\Omega) \times H^1(\Omega)\) such that \(\limsup_{\varepsilon \searrow 0} J_\varepsilon(\tilde{\varphi}_\varepsilon, \tilde{u}_\varepsilon) \leq J_0(\varphi_0, u_0)\). Then we see similar to (4.20) by applying (4.18) that
\[
J_0(\varphi_0, u_0) \leq \liminf_{\varepsilon \searrow 0} J_\varepsilon(\varphi_\varepsilon, u_\varepsilon) \leq \limsup_{\varepsilon \searrow 0} J_\varepsilon(\tilde{\varphi}_\varepsilon, \tilde{u}_\varepsilon) \leq J_0(\varphi_0, u_0)
\]

and can finally deduce (4.5). \(\square\)

Using this result, we can now show that for a minimizer \((\varphi_\varepsilon, u_\varepsilon)\) of (2.10) and (2.11) the state equations corresponding to \(\varphi_\varepsilon\) have a unique solution if \(\varepsilon > 0\) is small enough and (4.4) is fulfilled, as the following corollary shows:

**Corollary 4.8.** Assume \((\varphi_\varepsilon, u_\varepsilon) \in L^1(\Omega) \times H^1(\Omega)\) are minimizer of the phase field problems (2.10) and (2.11) such that (4.4) is fulfilled. Then, for \(\varepsilon > 0\) small enough, it holds \(S_\varepsilon(\varphi_\varepsilon) = \{u_\varepsilon\}\). This means, that the solution of (3.2) corresponding to \(\varphi_\varepsilon\) is unique. Moreover, we have \(\| \nabla u_\varepsilon \|_{L^2(\Omega)} < \frac{\mu}{K}\Omega\).

**Proof.** It follows from Theorem 4.4, that \(\| u_\varepsilon - u \|_{H^1(\Omega)} < \delta\) for some \(0 < \delta < \frac{\mu}{2K\Omega}\), if \(\varepsilon > 0\) is small enough, where \(u \in S_0(\varphi)\) and \((\varphi, u)\) is some minimizer of (3.1) - (3.2). Due to Lemma 4.2 we know that it holds \(\| \nabla u \|_{L^2(\Omega)} \leq \frac{\mu}{2K\Omega}\), and hence we have \(\| \nabla u_\varepsilon \|_{L^2(\Omega)} < \delta + \| \nabla u \|_{L^2(\Omega)} < \frac{\mu}{2K\Omega} + \frac{\mu}{2K\Omega} = \frac{\mu}{K\Omega}\) and the statement follows from Lemma 2.8. \(\square\)
4.2. Convergence of the optimality system

In Section 2.3 we have derived a necessary optimality system for the phase field problem by geometric variations. The same has been done for the sharp interface problem in Section 3.3. In the previous subsection we have connected those two problems by showing that minimizers of the diffuse interface problem converge under certain assumptions to a minimizer of the sharp interface problem. We now complete this picture by showing that also the optimality conditions of the phase field problem can be shown to be an approximation of the derived necessary optimality system in the sharp interface setting. This is the content of the following theorem:

**Theorem 4.9.** Let \((\varphi_\varepsilon, u_\varepsilon)_{\varepsilon > 0}\) be the minimizers of the phase field problems (2.10) and (2.11) as in Theorem 4.4, thus it holds \(\lim_{\varepsilon \searrow 0} \|\varphi_\varepsilon - \varphi_0\|_{L^1(\Omega)} = 0\) together with the convergence rate (4.4) and \(\lim_{\varepsilon \searrow 0} \|u_\varepsilon - u_0\|_{H^1(\Omega)} = 0\). Then \((\varphi_0, u_0)\) is a minimizer of the sharp interface problem (3.1) and (3.2) and \(\lim_{\varepsilon \searrow 0} J_\varepsilon(\varphi_\varepsilon, u_\varepsilon) = J_0(\varphi_0, u_0)\). Moreover it holds

\[
\lim_{\varepsilon \searrow 0} \partial_{t_0} \varphi_\varepsilon \left( \varphi_\varepsilon \circ T^{-1}_t \right) = \partial_{t_0} \varphi_0 \left( \varphi_0 \circ T^{-1}_t \right) \quad \forall T \in T_{ad}.
\]  

If \(\{|\varphi_0 = 1|\} > 0\) then we have additionally the following convergence results:

\[
\lim_{\varepsilon \searrow 0} \lambda_\varepsilon = \lambda_0, \quad \lim_{\varepsilon \searrow 0} \|u_\varepsilon[V] - u_0[V]\|_{H^1(\Omega)} = 0
\]  

where \(\{u_\varepsilon\} = S_\varepsilon(\varphi_\varepsilon)\) for \(\varepsilon\) small enough and \(\{u_0\} = S_0(\varphi_0)\). Moreover, \((\lambda_\varepsilon)_{\varepsilon > 0} \subseteq \mathbb{R}_0^+\) are Lagrange multipliers for the integral constraint defined due to Theorem 2.15, \(\lambda_0 \geq 0\) is a Lagrange multiplier such that it holds (3.35), and thus is a Lagrange multiplier for the integral constraint in the sharp interface according to Theorem 3.9.

**Remark 4.10.** The additional condition \(\{|\varphi_0 = 1|\} > 0\) is only necessary in order to obtain the convergence of the Lagrange multipliers. But as already discussed in [16], this condition is not very restrictive.

**Proof.** We can apply the ideas of ([16], Thm. 5). The nonlinearity can be included as in the proof of Lemmas 4.6 and 4.7. For details we refer to ([18], Sect. 17).

\[\square\]

5. Concluding remarks

Summarizing, we have shown that the phase field approach, which was proposed and discussed in Section 2, approximates the sharp interface model (3.1)–(3.2) describing topology optimization problems in a stationary Navier–Stokes flow in a sharp interface setting, in the following sense: We know, that for any sequence of minimizers of the phase field problems, there exists a subsequence that converges to some limit element as the thickness of the interface tends to zero. If this sequence fulfills a certain convergence rate we find, that it actually converges in the strong \(L^1(\Omega) \times H^1(\Omega)\) topology and that the limit element is a minimizer of the sharp interface model. However, it is still an open problem to justify the convergence rate even for specific examples. Moreover, we can show in this setting that certain optimality conditions of the phase field model approximate an optimality system of the sharp interface model. As we have proven that those optimality conditions of the sharp interface are, under suitable assumptions, equivalent to classical shape derivatives, this gives that the optimality conditions of the phase field problem are for small \(\varepsilon > 0\) also an approximation of shape derivatives. This implies, that the phase field formulation is a good approximation for the shape topology optimization problem in a sharp interface setting and is consistent with existing models.

One can also include a pressure depending term in the objective functional, hence minimize

\[
\int_\Omega f(x, u, Du, p) \, dx
\]

if one includes the restriction that there is fluid on the parts of the domain where the pressure \(p\) is taken into account. This is discussed in more detail in ([16], Sect. 6) for the Stokes’s equations but can also be applied directly to the stationary Navier–Stokes equations, see also ([18], Sect. 22).
SHAPE OPTIMIZATION OF NAVIER–STOKES FLOW
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