Assessment of aircraft prospects using a combined method of identifying preferences
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Abstract. Recently, the task of replacing the aircraft fleet has been in demand. The aim of the work is a multi-criteria assessment of aircraft and further decisions on their use. To solve this problem, it is proposed to use a combined method for identifying preferences, which is well algorithmic and allows you to take into account dependences on preferences in the multidimensional system of values of the decision maker. An algorithm based on the method of enumeration on a vector lattice has been developed. This algorithm helps the decision maker to take into account a large number of criteria and decide on the need to replace the aircraft. The advantages include a reduction in the calculation time. An interface for entering editing and preferences is proposed, which makes it possible to assess the feasibility of introducing new and withdrawing old aircraft.

1. Introduction
Over the past years, there has been a significant increase in air traffic flows for both passenger and freight transport [1,2]. In this regard, one of the urgent tasks is the modernization of the aircraft fleet. The main factors determining the demand for new aircraft are the development of air transportation and the disposal or replacement of the existing fleet.

The demand for passenger air transportation, in turn, depends on many factors, but, first of all, on the size and rate of development of the gross domestic product (GDP), population and the level of development of the air transportation industry and alternative modes of transport. Understanding market needs, in particular the key reasons for renewing the commercial aircraft fleet in operation, is a critical factor in developing a new product strategy.

Airlines often have to choose whether to use an old aircraft before the resource is exhausted or buy a new one, while it is necessary to take into account such criteria as flight safety, compliance with environmental standards, fuel efficiency, etc. But also the presence of dependencies between the criteria for the preferences of the decision maker (DM). In addition, one has to take into account the fact that often the DM does not have experience in carrying out specific work.

Currently, work in the field of a decision support system (DSS) for finding the best is possible only for well-studied, fairly simple tasks, but in practice, semi-structured problems are more common for which no fully formalized decision-making algorithms have been developed. Therefore, it is in demand in the DSS for practical human tasks to solve non-formalized tasks using formal methods and computer modeling, such as decision modeling methods, decision support systems, expert systems, etc. When
solving such problems, optimization methods have proven themselves well [3,4], which are in great demand in the field of modern computational and applied mathematics, but require rather large expenditures of computational resources.

Optimization methods have been developed since the 19th century; they were the first thoroughly studied problems of finding the extremum of functions in the presence of inequality-type constraints [5]. The main method of directed enumeration of adjacent vertices in the direction of increasing the objective function is the simplex method, which has become the main one in solving linear programming problems [6].

Simultaneously with the development of linear programming, much attention was paid to nonlinear programming problems in which either the objective function or constraints, or both are nonlinear. In 1951, Kuhn and Tucker published a paper, which provides necessary and sufficient optimality conditions for solving nonlinear programming problems. This work served as the basis for further research in this area [7].

In the problems that one has to face in practice, the objective function depends on many parameters and has a high dimension, which complicates the use of the methods described above. To eliminate this, it is proposed to divide it into multistage processes with low dimensionality for each one [8].

In recent years, the following algorithms have been in demand: tabu search, simulated annealing, greedy, genetic and swarm intelligence algorithm [9-11].

The difficulty of solving the optimization problem is determined by the number of its variables, the type of the objective function, as well as the type and number of constraints. Moreover, often the methods developed for solving one type of problem or another turn out to be useful for solving more complex problems. So, for example, one-dimensional optimization algorithms are widely used in solving multidimensional problems; many conditional optimization algorithms use unconditional optimization methods or are their modification; methods for solving linear programming problems are used to solve nonlinear programming problems, etc.

Among the minimization methods, one can conditionally distinguish finite-step and infinite-step methods [12-14]. Finite-step, or finite, are methods that guarantee finding a solution to a problem in a finite number of steps. Finite-step methods can be constructed only for some special types of optimization problems, for example, linear and quadratic programming problems. For infinitely step methods, the achievement of a solution is guaranteed only to the limit.

Thus, for the methods that allow solving the scheduling tasks most efficiently, it is necessary to set up that takes into account the peculiarities of the tasks.

In relation to the problem of planning aircraft replacement, it is proposed to use the Lemke-Shpilberg algorithm [15,16], which allows to reduce the number of solutions when using the enumeration method. The process of finding a solution, according to this method, is to carry out “steps” forward or backward through the possible options for solving the problem. If the dropout criterion shows that moving forward from the current point does not make sense, then the entire branch of decisions is excluded from the calculation, along which it would be possible to move forward without taking into account the criterion.

It is proposed to use a combined method of identifying preferences, which allows evaluating the effectiveness of aircraft in terms of their entry into the modern air transportation market, taking into account the preferences of the DM.

2. Materials and methods

Using the example of a combined method for identifying preferences for decision support, we will consider how to choose an aircraft. Let each aircraft have a set of top-level criteria:

- specifications;
- efficiency;
- import dependence.

For each criterion of the top level, let us set a scale with gradations:

- technical characteristics: t11 - good (1), t12 - satisfactory (0.5), t13 - unsatisfactory (0);
- efficiency: t21 - good (1), t22 - satisfactory (0.5), t23 - unsatisfactory (0);
- import dependence: t31 - low (0), t32 - high (1).
The way each aircraft evaluates the criteria took the following values:
- No.1: technical characteristics - 0.25, efficiency - 0.8, import dependence - 1;
- No.2: technical characteristics - 0.5, efficiency - 0.35, import dependence - 0.

It is necessary to identify preferences on the sets of gradations of criteria, namely, to determine the preference areas $M_k$ and their preference levels $P(M_k)$. Let's introduce three areas of preference:
- $M_1 = \{t_{12}, t_{13}, t_{22}, t_{23}, t_{32}\}$ - an area with low preference with a preference level $P(M_1) = 2$;
- $M_2 = \{t_{12}, t_{21}, t_{22}, t_{32}\}$ - an area with an average preference with a preference level $P(M_2) = 3$;
- $M_3 = \{t_{12}, t_{13}, t_{22}, t_{23}, t_{31}\}$ - an area with good preference with a preference level $P(M_3) = 4$.

After the stages of determining the cells $T_l$, forming the preference function $Y(X)$ and substituting the values of the criteria of alternatives No.1 and No.2 into the preference function $Y(X)$, we will receive the following result - No.2 is preferable to No.1.

At the moment, there are many decision support systems. However, only a small part of them provide the ability to solve decision-making problems by methods that involve the use of preference functions to obtain results. As a result, the world has very limited experience in designing interfaces for describing preference functions in decision support systems. Such multi-criteria decision support methods can be very useful in completely different areas of research, solving scientific and technical problems, business planning, production, financing an investment project, management accounting, etc. For the development of this direction, an interface for users and operators of multi-criteria decision support systems was designed that meets modern requirements and trends in software design (figure 1).

Figure 1. Preference areas interface screen.

Figure 1 shows the web interface for entering and editing preferences. This interface will fit into the width of the user's web browser. Small margins on the left and right edges will be provided for users with widescreen monitors (for example, with a 16:9 ratio). Each preference area will be half the given width of the entire interface. This number of preference areas in one line is optimal for compactness and normal display of long text fields of the interface.

For the interface for directly describing the preference areas, all the main front-end development tools were used:
- HTML. It was used to create an interface structure in the form of a tree of nodes, where each node is an element or a group of elements. Structural entry of one element into another, for example, the
values of criteria in a certain preference area, is necessary for unambiguous work with all interface elements. HTML also provides standard form elements for development - buttons, checkboxes, etc.

- CSS. The visual design, layout, typography, and colorization of interface elements were almost entirely developed in this language.

- JavaScript. This language was used to enable the Add Preference Region button. This action is considered dynamic and requires special handling. In advance in JavaScript code the structure of interface elements for one preference area is set. When you click on the button after all preference areas in the interface, a new, not yet filled preference area with the necessary interface elements is drawn.

The developed interface for direct description of preference areas has the following advantages:

- equally convenient for PC and mobile users when changing preference areas and their preference levels;
- from the point of view of programming - easy and unambiguous in structure and code writing;
- visual enough for DM, helps to quickly navigate to changing indicators.

3. Result and discussion

The solution algorithm is based on the construction and analysis of a vector lattice [17]. Let us consider the application of the method of implicit enumeration over a vector lattice to linear integer problems of the following form:

$$\min \sum_{j=1}^{n} c[j]x[j]$$

$$\sum_{j=1}^{n} a[i,j]x[j] \leq b[i], (i = 1,m)$$

$$x[j] \leq b[j], (j = 1,n)$$

which is reduced to the form where all $c[j] \geq 0$, and the constraints represent inequalities like “≤”. These conditions are not restrictive, since their fulfillment can always be ensured through appropriate transformations.

In cases when, in the optimization problem, the minimum coefficient in the objective function for the $j$-th variable is negative, then it is necessary to introduce a change of variables:

$$x[j] = h[j] - x'[j]$$

(2)

Obviously, to ensure the equivalence of the transformation, it is necessary to make this change not only in the objective function, but also in all constraints. After such a replacement $c'[j] = -c[j] > 0$, and the constant formed in the objective function must be removed (it does not affect the optimization results).

The formal way to transform constraints like “=” to inequalities is to replace each of them with two corresponding inequalities of the opposite sign. A visual graphical representation of the vector lattice for the combinatorial problem ($h[j]=1$ ($j=1,2,3$)) in the case $n = 3$ at is shown in figure 2.
**Enumeration procedure.** The enumeration of points of a vector lattice is carried out along its routes with the help of steps forward and backward.

A route is any path passing through the vertices of a vector lattice connected by arcs. A step forward is a transition to a higher numbered level, and a step back is a reverse movement. Since each step forward is associated with an increase in the corresponding variable by one, we will say “step forward in the j-th variable”. In order to exclude repeated consideration of points when moving forward, a rule is introduced according to which, from any point $x$: steps forward are considered in variables whose numbers satisfy the following conditions:

$$ j \in J_{vs} = \{ j \in \overline{1,n} : j \geq j_s, \text{if } x[j_s] < b[j_s], \text{else } j > j_s \} $$

(3)

$$ j_s = \max j \{ j \in \overline{1,n}: x[j] > 0 \} $$

(4)

where $j_s = \max j \{ j \in \overline{1,n}: x[j] > 0 \}$

(5)

In accordance with this rule, to form search routes along a vector lattice, only its arcs are used. The points for which $J_{vs} = \emptyset$ will be called finite. After moving to such a point using a step forward, a step backward will definitely follow.

The movement along the vector lattice begins and ends at the zero point. The completion of the enumeration at the zero point occurs when all steps forward from it have already been considered.

Now we will consider the rules, the application of which will allow us to reduce the number of solutions (points) enumerated by the algorithm and, therefore, to make the enumeration implicit.

**Allowed point rule.** The method of implicit enumeration on a vector lattice enumerates mostly inadmissible points: as soon as an admissible point is reached while moving forward, this movement stops and a step is taken back.

The rationale for this rule consists in transforming the problem to the form, where all $c[j] \geq 0$, and the direction of optimization is the minimum. At the same time, moving forward cannot lead to a decrease in the objective function, but, as a rule (with a step forward in a variable for which $c[j] \geq 0$), it leads to its increase, that is, to a deterioration in the sense of the direction of optimization to a minimum.

As a special case, the conclusion follows from this rule: if the zero point is admissible, then it is the optimal solution to the problem.

**Inadmissibility criterion (IC).** This criterion is applied to each point of the vector lattice after the initial hit in it when moving with steps forward. It forms sufficient conditions for the impossibility of achieving any admissible decision when moving forward from a given point. If these conditions are met, then they say that the criterion eliminates the given point (the criterion has worked at this point). In this case, it is necessary to stop moving along the vector lattice using steps forward and take a step back.

Let us define additional transformations of the original problem and new concepts and designations that are necessary for a formalized description of the action of the IC.

The original problem should be reduced to a form where all constraints have the form of an inequality like “$\leq$”:

$$ \sum_{j=1}^{n} a[i,j] x[j] \leq b[i] $$

(6)

A balance variable $i$ is introduced into each constraint $y[i] \geq 0 \ (i = \overline{1,m})$. It turns out the following, equivalent to the original system of restrictions:

$$ \sum_{j=1}^{n} a[i,j] x[j] + y[j] = b[i] ; \ y[i] \geq 0 \ , \ (i = \overline{1,m}) $$

(7)

It should be noted that the balance variables $y[i]$, in contrast to linear programming, are not introduced into the optimization variables, but serve only to check the fulfillment of the constraints. When moving along a vector lattice, an iterative recalculation of balance variables can be organized,
which eliminates the need for direct substitution of the vector of optimization variables into constraints to check their implementation.

Let's consider two sets:

- \( I_x \) – the set of constraints not fulfilled at the point;
- \( J^x_i \) – the set of variable numbers, along which it is still \( x \) possible to take a step forward from the point, and for which the coefficients in the \( i \) - constraint are negative.

The formal definition of these sets is as follows:

\[
I_x = \{ i \in \mathbb{I}, m : y_i[i] < 0 \}
\]

\[
J^x_i = \{ j \in \mathbb{I}, n : j \in J_w ; a[i,j] < 0 \}
\]

(8)

(9)

Obviously, taking a step forward on a variable \( x[j] \) increases the balance sheet variable \( y[i] \).

Taking this into account, the formal rule for the action of the IC is determined as follows: if at the point under \( x \) consideration, during sequential verification of the next non-fulfilling constraint (\( i \in I_x \)), it turns out that:

\[
\sum_{j \in J^x_i} a[i,j] (h[j] - x[j]) > y_i[i]
\]

(10)

where \( \sum (...) = 0 \), if \( J^x_i = \emptyset \).

The rationale for this rule is that, even after taking all possible steps forward in all variables \( j \in J^x_i \), it is impossible to ensure such an increase \( y_i[i] \) in which it becomes non-negative, i.e. it is impossible to achieve the fulfillment of the \( i \) restriction while moving forward.

The criterion for the systematic exclusion of alternatives (CSEA). This criterion is applied to individual steps forward from the considered point after at least one unacceptable solution to the original problem has been found. The essence of his work is that he filters out those steps forward that cannot lead to better (smaller) solutions in terms of the objective function. The action of CSEA is based on the use of a filtering constraint:

\[
\sum_{j=1}^{n} c[j] x[j] < z(x)
\]

(11)

Which after the introduction of the balance variable \( y [0] > 0 \) is converted to the form:

\[
\sum_{j=1}^{n} c[j] x[j] + y[0] = z(x)
\]

(12)

Formal rule of CSEA: a step forward in the \( j \) variable from a point \( x \) is not realized if the following inequality is satisfied:

\[
c[j] \geq y_i[0]
\]

(13)

Once again, we emphasize that the CSEA is included in the work as soon as the first admissible solution of the optimization problem is found during the operation of the NPVR algorithm, or from the very beginning of the algorithm, if a feasible solution can be formed on the basis of a priori information. The right side of the filtering constraint is adjusted every time a new feasible solution is found that is better than the previous one. After this adjustment, the dropout rate of steps forward with the help of CSEA increases even more.

Preferred Variable Criterion (PVC). The purpose of this criterion is to order the steps forward from each invalid point that is not the end point and is not screened out IC. Such a problem arises after the first arrival at such a point with the help of a step forward. The purpose of ordering is to look first at those routes that are most likely to lead to valid solutions. The action of the checkpoint to reduce the search, if the ordering goal is achieved, is implemented through joint work with the CSEA: the sooner the first feasible solution is found, the earlier the CSEA will be involved in the work; when finding then
the best admissible solutions, the action of the filtering restriction on screening out steps forward becomes more stringent.

Formally, the PVC rule applied to possible steps forward from the point \((j \in J_v)\), consists in ordering them in ascending order of values:

\[
\sum_{i \in I} a[i,j] [(h[j] - x[j])]
\]  

The idea of such an ordering is, first of all, to consider routes that do not lead to a strong decrease in the balance variables \(y[i]\) in unfulfilled constraints, but rather lead to their increase (if negative \(a[i,j]\)), i.e. to reduce the set \(I_v\). The action of the checkpoint PVC, in contrast to IC and CSEA, is heuristic in nature and cannot always lead to the desired results, since the choice of the route by the smallest value does not guarantee the priority movement towards admissible solutions.

Let's move directly to the algorithm shown in figure 3.

---

**Figure 3.** Vector lattice enumeration algorithm.
Step 1. \( x = 0 \).
Step 2. If \( (x \in D) \), then \( z^0 = 0, \ x^0 = 0 \), go to step 9.
Step 3. If \( (x \in D) \), then
- calculation of the value of the objective function at the next found admissible point;
- if the filtering constraint has not yet been introduced, then enter it with the right-hand side \( z^0 = z(x) \), commit \( x^0 = x \);
- if the filtering constraint has already been formed and the condition \( z(x) < z^0 \) is satisfied, then redefine its right-hand side \( (z^0 = z(x)) \) and \( x^0 = x \);
- go to step 8;
Step 4. If \( (x \notin D) \), then
- checking the point \( x \) for belonging to the set of end points \( (J_{sv} = \emptyset) \). If the point is the end point on the branch of the vector lattice, then go to step 8;
- check point \( x \) according to the IC criterion. If the point does not pass along the IC, then go to step 8.
Step 5. Arrange possible steps forward from point \( x \) according to the checkpoint criterion PVC.
Step 6. If steps forward from point \( x \) have not been considered yet, then the choice of the next step forward (in the order determined by the PVC criterion), otherwise: if \( x \neq 0 \), then - go to step 8;
if \( x = 0 \), then go to step 9.
Step 7. If the CSEA criterion is included in the work (a feasible solution has already been found), then checking the next step forward by the CSEA criterion:
if the chosen step forward according to the CSEA criterion does not pass, then - go to step 6, otherwise - step forward along the vector lattice, go to step 3.
Step 8. Step back along the vector lattice. Go to step 6.
Step 9. If \( (z^0, x^0) \) is defined, then this is the optimal solution, otherwise \( D = \emptyset \).

4. Conclusions
An interface for entering and editing preferences has been developed to evaluate the efficiency of commissioning new types of aircraft and withdrawing old types of aircraft.
The combined method of identifying preferences proposed by the authors makes it possible to assess the effectiveness of aircraft from the point of view of their introduction into the modern air transportation market, taking into account the preferences of the DM.
The enumeration method used in relation to the plane replacement problem can reduce the number of solutions and thus reduce the computation time of the problem.
To optimize the solution of problems, a heuristic search algorithm on a vector lattice is implemented.
The following properties of this algorithm should be noted:
1. The described algorithm enumerates mostly inadmissible points of the domain of possible solutions to the problem. If the starting point of the search can reasonably be brought closer to the boundaries of the active constraints of the original problem by somehow determining more accurately the possible location of the point of the optimal solution, then the amount of enumeration can be reduced even more significantly.
2. This algorithm can be applied to problems with a nonlinear objective function. The condition for the realization of such a possibility is the monotonic non-decreasing character of this function with respect to the optimization variables when the optimization is directed to the minimum.
The methodology applied in the work allows managers to orient themselves in the current circumstances and make further decisions on the need to replace the aircraft, taking into account the interests of the company and the geography of transportation.
This approach can be used not only in the problems of air transport systems, but also in other areas of scientific and applied problems.
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