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Abstract—For a parameter-unknown linear descriptor system, this paper proposes data-driven methods to testify the system’s type and controllability and then to stabilize it. First, a data-based condition is developed to identify whether this unknown system is a descriptor system or is equivalent to a normal system. Furthermore, various controllability concepts are testified by replacing the descriptor system’s matrices with data. Finally, a data-based decomposing method is proposed to transfer the nominal system into its slow-fast subsystems’ form, so that a state feedback controller for the slow subsystem can be obtained from persistently exciting input and state sequences. Meanwhile, due to the equivalent stabilizability between the nominal system and its slow subsystem, a state feedback controller which stabilizes the nominal system is also obtained. A simulation example is provided to illustrate the effectiveness of those methods.
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I. INTRODUCTION

From its birth to nowadays, model-based control (MBC) has experienced rapid development and updated many inspiring theories, for instance, from the classic control to modern control, and from the basic stability to optimal control and $H_{\infty}$ control [1]. Based on mathematical models of systems, MBC theories are rigorous and interpretable, but when a control plant is a black box whose mathematical model is unavailable, MBC will lose its merits on rigor and interpretability to some extent. That is when we need to rely on data-driven control (DDC) which designs a controller directly from available online or off-line data. A detailed and early survey about MBC and DDC can be found in [2].

Recently, based on Willems et al.’s fundamental lemma in behavioral theory [3], researchers in [4] and [5] proposed a novel direct DDC method for linear time-invariant systems. This method parameterizes the system by persistently exciting input and corresponding state or output signals, so that there is no need to identify exact values of systems’ parameters, and the stabilization and linear quadratic regulator (LQR) problems can be reformulated into data-dependent linear matrix inequalities (LMIs). Since the obtained controller parameters are interpretable under the framework of MBC, this method is more attractive than other DDC methods. Besides, researchers in [5] introduced the concept of data-informativity for systems’ analysis and control. In order to improve the numerical feasibility of datasets and deal with missing data, the work in [6] extended the fundamental lemma to multiple datasets. Subsequent works have extended the DDC method in [4] to various scenarios, such as robust control [7], [8], [9] and LQR [10] in the presence of noisy data, data-based controllability tests [11], linear time-varying systems [12], switched linear systems [13] and linear delay systems [14]. Moreover, model predictive control was considered in [15] and [16]. More details and recent developments about DDC and the behavioral theory can be found in [17] and [18].

With no exception, all above methods assume that the investigated system is in the normal state-space form, i.e., the common $x_{k+1} = Ax_k + Bu_k$, where $x_k$ is the system state, $u_k$ is the control input, and $A$ and $B$ are unknown parameters. But there is a hidden problem. Since the system’s model is unavailable, if we do not verify the system’s type but directly exert inputs to the system, then the collected data for the subsequent analysis and control of an assumed normal system may be misused for other systems, in particular, under the circumstance of descriptor systems whose common form is $Ex_{k+1} = Ax_k + Bu_k$, where $E$ could be a singular matrix. Although researchers in [19] firstly presented a data-based method to distinguish descriptor systems from normal systems, this method required the system state matrix $A$ to be non-singular, which was conservative and difficult to verify.

Besides, comparing with fruitful research of MBC methods for descriptor systems [20], [21], there are few works and little attention on DDC methods for them. Since descriptor forms frequently appear in complex systems whose parameters are difficult to be obtained, such as electrical circuit systems, large-scale systems with interconnections and mechanical systems, it is necessary to research DDC methods for descriptor systems. Subspace model identification methods for descriptor systems were introduced in [22] and [23], and reinforcement learning methods and iterative learning control for descriptor systems were presented in [24] and [25], but all of them assumed that the unknown descriptor system had been well-posed into its slow-fast subsystems’ form, rather than the nominal form. In practice, the first-hand data are generated from the nominal system rather than its slow-fast subsystems’ form, i.e., it is natural and convenient for us to choose the nominal state and collect data, but it is difficult to access the state of the slow-fast subsystems. Thus, existing DDC methods for descriptor systems have strict assumptions, either on systems’ forms or parameters, which makes them limited.

In a nutshell, it is necessary to identify systems’ type, so
that potential misuses of corresponding DDC methods can be avoided. Plus, due to the deficiency of DDC methods for descriptor system, this paper aims to propose a direct DDC method for a parameter-unknown linear descriptor system in the nominal form to testify the system’s type and controllability and then to stabilize it. To be specific, this paper answers the following three questions for a descriptor system $E x_{k+1} = Ax_k + Bu_k$, where $E, A$ and $B$ are unavailable, i.e.,

1) Is it a normal system or a descriptor one?
2) Is it controllerable?
3) How to design a state feedback controller to stabilize it?

For these purposes, three individual data experiments are devised, in which system input signals are well-designed and corresponding state signals are collected. Combining those data with related concepts in the MBC framework, we present data-based conditions to address the three questions above.

The main contributions are summarized as follows: (I) Unlike other related research, this paper removes unnecessary assumptions about descriptor systems’ forms and parameters, except that descriptor systems should be regular and that their initial conditions should be consistent, which means our methods are general for systems analysis and controllers design. (II) A novel data-based decomposing method for descriptor systems is presented, which virtually transfers a parameter-unknown descriptor system into its slow-fast subsystems’ form. In this way, not only the system’s properties, such as causality can be well revealed, but more importantly, due to equivalent stabilizability between the nominal descriptor system and its slow subsystem, a state feedback controller can be easily implemented for the slow subsystem, so that the nominal system is also stabilized.

The remainder of this paper is as follows: Section II designs the first data experiment to testify the system’s type, and it lays foundations for controllability analysis and controller design. Section III proposes the second data experiment to analyze various controllability concepts. A persistently exciting data experiment is given in Section IV to design a state feedback controller. Section V provides an example to illustrate the effectiveness of those methods. Finally, conclusions are presented in Section VI.

**Notations:** $\mathbb{R}$ and $\mathbb{C}$ are the fields of real and complex numbers. For a matrix $X$, $\mathcal{E}(X)$, $\det(X)$, $\lambda(X)$, $\sigma(X)$, $X^F$, $X^{-1}$, $\|X\|_2$ and $X \succ 0$ mean the rank, the determinant, all eigenvalues, all singular values, the transpose, the inverse, the spectrum norm and the positive definiteness of $X$, respectively. The notation $\text{diag}(X,Y)$ means the diagonal matrix $\begin{bmatrix} X & 0 \\ 0 & Y \end{bmatrix}$, and $\lambda(X,Y)$ means all generalized eigenvalues of the matrix pencil $(X,Y)$. Besides, $I$ ($I_r$) and $0$ are identity and zero matrices of an appropriate dimension, and $1$ is a constant vector in which all elements are 1.

**II. DATA-DRIVEN SYSTEM TYPE IDENTIFICATION**

Consider the following linear discrete-time descriptor system

$$E x_{k+1} = Ax_k + Bu_k$$

(1)

where $x_k \in \mathbb{R}^n$ is the system state, $u_k \in \mathbb{R}^m$ is the control input, $E, A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times m}$ are unknown parameters. In order to testify the system’s type, the rank of $E$ should be identified. Before introducing the first data experiment, we have the following necessary assumptions for the system (1).

**Assumption 2.1 ([20]):** The system (1) is regular, i.e., there exists $s \in \mathbb{C}$, such that $\det(sE - A) \neq 0$.

**Assumption 2.2 ([20]):** The initial state $x_0$ is consistent.

**Remark 1:** Unlike normal state-space systems which always have unique state solutions, descriptor systems will have no or not unique state solutions if Assumptions 2.1 and 2.2 are not satisfied. Thus, these two assumptions are necessary for analysis and control of descriptor systems, no matter by MBC or DDC methods. Besides, Assumption 2.1 implies that except for all generalized eigenvalues of the matrix pencil $(E,A)$, there are infinite numbers of $s \in \mathbb{C}$ such that $\det(sE - A) \neq 0$ holds.

Now, we introduce the first data experiment to distinguish between a normal system and a descriptor one.

**Experiment 1:** Exerting $n$ groups of sub-experiments on the nominal system (1). For each sub-experiment, there are $l(l \geq 1)$ steps of input sequences which satisfy

$$\sum_{k=0}^{l-1} u_k(i) = 0, i = 1, 2, ..., n. \quad (2)$$

Then for the $i$-th sub-experiment, we have

$$\begin{align*}
E x_1(i) &= A x_0(i) + B u_0(i) \\
E x_2(i) &= A x_1(i) + B u_1(i) \\
\vdots \\
E x_l(i) &= A x_{l-1}(i) + B u_{l-1}(i).
\end{align*}$$

(3)

Based on (2), after summation on both sides of (3), we have

$$\sum_{k=1}^{l} E x_k(i) = \sum_{k=0}^{l-1} A x_k(i). \quad (4)$$

Since the system (1) is regular, there must exist a scalar $s_0 \in \mathbb{C}$, such that $\det(s_0 E - A) \neq 0$, then the equation (4) can be rewritten as

$$E((s_0 - 1) \sum_{k=0}^{l-1} x_k(i) + x_0(i) - x_l(i)) = (s_0 E - A) \sum_{k=0}^{l-1} x_k(i). \quad (5)$$

Denoting vectors $n_i = (s_0 - 1) \sum_{k=0}^{l-1} x_k(i) + x_0(i) - x_l(i)$ and $m_i = \sum_{k=0}^{l-1} x_k(i)$, then for all $n$ groups of sub-experiments, we have

$$EN = (s_0 E - A) M \quad (6)$$

where $N = [n_1 \ n_2 \ \cdots \ n_n]$ and $M = [m_1 \ m_2 \ \cdots \ m_n]$. Since the matrix $N$ can always be observed and assigned to be non-singular, plus $\det(s_0 E - A) \neq 0$, then $\mathcal{E}(E) = \mathcal{E}(M)$, so naturally we have the following theorem.

**Theorem 2.1:** The descriptor system (1) becomes a normal system if $\mathcal{E}(M) = n$, and it is a descriptor system if $\mathcal{E}(M) < n$. 

Where $s_0 E - A \neq 0$ and $m_i$ is a new vector in which all elements are 1.
Remark 2: If \( r(E) = r(M) = n \), then the system (1) is equivalent to a normal system \( x_{k+1} = E^{-1}Ax_k + E^{-1}Bu_k \), whose controllability analysis and stabilization have been well studied in [4], [11] and [26]. Thus, we will mainly deal with the singular case, i.e., \( r(E) < n \) in the rest of this paper.

Remark 3: The system (1) is an ideal deterministic system, but noises will inevitably appear in the system. Here we consider two kinds of noises.

(I) Measurement noises: When the system states \( x_k \) are measured by sensors, there will be noises generated by sensors, i.e., the system states will be \( \hat{x}_k = x_k + d_k^m \), where \( d_k^m \in \mathbb{R}^n \) are the measurement noises. In practical industrial processes, it is commonly assumed that the measurement noises have known statistical characteristics [26]. Thus, the unbiased estimates of the real values of \( x_k \) can be obtained, for instance, by repeating experiments. After replacing \( x_k \) by its unbiased estimates, our method is still effective.

(II) System noises: If there are noises with zero mean in the system, then the system model will be \( E\hat{x}_{k+1} = Ax_k + Bu_k + d_k^s \), where \( d_k^s \in \mathbb{R}^n \) are the system noises. For a large enough \( l \) in each sub-experiment, we have \( \sum_{k=0}^{l-1} d_k^s = \varepsilon \alpha \), where \( \varepsilon \) is a scalar approaching 0 and \( \alpha \in \mathbb{R}^n \) is a constant vector. Similarly, after lining up outcomes of the \( n \) groups, we have

\[
EN = (s_0E - A)\hat{M}
\]

where \( \hat{M} = M + \varepsilon(s_0E - A)^{-1}\alpha \alpha^T \). Due to the small disturbance \( \varepsilon(s_0E - A)^{-1}\alpha \alpha^T \), the rank of \( M \) will be changed, i.e., \( r(E) \neq r(\hat{M}) \), so Theorem 2.1 may lead to wrong conclusions. From a statistical perspective, a large \( l \) makes a small \( \varepsilon \), so we have

\[
||\hat{M} - M||_2 = ||\varepsilon||(s_0E - A)^{-1}\alpha \alpha^T||_2 \leq \delta
\]

where \( \delta \) is a scalar close to 0. According to the singular value decomposition (SVD) theory [27], small disturbances have minor changes to matrices’ singular values, i.e.,

\[
|\sigma_i(\hat{M}) - \sigma_i(M)| \leq ||\hat{M} - M||_2 \leq \delta,
\]

where \( \sigma_i(M) \) and \( \sigma_i(\hat{M}) \) are the \( i \)-th singular value of \( M \) and \( \hat{M} \). Supposing \( r(E) = r(M) = r \), for \( i = r + 1, r + 2, ..., n \), since \( \sigma_i(\hat{M}) = 0 \), we have \( |\sigma_i(\hat{M})| \leq \delta \). Due to the dynamics of the unstable system (1), when \( l \) becomes larger, the values of elements in \( M \) become larger, which means that the distinction between the none-zero true singular values \( \sigma_1(M), ..., \sigma_r(M) \) and the perturbation \( \sigma_{r+1}(\hat{M}), ..., \sigma_n(\hat{M}) \) will become evident, so it is feasible for us to differentiate them. Thus, under the circumstance of system noises, we should compute the singular values of data matrix \( \hat{M} \) rather than its rank. If there are singular values smaller than \( \delta \), and their number is \( r' \), then we have \( r(E) = r(\hat{M}) = n - r' \).

Remark 4: Besides the equation (5), we can have another equation based on (4) as

\[
(s_0E - A)\sum_{k=1}^{l} x_k(i) = A\sum_{k=1}^{l} (s_0 - 1)x_k(i) + s_0(x_0(i) - x_l(i)).
\]

Denoting vectors \( w_i = \sum_{k=1}^{l} (s_0 - 1)x_k(i) + s_0(x_0(i) - x_l(i)) \) and \( v_i = \sum_{k=1}^{l} x_k(i) \), then for all \( n \) groups of sub-experiments, we have

\[
(s_0E - A) V = AW
\]

where \( V = [v_1 v_2 \cdots v_n] \) and \( W = [w_1 w_2 \cdots w_n] \). Similarly, \( W \) can always be non-singular. Although the equation (10) has no help to the system’s type identification, it will play an important role in controllability analysis, which we will show in the next section.

III. DATA-DRIVEN CONTROLLABILITY ANALYSIS

For descriptor systems, their controllability concepts and conditions are more complex than normal systems. Usually, we need to consider the complete controllability (C-controllability), the reachable controllability (R-controllability) and the causal controllability (Y-controllability) [21], [20]. The following experiment is designed to help us testify the system’s controllability. The main idea is to replace the system’s parameters with data, so that corresponding model-based controllability criteria can be expressed in a data-based way.

Experiment 2: Exerting \( m \) groups of sub-experiments on the nominal system (1). In the \( i \)-th sub-experiment, the input sequence is constant and chosen as

\[
u_k(i) = [0, ..., 0, \frac{1}{i_{th}}, 0, ..., 0]^T, i = 1, 2, ..., m.
\]

Then after \( l(l \geq 1) \) steps of observations, we have \( E\hat{x}_{i+1}(i) = Ax_i(i) + Bu_i(i) \). After lining up outcomes of the \( m \) groups, it comes to

\[
ER_1 = AR_0 + B
\]

where \( R_1 = [x'_{i+1}(1) \ x'_{i+1}(2) \ \cdots \ x'_{i+1}(m)] \) and \( R_0 = [x_1(i) \ x_2(i) \ \cdots \ x_m(i)]. \) Furthermore, choosing the same \( s_0 \) as in Experiment 1 such that \( \det(s_0E - A) \neq 0 \), then multiplying \( (s_0E - A)^{-1} \) to both sides of (12), we have

\[
(s_0E - A)^{-1}ER_1 = (s_0E - A)^{-1}AR_0 + (s_0E - A)^{-1}B.
\]

Finally, combining (13) with (6) and (10), we obtain

\[
(s_0E - A)^{-1}EMN^{-1},
\]

\[
(s_0E - A)^{-1}AVW^{-1},
\]

\[
(s_0E - A)^{-1}BMN^{-1}R_1 - VW^{-1}R_0.
\]

For brevity, those data terms are denoted as \( D_E := MN^{-1}, D_A := VW^{-1}, \) and \( D_B := MN^{-1}R_1 - VW^{-1}R_0. \) Note that the system’s unknown parameters are all on the left side of (14), and all data are on the right side, so the rank of matrices \( E, A \) and \( B \) are well revealed by data matrices \( D_E, D_A \) and \( D_B. \) By far, we have prepared well to analyze the system’s controllability. In the rest of this section, model-based controllability conditions will be introduced first, then corresponding data-based conditions are provided.
A. C-Controllability

Lemma 1 ([29]): The descriptor system (1) is completely controllable if and only if
\[ r(\begin{bmatrix} sE - A & B \end{bmatrix}) = r(\begin{bmatrix} E & B \end{bmatrix}) = n, \forall s \in \mathbb{C}. \] (15)

Lemma 2: The descriptor system (1) is completely controllable if and only if
\[ r(\begin{bmatrix} sI - E(s_0E - A)^{-1} & B \end{bmatrix}) = n, \forall s \in \mathbb{C}. \] (16)

Proof: (I) From Lemma 2 to Lemma 1: If \( s \neq 0 \), then
\[ n = r(\begin{bmatrix} sI - E(s_0E - A)^{-1} & B \end{bmatrix}) \]
\[ = r(\begin{bmatrix} sI - E(s_0E - A)^{-1} & B \end{bmatrix} s^{-1}(s_0E - A)^{-1} 0 \]
\[ = r(\begin{bmatrix} (s - s')E - A & B \end{bmatrix}) = r(\begin{bmatrix} s' - E - A & B \end{bmatrix}) \]
where \( s' = (s_0 - s^{-1}) \); else if \( s = 0 \), then
\[ n = r(\begin{bmatrix} sI - E(s_0E - A)^{-1} & B \end{bmatrix}) \]
\[ = r(\begin{bmatrix} sI - E(s_0E - A)^{-1} & B \end{bmatrix} 0) \]
\[ = r(\begin{bmatrix} E & B \end{bmatrix}) . \]

II) A similar proof can be easily given to prove that Lemma 1 implies Lemma 2 thus it is omitted.

Lemma 3 shows that the C-Controllability of the descriptor system (1) is equivalent to the controllability of the following normal system
\[ \bar{x}_{k+1} = A_E \bar{x}_k + B \bar{u}_k \] (17)
where \( A_E = E(s_0E - A)^{-1} \). Inspired by the controllability test of the normal system (17), we have the following data-based condition to analyze the C-Controllability of the descriptor system (1).

Theorem 3.1: The descriptor system (1) is completely controllable if
\[ r(\begin{bmatrix} D_B & D_ED_B & \cdots & (D_E)^{n-1}D_B \end{bmatrix}) = n. \] (18)

Proof: It is well known that the normal system (17) is controllable if and only if
\[ r(\begin{bmatrix} B & A_EB & \cdots & (A_E)^{n-1}B \end{bmatrix}) = n, \] (19)
which is equivalent to
\[ r((s_0E - A)^{-1} [B & A_EB & \cdots & (A_E)^{n-1}B]) = n. \] (20)

Based on (14), (20) can be rewritten into the data-based form (13). Then due to the equivalent controllability between the normal system (17) and the descriptor system (1) in Lemmas 1 and 2 the proof is completed.

B. Y-Controllability

Lemma 3 ([28]): The descriptor system (1) is causal if and only if
\[ r(\begin{bmatrix} E & 0 \\ A & E \end{bmatrix}) = n + r(E). \] (21)

Theorem 3.2: The descriptor system (1) is causal if
\[ r(\begin{bmatrix} D_E & 0 \\ D_A & D_E \end{bmatrix}) = n + r(M). \] (22)

Proof: According to (14), we have \( r(\begin{bmatrix} E & 0 \\ A & E \end{bmatrix}) = r(\text{diag}((s_0E - A)^{-1}, (s_0E - A)^{-1}) \begin{bmatrix} E & 0 \\ A & E \end{bmatrix}) = r(\begin{bmatrix} D_E & 0 \\ D_A & D_E \end{bmatrix}) \). Since \( r(E) = r(M) \), we conclude that this theorem holds based on Lemma 3.

Lemma 4 ([28]): The descriptor system (1) is causally controllable if and only if
\[ r(\begin{bmatrix} E & 0 & 0 \\ A & E & B \end{bmatrix}) = n + r(E). \] (23)

Theorem 3.3: The descriptor system (1) is causally controllable if
\[ r(\begin{bmatrix} D_E & 0 & 0 \\ D_A & D_E & D_B \end{bmatrix}) = n + r(M). \] (24)

Proof: Based on the proof of Theorem 3.2 it is straightforward to obtain the results in Theorem 3.3.

C. R-Controllability

Lemma 5 ([27]): The descriptor system (1) is R-controllable if and only if
\[ r(W_M) = n^2 \] (25)
where \( W_M \in \mathbb{R}^{n^2 \times (m+n)n} \), and
\[ W_M = \begin{bmatrix} [-A & 0 & 0 & \cdots & 0 & 0 & B & 0 & 0 & \cdots & 0 & 0] \\ [E & -A & 0 & \cdots & 0 & 0 & 0 & B & 0 & \cdots & 0 & 0] \\ [0 & E & -A & \cdots & 0 & 0 & 0 & 0 & B & \cdots & 0 & 0] \\ [\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots] \\ [0 & 0 & 0 & \cdots & -A & 0 & 0 & 0 & 0 & \cdots & B & 0] \\ [0 & 0 & 0 & \cdots & E & -A & 0 & 0 & 0 & \cdots & 0 & 0] \end{bmatrix} . \]

Theorem 3.4: The descriptor system (1) is R-controllable if
\[ r(W_D) = n^2 \] (26)
where \( W_D \in \mathbb{R}^{n^2 \times (m+n)n} \), and
\[ W_D = \begin{bmatrix} [-D_A & 0 & 0 & \cdots & 0 & 0 & D_B & 0 & 0 & \cdots & 0 & 0] \\ [-D_A & 0 & 0 & \cdots & 0 & D_B & 0 & 0 & \cdots & 0 & 0 & 0] \\ [\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots] \\ [0 & 0 & 0 & \cdots & -D_A & 0 & 0 & 0 & 0 & \cdots & D_B & 0] \\ [0 & 0 & 0 & \cdots & D_E & -D_A & 0 & 0 & 0 & \cdots & 0 & D_B] \end{bmatrix} . \]

Proof: After multiplying the non-singular matrix \( \text{diag}((s_0E - A)^{-1}, (s_0E - A)^{-1}) \in \mathbb{R}^{n^2 \times n^2} \) to the left side of \( W_M \) in (25), we obtain \( W_D \) in (26). □
IV. DATA-DRIVEN STABILIZATION

Data-based system analysis in the previous sections is indeed important, but as we emphasized before, DDC is more task-oriented, so a more important problem is how to design a controller based on data to command the system to perform as we expect. Among various control requirements, the stability is definitely the most important one. However, there is currently no direct DDC methods to stabilize the parameter-unknown system \( \mathbf{1} \). In this section, we firstly present a novel data-based decomposing method which transfers the system (1) into its slow-fast subsystems. Then a state feedback controller is designed from persistently exciting input and state sequences to stabilize the slow subsystem. In this way, the stability of the nominal descriptor system is also guaranteed.

A. Preliminaries

If the descriptor system \( \mathbf{1} \) is regular, then there exist two nonsingular matrices \( Q, P \in \mathbb{R}^{n \times n} \) which transfer (1) into its equivalent slow-fast subsystems’ form:

\[
\begin{align*}
\dot{x}_{s1}^{k+1} &= A_s x_{s1}^{k} + B_s u_k, x_{s1}^{0} \in \mathbb{R}^{n_1}, \\
N_f x_{sf}^{k+1} &= B_f u_k, x_{sf}^{0} \in \mathbb{R}^{n_2}
\end{align*}
\]

(27a)

(27b)

where \( n_1 + n_2 = n \), \( Q P = \text{diag}(I_{n_1}, N_f) \), \( N_f \) is nilpotent, \( Q A P = \text{diag}(A_s, I_{n_2}) \), \( Q B = \begin{bmatrix} B_s \\ B_f \end{bmatrix} \), and \( x = P \begin{bmatrix} x_s^{k} \\ x_{sf}^{k} \end{bmatrix} \).

The system (27a) is known as a slow subsystem which is normal, and the system (27b) is known as a fast subsystem. It should be pointed out that values of \( Q \) and \( P \) rely on the matrix pencil \((E, A)\). Although \( Q \) and \( P \) are not unique, there are implicit connections between each pair of them.

Lemma 6 \((\mathbf{21})\): Supposing \( Q_1 EP_1 = \text{diag}(I_{n_1}, N_{f_1}) \), \( Q_1 AP_1 = \text{diag}(A_s, I_{n_2}) \), and \( Q_2 EP_2 = \text{diag}(I_{n_1}, N_{f_2}) \), \( Q_2 AP_2 = \text{diag}(A_s, I_{n_2}) \), where \( N_{f_1} \) and \( N_{f_2} \) are nilpotent, then there exist two nonsingular matrices \( T_1 \in \mathbb{R}^{n_1 \times n_1} \) and \( T_2 \in \mathbb{R}^{n_2 \times n_2} \), such that

\[
Q_1 = \text{diag}(T_1, T_2)Q_2, P_1 = P_2 \text{diag}(T_1, T_2).
\]

(28)

Due to its decoupling form, the slow-fast subsystems are widely used for analysis and control of descriptor systems. In particular, the stabilizability of the nominal system (1) and the slow subsystem (27a) is equivalent.

Lemma 7 \((\mathbf{20})\): The descriptor system (1) is stabilizable if and only if its slow subsystem (27a) is stabilizable, i.e.,

\[
\lambda(E, A + BK) = \lambda(A_s + B_s K_s) \subset \Omega_{0,1}
\]

where \( \Omega_{0,1} = \{ s | s \in \mathbb{C}, |s| < 1 \} \) and

\[
K = \{ K | K = [K_s \ 0] P^{-1}, \lambda(A_s + B_s K_s) \subset \Omega_{0,1} \}.
\]

(29)

(30)

For a solv normal system (27a), researchers in [14] presented the following direct DDC method to design a state feedback controller.

Lemma 8 \((\mathbf{23})\): A controllable normal system \( 1a \) is persistently exciting of order \( n + 1 \) if

\[
r\begin{bmatrix} U_- \\ X_s \end{bmatrix} = n + m
\]

(31)

where \( T \geq (m+1)n_1 + m, U_- = [u_0 \ u_1 \cdots u_{T-1}] \) and \( X_s = [x_0^s \ x_1^s \cdots x_{T-1}^s] \).

Lemma 9 \((\mathbf{4})\): If the condition (31) holds, then the normal system (27a) is stabilized by a state feedback controller \( u_k = K_s x_k^s \) if there exists a matrix \( \Phi_s \in \mathbb{R}^{T \times n_1} \), such that

\[
\begin{bmatrix} X_s \Phi_s \\ X_s \Phi_s \end{bmatrix} > 0
\]

(32)

where \( X_s = [x_1^s \ x_2^s \cdots x_{T}^s], X_s \Phi_s = (X_s \Phi_s)^T > 0 \), and the feedback gain is given by \( K_s = U_- \Phi_s (X_s \Phi_s)^{-1} \).

B. Controller Design

Now we introduce our third data experiment which helps to design a state feedback controller to stabilize the system (1).

Experiment 3: Exerting one group of persistently exciting input signals on the nominal system (1), and collecting input sequences and corresponding state sequences as

\[
\begin{align*}
U_- &= [u_0 \ u_1 \cdots u_{T-1}], \\
X_- &= [x_0 \ x_1 \cdots x_{T-1}], \\
X_+ &= [x_1 \ x_2 \cdots x_T].
\end{align*}
\]

(33a)

(33b)

(33c)

Certainly, a descriptor system can be persistently excited by input signals, but the full-rank condition (31) for normal systems is hard to be satisfied on descriptor systems’ datasets \((U_-, X_-)\). That is because the matrix \( E \) is singular, so there are algebraic constraints between state signals, which means that some rows in \( X_- \) can be spanned by other remaining rows in \( X_- \) and \( U_- \). Thus, the condition (31) is hard to be implemented for descriptor systems, which means that Lemmas 8 and 9 cannot be directly applied.

However, inspired by the equivalent stabilizability of the nominal system (1) and its slow subsystem (27a), if we can find a data-based decomposing method which transfers the nominal datasets \((U_-, X_-)\) into its slow subsystem’s datasets \((U_-, X_-)\), then a feedback controller \( u_k = K_s x_k^s \) for the slow subsystem (27a) can be easily obtained based on Lemmas 8 and 9. Furthermore, after a reverse transformation to \( K_s \) in (30), a state feedback controller \( u_k = K x_k \) which stabilizes the nominal descriptor system (1) can also be obtained. Luckily, such data-based decomposing method can be found in Experiment 1, specially in the equation (14).

Experiment 10: For the singular matrix \( D_E = MN^{-1} = (s_0 E - A)^{-1} E \) collected from data in Experiment 1, there exists a nonsingular matrix \( \hat{T} \in \mathbb{R}^{n \times n} \), such that

\[
\hat{T}^{-1} D_E \hat{T} = \text{diag}(\hat{E}_1, \hat{E}_2)
\]

(34)

where \( \hat{E}_1 \in \mathbb{R}^{n_1 \times n_1} \) is nonsingular and \( \hat{E}_2 \in \mathbb{R}^{n_2 \times n_2} \) is nilpotent. Furthermore, by choosing nonsingular matrices

\[
Q = \text{diag}(\hat{E}_1^{-1}, (s_0 \hat{E}_2 - I)^{-1}) \hat{T}^{-1} (s_0 E - A)^{-1}, \\
P = \hat{T}
\]

(35a)

(35b)

the descriptor system (1) can be transferred into its slow-fast subsystems’ form (27).

Proof: Based on the core-nilpotent decomposition of singular matrices, a nonsingular matrix \( \hat{T} \) can always be found. Then choosing \( Q \) and \( P \) as (35), we can easily obtain \( QEP = \)
diag(I_{n_1}, (s_0 \hat{E}_2 - I)^{-1} \hat{E}_2) and QAP = \text{diag}(s_0 I_{n_1} - \hat{E}_1^{-1}, I_{n_2}). It is clear that (s_0 \hat{E}_2 - I)^{-1} \hat{E}_2 is nilpotent and (s_0 I_{n_1} - \hat{E}_1^{-1}) is nonsingular, so the proof is completed. □

Remark 5: Lemma 10 presents a data-based method to transfer a descriptor system into its slow-fast subsystems’ form. Due to the unknown matrices $E$ and $A$, the matrix $Q$ is unavailable, but luckily the matrix $P$ can be obtained, and that is enough for us to access the state of slow subsystem from the nominal system. Although the matrix $P$ is not unique, as long as we find one through the core-nilpotent decomposition method in (33) and (35), it can always transfer the nominal state into the slow-fast subsystems’ state. To illustrate, supposing we obtain another $P'$, then based on Lemma 6 we have

$$x = P \begin{bmatrix} x_s \\ x_k \end{bmatrix} = P' \begin{bmatrix} T_1 & 0 \\ 0 & T_2 \end{bmatrix} \begin{bmatrix} x_s \\ x_k \end{bmatrix} = P' \begin{bmatrix} T_1 x_s \\ T_2 x_k \end{bmatrix}$$

(36)

where $T_1 \in \mathbb{R}^{n_1 \times n_1}$ and $T_2 \in \mathbb{R}^{n_2 \times n_2}$ are nonsingular matrices, which means the nominal state $x$ can always be split into the slow-fast subsystems’ state.

To obtain a state feedback controller, a controllable normal system is required in Lemmas 8 and 9, and such requirement is also needed for the slow subsystem (27a). For descriptor systems, slow subsystems are controllable, if and only if nominal systems are R-controllable [21], which can be easily testified by Theorem 3.4.

Theorem 4.1: For a nominal R-controllable descriptor system (1), if the condition (31) holds, where the datasets $(X_s^+, X_k^+)$ are obtained from

$$P^{-1} X_+ = \begin{bmatrix} X_s^+ \in \mathbb{R}^{n_1 \times T} \\ X_k^+ \in \mathbb{R}^{n_2 \times T} \end{bmatrix},$$

(37a)

and $n_1, n_2$ and $P$ are obtained from Experiment 1 and Lemma 10 then solving LMI conditions in (32), the feedback gain $K_s$ for the slow subsystem (27a) can be obtained. Furthermore, a state feedback controller $u_k = K x_k$ which stabilizes the nominal descriptor system (1) is given by $K = [K_s \ 0] P^{-1}$.

Proof: Based on the equivalent stabilizability of the nominal system (1) and its slow subsystem (27a) in Lemma 9 plus Lemmas 8, 9 and 10 it is straightforward to obtain the results in Theorem 4.1 □

V. SIMULATION

Consider the circuit network system (21) in figure 1 by choosing the state $x = [I \ \bar{V}_L \ \bar{V}_C \ \bar{V}_R]$, and the control input $u = V_S$, we can obtain a nominal descriptor system (1), where $E = \begin{bmatrix} L & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \end{bmatrix}$, $A = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & -R & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 1 & 1 \end{bmatrix}$ and $B = \begin{bmatrix} 0 & 0 & 0 & -1 \end{bmatrix}^T$. Here, we take $R, L$ and $C$ as $R = 1 \Omega$, $L = 1 H$ and $C = 1 F$ to generate data. Inputs in Experiments 1 and 3 and the initial system state $x_0$ satisfying Assumption 2.2 are given by MATLAB function rand(). Note that the nominal system is not in the slow-fast subsystems’ form, so other existing methods are not applicable, and we will show the effectiveness of our methods. For all experiments, we choose $s_0 = 0.5$.

(I) System type identification: (1) No noises: Choosing the step length $l = 4$, after collecting data from Experiments 1, we have $\tau(M) = 2$. Thus, we conclude that $\tau(E) = 2$ and the system is a descriptor system. (2) System noises: Adding random noisy vectors within $[-0.01 \ 0.01]$, and collecting data from Experiment 1. If we continue to compute the rank of $\hat{M}$, it comes to $\tau(M) = 3$, which leads to a misjudgment. The Table I shows the singular values of $\hat{M}$ with different $l$. It can be observed that comparing with $\sigma_1(M)$ and $\sigma_2(M)$, $\sigma_3(M)$ and $\sigma_4(M)$ are small scalars which can be attributed to noises, so we conclude that $\tau(E) = 2$. Besides, with a larger $l$, the difference between true non-zero singular values and the perturbations tends to be more evident.

| Table I | Singular Values of $\hat{M}$ with Different $l$ |
|---------|-----------------------------------------------|
| $l = 4$ | $\sigma_1(M) = 5.4166 \ 90.4168 \ 882.5501 \ 8817.2461$ |
| $l = 100$ | $\sigma_2(M) = 0.6992 \ 3.1251 \ 11.6315 \ 30.3656$ |
| $l = 1000$ | $\sigma_3(M) = 0.0028 \ 0.0029 \ 0.0032 \ 0.0046$ |
| $l = 10000$ | $\sigma_4(M) = 0 \ 0 \ 0 \ 0$ |

(II) Controllability test: Choosing the step length $l = 4$, after collecting data from Experiments 1 and 2, we have

$$r([ \begin{bmatrix} D_B & D_E D_B \\ (D_E)^2 D_B & (D_E)^3 D_B \end{bmatrix}]) = 3 \neq 4$$

$$r([ \begin{bmatrix} D_E \\ D_A & D_E \end{bmatrix}]) = 6, r([ \begin{bmatrix} D_E \\ D_A & D_E \end{bmatrix}]) = 6, r(M_D) = 16.$$.

Thus, we conclude that the system is a causal system, and it is causally controllable and R-controllable, but not completely controllable, which are consistent with MBC conclusions.

(III) Stabilization: Choosing sampling time $t = 0.1s$ and length $T = 8s$, then we obtain datasets $U_-, X_- \ \text{and} \ \ X_+$ from Experiment 3. After a core-nilpotent decomposition of singular matrices $D_E$ in Experiment 1, we obtain the decomposing matrix $\tilde{T} = P = \begin{bmatrix} -0.2162 & 0.5944 \\ -0.5564 & -0.5389 & -0.8455 & 0.5340 \\ 0.7726 & -0.0554 \\ -0.2162 & 0.5944 & 0.5340 & 0.8455 \end{bmatrix}$. Furthermore, with a transformation (37) to collected datasets $(X_-, X_+)$, the datasets $(X_s^+, X_k^+)$ are obtained. Then solving the LMI condition in Lemma 9 by CVX [29], the controller for the slow subsystem ((27a) is given as $K_s = \begin{bmatrix} 0.6982 \ 0.2489 \end{bmatrix}$. Finally, the state feedback controller for Fig. 1. A single-loop circuit network.
the nominal system \( (1) \) is obtained as \( K = \begin{bmatrix} K_s & 0 \end{bmatrix} P^{-1} = \begin{bmatrix} 0.5165 & 1.0482 & 0 \end{bmatrix} \). It can be checked that all eigenvalues of matrix \( (E, A + BK) \) are in the unite circle. Besides, figure 2 shows the state sequences of the closed-loop system, which verifies that the system is stabilized.

VI. CONCLUSIONS

In this paper, three data experiments are designed to testify a parameter-unknown descriptor system’s type, analyze its controllability as well as stabilize it with a state feedback controller. On one hand, our methods can help researchers interested in DDC control for normal systems check whether their common assumption that the system is normal holds or not, so that their methods will not be misused. On the other hand, if the system is a descriptor one, its properties can be well revealed by our methods. More importantly, a data-based decomposing method is proposed to transfer the descriptor system to its slow-fast subsystems’ form. In this way, due to the equivalent stabilizability between the nominal system and its slow subsystem, a state feedback controller can be designed to stabilize such a system. In the future, we will investigate the numerical stability of our methods in the presence of uncertainties and disturbances. Besides, other control requirements such as LQG and \( H_\infty \) will also be considered.
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Fig. 2. State sequences of the closed-loop system