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Abstract
This work concerns the Ornstein-Uhlenbeck type process associated to
a positive self-similar Markov process \((X(t))_{t \geq 0}\) which drifts to \(\infty\), namely
\(U(t) := e^{-t} X(e^t - 1)\). We point out that \(U\) is always a (topologically) re-
current Markov process and identify its invariant measure in terms of the
law of the exponential functional \(I := \int_0^\infty \exp(\xi_s) ds\), where \(\xi\) is the dual
of the real-valued Lévy process \(\xi\) related to \(X\) by the Lamperti transforma-
tion. This invariant measure is infinite (i.e. \(U\) is null-recurrent) if and
only if \(\xi_1 \not\in L^1(P)\). In that case, we determine the family of Lévy processes
\(\xi\) for which \(U\) fulfills the conclusions of the Darling-Kac theorem. Our ap-
proach relies crucially on a remarkable connection due to Patie [25] with
another generalized Ornstein-Uhlenbeck process that can be associated to
the Lévy process \(\xi\), and properties of time-substitutions based on additive
functionals.
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1 Introduction

Let \((\xi_t)_{t \geq 0}\) be a real-valued Lévy process which drifts to \(\infty\), that is \(\lim_{t \to \infty} \xi_t = \infty\) a.s. The so-called exponential functional
\[ I(t) := \int_0^t \exp(\xi_s) ds \]
defines a random bijection \(I : \mathbb{R}_+ \to \mathbb{R}_+\), and we denote its inverse by \(\tau\). A
well-known transformation due to Lamperti [19],
\[ X(t) := \exp(\xi_{\tau(t)}), \]
yields a Markov process \((X(t))_{t \geq 0}\) on \((0, \infty)\) that enjoys the scaling property
(with index 1), in the sense that for every \(x > 0\), \((x X(t/x))_{t \geq 0}\) is a version of
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$X$ started from $x$. Conversely, any Markov process $X$ on $(0, \infty)$ that fulfills the scaling property (with index 1) and drifts to $\infty$ can be constructed in this way.

We refer to the survey by Pardo and Rivero [24] and references therein for a detailed presentation of the topic.

The question of the existence of a truly self-similar version $(\hat{X}_t)_{t \geq 0}$, that is, $\hat{X}$ is a Markov process with the same transition probabilities as $X$ and further there is the identity in distribution

$$(c\hat{X}(t/c))_{t \geq 0} \overset{(d)}{=} (\hat{X}(t))_{t \geq 0}$$

for every $c > 0$,

is equivalent to the question of whether $0^+$ is an entrance boundary for the Markov process $X$. This was raised by Lamperti, and settled in the present setting: the answer is positive if and only if $\xi_1 \in L^1(\mathbb{P})$ (recall that then $\mathbb{E}(\xi_1) > 0$, since the test of Chung and Fuchs ensures that in dimension 1, centered Lévy processes are recurrent and therefore oscillate), and further the stationary law can then be expressed in terms of the exponential functional $I$ of the dual Lévy process.

On the other hand, there is another well-known transformation à la Ornstein-Uhlenbeck, also due to Lamperti [18], that yields a bijection between self-similar processes and stationary processes. In the present setting, assuming again that $\xi_1 \in L^1(\mathbb{P})$ and writing $\hat{X}$ for the self-similar version of $X$,

$${\hat{U}}(t) := e^{-\hat{X}(t)}, \quad t \in \mathbb{R}$$

is a stationary process on $(0, \infty)$. Furthermore, the scaling property ensures that

$${U}(t) := e^{-X(e^t - 1)}, \quad t \geq 0 \quad (1.1)$$

is Markovian, and the Markov processes $U$ and $\hat{U}$ have the same semigroup.

The initial motivation for this work is to analyze the situation when $\xi_1 \notin L^1(\mathbb{P})$. We shall show that the Ornstein-Uhlenbeck type process $U$ still possesses a stationary version $\hat{U}$, but now under an infinite measure $\mathbb{Q}$ which is absolutely continuous with respect to $\mathbb{P}$. More precisely, $\hat{U}$ is a (null) recurrent Markov process and its invariant measure $\nu$ can be expressed similarly as in the positive recurrent case in terms of the dual exponential functional $I$. When $\mathbb{E}(\xi_1) = \infty$, the claim that $U$ is recurrent might look surprising at first sight, since the Lévy process may grow faster than any given polynomial (think for instance of stable subordinators). One could expect that the same might hold for $X(t) = \exp(\xi_{\tau(t)})$, which would then impede the recurrence of $U$. However the time-substitution by $\tau$ has a slowing down effect when $X$ gets larger, and actually $X$ only grows linearly fast.

Our main result is related to the celebrated Darling-Kac theorem, which can be thought of as a version of Birkhoff’s ergodic theorem in infinite invariant measure; see e.g. Theorem 3.6.4 in [1] and Theorem 8.11.3 in [7]. We show that if $a : (0, \infty) \to (0, \infty)$ is regularly varying at $\infty$ with index $\alpha \in (0, 1)$, then for every nonnegative $f \in L^1(\mu)$, $a(t)^{-1} \int_0^t f(U(s))ds$ converges in distribution as $t \to \infty$ towards a Mittag-Leffler distribution with parameter $\alpha$ if and only if

\[\limsup_{t \to \infty} \xi_t = \infty \text{ a.s. and } \liminf_{t \to \infty} \xi_t = -\infty \text{ a.s.}\]

It was proved in [3] and [11] that the answer is positive if and only if the so-called ascending ladder height of $\xi$ has a finite expectation.
\( b(t)^{-1} \xi_t \) converges in distribution as \( t \to \infty \) to a positive stable random variable with exponent \( \alpha \), where \( b \) denotes an asymptotic inverse of \( a \).

At the heart of our approach lies the fact that one can associate to the Lévy process \( \xi \) another generalized Ornstein-Uhlenbeck process, namely

\[
V(t) := \exp(-\xi_t) (I(t) + V(0)), \quad t \geq 0.
\]

Lindner and Maller [21] have shown that, since \( \xi \) drifts to \( \infty \), \( V \) always possesses a stationary version \( \tilde{V} \), no matter whether \( \xi_1 \) is integrable or not. Patie [25] pointed out a remarkable connection between \( U \) and \( V \) via a simple time substitution, and this provides a powerful tool for the analysis of \( U \).

The rest of this paper is organized as follows. We start in Section 2 by providing background on the generalized Ornstein-Uhlenbeck process \( V \). Then, in Section 3, we construct a stationary version \( \tilde{U} \) of \( U \) under a possibly infinite equivalent measure, and point at the topological recurrence of \( U \). Finally, in Section 4, we address the Darling-Kac theorem for the occupation measure of \( \tilde{U} \).

### 2 Background on another generalized Ornstein-Uhlenbeck process

We start by recalling the basic time-reversal property of Lévy processes, also known as the duality identity, which plays an important role in this subject. If we denote \( \hat{\xi} \) the so-called dual Lévy process which has the same law as \( -\xi \), then for every \( t > 0 \), there is the identity in distribution between càdlàg processes

\[
(-\xi_t + \xi_{(t-s)-})_{0 \leq s \leq t} \overset{(d)}{=} (\hat{\xi}_s)_{0 \leq s \leq t}.
\]

Following Carmona et al. [10] and Lindner and Maller [21], as well as other authors, we associate to the Lévy process \( \xi \) another generalized Ornstein-Uhlenbeck process \( (V(t))_{t \geq 0} \),

\[
V(t) := \exp(-\xi_t) (I(t) + V(0)) = \int_0^t \exp(\xi_s - \xi_t)ds + V(0) \exp(-\xi_t),
\]

where the initial value \( V(0) \) is arbitrary and may be random. It was observed in [10] and [21] that the time-reversal property and the a.s. finiteness of the dual exponential functional

\[
\hat{I} := \hat{I}(\infty) = \int_0^\infty \exp(\hat{\xi}_s)ds
\]

(which is known to follow from our assumption that \( \xi \) drifts to \( \infty \), see Theorem 1 in [4], or Theorem 2 in [14]), immediately implies that

\[
\lim_{t \to \infty} V(t) = \hat{I} \quad \text{in distribution,} \quad (2.1)
\]

independently of the initial value \( V(0) \). The distribution of \( \hat{I} \),

\[
\mu(dx) := \mathbb{P}(\hat{I} \in dx), \quad x \in (0, \infty),
\]
Thus plays a fundamental role in this setting: it has been studied in depth in the literature, see in particular [4] [14] [22] [26] and references therein.

Lindner and Maller (Theorem 2.1 in [21]) pointed at the fact that if \( V(0) \) has the same law as \( \hat{I} \) and is independent of \( \xi \), then the process \( (V_t)_{t \geq 0} \) is stationary. It will be convenient for us to rather work with a two-sided version \( (\tilde{V}_t)_{t \in \mathbb{R}} \) which can easily be constructed as follows.

Assume henceforth that \( (\tilde{\xi}_t)_{t \geq 0} \) is an independent copy of \( (-\xi_t)_{t \geq 0} \), and write \( (\tilde{\xi}_t)_{t \in \mathbb{R}} \) for the two-sided Lévy process given by

\[
\tilde{\xi}_t = \begin{cases} 
\xi_t & \text{if } t \geq 0, \\
\tilde{\xi}_{|t|} & \text{if } t < 0.
\end{cases}
\]

We then set for every \( t \in \mathbb{R} \)

\[
\tilde{I}(t) := \int_{-\infty}^{t} \exp(\tilde{\xi}_s)ds \quad \text{and} \quad \tilde{V}(t) = \exp(-\tilde{\xi}_t)\tilde{I}(t).
\]

Note that \( \hat{V}(0) = \tilde{I}(0) = I \), so the process \( (\tilde{V}_t)_{t \geq 0} \) is a version of \( V \) started from its stationary distribution. The next statement records some important properties of \( \hat{V} \) that will be useful for this study.

**Theorem 2.1.**

(i) The process \( (\tilde{V}_t)_{t \in \mathbb{R}} \) is a stationary and strongly mixing Feller process, with stationary one-dimensional distribution \( \mu \).

(ii) For every \( f \in L^1(\mu) \), we have

\[
\lim_{t \to \infty} \frac{1}{t} \int_{0}^{t} f(\tilde{V}(s))ds = \langle \mu, f \rangle \quad \text{a.s.}
\]

**Proof.** (i) By the time-reversal property, the two-sided process \( \tilde{\xi} \) has stationary increments, in the sense that for every \( t \in \mathbb{R} \), \( (\tilde{\xi}_{t+s} - \tilde{\xi}_s)_{s \in \mathbb{R}} \) has the same law as \( (\tilde{\xi}_s)_{s \in \mathbb{R}} \). This readily entails the stationarity of \( \tilde{\xi} \). The Feller property has already been pointed at in Theorem 3.1 in [2], so it only remains to justify the strong mixing assertion. Unsurprisingly, this follows from [24] by a monotone class argument that we recall for completeness.

Let \( L^\infty \) denote the space of bounded measurable functions \( g : (0, \infty) \to \mathbb{R} \) and \( C_0 \) the subspace of continuous bounded functions. Introduce the vector space

\[
\mathcal{H} := \{ g \in L^\infty : \lim_{t \to \infty} \mathbb{E}(f(\tilde{V}(0))g(\tilde{V}(t))) = \langle \mu, f \rangle \langle \mu, g \rangle \text{ for every } f \in L^\infty \}.
\]

We easily deduce from [22] that \( C_0 \subseteq \mathcal{H} \). Then consider a non-decreasing sequence \( (g_n)_{n \in \mathbb{N}} \) in \( \mathcal{H} \) with \( \sup_{n \in \mathbb{N}} \| g_n \|_\infty < \infty \) and let \( g = \lim_{n \to \infty} g_n \). For every \( f \in L^\infty \), we have by stationarity

\[
\mathbb{E}(f(\tilde{V}(0))g(\tilde{V}(t))) = \mathbb{E}(f(\tilde{V}(-t))g(\tilde{V}(0))).
\]

So assuming for simplicity that \( \| f \|_\infty \leq 1 \), the absolute difference

\[
|\mathbb{E}(f(\tilde{V}(0))g(\tilde{V}(t))) - \langle \mu, f \rangle \langle \mu, g \rangle|.
\]

\footnote{If the Markov process \( V \) is \( \mu \)-irreducible, then one can directly apply well-known facts about stochastic stability; see Part III in Meyn and Tweedie [23]. However, establishing irreducibility for arbitrary generalized Ornstein-Uhlenbeck processes seems to be a challenging task; see Section 2.3 in Lee [20] for a partial result.}
can be bounded from above by
\[ E(g(\tilde{V}(0))) - g_n(\tilde{V}(0)) + \langle \mu, g - g_n \rangle + \|E(f(\tilde{V}(0))g_n(\tilde{V}(t))) - \langle \mu, f \rangle \langle \mu, g \rangle \|. \]

The first two terms in the sum above coincide and can be made as small as we wish by choosing \( n \) large enough. Since \( g_n \in \mathcal{H} \), this entails
\[
\lim_{t \to \infty} |E(f(\tilde{V}(0))g(\tilde{V}(t))) - \langle \mu, f \rangle \langle \mu, g \rangle| \leq \varepsilon
\]
for every \( \varepsilon > 0 \). Hence \( g \in \mathcal{H} \), and since \( \mathcal{C}_b \) is an algebra that contains the constant functions, we conclude by a functional version of the monotone class theorem that \( \mathcal{H} = \mathcal{L}^\infty \).

(ii) Since strong mixing implies ergodicity, this follows from Birkhoff’s ergodic theorem.

We mention that the argument for Theorem 2.1 applies more generally to the larger class of generalized Ornstein-Uhlenbeck processes considered by Lindner and Maller [21]. Further, sufficient conditions ensuring exponential ergodicity can be found in Theorem 4.3 of Lindner and Maller [21], Lee [20], Wang [30], and Kevei [16].

3 A time substitution and its consequences

Patie [25] pointed out that the Ornstein-Uhlenbeck type processes \( U \) and \( V \) are related by a simple time-substitution. We shall see here that the same transformation, now applied to the stationary process \( \tilde{V} \), yields a stationary version \( \tilde{U} \) of \( U \), and then draw some consequences of this construction.

Introduce the additive functional
\[
A(t) := \int_0^t \frac{ds}{V(s)} = \ln \tilde{I}(t) - \ln \tilde{I}(0), \quad t \in \mathbb{R};
\]
clearly \( A : \mathbb{R} \to \mathbb{R} \) is bijective and we denote the inverse bijection by \( T \). Observe that \( A(T(t)) = t \) yields the useful identity
\[
\int_{-\infty}^{T(t)} \exp(\tilde{\xi}_s)ds = \tilde{I}(0)e^t \quad \text{for all } t \in \mathbb{R}. \tag{3.1}
\]

We also define a measure \( \nu \) on \((0, \infty)\) by
\[
\langle \nu, f \rangle = \int_{(0,\infty)} \frac{1}{x} f(1/x) \mu(dx),
\]
and further introduce an equivalent sigma-finite measure on the underlying probability space \((\Omega, \mathcal{A}, \mathbb{P})\) by
\[
\mathbb{Q}(\Lambda) = \mathbb{E} \left( \frac{1}{V(0)} 1_{\Lambda} \right), \quad \Lambda \in \mathcal{A}.
\]
Note that
\[
\mathbb{Q}(f(1/\tilde{V}(0))) = \langle \nu, f \rangle
\]
for every measurable \( f : (0, \infty) \to \mathbb{R}_+ \).
Theorem 3.1. (i) The measure \( Q \) (respectively, \( \nu \)) is finite if and only if \( \xi_1 \in L^1(\mathbb{P}) \), and in that case, \( Q(\Omega) = \nu((0,\infty)) = \mathbb{E}(\xi_1) \).

(ii) Under \( Q \),
\[
\tilde{U}(t) := 1/\tilde{V}(T(t)), \quad t \in \mathbb{R}
\]
is a stationary and ergodic Markov process, with one-dimensional marginal \( \nu \) and the same semigroup as the Ornstein-Uhlenbeck type process \( U \) defined in (1.1).

(iii) For all functions \( f, g \in L^1(\nu) \) with \( \langle \nu, g \rangle \neq 0 \), we have
\[
\lim_{t \to \infty} \frac{\int_0^t f(\tilde{U}(s))ds}{\int_0^t g(\tilde{U}(s))ds} = \frac{\langle \nu, f \rangle}{\langle \nu, g \rangle} \quad \text{\( Q \)-a.s. and therefore also \( \mathbb{P} \)-a.s.}
\]

Proof. (i) Recall that \( \tilde{V}(0) = \tilde{I}(0) = \tilde{I} \), so \( Q(\Omega) = \nu((0,\infty)) = \mathbb{E}(1/\tilde{I}) \). When \( \xi_1 \in L^1(\mathbb{P}) \), Equation (3) in [5] gives \( \mathbb{E}(1/\tilde{I}) = \mathbb{E}(\xi_1) \).

Next, suppose that \( \xi^-_1 \in L^1(\mathbb{P}) \) and \( \xi^+_1 \notin L^1(\mathbb{P}) \), that is the mean \( \mathbb{E}(\xi_1) \) exists and is infinite. We can construct by truncation of the large jumps of \( \xi \), an increasing sequence \( (\xi^{(n)})_{n \in \mathbb{N}} \) of Lévy processes such that \( \xi^{(n)}_1 \in L^1(\mathbb{P}) \) with \( \mathbb{E}(\xi^{(n)}_1) > 0 \) and \( \lim_{n \to \infty} \xi^{(n)}_t = \xi_t \) for all \( t \geq 0 \) a.s. In the obvious notation, \( \tilde{I}^{(n)} \) decreases to \( \tilde{I} \) as \( n \to \infty \), and \( \lim_{n \to \infty} \mathbb{E}(\xi^{(n)}_1) = \infty \). We conclude by monotone convergence that \( \mathbb{E}(1/\tilde{I}) = \infty \).

Finally, suppose that both \( \xi^-_1 \notin L^1(\mathbb{P}) \) and \( \xi^+_1 \notin L^1(\mathbb{P}) \), so the mean of \( \xi_1 \) is undefined. Equivalently, in terms of the Lévy measure, say \( \Pi \), of \( \xi_1 \), we have
\[
\int_{(1,\infty)} x \Pi(dx) = \infty,
\]
see Theorem 25.3 in Sato [28]. Using Erickson’s test characterizing Lévy processes which drift to \( \infty \) when the mean is undefined (see Theorem 15 in Doney [13]), it is easy to decompose \( \xi \) into the sum \( \xi = \xi' + \eta \) of two independent Lévy processes, such that \( \xi' \) is a Lévy process with infinite mean and \( \eta \) is a compound Poisson process with undefined mean that drifts to \( \infty \). The event \( \Lambda := \{ \eta_t \geq 0 \text{ for all } t \geq 0 \} \) has a positive probability (because \( \eta \) is compound Poisson and drifts to \( \infty \)). On that event, we have \( \xi \geq \xi' \) and thus also, in the obvious notation, \( \tilde{I} \leq \tilde{I}' \). This yields
\[
\mathbb{E}(1/\tilde{I}, \Lambda) \geq \mathbb{E}(1/\tilde{I}')\mathbb{P}(\Lambda),
\]
and we have see above that the first term in the product is infinite. We conclude that \( \mathbb{E}(1/\tilde{I}) = \infty \).

(ii) It is convenient to view now \( \Omega \) as the space of càdlàg paths \( \omega : \mathbb{R} \to (0,\infty) \) endowed with the usual shift automorphisms \( (\theta_t)_{t \in \mathbb{R}} \), i.e. \( \theta_t(\omega) = \omega(t + \cdot) \), and \( \mathbb{P} \) as the law of \( \tilde{V} \). We have seen in Theorem 2.1(i) that \( \mathbb{P} \) is \( (\theta_t) \)-ergodic.

General results due to Maruyama and Totoki on time changes of flows based on additive functionals show that the measure \( Q \) is invariant for the time-changed flow of automorphisms \( (\theta'_t)_{t \in \mathbb{R}} \), where \( \theta'_t(\omega) := \omega(T(t) + \cdot) \). See Theorems 4.1(iii) and 4.2 in [29]. Further, ergodicity is always preserved by such time substitutions, see Theorem 5.1 in [29]. This shows that \( (\tilde{V}(T(t)))_{t \geq 0} \) is a stationary ergodic process under \( Q \).
On the other hand, time substitution based on an additive functional also preserves the strong Markov property, so \((\tilde{V}(T(t)))_{t \geq 0}\) is a Markov process under \(Q\). By stationarity, \((\tilde{V}(T(t)))_{t \in \mathbb{Z}}\) is Markov too. Composing with the inversion \(x \mapsto 1/x\), we conclude that \(\tilde{U}\) is a stationary and ergodic Markov process under \(Q\).

It remains to determine the semigroup of \(\tilde{U}\), and for this, we simply recall from Theorem 1.4 of Patie [25] that the processes \(U\) and \(V\) can be related by the same time-substitution as that relating \(\tilde{U}\) and \(\tilde{V}\). As a consequence, \(\tilde{U}\) and \(U\) have the same semigroup.

(iii) Under \(Q\), this is a consequence of (ii) and Hopf’s ratio ergodic theorem. See also Lemma 5.1 in [29]. The measures \(\mathbb{P}\) and \(Q\) being equivalent, the statement of convergence also holds \(\mathbb{P}\)-a.s. We mention that, alternatively, this can also be deduced from Birkhoff’s ergodic theorem for \(\tilde{V}\) (Theorem 2.1(ii)) by change of variables.

Remark 1.  
(i) In the case \(\xi_1 \in L^1(\mathbb{P})\), Theorem 3.1(i-ii) agrees with the results in [2]; the arguments in the present work are however much simpler. We stress that one should not conclude from Theorem 3.1(i-ii) that \(U(t)\) then converges in distribution to the normalized version of \(\nu\). Actually this fails when the Lévy process is lattice-valued (i.e. \(\xi_t \in r\mathbb{Z}\) a.s. for some \(r > 0\), think for instance of the case when \(\xi\) is a Poisson process), because then the Ornstein-Uhlenbeck type process \(U\) is periodic.

(ii) Inverting the transformation à la Ornstein-Uhlenbeck incites us to set

\[
\tilde{X}(t) := t\tilde{U}(\ln t) = t/\tilde{V}(T(\ln t)), \quad t > 0,
\]

and the calculation in the proof of Theorem 3.1(ii) yields the expression à la Lamperti

\[
\tilde{X}(t) := \exp(\tilde{\xi}_{\tilde{\tau}(t)}),
\]

with \(\tilde{\tau} : (0, \infty) \to \mathbb{R}\) the inverse of the exponential functional \(\tilde{I}\). Theorem 3.1(ii) entails that under \(Q\), \(\tilde{X}\) is a self-similar version \(X\). We refer to [4] for an alternative similar construction which does not require working under an equivalent measure.

(iii) If we write \(G\) for the infinitesimal generator of the Feller process \(V\), then the stationary of the law \(\mu\) is is characterized by the identity \(\langle \mu, Gf \rangle = 0\) for every \(f\) in the domain of \(G\). Informally, according to a formula of Volkonskii (see (III.21.6) in [27]), the infinitesimal generator \(G'\) of the time-changed process \(V \circ T\) is given by \(G'f(x) = xGf(x)\), so the measure \(\mu'(dx) := x^{-1}\mu(dx)\) fulfills \(\langle \mu', G'f \rangle = 0\) for every \(f\) in the domain of \(G\), and thus should be invariant for the time-changed process \(V \circ T\). We then recover the assertion that \(\nu\) is invariant for \(\tilde{U} = 1/(\tilde{V} \circ T)\).

We conclude this section by discussing recurrence. Recall first that the support of the stationary law \(\mu\) of the generalized Ornstein-Uhlenbeck process \(V\) is always an interval, say \(I\); see Haas and Rivero [15] or Lemma 2.1 in [3]. More precisely, excluding implicitly the degenerate case when \(\xi\) is a pure drift, \(I = [0, 1/b]\) if \(\xi\) is a non-deterministic subordinator with drift \(b > 0\),

\[\text{The application of Volkonskii’s formula is not legitimate, since the function } x \mapsto 1/x \text{ is not bounded away from 0.}\]
\( \mathcal{I} = [1/b, \infty) \) if \( \xi \) is non-deterministic and of finite variation Lévy process with no positive jumps and drift \( b > 0 \), and \( \mathcal{I} = [0, \infty) \) in the remaining cases. Writing \( \mathcal{I}^o \) for the interior of \( \mathcal{I} \), it is further readily checked that \( V(t) \in \mathcal{I}^o \) for all \( t \geq 0 \) a.s. whenever \( V(0) \in \mathcal{I}^o \).

**Corollary 3.1.** The Ornstein-Uhlenbeck type process \( U \) is topologically recurrent, in the sense that for every \( x > 0 \) with \( 1/x \in \mathcal{I}^o \), \( U \) visits every neighborhood of \( x \) a.s., no matter its initial value \( U(0) \).

**Proof.** It follows from (2.1) and the Portmanteau theorem that every point \( x \in \mathcal{I}^o \) is topologically recurrent for the generalized Ornstein-Uhlenbeck process \( V \). Plainly, this property is preserved by time-substitution. \( \square \)

### 4 On the Darling-Kac theorem

We assume throughout this section that \( \xi_1 \not\in L^1(\mathbb{P}) \), so \( \nu \) (and also \( Q \)) is an infinite measure. Aaronson’s ergodic theorem (see, e.g. Theorem 2.4.2 in [1]) states that for every \( f \in L^1(\nu), f \geq 0 \), and every potential normalizing function \( a : \mathbb{R}_+ \to (0, \infty) \), one always have either

\[
\limsup_{t \to \infty} \frac{1}{a(t)} \int_0^t f(\tilde{U}(s))ds = \infty \quad \text{a.s.}
\]

or

\[
\liminf_{t \to \infty} \frac{1}{a(t)} \int_0^t f(\tilde{U}(s))ds = 0 \quad \text{a.s.}
\]

Without further mention, we shall henceforth implicitly work under the probability measure \( \mathbb{P} \), and say that a family \((T(t))_{t>0}\) of random variables has a non-degenerate limit in distribution as \( t \to \infty \) if \( T(t) \) converges in law towards some not a.s. constant random variable.

Motivated by the famous Darling-Kac’s theorem, the purpose of this section is to provide an explicit necessary and sufficient condition in terms of the Lévy process \( \xi \) for the existence of a normalizing function \( a : \mathbb{R}_+ \to (0, \infty) \) such that the normalized occupation measure of \( \tilde{U} \) converges in distribution as \( t \to \infty \) to a non-degenerate limit.

We start with the following simple observation.

**Lemma 4.1.** The following assertions are equivalent

(i) For every \( f \in L^1(\nu) \) with \( \langle \nu, f \rangle \neq 0 \),

\[
\frac{1}{a(t)} \int_0^t f(\tilde{U}(s))ds, \quad t > 0
\]

has a non-degenerate limit in distribution as \( t \to \infty \).

(ii) \( \left( \frac{T(t)}{a(t)} \right)_{t>0} \) has a non-degenerate limit in distribution as \( t \to \infty \).

**Proof.** Note that the identity function \( g(x) \equiv 1/x \) always belongs to \( L^1(\nu) \), actually with \( \langle \nu, g \rangle = 1 \), and \( \int_0^t ds/\tilde{U}(s) = T(t) \). The claim thus follows from Hopf’s ratio ergodic theorem (Theorem 3.1(iii)) combined with Slutsky’s theorem. \( \square \)
For the sake of simplicity, we shall focus on the case when the sought normalizing function $a : (0, \infty) \to (0, \infty)$ is regularly varying at $\infty$ with index $\alpha \in (0, 1)$. Recall from the Darling-Kac theorem (Theorem 8.11.3 in [7]) that this is essentially the only situation in which interesting asymptotic behaviors can occur. Recall also from Theorem 1.5.12 in [7] that $a$ then possesses an asymptotic inverse $b : (0, \infty) \to (0, \infty)$, in the sense that $a(b(t)) \sim b(a(t)) \sim t$ as $t \to \infty$, such that $b$ is regularly varying at $\infty$ with index $1/\alpha$.

We may now state the main result of this work, which specifies the Darling-Kac theorem for Ornstein-Uhlenbeck type processes.

**Theorem 4.1.** The following assertions are equivalent:

(i) $b(t)^{-1}\xi_t$ has a non-degenerate limit in distribution as $t \to \infty$.

(ii) Let $f \in L^1(\nu)$ with $\langle \nu, f \rangle \neq 0$. Then

$$\frac{1}{a(t)} \int_0^t f(\tilde{U}(s))ds, \quad t > 0$$

has a non-degenerate limit in distribution as $t \to \infty$.

In that case, the limit in (i) is a positive $\alpha$-stable variable, say $\sigma$, with

$$E(\exp(-\lambda\sigma)) = \exp(-c\lambda^\alpha)$$

for some $c > 0$, and the limit in (ii) has the law of $(\nu, f)\sigma^{-\alpha}$ (and is thus proportional to a Mittag-Leffler variable with parameter $\alpha$).

**Remark 2.** In the case when $\xi$ is a subordinator, Caballero and Rivero proved that the assertion (i) in Theorem 4.1 is equivalent to the assertion (i) of Lemma 4.1 with the weak limit there given by a Mittag-Leffler distribution; see Proposition 2 in [9]. Thus in that special case, Theorem 4.1 follows directly from Proposition 2 in [9] and the present Lemma 4.1.

**Proof.** Assume (i); it is well-known that the non-degenerate weak limit $\sigma$ of $b(t)^{-1}\xi_t$ is an $\alpha$-stable variable, which is necessarily positive a.s. since $\xi$ drifts to $\infty$. Recall that $A(t) = \ln \tilde{I}(t) - \ln \tilde{I}(0)$ and write

$$\xi_t = \ln \tilde{I}(t) - \ln \tilde{V}(t).$$

We deduce from the stationarity of $\tilde{V}$ and Slutsky’s theorem that there is the weak converge

$$b(t)^{-1}A(t) \Rightarrow \sigma \quad \text{as } t \to \infty.$$  

Using the assumption that $b$ is an asymptotic inverse of $a$ and recalling that $b$ is regularly varying with index $1/\alpha$, this entails by a standard argument that

$$a(t)^{-1}T(t) \Rightarrow \sigma^{-\alpha} \quad \text{as } t \to \infty,$$

and we conclude from Lemma 4.1 (it is well-known that $\sigma^{-\alpha}$ is proportional to a Mittag-Leffler variable with parameter $\alpha$; see for instance Exercise 4.19 in Chaumont and Yor [12]).

Conversely, if (ii) holds for some $f \in L^1(\nu)$ with $\langle \nu, f \rangle \neq 0$, then by Hopf’s ergodic theorem and Lemma 4.1

$$\frac{1}{a(t)}T(t) \Rightarrow G \quad \text{as } t \to \infty,$$
for some non-degenerate random variable $G$. The same argument as above yields
\[ b(t)^{-1} \xi_t \Rightarrow G^{-1/\alpha} \quad \text{as } t \to \infty, \]
and $G^{-1/\alpha}$ has to be a positive $\alpha$-stable variable.

More precisely, the argument of the proof shows that when (i) is satisfied, the weak convergence in (ii) holds independently of the initial value $\tilde{U}(0)$. That is, equivalently, one may replace $\tilde{U}$ by $U$, the starting point $U(0)$ being arbitrary.
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