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Abstract

This article introduces TwiConv, an English coreference-annotated corpus of microblog conversations from Twitter. We describe the corpus compilation process and the annotation scheme, and release the corpus publicly, along with this paper. We manually annotated nominal coreference in 1756 tweets arranged in 185 conversation threads. The annotation achieves satisfactory annotation agreement results. We also present a new method for mapping the tweet contents with distributed stand-off annotations, which can easily be adapted to different annotation tasks.

1 Introduction and Related Work

Microblog texts from Twitter present a discourse genre that carries non-standard language characteristics (e.g., noisy or informal language with abbreviations, purposeful typos, use of non-alphanumerical symbols such as # and @-characters, misspellings, etc.) and is therefore challenging for NLP applications (Ritter et al., 2011; Sikdar and Gambäck, 2016). There exist a number of Twitter datasets annotated at different linguistic layers for investigating a variety of NLP tasks on this genre, including sentiment analysis (Cieliebak et al., 2017), named entity recognition (Derczynski et al., 2016), and event coreference resolution (Chao et al., 2019). Aktas et al. (2018) tested an out-of-the-box nominal coreference resolution system trained on OntoNotes (Hovy et al., 2006; Weischedel et al., 2011) on Twitter data and showed that the system performs with much lower scores than the original reported values on that data. Hence, tweets are a complicated genre also for the task of nominal coreference resolution.

We introduce TwiConv, a nominal coreference-annotated corpus of English-language Twitter posts with the intent to explore the coreference features in conversational Twitter texts. Our annotation scheme is based on (Grishina and Stede, 2016), yet with some domain-driven adaptations. Twitter’s Developer Policy¹ does not allow publishing the tweet contents. Therefore, most of the tweet datasets distribute the unique tweet IDs and annotations without the tweet text. However, if the tokenization of the corpus in concern is realized through a relatively complicated procedure or contains manual corrections, stand off annotation layers may not match with the text content in the compiled corpus. We thus present a distribution method for mapping the original tweet texts with our annotations. To our knowledge, TwiConv is the first tweet corpus for nominal coreference.

The remainder of paper is organized as follows. We describe the corpus compilation process in Section 2. In Section 3, we present the annotation principles along with a description of quality assurance methods. The main statistics of our corpus are presented in Section 4. Format of the distributed corpus and data sharing methodology are described in Section 5. Section 6 summarizes the presented work.

¹developer.twitter.com/en/developer-terms/policy

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://creativecommons.org/licenses/by/4.0/.
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2 Corpus Compilation

2.1 Data collection

We used twarc\(^2\) to collect English-language tweets from the Twitter stream on several (non-adjacent) days in December, 2017. We did not filter for topics in any way, since that is not a concern for this corpus. Instead, our aim was to collect threads (conversations) by recursively retrieving parent tweets, whose IDs are taken from the `in_reply_to_id` field of the tweet object returned by the Twitter API. We then used a script from (Scheffler, 2017), which constructs the full conversational tree structure for any tweet that generated replies. A single thread (in our terminology) is a path from the root to a leaf node of that tree. For the purposes of this study, we are not interested in alternative replies and other aspects of the tree structure; so we kept only one of the longest threads (paths) from each tree and discarded everything else. Therefore, the data set does not contain any overlaps in tweet sequences. A sample thread structure with one example coreference chain annotation is illustrated in Appendix A.

2.2 Tokenization

It is well known that tokenization is a crucial preparatory step for doing any kind of NLP on texts. We experimented with two different tokenizers: the Stanford *PTBTokenizer* (Manning et al., 2014) and *Twokenizer* (Gimpel et al., 2011). It turned out that these systems have different strengths in handling challenging cases. For instance, only PTBTokenizer can handle the apostrophes (e.g., contracted verb forms and possessive markers). On the other hand, Twokenizer is stronger in recognizing the punctuation symbols even if they are not surrounded by whitespace. These cases are illustrated in Appendix B.

We thus decided to implement a tokenization pipeline where the output of the Twokenizer is given as input to the PTBTokenizer. The outcome of this pipeline process is compatible with Penn Treebank conventions\(^3\) and, therefore, with the other corpora following the same conventions, such as OntoNotes (Weischedel et al., 2013) and Switchboard (Calhoun et al., 2010). We found that the number of tokens increased in the second step of the pipeline by 4%, and only 5% of newly generated tokens are erroneous over-generated tokens. Therefore, we don’t consider over-tokenization as a potential problem for token-based compatibility with other corpora.

2.3 Sentence Segmentation

We followed a semi-automated segmentation procedure to split the tokenized tweets into sentences. We first segmented the text using the SoMaJo sentence splitter for English (Proisl and Uhrig, 2016). SoMaJo deals well with common Twitter tokens such as links, hashtags and abbreviations but fails when sentences in the same tweet start with lowercase letters or hashtags, and when the user does not use any punctuation. Therefore, we manually corrected the boundaries detected by SoMaJo.

3 Annotation

3.1 Annotation Principles

In our scheme, markables are phrases with nominal or pronominal heads. All nominal expressions, such as names, definite/indefinite noun phrases, pronouns, and temporal expressions are annotated for coreference. Non-referential pronouns, predicative copula constructions, and appositions are also annotated and distinguished by the attribute values assigned to them. Elements of the web language such as usernames and hashtags are considered as markables as well. Links and emojis are treated according to their grammatical roles. We illustrate these cases in Appendix C. We annotated all chains including singletons. Chains can contain several markables from the same tweet (intra-tweet) or from different replies (inter-tweet), which can lead to 1st, 2nd and 3rd pronouns referring to the same entity within one thread as in Example 1. We do not allow discontinuous markables, therefore split antecedents and their co-referring mentions are annotated as separate markables (Example 3) unless they occur as compound phrases (Example 2)\(^4\).

\(^2\)https://github.com/DocNow/twarc
\(^3\)https://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html
\(^4\)The full guideline with examples is shared together with the corpus.
(1) Thanks to [you], [I] can now understand the whole conversation. [You] are welcome.

(2) [The baby and I] are listening to [our] favourite music.

(3) [I] met [him] at [our] favourite café.

We used the MMAX2 tool (Müller and Strube, 2006) for annotations and customized its default settings according to our scheme. We defined comprehensive attributes for chains and mentions. All chains should be assigned a representative mention (i.e., the most descriptive mention in the chain), a semantic class (i.e., the semantic category of the entity) and genericity value (i.e., whether the referred entity is specific or generic). Mentions are assigned a nominal form (np_form) and grammatical role.

3.2 Annotation Quality

We applied the following procedures to assess and evaluate the quality of manual annotations.

1. **Automated Checks** We validated the consistency of the annotations by applying a number of automated procedures checking whether the constraints specified in the guideline are applied uniformly.

2. **Review of Annotations** We reviewed the annotations of the first 27 threads (15% of all threads in the corpus). In total, 33 problematic annotation cases were detected during this review, which affected approximately 50 mentions. Most of the problematic cases were due to incorrect selection of mention span or assignment of wrong attributes for different features specified in the guideline. The proportion of detected problems affects only 2% of all mentions in this sub-corpus. Therefore we did not see the necessity to extend the review process to the entire corpus.

3. **Inter-Annotator Agreement** We assessed the inter-annotator agreement (IAA) to evaluate the reliability of our annotation process. In the first version of the TwiConv corpus, we annotated only the coreference chains containing 3rd person pronouns. We conducted the inter-annotator agreement evaluation on this first version of the corpus. The most common annotator errors were different selection of mentions (missing or spurious markables), missing chains if they only contained very few mentions or the splitting of one chain into two, as well as occasional differences in markable span boundaries.

We then extended the guideline (GL) and annotated all the coreference chains in the second version of the dataset. The changes in the extended GL only concern attributes, which are not addressed in the IAA study. Therefore, we are confident that this agreement study can assess our final scheme in terms of mention detection and chain linking.

Artstein and Poesio (2008) propose the use of Krippendorff’s $\alpha$ (Krippendorff, 1980) for set-based agreement tasks such as coreference annotations. Following their proposal, we used Krippendorff’s $\alpha$ to measure the IAA for 12 randomly selected threads. Two linguistics students annotated this sub-corpus. We computed the IAA for mention detection and chain linking. We calculated the Krippendorff’s $\alpha$ by following the methodology described in (Passonneau, 2006) and found its value as 0.872 ($\alpha \geq .800$) which indicates reliability of our data annotations for research purposes.

4 Corpus Overview

The resulting TwiConv corpus consists of 1756 tweets in 185 threads, with the average length of a tweet being 153 characters. We present additional descriptive statistics for TwiConv corpus in Table 1 and for annotations in Table 2.

5 Corpus Distribution

5.1 Corpus format

The annotations are stored in a CoNLL format (i.e., tab-separated) with 17 columns in total, one file per Twitter thread. The content of each column is described in Table 3 and an example is presented
Table 1: General statistics on the corpus

| Statistic                  | Value      |
|----------------------------|------------|
| # of threads               | 185        |
| # of tweets                | 1756       |
| # of tokens                | 48172      |
| # of sentences             | 3503       |
| # of clauses               | 6719       |
| Average thread length (token) | 260.4   |
| Average sentence length (token) | 13.6    |

Table 2: Descriptive statistics of the coreference annotations

| Statistic                              | Value      |
|----------------------------------------|------------|
| # of mentions                          | 12374      |
| # of chains                            | 7035       |
| # of non-singleton (ns) chains:        | 1734       |
| # of intra-tweet coref chains (ns):    | 674        |
| # of inter-tweet coref chains (ns):    | 1060       |
| # of username mentions                 | 124        |
| # of mentions including hashtag        | 94         |
| Average mention length (in tokens)     | 1.94       |

Table 3: Column content in CoNLL format corpus

| Column | Content                     | Column | Content                     |
|--------|-----------------------------|--------|-----------------------------|
| 0      | Thread ID                   | 9      | NP form/reference type      |
| 1      | Thread No                   | 10     | Coreference ID              |
| 2      | Token No in sentence        | 11     | Clause boundary             |
| 3      | Token                       | 12     | Shortest NP boundary        |
| 4      | POS tag                     | 13     | Longest NP boundary         |
| 5      | Parse info                  | 14     | Grammatical role            |
| 6      | Speaker/User handle         | 15     | Genericity                  |
| 7      | Representative mentions      | 16     | [Tweet No in thread][Sentence No in token][Sentence No in tweet] |
| 8      | Semantic class              |        |                             |

It is possible that different mentions start at the same token, e.g. “My Twitter username” marks both the beginning of the pronoun mention “My” as well the full definite noun mention “My Twitter username”. In this case, we used pipe symbols (“|”) to separate the annotations for different mentions. The order of the annotations separated by the pipe symbol remained the same for the entire line, meaning that the order of annotations in pipe-separated columns is always the same.

Further, some annotations such as NP form and grammatical role have sub-categories, which we express by slashes (“/”): e.g. ppers/anaphora marks a personal pronoun that functions as an anaphoric expression. Similarly, the grammatical role other can be either appositive, vocative or other (e.g., other/vocative), but those sub-categories were only assigned to the other type, not to subjects, prepositional phrases etc.

We used the automatically created parses to detect the clause and NP boundaries (both for shortest and longest NP spans) in tweets. We manually corrected the detected boundaries and added boundary information to the data files (i.e., boundary start and end tokens are specified in columns 11-13 in Table 3). The last column in the data files represent the relative order of tokens in the texts.

5.2 Sharing Method

Due to Twitter’s Developer Policy, we have to refer to tweets via their ID, through which the message text as well as other tweet-related information can be downloaded.

In order to share the data, we use a method similar to the distribution of the CoNLL-2012 Shared Task Data (Pradhan et al., 2012) and provide skeleton files which include all annotations, but no tokens from the Twitter message and no usernames (instead, they are replaced by underscore characters). For each token, the ID of the tweet from which the token originates is indicated at the end of the corresponding line. As we have tokenized the data, we also provide reference files to recreate our tokenization steps. To create those diff files, we compared files with the whitespace tokenized tweets (with one token per
line) to ones with the tweets with our final tokenization (one token per line as well) with the Linux program `diff`. We share only those tokens in the `diff` files that were affected by the tokenization method or other forms of modification such as encoding differences for emoticons. For a sample representation, see Appendix D.

After downloading all still available tweets, they have to be transformed into above described format (whitespace tokenized, one token per line, one file per tweet). We provide an assembly script that will use these tweet files, the skeleton files and `diff` files to create the complete CoNLL files with all annotations and tokens\(^5\). The script itself contains no information about the content of the annotations and can be re-used for any other tweets, given that the `diff` and skeleton files (following the CoNLL-style format described in Table 3) have been generated correctly. For unavailable tweets, the tokens will remain anonymized (meaning the underscore character remains).

6 Conclusion

We have developed a comprehensive annotation scheme for annotating nominal coreference in English Twitter conversations and fully annotated 1756 tweets arranged in 185 threads. Assessment of annotations and correction of erroneous cases were made via inter-annotator agreement evaluation, partial review, and automated checks. We distribute the corpus without tweet contents and introduce tools for researchers to map the tweet texts, captured using the tweet IDs, with the shared annotations. We hope that the release of the TwiConv corpus will increase the interest in coreference studies on this genre.
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Appendices

Appendix A: Thread sample
The only Russia collusion occurred when [@HillaryClinton], conspired to sell US Uranium to a Russian oligarch while [she], was in charge.

Why is the mainstream media so quiet? Probably because [#theSecretaryofState], is still powerful.

Haven’t you heard, dear?? [HRC], is NOT president!!! [She], doesn’t have to be a President to face crimes [she], committed, dear.

Appendix B: Tokenization examples

| String       | Twokenizer | PTBTokenizer | TwiConv Pipeline |
|--------------|------------|--------------|------------------|
| 1 aren’t     | aren’t (1) | are, n’t (2) | are, n’t (2)     |
| 2 you’ve     | you’ve (1) | you, ’ve (2) | you, ’ve (2)     |
| 3 London’s   | London’s (1) | London, ’s (2) | London, ’s (2) |
| 4 here:)Because | here, :) | here:)Because (1) | here, :) | Because (3) |
| 5 ..         | .. (1)     | .. (2)       | .. (2)           |

Table 4: Tokenization output

Appendix C: Twitter mention examples

(4) .. [@SomeUser] just said twice that.. (“username” as a mention)

(5) this doesn’t pass [the #smelltest] (“hashtag” as part of a mention)

(6) [] are fools … (“emoji” as a mention)

(7) If crashing, please refer to this: [https://exampleurl.com] (“link” as a mention)

Appendix D: Tokenization differences

This is just a test.
---
Twitter!

Figure 1: Example Tweet, whitespaced tokenized

Figure 2: diff file example
#begin document (001_987654321000000000.branch1); part 0
001_987654321000000000.branch1 0 0 This DT (ROOT(S(NP*) SomeUsername - - pds/cataphora (0) CL0 NP_S( NP_L( - - 0_0_0
001_987654321000000000.branch1 0 1 is VBZ (VP* SomeUsername - - - - )NP_S - - - 0_0_1
001_987654321000000000.branch1 0 2 just RB (ADVP* SomeUsername - - - - - - - - 0_0_2
001_987654321000000000.branch1 0 3 a DT (NP* SomeUsername representative_men - indefnp/none (1 - NP_S() )NP_L - - 0_0_3
001_987654321000000000.branch1 0 4 test NN *))) SomeUsername - - - 1) - - - - - 0_0_4
001_987654321000000000.branch1 0 5 , , *)) SomeUsername - - - CL0 - - - - 0_0_5
001_987654321000000000.branch1 0 0 Hi UH (ROOT(INTJ* SomeUsername - - - CL1 - - - 0_1_0
001_987654321000000000.branch1 0 1 Twitter NNP (NP*) SomeUsername representative_men - ne/none (2) - - - - 0_1_1
001_987654321000000000.branch1 0 2 ! , *)) SomeUsername - - - CL1 - - - - 0_1_2
#end document

Figure 3: Example CoNLL file