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Abstract

We consider the problem of recovering a compactly-supported function from a finite collection of pointwise samples of its Fourier transform taking nonuniformly. First, we show that under suitable conditions on the sampling frequencies – specifically, their density and bandwidth – it is possible to recover any such function $f$ in a stable and accurate manner in any given finite-dimensional subspace; in particular, one which is well suited for approximating $f$. In practice, this is carried out using so-called nonuniform generalized sampling (NUGS). Second, we consider approximation spaces in one dimension consisting of compactly supported wavelets. We prove that a linear scaling of the dimension of the space with the sampling bandwidth is both necessary and sufficient for stable and accurate recovery. Thus wavelets are up to constant factors optimal spaces for reconstruction.

1 Introduction

The reconstruction of an image or signal from its Fourier measurements is an important task in applied mathematics and engineering. It arises in numerous applications, ranging from Magnetic Resonance Imaging (MRI) to X-ray Computed Tomography (CT), seismology and microscopy (the latter processes usually involve the Radon transform, but equate to reconstruction from Fourier measurements via the Fourier slice theorem).

The purpose of this paper is to consider the following question: given fixed measurements of an unknown image $f$, i.e. a finite collection of samples of its Fourier transform $\hat{f}$, not necessarily taken on a Cartesian grid, under what conditions is possible to recover an approximation to $f$ in a given
finite-dimensional space T, and how can this be achieved with a stable numerical algorithm? Our main contributions are: (i) a theoretical framework for understanding when stable reconstruction is possible, along with a stable numerical algorithm to achieve such a reconstruction, (ii) a full answer to the question of stable recovery in the univariate case based on the density and bandwidth of the samples, and (iii) analysis for the applications-relevant case where the reconstruction space T consists of wavelets.

The particular focus of this paper is on the case where the data is acquired nonuniformly in the Fourier domain. Nonuniform sampling arises naturally in many of the applications listed above. In particular, radial sampling of the Fourier transform results whenever sampling with the Radon transform. Furthermore, nonuniform sampling patterns – in particular, spiral trajectories (see [10, 22, 35, 42, 52] and references therein) – have become increasingly popular in MRI applications in the last several decades.

1.1 Generalized sampling

The approach we take in this paper is based on recent work in sampling and reconstruction in abstract Hilbert spaces, known as generalized sampling (GS). GS, in the form we consider in this paper, was introduced by two of the authors in [2]. Yet, its roots can be traced to earlier work of Unser & Aldroubi [66], Eldar [23], Eldar & Werther [26], Gröchenig [30, 32, 33], Shizgal & Jung [40], Hrycak & Gröchenig [37] and others. See also the work of Aldroubi and others on average sampling [11, 13, 63, 64]. GS addresses the following problem in sampling theory. Suppose that a finite number of samples of an element f of a Hilbert space are given as inner products with respect to a particular basis or frame. Suppose also that f can be efficiently represented in another basis or frame (e.g. it has sparse or rapidly-decaying coefficients). GS obtains a reconstruction of f in this new system using only the original data. In the linear case, this is achieved by least-squares fitting [3], but when sparsity is assumed, one can combine it with compressed sensing techniques (i.e. convex optimization and random sampling) to achieve substantial subsampling [1]. By doing so, one obtains techniques for infinite-dimensional (i.e. analog) compressed sensing, known as GS–CS.

GS/GS–CS has been considered for the Fourier reconstruction problem whenever the samples are taken uniformly [2, 3]. The primary advantage of this approach over more standard reconstruction algorithms in medical imaging (e.g. gridding or iterative reconstructions – see below) is that it allows one to take advantage of the availability of efficient representation systems for images. It is well known that natural images are well represented using wavelets. Images may be sparse in wavelets, or have coefficients with rapid decay. Moreover, representing medical images in such systems has other benefits over classical Fourier series representations, such as improved compressibility, better feature detection and easier and more effective denoising [45, 53, 68]. GS allows one to compute quasi-optimal reconstructions in wavelets from the given set of Fourier samples, and therefore exploit such beneficial properties. In the case of uniform Fourier samples, the use of GS/GS–CS with wavelets was studied in [6, 7].

1.2 Contributions of the paper

The focus of this paper is the case of GS with nonuniform Fourier measurements. Although a particular instance of GS corresponding to (weighted) Fourier frames, we shall refer to the resulting framework as nonuniform generalized sampling (NUGS) for the purposes of expositional clarity.

Specifically, suppose that \( \Omega = \{\omega_1, \ldots, \omega_N\} \subseteq \mathbb{R}^d \) is a set of N frequencies in \( d \geq 1 \) dimensions, and that we are given the measurements \( \{\hat{f}(\omega) : \omega \in \Omega\} \) of an unknown signal \( f \in L^2(D) \), where \( D \subseteq \mathbb{R}^d \) is compact. Note that for the purposes of this paper, \( \Omega \) is fixed and cannot readily be
altered (this is typical in the applications listed above). Let $T \subseteq L^2(D)$ be a finite-dimensional space in which we wish to recover $f$. For example, $T$ could consist of the first $M$ functions in some wavelet basis. In this paper, we derive conditions on $\Omega$ and $T$ under which stable reconstruction is possible with NUGS. In the one-dimensional setting we show that if the samples $\Omega$ have density $\delta < 1$ then stable reconstruction is possible provided the bandwidth $K$ of $\Omega$ is sufficiently large, with the precise nature of this scaling depending on the properties of $T$. We also address the case of the critical density $\delta = 1$ within the context of Fourier frames.

An important facet of NUGS is that it is always possible to compute the various constants that enter into the stability and error estimates. Thus, for a given $\Omega$ and $T$, stable reconstruction can be guaranteed a priori by a straightforward numerical calculation. Our numerical results illustrate that these bounds give good estimates of the actual reconstruction errors seen in practice.

In §2 and §3 we present general theory for NUGS, and in §4 we give the classification of stable recovery in the univariate setting in terms of bandwidth and density. In the second half of the paper, §5–§7 we address the case where the subspace $T$ corresponds to a wavelet basis. A result proved in §6 ($d = 1$) and §4 ($d = 2$) shows that when the sampling set $\Omega$ consists of the first $N$ uniform frequencies one can recover the first $O(N)$ coefficients in an arbitrary wavelet basis with GS. Thus wavelet bases are, up to constants, optimal bases in which to recover images from uniform Fourier samples. This is not true for example with algebraic polynomial bases, in which case one can stably recover only the first $O(\sqrt{N})$ coefficients (see §7, as well as §3 §9). In §5 we extend the $d = 1$ result to the nonuniform case. Specifically, if the samples $\Omega$ have density $\delta < 1$ and bandwidth $K > 0$ then we prove that one can recover the first $O(K)$ wavelet coefficients stably and accurately. Thus there is a one-to-one relationship between the sampling bandwidth and the wavelet scale. This is further highlighted in §6 where we show that any attempt to reconstruct a fixed number of wavelet coefficients from a sampling bandwidth $K$ below a critical threshold (that is linear in $K$) necessarily results in exponential ill-conditioning. This generalizes a result first proved in §6 for uniform samples.

Let us now make several further remarks. In §1–§7 we focus on one-dimensional functions. Whilst our main motivations arise from two- or three-dimensional imaging problems – in particular, MRI and X-ray CT – we make this simplification so that the paper is of reasonable length and self-contained. Generalizations of the main results proved in §4–§7 are currently in progress, and will be reported on in the near future (see §8 for a discussion). Having said this, we note that there are also one-dimensional applications in imaging, in which case when one’s interest lies only in particular cross-sectional slices of the whole image. For example, see the work in Nuclear Magnetic Resonance (NMR) spectroscopy §11–§17 and also in MRI §23–§70. One-dimensional approaches for acquiring wavelet coefficients also find use in MRI, such as in wavelet-encoding techniques §36–§39. Hence a one-dimensional study is not just for reasons of brevity, but has also practical relevance.

We remark also that this paper does not address the issue of sparsity. Sparsity-exploiting algorithms are currently revolutionizing signal and image reconstruction. Since a main focus of this paper is wavelets, in which images are known to be sparse, it may at first sight appear strange not to seek to exploit such properties. For uniform samples this has indeed been done by using the aforementioned GS–CS framework, and the results are reported in §1–§7. However, as was explained in §1 (see also §8), before one can exploit sparsity it is first necessary to understand the underlying linear mapping between the samples and coefficients in the reconstruction system. This is precisely what we do in this paper via NUGS. Exploiting sparsity by extending the work of §7 to the case of fully nonuniform Fourier samples is a topic of ongoing investigations.
1.3 Relation to previous work

Two well-known algorithms in MRI reconstruction are gridding [38, 60, 67] and resampling [59]. Our work differs from both in that we assume an analog model for the image $f$, as opposed to viewing $f$ as a finite-length Fourier series. Consequently, a key issue in NUGS is that of approximation. By using an appropriate reconstruction space $T$, we avoid the unpleasant artefacts (e.g. ringing) associated with these algorithms.

Another popular method for MRI reconstruction is the iterative reconstruction algorithm [43, 50, 65]. As we explain, this is a special case of our framework corresponding to a pixel basis for $T$. Thus our work provides as a corollary theoretical guarantees for the stability and error of this algorithm. Moreover, by changing $T$ (which is permissible given a fixed number of samples due to the result proved in §5), we can exploit the advantages of higher-order wavelets to obtain better reconstructions.

This work is also related to a large body of previous research into uniform sampling theory. Often in nonuniform sampling, one models the samples as giving rise to a Fourier frame [12, 15, 16, 27]. Reconstruction can then be carried out by iterative inversion of the frame operator, for example (this reconstruction is quite different from ours, though, since the approximation properties are tied to those of the sampling frame). This can be problematic for several reasons. First, even if a sequence of samples gives rise to a frame, it can be difficult to determine the frame constants so as to get explicit bounds. Moreover, in our setting, where we consider finite sets of samples, and reconstructions in finite-dimensional spaces, the existence of a countable frame sequence is in some senses superfluous. Instead, we shall mainly focus on simple conditions for stable recovery – namely, the density $\delta$ and the bandwidth $K$ – both of which can be easily computed.

Second, Fourier frames do not allow arbitrary clustering of sampling frequencies, such as often the case in practice. To address this, the usual approach in the literature, which we shall also use in this paper, is to use “adaptive weights” [27, 28, 30, 31, 32, 33, 34] (also referred to as “density compensation factors”). See also [44] and references therein. In [27, 33, 34] an efficient algorithm for the nonuniform sampling problem was introduced, known as the ACT algorithm (Adaptive weights, Conjugate gradients, Toeplitz). In the terminology of this paper, it reconstructs in a subspace $T$ consisting of shifted Diracs, which corresponds to a trigonometric polynomial approximation of $\hat{f}$. Subject to appropriate density conditions, in [32, 33] Gröchenig proves convergence of the approximation to $f$ as the number of samples increases. Note that the focus of this work is slightly different. Gröchenig et al. primarily consider the recovery of a bandlimited function from nonuniform pointwise samples, whereas we consider the recovery of a compactly-supported function from pointwise samples of its Fourier transform. Although mathematically equivalent, the setup affects the choice of reconstruction space. In our setting for example, a Dirac basis would not be ideal for approximating an image $f$, whereas wavelet bases are typically well suited. Having said this, our paper can also be seen as an extension of this work, where the primary innovations are the generalization to arbitrary subspaces $T$ and the detailed analysis for the specific case of wavelet spaces.

2 The reconstruction problem

We first introduce some notation. Throughout the paper, we write $\langle \cdot, \cdot \rangle$ for the inner product on $L^2(\mathbb{R}^d)$ and $\| \cdot \|$ for the corresponding norm. We denote the Fourier transform by

$$\hat{f}(\omega) = \int_{\mathbb{R}^d} f(x) e^{-2\pi i \omega \cdot x} \, dx, \quad \omega \in \mathbb{R}^d, \quad f \in L^2(\mathbb{R}^d).$$
Our primary concern are functions with compact support in a domain \( D \subseteq \mathbb{R}^d \). Thus, we define the subspace \( H = \{ f \in L^2(\mathbb{R}^d) : \text{supp}(f) \subseteq D \} \subseteq L^2(\mathbb{R}^d) \). We shall use the notation \( \Omega = \{ \omega_1, \ldots, \omega_N \} \subseteq \mathbb{R}^d \) to denote a finite set of distinct frequencies, henceforth referred to as a sampling scheme. We also define \( T \) to be a finite-dimensional subspace of \( H \); the so-called reconstruction space. The corresponding orthogonal projection onto \( T \) is denoted by \( \mathcal{P}_T \).

Given a sampling scheme \( \Omega \) and reconstruction space \( T \subseteq H \), we wish to compute an approximation \( \tilde{f} \in T \) to \( f \) in the subspace \( T \) using only the sampling data \( \{ \hat{f}(\omega) : \omega \in \Omega \} \).

As discussed in [5], when developing a method for this problem, i.e. a mapping \( F : f \mapsto \tilde{f} \) depending solely on the data (2.1), there are two critical considerations:

(i) The mapping \( F \) should be \textit{quasi-optimal}: for some constant \( \mu = \mu(F) \ll \infty \), we have \( \| f - F(f) \| \leq \mu \| f - \mathcal{P}_T f \|, \forall f \in H \). Recall that the motivation for considering a particular reconstruction space \( T \) is that \( f \) is known to be well-represented in this space. In other words, the error \( \| f - \mathcal{P}_T f \| \) is small. Quasi-optimality guarantees that the reconstruction \( \tilde{f} \) from the data (2.1) inherits such a small error.

(ii) The mapping \( F \) should be \textit{numerically stable}: for some constant \( \kappa = \kappa(F) \ll \infty \), we have \( \| F(g) \| \leq \kappa \| g \|, \forall g \in H \). This property is of course vital to ensure that perturbations of the measurements do not adversely affect the reconstruction.

With this to hand, the main focus of the paper is to answer the following questions: (i) under what conditions on \( \Omega \) and \( T \) stable, quasi-optimal reconstruction is possible, and (ii) how large is the reconstruction constant \( C = C(\Omega, T) \). We do this by analyzing a particular instance of GS, so-called NUGS, which we introduce in §3. This provides a sufficient condition for (i) and an upper bound for (ii). As we explain in Remark 6.4 however, under appropriate conditions the NUGS reconstruction cannot be outperformed by any other method. Hence our analysis of NUGS provides not only sufficient conditions for stable, quasi-optimal reconstruction, but also (under appropriate, but mild, assumptions) necessary conditions.

3 Generalized sampling for nonuniform Fourier samples

Suppose \( \Omega = \{ \omega_1, \ldots, \omega_N \} \) is a sampling scheme. In the case of uniform Fourier samples taken at the Nyquist rate, stability and accuracy of the GS reconstruction is guaranteed by strong convergence of the sampling operator \( S : H \rightarrow H \) defined by

\[
Sf(x) = \sum_{n=1}^{N} \hat{f}(\omega_n) e^{2\pi i \omega_n \cdot x} I_D(x), \tag{3.1}
\]

to the identity operator as \( N \rightarrow \infty \) [5]. When considering nonuniform samples, we shall use the following weaker condition:

**Definition 3.1.** Let \( \Omega \) be a sampling scheme, \( S : H \rightarrow H \) a bounded linear operator and let \( T \) be a finite-dimensional subspace of \( H \). Suppose that \( S \) satisfies

I for each \( f \in H \), \( Sf \) depends only on the sampling data \( \{ \hat{f}(\omega) : \omega \in \Omega \} \),

II \( S \) is self-adjoint with respect to \( \langle \cdot, \cdot \rangle \) and satisfies

\[
|\langle Sf, g \rangle| \leq \sqrt{\langle Sf, f \rangle \langle Sg, g \rangle}, \quad \forall f, g \in H, \tag{3.2}
\]
III there exists a positive constant $C_1 = C_1(\Omega, T)$ such that

$$\langle Sf, f \rangle \geq C_1 \|f\|^2, \quad \forall f \in T. \quad (3.3)$$

Then $S$ is said to be an admissible sampling operator for the pair $(\Omega, T)$.

For convenience, throughout the remainder of the paper we shall assume that $C_1$ is the largest constant for which $(3.3)$ holds. Given such an operator $S$, we now also define the constants $C_2 = C_2(\Omega)$ and $C_3 = C_3(\Omega, T)$ by

$$\langle Sf, f \rangle \leq C_2 \|f\|^2, \quad \forall f \in H, \quad (3.4)$$

$$\langle Sf, f \rangle \leq C_3 \|f\|^2, \quad \forall f \in T. \quad (3.5)$$

Likewise, we assume these constants are the smallest possible. Note that $C_2$ and $C_3$ exist since $S$ is bounded, and we also trivially have that $C_3 \leq C_2$. Typically, we want $C_2$ to be independent of the number of samples $N$ (or more precisely, the bandwidth $K$ of $\Omega$ – see Definition 4.1), since, as we see later, it appears in the error and stability estimates.

Note that the inequalities $(3.3)$ and $(3.5)$ ensure that the bilinear form $\langle S \cdot, \cdot \rangle$ gives rise to an equivalent inner product on $T$. This relaxes the condition of strong convergence of the operator $S$. We remark in passing that in the case of uniform sampling, the operator $S$ defined by $(3.1)$ is automatically an admissible sampling operator whenever $N$ is sufficiently large, with constants $C_1 \approx 1$ for large $N$ and $C_2 = 1$ for all $N$.

In the nonuniform setting, there are many potential ways to construct the operator $S$. In this paper, we focus primarily on the following simple construction:

$$Sf(x) = \sum_{n=1}^{N} \mu_n \hat{f}(\omega_n) e^{2\pi i \omega_n \cdot x} D(x), \quad (3.6)$$

where $\mu_n > 0$ are particular weights. Observe that $S$, when defined in this way, automatically satisfies properties (i) and (ii) for an admissible sampling operator. Clearly, in the case of uniform sampling, $(3.6)$ reduces to $(3.1)$ when the weights $\mu_n = 1$.

Given a sampling scheme $\Omega$, a finite-dimensional subspace $T$ and an admissible sampling operator $S$ we now define the GS reconstruction by

$$\tilde{f} \in T, \quad \langle S\tilde{f}, g \rangle = \langle Sf, g \rangle, \quad \forall g \in T, \quad (3.7)$$

and write $F = F_{\Omega, T}$ for the mapping $f \mapsto \tilde{f}$. Note that if $S$ is given by $(3.6)$ then this is equivalent to the weighted least-squares data fit:

$$\tilde{f} = \arg\min_{g \in T} \sum_{n=1}^{N} \mu_n \left| \hat{f}(\omega_n) - \hat{g}(\omega_n) \right|^2. \quad (3.8)$$

Although $(3.7)$ is an instance of GS corresponding to nonuniform Fourier samples, we shall refer to it as nonuniform generalized sampling (NUGS) for the purposes of clarity.

As we shall see next, the constants $C_1$ and $C_2$ arising from an admissible sampling operator $S$ determine the stability and quasi-optimality of the resulting NUGS reconstruction. We first define the corresponding reconstruction constant $C(\Omega, T)$:

**Definition 3.2.** Let $S$ be an admissible sampling operator with constants $C_1$ and $C_2$ given by $(3.3)$ and $(3.4)$ respectively. The ratio $C(\Omega, T) = \sqrt{C_2/C_1}$ is referred to as the NUGS reconstruction constant.
Theorem 3.3. Let \( \Omega \) be a sampling scheme and \( T \) a finite-dimensional subspace, and suppose that \( S \) is an admissible sampling operator. Then the reconstruction \( F(f) = \tilde{f} \) defined by (3.7) exists uniquely for any \( f \in H \) and we have the sharp bound

\[
\|f - F(f + h)\| \leq \tilde{C} (\|f - P_T f\| + \|h\|), \quad \forall f, h \in H,
\]

where the constant \( \tilde{C} \) is given by \( \tilde{C}(\Omega, T) = \{\|g\|/\|P_S(T)g\| : g \in T, g \neq 0\} \). Moreover, the constant \( \tilde{C} \) satisfies \( \tilde{C} \leq C \), where \( C = C(\Omega, T) \) is the corresponding reconstruction constant (Definition 3.2).

This theorem is a particular instance for the case of nonuniform samples of a result proved for GS in [5] (for completeness, we include a simplified proof in the appendix). It confirms that admissibility of \( S \) is sufficient for quasi-optimality and stability of the reconstruction \( \tilde{f} \) up to the magnitude of the reconstruction constant \( C \). Note that the result is true under the slightly weaker assumption \( \tilde{C} < \infty \) (which is of course implied by \( C_1 > 0 \) and \( C_2 < \infty \)). However, the constant \( \tilde{C} \) is rather difficult to work with in practice [5].

Remark 3.4 Although we assume throughout the remainder of the paper that \( S \) takes the form (3.6), the results of this section do not require this. They only assume that \( S \) is admissible in the sense of Definition 3.1. This allows one to consider more general forms for \( S \) than the diagonal choice (3.6), as has recently been considered in several works. In [29], Gelb & Song use banded operators \( S \) for nonuniform Fourier sampling, and in [17] Berger & Gröchenig consider improved choices for \( S \) within the setting of GS in general Hilbert spaces.

3.1 Computation of the reconstruction

We now discuss implementation of NUGS. Since this is similar to the more general case of GS, we give only a brief summary (see [5] for details). Recall that if \( S \) is given by (3.6), then (3.7) is equivalent to (3.8). In particular, if \( \{\phi_m\}_{m=1}^P \) is a basis for \( T \), and if the reconstruction \( \tilde{f} \) is given by \( f = \sum_{m=1}^P a_m \phi_m \), then the vector \( a = (a_1, \ldots, a_P) \) is the least squares solution of the \( N \times P \) linear system \( Aa \approx b \), where \( b = (b_1, \ldots, b_N) \) and \( A \in \mathbb{C}^{N \times P} \) have entries

\[
b_n = \sqrt{\mu_n} \tilde{f}(\omega_n), \quad A_{n,m} = \sqrt{\mu_n} \tilde{\phi}_m(\omega_n), \quad n = 1, \ldots, N, \quad m = 1, \ldots, P.
\]

Hence, once a basis for \( T \) is specified, \( \tilde{f} \) can be computed by solving a least squares problem. The computational cost in doing so is proportional to the condition number \( \kappa(A) \), which determines the number of iterations required in an iterative solver such as conjugate gradients, multiplied by the cost of performing matrix-vector operations with \( A \) and its adjoint \( A^* \). Note that if an orthonormal basis is specified for \( T \), then \( \kappa(A) \leq C(\Omega, T) \) [34].

Remark 3.5 Efficient computation of \( \tilde{f} \) relies on a fast algorithm for performing efficient matrix-vector computations. The existence of such algorithms, however, depends solely on the choice of the reconstruction space \( T \). In the case of wavelet reconstruction spaces, \( O(N \log N) \) algorithms can be constructed, based on Nonuniform Fast Fourier Transforms (NUFFTs) [57, 58]. See [7] for further discussion.

Recall from (1.3) that the ACT algorithm [28, 32, 33] can be viewed as an instance of NUGS where \( T = \{g : g \in T\} \) is a space of trigonometric polynomials on a compact interval. Efficient implementation in \( O(N \log N) \) time is carried out using fast Toeplitz solvers, although one could also use NUFFTs with the same overall complexity (see [38]), as we shall do in the case of wavelet choices for \( T \).
4 A generalized sampling theorem for univariate nonuniform samples

In this section, we provide a generalized sampling theorem which asserts that stable, quasi-optimal reconstruction is possible for any fixed T under appropriate conditions on the nonuniform sampling scheme Ω. Note that our focus will now be on the case \( d = 1 \) – see §8 for further discussion on the extension to \( d \geq 1 \). We shall consider two scenarios in the next two subsections. First, sampling schemes \( Ω \) subject to appropriate density and bandwidth conditions. Second, sampling schemes arising from Fourier frames.

4.1 \((K, δ)-dense sampling schemes\)

We commence with the following definition:

Definition 4.1. Let \( K > 0, 0 < δ < 1 \) and \( ω_1 < ω_2 < \ldots < ω_N \). The sampling scheme \( Ω = \{ω_1, \ldots, ω_N\} \) has bandwidth \( K \) and density \( δ \) if \( Ω \subseteq [-K, K] \) and

\[
\max_{n=0, \ldots, N} (ω_{n+1} - ω_n) \leq δ,
\]

where \( ω_0 = ω_N - 2K \) and \( ω_{N+1} = ω_1 + 2K \). In this case, we say that \( Ω \) is \((K, δ)\)-dense.

Our main result in this section is to show that, for an arbitrary fixed reconstruction space \( T \), \((K, δ)\)-density for suitably large \( K \) and small \( δ \) ensures stable reconstruction. This holds provided the weights \( µ_n \) in (3.6) are chosen according to the following strategy:

\[
µ_n = \frac{1}{2} (ω_{n+1} - ω_{n-1}), \quad n = 1, \ldots, N,
\]

where, as above, we set \( ω_0 = ω_N - 2K \) and \( ω_{N+1} = ω_1 + 2K \) (other choices of weights are possible, but we shall not address this issue). Note that our \((K, δ)\)-density condition is similar to the definition of \( δ \)-density used by Gröchenig [30, 31] and Feichtinger, Gröchenig & Strohmer [28], the only difference being we make the bandwidth \( K \) explicit. Also, note that the weights (4.1) are exactly the same as those used therein.

We now require the following lemma:

Lemma 4.2. Let \( Ω = \{ω_1, \ldots, ω_N\} \) be \((K, δ)\)-dense and suppose that \( µ_1, \ldots, µ_N \) are given by (4.1). Then for any nonzero \( f ∈ L^2(0, 1) \) we have

\[
\left( \sqrt{1 - \|f\|^2_{L^2/I}} / \|f\|^2 - δ \right)^2 \|f\|^2 \leq \sum_{n=1}^{N} µ_n |f(ω_n)|^2 \leq (1 + δ)^2 \|f\|^2,
\]

where \( I = (-K + δ/2, K - δ/2) \), \( \|f\|^2_{L^2/I} = \int_{R \setminus I} |f(ω)|^2 dω \).

This lemma is an extension – with a similar proof – of a result of Gröchenig [30] to the case where the number of samples \( N \) is finite. Gröchenig’s result is obtained in the limit \( N, K \to ∞ \). We also note that the lower bound is strictly less than \((1 - δ)^2\) for any nonzero \( f \), since \( f \) is compactly supported and hence \( \hat{f} \) cannot have compact support. However, the lower bound converges to \((1 - δ)^2\) as the bandwidth \( K \) is increased. In other words, \( N \) Fourier samples with density \( δ < 1 \) and appropriately large bandwidth \( K \) are sufficient to control \( \|f\| \). This observation will lead to the main result in this section.
Proof. Define the function $F \in L^2(-1/2,1/2)$ by $F(x) = f(x + 1/2)$. Since $|\hat{F}(\omega)| = |\hat{f}(\omega)|$, and also $\|F\| = \|f\|$, it is enough to prove the theorem for $F$. Let $z_n = \frac{1}{2}(\omega_{n-1} + \omega_n)$ and write $\chi(\omega) = \sum_{n=1}^{N} \hat{F}(\omega_n)\chi_{[z_n,z_{n+1}]}(\omega)$ so that

$$S^2 = \sum_{n=1}^{N} \mu_n |\hat{F}(\omega_n)|^2 = \int_{z_1}^{z_{N+1}} |\chi(x)|^2 \, dx = \|\chi\|_{J}^2,$$

where $J = (z_1, z_{N+1})$ and $\|\cdot\|_J$ denotes the $L^2$-norm over $J$. Hence

$$\|\hat{F}\|_J - \|\hat{F} - \chi\|_J \leq S \leq \|\hat{F}\|_{\mathbb{R}} + \|\hat{F} - \chi\|_J. \quad (4.2)$$

Using Wirtinger’s inequality [30, Lem. 1], we find that

$$\|\hat{F} - \chi\|_J^2 = \sum_{n=1}^{N} \int_{z_n}^{z_{n+1}} \left| \hat{F}(\omega) - \hat{F}(\omega_n) \right|^2 \, d\omega$$

$$= \sum_{n=1}^{N} \left( \int_{z_n}^{\omega_n} + \int_{\omega_n}^{z_{n+1}} \right) \left| \hat{F}(\omega) - \hat{F}(\omega_n) \right|^2 \, d\omega$$

$$\leq \sum_{n=1}^{N} \left( \frac{4(\omega_n - z_n)^2}{\pi^2} \int_{z_n}^{\omega_n} + \frac{4(z_{n+1} - \omega_n)^2}{\pi^2} \int_{\omega_n}^{z_{n+1}} \right) \left| \frac{d}{d\omega} \hat{F}(\omega) \right|^2 \, d\omega$$

$$\leq \frac{\delta^2}{\pi^2} \int_{\mathbb{R}} \left| \frac{d}{d\omega} \hat{F}(\omega) \right|^2 \, d\omega,$$

where the final inequality follows from the $(K,\delta)$-density of the samples. Since differentiation in Fourier space corresponds to multiplication by $(-2\pi i\omega)$ in physical space, we conclude that $\|\hat{F} - \chi\|_J \leq 2\delta \|\hat{F}_1\|_J \leq 2\delta \|\hat{F}_1\|_{\mathbb{R}}$, where $F_1(x) = xf(x)$. Since $F$ is supported in $[-1/2,1/2]$, we deduce that

$$\|\hat{F} - \chi\|_J \leq 2\delta \|F_1\| \leq \delta \|F\|. \quad (4.3)$$

Substituting this into the right-hand side of (4.2) gives $S \leq (1 + \delta)\|F\|$, and hence the upper bound. For the lower bound, we first note that $I \subseteq J$. Hence, by (4.2) and (4.3),

$$S \geq \|\hat{F}\|_I - \delta\|F\| \geq \sqrt{\|\hat{F}\|_{I}^2 - \|\hat{F}\|_{\mathbb{R}\setminus I}^2 - \delta\|F\|},$$

and the lower bound follows. \qed

**Definition 4.3.** Let $T \subseteq H$. The $z$-residual of $T$ is the quantity

$$E(T,z) = \sup \left\{ \|\hat{f}\|_{\mathbb{R}\setminus (-z,z)} : f \in T, \|f\| = 1 \right\}, \quad z \in [0,\infty). \quad (4.4)$$

Note that $E(T,z) \leq 1$, $\forall z$ and any $T$, since $\|\hat{f}\| = \|f\|$.

**Lemma 4.4.** Let $T \subseteq H$ be a finite-dimensional subspace. Then $E(T,z) \to 0$ monotonically as $z \to \infty$.

Proof. Clearly $E(T,z)$ is monotonically decreasing in $z$. Moreover, for any fixed $f \in T$, we have $\|\hat{f}\|_{\mathbb{R}\setminus (-z,z)} \to 0$ as $z \to \infty$. The result now follows immediately. \qed

Combining the previous two lemmas, we immediately obtain our main result of this section:
Theorem 4.5. Let $T \subseteq H$ be finite-dimensional and let $\Omega$ be $(K, \delta)$-dense, where
\[ \delta < \sqrt{1 - E(T, K - 1/2)^2}. \]
Let $S$ be given by (3.6) with weights (4.1). Then $S$ is admissible with reconstruction constant $C(\Omega, T)$ (see Definition 3.2) satisfying
\[ C(\Omega, T) \leq \frac{1 + \delta}{\sqrt{1 - E(T, K - 1/2)^2}}. \]

Proof. The upper bound in Lemma 4.2 immediately gives $C_2(\Omega) \leq (1 + \delta)^2$. For $C_1(\Omega, T)$ we set $f = g \in T$ in Lemma 4.2, and then apply the definition of $E(T, z)$ to get
\[ C_1(\Omega, T) \geq \left( \sqrt{1 - E(T, K - \delta/2)^2} - \delta \right)^2. \]
The result now follows from monotonicity of $E(T, z)$ and the definition of $C(\Omega, T)$. \(\Box\)

This theorem states the following. For a fixed reconstruction space $T$, the reconstruction constant $C(\Omega, T)$ can be made arbitrarily close to $1 + \delta$ by taking $K$ sufficiently large. Thus, even with highly nonuniform samples, we are guaranteed a stable reconstruction for large enough bandwidth $K$ provided the density condition $\delta < 1$ holds, with the precise level of stability controlled primarily by how close $\delta$ is to one. As noted previously, in [30] it was shown that infinite sequences $\{\omega_n\}_{n \in \mathbb{N}}$ with bandwidth $K = \infty$ and density $\delta < 1$ are sets of sampling, i.e. they give rise to weighted Fourier frames $\{\sqrt{\mu_n} e^{2\pi i \omega_n} \mathbb{I}_{[0,1]}(\cdot)\}_{n \in \mathbb{N}}$ for $H$. Therefore, based on arguments given in [30], Theorem 4.5 shows that this condition also allows one to stably reconstruct from finitely-many samples in any finite-dimensional subspace $T$, provided the sampling bandwidth is sufficiently large.

A key aspect of the Theorem 4.5 is the nature of the bound (4.5). The right-hand side separates geometric properties of the sampling scheme $\Omega$, i.e. the density $\delta$, from intrinsic properties of the reconstruction space $T$, i.e. the $z$-residual $E(T, z)$. Hence, by analyzing the $z$-residual for each particular choice of $T$, we can guarantee stable, quasi-optimal reconstruction for all sampling schemes $\Omega$ with $\delta < 1$ and appropriate bandwidth $K$. This is how we shall proceed in §5 when we provide recovery guarantees for wavelet reconstruction spaces. We note in passing that a universal lower bound for $E(T, z)$ for any subspace $T$ of dimension $M$ is provided by the $M^{th}$ eigenvalue of the prolate spheroidal wavefunctions [46]. In particular, ensuring $E(T, z) < c$ for some $c < 1$ necessitates at least a linear scaling of $z$ with $M$, regardless of the choice of $T$. For wavelets, we show that a linear scaling is also sufficient.

Remark 4.6 In [32], Gröchenig proves stability and convergence of the aforementioned ACT algorithm. As mentioned, this algorithm can be seen as a particular case corresponding to a trigonometric basis in frequency. The contribution of Theorem 4.5 is that it allows for arbitrary spaces $T$. Note that in Gröchenig’s case (up to some minor differences in how the boundary is dealt with), $E(T, K - 1/2) = 0$ by construction of the space $T$. However, this is not true in general, and therefore it becomes important to estimate $E(T, K - 1/2)$ for particular choices of reconstruction space $T$.

4.2 Sampling at the critical density: the frame case

Unfortunately, the bound for $C(\Omega, T)$ declines as $\delta \to 1^-$, and is infinitely large at the critical value $\delta = 1$. This result is sharp in the sense that there are countable nonuniform sampling schemes
\[ \Omega = \{ \omega_n \}_{n \in \mathbb{Z}} \text{ (we now index over } \mathbb{Z} \text{ for convenience)} \text{ with density } \delta = 1 \text{ which are not complete (see [18] or [71]), and for which one therefore cannot expect stable or quasi-optimal reconstructions. However, it is clear from considering uniform samples } \Omega = \{ n \}_{n \in \mathbb{Z}} \text{ that density } \delta = 1 \text{ is permissible in some cases. The standard approach to handle this “critical” density is to assume that the samples } \Omega = \{ \omega_n \}_{n \in \mathbb{Z}} \text{ give rise to an (unweighted) Fourier frame } \{ e^{2\pi i \omega_n} \mathbb{I}_{[0,1]}(\cdot) \}_{n \in \mathbb{Z}} \text{ for } H. \text{ As we show next, stable reconstruction with NUGS is also possible in this setting.} \\

4.2.1 Background and notation 

Suppose that the ordered sequence \( \{ \omega_n \}_{n \in \mathbb{Z}} \) gives rise to a Fourier frame for \( H \). In other words,

\[
A \| f \|^2 \leq \sum_{n \in \mathbb{Z}} |\hat{f}(\omega_n)|^2 \leq B \| f \|^2, \quad \forall f \in H,
\]

for constants \( 0 < A \leq B < \infty \) (the frame constants). Note that the operator 

\[ S : H \to H, \quad f \mapsto \sum_{n \in \mathbb{Z}} \hat{f}(\omega_n)e^{2\pi i \omega_n} \mathbb{I}_{[0,1]}(\cdot), \quad (4.6) \]

the so-called frame operator, is well-defined, linear, bounded and invertible, and satisfies

\[ A \| f \|^2 \leq \langle Sf, f \rangle \leq B \| f \|^2, \quad \forall f \in H. \]

Moreover, the truncated operators \( S_N : f \mapsto \sum_{n=-N}^{N} \hat{f}(\omega_n)e^{2\pi i \omega_n} \mathbb{I}_{[0,1]}(\cdot) \) converge strongly to \( S \) on \( H \) as \( N \to \infty \).

It shall be important later to have conditions under which a sequence \( \{ \omega_n \}_{n \in \mathbb{Z}} \) gives rise to a Fourier frame. Fortunately, in the one-dimensional setting, a near-characterization is known. To state this, we first require several definitions:

(i) A sequence of points \( \lambda_k \in \mathbb{R}, \ k \in I, \) is called separated if \( |\lambda_k - \lambda_j| \geq \eta, \ j \neq k, \) for some \( \eta > 0. \)

If \( \{ \lambda_k \}_{k \in I} \) is a finite union of separated sets, then it is called a relatively separated sequence.

(ii) For a sequence \( \{ \omega_n \}_{n \in \mathbb{Z}}, \) the lower Beurling density is defined by

\[
D^- = \lim_{r \to \infty} \frac{n^-(r)}{r}, \quad n^-(r) = \min_{t \in \mathbb{R}} |\{ n \in \mathbb{Z} : \omega_n \in (t, t+r) \}|. 
\]

The following theorem, due to Jaffard [39] and Seip [61], gives an almost characterization of Fourier frames in terms of relative separation and the Beurling density:

**Theorem 4.7.** If \( \{ \omega_n \}_{n \in \mathbb{N}} \) is relatively separated and \( D^- > 1 \) then \( \{ e^{2\pi i \omega_n} \mathbb{I}_{[0,1]}(\cdot) \}_{n \in \mathbb{Z}} \) forms a frame for \( H. \) Conversely, If \( \{ e^{2\pi i \omega_n} \mathbb{I}_{[0,1]}(\cdot) \}_{n \in \mathbb{Z}} \) forms a frame for \( H \) then \( D^- \geq 1 \) and \( \{ \omega_n \}_{n \in \mathbb{Z}} \) is relatively separated.

Note that there exist both relatively separated sequences with \( D^- = 1 \) which form frames and relatively separated sequences with \( D^- = 1 \) which do not. See [18] for details.
4.2.2 Stable reconstructions from frame samples

Let an ordered sequence \( \{ \omega_n : n \in \mathbb{Z} \} \) give rise to a Fourier frame and let \( \Omega = \Omega_N = \{ \omega_n : |n| \leq N \} \). According to Theorem 3.3 stable reconstruction is possible with NUGS provided an admissible sampling operator exists. Fortunately, this is always the case:

**Theorem 4.8.** Let \( T \) be a finite-dimensional subspace of \( H \), and suppose that \( \Omega_N = \{ \omega_n : |n| \leq N \} \), where \( \{ \omega_n : n \in \mathbb{Z} \} \) gives rise to a Fourier frame. Then the partial frame operator

\[
S_N : f \mapsto \sum_{n=-N}^{N} \hat{f}(\omega_n)e^{2\pi i \omega_n},
\]

is admissible for all sufficiently large \( N \). Specifically,

\[
C(\Omega, T) \leq \frac{\sqrt{B}}{\sqrt{A - \tilde{E}(T, N)^2}},
\]

where \( A \) and \( B \) are the frame constants and

\[
\tilde{E}(T, N)^2 = \sup \left\{ \sum_{|n|>N} |\hat{f}(\omega_n)|^2 : f \in T, \|f\| = 1 \right\}.
\]

**Proof.** The operator \( S_N \) trivially satisfies conditions (i) and (ii) of Definition 3.1. For the upper bound (3.4) we merely note that \( \langle S_N f, f \rangle \leq \langle S f, f \rangle \leq B \|f\|^2 \), where \( S \) is the frame operator (4.6). Moreover, since \( S_N \to S \) strongly and \( T \) is finite-dimensional, (3.3) holds (with appropriate \( C_1 \)) for all large \( N \). Specifically, for \( f \in T \) we have

\[
\langle S_N f, f \rangle = \langle S f, f \rangle - \langle (S - S_N) f, f \rangle \geq A \|f\|^2 - \sum_{|n|>N} |\hat{f}(\omega_n)|^2 \geq \left( A - \tilde{E}(T, N)^2 \right) \|f\|^2,
\]

which gives \( C_1(\Omega, T) \geq A - \tilde{E}(T, N)^2 \). We now apply the definition of \( C \). \( \square \)

Note that this result is a trivial adaptation of results for GS proved in [5]. We include it and its proof for completeness. The novel results in the paper concerning frames come in the next two sections when we obtain estimates for the reconstruction constant \( C(\Omega, T) \).

4.3 Estimation of constants

In summary, for reconstructions from nonuniform Fourier samples, we can now distinguish two cases. When the samples \( \Omega = \{ \omega_n : n = 1, \ldots, N \} \) are \( (K, \delta) \)-dense, the results of §4.1 establish stable reconstruction with simple, numerically-verifiable, bounds for \( C(\Omega, T) \). Specifically, we may compute \( C_1(\Omega, T) \) via an eigenvalue problem involving the matrix \( A \) defined in (3.10) (see [5] for details), and use the bound \( C_2(\Omega) \leq (1 + \delta)^2 \) obtained in Theorem 4.5 to give the computable estimate \( C(\Omega, T) \leq C_B(\Omega, T) = (1 + \delta)/\sqrt{C_1(\Omega, T)} \). Conversely, if the samples are not \( (K, \delta) \)-dense, but arise from a Fourier frame, then as shown in the previous section, stable reconstruction is also possible. Moreover, we have the estimate \( C(\Omega, T) \leq C_B(\Omega, T) = \sqrt{B}/\sqrt{C_1(\Omega, T)} \), in this setting. Provided the upper frame bound \( B \) is known, this estimate can be computed. If \( B \) is unknown (as is often the case in practice), then we may use a limiting process to compute \( C_2(\Omega) \), and therefore \( C(\Omega, T) \), to arbitrary accuracy. This is described in the following lemma:
Lemma 4.9. Suppose that $\Omega$ is finite and let $S : H \to H$ be a linear operator satisfying conditions (i) and (ii) of Definition 3.1. Let $T_N, N \in \mathbb{N}$, be a sequence of finite-dimensional reconstruction spaces such that the corresponding orthogonal projections $P_N = P_{T_N}$ converge strongly to the identity on $H$. Then $C_2(\Omega) = \lim_{N \to \infty} C_3(\Omega, T_N)$. In particular, $C_2(\Omega)$ can be approximated to arbitrary accuracy by taking $N$ sufficiently large.

Proof. Note first that $C_3(\Omega, T_N) \leq C_2(\Omega)$. Let $f \in H, \|f\| = 1$. Then

$$\langle Sf, f \rangle = \langle SP_N f, P_N f \rangle + \langle S(f - P_N f), P_N f \rangle + \langle S f, f - P_N f \rangle \leq C_3(\Omega, T_N) + 2\sqrt{C_2(\Omega)} \sqrt{\langle S(f - P_N f), f - P_N f \rangle}.$$ 

Thus,

$$C_3(\Omega, T_N) \leq C_2(\Omega) \leq C_3(\Omega, T_N) + 2\sqrt{C_2(\Omega)} \sup_{f \in H, \|f\|=1} \sqrt{\langle S(f - P_N f), f - P_N f \rangle}.$$ 

It suffices to show that the final term tends to zero as $N \to \infty$. The operator $S$ is linear, bounded and, for any $g$, $Sg$ depends only on the finite set of values $\{\hat{g}(\omega)\}_{\omega \in \Omega}$. Hence $S$ has finite rank. The result now follows from this and the strong convergence $P_N \to I$.

The key herein is that $C_3(\Omega, T_N)$ can easily be computed (see [5] for details). Note that the same process can also be used in the case of $(K, \delta)$-dense samples. But the improvement in doing so is likely marginal over the estimate $C_2(\Omega) \leq (1 + \delta)^2 \leq 4$ (recall that $\delta \leq 1$).

5 Reconstructions in wavelets

We now consider the case of wavelet subspaces $T$. Specifically, we answer the question of how large the bandwidth $K$ (or $N$ in the case of frame samples) needs to be to ensure stable, quasi-optimal reconstruction. Our main result demonstrates $K$ (or $N$) need only scale linearly in $M = \dim(T)$ to guarantee this. Thus, up to a constant, there is a one-to-one relationship between sampling bandwidth and wavelet scale.

5.1 Preliminaries

First, we recall the definition of a multiresolution analysis (MRA).

Definition 5.1. A multiresolution analysis of $L^2(\mathbb{R})$ generated by a scaling function $\phi \in L^2(\mathbb{R})$ is a nested sequence of closed subspaces $\{0\} \subseteq \cdots \subseteq V_{-2} \subseteq V_{-1} \subseteq V_0 \subseteq V_1 \subseteq V_2 \subseteq \cdots \subseteq L^2(\mathbb{R})$ such that

1. $\cup_{j \in \mathbb{Z}} V_j = L^2(\mathbb{R})$ and $\cap_{j \in \mathbb{Z}} V_j = \{0\}$,
2. for all $j \in \mathbb{Z}$, $f(\cdot) \in V_j$ if and only if $f(2\cdot) \in V_{j+1}$,
3. the collection $\{\phi(\cdot - k)\}_{k \in \mathbb{Z}}$ forms a Riesz basis for $V_0$.

Also, recall that a system $\{\phi(\cdot - k)\}_{k \in \mathbb{Z}}$ forms a Riesz basis for $V_0 \subseteq L^2(\mathbb{R})$ if and only if there exists constants $d_1, d_2 > 0$ such that

$$d_1 \sum_{k \in \mathbb{Z}} |\alpha_k|^2 \leq \left\| \sum_{k \in \mathbb{Z}} \alpha_k \phi(\cdot - k) \right\|^2 \leq d_2 \sum_{k \in \mathbb{Z}} |\alpha_k|^2, \quad \forall \{\alpha_k\}_{k \in \mathbb{Z}} \in l^2(\mathbb{Z}),$$
and \{\phi(\cdot - k)\}_{k \in \mathbb{Z}} forms an orthonormal basis for \(V_0\) if and only if \(d_1 = d_2 = 1\). This is equivalent to the condition
\[
d_1 \leq \sum_{k \in \mathbb{Z}} |\hat{\phi}(k + \omega)|^2 \leq d_2, \quad \text{a.e. } \omega \in [0, 1].
\] (5.1)

In particular, the optimal Riesz basis constants are given by
\[
d_1 = \text{essinf}_{\omega \in [0, 1]} \sum_{k \in \mathbb{Z}} |\hat{\phi}(k + \omega)|^2, \quad d_2 = \text{esssup}_{\omega \in [0, 1]} \sum_{k \in \mathbb{Z}} |\hat{\phi}(k + \omega)|^2.
\]

Now suppose that \{\psi_{j,k}\}_{j,k \in \mathbb{Z}} is a wavelet basis of \(L^2(\mathbb{R})\) associated to an MRA with a scaling function \(\phi\). Our primary interest in this paper lies with wavelet bases with compact support. In this case, we can find a \(p \in \mathbb{N}\) such that \(\text{supp}(\phi) \subseteq [-p + 1, p]\). Since we are interested in wavelet bases on the interval \([0, 1]\), following [15], we consider three standard wavelet constructions – periodic, folded and boundary wavelets – with the corresponding MRA spaces
\[
V^\text{type}_j = \text{span} \{\phi^\text{type}_{j,k} : k = 0, \ldots, 2^j - 1\}, \quad W^\text{type}_j = \text{span} \{\psi^\text{type}_{j,k} : k = 0, \ldots, 2^j - 1\},
\]
where \(\text{type} \in \{\text{per}, \text{fold}, \text{int}\}\) stands for periodic, folded or boundary wavelets, respectively. For a detailed construction of each basis type we refer to the appendix.

Given \(J \in \mathbb{N}_0\), we now introduce the finite-dimensional reconstruction space \(T\) as follows
\[
T = V^\text{type}_J \oplus W^\text{type}_J \oplus W^\text{type}_{J+1} \oplus \cdots \oplus W^\text{type}_{R-1}.
\] (5.2)

Note that \(T = V^\text{type}_R\) and also \(\dim(T) = 2^R\). Since
\[
\text{supp}(\phi_{R,k}) = [(k - p + 1)/2^R, (k + p)/2^R] \subseteq [0, 1], \quad k = p, \ldots, 2^R - p - 1,
\]
we have that \(\phi^\text{type}_{R,k}(x) = \phi_{R,k}(x), \ x \in [0, 1]\), whenever \(k = p, \ldots, 2^R - p - 1\). Hence we may decompose the space \(T\) into
\[
T = T^\text{left} \oplus T^i \oplus T^\text{right},
\]
where \(T^i = \text{span} \{\phi_{R,k} : k = p, \ldots, 2^R - p - 1\}\) contains unchanged interior scaling functions with support in \((0, 1)\) and
\[
T^\text{left} = \text{span} \{\phi^\text{type}_{R,k} \mathbb{I}_{[0, 1]} : k = 0, \ldots, p - 1\},
\]
\[
T^\text{right} = \text{span} \{\phi^\text{type}_{R,k} \mathbb{I}_{[0, 1]} : k = 2^R - p, \ldots, 2^R - 1\},
\]
contain the modified scaling functions correspondingly for each basis type. Here \(\mathbb{I}_{[0, 1]}\) is the indicator function of the interval \([0, 1]\). Whilst not strictly necessary at this point, we add this function to the definitions of \(T^\text{left}\) and \(T^\text{right}\) so as to clarify that they are to be considered as subspaces of \(H = \{g \in L^2(\mathbb{R}) : \text{supp}(g) \subseteq [0, 1]\}\) in our setting, and not \(L^2(\mathbb{R})\).

**Remark 5.2** Periodic wavelet bases on \([0, 1]\) are widely used in standard implementations of wavelets, since their construction is extremely simple. However, the vanishing moments of the wavelet are lost due to the enforcement of periodic boundary conditions. This effectively introduces a discontinuity of the signal at the boundaries, and translates into lower approximation orders [15]. Folded wavelets remove the artificial signal discontinuity introduced by periodization and allow for one vanishing moment to be retained. This approach is most commonly used for the CDF wavelets [20]. However, since folded wavelets only retain one vanishing moment, they
do not lead to high approximation orders for smooth functions. To obtain such orders, one may follow the boundary wavelet construction, due to Cohen, Daubechies & Vial [21]. These wavelets are particularly well suited for smooth functions. Indeed, if \( f \in H^s(0,1) \), where \( H^s(0,1) \) denotes the usual Sobolev space and \( 0 \leq s < p \), then the error
\[
\| f - P_T f \| = O \left( 2^{-sR} \right), \quad R \to \infty,
\]
where \( T \) is given by (5.2) for type = int. Since NUGS is quasi-optimal, we obtain exactly the same approximation rates when reconstructing \( f \) from nonuniform Fourier samples, provided the bandwidth \( K \) (or \( N \) in the frame case) is chosen suitably large. Corollary 5.6 below establishes that \( K \) (or \( N \)) need only scale linearly in \( M = 2^R \) to guarantee this.

5.2 Main results

Here, we state our main results regarding reconstructions in wavelet bases. The proofs of these results are postponed to §5.3.

5.2.1 General wavelets

We commence with the \((K,\delta)\)-dense case:

**Theorem 5.3.** Let \( \Omega \) be a \((K,\delta)\)-dense sampling scheme and suppose that \( T \) is the reconstruction space (5.2) of dimension \( 2^R \) generated by the first \( 2^R \) elements of a periodic wavelet basis (type = per). Suppose that either of the following conditions holds:

(i) the scaling function \( \phi \in L^2(\mathbb{R}) \) and \( \{ \phi(\cdot - k) \}_{k \in \mathbb{Z}} \) forms an orthonormal basis of \( V_0 \),

(ii) the scaling function \( \phi \) satisfies
\[
|\hat{\phi}(\omega)| \leq \frac{c}{(1 + |\omega|)^{\alpha}}, \quad \omega \in \mathbb{R},
\]
for some \( \alpha > \frac{1}{2} \), and the system \( \{ \phi(\cdot - k) \}_{k \in \mathbb{Z}} \) forms a Riesz basis of \( V_0 \).

Then for any \( 0 < \epsilon < 1 - \delta \) there exists a \( c_0 = c_0(\epsilon) \) such that if \( K \geq c_0(\epsilon)2^R \) then the reconstruction constant
\[
C(\Omega, T) \leq \frac{1 + \delta}{1 - \delta - \epsilon}.
\]

**Theorem 5.4.** Let \( \Omega \) be a \((K,\delta)\)-dense sampling scheme and suppose that either: (i) \( T \) is the reconstruction space (5.2) of dimension \( 2^R \) generated by the first \( 2^R \) elements of the folded wavelets basis (type = fold), or (ii) \( T \) is the reconstruction space (5.2) of dimension \( 2^R \) generated by the first \( 2^R \) elements of the folded wavelets basis (type = int). Suppose that \( \{ \phi(\cdot - k) \}_{k \in \mathbb{Z}} \) is a Riesz basis for \( V_0 \) and that \( \phi \) satisfies (5.4) for some \( \alpha > \frac{1}{2} \). Then given \( 0 < \epsilon < 1 - \delta \) there exists a \( c_0 = c_0(\epsilon) \) such that
\[
C(\Omega, T) \leq \frac{1 + \delta}{1 - \delta - \epsilon}, \quad K \geq c_0(\epsilon)2^R.
\]

These theorems give the main result: bandwidth \( K \) needs to scale linearly with \( M = \dim(T) = 2^R \) in the case of wavelets. Note that the smoothness assumption (5.4) is extremely mild. For example, it holds if \( \phi \in H^\alpha(\mathbb{R}) \) for \( \alpha > \frac{1}{2} \), and consequently includes all practical cases of interest. We remark also that the stipulation of a Riesz basis in these theorems is not necessary since this is implied by the MRA property. It is included merely for clarity.

We now give a similar result for the frame case:
Theorem 5.5. Let \( \Omega = \{ \omega_n : |n| \leq N \} \), where \( \{ \omega_n : n \in \mathbb{Z} \} \) is a nondecreasing sequence that gives rise to a Fourier frame with frame bounds \( A \) and \( B \). Let \( T \) be the reconstruction space \((5.2)\) of dimension \( 2^R \) consisting of either periodic, folded or boundary wavelets (type \( \in \{ \text{per}, \text{fold}, \text{int} \} \)), and suppose that \( \phi \) satisfies \((5.4)\) for some \( \alpha > \frac{1}{2} \). Then given \( 0 < \epsilon < A \) there exists a \( c_0 = c_0(\epsilon) \) such that

\[
C(\Omega, T) \leq \sqrt{\frac{B}{A - \epsilon}}, \quad N \geq c_0(\epsilon)2^R.
\]

As explained in Remark 5.2, boundary wavelets are an important case of these theorems. Due to \((5.3)\), these results imply the following property of NUGS: up to constant factors, it obtains optimal convergence rates in terms of the sampling bandwidth when reconstructing smooth functions with boundary wavelets. Specifically,

Corollary 5.6. Let \( T \) be the reconstruction space \((5.2)\) consisting of the boundary wavelets (type \( \in \{ \text{int} \} \)). If \( f \in H^s(0,1) \), where \( 0 \leq s < p \), let \( \tilde{f} \) denote the NUGS reconstruction based on a sampling scheme \( \Omega \). Then \( \|f - \tilde{f}\| = O(K^{-s}) \) if \( \Omega \) is as in Theorem 5.4 and \( \|f - \tilde{f}\| = O(N^{-s}) \) when \( \Omega \) is as in Theorem 5.5.

5.2.2 Explicit estimates for Haar wavelets and digital signal models

Theorems 5.3–5.5 do not give explicit bounds for the constant \( C(\Omega, T) \). In general, getting explicit estimates is difficult, due primarily to the contributions of the boundary subspaces \( T_{\text{left}} \) and \( T_{\text{right}} \). However, for the case of Haar wavelets, there are no such terms, and this means that explicit bounds are possible.

One motivation for studying the Haar wavelet case is that it corresponds to the situation of a digital model for the signal \( f \). Specifically, the reconstruction space for Haar wavelets

\[
T = \text{span} \{ \phi \cup \{ \psi_{j,k} : k = 0, \ldots, 2^j - 1, \ j = 0, \ldots, R - 1 \} \},
\]

is a special case corresponding to \( M = 2^R \) of reconstruction space

\[
U = U_M = \{ g \in L^2(0,1) : g\big|_{(m/M, (m+1)/M)} \text{ is constant}, \ m = 0, \ldots, M - 1 \}, \quad (5.5)
\]

consisting of piecewise constant functions (i.e. digital signals where \( 1/M \) is the pixel size). Note that

\[
U_M = \text{span} \left\{ \sqrt{M} \phi(M \cdot -m) : m = 0, \ldots, M - 1 \right\}, \quad (5.6)
\]

is a subspace generated by shifts of the pixel indicator function \( \phi(x) = \mathbb{1}_{[0,1]}(x) \). This digital signal model is popular in imaging. In particular, it is the basis of the widely-used the fast, iterative reconstruction technique for MRI \([65]\) (see Remark also 5.8).

Our next result gives an explicit upper bound for the reconstruction constant \( C(\Omega, T) \) in this case, and demonstrates that \( C(\Omega, T) \) is mild whenever \( M \) is at most \( 2K \).

Theorem 5.7. Let \( \Omega \) be a \((K, \delta)\)-dense sampling scheme and let \( T \subseteq U_M \), where \( U_M \) is given by \((5.6)\) for \( \phi(x) = \mathbb{1}_{[0,1]}(x) \) and \( M \leq 2K \). Then the following hold:

(i) If \( 2K/M \in \mathbb{N} \) then

\[
C(\Omega, T) \leq \frac{\pi}{2} \left( \frac{1 + \delta}{1 - \delta} \right).
\]
Taking the supremum over $f$ interior wavelets having support in $[0, 1)$. Also, since $\text{subspace}$ separately. The next two propositions address the interior wavelets:

**Remark 5.8** As noted previously, the well-known iterative reconstruction technique [65] is a specific instance of NUGS corresponding to the choice (5.5), where the term ‘iterative’ refers to the use of conjugate gradient iterations combined with NUFFTs to solve the least squares problem (recall the discussion in §3.1). Thus, Theorem 5.1 provides an explicit guarantee for stable, quasi-optimal reconstruction with this method.

### 5.3 Proofs

We first require the following lemma:

**Lemma 5.9.** Let $I \subseteq \mathbb{N}$ be a finite index set and suppose that $\{\varphi_n : n \in I\} \subseteq \mathcal{H}$ is a Reisz basis for its span $T = \text{span}\{\varphi_n : n \in I\}$ with constants $d_1$ and $d_2$. Let $I$ be partitioned into disjoint subsets $I_1, \ldots, I_r$, and write $T_i = \text{span}\{\varphi_n : n \in I_i\}$. Let $E(T, z)$ and $\tilde{E}(T, N)$ be given by (4.4) and (4.9) respectively. Then

$$E(T, z) \leq \sqrt{\frac{d_2}{d_1} \sum_{i=1}^r E(T_i, z)^2}, \quad \tilde{E}(T, N) \leq \sqrt{\frac{d_2}{d_1} \sum_{i=1}^r \tilde{E}(T_i, N)^2}$$

**Proof.** Let $f = \sum_{n \in I} \alpha_n \varphi_n \in T \setminus \{0\}$ and write $f = \sum_{i=1}^r f_i$, where $f_i = \sum_{n \in I_i} \alpha_n \varphi_n$. Note that

$$\|\hat{f}\|_{\ell^2(\mathbb{R}\setminus (-z, z))^2} \leq \left( \sum_{i=1}^r \|\hat{f}_i\|_{\ell^2(\mathbb{R}\setminus (-z, z))} \right)^2 \leq \left( \sum_{i=1}^r E(T_i, z) \|f_i\| \right)^2 \leq \sum_{i=1}^r E(T_i, z)^2 \sum_{i=1}^r \|f_i\|^2.$$ 

Also, since $\{\varphi_n\}_{n \in I}$ forms a Riesz basis, we have $\sum_{i=1}^r \|f_i\|^2 \leq d_2/d_1 \|f\|^2$, and therefore

$$\|\hat{f}\|_{\ell^2(\mathbb{R}\setminus (-z, z))^2/\|f\|^2} \leq d_2/d_1 \sum_{i=1}^r E(T_i, z)^2.$$ 

Taking the supremum over $f$ now gives the result for $E(T, z)$. For $\tilde{E}(T, N)$, note first that $\sum_{|n| > N} |\hat{f}_i(\omega_n)|^2 < \infty, i = 1, \ldots, r$, since $\{\omega_n\}_{n \in \mathbb{Z}}$ gives rise to the Fourier frame and $f_i \in L^2(0, 1)$, $i = 1, \ldots, r$. Therefore, we get $\sqrt{\sum_{|n| > N} |\hat{f}(\omega_n)|^2} \leq \sum_{i=1}^r \sqrt{\sum_{|n| > N} |\hat{f}_i(\omega_n)|^2}$, by using Minkowski’s inequality. Thus,

$$\sum_{|n| > N} |\hat{f}(\omega_n)|^2 \leq \left( \sum_{i=1}^r \tilde{E}(T_i, N) \|f_i\| \right)^2 \leq \frac{d_2}{d_1} \|f\|^2 \sum_{i=1}^r \tilde{E}(T_i, N)^2,$$

as required. \qed

Recall that all the wavelet reconstruction systems introduced in §5.1 can be decomposed into interior wavelets having support in $[0, 1]$ and boundary wavelets that intersect the endpoints $x = 0, 1$. This lemma allows us to estimate the residuals $E(T, z)$ and $\tilde{E}(T, N)$ by considering each subspace separately. The next two propositions address the interior wavelets:
Proposition 5.10. Let \( \phi \in L^2(\mathbb{R}) \) have compact support and suppose that \( \{\phi(\cdot - k)\}_{k \in \mathbb{Z}} \) forms a Riesz basis for its span with constants \( d_1 \) and \( d_2 \). Let \( M \in \mathbb{N}, M_1, M_2 \in \mathbb{Z} \) and

\[
T = \text{span} \left\{ \sqrt{M} \phi(M \cdot - m) : \ m = M_1, \ldots, M_2 \right\},
\]

and suppose that \( M, M_1, M_2 \) are such that \( T \subseteq H \). Then the following hold:

1. Given \( \epsilon > 0 \) there exists a \( c_0 = c_0(\epsilon) \) such that \( E(T, z)^2 < 1 - \frac{d_1}{d_2} + \epsilon \), for \( z \geq c_0M \).

2. Suppose that \( \phi \) satisfies (5.4) for some \( \alpha > \frac{1}{2} \). Then there exists a \( c_0 = c_0(\epsilon) \) such that \( E(T, z)^2 < \epsilon \), for \( z \geq c_0M \).

Proof. Let \( f \in T \) and write \( f(x) = \sqrt{M} \sum_{k=M_1}^{M_2} a_k \phi(Mx - k) \). Since \( \{\phi(\cdot - k)\}_{k \in \mathbb{Z}} \) is a Riesz basis, we find that

\[
d_1 \sum_{k=M_1}^{M_2} |a_k|^2 \leq \|f\|^2 \leq d_2 \sum_{k=M_1}^{M_2} |a_k|^2. \tag{5.7}
\]

Moreover, a simple calculation gives that

\[
\hat{f}(\omega) = \frac{1}{\sqrt{M}} \hat{\phi}(\frac{\omega}{M}) \Psi(\frac{\omega}{M}), \ \ \omega \in \mathbb{R}, \tag{5.8}
\]

where \( \Psi(x) = \sum_{k=M_1}^{M_2} a_k e^{-2\pi ikx} \) is a trigonometric polynomial with \( \|\Psi\|^2 = \sum_{k=M_1}^{M_2} |a_k|^2 \). Thus, by using (5.8) we get

\[
d_1 \|\Psi\|^2 \leq \|f\|^2 \leq d_2 \|\Psi\|^2. \tag{5.9}
\]

We now estimate \( \|\hat{f}\|_{(-z,z)}^2 \). By (5.8), we have

\[
\|\hat{f}\|_{(-z,z)}^2 = \frac{1}{M} \int_{|\omega|<z} |\hat{\phi}(\omega/M)|^2 |\Psi(\omega/M)|^2 \ d\omega = \int_{|t|<z/M} |\hat{\phi}(t)|^2 |\Psi(t)|^2 \ dt.
\]

Suppose that \( z \geq M \) and write \( |z/M| = n_0 + 1 \), where \( n_0 \in \mathbb{N} \). Then

\[
\|\hat{f}\|_{(-z,z)}^2 \geq \int_{t=-n_0}^{n_0+1} |\hat{\phi}(t)|^2 |\Psi(t)|^2 \ dt = \sum_{|n| \leq n_0} \int_{0}^{1} |\hat{\phi}(t+n)|^2 |\Psi(t+n)|^2 \ dt.
\]

Since \( \Psi \) is 1-periodic, and since (5.9) holds, we get

\[
\|\hat{f}\|_{(-z,z)}^2 \geq \left( \min_{t \in [0,1]} \sum_{|n| \leq n_0} |\hat{\phi}(n+t)|^2 \right) \int_{0}^{1} |\Psi(t)|^2 \ dt \geq \frac{1}{d_2} \left( \min_{t \in [0,1]} \sum_{|n| \leq n_0} |\hat{\phi}(n+t)|^2 \right) \|f\|^2.
\]

By [6], Lem. 5.4, there exists an \( n_0 \in \mathbb{N} \) sufficiently large such that the term in brackets is greater than 1. Thus we get \( \|\hat{f}\|_{(-z,z)}^2 \geq (d_1/d_2 - \epsilon) \|f\|^2 \). We now use the definition of \( E(T, z)^2 \) to complete part 1. of the proof.

Our approach for part 2. is similar, where we estimate the tail \( \|\hat{f}\|_{R \setminus (-z,z)}^2 \). Repeating the steps of the above proof, we find that \( \|\hat{f}\|_{R \setminus (-z,z)}^2 \leq 1/d_1 \left( \sup_{t \in [0,1]} \sum_{|n| \geq n_0} |\hat{\phi}(n+t)|^2 \right) \|f\|^2 \). Using the smoothness assumption (5.4), we find that \( \sup_{t \in [0,1]} \sum_{|n| \geq n_0} |\hat{\phi}(n+t)|^2 \lesssim (n_0)^{1-2\alpha} \). Hence, if \( z \geq c_0M \) for some \( c_0 \), then \( \|\hat{f}\|_{R \setminus (-z,z)}^2 \leq \epsilon \|f\|^2 \), from which the result follows.

To prove our next result, we require the following useful lemma:
Lemma 5.11. Let \( x_0 \leq x_1 < x_2 < \ldots < x_N \leq x_{N+1} \) where \( N \in \mathbb{N} \cup \{ \infty \} \), and suppose that \( \delta = \max_{n=0,\ldots,N} (x_{n+1} - x_n) < \infty \). Let \( f \in H^1(a,b) \), where \( a = \frac{1}{2}(x_1 + x_0) \), \( b = \frac{1}{2}(x_{N+1} + x_N) \) and \( H^1(a,b) \) denotes the standard Sobolev space of first order on the interval \((a,b)\). If \( \mu_n = \frac{1}{\pi} (x_{n+1} - x_n) \), \( n = 1,\ldots,N \), then the following inequalities hold:

\[
\left( \|f\|_{[a,b]} - \delta \|f'\|_{[a,b]/\pi} \right)^2 \leq \sum_{n=1}^{N} \mu_n |f(x_n)|^2 \leq \left( \|f\|_{[a,b]} + \delta \|f'\|_{[a,b]/\pi} \right)^2.
\]

**Proof.** The proof of this lemma is similar to that of Lemma 4.2. Let \( \chi(x) = \sum_{n=1}^{N} f(x_n)I_{[z_n,z_{n+1}]}(x) \). Note that \( z_1 = a \), \( z_{N+1} = b \) and that \( \sum_{n=1}^{N} \mu_n |f(x_n)|^2 = \|\chi\|^2_{[a,b]} \). We now have \( \|f - \chi\|^2_{[a,b]} = \sum_{n=1}^{N} \int_{z_n}^{z_{n+1}} |f(x) - f(x_n)|^2 \, dx \), and after an application of Wirtinger’s inequality, we obtain \( \|f - \chi\|^2_{[a,b]} \leq \frac{\epsilon^2}{\pi} \|f'\|^2_{[a,b]} \). This gives the result.

Having addressed the case of \((K,\delta)\)-dense samples, we now consider frame samples. Recalling the setup of (4.12), let \( \{\omega_n : n \in \mathbb{Z}\} \) be a nondecreasing sequence giving rise to a Fourier frame. Set \( \Omega_N = \{\omega_n : |n| \leq N\} \), and suppose that \( \mathcal{S}_N \) is given by (4.7).

**Proposition 5.12.** Let \( \{\omega_n\}_{n \in \mathbb{Z}} \subseteq \mathbb{R} \) be a nondecreasing sequence of frequencies that rise to a Fourier frame for \( \mathbb{H} \), and suppose that \( \mathcal{S} \) and \( T \) are as in Proposition 5.10. If \( \mathcal{S} \) satisfies (5.4) for some \( \alpha > \frac{1}{2} \), then given \( \epsilon > 0 \) there exists a \( c_0 = c_0(\epsilon) \) such that \( \bar{E}(T,N) < \epsilon \), for all \( N \geq c_0M \).

For the proof of this result, we refer to the appendix. We are now ready to prove Theorems 5.3 and 5.4.

**Proof of Theorems 5.3 and 5.4.** By Theorem 4.5, it suffices to consider \( E(T,z) \). Recall that in all three cases – periodic, folded or boundary wavelets – the reconstruction space \( T \) can be decomposed as \( T = T^\text{left} \oplus T^i \oplus T^\text{right} \). Lemma 5.9 now gives

\[
E(T,z)^2 \leq \frac{d_2}{d_1} \left( E(T^\text{left},z)^2 + E(T^i,z)^2 + E(T^\text{right},z)^2 \right).
\]

The subspace \( T^i \) contains wavelets supported in \([0,1]\), an application of Proposition 5.10 gives \( E(T^i,z)^2 < \epsilon \) in both case (i) and case (ii) of Theorem 5.3 (recall in case (i) that \( \{\phi(-k)\}_{k \in \mathbb{Z}} \) is an orthonormal basis, and therefore \( d_1 = d_2 = 1 \)), as well as in Theorem 5.4. Thus it remains to show in all cases that \( E(T^\text{left},z) \) and \( E(T^\text{right},z) \) can be made arbitrarily small with \( z \gtrsim 2^R \).

Consider the subspace \( T^\text{left} \) (the case of \( T^\text{right} \) is identical). For all three wavelet constructions, we may write \( T^\text{left} = \text{span} \{ \Phi_{R,k}I_{[0,1]} : k = 0,\ldots,p-1 \} \), where \( \Phi_{R,k} \) is either \( \Phi_{R,k}^\text{per} \) (periodic), \( \Phi_{R,k}^\text{fold} \) (folded) or \( \Phi_{R,k}^\text{int} \) (boundary). The functions \( \Phi_{R,k}I_{[0,1]} \) form a Riesz basis for \( T^\text{left} \) with bounds \( d_1 \) and \( d_2 \). Hence, if

\[
f = \sum_{k=0}^{p-1} \alpha_k \Phi_{R,k}I_{[0,1]} \in T^\text{left},
\]

then \( d_1 \sum_{k=0}^{p-1} |\alpha_k|^2 \leq \|f\|^2 \leq d_2 \sum_{k=0}^{p-1} |\alpha_k|^2 \). Now consider \( \|f\|_{\mathbb{R}\setminus(-z,z)} \). By the Cauchy–Schwarz inequality and the above inequality,

\[
\|f\|_{\mathbb{R}\setminus(-z,z)} \leq \sum_{k=0}^{p-1} |\alpha_k| \|\Phi_{R,k}I_{[0,1]}\|_{\mathbb{R}\setminus(-z,z)} \leq \sqrt{p/d_1} \|f\| \max_{0 \leq k \leq p-1} \left\{ \|\Phi_{R,k}I_{[0,1]}\|_{\mathbb{R}\setminus(-z,z)} \right\},
\]
Thus, to complete the proof, we only need to show that there exists a $c_0 = c_0(\epsilon)$ such that
\[
\|(\Phi_{R,k}[0,1])^\wedge\|_{\mathbb{R}\setminus(-z,z)} < \epsilon, \quad \forall k = 0, \ldots, p - 1,
\] whenever $z \geq c_0(\epsilon)2^R$.

Assume now that $2^{R-1} > p$. Then one can determine the following:

(a) For periodic wavelets, $\Phi_{R,k}(x) = \phi_{R,k}(x) + \phi_{R,k}(x-1)$.

(b) For folded wavelets, $\Phi_{R,k}(x) = \phi_{R,k}(x) + \phi_{R,k}(-x)$.

(c) For boundary wavelets, $\Phi_{R,k}(x)$ can be written as a finite linear combination of the functions $\phi_{R,k}(x)$, where $k = -p + 1, \ldots, p - 1$.

Note that (a) and (b) follow by first writing $\phi_{R,k}^{\text{per}}$ and $\phi_{R,k}^{\text{fold}}$ in terms of infinite sums using the periodization and folding operations
\[
f(x) \mapsto f^{\text{per}}(x) = \sum_{k \in \mathbb{Z}} f(x+k), \quad f(x) \mapsto f^{\text{fold}}(x) = \sum_{k \in \mathbb{Z}} f(x - 2k) + \sum_{k \in \mathbb{Z}} f(2k - x),
\]
and then by using the fact that $\text{supp}(\phi) \subseteq [-p+1, p]$. Case (c) was shown in [21]. Since in all cases $\Phi_{R,k}$ can be written as a finite sum with a number of terms independent of $R$, it therefore suffices to show that
\[
\|(\phi_{R,k}[0,1])^\wedge\|_{\mathbb{R}\setminus(-z,z)}, \|(\phi_{R,k}(-1)[0,1])^\wedge\|_{\mathbb{R}\setminus(-z,z)} < \epsilon,
\]
where $k = -p + 1, \ldots, p + 1$ for the first term and $k = 0, \ldots, p - 1$ for the second two terms, whenever $z \geq c_0(\epsilon)2^R$. Note that
\[
\left|\left(\phi_{R,k}(\cdot + l)[0,1]\right)^\wedge(\omega)\right| = 2^{-R/2} \left|\int_{2^R l - k}^{2^R(l+1) - k} \phi(y)e^{-2\pi i \omega y/2^R} dy\right|.
\]
Suppose that $l = 0$. Then the integration interval is $[-k, 2^R - k]$. Since $\text{supp}(\phi) = [-p+1, p]$, we can replace this by $[-k, p]$ to give
\[
\left|\left(\phi_{R,k}(\cdot)[0,1]\right)^\wedge(\omega)\right| = 2^{-R/2} \left|\phi_{[-k,p]}(\omega/2^R)\right|, \quad k = -p + 1, \ldots, p - 1,
\]
where $\phi_{[a,b]}(x) = \phi(x)[a,b](x)$ for $a < b$. Similarly, for $l = -1$ we have
\[
\left|\left(\phi_{R,k}(-1)[0,1]\right)^\wedge(\omega)\right| = 2^{-R/2} \left|\phi_{[-p+1,k]}(\omega/2^R)\right|, \quad k = 0, \ldots, p - 1.
\]
Likewise
\[
\left|\left(\phi_{R,k}(-)[0,1]\right)^\wedge(\omega)\right| = 2^{-R/2} \left|\phi_{[-p+1,k]}(-\omega/2^R)\right|, \quad k = 0, \ldots, p - 1.
\]

Thus, to establish (5.11), and therefore (5.10), it suffices to estimate the Fourier transforms of the functions $\phi_{[a,b]}$ for $(a, b) = (-k, p)$, $k = -p + 1, \ldots, p - 1$, and $(a, b) = (-p + 1, k)$, $k = 0, \ldots, p - 1$. We now note the following: $\|2^{-R/2} f(\cdot/2^R)\|_{\mathbb{R}\setminus(-z,z)} = \|f\|_{\mathbb{R}\setminus(-z/2^R, z/2^R)}$, $f \in L^2(\mathbb{R})$. In particular, for any fixed $f$,
\[
\|2^{-R/2} f(\cdot/2^R)\|_{\mathbb{R}\setminus(-z,z)} < \epsilon,
\]
provided $z \geq c2^R$ for appropriately large $c > 0$. Since the total number of functions $\phi_{[a,b]}$ is less than $2p$, and hence bounded independently of $R$, we obtain (5.11) and thus (5.10). □
Proof of Theorem 5.5. By Theorem 4.8, we may consider \( \bar{E}(T, N) \). Proceeding in a similar manner to the previous proof, we see from Lemma 5.9 that it suffices to estimate \( \bar{E}(T^i, N) \), \( \bar{E}(T^{\text{left}}, N) \) and \( \bar{E}(T^{\text{right}}, N) \) separately. As before, \( \bar{E}(T^i, N) \) can be bounded using Proposition 6.12 and hence it remains to derive bounds for \( \bar{E}(T^{\text{left}}, N) \) and \( \bar{E}(T^{\text{right}}, N) \) only. If we now argue in an identical way to the previous proof, i.e. by writing the spaces \( T^{\text{left}} \) and \( T^{\text{right}} \) as linear combinations of the functions \( \phi^{[a,b]} \) whose total number is independent of \( R \), then we see that it suffices to show the following: for an arbitrary function \( f \in L^2(0,1) \),

\[
2^{-R} \sum_{|n|>N} \left| \hat{f}(\omega_n/2^R) \right|^2 < \epsilon,
\]

provided \( N \geq c2^R \) for some \( c > 0 \) depending only on \( f \) (this replaces the condition (5.12) in the previous proof). Recall from the proof of Proposition 5.12 that we may assume without loss of generality that the frame sequence \( \{\omega_n\}_{n \in \mathbb{Z}} \) is separated with separation at least \( \eta/2 \) and maximal spacing at most \( \eta/2^R \) and we find that \( 2^{-R} \sum_{|n|>N} \left| \hat{f}(\omega_n/2^R) \right|^2 \leq \frac{2}{\eta} \sum_{|n|>N} \hat{f}(\tilde{\omega}_n)^2 \), where \( \mu_n = \frac{\tilde{\omega}_n+1-\tilde{\omega}_n}{2} \).

Since \( f \in H \) we may apply Lemma 5.11 to get

\[
2^{-R} \sum_{|n|>N} \left| \hat{f}(\omega_n/2^R) \right|^2 \leq \frac{2}{\eta} \left[ \left( \|\hat{f}\|_{J_+} + \frac{\eta}{2^R \pi} \|\hat{f}\|_{J_+}^2 \right)^2 + \left( \|\hat{f}\|_{J_-} + \frac{\eta}{2^R \pi} \|\hat{f}\|_{J_-}^2 \right)^2 \right],
\]

where \( J_+ = (\tilde{\omega}_N, \infty) \) and \( J_- = (-\infty, -\tilde{\omega}_N) \). To obtain (5.13), we merely note that \( \hat{f} = \hat{f} \in L^2(\mathbb{R}) \), where \( f_1(x) = xf(x) \), and \( \max\{\tilde{\omega}_N, -\tilde{\omega}_N\} \geq N/2^R \) for large \( N \).

Finally, we prove Theorem 5.7 which gives an explicit upper bound for the reconstruction constant in the case of reconstructing in Haar wavelets:

Proof of Theorem 5.7. Since we have already shown have \( C_2(\Omega) \leq (1+\delta)^2 \), and since \( T \subseteq U_M \), it is enough to estimate \( C_1(\Omega, U_M) \). For any \( f \in U_M \), we can write \( f(x) = \sqrt{M} \sum_{m=0}^{M-1} a_m \phi(Mx - m) \).

Therefore, as before, we get \( \hat{f}(\omega) = \frac{1}{\sqrt{M}} \hat{\phi}(\frac{\omega}{M}) \hat{\Psi}(\omega) \), where, for \( M_0 = [M/2] \),

\[
\hat{\Psi}(x) = \sum_{m=0}^{M-1} a_m e^{-2\pi i m x} = e^{-2\pi i M_0 x} = \sum_{m=-M_0}^{M-M_0-1} a_{m+M_0} e^{-2\pi i m x} = e^{-2\pi i M_0 x} \Psi(x),
\]

and \( \Psi(x) = \sum_{m=-M_0}^{M-M_0-1} a_{m+M_0} e^{-2\pi i m x} \). Note that \( \Psi \) is a trigonometric polynomial of degree at most \( M_0 \) and moreover, since \( \{\phi(\cdot - k)\}_{k \in \mathbb{Z}} \) is an orthonormal basis, we have \( \|\Psi\|^2 = \|f\|^2 \). Set \( x_n = \omega_n/M \) for \( n = 0, \ldots, N+1 \) and let \( \nu_n = \frac{1}{2}(x_{n+1} - x_{n-1}) \). Then we have

\[
\langle \mathcal{S} f, f \rangle = \sum_{n=1}^{N} \nu_n |\Psi(x_n)|^2 |\phi(x_n)|^2.
\]

Let us first consider the case \( 2K/M \in \mathbb{N} \). Note that \( U_M \subseteq U_{2K} \) in this case, and therefore it suffices to prove the result for \( M = 2K \). After an application of Lemma 5.11, we obtain

\[
\langle \mathcal{S} f, f \rangle \geq \min_{n=1,\ldots,N} |\phi(x_n)|^2 \left( \|\Psi\|_{[a,b]} - \frac{\delta}{2K \pi} \|\Psi'\|_{[a,b]} \right)^2 \geq d_0 \left( \|\Psi\|_{[a,b]} - \frac{\delta}{2K \pi} \|\Psi'\|_{[a,b]} \right)^2,
\]

where \( a = \frac{1}{2}(x_1 + x_0) = \frac{1}{2}(x_1 + x_N) - \frac{1}{2}, b = \frac{1}{2}(x_N + x_{N+1}) = \frac{1}{2}(x_1 + x_N) + \frac{1}{2} \) and \( d_0 = \min_{\omega \in [-1/2,1/2]} |\phi(\omega)|^2 \). Note that the second inequality here follows from the observation that
\[ |x_n| = |\omega_n|/M \leq K/M \leq 1/2 \] since the frequencies \( \omega_n \) are \((K, \delta)\)-dense. Since \( b - a = 1 \) and \( \Psi \) is periodic, we therefore have

\[
\langle Sf, f \rangle \geq d_0 \left( \| \Psi \| - \frac{\delta}{2K\pi} \| \Psi' \| \right)^2 \geq d_0 \left( 1 - \frac{\delta M_0}{K} \right)^2 \| \Psi \|^2 \geq d_0 (1 - \delta)^2 \| \Psi \|^2,
\]

where the penultimate inequality follows from \( \| \Psi' \| \leq 2M_0 \pi \| \Psi \| \). To complete the proof, we note that \( |\hat{\phi}(\omega)| = |\text{sinc}(\omega \pi)| \) and that \( |\text{sinc}(\omega \pi)| \geq |\text{sinc}(\pi/2)| = 2/\pi \) for \( \omega \in [-1/2, 1/2] \).

Now suppose that \( M \leq 2K \) is arbitrary. In this case, our first step is to introduce a new subset of points \( \{\tilde{x}_p\}_{p=1}^N \). We do this as follows. Let \( n' \) be the largest \( n \) such that \( x_n \leq -1/2 \), and let \( n'' \) be the smallest \( n \) such that \( x_n \geq 1/2 \). If \( \tilde{N} = n'' - n' + 1 \), let \( \tilde{x}_p = x_{p+n'-1}, \) \( p = 0, \ldots, \tilde{N} \), and \( \tilde{x}_{\tilde{N}+1} = 2 + x_{n'-1} + x_{n''} - x_{n''} \). Let \( \tilde{\nu}_p = \frac{1}{2}(\tilde{x}_{p+1} - \tilde{x}_{p-1}) \), and note that \( \tilde{\nu}_p = \nu_{p+n'-1} \) for \( p = 1, \ldots, \tilde{N} - 1 \). Moreover, by definition of \( n' \) and \( n'' \), we have

\[
\tilde{\nu}_N = \frac{1}{2} (\tilde{x}_{\tilde{N}+1} - \tilde{x}_{\tilde{N}-1}) = \frac{1}{2}(2 + x_{n'-1} + x_{n''} - x_{n''} - x_{n''} + 1) + \nu_n \leq \nu_{n''}.
\]

Therefore, we now obtain the following from (5.14):

\[
\langle Sf, f \rangle \geq \min_{n=n', \ldots, n''} |\hat{\phi}(x_n)|^2 \sum_{p=1}^\tilde{N} \tilde{\nu}_p |\Psi(\tilde{x}_p)|^2.
\]

Since the frequencies \( \omega_n \) are \((K, \delta)\)-dense, we have that \( x_n \geq -1/2 - \delta/M \) and \( x_n \leq 1/2 + \delta/M \). This and an application of Lemma 5.11 now give

\[
\langle Sf, f \rangle \geq d_0 \left( \| \Psi \|_{[a, b]} - \frac{\delta}{M \pi} \| \Psi' \|_{[a, b]} \right)^2, \quad d_0 = \min_{\omega \in [-1/2 - \delta/M, 1/2 + \delta/M]} |\hat{\phi}(\omega)|^2,
\]

where \( a = \frac{1}{2}(\tilde{x}_1 + \tilde{x}_0) = \frac{1}{2}(x_n + x_{n'-1}) \), and \( b = \frac{1}{2}(\tilde{x}_N + \tilde{x}_{N+1}) = a + 1 \). Since \( |b - a| = 1 \), we now argue exactly as before to give the first result.

### 6 Bandwidth and ill-conditioning

Having shown that stable reconstruction is possible provided the bandwidth \( K \) scales linearly with the dimension \( M = 2^R \) of the wavelet reconstruction space, we now consider the constant of this scaling:

**Theorem 6.1.** Let \( \Omega = \{\omega_n : n = 1, \ldots, N\} \subseteq [-K, K] \) for some \( K > \frac{2}{\pi^2} + \frac{1}{2} \) and suppose that \( S \) is given by (3.10) with weights (4.1). Let \( T \) be the reconstruction space corresponding to either periodic, folded or boundary wavelets, where \( 2^{R-1} > K \). Then the reconstruction constant satisfies

\[
C(\Omega, T) \geq c_1 \sqrt{K} \exp \left( c_2 (1 - z) 2^R \right),
\]

where \( z = \max \{ \frac{1}{2}, K/2^{R-1} \} \) and \( c_1, c_2 > 0 \) depend only on \( \phi \).

This theorem, which generalizes a result proved in [6] to the case of nonuniform samples, establishes the following. Suppose that the size \( M = 2^R \) of the reconstruction space is roughly \( 2\alpha K \). If \( \alpha > 1 \) then the reconstruction constant \( C(\Omega, T) \) blows up exponentially fast as \( M \to \infty \). In other words, if the bandwidth \( K \) of the sampling is not sufficiently large in comparison to the wavelet scale \( R \), then ill-conditioning is necessarily witnessed in the reconstruction. Note that this theorem
does not assume density of the samples, just that their maximal bandwidth is \( K \). In particular, even if \( \hat{f}(\omega) \) were known for arbitrary \(|\omega| \leq K\) one would still have the same result, i.e. insufficient sampling bandwidth implies ill-conditioning.

It is instructive to compare this result with Theorem 5.7 which estimates the reconstruction constant for Haar wavelets. If \( M \approx 2\alpha K \) then Theorem 5.7 demonstrates that \( C(\Omega, T) \) is bounded whenever \( \alpha \) is less than or equal to the critical value \( \alpha_0 = 1 \). Conversely, if \( \alpha > \alpha_0 \) then exponential ill-conditioning necessarily results as a consequence of Theorem 6.1. For other wavelets, Theorems 5.3 and 5.4 show that stable reconstruction is possible for sufficiently small scaling \( \alpha \), but unlike the Haar wavelet case, they do not establish the exact value for \( \alpha_0 \) that delineates the stability and instability regions.

Theorem 6.1 follows immediately from the following lemma:

**Lemma 6.2.** Let \( \Omega \) and \( S \) be as in Theorem 6.1 Let \( T \subseteq H \) and suppose that \( T \supseteq U \), where

\[
U = \text{span} \left\{ \sqrt{M} \phi(M \cdot -m) : m = M_1, \ldots, M_2 \right\},
\]

for some \( M \in \mathbb{N}, M_1, M_2 \in \mathbb{Z} \) and \( M > 2K \). If \( \{\phi(\cdot - k)\}_{k \in \mathbb{Z}} \) is a Riesz basis for its span with bounds \( d_1 \) and \( d_2 \) then

\[
C(\Omega, T) \geq c_1 \sqrt{\frac{d_1}{d_2K}} \exp \left[ c_2 (M_2 - M_1 - 2)(1 - z) \right],
\]

where \( z = \max\{\frac{1}{2}, 2K/M\} \), and \( c_1, c_2 > 0 \) are independent of \( \Omega, K, M, M_1, M_2 \) and \( \phi \).

**Proof of Theorem 6.1.** In each case, we merely set \( U = T^i \) to be the space spanned by the interior wavelets. The result follows immediately from Lemma 6.2.

To prove Lemma 6.2 we require the following result (see [6, Prop. 6.2] for a proof):

**Lemma 6.3.** Let \( P \in \mathbb{N} \) and \( z \in (0,1/2) \). Then there exists a constant \( c > 0 \) independent of \( P \) and \( z \) such that, if \( z' = \max\{1/4, z\} \), then

\[
\sup \left\{ \sup_{|t| \leq 1/2} |\Psi(t)| : \Psi(t) = \sum_{|n| \leq P} a_k e^{2\pi i t}, a_k \in \mathbb{C} \right\} \geq \exp \left( cP(1/2 - z') \right).
\]

**Proof of Lemma 6.2.** Note that \( C(\Omega, T) \geq C(\Omega, U) \). Let \( f \in U \). Then

\[
\langle Sf, f \rangle = \frac{1}{M} \sum_{n=1}^{N} \mu_n |\hat{\phi}(\omega_n/M)|^2 |\Psi(\omega_n/M)|^2,
\]

where \( \Psi(x) = \sum_{k=M_1}^{M_2} a_k e^{-2\pi i k x} \) satisfies \( d_1 \|\Psi\|^2 \leq \|f\|^2 \leq d_2 \|\Psi\|^2 \). Thus

\[
\langle Sf, f \rangle \leq \sup_{|\omega| \leq K/M} |\hat{\phi}(\omega)|^2 \sup_{|t| \leq K/M} |\Psi(t)|^2 \left( \frac{1}{M} \sum_{n=1}^{N} \frac{\omega_{n+1} - \omega_{n-1}}{2} \right)
\]

\[
= \frac{2K}{M} \sup_{|\omega| \leq K/M} |\hat{\phi}(\omega)|^2 \sup_{|t| \leq K/M} |\Psi(t)|^2 \leq \frac{2Kd_2}{M} \sup_{|t| \leq K/M} |\Psi(t)|^2,
\]

where the final inequality follows from (5.4). The definition (3.3) of \( C_1(\Omega, U) \), now gives

\[
C_1(\Omega, T) \leq C_1(\Omega, U) \leq \frac{2Kd_2}{Md_1} \inf_{\Psi \in \mathbb{V}} \left\{ \sup_{|t| \leq K/M} |\Psi(t)|^2 \right\},
\]
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where \( V = \left\{ \sum_{k=M_2-M_3}^{M_2-M_1} a_k e^{2\pi i k x} : a_k \in \mathbb{C} \right\}, \) \( M_3 = \left\lfloor \frac{M_1 + M_2}{2} \right\rfloor. \) Since \( M_2 - M_1 \leq M \) we have
\[
|\Psi(t)|^2 \leq (M+1)\|\Psi\|^2,
\]
and therefore
\[
C_1(\Omega, T) \leq \frac{d_0}{d_1}(2K + 1) \inf_{\Psi \in V} \left\{ \sup_{|t| \leq K/M} |\Psi(t)|^2 \right\} \cdot \left\{ \sup_{|t| \leq 1/2} |\Psi(t)|^2 \right\}.
\]

We shall return to this in a moment. First, let us consider \( C_2(\Omega) \). We wish to show that \( C_2(\Omega) \geq c \) for any \( \Omega \) for some \( c > 0 \). Suppose that \( \Omega \) is \((K, \delta)\)-dense. Then by Lemma 1.2 \( C_2(\Omega) \geq \left( \sqrt{1 - \|\hat{\Psi}\|_2^2} \right)^2 \), where \( I = (-K + \frac{1}{2}\delta, K - \frac{1}{2}\delta) \). Let \( f(x) = \mathbb{I}_{[0,1]}(x) \), so that \( \hat{f}(\omega) = e^{-i\pi\delta\omega}\mathrm{sinc}(\omega) \). Then \( C_2(\Omega) \geq \left( \sqrt{1 - 2/(\pi^2(K - 1/2)) - \delta} \right)^2 \). Now suppose that \( \Omega \) is not \((K, \delta)\) dense. Then there exists an \( n = 1, \ldots, N \) such that \( \omega_{n+1} - \omega_n \geq \delta \), and therefore \( \mu_n \geq \delta/2 \). Hence
\[
C_2(\Omega) \geq \max \left\{ \frac{\delta}{2}, \left( \sqrt{1 - 2/(\pi^2(K - 1/2))} - \delta \right)^2 \right\}, \quad \forall \delta \in (0, 1).
\]
Since \( 1 - 2/(\pi^2(K - 1/2)) > 0 \), and since \( \delta > 0 \) was arbitrary, we now find that \( C_2(\Omega) \geq c^2 \) for any \( \Omega \). Combining this with (6.1), we now find that
\[
C(\Omega, T) \geq c \sqrt{\frac{d_1}{d_2 K}} \sup_{\Psi \in V} \left\{ \frac{\sup_{|t| \leq 1/2} \|\Psi(t)\|}{\sup_{|t| \leq K/M} \|\Psi(t)\|} \right\}.
\]
To complete the proof, we first note that \( \min\{M_2 - M_3, M_3 - M_1\} \geq (M_2 - M_1 - 1)/2 \). Thus, \( V \) contains all trigonometric polynomials of degree \( \left\lfloor \frac{M_2-M_1-1}{2} \right\rfloor \geq (M_2-M_1-1)/2 - 1 \). An application of Lemma 6.3 now gives the result. \( \blacksquare \)

Remark 6.4 Using techniques of [5], one can show that the reconstruction constant \( C(\Omega, T) \) is essentially universal. Specifically, any reconstruction algorithm that is so-called perfect must have a condition number that is at least that of NUGS. In particular, noting Theorem 6.1, we see that to recover wavelet coefficients up to scale \( R \) stably and accurately, it is necessary to take samples from a bandwidth \( K \) that is at least \( 2^{R-1} \), regardless of the method used.

7 Numerical examples

We now present several numerical examples to illustrate the NUGS. We will focus on the following three nonuniform sampling schemes:

(i) Jittered sampling: Let \( K > 0 \) and \( \eta, \epsilon \in (0, 1) \) be such that \( \epsilon + 2\eta < 1 \). Set \( \tilde{N} = \left\lfloor \frac{K}{\epsilon} \right\rfloor \) and \( N = 2\tilde{N} + 1 \). The jittered sampling scheme is given by \( \Omega_N = \{\omega_1, \ldots, \omega_N\} \), where \( \omega_n = n\epsilon + \eta_n, n = -\tilde{N}, \ldots, \tilde{N}, \) and \( \eta_n \in (-\eta, \eta) \) is chosen uniformly at random. Note that \( \Omega_N \) is \((K + \eta, \delta)\)-dense, where \( \delta = \epsilon + 2\eta \). This sampling scheme is a standard model for jitter error in MRI caused by the measurement device not scanning exactly on a uniform grid [24].
Log sampling: Let $K > 0$, and let $\nu$ and $\delta$ be fixed parameters such that $2 \times 10^{-\nu} < \delta$. Set $\tilde{N} = \left\lfloor \frac{-\log_{10} K + \nu}{\log_{10}(1 - \delta/K)} \right\rfloor$ and $N = 2(\tilde{N} + 1)$. Log sampling scheme is given by

$$\Omega_N = \{-\omega_n\}_{n=0}^{\tilde{N}} \cup \{\omega_n\}_{n=0}^{\tilde{N}}, \quad \text{where} \quad \omega_n = 10^{-\nu + \frac{\tilde{N}}{\log_{10} K + \nu}}, \quad n = 0, \ldots, \tilde{N}.$$  

Note that this gives a $(K, \delta)$-dense sampling sequence. This sampling scheme is a one-dimensional model for a two- or three-dimensional spiral sampling trajectory. Such trajectories are popular in MRI applications (see §I).

Seip’s frame: For a given $N \in \mathbb{N}$, set $\Omega_N = \{-\omega_n\}_{n=-N}^{N} \cup \{\omega_n\}_{n=1}^{N}$, where $\omega_n = n(1 - |n|^{-1/2})$ and $|n| \geq 1$. In [61], it is shown that the infinite set of frequencies $\Omega = \Omega_\infty$ gives rise to a Fourier frame with density $\delta = 1$.

The main result proved in §5 is that one requires a linear scaling of the bandwidth $K$ or truncation index $N$ with the parameter $M = 2^R$ for stable reconstruction in wavelet subspaces. This is illustrated in Table 1 for the Haar and DB4 wavelets. Note that the constant of the scaling is roughly $1/2$, i.e. $K$ (or $N$) behaves like $\beta 2^R$ with $\beta \approx 1/2$. In the case of Haar wavelets, this is due to the explicit estimates of Theorem 5.7.

| $T$ | $\Omega$ | $2^R$ | 32 | 64 | 128 | 256 | 512 | 1024 |
|-----|---------|--------|----|----|-----|-----|-----|------|
| Haar Frame | Log | $K$ | 16 | 32 | 64 | 128 | 256 | 512 |
| DB4 Frame | Log | $K$ | 16 | 32 | 64 | 128 | 256 | 512 |

Table 1: For a given number of reconstruction vectors $2^R$, the smallest value of $K$ (or $N$) is shown such that the reconstruction constant $C(\Omega, T)$ is at most 100, where the reconstruction constant is estimated by using the results given in §4.3. This is done for different reconstruction spaces $T$ – Haar and DB4 – and for different sampling schemes $\Omega$: Seip’s frame sequence and log sampling scheme with $\delta = 0.95$ and $\nu = 0.33$.

| $T$ | $\kappa(A)$ | $\frac{\|f - \tilde{f}\|}{\|f - P_T f\|}$ | $\|f - \tilde{f}\|$ | $\|f - P_T f\|$ |
|-----|-------------|----------------|----------------|----------------|
| Haar | 5.8569e15 | 2.9255e12 | 1.8347e05 | 1.7835 | 1.6474 | 1.5768 |
| DB4 | 5.0079e15 | 2.6583e12 | 1.2918e05 | 1.6126 | 1.4744 | 1.4355 |

Table 2: The condition number $\kappa(A)$ and the error $\|f - \tilde{f}\|/\|f - P_T f\|$ are shown for different bandwidths $K = c_0 2^R$ and different reconstruction spaces: Haar and DB4 wavelets, where $2^R = 64$ is taken. The jittered sampling scheme is used for $\epsilon = 0.6$ and $\eta = 0.15$, and the function $f(x) = 1/2 \cos(4\pi x)$ is tested.

Theorem 6.1 provides a lower estimate for such scaling. In particular, if the scaling $\beta$ is less than $1/2$ then exponential instability necessarily results in the reconstruction, regardless of the wavelet basis used. This is shown in Table 2 for both Haar and DB4 wavelets. Note also that in the unstable regime, i.e. $\beta < 1/2$, the reconstruction $\tilde{f}$ is also far from quasi-optimal.
Table 3: The function $f(x) = \cos(6\pi x) + \frac{1}{2} \sin(2\pi x)$ is reconstructed by NUGS with Haar wavelets for different sampling schemes $\Omega$ and different bandwidths $K$. Jittered sampling scheme is used for $\epsilon = 0$ and $\eta = 0.1$; and log sampling scheme is used for $\delta = 0.8$ and $\nu = 0.4$. In the last three columns, different estimates for the reconstruction constant are computed, by using the results from §4.3 and §5.2.2.

Table 3 considers the case of Haar wavelet reconstructions more closely for the three different sampling schemes, and in particular, the magnitude of the reconstruction constant $C(\Omega, T)$. Recall in general that $\|f - \tilde{f}\| \leq C(\Omega, T)\|f - Pf\|$, where $\tilde{f}$ is the reconstruction. The table suggests that this estimate is reasonably sharp. Recall also technique from §4.3 that $C(\Omega, T)$ can be approximated by a limiting process. The result of this is also shown in the table. Moreover, in the $(K, \delta)$-dense case, we see that the estimate $C(\Omega, T) \leq (1 + \delta)/\sqrt{C_1(\Omega, T)}$ is also adequate (see the discussion in §4.3). Finally, the table also shows that the explicit bound derived in Theorem 5.7 is also reasonably good.

Figure 1: A smooth, periodic function reconstructed by Haar, periodic DB2 and periodic DB4 wavelets, from left to right. Above is the reconstruction $\tilde{f}$ (magenta) and the original function $f$ (blue), and below is the error $|f - \tilde{f}|$. In all experiments, the same jittered sampling scheme is used, with $K = 128$ and $2^R = 256$.
We now wish to exhibit the advantage of NUGS: namely, it allows one to reconstruct in a subspace $T$ that is well suited to the function to be recovered. In Figures 1 and 2 we consider the reconstruction of two functions using different wavelets. The first function is periodic, hence we use periodic wavelets, and the second is nonperiodic, and therefore we use boundary wavelets. Note that in all cases exactly the same set of measurements is used. As is evident, increasing the wavelet smoothness leads to a smaller error. This is due to the property of this approach described in Corollary 5.6: namely, since NUGS is quasi-optimal and since it requires only a linear scaling for wavelet bases, it obtains optimal approximation rates in terms of the sampling bandwidth.

Next we consider the effect of noise. In Table 4 we compare the actual error in reconstructing $f$ from noisy measurements to the bound provided by $C(\Omega, T)$. Note that the bound is reasonably close to the true noise value. We also note the robustness of the reconstruction with respect to noise. This is further illustrated in Figure 3 where we plot the reconstruction of a function $f$ from noisy measurements. Even in the presence of large noise with $\eta = 0.1$, we obtain a good approximation.
Figure 3: The function \( f(x) = -\exp((\cos(6\pi x)) + \sin(4\pi x)) \cos(10\pi x) + \cos(4\pi x) \) (blue) and the reconstruction \( F(f + \eta h) \) (magenta), where \( h(x) = \text{sinc}(14\pi(x - 0.5)) \) and \( \eta = 0.1 \). The log sampling scheme is used for \( \delta = 0.95, \nu = 0.33, K = 256 \) and \( N = 3398 \). From left to right different reconstruction basis are used for \( 2^R = 256 \): Haar, periodic DB3 and boundary DB3.

### 7.1 Numerical comparison

As mentioned in §1, two common algorithms for MRI reconstruction are gridding [38, 60, 67] and iterative reconstructions [65]. We now compare these approaches with NUGS. Recall, however, that iterative reconstruction algorithm can be interpreted as a particular instance of NUGS corresponding to a Haar wavelet basis for \( T \) (see Remark 5.8). We therefore continue to refer to it as such in our numerics.

Gridding is a simple technique for MRI reconstruction. It is direct, as opposed to iterative, and can be computed with a single NUFFT. Unfortunately, this reconstruction is plagued by artefacts, even when the original function is periodic. This is shown in the left panels of Figures 4 and 5. Alternatively, one can use the NUGS reconstruction with wavelets. As shown in these figures, this gives a far superior reconstruction of \( f \), even in the case of discontinuous functions with sharp peaks (see Figure 5). Recall also that the NUGS reconstruction can also be computed efficiently using NUFFTs (see Remark 3.5). Hence, using the same measurement data, and with roughly the same computational cost, we obtain a vastly improved reconstruction.

Figures 1–5 also show the clear advantage of changing the NUGS reconstruction space \( T \) from Haar wavelets (i.e. the iterative reconstructions) to higher-order wavelets. This improvement is justified by Corollary 5.6 following the discussion in Remark 5.2.

**Remark 7.1** The reason why NUGS obtains an improvement by changing \( T \) is that it computes quasi-optimal approximations to the actual wavelet coefficients of \( f \). In particular, it avoids the wavelet crime [62]. Let \( a^* \) be the vector of first \( M \) coefficients in some wavelet basis. NUGS solves the least squares problem \( Aa \approx b \), where \( A \) is the matrix of Fourier samples of wavelet basis functions and \( b \) is the vector of nonuniform Fourier samples of \( f \) (see (3.10)). The error estimates proved show that \( \|a - a^*\| \equiv \|\hat{f} - \mathcal{P}_T f\| \) is proportional to the best approximation error \( \|f - \mathcal{P}_T f\| \) of \( f \) in the wavelet subspace \( T \).

As an alternative, to compute wavelet coefficients one may be tempted to construct the matrix \( \tilde{A} = FW \), where \( F \in \mathbb{C}^{N \times M} \) is the nonuniform discrete Fourier transform and \( W \in \mathbb{C}^{M \times M} \) is the discrete wavelet transform, and solve the least squares problem \( \tilde{A}a \approx b \). Since \( W \) is orthogonal, this is equivalent to solving \( Fc \approx b \) and then setting \( a = WTc \). However, \( c \) is a vector of pixel values of \( f \), and is therefore equivalent to the solution of the iterative reconstruction algorithm (recall §5.2.2). Since \( W \) is orthogonal, we have \( \|a - a^*\| = \|c - c^*\| \), where \( c \) is the vector of exact coefficients of \( f \) in the pixel basis. Thus, the accuracy of the computed wavelet coefficients
Figure 4: A periodic function $f(x) = \frac{1}{2}\cos(8\pi x) - \sin(2\pi x)$ is reconstructed by gridding (left) and NUGS with Haar (middle) and DB2 (right) wavelets for $2^R = 512$. The lower pictures show the error $|f - \tilde{f}|$. The jittered sampling scheme is used for $\epsilon = 0.7, \eta = 0.14$ and $K = 256$.

Figure 5: A discontinuous function reconstructed by gridding, and NUGS with Haar and DB4 wavelets (from left to right). The reconstruction is in magenta and original in blue. Below, a close-up is shown. The jittered sampling is used for $\epsilon = 0.75, \eta = 0.1$ and $K = 2^R = 1024$. 
$a = W^Tc$ is not determined by how well $f$ is approximated in the given wavelet basis, but how well $f$ is approximated by a piecewise constant function. This accuracy is typically low, which means that one will not see the benefits of higher-order wavelets with this approach. In particular, the higher approximation orders – that is, faster decay of $\|f - P_Tf\|$ – offered by boundary wavelets (see Remark 5.2).

8 Conclusions and future work

The purpose of this paper was to introduce and analyze a framework for stable reconstructions in arbitrary subspaces $T$ from nonuniform Fourier samples. We have shown that this is always possible provided the samples are $(K,\delta)$-dense or arise from a Fourier frame, and provided the bandwidth $K$ or index $N$ is taken sufficiently large in relation to $T$. Moreover, for the case where $T$ consists of wavelets, we have shown that a linear scaling of $K$ or $N$ with the dimension $M = 2^R$ suffices, but that this scaling cannot be below a certain critical threshold, otherwise exponential instability necessarily occurs.

There are several topics for future work. First, much of the one-dimensional theory developed in this paper extends to higher dimensions. In particular, following the same ideas originally due to Gröchenig [30], §4 can be extended to higher dimensions. However, the sufficient condition of [30] on the density $\delta$ for a weighted Fourier frame deteriorates linearly with dimension and thus ceases to be sharp for $d > 1$. Improving these seminal results, and in particular, establishing dimensionless estimates, is the topic of current investigations and will be presented elsewhere. Note that in higher dimensions, it is also important to analyze other reconstruction spaces besides wavelets, such as curvelets and shearlets.

Second, there is the question of how the reconstruction constant $C(\Omega, T)$ behaves for other common choices of subspace $T$. In [37], Hrycak & Gröchenig showed that when $T$ consists of polynomials of degree at most $M$, then $O(M^2)$ uniform Fourier samples suffice for boundedness of $C(\Omega, T)$ (see also [33]). This quadratic scaling is in fact necessary, as was shown in [11]. Similarly, when $T$ consists of trigonometric polynomials, it was shown in [5] that a linear scaling suffices whenever samples arise from a Fourier frame. We believe both results can be extended to the $(K,\delta)$-dense case, and leave this for future work.

A third topic for future work involves the choice of the operator $\mathcal{S}$. As discussed in Remark 3.4, the theory developed in [3] allows for other choices of $\mathcal{S}$ than that which was considered in the latter half of the paper: namely, (3.6) with weights given by (4.1). It is possible that different choices, possibly depending on the subspace $T$, may yield improvements in the reconstruction constant. For related work, see [17, 29].

Recall that in this paper the sampling scheme $\Omega$ is considered fixed. This situation arises in applications such as MRI, where $\Omega$ is often specified by physical constraints, e.g. magnetic gradients, noise etc. However, in many applications, one may have substantial flexibility to design $\Omega$ so as to optimize the reconstruction quality. That is, for a given subspace $T$, one seeks to design $\Omega$ as small as possible whilst keeping the reconstruction constant $C(\Omega, T)$ below a desired maximum value. This question is closely related to the existence of Marcinkiewicz–Zygmund inequalities (see [19, 49, 54] and references therein), which have been well-researched for certain choices of $\hat{T}$ (e.g. trigonometric polynomials, spherical harmonics,...). On the other hand, designing good (or perhaps even optimal) sampling schemes for families of wavelet subspaces, for example, remains an open problem, but one of practical interest.

Finally, as discussed in [11] the eventual aim of this work is to combine the theory developed here with compressed sensing tools to allow for recovery of compressible images from relatively few
nonuniform Fourier samples. This is also work in progress. For an extensive discussion in the case of uniform Fourier measurements we refer to [7].

A Proof of Theorem 3.3

We first show that $\tilde{C} \leq C$, and in particular, that $\tilde{C} < \infty$. By definition

$$1/\tilde{C} = \inf_{g \in \mathcal{T}} \frac{\|P_{\mathcal{T}} g\|}{\|g\|} = \inf_{g \in \mathcal{T}} \sup_{g' \in \mathcal{T}} \frac{|\langle g, Sg' \rangle|}{\|g\| \|Sg\|}.$$ 

Let $g \in \mathcal{T}\{0\}$. If $Sg = 0$, then $\langle Sg, g \rangle = 0$ which contradicts the admissibility of $S$. Hence $Sg \neq 0$. Therefore, we may set $g' = g$ above to get

$$1/\tilde{C} \geq \inf_{g \in \mathcal{T}} \frac{\langle Sg, g \rangle}{\|g\| \|Sg\|}.$$ 

Observe that

$$\|Sg\| = \sup_{h \in \mathcal{H}} \frac{\langle Sg, h \rangle}{\|h\|} \leq \sqrt{C_2} \sqrt{\langle Sg, g \rangle},$$ 

where the inequality follows from (3.2) and (3.4). This now gives

$$1/\tilde{C} \geq \frac{1}{\sqrt{C_2}} \inf_{g \in \mathcal{T}} \frac{\sqrt{\langle Sg, g \rangle}}{\|g\|},$$ 

which, upon application of (3.3), yields $\tilde{C} \leq \sqrt{C_2/C_1} = C$ as required.

To prove the remainder of the theorem, we shall used the techniques of [5] based on the geometric notions of subspace angles and oblique projections. Let $U = \mathcal{T}$ and $V = (S(\mathcal{T}))^\perp$. Note that $1/\tilde{C} = \cos(\theta_{UV})$ is cosine of the subspace angle between $U$ and $V^\perp$ defined by

$$\cos(\theta_{UV}) = \inf_{u \in U} \|P_{V^\perp} u\|.$$ 

Since $\tilde{C} < \infty$, the subspaces $U$ and $V$ satisfy the so-called subspace condition $\cos(\theta_{UV}) > 0$. Thus [5, Cor. 3.5] gives

$$\|\mathcal{W}_{UV} f\| \leq \tilde{C} \|f\|, \quad \forall f \in \mathcal{H}_0,$$

and

$$\|f - \mathcal{W}_{UV} f\| \leq \tilde{C} \|f - P_U f\|, \quad \forall f \in \mathcal{H}_0,$$

where $\mathcal{H}_0 = U \oplus V$ and $\mathcal{W}_{UV} : \mathcal{H}_0 \rightarrow U$ is the projection with range $U$ and kernel $V$.

Hence, to establish (3.9) it remains to show the following: (i) $\mathcal{H}_0 = \mathcal{H}$ and (ii) $\tilde{f} = \mathcal{W}_{UV} f$, $\forall f \in \mathcal{H}$. For (i), we note that $\mathcal{H}_0 = \mathcal{H}$ provided $\dim(\mathcal{S}(\mathcal{T})) = \dim(\mathcal{T})$ [5, Lem. 3.10]. However, if not then there exists a nonzero $g \in \mathcal{T}$ such that $\mathcal{S}(g) = 0$. As previously observed, this implies that $g = 0$; a contradiction.

For (ii), we first note that

$$\langle \mathcal{W}_{UV} f, Sg \rangle = \langle f, Sg \rangle, \quad \forall g \in \mathcal{T}.$$ 

Since $\mathcal{S}$ is self-adjoint, it follows that $\mathcal{W}_{UV} f$ satisfies the same conditions (3.7) as $\tilde{f}$. Thus, it remains only to show that $\tilde{f}$ is unique. However, if not then we find that there is a nonzero $g \in \mathcal{T} \cap \mathcal{S}(\mathcal{T})^\perp = U \cap V$. But then $\cos(\theta_{UV}) = 0$, and this contradicts the fact that $U$ and $V$ obey the subspace condition.
B Construction of periodic, folded and boundary wavelets

Following [48], we consider three standard constructions – periodic, folded and boundary wavelets.

Periodic wavelets

Suppose that \( \{ \psi_{j,k} \}_{j,k \in \mathbb{Z}} \) is a wavelet basis of \( L^2(\mathbb{R}) \) associated to an MRA with scaling function \( \phi \). Define the periodizing operation

\[
  f(x) \mapsto f_{\text{per}}(x) = \sum_{k \in \mathbb{Z}} f(x + k),
\]

and let \( \psi_{j,k}^{\text{per}} \) and \( \phi_{j,k}^{\text{per}} \) be the corresponding periodic wavelets and scaling functions. Define the periodized MRA spaces

\[
  V_j^{\text{per}} = \text{span} \{ \phi_{j,k}^{\text{per}} : k = 0, \ldots, 2^j - 1 \},
  W_j^{\text{per}} = \text{span} \{ \psi_{j,k}^{\text{per}} : k = 0, \ldots, 2^j - 1 \}.
\]

Note that the maximal index \( k \) is finite, since \( \phi_{j,k}^{\text{per}} + 2^{j} \phi_{j,k}^{\text{per}} = \phi_{j,k}^{\text{per}} \) and likewise for \( \psi_{j,k}^{\text{per}} \).

Now let \( J \in \mathbb{N}_0 \) be given. Then

\[
  L^2(0,1) = V_J^{\text{per}} \oplus W_J^{\text{per}} \oplus W_{J+1}^{\text{per}} \oplus \cdots.
\]

We now introduce the finite-dimensional reconstruction space \( T \):

\[
  T = V_J^{\text{per}} \oplus W_J^{\text{per}} \oplus W_{J+1}^{\text{per}} \oplus \cdots.
\]

This is the space (5.2) for type = per. Since the original wavelets have an MRA, we also have that

\[
  T = V_R^{\text{per}} = \text{span} \{ \phi_{R,k}^{\text{per}} : k = 0, \ldots, 2^R - 1 \}.
\]

Without loss of generality, we now suppose that \( \text{supp}(\phi) \subseteq [-p+1,p] \) for \( p \in \mathbb{N} \). Note the following:

if \( \text{supp}(f) \subseteq [0,1] \) then \( f(x) = f_{\text{per}}(x) \) for \( x \in [0,1] \). In particular, since

\[
  \text{supp}(\phi_{R,k}) = [(k - p + 1)/2^R, (k + p)/2^R],
\]

we have that \( \phi_{R,k}^{\text{per}}(x) = \phi_{R,k}(x) \), \( x \in [0,1] \), whenever \( k = p, \ldots, 2^R - p - 1 \). Hence, it is possible to decompose the space \( T \) into

\[
  T = T_\text{left} \oplus T_\text{i} \oplus T_\text{right},
\]

where

\[
  T_\text{i} = \text{span} \{ \phi_{R,k} : k = p, \ldots, 2^R - p - 1 \},
\]

contains interior scaling functions with support in \((0,1)\) and

\[
  T_\text{left} = \text{span} \{ \phi_{R,k}^{\text{per}}_{[0,1]} : k = 0, \ldots, p - 1 \},
  T_\text{right} = \text{span} \{ \phi_{R,k}^{\text{per}}_{[0,1]} : k = 2^R - p, \ldots, 2^R - 1 \},
\]

contain the periodized scaling functions.
Folded wavelets

Folded wavelets are defined via the folding operation

\[ f(x) \mapsto f^{\text{fold}}(x) = \sum_{k \in \mathbb{Z}} f(x - 2k) + \sum_{k \in \mathbb{Z}} f(2k - x). \]

In this case, one obtains biorthogonal bases of wavelets for H. Note that in this case we have

\[ V_j^{\text{fold}} = \text{span}\{ \phi_{j,k}^{\text{fold}} : k = 0, \ldots, 2^j - 1 \}, \quad W_j^{\text{fold}} = \text{span}\{ \psi_{j,k}^{\text{fold}} : k = 0, \ldots, 2^j - 1 \}, \]

where \( t \) takes value 0 if the wavelets are symmetric about \( x = 1/2 \) and 1 if they are antisymmetric.

Much as before, we define the finite-dimensional reconstruction space

\[ T = V_J^{\text{fold}} \oplus W_J^{\text{fold}} \oplus W_{J+1}^{\text{fold}} \oplus \cdots \oplus W_{R-1}^{\text{fold}}, \]

and note that

\[ T = V_R^{\text{fold}} = \text{span}\{ \phi_{R,k}^{\text{fold}} : k = 0, \ldots, 2^R - 1 \}. \]

As for periodic wavelets, T can be decomposed into three subspaces containing interior and boundary wavelets, i.e. \( T = T^{\text{left}} \oplus T^{\text{i}} \oplus T^{\text{right}}. \)

Boundary wavelets

In this case, a new basis on \([0, 1]\) is defined as follows. Set

\[ \phi_{j,k}^{\text{int}}(x) = \begin{cases} 2^{j/2} \phi_{2j}^{\text{left}}(2^j x - k) & 0 \leq k < 2^j - p \\ 2^{j/2} \phi_{2j}^{\text{right}}(2^j x - k) & 2^j - p \leq k < 2^j, \end{cases} \]

and similarly for the wavelet functions \( \psi_{j,k}^{\text{int}}. \) Here the functions \( \phi_{k}^{\text{left}} \) and \( \phi_{k}^{\text{right}} \) are particular boundary scaling functions. See [21] for details. We may now define an MRA

\[ V_j^{\text{int}} = \text{span}\{ \phi_{j,k}^{\text{int}} : k = 0, \ldots, 2^j - 1 \}, \quad W_j^{\text{int}} = \text{span}\{ \phi_{j,k}^{\text{int}} : k = 0, \ldots, 2^j - 1 \}, \]

which, for \( J \geq \log_2(2p) \) gives the reconstruction space

\[ T = V_J^{\text{int}} \oplus W_J^{\text{int}} \oplus \cdots \oplus W_{R-1}^{\text{int}} = V_R^{\text{int}}. \]

Note that, as before, we may decompose T as \( T^{\text{left}} \oplus T^{\text{i}} \oplus T^{\text{right}}. \)

\section{Proof of Proposition 5.12}

First, we require the following lemma:

\textbf{Lemma C.1.} Let \( \{\omega_n\}_{n \in \mathbb{Z}} \) be an increasing sequence of separated points with minimal separation \( \eta = \inf_{n \in \mathbb{Z}} \{\omega_{n+1} - \omega_n\} > 0. \) Then there exists a set of points \( \{\tilde{\omega}_n\}_{n \in \mathbb{Z}} \) with minimal separation at least \( \eta/2 \) such that \( \{\omega_n\}_{n \in \mathbb{Z}} \subseteq \{\tilde{\omega}_n\}_{n \in \mathbb{Z}} \) and

\[ \sup_{n \in \mathbb{Z}} \{\tilde{\omega}_{n+1} - \tilde{\omega}_n\} \leq \eta. \]
Proof. Let $n \in \mathbb{Z}$. If $\omega_{n+1} - \omega_n = \eta$ then we do nothing. Otherwise, let $k \in \mathbb{N}$ be the smallest integer such that $\omega_{n+1} - \omega_n \leq (k + 1)\eta$. Introduce the new points
\[ \omega_n + r\eta, \quad r = 1, \ldots, k - 1, \]
as well as
\[ \frac{1}{2} (\omega_n + (k - 1)\eta + \omega_{n+1}). \]
These new points are at least $\eta/2$ separated, and have maximal separation at most $\eta$. \hfill \Box

Proof of Proposition 5.12. Recall from Theorem 4.7 that any sequence $\{\omega_n\}_{n \in \mathbb{Z}}$ that gives a frame is necessarily relatively separated, i.e. it is a finite union of separated sequences. Since we wish to obtain an upper bound for
\[ \sum_{|n| > N} |\hat{f}(\omega_n)|^2, \]
for any $f \in T$, we may therefore assume without loss of generality that $\{\omega_n\}_{n \in \mathbb{Z}}$ is a separated sequence with separation $\eta$. Moreover, after an application of Lemma C.2, we may assume without loss of generality that $\{\omega_n\}_{n \in \mathbb{Z}}$ is $\eta/2$ separated with maximal spacing at most $\eta$.

As in the proof of Proposition 5.10, let $f = \sum_{k=M_1}^{M_2} a_k \sqrt{M} \phi(M \cdot -k) \in T$ and write $\tilde{\Psi}(x) = \sum_{k=M_1}^{M_2} a_k e^{-2\pi ikx}$ so that
\[ \hat{f}(\omega) = \frac{1}{\sqrt{M}} \hat{\phi} \left( \frac{\omega}{M} \right) \tilde{\Psi} \left( \frac{\omega}{M} \right). \] (C.1)
Let
\[ \Psi(x) = e^{2\pi i M_3 x} \tilde{\Psi}(x) = \sum_{k=M_1-M_3}^{M_2-M_3} a_{k+M_3} e^{-2\pi ikx}, \quad M_3 = \left\lceil \frac{M_1 + M_2}{2} \right\rceil, \] (C.2)
so that $|\Psi(x)| = |\tilde{\Psi}(x)|$. By (C.1) we also have $|\hat{f}(\omega)| = \frac{1}{\sqrt{M}} |\hat{\phi}(\omega/M)| |\tilde{\Psi}(\omega/M)| = \frac{1}{\sqrt{M}} |\hat{\phi}(\omega/M)||\Psi(\omega/M)|$, and therefore
\[ \sum_{n > N} |\hat{f}(\omega_n)|^2 \leq \frac{1}{M} \sum_{n > N} |\hat{\phi}(\omega_n/M)|^2 |\Psi(\omega_n/M)|^2 \leq \frac{1}{M} \sum_{n > N} \sup_{\omega \in I_l} |\hat{\phi}(\omega/M)|^2 \sum_{n : \omega_n \in I_l} |\Psi(\omega_n/M)|^2, \]
where $I_l = [\omega_N + lM, \omega_N + (l + 1)M)$. Since $\{\omega_n\}_{n \in \mathbb{Z}}$ is separated and increasing, we must have that $\omega_N \geq N$ as $N \to \infty$. In particular $\omega_N > 0$ for sufficiently large $N$. By the assumption on $\phi$, we therefore obtain
\[ \sum_{n > N} |\hat{f}(\omega_n)|^2 \lesssim M^{2\alpha - 1} \sum_{l=0}^{\infty} (\omega_N + 2lM)^{-2\alpha} \sum_{n : \omega_n \in I_l} |\Psi(\omega_n/M)|^2. \]
We now claim that the result follows, provided
\[ \sum_{n : \omega_n \in I_l} |\Psi(\omega_n/M)|^2 \leq cM \|\Psi\|^2, \quad \forall l = 0, 1, 2, \ldots \] (C.3)
We shall prove that (C.3) holds in a moment. First, however, let us show how (C.3) implies the result. Substituting this bound into the previous expression gives
\[ \sum_{n > N} |\hat{f}(\omega_n)|^2 \lesssim M^{2\alpha} \sum_{l=0}^{\infty} (\omega_N + 2lM)^{-2\alpha} \|\Psi\|^2 \lesssim \left( \frac{\omega_N}{M} \right)^{1-2\alpha} \|\Psi\|^2. \]
Similarly, we also get
\[
\sum_{n < -N} |\hat{f}(\omega_n)|^2 \lesssim \left( \frac{|\omega - N|}{M} \right)^{1 - 2\alpha} \|\Psi\|^2.
\]

An application of (5.9) now gives
\[
\tilde{E}(T, N)^2 \lesssim \frac{1}{d_1} \left( \min \{\omega_N, |\omega - N|\} \right)^{1 - 2\alpha}.
\]

Since \(\omega_N, |\omega - N| \gtrsim N\) as \(N \to \infty\), the result now follows.

It remains to establish (C.3). Write \(\{\omega_n: \omega_n \in I_1\} = \{x_1, \ldots, x_L\}\) where
\[
\omega_N / M + l \leq x_1 < x_2 < \ldots < x_L \leq \omega_N / M + l + 1,
\]
and set \(x_0 = x_1\) and \(x_{L+1} = x_L\). Note that \(\eta / (2M) \leq x_{n+1} - x_n \leq \eta / M\). Therefore
\[
\sum_{n: \omega_n \in I_1} |\Psi(\omega_n / M)|^2 = \sum_{n=1}^L |\Psi(x_n)|^2 \leq \frac{2M}{\eta} \sum_{n=1}^L \mu_n |\Psi(x_n)|^2,
\]
where \(\mu_n = \frac{1}{2} (x_{n+1} - x_{n-1})\). Hence, by Lemma 5.11 we have
\[
\sum_{n: \omega_n \in I_1} |\Psi(\omega_n / M)|^2 \leq \frac{2M}{\eta} \left[ \|\Psi\|_{[a, b]} + \frac{\eta}{M\pi} \|\Psi'\|_{[a, b]} \right]^2,
\]
where \(a = \frac{1}{2} (x_1 + x_0) = x_1\) and \(b = \frac{1}{2} (x_{L+1} + x_L) = x_L\). Note that \(|b - a| \leq 1\). Hence since \(\Psi\) is periodic, we get
\[
\sum_{n: \omega_n \in I_1} |\Psi(\omega_n / M)|^2 \leq \frac{2M}{\eta} \left[ \|\Psi\| + \frac{\eta}{M\pi} \|\Psi'\| \right]^2.
\]

To prove the result, we only need to show that \(\|\Psi'\| \leq M\pi\|\Psi\|\). Since \(\Psi\) is a trigonometric polynomial given by (C.12), we have
\[
\|\Psi'\| \leq 2 \max \{M_2 - M_3, M_3 - M_1\} \pi\|\Psi\|.
\]

Thus it remains to show that \(M_2 - M_3, M_3 - M_1 \leq M/2\). Since \(T \subseteq H\) by assumption, the function \(\phi\) must have compact support. Let \(\text{supp}(\phi) \subseteq [a, b]\). Then we must also have that \(-a \leq M_1 \leq M_2 \leq M - b\). In particular, \(M_2 - M_1 \leq M - (b - a) < M\). Therefore
\[
M_2 - M_3 \leq M_2 - \frac{M_1 + M_2}{2} < \frac{M}{2}; \quad M_3 - M_1 \leq \frac{M_1 + M_2}{2} + 1 - M_1 \leq \frac{M}{2} + 1 - \frac{b - a}{2}.
\]
Since \(M_3 - M_1 \in \mathbb{N}\) and \(b - a > 0\) we obtain the result. \(\square\)
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