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Abstract—In this paper, we develop a mechanical system inspired microscopic traffic model to characterize the longitudinal interaction dynamics among a chain of vehicles. In particular, we extend our prior work on mass-spring-damper-clutch based car-following model between two vehicles to multi-vehicle scenario. This model can naturally capture the driver’s tendency to maintain the same speed as the vehicle ahead while keeping a (speed-dependent) desired spacing. It is also capable of characterizing the impact of the following vehicle on the preceding vehicle, which is generally neglected in existing models. A new string stability criterion is defined for the considered multi-vehicle dynamics, and stability analysis is performed on the system parameters and time delays. An efficient online parameter identification algorithm, sequential recursive least squares with inverse QR decomposition (SRLS-IQR), is developed to estimate the driving-related model parameters. These real-time estimated parameters can be employed in advanced longitudinal control systems to enable accurate prediction of vehicle trajectories for improved safety and fuel efficiency. The proposed model and the parameter identification algorithm are validated on NGSIM, a naturalistic driving dataset, as well as our own connected vehicle driving data. Promising performance is demonstrated.
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I. INTRODUCTION

Rising traffic congestion has become an increasingly frustrating societal problem, especially in large metropolitan areas across the globe. It has led to a variety of issues including great loss in time and money [1], elevated stress and frustration in drivers [2], and intensified air pollution [3]. Based on a recent report from INRIX [1], traffic congestion cost U.S. more than $300 billion dollars and drivers in big cities spent more than 100 hours in congestion in the year of 2017 alone. A number of traffic control technologies have thus been pursued to mitigate the congestion, including ramp metering [4], [5], dynamic speed limits [6], [7], vehicle platooning [8], [9], and active traffic light control [10]–[12]. It is worth noting that all those technologies require accurate estimation and prediction of real-time traffic, which creates a critical need to have a good understanding of the traffic dynamics and flow.

Therefore, a multitude of traffic models have been investigated to study traffic characteristics and flow evolution. These models can generally be classified into two categories: macroscopic and microscopic. Inspired by continuum fluid flow theories, macroscopic models focus on the study of macroscopic traffic characteristics such as flow speed, traffic density, and traffic volume [13]. These models can be further classified, based on different assumptions made, as kinematic flow models [14]–[16], dynamic flow models [17], [18], and lattice hydrodynamic models [19], [20]. On the other hand, microscopic traffic models deal with local vehicle interactions in terms of relative spacing, speed, and acceleration for individual vehicles. There are two main types of microscopic models: cellular automata (CA) models and car-following (CF) models. The CA models characterize human driving behaviors using stochastic discrete event system, which is capable of modeling lane change behaviors [21], [22] whereas the CF models are concerned with the following vehicle’s interaction with its lead vehicle in a single lane setting [23], [24]. As the CF models underpin the important design principals of Advanced Driver Assistant Systems (ADAS) such as adaptive cruise control [25], it will be the focus of this paper.

Many CF models have been developed since the 1950s [25]–[29], among which the Gazis-Herman-Rothery (GHR) model is arguably the most popular CF model. It was developed in the late 1950s by the General Motors research lab [24] with the underlying hypothesis that the instantaneous acceleration of the ego vehicle is directly proportional and inversely proportional, respectively, to the relative speed and the relative distance from the lead vehicle, evaluated at time $\tau$ earlier (i.e., delay due to reaction time). Model parameters including the polynomial orders of the speed and relative distance terms, as well as a gain term, were calibrated using on-road driving data from wire-linked vehicles. A great number of GHR model variants have been developed since then, proposing different “optimal” parameter combinations based on driving data from various experimental setup [26], [27], [29]. Another class of popular CF models are the Helly models (also known as optimal velocity model), which introduce the idea of desired spacing dependent on speed and/or acceleration as well as explicitly consider an error term [31]. Different experimental setups were later proposed and several variants have then been developed based on various experimental datasets [28], [29]. Other types of models also exist, including fuzzy logic-based models [32], collision avoidance models [21], [22], and psychophysical models [33], [34]. The readers are referred to [25] for a comprehensive review of the CF models. Despite the large number of existing CF models, it is pointed out in [25] that the available relationships are still not rigorously understood and proven.

To obtain a CF model with better physical interpretability, in our prior work [35], we developed a mass-spring-damper-
clutch traffic model that captures many natural driving behaviors in car-following dynamics. Specifically, a mechanical spring between two masses (the lead and ego vehicles) resembles the ego vehicle’s tendency to accelerate/decelerate when the relative distance to the preceding vehicle is too large/small; a mechanical damper is used to characterize the ego vehicle’s tendency to follow a similar speed as the preceding vehicle, and a mechanical clutch system is to model driver’s delayed actions due to the reaction time. The model is validated using naturalistic driving data [35].

Based on our preliminary work [35], in this paper, we extend the mass-spring-damper-clutch model from two vehicles to multiple vehicles. In particular, we model the interactions of multiple vehicles in a single lane as a chain of masses interconnected with springs and dampers between neighboring vehicles. This extended mechanical system-inspired model retains the physical interpretability and can capture the impact of the following vehicle on the leading vehicle, which is neglected in existing CF models. Due to the coupled dynamics resulting from the reaction forces between the masses (representing the vehicles), we define a new string stability criterion and analyze it on system parameters and reaction delays.

Furthermore, real-time prediction of driving trajectory has shown to be the key enabling technology in ADAS to achieve improved fuel economy and road safety [36]. Towards this end, we develop an efficient online parameter identification algorithm that exploits inverse QR decomposition [37] to identify the model parameters in real-time. With identified driving-related parameters, the vehicle trajectories can be predicted accordingly. The algorithm is computationally efficient numerically stable, making it suitable for real-time implementations. Furthermore, we validate the proposed model and the parameter identification framework on a real-world driving dataset NGSIM, as well as data from our own connected vehicle studies. Promising performance is demonstrated.

The contributions of this paper include the following. First, we develop a mechanical system inspired microscopic traffic model for multiple vehicle using a chained mass-spring damper system. The new model has great physical interpretability and can characterize the impact of the following vehicle on the preceding vehicle, which is ignored in existing models [21], [24], [26], [28], [31]. Secondly, based on the proposed model, we define a new string stability criterion and perform analysis to determine the string stability on different system parameters and various time delays. Last but not least, we develop an online parameter identification algorithm with recursive least square and inverse QR decomposition to estimate the model parameters in real time with great computational efficiency and numerical stability. The proposed models and the online parameter identification algorithm are validated on two naturalistic driving dataset, NGSIM and one collected from our own connected vehicle study, with promising results demonstrated.

The remainder of this paper is organized as follows. We present our mechanical system inspired traffic model in Section II followed by the string stability definition and analysis of the model in Section III. In Section IV, the online parameter identification algorithm is described whereas the validation of the model and parameter identification framework is presented in Section V. Finally, concluding remarks and future works are discussed in Section VI.

II. MECHANICAL SYSTEM INSPIRED MICROSCOPIC TRAFFIC MODEL

We consider a group of \( N \) vehicles on a traffic network (in a single lane) where the car-following dynamics is modeled as a mass-spring-damper-clutch system as shown in Figure 1. Specifically, the vehicles are represented by rigid bodies with springs and dampers connected in-between. The driving behavior of each vehicle \( V_i, i = 1, \ldots, N \), is characterized by a tuple \( V_i = \{m_i, k_i, c_i, \alpha_i, \beta_i\} \), where \( m_i \), \( k_i \), and \( c_i \) are, respectively, the mass, spring stiffness, and damping coefficient to characterize the driving behavior of vehicle \( i \). More specifically, the spring characterizes drivers’ tendency to accelerate (or decelerate) when the distance to the preceding vehicle is large (or small), while the damper characterizes that tendency when ego vehicle is slower (or faster) than preceding vehicle. The desired following distance of vehicle \( i \) is characterized by the relaxation length of the “spring” connecting vehicle \( i \) and vehicle \( i - 1 \). From the observation that the desired following distance, referred to as spacing policy, is typically speed dependent and driver specific [28], [31], we characterize driver \( i \)’s spacing policy as:

\[
X_i(v_i) = \begin{cases} 
X_{\text{min}}^{\text{v}}, & \text{if } v_i < \bar{v}_i \\
\beta_i \cdot v_i, & \text{if } \bar{v}_i \leq v_i \leq \bar{v}_i \\
X_{\text{max}}^{\text{v}}, & \text{otherwise}
\end{cases}
\]

where \( \bar{v}_i \) and \( \bar{v}_i \) represent the lower and upper threshold points, respectively; and the slope is denoted as \( \beta_i \) that can be interpreted as the desired time headway.

Due to the nature of reaction force from the spring-damper system at the ends, the proposed model can characterize the impact of the following vehicle on the preceding vehicle. For example, if a following tailgates a preceding vehicle, the driver of the preceding vehicle will typically accelerate (or change a lane in a multi-lane situation). This impact is rarely considered in existing literature. Also note that this impact is asymmetric, i.e., the impact of the preceding vehicle on the following vehicle is generally larger than that vice versa. Therefore,
we introduce a scaling factor, $\alpha_i \in (0,1)$, to differentiate the two impacts, where $\alpha_i = 0$ coincides with the case that the impact of following vehicle on the preceding vehicle is not considered.

With the aforementioned modeling and based on Newton’s law, the equations of motion of the vehicles can be written as:

$$\dot{h}_{i,1}(t) = v_i(t) - v_{i-1}(t);$$

$$m_i \ddot{v}_i = k_i [h_{i,1}(t - \tau_i) - X_1^0(t - \tau_i)]
+ c_i [v_i(t - \tau_i) - \dot{v}_i(t - \tau_i)]
- \alpha_1 k_2 [h_{i,2}(t - \tau_i) - X_2^0(t - \tau_i)]
- \alpha_1 c_2 [v_i(t - \tau_i) - \dot{v}_2(t - \tau_i)];$$

$$\ddot{h}_{i,2}(t) = v_i(t) - \dot{v}_2(t);$$

$$m_{i+1} \ddot{v}_{i+1} = k_{i+1} [h_{i+1,1}(t - \tau_{i+1}) - X_1^0(t - \tau_{i+1})]
+ c_{i+1} [v_{i+1}(t - \tau_{i+1}) - \dot{v}_{i+1}(t - \tau_{i+1})];$$

$$\ddot{h}_{i+1,1}(t) = v_{i+1}(t) - v_i(t);$$

$$\ddot{h}_{N-1,N} = v_{N-1} - v_N;$$

$$m_N \ddot{v}_N = k_N [h_{N-1,N}(t - \tau_N) - X_N(t - \tau_N)]
+ c_N [v_{N-1}(t - \tau_N) - \dot{v}_N(t - \tau_N)],$$

where $h_{i,i+1}$ represents the distance between vehicle $i$ and vehicle $i+1$, $v_i$ denotes the speed of vehicle $i$, $\tau_i$ represents the delay of vehicle $i$ due to driver $i$’s reaction time, and $X_i^0$ is the equilibrium relaxation length of spring $i$ (desired following distance of vehicle $i$) defined in [1].

As mentioned above, the proposed mass-spring-damper-clutch system naturally characterizes a rational driver’s car-following behavior. First, a damper, which exerts forces responding to relative speed between two masses, is introduced to characterize the driver’s tendency to resist large relative speed (positive or negative). Second, drivers typically follow a desired relative distance to the lead vehicle, which is captured by a spring that exerts forces responding to deviations from a relaxation equilibrium. Third, the delay induced from driver reaction/vehicle response is captured by a mechanical clutch that induces time delays for engagement and disengage. Compared to existing microscopic traffic models [24, 26–29, 31], the proposed mechanical system inspired model provides interpretable physical insights on the CF dynamics, in contrast to existing models that are mainly derived from data regression. Furthermore, the model is capable of characterizing the impact of the following vehicle on the preceding vehicle, which is neglected in existing models. This impact is frequently observed in daily driving and issues arise when neglecting it in cascading CF models into a chain to characterize the dynamics of multiple vehicles.

III. STABILITY ANALYSIS

In this section, stability analysis of the above mechanical system-inspired traffic model is presented. From the equations of motion in Eqn. [2], it is easy to show that the system has a uniform-flow equilibrium at which all following vehicles achieve the same speed as the lead vehicle while maintaining the desired following distance based on its speed and desired time headway, i.e.,

$$v_0^* = v_1^* = ... = v_N^*,$$

$$h_{i-1,i} = \beta_i v_i^*,$$

for $i = 1, 2, ..., N$, where $v_0^*$ is the equilibrium speed of the “ghost vehicle”. Here the ghost vehicle is defined as the vehicle, physically or virtually, leading the first vehicle and is not part of the studied fleet. To study stability, we define the perturbation on the ghost vehicle as:

$$\tilde{v}_0 = v_0 - v_0^*,$$

which will result in fluctuations in the whole system with the following defined perturbations

$$\tilde{v}_i = v_i - v_i^*;$$

$$\tilde{h}_{i-1,i} = h_{i-1,i} - h_{i-1,i}^*,$$

for $i = 1, 2, ..., N$. We can then obtain the perturbation dynamics from Eqn. [2] as follows:

$$\dot{\tilde{h}}_{0,1}(t) = \tilde{v}_0(t) - \tilde{v}_1(t);$$

$$m_1 \ddot{\tilde{v}}_1 = k_1 [\tilde{h}_{0,1}(t - \tau_1) - \beta_1 \tilde{v}_1(t - \tau_1)]
+ c_1 [\tilde{v}_0(t - \tau_1) - \dot{\tilde{v}}_1(t - \tau_1)]
- \alpha_1 k_2 [\tilde{h}_{1,2}(t - \tau_1) - \beta_2 \tilde{v}_2(t - \tau_1)]
- \alpha_1 c_2 [\tilde{v}_1(t - \tau_1) - \dot{\tilde{v}}_2(t - \tau_1)];$$

$$\ddot{\tilde{h}}_{1,2}(t) = \tilde{v}_1(t) - \dot{\tilde{v}}_2(t);$$

$$\ddot{\tilde{h}}_{i-1,i}(t) = \tilde{v}_i(t) - \dot{\tilde{v}}_{i+1}(t);$$

$$\ddot{\tilde{h}}_{N-1,N} = \tilde{v}_{N-1} - \tilde{v}_N;$$

$$m_N \ddot{\tilde{v}}_N = k_N [\tilde{h}_{N-1,N}(t - \tau_N) - \beta_N \tilde{v}_N(t - \tau_N)]
+ c_N [\tilde{v}_{N-1}(t - \tau_N) - \dot{\tilde{v}}_N(t - \tau_N)],$$

We define, respectively, the perturbed state vector, the disturbance input, and the output vector as:

$$x = [\tilde{h}_{0,1}, \tilde{v}_1, ..., \tilde{h}_{N-1,N}, \tilde{v}_N]^T,$$

$$u = \tilde{v}_0, \quad y = [\tilde{v}_1, \tilde{v}_2, ..., \tilde{v}_N]^T,$$

which allows us to write Eqn. [5] in the following compact form:

$$\dot{x}(t) = A_0 x(t) + \sum_{i=1}^N A_{i,d} x(t - \tau_i) + B u(t - \tau_1)$$

$$y(t) = C x(t),$$

where the matrices $A_0$, $A_{i,d}$, $B$ and $C$ can be found by inspecting Eqn. [5]. The plant and string stability of the above linear time-delay system can be analyzed by either approximating the system with an equivalent non-delay linear system (i.e., to find equivalent $A_e$, $B_e$ and $C_e$ matrices in a higher dimension) or using iterative approaches to directly analyze the time-delay systems, see e.g., [38, 39]. We adopt the former approach here as it can be easily done via numerical software.
(e.g., with the *pade* command in Matlab). Given the system matrices $A_0$, $A_{i,d}$, $B$, $C$, and the delays $\tau_i, i = 1, \ldots, N$, the plant stability criterion reduces to checking whether all eigenvalues of the equivalent matrix $A_c$ have negative real parts. We next examine the string stability of the considered time-delay system in (8). The traditional definition of string stability for a platoon of vehicles is that the spacing error between vehicles [40] (i.e., the difference between the desired spacing and the actual spacing) or velocity fluctuations [41] attenuates along the string of vehicles, which will guarantee that the disturbance impact decreases from vehicle to vehicle to achieve stability. However, this stability criterion does not apply to our new traffic model, which considers the impact of the following vehicle on the preceding vehicle that is not modeled in existing models, i.e., the impact is bi-directional and coupled. Therefore, the new definition of string stability must require the attenuation of disturbances on all vehicles. This more strict definition is necessary for our new traffic model as the disturbance wave propagates both forwards and backwards due to the bi-directional impacts between lead and following vehicles, and any vehicle in-between can oscillate out of bounds. As a motivating example, we find a combination of the parameters $k_i$, $c_i$ and simulate a chain of 30 vehicles whose results are illustrated in Fig. 2. It can be seen that some vehicles (e.g., vehicle 15) in-between the chain amplify the incurred disturbance on the ghost vehicle whereas other vehicles attenuate the disturbance. This clearly shows the need of the new definition where the attenuation of the disturbance on the ghost vehicle for all vehicles across a spectrum of frequencies must be satisfied. Otherwise, based on traditional definitions of string stability (e.g., [41]), the chain of vehicles will be incorrectly considered as string stable.

Therefore, we determine the string stability by examining the frequency response from $\tilde{v}_0$ to $\tilde{v}_i, i = 1, \ldots, N$, and the string stability criterion for our model is defined as:

$$\sup_{\omega} \left| \frac{\tilde{V}_i(j\omega)}{\tilde{V}_0(j\omega)} \right| \leq 1, \forall i = 1, 2, \ldots, N, \quad (9)$$

where $\tilde{V}_0(s)$ and $\tilde{V}_i(s)$ are the Laplace transform of $\tilde{v}_0$ and $\tilde{v}_i$, respectively. Note that the Laplace transform of $\tilde{V}_0$ is $G(s) = C(sI - A_0 - \sum_{i=1}^{N} A_{i,d}e^{-s\tau_i} - 1)B e^{-s\tau_i}, \quad (10)$

where the $i$-th element is

$$G_i(s) = \frac{\tilde{V}_i(s)}{\tilde{V}_0(s)}. \quad (11)$$

While the above plant and string stability criteria can be applied to an arbitrary set of system parameters and time delays, to better showcase the analysis we consider uniform parameters across the vehicle fleet and check the stability by varying the parameters in the 2D space of $k_i = \frac{k_i}{m_i}$ and $c_i = \frac{c_i}{m_i}$ while keeping other parameters constant, with $m_i = 1$, $\beta_i = 1$, $\alpha_i = 0.2$ for $i = 1, 2, \ldots, N$ where $N = 30$.

We first consider the case that no delays are present in the system. For each pair $(k_i, c_i)$ in the grid space of $-10 < \{k_i, c_i\} < 10$ with a grid size of 0.1, the aforementioned plant stability and string stability analyses are performed, whose results are shown in Fig. 3(a). Note that plant stability is the prerequisite for string stability. Therefore, we only look for string stable regions inside plant stable regions.

A string stable parameter pair (point A) and a plant stable but not string stable parameter pair (point B) are further examined, where the frequency responses for four sample vehicles are shown in Fig. 3(b) and Fig. 3(c), respectively. It
can be seen that the parameter pair corresponding to point A has an attenuating gain (i.e., \( \leq 1 \)) for all three vehicles across all frequencies while the parameter pair corresponding to point B has amplifying gains in some frequencies. The vehicle speed perturbations of the three vehicles and the ghost vehicle are shown in Fig. 4, where we add some sinusoidal fluctuations on the ghost vehicle, i.e.,

\[
\tilde{v}_0(t) = v_0^{\text{amp}} \sin(\omega t),
\]

As the underlying dynamics (6) is linear, the sinusoidal fluctuation in the ghost vehicle leads to sinusoidal fluctuations in following vehicles as indicated by Fig. 4. This figure also shows that the speed perturbations of the illustrated following vehicles are attenuated under the parameter set A whereas the vehicle perturbations are amplified under the parameter set B.

In real world scenarios, speed disturbances can contain a broad spectrum of frequencies, and by definition string unstable systems will amplify fluctuations at certain frequencies. If the vehicle chain is long, these amplified fluctuations will eventually lead to stop-and-go traffic jam (also referred to as ghost traffic jam or phantom traffic jam), which is shown in Fig. 5 that characterizes the response of white-noise disturbance on the ghost vehicle with \( v_0^{\ast} = 20 \text{ m/s} \) for string stable and string unstable cases. For the string unstable case (point B), the fluctuation on the ghost vehicle amplifies along the chain of vehicles, and those velocity profiles demonstrate the stop-and-go traffic jam phenomena (see e.g., vehicle 30). In contrast, for string stable case (point A), the white noise fluctuations of the lead vehicle leads to attenuated fluctuations in the following vehicles.

We next analyze plant and string stability with time delays, which correspond to the reaction time of human drivers and/or the intermittent vehicle-to-vehicle (V2V) communication delays (42). We first consider a fleet of 30 vehicles with a uniform delay across all the vehicles, i.e. \( \tau_1 = \tau_2 = \ldots = \tau_N = \tau \). The stability results for the uniform delays of \( \tau = 0.1, 0.2, 0.3, 0.45 \) are shown in Fig. 6. It is clear (and as expected) that as the delay increases, the plant stable and string stable regions shrink. When the delay increases to a critical value (e.g., 0.45s in our simulation), there is almost no parameter set that can make the system string stable.

We next investigate the case of non-uniform delays, which is a more general and realistic scenario that incorporates vehicle/driver heterogeneity. Due to the large number of delay combinations with multiple vehicles, we only show the case with three following vehicles. The stability region of four different delay combinations are shown in Fig. 7 which also shows a reasonable trend that as delays increase for each vehicle, the plant stable and string stable regions shrink.

**IV. ONLINE PARAMETER IDENTIFICATION**

Speed prediction plays a critical role in advanced longitudinal controls to achieve improved safety and fuel efficiency (43). It is generally assumed in existing cooperative cruise control frameworks that the dynamics/control policies of preceding vehicles are available (44), (45). While this is a reasonable assumption in a platoon of fully automated vehicles, it is difficult to achieve when human drivers are involved in the platoon. Therefore, there is a crucial need to predict the maneuvers of human drivers such that a “comprehensive preview” can be provided. As the human driver behavior is characterized by the parameters in the proposed mechanical
system inspired model, in this section we develop an efficient online parameter identification framework to enable real-time identification of those driving-related parameters and thus subsequently predict its future speed online.

More specifically, we consider a centralized estimation scheme where all participating vehicles share its vehicle data (e.g., position, speed) to a central agent through wireless communication. This can be achieved through vehicle-to-infrastructure or vehicle-to-edge cloud communications. To identify the parameters with received measurements, we first discretize the system in (2) using the Euler’s method with sampling time $\Delta$, which is reduced to

$$m_1(v_1(k) - v_1(k - 1))/\Delta = k_1[h_{0,1}(k - d_1) - X^0_1(k - d_1)] + c_1[v_0(k - d_1) - v_1(k - d_1)] - \alpha_1 k_2(h_{1,2}(k - d_1) - X^0_2(k - d_1)) - \alpha_1 c_2(v_1(k - d_1) - v_2(k - d_1));$$

$$\vdots$$

$$m_N(v_N(k) - v_N(k - 1))/\Delta = k_N[h_{1-N,1}(k - d_N) - X^0_N(k - d_N)] - X^0_N(k - d_N) + c_N[v_{N-1}(k - d_N) - v_N(k - d_N)],$$

where $d_i = \text{round}(\tau_i/\Delta)$ is the discretized delay steps. Note that as the relative speed $v_{i-1} - v_i$ and the relative distance $h_{i-1,i}$ are measured, [13] can be written as $z(k) = f(D(k); \theta)$, where $z(k) = [(v_1(k) - v_1(k - 1))/\Delta, \ldots, (v_N(k) - v_N(k - 1))/\Delta]^T$ is the measured output; $D(k) = [h_{0,1}(k), v_0(k), v_1(k), \ldots, h_{1-N,1}(k), v_{N-1}(k), v_N(k)]$ is the vector of available measurements; and $\theta = [m_1, k_1, c_1, \alpha_1, \beta_1, \ldots]$ is a vector of parameters to be estimated. Note that the function $f$ is nonlinear in the parameter vector $\theta$ as the parameters are nonlinearly coupled. To facilitate the parameter identification, we make some simplifications here by assuming that the mass terms $m_i$, the desired time headways $\beta_i$, and the scaling factors $c_i$ are homogeneous and constant across the vehicles. As a result, [13] can be further reduced to the following linear form:

$$z(k) = \Phi(k)\theta,$$

where $z(k) \in \mathbb{R}^n$ is the discretized acceleration vector same as above; $\Phi(k) \in \mathbb{R}^{n \times 2n}$ is the data matrix derived from [13]; and $\theta = [k_1, c_1, \ldots, k_N, c_N]^T \in \mathbb{R}^{2n}$ is the parameter vector to be estimated. Given a past data sequence $(\Phi(k), z(k))$, $k = 1, 2, \ldots, K$, the least-square solution of the optimal parameter can be calculated as:

$$\theta^* = \arg\min_{\theta} \sum_{k=1}^K \| \Phi(k)\theta - z(k) \|^2,$$

or equivalently

$$\theta^* = \arg\min_{\theta} \| \Psi(K)\theta - Z(K) \|^2,$$

where $\Psi(K) = [\Phi(1); \ldots; \Phi(K)]$ and $Z(K) = [z(1); \ldots; z(K)]$ are the stacked data matrices.

It is straightforward to show that the solution to the optimization problem (16) is:

$$\theta^* = (\Psi(K)^T\Psi(K))^{-1}\Psi(K)^TZ(K).$$

Note that as the time step number $K$ increases, the sizes of data matrices $\Psi(K)$ and $Z(K)$ grow dramatically, making it infeasible for online implementation. Therefore, we develop a recursive algorithm – sequential recursive least squares with inverse QR-decomposition (SRLS-IQR) – to enable parameter update in real time. In particular, at each time step $k$, we use data pairs $(\Phi_i(k), z_i(k))$ from each row $i$, $i = 1, \ldots, 2n$, of the data matrix $\Phi(k)$ and output $z(k)$ to update the parameter vector $\theta$ sequentially (for a total of $2n$ times). Furthermore, we exploit inverse QR decomposition for the recursive least square update due to its great numerical stability and computational efficiency [37]. The SRLS-IQR algorithm is detailed in Algorithm 1.

V. NATURALISTIC DRIVING DATA VALIDATION

In this section, we validate the proposed mechanical system-inspired traffic model as well as the SRLS-IQR online parameter identification on two naturalistic driving datasets: NGSIM [46] and our own data collected using connected vehicles.

A. NGSIM dataset validation

In this subsection, we evaluate the proposed framework using real-world vehicle trajectory data on US Interstate 80 (I-80 San Francisco) collected by the NGSIM program [46]. A total of 45-minutes vehicle data on a 500-meter long, six-lane study area was recorded by eight synchronized digital video cameras.

---

**Algorithm 1**: Sequential Recursive Least Squares with Inverse QR Decomposition

**Parameters:** RLS forgetting factor $\lambda$, inverse matrix initialization parameter $\delta$.

**Input**: $[\Phi(k), z(k)]^T$.

**Output**: $[\theta(k)]^T$.

1. **initialize** $\theta(0) \leftarrow 0_{2n \times 1}$, $R^{-T} \leftarrow \delta I_{2n}$;

2. **for** $k = 1 \rightarrow K$ **do**

   /* Sequential update for each row of $\Phi(k)$ */

   **set**

   $x^T(k) \leftarrow \text{row } l$ of $\Phi(k)$, $y^T(k) \leftarrow \text{row } l$ of $z(k)$;

   /* Parameter update */

   **initialize**

   $u_{j,m} \leftarrow 0, b_0 \leftarrow 1, j \leq 2n$, $m < j$;

   **for** $i = 1 \rightarrow 2n$ **do**

   $a_i = \lambda^{-1/2}\sum_{j=1}^i r_{ij}(d, k - 1)x_k(j)$;

   $s_i = a_i/b_i$;

   $c_i = b_{i-1}/b_i$;

   **for** $j = 1 \rightarrow i$ **do**

   $r_{ij}(k) = \lambda^{-1/2}c_ir_{ij}(k - 1) - s_i u_{i-1,j}$;

   $u_{i,j} = c_i u_{i-1,j} + \lambda^{-1/2}b_{ij} r_{ij}(k - 1)$;

   **end**

   **end**

   $o(k) = o(k)|k - 1|/b_{2n}$;

   **for** $i = 1 \rightarrow 2n$ **do**

   $\theta(k) \leftarrow \theta(k - 1) + o(k) u_{i,2n}$;

   **end**

21. **end**
The video was then transcribed into vehicle trajectory data (e.g., position, relative position, speed) at a 10 Hz frequency. Note that the vehicle trajectory data involves multiple lanes and some lane change trajectories were recorded. Therefore, in order to validate our proposed traffic model which is based on a single lane, we process the dataset by filtering out lane-changing scenarios and only keep the time periods with no lane changes. We focus on the sub-area of the 400-1600 feet road segment (see Fig. 8 for a snapshot of the vehicle locations on the considered road segment). A total of 8 single-lane vehicle trajectory sets are produced for validation.

Fig. 8: A snapshot of the vehicle positions from the NGSIM dataset (video frame 462).

With the processed data, we then run the SRLS-IQR algorithm (Algorithm 1) to identify the driving related parameters (i.e., spring stiffness \( k \) and damping coefficient \( c \)) with the following hyper-parameters that are shown in Table I.

### TABLE I: Hyper-parameters used in the SRLS-IQR algorithm.

| Mass \( (M) \) | Scaling factor \( (s) \) | Time headway \( (\beta) \) | Forgetting factor \((\lambda)\) | Matrix init. param. \( (\alpha) \) | Delay steps \( (d) \) |
|----------------|------------------------|------------------------|-----------------------|------------------|------------------|
| 1 [kg]         | 1                      | 2.5 [s]                | 0.95                  | 100              | 5                |

The identified parameters of a trajectory with 9 vehicles (Episode 1) are shown in Fig. 9 and Fig. 10. Several observations are made here. First, with some initial learning (e.g., after \( \sim 100 \) steps or 10 seconds), the identified parameters are relatively stable with small variations. Second, the identified parameters \((k's \ and \ c's)\) are positive for most of the time, which is consistent with the physical interpretation as spring stiffness and damping coefficient, respectively, that are non-negative. Third, the parameters for different drivers are at different levels, which is sensible as different drivers have different driving patterns.

Furthermore, with the real-time identified parameters, the acceleration prediction is performed and compared with the measured one. We show this comparison and the prediction error distribution in Fig. 11 and Fig. 12 respectively, for the first three vehicles. The other six vehicles have similar results and we omit here. The performance for all the 8 processed episodes is summarized in Table II. It can be seen that the identified parameters are able to predict the driving trajectory (in terms of acceleration) with a good accuracy.

### TABLE II: Prediction performance summary on NGSIM

| Episode ID | # of veh. | avg. RMSE [m/s²] | worst RMSE [m/s²] |
|------------|-----------|------------------|-------------------|
| 1          | 9         | 0.36             | 0.39              |
| 2          | 6         | 0.32             | 0.45              |
| 3          | 5         | 0.40             | 0.45              |
| 4          | 6         | 0.26             | 0.42              |
| 5          | 8         | 0.33             | 0.45              |
| 6          | 7         | 0.34             | 0.45              |
| 7          | 5         | 0.41             | 0.49              |
| 8          | 5         | 0.32             | 0.47              |
Fig. 12: Prediction error distribution for the first three vehicles in one NGSIM dataset.

B. Naturalistic driving data from connected vehicles

We next evaluate the model and online parameter identification framework on the collected data from connected automated vehicle experiment in [47]. In this setup, three vehicles are equipped and connected with dedicated short-range communication (DSRC) devices as shown in Fig. 13a. The position and speed data of each vehicle is recorded at a 10 Hz update rate. The real-time data of the vehicles are communicated and synchronized.

A total of four trips are recorded and as the collected acceleration measurements are noisy, we use a low-pass filter (Butterworth, 3 Hz cutoff frequency) to filter out high-frequency noises, which is illustrated in Fig. 14.

We then run the SRLS-IQR algorithm on the processed data in an online fashion (i.e., feed the data step by step) with the hyper-parameters specified in Table I. The identified parameters on the data of trip 1 are shown in Fig. 15 and Fig. 16 Similar to the observations in NGSIM validation, we find that the $K$ and $C$ parameters are mostly stable and above 0. It is also observed that the parameters are more similar across the three drivers as compared to those in NGSIM. The reason might be that the vehicles were driven as a team effort so the drivers tend to observe other vehicles and drive similarly.

With the real-time identified parameters, the predicted and measured accelerations are shown in Fig. 17 while the error distribution is shown in Fig. 18 for trip 1. The performance for the all four trips is summarized in Table III. Overall, the identified parameters are able to predict the driving trajectory (in terms of acceleration) accurately.

| Trip ID | # of vehicles | avg. RMSE [m/s²] | worst RMSE [m/s²] |
|---------|---------------|------------------|------------------|
| 1       | 3             | 0.28             | 0.36             |
| 2       | 3             | 0.22             | 0.35             |
| 3       | 3             | 0.36             | 0.44             |
| 4       | 3             | 0.33             | 0.39             |
VI. Conclusions

In this paper, we developed a new mechanical system inspired mass-spring-damper traffic model to characterize the car-following dynamics of a chain of vehicles. The model naturally captured human driving behaviors and considered the impact of the following vehicle on the lead vehicle. A sequential recursive least square with inverse QR decomposition algorithm was developed to identify the driving-related parameters in real time. The model and parameter identification framework were validated on two real-world driving datasets: NGSIM and our own collected vehicle data, and both demonstrated promising performance.

In our future work, we plan to develop parameter identification algorithms that can identify heterogeneous scaling factors and time delays across the drivers. We will also consider the incorporation of nonlinear terms in the dynamics that can potentially improve the model performance.
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