Realization of strong-pairing quantum Hall phase in bilayer cold atom systems with dipolar interactions
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We study bilayer fermionic cold atom systems with dipolar interactions, as well as a two-component tunable pseudopotential (TCTP) model which keeps only the zeroth and first Haldane pseudopotentials, at total Landau level filling factor 1/2. Our numerical results on the TCTP model indicates that Haldane-Rezayi state describes the critical point between strong and weak d-wave pairing quantum Hall phases. Further increasing the attractive zeroth pseudopotentials, the system transits from the strong-pairing phase to a stripe phase, and then to a cluster phase (or phase separation). The dipolar interaction can be mapped onto the TCTP model in the strong-pairing phase, if high order pseudopotentials are ignored. Our numerical results show that this is indeed the case, so the strong-pairing phase can be realized in the cold atom system.

I. INTRODUCTION

Owing to their extraordinary degree of control, trapped cold atom gases can be used to realize ideal models of many-body systems. With several proposed schemes to simulate the effects of a magnetic field on neutral particles, the possibility of realizing quantum Hall states using cold atoms has been discussed theoretically and attempted experimentally. Due to the difference in the form of interactions, there can be fascinating new quantum Hall physics in cold atom systems as compared to their electron counterparts; for example it was demonstrated that attractive interactions between atoms can drive quantum phase transitions between integer and fractional quantum Hall phases that are described by topological field theories.

![Figure 1: Schematic illustration of bilayer atomic gas atoms and their dipole-dipole interaction. (a) Atoms confined to two layers separated by distance d. The thick arrows represent their dipole moments, polarized along the perpendicular direction. (b) The inter- and intra-layer atomic potential due to the dipole-dipole interaction, which is in units of \( \mu_0 \mu^2/4\pi d^3 \) for magnetic dipoles and \( p^2/4\pi\varepsilon_0 d^4 \) for electric dipoles. \( \mu_0 \) (\( \varepsilon_0 \)) is the vacuum permeability (permittivity). \( \mu \) (\( p \)) is the magnetic (electric) dipole moment. The inter-layer interaction is attractive at short distances (\( r/d \lesssim 1 \)) and repulsive at larger distances (\( r/d \gtrsim 1 \)), while intra-layer interaction is always repulsive.](image)

Under certain circumstances, these atoms may carry electric or magnetic dipole moments. In the present work we study possible novel fractional quantum Hall (FQH) phases stabilized by the dipolar interactions between the atoms. The possibility of realizing quantum Hall phases in cold atom systems with dipolar interactions has been studied theoretically. One aspect of the dipolar interaction is that it is anisotropic, therefore it can be used to realize anisotropic fractional quantum Hall states, a subject of current interest. Related to this anisotropy is the fact that dipolar interactions can be either repulsive or attractive, depending on the orientation of the dipoles. This allows for the possibility that the interaction is attractive at certain distances, while repulsive at other distances, which is not possible for the electron-electron Coulomb interaction. Such mixed interactions may allow for various types of paired quantum Hall states in which constituent particles (atoms in the present case) form pairs, which is the focus of the present work. The specific system we consider here is a bilayer system of dipolar atoms, with the dipole moment polarized perpendicular to the two-dimensional layers where the atoms reside. In this case the inter-layer interaction is attractive at short distances (when the dipoles are on top of each other), while at long distances the interaction is repulsive because the dipole moments are perpendicular to the inter-atom orientation; see Figure 1 for an illustration. Due to the rotation symmetry along the z-direction in this case, the interactions are isotropic in the plane and can be characterized by Haldane pseudopotentials.

A specific form of interaction of such “hollow core” type is the Haldane-Rezayi (HR) model, with the HR state being its exact ground state. This model has very interesting and unusual properties. However there have been some issues as to whether the HR state represents a stable phase or a critical point. Motivated by this and the possibility of realizing such “hollow core” type of interactions with dipolar interactions, we perform detailed numerical studies on a two-component (representing two layers) tunable pseudopotential (TCTP) model.
which keeps only the zeroth and first Haldane pseudopotentials, as well as the more realistic dipolar interaction model. Our results on the TCTP model support Read and Green’s theoretical prediction\(^1\) that the Haldane-Rezayi (HR) state describes the critical point between strong- and weak-pairing phases. Further increasing the attractive zeroth pseudopotential, the system transits from the strong-pairing phase to a stripe phase, and then to a cluster phase (or phase separation). If higher order pseudopotentials are ignored, the dipolar interaction can be mapped onto the TCTP model interactions in the strong pairing phase. Our numerical results show that the cold atom system is in the strong pairing phase as the inter-layer distance increases from zero to a value close to \(2l_B\), where the magnetic length \(l_B = \sqrt{\hbar c/eB}\).

The rest of the paper is organized as follows. In Sec. II, we introduce the TCTP model and show how the d-wave strong-pairing phase transits to a week-pairing phase through the critical HR state. We will also present the general phase diagram for the TCTP model. Sec. III is devoted to the quantum Hall state realized with the TCTP model. Our results on the TCTP model support Read and Green’s theory.\(^1\)

The following exact diagonalization calculation is carried out in finite size systems with rectangular (mainly) or hexagonal geometry subjected to periodic boundary conditions\(^1\) which has the topology of a torus. The main reason for choosing this toroidal topology is that the low-lying states’ degeneracy and quantum numbers on the torus can be used to distinguish paired quantum Hall phases and other symmetry-broken phases, as explained below. A further advantage is that on the torus there is no shift while in other geometries the HR and 331 states have different shifts potentially complicating the analysis in finite size systems.

When paired states of fermions with zero momentum for the pair are formed on the torus at zero magnetic field, the system can have either zero or one half of the flux quantum \(\phi_0 = \hbar c/e\) threading either of the “holes” of the torus, such that \(k\) and \(-k\) are always allowed simultaneously. There are a total of four cases because the torus has two “holes” and each “hole” has two possible flux quantum values\(^1\). If the gauge field is viewed as part of the internal dynamics of the system, and even particle number systems with pairing between opposite spins are considered, the four cases would give us four ground states for a single physical system (not including the center of mass degeneracy in the analog quantum Hall system; more on this later). For the corresponding quantum Hall states, if one “hole” has zero flux, the many-body momentum\(^1\) of the atom liquid in the direction encircling this “hole” should also be zero; if the “hole” has flux \(\phi_0/2\), this momentum should be \(k = (N/2)(2\pi/L)\), where \(N\) is the atom number and \(L\) is the length in this direction. Therefore, the paired quantum Hall ground states exist only in four sectors, which are \((k_x = 0, k_y = 0)\), \((k_x = (N/2)(2\pi/L_x), k_y = 0)\), \((k_x = 0, k_y = (N/2)(2\pi/L_y))\) and \((k_x = (N/2)(2\pi/L_x), k_y = (N/2)(2\pi/L_y))\) (the choice of \(x\)– and \(y\)– directions depend on the different geometries of the lattice). There is just a single ground state in each sector for a generic paired quantum Hall state. Except for s-wave pairing, the paired states are further divided into strong- and weak-pairing phases\(^1\) and the analysis above apply to both, with an additional twist at the critical point separating them to be discussed below.

Our numerical calculations below closely follow Haldane’s formulation on the torus\(^1\) which factors out the center of mass freedom and gives a direct correspondence between its quantum numbers and those obtained from...
the pairing analogy discussed above.

A. Phase diagram around $v_0 = 0$ and with $v_1 > 0$

![Phase diagram](image)

FIG. 2: (Color online) Energy levels of the two-component tunable pseudopotential model as a function of $v_0$ ($v_1 = 1$) in the 10-particle system with square geometry, near $v_0 = 0$. The degeneracy is 1 for the yellow and black levels, 2 for the red level, 4 for the blue level, 5 for the green level, and 8 for the purple level. The energy level with degeneracy 1 corresponds to the momentum sector $(k_x = 0, k_y = 0)$ when it is in yellow, and $(k_x = (N/2)(2\pi/L_x), k_y = (N/2)(2\pi/L_y))$ when it is in black. The momentum sectors corresponding to the levels with degeneracy 2 are $(k_x = (N/2)(2\pi/L_x), k_y = 0)$ and $(k_x = 0, k_y = (N/2)(2\pi/L_y))$.

When $v_0 = 0$, and $v_1 > 0$ (the HR model), the ground state degeneracy is actually five (after factoring out the center of mass degeneracy) on the torus with two of them (instead of one) at $(k_x = 0, k_y = 0)$. This additional degeneracy can be understood in the following way. At the critical point separating weak- and strong-pairing phases, the (single particle) state at $(k_x = 0, k_y = 0)$ has zero energy in the BCS description of pairing has zero energy (in Read and Green’s theory), and can be either doubly-occupied or unoccupied by fermions, which leads to a degeneracy of 2 in this sector. As a result two of the degenerate states have (many-body) quantum number $(k_x = 0, k_y = 0)$, and the other three have quantum numbers $(k_x = (N/2)(2\pi/L_x), k_y = 0)$, $(k_x = 0, k_y = (N/2)(2\pi/L_y))$ and $(k_x = (N/2)(2\pi/L_x), k_y = (N/2)(2\pi/L_y))$. This precisely the case for the HR state, indicating its critical nature. As $v_0$ increases or decreases from zero, we observe that the exact degeneracy of five is destroyed and the energy of one of the members of the originally degenerate ground states (with $k_x = 0, k_y = 0$) increases much faster than the other four (Fig. 2), and join the continuum of the states above the gap. This behavior leads to an obvious gap between the four states’ energies and other energy levels. This means that in the neighborhood of $v_0 = 0$ the ground state degeneracy of the system is four in the thermodynamic limit, consistent with the system being in a d-wave paired quantum Hall state. Using the BCS mean field theory, Read and Green classify the paired quantum Hall states into strong- and weak-pairing states by their different topological properties. Our result in Fig. 2 illustrates this process: as $v_0$ increases from being negative to positive, the system undergoes a strong-to weak-pairing phase transition. The HR state is the critical state between strong- and weak-pairing phases, which is consistent with the theory as well as a study in the thin torus limit. The system is expected to be in the strong-pairing phase for $v_0 < 0$, because it has an attractive zeroth pseudopotential, and in the weak-pairing phase for $v_0 > 0$, because all the pseudopotentials are repulsive.

On the other hand, if the HR state represents a stable phase, the five-fold ground state degeneracy should be robust against small perturbations like a small change in $v_0$. This is inconsistent with our numerical results.

B. General phase diagram for the TCTP model

![Phase diagram](image)

FIG. 3: (Color online) Energy levels of the two-component tunable pseudopotential model as a function of $v_0$ ($v_1 = 1$) in the 10-particle system with square geometry, for bigger range of $v_0$. The degeneracy 1 is for the yellow and black levels, 2 for the red level, 4 for the blue level, 5 for the green level, and 8 for the purple level. The degeneracies of 20 and 40 are not all exact in the finite size system (these states’ energies are the same with precision $10^{-6}$ in the numerical calculation), while the other degeneracies in this spectrum are exact and are guaranteed by the symmetries of the square geometry. The energy level with degeneracy 1 corresponds to the momentum sector $(k_x = 0, k_y = 0)$ when it is in yellow, and $(k_x = (N/2)(2\pi/L_x), k_y = (N/2)(2\pi/L_y))$ when it is in black. The momentum sectors corresponding to the levels with degeneracy 2 are $(k_x = (N/2)(2\pi/L_x), k_y = 0)$ and $(k_x = 0, k_y = (N/2)(2\pi/L_y))$. This means that in the neighborhood of $v_0 = 0$ the ground state degeneracy of the system is four in the thermodynamic limit, consistent with the system being in a d-wave paired quantum Hall state. Using the BCS mean field theory, Read and Green classify the paired quantum Hall states into strong- and weak-pairing states by their different topological properties. Our result in Fig. 2 illustrates this process: as $v_0$ increases from being negative to positive, the system undergoes a strong-to weak-pairing phase transition. The HR state is the critical state between strong- and weak-pairing phases, which is consistent with the theory as well as a study in the thin torus limit. The system is expected to be in the strong-pairing phase for $v_0 < 0$, because it has an attractive zeroth pseudopotential, and in the weak-pairing phase for $v_0 > 0$, because all the pseudopotentials are repulsive.

On the other hand, if the HR state represents a stable phase, the five-fold ground state degeneracy should be robust against small perturbations like a small change in $v_0$. This is inconsistent with our numerical results.
transits to a strong-pairing phase when \( v_0 = -6.4 \) and \( \alpha = 0.6 \). The momentum in the \( x \) direction is 0 in these spectra. For aspect ratio (a) 0.6, the ten nearly degenerate low-energy states are in all \( k_x \) sectors when \( k_y = 0 \); for aspect ratio (b) 0.1, the two nearly degenerate low-energy states have momenta \( (k_x = 0, k_y = 0) \) and \( (k_x = 5(2\pi/L_y) \) (i.e. 0.886\( L_B^{-1} \)).

In the last subsection, it is shown that the HR state transits to a strong-pairing phase when \( v_0 \) starts to reduce to a negative value \( (v_1 > 0) \). A natural question that arises is what phases the system would be in if \( v_0 \) further decreases? As \( v_0 \) further decreases, all the lowest energy levels in the sectors with \( (k_x = 0, k_y \neq 0) \), \( (k_x \neq 0, k_y = 0) \) or \( (k_x = 0, k_y = 0) \) (two groups of energy levels in this sector) approach each other and generate a gap to other higher energy levels, as shown at \( v_0 = -6 \) in Fig. 3.

As we change the system geometry from square to a rectangle with aspect ratio \( \alpha = L_x/L_y \neq 1 \), the number of low energy states reduce to half the number in the square geometry. Fig. 4 (a) shows the spectrum of the system when \( v_0 = -6.4 \), \( v_1 = 1 \) and \( \alpha = 0.6 \). We only show the spectrum at \( k_x = 0 \) in Fig. 4 since all the low energy states belong to the \( k_x = 0 \) sector. There are several nearly degenerate low-energy states, separated by a characteristic wave vector \( q^* = (0, 2\pi/L_y) \) (i.e. \( (0, 0.434L_B^{-1}) \)) for \( \alpha = 0.6 \). As studied in Ref. 13, such spectra tell us that the system is in a stripe phase with the charge density wave order in the \( y \) direction. The wavelength of the stripe is \( 2\pi/|q^*| = L_y \). The driving force of the stripe formation is the competition between strong inter-layer attraction, which tends to cluster the particles together, and intra-layer repulsion. Given that our basis vectors are classified by their (many-particle) momentum, the degeneracy is a sign of the spontaneous breaking of translational symmetry. In the square geometry there is no preferred direction (between \( x \) and \( y \)), and the charge density waves in the \( x \) and \( y \) directions are degenerate (this is the reason why the number of low energy states doubles when \( \alpha \) reaches 1). As the aspect ratio decreases from 1, we find at \( \alpha = 0.6 \) the “degeneracy” of the low energy states is the best. In the thermodynamic limit, all the low energy states are exactly degenerate;
In this paper, we consider the 10-particle system in a hexagonal geometry with the two-component tunable pseudopotential interaction. The degeneracy is 1 for the black level, 2 for the red level, 3 for the blue level, 6 for the green level and 12 for the yellow level.

The range of cluster, stripe, compressible liquid (c), strong-pairing and weak-pairing (wp) phases are identified by the spectra. Haldane-Rezayi state is represented by the magenta line ($v_0 = 0$, $v_1 > 0$), and 331 state is represented by the cyan line ($v_0 > 0$, $v_1 = 0$). The compressible liquid (c) phase found whenever $1 = 1$ is close to the boundary between the strong-pairing phase and the stripe phase. This inconsistency of quantum numbers in these two geometries tells us that there is no other quantum Hall state other than 331 state has a "gap" to the other levels. But the quantum number of this state is $(n_S + n_{AS})/q$ which is equal to $(n_S + n_{AS})/q$. Further noticing that $p/q = n_S/(n_S + n_{AS})$, and substituting for $n_S$, we obtain $D = n_S/p$. For the two component system the same argument goes through if we assume strong pairing (orbitals are either empty or doubly occupied) with $n_S$, $n_{AS}$ include both components and $\nu$ is the total filling factor.

The range of $v_0$ in Fig. 3 where the energy of a single stripe state that can be realized in a 10-particle system. As aspect ratio reduces from 1, the "degeneracy" of the 8-particle system transits from 8 to 4, and finally to 2, which correspond to the stripes with 8, 4, 2 particles each. In fact, the number of particles in a stripe $n_S$ is equal to the degeneracy $D$ for this 1/2 filling factor. To show this we note that in any single component system the stripe unit cell contains $n_S + n_{AS}$ orbitals, where $n_{AS}$ is the number of holes (or anti-stripes). This number is clearly divisible by $q$, where $\nu = p/q$ is the filling factor. Since all the stripe states that are related to one another by a uniform shift of $q$ orbitals are physically equivalent (and conserve $k_x$), $D$ must equal to the number of such distinct states, which is equal to $(n_S + n_{AS})/q$. Further noticing that $p/q = n_S/(n_S + n_{AS})$, and substituting for $n_S$, we obtain $D = n_S/p$. For the two component system the same argument goes through if we assume strong pairing (orbitals are either empty or doubly occupied) with $n_S$, $n_{AS}$ include both components and $\nu$ is the total filling factor.

Between the strong-pairing phase and stripe phase, there is a range of $v_0$ in Fig. 3 where the energy of a single stripe state that can be realized in a 10-particle system. As aspect ratio reduces from 1, the "degeneracy" of the 8-particle system transits from 8 to 4, and finally to 2, which correspond to the stripes with 8, 4, 2 particles each.

the better "degeneracy" at $\alpha = 0.6$ tells us that the intrinsic wave vector of the charge density wave with the interaction pseudo-potentials ($v_0 = -6.4$, $v_1 = 1$) is close to $q' = (0, 0.4f_B^{-1})$. With other interactions ($v_0$, $v_1$) $q^*$ could be determined in the same way, although it is not attempted here, as it requires a considerable amount of numerical calculation, and obtaining the intrinsic wave vectors for different interactions is not our primary goal in this paper. In real space this 10-fold degeneracy indicates each stripe contains 10 atoms, namely all atoms in this 10-atom system form a single stripe in this case. As the aspect ratio is further reduced, a transition occurs and we observe a state with two-fold degeneracy with a wavevector $5(2\pi/L_y)$ (i.e. $0.886f_B^{-1}$) for this 10-particle system; see Fig. 4(b). The degeneracy implies we have five "stripes" each having two atoms, or a single atom in each layer in the 10-particle system. This is because to the single-stripe state at such a small aspect ratio would have a stripe width or wavevector that is far from its intrinsic value, and energetically unfavorable; the 5-stripe state has the wavevector closer to the intrinsic value and is energetically more favorable. Due to the fact that 10 only has 2, 5 and 10 as its factors, and layer-symmetry requires that each stripe must contain an even number atoms, these are the only two possible stripe states that can be realized in a 10-particle system.
III. REALIZATION OF STRONG-PAIRING QUANTUM HALL PHASE WITH DIPOLAR INTERACTIONS

We consider a system of \( N \) fermionic atoms with dipole-dipole interactions, where the direction of all dipole moments is along the z-axis (perpendicular to the particles’ plane). The dipolar interaction energy is

\[
V(r) = C_d \frac{1 - 3 \cos^2 \theta}{(r^2 + d^2)^{3/2}},
\]

where \( C_d = \mu_0 \mu^2 / 4 \pi l_B^3 \) for magnetic dipoles and \( p^2 / 4 \pi \epsilon_0 l_B^3 \) for electric dipoles. \( \mu_0 (\epsilon_0) \) is the vacuum permeability (permittivity). \( \mu \) (\( p \)) is the magnetic (electric) dipole moment. \( \theta \) is the angle between the dipole direction and inter-particle separation \( R \), \( d \) is the distance between two layers, \( r \) is the projection of \( R \) on the plane and \( r = |r| \). As shown in Fig. 3a. The length quantities \( r, R \) and \( d \) are all in unit of \( l_B \).

The wave function (on the disk) for a pair of particles in a state of relative angular momentum \( m \) is

\[
\phi_m(z) = \frac{1}{\sqrt{2\pi}} \sqrt{\frac{1}{2^m m! (z/l_B)^m}} e^{-|z|^2 / 8l_B^2},
\]

where \( z = z_i - z_j \) is the relative coordinate of two particles \( i \) and \( j \) and the magnetic length \( l_B = \sqrt{\hbar c / e B} \). We use \( \phi_m(z) \) to sandwich the dipolar interaction Eq. 3 to obtain the pseudo-potential

\[
V_m = \langle \phi_m | V(r) | \phi_m \rangle.
\]

The first few projected pseudo-potentials \( V_m \) are plotted as a function of the inter-layer distance \( d \) in Fig. 8. When \( d = 0 \), \( V_m \) is actually intra-layer pseudo-potential \( V_m^{(intra)} \). We notice that the first two inter-layer pseudo-potentials dominate the higher order ones when \( d \) is less than 0.5. This is encouraging in that some insight into the generic cold atom system can be gained from the TCTP model discussed in Sec. II. We further project the dipolar interactions onto the parameter space \((v_0, v_1)\) in the TCTP model in Fig. 7. As the inter-layer distance \( d/l_B \) increases from 0, the dipolar interaction is projected onto a region of the TCTP model’s phase diagram where the strong-pairing quantum Hall state is the ground state. That means that if the influence of dipolar interaction’s higher-order pseudo-potentials are not significant, the cold atom system with dipolar interactions should also be in strong-pairing quantum Hall phase as \( d/l_B \) increases from 0 to a critical value in which the effect of higher order pseudo-potentials can not be ignored.

As expected, in Fig. 9 we observe that the quantum numbers as well as degeneracy of the low-lying states is consistent with those of the strong-pairing phase, as the inter-layer distance \( d \) increases from zero. Then the gap of the strong-pairing phase closes at \( d \approx 2l_B \). This result is consistent with the value obtained from the phase diagram of the TCTP model. For larger \( d \) the spectrum suggests the system is compressible. We expect the corresponding state to be two weakly coupled composite fermion Fermi liquids in the two layers, each with filling factor 1/4.
The degeneracy is 1 for the yellow and black levels, 2 for the red level, 4 for the blue level, 8 for the purple level. The energy level with degeneracy 1 corresponds to the momentum sector \((k_x = 0, k_y = 0)\) when it is in yellow, and \((k_x = (N/2)(2\pi/L_x), k_y = (N/2)(2\pi/L_y))\) when it is in black. The momentum sectors corresponding to the levels with degeneracy 2 are \((k_x = (N/2)(2\pi/L_x), k_y = 0)\) and \((k_x = 0, k_y = (N/2)(2\pi/L_y))\). At \(d \lesssim 2l_B\), the gaped four low energy states are in the above four momentum sectors. At large \(d\) \((d \gtrsim 4l_B)\), the eight low energy states are also in the same four momentum sectors, but two for each.

Compressible stripe phase, and a cluster phase (or phase separation).

In addition to understanding which phase the system would be in for dipolar interaction, which may be realized experimentally in the future, our work also clarifies a long-standing theoretical issue, namely the nature of the Haldane-Rezayi state. Our results clearly indicate that it represents a critical point separating the strong and weak pairing d-wave quantum Hall phases. This also has implication on the more general issue of whether wave functions based on non-unitary conformal field theories (of which the Haldane-Rezayi state is an example) can represent stable quantum Hall phases or not.

More generally, our work represents another example that novel quantum Hall states (not possible in electronic systems) can be realized with cold atom systems, due to the very different types of atomic interactions they afford. In particular, the dipolar interaction which is partially attractive, can be very useful in realizing other types of paired quantum Hall states as well.
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