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Domain adaptation (DA) is used for adaptively obtaining labels of an unprocessed data set with given a related, but different labelled data set. Subspace alignment (SA), a representative DA algorithm, attempts to find a linear transformation to align the two different data sets. The classifier trained on the aligned labelled data set can be transferred to the unlabelled data set to classify the target labels. In this paper, a quantum version of the SA algorithm is proposed to implement the domain adaptation procedure on a quantum computer. Compared with the classical SA algorithm, the quantum algorithm presented in our work achieves at least quadratic speedup in the number of given samples and the data dimension. In addition, the kernel method is applied to the quantum SA algorithm to capture the nonlinear characteristics of the data sets.

I. INTRODUCTION

Transfer learning is a crucial subfield of machine learning and it aims to accomplish tasks on an unprocessed data set with the known information of a different, but related data set [1]. In the realm of transfer learning, domain adaptation (DA) specifically attempts to predict the labels of the unprocessed data set based on the given labelled data set and has been widely used in natural language processing and computer vision [2]. DA can be categorized as the semi-supervised DA and the unsupervised DA. The semi-supervised DA refers to a common method where the unprocessed data set has a few labels [3]. The unsupervised DA focuses on the task that the unprocessed data set is totally unlabelled [4]. As one of the most representative kind of unsupervised DA algorithms, subspace learning assumes that the data distributions of the labelled data set will be similar to the data distributions of the unlabelled data set after some transformations [5]. The subspace learning algorithm mainly contains two types including the statistical-based subspace learning [10] [12] and the manifold-based subspace learning [13] [14] in the view of transformation modes. The former method mainly aligns the statistical features of the two data sets. The latter maps the original data to some manifold and transforms the labelled data to the target unlabelled data sequentially.

Subspace alignment (SA) is one of the most concise and efficient statistical-based subspace learning algorithms. After preprocessing the original data sets to eliminate the redundant information, we attempts to find a linear transformation matrix to align the subspace of the labelled data set to the subspace of the unlabelled data set. Subsequently, the classifier can be performed on the aligned subspace data to obtain the target labels. Compared with other domain adaptation algorithms, SA is efficient in domain adaptation and easy to implement. In addition, SA manipulates the global covariance matrices and is intrinsically regularized [10]. However, with the increase of the scale of the data set and the dimension of the data points, the algorithmic complexity of the classical SA algorithm can be costly.

Compared with classical computation, quantum computation proposes a new computing pattern utilizing the principles quantum mechanics [15] [19]. It can be applied to the field of machine learning to achieve quantum speedup in computational complexity compared with the corresponding classical algorithms [20] [22]. Concretely, for the shallow machine learning, quantum computing techniques can be applied to deal with supervised learning tasks such as classification [23] [25], data fitting [26] [27] and unsupervised learning tasks including clustering [28] and dimensionality reduction [29] [30]. For the deep learning, the feedforward neural network [31] and the generative models such as quantum auto-encoders [32] [34], quantum Boltzmann machine [35] [36] and quantum generative adversarial network [37] [42] can be implemented on quantum devices. Recently quantum computation can be combined with transfer learning to promote the performance of hybrid classical-quantum neural networks [43]. In addition, the transfer component analysis algorithm can be implemented on a quantum computer with transforming the procedure of data distribution domain adaptation into solving the eigenproblem of a specified matrix [44].

In this paper, a quantum version of the classical SA algorithm is proposed. In the data preprocessing, we adopt the quantum principal component analysis (qPCA) to transform the given data sets from the original $D$-dimensional space to their $d$-dimensional subspaces in $O(d \log D)$ where $d \ll D$ [21]. Compared with the classical SA requiring runtime in $O(D^2 d)$, the quantum subspace alignment algorithm (qSA) can be implemented on a quantum computer in $O(\text{poly}(\sqrt{D}))$ achieving quadratic speedup [45]. In addition, the quantum nearest-neighbor algorithm [21] [25], a local classifier and the quantum support vector machine algorithm (qSVM) [23], a global classifier can be performed on the subspace data sets to classify the target labels with quadratic and exponential speedup respectively. There-
fore, the whole procedure of the qSA can be implemented with at least quadratic spedup compared to the classical SA.

The contents of this paper will be arranged as follows. The classical SA will be briefly reviewed in section II. Based on the classical SA, the qSA will be presented in section III. Specifically, the source and target domain data is preprocessed by the qPCA to obtain the corresponding subspace data in section III A. Subsequently, the qSA will be implemented in section III B. The target labels will be predicted through the local and global classifiers in section III C. Afterwards, the algorithmic complexity of the classical and quantum SA will be discussed in IV. In addition, the qSA is extended to the quantum kernel subspace alignment algorithm (qKSA) in section V. Finally, we make a conclusion in section VI.

II. CLASSICAL SUBSPACE ALIGNMENT

In the field of transfer learning, domain $D$ refers to the data set $X$ and its corresponding distribution $P(X)$. Given a labelled source domain $D_s = \{(x_{si}, y_{si})\}_{i=1}^{n_s} \in \mathbb{R}^{D \times n_s}$ and an unlabelled target domain $D_t = \{x_{ti}\}_{i=1}^{n_t} \in \mathbb{R}^{D \times n_t}$, and the corresponding data distributions $P(X_s) \neq P(X_t)$. DA attempts to obtain the labels of $D_t$ with utilizing the knowledge of $D_s$ [2]. After projecting the source domain data set $X_s = \{x_{si}\}_{i=1}^{n_s}$ and the target domain data set $X_t = \{x_{ti}\}_{i=1}^{n_t}$ to their subspaces respectively, the SA aims to align the two subspaces with some linear transformations. So that, the classifier $f$ trained on $D_s$ can be applied to $D_t$ to predict the target labels $y_t$ of $D_t$ [10]. The illustration of classical SA is presented in Fig. 1.

In the first step, with the principal component analysis algorithm (PCA) [10], SA projects $X_s$ and $X_t$ to their corresponding $d$-dimensional subspaces $\hat{X}_s$ and $\hat{X}_t$ spanned by the columns of $P_s$ and $P_t$ respectively where $d \ll D$ and $P_s, P_t \in \mathbb{R}^{D \times d}$.

Subsequently, the source domain subspace basis can be aligned to the target domain subspace basis with a transformation matrix $M \in \mathbb{R}^{d \times d}$. The objective function is

$$M_s = \arg \min_{M} \|P_s M - P_t\|_F^2 = \arg \min_{M} \|P_s P_s^T M - P_s P_t\|_F^2 = \arg \min_{M} \|M - P_s P_t\|_F^2.$$  \hspace{1cm} (1)

Hence, the optimal transformation matrix $M_s = P_s^T P_t$. The source domain subspace can be aligned to the target domain subspace with $P_s = P_s M_s$. The target aligned source domain subspace data set $\hat{X}_s = \{\hat{x}_{si}\}_{i=1}^{n_s} \in \mathbb{R}^{d \times n_s}$ and the target domain subspace data set $\hat{X}_t = \{\hat{x}_{ti}\}_{i=1}^{n_t} \in \mathbb{R}^{d \times n_t}$ can be obtained as follows

$$\hat{X}_s = P_s^T X_s = (P_s M_s)^T X_s,$$ \hspace{1cm} (2)

$$\hat{X}_t = P_t^T X_t.$$ \hspace{1cm} (3)

The similarity function which measures the discrepancy between the source and the target domain data set is defined as

$$\text{sim}(x_s, x_t) = \langle \hat{x}_s \rangle^T \hat{x}_t = x_s^T P_s M_s P_t^T x_t = x_s^T A x_t.$$ \hspace{1cm} (4)

where the target aligned matrix $A = P_s M_s P_t^T$.

After aligning the subspaces, the classifier can be applied to obtain the target data labels $y_t$. The local classifier such as the nearest-neighbor algorithm can be performed on $X_s$ and $X_t$ to predict the target labels $y_t$ [47]. In addition, the global classifier such as the support vector machine (SVM) can be trained on $D_s$ and transferred to $D_t$ to classify $y_t$ with the matrix $A$ [48].

III. QUANTUM SUBSPACE ALIGNMENT

In this section, the qSA will be presented. At first, the source and target data sets will be preprocessed by the qPCA. Then, the source and target subspace will be aligned. Finally, the quantum classifiers will be applied to obtain the target labels.

A. Data preporcessing

According to section IV, $X_s$ and $X_t$ can be preprocessed by the qPCA to obtain the corresponding principle components and subspace data sets [21]. The quantum states corresponding to $X_s$ and $X_t$ are

$$|\psi_{X_s}\rangle = \sum_{i=1}^{n_s} \sum_{m=1}^{D} x^{(s)}_{mi}|i\rangle|m\rangle,$$ \hspace{1cm} (5)

$$|\psi_{X_t}\rangle = \sum_{j=1}^{n_t} \sum_{m=1}^{D} x^{(t)}_{mj}|j\rangle|m\rangle.$$ \hspace{1cm} (6)
respectively. Thus, the quantum state which is proportional to the covariance matrix $C_s = X_sX_s^T$ is

$$\rho_{C_s} = \text{tr}_i \{ |\psi_{X_s}\rangle \langle \psi_{X_s}| \}$$

$$= \sum_{m,m'=1}^D \sum_{i=1}^{n_s} x_{mi} x_{m'i} |m\rangle \langle m'|$$

(7)

where $\text{tr}_i$ is the partial trace over the $i$ register.

Apply the controlled swap operation $CU_S = |0\rangle \langle 0| \otimes I + |1\rangle \langle 1| \otimes e^{-i\theta t}$ on the states $\sigma \otimes (\rho_{C_s})$ repeatedly resulting in

$$CU_{C_s} = \sum_{i=0}^m \{ |\Delta t\rangle \langle \Delta t| \otimes e^{-i\theta t} \}$$

$$\sum_{i=0}^m \rho_{C_s},$$

where the slice time $\Delta t = t/l$ for some large $l$ [21].

Subsequently, the source domain $d$-dimensional subspace principal components

$$P_s = \sum_{i=1}^d |u_i^{(s)}\rangle \langle u_i^{(s)}|$$

(9)

can be obtained by applying the quantum phase estimation

$$U_{PE}(\rho_{C_s}) = (\text{QFT}^d \otimes I) \left( \sum_{\tau=0}^{T-1} \langle \tau \rangle \otimes e^{iGrt/T} \right)$$

$$\left( H^\otimes n \otimes I \right)$$

(10)

on the quantum state $\rho_{C_s}$ and sampling the eigenvectors $|u_i^{(s)}\rangle$ which are corresponding to the $d$ largest eigenvalues of $\rho_{C_s}$ where $\text{QFT}^d$ represents the inverse quantum Fourier transform [21] [49]. Similarly, the target domain $d$-dimensional subspace data $P_t = \sum_{j=1}^d |u_j^{(t)}\rangle \langle u_j^{(t)}|$ can be obtained with the qPCA.

B. Subspace alignment

As presented in the data preprocessing section, the quantum states representing the source and target principal components are

$$|P_s\rangle = \frac{1}{\|P_s\|_F} \sum_{p=1}^d \sum_{i=1}^d u^{(s)}_{pi} |i\rangle |p\rangle = \frac{1}{\|P_s\|_F} \sum_{i=1}^d |u_{si}\rangle |i\rangle,$$

(11)

$$|P_t\rangle = \frac{1}{\|P_t\|_F} \sum_{j=1}^d \sum_{j=1}^d u^{(t)}_{pj} |j\rangle |p\rangle = \frac{1}{\|P_t\|_F} \sum_{j=1}^d |u_{tj}\rangle |j\rangle,$$

(12)

respectively where $\|.\|_F$ is the Frobenius norm. Subsequently, the quantum states

$$\rho_s = \text{tr}_j \{ |P_s\rangle \langle P_s| \}$$

$$= \sum_{p,p'=1}^d \sum_{i=1}^d u^{(s)}_{pi} u^{(s)*}_{pi} |p\rangle \langle p'|$$

(13)

and

$$\rho_t = \text{tr}_j \{ |P_t\rangle \langle P_t| \}$$

$$= \sum_{p,p'=1}^d \sum_{i=1}^d u^{(t)}_{pi} u^{(t)*}_{pi} |p\rangle \langle p'|$$

(14)

which are proportional to $P_s P_s^T$ and $P_t P_t^T$ respectively can be obtained [20].

The preparation procedure of the optimal transformation matrix $M_s = P_t^T P_s$ is presented as follows.

1. Prepare the initial state. Given the quantum states $|P_s\rangle$ and $|P_t\rangle$, assume that the quantum oracle is accessible

$$U_{S}(P) : |i\rangle \langle 0| \rightarrow \frac{1}{\|P\|} |u_i\rangle \langle i| u_i\rangle.$$  

(15)

The initial state

$$|\psi_0\rangle = \sum_{i,j=1}^d |i\rangle |j\rangle^T |0\rangle^B |0\rangle^C_i,$$

(16)

can be prepared with four quantum registers.

Apply the Hadamard operation $H$ and the controlled unitary $U_P(P_s, P_t) = I^T \otimes |0\rangle \langle 0| \otimes U_{S}^{BC_1}(P_s) + I^T \otimes |1\rangle \langle 1| \otimes U_{S}^{BC_1}(P_t)$ on the initial state resulting in

$$|\psi_1\rangle = \frac{1}{\sqrt{2}} \left( |0\rangle \langle 0| + |1\rangle \langle 1| \right)$$

(17)

(17)

(17)

where $|\phi_0\rangle = \frac{1}{\sqrt{2}} \left( |0\rangle |u_{si}\rangle + |1\rangle |u_{ti}\rangle \right)$. [50].

2. The quantum state

$$|\psi_2\rangle = \frac{1}{\|P_s\|_F \|P_t\|_F} \sum_{i,j=1}^d |u_{si}\rangle |u_{tj}\rangle |i\rangle |j\rangle \otimes |\phi_0\rangle_{BC_1} \rangle,$$

(18)

can be obtained with applying the Hadamard operation $H$ on the $|\phi_0\rangle$ register where $|\phi_1\rangle = \frac{1}{2} \left( |0\rangle \langle u_{si}\rangle + |1\rangle \langle u_{ti}\rangle \right) + |1\rangle \langle u_{ti} - u_{si}\rangle \rangle$.

Let

$$|\phi_1\rangle = \sin \theta_{ij} |0\rangle |u_1\rangle + \cos \theta_{ij} |1\rangle |u_2\rangle$$

$$= -\frac{i}{\sqrt{2}} (e^{i\theta_{ij}} |w_1\rangle - e^{-i\theta_{ij}} |w_2\rangle)$$

(19)

where $\sin \theta_{ij} = \sqrt{(1 + \langle u_{si} | u_{tj}\rangle)/2}, \cos \theta_{ij} = \sqrt{(1 - \langle u_{si} | u_{tj}\rangle)/2},$ and $|u_1\rangle, |u_2\rangle$ represent the normalization of $|u_{si}\rangle, |u_{tj}\rangle, |u_{si} - u_{tj}\rangle$ respectively. In addition, the quantum states

$$\left\{ \begin{array}{l}
|w_1\rangle = \frac{1}{\sqrt{2}} \left( |0\rangle |u_1\rangle + i |1\rangle |u_2\rangle \right),

|w_2\rangle = \frac{1}{\sqrt{2}} \left( |0\rangle |u_1\rangle - i |1\rangle |u_2\rangle \right);
\end{array} \right.$$  

(20)
are the eigenvectors of the matrix $G = (2|φ_1⟩⟨φ_1| - I)(-σ_2 ⊗ I)$ corresponding to the eigenvalues $e^{±i2θ_{ij}}$ where $σ_2$ is the Pauli-Z operator.  

(3) The quantum phase estimation $U_{PE}(G)$ is applied on the quantum state $|φ_1⟩$ register resulting in

$$|ψ_3⟩ = -\frac{i}{\sqrt{2^d}}\sum_{i,j=1}^d |u_{si}||u_{tj}⟩|i⟩|j⟩AFE$$

where $θ_{ij} = \lambda_i/2^n$.  

(4) Add a new register $R$ and perform the conditional rotation $U_{CR}$ on it to obtain the state

$$|ψ_4⟩ = |ψ_3⟩(⟨u_{si}|u_{tj}⟩|0⟩ + \sqrt{1 - }⟨u_{si}|u_{tj}⟩^2|1⟩).$$  

(5) We uncompute the $|u⟩$ and $|λ⟩$ registers and measure the $R$ register to be $|0⟩$. The final state

$$|ψ_{M*}⟩ = \frac{1}{\|P_s⟩|F⟩|P_t⟩|F⟩} \sum_{i,j=1}^d |u_{si}||u_{tj}⟩⟨u_{si}|u_{tj}⟩i⟩j⟩$$

can be obtained which represents the matrix $M_ω = P_s^T P_t$.  

For simplicity, the procedure of matrix multiplication above can be represented as the unitary evolution

$$U_M(P_s, P_t) = U_1^T U_2^T U_3^T U_4 U_3 U_2 U_1.$$  

where

$$U_1 = U_{PE}(P_s, P_t)(I^{I_{1}I_{2}C_1} ⊗ H^B),$$

$$U_2 = I^{I_{1}I_{2}C_1} ⊗ H^B,$$

$$U_3 = I^{I_{1}I_{2}C_1} ⊗ U^{BC_1C_2}(G),$$

$$U_4 = I^{I_{1}I_{2}C_1} ⊗ U^{CR}_{CR}.$$  

Hence, the quantum state

$$|ψ_{X_ω}⟩ = U_M(P_s, X_s)|ψ_0⟩ = \frac{1}{\|X_s⟩|F⟩} \sum_{i=1}^{n_s} \sum_{m=1}^{d} x_{mi}^{(s)}⟨i|m⟩$$

which contains the elements of the source domain subspace data set $X_s$. With the quantum states $|ψ_{M*}⟩$ and $|ψ_{X_ω}⟩$, the unitary operation $U_M(M_ω, X_s)$ can be applied on $|ψ_0⟩$ resulting in the quantum target aligned source subspace state

$$|ψ_{X_ω}⟩ = U_M(M_ω, X_s)|ψ_0⟩ = \frac{1}{\|X_ω⟩|F⟩} \sum_{i=1}^{n_s} ⟨i|x_{ωi}⟩.$$  

Similarly, the quantum state corresponding to the target subspace data set $X_t$ is

$$|ψ_{X_t}⟩ = U_M(P_t, X_t)|ψ_0⟩ = \frac{1}{\|X_t⟩|F⟩} \sum_{i=1}^{n_t} \sum_{m=1}^{d} x_{mi}^{(t)}⟨i|m⟩.$$  

In addition, the target aligned matrix $A$ can be represented by the quantum state

$$|ψ_A⟩ = U_M(ρ_s, ρ_t)|ψ_0⟩.$$  

Ultimately, the $D$-dimensional source domain data set $X_s$ is projected to the $d$-dimensional source domain subspace data set $X_ω$ and subsequently aligned to the target aligned source subspace data set $X_ω$. The target domain data set $X_t$ is projected to the target domain subspace data set $X_t$. In the following, two different quantum classifiers will be applied to predict the target labels $y_t$.

C. Classification

After obtaining $X_ω$ and $X_t$, the quantum nearest-neighbor algorithm, a quantum local classifier can be applied on them to find $y_t$. In addition, with $X_ω$, $X_t$ and $A$, the qSVM, a global classifier can also be utilized to predict the labels of the target domain data.

1. Local classifier

The local classifier is a kind of algorithm utilizing the local information around the target domain subspace data point $x_{ωi}$ to classify the corresponding label $y_t$. The quantum nearest-neighbor algorithm is a representative local classification algorithm. It can be applied on $X_ω$ and $X_t$ to obtain $y_t$. In the following, the concrete procedure of the classification will be presented. The procedure of applying the quantum nearest-neighbor algorithm is depicted in Fig. 2.

As in ref. [24], the target subspace data $x_{ωi}$ which re-
mains to be classified can be stored in the quantum state
\[ |\alpha\rangle = \frac{1}{\sqrt{d}} \sum_{p=1}^{d} |p\rangle (\sqrt{1 - \hat{x}_{pj}^{(0)^2}} |0\rangle + \hat{x}_{pj}^{(1)} |1\rangle) |0\rangle. \tag{30} \]
And the training set, namely the target aligned source subspace data set \( X_{t} \), can be stored in the quantum state
\[ |\beta\rangle = \frac{1}{\sqrt{n_s}} \sum_{i=1}^{n_s} |i\rangle \frac{1}{\sqrt{d}} |p\rangle (\sqrt{1 - \hat{x}_{pi}^{(0)^2}} |0\rangle + \hat{x}_{pi}^{(1)} |1\rangle). \tag{31} \]

Subsequently, the swap test \([51]\) can be performed on the quantum state \(|0\rangle|\alpha\rangle|\beta\rangle\) resulting in
\[ |\gamma\rangle = \frac{1}{\sqrt{n_s}} \sum_{i=1}^{n_s} |i\rangle (\sqrt{1 - |\hat{x}_{tj} - \hat{x}_{ai}|^2} |0\rangle + \sqrt{|\hat{x}_{tj} - \hat{x}_{ai}|^2} |1\rangle). \tag{32} \]

With the amplitude estimation algorithm \([52]\), the distance between \( \hat{x}_{tj} \) and \( \hat{x}_{ai} \) can be encoded in the ancilla register
\[ |\sigma\rangle = \frac{1}{n_s} \sum_{i=1}^{n_s} |i\rangle ||\hat{x}_{tj} - \hat{x}_{ai}||. \tag{33} \]

Finally, the training set data point \( \hat{x}_{a_{min}} \) which is closest to \( \hat{x}_{tj} \) can be found out by applying the Dürr’s algorithm on the quantum state \(|\sigma\rangle\) in \( O(\sqrt{n_s}) \) \([53]\). Hence, the target label \( y_{tj} \) of the target domain data \( x_{tj} \) can be classified to the same class as \( \hat{x}_{a_{min}} \).

2. Global classifier

The global classifier utilizes the global information of the data set to classify the target data labels. The qSVM is an efficient global classification algorithm \([23]\). The whole procedure mainly contains two parts: the training and the classification.

In the training section, the SVM parameters can be obtained with the source domain data \( D_{s} = \{(x_{s}, y_{s})\}_{i=1}^{n_{s}} \) used as the training set and the training kernel matrix \( K_{s,s} = \text{sim}(X_{s}, X_{s}) \). Refer to ref. \([23]\), the SVM parameters
\[ \begin{pmatrix} b \\ \alpha \end{pmatrix} = \begin{pmatrix} 0 \\ 1 \end{pmatrix}^{T} \left( K_{s,s} + \gamma^{-1}I \right)^{-1} \begin{pmatrix} 0 \\ y_{s} \end{pmatrix}, \tag{34} \]
where \( y_{s} = (y_{s1}, y_{s2}, \ldots, y_{sn_{s}})^{T}, 1 = (1,1,\ldots,1)^{T} \) and \( \gamma_{1} \) is a constant.

Let
\[ F_{s} = \begin{pmatrix} 0 \\ 1 \end{pmatrix}^{T} \begin{pmatrix} 1 & \gamma_{1}^{-1}I \end{pmatrix}, \tag{35} \]
and the matrix
\[ K_{\gamma} = \begin{pmatrix} 0 & 0 \\ 0 & K_{s,s} + \gamma_{1}^{-1}I \end{pmatrix}. \tag{37} \]

The SVM parameters \(|b, \alpha\rangle = \hat{F}_{s}^{-1}|y\rangle\) can be obtained by applying the quantum matrix inversion algorithm where \(|y\rangle = \frac{1}{\sqrt{|y|}}(0, y)^{T} \tag{17} \]

In the classification section, we substitute the SVM parameters \(|b, \alpha\rangle\) into the SVM model to classify the target labels \( y_{t} \) as presented in \([23]\). With the target domain data \( D_{t} = \{x_{tj}\}_{j=1}^{n_{t}} \) and the target aligned matrix \( A \), the query state
\[ |\psi_{x_{tj}}\rangle = \frac{1}{\sqrt{N_{t}}} (0|0\rangle + \sum_{i=1}^{n_{s}} |x_{tj}|A|i||x_{s_{i}}\rangle) \tag{38} \]
can be constructed where \( N_{t} = n_{s}|x_{tj}|^{2} + 1 \) is the norm of \(|\psi_{x_{tj}}\rangle\). And the training data can be encoded to the quantum state
\[ |\psi_{t}\rangle = \frac{1}{\sqrt{N_{s}}} (b|0\rangle + \sum_{i=1}^{n_{s}} \alpha_{i}|x_{s_{i}}||i||x_{s_{i}}\rangle) \tag{39} \]
through the quantum oracles where \( N_{x} = b^{2} + \sum_{i=1}^{n_{s}} \alpha_{i}^{2}|x_{s_{i}}|^{2} \) is the norm of \(|\psi_{t}\rangle\).

Subsequently, the inner product of \(|\psi_{x_{tj}}\rangle\) and \(|\psi_{t}\rangle\) can be computed as
\[ \langle \psi_{t} | \psi_{x_{tj}} \rangle = \frac{1}{\sqrt{N_{x}N_{t}}} (b + \sum_{i=1}^{n_{s}} \alpha_{i}|x_{s_{i}}||x_{tj}||x_{s_{i}}|A|x_{tj}\rangle) \]
\[ = \frac{1}{\sqrt{N_{x}N_{t}}} (b + \sum_{i=1}^{n_{s}} \alpha_{i}K_{s,s,t_{j}}). \tag{40} \]
Therefore, the label of the target domain data point \( x_{tj} \)
\[ y_{tj} = \text{sign}(\sum_{i=1}^{n_{s}} \alpha_{i}K_{s,s,t_{j}} + b) \tag{41} \]
can be obtained. The whole process above is presented in Fig. 8.

IV. ALGORITHMIC COMPLEXITY

To evaluate the performance of the classical and quantum SA algorithm, the algorithmic complexity of the two algorithms will be analyzed in this section.

The classical SA algorithm mainly contains three parts. In the data preprocessing, the classical SA algorithm utilizes the PCA to project the source and target domain data sets to the corresponding \( d \)-dimensional subspace in \( O((n_{s} + n_{t})D + D^{3}) \) \([45]\). The procedure of aligning the subspaces can be implemented in \( O(D^{2}d) \) \([10]\). As to the classification after the subspace alignment, two different types of classifiers can be applied. For the local classifier, the nearest-neighbor algorithm can be performed on the target aligned source subspace data set.
The quantum nearest-neighbor algorithm can be implemented by variational quantum circuits. The qSVM can achieve exponential speedup compared to the classical algorithms. Therefore, the procedure of DA can be implemented by the qSA in this paper with at least quadratic speedup.

Compared with the classical SA, the source and target domain data sets are preprocessed by the qPCA in $O(d \log D)$ [21]. Subsequently, the source domain subspace data $\hat{X}_s$ and the target subspace data set $\hat{X}_t$ with quadratic speedup in $O(\text{poly}(\sqrt{D}/\epsilon))$ where $\epsilon$ is the accuracy parameter [45]. Afterwards, we adopt two kinds of quantum classifiers to predict target labels referring to the corresponding classical algorithms. The quantum nearest-neighbor algorithm can be implemented in $O(\text{poly}(\sqrt{n_s}))$ [24][25]. And the qSVM classifies the target labels in $O(\log(Dn_s))$ [28]. The quantum nearest-neighbor algorithm can directly classify the target labels quadratically faster without training and the qSVM can achieve exponential speedup compared to the corresponding classical algorithms. Therefore, the procedure of DA can be implemented by the qSA presented in this paper with at least quadratic speedup.

V. QUANTUM KERNEL SUBSPACE ALIGNMENT

Although SA is efficient in domain adaptation, the nonlinear characteristics of the given data may not be fully reflected in some cases probably weakening the transfer learning performance. Inspired by the kernel SA algorithm [54], the qKSA will be presented in this section.

The core of the kernel method is to select a feature map

$$\phi : x \rightarrow |\phi(x)\rangle$$

(42)

to construct the kernel function

$$K(x_i, x_j) = \langle \phi(x_i) | \phi(x_j) \rangle.$$  

(43)

The kernel function $K(x_i, x_j)$ has many choices such as

- linear kernel: $K_l(x_i, x_j) = \langle x_i | x_j \rangle$;
- polynomial kernel: $K_p(x_i, x_j) = \langle x_i | x_j \rangle^n$;
- cosine kernel: $K_c(x_i, x_j) = \prod_{m=3}^{D} \cos(x_{mi} - x_{mj})$;
- hard kernel: $K_h(x_i, x_j) = \langle 0 \rangle \otimes \langle \phi(x_i) | \phi(x_j) | 0 \rangle^q$.

(44)

where $q = \log D$, $n$ is a constant and $U_\phi(x)$ can be implemented by variational quantum circuits [55][56].

The kernel source domain data set

$$\phi(X_s) = |\phi(x_{s_i})\rangle |\phi(x_{s_j})\rangle |i\rangle$$

(45)

and the kernel target domain data set

$$\phi(X_t) = |\phi(x_{t_i})\rangle |\phi(x_{t_j})\rangle |j\rangle.$$  

(46)

With the PCA, the kernel source subspace data set $\hat{X}_s$ and the kernel target subspace data set $X_t$ can be spanned by the columns of $P_s^\phi = \phi(X_s)W_s$ and $P_t^\phi = \phi(X_t)W_t$ respectively where $W_s, W_t$ are $n_s \times d, n_t \times d$ matrices respectively [57].

Hence, the optimal kernel transformation matrix

$$M_s^\phi = \langle \phi(X_s) W_s^T \phi(X_t) W_t \rangle$$

(47)

$$= W_s^T K_{st} W_t$$

(48)

where

$$K_{st} = \sum_{i=1}^{n_s} \sum_{j=1}^{n_t} |\phi(x_{s_i})\rangle |\phi(x_{t_j})\rangle \langle \phi(x_{s_i}) | \phi(x_{t_j}) |i\rangle \langle j\rangle$$

(49)

is the corresponding kernel matrix. The $d$-dimensional kernel target aligned source subspace data $\phi(\hat{X}_s) = (P_s^\phi M_s^\phi \phi(X_s))$ and the target subspace data $\phi(\hat{X}_t) = P_t^{\phi T} \phi(X_t)$ [24]. In addition, the kernel target aligned matrix $A^\phi = P_s^\phi M_s^\phi P_t^{\phi T}$ and the kernel similarity function

$$\text{sim}^\phi(\phi(x_s), \phi(x_t)) = \langle \phi(x_s) | A^\phi | \phi(x_t) \rangle$$

(50)

After the procedure of the qKSA, the classifiers can be utilized to predict the target labels. Similar to the qSA, the classification can also be implemented with the local and the global classifiers. For the local classifier, the quantum nearest-neighbor algorithm can be performed on $\phi(\hat{X}_s)$ and $\phi(\hat{X}_t)$ to obtain the target labels $y_t$. For the global classifier, the qSVM can classify $y_t$ with $\phi(\hat{X}_s)$, $\phi(\hat{X}_t)$ and $\text{sim}^\phi(\phi(x_s), \phi(x_t))$. 

FIG. 3: The schematic diagram of the qSA algorithm with quantum nearest-neighbor algorithm.
VI. CONCLUSION

In this paper, we have presented an implement of a representative domain adaptation algorithm, SA, on a quantum computer. In the data preprocessing, we perform the qPCA algorithm on the given raw data sets to obtain the subspace data sets with complexity logarithmic in the numbers of the data points [21]. Subsequently, the labelled subspace data set is aligned with the target unlabelled subspace data based on the quantum matrix multiplication operations [45]. The procedure of subspace alignment is implemented on a quantum computer with quadratic speedup. Finally, the local classifier, the qSVM, are performed respectively. The quantum nearest-neighbor algorithm and the global classifier, the qSVM, are classified with input the target data and the matrix A achieving exponential speedup [22]. Over the whole procedure, the quantum SA algorithm proposed in our work achieves at least quadratic speedup with algorithmic complexity compared with the classical SA algorithm. The quantum circuit depth of the quantum SA algorithm can be relative high in practice. However, the quantum SA algorithm in our work proves that quantum computation techniques can be applied to the field of transfer learning to accomplish machine learning tasks.
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