Pohlmeyer reduction and Darboux transformations in Euclidean worldsheet $AdS_3$

Georgios Papathanasiou

Department of Physics, University of Florida, 2001 Museum Road, Gainesville FL, U.S.A.

E-mail: georgios@ufl.edu

ABSTRACT: Pohlmeyer reduction has been instrumental both in the program for computing gluon scattering amplitudes at strong coupling, and more recently in the progress towards semiclassical three-point correlators of heavy operators in $AdS/CFT$. After a detailed review of the method, we combine it with Darboux and Crum transformations in order to obtain a class of string solutions corresponding to an arbitrary number of kinks and breathers of the elliptic sinh-Gordon equation. We also use our construction in order to identify the previously found dressed giant gluon with the single breather solution.

KEYWORDS: Integrable Equations in Physics, Solitons Monopoles and Instantons, AdS-CFT Correspondence, Bosonic Strings

ArXiv ePrint: 1203.3460
1 Introduction

Anti-de Sitter space plays a central role in all instances of gauge/string duality (see [1] for a recent review). Closed strings propagating on this background are dual to gauge theory operators with nontrivial charges under the spacetime symmetry, and hence may share certain universal features with operators of nonsupersymmetric gauge theories. The GKP folded rotating string [2] is precisely one of the first examples beyond the supergravity approximation, found to correspond to an operator with scaling dimension $\Delta$, high Lorentz spin $S$ and classical twist $\Delta - S = 2$, exhibiting logarithmic scaling

$$\Delta - S = f(\lambda) \log S + O(\log^0 S),$$

similarly to high spin operators present in QCD [3, 4].

As the dual gauge theory lives on the boundary of AdS, open strings whose endpoints trace a closed boundary curve can also be put to correspondence with gauge theory observables, in particular Wilson loops [6, 7]. The leading order expectation value of the Wilson loop on the curve is related to the minimal area swept by the classical string, and more recently it has been discovered that if the curve consists of straight lightlike segments, this

\footnote{For an analysis of the fluctuation spectrum around the GKP string at any value of the 't Hooft coupling $\lambda$, providing the scaling dimensions of more high spin operators, see [5].}
is equivalent to planar gluon scattering amplitudes at strong coupling [8]. In the latter reference the four gluon amplitude was considered, and agreement was found with the all-loop prediction [9, 10], conjectured on the basis of the weak-coupling structure of the amplitude. Further continuation of this program has been very successful, first by showing the incompleteness of the aforementioned conjecture when the number of gluons is large [11], and then by computing the 8-point amplitude in special two-dimensional kinematics [12], the 6-point amplitude in any kinematics [13], and finally the general $n$-point amplitude in any kinematics [14].

These results have been made possible with the help of a systematic procedure for eliminating all constraints of the string sigma model and ending up with equations of motion for the remaining physical degrees of freedom, known as Pohlmeyer reduction. Initially developed for the $O(n)$ model [15], where the reduced dynamics are described by the integrable sine-Gordon equation and its generalizations, it was later generalized to the non-compact $O(n, 1)$ and $O(n, 2)$ models [17–20] of conformal gauge strings moving on de Sitter and anti-de Sitter spacetime. Particularly the case of $AdS_3$ is equivalent to the sinh-Gordon equation (an analytic continuation of the sine-Gordon equation), and has been studied very extensively the past few years in the series of papers [21–24]. There, new spikey string solutions were constructed, a relation between spikes and sinh-Gordon kinks was established, and a map of the sigma model Lax pair to the sinh-Gordon Lax pair was found, after a spectral parameter was introduced.

Pohlmeyer reduction in $AdS_3$ has also been an integral part of the ongoing effort [25, 26] for the computation of holographic three-point correlators of heavy operators, whose charges scale as $O(\sqrt{\lambda})$. We refer the reader to the bibliography of the latter two references for developments in the study of 3-point correlation functions, which is currently a very active area of research. This owes to the great progress achieved in addressing the $AdS/CFT$ spectral problem due to integrability (see [27] for a review), which completely determines the 2-point functions, and hence offers hope about exact solvability also in this context. We should also note that for the holographic calculation of both Wilson loops and correlation functions to have the prescribed behavior at the AdS boundary, the worldsheet has to be Euclidean (although in the case of correlation functions the boundary curve has to additionally collapse to a point). Other aspects of Pohlmeyer reduction in AdS space have been considered in [30–38].

In light of the potential application open strings may have in the study of the two aforementioned topics, in this note we complement Pohlmeyer reduction in Euclidean worldsheet $AdS_3$ with a method for constructing new solutions based on Darboux and Crum transformations [39–42]. Given a known solution of the reduced Lax pair equations, the Darboux transformation maps it algebraically to a new solution, very similarly to how the dressing method [43–45] works directly at the level of the sigma model. The Crum transformation is then equivalent to an $N$-fold Darboux transformation, and allows us to superpose any number of kinks and breathers on top of an initial ‘vacuum’ solution.

---

2Each lightlike segment is then equal to the momentum of an external gluon.

3For a good introduction on integrable two-dimensional field theories of the sine-Gordon type, and their pulselike wave solutions known as solitons, see [16].

4For recent progress on the role of integrability in the computation of Wilson loops, see also [28, 29].
Apart from introducing the general method in the context of $AdS_3$ strings for the first time, we also demonstrate its applicability by focusing on the specific example where the initial sinh-Gordon solution is equal to zero. In this manner, we obtain new multi-kink string configurations with noncompact Euclidean worldsheets,$^5$ analogous to the ones found in the Minkowskian case $^{[23]}$. We are confident we will be able to apply it to other more complicated vacua including the GKP string as well, and work in this direction is currently underway.

This paper is organized as follows. Section 2 contains a pedagogical review of Pohlmeyer reduction on Euclidean worldsheet $AdS_3$, and sets up our notations. We start section 3 with a rederivation of the simplest ‘vacuum’ solution in section 3.1, and use it in section 3.2 as input in order to algebraically construct the single kink (or antikink) sinh-Gordon field and corresponding string coordinate with the help of a Darboux transformation. In section 3.3 we define the Crum transformation, and apply it in the particular case at hand for the determination of the novel $N$-kink string solution. We further generalize to breathers in section 3.4, and show that the single breather coincides with the dressed giant gluon solution found in $^{[46]}$. We present our conclusions in section 4, and also include an appendix where we prove that our solutions are real for any $N$.

2 Review of Pohlmeyer reduction on $AdS_3$

In this section, we start by reviewing how the string equations of motion and Virasoro constraints imply the sinh-Gordon equations for the physical degrees of freedom, and how to inversely go from a known sinh-Gordon solution to a corresponding string configuration by means of a system of linear differential equations, the Lax pair. Finally we outline how to make this system amenable to the integrable methods we will subsequently use, by a redefinition and the introduction of an additional (spectral) parameter. As we mentioned in the introduction, most of these steps have been analyzed in $^{[21–24]}$, however our presentation will be mostly based on the notation of $^{[12]}$, which is best suited for the Euclidean worldsheet.

2.1 Derivation of the (generalized) sinh-Gordon equation

$AdS_3$ space can be parametrized in terms of $R^{2,2}$ embedding coordinates $\vec{Y} \equiv (Y_{-1}, Y_0, Y_1, Y_2)$ with metric $\eta^{\mu\nu} = \text{diag}(- - + +)$, obeying the constraint

$$\vec{Y} \cdot \vec{Y} \equiv \eta^{\mu\nu} Y_\mu Y_\nu = -(Y_{-1})^2 - (Y_0)^2 + (Y_1)^2 + (Y_2)^2 = -1, \quad (2.1)$$

whose invariance under SO(2,2) rotations reflects the corresponding space isometries.$^6$

Then, strings in $AdS_3$ can be described by the sigma model action,

$$S = \frac{T}{2} \int d\tau d\sigma \sqrt{-\det(h_{ab})} h^{ab} \partial_a \vec{Y} \cdot \partial_b \vec{Y} + \Lambda(\vec{Y} \cdot \vec{Y} + 1) \quad (2.2)$$

$^5$As we explain in section 2.2, this involves the nontrivial step of solving an inverse scattering problem, where the sinh-Gordon solutions determine the potential. For this reason, only the single-kink string configuration with Euclidean worldsheet had previously appeared in the literature $^{[32]}$.

$^6$We will be using the same conventions for any other $R^{2,2}$ vectors and their scalar products. Notice in particular that we express a vector in terms of its covariant (index-down) components.
where $T$ is the string tension, $h^{ab}$ the worldsheet metric, and the Lagrange multiplier $\Lambda$ is enforcing the aforementioned constraint. In what follows, we will pick the Euclidean conformal gauge $h^{ab} = \text{diag}(1, 1)$, and then switch to lightcone worldsheet coordinates

$$z \equiv \frac{1}{2}(\sigma + i\tau) \quad \sigma = \bar{z} + z \quad \partial \equiv \partial_\sigma = \partial_\sigma - i\partial_\tau \quad \partial_\sigma = \frac{1}{2}(\bar{\partial} + \partial), \quad (2.3)$$

$$\bar{z} \equiv \frac{1}{2}(\sigma - i\tau) \quad \tau = i(\bar{z} - z) \quad \bar{\partial} \equiv \partial_{\bar{z}} = \partial_\sigma + i\partial_\tau \quad \partial_\tau = \frac{1}{2i}(\bar{\partial} - \partial). \quad (2.4)$$

which are clearly related by complex conjugation. In this case, the equations of motion and Virasoro constraints that follow from (2.2) become

$$\partial \bar{\partial} \bar{Y} - (\partial Y \cdot \bar{\partial} Y) Y = 0, \quad \partial Y \cdot \partial Y = \bar{\partial} Y \cdot \bar{\partial} Y = 0. \quad (2.5)$$

Pohlmeyer reduction allows us to eliminate both Lagrange multiplier and Virasoro constraints, so as to obtain equations of motion for the remaining physical degrees of freedom. To this end, we define the following $\text{SO}(2, 2)$ scalar (invariant) quantities$^7$

$$\alpha(z, \bar{z}) \equiv \log \left( \frac{1}{2} \bar{\partial} Y \cdot \bar{\partial} Y \right),$$

$$p(z, \bar{z}) \equiv -\frac{1}{2} \vec{N} \cdot \partial^2 \bar{Y},$$

$$\bar{p}(z, \bar{z}) \equiv \frac{1}{2} \vec{N} \cdot \bar{\partial}^2 Y,$$

where the vector $\vec{N}$, defined in turn by

$$N_\mu \equiv \frac{e^{-\alpha}}{2} \epsilon_{\mu\nu\rho\sigma} Y^\nu \partial Y^\rho \partial Y^\sigma,$$

can be shown to obey

$$\bar{N}_\mu = -N_\mu, \quad \vec{N} \cdot \bar{Y} = \vec{N} \cdot \partial Y = \vec{N} \cdot \bar{\partial} Y = 0, \quad \vec{N} \cdot \vec{N} = 1. \quad (2.8)$$

The first equality above implies that $\vec{N}$ is purely imaginary, and hence $p$ and $\bar{p}$ are related by complex conjugation.

In order to derive the equations of motion for (2.6), we will need to look at the derivatives of the vectors defining them, and a convenient way to do so is by introducing the following moving reference frame$^8$

$$q_1 = \bar{Y}, \quad q_2 = \frac{e^{-\alpha/2}}{2} (\bar{\partial} \bar{Y} - \partial Y), \quad q_3 = \frac{e^{-\alpha/2}}{2} (\bar{\partial} \bar{Y} + \partial Y), \quad q_4 = \vec{N}, \quad (2.9)$$

whose scalar products follow from the previous definitions as

$$q_i \cdot q_j = \begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} = \eta_{ij}. \quad (2.10)$$

---

$^7$In particular, in our definition $\alpha$ is half the one defined in [12].

$^8$We have chosen to take half the sum and difference of the vectors $q_2$ and $q_3$ in [12] for our basis so as to make it orthonormal, see also eq. (9) in [22] and eq. (B.1) in [47].
The above relation shows that the linear transformations $q_i' = R_i^m q_m$ mapping to a new basis which preserves orthonormality, $q_i' q_j' = \eta_{ij}$, will also be SO(2, 2) rotations, namely there is an internal SO(2, 2) symmetry transforming the $q_i$ as vectors with respect to the $i$ index.

Taking the derivatives of the basis vectors in (2.9), and then using (2.1), (2.5)–(2.8), it is possible to reexpress them in terms of the basis vectors. In particular $\partial\bar{\partial} \bar{Y}$ may be substituted from (2.5), whereas for $\partial^2 \bar{Y}$, $\partial \bar{N}$ and their conjugates, it’s easier to perform a substitution in terms of the simpler but non-orthogonal basis

$$\bar{X} = a_1 \bar{Y} + a_2 \partial \bar{Y} + a_3 \bar{\partial} \bar{Y} + a_4 \bar{N} \quad (2.11)$$

and then determine the coefficients from the products\footnote{In this manner we find $\partial^2 \bar{Y} = \partial \bar{\partial} \bar{Y} - 2p \bar{N}$, $\partial N = pe^{-\alpha} \partial Y$, and their conjugates.}

$$a_1 = -\bar{X} \cdot Y, \quad a_3 = \frac{1}{2} e^{-\alpha/2} \bar{X} \cdot \partial \bar{Y},$$
$$a_2 = \frac{1}{2} e^{-\alpha/2} \bar{X} \cdot \bar{\partial} \bar{Y}, \quad a_4 = \bar{X} \cdot \bar{N}. \quad (2.12)$$

The result we obtain is

$$\partial q_i = A_{ij} q_j, \quad A = \left( \begin{array}{ccc} 0 & e^{\alpha/2} & e^{\alpha/2} \\ -e^{\alpha/2} & 0 & \frac{1}{2} \partial \alpha \\ e^{\alpha/2} & \frac{1}{2} \partial \alpha & 0 \end{array} \right),$$
$$\bar{\partial} q_i = B_{ij} q_j, \quad B = \left( \begin{array}{ccc} 0 & -e^{\alpha/2} & e^{\alpha/2} \\ e^{\alpha/2} & 0 & -\frac{1}{2} \partial \alpha \\ -e^{\alpha/2} & \frac{1}{2} \partial \alpha & 0 \end{array} \right), \quad (2.13)$$

for which the compatibility condition $\partial (\bar{\partial} q) = \bar{\partial} (\partial q)$ implies $\partial A - \bar{\partial} B + [A, B] = 0$, and whose components finally yield the equations of motion for the scalar quantities

$$\partial \bar{\partial} \alpha - 2e^\alpha + 2p \bar{p} e^{-\alpha} = 0, \quad (2.14)$$
$$\partial \bar{\partial} p = \partial p = 0. \quad (2.15)$$

The first line is the generalized sinh-Gordon equation, and the second line imposes that $p = p(z)$ is holomorphic and $\bar{p} = \bar{p}(\bar{z})$ antiholomorphic. The fact that $p$ ($\bar{p}$) can otherwise be an arbitrary function of $z$ ($\bar{z}$), is a consequence of the invariance of the equations of motion and Virasoro contraints (2.5) under conformal transformations on the worldsheet, $z \to z' = f(z)$ ($\bar{z} \to \bar{z}' = f(\bar{z})$). As far as the transformation properties of the quantities (2.6) are concerned, if we denote them with primes in the $(z', \bar{z}')$ frame, $\alpha' = \log(\partial' \bar{Y} \cdot \partial \bar{Y}'/2)$ etc, it’s easy to show that they will be related to the ones in the $(z, \bar{z})$ frame by

$$\alpha' = \alpha - \log \left( \frac{\partial' \bar{z}}{\partial' \bar{z}} \right), \quad (2.16)$$
$$p' = \left( \frac{\partial' \bar{z}}{\partial' \bar{z}} \right)^2 p, \quad \bar{p}' = \left( \frac{\partial \bar{z}}{\partial \bar{z}'} \right)^2 \bar{p}. \quad (2.17)$$
In particular this implies that starting with any given solution, we can always perform a transformation
\[
\begin{align*}
    z' &= \int \sqrt{p(z)} \, dz \\
    \bar{z}' &= \int \sqrt{\bar{p}(\bar{z})} \, d\bar{z}
\end{align*}
\]
so that \( \alpha' \) obeys the usual sinh-Gordon equation
\[
\partial' \bar{\partial}' \alpha' - 4 \sinh \alpha' = 0. \tag{2.19}
\]

Note however that the new variables will have square root branch cuts where \( p \) becomes zero, so that the information in \( p \) in (2.14)–(2.15) is encoded in the analytic structure of the \( z' \) plane in (2.19).

It is interesting to mention that the sinh-Gordon equation also appears in the study of scattering in Matrix String Theory \cite{48}. In the latter context, the relevant solutions of the equation are obtained by a limiting process where the number of kinks becomes both infinite and continuous \cite{49}.

### 2.2 Reconstruction of the string coordinates

The procedure we described in the previous section reduces the constrained system of equations for the embedding \( \text{AdS}_3 \) coordinates (2.5) into the simpler set of equations (2.14)–(2.15) of the generalized sinh-Gordon model. Due to the nonlocal nature of (2.6) however, knowledge of the sinh-Gordon scalars does not immediately yield the string coordinates, and here we will review how the latter can be reconstructed from the former.

In principle, one could substitute the sinh-Gordon scalars in the \( \text{SO}(2,2) \) Lax pair equations (2.13), and solve for the \( q_i \). What is very particular about \( \text{SO}(2,2) \) however, is that it can be reduced to a direct product of two \( \text{SL}(2) \) (or equivalently \( \text{SO}(2,1) \) or \( \text{SU}(1,1) \)) subgroups. We can thus exploit this feature to similarly decompose (2.13) into two copies of much simpler \( \text{SL}(2) \) Lax pairs, and solve these instead.

We start by mapping all target space vectors into an equivalent bispinor representation
\[
X_{a\dot{a}} \equiv X_\mu \sigma^\mu_{a\dot{a}} = \begin{pmatrix} X_{-1} + X_2 & X_1 - X_0 \\ X_1 + X_0 & X_{-1} - X_2 \end{pmatrix}_{a\dot{a}}, \tag{2.20}
\]
where \( X_\mu \rightarrow (q_i)_\mu \) and \( \sigma^\mu_{a\dot{a}} = (I_{2\times 2}, -i\sigma^2, \sigma^1, \sigma^3)_{a\dot{a}} \) with \( \sigma^i \) the usual Pauli matrices. In this formulation, the invariance of the vector norm is translated as the invariance of the matrix determinant, or more generally
\[
\vec{X} \cdot \vec{Y} = -\frac{1}{2} X_{a\dot{a}} Y_{b\dot{b}} \epsilon^{a\dot{a} b\dot{b}}, \tag{2.21}
\]
with the standard convention \( \epsilon^{12} = -\epsilon^{21} = -\epsilon_{12} = \epsilon_{21} = 1 \).

The same procedure can be carried out for the internal \( \text{SO}(2,2) \) acting on the \( q_i \),
\[
W_{a\dot{a}, a\dot{a}} \equiv \frac{1}{2} (q_i)_{a\dot{a}} \bar{\sigma}^i_{a\dot{a}} = \frac{1}{2} \begin{pmatrix} q_1 - q_4 & q_3 + q_2 \\ q_3 - q_2 & q_1 + q_4 \end{pmatrix}_{a\dot{a}}, \tag{2.22}
\]
where $\tilde{\sigma}^i_{\alpha\dot{\alpha}} \equiv (I_{2 \times 2}, i\sigma^2, \sigma^1, -\sigma^3)_{\alpha\dot{\alpha}}$, and in the last equality we omitted the latin indices for brevity. We may also translate the scalar products (2.10) in this $\text{SL}(2) \times \text{SL}(2)$ bispinor notation if we multiply both sides of the formula in question with $\tilde{\sigma}^i_{\alpha\dot{\alpha}} \tilde{\sigma}^j_{\beta\dot{\beta}}$, and use (2.21), (2.22) and the identity $\tilde{\sigma}^i_{\alpha\dot{\alpha}} \eta_{ij} \tilde{\sigma}^j_{\beta\dot{\beta}} = -\epsilon_{\alpha\beta} \epsilon_{\dot{\alpha}\dot{\beta}}$, arriving at

$$\epsilon^{ab} \epsilon^{\dot{a}\dot{b}} W_{a\dot{a}, a\dot{a}} W_{\beta\dot{\beta}, b\dot{b}} = \epsilon_{\alpha\beta} \epsilon_{\dot{\alpha}\dot{\beta}} \cdot (2.23)$$

We can similarly treat the completeness relation for the basis vectors $q_i$,\(^{10}\) $\eta^{ij} (q_i)_\mu (q_j)_\nu = \eta_{\mu\nu}$, in order to obtain

$$\epsilon^{\dot{a}\dot{b}} \epsilon^{a\dot{b}} W_{a\dot{a}, a\dot{a}} W_{\beta\dot{\beta}, b\dot{b}} = \epsilon^{ab} \epsilon^{\dot{a}\dot{b}} \cdot (2.24)$$

We will now use the above formula to decompose $W$ into spinors that transform irreducibly with respect to the $\text{SL}(2) \times \text{SL}(2)$ subgroups of both internal and spacetime $\text{SO}(2,2)$. Starting with $a = b$ and $\dot{a} = \dot{b}$, (2.24) implies that the determinant of $W$ with respect to the Greek indices is zero, and hence we can write it as the tensor product of a left and a right spinor,

$$W_{a\dot{a}, a\dot{a}} = \Psi^L_{a, a\dot{a}} \Psi^R_{a, a\dot{a}} \cdot (2.25)$$

where by having the latin indices repeated without being summed, we temporarily depart from a manifestly covariant formulation.

In what follows, we will think of the latin indices as labeling different spinors, and the Greek indices labeling the two different components of each spinor. When omitting the component index and looking at each spinor as a single object, we will use boldface, $\Psi^L_{a\dot{a}}$, $\Psi^R_{a\dot{a}}$ to make the distinction.

Given that the spinors have definite transformation properties with respect to the internal $\text{SL}(2) \times \text{SL}(2)$ symmetry acting on the Greek indices, we can define the following inner products in each of the two subspaces,

$$\langle \chi^L, \psi^L \rangle \equiv \epsilon^{\alpha\beta} \chi^L_\alpha \psi^L_\beta, \quad \langle \chi^R, \psi^R \rangle \equiv \epsilon^{\dot{\alpha}\dot{\beta}} \chi^R_{\dot{\alpha}} \psi^R_{\dot{\beta}} \cdot (2.26)$$

which are clearly antisymmetric in the exchange of the two spinors, and furthermore it’s easy to show that if

$$\langle \chi^{L,R}, \psi^{L,R} \rangle = 0 \Rightarrow \chi^{L,R}_\alpha = \mu \psi^{L,R}_\dot{\alpha} \cdot (2.27)$$

for some coefficient $\mu$, namely the two spinors are parallel. In this notation, (2.24) may be rewritten as

$$\langle \Psi^L_{a\dot{a}}, \Psi^L_{\dot{b}\dot{b}} \rangle \langle \Psi^R_{a\dot{a}}, \Psi^R_{b\dot{b}} \rangle = \epsilon^{ab} \epsilon^{\dot{a}\dot{b}} \cdot (2.28)$$

and by now looking at the $a \neq b$, $\dot{a} \neq \dot{b}$ cases we deduce that

$$\langle \Psi^{L,R}_{11}, \Psi^{L,R}_{22} \rangle, \langle \Psi^{L,R}_{12}, \Psi^{L,R}_{21} \rangle \neq 0 \cdot (2.29)$$

\(^{10}\)Namely the fact that we can write any $\text{AdS}_3$ vector as $X^\mu = \sum_i e^i (q_i)^\mu$. 

---
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Finally, considering the \( a \neq b, \dot{a} = \dot{b} \) or \( a = b, \dot{a} \neq \dot{b} \) cases reveals that the only choice of inner products we can set to zero without contradicting (2.29) (up to trivially exchanging \( L \leftrightarrow R \)) is
\[
\langle \Psi^L_{\dot{a} \dot{a}}, \Psi^L_{\dot{a} \dot{a}} \rangle = 0 \Rightarrow \Psi^L_{\dot{a}, \dot{a} \dot{a}} = c_\alpha^\dot{a} \tilde{\Psi}^L_{\dot{a}, \alpha \dot{a} \dot{a}} ,
\]
\[
\langle \Psi^R_{\dot{a} \dot{a}}, \Psi^R_{\dot{a} \dot{a}} \rangle = 0 \Rightarrow \Psi^R_{\dot{a}, \dot{a} \dot{a}} = c_\alpha^\dot{a} \tilde{\Psi}^R_{\dot{a}, \alpha \dot{a} \dot{a}} ,
\]
(2.30)
namely the dependence of the left (right) spinors on the dotted (undotted) index can only appear as an overall multiplication factor, the remaining part of the spinor being denoted with tilde. Then, in (2.25) the left factor can be reabsorbed by the right spinor and vice versa, \( \Psi^L_{\dot{a}, \dot{a}} \equiv c_\alpha^\dot{a} \tilde{\Psi}^L_{\dot{a}, \alpha \dot{a}} , \Psi^R_{\dot{a}, \dot{a}} \equiv c_\alpha^\dot{a} \tilde{\Psi}^R_{\dot{a}, \alpha \dot{a}} , \) so that \( W \) can always be written as
\[
W_{\alpha \dot{a}, \alpha \dot{a}} = \Psi^L_{\alpha, \dot{a} \dot{a}} \Psi^R_{\alpha, \alpha \dot{a}} .
\]
(2.31)
Now that we’ve decomposed \( W \) in terms of spinors which transform irreducibly under the spacetime symmetry as well, the separate index structure in (2.24) or (2.28) implies
\[
\langle \Psi^L_a, \Psi^L_b \rangle = cc_{ab}, \langle \Psi^R_a, \Psi^R_b \rangle = \frac{1}{c} c_{ab} ,
\]
(2.32)
providing the freedom for two independent nontrivial rescalings of the four spinors, which we will fix later.

We next turn to the decomposition of \( \text{SO}(2, 2) \) Lax pair equations (2.13) into the corresponding equations for the spinors \( \Psi^L, \Psi^R \). Keeping the latin indices suppressed, and treating \( W \) as a matrix with respect to the Greek indices, we can rewrite (2.13) the with the help of (2.22) as
\[
\partial W + B^L_w W + W (B^R_w)^T = 0 ,
\]
\[
\partial W + B^L_w W + W (B^R_w)^T = 0 ,
\]
(2.33)
where \( (B^L)^\beta_{\alpha} \), \( (B^R)^\dot{\beta}_{\dot{\alpha}} \) are the desired \( \text{SL}(2) \) analogues of the Lax connections \( A, B \) in (2.13),
\[
B^L_w = \left( \begin{array}{cc}
\frac{1}{4} \partial \alpha & -e^{\alpha/2} \\
-e^{-\alpha/2} p(z) & -\frac{1}{4} \partial \alpha
\end{array} \right) \quad B^L_{\bar{z}} = \left( \begin{array}{cc}
-\frac{1}{4} \bar{\partial} \alpha & -e^{-\alpha/2} \bar{p}(z) \\
e^{\alpha/2} \bar{p}(z) & -\frac{1}{4} \bar{\partial} \alpha
\end{array} \right),
\]
\[
B^R_w = \left( \begin{array}{cc}
-\frac{1}{4} \bar{\partial} \alpha & e^{-\alpha/2} \bar{p}(z) \\
e^{\alpha/2} \bar{p}(z) & -\frac{1}{4} \bar{\partial} \alpha
\end{array} \right) \quad B^R_{\bar{z}} = \left( \begin{array}{cc}
\frac{1}{4} \bar{\partial} \alpha & -e^{-\alpha/2} \\
-e^{\alpha/2} \bar{p}(z) & -\frac{1}{4} \bar{\partial} \alpha
\end{array} \right),
\]
(2.34)
In the matrix notation we employed for (2.33), and the boldface notation we introduced for the spinors, (2.31) becomes \( W = \Psi^L (\Psi^R)^T \), and plugging this to the former formulas we deduce
\[
(\partial \Psi^L + B^L_w \Psi^L)(\Psi^R)^T + \Psi^L (\partial \Psi^R + B^R_w \Psi^R)^T = 0 ,
\]
\[
(\partial \Psi^L + B^L_w \Psi^L)(\Psi^R)^T + \Psi^L (\partial \Psi^R + B^R_w \Psi^R)^T = 0 ,
\]
(2.35)
\footnote{The decomposition with respect ot the latin indices is also consistent with \( W_{\alpha \dot{a}, \alpha \dot{a}} \) being lightlike spacetime vectors, as can be seen from (2.22) or (2.23).}
whose most general solutions are\textsuperscript{12}

\begin{equation}
\begin{aligned}
\partial \Psi^L + B_z^L \Psi^L &= -\mu \Psi^L, \\
\partial \Psi^L + B_z^L \Psi^L &= -\nu \Psi^L, \\
\bar{\partial} \Psi^R + B_z^R \Psi^R &= \mu \Psi^R, \\
\bar{\partial} \Psi^R + B_z^R \Psi^R &= \nu \Psi^R,
\end{aligned}
\end{equation}

(2.36)

where the coefficients $\mu$, $\nu$ are for the moment general and may depend on $z$, $\bar{z}$. Taking the compatibility conditions $\bar{\partial}(\partial \Psi^{L,R}) = \partial(\bar{\partial} \Psi^{L,R})$ leads to

\begin{equation}
\begin{aligned}
(\bar{\partial} \mu + \partial \nu)I + (\partial B_z^L - \bar{\partial} B_z^L + [B_z^L, B_z^L]) = 0,
-(\bar{\partial} \mu + \partial \nu)I + (\partial B_z^R - \bar{\partial} B_z^R + [B_z^R, B_z^R]) = 0,
\end{aligned}
\end{equation}

(2.37)

and looking at the components we notice that we separately have to satisfy $\bar{\partial} \mu + \partial \nu = 0$ and\textsuperscript{13}

\begin{equation}
\begin{aligned}
\partial B_z^L - \bar{\partial} B_z^L + [B_z^L, B_z^L] = 0, \\
\partial B_z^R - \bar{\partial} B_z^R + [B_z^R, B_z^R] = 0,
\end{aligned}
\end{equation}

(2.38)

which as expected also yield the generalized sinh-Gordon equations (2.14)–(2.15).

The connections $B^{L,R}$ and spinors $\Psi^{L,R}$ are not uniquely defined, as $\text{SL}(2)$ gauge transformations

\begin{equation}
\begin{aligned}
\Psi' = V \Psi, \\
B_z' = V B_z V^{-1} - \partial V V^{-1} \\
B_z' = V B_z V^{-1} - \bar{\partial} V V^{-1}
\end{aligned}
\end{equation}

(2.39)

holding for both $L$, $R$ variables, and in general with different $V \to V^{L,R}$, leave the equations (2.36) invariant. We can thus use them to eliminate the inhomogeneous term, in particular by picking $V^L = f I$, $V^R = -f I$, such that $\mu = \partial (\log f)$, $\nu = \bar{\partial} (\log f)$. In other words, we can without loss of generality replace (2.36) with the homogeneous auxiliary linear problems

\begin{equation}
\begin{aligned}
\partial \Psi^L + B_z^L \Psi^L &= 0, \\
\partial \Psi^L + B_z^L \Psi^L &= 0, \\
\bar{\partial} \Psi^R + B_z^R \Psi^R &= 0, \\
\bar{\partial} \Psi^R + B_z^R \Psi^R &= 0
\end{aligned}
\end{equation}

(2.40)

where $B^{L,R}$ are again given by (2.34).

Each of these problems will have two linearly independent solutions, which are precisely the $\Psi^L_{a,a}$ for $a = 1, 2$ and $\Psi^R_{\dot{a},\dot{a}}$ for $\dot{a} = 1, 2$. Indeed any special linear transformation of the two solutions will also be a solution and will leave the inner products (2.32) invariant, and thus we can identify the indices labeling the solutions with the spacetime $\text{SL}(2)$ indices. This also shows that different choices of independent solutions or integration constants amount to different choices of a spacetime frame, and we have the freedom to select them in the most convenient fashion.

Finally, by acting on (2.32) with either $\partial$ or $\bar{\partial}$ and using (2.40) we can show that the inner products are independent of $z$, $\bar{z}$ and hence $c$ is a constant. It then follows straightforwardly that the nontrivial rescalings of the spinors which change the value of $c$ correspond to Lorentz boosts, and since these can be accounted for by transforming the latin indices of the spinors, we can make the most symmetric choice $c = 1$.

\textsuperscript{12}For example we can show this by taking the determinants of the above matrix expressions, which imply that either the spinors or the left- or right-hand side are linearly dependent, and then replace this back in the expressions.

\textsuperscript{13}In component form we can also observe that the two flatness conditions are not independent, since one is minus the transpose of the other one.
So the coordinates of a string corresponding to a solution of the sinh-Gordon equation (2.14)–(2.15) may be obtained by replacing the solution in the Lax matrices (2.34), solving the Lax pair equations (2.40) for the spinors under the aforementioned normalization condition, and replacing them in

\[
\begin{pmatrix}
Y_{\alpha\bar{\alpha}} \\
\end{pmatrix}
= \begin{pmatrix}
Y_{-1} + Y_2 & Y_1 - Y_0 \\
Y_1 + Y_0 & Y_{-1} - Y_2 \\
\end{pmatrix},
\begin{pmatrix}
q_1 \circ \bar{q}_4 \\
\end{pmatrix} = W_{11,\alpha\bar{\alpha}} + W_{22,\alpha\bar{\alpha}} = \langle \Psi^L_a\rangle^T \langle \Psi^R_a\rangle,
\]  

where we used (2.9), (2.20), (2.22), (2.31) and in the last equality we again employed matrix notation with respect to the Greek indices.

2.3 Spectral parameter and a convenient gauge

The final crucial ingredient which facilitates the solution of integrable systems, is the introduction of an additional variable in the auxiliary linear problem (2.40), the spectral parameter \(\lambda\), such that its compatibility condition still gives rise to the equations of motion (2.14)–(2.15) for any value of \(\lambda\). In particular, we can see that if we generalize the left connection (2.34) as

\[
\hat{B}_z(\lambda) = \begin{pmatrix}
\frac{1}{2} \bar{\alpha} - \frac{1}{2} e^{\alpha/2} p(z) & -\frac{1}{2} e^{\alpha/2} \\
-\frac{1}{2} e^{-\alpha/2} & 1 - \frac{1}{2} \bar{\alpha} \\
\end{pmatrix},
\hat{B}_\bar{z}(\lambda) = \begin{pmatrix}
-\frac{1}{2} \bar{\alpha} - \lambda e^{-\alpha/2} \bar{p}(\bar{z}) & \frac{1}{2} e^{-\alpha/2} \\
-\lambda e^{\alpha/2} & 1 + \frac{1}{2} \bar{\alpha} \\
\end{pmatrix},
\]  

it also obeys (2.38). In fact, both connections (2.34) may be obtained from the above formula by specializing to specific values of \(\lambda\), plus a gauge transformation of the type (2.39) for the right problem,

\[
B^L_z = \hat{B}_z(1),
B^R_z = U \hat{B}_z(i) U^{-1},
U = \frac{1}{\sqrt{2}} \begin{pmatrix}
0 & 1 + i \\
-1 + i & 0 \\
\end{pmatrix},
\]  

with identical relations for \(z \to \bar{z}\). Consecutively if \(\hat{\Psi}(\lambda)\) is the solution of the linear problem with the connections (2.42), then the left and right spinors may be obtained as

\[
\Psi^L = \hat{\Psi}(1),
\Psi^R = U \hat{\Psi}(i).
\]  

For our purposes, it will be convenient to perform an additional gauge transformation

\[
\Psi(\lambda) = V \hat{\Psi}(\lambda),
B_z = V \hat{B}_z V^{-1} - \partial V V^{-1}
\hat{B}_z = V B_z V^{-1} - \partial V V^{-1}
\]  

with \(V = \text{diag}(e^{\alpha/4}, e^{-\alpha/4})\), such that

\[
B_z(\lambda) = \begin{pmatrix}
0 & -\frac{1}{2} e^{\alpha/2} \\
-\frac{1}{2} e^{-\alpha/2} p(z) & 0 \\
\end{pmatrix},
B_\bar{z}(\lambda) = \begin{pmatrix}
-\frac{1}{2} \bar{\alpha} - \lambda \bar{p}(\bar{z}) & \frac{1}{2} e^{-\alpha/2} \\
-\lambda e^{\alpha/2} & 1 + \frac{1}{2} \bar{\alpha} \\
\end{pmatrix}.
\]  

Gathering everything together, for a given known solution of the sinh-Gordon equation (2.14)–(2.15), we replace its functional form in the Lax pairs (2.46) and solve the auxiliary problem

\[
\partial_\lambda \Psi(\lambda) + B_z(\lambda) \Psi(\lambda) = 0,
\bar{\partial}_\lambda \Psi(\lambda) + B_\bar{z}(\lambda) \Psi(\lambda) = 0,
\]  

where
where the general solution $\Psi(\lambda)$ is spanned by a superposition of two linearly independent \(\text{SL}(2)\) spinors $\Psi_a(\lambda)$

$$\Psi(\lambda) = \sum_{a=1}^{2} \Psi_a(\lambda),$$  
(2.48)

whose components are denoted by $\Psi_{\alpha,a}$ for $\alpha = 1, 2$. Each of the $\Psi_a(\lambda)$ includes an integration constant, and we normalize them such that

$$\langle \Psi_a, \Psi_b \rangle = \epsilon^{\beta \alpha} \Psi_{\alpha,a} \Psi_{\beta,b} = \epsilon^{ab}.$$  
(2.49)

Finally, the corresponding $AdS_3$ string solution will be obtained from the above spinors as

$$Y_{a\dot{a}} = \left( \begin{array}{cc} Y_{-1} + Y_{2} & Y_{1} - Y_{0} \\ Y_{1} + Y_{0} & Y_{-1} - Y_{2} \end{array} \right)_{a\dot{a}} = \Psi^T(1)U\Psi(i),$$  
(2.50)

where we treat $\dot{a}$ just as another index labeling the same two linearly independent solutions in (2.48), and $U$ is given in (2.43).

### 3 New solutions via Darboux and Crum transformations

In this section, we will combine the general auxiliary linear problem and coordinate reconstruction formula (2.46)–(2.50) with the method of Darboux and Crum transformations [39–42], in order to produce new string solutions corresponding to multikink configurations of the elliptic (Euclidean) sinh-Gordon, or sinh-Laplace, equation.

In particular we will focus on the case where $p, \bar{p}$ are smooth and nonzero on the $z$ plane,\(^{15}\) and choose a convenient worldsheet frame that sets them to $p = \bar{p} = 1$ without changing the analytic structure on the plane.

#### 3.1 Warmup: the giant gluon vacuum

The simplest solution of (2.14) with $p = \bar{p} = 1$ is clearly the ‘vacuum’ $\alpha = 0$. For this choice, the associated spinor of the auxiliary problem (2.46)–(2.47), can be found to be

$$\Psi(\lambda) = \sum_{a=1}^{2} \Psi_a(\lambda) = c_1 e^{-(z/\lambda + \bar{z}\lambda)} \begin{pmatrix} -1 \\ 1 \end{pmatrix} + c_2 e^{(z/\lambda + \bar{z}\lambda)} \begin{pmatrix} 1 \\ 1 \end{pmatrix},$$  
(3.1)

and a particular choice compatible with (2.49) which makes (2.50) real is $c_1 = -c_2 = (1 + i)/2$. With this choice, we can describe the two linearly independent solutions $\Psi_a$ jointly as

$$\Psi_a(\lambda) = \frac{(-1)^a + i}{2} e^{(-1)^a(z/\lambda + \bar{z}\lambda)} \begin{pmatrix} (-1)^a \\ 1 \end{pmatrix},$$  
(3.2)

\(^{14}\)This formula follows from (2.41), (2.44) and (2.45), after we note that $(V^{-1})^TUV^{-1} = U$.

\(^{15}\)This clearly excludes polynomial functions, but for example includes exponentials of polynomial functions.
and plugging this in (2.50) yields

\[
Y_{\tilde{a} \tilde{a}} = \frac{1}{\sqrt{2}} \begin{pmatrix} e^{-\sigma - \tau} & e^{-\sigma + \tau} \\ -e^{-\sigma - \tau} & e^{\sigma + \tau} \end{pmatrix} \Rightarrow \tilde{Y} = \frac{1}{\sqrt{2}} \begin{pmatrix} \cosh(\sigma + \tau) \\ -\cosh(\sigma - \tau) \\ -\sinh(\sigma - \tau) \\ -\sinh(\sigma + \tau) \end{pmatrix},
\]

(3.3)

which can be easily shown to satisfy

\[
Y_{0}^{2} - Y_{-1}^{2} = Y_{1}^{2} - Y_{2}^{2}.
\]

Namely it is the cusp solution first found in \[50\], and then used by \[8\] in the context of gluon scattering amplitudes at strong coupling. In the latter paper a four gluon solution was also obtained, termed as ‘giant gluon’ in \[46\], which is related to (3.3) by simple rotations of the embedding coordinates (SO(2, 2) isometries of AdS3),

\[
\bar{Y}' = \begin{pmatrix} 1 & -\frac{1}{\sqrt{2}} & 0 & 0 \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 \\ 0 & 0 & 1 & -\frac{1}{\sqrt{2}} \\ 0 & 0 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \end{pmatrix} \bar{Y} = \begin{pmatrix} \cosh \sigma \cosh \tau \\ \sinh \sigma \sinh \tau \\ \sinh \sigma \cosh \tau \\ \cosh \sigma \sinh \tau \end{pmatrix}.
\]

(3.5)

3.2 Darboux transformations and the single-kink string

Of course the string configuration of the previous section has been well known in the literature, however in this section we will use it as input for a Darboux transformation, which will generate a different solution corresponding to a single sinh-Gordon (anti)kink.

The form of the new Lax pair (2.46) we introduced is precisely necessary for the application of this method, as a second differentiation of \( \bar{z} \) equation yields separate equations for each component of the spinor \( \Psi(\lambda) \equiv (\psi, \phi) \),

\[
\partial^2 \psi - \lambda^2 \psi = \left( \frac{1}{2} \partial^2 \alpha + \frac{1}{4} (\partial \alpha)^2 \right) \psi,
\]

\[
\partial^2 \phi - \lambda^2 \phi = \left( -\frac{1}{2} \partial^2 \alpha + \frac{1}{4} (\partial \alpha)^2 \right) \phi,
\]

(3.6)

in which case we can take advantage of the following theorem (see \[39, 51\] for more information).

**Darboux’s theorem.** Consider the time-independent Schrödinger equation,

\[
-\partial_x^2 \psi + u \psi = -\lambda^2 \psi,
\]

(3.7)

for a known potential \( u(x) \), where \(-\lambda^2\) plays the role of energy. If \( \psi^1(x) \) a particular solution of (3.7) for \( \lambda = \lambda_1 \), and \( \psi(x, \lambda) \) an arbitrary solution, then the function obtained by the (Darboux) transformation

\[
\psi' = \frac{W(\psi^1, \psi)}{\psi^1} = \frac{\psi^1 \partial_x \psi - \partial_x \psi^1 \psi}{\psi^1}
\]

(3.8)
where \( W(\psi^1, \psi) \) the Wronskian determinant, satisfies a Schroedinger equation with the same energy eigenvalue\(^{16}\) but for a different potential,

\[
-\partial_x^2 \psi' + u' \psi' = -\lambda^2 \psi',
\]

\[
u' = u - 2\partial_x^2 \log \psi.
\]

Clearly (3.6) are of the form (3.7) with the corresponding potentials given on the right hand side. So for a known sinh-Gordon solution \( \alpha \) and its associated spinor for a particular value of the spectral parameter \( \Psi^1 = (\psi^1, \phi^1) \), the Darboux transformation generates a new solution \( \alpha' \) via the relation of the potentials,

\[
\frac{1}{2} \partial_x^2 \alpha' + \frac{1}{4}(\partial_x \alpha')^2 = \frac{1}{2} \partial_x^2 \alpha + \frac{1}{4}(\partial_x \alpha)^2 - 2\partial_x^2 \log \psi^1,
\]

\[
\frac{1}{2} \bar{\partial}_x^2 \alpha' + \frac{1}{4}(\bar{\partial}_x \alpha')^2 = -\frac{1}{2} \partial_x^2 \alpha + \frac{1}{4}(\partial_x \alpha)^2 - 2\partial_x^2 \log \phi^1.
\]

(3.10)

Subtracting the two formulas and integrating\(^{17}\) we obtain a direct transformation for the \( \alpha' \)s,

\[
\alpha' - \alpha = 2 \log \phi^1 - 2 \log \psi^1, \Rightarrow e^{\alpha'} = e^{\alpha} \left( \frac{\phi^1}{\psi^1} \right)^2.
\]

(3.11)

Furthermore, the Darboux transformation also gives us the associated spinors (3.8), which we can write as

\[
\Psi'(\lambda) = \begin{pmatrix} \psi' \\ \phi' \end{pmatrix} = \lambda \begin{pmatrix} \phi \\ \psi \end{pmatrix} - \lambda_1 \begin{pmatrix} \phi^1 \psi \\ \psi^1 \phi \end{pmatrix},
\]

(3.12)

up to a normalization factor which we’ll fix shortly.

Let us now analyze what kind of new sinh-Gordon solutions we obtain by dressing the vacuum \( \alpha = 0 \), if we take \( \Psi^1 = \Psi(\lambda_1) \) from (3.1), but with the integration constants unspecified,

\[
e^{\alpha'} = \left( \frac{c_2 e^{u_1} + c_1 e^{-u_1}}{c_2 e^{u_1} - c_1 e^{-u_1}} \right)^2 = \left( \frac{1 + \frac{c_2}{c_1} e^{2u_1}}{1 - \frac{c_2}{c_1} e^{2u_1}} \right)^2, \quad u_1 = (z/\lambda_1 + \bar{z}\lambda_1).
\]

(3.13)

Evidently, choosing any of the integration constants to zero, does not produce a new solution. Furthermore, demanding that \( \alpha' \) is real restricts \( \lambda_1 \) to be a pure phase, \( \bar{\lambda}_1 = 1/\lambda_1 \), and \( c_1/c_2 \) to be real. We can thus absorb its absolute value in the exponential, which simply shifts the profile parameter by a constant \( k_1 = \frac{1}{2} \log |c_2/c_1| \), and for positive or negative sign of the ratio, we obtain the sinh-Gordon antikink \( \alpha'_+ \) or kink \( \alpha'_- \) solution respectively

\[
\alpha'_+ = \log \coth^2 u'_1, \quad \alpha'_- = \log \tanh^2 u'_1, \quad u'_1 = z/\lambda_1 + \bar{z}\lambda_1 + k_1.
\]

(3.14)

We can also rewrite the vacuum spinors that lead to them as

\[
\Psi^1_+ = \begin{pmatrix} \sinh u'_1 \\ \cosh u'_1 \end{pmatrix}, \quad \Psi^1_- = \begin{pmatrix} \cosh u'_1 \\ \sinh u'_1 \end{pmatrix},
\]

(3.15)

\(^{16}\)Hence the transformation is ‘isospectral’.

\(^{17}\)The linear and constant term are set to zero by the boundary condition \( \alpha \to 0 \) as \( |\bar{z}| \to \infty \).
up to an overall constant, which cancels out in (3.12). Replacing $\psi_1, \phi_1$ from the above formula, and $\phi, \psi$ for each of the linearly independent solutions (3.2), we thus obtain the corresponding dressed spinors

$$
\Psi_a(\lambda) = \frac{(-1)^{\alpha} + i}{2((-1)^{\alpha} \lambda - \lambda_1)} e^{(-1)^{\alpha}(z/\lambda + \bar{z}/\bar{\lambda})} \left( \lambda - (-1)^{\alpha} \lambda_1 (\coth u'_1)_{\pm 1} \right),
$$

(3.16)

where plus or minus in the exponents of the hyperbolic functions corresponds to the antikink or kink respectively, and the overall normalization factor appearing in front, has been chosen such that for $u'_1 \to \infty$, $\Psi_a(\lambda)$ reduces to the linearly independent solutions of the vacuum spinors (3.2), and hence also respects (2.49).

Then, with the help of (2.50), we can write the coordinates of the single spike solution as

$$
Y_{\alpha\bar{\alpha}} = \frac{1}{\sqrt{2}} \left( e^{-\sigma - \tau} \frac{(1+1+i)(\coth u'_1)_{\pm 1} + i}{(\lambda_1+1)(\lambda_1+i)} e^{\sigma + \tau} \frac{(1+1-i)(\coth u'_1)_{\pm 1} - i}{(\lambda_1-1)(\lambda_1-i)} \right),
$$

(3.17)

for which it is an easy task to check that it is indeed real, and that it reduces to the vacuum solution (3.3) for $u'_1 \to \infty$. We can further simplify the above relation and make its reality manifest, by replacing $\lambda_1 = e^{i\phi_1}$, in which case it becomes

$$
Y_{\alpha\bar{\alpha}} = \frac{1}{2} \left( e^{-\sigma - \tau} \frac{(\coth u'_1)_{\pm 1} + \sqrt{2} \sin(p_1 + \frac{\pi}{4})}{(1+\sqrt{2} \sin(p_1 + \frac{\pi}{4})} e^{-\sigma + \tau} \frac{(\coth u'_1)_{\pm 1} - \sqrt{2} \sin(p_1 - \frac{\pi}{4})}{(1-\sqrt{2} \sin(p_1 - \frac{\pi}{4})} \right),
$$

(3.18)

with $u'_1 = \sigma \cos p_1 + \tau \sin p_1 + k_1$.

For $p_1 = \pi/4$, (3.18) can be shown to coincide with the Sommerfield-Thorn solution [52] for positive hyperbolic cotangent power (antikink), and the Berkovits-Maldacena solution [53] for negative hyperbolic cotangent power \textsuperscript{18} (kink), whereas the general $p_1$ solution was found by a limiting procedure in [32]. It is important to emphasize that once the ‘vacuum’ solution of the previous section (3.2) has been determined, our method yields both kink and antikink solutions in a completely algebraic fashion.

### 3.3 Crum transformations and the multi-kink string

Although the method of Darboux transformations we presented in the previous section may be used recursively in order to produce more string configurations, expressions tend to get lengthier and without any particular pattern at each iteration. Instead, here we will employ a generalization due to Crum [42] (see also [39] for a modern treatment), which solves the recursion of the $N$-fold transformation and directly produces multi-kink solutions in a simple form, with all the symmetry structure manifest. The reader who is interested in the final result may jump to equations (3.28)–(3.31).

\textsuperscript{18}In particular for the latter case, a worldsheet conformal transformation $\sigma + \tau \to \tau$ and $\sigma - \tau \to \sigma$, which also takes $p = 1 \to p’ = -i/2$, maps our solution to the conformal gauge form presented in [24].
\textbf{Crum theorem.} For the Schrödinger equation (3.7) with given potential \( u(x) \), let \( \psi^1, \ldots, \psi^N \) be solutions for specific values of the spectral parameter \( \lambda = \lambda_1, \ldots, \lambda_N \), and \( \psi = \psi(\lambda) \) solution for arbitrary spectral parameter. If we define the Wronskian determinant of \( k \) functions as
\[
W(f_1, \ldots, f_k) \equiv \det \left( \frac{d^{i-1}f_j}{dx^{i-1}} \right), \quad i, j = 1, \ldots, k,
\]
then the function
\[
\psi(\lambda_1, \ldots, \lambda_N; \lambda) = \frac{W(\psi^1, \ldots, \psi^N; \psi)}{W(\psi^1, \ldots, \psi^N)}
\]
satisfies (3.7) but for \( u(x) \) replaced by a new potential
\[
u(\lambda_1, \ldots, \lambda_N; x) = u(x) - 2\partial_x^2 \log W(\psi^1, \ldots, \psi^N).
\]
Applying this to (3.6), similarly to the Darboux transformation, we obtain that the \( N \)-th dressed solution of the elliptic sinh-Gordon equation \( \alpha(\lambda_1, \ldots, \lambda_N) \), and its associated spinor \( \Psi(\lambda_1, \ldots, \lambda_N; \lambda) \) are given by
\[
\exp(\alpha(\lambda_1, \ldots, \lambda_N)) = \exp \left( \frac{W(\phi^1, \ldots, \phi^N)}{W(\phi^1, \ldots, \phi^N)} \right)^2,
\]
\[
\Psi(\lambda_1, \ldots, \lambda_N; \lambda) = \left( \begin{array}{c} \psi(\lambda_1, \ldots, \lambda_N; \lambda) \\ \phi(\lambda_1, \ldots, \lambda_N; \lambda) \end{array} \right)
\]
\[
\left( \begin{array}{c} W(\psi^1, \ldots, \psi^N; \phi) \\ W(\phi^1, \ldots, \phi^N) \end{array} \right)
\]
\[
\left( \begin{array}{c} W(\psi^1, \ldots, \psi^N; \psi) \\ W(\phi^1, \ldots, \phi^N) \end{array} \right)
\]

The above theorem may be regarded as the reason for the appearance of determinant formulas representing multikink solutions in all integrable systems solvable by some variant of the inverse scattering method.

Returning to our problem at hand, we may use the Lax pair equation (2.47) for \( \tilde{\partial} \) in order to eliminate all derivatives from the spinor components in (3.22), and in fact it turns out that inside the Wronskian, we can simply replace\(^{19}\) [40]
\[
\tilde{\partial}^{2k+1} \psi^i \to \lambda^{k+1}_i \phi^i, \quad \tilde{\partial}^{2k} \phi^i \to \lambda^{2k}_i \psi^i,
\]
and similarly for \( \phi \).\( \psi \). This is because (2.47) allows us to write the right-hand sides of (3.23) as a sequence of \( \ldots (\tilde{\partial} - \alpha \partial \alpha / 2) (\tilde{\partial} + \alpha \partial \alpha / 2) \ldots \) operators acting on \( \psi^i \) or \( \phi^i \), so that the highest derivative term equals the right-hand side plus lower derivative terms, whose coefficients are the same for all values of \( i \). Consequently at each row of the determinant, the additional terms can be removed by subtracting appropriate multiples of the previous rows. Hence we can write
\[
W(\psi^1, \ldots, \psi^N) = \begin{vmatrix} \psi^1 & \psi^2 & \ldots & \psi^N \\ \lambda_1^{1} \phi^1 & \lambda_2 \phi^2 & \ldots & \lambda_N \phi^N \\ \lambda_1^{2} \psi^1 & \lambda_2 \psi^2 & \ldots & \lambda_N \psi^N \\ \vdots & \vdots & \ldots & \vdots \end{vmatrix} = \prod_{i=1}^N \psi^i \begin{vmatrix} 1 & 1 & \ldots & 1 \\ \lambda_1^{\psi^1} & \lambda_2 \phi^2 & \ldots & \lambda_N \phi^N \\ \lambda_1^{\psi^1} & \lambda_2 \phi^2 & \ldots & \lambda_N \phi^N \\ \vdots & \vdots & \ldots & \vdots \end{vmatrix},
\]
\(^{19}\)We remind the reader that we have made the choice \( p = \tilde{p} = 1 \).
and similarly for $W(\phi^1, \ldots, \phi^N)$.

Having simplified the form of the Wronskians, there remains one additional subtlety for their evaluation: Going to Euclidean worldsheet time turns the sinh-Gordon equation into the sinh-Laplace equation,\footnote{Namely the worldsheet D’Alembertian $-\frac{\partial^2}{\partial \tau^2} + \frac{\partial^2}{\partial \sigma^2}$ turns into a Laplacian $\frac{\partial^2}{\partial \tau^2} + \frac{\partial^2}{\partial \sigma^2}$.} and as was shown in [41], in this case Darboux and Crum transformations map real solutions to purely imaginary solutions and vice versa.

Clearly a purely imaginary sinh-Gordon solution is the same as a purely real sine-Gordon solution,\footnote{The elliptic sine-Gordon equation was first studied in [54].} so that for $\alpha_i, \beta_i \in \mathbb{R}$, the transformations produce the following two sequences that mix the two types of solutions,

\[
\begin{align*}
\alpha_0 &\to i\beta_1 \to \alpha_2 \to i\beta_3 \to \ldots, & \left(\frac{\partial^2}{\partial \tau^2} + \frac{\partial^2}{\partial \sigma^2}\right) \alpha_j &= 4 \sinh \alpha_j, \\
\beta_0 &\to \alpha_1 \to i\beta_2 \to \alpha_3 \to \ldots, & \left(\frac{\partial^2}{\partial \tau^2} + \frac{\partial^2}{\partial \sigma^2}\right) \beta_j &= 4 \sin \beta_j.
\end{align*}
\]  

Since strings in $AdS_3$ are reconstructed from sinh-Gordon solutions, it is thus evident that for the $N$-th dressed solution we need to use spinors associated to the single sinh-Gordon (anti)kink (3.15) if $N$ is odd, and spinors associated to the single sine-Gordon (anti)kink if $N$ is even. Namely for $N$ even we should replace (3.15) with

\[
\Psi^i = \begin{pmatrix} \psi^i \\ \phi^i \end{pmatrix} = \begin{pmatrix} i e^{u'_i} - e^{-u'_i} \\ i e^{u'_i} + e^{-u'_i} \end{pmatrix}
\]

where $u'_i = z/\lambda_i + \bar{z} \lambda_i + k_i$ and in this case we can describe both the kink (for $\text{Re}(\lambda_i) > 0$) and antikink (for $\text{Re}(\lambda_i) < 0$) simultaneously. We elaborate more on this choice, and on the validity of the sequences (3.25), at the end of the appendix.

Finally, we need to normalize the spinors (3.22) in order to ensure that they too respect the normalization (2.49). Similarly to the singly dressed case, we can achieve this by demanding that the spinors (3.22) reduce to the vacuum spinors (3.2) when $\phi^i/\psi^i \to 1$. In this limit the Wronskians become identical to Vandermonde determinants,

\[
\det(\lambda^{i-1}) = \prod_{1 \leq i < j \leq N} (\lambda_j - \lambda_i), i, j = 1, \ldots N,
\]  

and we can easily infer that the unnormalized spinors (3.22) are just $\prod_{i=1}^N((-1)^a \lambda - \lambda_i)$ times the vacuum spinors (3.2).

Gathering all our results together, the embedding coordinates for the $AdS_3$ string corresponding to the $N$-th dressed sinh-Gordon solution will be given by

\[
Y_{a\dot{a}} = \frac{1}{\sqrt{2}} \left[ (1+i)\psi_a(\lambda_1 \ldots \lambda_N; 1) \phi_a(\lambda_1 \ldots \lambda_N; i) - (1-i)\phi_a(\lambda_1 \ldots \lambda_N; 1) \psi_a(\lambda_1 \ldots \lambda_N; i) \right],
\]  

(3.28)
where the associated spinor components are given by\(^22\)

\[
\psi_a(\lambda_1, \ldots, \lambda_N; \lambda) = \frac{-1 + (-1)^a i}{2 \prod_{i=1}^N((-1)^a \lambda - \lambda_i)} e^{(-1)^a(z/\lambda + \bar{z} \lambda_i)} \det(\lambda_i^{-1} r_{ij}^+)^{N+1} \det(\lambda_i^{-1} r_{ij}^-)^N, \quad (3.29)
\]

\[
\phi_a(\lambda_1, \ldots, \lambda_N; \lambda) = \frac{-1 + (-1)^a i}{2 \prod_{i=1}^N((-1)^a \lambda - \lambda_i)} e^{(-1)^a(z/\lambda + \bar{z} \lambda_i)} \det(\lambda_i^{-1} r_{ij}^+)^{N+1} \det(\lambda_i^{-1} r_{ij}^-)^N,
\]

with the determinants in the above formula corresponding to \((N+1) \times (N+1)\) matrices in the numerator, \(N \times N\) matrices in the numerator, \(N \times N\) matrices in the numerator, and \((N+1) \times (N+1)\) matrices in the numerator, \(23\) \(\lambda_{N+1} = \lambda\),

\[
r_{ij}^\pm = \frac{1}{2}(1 \pm (-1)^i) \frac{\phi^i}{\psi^i} + \frac{1}{2}(1 \mp (-1)^i), \quad (3.30)
\]

is equal to either \(\phi^i/\psi^i\) or 1 depending on the sign and value of \(i\), and finally

\[
\frac{\phi^{a+1}}{\psi^{a+1}} = (-1)^a, \quad \frac{\phi^i}{\psi^i} = \begin{cases} 
\tanh(z/\lambda_j + \bar{z} \lambda_j + k_j), & \text{for a kink if } N \text{ odd}, \\
\coth(z/\lambda_j + \bar{z} \lambda_j + k_j), & \text{for an antikink if } N \text{ odd}, \ j = 1 \ldots N. \\
\frac{ie^{(z/\bar{z} \lambda_j + k_j/2) + 1}}{ie^{(z/\lambda_j + \bar{z} \lambda_j + k_j)/2} - 1}, & \text{if } N \text{ even.} 
\end{cases} \quad (3.31)
\]

In the above formula, we restrict \(\text{Re}(\lambda_j) > 0\) for \(N\) odd,\(^24\) whereas for \(N\) even \(\text{Re}(\lambda_j) > 0\) corresponds to a kink and \(\text{Re}(\lambda_j) < 0\) to an antikink. As we have mentioned earlier in the text, \((3.28)-(3.31)\) represents a solution corresponding to kinks and antikinks (without any bound states) when \(\lambda_j = e^{i \phi^j} \) are phases.

The fact that the coordinates are ultimately expressed in terms of ratios of determinants with dimensions \(N + 1\) over \(N\) is very reminiscent of the multisoliton solutions for sigma models with compact target spaces found in [55]. In the appendix we explicitly prove that they are real for any \(N\).

### 3.4 Breathers and the dressed giant gluon

Here we extend the parameter space of the new \(N\)-kink solution, so as to also include oscillating lumps, or ‘breathers’. We consecutively use this extension in order to show the \(AdS_3\) string configuration first found in [46], which we will henceforth call the ‘dressed giant gluon’, is precisely a breather solution.

Let us start by focusing on the \(N = 2\) case, where if we let \(r_j = \phi^j/\psi^j\) for compactness, the sinh-Gordon field \((3.22)\) may be written with the help of \((3.24)\), \((3.31)\) as

\[
e^{\alpha(\lambda_1, \lambda_2)} = \left(\frac{\lambda_2 r_1 - \lambda_1 r_2}{\lambda_2 r_2 - \lambda_1 r_1}\right)^2 = \left(\frac{\cosh(u_1 + u_2)(\lambda_1 - \lambda_2) - i \sinh(u_1 - u_2)(\lambda_1 + \lambda_2)}{\cosh(u_1 + u_2)(\lambda_1 - \lambda_2) + i \sinh(u_1 - u_2)(\lambda_1 + \lambda_2)}\right)^2, \quad (3.32)
\]

and its associated spinor can be massaged to

\[
\Psi_a(\lambda_1, \lambda_2; \lambda) = \prod_{i=1}^2((-1)^a \lambda - \lambda_i)^{-1} \left(\frac{\lambda^2 + \lambda_1 \lambda_2 \lambda_2 r_1 - \lambda_1 r_2}{\lambda_2 r_2 - \lambda_1 r_1} \right) \left(\frac{1}{\lambda_2 r_2 - \lambda_1 r_1}\right) \Psi_a(\lambda), \quad (3.33)
\]

\(^22\)The formula is also valid for \(a \rightarrow \bar{a}\).

\(^23\)Namely, \(i, j\) run from 1 to \(N + 1\) in the numerator, and 1 to \(N\) in the denominator.

\(^24\)Considering \(\text{Re}(\lambda_j) < 0\) is equivalent to taking \(\lambda_j \rightarrow -\lambda_j\), which we see may only change the Wronskians \((3.24)\) up to an overall sign. This sign however cancels by squaring or taking their ratios in \((3.22)\).
with $\Psi_a(\lambda)$ given by (3.2).

If we now for a moment allow the $\lambda_i$ to be general complex numbers, and demand that the right-hand side of (3.32) is real and positive, it is straightforward to show that apart from the case $\bar{\lambda}_j = 1/\lambda_j$, $\bar{k}_j = k_j$, which we had encountered so far, there exists precisely one more alternative restriction, $\bar{\lambda}_2 = 1/\lambda_1$, $\bar{k}_2 = k_1$. This also leads to the profile parameters of the solitons being conjugate to each other $\bar{u}_2 = u_1$, which is a feature common with the breathers of the ordinary (Minkowskian) sine and sinh-Gordon equation, although here the soliton parameters have a different range. A plot of the solution shows that it is a localized excitation consisting of two lumps oscillating together as if connected by a spring. This justifies the term ‘breather’ used to describe them and allows their interpretation as a bound kink-antikink pair, see for example [56].

We can further generalize these considerations, such that the $N$-th dressed sinh-Gordon field (3.22) and corresponding string configuration (3.28)–(3.31) describe for any $0 \leq n \leq [N/2]$

1. $n$ breathers with $\bar{\lambda}_{j+1} = 1/\lambda_j$, $\bar{k}_{j+1} = k_j$, $j = 1, \ldots, n$,

2. $N - 2n$ kinks or antikinks with $\bar{\lambda}_j = 1/\lambda_j$, $\bar{k}_j = k_j$, $j = 2n + 1, \ldots, N$.

The proof of reality for these solutions goes along the lines of the $N$-kink case presented in the appendix, the only difference being that the determinant columns for each conjugate pair of soliton parameters will be conjugate to each other altogether. Hence complex conjugation of the determinant will give the same result as in the $N$-kink case up to a possible minus sign, which will cancel in the ratios of determinants in (3.22).

Having explored the full range of lump-like solutions over the sinh-Gordon vacuum $\alpha = 0$, we next move on to interpret the $AdS_3$ dressed giant gluon found in [46] with the help of the dressing method [43] (see also [44, 45] for the first application in the $AdS/CFT$ context).

The motivation behind [46] stemmed from the then recently initiated program for computing gluon scattering amplitudes at strong coupling, by establishing the equivalence of the problem to computing the Euclidean worldsheet area of an open string whose ends form a light-like polygon on the boundary of AdS space. In particular, for an $n$-point amplitude the boundary consists of $n$ light-like segments meeting at cusps, and after [8] studied the case $n = 4$ in detail, there was need to find concrete realizations of higher point functions.

However a characteristic of the dressed giant gluon, that made its interpretation as an amplitude or more generally Wilson loop more intricate, was that it would reach the AdS boundary an infinite amount of times and at finite values of the worldsheet coordinates. We quote the solution here, for a particular choice of its parameters,

$$Z_1 \equiv Y_{-1} + iY_0 = \frac{1}{|\zeta|} \frac{\vec{Y} \cdot \vec{N}_1}{D}, \quad Z_2 \equiv Y_1 + iY_2 = \frac{1}{|\zeta|} \frac{\vec{Y} \cdot \vec{N}_2}{D}, \quad (3.34)$$
where $\bar{Y}$ represents the 4-cusp solution (3.5), the vectors $\bar{N}_i$ are given by

$$
\bar{N}_1 = \begin{pmatrix} 
-(\zeta m\bar{m} - \zeta) \cosh(Z + \bar{Z}) + i(\zeta m\bar{m} + \zeta) \sinh(Z - \bar{Z}) \\
-(\zeta m\bar{m} + \zeta) \sinh(Z - \bar{Z}) - i(\zeta m\bar{m} - \zeta) \cosh(Z + \bar{Z}) \\
(\zeta - \bar{\zeta}) \bar{m}(\sinh(Z + \bar{Z}) - i \cosh(Z - \bar{Z})) \\
(\zeta - \bar{\zeta}) \bar{m}(\cosh(Z - \bar{Z}) - i \sinh(Z + \bar{Z})) 
\end{pmatrix},
$$

(3.35)

$$
\bar{N}_2 = \begin{pmatrix} 
-(\zeta - \bar{\zeta}) \bar{m}(\sinh(Z + \bar{Z}) - i \cosh(Z - \bar{Z})) \\
-(\zeta - \bar{\zeta}) \bar{m}(\cosh(Z - \bar{Z}) - i \sinh(Z + \bar{Z})) \\
+(\zeta m\bar{m} - \zeta) \cosh(Z + \bar{Z}) - i(\zeta m\bar{m} + \zeta) \sinh(Z - \bar{Z}) \\
+(\zeta m\bar{m} + \zeta) \sinh(Z - \bar{Z}) + i(\zeta m\bar{m} - \zeta) \cosh(Z + \bar{Z}) 
\end{pmatrix},
$$

the denominator responsible for the complicated boundary behavior is

$$
D = (m\bar{m} - 1) \cosh(Z + \bar{Z}) - i(m\bar{m} + 1) \sinh(Z - \bar{Z}),
$$

(3.36)

and the soliton-like parameters entering in the above formulas are

$$
Z = \frac{\bar{z}}{m} + \bar{\varepsilon} m, \quad \zeta = i \frac{1 - m^2}{1 + m^2},
$$

(3.37)

with barred quantities denoting complex conjugation.

Computing the Pohlmeyer-reduced sinh-Gordon field of this solution according to (2.6) yields\(^{25}\)

$$
e^\alpha = \frac{1}{2} \partial \bar{Y} \cdot \partial Y = \left( \frac{\cosh(Z + \bar{Z})(m\bar{m} - 1) - i \sinh(Z - \bar{Z})(m\bar{m} + 1)}{\cosh(Z + \bar{Z})(m\bar{m} - 1) + i \sinh(Z - \bar{Z})(m\bar{m} + 1)} \right)^2,
$$

(3.38)

which precisely agrees with (3.32) upon the identification $m = -\lambda_1 = -1/\lambda_2$, such that $Z = -u_1 = -\bar{u}_2$ with $k_1 = \bar{k}_2 = 0$, thus implying that the dressed giant gluon corresponds to a breather.\(^{26}\)

We can now interpret the complicated behavior at the AdS boundary, which corresponds to $|Z_i| \to \infty$, as follows. First, the soliton-like solutions of sinh-Gordon represent transitions between the two extrema of the field potential $\cosh \alpha$ at $\alpha \to \pm \infty$, so that they clearly reach infinite values (at the positions of the kinks) and have infinite energy. Second, the particular breather solution reaches $e^\alpha \to \infty$ at every oscillation, and also $|Z_i| \to \infty$ an infinite number of times due to their common denominator factor.

### 4 Conclusions

In this paper we introduced a new method for constructing string solutions on $AdS_3$, based on the combination of Pohlmeyer reduction and Darboux and Crum transformations. As we reviewed in detail, Pohlmeyer reduction trades the $AdS_3$ string equations of motion and Virasoro constraints with two sets of differential equations that have to be solved, first the sinh-Gordon equation (2.14)–(2.15), and then its Lax pair equation (2.47), where

---

\(^{25}\)We thank Chrysostomos Kalousios for pointing this out to us.

\(^{26}\)This is similar to the solution obtained by dressing in Minkowskian worldsheet [21].
the sinh-Gordon solution is used as input. The advantage of our method is that for a single solution of the Lax pair, it yields an infinite class of new string configurations in a purely algebraic manner.

We focused on the case of Euclidean worldsheet, given its relevance in the computation on Wilson loops/gluon scattering amplitudes and 3-point correlators at strong coupling, but our framework can be applied equally well also for the Minkowskian worldsheet. We considered the simplest application where the initial sinh-Gordon field is zero, corresponding to the cusp solution \([8, 50]\), and obtained spiky string solutions corresponding to kinks and breathers, similar to the ones in \([23]\). In particular our solutions are open strings with noncompact worldsheets, which reach the \(AdS_3\) boundary at infinite and generically also at certain finite values of the worldsheet coordinates. Notice however that the single kink (-) solution in (3.18) only reaches the boundary for \(\tau, \sigma \to \pm \infty\), and thus it would be worthwhile to investigate whether there exists a region in the parameter space where this is valid for multikink solutions as well.

More importantly, it would be very interesting to employ our method to explore other classes of string solutions, including ones with compact worldsheets, and in particular we believe it is possible to obtain generalizations of the GKP string \([2]\). Finally, it would be desirable for one to have a mechanism for generating string solutions directly at the level of the string sigma model, which can also be generalized to spaces of higher dimensionality, similar to the dressing method \([43-45]\) for compact target spaces. As we discussed in the previous section, when applied to the noncompact AdS space, the dressing method superposes a bound kink-antikink pair at a time, rather than a single kink. Since Darboux transformations can be viewed as dressing the SL(2) spinors whose bilinears make up the AdS coordinates, they may provide information on how to correctly modify the dressing of the coordinates, so as to generate all solutions of a given class.
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A Reality of the \(N\)-th dressed solution

In this appendix, we will prove that the solution (3.28)–(3.31) we constructed is real for any \(N\), and is mapped to a real sinh-Gordon field as well. This will also serve as a confirmation of the two distinct sequences of solutions produced by \(N\) consecutive Darboux (or equivalently \(N\)-fold Crum) transformations (3.25).
Let us first focus on the case where $N$ is odd. Because of \( (3.31) \), \( r_{ij}^\pm = r_{ij}^\mp \) is real, and since \( \bar{\lambda}_i = 1/\lambda_i \), we have

\[
\begin{align*}
\text{det}(\lambda_j^{-1} r_{ij}^\pm)_N &= \text{det} \left( \frac{1}{\lambda_j^{i-1}} r_{ij}^\pm \right)_N = \prod_{j=1}^N \frac{1}{\lambda_j^{N-1}} \text{det}(\lambda_j^{N-1} r_{ij}^\pm)_N \\
&= (-1)^{N+1} \prod_{j=1}^N \frac{1}{\lambda_j^{N-1}} \text{det}(\lambda_j^{N-1} r_{ij}^\pm)_N,
\end{align*}
\]

(A.1)

where in the last equality of the first line we took out a factor \( 1/\lambda_j^{N-1} \) from each row of the determinant. Moreover in the second line we inverted the order of rows, picking up a possible minus sign depending on \( N \), and ending up with a multiple of the determinant we started with because \( r_{N+1-i,j}^\pm = r_{ij}^\pm \). Similarly, we obtain

\[
\begin{align*}
\text{det}(\lambda_j^{-1} r_{ij}^\mp)_{N+1} &= (-1)^{N+1} \prod_{j=1}^N \frac{1}{\lambda_j} \text{det}(\lambda_j^{N-1} r_{ij}^\pm)_{N+1},
\end{align*}
\]

(A.2)

where the main difference is that now the matrix is even-dimensional and \( r_{N+1-i,j}^\pm = r_{ij}^\pm \), or in other words 1 and \( \phi^j/\psi^j \) exchange places. Taking the complex conjugate of \( \psi_a(\lambda_1, \ldots, \lambda_N; \lambda) \) in \((3.29)\) and using the above relations, we thus find

\[
\begin{align*}
\bar{\psi}_a(\lambda_1, \ldots, \lambda_N; \lambda) &= \frac{-1 - (-1)^a i}{2 \prod_{i=1}^N ((-1)^a \lambda - \lambda_i)} e^{(-1)^a (z/\lambda + \bar{z})} \left( - \prod_{j=1}^N \frac{1}{\lambda_j} \frac{\text{det}(\lambda_j^{N-1} r_{ij}^\pm)_N}{\text{det}(\lambda_j^{N-1} r_{ij}^\pm)_N} \right) \\
&= \frac{i}{2 \prod_{i=1}^N ((-1)^a \lambda - \lambda_i)} e^{(-1)^a (z/\lambda + \bar{z})} \frac{\text{det}(\lambda_j^{N-1} r_{ij}^\pm)_N}{\text{det}(\lambda_j^{N-1} r_{ij}^\pm)_N} \phi_a(\lambda_1, \ldots, \lambda_N; \lambda),
\end{align*}
\]

(A.3)

and by the same token

\[
\phi_a(\lambda_1, \ldots, \lambda_N; \lambda) = i \frac{\text{det}(\lambda_j^{N-1} r_{ij}^\pm)_N}{\text{det}(\lambda_j^{N-1} r_{ij}^\pm)_N} \bar{\psi}_a(\lambda_1, \ldots, \lambda_N; \lambda).
\]

(A.4)

Plugging the last two formulas in the complex conjugate of \((3.28)\), it follows immediately that \( Y_{aa} = Y_{\bar{a}a} \). In fact \((A.3)-(A.4)\) imply that the two terms being summed in \((3.28)\) are conjugate to each other, so that we can also write

\[
Y_{aa} = \sqrt{2} \text{Re} \left[(1 + i) \psi_a(\lambda_1, \ldots, \lambda_N; 1) \phi_a(\lambda_1, \ldots, \lambda_N; i)\right].
\]

(A.5)

Moving to the case where \( N \) is even, the only extra complication is that the \( r_{ij}^\pm \) are also generally phases, \( r_{ij}^\pm = 1/\bar{r}_{ij}^\pm \), see \((3.31)\). The analogues of \((A.1)-(A.2)\) will now be,

\[
\begin{align*}
\text{det}(\lambda_j^{i-1} r_{ij}^\pm)_N &= (-1)^N \prod_{j=1}^N \frac{\psi_j}{\phi^j} \frac{1}{\lambda_j^{N-1}} \text{det}(\lambda_j^{N-1} r_{ij}^\pm)_N, \\
\text{det}(\lambda_j^{i-1} r_{ij}^\pm)_{N+1} &= (-1)^N \prod_{j=1}^{N+1} \frac{\psi_j}{\phi^j} \frac{1}{\lambda_j^N} \text{det}(\lambda_j^{N-1} r_{ij}^\pm)_{N+1},
\end{align*}
\]

(A.6)
where we additionally had to take out a factor $\psi^j/\phi^j$ from the $j$-th column of the conjugated determinant. However the different factors combine in such a way that the expressions (A.3)–(A.4) remain unchanged, guaranteeing the reality of both $Y_{a\bar{a}}$ and $\alpha(\lambda_1, \ldots, \lambda_N)$ as before.

Finally, let us note that
\[
\frac{W(\phi^1, \ldots, \phi^N)}{W(\psi^1, \ldots, \psi^N)} = \frac{\det(\lambda^i_{j-1} R^+_{ij})_N}{\det(\lambda^i_{j-1} R^-_{ij})_N},
\]
which is real due to (A.1), (A.6), and guarantees that the $N$-th dressed sinh-Gordon solution $\alpha(\lambda_1, \ldots, \lambda_N)$ will also be real if we start with the $\alpha = 0$ vacuum.

In other words the considerations of this appendix justify our choice (3.31) for alternately using single sinh- and sine-Gordon kinks for building the $N$-th dressed solution when $N$ is odd and even respectively. They also offer a verification of the sequences of Crum transformations (3.25), in particular for $\alpha_N$ with $N$ even in the first line and $N$ odd in the second line. Had we exchanged our choice for the single sinh- and sine-Gordon kinks between $N$ odd and even, we would obtain the $i\beta_N$ solutions of the two sequences, which however don’t make sense in this setting from the string point of view, because the quantity $\partial \vec{Y} \cdot \partial \vec{\bar{Y}}$ defining the Pohlmeyer-reduced field will always be real. Presumably these solutions can be mapped to Euclidean worldsheet strings in $R \times S^2$ target space.
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