Bardeen’s tunneling theory applied to intraorbital and interorbital hopping integrals between dopants in silicon
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We utilize Bardeen’s tunneling theory to calculate intra- and interorbital hopping integrals between phosphorus donors in silicon using known orbital wave functions. While the two-donor problem can be solved directly, the knowledge of hoppings for various pairs of orbitals is essential for constructing multi-orbital Hubbard models for chains and arrays of donors. To assure applicability to long-range potentials, we rederive Bardeen’s formula for the matrix element without assuming non-overlapping potentials. Moreover, we find a correction to the original expression allowing us to use it at short distances. We also show that accurate calculation of the lowest donor-pair eigenstates is possible based on these tunnel couplings, and we characterize the obtained states. The results are in satisfactory quantitative agreement with those obtained with the standard Hückel tight-binding method. The calculation relies solely on the wave functions in the barrier region and does not explicitly involve donor or lattice potentials, which has practical advantages. We find that neglecting the central correction potential in the standard method may lead to qualitatively incorrect results, while its explicit inclusion raises severe numerical problems, as it is contained in a tiny volume. In contrast, using wave functions obtained with this correction in the proposed method does not raise such issues. Nominally, the computational cost of the method is to calculate a double integral along the plane that separates donors. For donor separation in directions where valley interference leads to oscillatory behavior, additional averaging over the position of the integration plane is needed. Despite this, the presented approach offers a competitive computational cost as compared to the standard one. This work may be regarded as a benchmark of a promising method for calculating hopping integrals in lattice models with known or postulated orbital wave functions.

I. INTRODUCTION

After initial proposals of silicon-based quantum computer architectures [1–3], and subsequent efforts [4–7], atomically precise phosphorus donor placement in silicon became achievable [8–13]. This development finally made it possible to demonstrate a quantum simulator of the extended Hubbard model based on a 2-D donor array [14]. In parallel to these technological and experimental advances, the development of a theoretical description of donor levels [15] continues, with the effective mass theory (EMT) [16–18] and atomistic tight-binding [19–23] approaches giving results well conforming to the experimental findings. Recently, EMT allowed for a detailed calculation of excited two-electron states of a donor pair and their optical spectra [24]. Apart from the correct prediction of donor orbital energies [25, 26], detailed modeling of wave functions has been achieved [18, 27], which made possible the calculation of parameters [28–33] such as hopping and exchange integrals, on-site energy, and Coulomb repulsion, i.e., matrix elements of one- and two-body operators. These together allow for a two-way correspondence between donor chains or arrays and lattice models of the Fermi-Hubbard type [33]. With this, an interesting path of observing and describing the onset of collective effects in small many-body systems opens [34].

The most basic parameter of such models is the hopping integral (tunnel coupling) $t$. It is also the one that is not easily accessible experimentally, which makes its modeling of great importance. The tunnel coupling can be found as half of the splitting between the bonding and antibonding states of a donor pair. The most accurate but also computationally challenging way of evaluating it would be to directly calculate the two-donor states in a multi-orbital model, separately for every donor displacement. For a more feasible calculation, the Hückel tight-binding theory [35] can be successfully utilized to determine $t$ based on the known single donor ground state and $1/r$ donor Coulomb potential [32].

Here, we propose another method and evaluate the hopping integrals utilizing Bardeen’s transfer Hamiltonian theory, originally derived for the problem of electron tunneling between many-body eigenstates of two regions separated by a potential barrier [36]. It provides an expression for the matrix element involving only the initial and final eigenstates from the two regions. Most importantly, no specific knowledge about the potential barrier is needed except that it is wide enough to fulfill the assumptions of the theory. This formulation made it particularly suitable for calculating tunneling currents in various types of junctions. After adaptation [37, 38] and further development [39], it became a standard calculation method in scanning tunneling microscopy (STM), both for theoretical simulation [40] and for the translation of the measured current into atomistically resolved scans [41], i.e., for the interpretation of STM data.

Using this method to calculate hopping between donors, we take advantage of the fact that it only relies on wave functions. Thanks to this, it may be applied, based on known or postulated functions, to various systems, including, e.g., arrays of quantum dots, other defect systems, or systems of nanoscale thickness
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with dielectric mismatch [42], based on a single solution of the one-site problem followed by a computationally cheap application of the method to pairs or other arrangements of sites. The method can be thus used without explicitly knowing or expressing the potential of the donor (site) and the surrounding lattice. In the case of donors, where the ionic $1/r$ potential has to be augmented with a central cell correction, a purely wave-function-based method turns out to have practical advantages. We show that for the standard method applied to the given system, there are cases in which pure $1/r$ potential may give falsely vanishing results, while the explicit inclusion of the correction potential in the integration involved turns out to be numerically troublesome due to its small spatial extension. In contrast, the integration of wave functions that intrinsically contain central cell correction effects in the proposed method is not so problematic.

For donor arrays with lattice spacings below ~ 6 nm, the need to consider at least a second orbital in Hubbard-like models arises due to orbital mixing [17, 18, 23]. This may allow studying phenomena like the orbital-selective Mott transition [43]. While full solutions of the two-donor problem [18, 23] are available, in this range of distances, the splitting of the two lowest eigenstates from such a solution loses the meaning of hopping. Only the lowest-orbital “constituent” hoppings can be found in the literature [32], and those among different orbitals cannot be extracted from a direct solution of the problem.

Thus, we calculate here all nonvanishing hopping integrals between the six ground-state orbitals at each of the donors, i.e., both intra- and interorbital tunnel couplings. In the case of vanishing integrals, we give a symmetry-based justification. For comparison, we also use the standard method. In most cases, the results are in good agreement, which we consider a mutual confirmation since both methods are intrinsically approximate. Next, we use all these integrals to form a two-donor Hamiltonian and find its eigenstates. These are in good agreement with a full two-donor EMT calculation [18]. We characterize the eigenstates showing their composition in terms of valleys and single-donor orbitals.

As the original derivation of Bardeen’s formula for the matrix element assumes non-overlapping potentials, which is not fulfilled here, we present a derivation that does not rely on this assumption. Moreover, while rederiving the expression, we find a correction that extends the range of its applicability at short distances and hence for significant wave-function overlaps.

Finally, we evaluate the computational cost of both methods, which turns out to be similar. Based on this and on the conceptual and practical advantages of the proposed method, we find it to be prospective for the calculation of hopping integrals based on known or postulated wave functions in various physical systems.

In the following, we first introduce the system and its theoretical model in Sec. II, then present and discuss the general results in Sec. III. Next, in Sec. IV, we derive a correction to Bardeen’s formula and show its results. Finally, we conclude the study in Sec. V. In Appendix A, we describe the standard method used by us for comparison. More technical calculation details are given in Appendix B, while in Appendix C, we estimate the computational cost of the calculation.

II. SYSTEM AND THEORETICAL MODEL

We deal with a system composed of two substitutional phosphorus donors in bulk silicon separated by displacement $\vec{d}$, so located at a distance $d = |\vec{d}|$ apart. In Fig. 1(a), we schematically present the system. Additionally, we show the integration plane and its exemplary element, which will be helpful later. Our aim is to calculate tunnel couplings between various pairs of orbitals localized at two different donors. The ground-state manifold contains six states named after their symmetry: $A_1$, three degenerate $T_2^{(x)}$, $T_2^{(y)}$, $T_2^{(z)}$, and two degenerate $E^{(x'y')}$, $E^{(xz)}$. Note that the labels for $E$ orbitals are shorthand, as they transform as $x^2 - y^2$, $2z^2 - x^2 - y^2$, respectively. We denote the hopping integrals among pairs of orbitals by $t$ with various indices. In the subscript, a single label means a same-type orbital hopping, while two labels are given for a matrix element between different orbital types. Orbital indices for degenerate multiplets are given in the superscript, where $i, j \in \{x, y, z\}$ and $\alpha, \beta \in \{xy, z\}$ relate to the $T_2$ and $E$ orbitals, respectively. Thus, for instance, $t_{\alpha \beta}^{(x)} = \langle A_1 | H_t | T_2^{(x)} \rangle$, and $t_{\alpha \beta}^{(x'z)} = \langle T_2^{(x)} | H_t | E^{(xz)} \rangle$, where $H_t$ is the tunnel coupling Hamiltonian. The ladder of orbital levels is shown in Fig. 1(b) with all unique variants of calculated couplings schematically marked with arrows and labels, which can make the naming scheme easier to follow.

The system is described by the Hamiltonian

$$H = H_a + H_b + H_t,$$

where $H_a$ and $H_b$ are identical except for different positions and are the energies of isolated donors, while the already an-
nounced tunnel (or transfer) Hamiltonian $H_t$ is the part responsible for coupling between donors. According to Bardeen’s theory, matrix elements of $H_t$ can be calculated by integrating the transition probability current operator

$$J_{ij}(r) = \psi_i^*(r) \frac{\hbar^2}{2m} \nabla \psi_j(r) - \psi_j^*(r) \frac{\hbar^2}{2m} \nabla \psi_i(r)$$

over an arbitrary surface $S$ separating the sites given the surface lays in the potential barrier region [see Fig. 1(a)].

$$\langle i|H_t|j\rangle = \frac{\hbar^2}{2} \int_S dS \left[ \psi_i^*(r) \frac{\nabla}{m} \psi_j(r) - \psi_j^*(r) \frac{\nabla}{m} \psi_i(r) \right]$$

$$- (E_i - E_j) \int_{V_i} d^3r \psi_i^*(r) \psi_j(r),$$

(3)

where $dS$ is the surface element, $\psi_i(r)$ is the wave function of the $i$-th donor level, and $E_i$ is its energy. The second term on the right-hand side is a correction for the case of nondegenerate levels [44], in which $V_i$ means the volume on one side of $S$. In Eq. (3), we deliberately keep the mass $m$ inside the expression, as in the silicon matrix, we need to take into account the anisotropy and valley dependence of the effective mass. At this point, we may notice that by choosing $S$ to be a plane perpendicular to the donor displacement, $S \perp d$, we may simplify the calculation of the first term

$$\int_S dS \left[ \psi_i^*(r) \frac{\nabla}{m} \psi_j(r) - \psi_j^*(r) \frac{\nabla}{m} \psi_i(r) \right]$$

$$= \int d^2r \left[ \psi_i^* \frac{\partial}{\partial x} \psi_j(r) - \psi_j^* \frac{\partial}{\partial x} \psi_i(r) \right],$$

(4)

where coordinate axes are chosen such that $x$ is along the displacement, $\bar{x} \parallel d$, and $dS = dydz$.

The general results in the next section are obtained with Eq. (3) and are in satisfactory agreement with the standard method. However, in Sec. IV, we show that the formula can be further corrected to be more accurate at short distances (for high wave function overlaps).

To evaluate the above integrals, we use the orbital wave functions provided in Ref. [18]. They are calculated within the multivalley effective mass theory [15, 45, 46] with a symmetry-adapted central cell correction [47, 48] and were shown to reproduce orbital energies from the experiment [25, 26] and lead to position-dependent results quantitatively consistent with those of the atomistic tight-binding method [19–21]. For the latter, in turn, the agreement with measured wave function was demonstrated [27]. Thus, the used wave functions provide a good basis for reliable calculations.

The wave function $\phi(r)$ is expressed as

$$\phi(r) = \sum_{\mu} F_\mu(r) \phi_\mu(r),$$

where $\mu = \{-x, +x, -y, +y, -z, +z\}$ runs over the six $k$-space valleys at $k_{\mu} = 0.84 \times (2\pi/a) \tilde{\mu}$. Here, $\tilde{\mu}$ are the corresponding Cartesian unit vectors, $\tilde{\mu} \in \{[100], [010], [001]\}$, $a = 0.54307$ nm is the Si lattice constant, and

$$\phi_\mu(r) = u_{k_{\mu}}(r) e^{i k_{\mu} \cdot r} = e^{i k_{\mu} \cdot r} \sum_{G} A_G^\mu e^{i G \cdot r}$$

are the Bloch functions for the respective valley minima with the periodic part $u_{k_{\mu}}(r)$ expanded in plane waves with $A_G^\mu$ being the coefficients, and $G$ the reciprocal lattice vectors. Bloch functions are weighted by slowly varying envelopes $F_\mu(r)$,

$$F_\mu(r) = \sum_l B_{\mu,l} F_{\mu,l}(r)$$

(7)

that are in turn expanded in a basis of Gaussian envelopes (identical for all valleys upon coordinate permutation) with coefficients $B_{\mu,l}$. Details on calculations of wave functions and data allowing for their reproduction can be found in Ref. [18].

Let us now focus on the derivative of $\psi(r)$,

$$\frac{1}{m} \frac{\partial}{\partial x} \psi(r) = \sum_{\mu} \phi_\mu(r) \left( \frac{1}{m} \frac{\partial}{\partial x} F_\mu(r) + F_\mu(r) \frac{1}{m} \frac{\partial}{\partial x} \phi_\mu(r) \right),$$

(8)

where the coordinate $x$ defined along the displacement may be expressed by $x_i$ denoting the coordinates along the [100], [010], and [001] crystallographic axes, $x = \sum_i c_i x_i$. At this point the reason for keeping $m$ inside the expression becomes evident, as, under the sum over valleys, we need to replace the operator composed of differentiation and inverted $m$ with

$$\frac{1}{m} \frac{\partial}{\partial x} = \sum_i c_i \sum_{\mu} \frac{\delta_{\mu \nu}}{m_{i,\nu}} \frac{\partial}{\partial x_i},$$

(9)

where $\delta_{\mu \nu}$ is the Kronecker delta. In the calculation, we use the following values for the effective mass, $m_\perp = 0.191$ and $m_\parallel = 0.916$, where $m_{i,\mu}$ applies if $x_i = \tilde{\mu}$, i.e., valley $\mu$ is oriented along $x_i$, and $m_{i,\mu} = m_\perp$ otherwise.

For donor displacements in directions where valley interference leads to oscillatory behavior [28], we observe a significant variation of the results with respect to the location of the integration plane. To circumvent this problem, we introduce averaging over the position of $S$. This may be done in a mathematically elegant manner by transforming Eq. (4) into a volume integral with a Dirac delta constraint

$$\int_S dS f(r) = \int_V d^3r \delta(x - x_S) f(r),$$

(10)

where $f(r)$ is the integrand, $x_S = d/2$ is the nominal position of $S$, $V$ is the volume of the system (calculation box), and then replacing $\delta(x)$ with its broadened representation with a finite support, like [49]

$$\delta(x) \approx \frac{15}{16\sigma} \left[ 1 - \left( \frac{x}{\sigma} \right)^2 \right] \theta(\sigma - |x|) \equiv \tilde{\delta}(x) \theta(\sigma - |x|).$$

(11)

Here, $\sigma$ is the broadening and $\theta(x)$ is the Heaviside step function. Substituting Eq. (11) to Eq. (10), we obtain

$$\int_V d^3r f(r) \tilde{\delta}(x - x_S) \approx \int_{-\infty}^{\infty} dydz \int_{-\sigma}^{\sigma} dx f(r) \tilde{\delta}(x - x_S),$$

(12)
which is the integral we evaluate numerically in a finite box. Details are given in Appendix B. While it is a triple integral, the smoothly decaying $\delta$ constraint with $\sigma$ not exceeding a few lattice constants makes the increase of the numerical cost insignificant. The estimation of the computational cost of the calculation is described in Appendix C. We find the time needed for satisfactory convergence of results to be comparable to the standard method.

III. GENERAL RESULTS AND DISCUSSION

In this section, we present the evaluated hopping integrals between pairs of identical (Sec. III A) and different (Sec. III B) orbitals on the two sites for a range of distances along relevant crystallographic directions, discuss in detail an exemplary case where the standard method encounters problems related to the central cell correction (Sec. III C), and finally present and characterize calculated eigenstates of donor pairs (Sec. III D).

A. Intraorbital hopping

We begin the presentation of results by showing in Fig. 2 the calculated hopping integrals between identical orbitals at the two donors. The values are shown as a function of the displacement: along [100] on the left, and along [110] on the right. To verify the accuracy of our calculation, we also plot with empty symbols the results of a standard computation employing the Hückel (tight-binding) theory [35]. We refer to this method as "standard" throughout the paper and describe it in Appendix A. In the top row, where hopping in the ground $A_1$ orbital is considered, we also show with triangles the available data from the literature [32] (we acquired the values by digitizing the linear-scale plot from the original paper, which could lead to some degree of inaccuracy). We find the results to be in an overall very good agreement with these datasets.

In the following panels, where tunneling between higher-energy orbitals is considered, we can compare only to the Hückel theory results obtained by us. Also here, the agreement is satisfactory. In particular the oscillations in hoppings along the [110] displacement are well reproduced. Apart from the irregular oscillation arising from valley interference and present in $t_A$ and $t_E^{(z)}$, we deal also with a regular one with longer period observed in $t_E^{(x)}$, $t_E^{(y)}$, and $t_E^{(xy)}$. It results from the in-plane excited-state character (i.e., presence of a node) of the wave function envelopes in these orbitals. The main discrepancies between the two methods are that hoppings calculated using Bardeen’s theory are generally slightly lower at short distances while being qualitatively similar, and only the dependence of $t_E^{(z)}$ on distance is a bit different.

At this point, we need to underline that both methods are approximate, and there is currently no experimental data we could compare to. On the one hand, Bardeen’s theory originally assumes a low-overlap system. On the other, it involves only the wave function and thus it is free of problems that arise when the potential is directly used. Moreover, in Sec. IV, we derive a correction to Bardeen’s formula that enhances its accuracy at short distances. The main discrepancy noticed above is then fixed. In the Hückel tight-binding approach, one neglects the background potential and only considers those from the two sites. An additional complication arises for a donor system, as the exact form of the donor potential is unknown, and regular $1/r$ Coulomb potential augmented by central cell corrections is used. While this approach yields correct energy levels with wave functions having all expected properties, the physicality of phenomenologically introduced central cell corrections [50, 51] is disputable. For this reason, it is excluded in the calculation of hopping integrals within the Hückel model [32]. However, using the pure $1/r$ potential does not have to be exact either, as it has too high symmetry and implicitly assumes a uniform medium characterized by a dielectric constant. This approximation is not obvious on the length scales of a few lattice constants. As we show in the following in a specific example, using the pure $1/r$ potential in the standard method can lead to qualitatively incorrect results, while the inclusion of the central cell correction turns out to be numerically challenging. Thus, we treat the agreement of the results obtained within these two approaches as a mutual confirmation rather than a benchmark against a reference.

B. Interorbital hopping

Having established this, we proceed to the evaluation of hopping between pairs of different orbitals. First, we consider
degenerate pairs within the $T_2$ and $E$ manifolds. Here, most of the integrals vanish due to symmetry. In terms of Eq. (3) and Eq. (4), it happens when the product of the two orbitals is antisymmetric in the plane perpendicular to the displacement, thus if they differ in the in-plane parity. Note that the differentiation in Eq. (4) changes the parity only in the lateral direction, which is irrelevant in this regard. As we consider (001)-plane displacements, $t_{T}^{(x,z)}$ and $t_{T}^{(y,z)}$ vanish for any direction since the orbitals differ in the $z$-axis parity. On the other hand, $t_{E}^{(x,y)}$ may be nonzero for any displacement direction other than [100] and [010], for which it vanishes. The pair of orbitals from the $E$ manifold gives a nonzero hopping $t_{E}^{(x,y,z)}$ for all directions except the diagonal ones: [110] and [110]. Thus, we calculate the two nonvanishing hopping integrals: $t_{E}^{(x,y)}$ and $t_{E}^{(x,y,z)}$ for $d$ [110] and for $d$ along [100]. The calculation is similar as previously, and the results are presented in Fig. 3. Again, on the left, we show results for displacement along [100] and for [110] on the right, while each row is for a different orbital pair. In the vanishing cases, instead of plots, we show schematic diagrams visualizing the difference in parity that makes the coupling forbidden. For $t_{E}^{(x,y,z)}$ along [100], we find good agreement with the standard method, including the non-monotonic behavior at short distances. Notably, the values are significant and comparable with same-orbital hopping.

In the case of $t_{E}^{(x,y)}$ along [110] (top right panel in Fig. 3), we face an issue. To obtain nonvanishing hopping values using the standard method, we need to explicitly take into account the central cell correction in the on-site potential. It applies to the entire range of distances, including those much larger than the spatial extent of the correction potential. As the latter is very local compared to the integration domain, the need for its inclusion creates a great computational challenge. We find the computed values to be significantly sensitive to the integration volume and other computational details. Thus, we cannot confirm that the obtained strongly oscillating result is quantitatively correct. On the other hand, using Bardeen’s theory, we get a well-converged result without any additional treatment. The integral is considerably small compared to others, but it exhibits a meaningful slow oscillation similar to those observed above in same-orbital couplings for $p$-type orbital envelopes. We discuss the calculation of this integral in more detail in the following subsection.

We are left with the calculation of hopping integrals connecting different manifolds. Also in this case, a number of couplings vanish due to symmetry. For those that may be nonzero, as nondegenerate orbital pairs are considered, we also need to evaluate the correction given in the second term of Eq. (3). Technically, for the problem in question, it is a half of the wave-function overlap multiplied by the energy splitting. The results, presented in Fig. 4 and Fig. 5 for two displacement directions as previously, are in similarly overall good agreement with the standard method, as it was for the same-orbital and degenerate interorbital hoppings except for $t_{E}^{(x,y)}$ along [110]. The main difference between the results that may be found in Fig. 4 is the large-distance behavior of couplings between $T_2$ and $E$ orbitals: the standard method predicts a faster decay. A weaker opposite difference is also noticeable in $t_{AE}^{(x,y)}$ along [100]. In Fig. 5, only a minor shift in the oscillation phase is present in some of the hoppings. Again, we notice that all nonvanishing hopping integrals are comparable not only with the same-orbital couplings but, at short distances, also with the orbital splitting. This explains the observed transition to the strong coupling regime below ~ 6 nm [16–18].
Let us go back to the calculation of $t_T^{(x,y)}$ along [110], where an issue arises. Trying to converge the calculation using the standard method, we obtain results that seem to tend to zero in a weak manner (weakly decreasing values comparable to their uncertainty, behavior different than for hoppings vanishing due to symmetry). As we use Monte Carlo integration, and the integrand is highly oscillatory, this could mean that the integral vanishes. On the other hand, using Bardeen’s theory, we get well-converged values, which are small compared to other integrals, but certainly do not vanish. As both methods are approximate, we cannot decide readily which of the results is correct.

There is no evident symmetry-based argument for the vanishing of the given hopping. To get more insight, we define the mixed states

$$|T_2^{(x)}\rangle = \frac{1}{\sqrt{2}}\left(|T_2^{(x)}\rangle \pm |T_2^{(y)}\rangle\right)$$

We may rewrite the hopping integral in question as

$$t_T^{(x,y)} = \frac{1}{2} \left( t_T^{(+,+)} - t_T^{(-,-)} - t_T^{(+,-)} + t_T^{(-,+)} \right)$$

where the last two terms, $t_T^{(+,-)}$ and $t_T^{(-,+)}$, vanish as they couple states of different parity. Thus, the transformation allows us to explicitly remove two vanishing contributions, and express $t_T^{(x,y)}$ as a difference of two definitely finite integrals, as schematically shown in Fig. 6. We expect the integral to be small, as it is given by a difference of two similar terms. However, there is no reason why it should vanish.

In Fig. 7, we plot the two contributions, $t_T^{(+,+)}$ and $t_T^{(-,-)}$, as a function of the number of integrand evaluations, i.e., we show how they converge. The bottom panel shows the results obtained for the standard method with and without the central cell correction (CCC), respectively.
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Bardeen’s theory gives us a finite difference and thus non-vanishing hopping integral, as shown in the top panel. Looking for the reason for this discrepancy, we focus on the differences between the two methods. In both cases, we use the same wave functions. In Bardeen’s theory, they are the only ingredient for the calculation, while in the standard Hückel method, the on-site potential is integrated between these functions. Here, a subtle difference arises in the symmetry of the problem in the two methods. The wave functions implicitly inherit the tetrahedral symmetry of the full donor potential (including the central cell correction), while the symmetry of the $1/r$ potential is higher. To verify if this is the source of the problem, we repeat the Hückel-method calculation, this time adding the central cell correction to the integrated potential. The result is shown in the middle panel, where the two contributions indeed show a finite difference, as those calculated using Bardeen’s theory. We need to emphasize that, in this specific case, the central cell correction influences the results in the entire range of donor distances. The lack of this symmetry-breaking correction changes the result qualitatively, giving an artificially vanishing hopping.

In general, the solution should be straightforward. One needs just to take into account the central cell correction. However, its inclusion in numerical integration is challenging. The explicit form of the correction potential for a donor is [18]

\[
U_{cc}(r) = A_0 e^{-r^2/(2a^2)} + A_1 \sum_{i=1}^{4} e^{-|r-r_i|^2/(2c^2)},
\]

(16)

where $r_i \in \{(1, 1, 1), (-1, 1, -1), (1, -1, -1), (-1, -1, 1)\}$ are the tetrahedral directions of the bonds, $A_0 = -1.2837$ meV, $A_1 = -2642.0$ meV are the amplitudes, $a = 0.12857$ nm is the spatial extent of the symmetric part, while $b = 0.21163$ nm, and $c = 0.09467$ nm are the displacement and extent of the non-spherical parts. The last parameter shows that symmetry-breaking contributions are very local, as their spatial extension is tiny compared to the volume of the two-donor system, hence also the integration domain. Thus, obtaining quantitatively correct results when they critically depend on this potential is at least challenging. We observe a substantial variation of calculated values with the integration domain size (in the range where it should be already large enough) as well as with the specific integration algorithm used. Because of this, we are unable to confirm the quantitative accuracy of these specific Hückel-method results.

Thus, while in general correct results can be obtained in the standard method if one is careful about the potential used, it may occur to be computationally unfeasible. In contrast, an advantage of Bardeen’s theory is revealed here, resulting from its dependence on the barrier-region parts of wave functions only.

D. Donor pair eigenstates

Having all the hopping integrals calculated and knowing the single-donor orbital energies, we may finally construct the total Hamiltonian from Eq. (1). By diagonalizing it, we obtain the energy spectrum of a donor pair. In Fig. 8, we show the energy splitting between the ground and first excited states calculated as a function of donor distance in the [100] and [110] directions. In this case, we may benchmark our results against a full two-donor EMT calculation from Ref. [18] shown with empty triangles. We find the result to be in a very good qualitative agreement, with some minor quantitative differences, mainly in the medium distance regime. The transition to the strong coupling regime, visible for the [100] displacement as a kink at $d \approx 6$ nm, is reproduced correctly. Also, the oscillations for [110] displacement are in phase for the entire distance range. This agreement confirms the suitability of the proposed method to calculate the eigenstates of pairs and clusters of admixtures based only on the wave functions of a single donor.

Next, in Fig. 9, we plot entire calculated spectra, i.e., twelve donor-pair eigenstates, again as a function of [100] and [110] donor separation. To characterize the eigenstates, we color-code the information on their composition: in the top row of panels, valley contributions are shown with the red, green, and blue color components, while in the bottom row, we similarly present the contribution of orbital types. When the tunnel coupling is relatively weak, i.e., at larger distances $d > 6$ nm, there is no evident orbital mixing, and each of the orbitals forms its own bonding and antibonding eigenstates. The two lowest-energy levels are then such states composed mainly of the lowest $A_1$ orbitals. Their splitting is equal to twice a quantity, which may be considered as an effective ground-state tunnel coupling $t_{\text{eff}}$. For strong coupling, when hopping integrals are comparable or greater than orbital splittings, the ordering of states is affected, and the antibonding state with dominant $A_1$ contribution is no longer the first excited state [16, 17]. This transition is reflected in the kink seen in Fig. 8. Additionally, the antibonding state mixes considerably with other orbitals. Consequently, determining the proper value of effective hopping $t_{\text{eff}}$ for $d < 6$ nm requires more detailed research. Moreover, the very issue of the applicability of single-band models for closely spaced dopant arrays also requires consideration. These issues will be addressed in our upcoming work.
FIG. 9. (Color online) Donor pair energy spectra. Energy (with respect to the Si conduction band edge) of the twelve lowest eigenstates of a donor pair calculated as a function of donor distance along the [100] (left column) and [110] (right column) crystallographic directions. The red, green, and blue components of the point color (additive RGB model) show the contributions of $±x$, $±y$, and $±z$ valleys (top panels) or $A_1$, $T_2$, and $E$ orbitals (bottom), respectively. The apparent random ordering of blue and green points in the top left panel is due to the degeneracy of $T_2^{(y)}$ and $T_2^{(z)}$ levels.

IV. APPLICABILITY OF THE METHOD TO OVERLAPPING POTENTIALS

In this section, we rederive the formula for the hopping without assuming non-overlapping potentials, to assure its applicability to long-range potentials as those studied here. Additionally, we show that Eq. (3) can be corrected to better describe the hopping at short distances.

Bardeen’s theory aims to calculate the tunneling current (or tunneling transition rate) between the initial and final states being the eigenstates of two potentials. The result for the rate is perturbative and has the form of Fermi’s golden rule, which can also be obtained via standard time-dependent perturbation theory [44]. In this aspect, one deals with standard limitations: the matrix element has to be a small perturbation, and the calculated rate is valid at long enough time scales.

Here, we do not study time-dependent phenomena, as we are only interested in the tunneling Hamiltonian. Thus, we exploit only a part of Bardeen’s derivation showing that the matrix element can be calculated as a surface integral of the transition probability current $J_{ij}(r)$. For this, the conditions of the perturbation theory do not apply.

An additional assumption is made in Bardeen’s theory that the two potentials do not overlap. For long-range potentials like $1/r$ considered here, this is not fulfilled. Here, we rederive the formula without this assumption and show that the surface integral from Eq. (3) is, in fact, generally valid for the calculation of tunneling coupling. For non-overlapping potentials, it additionally conforms to the transfer Hamiltonian matrix element as defined by Bardeen, which allows then for calculation of the transition rate.

Let $H_1 = T + U_1$ and $H_2 = T + U_2$ be the Hamiltonians of the two isolated parts of the system, where $T = -\frac{\hbar^2}{2m}$ is the kinetic energy, and $U_i$ is the $i$th potential. $H_1$ differs from $H_2$ by the position at which its potential is centered. Their ground states are $H\psi_i = E\psi_i$. Let us now assume that we are in the range of distances at which the hopping integral is well defined. This means that the lowest-energy eigenstates of $H = T + U_1 + U_2$, i.e., for the pair of potentials (sites), are given by the bonding and antibonding superpositions of single-site ground states

$$H \frac{\psi_1 + \psi_2}{\sqrt{2}} = (E \pm t) \frac{\psi_1 + \psi_2}{\sqrt{2}},$$

which are split by twice the hopping integral $t$. From this, by adding/subtracting by sides, we get

$$H\psi_1 = E\psi_1 + tv_2,$$
$$H\psi_2 = E\psi_2 + tv_1.$$  

Now, we left-multiply the first equation by $-\psi_2^*$, conjugate the second one and multiply it by $\psi_1$, add equations by sides and integrate over half-space $x > x_0$. This yields

$$\int_{x_0}^{\infty} dx \psi_1(x)H\psi_2^*(x) - \int_{x_0}^{\infty} dx \psi_2^*(x)H\psi_1(x)$$
$$= \int_{x_0}^{\infty} dx \left[t|\psi_1(x)|^2 - t|\psi_2(x)|^2 + E\psi_1(x)\psi_2^*(x) - E\psi_2^*(x)\psi_1(x)\right],$$  

where terms in the last line are identical and cancel out. On the left-hand side, potential terms from the two integrals also cancel out, and, for the kinetic-energy part, by integrating one of the terms by parts twice, we get

$$\int_{x_0}^{\infty} dx \psi_1(x)T\psi_2^*(x) - \int_{x_0}^{\infty} dx \psi_2^*(x)T\psi_1(x) = J_{ij}(x_0).$$

where $J_{ij}$ is the transition probability current density from Bardeen’s theory, given in Eq. (2). Finally, we get

$$t = -J_{ij}(x_0)\left(\int_{x_0}^{\infty} dx \left[|\psi_2(x)|^2 - |\psi_1(x)|^2\right]\right)^{-1}$$
$$\equiv -J_{ij}(x_0) R^{-1},$$

where the minus sign comes from the fact we treated $t$ as positive, and we defined $R = 1 - \rho_1 - \rho_2$, with $\rho_j$ being the tails of the two probability densities on the sides of the division point opposite to the location of the given site. Thus, the hopping integral is given by the matrix element from Bardeen’s theory up to a multiplicative factor that tends towards unity for a low-overlap system.

We can repeat this reasoning for the case of no degeneracy, in which the eigenstates are unequal superpositions of the initial
As previously, we multiply the first equation by \( t \) and the second one by \( -t \) and subtracting by sides, we get

\[
H \psi_1 = \left( \alpha^2 - \beta^2 \right) \psi_1 + 2\alpha \beta t \psi_2, \tag{23a}
\]

\[
H \psi_2 = -\left( \alpha^2 - \beta^2 \right) \psi_2 + 2\alpha \beta t \psi_1. \tag{23b}
\]

As previously, we multiply the first equation by \(-\psi_1^*\), conjugate the second one and multiply it by \(\psi_1\), add by sides and integrate over half-space \( x > x_0 \), which gives

\[
J_{ij}(x_0) = -\left[ 2\alpha \beta R + 2\left( \alpha^2 - \beta^2 \right) \int_{x_0}^{\infty} dx \psi_i^*(x) \psi_i(x) \right]. \tag{24}
\]

Keeping up to linear terms in \( \Delta E \), we have \( \alpha(\beta) \approx 1/\sqrt{2} \mp \Delta E/4\sqrt{2}t \), and thus \( \alpha \beta \approx 1/2 \) and \( \alpha^2 - \beta^2 \approx -\Delta E/2t \). With this, we arrive at the result for the hopping

\[
t = -J_{ij}(x_0) - (E_1 - E_2) \int_{x_0}^{\infty} dx \psi_i^*(x) \psi_i(x) R^{-1}, \tag{25}
\]

where the second term on the right-hand side reproduces the correction for nondegeneracy from Eq. (3). The generalization of the above derivations to three dimensions is straightforward. It yields an integral of \( J_{ij}(r) \) over the division surface \( S \) and a volume integral over the \( V_+ \) region in the second term, as in Eq. (3), and in the expression for \( R \).

In this way, we have reproduced Bardeen’s result without using the assumption of non-overlapping potentials. The overlap of wave functions is still not treated strictly, but we have obtained a correction accounting for it in the form of the \( R \) factor. The latter depends on wave functions only, so the augmented method remains potential-free in the sense that one does not need to use donor/site potentials in the calculation explicitly.

In Fig. 10, we show for selected cases that introducing this correction (empty pentagons) brings our results into even better agreement with Hückel tight-binding (empty squares), however, the difference it introduces is not significant overall down to distances of \( d \approx 4 \) nm. At around \( d \approx 2.5 \) nm our corrected results start to diverge from the ones from the Hückel method. This may be due to the lack of central cell correction in our Hückel-method calculation, but it could also be a sign of reaching the limit of applicability of our method.

V. CONCLUSIONS

We have shown that hopping integrals (tunnel couplings) between phosphorus donors in silicon can be calculated with satisfactory accuracy using Bardeen’s transfer method when orbital wave functions are known. We have calculated both inter- and intraorbital tunnel matrix elements, which are essential for constructing multi-orbital lattice models of donor arrays. We have also used these hoppings to form and diagonalize the two-donor Hamiltonian. With this, we have obtained the ladder of eigenstates and characterized their orbital and valley composition.

In contrast to the commonly used Hückel theory, the method used by us does not involve integration with donor or lattice potentials. Instead, the matrix element is evaluated purely from the barrier-region parts of wave functions of the two states in question. This turns out to be practically advantageous, as we show that neglecting the central cell correction in the standard method may lead to qualitatively incorrect results, while its inclusion in the integration is computationally troublesome. In contrast, wave functions obtained with the correction do not cause such problems in the proposed method.

As the original derivation for the matrix element in Bardeen’s theory exploits the assumption of non-overlapping potentials, which is not fulfilled for \( 1/r \) ones, we present a derivation that does not rely on this assumption. Additionally, we find a correction to the original expression, which extends the applicability of the method to shorter distances (higher wave function...
Using the available wave functions for the six orbitals forming the ground-state manifold in a Si:P donor, we have calculated tunneling matrix elements both for matching and different pairs of orbitals. The results are close to those obtained in a standard way, and, where available, we have compared them with data from the literature. While for crystallographic directions, where valley interference occurs, additional averaging is needed, the presented method has turned out to be of comparable computational cost to the standard one. Concerning this and the conceptual advantages it offers, we find the method to be competitive to the commonly used Hückel theory. Our work may serve as a benchmark of the method with a positive outcome and indicates its suitability for evaluating hopping integrals for lattice models when orbital wave functions are known or postulated.
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Appendix A: Hückel tight-binding

The standard method to which we compare in this study is based on Hückel’s tight binding theory. In this approach, for a pair of orbitals, one on each of the donors, one solves a generalized eigenproblem

$$
\begin{bmatrix}
\alpha & \beta \\
\beta^* & \alpha^*
\end{bmatrix}
\begin{bmatrix}
c_a \\
c_b
\end{bmatrix}
= E
\begin{bmatrix}
1 & S \\
S^* & 1
\end{bmatrix}
\begin{bmatrix}
c_a \\
c_b
\end{bmatrix},
$$

(A1)

where the diagonal and off-diagonal elements are given by $\alpha = \langle 1|H|1 \rangle$, $\alpha^* = \langle 2|H|2 \rangle$, $\beta = \langle 1|H|2 \rangle$, and $\beta^* = \langle 2|H|1 \rangle$, with $\langle r|1/2 \rangle = \psi_{1/2}(r)$, while $S = (1|2)$ is the overlap of the two states which are not fully orthogonal, and $H = T + U_1(r) + U_2(r)$ is the Hamiltonian of the two-site system with $T$ being the kinetic energy, and

$$
U_i(r) = -\frac{e^2}{4\pi\varepsilon_0\varepsilon_i}|r-r_i| + U_{ic}(r-r_i)
$$

(A2)

the potential of the $i$th donor (we use the central-cell correction only in Sec. III C). Note that $|1\rangle$ is the eigenstate of $H_1 = T + U_1$, and $|2\rangle$ of $H_2 = T + U_2$. Upon diagonalization, one arrives at the eigenvalues, and their difference determines the hopping. Conveniently, for identical orbitals the kinetic energy $T$ (together with one of potentials) cancels in the expression for the splitting, so the procedure only involves calculation of $S$ and potential matrix elements $\langle 1|U_1|2 \rangle$, and $\langle 1|U_2|1 \rangle$, with which $\alpha$ and $\beta$ may thus be replaced, respectively. For non-degenerate orbitals, we also replace $\alpha^*$ with $\langle 2|U_1|2 \rangle$. While in this case these replacements are not exact, they correspond to dropping the term with orbital energy difference in the result for the splitting of eigenstates, i.e., assures we calculate $2t$ instead of the full splitting $\sqrt{(\Delta E)^2 + 4t^2}$. The result is

$$
t = \frac{\sqrt{(s\beta^* + s\beta - \alpha - \alpha^*)^2 - 4(\alpha\alpha' - |\beta|^2)(1 - |S|^2)}}{2(1 - |S|^2)} ,
$$

(A3)

and reduces to just $t = (\beta - \alpha S)/(1 - S^2)$ for real integrals and $\alpha = \alpha^*$.

We evaluate the above integrals using the same tools and methods as for the approach based on Bardeen’s theory.

Appendix B: Calculation details

Wave functions are constructed based on data read from supplemental files provided with Ref. [18]. The levels belonging to the $T_2$ and $E$ manifolds are degenerate, so one deals with three- and two-dimensional eigenspaces, respectively. To obtain the specific $T_2^{(x)}$, $T_2^{(y)}$, $T_2^{(z)}$, $E^{(xy)}$, and $E^{(z)}$ states, we use linear combinations of the wave functions provided in Ref. [18] that have the appropriate symmetry properties,

$$
\begin{align*}
|T_2^{(x)} &= 0.674807 |T_2^{(1)} + 0.161526 |T_2^{(2)}
+ 0.720100 |T_2^{(3)}; \\
|T_2^{(y)} &= -0.351186 |T_2^{(1)} + 0.928476 |T_2^{(2)}
+ 0.120830 |T_2^{(3)}; \\
|T_2^{(z)} &= -0.649079 |T_2^{(1)} - 0.334427 |T_2^{(2)}
+ 0.683268 |T_2^{(3)}; \\
|E^{(xy)} &= 0.707120 |E^{(1)} + 0.707094 |E^{(2)}, \\
|E^{(z)} &= -0.707094 |E^{(1)} + 0.707120 |E^{(2)}.
\end{align*}
$$

Numerical integration is done using the Vegas algorithm [52] of adaptive Monte Carlo integration implemented in the Cuba library [53].

Appendix C: Computational cost

Here, we evaluate the computational cost of the proposed method. For this, we take fixed and possibly similar distances along [100] and [110], $d = 4.34456$ nm and $d = 4.22409$ nm, respectively. First, we converge the results up to the maximal feasible accuracy. For this, we use a fixed number of integrand evaluations of $10^9$. Next, we notice that the error estimation by the integration procedure is typically significantly larger than the actual difference of the result compared to the converged one. Of course, the converged result is not a strict reference, as it is not exact, but its possible error is orders of magnitude smaller than the differences in question, which justifies such a treatment. The error overestimation by the integration procedure is understandable, as it reports the upper bound that can be only approximately estimated. For a figure of merit, we take the actual difference of a result relative to the converged one. To evaluate the dependence on computation time, we perform a series of calculations with an increasing number of integrand evaluations. Fig. 11 shows the relative errors calculated this way with respect to the converged values, with full and open
symbols for the presented and standard methods, respectively. With solid and dashed lines, we also show the upper bound for the error as reported by the integration procedure. While it is typically lower for the standard method, one may notice that the actual convergence of both methods is similar. Thus, considering the conceptual advantages of Bardeen’s theory, we may conclude that the proposed method is at least competitive to the standard treatment.

![Diagram](image)

**FIG. 11.** (Color online) Estimated error versus calculation time. The relative calculation error as reported by the integration algorithm (lines) and the actual error relative to the converged values (symbols) plotted as a function of calculation time. Full circles and solid lines show values for the presented method, while empty squares and dashed lines are for the standard one. Each panel presents results for a different orbital pair and displacement axis, as marked. Lines connecting points are to guide the eye.
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