BPM_MT: Enhanced Backchannel Prediction Model using Multi-Task Learning
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Abstract

Backchannel (BC), a short reaction signal of a listener to a speaker’s utterances, helps to improve the quality of the conversation. Several studies have been conducted to predict BC in conversation; however, the utilization of advanced natural language processing techniques using lexical information presented in the utterances of a speaker has been less considered. To address this limitation, we present a BC prediction model called BPM_MT (Backchannel prediction model with multitask learning), which utilizes KoBERT, a pre-trained language model. The BPM_MT simultaneously carries out two tasks at learning: 1) BC category prediction using acoustic and lexical features, and 2) sentiment score prediction based on sentiment cues. BPM_MT exhibited 14.24\% performance improvement compared to the existing baseline in the four BC categories: continuer, understanding, empathic response, and No BC. In particular, for empathic response category, a performance improvement of 17.14\% was achieved.

1 Introduction

Backchannel (BC) is a short and quick reaction, such as "uh-huh" and "yes", of a listener to speaker’s utterances in a conversation (Yngve, 1970). Timely and appropriate use of BC in a conversation is important because BC has various functional categories (Cutrone, 2010); and each category has different roles and influences on enriching a conversation (Heinz, 2003; Cohn et al., 2019; Lee et al., 2020). It is important to understand the speaker utterances for the proper use of BC. In this paper, we introduce a method to enhance the utilization of lexical information in utterances for BC category prediction.

Utterances can be expressed by the acoustic and lexical information in spoken dialogue. In early BC prediction studies, there were several cases in which only the acoustic features of utterance were used (Ward and Tsukahara, 2000; Fujie et al., 2005; Poppe et al., 2010). Recently, the additional use of lexical information has improved the performance of the model (Ruede et al., 2017). However, the use of such lexical information was rather simple, including part-of-speech of the last word of utterance (Kawahara et al., 2016) or embedding features at the word level, such as Word2Vec. Ortega et al. (2020) used Word2Vec and reported the state-of-the-art performance level of about 58\% accuracy on three types of BC categories, i.e. continuer, assessment, and No BC. Adiba et al. (2021a,b) also selected an approach similar to that of Ortega et al. (2020). However, they focused on addressing the latency of BC responses, not on utilization of lexical information.

In this study, we introduce a BC Prediction Model using Multi-Task Learning (BPM_MT), which learns the main task of BC category prediction and the sub-task of predicting sentiment score simultaneously. The four contributions of this paper are as follows. (1) Our model predicts a novel BC category of "empathic response", which has been identified in existing research, but has not been previously considered. (2) By applying a pre-trained language model (Devlin et al., 2018) to utilize lexical information that captures conversational context, we report a state-of-the-art performance level of 76.69\% (3) By utilizing sentiment cues, which hasn’t been applied in predicting BC categories previously, we showed an increase in prediction performance. (4) Lastly, we report how using different context lengths can contribute to improving the performance of BC category prediction.

As the results of the experiment, BPM_MT showed a performance improvement of 14.24\% compared to the baseline model (Ortega et al., 2020), and in particular, empathic response prediction improved by 17.14\%. Overall, we demonstrated the effectiveness of enhanced utilization of lexical information on BC prediction.
Table 1: BC categories, labeling guideline, examples, and occurrence counts (Quotes indicate Korean pronunciation).

| Backchannel Category | Labeling Guideline | Example | Occurrence count |
|----------------------|--------------------|---------|-----------------|
| Continuer            | short 'yey', 'ney', etc. or its competition expression of agreement or 'yey', 'mhm', 'ney ney' | 5,284 |
| Understanding        | 'yey'(long), 'ney'(long) etc I see, right, 'ney'(long) | 3,900 |
| Empathic response    | exclamation or laughter Huh!, Oh!, (sound of laugh) | 1,097 |
| Total                | -                  | -       | 10,281 |

2 Backchannel Data

2.1 Psychiatric Counseling Data

The data used in this study were actual psychological counseling/treatment conversations between doctors and patients in the Department of Mental Health, CHA Bundang Medical Center in the Republic of Korea. This data was suitable to address our research question of BC prediction because a large portion of doctors’ utterances, 84% in our data, in counseling sessions are BC utterances. In counseling conversations, doctors use BC as a way to create a comfortable atmosphere and induce deep conversations with patients (Sadock and Sadock, 2011). Accordingly, an existing study (Kawahara et al., 2016) also had staged a counseling environment to collect BC data.

The data included a total of 51 audio files of counseling conversations in Korean language between a doctor and a patient. The total data duration was 37 hours 45 minutes 38 seconds, and all audio recordings were transcribed in text form.

2.2 Unit of Analysis for BC Labeling

It is important to provide an annotator with a unit of analysis for consistent BC labeling. Figure 1 depicts an example of a unit of analysis in an audio file of the counseling data we used, which consists of the patient’s utterance (PU) and the doctor’s utterance (DU). Three annotators we recruited were asked to check the DU and label the most appropriate BC while considering the previous PU and the next PU of the DU. They were instructed to exclude the DU as BC if turn-taking occurs after the DU. In conversation, a speaker and a listener do not change roles even after BC occurs (Yngve, 1970).

2.3 Backchannel Labeling

The labeling of BC was performed in two steps. For the first step, we decided whether the spoken utterance was BC or not following the guideline (Young and Lee, 2004). For the second step, we performed the labeling of BC categories by referring to the BC categories presented in (Cutrone, 2010). The labeling guidelines for each category were adjusted to reflect the characteristics of counseling data between doctors and patients. Finally, three BC categories were labeled: “continuer”, an expression of concentration on patient utterance, “understanding”, an expression of understanding and consent, and “empathic response”, which expresses empathy and emotion. The corresponding labeling guidelines and examples are listed in Table 1.

The reliability of the agreement of annotators was measured. The Fleiss’ Kappa (Fleiss, 1971) score for BC identification was 0.99, and the Free Marginal Kappa (Randolph, 2005) score for the BC category was 0.90. The results confirmed the reliability of the labeling guideline (Landis and Koch, 1977). As a result of labeling, 10,281 out of 12,240 doctors’ utterances were labeled as BC. The frequency for each BC category is listed in Table 1.

3 Backchannel Prediction Model

The main task of the model is to take a patient’s utterance as input and predict a category of BC generated by a doctor. According to the presence of a sub-task that learns the sentiment score of the utterance, two types of models were designed for the performance experiment. One model was the single task model (BPM_ST) that included only the main task. The other model was the multi-task model (BPM_MT) that included both the main and
sub-tasks. Both models used audio and text as input data. Figure 2 illustrates the models.

3.1 BPM_ST

In BPM_ST, only the operation corresponding to the main task is performed in the learning part of Figure 2. The overall learning process was as follows. First, the Mel-frequency Cepstrum Coefficient (MFCC) feature was extracted from utterance audio. The MFCC Extractor generated acoustic feature vectors consisting of 13 coefficients per 25ms unit, which are the input of LSTM layers. LSTM was used to consider the sequential nature of the audio data. LSTM layers have a bi-directional structure, and the acoustic hidden representation vector was calculated by summing the results of the bi-directional calculation.

The utterance text data were converted into a lexical feature in the form of an embedding vector for each token using the language model tokenizer. The pre-trained model was an encoder structure of Transformers (Vaswani et al., 2017), that received a lexical feature vector as an input and calculated a hidden representation vector for each token using a multi-head self-attention mechanism and a feed-forward neural network. Among them, the vector corresponding to the first token (CLS) was used as the lexical hidden representation for the next step. Acoustic and lexical hidden representation vectors were merged into one concatenated representation vector, that was fed into layers in a fully connected FC128 (128 nodes). The softmax layer of FC128 outputs the probability value for each BC category; thus, the cross-entropy (CE) loss $L_{BC}$ was calculated.

3.2 BPM_MT

In BPM_MT, the main and the sub-tasks were simultaneously learned; therefore, all operations in the learning part of Figure 2 were performed. This is the same as BPM_ST regarding the operation process of the main task.

The sub-task was inspired by the studies that learn to predict dialogue acts and sentiment simultaneously (Li et al., 2020; Qin et al., 2020). We expected that sentiment cue could be helpful in performance improvement because both BC and the dialogue act prediction task were based on understanding the speaker’s utterances. We also refer to the method of reinforcing sentiment knowledge of a pre-learned language model introduced in Tian et al. (2020).

The target sentiment score required for the sub-task of BPM_MT was extracted using the Korean MPQA (Park et al., 2018) dictionary. In the dictionary, there are words corresponding to each of the five sentiments: strong positive, positive, neutral, negative, and strong negative. When a word in the dictionary was found in the input utterance, sentiment information was extracted by counting each sentiment. After generating count information of five sentiments for the input utterance unit, a normalized sentiment score vector was constructed by dividing it by the number of words in the input utterance.

In the sub-task, the lexical hidden representation vector created from the Transformers was entered as $FC_{64}$ (64 nodes). The output of $FC_{64}$ was the value for each sentiment score obtained using the sigmoid function, and the average binary cross-entropy (BCE) loss $L_{SP}$ for the five sentiment scores was calculated. The final loss for training the model $L_{Total}$ was computed as follows:

$$L_{Total} = (1 - \lambda)L_{BC} + \lambda L_{SP}.$$  

It was important to set the application ratio of the two losses to not have a negative effect on the prediction of the BC category, which is the main task. Through an experiment, $\lambda$ was set to 0.1.
### 3.3 Experimental Setup

Two types of BC prediction experiments were conducted: 1) BC prediction with four categories; continuer, understanding, empathic response, and No BC, and 2) BC prediction with three categories; continuer, understanding, and No BC. We conducted the second experiment using three categories prediction because the number of empathic responses in the data was relatively less than the other categories.

Models of Kawahara et al. (2016) and Ortega et al. (2020) were selected as baselines. Kawahara et al. (2016) used logistic regression for BC prediction. Ortega et al. (2020) used CNN as a neural network structure for both acoustic and lexical information.

In the training data, audio input was set in units of 1,500 ms and text input was set in units of 5 words according to Ortega et al. (2020). The inputs are the past speech audio and text based on the moment BC occurs. Additionally, data for 10 and 20 words were also organized to observe the performance trend according to the length of the text context. The context length means the maximum number of words. The training data, including the negative sample (No BC), were also configured to be equal to the total number of BCs according to Ortega et al. (2020).

The pre-training language model used in BPM was KoBERT\(^2\), and ReLU was used as the activation function for each hidden layer; the dropout rate was 0.3. The batch size was 64, and the number of epochs was 60. Optimization was performed using SGD as the parameter of the Transformers and Adam for the other parameters. The learning rate was 0.0005. The data were divided into training, validation, and test sets at a ratio of 3:1:1. The best model\(^3\) was saved by early stopping regularization based on the validation result.

### 4 Results and Discussion

The experimental results of four categories are listed in Table 2. Each value is an average obtained using 5-fold cross-validation. Overall, BPM_MT exhibited a higher performance improvement compared to BPM_ST and the baseline models, indicating that the use of sentiment cues was helpful. Regarding the context length, there was an improvement in the performance of up to a minimum of 5.78% (20 words) and a maximum of 14.24% (5 words) compared to the baseline model of Ortega. The BPM_MT model outperforms the baseline models even when the input context is limited to 5 words. Therefore, the BPM_MT can be used when less context information is available with a small number of contextual word data is available as input. Among the BC categories, the performance improvement for the empathic response category was the greatest in comparison with the baseline models. When the context length was 10, the performance increased by 17.14% compared to the Or-tega et al. (2020).\(^3\)

\(^2\)https://github.com/monologg/KoBERT-Transformers

\(^3\)NVIDIA TITAN RTX was used for the experiments
tega model. This emphasizes the importance of understanding the speaker’s sentiment in utterances or the flow of conversation to express the signal of empathy. Compared to BPM_ST, BPM_MT showed the highest improvement (5.6%) for the continuer category.

Table 3 summarizes the experimental results of three categories on the context length of 5 words. BPM_ST and BPM_MT still outperformed the baseline models in BC prediction without empathic response.

Figure 3 shows the distribution of positive and negative sentiment words depending on BC categories. We used the data of the context length equals to 5, because setting the model with that length showed the highest performance improvement when the sub-task was applied. To compare the results by BC category, we ran ANOVA with the Tukey’s posthoc test. The result shows significant differences of the means among categories (F(3, 20549) = 2013.7, p < 0.05 for the positive sentiment; F(3, 20549) = 5318.6, p < 0.05 for the negative sentiment). More cases of significant differences were shown in the negative sentiment. This indicates the importance of negative sentiment information that exists in patient utterances in BC category prediction. When comparing the categories of No BC and BCs, richer sentiment information induced BC generation in both positive and negative sentiments. These indicate that additional learning about sub-tasks was an appropriate approach to improving BC performance.

5 Conclusions

We presented a BC category prediction model that achieved a performance of 76.69% by utilizing lexical information with sentiment cues. Across the three types of BC categories, the empathic response category, which hasn’t been previously measured, showed a performance improvement of 17.14% compared to the model of Ortega. This increase implies that utilization of lexical information helped in predicting empathy function.

The limitation of this study is the imbalance in the number of data according to the BC category. Because this may be a characteristic of the counseling data used in the study, we may have to check other types of BC data. In the future, we plan to further improve the performance of the BC prediction model using the attention mechanism between different modality information (Tsai et al., 2019) by simultaneously receiving multi-modality information as input.
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