Abstract—Accurate capacitance extraction is becoming more important for designing integrated circuits under advanced process technology. The pattern matching based full-chip extraction methodology delivers fast computational speed, but suffers from large error, and tedious efforts on building capacitance models of the increasing structure patterns. In this work, we propose an effective method for building convolutional neural network (CNN) based capacitance models (called CNN-Cap) for two-dimensional (2-D) structures in full-chip capacitance extraction. With a novel grid-based data representation, the proposed method is able to model the pattern with a variable number of conductors, so that largely reduce the number of patterns. Based on the ability of ResNet architecture on capturing spatial information and the proposed training skills, the obtained CNN-Cap exhibits much better performance over the multilayer perception neural network based capacitance model while being more versatile. Extensive experiments on a 55nm and a 15nm process technologies have demonstrated that the error of total capacitance produced with CNN-Cap is always within 1.3% and the error of produced coupling capacitance is less than 10% in over 99.5% probability. CNN-Cap runs more than 4000X faster than 2-D field solver on a GPU server, while it consumes negligible memory compared to the look-up table based capacitance model.

Index Terms—full-chip parasitic extraction, capacitance model, pattern matching, machine learning, convolutional neural network

I. INTRODUCTION

With the continuous down scaling of process technologies, the interconnect wires in integrated circuit (IC) become smaller, closer to each other, and the integration density becomes higher. As a result, modeling effects of the interconnect parasitics (mainly including resistance and capacitance) is increasingly important and crucial for guaranteeing the performance of integrated circuits [1]–[3]. Nowadays, the parasitic modeling (called parasitic extraction) has become one of the essential steps in the design flow, which is the basis of accurate timing analysis and other performance verification [4].

As billions of transistors are placed on a chip, it is challenging to perform the parasitic extraction for tens of billions of interconnect segments. To solve the full-chip parasitic extraction problem, the pattern matching based techniques are the most widely used, such as in StarRC of Synopsys, QRC of Cadence, and other commercial tools. Another approach of parasitic extraction is based on field solver [5]–[9], which has the highest accuracy. However, due to excessive computational cost, the field-solver based approach is not suitable for the full-chip extraction problems.

The pattern matching approach divides an interconnect layout into small geometries and then calculates the capacitances of each geometry with pre-built empirical formulas or look-up tables of capacitance. A pattern refers to the geometries sharing similar topology or formula of capacitance. For a given process technology, a pattern library is pre-characterized by enumerating millions of sample geometries and solving the capacitances of each geometry with field solver. Then, the capacitance values are fitted into formulas associated with geometry, or stored as look-up tables. At the time of extraction, through pattern matching the capacitances of input geometries can be calculated quickly and the capacitances of nets are obtained by assembling the capacitances of these geometries.

However, the pattern matching approach is facing the following challenges. 1). The number of patterns increases with the advancement of process technology, and it becomes difficult to make the patterns covering all possible interconnect topologies in real design. 2). The look-up table based approach storing capacitance values of sample geometries consumes enormous or unaffordable memory space for achieving good accuracy, while the error of empirical formulas increases as well. 3). the pattern matching approach needs a large number of capacitance values produced by field solver, which often takes longer time for a process technology as the metal/dielectric configuration becomes complex [3]. So, there is a strong need for new capacitance modeling technique to improve the performance of pattern matching based method.

Although the process of fitting capacitance formulas for a structure pattern is a regression problem and deep neural networks (DNNs) have achieved notable successes in many classification and regression problems in recent years [10], only a few of published work are about employing DNN in the area of parasitic extraction [11]–[15]. Moreover, most of them either deal with the numerical computing in the field-solver approach [12], or do not involve the capacitance calculation for a given interconnect geometry [14]. The most relevant work to the capacitance modeling or calculation is [13], where a neural network based method is presented for several structure patterns in three-dimensional (3-D) ICs. Nevertheless, it only considers single-dielectric structures with simple multilayer perception (MLP) neural networks, and the demonstrated error on total capacitance can be larger than 10% [13]. The practicality and effectiveness of the technique in [13] is obviously not good.
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Instead of directly calculating capacitances, an MLP neural network based approach was proposed to improve the pattern matching based capacitance extraction through automatic pattern classification and capacitance formula building [15].

In this work, we propose a convolutional neural network (CNN) based capacitance modeling method for improving the pattern matching based extraction methodology. The major contributions are as follows.

- A grid-based data representation and the corresponding DNN modeling approach are proposed for 2-D structure pattern with a variable number of conductors. It separates the tasks of calculating total capacitance and coupling capacitance, so as to potentially reduce the difficulty of training accurate model for capacitance extraction. Moreover, allowing a pattern to include a variable number of conductors largely reduces the number of patterns and therefore the efforts on building capacitance models.

- A CNN model called CNN-Cap, which is derived from the ResNet architecture and inherits the ability of capturing spatial information, is proposed for predicting the capacitances of the pattern with a variable number of conductors. A training approach including a loss function for more accurate coupling capacitance is proposed to make CNN-Cap suitable for modeling the pattern capacitances.

Extensive experiments with two process technologies demonstrate that the proposed CNN-Cap has much better accuracy on capacitance calculation than the counterpart model based on MLP neural network. For all the tested pattern structures, CNN-Cap is able to predict all total capacitances with less than 1.3% error, and over 99.5% of coupling capacitances with error less than 10%. The sensitivity of the model’s performance to the size of training data is also studied, which shows that CNN-Cap performs well with less training effort. Finally, CNN-Cap runs 4693X faster than 2-D field solver on a GPU server, while it consumes negligible memory compared to the look-up table based capacitance model.

II. BACKGROUND

A. Full-Chip Capacitance Extraction Based on Pattern Matching and 2.5-D Extraction Method

For full-chip capacitance extraction, directly using the 3-D field solver is infeasible due to its excessive cost of memory and CPU time. To obtain good tradeoff between accuracy and efficiency, the 2.5-D extraction method with pattern matching technique is widely used. The pattern matching based extraction methodology include three major modules: 1) pattern generation, 2) capacitance model building, and 3) layout capacitance extraction [2], [9], [15]. It is illustrated as Fig. 1. For a given process technology, the work of 1) pattern generation and 2) capacitance model building are carried out just once.

The 2.5-D extraction method refers to the method considers 3-D geometric effects on capacitance with 2-D interconnect patterns through sweeping 3-D geometry of interconnects in two perpendicular directions [16], [17]. It is adopted by the OpenROAD project for parasitic extraction [18]. During the layout capacitance extraction, extraction windows are generated along the interconnector line (called master net or master conductor) whose capacitances are of concern. Each window includes a segment of the master net and its neighbor conductors (called environmental conductors). The techniques of 2.5-D extraction and pattern matching are employed to calculate the capacitances among the conductors in the window. Take the structure shown in Fig. 2 as an example, where a wire with name m2 crosses over a wire named m1. Along direction A, a 2-D cross-section view is shown in the middle of Fig. 2. Along direction B, the other 2-D cross section is shown to the right. If the capacitances in the two 2-D cross-section views are known, we can approximately compute the capacitance between m1 and m2 with the 3-D effects taken into consideration. Suppose the 2-D capacitance between m1 and m2 in the view along A is

\[ C_A = C_{1f1} + C_{1o} + C_{1f2}, \]

where \( C_{1f1} \) and \( C_{1f2} \) are two fringe capacitances, and \( C_{1o} \) is the overlapping capacitance. Similarly,

\[ C_B = C_{2f1} + C_{2o} + C_{2f2}, \]

for the view along B. Then,

\[ C_{m1,m2} = C_A w_1 + (C_B - C_{2o}) w_2, \]

where \( w_1 \) and \( w_2 \) are widths of wires m1 and m2, respectively.
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Fig. 5. \ An \ example \ of \ MLP \ network. \ The \ yellow, \ white, \ and \ blue \ circles \ stand \ for \ neurons \ in \ the \ input, \ hidden, \ and \ output \ layers.

The \ MLP \ network \ has \ been \ studied \ in \ capacitance \ extraction \ of \ several \ 3-D \ structures \ [13]. \ The \ idea \ is \ straightforward \ and \ can \ be \ applied \ to \ build \ the \ capacitance \ model \ of \ the \ 2-D \ patterns. \ For \ Pattern-A, \ there \ are \ just \ three \ width/spacing \ parameters \ for \ describing \ the \ structure: \ \textit{w}1, \ \textit{w}2 \ and \ \textit{s} (see \ Fig. 3(a)). \ For \ the \ example \ of \ Pattern-B \ (see \ 3(b)), \ the \ parameters \ are \ widths \ \textit{w}1, \ \textit{w}2, \ \textit{w}3, \ \textit{w}4, \ \textit{w}5, \ \textit{and} \ location \ coordinates \ \textit{x}1, \ \textit{x}2, \ \textit{x}3, \ \textit{x}4, \ \textit{x}5. \ This \ makes \ the \ regression \ model \ well \ defined; \ the \ input \ \mathbf{x} \ is \ just \ a \ vector \ including \ these \ geometry \ parameters, \ and \ the \ output \ \mathbf{y} \ is \ a \ vector \ including \ the \ total \ capacitance \ and \ coupling \ capacitances. \ With \ a \ lot \ of \ sample \ structures \ for \ a \ pattern \ and \ corresponding \ capacitances \ results \ from \ field \ solver, \ the \ MLP \ based \ model \ can \ be \ trained.
Besides training approach and model architecture, different loss function also affects the difficulty of optimization process and the performance of trained model. Usually the mean square error (MSE) is employed as the loss function for minimization:

$$MSE = \frac{1}{N} \sum_{i=1}^{N} ||f(x^{(i)}, \theta) - y^{(i)}||^2,$$  \hspace{1cm} (4)

where $N$ is the number of training examples, $x^{(i)}$ indicates the $i$-th example, and $y^{(i)}$ is the corresponding label.

### III. BUILDING EFFECTIVE CAPACITANCE MODELS BASED ON CONVOLUTIONAL NEURAL NETWORK

In this section, we first propose the idea of leveraging CNN to improve the capacitance modeling of structure patterns. Then, we present a grid-based data representation, the CNN architecture and the training approach in details. Finally, we present the data generation approach and other details.

#### A. The Basic Idea

In all existing methods, a pattern in the 2.5-D extraction flow is determined by a combination of metal layers and the numbers of conductors on these layers. And, the geometric parameters characterizing a pattern increases with the number of conductors in the pattern. For a pattern with a large quantity of parameters, building an accurate model with either traditional approaches or the MLP based approach becomes difficult. To overcome this issue, we view the 2-D cross-section structure of this paper. The proposed method can be easily extended to a case with three conductors is shown in the first row. The following rows are the density-based representation. In Fig. 7, where the horizontal placement of three conductors (labeled 1, 2 and 3), the grids, and the corresponding density map are shown. For a Pattern-C structure, the conductor placement can be described with three $L$-dimensional vectors. Notice this representation is not ambiguous if we guarantee that the grid size is less than the minimum spacing between wires on the metal layer.

$$C_{\text{model}} = C_{\text{Pattern}} + C_{\text{Con}} + C_{\text{Die}}$$

This grid-based representation cannot identify the master conductor. So, we must encode more information regarding the pattern into it. Suppose the structure includes $n_c$ conductors. Our problem is to extract one total capacitance, and $n_c - 1$ coupling capacitances. Consider the density-based representation for one metal layer: $d \in \mathbb{R}^L$. We modify it to obtain an $L$-dimensional vector $x$ for a sub-problem of calculating total capacitance. The scheme of the modification is that, if the master conductor covers the $i$-th grid, we have $x_i = d_i + 1$. The obtained feature vector $x$ is shown as the third row in Fig. 7 For calculating the coupling capacitance between the master and an environmental conductor, a unique feature vector is also generated by modifying $d$. Besides adding 1 to the elements corresponding the cells overlapped with the master, another modification is applied to identifying the environmental conductor. If the environmental conductor covers the $i$-th grid, we make that $x_i = -d_i$. Now, for calculating different coupling capacitance there is a different feature vector for data representation. In Fig. 7 the last two rows show the feature vectors for the sub-problems of calculating coupling capacitances $C_{12}$ and $C_{13}$.

Because the values of total capacitance and coupling capacitance can differ for several orders of magnitude, the accuracy demand for them is usually different. In this work, we distinguish the problems of calculating total capacitance and of coupling capacitances, and trains two models for them respectively for a given Pattern-C. This ensures the overall accuracy of capacitance extraction. With this idea and the proposed grid-based data representation, our method for building the capacitance models can be depicted as Fig. 8 Notice that a sample structure is converted to $n_c$ data inputted to the two models in the training stage. And, in the prediction stage, the trained model Model-C$_C$ for coupling capacitance will be evaluated for $n_c - 1$ times to output the $n_c - 1$ coupling capacitances.
C. CNN Architecture and Training Approach

Because the CNN is able to capture the spatial information in the data, it is expected to perform better than MLP neural network for the problem of capacitance calculation. So, we develop the CNN base models (called CNN-Cap) for predicting the capacitances of Pattern-C structures. There are two models with same architecture used for total capacitance and coupling capacitance, respectively.

The architecture of CNN-Cap is shown in Fig. 9 which is derived from the famous ResNet architecture [29]. In our problem, the input data (pattern structure with extraction information) is vectors, instead of the matrices in image related problem. So, we just use 1-D convolutional layer (shown as colored block in Fig. 9) in CNN-Cap. Notice that the number of metal layers in the pattern is like the concept of “channel” of image data. A batch normalization and a ReLU layer are inserted after every convolutional layer. The input data will reach the last convolutional layer through stacked convolutional layers. Then, it will be pooled into a fixed-length vector by an average pooling layer. Finally, the fixed-length vector will be fed to the fully-connected layer with an output dimension of one to predict capacitance. In Fig. 9, the convolutional layer captioned “1x3 conv, 64” means it has 64 channels and a kernel size of 3. “/2” means to halve the input length (by a 1-D pooling layer or a 1-D convolutional layer with a stride of 2). The convolutional layers with the same color mean they have the same input length. Whenever a 1-D convolutional layer halves the input length, the input channel will be doubled. The key point of CNN-Cap is the shortcut connection, which takes a shallower vector $h_1$ and a deeper vector $h_2$ as input and takes $F(h_1) + h_2$ as output. The function $F$ is an identity mapping in most cases (solid line). The dotted shortcut takes a 1-D 1x1 convolutional layer (equivalent to linear projection) as the mapping function when the shape of two input vectors is mismatched. Without the shortcut connection, a deeper DNN model will have both higher testing error and training error. The higher training error means that it is difficult to train a deep plain model. The shortcut connection can preserve the low-level features all the time, which makes training easier. Thanks to the advanced modules, i.e., 1-D convolutional layer and shortcut connect, our CNN-Cap has better learning ability than the MLP neural networks. This will be revealed with experimental results.

We have tested three architectures derived from ResNet-18, ResNet-34, and ResNet-50. We found out that derived from ResNet-34 is consistently better than that from ResNet-18, and performs similarly to that from ResNet-50. So, the ResNet-34 derived architecture is chosen in this work.

For training CNN-Cap, the stochastic gradient descent (SGD) optimizer and the Adam optimizer [21] are considered. Our experimental results show the Adam optimizer makes convergence easier to reach and the trained model perform better. So, it is employed in this work.

The approach of grid search is used to find the appropriate learning rate and batch size, which affect performance of the obtained CNN-Cap model. The value range of learning rate is from $10^{-5}$ to $10^{-2}$, and the batch size is enumerated in {16, 32, 64, 128}.

For the cost function, in addition to the MSE loss function (4), we have tried the following loss function.

$$MSRE = \frac{1}{N} \sum_{i=1}^{N} \left(1 - \frac{f(x^{(i)}; \theta)}{y^{(i)}}\right)^2,$$

where $N$ is the number of training data, $x^{(i)}$ indicates the $i$-th input data, and $y^{(i)}$ is the corresponding label. The division of (5) stands for an element-wise operation. This MSRE loss function includes the relative error, so that the optimization could possibly attain a better accuracy. However, it may bring difficulty to the convergence of training process. We have done extensive experiments, and found out that the loss function...
MSRE is better than MSE for the task of training the Model-C for coupling capacitance.

D. Dataset Generation and Other Discussion

In this work, a data is a 2-D structure of cross-section view with the proposed data representation, and the label includes the capacitances computed with a field solver.

For a given process technology and a specified triple of \((i, j, k)\) of metal layer indices, we can generate random sample structures of Pattern-C. We ensure that the data complies with the rules of minimum width and minimum spacing of the process technology. As the structure is a cross-section view along the interconnect line, we let the width of master conductor be a smaller value with larger probability and not exceed 10 times of the minimum width. Similarly, the random data can be generated for the conventional patterns, like Pattern-A and Pattern-B. Notice we can also build the CNN-Cap model for a conventional pattern.

The whole width of the extraction window is determined with a simulation experiment to detect how far if an environmental conductor is away from the master conductor the coupling capacitance between them decreases to 1% of the total capacitance.

Fig. 10 shows the geometries of the conductors in two data generated with our approach. Fig. 10(a) stands for a data for Pattern-B and Fig. 10(b) is for Pattern-C.

![Fig. 10. Two randomly generated data for: (a) Pattern-B and (b) Pattern-C. The dielectric environment is not depicted.](image)

The existing approach with MLP neural network cannot handle Pattern-C, because the structure involves a variable number of conductors. Instead, we can combine the MLP with the grid-based data representation. It means we connect the three vectors to form a long vector and then input it to the MLP network. However, this hybrid model cannot have high accuracy, because the spatial information in the grid-based representation is lost. The comparison experiments in Section IV.B validate this.

IV. EXPERIMENTAL RESULTS

2-D pattern structures are generated following two process technologies. One is a 55nm process technology from industry, while the other is the 15nm process technology in FreePDK15. The width of structure (extraction window) is set to \(56\bar{w}_{\text{min}}\), where \(\bar{w}_{\text{min}}\) is the minimum width of the metal layer where the master conductor resides. For the structures, we obtain the capacitance results (as labels of data) with the golden-standard capacitance solver Raphael. All tested DNN models are implemented with PyTorch, and all experiments are carried out on a Linux server with 2 Intel Xeon Silver 4214 CPU at 2.2GHz and 8 Nvidia RTX2080Ti GPUs.

The geometric parameters for the metal layers in the two process technologies are listed in Table I.

| Layer index | 55nm Tech. | 15nm Tech. |
|-------------|------------|------------|
|             | thickness \(\mu\text{m}\) | \(\bar{s}_{\text{min}}\) | \(s_{\text{min}}\) |
| 1           | 0.1 0.09 | 0.09 0.09 | 0.06 0.028 0.036 |
| 2           | 0.10 0.10 | 0.09 0.09 | 0.06 0.028 0.036 |
| 3           | 0.2 0.20 | 0.09 0.09 | 0.06 0.028 0.036 |
| 4           | 0.2 0.20 | 0.09 0.09 | 0.06 0.028 0.036 |
| 5           | 0.2 0.20 | 0.09 0.09 | 0.06 0.028 0.036 |
| 6           | 0.2 0.20 | 0.09 0.09 | 0.13 0.056 0.056 |
| 7           | 0.85 0.36 | 0.36 0.36 | 0.13 0.056 0.056 |
| 8           | - - - | - - - | 0.13 0.056 0.056 |
| 9           | - - - | - - - | 0.13 0.056 0.056 |
| 10          | - - - | - - - | 0.13 0.056 0.056 |

For the two technologies, we randomly choose some three-metal-layer combinations to generate the 2-D patterns. For each pattern, we generated 50000 sample structures with the approach in Section III.D to form a dataset. Each dataset is then randomly split into a training subset (with 90% of the samples) and a testing subset (with 10% of the samples). For CNN-Cap which utilizes the grid-based data, we convert a sample structure to \(n_c\) data where \(n_c\) is the number of conductors in the sample. The number of grid cells \((L)\) is set to 1024, which ensures that the grid size is less than the half of minimum spacing at any metal layer. To avoid the interference of very small coupling capacitance, the coupling capacitance whose value is less than 1% of the corresponding total capacitance is not considered in the training stage and the prediction stage.

To tune the hyper-parameters for CNN-Cap, we randomly choose a layer combination under the 55nm technology to generate a dataset of Pattern-C. With it we tune the hyper-parameters to make the CNN-Cap’s performance on the testing subset of this dataset best. The obtained hyper-parameters include batch size set to 64, learning rate set to \(10^{-4}\) for predicting total capacitance and \(10^{-5}\) for predicting coupling capacitance.

In the following subsections we will first evaluate the performance of CNN-Cap on Pattern-B structures, and then evaluate its performance on Pattern-C structures. Finally, we will study the effect of training subset’s size and other evaluation metrics.

A. Results for Pattern-B Structures

For Pattern-B structures, the MLP-based model presented in Section II.B can be used as the baseline. We call it MLP-Cap. Similar tuning is also applied to MLP-Cap, with a dataset of Pattern-B. For the architecture, we tried different numbers of hidden layers and different numbers of neurons respectively. After some heuristic trials, we finally use an architecture with three hidden layers, and 256, 256 and 512 neurons are set in the three hidden layers and different numbers respectively. Three nonlinear activation functions: ReLU, Sigmoid and Tanh are tested. The results show that Tanh function consistently surpass the other two. The grid search
is used to find the appropriate learning rate and batch size. Finally, the batch size is set to 32, and the learning rate is set to $10^{-5}$. Besides, the loss functions for MSE (4) and MSRE (5) are tested with MLP-Cap. The results show that with the MSE loss function makes MLP-Cap perform better.

In this experiment, the pattern is the same as that in Fig. 3(b) which includes 1, 3 and 1 conductors on three metal layers respectively. And, the structure can be described with 9 geometric parameters, which are the input to MLP-Cap.

The results for predicting total capacitance and coupling capacitance, for eight datasets from both technologies, are shown in Table II and Table III respectively. In the tables, every two rows correspond to a data set generated for a pattern. $Err_{avg}$ means the average of the relative error's absolute value. $Err_{max}$ means the maximum of the relative error's absolute value. Ratio($Err > 5\%$) in Table II means the ratio of the number of total capacitances with error larger than 5\% to the number of all total capacitances predicted. Ratio($Err > 10\%$) in Table III means the ratio of the number of coupling capacitances with error larger than 10\% to the number of all coupling capacitances predicted. Here, we regard relative error of 5\% as the accuracy criterion for total capacitance, and the relative error of 10\% as the accuracy criterion for coupling capacitance.

The experimental results show that CNN-Cap always performs better than MLP-Cap. In more details, both CNN-Cap and MLP-Cap can predict total capacitance with less than 1\% relative error on average, while the maximum relative error of CNN-Cap is not larger than 1.3\%. However, the maximum relative error of MLP-Cap is often larger than 5\%. As for predicting coupling capacitance, the maximum relative error of MLP-Cap is always larger than 10\% and can be as large as 114\%. On the contrary, only a very few of coupling capacitances (at most 0.1\% of all coupling capacitances) computed with CNN-Cap have relative error larger than 10\%.

**TABLE II**

| DNN MODELS’ PERFORMANCE ON TOTAL CAPACITANCE FOR PATTERN-B |
|------------------------------------------------------------|
| Tech. Node Layers Method $Err_{avg}$ $Err_{max}$ Ratio($Err > 5\%$) | |
| 55nm (2, 3, 6) MLP-Cap 0.8\% 8.1\% 0.4\% | |
| 55nm (2, 4, 6) CNN-Cap 0.2\% 1.2\% 0 | |
| 55nm (2, 4, 6) MLP-Cap 1.2\% 11.4\% 0.7\% | |
| 55nm (1, 3, 5) MLP-Cap 0.5\% 3.8\% 0 | |
| 55nm (1, 3, 8) CNN-Cap 0.2\% 1.3\% 0 | |
| 55nm (1, 3, 8) MLP-Cap 0.5\% 5.2\% 0.0\% | |
| 55nm (1, 3, 8) CNN-Cap 0.2\% 1.1\% 0 | |

**TABLE III**

| DNN MODELS’ PERFORMANCE ON COUPLING CAPACITANCE FOR PATTERN-B |
|---------------------------------------------------------------|
| Tech. Node Layers Method $Err_{avg}$ $Err_{max}$ Ratio($Err > 10\%$) | |
| 55nm (2, 3, 6) MLP-Cap 3.3\% 114\% 6.6\% | |
| 55nm (2, 3, 6) CNN-Cap 2.3\% 13.3\% 0.1\% | |
| 55nm (2, 4, 6) MLP-Cap 2.5\% 89.2\% 4.4\% | |
| 55nm (2, 4, 6) CNN-Cap 1.4\% 11.8\% 0.0\% | |
| 55nm (1, 3, 5) MLP-Cap 2.5\% 87\% 3.7\% | |
| 55nm (1, 3, 5) CNN-Cap 1.1\% 9.6\% 0 | |
| 55nm (1, 3, 8) MLP-Cap 2.0\% 910\% 1.4\% | |
| 55nm (1, 3, 8) CNN-Cap 0.9\% 14.3\% 0.1\% | |

Fig. 11 shows the coupling capacitances calculated with MLP-Cap and CNN-Caps respectively, along the relative error of each capacitance. From the figure we see that CNN-Cap can accurately predict most coupling capacitance, and the few examples of inaccurate prediction usually corresponds to a small coupling capacitance. This means reasonable and acceptable accuracy. On the contrary, the MLP-Cap is unsatisfactory in many cases, and its maximum error is very large as shown in Fig. 11(a).

More dataset for different layer combinations have been generated and tested. The results show that for all the tested datasets, the average relative error of CNN-Cap on total capacitance and coupling capacitance are just 0.22\% and 1.36\%, respectively. This experiment demonstrates the good accuracy of CNN-Cap for Pattern-B structures.

Another capacitance modeling approach which may have good accuracy is based on look-up table and the bilinear interpolation. For the considered Pattern-B structures, if each parameter takes 20 sample values the total numbers stored in the look-up table would be $20^5 = 5.12 \times 10^{11}$, which leads to unacceptable memory cost in reality. This demonstrates the advantage of capacitance modeling technique based on neural networks.

**B. Results for Pattern-C Structures**

For generating the sample structures of Pattern-C, we assume the total number of conductors on the up and down metal layers ranges from 6 to 8. Such a pattern with a variable number of conductors cannot be handled by a single MLP-Cap. So, we consider the hybrid method discussed at the end of Section III as the baseline. It is called Grid+MLP model. It utilizes the grid-based data representation and shares the same architecture and hyper-parameters as MLP-Cap. And, it is trained with the same approach for MLP-Cap.

The results of CNN-Cap and Grid+MLP model for four datasets of Pattern-C are listed in Table IV and Table V. The results show that CNN-Cap performs much better than Grid+MLP. The maximum relative error of CNN-Cap on total capacitance is not larger than 1.2\%. As for coupling capacitance, the performance of the Grid+MLP is much worse and unacceptable, with the maximum error as large as 542\%. On the contrary, the relative error derived from the CNN-Cap is less than 10\% for more than 99.5\% predicted capacitances.
Fig. 12 shows the calculated coupling capacitance (by CNN-Cap) versus relative error for Pattern-C structures. It reveals again that CNN-Cap has very good accuracy on coupling capacitance for most structures. For example, for the test data corresponding to layer combination (2, 3, 6) in the 55nm technology, only 0.3% of all coupling capacitances has error larger than 10%.

As for the model size, a CNN-Cap model has 14473418 parameters occupying 13.8 MB storage, which is much smaller than the look-up table based model. The training time for a CNN-Cap model is about 1.3 hours. Considering various layer combinations for a given process technology with 10 metal layers (like that in FreePDK15), we see that building all CNN-Cap models can be completed within a week on a GPU server including 50000 Pattern-C structures, we extract the capacitances of them with CNN-Cap and Raphael respectively. Their average runtimes per structure are listed in Table VI. From the table we see that CNN-Cap runs 4693X faster than Raphael. Even though we can run multiple processes of Raphael on the machine, say 32 processes, calculating capacitance with CNN-Cap can still be 147X faster than running the 2-D field solver.

As for the model size, a CNN-Cap model has 14473418 parameters occupying 13.8 MB storage, which is much smaller than the look-up table based model. The training time for a CNN-Cap model is about 1.3 hours. Considering various layer combinations for a given process technology with 10 metal layers (like that in FreePDK15), we see that building all CNN-Cap models can be completed within a week on a GPU server with 8 Nvidia RTX2080Ti GPUs. And, the CNN-Cap models deliver much better accuracy than the existing methods for pattern capacitance modeling.

V. Conclusions

In this work, a CNN based capacitance model called CNN-Cap and the corresponding model-building techniques are proposed. They include a grid-based data representation for calculating capacitances of a Pattern-C structure.

### TABLE IV

| Tech. Node | Layers | Method       | $\text{Err}_{\text{avg}}$ | $\text{Err}_{\text{max}}$ | Ratio($\text{Err}>5\%$) |
|------------|--------|--------------|--------------------------|--------------------------|--------------------------|
| 55nm       | (2, 3, 6) | Grid+MLP    | 0.4%                     | 7.5%                     | 0.1%                     |
| 55nm       | (2, 3, 6) | CNN-Cap     | 0.1%                     | 1.0%                     | 0                        |
| 55nm       | (2, 4, 6) | Grid+MLP    | 0.7%                     | 7.7%                     | 0.1%                     |
| 55nm       | (2, 4, 6) | CNN-Cap     | 0.2%                     | 1.1%                     | 0                        |
| 15nm       | (1, 3, 5) | Grid+MLP    | 0.7%                     | 4.3%                     | 0                        |
| 15nm       | (1, 3, 5) | CNN-Cap     | 0.2%                     | 1.1%                     | 0                        |
| 15nm       | (1, 3, 8) | Grid+MLP    | 0.5%                     | 5.4%                     | 0.1%                     |
| 15nm       | (1, 3, 8) | CNN-Cap     | 0.2%                     | 1.2%                     | 0                        |

### TABLE V

| Tech. Node | Layers | Method       | $\text{Err}_{\text{avg}}$ | $\text{Err}_{\text{max}}$ | Ratio($\text{Err}>10\%$) |
|------------|--------|--------------|--------------------------|--------------------------|--------------------------|
| 55nm       | (2, 3, 6) | Grid+MLP    | 10.4%                    | 542.4%                   | 27.1%                    |
| 55nm       | (2, 3, 6) | CNN-Cap     | 1.2%                     | 38.6%                    | 0.3%                     |
| 55nm       | (2, 4, 6) | Grid+MLP    | 9.1%                     | 489.3%                   | 22.7%                    |
| 55nm       | (2, 4, 6) | CNN-Cap     | 1.2%                     | 74.9%                    | 0.1%                     |
| 15nm       | (1, 3, 5) | Grid+MLP    | 1.5%                     | 492.8%                   | 24.8%                    |
| 15nm       | (1, 3, 5) | CNN-Cap     | 1.5%                     | 74.8%                    | 0.1%                     |
| 15nm       | (1, 3, 8) | Grid+MLP    | 11.4%                    | 390.4%                   | 30.8%                    |
| 15nm       | (1, 3, 8) | CNN-Cap     | 1.5%                     | 12.4%                    | 0.0%                     |

### TABLE VI

| Method      | Time (ms) | Speedup |
|-------------|-----------|---------|
| Raphael     | 704       | –       |
| CNN-Cap     | 0.15      | 4693X   |

For the total capacitance. Therefore, a training set with 25000 data through 45000 data is usually sufficient for building an effective CNN-Cap model.
2-D pattern structures, and a ResNet-like CNN architecture and corresponding training approach. CNN-Cap is able to predict the total capacitance and coupling capacitances for the 2-D pattern with a variable number of conductors. This largely reduces the number of patterns and the corresponding capacitance models employed in the pattern matching based full-chip capacitance extraction. Extensive experiments have demonstrated the advantages of CNN-Cap over MLP based models and traditional model-building approaches.

In the future, the proposed method may be extended to build capacitance models for 3-D interconnect structures.
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