In modern societies, it is imperative to predict the future trends and directions of development of social events and to determine them scientifically. Predicting the developments in tourism with the methods based on scientific basis also facilitates the decision-making of managers. Therefore, it will be possible to prepare development methods in the economy and the wastefulness of the financial resources to be allocated by the investors will be prevented and necessary measures will be taken. The tourism sector, like other sectors in the country, needs accurate estimates based on reliable data. In the tourism industry, the fact that requests for tourist services are sensitive to factors and this makes forecast in the industry more important. Hotel businesses are also faced with a changing over time desire. These requests vary on a monthly basis. In addition, accommodation demands vary according to political, social, and economic conditions [1]. The occupancy rate indicates the success of the hotel in the sale of rooms, which make up the bulk of the revenue. In addition, the occupancy rate is an important element in the management and supervision of the hotel. Planning works begin with estimating the income to be obtained and the number of rooms occupied. The estimated number of workers, estimated lighting and heat costs are then determined based on the occupancy rate. This makes it easier to find the cost and estimated revenue of the hotel [2]. Room occupancy rates are calculated annually and monthly. In this study, hotel accommodation statistics obtained from the Republic of Turkey Ministry of Culture and Tourism were used as occupancy rate. The purpose of this study is forecast with using ANN that occupancy rate of business certified hotels of The Ministry of Culture and Tourism in Turkey.

The handleable of the study can be discussed in three parts. First, modeling with neural networks of the demand for tourism and hotels in Turkey. Secondly is determine the model providing the highest accuracy by comparing the occupancy rates of forecast accuracy retroactively applied the model. Third is forecasts for 2018 year and 2019 first 2 months as monthly demand for tourism and hotels in Turkey through the specified model. Also, to create the infrastructure for the touristic development plans prepared with the forecasted made, to facilitate the making it easier decisions of the hotel managers in the annual planning are the aims of this study.

As a result of research done on the subject, in development countries has related works such as the total of people coming to the hotels, the number of overnight stays, average stay and occupancy rate forecast using ANN. But, seen to be the scarcity of works on this subject in Turkey. For example, in a study performed by Çuhadar and Kayacan, they estimated the occupancy rate in accommodation establishments by using ANN [1]. In foreign countries works Law worked occupancy rates of hotel establishments operating in Hong Kong [3], Law and Au worked request travel of Japanese for the travel to Hong Kong with ANN [4]. In another study by Law, an extrapolation time series forecasting technique predicts future hotel occupancy rates [5], Palmer et. al., worked forecast the tourism time series with ANN [6], Youn and Gou worked occupancy rates of hotels in Korea with ANN [7], Zakhary et al., worked forecast hotel occupancy rate using Monte Carlo simulation [8], Yang et. al., designed a website and tried to estimate the most appropriate hotel assessment according to the wishes of the customers with ANN [9].

The advantages of ANN can be summarized like that. ANN can learn from previous experience, and once they are trained, they can give quick and accurate answers to missing and incorrect data. Failure of one or more cells of the ANN does not prevent the system from producing output. A network undergoes slow and relative deterioration over time. In this case, the network does not
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1. Introduction

In modern societies, it is imperative to predict the future trends and directions of development of social events and to determine them scientifically. Predicting the developments in tourism with the methods based on scientific basis also facilitates the decision-making of managers. Therefore, it will be possible to prepare development methods in the economy and the wastefulness of the financial resources to be allocated by the investors will be prevented and necessary measures will be taken. The tourism sector, like other sectors in the country, needs accurate estimates based on reliable data. In the tourism industry, the fact that requests for tourist services are sensitive to factors and this makes forecast in the industry more important. Hotel businesses are also faced with a changing over time desire. These requests vary on a monthly basis. In addition, accommodation demands vary according to political, social, and economic conditions [1]. The occupancy rate indicates the success of the hotel in the sale of rooms, which make up the bulk of the revenue. In addition, the occupancy rate is an important element in the management and supervision of the hotel. Planning works begin with estimating the income to be obtained and the number of rooms occupied. The estimated number of workers, estimated lighting and heat costs are then determined based on the occupancy rate. This makes it easier to find the cost and estimated revenue of the hotel [2]. Room occupancy rates are calculated annually and monthly. In this study, hotel accommodation statistics obtained from the Republic of Turkey Ministry of Culture and Tourism were used as occupancy rate. The purpose of this study is forecast with using ANN that occupancy rate of business certified hotels of The Ministry of Culture and Tourism in Turkey.

The handleable of the study can be discussed in three parts. First, modeling with neural networks of the demand for tourism and hotels in Turkey. Secondly is determine the model providing the highest accuracy by comparing the occupancy rates of forecast accuracy retroactively applied the model. Third is forecasts for 2018 year and 2019 first 2 months as monthly demand for tourism and hotels in Turkey through the specified model. Also, to create the infrastructure for the touristic development plans prepared with the forecasted made, to facilitate the making it easier decisions of the hotel managers in the annual planning are the aims of this study.

As a result of research done on the subject, in development countries has related works such as the total of people coming to the hotels, the number of overnight stays, average stay and occupancy rate forecast using ANN. But, seen to be the scarcity of works on this subject in Turkey. For example, in a study performed by Çuhadar and Kayacan, they estimated the occupancy rate in accommodation establishments by using ANN [1]. In foreign countries works Law worked occupancy rates of hotel establishments operating in Hong Kong [3], Law and Au worked request travel of Japanese for the travel to Hong Kong with ANN [4]. In another study by Law, an extrapolation time series forecasting technique predicts future hotel occupancy rates [5], Palmer et. al., worked forecast the tourism time series with ANN [6], Youn and Gou worked occupancy rates of hotels in Korea with ANN [7], Zakhary et al., worked forecast hotel occupancy rate using Monte Carlo simulation [8], Yang et. al., designed a website and tried to estimate the most appropriate hotel assessment according to the wishes of the customers with ANN [9].

The advantages of ANN can be summarized like that. ANN can learn from previous experience, and once they are trained, they can give quick and accurate answers to missing and incorrect data. Failure of one or more cells of the ANN does not prevent the system from producing output. A network undergoes slow and relative deterioration over time. In this case, the network does not
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break down as soon as the problem occurs. They can learn the ANN events and comment on similar events. ANN can perform multiple tasks simultaneously and produce fast solutions [10].

Apart from the advantages mentioned above, ANN has disadvantages which are not suitable for some situations. The disadvantages of ANN can be summarized like that. The most important problem for ANN is that when creating a solution for a problem and it cannot explain the why and how. This reduces trust in the network. There is no specific rule in determining the structure of ANN. The proper network structure is achieved by trial and error and experience. ANN can be applied in many areas but it is always wrong to think that it works correctly. In some cases, they may produce incorrect results depending on the educational data.

2. Material and Method

In this study, between 2000 and 2018 years hotel accommodation data obtained from Republic of Turkey Ministry of Culture and Tourism were used. To reach these data, needs to be create a request on the official website of the Republic of Turkey Ministry of Culture and Tourism. Then, these data was sent to our e-mail address specified on the request screen by the Republic of Turkey Ministry of Culture and Tourism. The total number of people coming to the hotel that certified by Republic of Turkey Ministry of Culture and Tourism can be shortened as follows - “Total Number of People Incoming to Facility” (TNPIF). The total number of overnight stays of the people staying in the hotels is expressed as follows - “Total Overnight” (TO). The average monthly stay of the people staying in hotels is expressed as follows - “Average Stay” (AS). Monthly occupancy rate of hotels is expressed as follows - “Occupancy Rate” (OR). Some of the data used for training in the study are shown in Table 1.

Table 1. Accommodation statistics between 2000-2018 years

| MONTHS  | TNPIF    | TO     | AS     | OR     |
|---------|----------|--------|--------|--------|
| JANUARY | 1162865  | 2116716| 1.82   | 19.3   |
| FEBRUARY| 1376687  | 2372260| 1.72   | 21.64  |
| MARCH   | 1552444  | 2847586| 1.83   | 24.68  |
| APRIL   | 1797620  | 3833062| 2.13   | 26.32  |
| MAY     | 2081302  | 5028740| 2.42   | 29.48  |
| JUNE    | 2442872  | 6406214| 2.62   | 33.99  |
| JULY    | 2796218  | 8087654| 2.89   | 42.81  |
| AUGUST  | 3059097  | 8665771| 2.83   | 45.88  |
| SEPTEMBER| 2615011 | 7013605| 2.68   | 37.25  |
| OCTOBER | 2513745  | 6499280| 2.59   | 37.72  |
| NOVEMBER| 1968000  | 3994404| 2.03   | 28.44  |
| DECEMBER| 1664844  | 3340404| 2.01   | 24.51  |
| JANUARY | 1470269  | 2684955| 1.83   | 22.98  |
| FEBRUARY| 1570544  | 2918513| 1.86   | 25.04  |
| MARCH   | 1736408  | 3617893| 2.08   | 29.37  |
| APRIL   | 1977159  | 4773867| 2.41   | 31.60  |

Table 1 shows the 12 months of 2000, the first 4 months of 2001 and the last 6 months of 2017. There are 192 months of data between January 2000-December 2006, January 2008-December 2017 for training. (Data for 2007 is not available at the Republic of Turkey Ministry of Culture and Tourism.) 12 months data of 2018 and 2 months data of 2019 for validation, and totally 206 months data are available. Thus, hold-out technique is used to in order to make split the data. These data has split by 93.2% for training and 6.8% for validation. The reason of these split criteria is the real data for 2018 much should be compare with predicted values of 2018 because of this study to making forecasting for Occupancy Rate only 2018 year. Also 2018 year and first two month belongs of 2019 data constitutes are 6.8 % of all data. TNPIF and TO data units are millions, AS data units are daily, OR is expressed as a percentage. The input values of MLP, which is developed for hotel occupancy rate forecast are made up of data from TNPIF, TO and AS. Output values consist of OR data.

2.1. Dataset Normalization

The input and output values were normalized in the range 0 and 1 to shorten training time and reduce the number of correlations of output neurons before giving them to the designed MLP model. Normalization operation is calculated using the following formula [11].

$$x' = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}$$

In equation (1), where x represents the input and output values, $x_{\text{min}}$ is minimum of the input and output values, $x_{\text{max}}$ is maximum of the input and output values and $x'$ represents the obtained normalized values. The data normalized according to equation (1) is shown in Table 2. Each normalized input block was prepared in 1x204 resolution by making it a single dimension or in other words a horizontal array. For this purpose, matrix transposing process was applied to the vertical blocks of data. As a result, the size space of the input data is set to a resolution of 3x204.

Table 2. Normalized data

| MONTHS  | TNPIF    | TO     | AS     | OR     |
|---------|----------|--------|--------|--------|
| JANUARY | 0.0052365620 | 0      | 0.04581946 |
| FEBRUARY| 0.03019469  | 0.01197387 | 0  |
| MARCH   | 0.05501407  | 0.03424593 | 0.05759162 | 0.10534560 |
| APRIL   | 0.08963640  | 0.08042179 | 0.21465968 | 0.13745839 |
| MAY     | 0.12969632  | 0.13644965 | 0.36649214 | 0.19933424 |
| JUNE    | 0.18075153  | 0.20099042 | 0.47120418 | 0.28764440 |
| JULY    | 0.23065259  | 0.27977665 | 0.61256544 | 0.46015273 |
| AUGUST  | 0.26777677  | 0.30686513 | 0.58115183 | 0.52046211 |
| SEPTEMBER| 0.20506360 | 0.22495058 | 0.30261780 | 0.35147836 |
| OCTOBER | 0.19076340  | 0.20553156 | 0.45549738 | 0.36068141 |
| NOVEMBER| 0.11369647  | 0.08791689 | 0.16230366 | 0.17879004 |
| DECEMBER| 0.07086555  | 0.05733761 | 0.15183246 | 0.10201684 |
| JANUARY | 0.04340980  | 0.02662563 | 0.05759162 | 0.07025796 |
| FEBRUARY| 0.05757005  | 0.03756932 | 0.07329842 | 0.11239475 |
| MARCH   | 0.08099240  | 0.07033974 | 0.18848167 | 0.19718034 |
| APRIL   | 0.11498985  | 0.12450452 | 0.36125654 | 0.24084589 |

2.2. Multilayer Perceptron Model

The MLP model that is used to solve multi-class pattern recognition problems, where the output of each neuron in the previous layer feeds the input of each neuron in the next layer, this is an ANN class with feedforward [12]. MLP is a feedforward neural network with one or more layers between the input and
In this study, the design criteria of the MLP model were determined. In Figure 1 shown, expression \( f(x) \) the output neurons in the output layer, and \( h \) denotes hidden neurons in the hidden layers. \( \mathbf{W} \) refers to the weight values of neurons obtained. The values obtained from the output neurons consist of the sum of the values and weights of the previous neurons [16]. The resulting neuron output values are multiplied by activation functions to introduce nonlinear properties, enabling the model to learn more powerfully and efficiently [17].

In this study, the design criteria of the MLP model were determined by 3 different input and 1 output values that vary with time and depend on different variables between each other. The designed model has 3 dimensional input space, one dimensional output space. There are 2 hidden neuron layers and 1 output layer. While there are 100 neurons in the hidden layers, there are 1 neurons in the output layer to give the desired OR values. Figure 2 shows the MLP model, \( \mathbf{w} \) indicates the weight values of neurons obtained after the procedure, \( b \) indicates the bias value.

In equation (2), where \( d(x) \) is output value of neuron, \( x_i \) is neuron value, \( w_i \) is weight value, \( w_{n+1} \) is refer to weight value of bias. The resulting neuron output value is multiplied by the activation function to produce output data by MLP. The output data were compared with the OR data which is the output data and error calculations were performed. These error calculations, Mean Square Error (MSE), Root Mean Square Error (RMSE), Percentage of Absolute Error Rates (MAPE) these were used in the calculation of performance values of the forecast results are given. These error metrics are calculated by the following equations.

\[
MSE = \frac{\sum_{i=1}^{n} (y_i - y_i')^2}{n}
\]  
\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (y_i - y_i')^2}{n}}
\]  
\[
MAPE = 100 \left( \frac{\sum_{i=1}^{n} |y_i - y_i'|}{\sum_{i=1}^{n} y_i} \right)
\]  

In equation (3a), (3b) and (3c), where \( y_i \) is actual values, \( y_i' \) is predicted values, \( i \) is months to forecast, \( n \) is refer to the number of months to forecast. The calculated error metrics were determined above equations as MSE=24.52, RMSE=4.95, MAPE=8.15%. In stated that accuracy of forecast rate as “high rate” in cases where MAPE value is less than 10% and “correct rate” in cases between 10%-20% [1][20][21]. In the light of the obtained findings, whole 12 months of 2018 and first two months of 2019 were predicted and the results are shown in Table 3 as the actual OR and the forecasted OR of the months of 2018 and 2019. Also, Table 3 data is graphed and shown in Figure 3.

| MONTHS       | ACTUAL OR (%) | FORECASTED OR (%) |
|--------------|---------------|-------------------|
| JANUARY      | 36.33         | 36.15             |
| FEBRUARY     | 33.18         | 33.99             |
| MARCH        | 39.73         | 39.23             |
| APRIL        | 40.50         | 43.27             |
| MAY          | 40.23         | 52.64             |
| JUNE         | 58.27         | 65.11             |
| JULY         | 74.73         | 68.16             |
| AUGUST       | 76.49         | 69.72             |
| SEPTEMBER    | 66.11         | 67.97             |
| OCTOBER      | 55.86         | 57.55             |
| NOVEMBER     | 29.41         | 34.20             |
| DECEMBER     | 29.81         | 32.65             |
| JANUARY      | 35.51         | 37.10             |
| FEBRUARY     | 32.43         | 34.61             |

Figure 1. General structure of Multilayer Perceptron models [15]

Figure 2. Designed MLP model
The variation of the MSE values obtained during the training of the model, train, validation and test data according to the number of 1000 training epochs is shown in Figure 4. In the training process, the best MSE = 0.0020 value was obtained at 240th epoch. This result was obtained according to normalized input and output values.

The performance values of the forecast results obtained in this study and the performance values of the other studies used in the study are given in Table 4. In Çuhadar’s study, there are 5 input values and 1 output value for the training of the model [1], while in Law’s study there are 6 input values and 1 output value for the training of the model [4]. In Table 4, the MSE values of the other studies are lower than proposed method due to the higher training of the model [4]. In this study, 3 independent variables were used for input value in forecasting hotel occupancy rate. In future studies, if more input values and more years’ statistical data are obtained and used for the training of MLP model, higher forecasted, in other words, lower MSE and MAPE performance values could be obtained.

Training and forecasting of the model are performed in Matlab R2018a software.
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