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ABSTRACT
Decomposition of shapes into (approximate) convex parts is essential for applications such as part-based shape representation, shape matching, and collision detection. In this paper, we propose a novel convex decomposition using a parametric implicit shape model called Disjunctive Normal Shape Model (DNSM). The DNSM is formed as a union of polytopes which themselves are formed by intersections of half-spaces. The key idea is by deforming the polytopes, which naturally remain convex during the evolution, the polytopes capture convex parts without the need to compute convexity. The major contributions of this paper include a robust convex decomposition which also results in an efficient part-based shape representation, and a novel shape convexity measure. The experimental results show the potential of the proposed method.

Index Terms— convex decomposition, shape representation, shape convexity, shape segmentation, shape analysis

1. INTRODUCTION
Shape segmentation, which is decomposition of shapes into functional and visually meaningful parts, has many applications in areas such as computer vision, graphics, computational geometry and pattern recognition [1][2][3]. One of the most popular geometric constraints in shape segmentation is convexity [4][5]. Decomposition of shapes into convex components is an active research topic that requires computation of shape convexity measure. Next, we briefly mention some of the related works in the literature on convex decomposition, shape convexity measure, and present the contributions of this paper.

Convex Decomposition: Decomposition of shapes into exact convex pieces can generate unmanageable number of components due to noise and surface texture [6]. In this regard, several algorithms have been proposed in the literature for approximate convex decomposition (ACD) with a user specified tolerance for the approximation [7][5][6][8][9]. Lien and Amato in [7] presented one of the first significant work in the area of ACD, by recursively resolving the most concave features until the concavity of every component is below some user specified threshold. Recently, in [8] and [10] mutax pairs are used to create fewer and more natural nearly convex shapes. What is common to most of the ACD papers in the literature is that they depend on computation and use of some form of convexity measure for their decomposition.

Convexity Measure: Convexity is one of the most basic shape descriptor with many applications [11]. The two most common definitions of convexity of a shape are the region-based (RB) and the perimeter-based (PB) approaches. RB defines the convexity of a shape as the ratio of the shape’s area to the area of its convex hull; whereas, PB convexity is the ratio of the perimeter of the convex hull of the shape to the perimeter of the shape [11][12]. However, the major problem of the RB convexity methods are their insensitivity to deep and thin protrusions, while the PB methods are intolerant to small boundary deformations [13]. Recent papers in the literature that addresses the above problems of the convexity measures of shapes can be found in [12][11][13][14][15].

Contributions: In this paper, we propose a novel convex decomposition and shape convexity measure based on Disjunctive Normal Shape Models (DNSM). The DNSM is an implicit and parametric shape model formed by disjunction of convex polytopes. The convex polytopes are formed by conjunctions of half-spaces (see Fig. 1). The DNSM is recently used in different image segmentation approaches [16][17][18][19]. In the proposed convex decomposition, by deforming the polytopes using variational methods, the polytopes naturally remain convex during the evolution, and hence they capture convex parts without the need to compute convexity. Therefore, unlike most convex decomposition techniques available in the literature that depend on the expensive convexity measure computations on every iteration, the proposed decomposition method generates shape convexity measure as a byproduct of its intermediate step. This paper has three major contributions: a robust convex decomposition method (Section 3), a novel shape convexity measure (Section 3.2), and an efficient shape representation (Section 3.3). By automatically decomposing shapes into their convex parts and representing each part with a convex polytope, we get a compact and geometrically more meaningful DNSM shape representation.
2. DISJUNCTIVE NORMAL SHAPE MODEL

In this section, we present the DNSM method which will be used in the next section for the proposed convex decomposition and convexity measures. In DNSM, conjunctions of half spaces form convex polytopes as shown in Fig. 1(a). The disjunction of convex polytopes forms the DNSM shape model as shown in Fig. 1(b) (each color represents a polytope).

Consider the characteristic function $f : \mathbb{R}^n \rightarrow B$ where $B = \{0, 1\}$. Let $\Omega^+ = \{x \in \mathbb{R}^n : f(x) = 1\}$. Let us approximate $\Omega^+$ as the union of $N$ convex polytopes $\bar{\Omega}^+ = \bigcup_{i=1}^N P_i$, where $i$th polytope is defined as the intersection $P_i = \bigcap_{j=1}^M H_{ij}$. $H_{ij}$ is defined in terms of its indicator function

$$h_{ij}(x) = \left\{ \begin{array}{ll} 1, & \sum_{k=0}^D w_{ijk}x^k + b_{ij} \geq 0 \\ 0, & \text{otherwise} \end{array} \right.,$$

where $w_{ijk}$ and $b_{ij}$ are the weights and the bias term, and $D$ is the dimension. Therefore, $\bar{\Omega}^+$ is approximated by $\bigcup_{i=1}^N \bigcap_{j=1}^M H_{ij}$ and equivalently $f(x)$ is approximated by the disjunctive normal form $\bigvee_{i=1}^N \bigwedge_{j=1}^M h_{ij}(x)$ (2). Converting the disjunctive normal form to a differentiable shape representation requires the following steps: First, De Morgan’s rules are used to replace the disjunction with negations and conjunctions, which yields $f(x) \approx \bigvee_{i=1}^N \bigwedge_{j=1}^M h_{ij}(x) = \neg \bigwedge_{i=1}^N \neg \bigwedge_{j=1}^M h_{ij}(x)$. Since conjunctions of binary functions are equivalent to their product and negation is equivalent to subtraction from 1, $f(x)$ can also be approximated as $1 - \prod_{i=1}^N (1 - \prod_{j=1}^M h_{ij}(x))$. Finally, we approximate $h_{ij}(x)$ with logistic sigmoid functions $\sigma_{ij}(x) = \frac{1}{1 + e^{-\sum_{k=0}^D w_{ijk}x^k + b_{ij}}}$ to get the differentiable approximation of the characteristic function $\hat{f}(x)$

$$\hat{f}(x; W) = 1 - \prod_{i=1}^N \left(1 - \prod_{j=1}^M \frac{1}{1 + e^{\sum_{k=0}^D w_{ijk}x^k + b_{ij}}} \right)^{g_i(x)},$$

The only adaptive parameters are the weights and biases of the first layer of logistic sigmoid functions, $\sigma_{ij}(x)$, which define the orientations and positions of the linear discriminants that form the shape boundary. In equation (2) the level set $f(x) = 0.5$ is taken to represent the interface between the foreground $f(x) > 0.5$ and background $f(x) < 0.5$ regions.

3. CONVEX DECOMPOSITION

The proposed convex decomposition has three steps. First, a given shape is decomposed into many overlapping convex parts starting for a regularly distributed polytopes. Then, we present a novel local convexity measure to sort and remove less significant polytopes. We also show how the local convexity measure can be used as a shape convexity measure. The final convex decomposition is obtained by fitting the DNSM into the shape by using only the selected polytopes. Although we only show for 2D shapes, the proposed algorithm can also be applied to 3D shapes directly.

3.1. Decomposition into Overlapping Convex Parts

The goal here is to represent a given shape with overlapping convex polytopes using the DNSM model (2). We start with large number of polytopes, $N$, as can be seen in Fig. 2(a). The initialization polytopes are approximated as discs (and spheres for 3D) of a fixed radius, and they are regularly distributed in the body of the shape. The DNSM discriminant parameters, $W$, that represent a given shape can be obtained by choosing the weights that minimize the energy

$$E(W) = \int_{\mathbb{R}^n} (f(x) - I(x))^2 dx - \eta \sum_{i} \sum_{j \neq i} \int_{x \in \Omega} g_i(x) g_j(x) dx \quad (3)$$

where $g_i(x)$ represents the individual polytopes of $f(x)$. $I(x)$ is the shape image with intensity value of 1 at the shape and 0 at the background, and $\eta$ is a constant. We minimize (3) using gradient descent to obtain $W$ which represents a given shape, and it will be presented shortly.

The first term in (3) fits the model to the shape by minimizing the mean square error between the level set value $f$ and the shape image intensity $I$. The energy from the first term in (3) is minimum when $f = 1$ inside the object shape (where the intensity value is $I = 1$), and $f = 0$ outside the object shape (where the intensity value of the ground truth is $I = 0$). The second term in (3) maximizes the overlap between the different polytopes. Fig. 2(b) shows an example of the result obtained by applying equation (3) to a shape shown in Fig. 2(a), where the degree of brightness corresponds to the number of polytopes that overlap at that particular point.

The energy minimization implies computing the derivatives of equations of (2) with respect to the discriminant parameters, $w_{ijk}$. The update to the discriminant weights, $w_{ijk}$, is then obtained by minimizing the energy using gradient descent as

$$\frac{\partial E}{\partial w_{ijk}} = 2 (f(x) - I(x)) \frac{\partial f}{\partial w_{ijk}} - \eta \sum_{r \neq i} g_r(x) \frac{\partial g_i}{\partial w_{ijk}} \quad (4)$$

where $\frac{\partial f}{\partial w_{ijk}} = \left(1 - \prod_{r \neq i} (1 - g_r(x))\right) \frac{\partial g_i}{\partial w_{ijk}}$, and $\frac{\partial g_i}{\partial w_{ijk}} = -g_i(x)(1 - \sigma_{ij}(x))x_i$, are obtained after a few steps in the taking of the partial derivatives. Therefore, during the
evolution the discriminant parameters are updated on each iteration as
\[ w_{ijk} \leftarrow w_{ijk} - \gamma \frac{\partial E}{\partial w_{ijk}} \]
where \( \gamma \) is the step-size.

The idea behind maximizing the overlap among the polytopes is that we can easily identify and remove unnecessary polytopes for efficient shape representation and for approximate convex decomposition. For instance, an unnecessary polytope can be a polytope that do not have any unique region it represents. Therefore, removing of such a polytope do not affect the shape representation since the pixels that it represents are already covered by other polytopes.

![Fig. 2: Demonstration of the proposed convex decomposition steps. a) dense polytopes initialization overlay on the sample shape. b) Result of step 1: Decomposing into overlapping convex parts. c) Result of step 2: Removing polytopes that have small significance measures. d) Result of step 3: Removing the overlaps and filling gaps to get the final decomposition, shown in colors for clarity.](image)

### 3.2. Shape Convexity Measure

For approximate convex decomposition, some polytopes are removed based on the ranking of their significance, which is their relative convexity. When exact convex decomposition is needed, the convexity measure to be discussed in this section is not necessary; however, approximate convex decomposition is desirable since it is more robust to (minor) noisy surface deformations, and also results in a compact part-based shape representation. If necessary, the user can control the degree of the approximation by using the number of final polytopes remaining or by the relative convexity measure.

We define the significance measure of the \( i^{th} \) polytope, \( C(i) \), as

\[
C(i) = \frac{R_{Unq}(i)}{R(i)} \left( \frac{R(i)}{R(Largest)} \right)^t
\]

(5)

where \( R(i) \) is the size of the region represented by the \( i^{th} \) polytope, and \( R_{Unq}(i) \) is the size of the unique region represented by the \( i^{th} \) polytope only. \( R(Largest) \) is the size of the largest polytope, and \( t \) is a constant which is experimentally found to be around 0.25. For instance, in Fig. 2(c), the polytope labeled 1 is the largest of all the shown polytopes, and \( R(2) \) is the size of polytope 2. The main idea behind equation (5) is that the significance of a given polytope depends both on the size of the unique region it represents and on its relative size compared to the largest convex part in the shape.

To show how the significance measure of equation (5) is also a local convexity measure, let us look at Fig. 3. The green and black parts are two different polytopes, and the overlap region of the two polytopes is shown in red. In Fig. 3(a) polytope 2 (in green) represents a highly convex local region, and hence it has a large unique region compared to its size, making its \( C(2) \) value large. On the other hand, in Fig. 3(b), polytope 2 has a small \( C(2) \) value. Therefore, by using deformable polytopes, the true convexity of a local region represented by a given polytope depends on the relative size of the unique region the polytope covers. Note that, both the region-based and the perimeter-based convexity measures defined in Section 1, can not show the large convexity difference between the two shapes in Fig. 3. Therefore, based on the local convexity definition of equation (5), polytopes that have relatively small \( C \) value are removed from further consideration during the approximate convex decomposition. It should be noted that once a given polytope is removed, the unique size of all the remaining polytopes should be recomputed, since the removal of a polytope can affect the unique region sizes of the remaining polytopes.

Equation (5) can be used to measure the (global) concavity of a shape. The global shape concavity is the sum of the local convexity of all the polytopes except the largest polytope; that is, \( C_T = \sum_{i \neq \text{Largest}} C(i) \). Therefore, the proposed global shape concavity depends on the number of convex components the shape has and the relative size of the unique region each polytope represents compared to the largest convex component of the shape. Notice that, the global shape concavity measure is not necessary for the proposed approximate convex decomposition (which only requires local convexity measure); however, convexity of a shape has many applications of its own [12,13,14,15].

### 3.3. Final Decomposition and Efficient DNSM

The final step in the (approximate) convex decomposition is to represent the shape with DNSM using the few selected polytopes obtained from the significance measure. The shape representation using the DNSM should avoid the overlapping of the polytopes and creation of gaps. For instance, in Fig. 2(c) we can see that removing of many of the ‘unnecessary’ polytopes has resulted in creation of small gaps, while also some of the polytopes overlap. The energy term that can be minimized, in order to fill the gaps and remove the overlaps using the final small number of selected polytopes, can be given as

\[
E(W) = \int_{x \in \Omega} (f(x) - I(x))^2 dx + \eta \sum_{i} \sum_{r \neq i} \int_{x \in \Omega} g_i(x) g_r(x) dx
\]

(6)
which is similar to equation (3) except for the plus sign in front of the second term. That is, in equation (6) we penalize the overlap of the polytopes in order to represent each part with a unique convex polytope. The first term in equation (6) helps to fill the gaps and fits the DNSM model to the shape as discussed previously for (3). Figure 2(d) shows the final convex decomposed result obtained by applying equation (6) to the result in Fig. 2(c). Therefore, by decomposing and representing each convex part of a given shape with a unique polytope we achieve a very compact and geometrically meaningful shape representation. For instance, in Fig. 2(d) only $N = 7$ polytopes (each of which has $M = 16$ discriminants) are needed to represent the shape with great accuracy, resulting in large compression rate. In addition, by storing the connectivity graph of the polytopes (that is, which polytope is connected to which), we can construct a graphical DNSM shape representation that can facilitate further shape analysis algorithms such as shape matching and recognition.

4. RESULTS

In this section, we present the experimental results for the proposed convex decomposition and the shape convexity measure.

**Decomposition Results:** Figure 4 shows the shape decomposition examples using the proposed method, and compares them with the result using Lien et al. [7]. As can be seen from the figure, the results using the proposed method (Fig. 4 second row) shows convex decomposition that is closer to human expectation compared to results using [7]. Our algorithm also decomposes the shapes into smaller number of parts compared to [7], which is essential for robust shape representation and can improve the efficiency of further processes. Figure 5 gives additional convex decomposition examples for shapes from MPEG-7 dataset [21] and a walking person, using the proposed method.

**Convexity Results:** We compare the concavity measure proposed in this paper with the two commonly used concavity measures in the literature; the PB and the RB concavities as defined in Section (1). Figure 4 gives a comparison of the three concavity measures using shapes from MPEG-7 dataset [21]. Looking at the shapes in the figure, one can easily see that the apple is the least concave (highly convex) followed by the birds, and then the camels, and finally the star device. However, the PB and RB concavity measures made mistakes both in ranking the different object classes and the positions of objects of the same class (for instance, the two birds) that have very small concavity difference when observed by humans. The proposed DNSM-based concavity measure and its ranking corresponds more closely to what is expected.

![Fig. 4](image_url)

*Fig. 4: First row (top) are the decomposition results using [7], and in the second row are the results using our DNSM.*

![Fig. 5](image_url)

*Fig. 5: Results using the proposed DNSM decomposition*

![Fig. 6](image_url)

*Fig. 6: Comparison of concavity measures. The shapes are ranked in increasing concavity from left to right. Top row is ranking using perimeter-based Concavity (PBC), middle row using region-based concavity (RBC), and bottom row is using our DNSM concavity measure. The concavity values in numbers are as follows. PBC left to right 0.1488, 0.1707, 0.3077, 0.3180, 0.3819, 0.5265. RBC left to right 0.1023, 0.2482, 0.2891, 0.2901, 0.3017, 0.3023. DNSM left to right 0.5095, 1.0234, 2.1478, 4.2576, 5.8605, 8.6839.*

5. CONCLUSION

In this paper, we presented a novel convex decomposition by using deformable convex polytopes, which naturally maintain their convexity during deformation. This is conceptually different from the techniques commonly available in the literature which require the computation of convexity on every iteration, which can be expensive and may not be reliable. The proposed decomposition method generates a shape convexity measure, which corresponds well to the convexity observed by humans, as a by-product of its intermediate step. The approximate convex decomposition helps to form a compact and efficient DNSM, where each convex part is represented by a single polytope. In the future, we plan to extend the method presented in this paper to shape matching and recognition.
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