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Abstract

We describe spatiotemporal patterns in a network of identical van der Pol oscillators coupled in a two-dimensional geometry. In this study, we show that the system under study demonstrates a plethora of different spatiotemporal structures including chimera states when the coupling parameters are varied. Spiral wave chimeras are formed in the network when the coupling strength is rather large and the coupling range is short enough. Another type of chimeras is a target wave chimera. It is shown that solitary states play a crucial role in forming an incoherence cluster of this chimera state. They can also spread within the coherence cluster. Furthermore, when the coupling range increases, the target wave chimera evolves to the regime of solitary states which are randomly distributed in space. Growing the coupling strength leads to the attraction of solitary states to a certain spatial region, while the synchronous regime is set in the other part of the system. This spatiotemporal pattern represents a solitary state chimera, which is firstly found in the system of continuous-time oscillators. We offer the explanation of these phenomena and describe the evolution of the regimes in detail.

Introduction

The study of the self-organization phenomena in complex multicomponent systems in the form of oscillatory networks and ensembles is one of the most relevant directions in the nonlinear dynamics and related disciplines [18, 28, 30, 4, 8]. The multicomponent systems with different dynamics of individual elements are
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models of many real systems both in nature and technology. Their examples represent neuronal network, population of living organisms, transport and computer networks and so on. The features of the element to element interaction significantly impacts the dynamics of the multicomponent systems (networks and ensembles), the synchronization effects, the formation of different types of waves and cluster structures. The coupling topology plays an important role [11, 7, 50, 5]. However, the features of the element to element coupling, namely a type of the coupling function, is very important too. Generally, the linear inertialess coupling is considered in most of the models of ensembles and complex networks. It increases the dissipation and, usually, is called dissipative coupling. In the case of identical systems, the dissipative coupling leads to a regime of the complete synchronization, when oscillations of the interacting systems are in-phase. At the same time, a type of the coupling in real complex systems can be different. It can be dissipative and inertial [21], nonlinear [53, 52], memristive [47, 49] and with delayed feedback [52, 21, 59, 12]. A special type of coupling represents the repulsive interaction, when the coupling coefficient is negative. In general, the repulsive coupling impedes the emergence of in-phase oscillations. An interest to the study of features of systems with repulsive interaction is explained by the fact that this type of coupling takes place in issues of biophysics and neurodynamics [3, 48, 51, 33, 46]. There are a lot of works, where different types of repulsive and mixed coupling have been studied. Systems of two or three self-oscillators with the periodic or chaotic dynamics have been investigated for the cases of repulsive and mixed coupling in [10, 15, 2, 56, 38]. It has been shown that the repulsive coupling in self-oscillating systems usually leads to the amplitude or oscillatory death, while this coupling can induce oscillations in excitable systems [51]. There are a number of works, in which ensembles of oscillators have been studied for the cases of both local [3, 46] and global repulsive coupling, and for the case of mixed attractive and repulsive coupling [16, 14, 27, 22]. Moreover, systems with the local and global repulsive coupling with the delayed feedback has been considered in [48, 6]. The repulsive coupling in the ensembles of self-oscillators leads to the amplitude and oscillatory death [46, 14, 27]. An ensemble of phase oscillators demonstrates different synchronous regimes [45], desynchronization, partial synchronization, traveling waves [16]. Oscillatory ensembles with mixed attractive (dissipative) and repulsive coupling show regimes with the complex spatiotemporal dynamics, namely the solitary states [22] and chimera-like structures [26].

Despite these works, there are still many issues concerning the dynamics of systems with repulsive coupling. The dynamics of self-oscillator ensembles is yet to be explored for the case of repulsive nonlocal interaction between the oscillators. It is known that the nonlocal coupling with a limited number of coupled neighbors in ensembles of identical oscillators of different types, from the phase oscillators to stochastic excitable systems, can lead to the formation of chimera states for certain values of parameters. These states presents the cluster structures, including patterns with the coherent and incoherent behavior [19, 1, 29, 13, 24, 35, 31, 36, 43, 54]. The question arises about the presence of chimera states and other complex structures in ensembles with the nonlocal
repulsive coupling. A wide variety of spatiotemporal dynamics can be excepted in a 2D lattice of the self-oscillators with the both local and nonlocal repulsive coupling. Another unexplored issue is the influence of the nonlinear character of repulsive coupling, which can be represented by a two-pole with negative conductivity. This coupling element should have the current-voltage curve with a falling section and be an active element which adds the negative dissipation to the system. Furthermore, this element is essentially nonlinear. Hence, introducing the constant coupling coefficient is an approximate description of the coupling function, which is valid only when the amplitude is low. Generally, it is necessary to take into account the influence of the nonlinearity of repulsive coupling on the oscillator dynamics.

In the present work, we simulate the dynamics of a 2D lattice of the identical van der Pol (vdP) oscillators, which are coupled by the nonlocal nonlinear repulsive coupling. The aim of this study is to establish the features of the formation of spatial structures in the lattice with the nonlocal nonlinear repulsive interaction when different coupling parameters are varied, namely the coupling coefficient and the coupling range. We also show the role played by the coupling nonlinearity in the formation of different spatiotemporal dynamics of the lattice.

1 System under study

At first we consider an electronic circuit of two self-oscillators coupled through an active nonlinear element with the negative conductivity (for example a tunnel diode). An equivalent circuit design is illustrated in fig.1

![Circuit diagram of two electronic oscillators coupled through a tunnel diode.](image)

Here \( g_{1,2}, L_{1,2}, C_{1,2} \) and \( N_{1,2} \) are linear conductivity, inductors, capacitors and nonlinear elements of the two self-oscillators, respectively. \( N_{coup} \) is an element of the nonlinear coupling. The currents \( i_{N_{1,2}} \) and \( i_{coup} \) through the nonlinear elements \( N_{1,2} \) and \( N_{coup} \) are described by the following expression:

\[
\begin{align*}
i_{N_{1,2}} &= -\alpha_{1,2} U_{1,2} + \beta_{1,2} U_{1,2}^3, \\
i_{coup} &= -\gamma U + \delta U^3, 
\end{align*}
\]

where \( \alpha_{1,2}, \beta_{1,2}, \gamma, \delta \) are certain positive parameters. The chosen form of the current-voltage characteristics of the nonlinear elements \( N_{1,2} \) corresponds to van
der Pol oscillators. The Kirchhoff equations of this circuit take the following form:

\[
C_1 \frac{dU_1}{dt} + i_{L_1} + g_1 U_1 + i_{N_1} + i_{coup} = 0
\]

\[
C_2 \frac{dU_2}{dt} + i_{L_2} + g_2 U_2 + i_{N_2} - i_{coup} = 0,
\]

\[
\frac{di_{1,2}}{dt} = \frac{1}{L_{1,2}} U_{1,2}, \quad C_{1,2} \frac{dU_{1,2}}{dt} = i_{C_{1,2}}.
\]

Here \( t_1 \) is real time. The following equations for the voltages \( U_{1,2} \) can be obtained when the currents \( i_{L_{1,2}}, i_{C_{1,2}}, i_{N_{1,2}} \) and \( i_{coup} \) are excluded:

\[
\frac{d^2 U_1}{dt^2} - \left( \frac{\alpha_1 - g_1}{C_1} - \frac{3\beta_1 U_1^2}{C_1} \right) \frac{dU_1}{dt} + \omega_{01}^2 U_1 = \frac{\gamma}{C_1} - \frac{3\delta}{C_1} (U_1 - U_2)^2 \left( \frac{dU_2}{dt} - \frac{dU_1}{dt} \right)
\]

\[
\frac{d^2 U_2}{dt^2} - \left( \frac{\alpha - g_2}{C_2} - \frac{3\beta_2 U_2^2}{C_2} \right) \frac{dU_2}{dt} + \omega_{02}^2 U_2 = \frac{\gamma}{C_2} - \frac{3\delta}{C_2} (U_1 - U_2)^2 \left( \frac{dU_1}{dt} - \frac{dU_2}{dt} \right),
\]

where \( \omega_{01} = (L_1 C_1)^{-1/2} \) and \( \omega_{02} = (L_2 C_2)^{-1/2} \) are the parameters specifying frequencies of the two self-oscillators. Let \( C_1 = C_2 = C, \alpha_1 = \alpha_2 = \alpha, \beta_1 = \beta_2 = \beta \) and \( L_1 \neq L_2 \). Using the substitution \( t = \omega_0 t_1, \sqrt{\frac{\pi}{\omega_0}} U_{1,2} = x_{1,2} \), where \( \omega_0 \) is some fixed frequency, we obtain the following system of equations in dimensionless variables:

\[
\dot{x}_1 - (\varepsilon - x_1^2) \dot{x}_1 + \omega_1^2 x_1 = - (k - m(x_1 - x_2)^2) (\dot{x}_2 - \dot{x}_1)
\]

\[
\dot{x}_2 - (\varepsilon - x_2^2) \dot{x}_2 + \omega_2^2 x_2 = - (k - m(x_1 - x_2)^2) (\dot{x}_1 - \dot{x}_2)
\]

where \( \varepsilon = \frac{\alpha - g_2 - 3\beta_2}{\omega_0^2}, \omega_1 = \frac{\omega}{\omega_0}, \omega_2 = \frac{\omega}{\omega_0}, k = \frac{\gamma}{\omega_0^2}, m = \frac{\delta}{\beta} \). We rewrite the model under study in the form of a system of differential equations of the first order:

\[
\dot{x}_1 = y_1,
\]

\[
y_1 = (\varepsilon - x_1^2) y_1 - \omega_1^2 x_1 - (k - m(x_1 - x_2)^2) (y_2 - y_1),
\]

\[
\dot{x}_2 = y_2,
\]

\[
y_2 = (\varepsilon - x_2^2) y_2 - \omega_2^2 x_2 - (k - m(x_1 - x_2)^2) (y_1 - y_2).
\]

If \( \omega_1 = \omega_2 \) then both the oscillators are completely identical.

Similarly, we can write the equations for 2D lattice of \( N \) identical van der Pol oscillators with the nonlocal repulsive nonlinear coupling, which we are going
to study:

\[ \dot{x}_{i,j}(t) = y_{i,j}, \]

\[ \dot{y}_{i,j}(t) = (\varepsilon - x_{i,j}^2)y_{i,j} - \omega^2x_{i,j} - \sum_{k=i-P_p}^{i+P_p} \left( k - m (x_{k,p} - x_{i,j})^2 \right) (y_{k,p} - y_{i,j}), \]

\[ i, j = 1, \ldots, N, \]

(6)

The double index of dynamical variables \( x_{i,j} \) and \( y_{i,j} \) with \( i, j = 1, \ldots, N \) determines the position of an element in the two-dimensional lattice. All the oscillators are identical with respect to parameters and each of them is coupled with all the lattice elements from a square with side \((1 + 2P)\) in the center of which this element is located. The integer \( P \) defines the nonlocal character of coupling and is called the coupling range. The case of \( P = 1 \) corresponds to the local coupling, while \( P = N/2 \) is the case of global coupling, when each element interacts with the whole system. It determines the number of neighbors \( Q = (1 + 2P)^2 - 1 \), which each element is coupled with. Parameter \( k \) is the coefficient of the linear repulsive coupling term while \( m \) is the coefficient of the attractive nonlinear coupling term.

Two components of coupling can be distinguished from the system (6): linear repulsive and nonlinear attractive. With this in mind, the equations under study take the form

\[ \dot{x}_{i,j}(t) = y_{i,j}, \]

\[ \dot{y}_{i,j}(t) = (\varepsilon - x_{i,j}^2)y_{i,j} - \omega^2x_{i,j} - \frac{\sigma}{Q} \sum_{k=i-P_p}^{i+P_p} (y_{k,p} - y_{i,j}) + \]

\[ + m \sum_{k=i-P_p}^{i+P_p} \left( x_{k,p} - x_{i,j} \right)^2 (y_{k,p} - y_{i,j}), \]

\[ i, j = 1, \ldots, N. \]

(7)

Here the linear repulsive coupling coefficient \( \sigma \) is introduced, which is reduced to the number of coupled neighbors \( Q \), while the nonlinear attractive term does not depend on the parameters \( P \) and \( \sigma \). For simplicity, we will call the parameter \( k \) as the coupling strength. It can be seen from the eq.(7) that the ratio between the linear and nonlinear parts has noticeably changed when the coupling range \( P \) is varied. When the value of \( P \) is low, the linear part prevails over the nonlinear one. However the contribution of the nonlinear part increases intensively with the elongation of the coupling range. Let us consider the following example. Let a value of the coupling strength is chosen as \( \sigma = 0.8 \). The value of \( k \) in the eq.(6) is \( k = \sigma / ((2P + 1)^2 - 1) \). Thus, \( k = 0.1 \) \( (k = 5) \) when \( P = 1 \) and already \( k = 0.01 \) \( (k = 0.5) \) when \( P = 4 \). For this reason, we expect a significant change in the system dynamics with an elongation of the coupling range due to the increasing influence of the coupling nonlinearity.

We will assume that the boundary conditions for (7) are toroidal, i.e. peri-
odic in both directions:
\[
\begin{aligned}
    x_{0,j}(t) &= x_{N,j}(t), \\
    x_{i,0}(t) &= x_{i,N}(t), \\
    y_{0,j}(t) &= y_{N,j}(t), \\
    y_{i,0}(t) &= y_{i,N}(t),
\end{aligned}
\] (8)

Initial conditions for all considered cases are the random values of the variables with an uniform distribution within \( x_0 \in [-2, 2], \ y_0 \in [-2, 2] \). The system equations are integrated using the Runge-Kutta 4th order method with a time step of \( dt_1 = 0.001 \). All the regimes under study are obtained after the transient process of \( t_{\text{trans}} = 6000 \) time units.

### 2 Basic dynamical regimes of the lattice

Now we start to explore the dynamics of the lattice (7) when the parameters \( \sigma \) and \( P \) are varied and the control parameters are fixed as \( m = 0.02, \varepsilon = 2.1, \) and \( \omega = 2.5 \). Note that a value of \( \omega \) does not play a sufficient role and can be excluded by the variable replacement. Thus, the nonlinear part of the coupling is significantly lower than the linear part. At the same time, we show that even a small nonlinear addition into the coupling leads to a qualitative change in the system under study.

We plot a regime diagram for the lattice (7) in the \((r, \sigma)\) parameter plane within the range \( \sigma \in [0, 1] \) and \( P \in [1, 16] \) as shown in Fig. 2(a). A sequence of randomly distributed initial conditions within the intervals \( x_{i,j} \in [-2, 2] \) and \( y_{i,j} \in [-2, 2] \) are used to construct the regime diagram. The dashed regions correspond to the case of multistability in the lattice, when two different steady regimes are observed for various sets of the initial conditions.

An important feature of the system (7) with the repulsive coupling is the absence of any type of propagating wave regimes. There are no traveling waves, spiral and target waves for any values of \( \sigma, \ P, \) and initial conditions. Only standing waves are realized in the lattice (7). Spatially homogeneous regimes with the complete synchronization of oscillators are also not typical for the system (7). The repulsive coupling increases the total energy. This leads to dissynchronization between the system elements, what is most noticeable when the coupling range is very short. This effect is observed in the region \( \text{IRR} \) in the regime diagram for the cases \( P = 1 \) (local coupling) and \( P = 2 \). The spatial structure becomes more and more complex with increase in the coupling strength. Elongation of the coupling range significantly attenuates this effect and the appearance of the incoherent structures is observed only for large values of \( \sigma > 0.7 \). When the coupling strength is sufficiently low and coupling range is short \( (P < 13) \) regular spatiotemporal states are observed in the lattice. These states are characterized by a piecewise smooth spatial profile and the very similar periodic oscillations of all the lattice elements. They exist within the region \( \text{RS} \) in the regime diagram in fig. 2. Unlike the case of local coupling, growth of \( \sigma \) leads to the formation of the incoherence only within a certain spatial region while the structure in the rest part of a lattice remains regular.
Thus, the state with coexisting coherence and incoherence domains appear in the system what are typically the chimera states. However, we divide these states into two groups, namely the regime of chimera-like states ($CL$ region) and the regime of chimeras ($CH$ region). A $(P, \sigma)$ tuple is classified as $CL$ state if the number of incoherent elements constitute less than 10% of the lattice and do not form the incoherence cluster. The regime diagram illustrates that the regime of chimera-like structures (region $CL$) leads to the evolution of regular structures with increase in the coupling strength. In turn, the region of chimera states is observed for the longer coupling range than $CL$ region and expands with an increase in the values of $\sigma$. Further elongation of $P$ leads to a switch of the system to "two-state" regime (region $TS$), when all the oscillators are irregularly distributed between two characterized states. Only this regime is realized for the long coupling range ($P \geq 13$). Next we explore all the main regimes in detail.

2.1 Regular spatiotemporal structures

We study the regime of regular spatiotemporal patterns realized in the region $RS$ of the regime diagram in fig.2. Spatial profiles of the structures for the cases of local and nonlocal coupling are significantly different. An example of the structure for $P = 1$ is illustrated by a snapshot of the system state in fig.3(a). The shape of this structure is sufficiently complex, however the spatial
profile is always smooth and the instantaneous states of the adjacent oscillators are very similar. Its spatiotemporal dynamics is depicted in fig.3(b) by a set of instantaneous cross sections of the two-dimensional spatial profile shown after every the half period $T/2$. It can be seen that the spatial profile repeats itself after each period $T = 2.83$ time units. This indicates that a motion of the wavefront is absent and the regime represents the standing wave, and also that oscillations of all the elements are periodic. The regular character of oscillations is also shown by projections of phase trajectories for different elements of the lattice in fig.3(c). Furthermore, all the oscillators are characterized by almost the same attractors. It should be noted that here and further we do not use the terms "an attractor" and "a limit cycle" in a sense of an attractor in the phase space of the multidimensional dynamical system (7), but in a sense of an attracting manifold in a plane of the variables of an individual oscillator. Hence, there is only one steady state in the system.

Figure 3: (Color online) Regular spatiotemporal states in the system (7) (region RS in the regime diagram in fig.2). The case of local coupling $P = 1$ with $\sigma = 0.2$ is illustrated by panels (a)-(c), and the case of $P = 2$ and $\sigma = 0.18$ corresponds to panels (d)-(f). (a), (d) snapshots of the system states; sets of 20 instantaneous spatial cross-sections shown every the half period for $j = 10$ (b) and $j = 31$ (e); projections of the phase trajectories for the $i = 7$, $j = 20$th (solid black line), $i = 30$, $j = 22$th (solid green line), $i = 37$, $j = 15$th (solid red line), $i = 44$, $j = 35$th (dotted black line) elements (c) and for the $i = 17$, $j = 31$th (solid black line), $i = 25$, $j = 31$th (solid green line), $i = 26$, $j = 31$th (solid red line), $i = 41$, $j = 20$th (dotted black line) elements (f). Parameters: $m = 0.02$, $\varepsilon = 2.1$, $\omega = 2.5$, $N = 50$. 
When the coupling becomes nonlocal \((P = 2)\), the shape of the spatial profile undergoes a significant change. A typical spatial structure in the lattice \((7)\) for the nonlocal coupling is depicted by a snapshot of the system state in fig.3(d). The distinctive feature of this state is its square step-structure. This structure represents a step pyramid with a deep recess in the center. Apparently, the square shape of the steps is due to the coupling geometry, namely each oscillator is coupled with all the oscillators from a square with the edge \((2P + 1)\). A set of spatial cross-sections intersecting the pyramid center is shown in fig.3(e). The spatial cross sections are illustrated after every half period \(T\), which is equal to \(T = 2.83\) time units. It is seen that the spatial structure regularly "breathes" in time. Fig.3(f) demonstrates projections of the phase trajectories for different oscillators of the lattice. The plot indicates that all the oscillators are characterized by the same projection in a form of the closed curve. Thus, the oscillators located on different steps are distinguished from each other by only instantaneous phase, while the oscillators on the same step have the very similar instantaneous phase and amplitude. It should be noted, that this type of spatiotemporal structure is unique for a lattice of the coupled van der Pol oscillators and is never observed for the case of attractive coupling. Apparently, this is a result of the repulsive interaction between elements.

2.2 Irregular structures

An increase in the coupling strength leads to the complication of spatial structures. This effect is most pronounced in the case of a very short coupling range \(P = 1\) and \(P = 2\). Moreover, for the case of \(P = 2\) this regime is observed for significantly higher values of \(\sigma\) than when the coupling is local and is not realized for the longer coupling range within \(\sigma \in [0, 1]\). Examples of these states are shown in fig.4(a) for \(P = 1\) and in fig.4(b) for \(P = 2\). It can be seen that the shape of spatial profiles becomes significantly complex. At the same time the rectangular geometry of patterns is preserved. Further growth of the coupling strength leads to an increase in the irregularity of the spatiotemporal structures. Our study of this regime shows that a growth in the strength of repulsive coupling leads to qualitative and quantitative changes in the system dynamics, namely the lattice \((7)\) becomes highly multistate. If for the previous case the all the lattice elements are characterized by the same closed curve in the common \(x - y\) plane (which we conditionally call as a limit cycle) then for the irregular structures oscillations of different elements are already related to various limit cycles. This effect is clearly seen in the projections of the phase trajectories in fig.4(c),(d). When the coupling is local, each chosen element is characterized by unique limit cycle. For the case of \(P = 2\), this effect is attenuated but it is possible to detect at least three various limit cycles. Hence, growth of the strength of repulsive coupling \(\sigma\) leads to the emergence of new stable solutions and the system becomes multistable. Apparently, an increase in the contribution of nonlinear attractive coupling with growth of \(P\) reduces a number of the states of lattice elements.
2.3 Chimera-like structures

Now we discover the spatiotemporal behavior of the regime realized in region CL of the regime diagram in fig.2. For this regime contribution of the nonlinear attractive coupling noticeably increases. The spatiotemporal structures represent mixing of two previously described structures, namely the most part of the lattice in partly coherent state, while certain groups of elements oscillate asynchronously with adjacent neighbors. Examples of these structures are illustrated in figs.5(a) and (d) for two different values of $P$. It is visible that the consequence of elongation of the coupling range is the disappearance of the square step-structure. There are a small number of elements which oscillate incoherently (the small incoherence clusters) and the rest part of system oscillators, which form regular structures (the coherence cluster). The temporal
dynamics is regular and is presented by a set of spatial cross-section through the incoherence clusters in figs. 5(b) and (e) for $P = 3$ and $P = 6$, accordingly. The system states are shown every half period $T/2$. The instantaneous states of oscillators in the incoherence domain are noticeably different from the states of the oscillators from the coherence cluster. Oscillations of all the oscillators are periodic similar to the previous cases. As it has been shown above, an increase in the coupling strength $\sigma$ leads to the emergence of new states of individual oscillators of the system under study. At the same time, the elongation of the coupling range $P$ reinforces a contribution of the nonlinear attractive coupling term. Apparently, the nonlinearity of coupling decreases the effect of birth of the new states of the oscillators. Fig. 5(c) illustrates projections of the phase trajectories for oscillators of both the coherence and incoherence domains for the case of $P = 3$ and sufficiently high value of $\sigma$. It is clearly seen that the oscillations correspond to different limit cycles. This feature of the oscillators of incoherence domain is similar with the feature of solitary states, which are
observed in different systems with attractive coupling [17, 23, 41, 42, 35, 40], including the lattice of van der Pol oscillators [41]. Thus, this regime can be considered as a type of solitary state. When the value of \( P \) is larger and the coupling strength is weaker (see fig.5(d)), the limit cycles corresponding to oscillations in coherence and incoherence clusters becomes significantly more similar. They are depicted in fig.5(f).

2.4 Chimera states

A further increase in the coupling range leads to the growth of a number of oscillators with the asynchronous behavior. They tend to form an incoherence cluster of the large size, localized in certain places of the lattice. Thus, we can consider this state as a chimera. Examples of the chimera states in the system (7) are illustrated in figs.6(a),(d) and (c) for different values of \( P \). All spatiotemporal structures contain two sufficiently large incoherence clusters. As it has been mentioned above, the square topology of structures is already absent for these values of \( P \) for initial conditions under study. In order to quantify this regime we calculate the spatial distribution of the root-mean-square deviation (RMSD) by the following formula:

\[
\Delta_{i,j} = \sqrt{\langle (x_{i,j} - x_{i+1,j+1})^2 \rangle},
\]

where \( \langle \rangle \) mean averaging in time.

This characteristic shows statistical difference between states of adjacent oscillators. If the instantaneous amplitude and phases of oscillations of adjacent elements are similar then the RMSD values are small. At the same time, values of \( \Delta_{i,j} \) are large when the oscillation features of two adjacent elements are noticeably different. Thus, the coherence cluster is characterized by small values of the RMSD, and the incoherence cluster has high values of the \( \Delta_{i,j} \). Spatial distributions of the RMSD for the structures under study are represented in figs.6(b),(e) and (h). The incoherence clusters for all the three are characterized by the maximum values of the RMSD, while the coherence clusters have sufficiently low values of \( \Delta_{i,j} \). Besides, there are vertical lines in figs.6(b) and (e) with high values of \( \Delta_{i,j} \). Their existence is associated with a step-like shape of the spatial structures of coherence clusters, which is seen from the snapshots of system states in figs.6(a) and (d). The instantaneous states of adjacent oscillators in the boundaries of these "steps" are always significantly different and values of the RMSD for these oscillators are large. Interestingly, for the long coupling range (\( P = 8 \)) the step-like shape disappears and a structure within the coherence cluster becomes smooth. As it has been shown above a reason of the emergence of an incoherence in the system (7) is the appearance of new stable periodic states with growing the \( P \) and \( \sigma \). We assume that the elongation of the coupling range leads to an expansion of the basin of attraction of the new periodic regimes. Hence, more and more number of oscillators are inside these basins from randomly distributed initial conditions. Coexistence of different limit cycles are illustrated by the \((x_{i,j}, y_{i,j})\) projections of the phase trajectories...
Figure 6: (Color online) Chimera states in the system (7) (region \( CH \) in the regime diagram in fig.2). The case of \( P = 5 \) and \( \sigma = 0.9 \) is illustrated by panels (a)-(c), the case of \( P = 6 \) and \( \sigma = 0.5 \) corresponds to panels (d)-(e), and the case of \( P = 8 \) and \( \sigma = 0.96 \) corresponds to panels (g)-(h). (a), (d) and (g) are snapshots of the system states; (b), (e), (h) are spatial distributions of the RMSD, projections of the phase trajectories for (c) the \( i = 10, j = 22 \)th (solid black line), \( i = 31, j = 26 \)th (solid green line), \( i = 31, j = 27 \)th (solid red line); for (f) the \( i = 26, j = 18 \)th (solid black line), \( i = 27, j = 18 \)th (solid green line), \( i = 39, j = 13 \)th (solid red line); for (i) the \( i = 21, j = 24 \)th (solid black line), \( i = 22, j = 24 \)th (solid green line), \( i = 26, j = 10 \)th (solid red line). Parameters: \( m = 0.02, \varepsilon = 2.1, \omega = 2.5, N = 50 \).

for different oscillators in figs.6(c),(f) and (i). There are at least three different limit cycles of individual oscillators in the common \((x, y)\) plane for the cases \( P = 5 \) and \( P = 6 \). At the same time, difference between limit cycles when \( P = 6 \) is less visible than when \( P = 5 \). Apparently, this is due to the fact that...
the value of the coupling strength $\sigma$ is significantly lower for the case of $P = 6$. When the coupling range becomes longer ($P = 8$), only two characterized periodic attractors remains in the system (see fig. fig:CH(i)). We assume that this is a consequence of the strong influence of the coupling nonlinearity. As it has been shown above, elongation of $P$ leads to a significant decrease in the linear repulsive coupling term and the reinforcement of the nonlinear attractive coupling term. Hence, when the nonlinear attractive coupling term prevails over the linear one, the system under study becomes two-state with two distinctive stable periodic attractors in the phase plane of individual oscillators. Thus, the chimera states in the lattice (7) are similar to solitary state chimeras, which exist in a lattice of van der Pol oscillators with the attractive coupling [41] and other systems [37, 34, 25].

### 3 Two-state irregular structures

Now we discover the system dynamics when the coupling range is sufficiently long. As it has been mentioned in the previous section, the system under study becomes two state (there are only two different state of each oscillators) when the value of $P$ is large, namely there are only two coexisting limit cycles. A special spatiotemporal behavior is observed in region $TS$ of the regime diagram in fig.2. This is the only possible regime when $P > 13$. An example of this state is depicted in fig.7(a). The structure represents irregularly distribution between two the states with two close certain levels. The spatiotemporal dynamics is shown by a set of snapshots of the system states shown after every half period $T/2$ in fig.7(b). The features of this regime is similar to the case of complete synchronization. However, there are two peculiar states, and all the elements are irregularly distributed between them. These levels correspond to the two stable periodic attractors of individual oscillators, which are shown in the projections of the phase trajectories for different selected oscillators in fig.7(c). Apparently, the increasing influence of the nonlinear attractive coupling term leads to the similarity of the sizes of the two basins of attraction. Hence, the oscillators are equiprobably located between them.

### 4 Influence of the coupling nonlinearity parameter on the system dynamics

In the previous sections, the coefficient of nonlinear attractive coupling in (7) has been fixed as $m = 0.02$ and we have varied the parameters of the linear repulsive coupling term. Now a question arises, how does an increase in the coefficient $m$ change the system dynamics? To answer this question, we study a variety of the main dynamical regimes when a value of the parameter $m$ is fixed as $m = 0.06$. Fig.8 demonstrates a diagram of the main regimes in the $(P, \sigma)$ parameter plane. For this value of $m$ there are the same dynamical regimes as for the previous case of $m = 0.02$. At the same time, the regions of existence of
Figure 7: (Color online) Two-state irregular structures (region TS in the regime diagram in fig. 2) when $P = 9$ and $\sigma = 0.74$. (a) snapshot of the system state, (b) spatial crosssection for $j = 24$ shown every half period $T/2$, (c) phase portrait projection for the $i = 22, j = 25$th (black line) and for the $i = 23, j = 25$th (green line). Parameters: $m = 0.02, \varepsilon = 2.1, \omega = 2.5, N = 50$.

Figure 8: (Color online) Diagram of the regimes for the lattice (7) in the $(P, \sigma)$ parameter plane when $m = 0.06$. Region IRR corresponds to complete incoherence; region RS relates to the regime of regular structures; CL is the region of existence of chimera-like structures; CH correspond to chimera states; TS is the region of two-state structures. The regions of coexistence of different regimes are shown by alternating strips of the corresponding colors (tones). Parameters: $\varepsilon = 2.1, \omega = 2.5, N = 50$.

the different regimes has noticeably changed. At first, the irregular structures in the region IRR are observed only for the case of local coupling ($P = 1$) and higher values of the coupling strength $\sigma$ than for the case of $m = 0.02$. The region of chimera states (region CH) becomes more narrow. However, the main difference is that the regime of two-state structures (region TS) is now realized for the significantly shorter coupling range $P$. These changes can be explained by the stronger influence of the nonlinear coupling term in the present case.
Hence, all the effects associated with the coupling nonlinearity are realized for lower values of $P$ and $\sigma$.

Now we fix the value of the coupling strength as $\sigma = 0.3$ and vary the coupling range $P$ and the nonlinear coupling coefficient $m$. All the main regimes are observed for the chosen value of $\sigma$. This study enables us to evaluate how the system dynamics has changed with an increase in the nonlinearity of coupling. Fig. 9 demonstrate the parametric diagram of regimes in the $(P, m)$ parameter plane. This diagram shows that the regime of irregular structures are possible only for the minimum values of the nonlinear coupling coefficient $m$. The region of regular structures (region RS) is realized for the short coupling range and expands with the growth of $m$. Elongation of $P$ leads to the transition to the region of chimera-like states, which, in turn, transform into chimera structures with large incoherence clusters. Both the regions narrow down with an increase in the coupling nonlinearity, unlike region RS. A further increase in the values of the coupling range $P$ leads to a switch of the system to the regime of two-state structures (region TS). Growth of the coefficient $m$ is accompanied by almost linear expansion of this region. Apparently, the increase in the coefficient of nonlinear attractive coupling $m$ decreases the irregularity in the system and restricts a number of coexisting periodic states of individual elements. For this reason, chimera and chimera-like states are realized within a wide range of $P$ values only when the coupling nonlinearity is sufficiently weak. The strong coupling nonlinearity leads to the coexistence of two limit cycles of individual elements.

Figure 9: (Color online) Phase-parametric diagram of the regimes for the lattice (7) in the $(P, m)$ parameter plane for the fixed value of $\sigma = 0.3$. Region IRR corresponds to complete incoherence; region RS relates to the regime of regular structures; CL is the region of existence of chimera-like structures; CH correspond to chimera states; TS is the region of two-state structures. The regions of coexistence of different regimes are shown by alternating strips of the corresponding colors (tones). Parameters: $m = 0.02$, $\varepsilon = 2.1$, $\omega = 2.5$, $N = 50$. 
elements, which are characterized by the similar sizes of the basins of attractions.

Conclusions

In this work we have studied the dynamics of a two-dimensional lattice of non-locally interacting identical van der Pol oscillators with linear repulsive and nonlinear attractive coupling between the elements with toroidal boundary conditions. We derive the system equation from a radiophysical circuit of the coupled van der Pol oscillators interacting through the nonlinear element with a current-voltage characteristic of the N type (for example, a tunnel diode). The behavior of the 2D lattice under study is discovered for both the local and nonlocal character of an oscillator interaction and for variation of the coupling parameters. The coupling function can be divided into two terms, namely the linear repulsive coupling and nonlinear attractive coupling. Moreover, the coefficient of nonlinear coupling does not depend on values of coupling strength $\sigma$ of linear coupling and of the coupling range $P$. This character of coupling extremely changes the dynamics of the system and the dynamical regimes becomes completely different from the case of a 2D lattice of van der Pol oscillators with common attractive (dissipative) coupling \cite{9,41}. For example, all the regimes represent standing waves for any randomly distributed initial conditions under consideration. At the same time, there are no any regimes of traveling, spiral and target waves, and of spatio-uniform structures in the lattice with both the local and nonlocal interaction.

We have constructed the diagrams of the regimes, that are realized in the lattice (7), in the $(P, \sigma)$ parameter plane when the nonlinear coupling coefficient is fixed as $m = 0.02$ and $m = 0.06$. Numerical simulation of the lattice dynamics enables us to reveal the following features of its behavior. When the coupling strength is sufficiently weak and the coupling range is short, different structures with the regular temporal behavior form in the lattice. When the coupling is local, the shape of the structures are very complex. The coupling nonlocality leads to significant change in the structure shape, which becomes simpler and has the square step-like shape, namely groups of oscillators forms rectangles of a certain width, where all the instantaneous phases and amplitudes are very similar. At the same time oscillations of all the elements are characterized by the same periodic attractor in the phase plane of an individual oscillator. An increase in the coupling strength induces the emergence of new stable periodic states for individual oscillators in the system (7). However, the elongation of the coupling range restricts this phenomenon due to growth of the influence of nonlinear attractive coupling. For this reason, this effect is mostly strong when the coupling range is equal $P = 1$ or $P = 2$. Emergence of a large number of coexisting stable limit cycles for different elements increases the spatiotemporal incoherence and the spatial structures become irregular. As it has been mentioned, elongation of the coupling range decreases the number of coexisting stable states. This leads to the appearance of new types of spatiotemporal structures, namely the chimera-like and chimera states. They are characterized
by the coexistence of clusters of the synchronous (coherence) and asynchronous (incoherence) behavior of neighbor oscillators. The number of elements with incoherent behavior are very small for chimera-like structures and is sufficiently large for chimeras. An important feature of this structures is that oscillations of all the coherence cluster elements corresponds to the same periodic attractor in the $(x, y)$ plane, while elements of the incoherence cluster are characterized by several other coexisting periodic attractors. Thus, these chimeras are similar to solitary state chimeras, observed in systems with the attractive coupling \[37, 34, 25, 41\]. We explore that the chimera-like states evolve into the chimeras with elongation of the coupling range. For this regime, all the oscillator are irregularly distributed between two stable states.

Additionally, we study the behavior of the system when the nonlinear coupling coefficient $m$ is varied and the coupling strength is fixed. We plot the regime diagram in the $(P, m)$ parameter plane. The diagram shows that the region of chimera and chimera-like structures decrease with the growth of $m$. On the contrary, the regions with simple spatial structures and two-state structures increase. Thus, the nonlinear attractive coupling leads to the simpler behaviour of the lattice under study.
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