Prospects of Statistical and Biostatistical Techniques in the Study of Diagnosis, Survival Analysis, and Disease Progression of Alzheimer’s Disease
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Abstract
Finding potent and clinically standardized biomarkers is of utmost importance for early detection of any disease which further helps in developing prevention and cure techniques. Use of statistical techniques becomes inevitable to validate the predictive power of the biomarkers and also to ensure the reproducibility of results. Identification of statistically significant covariates and competing risks is another important aspect of any biostatistical study for understanding disease progression. This paper attempts to review some useful statistical and biostatistical techniques being utilized in the study of dementia, Alzheimer’s disease (AD) in particular, and also proposes some potentially reliable techniques which can be helpful in critically examining the complexities involved in brain activities of AD patients and its association with other pathological and physical changes in the patients. This paper concludes by proposing an objective-wise methodological structure for biostatistical analyses of AD.
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Introduction
Dementia, in any form, is a dreadful disease and its severe impact on the most vulnerable section of our society demands for a dedicated attention from the scientific sphere. Till date, most of the research work related to dementia has focused on the prevalence of the disease and its diagnosis. Various methodologies have been proposed to identify biomarkers which can efficiently diagnose the presence of dementia. However, the subtlety of differences in the symptoms and biomarker levels, for different types and different states of dementia, makes it a difficult task to arrive at an objective solution to the problem of diagnosis. Alzheimer’s disease (AD), being the most common form of dementia prevalent throughout the world, will be the focus of this review work. Nearly 36 million people worldwide have Alzheimer’s or a related dementia and another major concern comes from the fact that in only 1-in-4 of these people AD has been diagnosed. A detailed review study by Prince, et al.[1]has shown that this number is expected to almost double in every 20 years and will reach around 115.4 million by the year 2050. According to a special report of the Alzheimer’s association of USA, number of prevalent cases of AD among the Americans is estimated to be around 5.2 million which includes 5 million people of age 65 and above and 200,000 people of age below 65. To put it in a nutshell, dementia (AD in particular) is going to be a huge burden on our society unless we try our best and determine efficient techniques for its diagnosis, prevention and cure.

Literature review and study prospects
Biostatistical study of a disease is imperative to establish scientific understanding of the disease and develop effective treatment regimes. The complexities of brain regions affected in dementia makes the use of statistical techniques crucial to identify biomarkers and validate their efficiency, map the affected brain regions, identify competing risk factors, calculate hazards and survival times, and most importantly to study the disease progression.

Diagnosis (Biomarkers and Brain classification)
Any statistical study of a disease requires extensive knowledge of the significant covariates or biomarkers associated...
Biomarkers with high predictive accuracy enable objective and timely diagnosis of the disease. Biomarkers being studied in AD research can be broadly classified into two types, invasive and noninvasive. Biomarkers based on blood samples and Cerebrospinal fluid (CSF) are invasive, while various kinds of neuroimaging biomarkers are based on noninvasive techniques.

Blood-based Biomarkers: Investigators have been working on developing blood based biomarkers for AD which will be less costly and easily available but no standardized conclusion has been reached yet. The failure to replicate findings is the biggest obstacle in establishing credibility of blood-based biomarkers [2]. Biomarkers like Amyloid-β (Aβ), the ratio of Aβ1-42 to Aβ1-40 [3], and Aβ1-17 Perez, et al. [4] have been found to have potential of becoming good predictors of MCI and AD. The lack of statistical reproducibility of results across different cohorts may be attributed to factors like age, underlying cognitive health of subjects Toledo et al. [5], the diet of the subjects and other between subjects variability. Proper statistical frailty models are required to study the predictive capability of these biomarkers in the presence of such between subjects variability.

Cerebrospinal fluid (CSF) biomarkers

Presence of CSF in the extracellular space of the brain makes it a potentially good biomarker as it provides information about the biochemical changes occurring in the brain regions. An increase in the levels of CSF tau and ptau (~300%) and decrease in Aβ42 (~50%) act as a good indicator of AD with sensitivity and specificity more than 80% [6]. A combined measure of these biomarkers (CSF tau, ptau and CSF Aβ42) performs better than each biomarker individually [7,8]. Changes in the levels of these biomarkers have been successfully used to study disease progression and identify the continuum phases of AD [9,10].

Neuro imaging biomarkers

Structural MRI, functional MRI and molecular imaging (MRS and PET) are the most common neuroimaging techniques being used to discover reliable biomarkers of MCI and AD. Structural MRI focuses on identifying brain regions with significant amount of atrophy in AD patients. A pattern of atrophy in the medial and lateral temporal lobe, medial and lateral parietal lobe and the frontal lobe, with visibly insignificant atrophy in the occipital lobe and sensory-motor cortex has been confirmed by various studies [11-13]. Functional MRI (fMRI) is used to assess the level of brain activity during a cognitive, sensory, or motor test, or at rest, by measuring blood flow and blood oxygen levels in specific regions. Recent studies have shown that changes in Visuospatial Perception (VSP) functions can be detected in early stages of AD using fMRI and the changes in VSP functions has been deemed to be a promising biomarker of AD [14].

Positron Emission Tomography (PET) uses radiolabeled ligands to measure metabolic and neurochemical processes in vivo. In general, AD research involves two types of PET ligands, i. Fluorodeoxyglucose (FDG)- used for measuring brain mechanism, and ii. Amyloid tracers: which bind to fibrillar amyloid plaques [15].

Various FDG PET studies have successfully mapped significant changes in metabolism in specific brain regions in AD patients which are being reckoned as very useful biomarkers and predictors of AD.

MR Spectroscopy (MRS) is another efficient non-invasive technique to trace the neurochemical changes in specific brain regions due to AD and other forms of dementia. Importance of MRS in AD research is highlighted by the advent of invaluable predictive MRS biomarkers with high sensitivity and specificity in various recent studies [16]. In recent times, brain antioxidant glutathione (GSH) has emerged as a potent biomarker of MCI and AD. Mandal et al. [17] used in-vivo proton MRS to measure GSH levels in specific brain regions and studied the association between GSH levels and clinical measures of AD progression. The authors found statistical evidences of strong diagnostic potential of GSH, both for MCI and AD, and also unveiled the ability of GSH to distinguish within the continuum stages of AD with high accuracy.

Multivariate techniques like cluster analysis and discriminant analysis can also prove useful in assessing the effectiveness of the biomarkers in correct diagnosis and prediction of the disease. Guttula et al. [18] used hierarchical cluster analysis to identify biomarker genes for AD. Whitwell et al. [19] used hierarchical agglomerative cluster analysis using Ward’s clustering linkage method to examine case-by-case variability in patterns of grey matter atrophy in subjects with the behavioural variant of frontotemporal dementia and were able to identify anatomical subtypes of frontotemporal dementia. Efforts have also been made to improve the performance of these biomarkers by combining their predictive capacities. Many authors have used logistic regression to find best linear combination of biomarkers with improved predictive accuracy and specificity. Pepe & Thompson [20] discussed the logistic regression technique to find a linear combination of biomarkers to optimize diagnostic accuracy which can maximize the area under the ROC curve. Shaffer et al. [21] conducted a study to identify the best combination of three biomarkers, MR imaging, FDG PET, and CSF proteins, which can, along with clinical information based on neuropsychological tests, most efficiently predict the conversion to AD from MCI (Mild Cognitive Impairment).

They constructed logistic regression models with dependent variable as “conversion within 4 years” and used age, education, ApoE genotype, and Alzheimer’s Disease Assessment Scale-Cognitive subscale (ADAS-Cog) as covariates. Then they added the three biomarkers in the model sequentially to get every combination of variables in the logistic regression models and then compared the resultant models using the measures of the
area under the ROC curve, the Akaike information criterion, and the misclassification rate. Their study concluded that a model combining the three biomarkers with the clinical information was most accurate in predicting future MCI conversion to AD. Despite the fact that researchers have been able to find various potent biomarkers with good predictive value, the goal of standardization of diagnosis based on universally accepted biomarkers has not been achieved. We need to further deliberate on the current findings, and try to validate the existing results by testing their replicability for different cohorts. Also, we need to find combination of different kinds of biomarkers which can together give a much improved diagnostic and predictive accuracy. Since MCI and AD exhibit structural, functional as well as biochemical changes, a combination of biomarkers tracking all such changes may give desired result. Also, the theory behind logistic regression suggests that the estimates of the model maximize the logistic likelihood and is not directly linked to the maximization of discriminatory power of the linear combination of the biomarkers. This is another reason to be motivated to find other more effective ways of combining the biomarkers based on multivariate techniques.

Methods based on logistic regression are very effective in constructing whole brain classifiers for fMRI data. Ryali et al. [22] and Krishnapuram et al. [23] have described techniques based on logistic regression to select relevant brain regions that discriminate between cognitive conditions which can be further used as brain classifiers. Voxels are taken as the input variables (independent variables) and class label (a binary variable) is taken as the dependent variable in the logistic regression model. The main problem faced by researchers in estimating the parameters of such models for brain classification arises from the fact that the number of voxels (independent variables) is far greater than the number of observations. To overcome this problem certain constraints are induced in the model which brings in the concept of sparse logistic regression (or logistic regression with regularization). The parameters of the model are estimated using the method of Maximum Likelihood Estimation (Figure 1).

**Survival analysis and disease progression**

Understanding disease progression, both duration wise and intensity wise, is very crucial for the development of effective treatment and patient care techniques. Different non-parametric and parametric methods like Kaplan-Meir curves, Cox-proportional hazard models, Accelerated Failure Time Models (AFTM) etc. can be used for survival analysis. Xie et al. [24] used Kaplan-Meir curves and Cox’s proportional hazard model for studying survival times in dementia patients and estimated the survival function after onset of dementia in the presence of various covariates like age, sex, disability and severity of cognitive impairment. Magierskiet al. [25] used Kaplan-Meir curves and Cox regression analysis to compare the disease progression (survival times) of dementia with levy bodies and Alzheimer’s disease.

A lot more informative study can be conducted by introducing functional, structural, and biological changes in the affected brain regions as covariates/biomarkers in these models. Other
covariates may include various test scores, like Mini Mental State Examination (MMSE) etc. Factors like smoking habit, drinking habit, and medical conditions like diabetes and Cardio Vascular Diseases (CVD) should be included in the survival models. The diverseness in the brain activity of different individuals (even in the same cognitive state) should motivate the use of Frailty models as an improvement over other models in survival analysis as they can account for heterogeneity among the individuals due to some immeasurable reasons (Table 1).

Table 1:

| Purpose                                           | Statistical/Biostatistical Techniques |
|---------------------------------------------------|--------------------------------------|
| Diagnosis                                         |                                       |
| 1. Identify efficient biomarkers                   | ROC analysis                          |
| 2. Combine biomarkers and validate their predictive power and brain region classification power | Logistic regression                   |
|                                                  | Sparse Logistic regression            |
|                                                  | Cluster Analysis                      |
| Survival Analysis                                 |                                       |
| 1. Estimate survival rate for onset of AD in MCI patients/ Estimate survival rate of death after onset of AD | Non-parametric methods like Kaplan-Meier product limit estimation |
|                                                  | Parametric survival distributions with underlying distributions like weibull, exponential, gamma etc. and Accelerated failure time models |
|                                                  | Semi parametric survival models like proportional and nonproportional Cox hazard models (with or without frailty). |
|                                                  | Joint Modelling approach              |
| 2. Study the survival rates in the presence of competing risks | Competing risks survival models      |
| Disease Progression                               |                                       |
| 1. Estimate hazard rates and transition probabilities of transition between different states of AD (defined on the basis of biomarkers and covariates) | Markov Analysis                      |
| 2. Study cognitive decline                        | Different regression techniques like linear, generalized linear, including Bayesian regression in the presence of significant factors and covariates. |

Competing risks should be included in the survival models to get unbiased estimates of factor effects on the event of interest. Chang et al. [26] fitted survival models in the presence of competing risk as death to study the effect of smoking on AD. They concluded that effect of smoking on AD differs between models that are and models that are not adjusted for competing risks. Again, only a handful of literature is available on the study of disease progression in AD patients and more in depth work is required in this direction. Harezlaket al. [27] came up with an illness death stochastic model, for longitudinal dementia data, with three states, non-diseased, diseased and dead and used markov process analysis to simultaneously estimate disease incidence and mortality rates.

A more relevant and revealing result can be obtained by including Mild Cognitive Impairment (MCI) state in the markov model. Detailed investigation of transition from MCI to AD is essential to gauge the progression of cognitive impairment in the affected patients. Timely treatment of the patients with early onset of MCI can save them from developing AD or at least slow down the progression of AD. Hazard rates and transition probabilities of transition between different states can be calculated based on the defined markov chain model. Longitudinal study can be extended to Bayesian stochastic models to study disease progression and validity of different models can be tested using simulation techniques. Houtet al. [28] have provided Bayesian inference for a continuous-time 3-state illness-death Markov model to calculate life expectancies for Parkinson’s patients in presence of different risk factors.

**Outline of Statistical Analyses in Studying Alzheimer’s Disease**

Biostatistical study of Alzheimer’s disease (or any other dementia type) can be broadly classified into the following three stages.

**Summary of methodology with relevance and importance**

**Diagnosis:** Statistical techniques like ROC analysis and logistic regression can be utilized to analyze predictive power of potential biomarkers of AD. Best available biomarkers based on MRI, fMRI, and MRS which are highly capable of measuring structural, functional and biochemical changes in the brain regions of AD patients can be considered to find best linear combination using logistic regression technique. The discriminatory power of this linear combination can be validated
using multivariate techniques like factor analysis, discriminant analysis and cluster analysis.

**Survival analysis:** Once the identification of efficient biomarkers or combination of biomarkers is done, one can proceed with survival analysis of the patients suffering from AD before studying the disease progression. The aim at this stage will be to estimate survival function (survival rate) using the data on time to the occurrence of the event of interest. Survival analysis can be performed to achieve the following goals

i. To estimate survival rate for onset of AD (for time until onset of AD) in MCI patients, and

ii. To estimate the survival rate of death after onset of AD. Non parametric methods like Kaplan-Meier, parametric survival models like weibull, exponential, gamma etc., and semiparametric methods like proportional and nonproportional Cox hazard models are noble methods to be used to model the survival times and the models will be compared to find the best fitted model. These models will allow estimating survival function in the presence of covariates and at the same time they will allow identification of significant prognostic factors related to the survival times. Censoring should be introduced in the model to handle the censored data (which is more likely for any clinical study). If the data shows the presence of competing risks, competing risks survival models becomes imperative. To make the study more comprehensive and idealistic, frailty terms need to be introduced in these models to account for the heterogeneity among individuals due to unmeasured randomness. Joint modelling approach is another potent technique to study the association of longitudinal measures on biomarkers/covariates on the survival times [29].

**Disease progression:** Disease progression can be studied using markov chain stochastic models where different states of the markov chain are defined according to the extent of cognitive decline of the patients. Different continuum states of AD should be demarcated based on certain pathological markers or their combination (outcome of the first section of the study) and markov analysis can be performed to estimate hazard rates and transition probabilities of transition between the defined states of AD. These hazard rates and transition probabilities will provide immense knowledge to comprehend the progression of AD. Different regression models like linear, non-linear, generalized linear, Bayesian, ARIMA, etc. can be fitted (validity to be check first based on the data) to study the effect of different covariates on the rate of cognitive decline. All the models should be desirably tested for their fit, compared using statistical indicators, and validated using simulation techniques.
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