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Abstract

In this paper, we obtain some Tauberian conditions in terms of slow oscillation and slow decreasing in certain senses, under which convergence of a double sequence in Pringsheim’s sense follows from its statistical \((C, 1, 1)\) summability.
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1 Introduction

In this section, we begin with some remarks about the late history of \((C, 1, 1)\) summability and its Tauberian results, that is about the history from the early part of twentieth century until these days. We shortly mention emergence of the concept of statistical convergence for double sequences and advancement of that in Tauberian theory. In the sequel, bringing together the concepts of \((C, 1, 1)\) summability and statistical convergence for double sequences under the same roof, we refer certain results obtained by several researchers concerning these concepts. After dwelling on studies that encourages us to do this research, we complete this section summarizing theorems and corollaries attained in this article.
Investigated for the first time in detail by Hardy [1] and Bromwich [2], the concept of double sequence has attracted the attention of several researchers dated from its appearance. One of the researchers who performed some studies on summability of double sequences, Agnew [3] obtained the extension of certain theorems on transformations of double sequences. Later on, Knopp [4] revealed some Tauberian results for \((C, 1, 1)\) summable double sequences generalizing conditions which were given for single sequences by Tauber [5]. Móricz [6] presented Tauberian theorems for double sequences which \(P\)-convergence follows from \((C, 1, 1)\) summability under necessary and sufficient conditions and slow decrease conditions in certain senses. Finally, Totur [7] investigated some conditions needed for \((C, 1, 1)\) summable double sequences to be convergent by using different approach.

Contrary to the common belief that the concept of statistical convergence, which is a natural generalization of that of ordinary convergence, was introduced by Fast [8] and Schoenberg [9], this concept was firstly came up with by Zygmund [10] who used the term *almost convergence* in place of statistical convergence and proved some theorems related to it. After the definition of statistical convergence was put into the final form by Fast [8] and Schoenberg [9], it was associated with Tauberian conditions given by several researchers from past to present. Introducing the concepts of statistical convergence and statistical Cauchy for double sequences, Tripathy [11] and Mursaleen and Edely [12] indicated to be a relation between statistical convergence and strong \(p\)-Cesàro summability for double sequences, independent of each other. Later on, Edely and Mursaleen [13] found out that necessary conditions for convergence of sequences which are statistically convergent and statistically \((C, 1, 1)\) summable are 

\[
i \Delta_{01} s_{\nu} = O_L \quad \text{and} \quad j \Delta_{01} s_{\mu, j} = O_L.\]

Móricz [14] presented Tauberian theorems for double sequences which statistical convergence follows from statistical \((C, 1, 1)\) summability under necessary and sufficient conditions and slow decrease conditions in certain senses. Totur and Çanak [15] obtained some Tauberian theorems for statistical convergence and statistical \((C, 1, 1)\) summability method by imposing some conditions on the difference sequence between a double sequence and its different arithmetic means.

Besides the studies mentioned up to now, the study that encourages us to do this research is in fact that including some results obtained by Móricz [16] for Cesàro (or \((C,1)\)) summable sequences of real and complex numbers. Móricz formulated these results as follows, respectively:

**Theorem 1** ([16]) If the sequence \((s_n)\) of real numbers is statistically \((C, 1)\) summable to \(\mu\) and slowly decreasing, then \((s_n)\) is convergent to \(\mu\).

**Theorem 2** ([16]) If the sequence \((s_n)\) of complex numbers is statistically \((C, 1)\) summable to \(\mu\) and slowly oscillating, then \((s_n)\) is convergent to \(\mu\).

Here, our aim is to extend theorems presented by Móricz for Cesàro summable sequences of real and complex numbers to \((C, 1, 1)\) summability method for double sequences of real and complex numbers.

In this paper, we indicate that some conditions under which \(P\)-convergence follows from statistical \((C, 1, 1)\) summability for double sequences of real and complex numbers. In Sect. 2, we recall basic definitions and notations with reference to double sequences. In Sect. 3, we firstly present some lemmas which will be benefited in
the proofs of our main results for double sequences of real numbers. In the sequel, we establish a Tauberian theorem for double sequences of real numbers which $P$-convergence follows from statistically $(C, 1, 1)$ summability under condition of slow decrease in certain senses and we present a corollary related to this theorem. In Sect. 4 in parallel with Sect. 3, we attain some lemmas which will be benefited in the proofs of our main results for double sequences of complex numbers at first. In the sequel, we prove a Tauberian theorem for double sequence of complex numbers which $P$-convergence follows from statistically $(C, 1, 1)$ summability under condition of slow oscillation in certain senses and we present a corollary related to this theorem.

2 Preliminaries

In this section, we begin with basic definitions and notations with reference to double sequences that will be needed throughout this paper. In the sequel, we mention about how connections exist between defined notions and we give some examples with regard to statements which hold for single sequences but not for double sequences. We end this section by introducing concepts of slow decrease and slow oscillation in certain senses and we state how a transition exists between them in pursuit of defining these concepts.

A double sequence $s = (s_{\mu \nu})$ is a function $s$ from $\mathbb{N} \times \mathbb{N}$ (where $\mathbb{N}$ is the set of natural numbers) into the set $\mathbb{K}$ ($\mathbb{R}$ is the set of real numbers or complex numbers). The real or complex number $s_{\mu \nu}$ denotes the value of the function at a point $(\mu, \nu) \in \mathbb{N} \times \mathbb{N}$ and is called the $(\mu, \nu)$-term of the double sequence. We denote the set of all double sequences of real and complex numbers by $w^2(\mathbb{R})$ and $w^2(\mathbb{C})$, respectively.

A double sequence $(s_{\mu \nu})$ is said to be convergent in Pringsheim’s sense (or $P$-convergent) to $\ell$ if for every $\epsilon > 0$ there exists a positive integer $v_0(\epsilon)$ such that $|s_{\mu \nu} - \ell| < \epsilon$ whenever $\mu, \nu \geq v_0$ (see [17]). The number $\ell$ is called the Pringsheim limit of $s$ and we denote by $P - \lim_{\mu, \nu \to \infty} s_{\mu \nu} = \ell$.

We exactly say that a double sequence $(s_{\mu \nu})$ converges to $\ell$ if $(s_{\mu \nu})$ tends to $\ell$ as both $\mu$ and $\nu$ tend to infinity independently of one another. We denote the set of all $P$-convergent double sequences of real and complex numbers by $c^2(\mathbb{R})$ and $c^2(\mathbb{C})$, respectively.

We write down that convergence mentioned throughout this study is convergence in Pringsheim’s sense.

A double sequence $(s_{\mu \nu})$ is bounded if there exists a positive number $M$ such that $|s_{\mu \nu}| < M$ for all $\mu$ and $\nu$.

We denote the set of all bounded double sequences of real and complex numbers by $\ell^2(\mathbb{R})$ and $\ell^2(\mathbb{C})$, respectively.

We write down that every $P$-convergent double sequences may not be bounded contrary to the case in single sequences. For instance, the sequence $(s_{\mu \nu})$ defined by...
\[ s_{\mu \nu} = \begin{cases} 2^\nu & \text{if } \mu = 1; \ \nu = 0, 1, 2, \ldots, \\ 2^{\mu+3} & \text{if } \nu = 4; \ \mu = 0, 1, 2, \ldots, \\ 0 & \text{otherwise,} \end{cases} \]

is unbounded and \( P \)-convergent.

The \((C, 1, 1)\) mean of double sequence \((s_{\mu \nu})\) is defined by

\[ \sigma_{\mu \nu} := \frac{1}{(\mu + 1)(\nu + 1)} \sum_{i=0}^{\mu} \sum_{j=0}^{\nu} s_{ij} \quad (1) \]

for all nonnegative integers \(\mu\) and \(\nu\).

A double sequence \((s_{\mu \nu})\) is said to be \((C, 1, 1)\) summable to \(\ell\) if \((\sigma_{\mu \nu})\) converges to the same number in Pringsheim’s sense.

We write down that every \(P\)-convergent double sequences need not be \((C, 1, 1)\) summable. For instance, the sequence \((s_{\mu \nu})\) defined by

\[ s_{\mu \nu} = \begin{cases} w_\mu & \text{if } \nu = 0; \ \mu = 0, 1, 2, \ldots, \\ w_\nu & \text{if } \mu = 0; \ \nu = 0, 1, 2, \ldots, \\ 0 & \text{otherwise,} \end{cases} \]

where \((w_\nu) = \left(\sum_{k=0}^{\nu} (-1)^{k+1} k\right)\) is convergent to 0. On the other hand, one can check that

\[ s_{\mu \nu} = \begin{cases} \frac{-\mu}{2} & \text{if } \nu = 0; \ \mu = 2k, \ k = 0, 1, 2, \ldots, \\ \frac{\mu+1}{2} & \text{if } \nu = 0; \ \mu = 2k + 1, \ k = 0, 1, 2, \ldots, \\ \frac{-\nu}{2} & \text{if } \mu = 0; \ \nu = 2q, \ q = 0, 1, 2, \ldots, \\ \frac{\nu+1}{2} & \text{if } \mu = 0; \ \nu = 2q + 1, \ q = 0, 1, 2, \ldots, \\ 0 & \text{otherwise.} \end{cases} \]

Then we have from the definition of \((C, 1, 1)\) means that

\[ \sigma_{\mu \nu} = \begin{cases} 0 & \text{if } \mu, \nu \text{ are even,} \\ \frac{1}{2(\mu+1)} & \text{if } \mu \text{ is even, } \nu \text{ is odd,} \\ \frac{1}{2(\nu+1)} & \text{if } \mu \text{ is odd, } \nu \text{ is even,} \\ \frac{1}{4} & \text{if } \mu, \nu \text{ are odd.} \end{cases} \]

Since the limit

\[ \lim_{\mu, \nu \to \infty} \sigma_{\mu \nu} = \lim_{\mu, \nu \to \infty} \frac{1}{(\mu + 1)(\nu + 1)} \sum_{i=0}^{\mu} \sum_{j=0}^{\nu} s_{ij} = \begin{cases} \frac{1}{4} & \text{if } \mu, \nu \text{ are odd} \\ 0 & \text{otherwise,} \end{cases} \]

the sequence \((\sigma_{\mu \nu})\) is not convergent and hence \((s_{\mu \nu})\) is not \((C, 1, 1)\) summable.
In addition to this, every $P$-convergent double sequence is $(C, 1, 1)$ summable to same number under the boundedness condition of double sequence (see [3]). However, the converse of this statement is not always true. In other words, a double sequence which is $(C, 1, 1)$ summable and bounded may not be $P$-convergent. An example indicating this case was constructed by Mursaleen and Edely [12].

We now give the definition of natural density of $K \subset \mathbb{N} \times \mathbb{N}$ and present statistically convergent double sequences by using this concept. Let $K \subset \mathbb{N} \times \mathbb{N}$ be a two dimensional subset of positive integers and $K_{\mu \nu} = \{(i, j) \in K : i \leq \mu, j \leq \nu\}$. Then, the set $K$ has a double natural density if the sequence $\left(\frac{|K_{\mu \nu}|}{(\mu + 1)(\nu + 1)}\right)$ has a limit in Pringsheim’s sense. In this case, we write

$$\delta_2(K) = \lim_{\mu, \nu \to \infty} \frac{|K_{\mu \nu}|}{(\mu + 1)(\nu + 1)},$$

where the vertical bar denotes the cardinality of the enclosed set.

A double sequence $(s_{\mu \nu})$ is said to be statistically convergent to $\ell$ if for every $\epsilon > 0$,.

$$\lim_{\mu, \nu \to \infty} \frac{1}{(\mu + 1)(\nu + 1)} \left|\{(i, j) \in \mathbb{N} \times \mathbb{N} : |s_{ij} - \ell| \geq \epsilon \text{ and } i \leq \mu, j \leq \nu\}\right| = 0.$$

We denote the set of all statistically convergent double sequences of real and complex numbers by $st^2(\mathbb{R})$ and $st^2(\mathbb{C})$, respectively. In this case, we write $st_2 - \lim_{\mu, \nu \to \infty} s_{\mu \nu} = \ell$.

We write down that every $P$-convergent double sequence is statistically convergent to same number but the converse of this statement is not necessarily true (see [13]). Namely, a statistically convergent double sequence may not be $P$-convergent. For instance, the sequence $(s_{\mu \nu})$ defined by

$$s_{\mu \nu} = \begin{cases} 1, & k^2 = \mu, q^2 = \nu, \\ 0, & \text{otherwise.} \end{cases}$$

is statistically convergent to 0, but not $P$-convergent.

We say that the double sequence $(s_{\mu \nu})$ is called statistically $(C, 1, 1)$ summable to $\ell$ if $st_2 - \lim_{\mu, \nu \to \infty} s_{\mu \nu} = \ell$.

We write down that every statistically convergent double sequence is statistically $(C, 1, 1)$ summable to same number under the boundedness condition of double sequence (see [13]).

At present, we define concepts of slow decrease and slow oscillation for the double sequences $(s_{\mu \nu})$ of real and complex numbers in certain senses, respectively. In pursuit of defining these concepts, we mention about how a transition exists between them. We say that a double sequence $(s_{\mu \nu})$ of real numbers is slowly decreasing in sense $(1, 1)$ if

$$\lim_{\mu, \nu \to \infty} \min_{1 \leq i \leq \mu, 1 \leq j \leq \nu} (s_{ij} - s_{\mu \nu}) \geq 0. \quad (2)$$

Using $\epsilon$’s and $\delta$’s, (2) is equivalent to the following statement:
To every $\epsilon > 0$ there exist $\nu_0 = \nu_0(\epsilon)$ and $\lambda = \lambda(\epsilon) > 1$ such that

$$s_{ij} - s_{\mu\nu} \geq -\epsilon \quad \text{whenever} \quad \nu_0 < \mu < i \leq \lambda\mu \quad \text{and} \quad \nu_0 < \nu < j \leq \lambda\nu.$$ 

We say that a double sequence $(s_{\mu\nu})$ of complex numbers is slowly oscillating in sense $(1, 1)$ if

$$\lim_{\lambda \downarrow 1} \limsup_{\mu, \nu \to \infty} \max_{\mu + 1 \leq i \leq \lambda\mu, \nu + 1 \leq j \leq \lambda\nu} |s_{ij} - s_{\mu\nu}| = 0 \quad (3)$$

Using $\epsilon$’s and $\delta$’s, $(3)$ is equivalent to the following statement:

To every $\epsilon > 0$ there exist $\nu_0 = \nu_0(\epsilon)$ and $\lambda = \lambda(\epsilon) > 1$ such that

$$|s_{ij} - s_{\mu\nu}| \leq \epsilon \quad \text{whenever} \quad \nu_0 < \mu < i \leq \lambda\mu \quad \text{and} \quad \nu_0 < \nu < j \leq \lambda\nu.$$ 

Here, by $\lambda\nu$ we denote the integral part of the product $\lambda\nu$.

It can be easily seen from $(3)$ that every $P$-convergent double sequences of complex numbers is slowly oscillating in sense $(1, 1)$, but converse of that is not always true. An example demonstrating this case was constructed by Çakalli and Patterson [18].

We say that a double sequence $(s_{\mu\nu})$ of real numbers is said to be slowly decreasing in sense $(1, 0)$ if

$$\lim_{\lambda \downarrow 1} \liminf_{\mu, \nu \to \infty} \min_{\mu + 1 \leq i \leq \lambda\mu, \nu + 1 \leq j \leq \lambda\nu} (s_{ij} - s_{\mu\nu}) \geq 0. \quad (4)$$

We say that a double sequence $(s_{\mu\nu})$ of complex numbers is said to be slowly oscillating in sense $(1, 0)$ if

$$\lim_{\lambda \downarrow 1} \limsup_{\mu, \nu \to \infty} \max_{\mu + 1 \leq i \leq \lambda\mu, \nu + 1 \leq j \leq \lambda\nu} |s_{ij} - s_{\mu\nu}| = 0. \quad (5)$$

We say that a double sequence $(s_{\mu\nu})$ of real numbers is said to be slowly decreasing in the strong sense $(1, 0)$ if $(4)$ is satisfied with

$$\min_{\mu + 1 \leq i \leq \lambda\mu, \nu + 1 \leq j \leq \lambda\nu} (s_{ij} - s_{\mu\nu}) \quad \text{instead of} \quad \min_{\mu + 1 \leq i \leq \lambda\mu} (s_{i\nu} - s_{\mu\nu}). \quad (6)$$

We say that a double sequence $(s_{\mu\nu})$ of complex numbers is said to be slowly oscillating in the strong sense $(1, 0)$ if $(5)$ is satisfied with

$$\max_{\mu + 1 \leq i \leq \lambda\mu, \nu + 1 \leq j \leq \lambda\nu} |s_{ij} - s_{\mu\nu}| \quad \text{instead of} \quad \max_{\mu + 1 \leq i \leq \lambda\mu} |s_{i\nu} - s_{\mu\nu}|. \quad (7)$$

Similarly, conditions of slow decrease and slow oscillation of double sequence $(s_{\mu\nu})$ of real and complex numbers in sense $(0, 1)$ and the strong sense $(0, 1)$ can be analogously defined.

We say that a double sequence $(s_{\mu\nu})$ of real numbers satisfies one-sided Tauberian condition of Landau type in sense $(1, 0)$ if there exist positive constants $\nu_0$ and $H$ such that

$$i(s_{i\nu} - s_{i-1,\nu}) \geq -H \quad \text{whenever} \quad i, \nu > \nu_0. \quad (8)$$
It is clear that if condition (8) holds, then \((s_{\mu \nu})\) is slowly decreasing in both sense \((1, 0)\) and the strong sense \((1, 0)\).

Similarly, one-sided Tauberian condition of Landau type in sense \((0, 1)\) can be analogously defined and any double sequence \((s_{\mu \nu})\) satisfying this condition is slowly decreasing in both sense \((0, 1)\) and strong sense \((0, 1)\).

We say that a double sequence \((s_{\mu \nu})\) of complex numbers satisfies two-sided Tauberian condition of Hardy type in sense \((1, 0)\) if there exist positive constants \(\nu_0\) and \(H\) such that

\[
i |s_{i \nu} - s_{i-1, \nu}| \leq H \text{ whenever } i, \nu > \nu_0.
\]

It is clear that if condition (9) holds, then \((s_{\mu \nu})\) is slowly oscillating in both sense \((1, 0)\) and the strong sense \((1, 0)\).

Similarly, two-sided Tauberian condition of Hardy type in sense \((0, 1)\) can be analogously defined and any double sequence \((s_{\mu \nu})\) satisfying this condition is slowly oscillating in both sense \((0, 1)\) and strong sense \((0, 1)\).

We write down that if the double sequence \((s_{\mu \nu})\) of real number is slowly decreasing in senses \((1, 0)\), \((0, 1)\) and slowly decreasing in the strong sense \((1, 0)\) or \((0, 1)\), then \((s_{\mu \nu})\) is slowly decreasing in sense \((1, 1)\).

In fact, suppose that \((s_{\mu \nu})\) is slowly decreasing in senses \((1, 0)\), \((0, 1)\) and in the strong sense \((1, 0)\) without loss of generality. For all large enough \(\mu\) and \(\nu\), that is, \(\mu, \nu \geq \nu_0\) and \(\lambda > 1\), we have

\[
\begin{align*}
\min_{\mu+1 \leq i \leq \lambda \mu, \nu+1 \leq j \leq \lambda \nu} (s_{ij} - s_{\mu \nu}) & = \min_{\mu + 1 \leq i \leq \lambda \mu, \nu + 1 \leq j \leq \lambda \nu} (s_{ij} - s_{\mu j} + s_{\mu j} - s_{\mu \nu}) \\
& \geq \min_{\mu + 1 \leq i \leq \lambda \mu, \nu + 1 \leq j \leq \lambda \nu} (s_{ij} - s_{\mu j}) + \min_{\nu + 1 \leq j \leq \lambda \nu} (s_{\mu j} - s_{\mu \nu}).
\end{align*}
\]

Taking the lim inf and the limit of both sides of (10) as \(\mu, \nu \to \infty\) and \(\lambda \to 1^+\) respectively, we attain that the terms on the right-hand side of (10) are greater than 0. Thus, we reach that \((s_{\mu \nu})\) is slowly decreasing in sense \((1, 1)\).

Similarly, if the double sequence \((s_{\mu \nu})\) of complex number is slowly oscillating in senses \((1, 0)\), \((0, 1)\) and slowly oscillating in the strong sense \((1, 0)\) or \((0, 1)\), then \((u_{mn})\) is slowly oscillating in sense \((1, 1)\).

### 3 Double sequences of real numbers

This section essentially consists of two parts. In the first part, we present some lemmas which will be used in the proofs of our main results for real sequences. In the second part, we obtain some Tauberian conditions under which \(P\)-convergence follows from statistically \((C, 1, 1)\) summability. In the sequel, we end this section by a corollary.
3.1 Lemmas

In this subsection, we express and prove the following assertions which will be benefited in the proofs of our main results for double sequences of real numbers. The following lemma presents two representations of the difference between the general terms of the double sequences \((s_{\mu\nu})\) and \((\sigma_{\mu\nu})\).

**Lemma 1** [6, Lemma 1] (i) If \(\lambda > 1, \lambda\mu > \mu\), and \(\lambda\nu > \nu\), then

\[
s_{\mu\nu} - \sigma_{\mu\nu} = \left(\frac{\lambda\mu + 1}{\lambda\mu - \mu}\right) \left(\frac{\lambda\nu + 1}{\lambda\nu - \nu}\right) \left(\sigma_{\lambda\mu,\lambda\nu} - \sigma_{\lambda\mu,\nu} - \sigma_{\mu,\lambda\nu} + \sigma_{\mu\nu}\right) + \left(\frac{\lambda\mu + 1}{\lambda\mu - \mu}\right) \left(\sigma_{\lambda\mu,\nu} - \sigma_{\mu\nu}\right) + \left(\frac{\lambda\nu + 1}{\lambda\nu - \nu}\right) \left(\sigma_{\mu,\lambda\nu} - \sigma_{\mu\nu}\right) + \frac{1}{(\lambda\mu - \mu)(\lambda\nu - \nu)} \sum_{i=\mu+1}^{\lambda\mu} \sum_{j=\nu+1}^{\lambda\nu} (s_{\mu\nu} - s_{ij}).
\]

(ii) If \(0 < \lambda < 1, \lambda\mu < \mu\), and \(\lambda\nu < \nu\), then

\[
s_{\mu\nu} - \sigma_{\mu\nu} = \left(\frac{\lambda\mu + 1}{\mu - \lambda\mu}\right) \left(\frac{\lambda\nu + 1}{\nu - \lambda\nu}\right) \left(\sigma_{\lambda\mu,\lambda\nu} - \sigma_{\lambda\mu,\nu} - \sigma_{\mu,\lambda\nu} + \sigma_{\mu\nu}\right) + \left(\frac{\lambda\mu + 1}{\mu - \lambda\mu}\right) \left(\sigma_{\mu\nu} - \sigma_{\lambda\mu,\nu}\right) + \left(\frac{\lambda\nu + 1}{\nu - \lambda\nu}\right) \left(\sigma_{\mu\nu} - \sigma_{\mu,\lambda\nu}\right) + \frac{1}{(\mu - \lambda\mu)(\nu - \lambda\nu)} \sum_{i=\lambda\mu+1}^{\mu} \sum_{j=\lambda\nu+1}^{\nu} (s_{\mu\nu} - s_{ij}).
\]

Vijayaraghavan [19] proved that there exists a constant \(K = K(c)\) corresponding to every constant \(c\) such that \(s_{\mu} - s_{\eta} > -(K \log(\mu/\eta) + c)\) for all values of \(\mu, \eta\) providing that the sequence \((s_{\mu})\) is slowly decreasing. In the sequel, Móricz [16] reconstructed this statement for sequences by using a condition less restrictive than the slow decrease condition. On the strength of these statement, we express two lemmas playing a crucial role in the proofs of subsequent lemmas which are necessary to achieve our main results for double sequences.

**Lemma 2** Let \((s_{\mu\nu})\) be a double sequence. If there exist a positive integer \(\nu_0\) and \(\lambda > 1\) such that

\[s_{i\nu} - s_{\mu\nu} \geq -1 \quad \text{whenever} \quad \nu_0 \leq \mu < \lambda\mu \text{ and } \nu_0 \leq \nu,
\]

then there exists a positive constant \(H\) such that

\[s_{i\nu} - s_{\mu\nu} \geq -H \log\left(\frac{i}{\mu}\right) \quad \text{whenever} \quad 1 \leq \mu \leq \frac{i}{\lambda} \text{ and } \nu_0 \leq \nu.
\]
Proof Suppose that \( \nu_0 \) is large enough to satisfy the condition
\[
\frac{2\lambda}{\lambda - 1} \leq \nu_0
\] (12)
without loss of generality. Let \( \nu_0 < i \). We define the subsequence
\[
i_0 := i \quad \text{and} \quad i_r := 1 + \left\lfloor \frac{i_{r-1}}{\lambda} \right\rfloor, \quad r = 1, 2, \ldots, q
\]
where \( q \) is specified by means of the condition \( i_{q+1} \leq \nu_0 < i_q \). We get from the definition of the subsequence \((i_r)\) that
\[
i_r < i_{r-1} < \lambda i_r, \quad r = 1, 2, \ldots, q + 1.
\]
Choose \( \mu \) such that \( 1 \leq \mu \leq \frac{i}{\lambda} \). We investigate chosen \( \mu \) in two cases such that \( \nu_0 \leq \mu \leq \frac{i}{\lambda} \) and \( 1 \leq \mu < \nu_0 \). We firstly take into consideration the case \( \nu_0 \leq \mu \leq \frac{i}{\lambda} \).

Then, we define \( r \) such that
\[
i_{r+1} \leq \mu < i_r \quad \text{for some} \quad 1 \leq r \leq q.
\] (13)
If we regard assumption, we attain for \( \nu_0 \leq v \)
\[
s_i v - s_{\mu v} = (s_i v - s_{i_1} v) + (s_{i_1} v - s_{i_2} v) + \cdots + (s_{i_{r-1}} v - s_{i_r} v) + (s_{i_r} v - s_{\mu v}) \\
\geq -(r + 1).
\] (14)
By the definition of the subsequence \((i_r)\), we obtain
\[
i_1 := 1 + \left\lfloor \frac{i}{\lambda} \right\rfloor \leq 1 + \frac{i}{\lambda}, \quad i_2 \leq 1 + \frac{i_1}{\lambda} \leq 1 + \frac{i}{\lambda^2}, \ldots,
\]
\[
i_r \leq 1 + \frac{i}{\lambda} + \frac{1}{\lambda^2} + \cdots + \frac{1}{\lambda^{r-1}} + \frac{i}{\lambda^r} = \sum_{k=0}^{r-1} \left( \frac{1}{\lambda} \right)^k + \frac{i}{\lambda^r}
\]
\[
\leq \sum_{k=0}^{\infty} \left( \frac{1}{\lambda} \right)^k + \frac{i}{\lambda^r} = \frac{\lambda}{\lambda - 1} + \frac{i}{\lambda^r}.
\]
Thus, we reach
\[
\frac{1}{2} \lambda^r \leq \left( 1 - \frac{\lambda}{(\lambda - 1)v_0} \right) \lambda^r \leq \left( 1 - \frac{\lambda}{(\lambda - 1)i_r} \right) \lambda^r < \frac{i}{i_r} < \frac{i}{\mu}
\]
by using (12) and (13), and so we find
\[
r \leq \frac{1}{\log \lambda} \log \frac{2i}{\mu}, \quad i_{r+1} \leq \mu < i_r \quad \text{for some} \quad 1 \leq r \leq q.
\] (15)
If we consider together (14) and (15), then we conclude for $\nu_0 < \nu$

$$s_{i\nu} - s_{\mu\nu} \geq -\left(1 + \frac{1}{\log \lambda} \log \frac{2i}{\mu}\right), \text{ whenever } \nu_0 \leq \mu \leq \frac{i}{\lambda}. \quad (16)$$

On other respects, we take into consideration the case $1 \leq \mu < \nu_0$. Continuing the similar process above and considering the assumption, for $\nu_0 < \nu$ we find

$$s_{i\nu} - s_{\mu\nu} = (s_{i\nu} - s_{i1\nu}) + (s_{i1\nu} - s_{i2\nu}) + \cdots + (s_{iq\nu} - s_{\nu_0\nu}) + (s_{\nu_0\nu} - s_{\mu\nu}) \geq -(q + 1) + c. \quad (17)$$

where $c := \min \left\{0, \min_{1 \leq \mu < \nu_0} (s_{\nu_0\nu} - s_{\mu\nu})\right\}$. Following a similar process to (15), we attain

$$q \leq \frac{1}{\log \lambda} \log \frac{2i}{\mu} \text{ whenever } 1 \leq \mu < \nu_0. \quad (18)$$

If we consider together (17) and (18), then we conclude for $\nu_0 < \nu$

$$s_{i\nu} - s_{\mu\nu} \geq -\left(1 + \frac{1}{\log \lambda} \log \frac{2i}{\mu}\right) + c, \text{ whenever } 1 \leq \mu < \nu_0. \quad (19)$$

Due to $c \leq 0$, it follows from (16) and (19) that we have for $\nu_0 < \nu$

$$s_{i\nu} - s_{\mu\nu} \geq -1 + c - \frac{\log 2}{\log \lambda} - \frac{\log \frac{i}{\mu}}{\log \lambda}$$

$$= \left(H - \frac{1}{\log \lambda}\right) (-\log \lambda) - \frac{\log \frac{i}{\mu}}{\log \lambda}$$

$$\geq \left(H - \frac{1}{\log \lambda}\right) (-\log \frac{i}{\mu}) - \frac{\log \frac{i}{\mu}}{\log \lambda}$$

$$= -H \log \frac{i}{\mu}$$

whenever $1 \leq \mu \leq \frac{i}{\lambda}$ provided that

$$H := \frac{1}{\log \lambda} \left(2 + \frac{\log 2}{\log \lambda} - c\right).$$

\(\square\)

**Lemma 3** Let $(s_{\mu\nu})$ be a double sequence. If there exist a positive integer $\nu_0$ and $\lambda > 1$ such that

$$s_{\mu j} - s_{\mu\nu} \geq -1 \text{ whenever } \nu_0 \leq \nu < j < \lambda \nu \text{ and } \nu_0 \leq \mu,$$

\(\square\) Springer
then there exists a positive constant $H$ such that

$$s_{µ,j} - s_{µ,v} \geq -H \log \left( \frac{j}{v} \right)$$

whenever $1 \leq v \leq \frac{j}{λ}$ and $v_0 \leq µ$.

**Proof** We can prove Lemma 3 following a procedure which is similar to the proof of Lemma 2.

Armitage and Maddox [20] indicated that the sequence $(ω_n) = (\sum_{k=0}^{n}(u_n - u_k))$ is bounded below providing that the sequence $(u_n)$ is slowly decreasing. On the strength of this statement, we prove that double sequences given in Lemmas 4, 5 and 6 are bounded below under slow decrease conditions in certain senses.

**Lemma 4** If the double sequence $(s_{µ,v})$ is slowly decreasing in sense $(1, 0)$, then the sequence

$$\left( \frac{1}{i+1} \sum_{µ=0}^{i}(s_{i,v} - s_{µ,v}) \right)$$

is bounded below.

**Proof** Suppose that $(s_{µ,v})$ is slowly decreasing in sense $(1, 0)$. Then there exist a positive integer $v_0$ and $λ > 1$ such that

$$s_{i,v} - s_{µ,v} \geq -1$$

whenever $v_0 \leq µ < i < λµ$ and $v_0 \leq v$. (20)

It follows from Lemma 2 that there exists a positive constant $H$ such that

$$s_{i,v} - s_{µ,v} \geq -H \log \left( \frac{i}{µ} \right)$$

whenever $1 \leq µ \leq \frac{i}{λ}$ and $v_0 \leq v$. (21)

If we particularly take $µ = 1$, we have

$$s_{i,v} - s_{1,v} \geq -H \log i$$

for $λi ≤ i$ and $v_0 ≤ v$. Accordingly, we attain that the sequence

$$\left( \frac{1}{i+1} \sum_{µ=1}^{i}(s_{i,v} - s_{µ,v}) \right)$$

is bounded below. In order to reach the end of the proof, it is enough to indicate that

$$\sum_{µ=1}^{i}(s_{i,v} - s_{µ,v}) = \left[ \frac{i}{µ} \right] + \sum_{µ=\lceil \frac{i}{λ} \rceil+1}^{i}(s_{i,v} - s_{µ,v})$$

$$\geq -H \sum_{µ=1}^{\left\lfloor \frac{i}{λ} \right\rfloor} \log \left( \frac{i}{µ} \right) - \left( i - \left\lceil \frac{i}{λ} \right\rceil \right)$$

$$\geq -H \sum_{µ=1}^{i} \log \left( \frac{i}{µ} \right) - i$$
which means that the sequence is bounded below. □

Lemma 5 If the double sequence \((s_{\mu v})\) is slowly decreasing in sense \((0, 1)\), then the sequence

\[
\left( \frac{1}{j + 1} \sum_{v=0}^{j} (s_{\mu j} - s_{\mu v}) \right)
\]

is bounded below.

Proof We can prove Lemma 5 following a procedure which is similar to the proof of Lemma 4. □

Lemma 6 If the double sequence \((s_{\mu v})\) is slowly decreasing in senses \((1, 0)\), \((0, 1)\) and slowly decreasing in the strong sense \((1, 0)\) or \((0, 1)\), then the sequence

\[
\left( \frac{1}{(i + 1)(j + 1)} \sum_{\mu=0}^{i} \sum_{v=0}^{j} (s_{ij} - s_{\mu v}) \right)
\]

is bounded below.

Proof Suppose that \((s_{\mu v})\) is slowly decreasing in senses \((1, 0)\), \((0, 1)\) and slowly decreasing in the strong sense \((1, 0)\) without loss of generality. Then there exist positive integers \(\nu_0\), \(\nu_1\) and \(\lambda > 1\) such that

\[
s_{i \nu} - s_{\mu v} \geq -1 \quad \text{whenever} \quad \nu_0 \leq \mu < i < \lambda \mu \quad \text{and} \quad \nu_0 \leq \nu \quad (22)
\]

and

\[
s_{\mu j} - s_{\mu v} \geq -1 \quad \text{whenever} \quad \nu_1 \leq \nu < j < \lambda \nu \quad \text{and} \quad \nu_1 \leq \mu, \quad (23)
\]

respectively. It follows from Lemmas 2 and 3 that there exist positive constants \(H_0\) and \(H_1\) such that

\[
s_{i \nu} - s_{\mu v} \geq -H_0 \log \left( \frac{i}{\mu} \right) \quad \text{whenever} \quad 1 \leq \mu \leq \frac{i}{\lambda} \quad \text{and} \quad \nu_0 \leq \nu \quad (24)
\]

and

\[
s_{\mu j} - s_{\mu v} \geq -H_1 \log \left( \frac{j}{\nu} \right) \quad \text{whenever} \quad 1 \leq \nu \leq \frac{j}{\lambda} \quad \text{and} \quad \nu_1 \leq \mu, \quad (25)
\]
respectively. If we particularly take $\mu, \nu = 1$, we have $s_{ij} - s_{1j} \geq -H_0 \log i$ for $\lambda \leq i$, $v_0 \leq j$ and $s_{1j} - s_{11} \geq -H_1 \log j$ for $v_0 < \lambda \leq j$. Using these inequalities, Lemmas 4 and 5, if we take into consideration that the sequences $\left(\frac{1}{i+1} (s_{i\nu} - s_{0\nu})\right)$ and $\left(\frac{1}{j+1} (s_{\mu j} - s_{\mu 0})\right)$ is bounded below, which were attained in proofs of Lemmas 4 and 5 respectively, then we can find

$$\frac{1}{(i+1)(j+1)} \left( \sum_{\mu=1}^{i} (s_{ij} - s_{\mu 0}) + \sum_{\nu=1}^{j} (s_{ij} - s_{0\nu}) + (s_{ij} - s_{00}) \right)$$

$$= \frac{1}{(i+1)(j+1)} \left( \sum_{\mu=1}^{i} (s_{ij} - s_{\mu j}) + \sum_{\mu=1}^{i} (s_{\mu j} - s_{\mu 0}) \right)$$

$$+ \frac{1}{(i+1)(j+1)} \left( \sum_{\nu=1}^{j} (s_{ij} - s_{iv}) + \sum_{\nu=1}^{j} (s_{iv} - s_{0\nu}) \right)$$

$$+ \frac{1}{(i+1)(j+1)} \left( (s_{ij} - s_{1j}) + (s_{1j} - s_{11}) + (s_{11} - s_{00}) \right)$$

$$\geq - \left( \frac{C_0}{i+1} + \frac{i}{i+1} C_1 \right) - \left( \frac{C_2}{i+1} + \frac{j}{j+1} C_3 \right)$$

$$- \left( \frac{\log i}{i+1} \frac{H_0}{j+1} + \frac{H_1 \log j}{i+1} \frac{H_2}{(i+1)(j+1)} \right)$$

$$\geq - 4 \max\{C_0, C_1, C_2, C_3\} - 3 \max\{H_0, H_1, H_2\}.$$

In conclusion, we reach that the sequence

$$\left( \frac{1}{(i+1)(j+1)} \left( \sum_{\mu=1}^{i} (s_{ij} - s_{\mu 0}) + \sum_{\nu=1}^{j} (s_{ij} - s_{0\nu}) + (s_{ij} - s_{00}) \right) \right)$$

is bounded below. In order to reach the end of the proof, it is enough to indicate that $\left( \frac{1}{(i+1)(j+1)} \sum_{\mu=1}^{i} \sum_{\nu=1}^{j} (s_{ij} - s_{\mu \nu}) \right)$ is bounded below. If we consider $v_2 = \min\{v_0, v_1\}$ and combine (22), (23), (24) and (25), we get for $\lambda, v_2 \leq i$ and $\lambda, v_2 \leq j$

$$\sum_{\mu=1}^{i} \sum_{\nu=1}^{j} (s_{ij} - s_{\mu \nu}) = \sum_{\mu=1}^{i} \sum_{\nu=1}^{j} (s_{ij} - s_{\mu j}) + \sum_{\mu=1}^{i} \sum_{\nu=1}^{j} (s_{\mu j} - s_{\mu \nu})$$

$$= \left\{ \sum_{\mu=1}^{i} \left[ \sum_{\mu=1}^{\left\lfloor \frac{i}{2} \right\rfloor + 1} \sum_{\nu=1}^{j} (s_{ij} - s_{\mu j}) \right] \right\}$$
\begin{align*}
+ \sum_{\mu=1}^{i} \left\{ \sum_{v=1}^{\left\lfloor \frac{i}{\mu} \right\rfloor + 1} + \sum_{v=1}^{\left\lfloor \frac{j}{\mu} \right\rfloor + 1} \right\} (s_{\mu j} - s_{\mu v})
\geq -H_0 \sum_{\mu=1}^{i} \sum_{v=1}^{j} \log \left( \frac{i}{\mu} \right) - \left( i - \left\lfloor \frac{i}{\lambda} \right\rfloor \right) j \\
- H_1 \sum_{\mu=1}^{i} \sum_{v=1}^{j} \log \left( \frac{j}{v} \right) - \left( j - \left\lfloor \frac{j}{\lambda} \right\rfloor \right) i \\
\geq -H_0 \sum_{\mu=1}^{i} \sum_{v=1}^{j} \log \left( \frac{i}{\mu} \right) - H_1 \sum_{\mu=1}^{i} \sum_{v=1}^{j} \log \left( \frac{j}{v} \right) - 2ij \\
\geq -H \sum_{\mu=1}^{i} \sum_{v=1}^{j} \left\{ \log \left( \frac{i}{\mu} \right) - \log \left( \frac{j}{v} \right) \right\} - 2ij \\
= -H \sum_{\mu=1}^{i} \sum_{v=1}^{j} \left\{ \log i - (\log \mu + \log v) \right\} - 2ij \\
= -H \mu j \log i j + Hj \sum_{\mu=2}^{i} \log \mu + Hi \sum_{v=2}^{j} \log v - 2ij \\
\geq -H \mu j \log i j + Hj \int_{1}^{i} \log u du + Hi \int_{1}^{j} \log w dw - 2ij \\
= -2ij(H + 1) + (i + j)H \\
\geq -2ij(H + 1)
\end{align*}

where \( \max\{H_0, H_1\} = H \). In conclusion, we reach that the sequence is bounded below. \( \Box \)

At once, we refer a lemma authenticated by Chen and Chang [21] for statistical convergence studied as a summability method.

**Lemma 7** [21, Theorem 2.3] If the double sequence \((s_{\mu v})\) is statistically convergent to a number \( \ell \) and slowly decreasing in sense \((1, 1)\), then \((s_{\mu v})\) is \(P\)-convergent to \( \ell \).

**Lemma 8** [6, Corollary 1] If the double sequence \((s_{\mu v})\) is \((C, 1, 1)\) summable to a number \( \ell \) and slowly decreasing in sense \((1, 1), (1, 0)\) and \((0, 1)\), then \((s_{\mu v})\) is \(P\)-convergent to \( \ell \).
3.2 Main results

In this subsection, we prove a Tauberian theorem for double sequence of real numbers that $P$-convergence follows from statistically $(\ell, 1, 1)$ summability under condition of slow decrease in certain senses and we present a corollary related to this theorem.

**Theorem 3** Let the double sequence $(s_{\mu \nu})$ be statistically $(\ell, 1, 1)$ summable to a number $\ell$. If $(s_{\mu \nu})$ is slowly decreasing in senses $(1, 0)$ and $(0, 1)$ and slowly decreasing in the strong sense $(1, 0)$ or $(0, 1)$, then $(s_{\mu \nu})$ is $P$-convergent to $\ell$.

**Proof** Suppose that $(s_{\mu \nu})$ being statistically $(\ell, 1, 1)$ summable to $\ell$ is slowly decreasing in senses $(1, 0), (0, 1)$ and slowly decreasing in the strong sense $(1, 0)$ without loss of generality. In order to prove that $(s_{\mu \nu})$ is $P$-convergent to the same number, we firstly indicate that if $(s_{\mu \nu})$ is slowly decreasing in senses $(1, 0), (0, 1)$ and the strong sense $(1, 0)$, then $(s_{\mu \nu})$, which is the arithmetic means of $(s_{\mu \nu})$, is slowly decreasing in sense $(1, 1)$. Given $\epsilon > 0$. From the hypothesis, there exist positive integers $\nu_0 = \nu_0(\epsilon), \nu_1 = \nu_1(\epsilon)$ and $\lambda = \lambda(\epsilon) > 1$ such that

$$s_{i\nu} - u_{\mu \nu} \geq -\epsilon \quad \text{whenever} \quad \nu_0 \leq \mu < i \leq \lambda \mu \quad \text{and} \quad \nu_0 \leq \nu$$

and

$$s_{\mu j} - s_{\mu \nu} \geq -\epsilon \quad \text{whenever} \quad \nu_1 \leq \nu < j \leq \lambda \nu \quad \text{and} \quad \nu_1 \leq \mu,$$

respectively. Additionally, it is known that if $(s_{\mu \nu})$ is slowly decreasing in senses $(1, 0), (0, 1)$ and slowly decreasing in the strong sense $(1, 0)$, then it is also slowly decreasing in sense $(1, 1)$. In this case, there exist positive integer $\nu_2 = \min\{\nu_0, \nu_1\}$ and $\lambda = \lambda(\epsilon) > 1$ such that

$$s_{ij} - s_{\mu \nu} \geq -\epsilon \quad \text{whenever} \quad \nu_2 \leq \mu < i \leq \lambda \mu \quad \text{and} \quad \nu_2 \leq \nu < j \leq \lambda \nu.$$
\[
\begin{align*}
&+ \frac{1}{(i + 1)(j + 1)} \sum_{p=\mu+1}^{i} \sum_{q=\nu+1}^{j} s_{pq} \\
&+ \frac{(i - \mu)(j - \nu)}{(i + 1)(j + 1)(\mu + 1)(v + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{\mu\nu} \\
&+ \frac{(i - \mu)}{(i + 1)(j + 1)(\mu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{\mu q} \\
&+ \frac{(j - \nu)}{(i + 1)(j + 1)(v + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{p v} \\
&- \frac{1}{(\mu + 1)(v + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{pq} \\
&- \frac{(i - \mu)(j - \nu)}{(i + 1)(j + 1)(\mu + 1)(v + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{\mu\nu} \\
&- \frac{(i - \mu)}{(i + 1)(j + 1)(\mu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{\mu q} \\
&- \frac{(j - \nu)}{(i + 1)(j + 1)(v + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{p v} \\
&= \frac{1}{(i + 1)(j + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{pq} + \frac{1}{(i + 1)(j + 1)} \sum_{p=0}^{\mu} \sum_{q=\nu+1}^{j} s_{pq} \\
&+ \frac{1}{(i + 1)(j + 1)} \sum_{p=\mu+1}^{i} \sum_{q=0}^{v} s_{pq} \\
&+ \frac{1}{(i + 1)(j + 1)} \sum_{p=\mu+1}^{i} \sum_{q=\nu+1}^{j} s_{pq} \\
&+ \frac{(i - \mu)(j - \nu)}{(i + 1)(j + 1)(\mu + 1)(v + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{\mu\nu} \\
&+ \frac{(i - \mu)}{(i + 1)(j + 1)(\mu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{\mu q} \\
&+ \frac{(j - \nu)}{(i + 1)(j + 1)(v + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{p v}
\end{align*}
\]
\[
\frac{(i - \mu)(j - \nu)}{(i + 1)(j + 1)(\mu + 1)(\nu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{pq} \\
- \frac{(i - \mu)}{(i + 1)(j + 1)(\mu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{pq} \\
- \frac{(j - \nu)}{(i + 1)(j + 1)(\nu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{pq} \\
- \frac{1}{(i + 1)(j + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{pq} \\
- \frac{(i - \mu)(j - \nu)}{(i + 1)(j + 1)(\mu + 1)(\nu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{\mu q} \\
- \frac{(i - \mu)}{(i + 1)(j + 1)(\mu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{\mu q} \\
- \frac{(j - \nu)}{(i + 1)(j + 1)(\nu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{\nu v} \\
= \frac{1}{(i + 1)(j + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{pq} + \frac{1}{(i + 1)(j + 1)} \sum_{p=\mu+1}^{i} \sum_{q=0}^{\nu+1} s_{pq} \\
+ \frac{1}{(i + 1)(j + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{pq} \\
+ \frac{(i - \mu)(j - \nu)}{(i + 1)(j + 1)(\mu + 1)(\nu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{\mu v} \\
+ \frac{(i - \mu)}{(i + 1)(j + 1)(\mu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{\mu q} \\
+ \frac{(j - \nu)}{(i + 1)(j + 1)(\nu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{\nu v} \\
- \frac{(i - \mu)(j - \nu)}{(i + 1)(j + 1)(\mu + 1)(\nu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{pq} \\
- \frac{(i - \mu)}{(i + 1)(j + 1)(\mu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{pq} \\
- \frac{(j - \nu)}{(i + 1)(j + 1)(\nu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{pq}
\[
\begin{align*}
&\quad - \frac{(i - \mu)(j - \nu)}{(i + 1)(j + 1)(\mu + 1)(\nu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{\mu \nu} \\
&\quad - \frac{(i - \mu)}{(i + 1)(j + 1)(\mu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{\mu q} \\
&\quad - \frac{(j - \nu)}{(i + 1)(j + 1)(\nu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} s_{p \nu} \\
&\quad = \frac{1}{(i + 1)(j + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{i} (s_{pq} - s_{p \nu}) \\
&\quad + \frac{1}{(i + 1)(j + 1)} \sum_{p=0}^{\mu+1} \sum_{q=0}^{i} (s_{pq} - s_{\mu q}) \\
&\quad + \frac{1}{(i + 1)(j + 1)} \sum_{p=0}^{\mu+1} \sum_{q=0}^{j} (s_{pq} - s_{\mu v}) \\
&\quad + \frac{(i - \mu)(j - \nu)}{(i + 1)(j + 1)(\mu + 1)(\nu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} (s_{\mu \nu} - s_{pq}) \\
&\quad + \frac{(i - \mu)}{(i + 1)(j + 1)(\mu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} (s_{\mu q} - s_{pq}) \\
&\quad + \frac{(j - \nu)}{(i + 1)(j + 1)(\nu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} (s_{p \nu} - s_{pq}).
\end{align*}
\]

From Lemmas 4, 5 and 6, there exist positive constants \( H_0, H_1 \) and \( H_2 \) such that

\[
\frac{1}{\mu + 1} \sum_{p=0}^{\mu} (s_{\mu q} - s_{pq}) \geq -H_0 \quad \text{and} \quad \frac{1}{\nu + 1} \sum_{q=0}^{v} (s_{p \nu} - s_{pq}) \geq -H_1,
\]

\[
\frac{1}{(\mu + 1)(\nu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} (s_{\mu v} - s_{pq}) \geq -H_2
\]

for all nonnegative integers \( \mu \) and \( \nu \). Using slow decrease conditions in certain senses and these inequalities, we attain

\[
\sigma_{ij} - \sigma_{\mu \nu} \geq \frac{(\mu + 1)}{(i + 1)(j + 1)} (j - \nu) (-\epsilon) + \frac{(i - \mu)}{(i + 1)(j + 1)} (\nu + 1) (-\epsilon) + \frac{(i - \mu)}{(i + 1)(j + 1)} (j - \nu) (-\epsilon) \\
+ \frac{(i - \mu)}{(i + 1)(j + 1)} (\nu + 1) (-H_2) + \frac{(i - \mu)}{(i + 1)(j + 1)} (\nu + 1) (-H_0) \\
+ \frac{(i + 1)}{(i + 1)(j + 1)} (j - \nu) (-H_1)
\]
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\[
\begin{align*}
&= \frac{(\mu + 1)}{(i + 1)} \frac{(j - \nu)}{(j + 1)} (-\epsilon - H_1) \\
&+ \frac{(i - \mu)}{(i + 1)} \frac{(v + 1)}{(j + 1)} (-\epsilon - H_0) + \frac{(i - \mu)}{(i + 1)} \frac{(j - \nu)}{(j + 1)} (-\epsilon - H_2) \\
&\geq (\lambda - 1)(-\epsilon - H_1) + (\lambda - 1)(-\epsilon - H_0) + (\lambda - 1)^2(-\epsilon - H_2),
\end{align*}
\] (27)

since we have for \(\lambda > 1\)

\[
\frac{\mu + 1}{i + 1} < 1, \quad \frac{i - \mu}{i + 1} = 1 - \frac{\mu + 1}{i + 1} < 1 - \frac{1}{\lambda} < \lambda - 1
\] (28)

and

\[
\frac{\nu + 1}{j + 1} < 1, \quad \frac{j - \nu}{j + 1} = 1 - \frac{\nu + 1}{j + 1} < 1 - \frac{1}{\lambda} < \lambda - 1
\] (29)

whenever \(\mu < i \leq \lambda \mu\) and \(\nu < j \leq \lambda \nu\). If we take \(H = \max\{H_0, H_1, H_2\}\) and \(1 < \lambda \leq \sqrt{\frac{\epsilon}{\epsilon + H} + 1}\), then we find \(\sigma_{ij} - \sigma_{\mu \nu} \geq -\epsilon\) whenever \(v_2 \leq \mu < i \leq \lambda \mu\) and \(v_2 \leq \nu < j \leq \lambda \nu\). Thus, we arrive that \((\sigma_{\mu \nu})\) is slowly decreasing in sense \((1, 1)\). Since \((\sigma_{\mu \nu})\) is slowly decreasing in sense \((1, 1)\) and statistically convergent to \(\ell\), we get that \((\sigma_{\mu \nu})\) is convergent to \(\ell\) by Lemma 7. If we consider that conditions of slow decrease in senses \((1, 0)\), \((0, 1)\) and in the strong sense \((1, 0)\) imply condition of slow decrease in sense \((1, 1)\), then we conclude by virtue of Lemma 8 that \((s_{\mu \nu})\) is \(P\)-convergent to \(\ell\). \(\square\)

Since it is known that if one-sided Tauberian conditions of Landau type in senses \((1, 0)\) and \((0, 1)\) is valid, then the double sequence is slowly decreasing in senses \((1, 0)\) and \((0, 1)\) and also slowly decreasing in the strong senses \((1, 0)\) and \((0, 1)\) respectively, we can present Corollary 1.

**Corollary 1** Let the double sequence \((s_{\mu \nu})\) be statistically \((C, 1, 1)\) summable to a number \(\ell\). If \((s_{\mu \nu})\) satisfies one-sided Tauberian conditions of Landau type in senses \((1, 0)\) and \((0, 1)\), then \((s_{\mu \nu})\) is \(P\)-convergent to \(\ell\).

### 4 Double sequences of complex numbers

This section essentially consists of two parts. In the first part, we present some lemmas which will be used in the proofs of our main results for double sequences of complex numbers. In the second part, we obtain some Tauberian conditions under which \(P\)-convergence follows from statistically \((C, 1, 1)\) summability. In the sequel, we end this section by a corollary.

#### 4.1 Lemmas

In this subsection, we express and prove the following assertions which will be benefited in the proofs of our main results for double sequences of complex numbers.
Vijayaraghavan [19] proved that there exists a constant $K = K(c)$ corresponding to every constant $c$ such that $s_\mu - s_\eta > - (K \log(\mu/\eta) + c)$ for all values of $\mu, \eta$ providing that the sequence $(s_\mu)$ of real numbers is slowly decreasing. In the sequel, Móricz [16] reconstructed this statement for sequences of real numbers by using a condition less restrictive than the slow decrease condition and extended it to sequences of complex numbers with the help of a similar proof process. On the strength of these statement, we express two lemmas playing a crucial role in the proofs of subsequent lemmas which are necessary to achieve our main results for double sequences.

**Lemma 9** Let $(s_{\mu \nu})$ be a double sequence. If there exist a positive integer $\nu_0$ and $\lambda > 1$ such that

$$|s_{i\nu} - s_{\mu \nu}| \leq 1 \quad \text{whenever} \quad \nu_0 \leq \mu < i\lambda \mu \text{ and } \nu_0 \leq \nu,$$

then there exists a constant $H$ such that

$$|s_{i\nu} - s_{\mu \nu}| \leq H \log \left( \frac{i}{\mu} \right) \quad \text{whenever} \quad 1 \leq \mu \leq \frac{i}{\lambda} \text{ and } \nu_0 \leq \nu.$$

**Proof** Suppose that $\nu_0$ is large enough to satisfy the condition

$$\frac{2\lambda}{\lambda - 1} \leq \nu_0$$

without loss of generality. Let $\nu_0 < i$. We define the subsequence

$$i_0 := i \quad \text{and} \quad i_r := 1 + \left[ \frac{i_{r-1}}{\lambda} \right], \quad r = 1, 2, \ldots, q$$

where $q$ is specified by means of the condition $i_{q+1} \leq \nu_0 < i_q$. We get from the definition of the subsequence $(i_r)$ that

$$i_r < i_{r-1} < \lambda i_r, \quad r = 1, 2, \ldots, q + 1.$$

Choose $\mu$ such that $1 \leq \mu \leq \frac{i}{\lambda}$. We investigate chosen $\mu$ in two cases such that $\nu_0 \leq \mu \leq \frac{i}{\lambda}$ and $1 \leq \mu < \nu_0$. We firstly take into consideration the case $\nu_0 \leq \mu \leq \frac{i}{\lambda}$. Then, we define $r$ such that

$$i_{r+1} \leq \mu < i_r \quad \text{for some} \quad 1 \leq r \leq q.$$ (31)

If we regard assumption, we attain for $\nu_0 \leq \nu$

$$|s_{i\nu} - s_{\mu \nu}| \leq |s_{i\nu} - s_{i_1 \nu}| + |s_{i_1 \nu} - s_{\mu \nu}|$$

$$\leq |s_{i\nu} - s_{i_1 \nu}| + |s_{i_1 \nu} - s_{i_2 \nu}| + \cdots + |s_{i_{r-1} \nu} - s_{i_r \nu}| + |s_{i_r \nu} - s_{\mu \nu}|$$

$$\leq r + 1.$$ (32)
By the definition of the subsequence \((i_r)\), we obtain

\[
i_1 := 1 + \left[ \frac{i}{\lambda} \right] \leq 1 + \frac{i}{\lambda}, \quad i_2 \leq 1 + \frac{i_1}{\lambda} \leq 1 + \frac{1}{\lambda} + \frac{i}{\lambda^2}, \ldots,
\]

\[
i_r \leq 1 + \frac{1}{\lambda} + \frac{1}{\lambda^2} + \cdots + \frac{1}{\lambda^{r-1}} + \frac{i}{\lambda^r} = \sum_{k=0}^{r-1} \left( \frac{1}{\lambda} \right)^k + \frac{i}{\lambda^r}
\]

\[
\leq \sum_{k=0}^{\infty} \left( \frac{1}{\lambda} \right)^k + \frac{i}{\lambda^r} = \frac{\lambda}{\lambda - 1} + \frac{i}{\lambda^r}.
\]

Thus, we reach

\[
\frac{1}{2} \lambda^r \leq \left( 1 - \frac{\lambda}{(\lambda - 1)v_0} \right) \lambda^r \leq \left( 1 - \frac{\lambda}{(\lambda - 1)i_r} \right) \lambda^r < \frac{i}{i_r} < \frac{i}{\mu}
\]

by using (30) and (31), and so we find

\[
r \leq \frac{1}{\log \lambda} \log \frac{2i}{\mu}, \quad i_{r+1} \leq \mu < i_r \quad \text{for some} \quad 1 \leq r \leq q.
\] (33)

If we consider together (32) and (33), then we conclude for \(v_0 < v\)

\[
|s_{iv} - s_{\mu v}| \leq 1 + \frac{1}{\log \lambda} \log \frac{2i}{\mu}, \quad \text{whenever} \quad v_0 \leq \mu \leq \frac{i}{\lambda}.
\] (34)

On other respect, we take into consideration the case \(1 \leq \mu < v_0\). Continuing the similar process above and considering the assumption, for \(v_0 < v\) we find

\[
|s_{iv} - s_{\mu v}| \leq |s_{iv} - s_{i_1 v}| + |s_{i_1 v} - s_{\mu v}|
\]

\[
\leq |s_{iv} - s_{i_1 v}| + |s_{i_1 v} - s_{i_2 v}| + \cdots + |s_{i_q v} - s_{v_0 v}| + |s_{v_0 v} - s_{\mu v}|
\]

\[
\leq (q + 1) + c.
\] (35)

where \(c := \max_{1 \leq \mu < v_0} |s_{v_0 v} - s_{\mu v}|\). Following a similar process to (33), we attain

\[
q \leq \frac{1}{\log \lambda} \log \frac{2i}{\mu} \quad \text{whenever} \quad 1 \leq \mu < v_0.
\] (36)

If we consider together (35) and (36), then we conclude for \(v_0 < v\)

\[
|s_{iv} - s_{\mu v}| \leq 1 + c + \frac{1}{\log \lambda} \log \frac{2i}{\mu}, \quad \text{whenever} \quad 1 \leq \mu < v_0.
\] (37)
It follows from (34) and (37) that we have for \( \nu_0 < \nu \)

\[
|s_{i\nu} - s_{i\nu_{\nu}}| \leq 1 + c + \frac{\log 2}{\log \lambda} + \frac{\log \frac{i}{\mu}}{\log \lambda} = \left( H - \frac{1}{\log \lambda} \right) \log \lambda + \frac{\log \frac{i}{\mu}}{\log \lambda} \\
\leq \left( H - \frac{1}{\log \lambda} \right) \log \frac{i}{\mu} + \frac{\log \frac{i}{\mu}}{\log \lambda} \\
= H \log \frac{i}{\mu}
\]

whenever \( 1 \leq \mu \leq \frac{i}{\lambda} \) provided that

\[
H := \frac{1}{\log \lambda} \left( 2 + c + \frac{\log 2}{\log \lambda} \right).
\]

Lemma 10 Let \((s_{\mu\nu})\) be a double sequence. If there exist a positive integer \( \nu_0 \) and \( \lambda > 1 \) such that

\[
|s_{\mu j} - s_{\mu\nu}| \leq 1 \quad \text{whenever} \quad \nu_0 \leq \nu < j < \lambda \nu \quad \text{and} \quad \nu_0 \leq \mu,
\]

then there exists a constant \( H \) such that

\[
|s_{\mu j} - s_{\mu\nu}| \leq H \log \left( \frac{j}{\nu} \right) \quad \text{whenever} \quad 1 \leq \nu \leq \frac{j}{\lambda} \quad \text{and} \quad \nu_0 \leq \mu.
\]

Proof We can prove Lemma 10 following a procedure which is similar to the proof of Lemma 9.

Armitage and Maddox [20] indicated that the sequence \((\omega_n) = (\sum_{k=0}^{n}(u_n - u_k))\) of real numbers is bounded below providing that the sequence \((u_n)\) of real numbers satisfies slow decrease condition which is less restrictive than slow oscillation condition. On the strength of this statement, we prove that the double sequences given in Lemmas 11, 12 and 13 are bounded under slow oscillation conditions in certain senses.

Lemma 11 If the double sequence \((s_{\mu\nu})\) is slowly oscillating in sense \((1, 0)\), then the sequence

\[
\left( \frac{1}{i + 1} \sum_{\mu=0}^{i} |s_{i\nu} - s_{i\nu_{\nu}}| \right)
\]

is bounded.

Proof Suppose that \((s_{\mu\nu})\) is slowly oscillating in sense \((1, 0)\). Then there exist a positive integer \( \nu_0 \) and \( \lambda > 1 \) such that

\[
|s_{i\nu} - s_{i\nu_{\nu}}| \leq 1 \quad \text{whenever} \quad \nu_0 \leq \mu < i < \lambda \mu \quad \text{and} \quad \nu_0 \leq \nu.
\]
It follows from Lemma 9 that there exists a constant $H$ such that

$$|s_{i\nu} - s_{\mu\nu}| \leq H \log \left( \frac{i}{\mu} \right) \quad \text{whenever} \quad 1 \leq \mu \leq \frac{i}{\lambda} \quad \text{and} \quad \nu_0 \leq \nu. \quad (39)$$

If we particularly take $\mu = 1$, we have $|s_{i\nu} - s_{1\nu}| \leq H \log i$ for $\lambda \leq i$ and $\nu_0 \leq \nu$. Accordingly, we attain that the sequence $\left( \frac{1}{i+1} \sum_{\mu=1}^{i} |s_{i\nu} - s_{\mu\nu}| \right)$ is bounded. In order to reach the end of the proof, it is enough to indicate that $\left( \frac{1}{i+1} \sum_{\mu=1}^{i} |s_{i\nu} - s_{\mu\nu}| \right)$ is bounded. Using (38) and (39), we get for $\lambda \nu_0 \leq i$ and $\nu_0 \leq \nu$

$$\sum_{\mu=1}^{i} |s_{i\nu} - s_{\mu\nu}| = \left\{ \sum_{\mu=1}^{\lfloor \frac{i}{\lambda} \rfloor} + \sum_{\mu=\lfloor \frac{i}{\lambda} \rfloor + 1}^{i} \right\} |s_{i\nu} - s_{\mu\nu}|$$

$$\leq H \sum_{\mu=1}^{\lfloor \frac{i}{\lambda} \rfloor} \log \left( \frac{i}{\mu} \right) + \left( i - \left\lfloor \frac{i}{\lambda} \right\rfloor \right)$$

$$\leq H \sum_{\mu=1}^{i} \log \left( \frac{i}{\mu} \right) + i$$

$$= H \left\{ i \log i - \sum_{\mu=2}^{i} \log \mu \right\} + i$$

$$\leq H \left\{ \int_{1}^{i} \log w \, dw \right\} + i$$

$$\leq (H + 1)i,$$

which means that the sequence is bounded. \qed

**Lemma 12** If the double sequence $(s_{\mu\nu})$ is slowly oscillating in sense $(0, 1)$, then the sequence

$$\left( \frac{1}{j+1} \sum_{\nu=0}^{j} |s_{\mu j} - s_{\mu\nu}| \right)$$

is bounded.

**Proof** We can prove Lemma 12 following a procedure which is similar to the proof of Lemma 11. \qed

**Lemma 13** If the double sequence $(s_{\mu\nu})$ is slowly oscillating in senses $(1, 0)$, $(0, 1)$ and slowly oscillating in the strong sense $(1, 0)$ or $(0, 1)$, then the sequence

$$\left( \frac{1}{(i+1)(j+1)} \sum_{\mu=0}^{i+1} \sum_{\nu=0}^{j} |s_{ij} - s_{\mu\nu}| \right)$$

is bounded.
Proof Suppose that \((s_{\mu \nu})\) is slowly oscillating in senses \((1, 0), (0, 1)\) and slowly oscillating in the strong sense \((1, 0)\) without loss of generality. Then there exist positive integers \(\nu_0, \nu_1\) and \(\lambda > 1\) such that

\[
|s_{i\nu} - s_{\mu\nu}| \leq 1 \quad \text{whenever} \quad \nu_0 \leq \nu \leq \lambda \mu \quad \text{and} \quad \nu_0 \leq \nu \leq \lambda 
\]

and

\[
|s_{\mu j} - s_{\mu\nu}| \leq 1 \quad \text{whenever} \quad \nu_1 \leq \nu \leq j \quad \text{and} \quad \nu_1 \leq \nu \leq \mu, 
\]

respectively. It follows from Lemma 9 and Lemma 10 that there exist constants \(H_0\) and \(H_1\) such that

\[
|s_{i\nu} - s_{\mu\nu}| \leq H_0 \log \left( \frac{i}{\mu} \right) \quad \text{whenever} \quad 1 \leq \mu \leq \frac{i}{\lambda} \quad \text{and} \quad \nu_0 \leq \nu 
\]

and

\[
|s_{\mu j} - s_{\mu\nu}| \leq H_1 \log \left( \frac{j}{\nu} \right) \quad \text{whenever} \quad 1 \leq \nu \leq \frac{j}{\lambda} \quad \text{and} \quad \nu_1 \leq \mu, 
\]

respectively. If we particularly take \(\mu, \nu = 1\), we have

\[
|s_{ij} - s_{1j}| \leq H_0 \log i \quad \text{and} \quad |s_{ij} - s_{11}| \leq H_1 \log j \quad \text{for} \quad \lambda \leq i, \nu_0 \leq j \quad \text{and} \quad \nu_1 \leq \mu. 
\]

Using these inequalities, Lemmas 11 and 12, if we take into consideration that the sequences

\[
\left( \sum_{\mu=1}^{i} |s_{ij} - s_{\mu0}| + \sum_{\nu=1}^{j} |s_{ij} - s_{0\nu}| + |s_{ij} - s_{00}| \right) 
\]

and

\[
\left( \sum_{\nu=1}^{i} |s_{\mu j} - s_{\mu\nu}| \right) 
\]

is bounded, which were attained in proofs of Lemma 11 and Lemma 12 respectively, then we can find

\[
\frac{1}{(i + 1)(j + 1)} \left( \sum_{\mu=1}^{i} |s_{ij} - s_{\mu0}| + \sum_{\nu=1}^{j} |s_{ij} - s_{0\nu}| + |s_{ij} - s_{00}| \right) 
\]

\[
\leq \frac{1}{(i + 1)(j + 1)} \left( \sum_{\mu=1}^{i} |s_{ij} - s_{\mu0}| + \sum_{\mu=1}^{i} |s_{\mu j} - s_{\mu0}| \right) 
\]

\[
+ \frac{1}{(i + 1)(j + 1)} \left( \sum_{\nu=1}^{j} |s_{ij} - s_{\nu j}| + \sum_{\nu=1}^{j} |s_{\nu i} - s_{0\nu}| \right) 
\]

\[
+ \frac{1}{(i + 1)(j + 1)} \left( |s_{ij} - s_{1j}| + |s_{1j} - s_{11}| + |s_{11} - s_{00}| \right) 
\]

\[
\leq \left( \frac{C_0}{j + 1} + \frac{i}{i + 1} C_1 \right) + \left( \frac{C_2}{i + 1} + \frac{j}{j + 1} C_3 \right) 
\]

\[
+ \left( \frac{\log i}{i + 1} \frac{H_0}{i + 1} + \frac{H_1}{j + 1} \frac{\log j}{j + 1} + \frac{H_2}{(i + 1)(j + 1)} \right) 
\]

\[
\leq 4 \max\{C_0, C_1, C_2, C_3\} + 3 \max\{H_0, H_1, H_2\}. 
\]

which means that the sequence

\(
\sum_{\mu=1}^{i} |s_{ij} - s_{\mu0}| + \sum_{\nu=1}^{j} |s_{ij} - s_{0\nu}| + |s_{ij} - s_{00}| \)

is bounded.
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\[
\left( \frac{1}{(i+1)(j+1)} \sum_{\mu=1}^{i} |s_{ij} - s_{\mu 0}| + \sum_{v=1}^{j} |s_{ij} - s_{0v}| + |s_{ij} - s_{00}| \right)
\]

is bounded. In order to reach the end of the proof, it is enough to indicate that
\[
\frac{1}{(i+1)(j+1)} \sum_{\mu=1}^{i} \sum_{v=1}^{j} |s_{ij} - s_{\mu v}|
\]

is bounded. If we consider \(\nu_2 = \max\{\nu_0, \nu_1\}\) and combine (40), (41), (42) and (43), we get for \(\lambda \nu_2 \leq i\) and \(\lambda \nu_2 \leq j\)

\[
\sum_{\mu=1}^{i} \sum_{v=1}^{j} |s_{ij} - s_{\mu v}| \leq \sum_{\mu=1}^{i} \sum_{v=1}^{j} |s_{ij} - s_{\mu,j}| + \sum_{\mu=1}^{i} \sum_{v=1}^{j} |s_{\mu,j} - s_{\mu,v}|
\]

\[
= \left\{ \sum_{\mu=1}^{\left[\frac{i}{\lambda}\right]} + \sum_{\mu=\left[\frac{i}{\lambda}\right]+1}^{i} \right\} \sum_{v=1}^{j} |s_{ij} - s_{\mu,j}|
\]

\[
+ \sum_{\mu=1}^{i} \left\{ \sum_{v=1}^{\left[\frac{j}{\lambda}\right]} + \sum_{v=\left[\frac{j}{\lambda}\right]+1}^{j} \right\} |s_{\mu,j} - s_{\mu,v}|
\]

\[
\leq H_0 \sum_{\mu=1}^{i} \sum_{v=1}^{j} \log \left( \frac{i}{\mu} \right) + \left( i - \left[\frac{i}{\lambda}\right]\right) j
\]

\[
+ H_1 \sum_{\mu=1}^{i} \sum_{v=1}^{j} \log \left( \frac{j}{v} \right) + \left( j - \left[\frac{j}{\lambda}\right]\right) i
\]

\[
\leq H_0 \sum_{\mu=1}^{i} \sum_{v=1}^{j} \log \left( \frac{i}{\mu} \right) + H_1 \sum_{\mu=1}^{i} \sum_{v=1}^{j} \log \left( \frac{i}{v} \right) + 2ij
\]

\[
\leq H \sum_{\mu=1}^{i} \sum_{v=1}^{j} \left\{ \log \left( \frac{i}{\mu} \right) + \log \left( \frac{j}{v} \right) \right\} + 2ij
\]

\[
= H \sum_{\mu=1}^{i} \sum_{v=1}^{j} \left( \log ij - (\log \mu + \log v) \right) + 2ij
\]

\[
= Hij \log ij - H_j \sum_{\mu=2}^{i} \log \mu - Hi \sum_{v=2}^{j} \log v + 2ij
\]

\[
\leq Hij \log ij - H_j \int_{1}^{i} \log u du - Hi \int_{1}^{j} \log w dw + 2ij
\]

\[
= 2ij(H+1) - (i+j)H
\]

\[
\leq 2ij(H+1)
\]
where \( \max\{H_0, H_1\} = H \). In conclusion, we reach that the sequence is bounded. □

At once, we refer a lemma authenticated by Chen and Chang [21] for statistical convergence studied as a summability method.

**Lemma 14** [21, Theorem 2.3] *If the double sequence \( (s_{\mu\nu}) \) is statistically convergent to a number \( \ell \) and slowly oscillating in sense \((1, 1)\), then \( (s_{\mu\nu}) \) is \( P \)-convergent to \( \ell \).*

As a result of Lemma 8 given by Móricz [6], we can give the following lemma.

**Lemma 15** *If the double sequence \( (s_{\mu\nu}) \) is \((C, 1, 1)\) summable to a number \( \ell \) and slowly oscillating in sense \((1, 1), (1, 0)\) and \((0, 1)\), then \( (s_{\mu\nu}) \) is \( P \)-convergent to \( \ell \).*

### 4.2 Main results

In this subsection, we prove a Tauberian theorem for double sequence of complex numbers that \( P \)-convergence follows from statistically \((C, 1, 1)\) summability under condition of slow oscillation in certain senses and we present a corollary related to this theorem.

**Theorem 4** *Let the double sequence \( (s_{\mu\nu}) \) be statistically \((C, 1, 1)\) summable to a number \( \ell \). If \( (s_{\mu\nu}) \) is slowly oscillating in senses \((1, 0)\) and \((0, 1)\) and slowly oscillating in the strong sense \((1, 0)\) or \((0, 1)\), then \( (s_{\mu\nu}) \) is \( P \)-convergent to \( \ell \).*

**Proof** Suppose that \( (s_{\mu\nu}) \) being statistically \((C, 1, 1)\) summable to \( \ell \) is slowly oscillating in senses \((1, 0)\), \((0, 1)\) and slowly oscillating in the strong sense \((1, 0)\) without loss of generality. In order to prove that \( (s_{\mu\nu}) \) is \( P \)-convergent to the same number, we firstly indicate that if \( (s_{\mu\nu}) \) is slowly oscillating in senses \((1, 0)\), \((0, 1)\) and the strong sense \((1, 0)\), then \( (\sigma_{mn}) \), which is the arithmetic means of \( (s_{\mu\nu}) \), is slowly oscillating in sense \((1, 1)\). Given an \( \epsilon > 0 \). From the hypothesis, there exist positive integers \( \nu_0 = \nu_0(\epsilon), \nu_1 = \nu_1(\epsilon) \) and \( \lambda = \lambda(\epsilon) > 1 \) such that

\[
|s_{i\nu} - u_{\mu\nu}| \leq \epsilon \quad \text{whenever} \quad \nu_0 \leq \mu < i \leq \lambda \mu \quad \text{and} \quad \nu_0 \leq \nu
\]

and

\[
|s_{\mu j} - s_{\mu\nu}| \leq \epsilon \quad \text{whenever} \quad \nu_1 \leq \nu < j \leq \lambda \nu \quad \text{and} \quad \nu_1 \leq \mu,
\]

respectively. Additionally, it is known that if \( (s_{\mu\nu}) \) is slowly oscillating in senses \((1, 0)\), \((0, 1)\) and slowly oscillating in the strong sense \((1, 0)\), then it is also slowly oscillating in sense \((1, 1)\). In this case, there exist positive integer \( \nu_2 = \max\{\nu_0, \nu_1\} \) and \( \lambda = \lambda(\epsilon) > 1 \) such that

\[
|s_{ij} - s_{\mu\nu}| \leq \epsilon \quad \text{whenever} \quad \nu_2 \leq \mu < i \leq \lambda \mu \quad \text{and} \quad \nu_2 \leq \nu < j \leq \lambda \nu.
\]
Let \( \nu_2 \leq \mu < i \leq \lambda_\mu \) and \( \nu_2 \leq \nu < j \leq \lambda_\nu \). It follows from (26) that we obtain

\[
|\sigma_{ij} - \sigma_{\mu \nu}| \leq \frac{1}{(i + 1)(j + 1)} \sum_{p=0}^{\mu} \sum_{q=\nu+1}^{j} |s_{pq} - s_{pq}| \\
+ \frac{1}{(i + 1)(j + 1)} \sum_{p=\mu+1}^{i} \sum_{q=0}^{v} |s_{pq} - s_{pq}| \\
+ \frac{1}{(i + 1)(j + 1)} \sum_{p=\mu+1}^{i} \sum_{q=0}^{j} |s_{\mu \nu} - s_{pq}| \\
+ \frac{(i - \mu)(j - \nu)}{(i + 1)(j + 1)(\mu + 1)(v + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} |s_{\mu \nu} - s_{pq}| \\
+ \frac{(i - \mu)}{(i + 1)(j + 1)(\mu + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} |s_{\mu \nu} - s_{pq}| \\
+ \frac{(j - \nu)}{(i + 1)(j + 1)(v + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} |s_{\mu \nu} - s_{pq}|. \tag{44}
\]

By Lemmas 11, 12 and 13, there exist constants \( H_0, H_1 \) and \( H_2 \) such that

\[
\frac{1}{(\mu + 1)} \sum_{p=0}^{\mu} |s_{pq} - s_{pq}| \leq H_0 \quad \text{and} \quad \frac{1}{\nu + 1} \sum_{q=0}^{v} |s_{pq} - s_{pq}| \leq H_1, \\
\frac{1}{(\mu + 1)(v + 1)} \sum_{p=0}^{\mu} \sum_{q=0}^{v} |s_{\mu \nu} - s_{pq}| \leq H_2
\]

for all nonnegative integers \( \mu \) and \( \nu \). Using slow oscillation conditions in certain senses and these inequalities, we attain

\[
|\sigma_{ij} - \sigma_{\mu \nu}| \leq \frac{(\mu + 1)}{(i + 1)} \frac{(j - \nu)}{(j + 1)} (\epsilon + H_1) + \frac{(i - \mu)}{(i + 1)} \frac{(v + 1)}{(j + 1)} (\epsilon + H_0) \\
+ \frac{(i - \mu)}{(i + 1)} \frac{(j - \nu)}{(j + 1)} (\epsilon + H_2) \\
\leq (\lambda - 1)(\epsilon + H_1) + (\lambda - 1)(\epsilon + H_0) + (\lambda - 1)^2(\epsilon + H_2), \tag{45}
\]
since we have for $\lambda > 1$

$$\frac{\mu + 1}{i + 1} < 1, \quad \frac{i - \mu}{i + 1} = 1 - \frac{\mu + 1}{i + 1} < 1 - \frac{1}{\lambda} < \lambda - 1 \quad (46)$$

and

$$\frac{\nu + 1}{j + 1} < 1, \quad \frac{j - \nu}{j + 1} = 1 - \frac{\nu + 1}{j + 1} < 1 - \frac{1}{\lambda} < \lambda - 1 \quad (47)$$

whenever $\mu < i \leq \lambda \mu$ and $\nu < j \leq \lambda \nu$. If we take $H = \max\{H_0, H_1, H_2\}$ and $1 < \lambda < \sqrt{\frac{\epsilon}{\epsilon + \pi}} + 1$, then we find $|\sigma_{ij} - \sigma_{\mu \nu}| \leq \epsilon$ whenever $v_2 \leq \mu < i \leq \lambda \mu$ and $v_2 \leq \nu < j \leq \lambda \nu$. Thus, we arrive that $(\sigma_{\mu \nu})$ is slowly oscillating in sense $(1, 1)$. Since $(\sigma_{\mu \nu})$ is slowly oscillating in sense $(1, 1)$ and statistically convergent to $\ell$, we get that $(\sigma_{\mu \nu})$ is convergent to $\ell$ by Lemma 14. If we consider that conditions of slow oscillation in senses $(1, 0)$, $(0, 1)$ and in the strong sense $(1, 0)$ imply condition of slow oscillation in sense $(1, 1)$, then we conclude by virtue of Lemma 15 that $(s_{\mu \nu})$ is $P$-convergent to $\ell$. \hfill \Box

Since it is known that if two-sided Tauberian conditions of Hardy type in senses $(1, 0)$ and $(0, 1)$ is valid, then the double sequence is slowly oscillating in senses $(1, 0)$ and $(0, 1)$ and also slowly oscillating in the strong senses $(1, 0)$ and $(0, 1)$ respectively, we can present Corollary 2.

**Corollary 2** Let the double sequence $(s_{\mu \nu})$ be statistically $(C, 1, 1)$ summable to a number $\ell$. If $(s_{\mu \nu})$ satisfies two-sided Tauberian conditions of Hardy type in senses $(1, 0)$ and $(0, 1)$, then $(s_{\mu \nu})$ is $P$-convergent to $\ell$.
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