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1. Introduction

Solitons (kinks) are topologically stable localized solutions to the equation of motion with finite energy. They have been extensively studied in scalar field theories in two-dimensional Minkowski space[1, 2]. The main objective of the present work is to extend well-known results obtained for solitons in flat Minkowski space to two-dimensional Anti-de Sitter (AdS) space[3], which has constant negative curvature. This parameter dictates the classical dynamics of the model. The mass of the analytic solitons is calculated as a function of the ratio of the square of the mass scale of the field theory over the curvature of the space-time. For the case that this ratio equals unity, the soliton excitation spectrum is determined algebraically and the one-loop radiative correction to the soliton mass is computed in the semi-classical approximation.

2. Two-dimensional Anti-de Sitter space

The AdS$_{1+1}$ space can be viewed as an $SO(2, 1)$ invariant hyperboloidal hypersurface

$$(X^0)^2 - (X^1)^2 + (X^2)^2 = \frac{1}{m^2}, \quad (1)$$

embedded in a three-dimensional pseudo-Euclidean space with invariant interval

$$ds^2 = (dX^0)^2 - (dX^1)^2 + (dX^2)^2, \quad (2)$$

where $m$ parameterizes the inverse length scale in AdS$_{1+1}$ space. Global coordinates $x$ and $t$ can be defined as

$$X^0 = \frac{1}{m} \cos(mt) \cosh(mx)$$
$$X^1 = \frac{1}{m} \sinh(mx)$$
$$X^2 = \frac{1}{m} \sin(mt) \cosh(mx). \quad (3)$$

The induced metric on the hypersurface in these coordinates is

$$ds^2 = g_{\mu\nu} dx^\mu dx^\nu = \cosh^2(mx) dt^2 - dx^2. \quad (4)$$

The hyperboloidal surface is covered once by $mt \in [-\pi, \pi]$ and $mx \in (-\infty, \infty)$. The space has topology $S(\text{time}) \times R(\text{space})$. In order to avoid closed time-like curves the universal covering space is considered by unwrapping the $S$, and the restriction on the range of the time coordinate is lifted. Boundaries are located at $x \to \pm \infty$. Well defined time evolution requires
specification of consistent boundary conditions in addition to initial conditions at a Cauchy surface. The geodesic trajectories in these coordinates can be obtained by acting with a finite $SO(2,1)$ transformation on a particular geodesic trajectory, for example, $\sinh(mx) = 0$, resulting in

$$
\sinh(mx) = \frac{\sinh(\eta_2) \sin(m[t - t_0])}{\sqrt{\cosh^2(\eta_2) \cos^2(m[t - t_0]) + \sin^2(m[t - t_0])}}
$$

where $t_0$ and $\eta_2$ are parameters of a finite transformation that reflect the initial conditions. For infinitesimal parameters $t_0$, $\eta_1$, and $\eta_2$ these transformations are realized on the coordinates $x$ and $t$ as

$$
mt' = mt - m \eta_1 \sin(mt) \tanh(mx) + \eta_2 \cos(mt) \tanh(mx),
$$

$$
mx' = mx + \eta_1 \cos(mt) + \eta_2 \sin(mt).
$$

Figure 1: Projection of geodesic trajectories for $t_0 = 0$ and various values of $\eta_2$. The null geodesic corresponds to $\eta_2 \to \infty$ and is seen to reach the boundary in finite coordinate time. In this coordinate system the geodesics appear to oscillate around $x = 0$ with frequency $\omega = m$ independent of amplitude.

Null geodesics are obtained in the limit $\eta_2 \to \infty$. Figure 1 shows how various periodic geodesic trajectories, all for $t_0 = 0$, start at one point, initially diverge and eventually converge again to a single point. Null geodesics are seen to reach the boundary of space-time in finite coordinate time. Massive particles never reach the boundary.

3. Generalities

In order for stable kink solutions to exist in a scalar field theory it must feature two degenerate discrete vacua. This situation naturally occurs in models with a spontaneously broken $Z_2$ symmetry. For a theory with a single scalar field $\phi$ and canonical kinetic term the $SO(2,1)$ invariant Lagrangian density takes the form

$$
\mathcal{L} = \frac{1}{2} g^\mu\nu \partial_\mu \phi \partial_\nu \phi - V(\phi).
$$

A restricted class of potentials $V(\phi)$ is considered that have two degenerate minima at $\pm \phi_0$. A kink at rest is a static solution to the equation of motion and therefore satisfies the differential equation

$$
- \frac{d^2 \phi}{dx^2} - m \tanh(mx) \frac{d\phi}{dx} + \frac{dV}{d\phi} = 0,
$$

subject to the boundary conditions $\phi(x \to -\infty) = -\phi_0$ and $\phi(x \to \infty) = \phi_0$. Note that the explicit appearance of the coordinate $x$ in this second order differential equation implies that it cannot be trivially integrated to yield a first order BPS equation.

If a kink solution $\phi_{sol}(x)$ exists, then it is mapped onto another, time dependent solution to the equation of motion by spontaneously broken $SO(2,1)$ transformations. For example, under a transformation with infinitesimal parameter $\eta_1$ as defined in Eq. (5) a static soliton solution transforms as

$$
\phi_{sol}(x) \rightarrow \phi_{sol}(x + \frac{\eta_1}{m} \cos(mt)) = \phi_{sol}(x) + \frac{\eta_1}{m} \frac{d\phi_{sol}}{dx} \cos(mt).
$$

Therefore, generically a kink in Anti-de Sitter space has a lowest excitation mode with frequency equal to $m$. This mode is a direct consequence of the spontaneously broken $SO(2,1)$ symmetry. It is the analogue of the zero mode of kinks associated with spontaneously broken translation symmetry in Minkowski space, and it corresponds to the kink following a periodic geodesic trajectory as discussed in Sect. 2.

The soliton mass is defined in terms of the conserved covariant energy momentum tensor, which is given by

$$
T_{\mu\nu} = \partial_\mu \phi \partial_\nu \phi - g_{\mu\nu} \mathcal{L}.
$$

The classical energy functional is

$$
E[\phi] = \int_{-\infty}^{\infty} dx \sqrt{-g} T^0_0.
$$

As in Minkowski space, the classical soliton mass is defined to be the difference in energy between the soliton and trivial vacuum field configurations as

$$
M_{sol} = E[\phi_{sol}] - E[\phi_0].
$$

However, in the $AdS_{1+1}$ background Eq. (10) cannot be integrated to yield a BPS bound on the soliton mass.
4. Explicit model

For simplicity, and to maintain a clear connection with well-studied solitons in Minkowski space, a “phi to the fourth” scalar field theory is considered with a negative mass-squared field, so that the potential reads

\[ V(\phi) = \frac{1}{2}(-\mu^2 + \lambda \phi^2)^2. \] (12)

This potential is shown in the left panel of Fig. (2). In each of the two degenerate minima of the potential at \( \phi_0 = \pm \mu / \sqrt{\lambda} \) the \( Z_2 \) symmetry \( \phi \to -\phi \) is spontaneously broken. The maximum of the potential at \( \phi = 0 \) also corresponds to a perturbatively stable vacuum as long as the dimensionless ratio \( \alpha = 2 \mu^2 / m^2 \) is smaller than 1/4 [3]. In terms of the dimensionless variables

\[ s \equiv x \mu, \quad \tau \equiv t m, \quad \sigma \equiv \sqrt{\lambda} \phi / \mu, \] (13)

the Euler-Lagrange equation of motion takes the form

\[ \frac{1}{\cosh^2(s)} \frac{\partial^2 \sigma}{\partial \tau^2} - \frac{\partial^2 \sigma}{\partial s^2} - \tanh(s) \frac{\partial \sigma}{\partial s} + \alpha \sigma(-1 + \sigma^2) = 0. \] (14)

The ratio \( \alpha \), the square of the mass scale of the field theory over the curvature of the space-time background, is identified as the physical parameter that controls the classical dynamics.

5. Analytic soliton solutions

Analytic static soliton solutions are obtained for the following specific values of the parameter \( \alpha \):

\[ \alpha = 0 : \quad \sigma_{\text{sol}}(s) = \frac{4}{\pi} \arctan \left[ \tanh \left( \frac{s}{2} \right) \right], \]
\[ \alpha = 1 : \quad \sigma_{\text{sol}}(s) = \tanh(s), \]
\[ \alpha \to \infty : \quad \sigma_{\text{sol}}(s) = \tanh \left( \sqrt{\frac{\alpha}{2}} s \right). \] (15)

The soliton solution corresponding to \( \alpha = 1 \) is depicted in the right panel of Fig. (2) together with several other static solutions to Eq. (14) for the same value of \( \alpha \) that also satisfy the boundary condition \( \sigma(s \to \infty) = 1 \). However, it is clear from the diagram that there is only one unique solution which in addition satisfies the boundary condition \( \sigma(s \to -\infty) = -1 \). This contrasts with the situation in Minkowski space, where one static soliton solution can be translated over arbitrary distances to generate a one parameter family of static soliton solutions.

Even though they are not obtained in analytic form, soliton solutions also exist for generic values of \( \alpha \). The left panel of Fig. (3) shows the analytic soliton solutions presented in Eq. (15) together with numerical soliton solutions for two other representative values of \( \alpha \), namely \( \alpha = 0.25 \) and \( \alpha = 2.0 \).

The masses of the solitons corresponding to the analytic solutions presented in Eq. (15) are calculated according to Eq. (11) to be

\[ \alpha = 0 : \quad \hat{M}_0 = \frac{2}{\pi}, \]
\[ \alpha = 1 : \quad \hat{M}_0 = \frac{3}{8 \pi}, \]
\[ \alpha \to \infty : \quad \hat{M}_0 = \frac{2}{3} \sqrt{2 \alpha + \left( \frac{\pi^2 - 6}{18} \right) \sqrt{\frac{2}{\alpha}}}. \] (16)

where \( M_{sol} = (\mu^2 m / \lambda) \hat{M}_0 \). The masses of solitons for generic values of \( \alpha \) are calculated numerically. Both the analytic and numerical results are displayed in the right panel of Fig. (3).

A time dependent solution representing a moving soliton is obtained by acting with a finite \( SO(2,1) \) transformation on a static solution. For example, defining the function

\[ s h(x, t) = \cosh(\eta_2) \sinh(mx) + \sinh(\eta_2) \cosh(mx) \sin(m [t - t_0]), \] (17)

a time dependent solution to the equation of motion for \( \alpha = 1 \) representing a soliton following a geodesic trajectory takes the form

\[ \phi_{\text{sol}}(x, t; \eta_2, t_0) = \frac{s h(x, t)}{\sqrt{1 + s h^2(x, t)}}. \] (18)

6. Quantization, regularization, and renormalization

The scalar field theory is renormalized in the trivial (no-soliton) sector. This procedure also renders physical observables in the one-soliton sector finite. In order to find the excitation spectrum in the trivial sector, the scalar field is expanded around one of the equivalent degenerate vacua as

\[ \sigma(s, \tau) = 1 + \eta(s, \tau). \] (19)

For small fluctuations only linear terms in \( \eta \) need to be considered. In this approximation the equation of motion becomes

\[ \frac{1}{\cosh^2(s)} \frac{\partial^2 \eta}{\partial \tau^2} - \frac{\partial^2 \eta}{\partial s^2} - \tanh(s) \frac{\partial \eta}{\partial s} + 2 \alpha \eta = 0. \] (20)

This equation is solved by separation of variables. After making the Ansatz

\[ \eta(s, \tau) = e^{i \omega \tau} \tilde{X}(s), \] (21)
the space dependent factor $\hat{X}(s)$ of a normal mode is a solution to the equation

$$-\cosh^2(s)\frac{d^2\hat{X}}{ds^2} - \sinh(s)\cosh(s)\frac{d\hat{X}}{ds} + 2\alpha \cosh^2(s)\hat{X} = \hat{\omega}^2\hat{X}. \quad (22)$$

This equation has the form of a time-independent Schrödinger equation, and familiar tools from quantum mechanics can be used to find the normalizable eigenfunctions and eigenvalues. The equivalent quantum mechanical model is of the Scarf I type, and therefore supersymmetry [7] and shape invariance [8] can be employed to find the energy spectrum of the equivalent quantum mechanical model in a purely algebraic manner. The resulting soliton frequency spectrum takes the form

$$\hat{\omega}_n = n + g, \quad n \in \mathbb{N}, \quad (23)$$

with

$$g = \frac{1}{2} + \sqrt{\frac{1}{2} + 2\alpha}. \quad (24)$$

This evenly spaced spectrum is consistent with the unbroken $SO(2,1)$ symmetry in this vacuum [8]. The normal mode functions can be written in terms of the Jacobi polynomials as

$$\hat{X}_n(s; g) = B_n \frac{1}{\cosh^2(s)} \Gamma_n^{(g-\frac{1}{2}, g-\frac{1}{2})}[\tanh(s)], \quad (25)$$

where the normalization constant $B_n$ is chosen as

$$B_n = \sqrt{(n+g+\frac{1}{2})^2 - \frac{1}{2g-1}} \Gamma(n+1) \Gamma(n+2g) \Gamma(n+g+\frac{1}{2})^2. \quad (26)$$

so that the normal mode functions satisfy the orthonormality condition

$$\int_{-\infty}^{\infty} \frac{1}{\cosh s} \hat{X}_n^\dagger(s; g)\hat{X}_m(s; g)ds = \delta_{nm}. \quad (27)$$

The first three normal mode functions are displayed in Fig.(4) for $g = 2$. 

Figure 2: The left panel shows the scalar potential with two degenerate minima for the case $\alpha = 1$. The right panel shows a family of static solutions to the equation of motion that satisfy the boundary condition $\sigma(s \to \infty) = 1$, also for $\alpha = 1$. Note that there exists only one solution which in addition satisfies the boundary condition $\sigma(s \to -\infty) = -1$.

Figure 3: The left panel shows analytic soliton solutions for $\alpha = 0$ (orange), $\alpha = 1$ (blue), and $\alpha \to \infty$ (red), and numerical soliton solutions for $\alpha = 0$ (green), and $\alpha = 5$ (purple). The right panel displays the classical soliton mass as a function of the parameter $\alpha$. Analytic results for $\alpha = 0$, $\alpha = 1$, and $\alpha \to \infty$ are indicated in blue, while numerical results correspond to the red curve.
After shifting the field, \( \phi = \mu / \sqrt{X} + \phi' \), the Hamiltonian density of the model is given by
\[
\mathcal{H} = \frac{1}{2} \pi'^2 + \frac{1}{2} \frac{\partial \phi'}{\partial x}^2 + V(\phi'),
\]
where the canonical momentum \( \pi' \) is defined as
\[
\pi' = \sqrt{-g} \frac{\partial L}{\partial (\partial_0 \phi')} = \frac{1}{\cosh(mx)} \frac{\partial \phi'}{\partial t}.
\]
Both the field \( \phi' \) and its canonical momentum \( \pi' \) are expanded in terms of normal modes according to
\[
\phi' = \sum_{n=0}^{\infty} \frac{a_n}{\sqrt{2\omega_n}} X_n(x; g) e^{i\omega_n t},
\]
and
\[
\pi' = \sum_{n=0}^{\infty} -i a_n \sqrt{\frac{\omega_n}{2 \cosh(mx)}} X_n^\dagger(x; g) e^{i\omega_n t} + a_n^\dagger \sqrt{\frac{\omega_n}{2 \cosh(mx)}} X_n(x; g) e^{-i\omega_n t},
\]
where \( X_n(x; g) = \sqrt{m} X_n(mx; g) \). In order to quantize the model, the expansion coefficients \( a_n \) and \( a_n^\dagger \) are promoted to operators and the commutation relation
\[
[a_n, a_m^\dagger] = \delta_{nm}
\]
is imposed.

The theory is rendered finite by normal ordering. The normalization conditions are implied by this procedure and the finite parts of counter terms are therefore unambiguously fixed. The relation between the normal ordered Hamiltonian and the original Hamiltonian is
\[
\langle H \rangle = H - \delta D - \int_{-\infty}^{\infty} \cosh(mx)dx \left[ \delta \mu^2 \lambda \phi^2 \right].
\]

The mode sums are cut off at large mode number \( N \) in order to regulate the theory in the ultra violet. The mass counter term is found to be logarithmically divergent,
\[
\delta \mu^2 = 3\lambda \sum_{i=0}^{N} \frac{1}{2\omega_i} X_i(x; g) X_i^\dagger(x; g)
\]
\[
= \frac{3}{2\pi} \lambda \left( \ln(N) + \ln(2) - \psi(g) - \ln[\cosh(mx)] \right).
\]
The finite part of the mass counter term is seen not to be \( SO(2,1) \) invariant through its explicit coordinate dependence. This is a consequence of the use of a regularization scheme that breaks the \( SO(2,1) \) invariance explicitly. The vacuum energy counter term has a quadratic divergence and reads
\[
\delta D = \sum_{i=0}^{N} \frac{1}{2} \omega_i = \frac{1}{4} m(N + 2g)(N + 1).
\]

## 7. Quantum corrections to the soliton mass

By dimensional analysis, the soliton mass can be expanded as
\[
M_{\text{sol}}(\alpha) = \frac{\mu^2 m}{\lambda} \left[ \tilde{M}_0(\alpha) + \tilde{M}_1(\alpha) \left( \frac{\lambda \hbar}{\mu^2} \right) \right. \\
\left. + \tilde{M}_2(\alpha) \left( \frac{\lambda \hbar}{\mu^2} \right)^2 + \cdots \right],
\]
where the classical contribution given by \( \tilde{M}_0(\alpha) \) was discussed in Sect. and the functions \( \tilde{M}_n(\alpha) \) for \( n \geq 1 \) reflect quantum corrections. The one-loop quantum correction can be determined analytically for \( \alpha = 1 \) in the semi-classical approximation. In order to find the excitation spectrum in the one-soliton sector for this value of \( \alpha \), the scalar field is expanded around the classical soliton solution as
\[
\eta(s, \tau) = \tanh(s) + \eta(s, \tau).
\]
The linearized equation of motion for the field \( \eta \) takes the form
\[
\frac{1}{\cosh^2(s)} \frac{\partial^2 \eta}{\partial s^2} - \frac{\partial^2 \eta}{\partial \tau^2} - \tanh(s) \frac{\partial \eta}{\partial s} + 3 \tanh^2(s) \eta - \eta = 0.
\]
This equation is solved by separation of variables according to the Ansatz
\[
\eta(s, \tau) = e^{i\omega \tau} X(s).
\]
The space dependent part of the normal mode equation reads
\[
- \cosh^2(s) \frac{d^2 X}{ds^2} - \sinh(s) \cosh(s) \frac{dX}{ds} + 2 \cosh^2(s) X - 3X = \omega^2 X,
\]
and is again equivalent to a Schrödinger equation with a potential of the Scarf I type. The soliton excitation spectrum is determined to take the form

$$\omega_{n}^{\text{sol}} = \sqrt{(n + 2)^2 - 3}, \quad n \in \mathbb{N}. \quad (37)$$

The lowest excitation frequency in the one-soliton sector, the one corresponding to $n = 0$, is seen to be $\omega_{0}^{\text{sol}} = 1$, as expected on general grounds from the spontaneously $SO(2, 1)$ symmetry breaking discussed in Sect. 3.

To one-loop order there are two contributions to the quantum corrections to the soliton mass [6]. The first contribution is due to the mass renormalization and takes the form

$$\Delta M_{A} = -\lambda \int_{-\infty}^{\infty} \cosh(mx)dx \delta \mu^{2}(x) \left[ \phi_{\text{sol}}^{2}(x) - \phi_{0}^{2} \right]$$

$$= \frac{3}{4} m [\ln(N) + \gamma - 1], \quad (38)$$

while the second contribution is the difference in vacuum energy between the trivial and one soliton sectors,

$$\Delta M_{B} = \sum_{i=0}^{N} \frac{1}{2} \omega_{i}^{\text{sol}} - \delta D$$

$$= -\frac{3}{4} m [\ln(N) + \gamma - 1] + \frac{1}{2} m C_{S}. \quad (39)$$

Here Schroeder’s number $C_{S}$ is finite and defined through the sum

$$C_{S} = \sum_{i=0}^{\infty} \left[ \sqrt{(i + 2)^2 - 3} - (i + 2) + \frac{3}{2} \frac{1}{i + 2} \right]$$

$$\approx -0.3485. \quad (40)$$

The logarithmically divergent parts of the two contributions $\Delta M_{A}$ and $\Delta M_{B}$ cancel against each other. The finite, physical mass of the soliton including its one-loop quantum corrections is thus

$$M_{\text{sol}} = M_{\text{clas}} + M_{A} + M_{B} = \frac{3\pi m^{3}}{16 \lambda^{2}} + \frac{1}{2} m C_{S}$$

$$= \frac{\mu^{2} m}{\lambda} \left[ \frac{3\pi}{8} + \frac{1}{2} C_{S} \left( \frac{\lambda \hbar}{\mu^{2}} \right) + \cdots \right]. \quad (41)$$

This result is valid for small values of $\lambda$ and $\alpha = 1$.

8. Discussion

A zero mode is generically obtained in the excitation spectrum of solitons in Minkowski space due to the spontaneously broken translation symmetry. In Anti-de-Sitter space, the corresponding spontaneously broken symmetry generator gives generically rise to a mode with $\omega = m$. The supersymmetric and shape invariant quantum mechanical models encountered in relation to the excitation spectra in the model are equivalent by a coordinate transformation to the Scarf I potentials [8]. The soliton solution in Anti-de Sitter space was obtained as a static solution to the second order Euler-Lagrange equation of motion. Due to the explicit coordinate dependence of the Hamiltonian density it is not possible to derive a BPS bound and a first order BPS equation as is done in Minkowski space. The interpretation of the mass of the soliton in Anti-de Sitter space as a topological charge seems unclear.
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