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Abstract—Although network functions virtualization and software-defined networking offer many dynamic features, such as flexibility, scalability, and programmability for easy provisioning of services at a lesser cost and time through service function chaining, it introduces new challenges in terms of reliability, availability, and latency of services. Particularly, softwarization of network and service functions (e.g., virtualization, anything as a service, dynamic virtual chaining, and routing) impose high possibility of network failures due to software issues than hardware. In this letter, we propose a novel solution called eRESERV to enhance the reliability of service chains in 5G while meeting the service level agreements.
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I. INTRODUCTION

SOFTWAREIZATION in 5G networks to support services such as enhanced mobile broadband and ultra-reliable low-latency communications has revolutionized the networking industry. It is expected that 5G networks will meet the stringent requirements of communication services and business models of 2020 and beyond [1]. Network Functions Virtualization (NFV) and Software-Defined Networking (SDN) are considered as the key technology enablers for softwarization in 5G networks [2].

NFV allows network functions (or middleboxes) to run as software modules on commercial-off-the-shelf servers rather than running on specialized hardware appliances. These virtualized software modules are called as Virtual Network Functions (VNFs). NFV leverages virtualization, cloud computing, and SDN technologies to provide anything as a service (e.g., core network as a service, security as a service, etc.) dynamically over the network, and reduces capital expenditures and operational expenditures.

Traditionally, network/communication services are provided through one or more network functions to deliver an end-to-end (e2e) service. Service Function Chaining (SFC) or simply service chain involves instantiation of an ordered list of network/service functions (e.g., firewall, IDS, and proxy), and connecting them together as a chain of network functions to provide the e2e services [3]. NFV facilitates easy provisioning of services by dynamically placing VNFs in the virtual environment and chaining them together as an SFC. As a 5G network aims at providing services to diverse industry verticals, tens to hundreds of VNFs are placed on a set of servers and chained to create multiple SFCs.

Although NFV and SDN provide many benefits in terms of cost reduction and flexible management of resources to dynamically provide diverse services, they create avenues for reliability, availability, and latency related issues as they are prone to software failures. Particularly, softwarization of network and service functions impose high possibility of network failures due to software issues than hardware. For instance, failure of a VNF or a virtual link in an SFC will bring down the entire chain and disrupt the service which may result in customer dissatisfaction and revenue loss. Failures may happen both at the substrate network and virtual network, but the frequency of failures at virtual network is higher than substrate networks [4]. Generally, failures in virtual network may happen due to software bugs, API failures, incorrect specifications, network design flaws, improper testings, and network operator errors.

Another important aspect of NFV is meeting Service Level Agreements (SLAs) in terms of delay and resources of all services. A common approach to achieve higher reliability and meeting delay constraints is by placing redundant network elements (also called as backup) [5]–[7]. However, placing redundant network elements are expensive and ineffective in terms of effective utilization of available resources.

Therefore, in this letter, we propose a novel solution dubbed enhancing RELiability of SERVice chain (eRESERV), which enhances the reliability of an SFC while meeting the delay constraints of the SFC. The proposed solution also minimizes the resource requirement of an SFC to achieve higher reliability without compromising the delay constraints. By extensive simulations we show the effectiveness of the proposed solution in terms of reliability, expected response time, and resource requirement when compared to traditional backup settings. We further analyze our solution using queuing theory by modeling an SFC as M/M/1 and M/M/m tandem network of queues.

II. NETWORK MODEL

We represent the physical/substrate network as a graph $G_p = (N, L)$, where $N$ represents the set of physical nodes and $L$ represents the set of physical links. Physical resources are virtualized to create virtual networks and controlled with the help of hypervisor (or virtual machine manager) and SDN controller. SFCs are created at the virtual network in the cloud data center to provide service for various network service requests. We represent the virtual network as a graph
$G_v = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ represents a set of VNFs (e.g., load balancer, firewall, intrusion detection system, proxy, mobility management entity, serving/packet gateway, home subscriber server, etc.) and $\mathcal{E}$ represents a set of virtual links in the system. VNFs are hosted on the physical servers and virtual links are created to interconnect VNFs and carry virtual network traffic over the physical links. The physical and virtual network resources together form NFV Infrastructure (NFVI), which is managed and controlled by Virtual Infrastructure Manager (VIM) along with SDN.

We assume that service providers offer a finite set of services using SFCs. Let the set of all SFCs provided by a service provider be denoted by $S$. Each SFC $s \in S$ provides a particular service and is represented as an acyclic directed graph $G_s = (\mathcal{V}_s, \mathcal{E}_s)$, where $\mathcal{V}_s$ and $\mathcal{E}_s$ represent the set of VNFs in sequential order and the set of links that interconnect these VNFs, respectively. For example, consider a Web service request $s$, where the set of VNFs $\mathcal{V}_s$ required to cater the service $s$ in an order are firewall, intrusion detection system, and proxy. As each SFC provides a particular service, we use terms SFC and service interchangeably.

In this letter, we consider that any service request $s \in S$ has a latency requirement denoted by $\Psi_s$, and is considered to have an arrival rate $\lambda_s$ which follows Poisson distribution. Each VNF $v \in \mathcal{V}$ is considered to have a processing rate of $\mu_v$ and follows an exponential distribution with corresponding response (both waiting and processing) time $\psi_v$.

Now our aim is to design an SFC to provide service for a service request such that the SFC offers high reliability, meets the delay constraint $\Psi_s$, and request is satisfied with the minimal resources. In this letter, we consider number of virtual cores (directly relates to $\mu_v$) assigned to all VNFs in $\mathcal{V}_s$ to process the traffic of requested service as the resources.

III. ENHANCING RELIABILITY OF AN SFC

Consider an SFC $s$ as shown in Fig. 1, which requires four VNFs, i.e., $|\mathcal{V}_s| = 4$ and has arrival rate $\lambda_s$. If an SFC $s$ provides a service for a service request which has delay constraint of $\Psi_s$, then $\sum_{v \in \mathcal{V}_s} \psi_v \leq \Psi_s$. The resource requirement of $s$ is $\gamma_s = \sum_{v \in \mathcal{V}_s} \gamma_v$, where $\gamma_v$ is the resource requirement of a VNF $v \in \mathcal{V}_s$. If each VNF $v \in \mathcal{V}_s$ is reliable with a probability $p_v$, then the reliability $r_s$ can be calculated as,

$$r_s = \prod_{v \in \mathcal{V}_s} p_v \quad (1)$$

Now consider a backup setting where each VNF is provided with a dedicated $b$ number of backups. Fig. 2 shows one example where each VNF is provided with one backup. Now, reliability $p_v(b)$ of each VNF $v \in \mathcal{V}_s$ can be calculated as,

$$p_v(b) = 1 - (1 - p_v)^b \times (1 - p_v) = 1 - (1 - p_v)^{b+1} \quad (2)$$

Now, by substituting above equation in Equation (1), the new reliability of the SFC is,

$$r_s(b) = \prod_{v \in \mathcal{V}_s} p_v(b) = \prod_{v \in \mathcal{V}_s} (1 - (1 - p_v)^{b+1}) \quad (3)$$

Clearly, $r_s(b) > r_s \forall b \geq 1$. However, the number of resources now required for the SFC $s$ will be

$$\gamma_s = (b + 1) \times \sum_{v \in \mathcal{V}_s} \gamma_v \quad (4)$$

Although assigning redundant backup resources increases the reliability of service chains, this approach is inefficient with respect to efficient utilization of resources. The redundant backup resources are idle until a failure happens in the primary nodes or links. Also, since failure may happen randomly at any point of time, assigned redundant backup resources cannot be used for any other purposes. In this letter, we propose a novel solution called eRESERV which enhances the reliability of service chains with less additional resources rather than assigning redundant backup resources.

Here, instead of providing additional backups to VNFs in an SFC, in this letter, we propose to divide an SFC into multiple subchains of SFC with lower capacity VNFs to increase the reliability.

**Theorem 1:** Dividing an SFC into subchains of SFC with lesser capacity will increase the reliability of the system.

**Proof:** Consider an SFC $s$ with arrival rate $\lambda_s$ is divided into $l$ subchains with each VNF $v \in \mathcal{V}_s$ having processing rate of $\frac{\mu_v}{l}$ and each subchain having an arrival rate of $\frac{\lambda_s}{l}$ as shown in Fig. 3. As the reduced capacity/processing rate VNFs are performing the same software functionality as that of original VNF, the reliability of each VNF is still $p_v$. Let each subchain of $s$ be represented by $\{\bar{s}_1, \bar{s}_2, \ldots, \bar{s}_l\}$. Now, the reliability $r_{\bar{s}_i}$ of each subchain $\bar{s}_i$ can be calculated as,

$$r_{\bar{s}_i} = \prod_{v \in \mathcal{V}_{\bar{s}_i}} p_v \quad \forall i \in [1, l] \quad (5)$$

However, for the system to be reliable, at least one of the subchains must be active. Therefore, reliability of the system $r_s$ can now be calculated as,

$$r_s = 1 - \prod_{i=1}^{l} (1 - r_{\bar{s}_i}) = 1 - \prod_{i=1}^{l} (1 - \prod_{v \in \mathcal{V}_{\bar{s}_i}} p_v) = 1 - (1 - \prod_{v \in \mathcal{V}_{\bar{s}_i}} p_v)^l \quad (6)$$

Differentiating the above equation with respect to $l$, we get

$$\frac{dr_s}{dl} = - (1 - \prod_{v \in \mathcal{V}_{\bar{s}_i}} p_v)^l \times \log(1 - \prod_{v \in \mathcal{V}_{\bar{s}_i}} p_v) > 0 \quad (7)$$

Fig. 1. An ordered sequence of VNFs in an SFC.

Fig. 2. An SFC with single dedicated backup.
As \( r_s \) is an increasing function with respect to \( l \) and there do not exist any extreme points for all \( l \in \mathbb{N} \), we can say that \( r_s \) increases with increase in \( l \).

Discussion:
1) Although reliability of an SFC increases with increase in \( l \), the reliability of this system is lesser than the backup setting.
2) However, the number of resources now required for an SFC will not increase, i.e., \( \gamma_s = \sum_{i=1}^{l} \sum_{v \in V_s} \gamma_v = \sum_{v \in V_s} \gamma_v \).

A. Analysing Delay

From Theorem 1, it is clear that, if an SFC is divided into multiple subchains, the reliability of the system increases. However, the new system with subchains must also meet the latency requirement \( \Psi_s \) of the SFC. To understand the effect of subchaining of an SFC on latency, we model subchain of the SFC as a tandem of M/M/1 queuing network. By Burke’s theorem [8], the arrival rates for all M/M/1 queues in the tandem of M/M/1 queuing network are same (refer Fig. 3).

Here, we model every VNF in a chain/subchain as an M/M/1 queue. The expected response time of a VNF \( v \) can be calculated as,

\[
\mathbb{E}[R]_v = \frac{1}{\mu_v - \lambda_v} \tag{8}
\]

where, \( \lambda_v \) is the arrival rate to the VNF \( v \).

Consider an SFC \( s \) with \( |V_s| \) number of VNFs. By Burke’s theorem, \( \lambda_v = \lambda_s \forall v \in V_s \). The expected response time \( \mathbb{E}_s[R] \) of the SFC can be calculated as,

\[
\mathbb{E}_s[R] = \sum_{v \in V_s} \mathbb{E}[R]_v = \sum_{v \in V_s} \frac{1}{\mu_v - \lambda_s} \tag{9}
\]

Now, consider an SFC which is divided into \( l \) subchains. As every packet traverses one of the subchains, say \( s \), the expected response time of the SFC can be calculated as,

\[
\mathbb{E}^{M/M/1}_s[R] = \sum_{v \in V_s} \frac{1}{\mu_v - \lambda_s} = \sum_{v \in V_s} \frac{l}{\mu_v - \lambda_s} \tag{10}
\]

Clearly, Equation (10) is \( l \) times of Equation (9), showing that the response time of an SFC with subchains increases linearly when compared to original SFC without subchains.

B. Identifying Number of Subchains

As every SFC \( s \) has the delay constraint of \( \Psi_s \), the delay incurred in an SFC with subchains should not exceed \( \Psi_s \). Therefore,

\[
\sum_{v \in V_s} \frac{l}{\mu_v - \lambda_s} \leq \Psi_s \implies l \leq \frac{\Psi_s}{\sum_{v \in V_s} \frac{1}{\mu_v - \lambda_s}} \tag{11}
\]

C. Decreasing Response Time

In the previous subsection, we saw that the expected response time is linearly increasing with the number of subchains \( l \). In this subsection we propose an alternate way to improve the response time. Here, we propose to have a common scheduler for every VNF as shown in Fig. 4 instead of having an individual scheduler for each VNF as in Fig. 3. Now, the new system can be modeled as an M/M/m queuing system. Now, if a VNF is divided into \( l \) smaller VNFs, then the expected response time of a VNF \( v \) can be calculated as,

\[
\mathbb{E}^{M/M/m}_v[R] = \frac{l}{\mu_v} \times \left( 1 + \frac{\theta}{l(1 - \frac{\lambda_v}{\mu_v})} \right) \tag{12}
\]

where, \( \theta = \frac{(\frac{\lambda_v}{\mu_v})^l}{l!(1 - \frac{\lambda_v}{\mu_v})} \times \frac{1}{1 + (\frac{\lambda_v}{\mu_v})^l + \sum_{i=1}^{l-1} (\frac{\lambda_v}{\mu_v})^l} \)

Now, the expected response time of an SFC \( s \) modeled as a tandem of M/M/m system can be calculated as,

\[
\mathbb{E}^{M/M/m}_s[R] = \sum_{v \in V_s} \frac{l}{\mu_v} \times \left( 1 + \frac{\theta}{l(1 - \frac{\lambda_v}{\mu_v})} \right) \tag{13}
\]

D. Analyzing Reliability and Estimating \( l \)

Here, the system will be active if any one of the smaller VNFs is active at every VNF of an original SFC. Therefore, the reliability \( r^{M/M/m}_s[l] \) of the new M/M/m system is given by,

\[
r^{M/M/m}_s[l] = \prod_{i=1}^{|V_s|} (1 - (1 - p_v)^l) \tag{14}
\]

As \( \mathbb{E}^{M/M/m}_s[R] \leq \Psi_s \) and \( l \in \mathbb{N} \), \( l \) can be calculated as,

\[
l = \arg \min_{\psi > \mathbb{E}^{M/M/m}_s[R]} (\psi - \mathbb{E}^{M/M/m}_s[R]) \tag{15}
\]

M/M/1 setting would be preferred in resource constrained systems and environments, and it reduces the migration delay as well when compared to M/M/m setting. Algorithm 1 gives the framework to identify the number of subchains in M/M/1 and M/M/m setting. If the preferred setting is M/M/1, then the number of subchains can be calculated in \( O(1) \) time. If the maximum number of subchains that can be made is \( l_{max} \), then the number of subchains in M/M/m setting can be calculated in \( O(\log(l_{max})) \) time using binary search.
Algorithm 1 eRESERV Solution

Input \((\lambda_s, V_s, \mu_v \forall v \in V_s, \Psi_s)\)
Output The number of subchains \(l\) that can be created without violating \(\Psi_s\)

1: if M/M/1 setting then
2: Calculate \(l\) using Equation (11)
3: else if M/M/m setting then
4: Calculate \(l\) using Equation (15)
5: end if

IV. PERFORMANCE ANALYSIS

In this section, we evaluate the performance of our proposed solution methods presented in the previous section. Simulation parameters considered in our simulation are shown in Table I. Simulation results are obtained using discrete-event simulator MATLAB Simulink. We compare our proposed eRESERV M/M/1 and M/M/m settings with i) single SFC chain (SC) setting where there is one service chain for every service and ii) backup (SCB) setting where there is a dedicated backup for every VNF in an SFC. We compare our results in terms of reliability, expected response time, and number of resources required for an SFC. Note that, in the proposed M/M/1 and M/M/m settings, we first identify the number of subchains that can be created and then measure the performance metrics.

Fig. 5a shows the effect of number of subchains created on the reliability. In SC setting, the reliability is always constant, however in SCB the reliability increases with increase in the number of backups. In any case, the reliability in eRESERV settings increases with increase in number of subchains (hence the title, “the more the merrier”). M/M/m setting matches the reliability offered by the SCB setting, but consumes way less resources when compared to SCB setting as shown in Fig. 5b.

Fig. 5c shows the number of subchains created by our proposed algorithm when the number of VNFs is varied in an SFC. As it can be seen, the number of subchains created decreases with an increase in the number of VNFs in an SFC in both the settings. However, the number of subchains created is more in M/M/m setting than in any other settings. This is due to the fact that, the expected response time in M/M/m setting is lesser than in M/M/1 setting when the number of subchains is increased as shown in Fig. 5d.

Fig. 5e shows the effect of number of VNFs on the expected response time. As it can be seen, the proposed settings are able to meet the delay constraint at every instance of time. Although the response time in the proposed settings is higher than in SC and SCB settings, the reliability is the highest in M/M/m setting (with minimum amount of resources) when compared to all other settings as shown in Fig. 5f.

V. CONCLUSION

In this letter, we proposed a novel solution called eRESERV for enhancing the reliability of an SFC in 5G communication services. We first proposed utilization of subchains to enhance the reliability and decrease the amount of resource consumption. We analyzed this setting by modeling a VNF as an M/M/1 queue. Furthermore, to decrease the expected response time, we proposed a common scheduler for every VNF which was modeled as an M/M/m queue. Using queuing theory, we identified the number of subchains that can be created without violating the service delay constraints. By extensive simulations we showed the effectiveness of our proposed settings in terms of reliability, expected response time, and the amount of resources requested.

In this letter, we considered that the substrate network is completely reliable. The placement of the proposed VNFs in an unreliable substrate network is an interesting study which we plan to pursue in our future work.
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