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ABSTRACT
The level of accuracy in predicting is the key in conducting forex trading activities in gaining profits. Some predictions are made only by using historical currency data to be predicted, this makes predictions less accurate because they do not consider external influences. This study examines external factors that can influence the results of predictions, by looking for the relationship between the value of indices such as NTFSE and S & P 500 and the value of commodities such as gold and silver to the prediction process of EUR / USD. Prediction carried out using a deep learning algorithm with the Convolutional Neural Network method uses 4 1-dimensional convolution layers with ReLu activation. The data used is the value of Open, High, Low and Close prices on forex, indices and commodities which are combined into one with the close forex value target for the next 1 days. Testing of EUR / USD test data gets MSE results of 0.00009984. While the results of testing of the combined test data between EUR / USD, indices and commodities producing MSE vary between 0.0000589 to 0.000137 where the best combination is a combination of FTSE 100 and Natural Gas values.

So, it can be concluded that other factors included in predicting have an influence on the results obtained.
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1. INTRODUCTION
A currency market is a market that has a significant effect on world financial flows, this is because the currency market is a place where people sell to buy the value of a currency against other currencies in the world [1]. The market is also the most active financial market, because the number of transactions is very large with continuous operations and trading starts from 22:00 to 17:00 GMT Sunday to 22:00 GMT Friday (New York) [2]. The size of a currency market is up to thirty times the turnover of the stock market owned by the United States where there is approximately 3 trillion dollars in flow of funds every day [3]. Activities in buying and selling currencies are often also called forex trading. The movement of currency exchange rates in general is very difficult to predict the direction of its speed. Not a few people who buy and sell foreign currency and benefit from the transaction [4]. Moving on in the business of buying and selling currencies has a considerable opportunity to make a profit, but the losses that can be obtained are also no less great if the decisions taken in buying and selling are not carefully considered.

The level of accuracy in predicting is key in conducting forex trading activities [5]. Some predictions are made only by using historical currency data to be predicted, this makes predictions less accurate because they do not consider external influences [6]. The method approach in predicting currency
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exchange rate movements is two ways, namely using fundamental analysis and technical analysis [7]. The Random Walk concludes that the movement of a price cannot be predicted accurately using historical value [8]. However, advances in artificial intelligence and the growth of available data have made it possible to estimate price movement behavior with better performance than random processes [9, 10]. Therefore this research is conducted by using technical analysis by examining external factors that can influence the outcome of predictions, by looking for the linkages between stock values such as NTFSE and S & P 500 and commodity values such as gold and silver towards the EUR / USD prediction process using deep learning algorithms with CNN method [11].

In previous studies, it has shown the performance of CNN applied to predictions of forex movements, namely against the EUR / USD, GBP / USD and USD / JPY pairs. The method used is CNN with 2-dimensional convolution using the LeNet-5 architecture. The data that becomes the input is the result of the transformation of the price taking every hour for 24 days, so that the matrix is 24x24. In this study using adagard as the optimization method. The results obtained from predicting one day ahead in the study produced MSE of 0.000162 [2]. The Random Walk concludes that the movement of a price cannot be predicted accurately using historical value [8]. There is research conducted by predicting USD / CHF with backpropagation neural network design which results in a trend improvement accuracy of 74%, the study uses USD / CHF data as training data and input data. The method used is backpropagation using a combination of 4 input neurons, 3 hidden layers with the number of neurons (8: 4: 2) and output that is the direction of trend change described using 1 output neuron [1]. However, advances in artificial intelligence and the growth of available data have made it possible to estimate price movement behavior with better performance than random processes [9]. Deep Learning began to be used both CNN and LSTM for the sake of predictions, comparisons have been made between MLP, CNN and RNN with CNN results having a higher level of accuracy than other methods [7]. All deep learning methods in the study have better results compared to methods that are not deep learning, because deep learning can take more features in the learning process. As has been done for the prediction of the S & P 500 joint stock index with an accuracy of 62% [7]. Prediction is a unique material to study because its movements are so unpredictable, therefore factors that can influence the rate of predictions are included. Including other currency pairs to predict a currency using backpropagation can affect the prediction results, namely the prediction of EUR / GBP by presenting GBP / USD as a factor and the backpropagation method used [12]. Using the deep learning method using CNN has also been done on the prediction of USD / GBP by presenting external factors, namely oil and gold values and proven to influence predictive accuracy. The prediction is done by using the CNN method by using 4 hidden layers [13].

After doing some literature studies it has been found that making predictions by paying attention to the factors that influence will produce more precise predictive values and the problem is predicting without any factor included will be less accurate than predicting with external factor. Thus, this research will be carried out by considering the factors that influence the movement of the exchange rate of EUR / USD by combining several values of stocks, forex and commodity using the deep learning method. Adam’s method will be used to optimize gradient descent in the learning process, because the Adam optimization method is a good optimization method and is suitable for use in machine learning optimization [14].

2. PROPOSED METHOD

CNN is an interesting technique for high-dimensional data, such as images and time series data. CNN has been widely applied for feature selection and prediction of price movements [15]. In the convolutional neural network, not all hidden neurons are connected to each other [16, 17]. The training process and testing carried out in this study used the CNN method. The hyperparameter used is 4 layers, and both of them are 1-dimensional convolutions.

The proposed method can be seen in Figure 1. The first hidden layer is conv1D with a kernel size of 5 x 1 and 24 filters. The output of the first hidden layer is 16 x 1 x 24. The second hidden layer is conv1D with a kernel size of 5 x 1 and 48 number of filters. The output of the second hidden layer is 12 x 1 x 48. The third hidden layer is conv1D with a kernel size of 5x1 and 48 number of filters. The output of the third hidden layer is 8 x 1 x 48. The last hidden layer is the fourth hidden layer is conv1D with a kernel size of 5 x 1 and 24 number of filters. The output of the fourth hidden layer is 6 x 1 x 24.

The last layer is the output layer. At the output layer there is one 1 x 1 matrix with 12 filters. At the output layer the ReLU activation function is applied.
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3. RESEARCH METHOD

The method used in this study is to use a deep learning algorithm with the CNN method. Open High Low Close (OHLC) values are used to make predictions. The research method is to combine the EUR / USD OHLC price movement values with the OHLC stock price and commodities to produce a prediction of EUR / USD values at \( t + 1 \), can be seen in Figure 2. In the first step eur-usd data, indices and commodity taken. After the data is collected, the preprocessing is done on each data, the preprocessing that is done includes the disposal of dirty data, normalization and removal of unnecessary attributes such as the volume contained in each data. After preprocessing is complete, the three data are combined into one. The training process is carried out using the CNN method. Besides the CNN method can be used for processing data in the form of images can also be used for data in the form of datasets, the dataset used will be taken as many as 20 days. The combination of OHLC between EUR / USD, stocks and commodities will produce 12 values.

![Figure 1. Proposed CNN method](image1)

![Figure 2. Research method](image2)

3.1. Preprocessing

Preprocessing in this study is used to equalize all data values from each price data. Preprocessing is done with each data using (1).
\[ \text{normalized} \left( x \right) = \frac{x - \text{minValue}}{\text{maxValue} - \text{minValue}} \]  

Where:
- \( x \) = Value to be normalized
- \( \text{minValue} \) = Lowest value
- \( \text{maxValue} \) = Highest value

3.2. Data Input

Data input is formed from the merger of three prices, namely forex prices, indices and commodities, where each has an open, high, low and close (OHLC) value. Segmentation is done not too long to avoid the problem of lack of memory storage during the training process [18]. In Figure 3 is an example of the input data formed after the merger, the data is sorted by OHLC forex and OHLC indices and OHLC commodities. After the merging process is complete then one training data and one test data are made into 20 working days.

![Figure 3. Examples of segmentation of EUR/USD, GOLD and FTSE 100 as input data](image)

3.3. Evaluation

The evaluation results will be measured by calculating the Mean Squared Error (MSE) [19] on each test. The MSE formula can be seen in (2).

\[ \text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2 \]  

Evaluation will be carried out using as much as 20% of all data, namely data from 2016 to 2018. Evaluation is done by testing the model that has been made by measuring the MSE value of each test data tested and compared with the MSE value of prediction testing results regardless of indices and commodities [20].

4. RESULTS AND DISCUSSION

4.1. Data Description

The data used in this study was taken from www.investing.com. Data is taken directly by downloading and data in the form of CSV. Data was taken from January 2000 to October 2018. Forex data taken is EUR-USD, data for indices taken are DAX, Dow, FTSE 100, Nasdaq and S & P 500, while data for commodities taken are Brent oil, copper, gold, natural gas and silver. The data obtained contains the values of date, close, open, high, low, vol and change. Because the data needed is only date, close, open, high and low, vol and change are not included or deleted from the dataset.

Data to be used must be pairs between forex, commodities and indices. So that data selection must be done by removing data that does not have a partner on a certain date. There are several days in some data that do not have value so cleaning must be done by deleting the partner data. For example, on May 10, 2017 the data of euro-usd and dax has a value, while for silver at that time it has no value, then the data on May 10, 2017 is deleted. The results of cleaning result only from January 2007 to October 2018, the data can be used and paired together. The data obtained is divided into two, namely for test data and training data with a ratio of 80% for training data and 20% for test data.
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4.2. Experimental Setup

Experiment is done using the python programming language as a data processing tool. The first thing to do is determine the combination of forex, indices and commodities. In Table 1 is a combination of all possibilities and formed 25 pairs of factors that are ready for training and testing.

The following are eur-usd, gold and FTSE 100 data from the results of retrieval from www.investing.com that have not been merged. Each data has a date, price, open, high, low and Change% columns. For data commodities and indices there is a Volume column. In Table 2 is an example of historical data eur-usd which is still not entering the merging stage, there are still some unnecessary attributes such as Change%.

| No | Forex | Commodity | Indices |
|----|-------|-----------|---------|
| 1  | EUR-USD | Copper | DAX |
| 2  | EUR-USD | Copper | DOW |
| 3  | EUR-USD | Copper | FTSE 100 |
| 4  | EUR-USD | Copper | NASDAQ |
| 5  | EUR-USD | Copper | S&P 500 |
| 6  | EUR-USD | Natural Gas | DAX |
| 7  | EUR-USD | Natural Gas | DOW |
| 8  | EUR-USD | Natural Gas | FTSE 100 |
| 9  | EUR-USD | Natural Gas | NASDAQ |
| 10 | EUR-USD | Natural Gas | S&P 500 |
| 11 | EUR-USD | Gold | DAX |
| 12 | EUR-USD | Gold | DOW |
| 13 | EUR-USD | Gold | FTSE 100 |
| 14 | EUR-USD | Gold | NASDAQ |
| 15 | EUR-USD | Gold | S&P 500 |
| 16 | EUR-USD | Oil | DAX |
| 17 | EUR-USD | Oil | DOW |
| 18 | EUR-USD | Oil | FTSE 100 |
| 19 | EUR-USD | Oil | NASDAQ |
| 20 | EUR-USD | Oil | S&P 500 |
| 21 | EUR-USD | Silver | DAX |
| 22 | EUR-USD | Silver | DOW |
| 23 | EUR-USD | Silver | FTSE 100 |
| 24 | EUR-USD | Silver | NASDAQ |
| 25 | EUR-USD | Silver | S&P 500 |

In Table 3 is an example of historical data for commodities that are still not entering the merger stage, there are still some unnecessary attributes such as Change% and Volume. In Table 4 is an example of historical data for indices that are still not entering the merging stage, there are still some unnecessary attributes such as Change% and Volume.

| Date     | Price  | Open  | High  | Low   | Vol.     | Change % |
|----------|--------|-------|-------|-------|----------|----------|
| 4-Oct-18 | 1201.6 | 1201.4 | 1210.7 | 1199.6 | 290.84K  | -0.11%   |
| 3-Oct-18 | 1202.9 | 1207.0 | 1212.3 | 1200.4 | 255.07K  | -0.34%   |
| 2-Oct-18 | 1207.0 | 1192.7 | 1212.3 | 1192.2 | 365.32K  | 1.28%    |
| 1-Oct-18 | 1191.7 | 1196.1 | 1196.5 | 1188.1 | 220.51K  | 0.02%    |
| 28-Sep-18| 1191.5 | 1181.7 | 1191.9 | 1180.0 | 307.82K  | 0.78%    |
| 27-Sep-18| 1182.3 | 1194.6 | 1197.3 | 1180.5 | 351.05K  | -1.35%   |

| Date     | Price  | Open  | High  | Low   | Vol.     | Change % |
|----------|--------|-------|-------|-------|----------|----------|
| 4-Oct-18 | 7418.34| 7510.28| 7510.28| 7411.31| 826.76M  | -1.22%   |
| 3-Oct-18 | 7510.28| 7474.55| 7524.06| 7474.55| 849.12M  | 0.48%    |
| 2-Oct-18 | 7474.55| 7495.67| 7495.67| 7444.8 | 843.12M  | -0.28%   |
| 1-Oct-18 | 7495.67| 7510.2 | 7526.2 | 7466.67| 746.18M  | -0.19%   |
| 28-Sep-18| 7510.2 | 7545.44| 7548.36| 7474.67| 943.92M  | -0.47%   |
| 27-Sep-18| 7545.44| 7511.49| 7552.02| 7490.94| 666.22M  | 0.45%    |
In Table 5 is an example of the merged eurusd-gold-ftse data. Naming is changed to close, open, high, low for eurusd data. Close, Open, High, Low for commodity data and iClose, iOpen, iHigh, iLow for data indices. While the date column is changed to the timestamp format. As the target or value that will be predicted is the value close from eur-usd.

The prediction process is done through the training phase through the CNN process with 500 epochs. The weight obtained is stored every epoch on the storage media so that weights can be used for testing.

| Close  | Open  | High  | Low   | cClose | cOpen | cHigh | cLow   | iClose | iOpen  | iHigh  | iLow  | Timestamp     |
|--------|-------|-------|-------|--------|-------|-------|--------|--------|-------|--------|-------|---------------|
| 1.3085 | 1.3167| 1.3182| 1.3074| 623.9  | 624.3| 624.5 | 624.5  | 6287   | 6319  | 6319  | 6261 | 1167843600   |
| 1.3003 | 1.3085| 1.3106| 1.298 | 604.9  | 623.7| 623.7 | 617.3  | 6220.1 | 6287  | 6287  | 6220.1 | 1167930000  |
| 1.302  | 1.3013| 1.3037| 1.2973| 607.5  | 607.5| 607.5 | 607.5  | 6194.2 | 6220.1| 6246  | 6187 | 1168189200  |
| 1.2997 | 1.3023| 1.3054| 1.2985| 613.1  | 607  | 607  | 607    | 6196.1 | 6194.2| 6218.5| 6190.4| 1168275600  |
| 1.2934 | 1.3002| 1.308 | 1.2931| 611.6  | 611.6| 611.6 | 611.6  | 6160.7 | 6196.1| 6161  | 6142 | 1168362000  |
| 1.2893 | 1.2937| 1.3016| 1.2881| 612.4  | 612.4| 612.4 | 612.4  | 6230.1 | 6160.7| 6233  | 6130.2| 1168448400  |
| 1.2917 | 1.2891| 1.2946| 1.2866| 625.5  | 616.2| 616.2 | 616.2  | 6239   | 6230.1| 6247.6| 6204.3| 1168534800  |

4.2. Result

Testing is done by using 20% of the data that has been obtained, namely data from 2016 to 2018. The target data is the close value of the EUR-USD currency. Following the blue point in Figure 4 is the movement of the value of MSE repairs during the training period. Training is conducted with 500 epochs.

The test results for each combination have varying MSE values. The results obtained are compiled based on factors namely indices and commodities. Can be seen in Table 6 that the results of 25 experiments combining factors against eur-usd produce the best value 0.0000589, which is the incorporation of the Natural gas factor with the FTSE100. While predictions using EUR-USD alone without using the indices and commodities factors get the MSE yield of 0.000099.

![Figure 4. MSE training](image)

| Table 6. Result MSE Combination EUR-USD with Commodities and Indices |
|-----------------------------|----------------|----------------|--------------------|----------------|----------------|---------------|
| Dax  | Dow 30 | FTSE 100 | Nasdaq 100 | S&P 500 |
| Copper | 0.0000887 | 0.0000811 | 0.0000948 | 0.0000974 | 0.0000739 |
| Natural Gas | 0.0000797 | 0.0000641 | 0.0000589 | 0.0000778 | 0.0000824 |
| Gold | 0.000109 | 0.000101 | 0.0000802 | 0.0000775 | 0.0000962 |
| Brent Oil | 0.0000855 | 0.0000686 | 0.000137 | 0.0000848 | 0.000105 |
| Silver | 0.0000824 | 0.0000667 | 0.0000947 | 0.0000728 | 0.0000605 |

In Figure 5 is an example of predictions made from 2016 to 2018 with the factors used namely natural gas and FTSE100. The blue line illustrates the actual movement of EUR-USD, while the red dot is a
prediction produced by the system. The results show that the prediction results can be used as a tool in determining price movements.

In this study also shows that the role of indices and commodities affects the results of predictions. Table 7 shows the results of comparisons obtained from combining index and commodity as factors in input data with results obtained without using other factors in input data.

Table 7. Result Comparison

| Source         | CNN    | Input          | MSE (Testing) |
|----------------|--------|----------------|---------------|
| [2]            | 2D     | EUR/USD        | 0.000162      |
| This Research  | 1D     | EUR/USD        | 0.000099      |
| This Research  | 1D     | Indices        | 0.000058      |
|                |        | Commodities    |               |

5. CONCLUSION AND FEATURE WORK

In this study it can be concluded that the prediction of EUR-USD forex by considering other factors, namely index and commodity values can produce variable MSE values. This can prove other factors besides the currency that will be predicted can affect the value of the prediction itself. In this study the combination of Natural Gas and FTSE 100 can produce a best MSE value of 0.000058, when compared to other combinations and predictions without including other factors which are equal to 0.000162 and 0.000099. Thus predictions using this method can improve the value of verification in predicting and increasing accuracy in predicting. CNN with 1-dimensional convolution still produces less accurate predictive values. There are still many shortcomings in research, especially on the CNN architecture, such as using 2 or 3-dimensional convolution and presenting optimization in the selection of features to produce predictions to be more precise.
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