Identifying novel β-lactamase substrate activity through *in silico* prediction of antimicrobial resistance
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Abstract

Diagnosing antimicrobial resistance (AMR) in the clinic is based on empirical evidence and current gold standard laboratory phenotypic methods. Genotypic methods have the potential advantages of being faster and cheaper, and having improved mechanistic resolution over phenotypic methods. We generated and applied rule-based and logistic regression models to predict the AMR phenotype from *Escherichia coli* and *Pseudomonas aeruginosa* multidrug-resistant clinical isolate genomes. By inspecting and evaluating these models, we identified previously unknown β-lactamase substrate activities. In total, 22 unknown β-lactamase substrate activities were experimentally validated using targeted gene expression studies. Our results demonstrate that generating and analysing predictive models can help guide researchers to the mechanisms driving resistance and improve annotation of AMR genes and phenotypic prediction, and suggest that we cannot solely rely on curated knowledge to predict resistance phenotypes.

DATA SUMMARY

All genomic data analysed in this work are available through National Center for Biotechnology Information (NCBI) BioProject PRJNA532924. All conda environments, code and intermediate data files required to generate this analysis are available at: https://github.com/karatsang/rulesbased_logisticregression, https://doi.org/10.5281/zenodo.3988480.

INTRODUCTION

Antimicrobial resistance (AMR) is a global health crisis accelerated by overuse and misuse of antimicrobials. Amongst Gram-negative pathogens, AMR *Escherichia coli* and *Pseudomonas aeruginosa* are of urgent and critical concern. The World Health Organization has reported high resistance to fluoroquinolones and third-generation cephalosporins when treating urinary tract *E. coli* infections, leading to reliance on carbapenems as a last-resort treatment option [1], while the US Centers for Disease Control and Prevention estimates nearly 32600 antibiotic-resistant *P. aeruginosa* infection-related hospitalizations in the USA alone in 2017, to which 2700 deaths were attributed [2].

Currently, the gold standards for diagnosing antibiotic resistance are culture-based phenotypic methods. However, the turnaround time for antibiotic susceptibility tests often surpasses the optimal time for life-threatening infection treatment [3, 4]. Furthermore, phenotypic tests do not reveal the genetic underpinnings of resistance. As such, genotypic methods that exploit high-throughput DNA sequencing technology combined with bioinformatics resources have the potential to be faster and more accurate and informative than the current phenotypic paradigm [5]. There is growing momentum toward whole-genome sequencing of clinical infections, but there is a lag in the development of bioinformatics platforms that can accurately predict phenotypes such as virulence and AMR, which is essential for the full application of rapid pathogen sequencing as a robust diagnostic tool. Most sequencing pipelines rely on an AMR sequence database...
to predict functional AMR genes from DNA sequences [6], of which there are many. For example, the Comprehensive Antibiotic Resistance Database (CARD) is an ontology-driven genomics database used by the Resistance Gene Identifier (RGI) software to predict intrinsic and acquired resistance determinants in genome sequences [7]. The Antibiotic Resistance Gene-ANNOtation database [8] and Pathosystems Resource Integration Center [9] store a similar breadth of resistance determinants to CARD and also use BLAST-based tools for resistome annotations. Antibiotic Resistance Genes Online [8] only catalogues β-lactam and vancomycin resistance determinants, in comparison to ResFinder [10], which primarily annotates acquired resistance genes using BLASTN, while ResFams [11] is a database of protein domain hidden Markov models associated with AMR function.

Despite our dependence upon curated AMR databases for genotype analysis and prediction of phenotype, maintaining and developing AMR databases and tools are challenging due to the ever evolving AMR genetic landscape, inconsistencies in AMR gene nomenclature, sparsity of phenotypic data and lack of funding for biocuration [12, 13]. Without comprehensiveness in phenotypic testing, such as antibiotic susceptibility testing using a broad panel of antibiotics, all of these databases will inherently be missing the full range of a resistance determinant’s substrate specificity. Yet, as β-lactams are the most commonly used antibiotic [14], there is strong motivation in the AMR field to identify the substrate specificity of clinically prevalent β-lactamases [14–20], particularly with regard to β-lactams new to the marketplace. Despite the development of gene-based antibiotic susceptibility testing tools such as the Antibiotic Resistance Platform [21], when novel β-lactamases emerge in clinical settings they are often only characterized using a limited selection of β-lactams, or are assumed to have similar substrate activity to a related β-lactamase. This leads to knowledge gaps in AMR databases for β-lactamase substrate specificity. In the face of missing experimental data, the prediction of novel substrate specificities for known β-lactamases can be performed using statistical modelling and machine learning methods [22–24]. While these statistical models can be used to discover novel genotype–phenotype relationships, they often require large and diverse datasets to be effective. Previous studies have used rule-based and statistical models to predict antibiotic resistance phenotypes from genotypes, but only a few studies provide genotype–phenotype associations [22, 24].

Here we report the in silico prediction of genotype–phenotype associations and substrate specificities for AMR determinants from multidrug-resistant E. coli and P. aeruginosa clinical isolates using two computational approaches (rules-based and logistic regression) based upon CARD’s RGI [7]. The rules-based method uses new software (the Efflux Pump Identifier) to account for overexpressed multi-component efflux pumps as well as hand-curated knowledge encoded by CARD’s Antibiotic Resistance Ontology (ARO). This method helped identify that gaps in CARD’s curated knowledge of β-lactam substrate activity contributed to poor β-lactam resistance phenotype prediction. We then performed logistic regression on the same data, observing higher prediction accuracy across most antibiotic resistance phenotypes. We were then able to experimentally validate the predicted genotype–phenotype relationships (i.e. learned weights) used by logistic regression to identify previously unknown β-lactamase substrate activities.

**RESULTS**

**Bacterial isolates, antibiotic susceptibility testing (AST), and whole-genome sequencing**

In total, 115 E. coli and 102 P. aeruginosa putative multidrug-resistant clinical isolates were obtained from Hamilton Health Sciences hospitals (Hamilton, Ontario, Canada) and submitted for both genome sequencing and AST, i.e. categorized as ‘resistant’ or ‘susceptible’ for 18 antibiotics under Clinical and Laboratory Standards Institute (CLSI) guidelines. Among the isolates, 20 E. coli had no resistance to any of the tested antibiotics and all of the P. aeruginosa strains were resistant to at least 1 drug. Seventy-four E. coli and 101 P. aeruginosa isolates were resistant to 3 or more antibiotics. The antibiotics tested and the full AST results are summarized in [https://github.com/karatsang/rulesbased_logisticregression/tree/v1.0.0/AST](https://github.com/karatsang/rulesbased_logisticregression/tree/v1.0.0/AST). In the E. coli dataset there were 30 unique multilocus sequence types (MLSTs) and 5 isolates with unresolved MLST allele(s). The two most prevalent E. coli MLSTs in the dataset were ST131 and ST1193, which 39 and 10 clinical isolates belonged to, respectively. Notably, ST131 is known to be a major cause of multidrug-resistant E. coli infections in the USA [25] and a globally dominant clone [26] associated with CTX-M β-lactamases, while ST1193 is a newer multidrug-resistant E. coli clonal group (2017–2019) associated with both CTX-M β-lactamases, plasmid-borne TEM-1 and aminoglycoside acetyltransferases (AACs) [27–29]. In the P. aeruginosa dataset there were 59 unique MLSTs (43 known and 16 novel MLSTs) and 3 isolates with unresolved MLST allele(s). The three most prevalent MLSTs,
For our analyses we used the above models and RGI’s Perfect previously uncharacterized sequence variants. Generally unique and contained a large diversity of resistance determinants (Table 1, also see https://git.io/IFh3), with the exceptions being two groups of three P. aeruginosa isolates and five E. coli isolates that had the same predicted resistome, respectively.

In the P. aeruginosa clinical isolate dataset, RGI detected 4 Perfect and 38 Strict, non-efflux, unique resistance genes (protein homologue models) across 34 of CARD’s drug classes, plus 4 unique, non-efflux mutations (protein variant models) known to confer resistance to particular antibiotics (ParE A473V, GyrA T83I, BasR L71R and EF-Tu R234F). In the E. coli dataset, RGI detected 31 Perfect and 59 Strict non-efflux, unique resistance genes (protein homologue models), plus 15 unique, non-efflux mutations or combinations of mutations (protein variant models) known to confer resistance to particular antibiotics (UhpT E350Q; ParC S80I, E84G; EF-Tu R234F; PBP3 D350N, S357N; GlpT E448K; GyrB S464Y; GyrA D87Y, D87G, D87N, S83L; CyaA S352T; PslI V25I; NfsA Y45C). For efflux, in P. aeruginosa there were 2 unique Perfect and 14 Strict and in E. coli were there 11 unique Perfect and 34 Strict protein homologue models representing single-component efflux resistance genes. EPI additionally detected one Perfect or Partial efflux complex with an overexpression mutation (E. coli AcrAB-ToIC with MarR mutation Y137H conferring resistance to ciprofloxacin and tetracycline) in both different E. coli isolates; otherwise, EPI identified six unique Partial efflux pump complexes without an overexpression mutation among the E. coli isolates. In contrast, EPI did not identify any Perfect efflux pump complexes among P. aeruginosa isolates; however, three unique Partial efflux pump complexes with an overexpression mutation were identified in three different clinical isolates (MexEF-OprN with MexS F253L, V73A; MexAB-OprM with MexR R91C; MexAB-OprM with NalC S209R, G71E, A186T). Supplementary information and citations for all variants predicted by RGI/EPI can be found at CARD.

Comparing the above RGI and EPI resistome predictions, phenotypically classified by CARD’s ARO, to the laboratory ASTs, we observed instances of true-positive, true-negative, false-positive and false-negative predictions of AMR phenotype for both E. coli and P. aeruginosa (Figs 1 and 2).

No antibiotic resistance phenotypes were predicted with 100% accuracy (defined as the percentage of correctly classified phenotypes). Most of the penicillin and cephalosporin (amoxicillin/clavulanic acid, piperacillin/tazobactam, cefazolin, ceftriaxone, cefadiazime, cefixime and meropenem) resistance phenotype predictions resulted in false negatives for both E. coli and P. aeruginosa (i.e. we failed to predict the observed resistance based on genome sequence). In particular, the prediction of both cefazolin and cefixime resistance phenotypes was less than 2% accurate in the P. aeruginosa dataset and less than 57% accurate in the E. coli dataset. In addition, for E. coli the rules-based algorithm failed to predict any of the observed cefazolin and cefixime resistance based on genome sequence (i.e. not a single true-positive result was obtained).
Table 1. The prevalence of Perfect and Strict resistance determinants detected by the Resistance Gene Identifier, organized by the Antibiotic Resistance Ontology (ARO) drug class designations. Columns show the number and percentage of sampled isolates with at least one AMR determinant associated with resistance to each drug class, broken down as harbouring efflux or non-efflux determinants, or both. For example, 98% of all *P. aeruginosa* isolates had at least one resistance gene for rifamycin resistance, with 99 isolates predicted to have only efflux gene(s) conferring resistance to rifamycin and a single isolate predicted to have only a non-efflux determinant of rifamycin resistance. The total number of *E. coli* and *P. aeruginosa* isolates is 115 and 102, respectively.

| ARO drug class                  | No. of *E. coli* isolates (non-efflux+efflux+both) | % of *E. coli* isolates | No. of *P. aeruginosa* isolates (non-efflux+efflux+both) | % of *P. aeruginosa* isolates |
|--------------------------------|--------------------------------------------------|------------------------|--------------------------------------------------------|-----------------------------|
| Acridine dye                   | 0+115+0                                          | 100.0%                 | 0+102+0                                               | 100.0%                      |
| Aminoglycoside antibiotic      | 0+114+1                                          | 100.0%                 | 0+101+1                                               | 100.0%                      |
| Aminoglycoside antibiotic      | 0+44+71                                          | 100.0%                 | 0+0+102                                               | 100.0%                      |
| Benzalkonium chloride          | 0+115+0                                          | 100.0%                 | 0+1+0                                                 | 1.0%                        |
| Bicyclomycin                   | 0+1+0                                            | 0.9%                   | 0+102+0                                               | 100.0%                      |
| Carbapenem                     | 0+0+115                                          | 100.0%                 | 0+0+102                                               | 100.0%                      |
| Cephalosporin                  | 0+0+115                                          | 100.0%                 | 0+0+102                                               | 100.0%                      |
| Cephamycin                     | 0+0+115                                          | 100.0%                 | 0+101+1                                               | 100.0%                      |
| Iaminopyrimidine antibiotic    | 50+1+3                                           | 47.0%                  | 0+101+1                                               | 100.0%                      |
| Elfaycin antibiotic            | 115+0+0                                          | 100.0%                 | 2+0+0                                                 | 2.0%                        |
| Fluoroquinolone antibiotic     | 0+42+73                                          | 100.0%                 | 0+67+35                                               | 100.0%                      |
| Fosfomycin                     | 0+111+4                                          | 100.0%                 | 102+0+0                                               | 100.0%                      |
| Fusidic acid                   | 0+1+0                                            | 0.9%                   | 0+0+0                                                 | 0.0%                        |
| Glycopeptide antibiotic        | 0+111+4                                          | 3.5%                   | 2+0+0                                                 | 2.0%                        |
| Glycylcycline                  | 0+115+0                                          | 100.0%                 | 0+100+0                                               | 98.0%                       |
| Lincosamide antibiotic         | 4+68+3                                           | 65.2%                  | 3+1+0                                                 | 3.9%                        |
| Macrolide antibiotic           | 0+60+55                                          | 100.0%                 | 0+0+102                                               | 100.0%                      |
| Monobactam                     | 0+0+115                                          | 100.0%                 | 0+0+102                                               | 100.0%                      |
| Mupirocin                      | 0+0+0                                            | 0.0%                   | 1+0+0                                                 | 1.0%                        |
| Nitrofurant antibiotic         | 115+0+0                                          | 100.0%                 | 0+2+0                                                 | 2.0%                        |
| Nitromidazole antibiotic       | 0+115+0                                          | 100.0%                 | 0+0+0                                                 | 0.0%                        |
| Nucleoside antibiotic          | 0+112+3                                          | 100.0%                 | 0+1+0                                                 | 1.0%                        |
| Nybomycin                      | 72+0+0                                           | 62.6%                  | 21+0+0                                                | 20.6%                       |
| Oxaazolidinone antibiotic      | 0+0+0                                            | 0.0%                   | 1+0+0                                                 | 1.0%                        |
| Penem                          | 0+0+115                                          | 100.0%                 | 0+0+102                                               | 100.0%                      |
| Penem                          | 0+65+50                                          | 100.0%                 | 0+99+3                                                | 100.0%                      |
| Peptide antibiotic             | 0+0+115                                          | 100.0%                 | 0+0+0                                                 | 100.0%                      |
| Phenicol antibiotic            | 0+91+24                                          | 100.0%                 | 0+1+101                                               | 100.0%                      |
| Pleuromutilin antibiotic       | 39+0+0                                           | 33.9%                  | 1+0+0                                                 | 1.0%                        |
| Rhodamine                      | 0+115+0                                          | 100.0%                 | 0+1+1                                                 | 1.0%                        |
| Rifamycin antibiotic           | 0+115+0                                          | 100.0%                 | 0+99+1                                                | 98.0%                       |
| Streptogramin antibiotic       | 42+0+0                                           | 36.5%                  | 3+0+0                                                 | 2.9%                        |

Continued
Logistic regression improves AMR phenotype prediction accuracy

A limitation of the rules-based method is that it only uses known and curated information to predict resistance and is thus inherently blind to any unknown AMR genotype–phenotype relationships. To overcome this limitation, we used logistic regression (LR) to independently identify patterns between RGI-predicted AMR determinants and observed AMR phenotypes. For the *E. coli* dataset (*n* = 115) it was possible to train LR classification models, optimized via cross-validation, and test them on a set of withheld isolates for 14 out of 18 antibiotics (Fig. 1). Due to the relative imbalance of resistant versus susceptible isolates for amikacin, ertapenem, meropenem and nitrofurantoin, models trained for these antibiotics required the use of all isolates, preventing the evaluation of model generalizability on a held-out test set. In the *P. aeruginosa* dataset, piperacillin/tazobactam, ceftazidime, meropenem, ciprofloxacin and gentamicin resistance prediction models were trained and tested on separate isolates, while nitrofurantoin and tetracycline required use of ‘dummy’ models (i.e. all isolates were intrinsically resistant) and the remainder of the AMR prediction models were trained on all isolates due to unbalanced sampling of resistant and susceptible isolates (Fig. 2).

We evaluated model performance using test set average precision (i.e. trapezoidal area under the precision–recall curve) and a model was categorized as very precise if the test set average precision was ≥0.85, relative to previous studies. Generally, our models were very precise with our *E. coli* data, with a test set average precision of ≥0.85 for all antibiotics except amoxicillin/clavulanic acid (0.811), piperacillin/tazobactam (0.435) and cefoxitin (0.385). In contrast, the *P. aeruginosa* dataset was particularly problematic for LR, with the majority of resistance phenotypes being either ubiquitous (tetracycline and nitrofurantoin) or the less-frequent phenotype representing fewer than 10% of isolates (10/17 antibiotics; ertapenem was not evaluated for these isolates) (Fig. 2). Only five antibiotics had properly fitted and evaluated models for *P. aeruginosa*: ceftazidime, ciprofloxacin, gentamicin, meropenem and piperacillin/tazobactam. These models had either moderate (ciprofloxacin: ~0.650), poor (ceftazidime, piperacillin/tazobactam: 0.512, 0.403), or extremely poor (meropenem: 0.227, gentamicin C: 0.196) test set average precision.

### Table 1. Continued

| ARO drug class | No. of *E. coli* isolates (non-efflux+efflux+both) | % of *E. coli* isolates | No. of *P. aeruginosa* isolates (non-efflux+efflux+both) | % of *P. aeruginosa* isolates |
|----------------|--------------------------------------------------|------------------------|--------------------------------------------------------|-------------------------------|
| Sulfonamide antibiotic | 67+0+0 | 58.3% | 0+94+8 | 100.0% |
| Sulfone antibiotic | 67+0+0 | 58.3% | 8+0+0 | 7.8% |
| Tetracycline antibiotic | 0+112+3 | 100.0% | 0+99+3 | 100.0% |
| Triclosan | 0+114+1 | 100.0% | 0+102+0 | 100.0% |

**Fig. 1.** True-positive, true-negative, false-positive and false-negative predictions of *E. coli* resistance phenotype using a rules-based (left) and logistic regression (right) method. Antibiotic susceptibility tests used 18 antibiotics organized into their respective drug classes. True positives (dark blue) and true negatives (teal) indicate that the classifier predicted resistance and susceptibility correctly. False positives (orange) indicates classifier prediction of resistant but an AST of susceptible. Similarly, false negatives (yellow) indicates classifier prediction of susceptible but an AST of resistant. The rules-based method uses RGI, EPI and the Antibiotic Resistance Ontology to predict resistance phenotypes. Logistic regression classifiers use RGI-detected AMR determinants to predict resistance phenotypes. Logistic regression models for antibiotics for which <10% of a species’ isolates displayed susceptible or resistant phenotypes could not be properly validated and tested and as such were trained using all the data (indicated by an asterisk).
Overall, using LR reduced problems of false-positive and false-negative prediction of AMR phenotypes (Figs 1 and 2). For *P. aeruginosa* ceftazolin and cefixime resistance phenotypes, where the rules-based approach had very few accurate predictions, LR was able to improve accuracy by 92 and 98%, respectively. Similarly, the rules-based method could not predict any true-positive *E. coli* ceftazolin and cefixime resistance phenotypes, whereas LR improved accuracy by 45 and 41%, respectively. In both *P. aeruginosa* and *E. coli* datasets, LR reduced the number of false positives in most tested antibiotic resistance phenotypes compared to the rules-based method. Even in the antibiotic resistance phenotypes where the number of false positives increased, prediction accuracy still improved, e.g. *P. aeruginosa* piperacillin/tazobactam resistance and *E. coli* tobramycin resistance (Figs 1 and 2).

**LR models predict novel β-lactamase activity**

For every antibiotic resistance phenotype, LR assigns every resistance determinant a weight to estimate its relative contribution to overall resistance. We investigated the five most highly weighted predictors for each antibiotic and pathogen to examine the predicted AMR genotype–phenotype relationships. LR weights that confirmed a known relationship (i.e. supported by the published literature and already curated in CARD) for *E. coli* included CTX-M-15 for cefazidime resistance, *tet(C)* for ticarclycline resistance, *aac(6′)-Ib-cr* for gentamicin and tobramycin resistance, *dftrA17* for trimethoprim/sulfamethoxazole resistance, and *gyrA* for ciprofloxacin resistance (Fig. 3a–j) and for *P. aeruginosa* included *mexD* for amoxicillin/clavulanic acid, ceftriaxone, and cefoxitin resistance, *gyrA* for ciprofloxacin resistance, and *mexB* for amikacin resistance (Fig. 3k–o).

A number of the most highly weighted predictors suggested a previously undocumented substrate specificity for a known β-lactamase, most notably *CMY-2* conferring resistance to amoxicillin/clavulanic acid and ceftazolin, along with CTX-M-15 conferring resistance to cefixime. To independently test these highly weighted associations, we tested the substrate activity of 11 resistance genes predicted in either the *E. coli* isolates (*aac(6′)-Ib-cr, CMY-2, CTX-M-15, CTX-M-3, CTX-M-27, OXA-1, OXA-50, TEM-1 and TEM-30*) or *P. aeruginosa* isolates (PDC-3 and PDC-5) using the Antibiotic Resistance Platform (ARP) [21], concluding clinical resistance based on a ≥2-fold elevation in minimum inhibitory concentration (MIC) compared to control that also passed the CLSI Resistant MIC breakpoint value. In total, 22 previously unknown activities between 7 AMR genes and an antibiotic were experimentally validated as clinically relevant in at least 1 pathogen using the ARP and CLSI breakpoints (Table 2). These included new knowledge for resistance to ampicillin (*CMY-2, CTX-M-3, CTX-M-27, OXA-1 and TEM-30*), amoxicillin/clavulanic acid (*CMY-2, CTX-M-3, CTX-M-27, OXA-1 and TEM-1*), ceftazolin (*CMY-2, CTX-M-3, CTX-M-27 and TEM-1*), cefoxitin (*CMY-2 and CTX-M-3*), ceftazidime (*CMY-2, CTX-M-3 and CTX-M-27*), ertapenem (CTX-M-27) and...
ceftriaxone (CMY-2 and CTX-M-3). However, none of the tested resistance genes explained the observed resistance to meropenem and an additional four genes only confirmed previous knowledge: AAC(6′)-Ib-cr conferring resistance to tobramycin [34], TEM-1 conferring resistance to ampicillin [35], TEM-30 conferring resistance to amoxicillin/clavulanic acid [36] and CTX-M-15 conferring resistance to ceftriaxone (Table S1, available in the online version of this article) [37]. ASTs also invalidated some predictions, e.g. CTX-M-15 conferring clinically relevant resistance towards cefixime and ceftazidime. Notably, while OXA-50 is reported to elevate the MIC towards ampicillin and cefotaxime when cloned into a multicopy plasmid and expressed in *P. aeruginosa*, like others [38], we did not observe any appreciable elevation in MIC compared to control in *E. coli* (data not shown). Overall, LR combined with AST validation provided a wealth of new knowledge on antibiotic specificities for β-lactamases appearing in clinical isolates. Interestingly, incorporation of these results into the rules-based algorithm improved resistance prediction in *E. coli* for cefazolin (75% improvement in true-positive results) and cefixime (31% improvement in true-positive results) (Fig. 4) plus in *P. aeruginosa* for cefixime (34% improvement in true-positive results) and cefoxitin (35% improvement in true-positive results) (Fig. S6), illustrating the sensitivity of rules-based methods to available knowledge. Yet, even with this new knowledge, the rules-based algorithm was still outperformed by the LR approach.

**DISCUSSION**

Fast and accurate prediction of AMR phenotypes from genotypes would improve AMR surveillance, patient outcomes and antibiotic stewardship. Currently, our ability to diagnose bacterial infections is costly and slow, contributing to the misuse and overuse of antibiotics, as well as to poor clinical outcomes. Genotypic approaches using whole-genome sequencing paired with bioinformatics resources have the potential to be a faster and more accurate method. The goal of this study was to identify and elucidate β-lactamase substrate activity, a limiting factor in AMR phenotype prediction, by using two different in silico AMR phenotype prediction algorithms, subsequently validated using targeted gene expression experiments. In the rules-based method, we developed EPI to be used in combination with RGI to better identify overexpressed multi-component efflux pumps, while the LR method only used the resistance determinants predicted by RGI as its
starting point. While naïve about the relative contribution of individual resistance determinants to overall resistance and sensitive to any gaps in knowledge for $\beta$-lactamase activity, the rules-based method nonetheless was able to accurately predict a number of resistance phenotypes when they involved well-characterized resistance determinants that confer resistance surpassing clinical breakpoints, e.g. AAC(6$'\prime$)-Ib-cr for tobramycin. In terms of false-positive predictions using this approach, we hypothesize that CARD contains incorrect genotype–phenotype information,
an environmental factor is altering the expression of a predicted resistance determinant, or that CARD has a knowledge gap regarding repressors. With the first scenario, removal of incorrect curation could decrease instances of false positives, highlighting one of the limitations of human biocuration for AMR phenotype prediction. The second scenario, i.e. adaptive resistance, should not be a concern for our study, since our antibiotic susceptibility tests were standardized and automated, notwithstanding potential inconsistencies affecting gene expression [39]. The third scenario suggests that there are gaps in the literature, as CARD only includes information published in peer-reviewed literature with clear experimental evidence of elevated resistance. Genetic determinants that decrease the expression or change the substrate profile of a resistance determinant, such as mutations within regulatory regions or active sites, would result in false-positive predictions. Alternatively, entirely unknown resistance genes or mutations could explain false-negative predictions of AMR phenotypes.

To identify relationships between known resistance genes and resistance phenotypes without relying on CARD’s ARO for curated genotype–phenotype relationships, we used RGI in combination with LR. It is important to note that accurate and generalizable LR-based prediction of susceptibility or resistance to an antibiotic from detected AMR determinants is only feasible when there are relatively large numbers of genomes exemplifying each phenotype, which was not always the case in our data. Even with large datasets and improved balance (e.g. the relative proportion of susceptible and resistant isolates) there are limitations to what can be achieved with small datasets that are predominantly resistant or susceptible to a given antibiotic. Models that are not properly tested are likely to overfit the data and are unlikely to generalize well for new data, in our case samples from outside the Hamilton, Ontario area. Additional validation of our models using publicly available data is important for future studies; models may be dependent on feature selection, taxonomic distribution, resistance mechanism and algorithm choice. Yet, despite the models not being appropriately tested properly due to imbalance, LR proved a useful tool for improving prediction of resistance from genomic features, even without the rules-based algorithm’s additional consideration of overexpressed, multi-component efflux pumps. LR substantially decreased instances of false positives or false negatives, and the poor performance for predicting particular resistance phenotypes (e.g. tetracycline resistance in E. coli, ceftazidime resistance in P. aeruginosa and piperacillin/tazobactam resistance in both species) could either represent a failure of the LR algorithm to capture the combination of resistance determinants required to predict resistance due to additive or synergistic resistance or to recognize undiscovered resistance determinants not in CARD and thus not predicted by RGI.

While bioinformatics tools such as bresseq [41] or k-mer approaches combined with LR could be used to potentially identify unknown mutations or functional gene loss (e.g. OprD loss is associated with imipenem, meropenem and doripenem resistance [42]), our prediction of CLSI [43] ‘resistant’ and ‘susceptible’ resistance phenotypes places limits upon interpretation, as other clinical breakpoint guidelines exist, e.g. the European Committee on Antimicrobial Susceptibility Testing (EUCAST) [44] breakpoint guidelines are based on interpretation of quantitative MIC values, which unfortunately are not recorded in CARD or any other database for the breadth of known resistance genes and mutations. As such, detection of a CARD resistance determinant in a clinical isolate was interpreted as ‘resistant’, even though in reality the MIC value generated by the gene may not have reached the CLSI or EUCAST breakpoints for resistant. Nonetheless, aligning with George E. P. Box’s aphorism, ‘all models are wrong, but some are useful’ [45], our goal was to identify the LR models with ‘useful’ or logical biological relevance with a focus on prevalent clinical β-lactamases. Prediction of genomic determinants responsible for resistance based on the feature weights of the LR only made biological sense in some cases based on the literature and knowledge. For example, novA was the highest weighted predictor for
**METHODS**

**Bacterial isolates, antibiotic susceptibility testing, and DNA extraction**

Clinical bacterial isolates were obtained from the IIDR Clinical Isolate Collection, which consists of isolates from the core clinical laboratory at Hamilton Health Sciences, Hamilton, Ontario. Samples were collected between 2015 and 2018 and were resistant to 3 or more antibiotics based on antimicrobial susceptibility to 18 and 17 antibiotics for *E. coli* and *P. aeruginosa*, respectively. As ertapenem lacks activity against *P. aeruginosa* [47], it was not included in *P. aeruginosa* antibiotic susceptibility tests. Initial culture and antibiotic susceptibility testing (AST) were performed by Hamilton General Hospital General Microbiology Laboratory using a VITEK 2 Automated System and its Advanced Expert System (BioMérieux, Marcy-l’Étoile, France), compliant with the Clinical and Laboratory Standards Institute (CLSI) [43] antibiotic susceptibility testing formulations, reporting CLSI breakpoint-determined susceptible (S), intermediate (I), or resistant (R). For DNA extraction, isolates were provided on blood agar plates and single colonies were restreaked onto brain heart infusion (BHI) agar. After overnight incubation, single colonies of each isolate were used to inoculate Luria–Bertani (LB) broth. Overnight broth cultures were used to prepare glycerol stocks for long-term storage at −80°C. One millilitre of the same overnight cultures was centrifuged, the supernatant was removed and the pellet was stored at −80°C for genomic DNA extraction. The Invitrogen Pure Link Genomic DNA Mini kit (K182002) was used for DNA extraction from pellets. DNA was eluted with water and stored at 4°C.

**Whole-genome sequencing, assembly and species identification**

DNA sequencing library construction (Illumina Nextera XT DNA Library Preparation kit or NEBNext Ultra II DNA Library Preparation kit) and all sequencing runs were performed at the Farncombe Metagenomics Facility at McMaster University using 2×150bp paired-end sequencing on an Illumina HiSeq 1500 platform (*E. coli* n=115, *P. aeruginosa* n=92) or 2×250bp paired-end sequencing on an Illumina MiSeq v3 platform (*P. aeruginosa* n=10). Paired sequencing reads were trimmed using Trimmomatic (v0.36) [48], checked for quality using fastqc (v0.11.8, http://www.bioinformatics.babraham.ac.uk/projects/fastqc/) [49] and de novo assembled using SPAdes (v3.9.0) [50]. The Livermore Metagenomics Analysis Toolkit (LMAT, v1.2.6) [51] was used to confirm bacterial species and screen for contamination or mixed culture. For *E. coli*, after quality trimming of the sequencing reads by Trimmomatic, sequencing isolate read coverage averaged 207.5-fold, assembly size averaged ~5163879bp and N50s averaged 231879bp. For *P. aeruginosa*, quality-trimmed sequencing read coverage averaged 100.6-fold, assembly sizes averaged 6680703bp and assembly N50s averaged 260849bp. Diversity of isolates for both *E. coli* and *P. aeruginosa* was assessed by multilocus sequence typing (MLST) via comparison to the reference sequences available at pubMLST (https://github.com/agmcarthur/pubMLST) [52].

**Curation of CARD**

At minimum, CARD requires the curation of a ‘confers_resistance_to_drug_class’ relationship between an AMR gene family and a drug class in the ARO. However, to predict specific drug resistance phenotypes we needed curation of a ‘confers_resistance_to_antibiotic’ relationship between an individual resistance gene or mutation and a specific antibiotic. The curation of ‘confers_resistance_to_antibiotic’...
relationships is incomplete in CARD and is determined by experimental evidence of an elevation of MIC in the published literature [7]. Using extensive literature review, we curated ‘confers_resistance_to_antibiotic’ relationships for all resistance determinants identified as RGI Perfect or Strict RGI hits for our E. coli and P. aeruginosa isolates: an additional 250 ‘confers_resistance_to_antibiotic’ relationships (152 E. coli and 98 P. aeruginosa) were added to CARD (available as of v2.0.2). During the curation process we also identified two errors in CARD curation. These included incorrect inclusion of mutation Y45C in the E. coli protein NfsA as conferring resistance to nitrofurantoin and the β-lactamase gene SHV-1 as conferring resistance to cefazolin. In both cases, the original publications lacked experimental support for these claims.

To additionally improve efflux pump prediction and facilitate the functionality of the Efflux Pump Identifier (EPI), E. coli and P. aeruginosa efflux meta-models (a combination of individual models) were curated into CARD v1.1.9, based on review of the literature. Efflux meta-models comprise protein homologue and/or protein overexpression models to represent a known efflux pump complex and its regulatory network. For example, the AcrAB-TolC efflux system (ARO:3000384) is encoded along with its regulatory network: marR, marA, acrR, sdiA, soxS, soxR, rob. In this meta-model, each component is a protein homologue model with the exception of marR, acrR and soxS, which are protein overexpression models. We curated 21 P. aeruginosa efflux pump meta-models, 10 E. coli efflux pump meta-models and 2 plasmid-borne efflux pump meta-models known to confer resistance to the 18 antibiotics tested in this study for analysis by EPI.

**Rules-based prediction of antibiotic susceptibility phenotypes**

Isolate genomes were analysed using the Comprehensive Antibiotic Resistance Database (v2.0.2) and Resistance Gene Identifier (v4.1.0) [7], plus the new EPI (v1.0.0) software developed by KKT, to predict resistance determinants. The EPI predicts multi-component efflux pumps and their regulatory networks using the efflux meta-models curated in CARD (https://git.io/JJH7). RGI and EPI results were filtered to only include RGI Perfect and Strict hits, and EPI Perfect and Partial hits, respectively. Antibiotic susceptibility phenotypes were predicted by traversing CARD’s Antibiotic Resistance Ontology (ARO) to identify the antibiotic(s) each detected resistance determinant confers resistance to, based on peer-reviewed literature. In this rules-based method, the detection of a resistant determinant by RGI or EPI that had a ‘confers_resistance_to_antibiotic’ relationship to an antibiotic in the ARO resulted in a ‘resistant’ phenotype prediction, otherwise a ‘susceptible’ phenotype was predicted. Computational antibiotic susceptibility predictions were then compared to clinical ASTs. As AST ‘intermediate’ resistances were rare (2.2% of P. aeruginosa resistance phenotypes and 3.6% of E. coli resistance phenotypes), we treated them as ‘resistant’ in our analyses.

**Using logistic regression to predict antibiotic resistance phenotypes**

To prepare the datasets, all RGI results for each species were collated into count matrices $X_i$, where $i$ represents each genome of that species and $j$ represents a specific AMR determinant detected by RGI at either Strict or Perfect cut-offs. The most appropriate algorithm for phenotype prediction was determined using the E. coli data, as these comprised the more balanced dataset. For each antibiotic, the resampled training data were used to fit four interpretable binary classification models: logistic regression, multinomial naïve Bayes, decision tree and random forest classifiers [53]. For each model the hyperparameters were then tuned using a threefold stratified shuffle split cross-validation scheme and evaluated using a negative log loss scoring function [53], as negative log loss considers prediction uncertainty in relation to the divergence of the predicted probabilities and the actual AMR phenotype. Logistic regression and random forest classifiers had the highest performance of all tested modelling methods, so we chose logistic regression, a simpler algorithm, as our classification paradigm under the principle of parsimony. To predict each antibiotic resistance phenotype, antibiotic-specific LR models were trained, optimized via cross-validation and tested separately for each species dataset. To determine whether each species and antibiotic dataset was phenotypically balanced enough for LR, the relative proportion of resistant predictions to susceptible predictions was evaluated. If the less frequent phenotype represented <10% of all genomes it was considered inappropriate to train and properly test a model due to extreme class imbalance and low signal. For these antibiotics an ‘unbalanced classifier’ was trained and evaluated using all genomes of that species. Some antibiotics displayed an even more extreme case of imbalance where only a single phenotype was observed. For these, a ‘dummy’ model was used that only returned the observed phenotype (i.e. all observed isolates were resistant to an antibiotic and therefore the model always predicts resistance). For the remaining species-antibiotics combinations with greater label balance, 20% of the genomes were randomly selected with stratification (i.e. maintaining the relative proportion of susceptible to resistant) and withheld as a test set. The training set was then rebalanced using the synthetic minority over-sampling technique (SMOTE) [40] as implemented in imbalanced-learn (v0.3.3) [54] to generate a training set with equal proportions of susceptible and resistant genomes. After training of the E. coli models, the P. aeruginosa training data were used to fit and optimize logistic regression models via the same threefold stratified cross-validation scheme.

The individual trained antibiotic–species logistic regression models (including unbalanced and dummy classifiers) were evaluated against the test set to see if they could predict AMR phenotype, with evaluation using precision–recall curves (summarized as average precision) and the receiver operating characteristic (summarized as area under the curve) (Figs S1–S3) [55]. A test with perfect discrimination between resistant and susceptible resistance phenotypes would have a receiver operating characteristic curve that
passes through the upper-left corner (Figs S1 and S2). For each species the number of true positives, true negatives, false positives and false negatives was tallied and plotted for each antibiotic. To evaluate which resistance determinants within each classifier were important for predicting resistance phenotypes, we considered the estimated coefficients (scikit-learn’s coef_attribute) as the ‘weight of importance’ for each resistance determinant. Thus, given two resistance determinants, each with an estimated coefficient value, the resistant determinant with a larger estimated coefficient value was interpreted as more important for predicting a particular resistance phenotype. The five most highly weighted predictors of each resistance phenotype were examined (Figs S4 and S5), but all feature weights of importance and their P-values were inspected and are listed in Tables S2–S5.

Antibiotic susceptibility testing (AST) using the Antibiotic Resistance Platform

In cases where we wished to perform AST for individual resistance genes, we cloned these genes into pGDP1/pGDP3 from the Antibiotic Resistance Platform [21] and transformed into wild-type E. coli BW25113. AST was performed for E. coli BW25113 using the microdilution broth method, with the inoculum prepared using the growth method following CLSI guidelines [43]. Plates were sealed in a bag and incubated for 18 h at 37°C, 250 r.p.m. before the optical density at 600 nm was measured using the Spectramax microplate reader.

Software availability

CARD data and RGI software are available at the CARD website, http://card.mcmaster.ca. CARD (v2.0.2) and RGI (v4.1.0) were used for all resistome prediction, and RGI (v5.1.0) was used for creating the heatmaps. The EPI software is available at https://github.com/karatsang/rulesbased_logisticregression/tree/v1.0.0/rulesbased/EffluxPumpIdentifier. LR and dataset partitioning were performed using scikit-learn (v0.20.0) [53] with data otherwise manipulated using numpy (v1.17.2) [56] and pandas (v0.25.1) [57]. For both datasets, the code, conda environments (using python v3.7.2 [58]), and intermediate data files required to generate this analysis are available: https://github.com/karatsang/rulesbased_logisticregression, https://doi.org/10.5281/zenodo.3988480.

Funding information

This research was funded by the Canadian Institutes of Health Research (PJT-156214 to A. G. M., MT-14981 to G. D. W.), the Ontario Research Foundation to G. D. W. (to G. D. W.), a Canada Research Chair to G. D. W. and a Cisco Research Chair in Bioinformatics to A. G. M., supported by Cisco Systems Canada, Inc. K. K. T. was supported by an Ontario Graduate Scholarship, McMaster University’s MacDATA Institute Graduate Fellowship and Michael G. DeGroote Institute for Infectious Disease Research Michael Kamim Hart Memorial Scholarship. F. M. was supported by a Donald Hill Family Fellowship in Computer Science. Computer resources were supplied by the McMaster Service Lab and Repository computing cluster, funded in part by grants to A. G. M. from the Canadian Foundation for Innovation (34531).

Acknowledgements

We would like to acknowledge Linda Ejim for clinical isolate culturing, Susan McCusker for genomic DNA isolation from clinical isolates, Biren Dave for the initial development of the isolate assembly pipeline, Arjun Sharma for developing the parser for species identification, Amos Raphenya for Resistance Gene Identifier software development and Brian Alcock for Comprehensive Antibiotic Resistance Database curation.

Conflicts of interest

The authors declare that there are no conflicts of interest.

Ethical statement

Not required as all samples were from an existing clinical bacterial isolate collection without any associated patient information.

References

1. World Health Organization. Antimicrobial resistance: global report on surveillance. World Health organization report. Geneva 2014.
2. U.S. Department of Health and Human Services CDC. Antibiotic resistance threats in the United States, 2019. Atlanta, GA, USA 2019.
3. Maugeri G, Lychko I, Sobral R, Roque ACA. Identification and antibiotic-susceptibility profiling of infectious bacterial agents: a review of current and future trends. Biotechnol J 2019;14:e1700790.
4. Maurer FP, Christner M, Hentschke M, Rohde H. Advances in rapid identification and susceptibility testing of bacteria in the clinical microbiology laboratory: implications for patient care and antimicrobial stewardship programs. Infect Dis Rep 2017;9:6839.
5. Chan K-G. Whole-genome sequencing in the prediction of antimicrobial resistance. Expert Rev Anti Infect Ther 2016;14:617–619.
6. Crofts TS, Gasparinni AJ, Dantas G. Next-generation approaches to understand and combat the antibiotic resistome. Nat Rev Microbiol 2017;15:422–436.
7. Alcock BP, Raphenya AR, Lau TTY, Tsang KK, Bouchard M et al. CARD 2020: antibiotic resistome surveilance with the Comprehensive Antibiotic Resistance Database. Nucleic Acids Res 2019;10:D517–D525.
8. Gupta SK, Padmanabhan BR, Diene SM, Lopez-Rojas R, Kempf M et al. ARG-ANNOT, a new bioinformatic tool to discover antibiotic resistance genes in bacterial genomes. Antimicrob Agents Chemother 2014;58:212–220.
9. Wattam AR, Davis JJ, Assaf R, Boisvert S, Brettin T et al. Improvements to PATRIC, the all-bacterial bioinformatics database and analysis resource center. Nucleic Acids Res 2017;45:D535–D542.
10. Zankari E, Hasman H, Cosentino S, Vestergaard M, Rasmussen S et al. Identification of acquired antimicrobial resistance genes. J Antimicrob Chemother 2012;67:2640–2644.
11. Gibson MK, Forsberg KJ, Dantas G. Improved annotation of antibiotic resistance determinants reveals microbial resistomes cluster by ecology. ISME J 2015;9:207–216.
12. McArthur AG, Tsang KK. Antimicrobial resistance surveillance in the genomic age. Ann N Y Acad Sci 2017;1388:78–91.
13. van Belkum A, Bachmann TT, Lüdkes G, Lisby JG, Kahlmeter G et al. Developmental roadmap for antimicrobial susceptibility testing systems. Nat Rev Microbiol 2019;17:51–62.
14. Cantu C, Huang W, Palzkill T. Cephalosporin substrate specificity of TEM-1 β-lactamase. J Biol Chem 1997;272:29144–29150.
15. Chiu J, Leung TYC, Chen S. Molecular mechanisms of substrate recognition and specificity of New Delhi metallo-β-lactamase. Anti microbial Agents Chemother 2014;58:5372–5378.
16. Jacquier H, Birgy A, Le Nagard H, Mechemul Y, Schmitt E et al. Capturing the mutational landscape of the β-lactamase TEM-1. Proc Natl Acad Sci U S A 2013;110:13067–13072.
17. Khan S, Sallum UW, Zheng X, Nau GJ, Hasan T. Rapid optical determination of β-lactamase and antibiotic activity. BMC Microbiol 2014;14:84.
18. Lee D, Das S, Dawson NL, Dobrijevic D, Ward J et al. Novel computational protocols for functionally classifying and characterising serine beta-lactamases. PLoS Comput Biol 2016;12:e1004926.
19. Majiduddin FK, Palzkill T. Amino acid residues that contribute to substrate specificity of class A β-lactamase SME-1. Antimicrob Agents Chemother 2005;49:3421–3427.

20. Palzkill T. Structural and mechanistic basis for extended-spectrum drug-resistance mutations in altering the specificity of TEM, CTX-M, and KPC β-lactamases. Front Mol Biosci 2018;5:16.

21. Cox G, Sieron A, King AM, De Pascale G, Pawlowski AC et al. A common platform for antibiotic dereplication and adjuvant discovery. Cell Chem Biol 2017;24:98–109.

22. Davis JJ, Boisvert S, Brettin T, Kenyon RW, Mao C et al. Antimicrobial resistance prediction in PATRIC and RAST. Sci Rep 2016;6:27930.

23. Drouin A, Giguère S, Deraspe M, Marchand M, Tyers M et al. Predictive computational phenotyping and biomarker discovery using reference-free genome comparisons. BMC Genomics 2016;17:754.

24. Pesesky MW, Hussain T, Wallace M, Patel S, Andleeb S et al. Evaluation of machine learning and rules-based approaches for predicting antimicrobial resistance profiles in Gram-negative bacilli from whole genome sequence data. Front Microbiol 2016;7:7.

25. Johnson JR, Johnston B, Clabots C, Kuskowski MA, Castanheira M. Escherichia coli sequence type ST131 as the major cause of serious multidrug-resistant E. coli infections in the United States. Clin Infect Dis 2010;51:286–294.

26. Pitout JDD, DevInney R. Escherichia coli ST131: a multidrug-resistant clone primed for global domination. F1000Res 2017;6:195.

27. Tchesnokova VL, Rechkind E, Larson L, Ferrier K, Weaver JL et al. Rapid and extensive expansion in the United States of a new multidrug-resistant Escherichia coli clonal group, sequence type 1193. Clin Infect Dis 2019;68:334–337.

28. Wu J, Lan F, Lu Y, He Q, Li B. Molecular characteristics of ST1193 clone among phylogenetic group B2 non-ST131 Fluoroquinolone-Resistant Escherichia coli. Front Microbiol 2017;8:2294.

29. Xia L, Liu Y, Xia S, Kudinha T, Xiao S-N et al. Prevalence of ST1193 clone and Inc1/ST16 plasmid in E.coli isolates carrying blaCTX-M-15 gene from urinary tract infections patients in China. Sci Rep 2017;7:44866.

30. Chen Y, Sun M, Wang M, Lu Y, Yan Z. Dissemination of IMP-6-producing Pseudomonas aeruginosa ST244 in multiple cities in China. Eur J Clin Microbiol Infect Dis 2014;33:1181–1187.

31. Empel J, Filczak K, Mrowka A, Hryniewicz W, Livermore DM et al. Outbreak of Pseudomonas aeruginosa infections with PER-1 extended-spectrum beta-lactamase in Warsaw, Poland: further evidence for an international clonal complex. J Clin Microbiol 2007;45:2829–2834.

32. Treepong P, Kos VN, Guyeux C, Blanc DS, Bertrand X et al. Global emergence of the widespread Pseudomonas aeruginosa ST235 clone. Clin Microbiol Infect 2018;24:258–266.

33. Koutsogiannou M, Drougka E, Liakopoulos A, Jelastopoulou E, Petinaki E et al. Spread of multidrug-resistant Pseudomonas aeruginosa clones in a university hospital. J Clin Microbiol 2013;51:665–668.

34. Robicsek A, Strahilevitz J, Jacoby GA, Macielag M, Abbanat D et al. Fluoroquinolone-Modifying enzyme: a new adaptation of a common aminoglycoside acetyltransferase. Nat Med 2006;12:83–88.

35. Sutcliffe JG. Nucleotide sequence of the ampicillin resistance gene of Escherichia coli plasmid pBR322. Proc Natl Acad Sci U S A 1978;75:3737–3741.

36. Belaouejaj A, Lapoumeroulie C, Caniça MM, Vedeil G, Névot P et al. Nucleotide sequences of the genes coding for the TEM-like beta-lactamases IRT-1 and IRT-2 (formerly called TRI-1 and TRI-2). FEMS Microbiol Lett 1994;120:75–80.

37. Poirel L, Gniadkowski M, Nordmann P. Biochemical analysis of the ceftazidime-hydrolysing extended-spectrum beta-lactamase CTX-M-15 and of its structurally related beta-lactamase CTX-M-3. J Antimicrob Chemother 2002;50:1031–1034.

38. Girlich D, Naas T, Nordmann P. Biochemical characterization of the naturally occurring oxacillinase OXA-50 of Pseudomonas aeruginosa. Antimicrob Agents Chemother 2004;48:2043–2048.

39. Fernández L, Hancock REW. Adaptive and mutational resistance: role of porins and efflux pumps in drug resistance. Clin Microbiol Rev 2012;25:661–681.

40. Chawla NV, Bowyer KW, Hall LO, Kegelmeyer WP. SMOTE: synthetic minority oversampling technique. Jair 2002;16:321–357.

41. Deatherage DE, Barrick JE. Identification of mutations in laboratory-evolved microbes from next-generation sequencing data using bresq. Methods Mol Biol 2014;1151:165–188.

42. Gcampo-Sosa AA, Cabot G, Rodríguez C, Roman E, Tuba F et al. Alterations of oprD in carbapenem-intermediate and –susceptible strains of Pseudomonas aeruginosa isolated from patients with bacteremia in a Spanish multicenter study. Antimicrob Agents Chemother 2012;56:1703–1713.

43. Clinical and Laboratory Standards Institute. M100: Performance Standards for Antimicrobial Susceptibility Testing, 28th ed.

44. The European Committee on Antimicrobial Susceptibility Testing. Breakpoint tables for interpretation of MICs and zone diameters, version 10.0. 2020.

45. Box GEP. Science and statistics. J Am Stat Assoc 1976;71:791–799.

46. Schmutz E, Mühlenweg A, Li S-M, Heide L. Resistance genes of aminogucumar producers: two type II topoisomerase genes confer resistance against coumermycin A1 and clorobiocin. Anti- microb Agents Chemother 2003;47:869–877.

47. Livermore DM, Selton AM, Scott GM. Properties and potential of eritapenem. J Antimicrob Chemother 2003;52:331–344.

48. Bolger AM, Lahse M, Usadel B. Trimmomatic: a flexible trimmer for illumina sequence data. Bioinformatics 2014;30:2114–2120.

49. Andrews S. FastQC: a quality control tool for high throughput sequence data 2010.

50. Bankevich A, Nurk S, Antipov D, Gurevich AA, Dvorkin M et al. SPAdes: a new genome assembly algorithm and its applications to single-cell sequencing. J Comput Biol 2012;19:455–477.

51. Ames SK, Hysom DA, Gardner SN, Lloyd GS, Gokhale MB et al. Scalable metagenomic taxonomy classification using a reference genome database. Bioinformatics 2013;29:2253–2260.

52. Jolley KA, Bray JE, Maiden MCJ. Open-access bacterial population genomics: BIGSdb software, the PubMLST.org website and their applications. Wellcome Open Res 2018;3:124.

53. Pedregosa F, Varoquaux G, Gramfort A, Michel V. Scikit-learn: machine learning in python. J Mach Learn Res 2011;12:2825–2830.

54. Lemaitre G, Nogueira F, Aridas CK. Imbalanced-learn: a python toolbox to tackle the curse of imbalanced datasets in machine learning. J Mach Learn Res 2017;18:559–563.

55. Saito T, Rehmsemer M. The precision-recall plot is more informative than the ROC plot when evaluating binary classifiers on imbalanced datasets. PLoS One 2015;10:e0118432.

56. Oliphant TE. A Guide to NumPy, 1, Trelgol Publishing, 2006. p. 85.

57. McKinney W. Data structures for statistical computing in python. Proceedings of the 9th Python in Science Conference 2010:51–56.

58. van Rossum G, Drake FL. Python language reference manual. python language reference manual. Network Theory Ltd 2003.