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Abstract

In this paper, we provide near-optimal accelerated first-order methods for minimizing a broad class of smooth nonconvex functions that are unimodal on all lines through a minimizer. This function class, which we call the class of smooth \emph{quasar-convex} functions, is parameterized by a constant $\gamma \in (0, 1]$: $\gamma = 1$ encompasses the classes of smooth convex and star-convex functions, and smaller values of $\gamma$ indicate that the function can be “more nonconvex.” We develop a variant of accelerated gradient descent that computes an $\epsilon$-approximate minimizer of a smooth $\gamma$-quasar-convex function with at most $O(\gamma^{-1}\epsilon^{-1/2}\log(\gamma^{-1}\epsilon^{-1}))$ total function and gradient evaluations. We also derive a lower bound of $\Omega(\gamma^{-1}\epsilon^{-1/2})$ on the worst-case number of gradient evaluations required by any deterministic first-order method, showing that, up to a logarithmic factor, no deterministic first-order method can improve upon ours.

1 Introduction

Acceleration [42, 44] is a powerful tool for improving the performance of first-order optimization methods. Accelerated gradient descent (AGD) obtains asymptotically optimal runtimes for smooth convex minimization. Furthermore, acceleration has been used to obtain improved rates for stochastic optimization [31, 2, 25, 57, 58], coordinate descent methods [46, 20, 27, 51], proximal methods [22, 36, 38], and higher-order optimization [10, 23, 30]. Acceleration has also been successful in a wide variety of practical applications, such as image deblurring [7] and neural network training [53]. In addition, there has been extensive work giving alternative interpretations of acceleration [3, 9, 52].

More recently, acceleration techniques have been applied to speed up the computation of $\epsilon$-stationary points (points where the gradient has norm at most $\epsilon$) of smooth nonconvex functions [11, 11, 12]. In particular, while gradient descent’s $O(\epsilon^{-2})$ rate for finding $\epsilon$-stationary points of nonconvex functions with Lipschitz gradients is optimal among first-order methods, if higher-order smoothness assumptions are made accelerated methods can improve this to $O(\epsilon^{-5/3}\log(\epsilon^{-1}))$ [11]. Further, [11] shows that under the same assumptions, any dimension-free deterministic first-order method requires at least $\Omega(\epsilon^{-8/5})$ iterations to compute an $\epsilon$-stationary point in the worst case. These bounds are
significantly worse than the corresponding $O(\epsilon^{-1/2})$ bound that AGD achieves for smooth convex functions.

Still, in practice it is often possible to find approximate stationary points, and even approximate global minimizers, of nonconvex functions faster than these lower bounds suggest. This performance gap stems from the fairly weak assumptions underpinning these generic bounds. For example, [14, 13] only assume Lipschitz continuity of the gradient and some higher-order derivatives. However, functions minimized in practice often admit significantly more structure, even if they are not convex. For example, under suitable assumptions on their inputs, several popular nonconvex optimization problems, including matrix completion, deep learning, and phase retrieval, display “convexity-like” properties, e.g. that all local minimizers are global [6, 24]. Much more research is needed to characterize structured sets of functions for which minimizers can be efficiently found; our work is a step in this direction.

The class of “structured” nonconvex functions that we focus on in this work is the class of functions we term quasar-convex. Informally, quasar-convex functions are unimodal on all lines that pass through a global minimizer. This function class is parameterized by a constant $\gamma \in (0, 1]$, where $\gamma = 1$ implies the function is star-convex [47] (itself a generalization of convexity), and smaller values of $\gamma$ indicate the function can be “even more nonconvex.”

We produce an algorithm that, given a smooth $\gamma$-quasar-convex function, uses $O(\gamma^{-1}\epsilon^{-1/2}\log(\gamma^{-1}\epsilon^{-1}))$ function and gradient queries to find an $\epsilon$-optimal point. Additionally, we provide nearly matching query complexity lower bounds of $\Omega(\gamma^{-1}\epsilon^{-1/2})$ for any deterministic first-order method applied to this function class. Minimization on this function class has been studied previously [26, 48]; our bounds more precisely characterize its complexity.

### Basic notation
Throughout this paper, we use $\|\cdot\|$ to denote the Euclidean norm (i.e. $\|x\|_2$). We say that a function $f : \mathbb{R}^n \to \mathbb{R}$ is $L$-smooth, or $L$-Lipschitz differentiable, if $\|\nabla f(x) - \nabla f(y)\| \leq L \|x - y\|$ for all $x, y \in \mathbb{R}^n$. (We say a function is smooth if it is $L$-smooth for some $L \in [0, \infty)$.) We denote a minimizer of $f$ by $x^*$, and we say that a point $x$ is "$\epsilon$-optimal" or an "$\epsilon$-minimizer" if $f(x) \leq f(x^*) + \epsilon$. We use ‘log’ to denote the natural logarithm and $\log^+(\cdot)$ to denote $\max\{\log(\cdot), 1\}$.

### 1.1 Quasar-Convexity: Definition, Motivation, and Prior Work

In this work, we improve upon the state-of-the-art complexity of first-order minimization of quasar-convex functions which are defined as follows.

**Definition 1** Let $\gamma \in (0, 1]$ and let $x^*$ be a minimizer of the differentiable function $f : \mathbb{R}^n \to \mathbb{R}$. The function $f$ is $\gamma$-quasar-convex with respect to $x^*$ if for all $x \in \mathbb{R}^n$,

$$f(x^*) \geq f(x) + \frac{1}{\gamma} \nabla f(x)^\top (x^* - x).$$

---

1. An example of a practical problem that is quasar-convex but not star-convex is the objective for learning linear dynamical systems (under certain conditions) [29]. We present numerical experiments for this problem in Appendix B.

2. The concept of quasar-convexity was first introduced by [29], who refer to it as ‘weak quasi-convexity’. We introduce the term ‘quasar-convexity’ because we believe it is linguistically clearer. In particular, ‘weak quasi-convexity’ is a misnomer because it does not subsume quasi-convexity. Moreover, using this terminology, strong quasar-convexity would be confusingly termed ‘strong weak quasi-convexity.’
Further, for $\mu \geq 0$, the function $f$ is $(\gamma, \mu)$-strongly quasar-convex or $(\gamma, \mu)$-quasar-convex for short if for all $x \in \mathbb{R}^n$,

$$f(x^*) \geq f(x) + \frac{1}{\gamma} \nabla f(x)^T (x^* - x) + \frac{\mu}{2} \|x^* - x\|^2.$$  (2)

We simply say that $f$ is quasar-convex if (1) holds for some minimizer $x^*$ of $f$ and some constant $\gamma \in (0, 1]$, and strongly quasar-convex if (2) holds with some constants $\gamma \in (0, 1], \mu > 0$. We refer to $x^*$ as the “quasar-convex point” of $f$. Assuming differentiability, in the case $\gamma = 1$, condition (1) is simply star-convexity \[47\] if in addition the conditions (1) or (2) hold for all $y \in \mathbb{R}^n$ instead of just for $x^*$, they become the standard definitions of convexity or $\mu$-strong convexity, respectively \[8\]. Definition 1 can also be straightforwardly generalized to the case where the domain of $f$ is a convex subset of $\mathbb{R}^n$ (see Definition 3 in Appendix D). Thus, our definition of quasar-convexity generalizes the standard notions of convexity and star-convexity in the differentiable case. Lemma 11 in Appendix D.2 shows that quasar-convexity is equivalent to a certain “convexity-like” condition on line segments to $x^*$. In Figure 1, we plot example quasar-convex functions.

We say that a one-dimensional function is unimodal if it monotonically decreases to its minimizer and then monotonically increases thereafter. As Observation 1 shows, quasar-convexity is closely related to unimodality. Therefore, like the well-known quasiconvexity \[5\] and pseudoconvexity \[39\], quasar-convexity can be viewed as an approximate generalization of unimodality to higher dimensions. We remark that beyond one dimension, neither quasiconvexity nor pseudoconvexity subsumes or is subsumed by quasar-convexity. The proof of Observation 1 appears in Appendix D.1, and follows readily from the definitions.

**Observation 1** Let $a < b$ and let $f : [a, b] \rightarrow \mathbb{R}$ be continuously differentiable. The function $f$ is $\gamma$-quasar-convex for some $\gamma \in (0, 1]$ iff $f$ is unimodal and all critical points of $f$ are minimizers. Additionally, if $h : \mathbb{R}^n \rightarrow \mathbb{R}$ is $\gamma$-quasar-convex with respect to a minimizer $x^*$, then for any $d \in \mathbb{R}^n$ with $\|d\| = 1$, the 1-D function $f(\theta) \triangleq h(x^* + \theta d)$ is $\gamma$-quasar-convex.

### 1.1.1 Related Work

There are several other ‘convexity-like’ conditions in the literature related to quasar-convexity. For example, star-convexity is a condition that relaxes convexity, and is a strict subset of quasar-convexity in the differentiable case. \[17\] introduces this condition when analyzing cubic regularization. \[35\] further investigates star-convexity, developing a cutting-plane method to minimize general star-convex functions. Star-convexity is an interesting property because there is some evidence to suggest the loss function of neural networks might conform to this structure in large neighborhoods of the minimizers \[34, 61\]. Furthermore, under mild assumptions, the objective for learning linear dynamical systems is quasar-convex \[29\]; this problem is closely related to the training of recurrent neural networks. Another relevant class of functions is those for which a small gradient implies approximate optimality. This is known as the Polyak-Łojasiewicz (PL) condition \[50\] and is weaker.

---

\[3\] By Observation 1, $x^*$ is unique if $\mu > 0$.

\[4\] When $\gamma = 1$, condition 2 is also known as quasi-strong convexity \[11\] or weak strong convexity \[39\].
Figure 1: Examples of quasar-convex functions. [Left: \( f(x) = \left(x^2 + \frac{1}{5}\right)^{1/6} \) (quasar-convex with \( \gamma = \frac{1}{2} \)). Middle: \( f(x, y) = x^2y^2 \) (star-convex). The rightmost function is described in Appendix D.3]

than strong quasar-convexity [26]. For linear residual networks, the PL condition holds in large regions of parameter space [28]. In addition to pseudoconvexity, quasiconvexity, star-convexity, and the PL condition, other relaxations of convexity or strong convexity include invexity [16], semiconvexity [55], quasi-strong convexity [41], restricted strong convexity [59], one-point convexity [37], variational coherence [62], the quadratic growth condition [4], and the error bound property [19]. A more thorough discussion is provided in Appendix A.1.

We are not the first to study acceleration on quasar-convex functions; recent work by [26] and [48] shows how to achieve accelerated rates for minimizing quasar-convex functions. For a function that is \( L \)-smooth and \( \gamma \)-quasar-convex with respect to a minimizer \( x^* \), with initial distance to \( x^* \) bounded by \( R \), the algorithm of [26] yields an \( \epsilon \)-optimal point in \( O(\gamma^{-1}L^{1/2}R\epsilon^{-1/2}) \) iterations, while the algorithm of [48] does so in \( O(\gamma^{-5/2}L^{1/2}R\epsilon^{-1/2}) \) iterations. For convex functions (which have \( \gamma = 1 \)), these bounds match the iteration bounds achieved by AGD [44], but use a different oracle model. In particular, to achieve these iteration bounds, the method in [26] relies on a low-dimensional subspace optimization method within each iteration, while [48] uses a one-dimensional line search over the function value in each iteration, as well as a restart criterion that requires knowledge of the true optimal function value. However, quasar-convex functions are not necessarily unimodal along the arbitrary low-dimensional regions or line segments being searched over. Therefore, even finding an approximate minimizer \( \text{within} \) these subregions may be computationally expensive, making \textit{each iteration} potentially costly; by contrast, our methods only require a function and gradient

\[We discuss [26] in more detail in Appendix A.2\]
oracle. In addition, neither paper provides lower bounds nor studies the “strongly quasar-convex” regime. Independently, recent work by [40] uses a differential equation discretization to approach the accelerated $O(\kappa^{1/2} \log(\epsilon^{-1}))$ rate for minimization of smooth strongly quasar-convex functions in a neighborhood of the optimum, in the special case $\gamma = 1$. Similarly, in the $\gamma = 1$ case, geometric descent [9] achieves $O(\kappa^{1/2} \log(\epsilon^{-1}))$ running times in terms of the number of calls to a one-dimensional line search oracle (although, as previously noted, the number of function and gradient evaluations required may still be large).  

1.2 Summary of Results

For functions that are $L$-smooth and $\gamma$-quasar-convex, we provide an algorithm which finds an $\epsilon$-optimal solution in $O(\gamma^{-1} L^{1/2} R \epsilon^{-1/2})$ iterations (where, as before, $R$ is an upper bound on the initial distance to the quasar-convex point $x^\ast$). Our iteration bound is the same as that of [26], and a factor of $\gamma^{1/2}$ better than the $O(\gamma^{-3/2} L^{1/2} R \epsilon^{-1/2})$ bound of [48]. Additionally, we are the first to provide bounds on the total number of function and gradient evaluations required; our algorithm uses $O(\gamma^{-1} L^{1/2} R \epsilon^{-1/2} \log(\gamma^{-1} \epsilon^{-1}))$ evaluations to find a $\epsilon$-optimal solution.

We also provide an algorithm for $L$-smooth, $(\gamma, \mu)$-strongly quasar-convex functions; our algorithm uses $O(\gamma^{-1} \kappa^{1/2} \log(\gamma^{-1} \epsilon^{-1}))$ iterations and $O(\gamma^{-1} \kappa^{1/2} \log(\gamma^{-1} \kappa) \log(\gamma^{-1} \epsilon^{-1}))$ total function and gradient evaluations to find an $\epsilon$-optimal point, where $\kappa \triangleq L/\mu$ ($\kappa$ is typically referred to as the condition number). For constant $\gamma$, this matches accelerated gradient descent’s bound for smooth strongly convex functions, up to a logarithmic factor.

The key idea behind our algorithm is to take a close look at which essential invariants need to hold during the momentum step of AGD, and use this insight to carefully redesign the algorithm to accelerate on general smooth quasar-convex functions. By observing how the function behaves along the line segment between current iterates $x^{(k)}$ and $v^{(k)}$, we show that for any smooth quasar-convex function, there always exists a point $y^{(k)}$ along this segment with the properties needed for acceleration. Furthermore, we show that an efficient binary search can be used to find such a point, even without the assumption of convexity along the segment.

To complement our upper bounds, we provide lower bounds of $\Omega(\gamma^{-1} L^{1/2} R \epsilon^{-1/2})$ for the number of gradient evaluations that any deterministic first-order method requires to find an $\epsilon$-minimizer of a quasar-convex function. This shows that up to logarithmic factors, our lower and upper bounds are tight. Our lower bounds extend the techniques from [14] to the class of smooth quasar-convex functions, allowing an almost exact characterization of the complexity of minimizing these functions.

**Paper outline.** In Section 2, we provide a general framework for accelerating the minimization of smooth quasar-convex functions. In Section 3, we apply our framework to develop specific algorithms tailored to both quasar-convex and strongly quasar-convex functions. In Section 4, we provide lower bounds to show that the upper bounds for quasar-convex minimization of Section 3 are tight up to logarithmic factors. Full proofs, additional results, and numerical experiments are in the Appendix.

---

6$\kappa \triangleq L/\mu$ denotes the condition number of an $L$-smooth $(\gamma, \mu)$-strongly quasar-convex function.

7Although this result is not explicitly stated in the literature, upon careful inspection of the analysis in [9] it can be observed that the $\mu$-strong convexity requirement in [9] may be relaxed to the requirement of $(1, \mu)$-strong quasar-convexity, with no changes to the algorithm necessary.
2 Quasar-Convex Minimization Framework

In this section, we provide and analyze a general algorithmic template for accelerated minimization of smooth quasar-convex functions. In Section 3.1 we show how to leverage this framework to achieve accelerated rates for minimizing strongly quasar-convex functions, and in Section 3.2 we show how to achieve accelerated rates for minimizing non-strongly quasar-convex functions (i.e. when $\mu = 0$). For simplicity, we assume the domain is $\mathbb{R}^n$.

Our algorithm (Algorithm 1) is a simple generalization of accelerated gradient descent (AGD). Indeed, standard AGD can be written in the form of Algorithm 1 for particular choices of the parameters $\alpha^{(k)}, \beta^{(k)}, \eta^{(k)}$. Given a differentiable function $f \in \mathbb{R}^n \rightarrow \mathbb{R}$ with smoothness parameter $L > 0$ and initial point $x^{(0)} = v^{(0)} \in \mathbb{R}^n$, the algorithm iteratively computes points $x^{(k)}, v^{(k)} \in \mathbb{R}^n$ of improving “quality.” However, it is challenging to argue that Algorithm 1 actually performs optimally without the assumption of convexity. The crux of circumventing convexity is to show that there exists a way to efficiently compute the momentum parameter $\alpha^{(k)}$ to yield convergence at the desired rate. In this section, we provide general tools for analyzing this algorithm; in Section 3 we leverage this analysis with specific choices of the parameters $\alpha^{(k)}, \beta,$ and $\eta^{(k)}$ to derive our fully-specified accelerated schemes for both quasar-convex and strongly quasar-convex functions.

Algorithm 1: General AGD Framework

Input: $L$-smooth function $f : \mathbb{R}^n \rightarrow \mathbb{R}$, initial point $x^{(0)} \in \mathbb{R}^n$, number of iterations $K$

Sequences $\{\alpha^{(k)}\}_{k=0}^{K-1}, \{\beta^{(k)}\}_{k=0}^{K-1}, \{L^{(k)}\}_{k=0}^{K-1}, \{\eta^{(k)}\}_{k=0}^{K-1}$ are defined by the particular algorithm instance, where $\alpha^{(k)} \in [0, 1]$, $\beta^{(k)} \in [0, 1]$, $L^{(k)} \in (0, 2L)$, $\eta^{(k)} \geq \frac{2}{\sqrt{\mu n^2}}$.

1. Set $v^{(0)} = x^{(0)}$
2. for $k = 0, 1, 2, \ldots, K - 1$ do
3. \hspace{1em} Set $y^{(k)} = \alpha^{(k)} v^{(k)} + (1 - \alpha^{(k)}) x^{(k)}$
4. \hspace{1em} Set $x^{(k+1)} = y^{(k)} - \frac{1}{L^{(k)}} \nabla f(y^{(k)}) \neq L^{(k)} \text{ computed s.t. } f(x^{(k+1)}) \leq f(y^{(k)}) - \frac{1}{2L^{(k)}} \|\nabla f(y^{(k)})\|^2$
5. \hspace{1em} Set $v^{(k+1)} = \beta^{(k)} v^{(k)} + (1 - \beta^{(k)}) y^{(k)} - \eta^{(k)} \nabla f(y^{(k)})$
6. end

return $x^{(K)}$

We first define notation that will be used throughout Sections 2 and 3.

Definition 2 Let $\epsilon^{(k)} \triangleq f(x^{(k)}) - f(x^*)$, $\epsilon_y^{(k)} \triangleq f(y^{(k)}) - f(x^*)$, $r^{(k)} \triangleq \|v^{(k)} - x^*\|^2$, $r_y^{(k)} \triangleq \|y^{(k)} - x^*\|^2$, $Q^{(k)} \triangleq \beta^{(k)} \left(2\eta^{(k)} \alpha^{(k)} \nabla f(y^{(k)})^\top (x^{(k)} - v^{(k)}) - (\alpha^{(k)})^2 (1 - \beta^{(k)}) \|v^{(k)} - v^{(k)}\|^2\right)$.

In the remainder of this section, we analyze Algorithm 1. We assume that $f$ is $L$-smooth and $(\gamma, \mu)$ strongly quasar-convex (possibly with $\mu = 0$) with respect to a minimizer $x^*$. First, we use Lemma 1 to bound how much the function error of $x^{(k)}$ and the distance from $v^{(k)}$ to $x^*$ decrease at each iteration.

Lemma 1 (One Step Framework Analysis) Suppose $f$ is $L$-smooth and $(\gamma, \mu)$-quasar-convex with respect to a minimizer $x^*$. Then, in each iteration $k \geq 0$ of Algorithm 1 applied to $f$, it is the
case that

\[ 2(\eta^2) L(k) \epsilon^{(k+1)} + r^{(k+1)} \leq \beta(k) r^{(k)} + \left[ (1 - \beta(k)) - \gamma \mu \eta(k) \right] r_y^{(k)} + 2 \eta(k) \left[ L(k) \eta(k) - \gamma \right] c_y^{(k)} + Q(k). \]

**Proof** Let \( z^{(k)} \triangleq \beta(k) y^{(k)} + (1 - \beta(k)) y\). Since \( v^{(k+1)} = z^{(k)} - \eta(k) \nabla f(y^{(k)}) \), direct algebraic manipulation yields that

\[
r^{(k+1)} = \left\| v^{(k+1)} - x^* \right\|^2 = \left\| z^{(k)} - x^* - \eta^{(k)} \nabla f(y^{(k)}) \right\|^2
= \left\| z^{(k)} - x^* \right\|^2 + 2 \eta^{(k)} \nabla f(y^{(k)})^\top (x^* - z^{(k)}) + (\eta^{(k)})^2 \left\| \nabla f(y^{(k)}) \right\|^2.
\]

Using the definitions of \( z^{(k)} \) and \( y^{(k)} \), we have

\[
\left\| z^{(k)} - x^* \right\|^2 = \beta(k) \left\| v^{(k)} - x^* \right\|^2 + (1 - \beta(k)) \left\| y^{(k)} - x^* \right\|^2 - \beta(k)(1 - \beta(k)) \left\| v^{(k)} - y^{(k)} \right\|^2
= \beta(k) r^{(k)} + (1 - \beta(k)) r_y^{(k)} - \beta(k)(1 - \beta(k)) (\alpha(k))^2 \left\| v^{(k)} - x^* \right\|^2.
\]

Further, since \( v^{(k)} = y^{(k)} + \alpha(k) (u^{(k)} - x^{(k)}) \) and \( z^{(k)} = \beta(k) y^{(k)} + (1 - \beta(k)) y^{(k)} = y^{(k)} + \alpha(k) \beta(k) (v^{(k)} - x^{(k)}) \), it follows that

\[
\nabla f(y^{(k)})^\top (x^* - z^{(k)}) = \nabla f(y^{(k)})^\top (x^* - y^{(k)}) + \alpha(k) \beta(k) \nabla f(y^{(k)})^\top (x^{(k)} - v^{(k)}).
\]

Since \((\gamma, \mu)\)-strong quasar-convexity of \( f \) implies \(-c_y^{(k)} \geq \frac{1}{\gamma} \nabla f(y^{(k)})^\top (x^* - y^{(k)}) + \frac{\mu}{2} r_y^{(k)}\) and the definition of \( x^{(k+1)} \) and \( L^{(k)} \) implies \( 0 \leq \left\| \nabla f(y^{(k)}) \right\|^2 \leq 2L^{(k)} (y^{(k)} - c^{(k+1)}) \), combining with (3), (4), and (5) yields the result.

Note that \( L^{(k)} \) in Line 3 of Algorithm 1 can be set to the Lipschitz constant \( L \) if it is known; otherwise, it can be efficiently computed to make \( f(x^{(k)}) = f(y^{(k)} - \frac{r^{(k)}}{2L^{(k)}} \nabla f(y^{(k)}) ) \leq f(y^{(k)}) - \frac{1}{2L^{(k)}} \left\| \nabla f(y^{(k)}) \right\|^2 \) and \( L^{(k)} \in (0, 2L) \) hold using backtracking line search. See Lemma 9 (Appendix C.1.1) for more details.

Lemma 9 provides our main bound on how the error \( \epsilon^{(k)} \) changes between successive iterations of Algorithm 1. The key step necessary to apply this lemma is to relate \( f(y^{(k)}) \) and \( \nabla f(y^{(k)})^\top (x^{(k)} - v^{(k)}) \) to \( f(x^{(k)}) \), in order to bound \( Q^{(k)} \). In the standard analysis of accelerated gradient descent, convexity is used to obtain such a connection. In our algorithms, we instead perform binary gradient descent to compute the momentum parameter \( \alpha^{(k)} \) for which the necessary relationship holds without assuming convexity. The following lemma shows that there always exists a setting of \( \alpha^{(k)} \) that satisfies the necessary relationship.

**Lemma 2 (Existence of “Good” \( \alpha \))** Let \( f : \mathbb{R}^n \to \mathbb{R} \) be differentiable and let \( x, v \in \mathbb{R}^n \). For \( \alpha \in \mathbb{R} \) define \( y_\alpha \triangleq \alpha x + (1 - \alpha)v \). For any \( c \geq 0 \) there exists \( \alpha \in [0, 1] \) such that

\[
\alpha \nabla f(y_\alpha)^\top (x - v) \leq c [f(x) - f(y_\alpha)].
\]

\(^8\)See Appendix C.4.1 for more details.
Figure 2: Illustration of Lemma 2. $g(\alpha)$ is defined as in the proof of the lemma; here, we depict the case where $g(0) > g(1)$ and $g'(1) > 0$. The points highlighted in green satisfy inequality (6); the circled point has $g'(\alpha) = 0$ and $g(\alpha) \leq g(1)$. Here $c = 10$.

**Proof** Define $g(\alpha) \triangleq f(y_{\alpha})$. Then for all $\alpha \in \mathbb{R}$ we have $g'(\alpha) = \nabla f(y_{\alpha})^\top (x - v)$. Consequently, (6) is equivalent to the condition $\alpha g'(\alpha) \leq (g(1) - g(\alpha))c$.

If $g'(1) \leq 0$, inequality (6) trivially holds at $\alpha = 1$; if $f(v) = g(0) \leq g(1) = f(x)$, the inequality trivially holds at $\alpha = 0$. If neither of these conditions hold, $g'(1) > 0$ and $g(0) > g(1)$, so Fact 1 from Appendix C.2 implies that there is a value of $\alpha \in (0, 1)$ such that $g'(\alpha) = 0$ and $g(\alpha) \leq g(1)$, and therefore this value of $\alpha$ satisfies (6). Figure 2 illustrates this third case graphically.

In our algorithms, we will not seek an $\alpha$ satisfying (6) exactly, but instead $\alpha \in [0, 1]$ such that

$$\alpha \nabla f(y_{\alpha})^\top (x - v) - \alpha^2 b \|x - v\|^2 \leq c [f(x) - f(y_{\alpha})] + \tilde{\epsilon},$$

(7)

for some $b, c, \tilde{\epsilon} \geq 0$. As (7) is a weaker statement than (6), the existence of $\alpha$ satisfying (7) follows from Lemma 2. Moreover, we will show how to lower bound the size of the set of points satisfying (7), which we use to bound the time required to compute such a point.

We can thus bound the quantity $Q^{(k)}$ from Lemma 1 by selecting $\alpha^{(k)}$ to satisfy (7) with appropriate settings of $b, c, \tilde{\epsilon}$, which we do in Lemma 3.

**Lemma 3** If $\beta^{(k)} > 0$ and $\alpha^{(k)} \in [0, 1]$ satisfies (7) with $x = x^{(k)}$, $v = v^{(k)}$, $b = \frac{1 - \beta^{(k)}}{2\eta^{(k)}}$, and $c = \frac{L^{(k)}\eta^{(k)} - \gamma}{\beta^{(k)}}$, or if $\beta^{(k)} = 0$ and $\alpha^{(k)} = 1$, then

$$Q^{(k)} \leq 2\eta^{(k)} \left[ (L^{(k)}\eta^{(k)} - \gamma) \cdot (\epsilon^{(k)} - \epsilon^{(k)}_y) + \beta^{(k)}\tilde{\epsilon} \right].$$

(8)

**Proof** First suppose $\beta^{(k)} > 0$. As by definition $y^{(k)} = \alpha^{(k)}x^{(k)} + (1 - \alpha^{(k)})v^{(k)}$ and $L^{(k)}\eta^{(k)} \geq \gamma$,
applying (7) yields

\[ Q^{(k)} = 2\beta^{(k)}\eta^{(k)}\left(\alpha^{(k)}\nabla f(y^{(k)})^\top(x^{(k)} - v^{(k)}) - \left(\alpha^{(k)}\right)^2\frac{(1 - \beta^{(k)})\|x^{(k)} - v^{(k)}\|^2}{2\eta^{(k)}}\right) \]

\[ \leq 2\beta^{(k)}\eta^{(k)}\left(\frac{L(k)\eta^{(k)}}{\beta^{(k)}} - \gamma[f(x^{(k)}) - f(y^{(k)})] + \epsilon\right) \]

\[ = 2\eta^{(k)}\left([L(k)\eta^{(k)} - \gamma][\epsilon^{(k)} - \epsilon_y^{(k)}] + \beta^{(k)}\epsilon\right). \]

Alternatively, suppose $\beta^{(k)} = 0$. Then $Q^{(k)} = 0$ as well; if we select $\alpha^{(k)} = 1$, then $g^{(k)} = x^{(k)}$ and (5) trivially holds for any $\epsilon$, as $\epsilon_y^{(k)} = \epsilon$.

Now, in Algorithm 2 we show how to efficiently compute an $\alpha$ satisfying inequality (7).

**Algorithm 2: BinaryLineSearch**

Assumptions: $f$ is $L$-smooth; $x, v \in \mathbb{R}^n$; $b, c, \epsilon \geq 0$; “guess” (optional) is in $[0, 1]$ if provided.

1. if guess provided and $cg(\text{guess}) + guess \cdot (g'(\text{guess}) - guess \cdot p) \leq cg(1) + \epsilon$ then return guess
2. if $g'(1) \leq \epsilon + p$ then return 1;
3. else if $c = 0$ or $g(0) \leq g(1) + \epsilon/c$ then return 0;
4. $\tau \leftarrow 1 - g'(1)/\text{BacktrackingSearch}(g, p, 1)$ # one step of gradient descent on $g$ from 1, using
   backtracking to select step size; see Algorithm 5 for BacktrackingSearch pseudocode
5. $lo \leftarrow 0$, $hi \leftarrow \tau$, $\alpha \leftarrow \tau$
6. while $cg(\alpha) + \alpha(g'(\alpha) - ap) > cg(1) + \epsilon$ do
7. \hspace{1em} $\alpha \leftarrow (lo + hi)/2$
8. \hspace{1em} if $g(\alpha) \leq g(\tau)$ then $hi \leftarrow \alpha$;
9. \hspace{1em} else $lo \leftarrow \alpha$;
end
10. return $\alpha$

The core idea behind Algorithm 2 is as follows: as in the proof of Lemma 2 let $g(\alpha) \triangleq f(\alpha x + (1 - \alpha)v)$ be the restriction of the function $f$ to the line from $v$ to $x$. If either $g(0) \leq g(1)$, or $g$ is decreasing at $\alpha = 1$, then (6) is immediately satisfied. If this does not happen, then $g(0) > g(1)$ but $g'(1) > 0$, which means that $g$ switches from increasing to decreasing at some $\alpha \in (0, 1)$, and so $g'(\alpha) = 0$.

Such a value of $\alpha$ also satisfies (6). Algorithm 2 uses binary search to exploit this fact and thereby efficiently compute a value of $\alpha$ approximately satisfying (6) (i.e., satisfying (7)). In Lemma 4 we bound the maximum number of iterations that Algorithm 2 can take until (7) holds and it thereby terminates. Lemma 4 is proved in Appendix C.2.

“guess” is an optional argument to Algorithm 2 if given, the value of “guess” will be tested first, and chosen as the value of $\alpha$ if it satisfies (7). For instance, we can use the value of $\alpha^{(k)}$ prescribed by the standard version of AGD as an initial guess. We discuss this further in Section C.4.2.

**Lemma 4 (Line Search Runtime)**  
For $L$-smooth $f : \mathbb{R}^n \to \mathbb{R}$, points $x, v \in \mathbb{R}^n$ and scalars
\(b, c, \varepsilon \geq 0\), Algorithm 2 computes \(\alpha \in [0, 1]\) satisfying (7) with at most
\[
8 + 3 \left\lceil \log_2 \left( (4 + c) \min \left\{ \frac{2L^3}{\beta^2}, \frac{L\|x - v\|^2}{2\varepsilon} \right\} \right\rceil
\]
function and gradient evaluations.

In summary, we achieve our accelerated quasar-convex minimization procedures (presented below) by setting \(\eta(k), \beta(k), \epsilon\), and \(\alpha(k)\) appropriately. In standard AGD, convexity is used to set a particular value of \(\alpha(k)\); by contrast, our accelerated quasar-convex minimization procedures relax the convexity assumption by computing an \(\alpha(k)\) satisfying (7) via binary search (Algorithm 2). By lower bounding the length of the interval of values of \(\alpha(k)\) satisfying (7), we show that this binary search only costs a logarithmic factor in the overall runtime.

3 Algorithms

In this section, we develop algorithms for accelerated minimization of strongly quasar-convex functions and quasar-convex functions, respectively, and analyze their running times in terms of the number of function and gradient evaluations required. We note that the Lipschitz constant \(L\) does not need to be known; however, a lower bound \(\hat{\gamma} > 0\) on \(\gamma\) does need to be known, and the runtime depends inversely on \(\hat{\gamma}\). In Appendix B, we provide numerical experiments on different types of quasar-convex functions, which validate the claim that our algorithm is not only efficient in theory but also empirically competitive with other first-order methods such as standard AGD.

3.1 Strongly Quasar-Convex Minimization

First, we provide and analyze our algorithm for \((\gamma, \mu)\)-strongly quasar-convex function minimization, where \(\mu > 0\). The algorithm (Algorithm 3) is a carefully constructed instance of the general AGD framework (Algorithm 1).

As in the general AGD framework, the algorithm maintains two current points denoted \(x^{(k)}\) and \(v^{(k)}\) and at each step appropriately selects \(y^{(k)} = \alpha^{(k)} x^{(k)} + (1 - \alpha^{(k)}) v^{(k)}\) as a convex combination of these two points. Intuitively, the algorithm iteratively seeks to decrease quadratic upper and lower bounds on the function value. \(L\)-smoothness of \(f\) implies for all \(x, y \in \mathbb{R}^n\) that \(f(x) \leq UB_y(x) \triangleq f(y) + \nabla f(y)^\top (x - y) + \frac{L}{2} \|x - y\|^2\); if \(L^{(k)} = L\), then \(x^{(k+1)}\) is the minimizer \(y^{(k)} - \frac{1}{L^{(k)}} \nabla y^{(k)}\) of the upper bound \(UB_{y^{(k)}}\). Similarly, by \((\gamma, \mu)\) quasar-convexity, \(f(x) \geq f(x^*) \geq \min_z LB_y(z)\) for all \(x, y \in \mathbb{R}^n\), where \(LB_y(x) \triangleq f(y) + \frac{1}{\gamma} \nabla f(y)^\top (x - y) + \frac{\mu}{2} \|x - y\|^2\). The minimizer of the lower bound \(LB_{y^{(k)}}\) is \(y^{(k)} - \frac{1}{\gamma^{(k)}} \nabla f(y^{(k)})\); we set \(v^{(k+1)}\) to be a convex combination of \(v^{(k)}\) and the minimizer of
Algorithm 3: Accelerated Strongly Quasar-Convex Function Minimization

Input: $L$-smooth $f : \mathbb{R}^n \to \mathbb{R}$ that is $(\gamma, \mu)$-strongly quasar-convex (with $\mu > 0$), initial point $x^{(0)} \in \mathbb{R}^n$, number of iterations $K$, solution tolerance $\epsilon > 0$.

1. return output of Algorithm 1 on $f$ with initial point $x^{(0)}$, where for all $k$,
\[ L^{(k)} = \text{BacktrackingSearch}(f, \frac{\gamma \mu}{2}, x^{(k)}), \quad \beta^{(k)} = 1 - \gamma \sqrt{\frac{\mu}{L^{(k)}}}, \quad \eta^{(k)} = \frac{1}{\sqrt{\mu L^{(k)}}}, \]
and $\alpha^{(k)} = \left( \text{BinaryLineSearch}(f, x^{(k)}, v^{(k)}, b = \frac{\gamma \mu}{2}, c = \sqrt{\frac{L^{(k)}}{\mu}}, \hat{c} = 0) \right)$ if $\beta^{(k)} > 0$ else 1.

We leverage the analysis from Section 2 to analyze Algorithm 3. First, in Lemma 5 we show that the algorithm converges at the desired rate, by building off of Lemma 4 and using the specific parameter choices in Algorithm 3.

Lemma 5 (Strongly Quasar-Convex Convergence) If $f$ is $L$-smooth and $(\gamma, \mu)$-strongly quasar-convex with minimizer $x^*$, $\gamma \in (0, 1]$, and $\mu > 0$, then in each iteration $k \geq 0$ of Algorithm 3,
\[ \epsilon^{(k+1)} + \frac{\mu}{2} r^{(k+1)} \leq \left( 1 - \frac{\gamma}{\sqrt{2\kappa}} \right) \left[ \epsilon^{(k)} + \frac{\mu}{2} r^{(k)} \right], \]
where $\epsilon^{(k)} \equiv f(x^{(k)}) - f(x^*)$, $r^{(k)} \equiv \|v^{(k)} - x^*\|^2$, and $\kappa \equiv \frac{L}{\mu}$. Therefore, if the number of iterations $K \geq \left\lceil \frac{\sqrt{2\kappa}}{\gamma} \log^+ \left( \frac{3\epsilon^{(0)}}{\gamma} \right) \right\rceil$, then the output $x^{(K)}$ satisfies $f(x^{(K)}) \leq f(x^*) + \epsilon$.

Proof: For all $k$, $\eta^{(k)} = \frac{1}{\sqrt{\mu L^{(k)}}} \geq \frac{\gamma}{\sqrt{L^{(k)}}} \geq \frac{\gamma}{\sqrt{2\kappa}}$ as required by Algorithm 1 since $\frac{\gamma}{\sqrt{2\kappa}} \geq x^2$.

for all $x \in [0, 1]$ and since $(2 - \gamma)L^{(k)} \geq \mu > 0$ by definition of $L^{(k)}$ because we use $\frac{\gamma \mu}{2}$ (which is $\leq L$ by Observation 2) as the initial guess for $L^{(k)}$ and only increase it during the backtracking search. Similarly, since $0 < \frac{\gamma \mu}{L^{(k)}} \leq \frac{\gamma}{\sqrt{2\kappa}}$ and $\gamma \in (0, 1]$, we have $0 < \gamma \sqrt{\frac{L^{(k)}}{\mu}} \leq \sqrt{\gamma(2 - \gamma)} \leq 1$, meaning that $\beta^{(k)} \in [0, 1]$. Additionally, by construction, either $\beta^{(k)} = 0$ and $\alpha^{(k)} = 1$, or $\beta^{(k)} > 0$, $\alpha^{(k)} \in [0, 1]$, and $(\alpha, x, y, v) = (\alpha^{(k)}, x^{(k)}, y^{(k)}, v^{(k)})$ satisfies (7) with $b = \frac{\gamma \mu}{2} = \frac{1 - \beta^{(k)}}{2\beta^{(k)}}, \quad c = \sqrt{\frac{L^{(k)}}{\mu}} = \frac{L^{(k)} y^{(k)} - \gamma}{\gamma}, \quad \hat{c} = 0$. Consequently, by combining Lemmas 1 and 3 for each iteration $k \geq 0$ of Algorithm 3 we have
\[ 2(\eta^{(k)})^2 L^{(k)} \epsilon^{(k)} + r^{(k+1)} \leq \beta^{(k)} r^{(k)} + \left[ 1 - \beta^{(k)} - \gamma \mu \eta^{(k)} \right] r^{(k)} + 2\eta^{(k)} \left[ L^{(k)} \eta^{(k)} - \gamma \right] \epsilon^{(k)} + 2\beta^{(k)} \eta^{(k)} \hat{c}. \]

Substituting in $\eta^{(k)} = \frac{1}{\sqrt{\mu L^{(k)}}} = \frac{1 - \beta^{(k)}}{\gamma \mu}$ and $\hat{c} = 0$, this implies that
\[ \frac{2}{\mu} \epsilon^{(k+1)} + r^{(k+1)} \leq \beta^{(k)} r^{(k)} + \frac{2}{\sqrt{\mu L^{(k)}}} \left[ L^{(k)} \mu - \gamma \right] \epsilon^{(k)} = \beta^{(k)} \left[ r^{(k)} + \frac{2}{\mu} \epsilon^{(k)} \right]. \]

Multiplying by $\mu/2$ and using the definition of $\beta$ as $1 - \frac{\gamma}{\sqrt{L^{(k)}}}$ and the fact that $0 < L^{(k)} < 2L$ yields (9). Now, by (9) and induction,
\[ \epsilon^{(k)} + \frac{\mu}{2} r^{(k)} \leq \left( 1 - \frac{\gamma}{\sqrt{2\kappa}} \right)^k \left( \epsilon^{(0)} + \frac{\mu}{2} r^{(0)} \right) \leq \exp \left( - \frac{k \gamma}{\sqrt{2\kappa}} \right) \left( \epsilon^{(0)} + \frac{\mu}{2} \right)^{(0)}. \]
Therefore, whenever \( k \geq \frac{2\sqrt{e}}{\gamma} \log^+ \left( \frac{f_{\epsilon}^{(0)} - f_{\epsilon}(x^{(0)})}{\epsilon} \right) \) we have \( f(x^{(k)}) - f(x^*) \leq \epsilon \), as \( r^{(k)} \geq 0 \) always. By Corollary 1, \( 2\epsilon^{(0)} \geq \frac{\mu}{2} \epsilon^{(0)} \), so it suffices to run \( k \geq \left[ \frac{2\sqrt{e}}{\gamma} \log^+ \left( \frac{3\epsilon^{(0)}}{\gamma \epsilon} \right) \right] \) iterations. \( \blacksquare \)

Note that when \( f \) is \((1, \mu)\)-strongly quasar-convex with \( \mu > 0 \), Lemma 5 implies that the number of iterations Algorithm 3 needs to find an \( \epsilon \)-minimizer of \( f \) is of the same order as the number of iterations required by standard AGD to find an \( \epsilon \)-minimizer of a \( \mu \)-strongly convex function. In each iteration of Algorithm 3, we compute \( \alpha^{(k)} \) and then simply perform \( O(1) \) vector operations to compute \( y^{(k)} \), \( x^{(k+1)} \), and \( v^{(k+1)} \). Consequently, to obtain a complete bound on the overall complexity of Algorithm 3, it remains to bound the cost of computing \( \alpha^{(k)} \), which we do using Lemma 3. This leads to Theorem 1.

**Theorem 1** If \( f \) is \( L \)-smooth and \((\gamma, \mu)\)-strongly quasar-convex with \( \gamma \in (0, 1] \) and \( \mu > 0 \), then Algorithm 3 produces an \( \epsilon \)-optimal point after \( O \left( \gamma^{-1} \kappa^{1/2} \log \left( \gamma^{-1} \kappa \right) \log^+ \left( \frac{f_{\epsilon}^{(0)} - f(x^*)}{\gamma \epsilon} \right) \right) \) function and gradient evaluations.

**Proof** Lemma 4 implies that \( O \left( \frac{\sqrt{e}}{\gamma} \log^+ \left( \frac{\epsilon^{(0)}}{\gamma} \right) \right) \) iterations are needed to get an \( \epsilon \)-optimal point. Lemma 4 implies that each iteration uses \( O \left( \log^+ \left( \left(1 + c \min \left\{ \frac{L\|x - v\|^2}{\epsilon}, \frac{L_b}{\epsilon^4} \right\} \right) \right) \) function and gradient evaluations. In this case, \( b = \frac{2\mu}{2}, c = \sqrt{\frac{L_{\epsilon}^{(0)}}{\mu}} \in \left[ \sqrt{\frac{\kappa}{2}}, \frac{2L}{\mu} \right] \), and \( \epsilon = 0 \). Thus, this reduces to \( O(\log^+ (\sqrt{\frac{\kappa}{\gamma \mu}})) = O(\log(\frac{\mu}{\gamma})) \). So, the total number of required function and gradient evaluations is \( O \left( \frac{\sqrt{e}}{\gamma} \log \left( \frac{\mu}{\gamma} \right) \log^+ \left( \frac{\epsilon^{(0)}}{\gamma \epsilon} \right) \right) \) as claimed.

Note that Lemma 5 shows that \( x^{(k)} \) will be \( \epsilon \)-optimal if \( k \geq \left[ \frac{\sqrt{e}}{\gamma} \log^+ \left( \frac{3\epsilon^{(0)}}{\gamma \epsilon} \right) \right] \), while the above argument shows that \( O \left( \frac{\sqrt{e}}{\gamma} \log \left( \frac{\mu}{\gamma} \right) \log^+ \left( \frac{\epsilon^{(0)}}{\gamma \epsilon} \right) \right) \) function and gradient evaluations are required to compute such an \( x^{(k)} \). Thus, Algorithm 3 produces an \( \epsilon \)-optimal point using at most this many evaluations; however, of course, the algorithm need not return instantly and may still continue to run if the specified number of iterations \( K \) is larger. (Future iterates will also be \( \epsilon \)-optimal.) \( \blacksquare \)

Standard AGD on \( L \)-smooth \( \mu \)-strongly-convex functions requires \( O \left( \kappa^{1/2} \log^+ \left( \frac{f_{\epsilon}^{(0)} - f(x^*)}{\epsilon} \right) \right) \) function and gradient evaluations to find an \( \epsilon \)-optimal point. Thus, as the class of \( L \)-smooth \((1, \mu)\)-strongly quasar-convex functions contains the class of \( L \)-smooth \( \mu \)-strongly convex functions, our algorithm requires only a \( O(\log(\kappa)) \) factor extra function and gradient evaluations in the smooth strongly convex case, while also being able to efficiently minimize a much broader class of functions than standard AGD.

### 3.2 Non-Strongly Quasar-Convex Minimization

Now, we provide and analyze our algorithm (Algorithm 4) for non-strongly quasar-convex function minimization, i.e. when \( \mu = 0 \). Once again, this algorithm is an instance of Algorithm 1
general AGD framework, with a different choice of parameters. We assume $L > 0$, since otherwise quasar-convexity implies the function is constant.

**Algorithm 4: Accelerated Non-Strongly Quasar-Convex Function Minimization**

**Input:** $L$-smooth $f : \mathbb{R}^n \rightarrow \mathbb{R}$ that is $\gamma$-quasar-convex, initial point $x^{(0)} \in \mathbb{R}^n$, number of iterations $K$, solution tolerance $\epsilon > 0$

Define $\omega^{(-1)} = 1$, and $\omega^{(k)} = \frac{\omega^{(k-1)}}{2} \left( \sqrt{(\omega^{(k-1)})^2 + 4} - \omega^{(k-1)} \right)$ for $k \geq 0$

1. Set $L^{(-1)} = \text{BacktrackingSearch}(f, \epsilon, x^{(0)}, \text{run_halving}=\text{True})$

2. return output of Algorithm 4 on $f$ with initial point $x^{(0)}$, where for all $k$, $\beta^{(k)} = 1$, $L^{(k)} = \text{BacktrackingSearch}(f, \max_{i \in [k-1]} L^{(i)}, x^{(k)})$, $\eta^{(k)} = \frac{\gamma}{L^{(k)} \omega^{(k)}}$, and $\alpha^{(k)} = \text{BinaryLineSearch}(f, x^{(k)}, v^{(k)}, b = 0, c = \gamma \left( \frac{1}{\omega^{(k)}} - 1 \right), \tilde{c} = \frac{2}{3})$

**Lemma 6 (Non-Strongly Quasar-Convex AGD Convergence)** If $f$ is $L$-smooth and $\gamma$-quasar-convex with respect to a minimizer $x^*$, with $\gamma \in (0, 1]$, then in each iteration $k \geq 0$ of Algorithm 4

$$
\epsilon^{(k)} \leq \frac{8}{(k+2)^2} \left[ \epsilon^{(0)} + \frac{L}{2\gamma^2 r^{(0)}} \right] + \frac{\epsilon}{2},
$$

where $\epsilon^{(k)} \triangleq f(x^{(k)}) - f(x^*)$ and $r^{(k)} \triangleq \|v^{(k)} - x^*\|^2$. Therefore, if $R \geq \|x^{(0)} - x^*\|$ and the number of iterations $K \geq \left[ \frac{8\gamma^{-1} L^{1/2} R^{-1/2}}{\epsilon} \right]$, then the output $x^{(K)}$ satisfies $f(x^{(K)}) \leq f(x^*) + \epsilon$.

Combining the bound on the number of iterations from Lemma 6 and the bound from Lemma 4 on the number of function and gradient evaluations during the line search, leads to the bound in Theorem 2 on the total number of function and gradient evaluations required to find an $\epsilon$-optimal point. The proofs of Lemma 6 and Theorem 2 are given in Appendix C.3

**Theorem 2** If $f$ is $L$-smooth and $\gamma$-quasar-convex with respect to a minimizer $x^*$, with $\gamma \in (0, 1]$ and $\|x^{(0)} - x^*\| \leq R$, then Algorithm 4 produces an $\epsilon$-optimal point after $O \left( \gamma^{-1} L^{1/2} R^{-1/2} \log^+ \left( \gamma^{-1} L^{1/2} R^{-1/2} \right) \right)$ function and gradient evaluations.

Note that standard AGD on the class of $L$-smooth convex functions requires $O \left( L^{1/2} R^{-1/2} \right)$ function and gradient evaluations to find an $\epsilon$-optimal point; so, again, our algorithm requires only a logarithmic factor more evaluations than does standard AGD.

4 Lower bounds

In this section, we construct lower bounds which demonstrate that the algorithms we presented in Section 3 obtain, up to logarithmic factors, the best possible worst-case iteration bounds for deterministic first-order minimization of quasar-convex functions. To do so, we extend the ideas from [13], a seminal paper which mechanized the process of constructing lower bounds. The key idea is to construct a zero-chain, which is defined as a function $f$ for which if $x_j = 0, \forall j \geq t$ then
This function is $\frac{\partial f(x)}{\partial x_{i+1}} = 0$. On these zero-chains, one can provide lower bounds for a particular class of methods known as first-order zero-respecting (FOZR) algorithms, which are algorithms that only query the gradient at points $x^{(t)}$ with $x_{i}^{(t)} \neq 0$ if there exists some $j < t$ with $\nabla_{i} f(x^{(j)}) \neq 0$. Examples of FOZR algorithms include gradient descent, accelerated gradient descent, and nonlinear conjugate gradient [21]. It is relatively easy to form lower bounds for FOZR algorithms applied to zero-chains, because one can prove that if the initial point is $x^{(0)} = 0$, then $x^{(T)}$ has at most $T$ nonzeros [13, Observation 1]. The particular zero-chain we use to derive our lower bounds is

$$\bar{f}_{T,\sigma}(x) \triangleq q(x) + \sigma \sum_{i=1}^{T} \Upsilon(x_{i}),$$

where

$$\Upsilon(\theta) \triangleq 120 \int_{1}^{\theta} \frac{t^{2}(t-1)}{1+t^{2}} \, dt$$

and

$$q(x) \triangleq \frac{1}{4}(x_{1}-1)^{2} + \frac{1}{4} \sum_{i=1}^{T-1}(x_{i}-x_{i+1})^{2}.$$

This function $\bar{f}_{T,\sigma}$ is similar to the function $\bar{f}_{T,\mu,r}$ of [14]. However, the lower bound proof is different because the primary challenge is to show $\bar{f}_{T,\sigma}$ is quasar-convex, rather than showing that $\| \nabla \bar{f}_{T,\sigma}(x) \| \geq \epsilon$ for all $x$ with $x_{T} = 0$. Our main lemma shows that this function is in fact $\frac{1}{100T^{\sqrt{\sigma}}}$-quasar-convex.

**Lemma 7** Let $\sigma \in (0, 10^{-4}], T \in [\sigma^{-1/2}, \infty) \cap \mathbb{Z}$. The function $\bar{f}_{T,\sigma}$ is $\frac{1}{100T^{\sqrt{\sigma}}}$-quasar-convex and 3-smooth, with unique minimizer $x^{*} = 1$. Furthermore, if $x_{i} = 0$ for all $t = [T/2], \ldots, T$, then $\bar{f}_{T,\sigma}(x) - \bar{f}_{T,\sigma}(1) \geq 2T\sigma$.

The proof of Lemma 7 appears in Appendix E.1. The argument rests on showing that the quasar-convexity inequality $\frac{1}{100T^{\sqrt{\sigma}}}(\bar{f}_{T,\sigma}(x) - \bar{f}_{T,\sigma}(1)) \leq \nabla \bar{f}_{T,\sigma}(x)^{T}(x-1)$ holds for all $x \in \mathbb{R}^{T}$. The nontrivial situation is when there exists some $j_{1} < j_{2}$ such that $x_{j_{1}} \geq 0.9$, $x_{j_{2}} \leq 0.1$, and $0.1 \leq x_{i} \leq 0.9$ for $i \in \{j_{1}+1, \ldots, j_{2}-1\}$. In this situation, we use ideas closely related to the transition region arguments made in Lemma 3 of [14]. The intuition is as follows. If the gaps $x_{i+1} - x_{i}$ are large, then the convex function $q(x)$ dominates the function value and gradient of $\bar{f}_{T,\sigma}(x)$, allowing us to establish quasar-convexity. Conversely, if the $x_{i+1} - x_{i}$'s are small, then a large portion of the $x_{i}$'s must lie in the quasar-convex region of $\Upsilon$, and the corresponding $\Upsilon(x_{i})(x_{i}-1)$ terms make $\nabla \bar{f}_{T,\sigma}(x)^{T}(x-1)$ sufficiently positive.

**Lemma 8** Let $\epsilon \in (0, \infty)$, $\gamma \in (0, 10^{-2}]$, $T = [10^{-3}\gamma^{-1}L^{1/2}R\epsilon^{-1/2}]$, and $\sigma = \frac{1}{100T^{\sqrt{\sigma}}}$, and assume $L^{1/2}R\epsilon^{-1/2} \geq 10^{3}$. Consider the function

$$\hat{f}(x) \triangleq \frac{1}{2}LR^{2}T^{-1} \cdot \bar{f}_{T,\sigma}(xT^{1/2}R^{-1}).$$

This function is $L$-smooth and $\gamma$-quasar-convex, and its minimizer $x^{*}$ is unique and has $\|x^{*}\| = R$. Furthermore, if $x_{i} = 0 \forall t \in \mathbb{Z} \cap [T/2, T]$, then $\hat{f}(x) - \inf_{x} \hat{f}(z) > \epsilon$. 
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The proof of Lemma 8 appears in Appendix E.1. Combining Lemma 8 with Observation 1 from [13] yields a lower bound for first-order zero-respecting algorithms, and an extension of this lower bound to the class of all deterministic first-order methods. This leads to Theorem 3 whose proof appears in Appendix E.2.

**Theorem 3** Let $\epsilon, R, L \in (0, \infty)$, $\gamma \in (0, 1]$, and assume $L^{1/2} R^{-1/2} \geq 1$. Let $\mathcal{F}$ denote the set of $L$-smooth functions that are $\gamma$-quasar-convex with respect to some point with Euclidean norm less than or equal to $R$. Then, given any deterministic first-order method, there exists a function $f \in \mathcal{F}$ such that the method requires at least $\Omega(\gamma^{-1} L^{1/2} R^{-1/2})$ gradient evaluations to find an $\epsilon$-optimal point of $f$.

Theorem 3 demonstrates that the upper bound for our algorithm for quasar-convex minimization is tight within logarithmic factors. We note that by reduction (Remark 4), one can prove a lower bound of $\Omega(\gamma^{-1} \kappa^{1/2})$ for strongly quasar-convex functions; thus, our algorithm for strongly quasar-convex minimization is also optimal within logarithmic factors.

Although the construction of our lower bounds is similar to that of [14], there are important differences between our lower bounds and theirs. First, the assumptions differ significantly; we assume quasar-convexity and Lipschitz continuity of the first derivative, while [14] assumes Lipschitz continuity of the first three derivatives. Next, the bounds in [13, 14] apply to finding $\epsilon$-stationary points, rather than $\epsilon$-optimal points. In addition, our lower and upper bounds only differ by logarithmic factors, whereas there is a gap of $O(\epsilon^{-1/15})$ between the lower bound of $\Omega(\epsilon^{-8/5})$ given by [14] and the best known corresponding upper bound of $O(\epsilon^{-5/3} \log(\epsilon^{-1}))$ [11]. Finally, we require $x_t = 0$ for all $t > T/2$ to guarantee $\hat{f}(x) - \inf z \hat{f}(z) > \epsilon$, whereas [13, 14] only need $x_T = 0$ to guarantee $\|\nabla \hat{f}(x)\| > \epsilon$.

## 5 Conclusion

In this work, we introduce a generalization of star-convexity called quasar-convexity and provide insight into the structure of quasar-convex functions. We show how to obtain a near-optimal accelerated rate for the minimization of any smooth function in this broad class, using a simple but novel binary search technique. In addition, we provide nearly matching theoretical lower bounds for the performance of any first-order method on this function class. Interesting topics for future research are to further understand the prevalence of quasar-convexity in problems of practical interest, and to develop new accelerated methods for other structured classes of nonconvex problems.
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A Extended Related Work

A.1 Related Function Classes to Quasar-Convexity

In this section, we provide a brief taxonomy of related conditions (relaxations of convexity or strong convexity), and describe how they relate to quasar-convexity. For simplicity, here we assume $f$ is $L$-smooth with domain $\mathcal{X} = \mathbb{R}^n$. We denote the minimum of $f$ by $f^*$ and the set of minimizers of $f$ by $\mathcal{X}^*$; when $\mathcal{X}^*$ consists of a single point, we denote the point by $x^*$.

First, we review the definitions of quasar-convexity, star-convexity, and convexity. Recall that (strong) quasar-convexity is a generalization of (strong) star-convexity, which itself generalizes (strong) convexity.

- **(Strong) quasar-convexity** (with parameters $\gamma \in (0, 1]$, $\mu \geq 0$): for some $x^* \in \mathcal{X}^*$, $f(x^*) \geq f(x) + \frac{1}{\gamma} \nabla f(x)^\top (x^* - x) + \frac{\mu}{2} \|x^* - x\|^2$ for all $x \in \mathcal{X}$.
  
  - When $\mu = 0$, this is merely referred to as quasar-convexity, which is also known as weak quasi-convexity [29].
  
  - When $\mu > 0$, $f$ has exactly one minimizer $x^*$.

- **(Strong) star-convexity** (with parameter $\mu \geq 0$): for some $x^* \in \mathcal{X}^*$, $f(x^*) \geq f(x) + \nabla f(x)^\top (x^* - x) + \frac{\mu}{2} \|x^* - x\|^2$ for all $x \in \mathcal{X}$.
  
  - When $\mu = 0$, this is merely referred to as star-convexity.
  
  - When $\mu > 0$, this is also known as quasi-strong convexity [41].
  
  - When $\mu = 0$, $f$ may not have a unique minimizer; some authors require the condition to hold for all $x^* \in \mathcal{X}^*$ [17], while others only require it for some $x^* \in \mathcal{X}^*$ [35]; we use the latter definition.
  
  - When $\mu > 0$, $f$ has exactly one minimizer $x^*$.

- **(Strong) convexity** (with parameter $\mu \geq 0$): $f(y) \geq f(x) + \nabla f(x)^\top (y - x) + \frac{\mu}{2} \|y - x\|^2$ for all $x, y \in \mathcal{X}$.
  
  - When $\mu = 0$, this is merely referred to as convexity.

Next, we enumerate some other generalizations of strong convexity from the literature, and state whether they generalize quasar-convexity, are generalized by quasar-convexity, or neither.

- **Weak convexity** [50] (with parameter $\mu > 0$): $f(y) \geq f(x) + \nabla f(x)^\top (y - x) - \frac{\mu}{2} \|y - x\|^2$ for all $x, y \in \mathcal{X}$.
  
  - Neither implies nor is implied by quasar-convexity.

- **Quadratic growth condition** (with parameter $\mu > 0$) [4]: $f(x) \geq f(x^*) + \frac{\mu}{2} \|x^* - x\|^2$ for all $x \in \mathcal{X}$.
Neither implies nor is implied by quasar-convexity.

- **Restricted secant condition** (with parameter $\mu > 0$) [59]: $0 \geq \nabla f(x) \top (x^* - x) + \frac{\mu}{2} \|x^* - x\|^2$ for all $x \in X$.
  - Implied by $(\gamma, \frac{\mu}{\gamma})$-strong quasar-convexity (for any choice of $\gamma \in (0, 1]$).

- **One-point strong convexity** (with parameter $\mu > 0$) [37]: for some $y \in X$, $0 \geq \nabla f(x) \top (y - x) + \frac{\mu}{2} \|y - x\|^2$ for all $x \in X$.
  - This is a generalization of the restricted secant property (which is one-point strong convexity in the special case $y = x^*$), and is therefore likewise implied by strong quasar-convexity.

- **Variational coherence** [62]: $0 \geq \nabla f(x) \top (x^* - x)$ for all $x \in X$, $x^* \in X^*$, with equality iff $x \in X^*$.
  - Implied by strong quasar-convexity (for any $\mu > 0$ and $\gamma \in (0, 1]$). The closely related weaker condition “for some $x^* \in X^*$, $0 \geq \nabla f(x) \top (x^* - x)$ for all $x \in X$, with equality iff $x \in X^*$” is implied by quasar-convexity (for any $\mu \geq 0, \gamma \in (0, 1]$). In fact, the set of functions satisfying this condition is the limiting set of the class of $\gamma$-quasar-convex functions as $\gamma \to 0$; this is the set of differentiable functions with star-convex sublevel sets.

- **Polyak-Łojasiewicz condition** [50] (with parameter $\mu > 0$): $\frac{1}{2} \|\nabla f(x)\|^2 \geq \mu (f(x) - f_*)$ for all $x \in X$.
  - This is implied by the restricted secant property [33], and therefore by strong quasar-convexity.

- **Quasiconvexity** [5]: $f(\lambda x + (1 - \lambda)y) \leq \max\{f(x), f(y)\}$ for all $x, y \in X$ and $\lambda \in [0, 1]$.
  - Neither implies nor is implied by quasar-convexity. (However, the set of differentiable quasiconvex functions is contained in the limiting set of the the class of $\gamma$-quasar-convex functions as $\gamma \to 0$.)

- **Pseudoconvexity** [39]: $f(y) \geq f(x)$ for all $x, y \in X$ such that $\nabla f(x) \cdot (y - x) \geq 0$.
  - Neither implies nor is implied by quasar-convexity.

- **Invexity** [10]: $x \in X^*$ for all $x \in X$ such that $\nabla f(x) = 0$.
  - Implied by quasar-convexity (for any $\mu \geq 0, \gamma \in (0, 1]$).

### A.2 Comparison to Nesterov et al. (2018)

As discussed in Section 1.1.1, both our method (Algorithm 4) and Algorithm 2 of [48] minimize $\gamma$-quasar-convex functions at accelerated rates. Compared to the method in [48], our algorithm attains a better runtime bound by a factor of $\gamma^{1/2}$, and does not require the optimal function value
to be known. Meanwhile, the method of [18] can handle functions that are $L$-smooth (where $L$ need not be known) with respect to more general norms (not necessarily Euclidean). The algorithms themselves are quite similar (in the case of $\gamma$-quasar-convex functions that are $L$-smooth with respect to the Euclidean norm), as both are generalizations of standard AGD. However, unlike [18], our algorithm does not rely on any restarts. Furthermore, while both algorithms conduct a one-dimensional minimization between current iterates $x^{(k)}$ and $u^{(k)}$ in each iteration, we use the insight that this can actually be done via a carefully implemented binary search to do this efficiently.

B Numerical Experiments

We first consider optimizing a “hard function”—an example of the type of function used to construct the lower bound in Theorem 2. This function class is parameterized by $\sigma$ and the dimension $T$; we denote these functions by $f_{T,\sigma}$ (see Appendix 4 for the definition). We compare our method to other commonly used first-order methods: gradient descent (GD), [standard] accelerated gradient descent (AGD), nonlinear conjugate gradients (CG), and the limited-memory BFGS (L-BFGS) algorithm. (Out of all these algorithms, only our method and GD offer theoretical guarantees for quasar-convex function minimization.)

We next evaluate our algorithm on real-world tasks: we use our algorithm to train a support vector machine (SVM) on the nine LIBSVM UCI binary classification datasets [15] (which are derived from the UCI “Adult” datasets [18]). We describe this problem and our experimental approach in more detail in Appendix B.1.

Finally, we evaluate on the problem of learning linear dynamical systems, which was shown to be quasar-convex (under certain assumptions) by [29]. In this problem, we are given observations $(x_t, y_t)$ generated by the time-invariant linear system $h_{t+1} = Ah_t + Bx_t; y_t = Ch_t + Dx_t,$ where $x_t, y_t \in \mathbb{R}; h_t \in \mathbb{R}^n$ is the hidden state at time $t$; and $\Theta = (A, B, C, D)$ are the (unknown) parameters of the system. Informally, we seek to learn $\hat{\Theta}$ to minimize $\frac{1}{T} \sum_{t=1}^{T} (y_t - \hat{y}_t)^2,$ where $\hat{h}_{t+1} = \hat{A}h_t + \hat{B}x_t; \hat{y}_t = \hat{C}h_t + \hat{D}x_t,$ and $\hat{h}_0 = 0$. When parameterized in controllable canonical form, this problem was shown to be quasar-convex on a subset of the domain near the optimum in [29]. We describe this problem and our experimental approach in more detail in Appendix B.1. Representative plots are given in Figure 3. Despite the nonconvexity, AGD performs quite well on this problem. Nonetheless, we observe that our method is competitive with AGD in terms of iteration count; we use more function evaluations due to the line search, but gradient evaluations are about twice as expensive in this setting, and the line search can also be parallelized. The design of better heuristics to speed up our method is an interesting question for future empirical investigation.

In all experiments, we use adaptive step sizes for our method, as well as GD and AGD, as in practice $L$ may not be known a priori. We do not use an initial guess for the line search.
Table 1: Experimental results. The stopping criterion used is $\|\nabla f(x)\|_\infty \leq \epsilon$. For $f_{T,\sigma}$ we report (# iterations; # function+gradient evals); the initial point is $x_0 = 0$. For LIBSVM UCI datasets, we report: the ratio of the total number of iterations required compared to standard AGD, averaged over all 9 datasets and 3 different random initializations (shared across algorithms) per dataset, and the average final test classification accuracy difference compared to AGD.

B.1 Additional Experimental Details

We implement our algorithm, as well as AGD and GD, in Julia and Python. We run our experiments on learning linear dynamical systems (LDS) using the PyTorch framework. We generate the true parameters and the dynamical model inputs the same way as in [29], using the same parameters $n = 20, T = 500$. However, differently from this paper, we do not generate fresh sequences $\{(x_t, y_t)\}$ at each iteration, but instead generate 100 sequences at the beginning which are used throughout (so, it is no longer a stochastic optimization problem). As in [29], we actually minimize the loss $\frac{1}{|B|} \sum_{(x,y) \in B} \left( \frac{1}{T-T_1} \sum_{t>T_1} (y_t - \hat{y}_t)^2 \right)$, where the outer summation is over the batch $B$ of 100 sequences and the inner summation starts at time $T_1 \triangleq T/4$, to mitigate the fact that the initial hidden state is not known. In addition, we generate the initial point $(\hat{A}_0, \hat{C}_0, \hat{D}_0)$ by perturbing the true dynamical system parameters $(A,C,D)$ with random noise; we additionally ensure that the spectral radius of $\hat{A}_0$ remains less than 1.

The quasar-convexity parameter $\gamma$ derived in [29] for the LDS objective is defined as the supremum $\bar{f}_{T,\sigma}$.
of the real part of a ratio of two degree-n univariate polynomials over the complex unit circle. Therefore, it is difficult to calculate in practice. We instead simply evaluate different values of $\gamma$ in our experiments; we find that, while the choice of $\gamma$ does affect performance somewhat, our method does not break down even if the “wrong” choice is used.

[29] presented two better-performing alternatives to fixed-stepsize SGD: SGD with gradient clipping or projected SGD. By contrast, as we use an adaptive step size, there is no need to clip gradients; in addition, we find projection to be unnecessary as the initial iterate we generate already has $\rho(A_0) < 1$ by construction.

In the LDS experiments, we use forward difference to approximate the 1D gradients in the line search, since full gradient evaluations require backpropagation and are thus more expensive than function evaluations in this case; we do not find this to incur significant numerical error.

For the adaptive step sizes, we use a standard scheme in which the step size at iteration $k > 0$ [which we denote $\frac{1}{L(k)}$] is initialized to the previous step size $\frac{1}{L(k-1)}$ times a fixed value $\zeta_1 \geq 1$, and then multiplied by a fixed value $\zeta_2 \in (0, 1)$ until it is small enough so that the function value decrease is sufficient. 

where $\zeta_1, \zeta_2$ are constant hyperparameters. (This slightly generalizes Algorithm 5, which simply sets $\zeta_2 = 0.6$, and $L(0) = 1$ (these values were only coarsely tuned; the algorithms are fairly insensitive to them when reasonable settings are used).

C Algorithm Analysis

Here, we provide omitted proofs and details for Sections 2-3.

C.1 Backtracking Step Size Search Analysis

In Algorithm 5 (analyzed in Lemma 9), we show how to efficiently compute an $L(k)$ such that $f(y(k) - \frac{1}{L(k)} \nabla f(y(k))) \leq f(y(k)) - \frac{1}{2L(k)} \| \nabla f(y(k)) \|^2$ holds in Line 3 of Algorithm 1, even when the true Lipschitz constant $L$ is unknown. This is done using standard backtracking line search; we provide the details of the algorithm and analysis for completeness (Algorithm 5). [Note that run_halving means we halve $L$ repeatedly as long as the descent inequality is satisfied—corresponding to doubling

Specifically, for GD, we decrease the step size $\frac{1}{L(k)}$ until the criterion $f(x^{(k+1)}) \leq f(x^{(k)}) - \frac{1}{2L(k)} \| \nabla f(x^{(k)}) \|^2$ is satisfied; for AGD and our method, the criterion is $f(x^{(k+1)}) \leq f(y^{(k)}) - \frac{1}{2L(k)} \| \nabla f(y^{(k)}) \|^2$. These criteria are guaranteed to hold when $L(k) \geq L$.}
the step size each time.]

Algorithm 5: BacktrackingSearch(f, ζ, x, run_halving = False)
Assumptions: f : R^n → R is L-smooth; x ∈ R^n; ζ > 0 and (ζ < 2L or run_halving=False)
1  \( \hat{L} \leftarrow \zeta \)
2  if run_halving then
3      while \( f(x - \frac{1}{\hat{L}} \nabla f(x)) \leq f(x) - \frac{1}{2L} \|\nabla f(x)\|^2 \) do
4          \( \hat{L} \leftarrow \hat{L}/2 \)
5      end
6  end
7  \( \hat{L} \leftarrow 2\hat{L} \)
8  while \( f(x - \frac{1}{\hat{L}} \nabla f(x)) > f(x) - \frac{1}{2L} \|\nabla f(x)\|^2 \) do
9      \( \hat{L} \leftarrow 2\hat{L} \)
10  end
11 return \( \hat{L} \)

Lemma 9 Let L be the minimum real number such that f : R^n → R is L-smooth. Then, Algorithm 5 computes an “inverse step size” \( \hat{L} \) such that \( f(x - \frac{1}{\hat{L}} \nabla f(x)) \leq f(x) - \frac{1}{2L} \|\nabla f(x)\|^2 \). If run_halving is False, \( \hat{L} \in [\zeta, 2L) \) and Algorithm 5 uses at most \( \lceil \log_2 \frac{L}{\zeta} \rceil + 3 \) function and gradient evaluations. If run_halving is True, \( \hat{L} \in (0, 2L) \) and Algorithm 5 uses at most \( \lceil \log_2 \max \left\{ \frac{L}{\zeta}, \frac{\zeta}{L} \right\} \rceil + 3 \) evaluations.

Proof We use the elementary fact that if f is L-smooth, then for any \( x \in \mathbb{R}^n \) if we define \( y \triangleq x - \frac{1}{L} \nabla f(x) \), then \( f(y) \leq f(x) - \frac{1}{2L} \|\nabla f(x)\|^2 \) (for example, see [15] for proof).

In Algorithm 5 we use \( \zeta \) as the initial guess for \( \hat{L} \), and when run_halving is False simply double \( \hat{L} \) until the desired condition holds. Note that since an L-smooth function is also L’-smooth for any \( L' \geq L \), the desired condition holds for any \( L' \geq L \); we will use L to denote the minimum value of \( L' \) such that f is L’-smooth. We need to double \( \hat{L} \) at most \( \lceil \log_2 \frac{L}{\zeta} \rceil \) times until it is greater than or equal to L, so the while loop condition is checked at most \( \lceil \log_2 \frac{L}{\zeta} \rceil + 1 \) times. Since we stop increasing \( \hat{L} \) when the desired condition holds, and it holds whenever \( \hat{L} \geq L \), the final value of \( \hat{L} \) will be less than 2L. Each check of the while loop condition requires computing \( f(x - \frac{1}{\hat{L}} \nabla f(x)) \) for the current value of \( \hat{L} \); we also need to compute \( f(x) \) and \( \nabla f(x) \) at the beginning.

When run_halving is True (branch in Line 2), we also halve the initial guess \( \hat{L} \) until the condition no longer holds, then double this value to recover the last value of \( \hat{L} \) for which the condition holds. Similarly, at most \( \lceil \log_2 \frac{\zeta}{L} \rceil \) iterations of this halving procedure are required. Finally, notice that if the while loop condition in Line 3 ever evaluates to True, then the value \( \hat{L} \) at the end of Line 5 will satisfy \( f(x - \frac{1}{\hat{L}} \nabla f(x)) \leq f(x) - \frac{1}{2L} \|\nabla f(x)\|^2 \), meaning that the while loop on Line 6 will immediately terminate. \( \blacksquare \)

Note that the constant 2 used in Algorithm 5 is arbitrary; we can use any constant larger than 1 to
We first present a simple fact that is useful in our proofs of Lemmas 2 and 4.

Fact 1 Suppose that $a < b$, $g : \mathbb{R} \to \mathbb{R}$ is differentiable, and that $g(a) \geq g(b)$. Then, there is a $c \in (a, b]$ such that $g(c) \leq g(b)$ and either $g'(c) = 0$, or $c = b$ and $g'(c) \leq 0$.

Proof If $g'(b) \leq 0$, the claim is trivially true. If not, then $g'(b) > 0$, so the minimum value of $g$ on $[a, b]$ is strictly less than $g(b)$ (and therefore strictly less than $g(a)$ as well). By continuity of $g$ and the extreme value theorem, $g$ must therefore attain its minimum on $[a, b]$ at some point in $c \in (a, b)$. By differentiability of $g$ and the fact that $c$ minimizes $g$, we then have $g'(c) = 0$.

Fact 2 Suppose $f$ is $L$-smooth. Define $g(\alpha) \triangleq f(\alpha x + (1 - \alpha)v)$; then, $g$ is $L\|x - v\|^2$-smooth.

Proof By $L$-smoothness of $f$, $\|\nabla f(x) - \nabla f(y)\| \leq L\|x - y\|$ for all $x, y$. So,

$$\|\nabla f(y(\alpha_1)) - \nabla f(y(\alpha_2))\| = \|\nabla f(\alpha_1 x + (1 - \alpha_1)v) - \nabla f(\alpha_2 x + (1 - \alpha_2)v)\| \\ \leq L\|((\alpha_1 - \alpha_2)x - (\alpha_1 - \alpha_2)v)\| = L|\alpha_1 - \alpha_2|\|x - v\|.$$

By definition of $g$ and the Cauchy-Schwarz inequality,

$$|g'(\alpha_1) - g'(\alpha_2)| = |\nabla f(y(\alpha_1)) - \nabla f(y(\alpha_2)) (x - v)| \\ \leq \|\nabla f(y(\alpha_1)) - \nabla f(y(\alpha_2))\|\|x - v\|,$$

so $|g'(\alpha_1) - g'(\alpha_2)| \leq L\|x - v\|^2|\alpha_1 - \alpha_2|$ as desired.

Using Lemma 2 and Fact 2 we prove Lemma 4

Lemma 4 (Line Search Runtime) For $L$-smooth $f : \mathbb{R}^n \to \mathbb{R}$, points $x, v \in \mathbb{R}^n$ and scalars $b, c, \hat{\epsilon} \geq 0$, Algorithm 2 computes $\alpha \in [0, 1]$ satisfying (7) with at most

$$8 + 3 \left\lceil \log_2 \left( \frac{2L^3}{b^2}, \frac{L\|x - v\|^2}{2\epsilon} \right) \right\rceil$$

function and gradient evaluations.

Proof Define $\hat{L} \triangleq L\|x - v\|^2$; by Fact 2 $g$ is $\hat{L}$-smooth. Note that if $p + \hat{\epsilon} \geq \hat{L}$ and $g'(\alpha) = 0$, then by $L$-smoothness of $g$, we have $g'(1) \leq \hat{\epsilon} + p$. So, it must be the case that $p + \hat{\epsilon} < \hat{L}$ if Algorithm 2 enters the binary search phase. Thus, if $g'(1) > \hat{\epsilon} + p$, then by Lemma 4 and the definition of $\tau$ we
have \( g'(\tau) > 0 \) and \( g(\tau) - g(1) \leq -\frac{(\epsilon + p)^2}{4L} \). Recall that the loop termination condition in Algorithm 2 is \( \alpha (g'(\alpha) - \alpha p) \leq c(g(1) - g(\alpha)) + \hat{\epsilon} \). First, we claim that the invariants \( g(lo) > g(\tau), g(hi) \leq g(\tau) \), and \( g'(hi) > \hat{\epsilon} \) hold at the start of every loop iteration. This is true at the beginning of the loop, since otherwise the algorithm would return before entering it. In the loop body, \( hi \) is only ever set to a new value \( \alpha \) if \( g(\alpha) \leq g(\tau) \). If the loop does not subsequently terminate, this also implies \( g'(\alpha) > \hat{\epsilon} \) since then

\[
\alpha (g'(\alpha) - \alpha p) > c(g(1) - g(\alpha)) + \hat{\epsilon} \geq c(g(1) - g(\tau)) + \hat{\epsilon} \geq \hat{\epsilon}.
\]

Similarly, \( lo \) is only ever set to a new value \( \alpha \) if \( g(\alpha) > g(\tau) \). Thus, these invariants indeed hold at the start of each loop iteration.

Now, suppose \( \alpha = (lo + hi)/2 \) does not satisfy the termination condition. If \( g(\alpha) \leq g(\tau) \), this implies \( g'(\alpha) > \hat{\epsilon} \). As \( g(lo) > g(\tau) \geq g(\alpha) \), by Fact 1 there must be an \( \hat{\alpha} \in (lo, \alpha) \) with \( g'(\hat{\alpha}) = 0 \) and \( g(\hat{\alpha}) \leq g(\tau) \) [and thus satisfying the termination condition]. The algorithm sets \( hi \) to \( \hat{\alpha} \), which will keep \( \hat{\alpha} \) in the new search interval \([lo, \alpha]\).

Similarly, if \( g(\alpha) > g(\tau) \), then since \( g(\tau) \geq g(hi) \) and \( g'(hi) > 0 \), there must be an \( \hat{\alpha} \in (\alpha, hi) \) with \( g'(\hat{\alpha}) = 0 \) and \( g(\hat{\alpha}) \leq g(\tau) \) [and thus satisfying the termination condition], by applying Fact 1. The algorithm sets \( lo \) to \( \hat{\alpha} \), which will keep \( \hat{\alpha} \) in the search interval. Thus, there is always at least one point \( \hat{\alpha} \in [lo, hi] \) satisfying the termination condition.

In addition, note that if an interval \([z_1, z_2]\) \( \subseteq [0, 1] \) of points satisfies the termination condition, then at every loop iteration, either the entire interval lies in \([lo, hi]\) or none of the interval does, i.e. either \([z_1, z_2]\) \( \subseteq [lo, hi] \) or \([z_1, z_2]\) \( \cap [lo, hi] = \emptyset \). The reason is that if a point \( \alpha \) satisfies the termination condition we terminate immediately. If not, then \( \alpha \) is not in an interval of points satisfying the termination condition, so either \( z_2 < \alpha \) or \( z_1 > \alpha \). Thus, all intervals of points satisfying the termination condition either disjointly lie in the set of points that remain in our search interval, or the set of points we throw away (i.e. an interval of satisfying points never gets split).

Suppose that \( \alpha \in [0, \tau] \), \( g'(\alpha) = 0 \), and \( g(\alpha) \leq g(\tau) \). By \( \hat{L} \)-Lipschitz continuity of \( g' \), we have that for all \( t \), \( |g'(t) - g'(\alpha)| \leq \hat{L}|t - \alpha| \) and \( g(t) - g(1) \leq g(t) - g(\tau) \leq g(t) - g(\alpha) \leq \frac{1}{2}(t - \alpha)^2 \). So, for all \( t \in [\alpha/2, \tau] \),

\[
t(g'(t) - tp) + c(g(t) - g(\tau)) \leq t(\hat{L}|t - \alpha| - (t - \alpha)p) + \hat{\epsilon} + \frac{\epsilon}{2}(t - \alpha)^2 - \alpha tp \leq \left(\hat{L}(1 + \frac{\epsilon}{2}) + p\right) \cdot |t - \alpha| - \alpha^2 p/2 \leq \hat{\epsilon}.
\]

Suppose \( |t - \alpha| \leq \frac{\alpha^2 p/2 + \hat{\epsilon}}{\hat{L}(1 + \frac{\epsilon}{2}) + p} \). Then, \( \left(\hat{L}(1 + \frac{\epsilon}{2}) + p\right) \cdot |t - \alpha| - \alpha^2 p/2 \leq \hat{\epsilon} \).

So, if \( \alpha \in [0, \tau] \), \( g'(\alpha) = 0 \), and \( g(\alpha) \leq g(\tau) \), then all \( t \in [\alpha - \frac{\alpha^2 p/2 + \hat{\epsilon}}{\hat{L}(1 + \frac{\epsilon}{2}) + p}, \alpha + \frac{\alpha^2 p/2 + \hat{\epsilon}}{\hat{L}(1 + \frac{\epsilon}{2}) + p}] \cap [\alpha/2, \tau] \) also satisfy the termination condition \( t(g'(t) - tp) + c(g(t) - g(1)) \leq \hat{\epsilon} \). If \( \frac{\alpha^2 p/2 + \hat{\epsilon}}{\hat{L}(1 + \frac{\epsilon}{2}) + p} \leq \alpha/2 \), the lower bound of the first interval is \( \geq \alpha/2 \) and the intersection of the two intervals contains \([\alpha - \frac{\alpha^2 p/2 + \hat{\epsilon}}{\hat{L}(1 + \frac{\epsilon}{2}) + p}, \alpha] \). If not, then the first interval contains \([\alpha/2, \alpha] \) as does the second interval, so the intersection of the two intervals contains \([\alpha/2, \alpha] \). Therefore, the length of the interval of points satisfying the termination condition is at least \( \min\{\frac{\alpha}{2}, \frac{\alpha^2 p/2 + \hat{\epsilon}}{\hat{L}(1 + \frac{\epsilon}{2}) + p}\} \).
If \( g'(\alpha) = 0 \) and \( g(\alpha) \leq g(\tau) \), then \( g(0) \leq g(\tau) + \frac{L}{2} \alpha^2 \) by \( \hat{L} \)-smoothness. Since \( g(\tau) + \frac{(\hat{\epsilon} + \tilde{\epsilon})^2}{4L} \leq g(1) < g(0) \), this implies \( \alpha \geq \frac{p + \hat{\epsilon}}{L \sqrt{2}} \). Therefore, the interval length is at least

\[
\min \left\{ \frac{p + \hat{\epsilon}}{2 \sqrt{L}}, \frac{p^3/(4 \hat{L}^2) + \hat{\epsilon}}{(1 + c/2) \hat{L} + p} \right\} \geq \min \left\{ \frac{p + \hat{\epsilon}}{L \sqrt{8}}, \frac{p^3/(4 \hat{L}^2) + \hat{\epsilon}}{(2 + c/2) \hat{L}} \right\} \geq \frac{p^3/(4 \hat{L}^2) + \hat{\epsilon} / \sqrt{2}}{(2 + c/2) \hat{L}}.
\]

Since we know at least one such interval of points satisfying the termination condition is always contained within our current search interval, this implies that if we run the algorithm until the current search interval has length at most \( \max \left\{ \frac{b^3}{(8 + 2c) \hat{L}^3}, \frac{\hat{\epsilon}}{(4 + c) \hat{L}} \right\} \), we will terminate with a point satisfying the necessary condition. As we halve our search interval (which is initially \([0, \tau] \subset [0, 1]\)) at every iteration, we must therefore terminate in at most \( \lceil \log_2 \left( \frac{(4 + c) \min \left\{ \frac{b^3}{2 L^3}, \frac{\hat{L} \|x - v\|^2}{\epsilon} \right\} \right) \right\rceil \) iterations.

Before each loop iteration (including the last which does not get executed when the termination condition is satisfied), we compute \( g(\alpha) \) and \( g'(\alpha) \), so there are two function and gradient evaluations per iteration. Before the loop begins, we require (at most) three function and gradient evaluations to evaluate \( g(0), g(1), g'(1) \), in addition to the evaluations required to compute \( \tau \). This becomes five if an initial guess is provided, as then we also compute \( g(\text{guess}), g'(\text{guess}) \). As argued earlier, if \( p + \hat{\epsilon} \geq \hat{L} \), Algorithm 2 terminates before Line 3. Thus, we compute \( \tau \) only if \( g'(1) \geq p + \hat{\epsilon} \), in which case Lemma 8 says that at most \( \left\lceil \log_2 \left( \frac{\hat{L}}{p + \hat{\epsilon}} \right) \right\rceil + 1 \) additional function evaluations are required to compute \( \tau \). Note that \( \frac{\hat{L}}{p + \hat{\epsilon}} \leq \min \left\{ \frac{L}{p}, \frac{\hat{L}}{\hat{\epsilon}} \right\} \) since \( p, \hat{\epsilon} \geq 0 \); thus, \( \left\lceil \log_2 \left( \frac{\hat{L}}{p + \hat{\epsilon}} \right) \right\rceil \leq \left\lceil \log_2 \left( \min \left\{ \frac{L}{p}, \frac{\hat{L}}{\hat{\epsilon}} \right\} \right) \right\rceil \leq \left\lceil \log_2 \left( (4 + c) \min \left\{ \frac{2 \hat{L}^3}{L^3}, \frac{\hat{L} \|x - v\|^2}{\epsilon} \right\} \right) \right\rceil \).

Thus, the total number of function and gradient evaluations made is at most

\[
8 + 3 \left\lceil \log_2 \left( (4 + c) \min \left\{ \frac{2 \hat{L}^3}{L^3}, \frac{\hat{L} \|x - v\|^2}{2 \epsilon} \right\} \right) \right\rceil.
\]

Note that we define \( \min \{x, +\infty\} = x \) for any \( x \in \mathbb{R} \cup \{+\infty\} \). Note also that if \( b = 0 \) and \( L = 0 \), or if \( \hat{\epsilon} = 0 \) and either \( L = 0 \) or \( x = v \), the above expression is technically indeterminate; however, observe that \( g \) is constant in all of these cases, so at most one gradient evaluation is performed and the point \( \alpha = 1 \) is returned (or, if an initial guess is passed in, then there are three evaluations — \( g(\text{guess}), g'(\text{guess}), \) and \( g(1) \) — and the point “guess” is returned).

\[\]  

### C.3 Non-Strongly Quasar-Convex Algorithm Analysis

**Lemma 10** Suppose \( \omega^{(-1)} = 1 \) and \( \omega^{(k)} = \frac{1}{2} \left( \omega^{(k-1)} \left( \sqrt{\omega^{(k-1)} - 4} - \omega^{(k-1)} \right) \right) \) for \( k \geq 0 \). In the following sub-lemmas, we prove various simple properties of this sequence:
Lemma 10.1 \( \omega(k) \leq \frac{4}{k+6} \) for all \( k \geq 0 \).

**Proof** The case \( k = 0 \) is clearly true as \( \omega(0) = \sqrt{\frac{1}{2}} < \frac{2}{3} \). Suppose that \( \omega(i-1) \leq \frac{4}{i+5} \) for some \( i \geq 1 \). \( \omega(i) = \frac{\omega(i-1)}{2} \left( \sqrt{\left( \omega(i-1) \right)^2 + 4} - \omega(i-1) \right) \). Using the fact that \( \sqrt{x^2 + 1} \leq 1 + \frac{x^2}{2} \) for all \( x \) and the fact that \( \omega(i-1) \in (0, 1) \),

\[
\omega(i) \leq \frac{\omega(i-1)}{2} \left( 2 - \omega(i-1) + \frac{(\omega(i-1))^2}{2} \right) \leq \omega(i-1) \left( 1 - \frac{\omega(i-1)}{4} \right).
\]

If \( y > 0 \), then \( x \left( 1 - \frac{k}{q} \right) < \frac{4}{y+1} \) for all \( 0 \leq x \leq \frac{4}{y} \). Thus, setting \( y = i + 5 \) yields that \( \omega(i) \leq \frac{4}{i+6} \) by the inductive hypothesis. \( \blacksquare \)

Lemma 10.2 \( \omega(k) \geq \frac{1}{k+2} \) for all \( k \geq 0 \).

**Proof** The case \( k = 0 \) is clearly true as \( \omega(0) = \sqrt{\frac{1}{2}} > \frac{1}{2} \). Suppose that \( \omega(i-1) \geq \frac{1}{i+1} \) for some \( i \geq 1 \). Observe that the function \( h(x) = \frac{1}{2}(x(\sqrt{x^2 + 4} - x)) \) is increasing for all \( x \). Therefore, \( \omega(i) = h(\omega(i-1)) \geq h(\frac{1}{i+1}) = \frac{1}{2(i+1)} \left( \sqrt{\frac{1}{(i+1)^2} + 4} - 1 \right) = \frac{1}{2(i+1)^2} \left( \sqrt{4(i+1)^2 + 1} - 1 \right) \).

Now, it just remains to show that \( \sqrt{4x^2 + 1} \geq \frac{2x^2}{x+1} + 1 \) for all \( x \geq 0 \). To prove this, note that \( 4x^2(x+1)^2 = 4x^4 + 8x^3 + 4x^2 \), so

\[
4x^2 + 1 = \frac{4x^4 + 8x^3 + 4x^2}{(x+1)^2} + 1 \geq \frac{4x^4 + 4x^3 + 4x^2}{(x+1)^2} + 1 = \left( \frac{2x^2}{x+1} + 1 \right)^2.
\]

Thus,

\[
\omega(i) \geq \frac{1}{2(i+1)^2} \left( \sqrt{4(i+1)^2 + 1} - 1 \right) \geq \frac{1}{2(i+1)^2} \cdot \frac{2(i+1)^2}{(i+2)} = \frac{1}{i+2}.
\]

\( \blacksquare \)

Lemma 10.3 \( \omega(k) \in (0, 1) \) for all \( k \geq 0 \). Additionally, \( \omega(k) < \omega(k-1) \) for all \( k \geq 0 \).

**Proof** The fact that \( \omega(k) > 0 \) follows from Lemma 10.2. To show the rest, we simply observe that \( \frac{1}{2}(\sqrt{x^2 + 4} - x) < \frac{2}{3} = 1 \) for all \( x > 0 \); as \( \omega(1) = 1 \) and \( \omega(k) = \frac{1}{2}(\sqrt{(\omega(k-1))^2 + 4} - \omega(k-1)) \cdot \omega(k-1) \) for all \( k \geq 0 \), the result follows. \( \blacksquare \)
Lemma 10.4 Define \( s^{(k)} = 1 + \sum_{i=0}^{k-1} \frac{1}{\omega(i)} \). Then, \( (s^{(k)})^{-1} \leq \frac{8}{(k+2)^2} \) for all \( k \geq 0 \).

**Proof** Applying Lemma 10.1 \( s^{(k)} \geq 1 + \sum_{i=0}^{k-1} \left( i + \frac{6}{4} \right) = \frac{k(k+11)+8}{8} \geq \frac{k(k+4)+4}{8} = \frac{1}{8}(k+2)^2 \), and so \( (s^{(k)})^{-1} \leq \frac{8}{(k+2)^2} \).

Lemma 10.5 \( \frac{1}{(\omega(k))^2} - \frac{1}{\omega(k)} = \sum_{i=-1}^{k-1} \frac{1}{\omega(i)} = s(k) \) for all \( k \geq 0 \).

**Proof** Notice that \( (\omega(k))^2 = (1 - \omega(k))(\omega(k-1))^2 \) for all \( k \geq 0 \), by definition of the sequence \( \{\omega(k)\} \). Thus, since \( \omega(k) \in (0,1) \) for all \( k \geq 0 \), \( \frac{1}{(\omega(k))^2} - \frac{1}{\omega(k)} = \frac{1}{(\omega(k-1))^2} \). This proves the base case \( k = 0 \), since \( \omega(-1) = 1 \). Now, for \( k \geq 0 \) define \( B^{(k)} = \frac{1}{(\omega(k))^2} - \frac{1}{\omega(k)} \). Then for all \( k \geq 0 \),

\[
B^{(k+1)} - \left( B^{(k)} + \frac{1}{\omega(k)} \right) = \frac{1}{(\omega(k+1))^2} - \frac{1}{\omega(k+1)} - \frac{1}{(\omega(k))^2} = 0. \text{ Thus } B^{(k+1)} = B^{(k)} + \frac{1}{\omega(k)} = \frac{1}{\omega(k)} + \sum_{i=-1}^{k-1} \frac{1}{\omega(i)} \text{ by the inductive hypothesis.}
\]

Lemma 6 (Non-Strongly Quasar-Convex AGD Convergence) If \( f \) is \( L \)-smooth and \( \gamma \)-quasar-convex with respect to a minimizer \( x^* \), with \( \gamma \in (0,1] \), then in each iteration \( k \geq 0 \) of Algorithm 4

\[
\epsilon^{(k)} \leq \frac{8}{(k+2)^2} \left[ \epsilon^{(0)} + \frac{L}{2\gamma^2}r^{(0)} \right] + \frac{\epsilon}{2}, \tag{10}
\]

where \( \epsilon^{(k)} \triangleq f(x^{(k)}) - f(x^*) \) and \( r^{(k)} \triangleq \|\omega(k) - x^*\|^2 \). Therefore, if \( R \geq \|x^{(0)} - x^*\| \) and the number of iterations \( K \geq \left[ 8\gamma^{-1}L^{1/2}Rc^{-1/2} \right] \), then the output \( x^{(K)} \) satisfies \( f(x^{(K)}) \leq f(x^*) + \epsilon \).

**Proof** For simplicity of exposition, we present the proof in the case where \( L^{(k)} = L \) for all \( k \) (i.e., \( L \) is known). The general case can be handled by tightening the analysis, similarly to the analysis of standard AGD with adaptive step size on convex functions.

In the non-strongly quasar-convex case, \( \mu = 0 \) and \( \beta = 1 \). For all \( k \), \( \eta^{(k)} = \frac{\gamma}{L^{(k)}\omega^{(k)}} \geq \frac{\gamma}{L^{(k)}} \) since \( \omega^{(k)} \in (0,1) \) by Lemma 10.3. Additionally, \( \alpha^{(k)} \) is in \([0,1]\) and \( (\alpha, x, y, v) = (\alpha^{(k)}, x^{(k)}, y^{(k)}, v^{(k)}) \) satisfies (7) with \( b = \frac{1-\beta}{2\gamma^2} = 0, c = \frac{L^{(k)}}{\beta} \geq L^{(k)} \eta^{(k)} \alpha - \gamma \) by construction. Lemmas 1 and 3 thus imply that for all \( k \geq 0 \),

\[
2(\eta^{(k)})^2L^{(k)}\epsilon^{(k+1)} + r^{(k+1)} \leq r^{(k)} + 2\eta^{(k)} \left( L^{(k)}\eta^{(k)} \alpha - \gamma \right) \epsilon^{(k)} + 2\eta^{(k)}\epsilon. \tag{12}
\]
Define $A^{(k)} \triangleq 2(\eta^{(k)})^2 L^{(k)} - 2\eta^{(k)} \gamma$. So, $(A^{(k)} + 2\eta^{(k)} \gamma) \epsilon^{(k+1)} + r^{(k+1)} \leq A^{(k)} \epsilon^{(k)} + r^{(k)} + 2\eta^{(k)} \epsilon$.

Recall that $(\omega^{(k+1)})^2 = (1 - \omega^{(k+1)})(\omega^{(k)})^2$ and $\omega^{(k)} \in (0, 1)$ for all $k \geq 0$. So,

$$A^{(k+1)} - (A^{(k)} + 2\eta^{(k)} \gamma) = 2(\eta^{(k+1)})^2 L^{(k+1)} - 2\eta^{(k+1)} \gamma - 2(\eta^{(k)})^2 L^{(k)} + 2\gamma^2 \left( \frac{1}{L^{(k+1)}} - \frac{1 - \omega^{(k+1)}}{(\omega^{(k+1)})^2} \right) - \gamma^2 \frac{1}{L^{(k)}} \cdot \frac{1 - \omega^{(k)}}{(\omega^{(k)})^2}$$

The final inequality comes from the fact that $L^{(k+1)} \geq L^{(k)}$, by definition of the sequence $\{L^{(k)}\}$ in Algorithm 4. So, $A^{(k+1)} = \frac{L^{(k)}}{L^{(k+1)}} (A^{(k)} + 2\eta^{(k)} \gamma) \leq A^{(k)} + 2\eta^{(k)} \gamma$ and thus $A^{(k+1)} \epsilon^{(k+1)} + r^{(k+1)} \leq (A^{(k)} + 2\eta^{(k)} \gamma) \epsilon^{(k+1)} + r^{(k+1)} \leq A^{(k)} \epsilon^{(k)} + r^{(k)} + 2\eta^{(k)} \epsilon$. Applying (12) repeatedly, we thus have

$$A^{(k)} \epsilon^{(k)} + r^{(k)} \leq A^{(k-1)} \epsilon^{(k-1)} + r^{(k-1)} + 2\eta^{(k-1)} \epsilon \leq \cdots \leq A^{(0)} \epsilon^{(0)} + r^{(0)} + 2\epsilon \sum_{i=0}^{k-1} \eta^{(i)}. \quad (13)$$

By Lemma 10.5, $A^{(k)} = 2(\eta^{(k)})^2 L^{(k)} - 2\eta^{(k)} \gamma = \frac{2\gamma^2}{L^{(k)}} \left( \frac{1}{(\omega^{(k)})^2} - \frac{1}{1} \right) = \frac{2\gamma^2}{L^{(k)}} s^{(k)}$, where $s^{(k)} \triangleq \left( 1 + \sum_{i=0}^{k-1} \frac{1}{\omega^{(i)}} \right)$. Since $0 < L^{(k)} < 2L$ for all $k \geq 0$, we thus have $A^{(k)} \geq \frac{\gamma^2}{L} s^{(k)}$.

Also, $A^{(0)} = 2(\eta^{(0)})^2 L^{(0)} - 2\eta^{(0)} \gamma = \frac{2\gamma^2}{L^{(0)}} (\omega^{(0)})^2 - 2\frac{\gamma^2}{L^{(0)}} (\omega^{(0)})^2 = \frac{2\gamma^2}{L^{(0)}} \omega^{(0)}$, as $\omega^{(0)} = \sqrt{\frac{5}{2}} - 1$. So, as $r^{(k)} \geq 0$ and (by our simplifying assumption) $L^{(k)} = L$,

$$\epsilon^{(k)} \leq (A^{(k)})^{-1} (A^{(0)} \epsilon^{(0)} + r^{(0)}) + 2(A^{(k)})^{-1} \epsilon \sum_{i=0}^{k-1} \eta^{(i)}$$

$$\leq \frac{L}{\gamma^2} (s^{(k)})^{-1} \left( 2\epsilon^{(0)} \frac{L}{\gamma^2} \epsilon^{(0)} + r^{(0)} \right) + \frac{2L}{\gamma s^{(k)}} \left( \sum_{i=0}^{k-1} \eta^{(i)} \right)$$

Then, the previous expression becomes $(s^{(k)})^{-1} \left( 2\epsilon^{(0)} + \frac{L}{\gamma^2} r^{(0)} \right) + \gamma^{-1} \epsilon. \quad \epsilon = \frac{\gamma \epsilon}{2}$ by definition and $(s^{(k)})^{-1} \leq \frac{8}{(k+2)^2}$ by Lemma 10.4 which proves the bound on $\epsilon^{(k)}$.

For the iteration bound, we simply require $K$ large enough such that $\frac{8}{(k+2)^2} \left( \epsilon^{(0)} + \frac{L}{2\gamma^2} r^{(0)} \right) \leq \frac{\epsilon}{2}$. Observe that as $f(x^{(0)}) \leq f(x^*) + \frac{L}{2} \|x^{(0)} - x^*\|^2$ by Fact 3, $2\epsilon^{(0)} \leq Lr^{(0)} \leq \frac{L}{\gamma^2} r^{(0)}$. 

$$31$$
So, it suffices to have \( \frac{5}{8K + \frac{5}{\gamma^2}} \left( \frac{2L}{\gamma} r^{(0)} \right) \leq \frac{\epsilon}{2} \). Rearranging, this is equivalent to \( K + 2 \geq 8\gamma^{-1} L^{1/2} Re^{-1/2} \), as \( r^{(0)} = R^2 \). As \( K \) must be a nonnegative integer, it suffices to have \( K \geq \left[ 8\gamma^{-1} L^{1/2} Re^{-1/2} \right] \).  

**Theorem 2.** If \( f \) is \( L \)-smooth and \( \gamma \)-quasar-convex with respect to a minimizer \( x^* \), with \( \gamma \in (0, 1] \) and \( \|x^{(0)} - x^*\| \leq R \), then Algorithm 4 produces an \( \epsilon \)-optimal point after \( O \left( \gamma^{-1} L^{1/2} Re^{-1/2} \log^+ \left( \gamma^{-1} L^{1/2} Re^{-1/2} \right) \right) \) function and gradient evaluations.

**Proof.** Lemma 4 implies \( O(\gamma^{-1} L^{1/2} Re^{-1/2}) \) iterations are needed to get an \( \epsilon \)-optimal point. Lemma 4 implies that each line search uses \( O \left( \log^+ \left( (1 + c) \min \left\{ \frac{L\|x^{(k)} - x^{(k-1)}\|}{\epsilon}, \frac{L^2}{\gamma^2} \right\} \right) \right) \) function and gradient evaluations. Again, for simplicity we focus on the case where \( L^{(k)} = L \) for all \( k \geq 0 \); the analysis for the general case proceeds analogously. In this case, \( b = 0, c = L\eta^{(k)} = \gamma = \gamma \left( \frac{1}{\gamma^2} - 1 \right), \) and \( \tilde{c} = \frac{\gamma^2}{2} \). By Lemma 10.2 and 10.3, \( 1 < \frac{1}{\gamma^2} \leq k + 2 \) for all \( k \geq 0 \). Thus, the number of function and gradient evaluations required for the line search at iteration \( k \) of Algorithm 4 is

\[
O \left( \log^+ \left( \gamma(k + 1) L \frac{\|x^{(k)} - x^{(k-1)}\|}{\gamma^2} \right) \right)
\]

Now, we bound \( \|x^{(k)} - v^{(k)}\|^2 \). To do so, we first bound \( \|v^{(k)} - x^*\|^2 = r^{(k)} \). Recall that equation (13) in the proof of Lemma 6 says that \( A^{(k)} \epsilon^{(k)} + r^{(k)} \leq A^{(0)} \epsilon^{(0)} + r^{(0)} + 2\tilde{c} \sum_{i=0}^{k-1} \eta^{(i)} \), where \( A^{(j)} \triangleq \frac{2\gamma^2}{L} \left( 1 + \sum_{i=0}^{j-1} \frac{1}{\gamma^2 i} \right) \). As \( A^{(k)} \epsilon^{(k)} \geq 0 \), this means that

\[
r^{(k)} \leq A^{(0)} \epsilon^{(0)} + r^{(0)} + 2\tilde{c} \sum_{i=0}^{k-1} \eta^{(i)} = \frac{2\gamma^2}{L} \epsilon^{(0)} + r^{(0)} + \frac{\gamma^2}{L} \sum_{i=0}^{k-1} \frac{1}{\omega^{(i)}} \]

using that \( \eta^{(i)} = \frac{\gamma}{L}, \tilde{c} = \frac{\gamma^2}{2} \), and \( A^{(0)} = \frac{2\gamma^2}{L} \) (as previously shown in the proof of Lemma 6).

Now, by Lemma 10.2 we have that \( \sum_{i=0}^{k-1} \frac{1}{\gamma^2 i} \leq \sum_{i=0}^{k-1} (i + 2) = \frac{k(k+3)}{2} \), and by \( L \)-smoothness of \( f \) and Fact 3 we have that \( \epsilon^{(0)} \leq \frac{L}{2} r^{(0)} \leq \frac{L}{2\gamma^2} r^{(0)} \). Thus, for all \( k \geq 1 \), we have

\[
r^{(k)} \leq 2r^{(0)} + \frac{\gamma^2 k(k+3)}{2L} \leq 2(R^2 + \frac{\gamma^2 k^2}{L}) ,
\]

as \( r^{(0)} = R^2 \) and \( k + 3 \leq 4k \) for all \( k \geq 1 \). In fact, the above holds for \( k = 0 \) as well, because \( r^{(k)} \) is simply \( r^{(0)} \) in this case.

By the triangle inequality, \( \|v^{(k)} - v^{(k-1)}\| \leq \|v^{(k)} - x^*\| + \|v^{(k-1)} - x^*\| \leq 2\sqrt{2(R^2 + \frac{\gamma^2 k^2}{L})} \). Since \( \beta = 1 \), we have that \( v^{(k-1)} - \eta^{(k-1)} \nabla f(y^{(k-1)}) \) and so \( \|v^{(k)} - v^{(k-1)}\| = \eta^{(k-1)} \|\nabla f(y^{(k-1)})\| \). Thus,

\[
\|\nabla f(y^{(k-1)})\| \leq \eta^{(k-1)} \|\nabla f(y^{(k-1)})\|^{-1} \cdot 2\sqrt{2(R^2 + \frac{\gamma^2 k^2}{L})} = L \omega^{(k-1)} \gamma^{-1} \sqrt{8(R^2 + \frac{\gamma^2 k^2}{L})} .
\]
Now, by definition of $x^{(k)}$, $v^{(k)}$, and $y^{(k-1)},$

\[x^{(k)} - v^{(k)} = y^{(k-1)} - \frac{1}{L} \nabla f(y^{(k-1)}) - v^{(k)} = \alpha^{(k-1)} x^{(k-1)} + (1 - \alpha^{(k-1)}) v^{(k-1)} - \frac{1}{L} \nabla f(y^{(k-1)}) - v^{(k)} = \alpha^{(k-1)} \left( x^{(k-1)} - v^{(k-1)} \right) + \left( \eta^{(k-1)} - \frac{1}{L} \right) \nabla f(y^{(k-1)}) .\]

Therefore,

\[
\| x^{(k)} - v^{(k)} \| \leq \alpha^{(k-1)} \| x^{(k-1)} - v^{(k-1)} \| + \left( \eta^{(k-1)} - \frac{1}{L} \right) \| \nabla f(y^{(k-1)}) \|
\leq \| x^{(k-1)} - v^{(k-1)} \| + \left( \eta^{(k-1)} + \frac{1}{L} \right) \| \nabla f(y^{(k-1)}) \|
\leq \| x^{(k-1)} - v^{(k-1)} \| + \frac{2}{L\omega} \| \nabla f(y^{(k-1)}) \|
\leq \| x^{(k-1)} - v^{(k-1)} \| + \sqrt{32} \gamma^{-1} \left( R + \gamma k \sqrt{\frac{R}{T}} \right),
\]

where the first inequality is the triangle inequality, the third inequality uses that $\eta^{(k-1)} = \frac{\gamma}{L\omega}$, and that $\gamma, \omega \in (0, 1]$, the fourth inequality uses [14], and the final inequality uses that $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$ for any $a, b \geq 0$. As this holds for all $k \geq 1$, we have by induction that for all $k \geq 0$,

\[
\| x^{(k)} - v^{(k)} \| \leq \| x^{(0)} - v^{(0)} \| + \sum_{j=1}^{k} \sqrt{32} \gamma^{-1} \left( R + \gamma j \sqrt{\frac{R}{T}} \right) = \sqrt{32} \gamma^{-1} \sum_{j=1}^{k} \left( R + \gamma j \sqrt{\frac{R}{T}} \right),
\]

since $x^{(0)} = v^{(0)}$. Simplification yields $\| x^{(k)} - v^{(k)} \| \leq \sqrt{32} k \gamma^{-1} R + \sqrt{8} k (k + 1) \sqrt{\frac{R}{T}}$. For all $k \geq 1$, it is the case that $k + 1 \leq 2k$, so $\| x^{(k)} - v^{(k)} \| \leq \sqrt{32} \left( k \gamma^{-1} R + k^{2} \sqrt{\frac{R}{T}} \right)$; this inequality holds for $k = 0$ as well, as $\| x^{(0)} - v^{(0)} \| = 0$ in this case.

Suppose $k \leq [4 \gamma^{-1} L^{1/2} R e^{-1/2}]$. Then

\[
\| x^{(k)} - v^{(k)} \| \leq \sqrt{32} \left( 4 \gamma^{-1} L^{1/2} R e^{-1/2} \cdot \gamma^{-1} R + 16 \gamma^{-2} L R^{2} \epsilon^{-1} \cdot \sqrt{\frac{R}{T}} \right)
= 80 \sqrt{2} \cdot \gamma^{-2} L^{1/2} R^{2} \epsilon^{-1/2} .
\]

Recall that the line search at iteration $k$ requires $O \left( \log^+ \left( \left( \gamma k + 1 \right) \frac{L \| x^{(k)} - v^{(k)} \|^2}{\gamma} \right) \right)$ function and gradient evaluations. $(\gamma k + 1) \frac{L \| x^{(k)} - v^{(k)} \|^2}{\gamma} \leq (4L^{1/2} R e^{-1/2} + 1) \cdot 12800(\gamma^{-5} L^{2} R^{4} \epsilon^{-2})$. Therefore, each line search indeed requires $O \left( \log^+ \left( \gamma^{-1} L^{1/2} R e^{-1/2} \right) \right)$ function and gradient evaluations. As the number of iterations $k$ is $O(\gamma^{-1} L^{1/2} R e^{-1/2})$, the total number of function and gradient evaluations required is thus $O \left( \gamma^{-1} L^{1/2} R e^{-1/2} \log^+ \left( \gamma^{-1} L^{1/2} R e^{-1/2} \right) \right)$, as claimed.
As in the strongly convex case, the algorithm may continue to run if the specified number of iterations $K$ is larger; however, this theorem combined with Lemma 1 shows that $x^{(k)}$ will be $\epsilon$-optimal if $k = \lceil 4\gamma^{-1}L^{1/2}R\epsilon^{-1/2} \rceil$, and this $x^{(k)}$ will be produced using $O\left(\gamma^{-1}L^{1/2}R\epsilon^{-1/2} \log^+ \left(\gamma^{-1}L^{1/2}R\epsilon^{-1/2}\right)\right)$ function and gradient evaluations. (Future iterates $x^{(k)}$ with $k' > \lceil 4\gamma^{-1}L^{1/2}R\epsilon^{-1/2} \rceil$ will also be $\epsilon$-optimal.)

**Remark 1** If $f$ is $L$-smooth and $\gamma$-quasar-convex with $\gamma \in (0, 1]$ and $\|x^{(0)} - x^*\| \leq R$, then gradient descent with step size $\frac{1}{L}$ returns a point $x$ with $f(x) \leq f(x^*) + \epsilon$ after $O\left(\gamma^{-1}L^2\epsilon^{-1}\right)$ function and gradient evaluations.

**Proof** See Theorem 1 in [26].

### C.4 Comparisons with Standard AGD

We have described how our algorithms relate to standard (convex) AGD. We briefly comment on the difference between the analysis of our algorithms and that of standard AGD, and on the use of a line search “initial guess” inspired by the setting of $\alpha^{(k)}$ in standard AGD.

#### C.4.1 Analysis

Concretely, a key step in the proof of convergence of algorithms that extend Algorithm 1 (including our algorithms as well as standard AGD) is to bound $Q^{(k)}$; this bound is then combined with Lemma 1 to get the final convergence bound. In standard AGD, we bound $Q^{(k)}$ by setting $\alpha^{(k)}$ to a specific predetermined value. For instance, in the non-strongly convex case (where $\beta = 1$), $\alpha^{(k)}$ is set such that $\frac{\alpha^{(k)}}{1 - \alpha^{(k)}} = L^{(k)}\eta^{(k)} - 1$.\footnote{As $\eta^{(k)} = \frac{1}{L^{(k)} + \omega^{(k)}}$, this implies that $\alpha^{(k)} = 1 - \omega^{(k)}$.} We then have $Q^{(k)} = 2\eta^{(k)} \cdot \frac{\alpha^{(k)}}{1 - \alpha^{(k)}} \nabla f(y^{(k)})^\top (x^{(k)} - y^{(k)}) = 2\eta^{(k)}(L^{(k)}\eta^{(k)} - 1)\nabla f(y^{(k)})^\top (x^{(k)} - y^{(k)})$, and then we use convexity to obtain that $Q^{(k)} \leq 2\eta^{(k)}(L^{(k)}\eta^{(k)} - 1)(f(x^{(k)}) - f(y^{(k)})) = 2\eta^{(k)}(L^{(k)}\eta^{(k)} - 1)(\epsilon^{(k)} - \epsilon^{(k)}_y)$. By contrast, for our algorithms, we bound $Q^{(k)}$ using Lemma 3.

#### C.4.2 Line Search Initial Guess

In special cases, specifying an “initial guess” for $\alpha$ in the binary line search (Algorithm 2) can speed up our algorithms, by allowing the line search to be circumvented a large portion of the time. For instance, at each step $k$ we can use the $\alpha^{(k)}$ prescribed by the standard version of AGD as a guess: this value is $\frac{\sqrt{L^{(k)}\mu}}{1 + \sqrt{L^{(k)}\mu}}$ in the strongly convex case (Algorithm 3), and $1 - \omega^{(k)}$ in the non-strongly convex case (Algorithm 4). Thus, when $f$ is convex or strongly convex (and thus $\gamma = 1$), our respective algorithms using the initial guess are equivalent to standard AGD (as described in
\[ f(x^*) \geq f(x) + \frac{1}{\gamma} \nabla f(x) (x^* - x). \]

Suppose also \( \mu \geq 0 \). The function \( f \) is \((\gamma, \mu)\)-strongly quasar-convex on \( \mathcal{X} \) if for all \( x \in \mathcal{X} \),

\[ f(x^*) \geq f(x) + \frac{1}{\gamma} \nabla f(x) (x^* - x) + \frac{\mu}{2} \|x^* - x\|^2. \]

If \( \mathcal{X} \) is of the form \( [a, b] \subseteq \mathbb{R} \), then \( \nabla f(a) \) and \( \nabla f(b) \) here denote \( \lim_{h \to 0^+} \frac{f(a+h) - f(a)}{h} \) and \( \lim_{h \to 0^-} \frac{f(b+h) - f(b)}{h} \), respectively. Differentiability simply means that \( \nabla f(x) \) exists for all \( x \in \mathcal{X} \).

Definition 3 is exactly the same as Definition 1 if the domain \( \mathcal{X} = \mathbb{R}^n \). We remark that it is possible to generalize Definition 3 even further to the case where \( \mathcal{X} \) is a star-convex set with star center \( x^* \).

D.1 Proof of Observation 1

Observation 1 Let \( a < b \) and let \( f : [a, b] \to \mathbb{R} \) be continuously differentiable. The function \( f \) is \( \gamma \)-quasar-convex for some \( \gamma \in (0, 1] \) iff \( f \) is unimodal and all critical points of \( f \) are minimizers.
Additionally, if \( h : \mathbb{R}^n \to \mathbb{R} \) is \( \gamma \)-quasar-convex with respect to a minimizer \( x^* \), then for any \( d \in \mathbb{R}^n \) with \( \|d\| = 1 \), the 1-D function \( f(\theta) \triangleq h(x^* + \theta d) \) is \( \gamma \)-quasar-convex.

**Proof** First, we prove that if \( f \) is continuously differentiable and unimodal with nonzero derivative except at minimizers, then \( f \) is \( \gamma \)-quasar-convex for some \( \gamma > 0 \).

Let \( x^* \) be a minimizer of \( f \) on \([a, b]\), and let \( x \in [a, b] \) be arbitrary. Define \( g_x(t) = f((1-t)x^* + tx) \). By unimodality of \( f \), \( g_x \) is differentiable and increasing on \([0, 1]\), so \( g'_x(t) \geq 0 \) for all \( t \in [0, 1] \), and

\[
f(x) - f(x^*) = g_x(1) - g_x(0) = \int_0^1 g'_x(t) dt .
\]

Also, \( g'_x(1) = f'(x)(x-x^*) \neq 0 \) by assumption for all \( x \) with \( f(x) > f(x^*) \). Note that if \( f(x) = f(x^*) \), then \( g_x(t) \) is constant on \([0, 1]\) by unimodality and so \( g'_x(t) = 0 \) for all \( t \in [0, 1] \).

Define \( C_{x^*} = \sup_{x \in [a, b]} \sup_{t \in [0, 1]} \frac{g'_x(t)}{g'_x(1)} \), where we define the inner supremum to be 1 if \( f(x) = f(x^*) \). By continuity of each \( g_x \) over \([0, 1]\) and the fact that \( g'_x(1) > 0 \) for all \( x \in [a, b] \) with \( f(x) > f(x^*) \), \( \sup_{t \in [0, 1]} \frac{g'_x(t)}{g'_x(1)} \) is a continuous function of \( x \). Thus as the outer supremum is over the compact interval \([a, b]\), \( C_{x^*} \) indeed exists; note that \( C_{x^*} \in [1, \infty) \).

For any \( x \in [a, b] \) with \( f(x) > f(x^*) \), we thus have \( \frac{f(x) - f(x^*)}{f'(x)(x-x^*)} = \int_0^1 \frac{g'_x(t)}{g'_x(1)} dt \leq C_{x^*} \), meaning \( f(x^*) \geq f(x) + C_{x^*}(f'(x)(x^* - x)) \). This also holds for all \( x \) such that \( f(x) = f(x^*) \), as either \( x = x^* \) or \( f'(x) = 0 \) in these cases. Thus, \( f \) is \( \frac{1}{C_{x^*}} \)-quasar-convex on \([a, b]\) with respect to \( x^* \). Finally, if we define \( C_{\text{max}} = \max_{x^* \in \text{argmin}_{x \in [a, b]} f(x)} C_{x^*} \), we have that \( f \) is \( \frac{1}{C_{\text{max}}} \)-quasar-convex on \([a, b]\) where \( \frac{1}{C_{\text{max}}} \in (0, 1] \) is a constant depending only on \( f \), \( a \), and \( b \). This completes the proof.

Now, we prove the other direction (which is much simpler). Suppose that \( f : [a, b] \to \mathbb{R} \) is differentiable and quasar-convex for some \( \gamma \in (0, 1] \). Then \( \frac{1}{\gamma} f'(x)(x-x^*) \geq f(x) - f(x^*) \geq 0 \). If \( x \) is not a minimizer of \( f \), then the last inequality is strict; otherwise, either \( x \in [a, b] \) or \( f'(x) = 0 \). In other words, assuming \( x \) is not a minimizer, when \( x < x^* \) [i.e. to the left of \( x^* \)], \( f' < 0 \) and so \( f \) is strictly decreasing, while when \( x > x^* \) [i.e. to the right of \( x^* \)], \( f' > 0 \) and so \( f \) is strictly increasing. This implies that \( f \) is unimodal.

Finally, suppose \( h : \mathbb{R}^n \to \mathbb{R} \) is \( \gamma \)-quasar-convex with respect to a minimizer \( x^* \), suppose \( d \in \mathbb{R}^n \) has \( \|d\| = 1 \), and define \( f(\theta) \triangleq h(x^* + \theta d) \). Note that \( f'(\theta) = d^\top \nabla h(x^* + \theta d) \) and that \( \theta = 0 \) minimizes \( f \). By \( \gamma \)-quasar-convexity of \( h \) with respect to \( x^* \), we have for all \( \theta \in \mathbb{R} \) that

\[
f(0) = h(x^*) \geq h(x^* + \theta d) + \frac{1}{\gamma} \nabla h(x^* + \theta d)^\top (x^* - (x^* + \theta d)) = f(\theta) + \frac{1}{\gamma} f'(\theta)(0 - \theta) ,
\]

meaning that \( f \) is \( \gamma \)-quasar-convex. \( \blacksquare \)
D.2 Characterizations of Quasar-Convexity

Lemma 11 Let $f: \mathcal{X} \to \mathbb{R}$ be differentiable with a minimizer $x^* \in \mathcal{X}$, where the domain $\mathcal{X} \subseteq \mathbb{R}^n$ is open and convex.\footnote{We remark that this lemma still holds if $\mathcal{X}$ is open and star-convex with star center $x^*$, or if $\mathcal{X}$ is any subinterval of $\mathbb{R}$.} Then, the following two statements:

$$f(tx^* + (1 - t)x) + t \left(1 - \frac{t}{2 - \gamma}\right) \frac{\gamma \mu}{2} \|x^* - x\|^2 \leq \gamma tf(x^*) + (1 - \gamma t)f(x) \quad \forall x \in \mathcal{X}, \, t \in [0, 1] \quad (15)$$

$$f(x^*) \geq f(x) + \frac{1}{\gamma} \nabla f(x)^\top (x^* - x) + \frac{\mu}{2} \|x^* - x\|^2 \quad \forall x \in \mathcal{X} \quad (16)$$

are equivalent for all $\mu \geq 0$, $\gamma \in (0, 1]$.

Proof First, we prove that (16) implies (15).

Suppose (16) holds and $\mu = 0$. Let $x \in \mathcal{X}$ be arbitrary and for all $t \in [0, 1]$ let $x_t \triangleq (1 - t)x^* + tx$ and let $g(t) \triangleq f(x_t) - f(x^*)$. Since $g'(t) = \nabla f(x_t)^\top (x^* - x)$ and $x^* - x_t = -(x^* - x)$, substituting these equalities into (16) yields that $g(t) \leq \frac{1}{\gamma}g'(t)$ for all $t \in [0, 1]$.

Rearranging, we see that the inequality in (15) [for fixed $x$] is equivalent to the condition that $g(t) \leq \ell(t)$ for all $t \in [0, 1]$, where $\ell(t) \triangleq (1 - \gamma(1 - t))g(1)$. We proceed by contradiction: suppose that for some $\alpha \in [0, 1]$ it is the case that $g(\alpha) > \ell(\alpha)$. Note that $\alpha > 0$ necessarily. Let $\beta$ be the minimum element of the set $\{t \in [\alpha, 1] : g(t) = \ell(t)\}$. Since $g(1) = \ell(1)$, such a $\beta$ exists with $\alpha < \beta$. Consequently, for all $t \in (\alpha, \beta)$ we have $g(t) \geq \ell(t)$ and so

$$\int_\alpha^\beta g'(t) \, dt = g(\beta) - g(\alpha) < \ell(\beta) - \ell(\alpha) = \gamma(\beta - \alpha)g(1) \quad (17)$$

and

$$(\beta - \alpha)g(1) = \int_\alpha^\beta \frac{\ell(t)}{1 - \gamma(1 - t)} \, dt \leq \int_\alpha^\beta \frac{g(t)}{1 - \gamma(1 - t)} \, dt. \quad (18)$$

Combining (17) and (18) and using that $g(t) \leq \frac{\gamma}{\gamma}g'(t)$, we have

$$\int_\alpha^\beta \left[\frac{1}{t} - \frac{1}{1 - \gamma(1 - t)}\right] g(t) \, dt \leq \int_\alpha^\beta \frac{g'(t)}{\gamma} \, dt - \int_\alpha^\beta \frac{g(t)}{1 - \gamma(1 - t)} \, dt < 0$$

As $g(t) = f(x_t) - f(x^*) \geq 0$ and $1/t \geq 1/(1 - \gamma(1 - t))$ for all $t \in [\alpha, \beta] \subset (0, 1]$, we have a contradiction.

Now, suppose $\mu > 0$. Define $h(x) \triangleq f(x) - \frac{\gamma \mu}{2(2 - \gamma)} \|x^* - x\|^2$. Observe that $h(x^*) = f(x^*)$, $\nabla h(x) = \nabla f(x) - \frac{\gamma \mu}{2 - \gamma} (x^* - x)$, and $\nabla h(x)^\top (x^* - x) = \nabla f(x)^\top (x^* - x) + \frac{\gamma \mu}{2 - \gamma} \|x^* - x\|^2$. Thus,
by algebraic simplification and then application of \((10)\) by assumption,
\[
\begin{align*}
h(x) + \frac{1}{\gamma} \nabla h(x)^\top (x^* - x) &= f(x) - \frac{\gamma \mu}{2(2 - \gamma)} \|x^* - x\|^2 + \frac{1}{\gamma} \nabla f(x)^\top (x^* - x) + \frac{\mu}{2 - \gamma} \|x^* - x\|^2 \\
&= f(x) + \frac{1}{\gamma} \nabla f(x)^\top (x^* - x) + \frac{\mu}{2} \|x^* - x\|^2 \left( -\frac{\gamma}{2 - \gamma} + \frac{2}{2 - \gamma} \right) \\
&= f(x) + \frac{1}{\gamma} \nabla f(x)^\top (x^* - x) + \frac{\mu}{2} \|x^* - x\|^2 \\
&\leq f(x^*) = h(x^*) .
\end{align*}
\]
As we earlier showed that \((10)\) implies \((15)\) in the \(\mu = 0\) case, we have that
\[
h(tx^* + (1 - t)x) \leq \gamma th(x^*) + (1 - \gamma t)h(x) .
\]
Substituting in the definition of \(h\):
\[
\begin{align*}
f(tx^* + (1 - t)x) - \frac{\gamma \mu}{2(2 - \gamma)} \|x^* - tx^* - (1 - t)x\|^2 \\
&\leq \gamma tf(x^*) + (1 - \gamma t)f(x) - (1 - \gamma t) \frac{\gamma \mu}{2(2 - \gamma)} \|x^* - x\|^2 .
\end{align*}
\]
Rearranging terms and simplifying yields
\[
\begin{align*}
f(tx^* + (1 - t)x) + \frac{\gamma \mu}{2(2 - \gamma)} \left( (1 - \gamma t) \|x^* - x\|^2 - (1 - t)^2 \|x^* - x\|^2 \right) \\
&\leq \gamma tf(x^*) + (1 - \gamma t)f(x) .
\end{align*}
\]
Finally, \((1 - \gamma t) - (1 - t)^2 = t((2 - \gamma) - t)\), which gives the desired result.

Now, we prove that \((15)\) implies \((16)\).

This time, define \(g(t) \triangleq f(tx^* + (1 - t)x)\). For \(t \in [0, 1]\), \(g'(t) = \nabla f(tx^* + (1 - t)x)^\top (x^* - x)\).
By assumption, \(g(t) + t \left( 1 - \frac{t}{2 - \gamma} \right) \frac{\gamma \mu}{2} \|x^* - x\|^2 \leq \gamma tg(1) + (1 - \gamma t)g(0)\) for all \(t \in [0, 1]\), so
\[
\begin{align*}
g(1) &\geq g(0) + \frac{g(t) - g(0)}{\gamma t} + \left( 1 - \frac{t}{2 - \gamma} \right) \frac{\mu}{2} \|x^* - x\|^2 \quad \text{for all } t \in (0, 1] .
\end{align*}
\]
Taking the limit as \(t \downarrow 0\) yields \(f(x^*) = g(1) \geq g(0) + \frac{1}{\gamma} g'(0) + \frac{\mu}{2} \|x^* - x\|^2 = f(x) + \frac{1}{\gamma} \nabla f(x)^\top (x^* - x) + \frac{\mu}{2} \|x^* - x\|^2 .\)

**Remark 1** A modified version of Lemma \((II)\) holds if \(x^*\) is replaced with any point \(\hat{x} \in X\), where either \(\gamma = 1\) or \((15)\) and \((16)\) hold for all \(x \in X\) with \(f(x) \geq f(\hat{x})\). If \(f\) satisfies either of these equivalent properties, we then say that \(f\) is \(\gamma, \mu\)-strongly quasar-convex with respect to \(\hat{x}\).”

**Remark 2** Using Remark \((I)\), we can show that even if \(\hat{x}\) is not a minimizer of the function \(f\), Algorithms \((5)\) and \((2)\) can still be applied to efficiently finding a point that has an objective value of at most \(f(\hat{x}) + \epsilon\); the respective runtime bounds are the same, and the proofs remain essentially unchanged.
Note that when $\gamma = 1, \mu = 0$, and (15) is required to hold for all minimizers of $f$, it becomes the standard definition of star-convexity [17].

**Corollary 1** If $f$ is $(\gamma,\mu)$-strongly quasar-convex with minimizer $x^*$, then
\[ f(x) \geq f(x^*) + \frac{\gamma \mu}{2(2-\gamma)} \|x^* - x\|^2, \forall x \]

**Proof** Plug in $t = 1$ to (15) to get
\[ f(x^*) + \left(1 - \frac{1}{2-\gamma}\right) \frac{\gamma \mu}{2} \|x^* - x\|^2 \leq \gamma f(x^*) + (1 - \gamma)f(x). \]
Simplifying yields
\[ f(x) \geq f(x^*) + \left(1 - \frac{1}{2-\gamma}\right) \frac{\gamma \mu}{2(2-\gamma)} \|x^* - x\|^2 = f(x^*) + \frac{\gamma \mu}{2(2-\gamma)} \|x^* - x\|^2. \]

**Fact 3** If $f : \mathcal{X} \rightarrow \mathbb{R}$ is $L$-smooth, $x^*$ is a minimizer of $f$, and the domain $\mathcal{X} \subseteq \mathbb{R}^n$ is open and star-convex with star center $x^*$, then $f(y) \leq f(x^*) + \frac{L}{2} \|y - x^*\|^2$ for all $y \in \mathcal{X}$.

**Proof** This is a simple and well-known fact that is true of any $L$-smooth function (whether or not it is quasar-convex); for completeness, we provide the proof.

Define $g(t) \triangleq f((1-t)x^* + ty)$, for $t \in [0,1]$. So, $g'(t) = \nabla f((1-t)x^* + ty)^\top(y - x^*)$, $g(0) = f(x^*)$, and $g(1) = f(y)$. Since $g'(0) = 0$ and $f$ is $L$-smooth, $\|\nabla f((1-t)x^* + ty)\| \leq L \|(1-t)x^* + ty - x^*\| = Lt \|y - x^*\|$. So, $g'(t) \leq |g'(t)| \leq Lt \|y - x^*\|^2$, and thus $f(y) = g(1) = \frac{1}{0} \int g'(t) dt + g(0) \leq \int_0^1 Lt \|y - x^*\|^2 dt + g(0) = \frac{L}{2} \|y - x^*\|^2 + f(x^*).$ 

**Observation 2** If $f$ is $(\gamma,\mu)$-strongly quasar-convex, then $f$ is not $L$-smooth for any $L < \frac{2\mu}{2-\gamma}$.

**Proof** If $f$ is $(\gamma,\mu)$-strongly quasar-convex, Corollary 1 says that $f(x) \geq f(x^*) + \frac{\gamma \mu}{2(2-\gamma)} \|x^* - x\|^2$ for all $x$. If $f$ is $L$-smooth, Fact 3 says that $f(x) \leq f(x^*) + \frac{L}{2} \|x^* - x\|^2$ for all $x$.

Thus, if $f$ is $(\gamma,\mu)$-strongly quasar-convex and $L$-smooth, we have $\frac{\gamma \mu}{2(2-\gamma)} \|x^* - x\|^2 \leq \frac{L}{2} \|x^* - x\|^2$ for all $x$, which means that we must have $L \geq \frac{2\mu}{2-\gamma}$.
Observation 3  If \( f \) is \( \gamma \)-quasar convex, the set of its minimizers is star-convex.

**Proof** Recall that a set \( S \) is termed star-convex (with star center \( x_0 \)) if there exists an \( x_0 \in S \) such that for all \( x \in S \) and \( t \in [0,1] \), it is the case that \( tx_0 + (1-t)x \in S \) [40].

Suppose \( f: \mathcal{X} \to \mathbb{R} \) is \( \gamma \)-quasar-convex with respect to a minimizer \( x^* \in \mathcal{X} \), where \( \mathcal{X} \) is convex. Suppose \( y \in \mathcal{X} \) also minimizes \( f \). Then for any \( t \in [0,1] \), equation (15) implies that \( f(tx^* + (1-t)y) \leq \gamma tf(x^*) + (1-\gamma t)f(y) = \gamma tf(x^*) + (1-\gamma t)f(x^*) = f(x^*) \). So, \( tx^* + (1-t)y \) is in \( \mathcal{X} \) and also minimizes \( f \). Thus, the set of minimizers of \( f \) is star-convex, with star center \( x^* \).

Observation 4  If \( f \) is \((\gamma,\mu)\)-strongly quasar-convex with \( \mu > 0 \), \( f \) has a unique minimizer.

**Proof** By Corollary 1, \( f(x) > f(x^*) \) if \( \mu > 0 \) and \( x \neq x^* \), implying that \( x \) minimizes \( f \) iff \( x = x^* \).

Observation 5  Suppose \( f \) is differentiable and \((\gamma,\mu)\)-strongly quasar-convex. Then \( f \) is also \((\theta \gamma,\mu/\theta)\)-strongly quasar-convex for any \( \theta \in (0,1] \).

**Proof** \((\gamma,\mu)\)-strong quasar-convexity states that \( 0 \geq f(x^*) - f(x) \geq \frac{1}{\gamma} \nabla f(x)^\top (x^* - x) + \frac{\mu}{2} \|x^* - x\|^2 \) for some \( x^* \) and all \( x \) in the domain of \( f \). Multiplying by \( \frac{1}{\theta} - 1 \geq 0 \), it follows that \( f(x^*) \geq f(x) + \frac{1}{\gamma} \nabla f(x)^\top (x^* - x) + \frac{\mu}{2\theta} \|x^* - x\|^2 \geq f(x) + \frac{1}{\gamma \theta} \nabla f(x)^\top (x^* - x) + \frac{\mu}{2\theta} \|x^* - x\|^2 \).

Note that any \((\gamma,\mu)\)-strongly quasar-convex function is also \((\gamma,\tilde{\mu})\)-strongly quasar-convex for any \( \tilde{\mu} \in [0,\mu] \). Thus, the restriction \( \gamma \in (0,1] \) in the definition of quasar-convexity may be made without any loss of generality compared to the restriction \( \gamma > 0 \).

Observation 6  The parameter \( \gamma \) is a dimensionless quantity, in the sense that if \( f \) is \( \gamma \)-quasar-convex on \( \mathbb{R}^n \), the function \( g(x) \equiv a \cdot f(bx) \) is also \( \gamma \)-quasar-convex on \( \mathbb{R}^n \), for any \( a \geq 0, b \in \mathbb{R} \).

**Proof** If \( a \) or \( b \) is 0, then \( g \) is constant so the claim is trivial. Now suppose \( a, b \neq 0 \). Let \( x^* \) denote the quasar-convex point of \( f \). Observe that as \( x^* \) minimizes \( f \), \( x^*/b \) minimizes \( g \). By (15), for all \( x \in \mathbb{R}^n \) we have

\[
\frac{1}{a}g((tx^* + (1-t)x)/b) = f(tx^* + (1-t)x) \\
\leq \gamma tf(x^*) + (1-\gamma t)f(x) \\
= \gamma t \cdot \frac{1}{a}g(x^*/b) + (1-\gamma t) \cdot \frac{1}{a}g(x/b) .
\]

Multiplying by \( a \), we have \( g(t(x^*/b + (1-t)(x/b)) \leq \gamma tg(x^*/b) + (1-\gamma t)g(x/b) \) for all \( x \in \mathbb{R}^n \). Since \( x/b \) can take on any value in \( \mathbb{R}^n \), this means that \( g \) is \( \gamma \)-quasar-convex with respect to \( x^*/b \).
D.3 Construction of Quasar-Convex Functions

We now briefly describe some basic “building blocks” and closure properties of the family of quasar-convex functions, inspired by the analogous discussion for star-convex functions in Appendix A of [55]. (Recall also that star-convex functions, such as the examples in [55], are quasi-convex with \( \gamma = 1 \).)

1. Suppose \( f : \mathbb{R}^n \to \mathbb{R} \) is \((\gamma, \mu)\)-quasar-convex with respect to \( x^* = 0 \). Let \( a \geq 0, c \in \mathbb{R} \) be scalars, \( M \in \mathbb{R}^{m \times n} \), and \( b \in \mathbb{R}^m \). Then \( g(x) = a \cdot f(M(x + b)) + c \) is \((\gamma, \mu \cdot \sigma_{\min}(M))\)-quasar-convex, where \( \sigma_{\min}(M) \) denotes the smallest singular value of \( M \).

   • Proof: It is easy to see that adding the constant \( c \) does not affect the quasi-convexity properties, and that \( g(x - b) \) has the same quasi-convex properties as \( g(x) \); so, by Observation [3] it suffices to prove the claim for \( a = 1, b = 0, c = 0 \). We have \( f(0) \geq f(x) - \frac{1}{\gamma} \nabla f(x)^\top x + \frac{\mu}{2} \|x\|^2 \) for all \( x \in \mathbb{R}^n \), by \((\gamma, \mu)\)-quasar-convexity of \( f \) with respect to \( x^* = 0 \). So \( g(0) = f(0) = g(My) - \frac{1}{\gamma} \nabla f(My)^\top (My) + \frac{\mu}{2} \|My\|^2 \geq f(My) - \frac{1}{\gamma} M \nabla f(My)^\top y + \frac{\mu^2 \sigma_{\min}(M)}{2\gamma} \|y\|^2 = g(y) + \frac{1}{\gamma} \nabla g(y)^\top (0 - y) + \frac{\mu^2 \sigma_{\min}(M)}{2\gamma} \|0 - y\|^2 \) for all \( y \in \mathbb{R}^m \), which proves the claim.

2. If \( f, g \) are \((\gamma_1, \mu_1)\) and \((\gamma_2, \mu_2)\) quasi-convex respectively with respect to the same minimizer \( x^* \), then \( h(x) = f(x) + g(x) \) is \((\min\{\gamma_1, \gamma_2\}, \mu_1 + \mu_2)\) quasi-convex with respect to the same minimizer \( x^* \).

   • Proof: \( h(x^*) = f(x^*) + g(x^*) \geq f(x) + f(x) + \frac{1}{\gamma_1} \nabla f(x)^\top (x^* - x) + \frac{\mu_1}{2} \|x^* - x\|^2 + g(x) + \frac{1}{\gamma_2} \nabla g(x)^\top (x^* - x) + \frac{\mu_2}{2} \|x^* - x\|^2 = h(x) + \frac{\mu_1 + \mu_2}{2} \|x^* - x\|^2 + \frac{1}{\gamma_1} \nabla f(x)^\top (x^* - x) + \frac{1}{\gamma_2} \nabla g(x)^\top (x^* - x) \geq h(x) + \frac{\mu_1 + \mu_2}{2} \|x^* - x\|^2 + \frac{1}{\min(\gamma_1, \gamma_2)} (\nabla f(x) + \nabla g(x))^\top (x^* - x) \) as desired, since \( \nabla f(x)^\top (x^* - x) \leq f(x^*) - f(x) \leq 0 \) and similarly \( \nabla g(x)^\top (x^* - x) \leq 0 \).

3. Suppose \( f, g \) are \( \gamma \)-quasi-convex with respect to the same point \( x^* \), and \( f(x^*) = g(x^*) = 0 \). Then \( h(x) = f(x)g(x) \) is also \( \gamma \)-quasi-convex with respect to \( x^* \).

   • Proof: Using Lemma [11] and the fact that \( f, g \) are nonnegative, \( h(tx^* + (1 - t)x) = f(tx^* + (1 - t)x)g(tx^* + (1 - t)x) \leq (1 - \gamma t)f(x) \cdot (1 - \gamma t)g(x) = (1 + (\gamma t)^2 - 2\gamma t)h(x) \) for all \( t \in [0, 1] \). As \( \gamma t \in [0, 1] \), \( (\gamma t)^2 \leq \gamma t \), so \((1 + (\gamma t)^2 - 2\gamma t)h(x) \leq (1 - \gamma t)h(x) \) by nonnegativity of \( h \). Applying Lemma [11] yields the result.

4. Let \( \mathcal{X} \) be a bounded star-convex set with \( C^1 \) boundary and center \( x^* = 0 \). Let \( f : \mathbb{R} \to \mathbb{R} \) be \( \gamma \)-quasi-convex with respect to the point 0, with \( f(0) = 0 \), and let \( g(x) \) be an arbitrary \( C^1 \) nonnegative function defined on the boundary of \( \mathcal{X} \). For each point \( x \neq x^* \in \mathcal{X} \), let \( P(x) \) be the (unique) intersection of the boundary of \( \mathcal{X} \) with the ray from \( x^* \) to \( x \), and let \( P(x^*) = x^* \). Then the function \( h(x) = f(\|x\|) \cdot g(P(x)) \) is nonnegative, \( C^1 \), and \( \gamma \)-quasi-convex on \( \mathcal{X} \) with respect to \( x^* = 0 \). (Note: The rightmost function plotted in Figure [1] was constructed in this manner, where \( \mathcal{X} \) is the unit circle [so \( P(x) = \frac{x}{\|x\|} \)], \( f(x) = \frac{x^2}{1 + x^2} \), and \( g \) was a randomly generated linear combination of exponentiated high-frequency trigonometric functions.)
• **Proof**: Nonnegativity of \( f \) and \( g \) implies that of \( h \). The properties of \( X \) imply that \( \lim_{x \to 0} h(x) = 0 = h(0) \), so the fact that \( f, g \in C^1 \) implies that \( h \) is also \( C^1 \). Also, for any \( x \neq x^* \) and any \( t \in [0, 1) \), \( h(tx^* + (1-t)x) = h((1-t)x) = f(\|\!\!\!(1-t)x\!\!\!) \cdot g(P((1-t)x)) = f(t \cdot 0 + (1-t) \cdot \|x\|) \cdot g(P(x)) \leq (1 - \gamma t)f(\|x\|) \cdot g(P(x)) = (1 - \gamma t)h(x) = \gamma th(x^*) + (1 - \gamma t)h(x) \). To obtain the preceding inequalities, we used Lemma 11 for \( f \), and the fact that \( P(tx) = P(x) \) for any \( t \in [0, 1] \), since the ray from \( x^* \) to \( tx \) also passes through \( x \). Finally, it is trivially true that \( h(tx^* + (1-t)x) \leq \gamma th(x^*) + (1 - \gamma t)h(x) \) when \( x = x^* \) or when \( t = 1 \), so applying Lemma 11 yields the result.

### E  Lower Bound Proofs

In this section, we use \( 0 \) to denote a vector with all entries equal to 0, and \( 1 \) to denote a vector with all entries equal to 1.

#### E.1  Proof of Lemma 8

Before we prove Lemma 8, we prove two useful results related to the properties of \( q \) and \( \Upsilon \). For convenience, these functions are restated below:

\[
\Upsilon(\theta) \triangleq 120 \int_1^0 \frac{t^2(t-1)}{1+t^2} \, dt
\]

\[
q(x) \triangleq \frac{1}{4}(x_1 - 1)^2 + \frac{1}{4} \sum_{i=1}^{T-1} (x_i - x_{i+1})^2.
\]

**Observation 7** \( q \) is convex and 2-smooth with minimizer \( x^* = 1 \). Also, for any \( 1 \leq j_1 < j_2 \leq T \),

\[
q(x) = \frac{1}{2} \nabla q(x)^\top (x - x^*) \geq \max \left\{ \frac{1}{4}(x_1 - 1)^2, \frac{(x_{j_1} - x_{j_2})^2}{4(j_2 - j_1)} \right\}.
\]

**Proof** Convexity and 2-smoothness of \( q \) follow from definitions. It is easy to see that \( q \) is always nonnegative and \( q(1) = 0 \), so \( 1 \) minimizes \( q \). In fact \( 1 \) is the unique minimizer, since \( q \) is strictly convex on the set of all nonconstant vectors and all vectors with \( x_1 \neq 1 \).

Notice that as \( q \) is a convex quadratic, \( q(x) = \frac{1}{2}(x - x^*)^\top \nabla^2 q(x)(x - x^*) \) where \( \nabla^2 q(x) \) is a constant matrix. Therefore \( \nabla q(x) = \nabla^2 q(x)(x - x^*) \). It follows that \( q(x) = \frac{1}{2} \nabla q(x)^\top (x - x^*) \).

By definition \( q(x) \geq \frac{1}{4}(x_1 - 1)^2 \). Furthermore, \( \frac{1}{j_2 - j_1} \sum_{i=j_1}^{j_2} (x_i - x_{i+1})^2 \geq \left( \frac{1}{j_2 - j_1} \sum_{i=j_1}^{j_2} (x_i - x_{i+1}) \right)^2 = \frac{(x_{j_1} - x_{j_2})^2}{(j_2 - j_1)^2} \), where the inequality uses that the expectation of the square of a random variable is greater than the square of its expectation. The result follows.

Properties of \( \Upsilon \) that we will use are listed below.
Lemma 12  The function $\Upsilon$ satisfies the following.

1. $\Upsilon'(0) = \Upsilon'(1) = 0$.

2. For all $\theta \leq 1$, $\Upsilon'(|\theta|) \leq 0$, and for all $\theta \geq 1$, $\Upsilon'(|\theta|) \geq 0$.

3. For all $\theta \in \mathbb{R}$ we have $\Upsilon(\theta) \geq \Upsilon(1) = 0$, and $\Upsilon(0) \leq 10$.

4. $\Upsilon'(|\theta|) < -1$ for all $\theta \in (-\infty, -0.1] \cup [0.1, 0.9]$.

5. $\Upsilon$ is 180-smooth.

6. For all $\theta \in \mathbb{R}$ we have $\Upsilon(\theta) \leq \min\{30\theta^4 - 40\theta^3 + 10, 60(\theta - 1)^2\}$, and $\Upsilon(0) \geq 5$.

7. For all $\theta \not\in (-0.1, 0.1)$ we have $40(\theta - 1)\Upsilon'(\theta) \geq \Upsilon(\theta)$.

Proof Properties 1-4 were proved in [14, Lemma 2].

Property 1. $|\Upsilon''(\theta)| = 120 \left| \frac{\theta^3 + 3\theta - 2}{(1 + \theta^2)^3} \right| \leq 120 \cdot \frac{3}{2} = 180$ for all $\theta \in \mathbb{R}$. Thus, for any $\theta_1, \theta_2 \in \mathbb{R}$, $|\Upsilon'(\theta_1) - \Upsilon'(\theta_2)| \leq \max_{\theta \in [\theta_1, \theta_2]} |\Upsilon''(\theta)| \cdot |\theta_1 - \theta_2| \leq 180|\theta_1 - \theta_2|$.

Property 2. We have $\Upsilon(0) = 120 \int_0^1 \frac{t^2(1-t)}{1+t^2} dt \geq 120 \int_0^1 \frac{t^2}{1+t^2} dt = \frac{120}{2} = 60$. For all $\theta \in \mathbb{R}$ we have $\Upsilon(\theta) = 120 \int_1^\theta \frac{t^2(1-t)}{1+t^2} dt \leq 120 \int_1^\theta t^2(t-1) dt = 120((\theta^4/4 + \theta^3/3) - (1/4 - 1/3)) = 30\theta^4 - 40\theta^3 + 10$. In addition, since $\frac{t^2}{1+t^2} \leq 1$ for all $t$, we have for all $\theta \in \mathbb{R}$ that $\Upsilon(\theta) \leq 120 \int_1^\theta (t-1) dt = 120(\theta - 1)^2/2$.

Property 3. If $\theta \in (-\infty, -1.0] \cup [1.0, \infty)$ then $\frac{\theta^2}{1+\theta^2} \geq \frac{1}{2}$, so by property 2 we have

$$\Upsilon(\theta) + 40(1-\theta)\Upsilon'(\theta) \leq 60(\theta - 1)^2 - 40 \cdot 120 \frac{\theta^2(\theta - 1)^2}{1 + \theta^2}$$

$$\leq 60(\theta - 1)^2 - 40 \cdot 60(\theta - 1)^2$$

$$= -60 \cdot 39(\theta - 1)^2$$

$$\leq 0.$$ Alternatively, if $\theta \in [-1.0, -0.1] \cup [0.1, 1.0]$ then $\frac{\theta^2}{1+\theta^2} \geq \frac{1}{2}$, so by property 6 we have

$$\Upsilon(\theta) + 40(1-\theta)\Upsilon'(\theta) \leq 10 + 30\theta^4 - 40\theta^3 - 40 \cdot 120 \frac{\theta^2(\theta - 1)^2}{1 + \theta^2}$$

$$\leq 10 \left( 1 + \theta^2 \left( 3\theta^2 - 2\theta + 242(\theta - 1)^2 \right) \right)$$

$$= 10 \left( 1 - 237\theta^4 + 476\theta^3 - 240\theta^2 \right)$$

$$= 10P(\theta),$$

where we define $P(\theta) \triangleq 1 - 237\theta^4 + 476\theta^3 - 240\theta^2$. Observe that $P'(\theta) = -12\theta(40 - 119\theta + 79\theta^2)$ has exactly three roots: at $\theta = 0, \theta = 1$ and $\theta = 40/79$. Furthermore, at $\theta = 1, \theta = 40/79$ and $\theta = 0.1$ we have $P(\theta) \leq 0$, which implies $P(\theta) \leq 0$ for $\theta \in [0.1, 1]$. We conclude that $\Upsilon(\theta) + 40(1-\theta)\Upsilon'(\theta) \leq 0$. 
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for $\theta \in [0.1, 1]$. In addition, $P(\theta)$ is negative while $P'(\theta)$ is positive for $\theta = -0.1$, which means that $P(\theta)$ and thus $\Upsilon(\theta) + 40(1 - \theta)\Upsilon'(\theta)$ are also negative on $[-1.0, -0.1]$. 

In order to prove Lemma 8 we first prove an “unscaled version” in Lemma 7. This is the critical and most difficult part of the proof of the result; some intuition is provided in Section 4.

**Lemma 7** Let $\sigma \in (0, 10^{-4}], T \in [\sigma^{-1/2}, \infty) \cap \mathbb{Z}$. The function $\bar{f}_{T, \sigma}$ is $\frac{1}{100T\sqrt{\sigma}}$-quasar-convex and 3-smooth, with unique minimizer $x^* = 1$. Furthermore, if $x_t = 0$ for all $t = [T/2], \ldots, T$, then $\bar{f}_{T, \sigma}(x) - \bar{f}_{T, \sigma}(1) \geq 2T\sigma$.

**Proof** Since $\sigma \in (0, 10^{-4}]$, $\Upsilon$ is 180-smooth, and $q$ is 2-smooth, we deduce $\bar{f}_{T, \sigma}$ is 3-smooth. By Observation 7 and Lemma 12-3 we deduce $\bar{f}_{T, \sigma}(1) = 0 < \bar{f}_{T, \sigma}(x)$ for all $x \neq 1$. Therefore, $x^* = 1$ is the unique minimizer of $\bar{f}_{T, \sigma}$.

Now, we will show $\bar{f}_{T, \sigma}$ is $\frac{1}{100T\sqrt{\sigma}}$-quasar-convex, i.e. that $\nabla \bar{f}_{T, \sigma}(x)\top (x - 1) \geq \frac{\bar{f}_{T, \sigma}(x) - \bar{f}_{T, \sigma}(1)}{100T\sqrt{\sigma}}$ for all $x \in \mathbb{R}^T$. Define

$$
\mathcal{A} \triangleq \{i : x_i \in (-\infty, -0.1] \cup (0.9, \infty)\}
$$

$$
\mathcal{B} \triangleq \{i : x_i \in (-0.1, 0.1)\}
$$

$$
\mathcal{C} \triangleq \{i : x_i \in [0.1, 0.9]\}.
$$

First, we derive two useful inequalities. By Observation 7 and the fact that $\Upsilon'(x_i) \leq 0$ for $i \in \mathcal{B}$,

$$
\nabla \bar{f}_{T, \sigma}(x)\top (x - 1) = \nabla q(x)\top (x - 1) + \sigma \sum_{i \in \mathcal{A} \cup \mathcal{B} \cup \mathcal{C}} (x_i - 1)\Upsilon'(x_i)
$$

$$
\geq 2q(x) + \sigma \sum_{i \in \mathcal{A} \cup \mathcal{C}} (x_i - 1)\Upsilon'(x_i) .
$$

By Lemma 12 and 126 we deduce $\sum_{i \in \mathcal{B} \cup \mathcal{C}} \Upsilon(x_i) \leq |\mathcal{B} \cup \mathcal{C}|\Upsilon(-0.1) \leq 11T$, so it follows that $\bar{f}_{T, \sigma}(x) \leq q(x) + 11T\sigma + \sigma \sum_{i \in \mathcal{A}} \Upsilon(x_i)$, and therefore using $T \geq \sigma^{-1/2}$ and nonnegativity of $\Upsilon$ and $q$, we have

$$
\frac{\bar{f}_{T, \sigma}(x) - \bar{f}_{T, \sigma}(1)}{100T\sqrt{\sigma}} = \frac{\bar{f}_{T, \sigma}(x)}{100T\sqrt{\sigma}} - \frac{\bar{f}_{T, \sigma}(1)}{100T\sqrt{\sigma}}
$$

$$
\leq \frac{11T\sigma}{100T\sqrt{\sigma}} + \frac{\sigma}{100T\sqrt{\sigma}} \sum_{i \in \mathcal{A}} \Upsilon(x_i) + \frac{1}{100T\sqrt{\sigma}} q(x)
$$

$$
\leq \frac{11}{100} \sigma^{1/2} + \frac{\sigma}{40} \sum_{i \in \mathcal{A}} \Upsilon(x_i) + \frac{1}{100} q(x)
$$

$$
\leq \frac{11}{100} \sigma^{1/2} + \frac{\sigma}{40} \sum_{i \in \mathcal{A}} \Upsilon(x_i) + q(x)
$$

We now consider three possible cases for the values of $x$. 
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1. Consider the case that \( x_1 \notin [0.9, 1.1] \). We have

\[
\nabla f_{T, \sigma}(x)^\top (x - 1) \geq 2q(x) + \frac{\sigma}{40} \sum_{i \in A \cup C} \Upsilon(x_i)
\]

\[
\geq \frac{0.1^2}{4} + q(x) + \frac{\sigma}{40} \sum_{i \in A \cup C} \Upsilon(x_i)
\]

\[
= \frac{1}{\sqrt{10^4 \sigma}} \cdot \frac{\sqrt{\sigma}}{4} + \frac{\sigma}{40} \sum_{i \in A \cup C} \Upsilon(x_i) + q(x)
\]

\[
\geq \frac{\sqrt{\sigma}}{4} + \frac{\sigma}{40} \sum_{i \in A \cup C} \Upsilon(x_i) + q(x)
\]

\[
\geq \frac{\bar{f}_{T, \sigma}(x) - \bar{f}_{T, \sigma}(1)}{100T^2 \sqrt{\sigma}}
\]

where the first inequality uses (19) and Lemma 12.7, the second inequality uses Observation 7 and \( x_1 \notin [0.9, 1.1] \), the penultimate inequality uses \( \sigma \in (0, 10^{-6}] \subset (0, 10^{-4}] \), and the final inequality uses (20) and nonnegativity of \( \Upsilon \).

2. Consider the case that \( B = \emptyset \). By Lemma 12.7 and convexity of \( q(x) \),

\[
\nabla \tilde{f}_{T, \sigma}(x)^\top (x - 1) = \nabla q(x)^\top (x - 1) + \sigma \sum_{i \in A \cup C} (x_i - 1) \Upsilon'(x_i)
\]

\[
\geq q(x) - q(1) + \frac{\sigma}{40} \sum_{i \in A \cup C} \Upsilon(x_i)
\]

\[
= \frac{1}{40} \left( q(x) + \sigma \sum_{i=1}^{T} \Upsilon(x_i) \right) - \bar{f}_{T, \sigma}(1) + \frac{39}{40} q(x)
\]

\[
\geq \frac{\tilde{f}_{T, \sigma}(x) - \tilde{f}_{T, \sigma}(1)}{40}
\]

\[
\geq \frac{\tilde{f}_{T, \sigma}(x) - \tilde{f}_{T, \sigma}(1)}{100T^2 \sqrt{\sigma}}.
\]

3. Suppose cases 1-2 do not hold, i.e., \( x_1 \in [0.9, 1.1] \) and \( B \neq \emptyset \). Then there exist some \( m \geq 1 \) and \( j \in \{1, \ldots, T - m\} \) such that \( x_j \geq 0.9, x_{j+m} \leq 0.1, \) and \( x_i \in C \) for all \( i \in \{j+1, \ldots, j+m-1\} \).
Then,
\[
\nabla \hat{f}_{T,\sigma}(x) \triangledown (x - 1) \geq q(x) + \sigma \sum_{i \in A \cup C} (x_i - 1) \Upsilon'(x_i) + q(x)
\]
\[
\geq \frac{0.8^2}{4m} + \sigma \sum_{i \in C} (x_i - 1) \Upsilon'(x_i) + \sigma \sum_{i \in A} (x_i - 1) \Upsilon'(x_i) + q(x)
\]
\[
\geq \frac{0.8^2}{4m} + 0.1\sigma (m - 2) + \frac{\sigma}{40} \sum_{i \in C} \Upsilon(x_i) + q(x)
\]
\[
\geq \frac{0.16}{\sqrt{1.6}} \sigma^{1/2} + \frac{\sigma}{40} \sum_{i \in A} \Upsilon(x_i) + q(x)
\]
\[
\geq \frac{\hat{f}_{T,\sigma}(x) - \hat{f}_{T,\sigma}(1)}{100T \sqrt{\sigma}}
\]
where the the first inequality holds by \[19\], the second inequality uses Observation \[7\], the third inequality uses Lemma \[124\] and \[127\], the fourth inequality uses that \(m = \sqrt{1.6} \sigma^{-0.5} \geq 2\) minimizes the previous expression, and the final inequality uses \[20\] [and the fact that \(0.16/\sqrt{1.6} > 0.11\)].

Finally, suppose \(x_t = 0\) for all \(t = [T/2], \ldots, T\). Then we have \(\hat{f}_{T,\sigma}(x) - \hat{f}_{T,\sigma}(1) = \hat{f}_{T,\sigma}(x) \geq \sigma [T/2] \Upsilon(0) \geq 2T \sigma\), where the first inequality uses that \(\Upsilon \geq 0\) and \(q \geq 0\), and the last inequality uses that \(T \geq 1\) and \(\Upsilon(0) \geq 5\).

With Lemma \[7\] in hand, we are able to establish Lemma \[8\] which is a scaled version of Lemma \[7\].

**Lemma 8** Let \(\epsilon \in (0, \infty), \gamma \in (0, 10^{-2}], T = \lceil 10^{-3} \gamma^{-1} L^{1/2} R \gamma^{-1/2} \rceil\), and \(\sigma = \frac{1}{100T \sqrt{\gamma}}\), and assume \(L^{1/2} R \gamma^{-1/2} \geq 10^3\). Consider the function
\[
\hat{f}(x) \triangleq \frac{1}{3} LR^2 T^{-1} \cdot \hat{f}_{T,\sigma}(x T^{1/2} R^{-1}).
\]
This function is \(L\)-smooth and \(\gamma\)-quasar-convex, and its minimizer \(x^*\) is unique and has \(\|x^*\| = R\). Furthermore, if \(x_t = 0 \forall t \in \mathbb{Z} \cap [T/2, T]\), then \(\hat{f}(x) - \inf_z \hat{f}(z) > \epsilon\).

**Proof** We have \(\sigma^{-1/2} = 10^2 T \gamma \leq T\) and \(\sigma = \frac{1}{100T \sqrt{\gamma}} \leq \frac{1}{(L^{1/2} R \gamma^{-1/2})^2} \leq 10^{-6}\), so \(\hat{f}_{T,\sigma}\) satisfies the conditions of Lemma \[7\].

Let us verify the properties of \(\hat{f}\). The optimum of \(\hat{f}_{T,\sigma}\) is \(1\), but after this rescaling it becomes \(x^* = \frac{R}{\sqrt{T}} 1\), for which \(\|x^*\| = R\). For all \(x, y \in \mathbb{R}^T\), by \(\delta\)-smoothness of \(\hat{f}_{T,\sigma}\) we have
\[
\|\nabla \hat{f}(x) - \nabla \hat{f}(y)\| = \frac{1}{3} (LR^2 T^{-1}) \cdot (T^{1/2} R^{-1}) \|\nabla \hat{f}_{T,\sigma}(x T^{1/2} R^{-1}) - \nabla \hat{f}_{T,\sigma}(y T^{1/2} R^{-1})\|
\leq (LR^2 T^{-1}) \cdot (T^{1/2} R^{-1})^2 \|x - y\|
= L \|x - y\|.
\]
Therefore $f$ is $L$-smooth. By the definition of $\sigma$ we have $\frac{1}{100T\sqrt{\sigma}} = \gamma$, so $\hat{f}_{T,\sigma}$ is $\gamma$-quasar-convex. As quasar-convexity is invariant to scaling (Observation 6), we deduce that $\hat{f}$ is $\gamma$-quasar-convex as well. Finally, given $x_t^{(k)} = 0$ for $t = [T/2], \ldots, T$, we have

$$\hat{f}(x^{(k)}) - \inf_z \hat{f}(z) \geq 2T\sigma \cdot \frac{LR^2}{3T} = \frac{2}{3} LR^2 \sigma = \frac{2}{3} \left(10^{-2}\gamma^{-1}L^{1/2}RT^{-1}\right)^2 \geq \frac{50}{3} \epsilon,$$

where the first transition uses Lemma 7, the third transition uses that $\sigma = \frac{1}{10^4} \frac{1}{4} T^2$, and the last transition uses that $T = \left[10^{-3}\gamma^{-1}L^{1/2}R\epsilon^{-1/2}\right] \leq 2 \cdot 10^{-3}\gamma^{-1}L^{1/2}R\epsilon^{-1/2}$ since $10^{-3}\gamma^{-1}(L^{1/2}R\epsilon^{-1/2}) \geq 1$.

E.2 Proof of Theorem 3

Before proving Theorem 3 we recap definitions that were originally provided in [13].

Definition 4 A function $f$ is a first-order zero-chain if for every $x \in \mathbb{R}^n$,

$$x_i = 0 \quad \forall i \geq t \quad \Rightarrow \quad \nabla_i f(x) = 0 \quad \forall i > t.$$

Definition 5 An algorithm is a first-order zero-respecting algorithm (FOZRA) if, for all $i \in \{1, \ldots, n\}$, its iterates $x^{(0)}, x^{(1)}, \ldots \in \mathbb{R}^n$ satisfy

$$\nabla_i f(x^{(k)}) = 0 \quad \forall k \leq t \quad \Rightarrow \quad x_i^{(k+1)} = 0$$

for all $i \in \{1, \ldots, n\}$.

Definition 6 An algorithm $A$ is a first-order deterministic algorithm (FODA) if there exists a sequence of functions $A_k$ such the algorithm’s iterates satisfy

$$x^{(k+1)} = A_k(x^{(0)}, \ldots, x^{(k)}, \nabla f(x^{(0)}), \ldots, \nabla f(x^{(k)}))$$

for all $k \in \mathbb{N}$, input functions $f$, and starting points $x^{(0)}$.

Observation 8 Consider $\epsilon > 0$, a function class $F$, and $K \in \mathbb{N}$. If $f : \mathbb{R}^n \to \mathbb{R}$ satisfies

1. $f$ is a first-order zero-chain,
2. $f$ belongs to the function class $F$, i.e. $f \in F$, and
3. $f(x) - \inf_z f(z) \geq \epsilon$ for every $x$ such that $x_t = 0$ for all $t \in \{K, K + 1, \ldots, n\}$;

then it takes at least $K$ iterations for any FOZRA to find an $\epsilon$-optimal solution of $f$.

Proof Cosmetic modification of the proof of Observation 2 in [13].
Theorem 3  Let $\epsilon, R, L \in (0, \infty)$, $\gamma \in (0, 1]$, and assume $L^{1/2}R\epsilon^{-1/2} \geq 1$. Let $F$ denote the set of $L$-smooth functions that are $\gamma$-quasar-convex with respect to some point with Euclidean norm less than or equal to $R$. Then, given any deterministic first-order method, there exists a function $f \in F$ such that the method requires at least $\Omega(\max \gamma^{-1} L^{1/2} R \epsilon^{-1/2})$ gradient evaluations to find an $\epsilon$-optimal point of $f$.

Proof Applying Lemma 8 and Observation 8 implies this result for any first-order zero-respecting method. Applying Proposition 1 from [13], which states that lower bounds for first-order zero-respecting methods also apply to deterministic first-order methods, gives the result. ■

E.3 Lower Bounds via Reduction

Remark 3 If we have an algorithm that can approximately minimize a strongly quasar-convex function, we can use it to approximately minimize a quasar-convex function.

Proof This follows from the fact that if $f$ is $\gamma$-quasar-convex with respect to a minimizer $x^*$, then the function $g_\epsilon(x) = f(x) + \frac{\epsilon}{2} \|x - x(0)\|^2$ is $(\gamma, \epsilon)$-strongly quasar-convex with respect to $x^*$ (recall this terminology from Remark 1). Note that $x^*$ is not necessarily a minimizer of $g_\epsilon$, but $g_\epsilon(x^*) \leq f(x^*) + \epsilon R^2/2$, where $R = \|x(0) - x^*\|$. Therefore, if we obtain a point $\tilde{x}$ with $g_\epsilon(\tilde{x}) \leq \inf_x g_\epsilon(x) + \epsilon R^2/2$, then $f(\tilde{x}) \leq g_\epsilon(\tilde{x}) \leq g_\epsilon(x^*) + \epsilon/2 \leq f(x^*) + \epsilon R^2$. ■

Remark 4 Given any deterministic first-order method, there exists an $L$-smooth, $(\gamma, \mu)$-strongly quasar-convex function such that the method requires at least $\Omega(\max \{\gamma^{-1} L^{1/2} \mu^{-1/2}, \gamma^{-1} L^{1/2} \mu^{-1/2} \log^+ (\epsilon^{-1})\})$ gradient evaluations to find an $\epsilon$-optimal point of $f$.

Proof Suppose there was a deterministic first-order method for minimizing $L$-smooth $(\gamma, \mu)$-strongly quasar-convex functions which required $o(\gamma^{-1} \kappa^{-1/2})$ gradient evaluations to find an $\epsilon$-minimizer, where $\kappa = \frac{L}{\mu}$. Let $f$ be an $L$-smooth function that is $\gamma$-quasar-convex with respect to a minimizer $x^*$, let $\epsilon > 0$, and let $R = \|x(0) - x^*\|$. Then, the function $g_{\epsilon R^2}$ is $(L + \frac{\epsilon}{\epsilon R^2})$-smooth and $(\gamma, \frac{\epsilon}{\epsilon R^2})$-strongly quasar-convex with respect to $x^*$ as shown in Remark 3, so the condition number of $g_{\epsilon R^2}$ is $\kappa = 1 + \frac{LR^2}{\epsilon}$. Thus, we could apply the method to find an $\frac{\epsilon}{2R^2}$-minimizer of $g_{\epsilon R^2}$, and it would do so using $o(\gamma^{-1} [L^{1/2} R \mu^{-1/2}])$ gradient evaluations. But an $\frac{\epsilon}{2R^2}$-minimizer of $g_{\epsilon R^2}$ is an $\epsilon$-minimizer of $f$, as argued in Remark 3, thus this violates the lower bound on the complexity of minimizing quasar-convex functions shown in Theorem 3.

To prove the second part of the lower bound, we first note that any $(\gamma, \mu)$-quasar-convex quadratic is also $(1,(\frac{2}{\gamma} - 1)^{-1} \mu)$-quasar-convex and thus $(1, \frac{2\mu}{\gamma})$-quasar-convex, and in fact $(\frac{2\mu}{\gamma})$-strongly convex; this follows from definitions. Thus, direct application of the $\Omega((L/\mu)^{1/2} \log^+ (\epsilon^{-1}))$ lower bound on the complexity of finding an $\epsilon$-minimizer of an $L$-smooth $\mu$-strongly convex quadratic with a deterministic first-order method [13] Chapter 7 yields a lower bound of $\Omega(\gamma^{-1/2} (L/\mu)^{1/2} \log^+ (\epsilon^{-1}))$ on the complexity of first-order minimization of $L$-smooth $(\gamma, \mu)$-quasar-convex functions. ■