Real-Time Wearable Gait Phase Segmentation For Running And Walking
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Abstract—Previous gait phase detection as convolutional neural network (CNN) based classification task requires cumbersome manual setting of time delay or heavy overlapped sliding windows to accurately classify each phase under different test cases, which is not suitable for streaming Inertial-Measurement-Unit (IMU) sensor data and fails to adapt to different scenarios. This paper presents a segmentation based gait phase detection with only a single six-axis IMU sensor, which can easily adapt to both walking and running at various speeds. The proposed segmentation uses CNN with gait phase aware receptive field setting and IMU oriented processing order, which can fit to high sampling rate of IMU up to 1000Hz for high accuracy and low sampling rate down to 20Hz for real time calculation. The proposed model on the 20Hz sampling rate data can achieve average error of 8.86 ms in swing time, 9.12 ms in stance time and 96.44% accuracy of gait phase detection and 99.97% accuracy of stride detection. Its real-time implementation on mobile phone only takes 36 ms for 1 second length of sensor data.

Index Terms—IMU sensor, convolution neural networks (CNNs), gait phase detection, personal health care.

I. INTRODUCTION

Gait phase is an important parameter in a lot of applications such as personal health care [1-3] or sports training to further develop other gait parameters and applications such as gait cycle, stride length, stride height [4-5] and inertial navigation system (INS) [6]. To identify gait phase, optical or force plates based methods can provide accurate results but suffer from high product cost and limited test environments. On the other hand, the IMU-based system is not only low cost but also unconstrained to specific environments.

Based on IMU sensor data, previous works assume zero velocity and accelerations in the stance phase, denoted as ZVU (zero velocity update) [7-10], to classify gait phase. [11] developed a threshold-based method for gait classification with a gyroscope. [12] uses the dynamic threshold to detect the gait phase. [13] develops a gait event detection with a hidden Markov Model filter. However, these algorithms need personalized or per sensor calibrations, and threshold setting to get accurate results, or are limited to the normal walking speed case.

Beyond above signal processing approaches, one popular way in recent years is to use neural network (NN), CNN or recurrent neural network (RNN) to classify gait phase since one stride can be divided into two phase: the stance phase, and the swing phase.

The NN, CNN or RNN based gait phase detection works [14-17] use the superior feature extraction capability of neural network to classify phase accurately. Their approaches consider this problem as a classification task. However, since the IMU sensor data is a time streaming data but NN requires a fixed size input, they split the input into segments, and classify each segment into one type of gait phase. Such whole segment classification is coarse grained and thus needs a sliding window approach or adjusts input delay to identify suitable start point of gait phase, which heavily depends on personal walking speed and types, and thus fails to extend to the running case.

To solve above problems, we treat this task as a segmentation problem with CNN. For this task, the segmentation approach enables per sample point classification instead of whole segment classification. This fine grained approach avoids the problem of personalized adjustment and is suitable for streaming sensor data and walking/running types. The
CNN approach allows end-to-end training without explicit calibration, or ZVU assumption. The proposed segmentation network builds upon U-Net [18], called IMU-Net, but with gait phase aware receptive field setting and IMU oriented processing order to attain high accuracy. This lightweight network can run on mobile phones in real time to enable wearable applications.

II. METHODOLOGY

A. Sensor

Fig. 1 shows the sensor system architecture, which consists of a 9-axis IMU from InvenSense (MPU-9250), 1Gb flash memory for storage, and a Bluetooth chip for wireless data transmission. The IMU consists of tri-axis accelerometer, tri-axis gyroscope and tri-axis magnetometer, but this paper only uses tri-axis accelerometer and tri-axis gyroscope. This system is integrated in a PCB of form factor 30 × 30 mm². This prototype consumes 9.3mA current for the highest sampling rate at 1000 Hz, and can ensure all day long continuous data recording with the 450 mAh rechargeable 3.7 V Li-ion battery. The sampling rate will be constrained to 20 Hz in case of real time data transmission to mobile phone due to speed constraint of Bluetooth.

The sensor is mounted and fixed on the shoe as shown in Fig. 1(c). The accelerometer has a dynamic range of ± 16 g (g = 9.81 m/s²) and the gyroscope has a dynamic range of ± 200 °/s [19].

B. Data Collection

Three normal subjects (two males, one female) with ages from 20 to 30 years old are chosen for the experiments. The test tasks includes running and walking with various speeds (5, 7, 9, 11, 13, 17 and 19 km/h) based on the treadmill record. In addition to the speed, the data involves two common types of the strike: fore-foot strike (FFS) and rear-foot strikes (RFS). The ground truth data is collected by an optical measurement system, the Optojump system, which consists of transmitting and receiving bars to measure contact times during the activity with 1ms accuracy. These experiments are conducted on the treadmill and the flat ground. The amount of the whole raw dataset is 1593 seconds.

C. Data preprocessing

Fig. 2 shows the whole processing pipeline diagram, which consists of two data preprocessing steps before feeding to IMU-Net: data synchronization, segmentation and normalization.

For data synchronization, the ground truth from the Optojump system only provides start points of the stance and swing phases, in the unit of seconds, but the network input from the sensor is samples from 1000Hz or 20Hz sampling rate. Thus, we synchronize the sensor data and the ground truth data according to the sampling rate of the IMU sensor, as shown in Fig. 3.

After synchronization, we split the raw data to 1000-sample-point (1 second) windows with 500-sample-point (0.5 seconds) overlapping between windows, both in sensor data and ground truth. In which, one second window is chosen because one step is usually smaller than one second. Thus, this window can cover a whole step. In addition, the overlapping can make the model more robust across the window boundary. With this method, the whole dataset becomes 2604 seconds long, 1.6 times than the original one. Note that the testing data is also split to 1000-sample-point but without any overlapping.

The order of image segmentation input usually use CHW (channel × height × width). But the time series data is expanded across spatial domain (different sensors) and temporal domain (different sample points). Fig. 4 shows two types of IMU oriented processing order: Spatial-First or Temporal-First. The Spatial-First input will arrange input data as 1 × 6...
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\subsection{D. Network Architecture}

\[ \text{The proposed network is based on} \text{U-Net as shown in} \]

\[ \text{Fig. 5. A naïve} \text{ U-Net application to this task will be like the} \]
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\[ \text{unit (ReLU) for activation function and batch-normalization.} \]
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\[ \text{the encoding path. In which, each step concatenates} \text{upsampled} \]
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\[ \text{convolution. At the final layer, a convolutional layer is} \]

\[ \text{used to map feature maps into two classes, swing phase and} \]
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\[ \text{paper.} \]

\[ \text{Above network has two drawbacks: small receptive field that} \]

\[ \text{will result in classification error, and high complexity that is} \]
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\[ \text{IMU-Net. In the collected dataset, the stance time or swing} \]
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\[ \text{To further reduce complexity, we also decrease the number} \]
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\[ \text{detailed network architectures of both models. The proposed} \]
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\subsection{III. TRAINING AND EVALUATION}

\[ \text{Both models use cross entropy as the loss function. For} \]

\[ \text{model training, we use random subsets of the training dataset} \]

\[ \text{(mini-batches), and train the model for 500 epochs with batch} \]

\[ \text{size 100. For optimization, we use the Adam optimizer with} \]

\[ \text{default setting of} \beta = (0.9,0.999) \text{ and} \epsilon = 1\text{e-8, set learning rate} \]
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\[ \text{training dataset for validation dataset. Besides, for obtaining} \]

\[ \text{the best model, we monitor the loss of validation set in the} \]

\[ \text{training dataset and testing dataset. We also use 10\% of} \]

\[ \text{parameters in} \text{U-Net.} \]
TABLE II. The performance of U-Net and IMU-Net, Temporal-First and Spatial-First, where the number in swing and stance time is mean ± standard deviation.

| Model   | U-Net | IMU-Net |
|---------|-------|---------|
| Type    | Spatial-First | Temporal-First | Spatial-First | Temporal-First |
| Swing(ms) | 15.3±13.95 | 15.8±27.11 | 9.26±9.57 | 12.94±15.24 |
|STANCE | 15.32±13.83 | 11.67±21.51 | 7.84±8.75 | 10.30±13.57 |
| Accuracy(%) | 96.06 | 96.28 | 97.57 | 97.52 |
| Gait accuracy(%) | 98.69 | 98.64 | 99.58 | 99.65 |

TABLE III. The performance of two model for running and walking case. In Spatial-First type.

| Model   | U-Net | IMU-Net |
|---------|-------|---------|
| Type    | Running | Walking | Running | Walking |
| Swing(ms) | 15.3±13.95 | 15.8±27.11 | 9.26±9.57 | 12.94±15.24 |
| STANCE | 15.32±13.83 | 11.67±21.51 | 7.84±8.75 | 10.30±13.57 |
| Accuracy(%) | 96.06 | 96.28 | 97.57 | 97.52 |
| Gait accuracy(%) | 98.69 | 98.64 | 99.58 | 99.65 |

IV. RESULT AND REAL-TIME IMPLEMENTATION

A. Result

Table II shows the error analysis of both U-Net and IMU-Net on different types of input data with four metrics. The four metrics are all evaluated according to per sample prediction result due to the segmentation approach. The accuracy of stance and swing time is represented by their mean error and standard deviation. The accuracy of gait phase is to divide the correct gait phase prediction points with whole number of sample points. Stride accuracy is to divide the correctly predicted stride count with the total number of strides, which is more coarse grained than the gait phase accuracy.

The result shows that the proposed IMU-Net has better accuracy than the naïve U-Net due to the gait phase aware receptive field setting to cover more global features. The mean error of stance and swing phase is both lower than 10ms. The Spatial-First processing order has higher performance than other cases since the correlation between different sensors can be well extracted first by the convolution layer. Table III shows that the IMU-Net can get high performance on both walking and running case.

Table IV shows comparisons with other approaches. It is difficult to compare our result with other work due to different metrics, settings and datasets. However, with the segmentation approach, our approach can achieve much lower errors than others.

B. Real time implementation with low sampling rate

The proposed model has implemented on mobile phone with real time data connection from sensors. However, the sampling rate of the sensor is constrained to 20 Hz in this case. Thus, the model is retrained with 20Hz sampled data. We downsample the dataset from 1000 Hz to 20 Hz by random downsampling, which is repeated 20 times to increase data amount to compensate the loss due to lower sampling rate. Thus, the dataset becomes 52080 seconds with 20 sample points per second. We use the 20 Hz dataset as the training dataset, modify the pooling size to 1 × 2 and apply the same training procedure. Table V show the 3-fold cross validation result, which has even slightly higher performance than the original one due to data augmentation.

The trained model is deployed as Android application with TensorFlow Lite. Table VI shows the detailed results on multiple phones. Note that the execution time is the time of inferring our model single time (one second sensor data) on the device. Based on the result, the maximum execution time is 36 ms, which is 3.6% of one second, and achieves real-time execution.

V. CONCLUSION

This paper has presented a segmentation network approach for accurate gait phase detection based on single IMU sensor data. This deep learning approach enables end-to-end training without explicit calibration or design assumption, which successfully adapts to various speed of walking and running. The network based on U-Net has modified with gait phase aware receptive field settings and IMU oriented processing order. With 20 Hz sampling rate, the model achieves average error of 8.86 ± 11.62 ms on swing phase, 9.12 ± 12.05 on
stance phase, 96.44% accuracy of phase detection and 99.97% accuracy of stride detection. The model can run also on mobile phones in real-time with low complexity.
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