Abstract—This work deals with the design optimization of electrical machines under the consideration of manufacturing uncertainties. In order to efficiently quantify the uncertainty, a hybrid Gaussian-Process regression (GPR) model is employed. In contrast to classic Kriging or Bayesian optimization approaches, we train a GPR surrogate for the performance feature specifications, not for the objective function. A multi-objective optimization problem is formulated, maximizing simultaneously the reliability, i.e., the yield, and further performance objectives, e.g., the costs. A permanent magnet synchronous machine is modeled and simulated in commercial finite element simulation software. Four approaches for solving the multi-objective optimization problem are described and numerically compared, namely: γ-constraint scalarization, weighted sum scalarization, a multi-start weighted sum approach and a genetic algorithm. We show that the efficiency gain thanks to our hybrid GPR model enables even computationally heavy multi-objective optimization for real-world applications.
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I. INTRODUCTION

Electrical machines are increasingly replacing conventional combustion engines, which is an important step against climate change. However, the design and manufacturing process of electrical machines can be further improved to deal responsibly with natural resources. Computer simulations, e.g., with finite element method (FEM), have the advantage that products can be virtually analyzed and optimized before the first prototypes are built and tested. This shortens the design process and saves materials. However, typically the simulation of electrical machines is computationally very expensive, since partial differential equations have to be solved numerically, e.g., with the FEM. In the approaches we present in this work, these simulations are enabled by the usage of machine learning, more precisely the usage of Gaussian Process Regression (GPR). The proposed workflow considers the FEM simulation tool as a blackbox such that open-source or proprietary software can be used.

Typically, the design, i.e., the geometry and material, of a device is optimized such that performance requirements are fulfilled. However, in practice often there are manufacturing imperfections which lead to deviations in the geometry or material parameters and this may cause violations of the requirements. In this case the manufactured device is rejected. The uncertainty induced by manufacturing uncertainties or natural material deviations can be quantified by the yield. The yield describes the probability, that a manufactured device fulfills all performance requirements, under consideration of uncertainties [1].

Classic approaches for yield estimation involve Monte Carlo (MC) analysis [2, Chap. 5]. This sampling-based approach requires the evaluation of the simulation model for each sample configuration and quickly becomes computationally prohibitive in case of FEM models of electrical machines. Surrogate methods provide an approximation of the quantity of interest (QoI) and proceed a MC analysis on this approximation model, cf. [3]. Examples for surrogates are linear regression [4], stochastic collocation [5] and GPR [6]. However, [7, Example 3.1] shows, that even highly accurate approximation models can lead to wrong yield estimates. For that reason, they introduced a hybrid approach, which evaluates most of the MC sample points on the surrogate model, and a small subset of so-called critical sample points on the high-fidelity model. In [8] a GPR-Hybrid approach has been recently introduced for problems in high-frequency engineering.

In order to improve the reliability of the manufacturing process, the yield shall be maximized. This optimization saves resources, time and money. In practice, besides the reliability, often there are competing objectives, e.g., the minimization of material costs. A multi-objective optimization (MOO) approach is required to find a suitable trade-off between the different objectives. Classic approaches are scalarization methods, e.g., weighted sum [9, Chap. 3] and γ-constraint [9, Chap. 4]. A commonly used heuristic approach are genetic algorithms [10, Chap. 4].
MOO under uncertainty has a long tradition in the design of electrical machines [11]. For example, the Taguchi methods, where the loss caused by uncertainty is added to the objective function as penalty term, are popular [12]. Another common approach is worst case optimization [13]. There, the worst case scenario is optimized, i.e., the worst performance of a design considering uncertainties. Since the objective function of the minimization problem is itself a maximization over the uncertainty range, it is a minimax problem [1], [14]. For Gaussian distributed uncertainties, in six sigma design optimization the mean value of the objective function, i.e., the average performance, and the standard deviation (sigma) of the objective function, i.e., the intensity of uncertainty, are minimized, such that the constraints are fulfilled in a six sigma range around the mean value [15]. A recent study comparing these approaches applied to the design of electrical machines is provided in [16]. In the literature, different aspects of electrical machines have been subject to optimization, e.g., the shape of the rotor [17], the permanent magnets (PMs) [18], [19], or the stator slots [20].

In this work a permanent magnet synchronous machine (PMSM) [19] is modeled and simulated using CST Studio Suite 2021. Hereby, the size and position of the PMs are considered as deterministic design parameters. The magnitude and the direction of the magnetic fields in the PMs are considered as uncertain parameters. The average torque is the QoI and equipped with a lower bound it becomes a performance requirement. We apply the GPR-Hybrid approach from [8] to the modeled PMSM in order to achieve efficient and accurate yield estimates. The difference compared to most Kriging or GPR methods in literature is that we do not learn the yield estimate itself. Instead, we approximate the QoI, which is the limit state function dividing all possible designs into faulty and accepted designs. This function can be assumed to be sufficiently smooth to be well approximated by the Gaussian kernel. In contrary to [8], the uncertain parameters are not the optimization variables. This becomes especially challenging since closed-form derivatives are not available in this case. We state a MOO problem and provide different formulations for the different optimization methods used, i.e., for weighted sum, $\varepsilon$-constraint and the genetic algorithm. The optimization approaches are applied to the PMSM and evaluated regarding the improvement of the objective functions and their computational efficiency. We propose a multi-start procedure for scalarization methods, which is a heuristic globalization technique. To our best knowledge it is the first time that the hybrid GPR based yield estimation method is used in MOO for real-world applications.

Eventually, we will see that the potentially prohibitive numerical effort can be reduced to an acceptable level by the employed machine learning technique, which allows inherently expensive MOO under uncertainty for industrial design processes.

The manuscript is structured as follows. We start with an introduction to electrical machines in general and the modeled PMSM in particular in Section II. We continue with a section on uncertainty quantification, including the formal definition of the yield and a summary of the GPR-Hybrid approach. In Section IV the MOO problem is formulated and the different MOO techniques are introduced. In Section V the numerical results are presented, before we conclude with a short summary and an outlook.

II. ELECTRICAL MACHINE SETTINGS

A. Brief Introduction to PMSM

It is desired to deploy electrical machines with high power density and great overall efficiency. One machine type that fulfills these requirements is the PMSM. Typical characteristics are high overall efficiency, small size, high power and flux density as well as continuous operation at synchronous speed.

In the PMSM, the rotor consists of PMs that are placed either inside of the rotor design (interior-PMSM) or on the surface of it (surface-PMSM) [21]. The most commonly used elements for the PM are ceramic materials such as Barium Ferrites, rare earth materials such as Samarium and Cobalt or amorphous materials such as Neodymium Iron Boron (NdFeB) which are most often applied in the automotive area [21]. As these resources are considered limited and are subject to significant price volatilities, a minimization of the magnet dimension is desired [22]. The stator, in contrary, is built based on a multiphase symmetrical coil winding (see Fig. 1) that is exciting the rotor PMs. As the magnet dimensions of the PM are considered to be strongly correlating with the machine costs, in this work we will minimize the magnet dimensions and thereby, we minimize the costs of manufacturing the electrical machine. The used PMSM of this paper is based on the benchmark example introduced in [23], where a manufactured PMSM is investigated with regard to a finite element environment.

B. Mathematical Foundation

The simulation is carried out based on the magnetostatic formulation of Maxwell’s equations since the dimensions of the problem are significantly smaller than the wave length. Therefore the displacement current density $\partial \mathbf{D} / \partial t$ is neglected. The resulting equations on a computational domain $D$ are

$$\nabla \times \mathbf{H} = \mathbf{J} + \nabla \times \mathbf{M}, \quad \mathbf{B} = \mu \mathbf{H}, \quad \mathbf{B} = \nabla \times \mathbf{A},$$

where $\mathbf{A}$ describes the magnetic vector potential, $\mathbf{J}$ the (source) current density, $\mathbf{M}$ the magnetization, $\mu$ the permeability, $\mathbf{H}$ the magnetic field strength, $\mathbf{B}$ the magnetic field density. We suppressed spatial and temporal dependencies of the fields for
brevity. The equations in (1) can be used to derive the curl-curl equation that is the underlying partial differential equation to describe the phenomena of the electrical machine

$$\nabla \times (\nu \nabla \times \mathbf{A}) = \mathbf{J} + \nabla \times \mathbf{M},$$

(2)

where $\nu = \mu^{-1}$ is the magnetic reluctivity. The geometry will be changed during the optimization, i.e., we parametrize the domain $D = D(\mathbf{x})$ using a parameter vector $\mathbf{x}$. On the other hand, the magnetization $\mathbf{M} := \mathbf{M}(\mathbf{p})$ will depend on uncertainties $\mathbf{p}$ in the magnets. Consequently, the solution $\mathbf{A} := \mathbf{A}(\mathbf{x}, \mathbf{p})$ of (2) inherits those dependencies. Its discretization is carried out by CST Studio Suite 2021 using higher-order FEM and a domain decomposition approach for the mechanical rotation. We address the solution for some time step $t_k$ by $A_k(\mathbf{x}, \mathbf{p})$.

C. Assumptions

One of the common drivers for the usage of virtual prototypes is the event of uncertainties during the manufacturing process that influences certain machine performance measurements. These influences on the QoI may lead to a malfunction of the whole machine. These uncertainties are often investigated in a late stage of the product development under which the efficiency of the whole product lifecycle might suffer. If those uncertainties are included in earlier design stages, more robust design development is possible as the uncertainty propagation can be estimated accurately by means of statistical methods as it will be described in Section III. In the field of electrical machines, there exists a range of parameters that are potentially subject to variations in the manufacturing process [19]. Multiple studies address those parameters, e.g., uncertain material properties due to the welding process, geometrical uncertainties such as rotor eccentricities or variations in the stator slots, and most importantly for the PMSM, uncertainties that are introduced to the geometry and magnetization of the PMs as investigated in [24], [25], [26]. In [26], it is shown how PMs of three different manufacturers vary in those parameters, i.e., magnitude $B_r$ and direction $\phi$ of the PM’s magnetic field. To investigate their influence, we choose the average torque $\tau_{\text{avg}}$ over one electrical period

$$t_{\text{ep}} = \frac{1}{n \cdot N_{\text{pp}}} = \frac{60}{1930 \, \text{rpm} \cdot 3} \approx 0.01036 \, \text{s} = 10.36 \, \text{ms},$$

(3)

as the QoI. Here, $n$ describes the speed of the machine in rpm and $N_{\text{pp}}$ is the number of pole pairs that are taken from the specifications in Table I. The average torque is calculated as

$$\tau_{\text{avg}} = \frac{1}{N_{\text{per}}} \sum_{k=1}^{N_{\text{per}}} \tau_k,$$

(4)

where $N_{\text{per}}$ is the number of timesteps used to resolve the electrical period in the transient simulation and $\tau_k := \tau(A_k)$, $k = 1, \ldots, N_{\text{per}}$ the value of the torque in each timestep. All model parameters are given in Table I.

III. Uncertainty Quantification

A. Definition of the Yield

Let us distinguish between deterministic parameters $\mathbf{x}$, e.g., the geometry parameters, and uncertain parameters $\mathbf{p}$, e.g., the magnitude and the orientation of the magnetic field, and one or more QoIs $Q(\mathbf{x}, \mathbf{p})$, e.g., the torque. The uncertain parameters are modeled as random variables. Common modeling choices are the normal or uniform distribution. Following [19] and the Laplace principle of insufficient reasons [27], we use the uniform distribution defined by

$$p_i = \bar{p}_i + \Delta p_i \quad \text{for } i = 1, \ldots, n_p \quad \text{with } \Delta p_i \sim \mathcal{U}(-r_i, r_i),$$

(5)

where $\mathbf{p} = (p_1, \ldots, p_{n_p})^T$, $\bar{p}_i \in \mathbb{R}$ and $r_i > 0$. Let $\text{pdf}(\mathbf{p})$ denote the corresponding multivariate probability density function. Please note that this is no restriction of the methodology, other distributions can be used analogously. We introduce performance feature specifications (pfs) as constraints for the QoI. These are the properties which should be fulfilled by the final design. This is given by

$$Q(\mathbf{x}, \mathbf{p}) \leq c,$$

(6)

keeping in mind that in case of several requirements this constraint can be extended. Next, we introduce the safe domain as the set of uncertain parameter combinations fulfilling the pfs, i.e.,

$$\Omega_\mathbf{x} := \{ \mathbf{p} : Q(\mathbf{x}, \mathbf{p}) \leq c \}.$$

(7)

Due to uncertainties in the manufacturing process – represented by the random variables in (5) – it occurs that the manufactured device does not fulfill the pfs, although the nominal design does. Following [1], we can quantify the probability, that the manufactured device fulfills all pfs, by the yield given by

$$Y(\mathbf{x}, \bar{\mathbf{p}}) = \int_{\mathbb{R}^{n_p}} 1_{\Omega_\mathbf{x}}(\mathbf{p}) \text{pdf}(\mathbf{p}) \, d\mathbf{p},$$

(8)

where $1_{\Omega_\mathbf{x}}(\mathbf{p})$ defines the indicator function with value one, if $\mathbf{p}$ lies in $\Omega_\mathbf{x}$, and zero otherwise.
B. Estimation of the Yield

A straightforward approach in order to estimate the yield is the MC analysis [2, Chap. 5]. According to the distribution of the uncertain parameters, a number of \( N_{\text{MC}} \) sample points \( \mathbf{p}^{(1)}, \ldots, \mathbf{p}^{(N_{\text{MC}})} \) is generated and then the yield is estimated by

\[
Y(x, \bar{p}) \approx Y_{\text{MC}}(x, \bar{p}) = \frac{1}{N_{\text{MC}}} \sum_{i=1}^{N_{\text{MC}}} I_{\Omega_x}(\mathbf{p}^{(i)}).
\]

The MC analysis is based on the law of large numbers, which is why the standard deviation of the MC estimator depends on the number of MC sample points \( N_{\text{MC}} \), i.e.,

\[
\sigma_{Y_{\text{MC}}} = \sqrt{\frac{Y(x, \bar{p})(1 - Y(x, \bar{p}))}{N_{\text{MC}}} \leq \frac{0.5}{\sqrt{N_{\text{MC}}}}.}
\]

The inequality in (10) is an upper bound for the worst case scenario when \( Y(x, \bar{p}) = 0.5 \). The \( \sigma_{Y_{\text{MC}}} \) serves as measure for the accuracy of the MC estimation and determines the required size of the MC sample set. In the following, we aim to achieve an accuracy of \( \sigma_{Y_{\text{MC}}} \leq 0.01 \), which leads to a required sample size of \( N_{\text{MC}} = 1/(2 \cdot 0.01)^2 = 2500 \). Please note, that this sample size is well suited, for yield estimations until 99.9\%, cf. [1, Chap. 4.8.7]. For higher percentages (6-sigma) much higher accuracy is needed, i.e., more sample points or other techniques have to be applied, e.g., importance sampling [28] or subset simulation [29].

In a MC analysis, for each sample point, the QoI has to be evaluated. It follows that the number of sample points required for high accuracy of the MC analysis is prohibitive for the computational effort associated with the finite element (FE) simulations of (1). For this reason, more involved methods have been developed, e.g., importance sampling [28], surrogate modeling [4], [5], [6] and hybrid approaches, which combine classic MC with surrogate methods [7]. In this work, we extend the GPR-Hybrid approach [8] for efficient yield estimation to electrical machines and integrate it into the pareto optimization framework.

We briefly introduce the main ideas of the GPR-Hybrid approach. GPR is a surrogate technique where the QoI \( Q \) is approximated by a Gaussian process. A Gaussian process can be described uniquely by its mean and covariance/kernel function. In this work we choose the mean value of the training data as mean function and the squared exponential kernel (also called radial basis function (RBF) kernel) given by

\[
\text{cov}(Q(y), Q(y')) = k(y, y') = \zeta^2 \exp\left(-\frac{|y - y'|^2}{2l^2}\right),
\]

with the two hyperparameters \( \zeta \in \mathbb{R} \) and \( l > 0 \) and two training data points \( y \) and \( y' \). Using these assumptions and a set of training data points, a surrogate model of \( Q \) is built. Since the surrogate model is a Gaussian process, we can evaluate mean and standard deviation of the surrogate model in any (also unseen) point \( y^* \). The mean value \( Q(y^*) \) can be used as prediction of the function value \( Q(y^*) \), the standard deviation \( \sigma_{\text{GPR}}(y^*) \) as an error indicator. The availability of an error indicator without additional costs, as well as the possibility of simple model updates due to not requiring structure in the training data set, makes the GPR approach so suitable for hybrid methods. For more detailed information on GPR we refer to [6, Chap. 2].

In the GPR-Hybrid approach, the training data set for the initial GPR surrogate model is chosen small, such that the computational effort is low and the initial accuracy of the GPR model is moderate. The MC analysis is started, i.e., the MC sample set is generated and step by step the sample points are evaluated with the surrogate model. Using a rule based on the prediction and the error indicator, it is decided whether the point is also evaluated on the FE model or not. Then, the sample points are classified as accepted (lying inside the safe domain \( \Omega_x \)) or not accepted. Each time, a sample point is evaluated with the FE model, this information is used to update the GPR surrogate model online, i.e., to increase its accuracy, and the remaining sample points are evaluated on the updated surrogate model. In the end, the classification of accepted and not accepted is used for the yield estimation with (9). The basic procedure is given in Algorithm 1 and a visualization of the classification of the sample points is shown in Fig. 2. In this work, the safety factor is set to \( \gamma = 2 \). Please note that higher values of the safety factor may increase the number of FE model evaluations, but promise higher accuracy of the yield estimator. For more details we refer to [8].

IV. THE MULTI-OBJECTIVE OPTIMIZATION PROBLEM

A. Formulation of the Optimization Problem

Having an efficient method for yield estimation, we formulate the optimization problem for the maximization of the yield, i.e., the maximization of the probability that one realization in a manufacturing process fulfills all performance feature specifications. As optimization variables, the uncertain design parameters can be considered as for example in [30], or both, uncertain and deterministic design parameters can be considered as in [31]. In this work we will focus on deterministic design parameters as optimization variables, i.e., the optimization problem reads

\[
\max_{x \in \mathcal{X}} Y(x, \bar{p}),
\]

where \( \mathcal{X} \subseteq \mathbb{R}^{n_x} \) is the feasible set. In practice, often there is not only the reliability which has to be optimized during the design process, but there are further objectives. This leads to a MOO...
Algorithm 1: GPR-Hybrid Approach.

1: **Input:** MC sample points \( p^{(i)}, i = 1, \ldots, N_{MC} \),
   deterministic design point \( x \), pfs threshold \( c \), initial
   GPR surrogate model \( \hat{Q} \),
2:   for \( i = 1, \ldots, N_{MC} \) do
3:   Evaluate the GPR surrogate model and obtain
4:     \( \hat{Q}(x, p^{(i)}) \) and \( \sigma_{\text{GPR}}(x, p^{(i)}) \)
5:   if \( \hat{Q}(x, p^{(i)}) + \gamma \sigma_{\text{GPR}}(x, p^{(i)}) \leq c \) then
6:     Classify \( p^{(i)} \) as accepted
7:     else if \( \hat{Q}(x, p^{(i)}) - \gamma \sigma_{\text{GPR}}(x, p^{(i)}) \geq c \) then
8:     Classify \( p^{(i)} \) as not accepted
9:   else \( p^{(i)} \) is a critical sample point
10: Evaluate the FE model and obtain \( Q(x, p^{(i)}) \)
11: if \( Q(x, p^{(i)}) \leq c \) then
12: Classify \( p^{(i)} \) as accepted
13: else \( p^{(i)} \) is not accepted
14: Classify \( p^{(i)} \) as not accepted
15: end if
16: Update GPR surrogate model \( \hat{Q} \)
17: end for

setting

\[
\begin{align*}
\max_{x \in \mathbb{X}} f_1(x, \bar{p}) &= Y(x, \bar{p}) \\
\max_{x \in \mathbb{X}} f_i(x, \bar{p}), \quad i = 2, \ldots, k
\end{align*}
\]

(13)

with \( k \) objective functions.

While in single-objective optimization (SOO) the aim is to
find the best solution with respect to one objective function, in
MOO the aim is to find the best solution with respect to all
objective functions. Since the best solution for the first objective
function is, in general, not the best solution for the second objective
function, the concept of so-called pareto-optimal solutions have
been introduced [9, Def. 2.1]: A feasible solution \( x^* \in \mathbb{X} \)
is pareto-optimal, if there is no \( x \in \mathbb{X} \) such that

\[
\begin{align*}
f_i(x) &\geq f_i(x^*) \quad \text{for } i = 1, \ldots, k \\
f_i(x) &> f_i(x^*) \quad \text{for some } i \in \{1, \ldots, k\}.
\end{align*}
\]

(14)

This implies that a pareto-optimal solution is a solution, such that
it is not possible to improve the value of one objective function
without deteriorating the value of another one. Thus, the solution
of a MOO problem is not one single point, but the set of pareto-
optimal solutions, the so-called pareto-front. In Fig. 3 the pareto-
front of a bi-objective maximization problem is visualized.

B. Scalarization Methods

A classic approach for MOO are scalarization techniques like
the weighted sum or \( \varepsilon \)-constraint methods [9, Chap. 3-4]. The
basic idea of scalarization is to transform the MOO problem into
a SOO problem. In case of the weighted sum scalarization this is
achieved by combining all objective functions into one weighted
sum which is the new objective function. We obtain

\[
\begin{align*}
\max_{x \in \mathbb{X}} w_1 Y(x, \bar{p}) + \sum_{i=2}^{k} w_i f_i(x, \bar{p})
\end{align*}
\]

(15)

with weights \( w_i > 0, i = 1, \ldots, k \). In case of the \( \varepsilon \)-constraint
scalarization, only one of the objective functions is maintained,
while the remaining objective functions are included into the
constraints. This leads for example to the following formulation

\[
\begin{align*}
\max_{x \in \mathbb{X}} Y(x, \bar{p}) \\
\text{s.t. } f_i(x, \bar{p}) \geq \varepsilon_i, \quad i = 2, \ldots, k
\end{align*}
\]

(16)

with lower bounds \( \varepsilon_i \in \mathbb{R}, i = 2, \ldots, k \). Please note that \( k \)
different formulations are possible, depending on the choice of
the objective function which stays an objective function. The
advantage of scalarization techniques is the fact, that after the
reformulation we have a SOO problem, which can be solved with
classic SOO algorithms like for example simplex algorithms [32]
or Sequential Quadratic Programming [33, Chap. 19]. On the
other hand, one disadvantage of scalarization is that only one
pareto-optimal solution is returned (not a pareto-optimal front),
and this solution depends on the choice of the weights \( w_i \) or
the bounds \( \varepsilon_i \), respectively. Thus, in order to approximate
the pareto-front, the reformulated problem has to be solved several
times with different values for weights and bounds. Another
disadvantage of the weighted sum method is, that convexity
requirements on the feasible set \( \mathbb{X} \) are required, in order to have
the chance to find each pareto-optimal solution. For more details
on that we refer to [9, Chap. 3].

C. Multi-Start Procedure

When using the weighted sum method, we will also investi-
gate a multi-start procedure. By this we try to cover the feasible
set best without being trapped in a local optimum. Therefore, a
set of starting points is generated and for each starting point
the optimization is started. Inspired by the terms of reinforcement
learning [34], we refer to this phase as exploration phase, since
the aim is to explore as much of the feasible set as possible
in order to find the most promising region. After a fixed (not
to high) number of objective function evaluations or iterations,
the results are compared. Then, the optimization is continued
with the solution which had the best objective function value
after the exploration phase. This second phase we refer to as the
Algorithm 2: Multi-Start Optimization Method.

1: Input: set of starting points \( x^{(i)}_0, i, \ldots, N_s \), low fidelity model \( f_L \), high fidelity model \( f_H \), optimization problem (P),
2: for \( i = 1, \ldots, N_s \) do
3: Solve (P) based on \( f_L \), starting with \( x^{(i)}_0 \) till stopping criterion for exploration phase is reached
4: Obtain best solution \( x^{(i)}_\star \)
5: end for
6: Set \( x_{\text{continue}} = \arg \max_{i = 1, \ldots, N_s} f_L(x^{(i)}_\star) \)
7: Solve (P) based on \( f_H \), starting with \( x_{\text{continue}} \) till stopping criterion for exploitation phase is reached

exploitation phase, because now we seek for the best value in this region.

Multi-start procedures are a commonly used heuristic for globalizing local optimization solvers [35, Chap. 6] and appear in many different forms. In its simplest form, several starting points are used, the local optimization is run till the end and then the best solution is chosen. In our setting, each evaluation of the objective function is computationally expensive. Thus, running the local optimization multiple times might be prohibitive. For that reason we establish the two phases and follow only the most promising solution from the exploration phase. The computing time can be further improved, by using lower fidelity models for the exploration phase and a high fidelity model in the exploitation phase. There are many options to distinguish between low and high fidelity models: when using FEM it can refer to the number of elements for example, or in case of yield optimization, it can refer to the size of the MC sample set. The basis procedure is sketched in Algorithm 2.

D. Genetic Algorithms

An alternative to scalarization methods are genetic algorithms [10, Chap. 4]. They, in fact, solve MOO problems directly and the solution is an approximation of the pareto-front. Genetic algorithms are motivated by the process of natural evolution of organisms. The basic idea is as follows: a so-called population of individuals, i.e., an initial set of data points, is generated, the objective functions are evaluated on these individuals and in each iteration the population is updated. The update consists of three main elements: selection (survival of the fittest), crossover (reproduction process where genetic traits of the individuals are propagated) and mutation (variation of genetic traits). The rules how these elements are applied, depend on the so-called fitness, a metric for the quality of an individual based on the objective function values.

V. NUMERICAL RESULTS

A. Problem Setting

The machine under study is the PMSM from [19], [23] with the properties as specified in Table I. For the uncertainty quantification the deterministic and uncertain parameters need to be concretized. According to measurement studies of a manufactured PMSM in [36], the magnitude \( B_{r,i} \) and the direction \( \phi_i \) of the magnetic field of the \( i \)-th PM are consequently assumed uncertain, i.e., they are modeled as uniformly distributed random variables with mean values

\[
\mathbf{p} = (B_{r,1}, \ldots, B_{r,6}, \phi_1, \ldots, \phi_6) = (0.94 \, \text{T}, \ldots, 0.94 \, \text{T}, 0^\circ, \ldots, 0^\circ)
\]

(17)

(see Fig. 4). According to (5), we write

\[
p_i = p_i + \Delta p_i \quad \text{for } i = 1, \ldots, 12
\]

with \( \Delta p_i \sim \mathcal{U}(-0.05 \, \text{T}, 0.05 \, \text{T}) \) for \( i = 1, \ldots, 6 \)

and \( \Delta p_i \sim \mathcal{U}(-3^\circ, 3^\circ) \) for \( i = 7, \ldots, 12 \).

(19)

For reference purposes an exemplary simulation was conducted with the uncertainties modeled as truncated Gaussian distributions. The results are comparable with respect to the optimum found and the computational effort. As the deterministic design parameters we consider the geometric parameters describing the rotor geometry as depicted in Fig. 5, i.e.,

\[
x = (d_1, d_2, d_3, s) = (19 \, \text{mm}, 7 \, \text{mm}, 7 \, \text{mm}, 0^\circ).
\]

(20)

For the mathematical problem formulation of the electrical machine, the magnetostatic simplification of Maxwell’s equations (1) is used. The discretization is carried out inside of CST Studio Suite 2021 with FEM to acquire a solution for \( \mathbf{A} \) in the computational domain (later referred to as FE model). This allows to calculate the QoI, i.e., the average torque \( \tau_{\text{avg}} \) over one electrical period. Next, the QoI is combined with a pfs that includes a lower bound \( \tau_{\text{pfs}} \) for the average torque \( \tau_{\text{avg}} \)

\[
Q(x, p) := \tau_{\text{avg}}(\mathbf{A}(x, p)) \geq \tau_{\text{pfs}} = 10.8 \, \text{Nm}.
\]

(21)
Now we have everything at hand in order to estimate the yield based on (7–8). The general problem formulation for the optimization is based on [19, Eq. (9.52)] and is modified for the purpose of a multi-objective yield and size, i.e., cost, optimization. The modified problem formulation is given by

\[
\begin{align*}
\max_{x \in \mathbb{R}^n} & \quad Y(x, \mathbf{p}) \quad \approx \quad Y_{MC}(x, \mathbf{p}) = \frac{1}{N_{MC}} \sum_{i=1}^{N_{MC}} 1_{\Omega_k}(p^{(i)}) \quad (22) \\
\min_{x \in \mathbb{R}^n} & \quad C(x) := d_1 d_2 \\
\text{s.t.} & \quad x \geq (1, 1, 5)^T \\
& \quad d_2 + d_3 \leq 14 \\
& \quad d_2 + d_3 \leq 15 \\
& \quad 3d_1 - 2d_3 \leq 50 \\
& \quad s \leq 8.5, \\
\end{align*}
\]

where \( C(x) \) denotes the additional quantity of the PM surface dimensions that directly correlate with the costs of the PM. As only the surface dimension is varied during the optimization routine and the magnet depth is not considered within the optimization, the surface dimension is \( \text{mm}^2 \) and consequently considered proportional to the costs. The constraints (24–28) ensure that the PMs fit into their position inside the rotor and that geometric quantities are physically realistic, e.g. not too small or negative.

The stated problem will be tackled with the approaches introduced in Section IV. In the applied scalarization methods, the MOO is transformed into a SOO. The SOO framework is built in python using the PDFO framework [37] by M.J.D. Powell that contains optimization methods to efficiently solve SOO problems with linear or nonlinear constraints based on simplex and trust-region methods (see [32], [38], [39] for more details). For the nonlinearly constrained SOO problem COBYLA will be used, which stands for Constrained Optimization By Linear Approximation. The problem formulation including linear constraints will be solved with LINCOA, which stands for Linearly Constrained Optimization Algorithm. Finally, the genetic algorithm simulation will be carried out with the pymoo framework of python [40] and uses the NSGA-II algorithm [41].

### B. Training of GPR Model

In this section the number of training data points for the initial GPR model is derived and the underlying distribution is explained. We recall that we have two types of parameters: uncertain parameters which are not subject of optimization and deterministic parameters which are considered as optimization variables. Hence, we distinguish two use cases for generating the initial training data set for GPR. Use Case \textit{opt} is the training data set preparing for optimization. The training data points are samples from the uncertain and the deterministic parameters. This is required, since the values of the deterministic parameters will change during the optimization. Thus, they should be considered when building the surrogate model. Use Case \textit{est} is the training data set preparing only for yield estimation. Here, only the uncertain parameters are sampled, since the deterministic parameters can be considered as constants. This will lead to higher accuracy in the yield estimation, but would be disadvantageous for optimization over the deterministic parameters, since the GPR surrogate has no information about them. One should note that Use Case \textit{est} describes the sample point distributions as performed in the later MC analysis. The reference yield estimate for \( N_{MC} = 2500 \) derived in Section III-B is achieved by solely simulating the MC analysis on the FE model with training sample points as in Use Case \textit{est} is \( Y_{MC}^{(CST)}(x, \mathbf{p}) = 0.0428 \). Using the MC error indicator from (10) we derive the lower and upper bound of valid yield predictions to use for the validation of the proposed GPR-Hybrid method. We get

\[
\sigma_{Y_{MC}} = \sqrt{\frac{Y_{MC}^{(CST)}(x, \mathbf{p})(1 - Y_{MC}^{(CST)}(x, \mathbf{p}))}{N_{MC}}} \approx 0.00405. \quad (29)
\]

Consequently, all predictions in the \( \sigma_{Y_{MC}} \) region of the yield estimate \( Y_{MC}^{(CST)} \), and therefore in \([0.03875, 0.04685]\), are assumed as valid. In the following \( Y_{MC}^{(CST)}(x, \mathbf{p}) \) describes the yield estimation achieved with the GPR-Hybrid method. Table II summarizes the simulation results for the GPR-Hybrid approach for the two proposed cases from above. Here, \( N_{\text{train}} \) describes the number of training sample points used (offline), \( N_{\text{online}} \) is the number of re-evaluations on the FE model (online) within the GPR-Hybrid approach, \( N_{\text{GPR}} \) is the number of evaluations on the GPR model and \( N_{\text{train,tot}} \) is the sum of offline and online usage of sample points, i.e., \( N_{\text{tot}} = N_{\text{train}} + N_{\text{online}} \).

It can be seen that in Use Case \textit{est} the GPR is capable of delivering very accurate predictions with only 10 initial training data points. The same holds for all considered training set sizes above 10. On the other hand, the GPR built in Use Case \textit{opt}, requires a higher number of training data points for accurate predictions – at least 15. The deviations in the yield estimate lie all inside the accepted error tolerance determined by \( N_{MC} = 2500 \). It is evident that this prediction performance is a bit worse when compared to Use Case \textit{est} as the training set does not solely include points that resemble the sample points drawn in a MC analysis, but also the deterministic optimization variables. However, as in the remainder of this paper an optimization over the deterministic parameters is desired, a variation in the deterministic parameters \( x \) is used in the training. Fig. 6 shows the iterations in which a re-evaluation on the original model was needed and the correlation to the standard deviation \( \sigma_{\text{GPR}} \) of

\[
\begin{array}{c|c|c|c|c|c}
\hline
\text{Case} \textit{est} & N_{\text{train}} & Y_{MC}^{(CST)}(x, \mathbf{p}) & N_{\text{online}} & N_{\text{GPR}} & N_{\text{tot}} \\
\hline
10 & 0.0428 & 26 & 2474 & 10 - 26 = 36 \\
20 & 0.0428 & 23 & 2477 & 20 - 23 = 43 \\
50 & 0.0428 & 21 & 2479 & 50 - 21 = 71 \\
\hline
\text{Case opt} & 15 & 0.0392 & 34 & 2466 & 15 - 34 = 49 \\
20 & 0.0436 & 40 & 2460 & 20 - 40 = 60 \\
30 & 0.0432 & 43 & 2457 & 30 - 43 = 73 \\
\hline
\end{array}
\]
the GPR model prediction. Here, Use Case est/opt describes the iterations in which a re-evaluation was needed for both cases. It can be observed that in Use Case opt more FE model evaluations are needed in the early stages of the MC analysis that lead to a significant reduction of the standard deviation $\sigma_{\text{GPR}}$ after approximately 250 iterations converging to the value of the standard deviation that was achieved in Use Case est. With 20 training data points in Use Case opt we have total costs of 60 objective function evaluations and only two sample points differently classified as in the reference solution. In all further experiments we use this size of initial training data points for the optimization. With this, we obtain an approximation not only in the starting point, but in a neighborhood of the starting point. Furthermore, it has to be noted that with the applied GPR-Hybrid approach the number of needed FE model evaluations that take around $t_{\text{FE}} = 85$ s is significantly reduced.

### C. Optimization Results

The parameters of both the $\varepsilon$-constraint and the weighted sum method are varied throughout various optimizations. Additionally, a multi-start procedure is utilized. Finally, a genetic algorithm from the python pymoo package is used and applied to the individual objectives. As a reference the whole optimization is first run without uncertainty considerations. I.e., we minimize the surface dimension of the PMs such that the constraints (24) – (28) hold and additionally the constraint $t_{\text{avg}} \geq 10.8$ Nm is fulfilled, cf. (21). All evaluations of the QoI are performed on the FE model. We achieve the optimal reference solution

$$x_{\text{ref}} = [20.0, 4.69, 5.0, -0.09]$$

with an optimal value of $C(x) = 93.7759$ mm$^2$. Estimating the yield in this optimal solution under consideration of the uncertainties specified in Section V-A, we obtain a yield of $Y_{\text{MC}}^{(\text{opt})} = 0.4969$. In the following we investigate the optimization results considering the uncertainties during the optimization procedure, as described in Section IV.

#### 1) $\varepsilon$-Constraint Method

As introduced in (16), one of the objective functions is transformed into a constraint. The yield function remains objective, while the function of the surface of the PM becomes a constraint, bounded by $\varepsilon = C_{\text{max}}$. The resulting optimization problem reads

$$\max \quad Y(x, p)$$

$$\text{s.t.} \quad C(x) \leq C_{\text{max}}$$

$$(24) - (28) \text{ hold.} \quad (31)$$

As outlined above, the optimization problem is solved with the COBYLA solver of the PDFO framework. The outcome of the simulation can be observed in Table III that shows the chosen bound $C_{\text{max}}$, the optimized yield estimate $Y_{\text{MC}}^{(\text{opt})}$, the PM surface dimensions of the optimized motor design $C(x)$, the number of objective function calls $n_{\text{opt}}$ during the optimization and the number of needed FE model evaluations given as sum of offline and online evaluations. The utilized solver is capable of significantly increasing the yield $Y_{\text{MC}}$ for multiple choices of $C_{\text{max}}$ and the resulting surface dimensions are always very close to the upper limit $C_{\text{max}}$. But it can additionally be observed that if the value of $C_{\text{max}}$ is chosen too low, the optimization routine fails to improve the yield estimate ($C_{\text{max}} = 100$). We see that the choice of $\varepsilon = C_{\text{max}}$ is a trade off between the optimality of the yield and the surface dimensions and is crucial for the result of the optimization, which poses a drawback in practice. The best trade off is achieved for $C_{\text{max}} = 108$ mm$^2$ with an optimal yield value of $Y_{\text{MC}}^{(\text{opt})} = 0.996$. We compare this result with the reference solution where only the surface dimension is minimized without considering uncertainties. While the surface dimension is reduced less (108 mm$^2$ vs. 94 mm$^2$), the design is much more reliable ($> 0.99$ vs. $< 0.47$). This corresponds to our expectations.

The propagation of the yield estimate and the surface dimensions can be seen in Figs. 7 and 8. The exploration phase of the simplex methods is observable in the first ten function evaluations as the results for all different settings look comparable in that range. Furthermore, it is evident that the $\varepsilon$-constraint method

| $C_{\text{max}}$ | $Y_{\text{MC}}^{(\text{opt})}$ | $C(x)$ | $n_{\text{opt}}$ | Total FE evaluations |
|-----------------|-----------------|--------|-----------------|---------------------|
| 120             | 1.0             | 119.938| 17              | 20 + 350 = 370      |
| 110             | 0.998           | 110.000| 35              | 20 + 362 = 382      |
| 108             | 0.996           | 108.000| 42              | 20 + 315 = 335      |
| 100             | 0.0             | 99.092 | 38              | 20 + 162 = 182      |
is varying the design parameters $x$ such that an improvement of the yield estimate is achieved in a few function evaluations only (e.g., for $C_{\text{max}} = 108$ mm$^2$ between the 16th and 18th function evaluation in Fig. 7). The same phenomenon is visible in Fig. 8 for the PM surface dimensions, where the desired boundary for the PM surface dimensions $C_{\text{max}}$ are quickly met. The termination of the algorithm is determined by the applied simplex methods and the correlating trust region subproblem (see [32], [38], [39] for more details).

2) Weighted sum Method: In contrary to the $\varepsilon$-constraint method, the weighted sum method combines both objectives into a weighted sum as in (15) that is consequently minimized. The resulting problem formulation reads

$$\begin{align*}
\min_{x \in \mathbb{R}^4} & \quad f(x, p) = -Y(x, p) + w \cdot C(x) \\
\text{s.t.} & \quad (24) - (28) \text{ hold.}
\end{align*}$$ (32)

Therefore, the degree of freedom in that formulation is the weight $w$ that is varied throughout the optimizations conducted with the weighted sum method. The optimization problem is solved with the LINCOA solver of the PDFO framework. The outcome is given in Table IV. The weighted sum approach also proves to significantly decrease the surface of the PMs, as there is no target defined for the surface dimensions as with $C_{\text{max}}$ in the $\varepsilon$-constraint method.

3) Multistart Procedure: This section presents the results of the advanced method of including a multistart procedure into the weighted sum optimization to further improve the performance. In general, the two described methods of the $\varepsilon$-constraint and weighted sum method have the disadvantage that a degree of freedom needs to be set, that has a significant influence on the outcome of the optimization as shown in Table III and IV. Especially, the latter has difficulties with nonconvex objectives and is prone to run into suboptimal local minima. Therefore the multistart procedure is applied with the weighted sum method setting that led to higher surface dimensions of $C(x) = 128.963$ mm$^2$. The multistart procedure for the first twelve function evaluations given by

$$\Delta_{f_j} = \left| \frac{1}{4} \sum_{i=1}^{4} f_{j-i}(x, p) - f_j(x, p) \right|,$$ (33)

where $f_j(x, p)$ is the objective function value of the $j$-th function evaluation.

Furthermore, the trade off between the surface dimension and the yield estimate is visible in Table IV, as the optimized yield estimate $Y_{\text{MC}}^{(\text{opt})}$ decreases when the surface dimensions $C(x)$ decreases. The propagation of the yield estimate and the PM surface dimensions is shown in Figs. 9 and 10. In comparison to the propagation of the objectives in the $\varepsilon$-constraint method, the optimization needs a larger amount of function evaluations to significantly decrease the surface of the PMs, as there is no target defined for the surface dimensions as with $C_{\text{max}}$ in the $\varepsilon$-constraint method.

| $w$     | $Y_{\text{MC}}^{(\text{opt})}$ | $C(x)$ | $n_{\text{fey}}$ | Total FE evaluations |
|---------|-----------------------------|--------|------------------|----------------------|
| $1 \times 10^{-3}$ | 0.999 | 128.963 | 31 | $20 + 259 = 279$ |
| $2 \times 10^{-3}$ | 0.996 | 114.594 | 35 | $20 + 230 = 250$ |
| $3 \times 10^{-3}$ | 0.995 | 109.0722 | 59 | $20 + 262 = 282$ |
| $5 \times 10^{-3}$ | 0.978 | 105.174 | 100 | $20 + 734 = 754$ |

Fig. 8. Propagation of the PM surface dimensions throughout the optimization for the $\varepsilon$-constraint method.

Fig. 9. Propagation of the yield estimate throughout the optimization for the weighted sum method.

Fig. 10. Propagation of the PM surface dimensions throughout the optimization for the weighted sum method.
is completed, the exploitation phase for that starting point is continued with high-fidelity ($N_{MC} = 2500$). The outcome is shown in Table V. We see that by including the multistart procedure, the PM surface dimensions were further decreased by 14%. This shows, that the disadvantage of scalarization methods to converge into suboptimal local optima can be compensated by the multistart procedure. Furthermore, Figs. 12 and 13 show the direct comparison of the weighted sum approach with and without the multistart procedure by the propagation of the yield estimate and the PM surface dimensions. It can be seen that the setting of the weighted sum approach without the multistart procedure runs into the local optimum with surface dimensions of 128.963 mm$^2$, whereas the application of the multistart procedure leads to a further reduction to $C(d) = 111.203$ mm$^2$. An exemplary design optimization for the multistart method is shown in Fig. 14.

4) Genetic Algorithm: This section gives a short outlook into the application of a genetic algorithm applied to the MOO problem. Especially for this kind of computationally expensive problems a fast computation of a single function evaluation is mandatory. With the application of the GPR-Hybrid approach it is possible to reduce the percentage of needed FE model evaluations to approx. 11000, which corresponds to 0.441% of the total QoI evaluations needed for the genetic algorithm simulation. For the simulation itself we set a budget of 1000 objective function evaluations, i.e., yield estimations, a starting population size of 100 with 50 offsprings in future generations. We define upper and lower bounds for each optimization variable: $d_1 \in [18, 21]$, $d_2 \in [6, 7]$, $d_3 \in [6, 8]$, $s \in [-2, 2]$. A snapshot of the resulting pareto front can be seen in Fig. 15 that displays the individuals of the 8th generation with the feasible solutions depicted in gray. Finally, the NSGA-II algorithm terminates the computation after 1000 function evaluations are conducted and converges to a single pareto-optimal solution (depicted by the red square in the same figure) with a yield estimate of 1.0 and PM surface dimensions of 108.146 mm$^2$. Please note that the reference solution (30) does not lie within the bounds of the genetic algorithm. The advantage of the genetic algorithm simulation is that no further parameters such as a bound $C_{\text{max}}$ or weights $w$ need to be set accordingly to acquire good optima.

VI. CONCLUSION

This paper introduces the application of the GPR-Hybrid method to electrical machines. We show that by using machine learning, the computational effort of yield estimation and yield
optimization can be significantly reduced, while maintaining high accuracy. Furthermore, for the design of the electrical machine, multi-objective optimization is applied in order to increase the reliability, i.e., the yield, and to decrease the costs, i.e., the size of the magnets. We showed that multi-objective yield optimization results in much more reliable designs than pure performance optimization without considering uncertainties. The scalarization methods c-constraint and weighted sum are compared. Both lead to overall high values for the yield estimate, while the rate of decrease of the PM surface dimensions depends on the choice of the scalarization parameters, which is a drawback in practice. On the other hand, the weighted sum method is extended with a multistart procedure that further improves the optimization performance of the utilized methods. Although scalarization parameters still have to be chosen, their impact on the optimization result is greatly reduced. Additionally, a genetic algorithm is applied, which does not require such a parameter selection. Both methods, the genetic algorithm and the weighted sum with multistart procedure, achieve to find a similar optimal solution. The multistart approach requires 4% of the finite element (FE) model evaluations compared to the genetic algorithm. On the example of the PMSM, we showed that the utilization of the GPR-Hybrid yield estimation method in multi-objective optimization enables industrial design processes under uncertainty in a reasonable time.

For future research, however, multiple advanced concepts can be applied. These are, for example, the addition of multiple QoIs for the electrical machine such as the total harmonic distortion, adaptive weight selection for the weighted sum method, or the rate of decrease of the PM surface dimensions depends on the choice of the scalarization parameters, which is a drawback in practice. On the other hand, the weighted sum method is extended with a multistart procedure that further improves the optimization performance of the utilized methods. Although scalarization parameters still have to be chosen, their impact on the optimization result is greatly reduced. Additionally, a genetic algorithm is applied, which does not require such a parameter selection. Both methods, the genetic algorithm and the weighted sum with multistart procedure, achieve to find a similar optimal solution. The multistart approach requires 4% of the finite element (FE) model evaluations compared to the genetic algorithm. On the example of the PMSM, we showed that the utilization of the GPR-Hybrid yield estimation method in multi-objective optimization enables industrial design processes under uncertainty in a reasonable time.

For future research, however, multiple advanced concepts can be applied. These are, for example, the addition of multiple QoIs for the electrical machine such as the total harmonic distortion, adaptive weight selection for the weighted sum method, or the rate of decrease of the PM surface dimensions depends on the choice of the scalarization parameters, which is a drawback in practice. On the other hand, the weighted sum method is extended with a multistart procedure that further improves the optimization performance of the utilized methods. Although scalarization parameters still have to be chosen, their impact on the optimization result is greatly reduced. Additionally, a genetic algorithm is applied, which does not require such a parameter selection. Both methods, the genetic algorithm and the weighted sum with multistart procedure, achieve to find a similar optimal solution. The multistart approach requires 4% of the finite element (FE) model evaluations compared to the genetic algorithm. On the example of the PMSM, we showed that the utilization of the GPR-Hybrid yield estimation method in multi-objective optimization enables industrial design processes under uncertainty in a reasonable time.

For future research, however, multiple advanced concepts can be applied. These are, for example, the addition of multiple QoIs for the electrical machine such as the total harmonic distortion, adaptive weight selection for the weighted sum method, or the rate of decrease of the PM surface dimensions depends on the choice of the scalarization parameters, which is a drawback in practice. On the other hand, the weighted sum method is extended with a multistart procedure that further improves the optimization performance of the utilized methods. Although scalarization parameters still have to be chosen, their impact on the optimization result is greatly reduced. Additionally, a genetic algorithm is applied, which does not require such a parameter selection. Both methods, the genetic algorithm and the weighted sum with multistart procedure, achieve to find a similar optimal solution. The multistart approach requires 4% of the finite element (FE) model evaluations compared to the genetic algorithm. On the example of the PMSM, we showed that the utilization of the GPR-Hybrid yield estimation method in multi-objective optimization enables industrial design processes under uncertainty in a reasonable time.

For future research, however, multiple advanced concepts can be applied. These are, for example, the addition of multiple QoIs for the electrical machine such as the total harmonic distortion, adaptive weight selection for the weighted sum method, or the rate of decrease of the PM surface dimensions depends on the choice of the scalarization parameters, which is a drawback in practice. On the other hand, the weighted sum method is extended with a multistart procedure that further improves the optimization performance of the utilized methods. Although scalarization parameters still have to be chosen, their impact on the optimization result is greatly reduced. Additionally, a genetic algorithm is applied, which does not require such a parameter selection. Both methods, the genetic algorithm and the weighted sum with multistart procedure, achieve to find a similar optimal solution. The multistart approach requires 4% of the finite element (FE) model evaluations compared to the genetic algorithm. On the example of the PMSM, we showed that the utilization of the GPR-Hybrid yield estimation method in multi-objective optimization enables industrial design processes under uncertainty in a reasonable time.