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Abstract—This paper presents a new end-to-end signal classification method using the signed cumulative distribution transform (SCDT). We adopt a transport generative model to define the classification problem. We then make use of mathematical properties of the SCDT to render the problem easier in transform domain, and solve for the class of an unknown sample using a nearest local subspace (NLS) search algorithm in SCDT domain. Experiments show that the proposed method provides high accuracy classification results while being computationally cheap, data efficient, and robust to out-of-distribution samples with respect to the existing end-to-end classification methods. The implementation of the proposed method in Python language is integrated as a part of the software package PyTransKit [1].

Index Terms—Signal classification, time series events, transport generative model, SCDT, nearest local subspace.

I. INTRODUCTION

SIGNAL (time series) classification is considered a challenging problem in data science. It refers to the automatic prediction of the class label of an unknown time series event using the information extracted from the corresponding signal intensities. Time series data classification tasks can be found in many applications such as human activity recognition (HAR) [2], physiological signal assessment [3], [4], communications [5], structural or machine health monitoring systems [6], [7], financial modeling [8], and others. In many applications (e.g., HAR, ECG, etc.) the time series events of interest can be modeled as instances of a certain (often unknown) template or prototype pattern observed under unknown time warps [9]. Here we propose a new end-to-end tool for classification of signals or time series events of this type using the signed cumulative distribution transform (SCDT), a new mathematical signal transform introduced in [10].

Existing signal classification approaches can be categorized into two broad, and at times overlapping, categories: 1) feature engineering-based classifiers and 2) end-to-end learning classifiers, such as convolutional neural networks (CNNs). Feature engineering-based methods [11], [12], [13] usually rely on the extraction of numerical features (e.g., time domain features, frequency domain features, wavelet features) from the raw signal data, and then the application of different multivariate regression-based classification methods including linear discriminant analysis, support vector machines, random forests, and others. Deep learning-based signal classification methods [14], [15], [16], on the other hand, connect the raw input data to the output class label by utilizing a large number of hidden layers. These methods have widely been studied recently as they have shown high accuracy in certain classification tasks.

Feature engineering signal classification approaches primarily differ in the types of features chosen to characterize each signal. The bag-of-features framework [17] extracts interval features using fixed- and variable-length intervals, and trains a classifier on the extracted features. Ensemble-based approaches such as COTE [18], HIVE-COTE [19], time series forest (TSF) [20], and others combine different features and classifiers to achieve high classification accuracy. Most of these methods require crafting especially designed features (feature engineering) as well as some amount of data preprocessing.

Traditional end-to-end signal classification techniques include distance-based methods [21], [22] that work directly on raw time series with some similarity measures such as euclidean distance or dynamic time warping (DTW) [23]. Particularly, a combination of 1-nearest neighbor (1NN) with DTW distance is known to be a very effective time series classification approach [24]. However, it is known to have high computational complexity [25]. Approaches based on deep neural networks, especially convolutional neural networks (CNN) [26], have been explored in recent years for end-to-end signal classification. Wang et al. [27], for example, provided three standard deep learning benchmark models for time series classification: deep multilayer perceptrons (MLP), fully convolutional networks (FCN), and residual networks (ResNet). The method known as multi-scale convolutional neural network (MCNN) [28] is another deep learning approach that takes advantage of CNNs for end-to-end classification of univariate time series. Karim et
al. [29] proposed the LSTM-FCN, an improvement over FCN by augmenting the FCN module with a Long Short Term Recurrent Neural Network (LSTM RNN) sub-module. Though they can produce accurate results in many instances, these methods tend to require extensive amounts of training data, are computationally expensive, and often vulnerable to out-of-distribution examples. Furthermore, existing end-to-end classifiers often lack a proper data model and a clear formulation of the classification problem, making the classification models difficult to interpret. In particular, the lack of an underlying mathematical foundation often leads to uncertainty as to which exact situations or applications they will work, and when they will fail.

In recent years, some effort has been made to exploit transport transforms for signal classification [30] as an alternative to the techniques mentioned above. The cumulative distribution transform (CDT), based on the 1D Wasserstein embedding, was introduced in [31] as a means of calculating strictly positive signals following the linear optimal transport framework proposed in [32]. Aldroubi et al. [10] extended the CDT to general signed signals and proposed the signed cumulative distribution transform (SCDT), which is related to the generalized Wasserstein embedding [33] and can be viewed as an extension of the Wasserstein metric to signed densities and measures. Both transforms have a number of properties that allow one to solve nonlinear classification problems using linear classifiers, such as Fisher discriminant analysis, support vector machines, or logistic regression, in signal transform space. The classification method proposed in [9] utilizes the nearest subspace method to classify signals in SCDT domain. Assuming the data corresponding to a particular class as compositions of a single template, this method formed a linear subspace for each class. The method we propose here is an extension of this approach.

In this paper, we propose a new transport generative model to represent the signal data such that the signals from each class can be seen as observations of a set of unknown templates under some unknown deformations. We then formulate a supervised signal classification problem for the data that follows the transport generative model and employ a nearest local subspace search algorithm in SCDT domain to devise a solution. We demonstrate the advantages of the method over state-of-the-art deep learning methods in terms of classification accuracy on ten datasets with comprehensive experiments. The proposed method also provides superior performance in classifying signals with significantly low computational cost with respect to a distance-based end-to-end system (1NN-DTW). In addition, experiments highlight other interesting properties of the method compared to alternative end-to-end solutions, including data efficiency and robustness to out-of-distribution conditions. Note that the proposed classifier does not take the templates or the deformations present in a data class as inputs since these are usually unknown in real applications. It utilizes the training samples to search for the nearest local subspace in the SCDT space to classify an unknown signal. It should also be noted that the term “transport generative model” used in this paper links the signal classes to the physical processes that generate the time series data from the corresponding classes. It differs from the

### Table I

| Symbols | Description |
|---------|-------------|
| $s(t)$ | Signal |
| $s_0(y)$ | Reference signal to calculate the transform |
| $\hat{s}(y)$ | SCDT of signal $s(t)$ |
| $g(t)$ | Strictly increasing and differentiable function |
| $s \circ g$ | $s(g(t))$: composition of $s(t)$ with $g(t)$ |
| $\mathcal{T}$ | Set of all possible increasing diffeomorphisms |
| $\mathbb{S}/\mathbb{S}$ | Set of signals/SCDT of the signals |

“statistical generative model” used in machine learning, which is usually referred to as learning the underlying data distribution.

The remaining of this paper is organized as follows: in Section II, we briefly review the definitions and properties of the CDT and the SCDT. In Section III, we state the classification problem and the proposed solution. Experimental setup, datasets, and results are described in Section IV, with the discussion of the results in Section V. Finally, Section VI provides concluding remarks.

## II. Preliminaries

### A. Notation

Throughout the manuscript, we work with $L_1$ signals $s$, i.e., $\int_{\Omega_0} |s(t)| dt < \infty$, where $\Omega_0 \subseteq \mathbb{R}$ is the domain over which $s$ is defined. We use $s^{(c)}_{j,m}$ to represent a signal generated from the $m$-th template of class $c$ under deformation $g_j$. We denote the $m$-th template from class $c$ as $\varphi^{(c)}_m$. Some symbols used throughout the manuscript are listed in Table I.

### B. The Cumulative Distribution Transform

The Cumulative Distribution Transform (CDT) was introduced in [31] for positive smooth normalized functions. It is an invertible nonlinear 1D signal transform from the space of smooth positive probability densities to the space of diffeomorphisms, which can be described as follows: let $s(t), t \in \Omega_0 \subseteq \mathbb{R}$ and $s_0(y), y \in \Omega_{s_0} \subseteq \mathbb{R}$ define a given signal and a reference signal, respectively, such that $\int_{\Omega_0} s(u) du = \int_{\Omega_{s_0}} s_0(u) du = 1$ and $s_0(y), s(t) > 0$ in their respective domains. The CDT of the signal $s(t)$ is then defined to be the function $s^*(y)$ that solves,

$$\int_{\inf(\Omega_{s_0})}^{s^*(y)} s(u) du = \int_{\inf(\Omega_0)}^{y} s_0(u) du. \quad (1)$$

Now considering the cumulative distribution functions (CDFs) $S(t) = \int_{-\infty}^{t} s(u) du$ and $S_0(y) = \int_{-\infty}^{y} s_0(u) du$, an alternative expression for $s^*(y)$ is given by,

$$s^*(y) = S^{-1}(S_0(y)). \quad (2)$$

The CDT is therefore seen to inherit the domain of the reference signal. Moreover, if the uniform reference signal is used (i.e., $s_0(y) = 1$ in $\Omega_{s_0} = [0, 1]$), we can write $S_0(y) = y$ and $s^*(y) = S^{-1}(y)$. That is to say, the CDT is the inverse of the cumulative distribution function of the given signal $s(t)$. Note
that the definition of the CDT described above is slightly different from the formulation used in [31]. For simplicity, here we use the CDT definition described in [34]. The CDT is invertible, and the inverse formula is defined in differential form as:

\[ s(t) = \left( s^{-1}(t) \right) \circ \bar{s}(s^{-1}(t)). \]  

(3)

Although the CDT can be used in solving many classification [31] and estimation [34] problems, the framework described above is defined only for positive density functions. Aldroubi et al. [10] extended the CDT to general finite signed signals and named the new signal transformation technique as the signed cumulative distribution transform (SCDT).

C. The Signed Cumulative Distribution Transform

The signed cumulative distribution transform (SCDT) [10] is an extension of the CDT, which is defined for general finite signed signals with no requirements on the total mass. First, the transform is defined for the non-negative signal \( s(t) \) with arbitrary mass as:

\[ \hat{s}(y) = \begin{cases} (s^+(y), |s| L_1), & \text{if } s \neq 0 \\ (0, 0), & \text{if } s = 0, \end{cases} \]

(4)

where \( |s| L_1 \) is the \( L_1 \) norm of signal \( s \) and \( s^+ \) is the CDT (defined in (2)) of the normalized signal \( \frac{s}{|s| L_1} \) with respect to a strictly positive reference signal \( s_0 \).

Now for a signed signal, the Jordan decomposition [35] is used to define the transform. The Jordan decomposition of a signed signal \( s(t) \) is given by \( s(t) = s^+(t) - s^-(t) \), where \( s^+(t) \) and \( s^-(t) \) are the absolute values of the positive and negative parts of the signal \( s(t) \). The SCDT of \( s(t) \) is then defined as:

\[ \hat{s}(y) = \left( \hat{s}^+(y), \hat{s}^-(y) \right), \]

(5)

where \( \hat{s}^+(y) \) and \( \hat{s}^-(y) \) are the transforms (defined in (4)) for the signals \( s^+(t) \) and \( s^-(t) \), respectively. Fig. 1 shows an example of the SCDT of a signal. Like the CDT, the SCDT is also an invertible operation, with the inverse being:

\[
\begin{align*}
\hat{s}(y) &= \left( (s^+(y))^+, |s^+| L_1, (s^-(y))^+, |s^-| L_1 \right) \\
\hat{s}(y) &= \left( (s^+(y))^-, |s^+| L_1, (s^-(y))^-, |s^-| L_1 \right).
\end{align*}
\]

Moreover, the SCDT has a number of properties that will help us simplify the signal classification problems.

1) Composition Property: If the SCDT of a signed signal \( s \) is denoted as \( \hat{s} \), the SCDT of the signal \( g \circ s \) is given by:

\[
\hat{s}_{g} = \left( (g^{-1} \circ (s^+))^+, |(g^{-1} \circ s^+)| L_1, (g^{-1} \circ (s^-))^+, |(g^{-1} \circ s^-)| L_1 \right),
\]

(7)

where, \( g(t) \) is an invertible and differentiable increasing function, \( s \circ g = s(g(t)) \), and \( g'(t) = dq(t)/dt \) [10]. For example, in case of shift and linear dispersion (i.e., \( g(t) = \omega t - \mu \)) of a given signal \( s(t) \), the SCDT of the signal \( s_{g} = \omega s(\omega t - \mu) \) can be derived from composition property as:

\[
\hat{s}_{g} = \left( (s^+)^+ + \mu, \| s^+ \| L_1, (s^-)^+ + \mu, \| s^- \| L_1 \right).
\]

The composition property implies that variations along the independent variable caused by \( g(t) \) will change only the dependent variable in the transform domain.

2) Convexity Property: Let \( \mathcal{S} = \{ s_j | s_j = g_j \circ \varphi, \forall g_j \in \mathcal{G} \} \) be a set of signals, where \( \varphi \) is a given signal and \( \mathcal{G} \subset \mathcal{T} \) denotes a set of 1D temporal deformations of a specific kind (e.g., translation, dilation, etc.). The convexity property of the SCDT [10] states that the set \( \hat{\mathcal{S}} = \{ \hat{s}_j : s_j \in \mathcal{S} \} \) is convex for every \( \varphi \) if and only if \( \mathcal{G}^{-1} = \{ g_j^{-1} : g_j \in \mathcal{G} \} \) is convex.

The set \( \hat{\mathcal{S}} \) defined above can be interpreted as a transport generative model for a signal class while \( \varphi \) being the template signal corresponding to that class.

3) Numerical Implementation of the SCDT: The SCDT described above is defined for the continuous-time signals. In this section, we describe the numerical method for approximating the SCDT given discrete signals. Let \( s = [s_1, s_2, \ldots, s_N]^T \) be an N-point discrete-time signal, where \( s_0 = s[n], \forall n = 1, 2, \ldots, N \) is the n-th sample of \( s \). The positive and negative parts of the signal after Jordan decomposition are given by \( s^+ = [s^+_1, s^+_2, \ldots, s^+_N]^T \) and \( s^- = [s^-_1, s^-_2, \ldots, s^-_N]^T \), respectively, where \( s^+_n = \frac{|s_n| + s_n}{2}, s^-_n = \frac{|s_n| - s_n}{2} \), and \( s_n \) is the absolute value of \( s_n \). Next, the CDT is applied numerically to the normalized signals \( \frac{s^+}{\| s^+ \|_{L_1}} \) and \( \frac{s^-}{\| s^- \|_{L_1}} \), where \( \| s^+ \|_{L_1} \) and \( \| s^- \|_{L_1} \) are the \( L_1 \)-norms of the positive and negative parts of the signal \( s \), respectively. As the CDT \( (s^+)^+(y) \) is the inverse of the CDF of the signal \( s^+(t) \) for a particular choice of reference signal \( s_0(y) = 1 \) for \( y \in [0, 1] \), we need to approximate the cumulative function first. The numerical approximation of the cumulative function is given by,

\[
S^+[n] = \sum_{i=1}^{n} \frac{s^+[i]}{\| s^+ \|_{L_1}}, \quad n = 1, 2, \ldots, N,
\]

where \( S^+ \) and \( S^- \) are the cumulative of the normalized signals \( \frac{s^+}{\| s^+ \|_{L_1}} \) and \( \frac{s^-}{\| s^- \|_{L_1}} \), respectively. The CDT is then calculated by taking the generalized inverse of the CDF,

\[
(s^+)^+[m] = \min \left\{ t[n] : S^+[n] > y[m] \right\},
\]

where \( t \in \Omega_s, y \in \Omega_{s_0} \), and \( n, m = 1, 2, \ldots, N \). Here, \( (s^+)^+ \) and \( (s^-)^+ \) are the CDTs of the normalized discrete signals \( \frac{s^+}{\| s^+ \|_{L_1}} \) and \( \frac{s^-}{\| s^- \|_{L_1}} \), respectively. The SCDT of the discrete signal \( s \) is then given by,

\[
\hat{s} = \left( (s^+)^+, \| s^+ \|_{L_1}, (s^-)^+, \| s^- \|_{L_1} \right).
\]

Note that the computational complexity of calculating the SCDT is \( O(N \log N) \) for an N-point discrete-time signal.
III. PROPOSED METHOD

In this section we describe a transport generative model-based problem formulation for time series event classification, and then show how the composition and convexity properties of the SCDT help facilitate signal classification.

A. Transport Generative Model and Problem Statement

In [9], a transport generative model-based problem statement was proposed for signal classification problems where each signal class can be modeled as instances of a certain template observed under some unknown deformations, where the inverse of the deformation set can be modeled as a linear combination of increasing functions. (e.g., translation, scaling, nonrigid deformations described by the combination of polynomials or some other basis functions, etc.). Such models are common in data collected from a broad and important class of physical systems, e.g., radar, sonar, wave optics, acoustic signals propagating through elastic solids, etc. [34]. Signal classes of such type can be described with the following transport generative model:

1) Transport Generative Model (Single Template): Let $G^{(c)} \subset T$ denote a set (usually infinite) of increasing 1D deformations of a specific kind, where $T$ is a set of all possible increasing diffeomorphisms from $\mathbb{R}$ to $\mathbb{R}$. The 1D mass preserving transport generative model for class $c$ is then defined to be the set:

$$S^{(c)} = \{ s_j | s_j^{(c)} = g_j^{(c)} \circ g_j, g_j \in G^{(c)}, g'_j > 0 \}, \quad (8)$$

where $g'_j = dg_j/dt$, $s_j^{(c)}$ is the $j$-th signal from class $c$, and $\varphi^{(c)}$ is the template pattern corresponding to that class. However, in many applications it is difficult to find a signal class that can be represented using the single template-based transport generative model defined above. In this paper, we use a multiple template-based transport generative model to represent such signal classes.

2) Transport Generative Model (Multiple Templates): For a set of increasing 1D temporal deformations denoted as $\varphi^{(c)} \subset T$, the 1D mass preserving transport generative model for class $c$ is defined to be the set:

$$S^{(c)} = \bigcup_{m=1}^{M_c} S_{\varphi^{(c)}_m} G^{(c)}_m,$$

$$S_{\varphi^{(c)}_m} G^{(c)}_m = \{ s_{j,m}^{(c)} | s_{j,m}^{(c)} = g_j^{(c)} \circ g_j, g_j > 0, g_j \in G^{(c)}_m \},$$

$$\left(G^{(c)}_m\right)^{-1} = \left\{ \sum_{i=1}^{k} \alpha_i f^{(c)}_{i,m}, \alpha_i \geq 0 \right\}, \quad (9)$$

where $\{ f^{(c)}_{1,m}, f^{(c)}_{2,m}, \ldots, f^{(c)}_{k,m} \}$ denotes a set of linearly independent and strictly increasing (within the domain of the signals) functions, and $k$ is a positive integer. Here we assume that the signal classes are non-overlapping, i.e., $S^{(c)} \cap S^{(p)} = \emptyset$ for $c \neq p$. Equation (9) states that the transport generative model for class $c$ is modeled as the union of $M_c$ subsets, where each subset $(S_{\varphi^{(c)}_m} G^{(c)}_m)$ corresponds to data generated from a particular template $(\varphi^{(c)}_m)$ under some time deformations $(G^{(c)}_m)$. Here, $M_c$ is the total number of templates used to represent class $c$, $\varphi^{(c)}_m$ is the $m$-th template signal from class $c$, and $s_{j,m}^{(c)}$ is the $j$-th signal generated from $m$-th template under deformation defined by $g_j$. Fig. 2 illustrates a few examples of such deformations. In (9), by taking the finite sum, we hypothesize that the space where the inverse of the deformation set $G^{(c)}_m$ lies must be of finite dimension ($k$-dimensional). Therefore, the set it generates, though infinite, is not a set of all possible diffeomorphisms, which would violate the assumption that the classes are non-overlapping. We assume that with reasonable $k$ (determined through a validation process), the set of deformations $G^{(c)}_m$ is flexible enough to model the deformations within a data cluster well. Moreover, the introduction of multiple templates $(\varphi^{(c)}_m)$ in the proposed transport generative model adds extra flexibility. Note that the template $(\varphi^{(c)}_m)$ is different from the reference $s_0$ used to calculate the SCDT. Considering the transport generative model, the classification problem can be defined as follows:

**Classification Problem:** Let $G^{(c)}_m \subset T$ be a set of temporal deformations and $S^{(c)}$ be defined as in (9), for classes $c = 1, \ldots, N_c$. Given a set of training samples $\{ s_{1}^{(c)}, s_{2}^{(c)}, \ldots \} \subset S^{(c)}$ for class $c$, determine the class label of an unknown signal $s$.

B. Proposed Solution

We propose a solution to the classification problem defined above using the SCDT in combination with the nearest local subspace method. For a given test sample, the algorithm first searches for $k$ closest training samples (from a particular class) to the test signal in SCDT domain based on a distance definition specified later. Next, a local subspace is spanned by these samples for each class. The unknown class label of the test sample...
and \( \hat{g}_c \) and \( \hat{\varphi}_m(c) \) are modeled as the union of two subsets: \( \hat{S}^{(c)}_{v_1} \) and \( \hat{S}^{(c)}_{v_2} \), \( c = 1, 2 \), where both the subsets are non-convex. The right panel shows the geometry of the signal classes in SCDT domain modeled as the union of convex (for convex \( G^{(c)}_1 \) and \( G^{(c)}_2 \) as defined in (9)) subsets: \( \hat{S}^{(c)}_{v_1} \) and \( \hat{S}^{(c)}_{v_2} \) for \( c = 1, 2 \).

As stated in [9] and [36], the transport generative model described in (9) generally yields nonconvex signal classes, causing the above classification problem to be difficult to solve. As specified above in Section II-C2 (see [10] for more details), under certain assumptions, the geometry of the signal class can be simplified. Hence, the proposed solution begins with applying the SCDT defined in (5) on the input signals. The transport generative model in the transform domain is then given by,

\[
\hat{S}^{(c)} = \bigcup_{m=1}^{M_c} \hat{S}^{(c)}_{\varphi_m \hat{\varphi}_m},
\]

\[
\hat{S}^{(c)}_{\varphi_m \hat{\varphi}_m} = \left\{ \hat{\varphi}^{(c)}_{j,m} \mid \hat{\varphi}^{(c)}_{j,m} = g_j^{-1} \circ \varphi_m, g_j \in \mathcal{G}^{(c)}_m \right\},
\]

\[
\mathcal{G}^{(c)}_m = \left\{ \sum_{i=1}^{k} \alpha_i f^{(c)}_{i,m}, \alpha_i \geq 0 \right\},
\]  \( c = 1, 2 \)

where \( g_j^{-1} \circ \varphi_m \) is the SCDT of the signal \( g_j \circ \varphi_m \). Here, the set \( \mathcal{G}^{(c)}_m \) is convex by definition. Therefore, using the convexity property highlighted earlier, it can be shown that \( \hat{S}^{(c)}_{\varphi_m \hat{\varphi}_m} \) given in (10) forms a convex set. Moreover, since the SCDT is a one-to-one map, it follows that if \( \hat{S}^{(c)}_{\varphi_m \hat{\varphi}_m} \cap \hat{S}^{(p)}_{\varphi_w \hat{\varphi}_w} = \emptyset \) for \( c \neq p \), then \( \hat{S}^{(c)}_{\varphi_m \hat{\varphi}_m} \cap \hat{S}^{(p)}_{\varphi_w \hat{\varphi}_w} = \emptyset \). Fig. 3 illustrates the geometry of signal classes that follow the proposed transport generative model defined in (9) and (10) corresponding to signal and SCDT domains, respectively.

To formulate the solution of the problem defined above, we adapt the subspace-based technique proposed in [9] for the multiple template-based transport generative model. First, Let us define a subspace generated by the convex set \( \hat{S}^{(c)}_{\varphi_m \hat{\varphi}_m} \) as:

\[
\hat{\mathcal{V}}^{(c)}_m = \text{span} \left( \hat{S}^{(c)}_{\varphi_m \hat{\varphi}_m} \right).
\]  \( c = 1, 2 \)

Since \( \hat{S}^{(c)}_{\varphi_m \hat{\varphi}_m} \cap \hat{S}^{(p)}_{\varphi_w \hat{\varphi}_w} = \emptyset \) (when \( c \neq p \)) and \( \mathcal{G}^{(c)}_m \) is convex by definition, it is reasonable to assume that \( \hat{\mathcal{V}}^{(c)}_m \cap \hat{\mathcal{V}}^{(p)}_w = \emptyset \) for any \( w = 1, \ldots, M_p \). Here, \( \hat{s} \) is the SCDT of the test sample \( s \), and \( d^2(\hat{s}, \hat{\mathcal{V}}^{(c)}_m) \) is the euclidean distance between \( \hat{s} \) and the nearest point in subspace \( \hat{\mathcal{V}}^{(c)}_m \). It also follows, \( d^2(\hat{s}, \hat{\mathcal{V}}^{(p)}_w) > 0 \) when \( p \neq c \). Therefore, under the assumption that the test sample \( s \) is generated according to the transport generative model defined in [9], then there exists a certain class ‘c’ and a certain template \( \varphi_m \) for which \( d^2(\hat{s}, \hat{\mathcal{V}}^{(c)}_m) = 0 \). Here, \( \hat{s} \) is the SCDT of the test sample \( s \), and \( d^2(\hat{s}, \hat{\mathcal{V}}^{(c)}_m) \) is the euclidean distance between \( \hat{s} \) and the nearest point in subspace \( \hat{\mathcal{V}}^{(c)}_m \).

C. Algorithm: Nearest Local Subspace in SCDT Domain

In the signal classification tasks considered below, as usually the case, the template \( \varphi_m \) and the deformation set \( \varphi_m \) are usually unknown. Therefore, the subset \( \hat{S}^{(c)}_{\varphi_m \hat{\varphi}_m} \) is also unknown; hence, we can not readily estimate \( \hat{\mathcal{V}}^{(c)}_m \) using (11). Here we devise an algorithm to approximate \( \hat{\mathcal{V}}^{(c)}_m \) using training samples.
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to obtain linearly independent elements from the set \( \{ \hat{s} \} \subset \mathbb{R}^d \). We search for the \( k \) closest training samples \( (k = 2 \text{ in this example}) \) to \( \hat{s} \) from class-1, (d) repeat previous steps for other classes (class-2 in this example), (e) build local subspace for each class using the \( \hat{s} \) samples found in previous steps and search for the nearest local subspace to predict the class of \( s \).

Consider a set of training samples \( \{ s_1^{(c)}, \ldots, s_j^{(c)}, \ldots, s_{L_c}^{(c)} \} \subset S^{(c)} \) for class \( c \), where \( L_c \) is the total number of training samples given for class \( c \) and \( s_j^{(c)} \) is the \( j \)-th sample. The unknown class of a test sample \( s \) is estimated in two steps:

**Step 1:** We search for the \( k \) closest training samples to \( \hat{s} \) from class \( c \) based on the distance between \( \hat{s} \) and the span of each training sample. First, we sort the elements from the set \( \{ s_1^{(c)}, \ldots, s_{L_c}^{(c)} \} \) into \( \{ z_1^{(c)}, \ldots, z_{L_c}^{(c)} \} \) such that

\[
d^2(s, \hat{z}_1^{(c)}) \leq \cdots \leq d^2(s, \hat{z}_2^{(c)}) \leq \cdots ,
\]

where \( \hat{z}_j^{(c)} = \text{span}\{ s_j^{(c)} \} \). Then we pick the first \( k \) elements from the sorted set to form \( \{ \hat{z}_1^{(c)}, \ldots, \hat{z}_k^{(c)} \} \) for \( k \leq L_c \), which gives the set of \( k \) closest training samples to \( \hat{s} \) from class \( c \) in the above sense (Fig. 4(b)–(c)). We repeat this step for all other classes (Fig. 4(d)).

**Step 2:** Compute \( \hat{V}_m \) by:

\[
\hat{V}_m = \text{span}\{ \hat{z}_1^{(c)}, \ldots, \hat{z}_k^{(c)} \}
\]

which approximates the nearest local subspace from class \( c \) with respect to \( \hat{s} \). We then predict the unknown class of the test sample from class \( c \). Let us assume that the test sample \( s \) is generated according to the transport generative model \( S_{\varphi_m^{(c)}}, \rho_m^{(c)} \). From (10), \( S_{\varphi_m^{(c)}}, \rho_m^{(c)} \) can be defined in the SCDT domain as:

\[
\hat{S}_{\varphi_m^{(c)}}, \rho_m^{(c)} = \left\{ \sum_{i=1}^{k} \alpha_i f_i^{(c)} \circ \varphi_m^{(c)}, \alpha_i \geq 0 \right\},
\]

where \( \{ f_1^{(c)}, f_2^{(c)}, \ldots, f_{k,m}^{(c)} \} \) is a set of \( k \) linearly independent increasing functions. From this definition, it is evident that \( \hat{V}_m^{(c)} \) (as defined in (11)) is a \( k \) dimensional space. Therefore, if we were to estimate this span, we would need at least \( k \) linearly independent elements from the set \( \hat{S}_{\varphi_m^{(c)}}, \rho_m^{(c)} \) to model it. Since we do not have the knowledge of \( \hat{S}_{\varphi_m^{(c)}}, \rho_m^{(c)} \), we employ a nearest local subspace (NLS) search algorithm in SCDT domain to approximate \( \hat{V}_m^{(c)} \). Let us denote the estimated local subspace for class \( c \) as \( \tilde{V}_m^{(c)} \). The solution to the problem defined in (12) is then estimated by solving,

\[
\arg\min_c d^2(\hat{s}, \tilde{V}_m^{(c)}).
\]
s by solving (13). Fig. 4(c) illustrates the second step. Note that similar local subspace classification techniques can be found in the literature [37], [38]. Here, we employ the nearest local subspace search technique in the SCDT domain to exploit the properties of the SCDT that simplify the classification problem described above. Next, we show that the performance of the classifier can further be improved by utilizing the composition property of the SCDT through analytical enrichment of the subspace method.

1) Subspace Enrichment: The algorithm outlined above searches for the k closest training samples to a given test sample in SCDT domain, and then forms a local subspace using these k samples. Inspired by [36], [39], here we adapt the technique to mathematically enrich the ensuing subspace with certain prescribed deformations. Here we enrich \( \hat{\mathcal{V}} \) in such a way that it will automatically include the samples undergoing certain time deformations. The spanning sets corresponding to certain specific deformations are derived below:

- **Translation:** In case of translation, \( g(t) \) is given by \( t - \mu \), where \( \mu \in \mathbb{R} \) is the translation parameter. Using the composition property of the SCDT, the transform of the translated signal \( s_g(t) = s(t - \mu) \) is given by \( \hat{s}_g = (s^+)^\dagger + \mu, \|s^+\|_{L_1}, (s^-)^\dagger + \mu, \|s^-\|_{L_1} \). It implies that the translation applied to the signal along the independent axis results in translation along the dependent axis in SCDT domain. Hence, the spanning set for translation is defined as \( \mathcal{U}_T = \{u(t)\} \), where \( u(t) = 1 \).

- **Dilation:** A time-dilated (scaled) version of a signal \( s(t) \) is defined as: \( s_d(t) = \alpha s(\alpha t), \alpha \in \mathbb{R}^+ \). The transform of the signal \( s_g(t) \) is given by: \( \hat{s}_g = (s^\dagger), \|s^+\|_{L_1}, (s^-)^\dagger, \|s^-\|_{L_1} \). An additional spanning set is not required for dilation, as it is inherent in the modeling of the subspace.

- **Time-warps** other than translation and dilation are followed by the nearest local subspaces. Inspired by [41], we extend the nearest local subspace search in SCDT domain. In the first step of the algorithm, we estimate the distance of the subspace corresponding to each of the training samples from \( s \):

\[
\epsilon_l = \| \hat{s} - B_l^{(c)} B_l^{(c)\top} \hat{s} \|^2, \quad l = 1, 2, \ldots, L_c,
\]

where \( \| \cdot \| \) denotes \( L_2 \) norm. As all the signals (and the corresponding SCDTs) are discrete, the \( L_2 \) norm (norm of functions on the real line) is replaced by the \( \ell_2 \) norm (norm of sequences) in the calculations. Note that \( B_l^{(c)} B_l^{(c)\top} \) is the orthogonal projection matrix onto the space generated by the span of the columns of \( B_l^{(c)} \) (computed in the training phase). We then find \( \{ \hat{z}_1^{(c)}, \ldots, \hat{z}_k^{(c)} \} \), a set of k closest training samples to the test sample \( \hat{s} \) from class \( c \), based on the distances \( \epsilon_1, \ldots, \epsilon_{L_c} \). In the next step, we enrich the subspace as follows:

\[
\tilde{\mathcal{V}} = \text{span}\left( \{ \hat{z}_1^{(c)}, \ldots, \hat{z}_k^{(c)} \} \cup \mathcal{U}_T \cup \mathcal{U}_H \right).
\]

In a nutshell, the subspace enrichment process consists of adding pre-determined dimensions to the span of the training data. Each of these pre-determined dimensions is simply a vector that becomes another training vector. The PCA algorithm is then employed to obtain an orthonormal basis spanning this set. The enrichment vectors added tend to be few (2k + 1 per class on average, where \( k \) corresponds to the \( k \) nearest samples) and thus the computation of the PCA step is not altered much. Note that the subspace \( \tilde{\mathcal{V}} \) in (14) can also be enriched in a similar manner, i.e. \( \tilde{\mathcal{V}} = \text{span}\{ \{ \hat{z}_1^{(c)}, \ldots, \hat{z}_k^{(c)} \} \cup \mathcal{U}_T \cup \mathcal{U}_H \} \), where \( \mathcal{U}_H = \{ \hat{z}_n^{(c)} \} \) for \( n = -N, \ldots, -1, 1, \ldots, N \).

2) Training Phase: In the training phase of the algorithm, the subspace corresponding to each of training sample is calculated. The first step is to compute SCDTs for all training samples from class \( c \). Then, we take a training sample \( \hat{s}_n^{(c)} \) and orthogonalize \( \{ \hat{s}_n^{(c)} \} \cup \mathcal{U}_T \cup \mathcal{U}_H \) (where \( n = -N, \ldots, -1, 1, \ldots, N \)) to obtain the basis vectors that span the enriched subspace corresponding to that sample. Let \( B_l^{(c)} = [b_{1}^{(c)}, b_{2}^{(c)}, \ldots] \) be a matrix that contains the basis vectors in its column. We repeat these calculations for all the training samples to form \( B_l^{(c)} \) for \( l = 1, 2, \ldots, L_c \).

3) Testing Phase: The testing algorithm begins with taking SCDT of the test sample \( s \) to obtain \( \hat{s} \) following the nearest local subspace search in SCDT domain. In the first step of the algorithm, we estimate the distance of the subspace corresponding to each of the training samples from \( \hat{s} \):

\[
\epsilon_l = \| \hat{s} - B_l^{(c)} B_l^{(c)\top} \hat{s} \|^2, \quad l = 1, 2, \ldots, L_c,
\]

where \( \| \cdot \| \) denotes \( L_2 \) norm. As all the signals (and the corresponding SCDTs) are discrete, the \( L_2 \) norm (norm of functions on the real line) is replaced by the \( \ell_2 \) norm (norm of sequences) in the calculations. Note that \( B_l^{(c)} B_l^{(c)\top} \) is the orthogonal projection matrix onto the space generated by the span of the columns of \( B_l^{(c)} \) (computed in the training phase). We then find \( \{ \hat{z}_1^{(c)}, \ldots, \hat{z}_k^{(c)} \} \), a set of k closest training samples to the test sample \( \hat{s} \) from class \( c \), based on the distances \( \epsilon_1, \ldots, \epsilon_{L_c} \). In the next step, we enrich the subspace as follows:

\[
\tilde{\mathcal{V}} = \text{span}\left( \{ \hat{z}_1^{(c)}, \ldots, \hat{z}_k^{(c)} \} \cup \mathcal{U}_T \cup \mathcal{U}_H \right).
\]

In a nutshell, the subspace enrichment process consists of adding pre-determined dimensions to the span of the training data. Each of these pre-determined dimensions is simply a vector that becomes another training vector. The PCA algorithm is then employed to obtain an orthonormal basis spanning this set. The enrichment vectors added tend to be few (2k + 1 per class on average, where \( k \) corresponds to the \( k \) nearest samples) and thus the computation of the PCA step is not altered much. Note that the subspace \( \tilde{\mathcal{V}} \) in (14) can also be enriched in a similar manner, i.e. \( \tilde{\mathcal{V}} = \text{span}\{ \{ \hat{z}_1^{(c)}, \ldots, \hat{z}_k^{(c)} \} \cup \mathcal{U}_T \cup \mathcal{U}_H \} \), where \( \mathcal{U}_H = \{ \hat{z}_n^{(c)} \} \) for \( n = -N, \ldots, -1, 1, \ldots, N \).

The most computationally expensive step of the testing phase is the orthogonalization of the set \( \{ \hat{z}_1^{(c)}, \ldots, \hat{z}_k^{(c)} \} \cup \mathcal{U}_T \cup \mathcal{U}_H \). If the set has \( m \)-elements (signals) of \( n \)-length (discrete samples), the complexity of the orthogonalization process is given by \( O(m^2n) \) [41]. Therefore, the computational complexity of the
proposed classifier is given by \( O(cn^2n) \), where \( c \) is the number of classes.

Note that the proposed algorithm requires two parameters \( k \) and \( N \) (see (16)) to be tuned prior to the testing phase. We use a validation set split from the training set to estimate the optimum values for these parameters. We then follow the steps of the proposed algorithm outlined above with the validation set for varying \( k \) and \( N \). Parameter values corresponding to the best validation accuracy are chosen to be used in the testing phase. This step is done during the training phase.

D. Proof-of-Concept Simulation

To demonstrate the efficacy of the proposed algorithm in solving the classification problem stated in Section III-A, we performed a simulated experiment. We took six prototype signals shown in Fig. 5 as the templates \( \varphi_m^{(c)} \) corresponding to three different classes \( (c = 1, 2, 3) \), i.e., each class has two templates \( (m = 1, 2) \). We then generated a synthetic dataset by applying specific time deformations on the prototype signals as follows:

\[
\begin{align*}
\xi(t) &= \psi(t) = \omega \xi(t) + \tau, \\
\xi(t) &= \frac{\partial}{\partial t} \xi(t) = \sum_{n=1}^{N} \alpha_n \frac{1}{\sqrt{2\pi}w_n} e^{-\frac{1}{2}(\frac{t - w_n}{\tau})^2},
\end{align*}
\]

where \( \alpha_n > 0 \), \( \sum_n \alpha_n = 1 \) and the parameter values used to calculate \( g_j(t) \) are randomly chosen from fixed intervals. The dataset was equally split into training and testing sets. The proposed classification method was then trained with a varying number of training samples per class randomly chosen from the training set and evaluated on the testing set. Note that the samples were chosen in such a way that the training set contains an equal number of samples generated from each template. Fig. 5 shows the test accuracy plots with respect to the number of training samples per class. It demonstrates that the proposed method achieves the perfect classification accuracy with few training samples (obtained 99.97% test accuracy with only 16 training samples per class), while some alternative end-to-end systems (discussed in next section) fail to achieve such performance even with higher number of training data. That means, if the signal classes follow the transport generative model defined in (9), the proposed method solves the signal classification problem stated in Section III-A.

IV. Experiments and Results

A. Experimental Setup

The goal is to evaluate the performance of the proposed generic end-to-end classifier with respect to selected state-of-the-art end-to-end time series classification techniques. The classification performance of the different methods were studied in terms of test accuracy, data efficiency, computational efficiency, and robustness to the out-of-distribution samples. We conducted experiments on several time series data and compared the results against several methods: Multilayer Perceptrons (MLP) [42], 1D Visual Geometry Group (VGG) [42], 1D Residual Network (ResNet) [42], [43], Long Short Term Memory (LSTM) [42], [44], Long Short Term Memory Fully Convolutional Network (LSTM-FCN) [29], [42], and 1-nearest neighbor DTW (1NN-DTW) [24]. For the neural network methods, we used the implementations outlined in [42] with data augmentation. Jittering, scaling, and time-warping were used as the data augmentation methods to generate augmented time series samples, which lead the training set used to train the neural networks to be six times the original training set after data augmentation. During the training process, 10% of the training samples were used as the validation set, and the test performance was reported based on the model that had the best validation performance. In case of the 1NN-DTW method, the validation set was used to tune the parameter corresponding to the warping window size. To show the efficacy of the proposed multiple template-based transport generative model (defined in (9)) over the single template-based model (8), we also compared the results against the SCDT-NS classifier [9] proposed earlier.

We followed the training and testing procedures outlined in the previous section for the proposed method. The orthogonalization operations were performed using singular value decomposition (SVD). The left singular vectors obtained by the SVDs were used to construct the matrices \( B_i^{(c)} \) and \( B^{(c)} \). Following [36], the number of the basis vectors was chosen in such a way that the sum of variances explained by the selected basis vectors captures at least 99% of the total variance explained by all the samples in the sorted set \( \{ z_1^{(c)}, \ldots, z_k^{(c)} \} \). The SCDTs were computed with respect to a 1D uniform probability density function. Note that the properties of the CDT/SCDT are independent of the choice of the reference signal \( s_0 \). Therefore, in principle, the performance of the proposed classifier will not
change if a positive reference signal other than the uniform density function is used to calculate the SCDT of the signals.

B. Datasets

To evaluate the comparative performance of the proposed method with respect to other end-to-end classifiers, we selected multiple datasets with signal classes representing well-defined time series events. For example, the accelerometer data plotted in Fig. 6(a) represent particular hand gestures. Similarly, signals shown in Fig. 6(i) represent either normal or abnormal heartbeats. With a focus on this condition, we identified 10 different time series datasets, 8 of which were downloaded from the UCR time series classification archive [45]. Some example signals from these datasets are shown in Fig. 6 (more examples have been provided in supplementary materials, available online). Details about the datasets are given below:

- **GesturePebbleZ2** [46]: Accelerometer data collected using Pebble smart watch from 4 different persons performing 6 hand gestures. (classes: 6, train samples: 22 ~ 25 per class, test samples: 25 ~ 32 per class).
- **InsectEPGRegularTrain** [47]: Contains electrical penetration graph (EPG) data which capture voltage changes of the electrical circuit that connects insects and their food source. (classes: 2, train samples: 22 ~ 30 per class, test samples: 89 ~ 118 per class).
- **PLAID**: Plug Load Appliance Identification Dataset [48]. The data are intended for load identification research using transient voltage/current measurements from 11 different appliance types. (classes: 11, train samples: 13 ~ 88 per class, test samples: 13 ~ 87 per class).
- **UWaveGestureLibraryAll** [49]: A set of eight simple gestures generated from accelerometers using Wii remote. (classes: 8, train samples: 100 ~ 127 per class, test samples: 433 ~ 460 per class).
- **Wafer** [50]: A collection of inline process control measurements recorded from various sensors during the processing of silicon wafers. The two classes are normal and abnormal, with a significant class imbalance. Hence, a subset of the original dataset is used to ensure the class balance. (classes: 2, train samples: 97 ~ 100 per class, test samples: 665 ~ 700 per class).
- **StarLightCurves** [51]: Collection of time series signals representing the brightness of celestial objects as a function of time. (classes: 3, train samples: 150 per class, test samples: 500 per class).
- **TwoPatterns** [52]: A simulated dataset (classes: 4, train samples: 237 ~ 271 per class, test samples: 959 ~ 1035 per class).
- **ECG5000** [45]: A subset of BIDMC Congestive Heart Failure Database (CHFDB) downloaded from PhysioNet. With a purpose of evaluating the methods trained with a large set, we interchanged the train and test sets of the original dataset. (classes: 2, train samples: 1873 ~ 2627 per class, test samples: 208 ~ 292 per class).
- **ECG (MLII)** [53]: A subset of a publicly available dataset reported in [54]. The ECG signals were collected from the PhysioNet MIT-BIH Arrhythmia database [55]. A method described in [56] was used to segment the heartbeats from the ECG fragments. (classes: 3, train samples: 200 per class, test samples: 200 per class).
- **Connectionist Bench (Sonar, Mines versus Rocks)** [57], [58]: This dataset contains energy patterns (with respect to frequency bands) of the signals obtained by bouncing sonar signals off a metal cylinder and some rocks at various angles and under various conditions. (classes: 2, train samples: 49 ~ 55 per class, test samples: 48 ~ 56).

In addition to the datasets listed above, we have used another dataset where time series events are not well-defined as an example where the proposed method is not expected to work well. We have used the gearbox fault diagnosis data [59], a collection
of vibration signals recorded by using SpectraQuest’s Gearbox Fault Diagnostics Simulator. The dataset was recorded in two different scenarios: 1) healthy and 2) broken tooth conditions.

C. Test Accuracy

To demonstrate the efficacy of the proposed method as a generic classifier, we applied it to the datasets listed above and compared the test accuracies against the aforementioned end-to-end classification methods. Table II shows the results and a comprehensive comparison with five neural network-based classifiers, 1NN-DTW, and SCDT-NS. The results reported in the table show that for 5 out of 10 datasets, the proposed method outperformed the existing state-of-the-art techniques and provided competitive test accuracy for the remaining five datasets. The average arithmetic and geometric rankings also demonstrate the efficacy of the proposed method as a generic end-to-end technique to classify segmentable time series events.

Besides test accuracy and rank-based statistics, we also calculated mean per class error (MPCE) for each method. This metric was proposed in [27] to evaluate the performance of a generic classifier on multiple datasets. MPCE is defined as the arithmetic mean of the per class error (PCE) which is calculated for \( i \)-th model on \( j \)-th dataset as:

\[
PCE_{i,j} = \frac{e_{i,j}}{c_j}.
\]

Here, \( e_{i,j} \) is the error rate of \( i \)-th model on \( j \)-th dataset, and \( c_j \) is the total number of classes present in \( j \)-th dataset. MPCE for the corresponding model is given by,

\[
MPCE_i = \frac{1}{J} \sum_{j=1}^{J} PCE_{i,j},
\]

where \( J \) is the total number of datasets used in the experiment. The MPCE values reported in Table II indicate that the proposed method generates the least expected error rate per class across all the datasets in comparison to other classifiers.

D. Data Efficiency

To show the data efficiency of the proposed method, we set up an experiment where we trained the models with a varying number of training samples per class. For a training split of a particular size, its samples were randomly drawn from the original training set, and the experiments for this particular size were repeated 10 times. Fig. 7 shows average accuracies with respect to the number of training samples per class for two datasets: UWaveGestureLibraryAll and TwoPatterns. The standard deviation for each split is also shown using the error bar. The plots illustrate that the proposed method achieves higher accuracy than the deep learning methods with fewer training samples. Similar results can be seen in other datasets as well (see Appendix D in supplementary materials, available online).

E. Computational Efficiency

The proposed classification technique is not only effective in classifying time series events but also computationally very efficient. Fig. 8 shows the computational complexity plots of the proposed method and 1NN-DTW as a function of number of training samples per class for TwoPatterns dataset. It demonstrates that the proposed classifier requires less CPU operations

| Dataset                  | MLP  | 1D-VGG | 1D-ResNet | LSTM | LSTM-FCN | SCDT-NS | 1NN-DTW | Proposed |
|--------------------------|------|--------|-----------|------|----------|---------|---------|----------|
| GestureFebleZ2            | 88.34| 56.20  | 53.98     | 45.82| 92.47    | 81.64   | 94.94   | 94.30    |
| InsectEPORegularTrain     | 80.39| 87.63  | 49.66     | 60.58| 50.63    | 73.43   | 82.61   | 90.82    |
| PLAID                    | 17.69| 19.39  | 42.42     | 29.61| 40.04    | 58.29   | 73.56   | 70.95    |
| UWaveGestureLibraryAll    | 92.79| 90.23  | 45.42     | 39.80| 94.16    | 90.4    | 94.22   | 94.95    |
| Wafer                    | 96.77| 95.32  | 90.53     | 51.62| 94.02    | 92.75   | 98.16   | 95.60    |
| StarLightCurves           | 8.05 | 89.41  | 68.98     | 77.23| 81.31    | 77.4    | 83.80   | 84.2     |
| TwoPatterns              | 56.09| 99.67  | 51.40     | 41.54| 79.6     | 95.15   | 99.90   | 99.92    |
| ECG5000                  | 98.40| 99.04  | 98.68     | 99.16| 98.76    | 93.4    | 99.20   | 97.6     |
| ECG (MLII)               | 33.33| 33.33  | 53.50     | 56.87| 64.10    | 56.67   | 45.67   | 68.83    |
| Semcar                   | 75.38| 78.65  | 52.31     | 53.85| 73.65    | 61.54   | 76.92   | 78.85    |
| Win                      | 0    | 1      | 0         | 0    | 0        | 4       | 5       |          |
| AVG arithmetic ranking   | 4.7  | 4.1    | 6.6       | 6.3  | 4.7      | 5.1     | 2.4     | 2.1      |
| AVG geometric ranking    | 4.33 | 3.45   | 6.44      | 5.8  | 4.47     | 4.92    | 1.97    | 1.67     |
| MPCE                     | 0.073| 0.061  | 0.112     | 0.127| 0.073    | 0.071   | 0.049   | 0.038    |
Computational complexity plots of 1NN-DTW and the proposed method as a function of number of training samples. Complexities of the proposed method and 1NN-DTW are given by \( O\left(c m^2 n^2 \right) \) (discussed in previous section) and \( O\left(pnw\right) \). Here, \( p \) is the total number of training samples, \( n \) is the signal length, \( w \) is the window length to calculate DTW.

INN-DTW is highly expensive in terms of computation during testing phase. Note that the SCDT is currently implemented with for loops in python, which is less than ideal in terms of execution time. A compiled language (e.g., C, C++) would execute for loops much faster.

**F. Robust to Out-of-Distribution Samples**

To demonstrate the robustness to out-of-distribution examples, we adopted a similar concept used in [9]. We generated a synthetic dataset by applying time deformations defined in (19) on three prototype signals: a Gabor wave, an apodized sawtooth wave, and an apodized square wave (shown in the top row of Fig. 5). Note that we used a single template per class to generate data for maintaining a simple experimental setup. We varied the magnitude of the confounding factors (i.e., the parameters used to calculate \( g_j(t) \)) to generate different distributions for training and testing sets. The ‘in-distribution’ set used during the training process consisted of signals with parameter values chosen randomly from smaller intervals with respect to the ‘out-distribution’ (testing) set. Table III shows the list of the parameters of interest for the ‘out-of-distribution’ experiment. The intervals (from which the parameter values were chosen) corresponding to the training and testing sets are also given in the table. Fig. 10 shows test accuracies with respect to the number of training samples per class for the comparing methods. The plot shows that the proposed method significantly outperforms other end-to-end solutions with very few training samples. Meaning, the proposed classification technique provides the best classification result if the test signal belongs to the ‘out-distribution’ set in the above sense but follows the transport generative model discussed in the previous section.

To evaluate the performance of the proposed method on test signals that have undergone a different set of deformations from
the training data, we performed a modified simulated experiment. We generated synthetic test signals by applying different types of time-warpings from the training set on the prototype signals shown in Fig. 5. The training set was generated according to the following model:

\[
g_j^{(c)}(t) = g_j(t)\varphi_m^{(c)}(g_j(t)),
\]

\[
g_j(t) = \omega \zeta(t) + \tau, \quad g_j(t) > 0,
\]

\[
\zeta(t) = \sum_{n=-N_t}^{N_t} \beta_n \left( t - \frac{\sin(\pi nt)}{|n|\pi} \right),
\]

where \( \beta_n > 0, \sum \beta_n = 1 \). The parameters to calculate \( g_j(t) \) were randomly selected from fixed intervals. However, to keep the deformations in the test set different from the training signals, we followed the model described in (19) to generate the test signals. The classification methods of interest were then trained with a varying number of training samples per class randomly chosen from the training set and evaluated on the test set. Fig. 11 shows the test accuracies as a function of training samples per class for the comparing methods. The plots show that the proposed method provides perfect test accuracy with only 32 training samples per class, while the other methods struggle to perform well under this experimental setup. The results demonstrate that the proposed method is not sensitive to the mismatch of deformation between training and testing sets as long as the deformations follow the definition in (9).

G. A Dataset That Does not Follow Transport Generative Model

As described in Section IV-B, the proposed method performs well if the time series data is well segmented, i.e., contains events with well-defined start and end points. There are examples of signal classification problems where data do not follow these conditions. One such example is the gearbox fault diagnosis dataset [59], where vibration signals are used to detect a faulty gearbox. Fig. 12(a) shows that the vibration signals do not possess segmentable time series events. Hence, the proposed method is not suitable for classifying raw gearbox vibration data, as shown in the table in Fig. 12. However, we can transform each time series to frequency domain using the Fourier transform [60], where the support of the signals is relatively more compact than in the original signal domain. As expected the proposed method performs better when applied to the frequency domain signals shown in Fig. 12(b).

V. DISCUSSION

Classification test accuracies, rank-based statistics, and MPCE reported in Table II across 10 different time series datasets suggest that the proposed method is a very good generic end-to-end signal classification model for time series containing segmented events. Moreover, Fig. 7 shows that the proposed method can achieve high accuracy with few training samples. The computational efficiency of the proposed classifier is also demonstrated in Figs. 8 and 9 in terms of CPU operations, and average training and testing time with respect to other end-to-end classifiers. It is also evident from Table II that the proposed method outperforms the SCDT-NS classifier [9] which uses a single template-based transport generative model.

Another compelling property of the proposed method is the robustness to out-of-distribution samples since it generalizes to samples outside the known distribution when the signal classes conform to the specific transport generative model. Plots in Fig. 10 show that other methods fail to achieve good performance under the out-of-distribution setup, whereas the proposed method achieves perfect test accuracy with very few training samples (~ 16 per class). The reason behind the robustness to the out-of-distribution setup is that the proposed method is capable of learning the underlying data model, more specifically, the types of unknown deformations present in the signals. It can then successfully classify an unknown signal in the presence of such deformations but with different magnitudes. Moreover, Fig. 11 demonstrates that the proposed method is less sensitive
to the mismatch of deformations between training and testing sets with respect to other methods as long as the deformations follow the definition in (9).

The main assumption of the proposed method is that the dataset needs to conform to the underlying transport generative model proposed earlier. Specifically, we showed above that the method works best when the time series (signal) being classified contains segmented events with finite duration. However, the time domain signals from the gearbox fault diagnosis dataset, as depicted in Fig. 12(a), do not exhibit such well-defined events. Consequently, the proposed method is not suitable for effectively classifying the time domain vibration signals in this dataset. Nonetheless, when the signals are transformed into the frequency domain, as illustrated in Fig. 12(b), they become more compact, and the start and end points become more distinguishable than in the original time domain signals. This leads to improved performance of the proposed method in classifying the frequency domain signals compared to the original time domain vibration signals from the same dataset.

To summarize, this paper presents a new idea of representing segmented signal data using a transport generative model such that signals from a particular class can be considered as observations of a set of unknown templates under some unknown deformations. Under this assumption, we formulated a classification problem for segmented signal classes. Then we showed that if the data follow the proposed transport generative model, a simple solution can be devised by searching nearest local subspace in SCDT domain. Through extensive experiments, we demonstrated that the proposed solution is effective in classifying unknown signals with segmented time series events of finite duration. The proposed method was also shown to be computationally very cheap, data efficient, and robust to out-of-distribution samples.

VI. CONCLUSION

This paper introduced a new end-to-end signal classification method based on a recently developed signal transform. First, we formulated the problem statement based on a multiple template-based transport generative model observed under unknown deformations. Then, we proposed an end-to-end solution to the problem by employing a nearest local subspace search algorithm in SCDT domain. Although the problem statement and solution are based on the assumption that signals are observations of templates under confounding deformations, knowledge of these templates or confound deformations is not required. The model was demonstrated to achieve high test accuracy across multiple time series datasets. Several experiments show that the proposed method not only outperforms the state-of-the-art deep learning based end-to-end methods but also is data efficient and robust to out-of-distribution examples. Moreover, it provides competitive performance in classifying segmented time series events with respect to 1NN-DTW with very cheap computational complexity. We note that the approach assumes that the data being classified follows a certain transport generative model. Namely, each time series should contain an event with finite support, that is, with beginning and end within the recorded time series. We showed that for signal classes that do not contain events of finite duration the approach is less effective. Future work will include exploring ways to extend this method to classify time series events that are not readily segmentable.
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