Solving sparse linear systems with approximate inverse preconditioners on analog devices
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Abstract—Sparse linear system solvers are computationally expensive kernels that lie at the heart of numerous applications. This paper proposes a preconditioning framework that combines approximate inverses with stationary iterations to substantially reduce the time and energy requirements of this task by utilizing a hybrid architecture that combines conventional digital microprocessors with analog crossbar array accelerators. Our analysis and experiments with a simulator for analog hardware demonstrate that an order of magnitude speedup is readily attainable without much impact on convergence, despite the noise in analog computations.
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I. INTRODUCTION

The iterative solution of sparse linear systems [1] is a fundamental task across many applications in science, engineering, and optimization. For decades, progress in speeding up preconditioned iterative solvers was primarily driven by constructing more effective preconditioning algorithms and via steady microprocessor performance gains. The last decade saw the advent of fast power-efficient low-precision hardware, such as Graphics Processing Units (GPUs), which gave rise to new opportunities to accelerate sparse iterative solvers [2]–[8]. While these advances have led to remarkable gains in the performance of sparse iterative solvers, conventional CMOS-based digital microprocessors possess inherent scaling and power dissipation limitations. It is therefore imperative that we explore alternative hardware architectures to address current and future challenges of sparse iterative solvers. One such alternative paradigm is based on analog devices configured as crossbar arrays of non-volatile memory. Such arrays can achieve high degrees of parallelism with low energy consumption by mapping matrices onto arrays of memristive elements capable of storing information and executing simple operations such as a multiply-and-add. In particular, these devices can perform Matrix-Vector Multiplication (MVM) in near constant time independent of the number of nonzero entries in the operand matrices [9], [10]. Indeed, considerable computational speed-ups have been achieved with analog crossbar arrays [11]–[19], mostly for machine learning applications that can tolerate the noise and lower precision of these devices.

Analog designs with enhanced precision have been proposed [20], [21] to meet the accuracy demands of scientific applications, but the improvement in precision comes at the cost of increased hardware complexity and energy consumption. Memristive hardware with precision enhancement has been exploited in the context of Jacobi iterations to solve linear systems stemming from partial differential equations (PDEs) [22], and as an autonomous linear system solver [23] for small dense systems. The latter approach was used to apply overlapping block-Jacobi preconditioners in the Generalized Minimal RESidual (GMRES) iterative solver [20] with bit-slicing for increasing precision. Inner-outer iterations [24]–[26] have been considered for dense systems, where analog arrays were used for the inner solver while iterative refinement was used as an outer solver in the digital space.

The main contribution of this paper is a flexible preconditioning framework for inexpensively solving a large class of sparse linear systems by effectively utilizing simple analog crossbar arrays without precision-enhancing extensions. Our approach combines flexible iterative solvers and approximate inverse preconditioners on a hybrid architecture consisting of a conventional digital processor and an analog crossbar array accelerator. We analytically and experimentally show that this combination can solve certain sparse linear systems at a fraction of the cost of solving them on digital processors. While the relative advantage of analog hardware grows with the size of the linear systems, we demonstrate the potential for an order of magnitude speedup even for systems with just a few hundred equations.

While our method can be used to provide a fast stand-alone sparse solver, it also has exciting applications in the context of the upcoming exascale platforms [27]. Extreme-scale solvers are likely to be highly composable [28] and hierarchical [29] with multiple levels of nested algorithmic components. A solver like the one proposed in this paper, running on analog accelerator-equipped nodes of a massively parallel platform, is an ideal fast and low-power candidate for a local subdomain or coarse-grid solver to tackle the local components of a much larger sparse linear system.

II. LINEAR ALGEBRA ON ANALOG HARDWARE

We begin by briefly describing our architecture model and its key properties. Figure 1 illustrates a hybrid digital-analog architecture that combines a conventional microprocessor system with an analog crossbar array for performing MVM. The crossbar consists of rows and columns of conductors with a memristive element at each row-column intersection [30]. The conductance of these elements can be set, reset, or updated in a non-volatile manner. Matrix operations are performed by mapping the $n \times n$ operand matrix $M$ onto the crossbar array,
where the conductance $G_{ij}$ at the intersection of row $i$ and column $j$ represents the value $M[i,j]$ (i.e., the $(i,j)$-th entry of the matrix $M$) after a suitable scaling.

The MVM operation $y = Mr$ can be emulated by sending pulses of $V_{in}$ volts along the columns of the crossbar such that the length $t_j$ of the pulse along column $j$ is proportional to the $j$th entry $r[j]$ of vector $r$, with suitable normalization. Following Ohm’s Law, this contributes a current equal to $V_{in}G_{ij}$ on the conductor corresponding to row $i$ for a duration $t_j$. Following Kirchoff’s Current Law, the currents along each row accumulate and can be integrated over the time period equivalent to the maximum pulse length using capacitors, yielding a charge proportional to $\sum_{j=1}^{n} M[i,j] r[j]$, which in turn is proportional to $y[i]$. This integrated value can be recovered as a digital quantity via an analog-to-digital converter (ADC), and yields an approximation $\hat{y}[i]$ to $y[i]$.

The above procedure involves multiple sources of non-deterministic noise so that the output $\hat{y} \in \mathbb{R}^n$ is equivalent to a low precision approximation of $y$. Writing $M$ to the crossbar array incurs multiplicative and additive write noises $N^{Wm} \in \mathbb{R}^{n \times n}$ and $N^{Wa} \in \mathbb{R}^{n \times n}$, respectively, and the actual conductance values at the crosspoints of the array reflect $\hat{M} = M \odot (1 + N^{Wm}) + N^{Wa}$, where $\odot$ denotes element-wise multiplication. Similarly, digital-to-analog conversion (DAC) of the vector $r$ into voltage pulses suffers from multiplicative and additive input noises $N^{Im} \in \mathbb{R}^n$ and $N^{Ia} \in \mathbb{R}^n$, respectively. As a result, the matrix $\hat{M}$ is effectively multiplied by a perturbed version of $r$ given by $\hat{r} = r \odot (1 + N^{Im}) + N^{Ia}$, where $1$ is a vector of all ones.

A characteristic equation to describe the output $\hat{y}$ of an analog MVM $Mr$ can be written as

$$\hat{y} = \hat{M}\hat{r} \odot (1 + N^{Oa}) + N^{Oa},$$

where $N^{Oa} \in \mathbb{R}^n$ is the overall effective additive noise that captures all the lower order noise terms from Equation (1) and the nondeterministic error matrix $E$ is given by

$$E = M \odot (N^{Wm} + 1 \odot N^{Im} + N^{Oa}) \odot 1 + N^{Wa};$$

here $\odot$ denotes outer product. We provide additional technical details in Appendix A.

The exact characteristics and magnitudes of the noises depend on the physical implementation of the analog array and the materials used therein, the details of which are beyond the scope of this paper but they are generally captured by our model. Regardless of the implementation, the noises are always device dependent and stochastic.

Once the matrix $M$ is written to the crossbar array, analog VMVs involving the matrix can be performed in $O(1)$ time, resulting in an $O(n^2)$ speedup over the equivalent digital computation if $M$ is dense. Therefore, a linear system solver that can overcome the analog MVM error, even if it requires many more MVM operations than its digital counterpart, can substantially reduce the cost of the solution.

### III. AN ITERATIVE SOLVER BASED ON MEMRISTIVE APPROXIMATE INVERSE PRECONDITIONING

The goal of preconditioning is to transform an $n \times n$ system of linear equations $Ax = b$ to enable an iterative procedure to compute a sufficient approximation of $x$ in fewer steps. Algebraically, preconditioning results in solving the system $M \tilde{A}x = \tilde{b}$, where $M \in \mathbb{R}^{n \times n}$ is an approximation of $A^{-1}$. Since $A^{-1}$ is dense in general, most popular general-purpose preconditioners are applied implicitly; e.g., the ILU preconditioner generates a lower (upper) triangular matrix $L$ ($U$) such that $A \approx LU$. The preconditioner $M = U^{-1}L^{-1}$ is then applied by forward/backward substitution.

#### A. Approximate inverse matrices as preconditioners

Although the inverse of a sparse matrix is dense in general, a significant fraction of the entries in the inverse matrix often have small magnitudes [31], [32]. Approximate inverse preconditioners [33]–[35] exploit this fact and seek to compute an approximation $\tilde{M}$ to $A^{-1}$ that can be applied via an MVM operation. Computing $M$ can be framed as an optimization problem that seeks to minimize $\|I - \tilde{M}A\|_F$. One popular method for computing $M$ is by the Sparse Approximate Inverse (SPAI) technique [35], which updates the sparsity pattern of $M$ dynamically by repeatedly choosing new profitable indices for each column of $M$ that lead to an improved approximation of $A^{-1}$. The quality of the approximation is controlled by computing the norm of the residual $I(\cdot,j) - A\tilde{M}(\cdot,j)$ after each column update. The $j$th column of $M$ has at most $nnz_{A,1}$ nonzero entries and satisfies $\|A\tilde{M}(\cdot,j) - I(\cdot,j)\|_F \leq tol_{A,1}$, for a given threshold tolerance $tol_{A,1} \in \mathbb{R}$.

An effective approximate inverse preconditioner $M$ can still be considerably denser than the coefficient matrix $A$. Therefore, preconditioning must lead to a drastic convergence improvement for a reduction in the overall wall-clock time. Applying approximate inverse preconditioners as proposed in
this paper has the advantage that the computation time and energy consumption of preconditioning would be much lower on an analog crossbar array than on digital hardware, even at low precisions. Since MVM with $M$ can be performed in $O(1)$ time on an analog array regardless of the number of nonzeros in $M$, denser approximate inverses may be utilized without increasing the associated costs.

While analog crossbar arrays can speed up the application of the approximate inverse preconditioner, the accuracy of the application step is constrained by the various nondeterministic noises in the analog hardware discussed in Section II. This restricts the use of popular Krylov subspace approaches such as GMRES [30], which require a deterministic preconditioner. Although flexible variants [37] exist, in which the preconditioner can vary from one step to another, these variants generally require the orthonormalization of large subspaces and perform a relatively larger number of Floating Point Operations (FLOPs) outside the preconditioning step. Therefore, in this paper, we consider a stationary iterative scheme.

B. Preconditioned Richardson iteration

Stationary methods approximate the solution of a linear system $Ax = b$ by iteratively applying an update of the form $x_i = Dx_{i-1} + d$, where $D \in \mathbb{R}^{n \times n}$ and $d \in \mathbb{R}^n$ are fixed. Preconditioned Richardson iteration can be defined as

$$\alpha M A x = \alpha M b, \quad \alpha \in \mathbb{R},$$

$$x = x + \alpha M b - \alpha M A x = (I - \alpha M A )x + \alpha M b,$$

which is identical to the form $x_i = D x_{i-1} + d$, with $D = I - \alpha M A$ and $d = \alpha M b$ [38]. The approximate solution $x_i$ produced by preconditioned Richardson iteration during the $i$th iteration satisfies

$$x_i - x = x_{i-1} - x - \alpha M A x_{i-1} + \alpha M A x = (x_{i-1} - x) - \alpha M A (x_{i-1} - x),$$

$$\|x_i - x\| \leq \|I - \alpha M A\| \|x_{i-1} - x\| \leq (\|I - \alpha M A\|) \|x_0 - x\|,$$

where the latter inequality holds for any vector norm and the corresponding induced matrix norm. A similar bound can also be shown for the residual vector $r_i = b - Ax_i$; i.e.,

$$\|r_i\| \leq (\|I - \alpha M A\|) \|r_0\|.$$ 

The above inequalities show that the sequence $x_i$ will converge to the true solution $x$ as long as the preconditioner $M$ and scaling scalar $\alpha$ are chosen such that $\|I - \alpha M A\| < 1$. In fact, the limit of the iterative process will converge to $x$ as long as the spectral radius $\rho(I - \alpha M A)$ of the matrix $I - \alpha M A$ is strictly less than one. Nonetheless, we use the spectral norm since $\rho(I - \alpha M A) \leq \|I - \alpha M A\|$. If we denote the eigenvalues of the matrix $MA$ by $|\lambda_1| \leq \ldots \leq |\lambda_n|$, then we need to pick $\alpha$ such that $1 - \alpha |\lambda_n| < 1$, i.e., we need $0 < \alpha < 2\lambda_n^2 / |\lambda_n|^2$. We use $\alpha = 1$ in the remainder of the paper.

C. Preconditioning through memristive hardware

Algorithm [1] summarizes our hybrid Richardson iterations preconditioned by applying an approximate inverse through analog crossbar hardware. The iterative procedure terminates when either the maximum number of iterations $m_{\text{it}}$ is reached or the relative residual norm drops below a given threshold tolerance $t_{\text{tol}} \in \mathbb{R}$. Each iteration of Algorithm [1] requires a sparse MVM with the coefficient matrix $A$ (Line 5), two “scalar alpha times x plus y” (AXPY) [39] operations (Lines 5 and 7), a vector norm computation (Line 6), and an MVM with the approximate inverse preconditioner $M$ (Line 7) computed in analog hardware. Therefore, of the $3n + 2(\text{nnz}(A) + \text{nnz}(M))$ total FLOPs per iteration, $2\text{nnz}(M)$ can be performed in $O(1)$ time on the analog hardware.

1. input: $A \in \mathbb{R}^{n \times n}$; $b, x_0 \in \mathbb{R}^n$; $t_{\text{tol}} \in \mathbb{R}$; $m_{\text{it}} \in \mathbb{N}$.
2. Construct approximate inverse preconditioner $\hat{M} \in \mathbb{R}^{n \times n}$.
3. Write $M$ to the analog crossbar array.
4. for $i = 0$ to $m_{\text{it}} - 1$ do
5. $r_i = b - Ax_i$ // Digital MVM and AXPY
6. if $(\|r_i\| \leq t_{\text{tol}} \|b\|)$ exit;
7. $x_{i+1} = x_i + Mr_i$; // Analog MVM and digital AXPY
8. end for
9. return $x_i$.

Algorithm 1: Richardson iterations with approximate inverse preconditioning on hybrid hardware

The ideal per-iteration speedup that the hybrid implementation can achieve over its digital counterpart is $S_{\text{ideal}} = 1 + \frac{2\text{nnz}(M)}{3n + 2\text{nnz}(A)}$, which increases with the density $\text{nnz}(M)$ of the preconditioner. In reality, the hybrid implementation is likely to require more iterations to reach the same residual norm as the digital implementation because the noise introduced by the analog hardware leads to a less accurate application of the preconditioner $M$. More specifically, excluding the time spent on constructing $M$, the overall computational speedup achieved by the hybrid implementation is

$$S_{\text{tot}} = \frac{m_d}{m_h} \left( 1 + \frac{2\text{nnz}(M)}{3n + 2\text{nnz}(A)} \right),$$

where $m_d$ and $m_h$ denote the number of digital and hybrid preconditioned Richardson iterations, respectively.

D. The effects of device noise

Since the MVM between the preconditioner $M$ and the residual vector of the $i$th iteration $r_i$ is computed through an analog crossbar array, the inherent inaccuracies of the analog device lead to an update of the form

$$x_{i+1} = x_i + (M + E)r_i + \hat{N}^{Oa}$$

from Equation (2). Note that $E$ and $\hat{N}^{Oa}$ stochastically and nondeterministically vary between iterations. The error norm $\|x_{i+1} - x\|$ then satisfies the relationships

$$\|x_{i+1} - x\| \geq \|\hat{N}^{Oa}\|.$$
and

\[ \|x_{i+1} - x\| \leq \|I - (M + E)A\| \|x_i - x\|. \]

The additive noise \( \tilde{N}_{O} \) has a direct impact on the lower bound of the error that can be achieved. Additionally, the norm of the error \( \|x_{i+1} - x\| \) will be smaller than \( \|x_i - x\| \) as long as \( \|I - (M + E)A\| < 1 \), for which we have the upper bound

\[ \|I - (M + E)A\| \leq \|I - MA\| + \|E\|\|A\|. \]

Under the assumption that the spectral norm of the matrix \( I - MA \) is less than one, i.e., \( \|I - MA\| < 1 \), a sufficient condition for the spectral norm of the matrix \( I - (M + E)A \) to be less than one is

\[ \|E\| < \frac{1 - \|I - MA\|}{\|A\|}. \]

Additionally, for \( \|I - (M + E)A\| < 1 \) to hold under the condition \( M = A^{-1} + \Delta, \|E\| < \|A\|^{-1} - \|M - A^{-1}\| \).

Consistent with the original deterministic analysis for iterative refinement by Moler \([40]\) from a digital perspective, but adapted to Richardson iteration with noisy analog devices, a sufficiently small \( \|E\| \) in a stochastic sense guarantees the convergence of the preconditioned Richardson iteration process. In particular, we need to have \( \|E\| < \frac{1}{1 - \|I - MA\|} \) hold in a sufficiently large number of iterations. To understand and ensure when these conditions will hold, we establish explicit bounds for \( \|E\| \) in terms of the statistical characteristics of the elements of the matrix \( E \). We omit the details here and refer the interested reader to Appendix A.

### IV. Simulation Experiments

Our experiments were conducted in a Matlab environment (version R2020b) with 64-bit arithmetic on a single core of a 2.3 GHz 8-Core Intel i9 machine with 64 GB of system memory. We used a Matlab version of the publicly available simulator \([41]\) with a PyTorch interface for emulating the noise, timing, and energy characteristics of an analog crossbar array. The simulator models all sources of analog noise outlined in Section II as scaled Gaussian processes. Using Matlab notation, the components of the matrix write noise were modeled as \( \text{randn}(\cdot) \times 5.0e^{-3} \), and those of the input and output noises were both modeled as \( \text{randn}(\cdot) \times 1.0e^{-2} \); these are the default settings in the simulator based on currently realizable analog hardware \([16]\). The number of bits used in the ADC and DAC was set to 7 and 9, respectively. Table I shows the default parameters used throughout our experiments to simulate the analog device and to construct the approximate inverse preconditioner.

Our test problems originate from discretizations of model PDEs. The first two matrices are derived from a Finite Element (FE) discretization of Poisson’s equation on \( \Omega \subset \mathbb{R}^2 \) with homogeneous Dirichlet boundary conditions

\[ -\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) u(x, y) = f(x, y), \quad u|_{\partial\Omega} = 0, \quad (4) \]

where \( \partial \) denotes the partial derivative with respect to an independent variable and \( f(x, y) \) denotes the load (or source) vector. We consider two different domains: a square domain \( \Omega := [0, 1]^2 \) (top) and the circular mesh \( \Omega := \{x^2 + y^2 = 1\} \) (bottom). Right: Surface plots of the solutions \( u(x, y) \).

![Sparsity pattern of discretized Laplacian matrices A](image)
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**Table I: Default parameters.**

| Module          | Parameter | Value       |
|-----------------|-----------|-------------|
| Analog device   | \( N^W \) | 5.0e−3      |
| Analog device   | \( N^I \) | 1.0e−2      |
| Analog device   | \( N^O \) | 1.0e−2      |
| Richardson it.  | \( t_{ol} \) | 1.0e−5     |
| Richardson it.  | \( m_{1,1} \) | 50          |
| Approximate inverse | nnz\(_A\) | 40 × nnz\(_A\) |
| Approximate inverse | tol\(_A\) | 5.0e−2      |
TABLE II: Comparison of Richardson iterations with digital (M_d) and hybrid (M_h) preconditioning; m, m_d and m_h denote the number of non-preconditioned, digital, and hybrid preconditioned Richardson iterations, respectively; κ denotes the condition number of A.

| Problem  | n   | κ   | nnz(A) | nnz(M) | ρ(I - A) | ρ(I - M_d A) | ρ(I - M_h A) | m   | m_d | m_h | FLOPs(M_d) | FLOps(M_h) |
|----------|-----|-----|--------|--------|---------|-------------|-------------|-----|-----|-----|-----------|-----------|
| FE Square| 625 | 3.4e+2 | 4.4   | 93.5   | 0.99    | 0.75        | 0.75        | Failed | 41  | 44  | 5.0e+6    | 3.1e+5    |
| FE Circular| 362 | 2.0e+2 | 5.6   | 86.6   | 0.97    | 0.55        | 0.55        | Failed | 21  | 23  | 1.4e+6    | 1.1e+5    |
| FD 3D    | 512 | 6.2e+1 | 6.2   | 81.1   | 0.75    | 0.17        | 0.54        | Failed | 7   | 16  | 6.3e+5    | 1.2e+5    |

from the results in Table II that standard Richardson iterations fail to converge within $m_{it} = 50$ iterations for all three test problems, but converge rapidly with approximate inverse preconditioning. This is not surprising since the spectral radius of the matrix $I - A$, i.e., $\rho(I - A)$, is very close to one in all cases. The convergence behavior of the two preconditioned variants is almost identical for the FE matrices, but hybrid preconditioned Richardson iteration requires more than twice the number iterations compared to the digital variant for the FD matrix. Overall, the hybrid preconditioned Richardson requires $5 \times$ to $10 \times$ fewer digital FLOPs compared to the purely digital version.

Figure 3 plots the relative residual norm after each Richardson iteration both without preconditioning and with the various preconditioners considered in this paper. As expected, hybrid preconditioning requires more iterations; however, this trade-off is highly beneficial because analog hardware allows for a rapid application of the preconditioner. This is evident in Figure 4 which shows that, on an average, hybrid preconditioning requires substantially fewer digital FLOPs to converge. For reference, we have also included Richardson iterations with an ILU(0) preconditioner [1] applied in the IEEE 754 standard.

Figure 5 plots the number of digital FLOPs versus the relative residual norm for nnz_{AI} values of $20 \times \text{nnz}(A)$, $40 \times \text{nnz}(A)$, and $60 \times \text{nnz}(A)$.
A denser preconditioner speeds up the convergence rate at the cost of additional FLOPs per iteration in the digital implementation. For the square FE mesh, the hybrid implementation yields a greater improvement in FLOPs compared to its digital counterpart as the preconditioner is made denser because the time to apply $M$ on the analog device does not increase with $\text{nnz}(M)$. However, this trend is not observed for the other matrices and diminishes with increasing preconditioner density because the analog noises limit the accuracy of the MVM operation $Mr$ even if $M$ is highly accurate. As a result, the number of iterations does not always decline as $\text{nnz}(M)$ increases.

Figures 3–5 show that Richardson iterations preconditioned with approximate inverses on the hybrid architecture outperform preconditioned Richardson iterations on the digital architecture by greater margins as the condition number (listed in Table II) of $A$ grows larger. Figure 5 also shows that our method can use denser preconditioners more effectively for matrices with higher condition numbers. These trends bode well for the potential use of our proposed preconditioning framework on a hybrid architecture in real-life problems that are likely to be larger and more ill-conditioned.

| Number of DAC bits | FD3D | FE Square | FE Circ |
|-------------------|------|-----------|---------|
| 5                 | 22   | 16        | 23      |
| 7                 | 16   | 16        | 23      |
| 9                 | 17   | 17        | 23      |
| 11                | 17   | 17        | 23      |

Fig. 7: Number of iterations required by hybrid preconditioned Richardson as the number of DAC/ADC bits vary. For the 5-bit DAC, no convergence was obtained after 100 iterations for the FE matrices.

Some hardware parameters, such as the number of DAC and ADC bits, can have a profound impact on the time and energy consumption of the analog device, and therefore on its overall performance. We vary the number of DAC and ADC bits and plot the results in Figure 7 to justify our choice of 7 DAC bits and 9 ADC bits. Fewer bits tend to lead to divergence, while more bits result in increased time and energy consumption with little or no improvement in convergence, as the accuracy of the analog computations is limited by other sources of noise.

V. CONCLUDING REMARKS

With the slowing of Moore’s law [42] for digital microprocessors, there has been considerable interest in exploring alternatives, such as analog computing, for speeding up computationally expensive kernels. While simple analog crossbar arrays have been shown to be effective in many applications involving dense matrices, it has been challenging to address sparse matrix problems, such as solving sparse linear systems, because they do not naturally map to dense crossbar arrays and generally have a low tolerance for the stochastic errors pervasive in analog computing. This paper proposes, analyzes, and experimentally evaluates a preconditioning framework that exploits inexpensive MVM on analog arrays to substantially reduce the time and energy required for solving an important practical class of sparse linear systems. These and similar efforts are critical for meeting the continually growing computational demands of various applications of sparse solvers and for preparing these solvers for the fast but energy-constrained embedded and exascale [27] systems of the future.
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Appendix A

ERROR AND CONVERGENCE ANALYSIS

A. Error in MVM Due to Device Noise

Performing the MVM operation \( y = Mr \) with a matrix \( M \in \mathbb{R}^{n \times n} \) and vector \( r \in \mathbb{R} \) on an analog crossbar array involves multiple sources of nondeterministic noise so that the output \( \hat{y} \in \mathbb{R} \) is equivalent to a low precision approximation of \( y \). Writing \( M \) to the crossbar array incurs multiplicative and additive write noises \( N^{Wm} \in \mathbb{R}^{n \times n} \) and \( N^{Wa} \in \mathbb{R}^{n \times n} \), respectively, and the actual conductance values at the crosspoints of the array are given by \( \hat{M} = M \odot (I + N^{Wm}) + N^{Wa} \), where \( \odot \) denotes element-wise multiplication. Similarly, digital-to-analog conversion (DAC) of the vector \( r \) into voltage pulses suffers from multiplicative and additive input noises \( N^{Im} \in \mathbb{R}^{n} \) and \( N^{Ia} \in \mathbb{R}^{n} \), respectively. As a result, the matrix \( \hat{M} \) is effectively multiplied by a perturbed version of \( r \) given by \( \hat{r} = r \odot (1 + N^{Im}) + N^{Ia} \), where \( 1 \) is a vector of all ones.

A characteristic equation to describe the output \( \hat{y} \) of an analog MVM \( Mr \) is given by

\[
\hat{y} = ((M \odot (I + N^{Wm}) + N^{Wa})(r \odot (1 + N^{Im}) + N^{Ia})) \odot (1 + N^{Om}) + N^{Oa},
\]

where \( N^{Om} \in \mathbb{R}^{n} \) and \( N^{Oa} \in \mathbb{R}^{n} \) denote the multiplicative and additive components of the output noise, respectively, which reflects the inherent inexactness of the multiplication based on circuit laws and current integration, as well as the loss of precision in the ADC conversion of the result vector.

Equation (5) can be rearranged as

\[
\hat{y} = ((M \odot (I + N^{Wm}) + N^{Wa})r \odot (1 + N^{Im})) \odot (1 + N^{Om}) + (M \odot (I + N^{Wm})N^{Ia} + N^{Wa}N^{Ia}) \odot (1 + N^{Om}) + N^{Oa},
\]

or more concisely

\[
\hat{y} = (M \odot (I + N^{Wm}) + N^{Wa}) r \odot (1 + N^{Im}) \odot (1 + N^{Om}) + \hat{N}^{Oa},
\]

where \( \hat{N}^{Oa} \) is the overall effective additive noise \((M \odot (I + N^{Wm})N^{Ia} + N^{Wa}N^{Ia}) \odot (1 + N^{Om}) + N^{Oa}\) and captures the lower order noise terms. The \( i \)th entry \( \hat{y}[i] \) of \( \hat{y} \) in Equation (6) is given by

\[
\hat{y}[i] = \left( \sum_{j=1}^{n} (M[i,j](1 + N^{Wm}[i,j]) + N^{Wa}[i,j]) r[j](1 + N^{Im}[j])(1 + N^{Om}[i]) \right) + \hat{N}^{Oa}[i],
\]

and upon ignoring the products of components of \( N^{Wm} \), \( N^{Im} \) and \( N^{Om} \), we then have

\[
\hat{y}[i] = \left( \sum_{j=1}^{n} (M[i,j](1 + N^{Wm}[i,j] + N^{Im}[j] + N^{Om}[i]) + N^{Wa}[i,j]) r[j] \right) + \hat{N}^{Oa}[i].
\]

Rewriting Equation (7) in matrix form yields

\[
\hat{y} = (M \odot (I + N^{Wm} + 1 \otimes N^{Im} + N^{Om} \otimes 1) + N^{Wa}) r + \hat{N}^{Oa},
\]

where \( \otimes \) denotes outer product, or more concisely

\[
\hat{y} = (M + E)r + \hat{N}^{Oa},
\]

where the nondeterministic error matrix \( E \) is given by

\[
E = M \odot (N^{Wm} + 1 \otimes N^{Im} + N^{Om} \otimes 1) + N^{Wa}.
\]

B. Wilkinson and Moler’s Deterministic Analysis of Iterative Refinement from a Digital Perspective

The iterative refinement (IR) scheme, proposed by Wilkinson in 1948 [43], is often used to reduce errors in solving linear systems \( Ax = b \), especially when the matrix \( A \) is ill-conditioned. This IR approach consists of the use of an inaccurate solver for the most expensive operations, namely solving the residual equation \( Ad = r \approx b - Ax \) (with time complexity \( O(n^3) \)), and then updating the estimate \( x \) and computing the next residual (both with time complexity \( O(n^2) \)) using forms of higher precision arithmetic. Error bounds for the IR algorithm were subsequently analyzed by Moler in 1967 [40]. In particular, it was shown by Wilkinson and Moler that if the condition number of the matrix \( A \) is not too large and the residual is computed at double the working precision, then the IR algorithm will converge to the true solution within working precision.

More precisely, the IR algorithm comprises the following steps:

1. Solve \( Ax = b \);
2. Compute residual \( r_m = b - Ax_m \);
3. Solve \( Ad_m = r_m \) using a basic (inaccurate computation) method;
4. Update \( x_{m+1} = x_m + d_m \);
5) Repeat until stopping criteria satisfied.

Although there are many variants of the above IR algorithm, our primary focus here is on the use of analog hardware to compute the solution of the linear system $Ad_m = r_m$ in step 3, rendering the benefits of greater efficiency and/or lower power consumption, but at the expense of lower and noisier precision. All other steps in the above algorithm are assumed to be computed on a digital computer at some form of higher precision.

We end this brief summary of previous work by providing a high-level overview of the original error and convergence analysis due to Moler [40]. Consider the IR algorithm and focus on the following three steps for each iteration $m$:

1) $r_m = b - Ax_m + c_m;

2) $A(I + F_m)d_m = r_m;

3) $x_{m+1} = x_m + d_m + g_m$.

Here, $c_m$, $F_m$ and $g_m$ are corrections that allow for the above equations to hold exactly, since the actual computations are performed on hardware that is inexact. For now, to simplify the exposition of our analysis, let us assume steps 1 and 3 are computed with perfect precision; positive instances of these precision constants can be readily incorporated subsequently in our analysis.

Suppose it can be shown that $\|F_m\| < 1, \forall m$, and hence the matrices $I + F_m$ are nonsingular. Furthermore, we have

$$(I + F_m)^{-1}F_m = \sum_{i=0}^{\infty} (-1)^i F_m^{i+1},$$

which implies

$$\| (I + F_m)^{-1}F_m \| \leq \sum_{i=0}^{\infty} \| F_m \|^{i+1} = \frac{\| F_m \|}{1 - \| F_m \|}.$$  (10)

Then, letting $x = A^{-1}b$ be the true solution, it is possible to algebraically establish that

$$x_{m+1} - x = (I + F_m)^{-1}F_m(x_m - x),$$

from which it follows

$$\| x_{m+1} - x \| \leq \frac{\| F_m \|}{1 - \| F_m \|} \| x_m - x \|.$$  

This therefore leads to a contraction when $\| F_m \|$ is sufficiently small (in particular, $\| F_m \| < 1/2, \forall m$), thus guaranteeing convergence with a rate corresponding to the above equation.

**C. Analysis of Iterative Refinement from an Analog Perspective**

Adapting the above error and convergence analysis due to Moler [40] for our objectives herein, we start by modeling the writing of the $n \times n$ matrix $A$ into the analog hardware before beginning the 3-step iterative process. This results in a one-time write error that we model as

$$\tilde{A} = A + \tilde{J},$$  (11)

where $\tilde{J}$ is a matrix whose elements are independent and identically distributed (i.i.d.) according to a general distribution $\mathcal{D}_{J}(\mu_J, \sigma^2_J)$ (not necessarily Gaussian) having finite mean $\mu_J$ and finite variance $\sigma^2_J$. For the analog devices under consideration [41], $\mu_J = 0$.

Next, we consider step 2 of the 3-step iterative process in Appendix [A-B] as being the only one performed on inaccurate (analog) hardware. We want to model in a general fashion the overall noise that is incurred when solving the linear system in step 2 of each iteration $m$. To this end, let us assume that the computation of $d_m$ in step 2 of iteration $m$ satisfies

$$(\tilde{A} + \tilde{K}_m)d_m = r_m,$$  (12)

where $\tilde{K}_m$ are matrices whose elements are i.i.d. according to a general distribution $\mathcal{D}_{K}(\mu_K, \sigma^2_K)$ (not necessarily Gaussian) having finite mean $\mu_K$ and finite variance $\sigma^2_K$.

We seek to establish bounds on $\| \tilde{K}_m \|$. Even though all matrix norms are equivalent in a topological sense, it is convenient and prudent for our purposes to choose matrix norms with which it is easy to work. Let us consider the $\| \cdot \|_{\text{max}}$ norm, the Euclidean distance operator norm $\| \cdot \|_2$ and the Frobenius matrix norm $\| \cdot \|_F$, taking advantage of the known bounds

$$\sqrt{\frac{|r_1|^2 + \cdots + |r_n|^2}{n}} \leq \| \tilde{K}_m \|_{\text{max}} \leq \| K_m \|_2 \leq \| \tilde{K}_m \|_F,$$
where $r_1, \ldots, r_n$ are the row sums of $\tilde{K}_m$; refer to \[44\] for this lower bound. Focusing on the norm $\| \cdot \|$ being either $\| \cdot \|_{\text{max}}$ or $\| \cdot \|_2$, we then derive

$$
E(\|\tilde{K}_m\|) \leq E(\|\tilde{K}_m\|_F) = E\left(\sqrt{\sum_{ij}(\tilde{K}_m)_{ij}^2}\right)
\leq \sqrt{E\left(\sum_{ij}(\tilde{K}_m)_{ij}^2\right)} = \sqrt{\sum_{ij}E((\tilde{K}_m)_{ij}^2)} = \sqrt{n^2E((\tilde{K}_m)_{11}^2)} = \sqrt{n^2(\mu_K^2 + \sigma_K^2)}
= n\sqrt{\mu_K^2 + \sigma_K^2},
$$

(13)

where the first inequality follows from the above matrix-norm upper bound, the first equality is by definition of the Frobenius matrix norm, the second inequality is due to Jensen’s inequality, the second equality is a basic property of the expectation operator, the third equality is due to the i.i.d. assumption, the fourth equality is by definition of the second moment, the $(i,j)$th element of the matrix $\tilde{K}_m$ is denoted by $(\tilde{K}_m)_{ij}$, and expectation is with respect to $\mathcal{D}_K(\cdot, \cdot)$.

Let us next consider the variance of $\|\tilde{K}_m\|$, more specifically $\text{Var}(\|\tilde{K}_m\|) = E(\|\tilde{K}_m\|^2) - E(\|\tilde{K}_m\|)^2$. To this end, we focus initially on the second moment $E(\|\tilde{K}_m\|^2)$ and follow along the lines of the derivation of Equation (13) above, to obtain

$$
E(\|\tilde{K}_m\|^2) \leq E(\|\tilde{K}_m\|_F^2) = E\left(\left(\sum_{ij}(\tilde{K}_m)_{ij}\right)^2\right) = E\left(\sum_{ij}(\tilde{K}_m)_{ij}^2\right) = \sum_{ij}E((\tilde{K}_m)_{ij}^2)
= n^2E((\tilde{K}_m)_{11}^2) = n^2(\mu_K^2 + \sigma_K^2),
$$

(14)

where expectation is again with respect to $\mathcal{D}_K(\cdot, \cdot)$. Now we turn to a lower bound on $E(\|\tilde{K}_m\|)$, for which we exploit the above matrix-norm lower bound to conclude

$$
E(\|\tilde{K}_m\|) \geq E\left(\frac{\sum_i |\sum_j (\tilde{K}_m)_{ij}|^2}{n}\right).
$$

Then we derive for the numerator on the right hand side

$$
\sum_i |\sum_j (\tilde{K}_m)_{ij}|^2 = \sum_i \left(n \sum_j \frac{(\tilde{K}_m)_{ij}}{n}\right)^2
= n^2 \left\{ \sum_i \left( \sum_j \frac{(\tilde{K}_m)_{ij}}{n} - \sum_k \sum_j \frac{\tilde{K}_{mk}}{n^2} \right)^2 + 2 \left( \sum_i \sum_j \frac{(\tilde{K}_m)_{ij}}{n^2} \right) \left( \sum_i \sum_j \frac{(\tilde{K}_m)_{ij}}{n} \right) \right\}
= n^2 \left\{ \sum_i \left( \sum_j \frac{(\tilde{K}_m)_{ij}}{n} - \sum_k \sum_j \frac{(\tilde{K}_m)_{kj}}{n^2} \right)^2 + 2n \left( \sum_i \sum_j \frac{(\tilde{K}_m)_{ij}}{n^2} \right)^2 - n \left( \sum_k \sum_j \frac{(\tilde{K}_m)_{kj}}{n^2} \right)^2 \right\}
= n^2 \left\{ \sum_i \left( \sum_j \frac{(\tilde{K}_m)_{ij}}{n} - \sum_k \sum_j \frac{(\tilde{K}_m)_{kj}}{n^2} \right)^2 + n \left( \sum_i \sum_j \frac{(\tilde{K}_m)_{ij}}{n^2} \right)^2 \right\}
\geq n^3 \left( \sum_i \sum_j \frac{(\tilde{K}_m)_{ij}}{n^2} \right)^2,
$$
from which we obtain
\[
\mathbb{E}(||\tilde{K}_m||) \geq \mathbb{E}\left(\sqrt{\frac{\sum_i |\sum_j (\tilde{K}_m)_{ij}|^2}{n}}\right) \geq \mathbb{E}\left(\sqrt{\frac{n^3 (\sum_i \sum_j (\tilde{K}_m)_{ij}/n^2)^2}{n}}\right) = \mathbb{E}\left(\sqrt{n^2 (\sum_i \sum_j (\tilde{K}_m)_{ij}/n^2)^2}\right) \geq n\mathbb{E}\left(\frac{1}{n^2} \sum_i \sum_j (\tilde{K}_m)_{ij}\right) = n\mu_K.
\] (15)

Upon combining Equations (14) and (15), this yields
\[
\Var(||\tilde{K}_m||) = \mathbb{E}(||\tilde{K}_m||^2) - \mathbb{E}(||\tilde{K}_m||)^2 \leq n^2 (\mu_K^2 + \sigma_K^2) - n^2 \mu_K^2 = n^2 \sigma_K^2.
\] (16)

Hence, under the assumption that the elements of \(\tilde{K}_m\) are i.i.d. random variables with general distribution \(\mathcal{D}_K(\mu_K, \sigma_K^2)\), it follows from the above analysis that
\[
0 \leq \mathbb{E}(||\tilde{K}_m||) \leq n\sqrt{\mu_K^2 + \sigma_K^2} \quad \text{and} \quad \Var(||\tilde{K}_m||) \leq n^2 \sigma_K^2.
\] (17)

Next we turn to complete the error and convergence analysis that covers the iterative process with per-iteration errors modeled via \(\tilde{K}_m\). From step 2 of the original 3-step IR algorithm together with Equation (12), we have
\[
\tilde{F}_m = \tilde{A}^{-1}\tilde{K}_m.
\]
Letting \(\kappa(\tilde{A})\) denote an upper bound on \(\mathbb{E}(||\tilde{A}^{-1}||)\), together with Equation (17) and recalling that \(\tilde{J}\) and \(\tilde{K}_m\) are independent by definition, we then derive
\[
\mathbb{E}(||\tilde{F}_m||) \leq \mathbb{E}(||\tilde{A}^{-1}||) \mathbb{E}(||\tilde{K}_m||) \leq \kappa(\tilde{A}) \left(n\sqrt{\mu_K^2 + \sigma_K^2}\right)
\] (18)
and
\[
\Var(||\tilde{F}_m||) \leq \Var(||\tilde{A}^{-1}|| ||\tilde{K}_m||) = ||\tilde{A}^{-1}||^2 \Var(||\tilde{K}_m||)
\leq \kappa(\tilde{A})^2 (n^2 \sigma_K^2),
\] (19)
which also renders
\[
\mathbb{E}(||\tilde{F}_m||^2) \leq \kappa(\tilde{A})^2 n^2 \sigma_K^2 + \kappa(\tilde{A})^2 n^2 (\mu_K^2 + \sigma_K^2) = \kappa(\tilde{A})^2 n^2 (\mu_K^2 + 2\sigma_K^2).
\]

Recall from the original analysis above due to Moler that
\[
x_{m+1} - x = (I + F_m)^{-1} F_m (x_m - x),
\] (20)
from which we have by definition for our purposes
\[
\mathbb{P}\left(\frac{||x_{m+1} - x||}{||x_m - x||} > z\right) \leq \mathbb{P}\left(||(I + \tilde{F}_m)^{-1} \tilde{F}_m|| > z\right), \quad \forall z,
\]
where \(\tilde{x}\) denotes the solution to \(\tilde{A}\tilde{x} = b\). We further obtain from Equation (20)
\[
\tilde{x}_{m+1} - \tilde{x} = (I + \tilde{F}_m)^{-1} \tilde{F}_m (\tilde{x}_m - \tilde{x}) = \left(\prod_{k=0}^m (I + \tilde{F}_k)^{-1} \tilde{F}_k\right) (\tilde{x}_0 - \tilde{x}),
\]
which then leads to
\[
||\tilde{x}_{m+1} - \tilde{x}|| \leq \left|\prod_{k=0}^m (I + \tilde{F}_k)^{-1} \tilde{F}_k\right| ||\tilde{x}_0 - \tilde{x}|| \leq \prod_{k=0}^m ||(I + \tilde{F}_k)^{-1} \tilde{F}_k|| ||\tilde{x}_0 - \tilde{x}||
\] (21)
\[
\log ||\tilde{x}_{m+1} - \tilde{x}|| \leq \sum_{k=0}^m \log ||(I + \tilde{F}_k)^{-1} \tilde{F}_k|| + \log ||\tilde{x}_0 - \tilde{x}||,
\] (22)
Consistent with the original analysis of Moler, we assume that the support for \( \|F_m\| \) is between 0 and 1, i.e., the distribution of \( F_m \) is such that \( 0 \leq \|F_m\| < 1 \). Further assume that the distribution of \( \|F_m\| \) is symmetric around its mean with \( \mathbb{E}(\|F_m\|) \) bounded away from \( \frac{1}{2} \). Then, due to the symmetry of \( \log(x) - \log(1 - x) \) for \( 0 < x < 1 \), it follows that the second term in the expectation of Equation (24) is greater than the first term, and therefore the expectation is negative and the summation tends to \(-\infty \) since \( C < \infty \). To see this, note that \( f(x) = \log(x) - \log(1 - x) \) is monotonically increasing in \( x \) and, for \( \delta \in [0, \frac{1}{2}] \), \( f(\frac{1}{2} + \delta) = -f(\frac{1}{2} - \delta) \). Let \( p_m(x) \) be the probability distribution of the random variable \( X_m = \|F_m\| \) that is symmetric around its mean \( \mu_m < \frac{1}{2} \). Then, \( f(\mu_m - \delta) < -f(\mu_m + \delta) \leq 0 \) and \( \mathbb{E}(f(X_m)) = \int p_m(x)f(x)dx \leq 0 \) is in fact bounded away from 0. We therefore have established convergence in expectation of the iterative process under the assumptions above which implies that \( \mathbb{E}(x_*) = \bar{x} \).

Lastly, we establish a related result that exploits an important characteristic of analog computing devices \( [47] \), namely that the random variables \( X_m = \|F_m\| \) have different means \( \mu_m = \mathbb{E}(\|F_m\|) \) whose average is asymptotically equal to zero; i.e., \( \sum_{m=0}^{\ell-1} \mu_m / \ell \to 0 \) in the limit as \( \ell \to \infty \). Consider the sequence of independent random variables \( \{X_0, \ldots, X_{\ell-1}\} \) and assume that all of the random variables \( X_m \) have the same variance, i.e., \( \sigma^2 = \sigma^2 \). Define \( s^2_\ell := \sum_{m=0}^{\ell-1} \sigma^2 = \ell \sigma^2 \) and thus \( s_\ell = \sigma \sqrt{\ell} \).

Let us now consider

\[
\frac{1}{s_\ell} \sum_{m=0}^{\ell-1} (X_m - \mu_m) = \frac{1}{s_\ell} \sum_{m=0}^{\ell-1} \left( \frac{X_m}{\sigma \sqrt{\ell}} - \frac{\mu_m}{\sigma \sqrt{\ell}} \right) = \frac{1}{s_\ell} \sum_{m=0}^{\ell-1} \left( \frac{X_m}{\sigma \sqrt{\ell}} - \frac{\mu_m \sqrt{\ell}}{\ell \sigma} \right)
= \sum_{m=0}^{\ell-1} \frac{X_m}{\sigma \sqrt{\ell}} - \sum_{m=0}^{\ell-1} \frac{\mu_m \sqrt{\ell}}{\ell \sigma}.
\]

Assuming that \( \sum_{m=0}^{\ell-1} \mu_m / \ell \to 0 \) at a rate faster than \( O(\sqrt{\ell}) \) and taking the limit as \( \ell \to \infty \) on both sides of Equation (25), we obtain

\[
\lim_{\ell \to \infty} \frac{1}{s_\ell} \sum_{m=0}^{\ell-1} (X_m - \mu_m) = \lim_{\ell \to \infty} \sum_{m=0}^{\ell-1} \frac{X_m}{\sigma \sqrt{\ell}}.
\]

Further suppose that, for some \( \delta > 0 \), the following (Lyapunov) condition is satisfied:

\[
\lim_{\ell \to \infty} \frac{1}{s_\ell^{2+\delta}} \sum_{m=0}^{\ell-1} \mathbb{E}[|X_m - \mu_m|^{2+\delta}] = 0.
\]

Then, from the Lyapunov central limit theorem \( [45] \) and Equation (26), we have that the sum of \( X_m / (\sigma \sqrt{\ell}) \) converges in distribution to a standard normal random variable as \( \ell \) goes to infinity, namely

\[
\sum_{m=0}^{\ell-1} \frac{X_m}{\sigma \sqrt{\ell}} \xrightarrow{d} \mathcal{N}(0,1), \quad \text{as } \ell \to \infty,
\]

where \( \mathcal{N}(0,1) \) denotes the standard normal distribution.
We have therefore established convergence in expectation of the iterative refinement process such that \( \mathbb{E}(x_*) = \bar{x} \), as long as the distribution of \( \|F_m\| \) is symmetric around its mean with \( \|F_m\| \) taking values in \([0, 1] \) and \( \mathbb{E}(|\|F_m\||) < \frac{1}{2} \). From Equation (18), this implies the requirement that
\[
\mathbb{E}(\|F_m\|) \leq \kappa(\tilde{A}) \left( n\sqrt{\mu_K^2 + \sigma_K^2} \right) \leq \frac{1}{2}
\] (28)
to ensure convergence in expectation of the iterative process. Our asymptotic result in Equation (27) suggests that we can drop \( \mu_K \) as part of the overall iterative process, and thus this requirement can be further simplified over many iterations as
\[
\mathbb{E}(\|F_m\|) \leq \kappa(\tilde{A}) \left( n\sigma_K^2 \right) = \kappa(\tilde{A}) n\sigma_K \leq \frac{1}{2}.
\] (29)
It is important to note, however, that Equations (28) and (29) only represent upper bounds on the parameters associated with \( \|F_m\| \), which can be (and are likely to be) quite loose. Mathematically speaking, we really only need \( \mathbb{E}(\|F_m\|) < \frac{1}{2} \) or \( \|F_m\| < \frac{1}{2} \) infinitely often. In practice, we simply need to have \( \|F_m\| < \frac{1}{2} \) hold a sufficiently large number of times such that \( \prod_{k=0}^m (I + \tilde{F}_k)^{-1} \tilde{F}_k < \frac{1}{2} \) for large \( m \).

**D. Analysis of Preconditioned Richardson Iteration from an Analog Perspective**

We next apply our error and convergence analysis above to the case of preconditioned Richardson iteration. In particular, analogous to the analysis in Appendix A-C for \( \tilde{K}_m \), we have that \( \mathbb{E}(x_*) = x \) as long as \( \mathbb{E}(\|I - MA\|) < 1 \). With \( E \) defined as in Section III-D to be
\[ E = M \odot (N^{Wm} + 1 \odot N^{1m} + N^{O\odot m} \odot 1) + N^{Wa} \]
we then seek to establish bounds on \( \|E\| \) such that
\[
\|E\| < \frac{1 - \|I - MA\|}{\|A\|}.
\]
Analogous again to the analysis in Appendix A-C for \( \tilde{K}_m \), we assume \( E \) to be a matrix whose entries are i.i.d. according to a general distribution \( D_E(\mu_E, \sigma_E^2) \) (not necessarily Gaussian) having finite mean \( \mu_E \) and finite variance \( \sigma_E^2 \). Even though all matrix norms are equivalent in a topological sense, it is convenient and prudent for our purposes to choose matrix norms with which it is easy to work. As in Appendix A-C we shall continue to consider the max norm \( \|\cdot\|_{\max} \), the Euclidean distance operator norm \( \|\cdot\|_2 \) and the Frobenius matrix norm \( \|\cdot\|_{F} \).

Focusing on the norm \( \|\cdot\| \) being either \( \|\cdot\|_{\max} \) or \( \|\cdot\|_2 \), we follow our derivation above that leads to Equation (13) and obtain
\[
\mathbb{E}(\|E\|) \leq \mathbb{E}(\|E\|_F) = n\sqrt{\mu_E^2 + \sigma_E^2}.
\] (30)
Similarly, from our analysis above leading to Equations (14) and (16), we respectively have
\[
\mathbb{E}(\|E\|^2) \leq n^2(\mu_E^2 + \sigma_E^2)
\] (31)
and
\[
\text{Var}(\|E\|) \leq n^2\sigma_E^2.
\] (32)
Our asymptotic result in Equation (27) applied to \( \|E\| \) suggests that we can drop \( \mu_E \) as part of the overall preconditioned Richardson iteration process, and thus Equations (30) and (31) can be further simplified over many iterations as
\[
\mathbb{E}(\|E\|) \leq n\sigma_E \quad \text{and} \quad \mathbb{E}(\|E\|^2) \leq n^2\sigma_E^2.
\] (33)
Summing everything together, and assuming that write errors are the dominant source of noise, we can guarantee from Equation (30) that the hybrid preconditioned Richardson iteration process will make progress in expectation during each iteration as long as
\[
\sqrt{\mu_E^2 + \sigma_E^2} \leq \frac{1 - \|I - MA\|}{n\|A\|},
\]
whereas Equation (33) suggests that such progress will be guaranteed in expectation over many iterations as long as
\[
\sigma_E < \frac{1 - \|I - MA\|}{n\|A\|}.
\]
Observe that, in both cases, the upper bound becomes larger when: (a) \( \|I - MA\| \to 0 \); (b) the spectral norm of the matrix \( A \) becomes smaller; and/or (c) the size of matrix \( A \) decreases. The first component (a) is the only part that we can control...
by constructing a more accurate approximate inverse, while the second component \((b)\) and third component \((c)\) depend on the given matrix \(A\). Hence, depending upon the properties of the problem and the quality of the approximate inverse, we have from the above analysis an understanding of the suitability of the device properties.

At the same time, it is important to note that Equations \((30) - (33)\) only represent upper bounds on the parameters associated with \(\|E\|\), which can be (and are likely to be) quite loose. Mathematically speaking, we really only need \(\|E\| < \frac{1 - \|I - MA\|}{\|A\|}\) infinitely often, and thus in practice we simply need to have \(\|E\| < \frac{1 - \|I - MA\|}{\|A\|}\) hold a sufficiently large number of times to realize convergence.

Similarly, for the bound on \(E\) under the condition \(M = A^{-1} + \Delta\), we have from the above analysis that a sufficient condition for convergence in expectation is given by

\[
\sigma_E < \frac{1}{n}(\|A\|^{-1} - \|\Delta\|) = \frac{1}{n}(\|A\|^{-1} - \|M - A^{-1}\|).
\]