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1 Introduction

The Great Recession and the subsequent sovereign crisis have determined a long period of low inflation and put the monetary policy of the ECB to a severe test. Following the Great Moderation, the link between inflation and economic slack seemed to return during the 2008 recession (Giannone, et al., 2014) just to weaken afterwards, and inflation has usually proven challenging to forecast thereafter. Headline inflation partially recovered after 2017, mostly driven by energy prices, but core inflation remained subdued,\(^1\) despite the strong positive contribution of unconventional monetary policy as of 2014. In a further reversal, the Covid-19 crisis and the consequent supply side constraints, along with increasing energy prices, seem to have led to a rapid surge of inflation as of 2021.

The apparent instability of the link between inflation and other macro quantities makes inflation very difficult to forecast. Jarociński and Lenza (2018) show the extent of this problem by adopting a comprehensive approach (focusing on several models of core inflation) and providing estimates of the output gap that best help in forecasting inflation. Their best model provides accurate forecasts but generates extreme values for the output gap. For instance, the model requires that the output gap in the euro area (EA) has been about \(-6\) percent on average in 2014 and 2015. Models that account for slower trend growth over recent years forecast core inflation worse. Interestingly, their results improve when they relate trend inflation to long-term inflation expectations. Del Negro, et al. (2020) study the sources of this disconnect using VARs and an estimated DSGE model, finding a decrease in the reaction of inflation to cost pressures and a shift in policy towards more forceful inflation stabilization as main determinants of the changes.

Modeling difficulties have translated to sizeable and systematic mistakes in actual forecasts of inflation. It is important to note that these mistakes were not due to bad practices, but to the changing environment. This fact is documented, for example, in Kontogeorgos and Lambrias (2019), who look in detail at the Eurosystem/ECB projection errors and show that despite their size and bias they fulfill criteria of optimality and rationality. A similar assessment by Alessi, et al. (2014) compares ECB and New York Federal Reserve forecasts after the Great Recession and reaches similar conclusions — while suggesting that financial forward-looking data could have helped to reduce forecast errors.

When models based on observed quantities fail, either because of missing information or structural changes (e.g., a flattening of the Phillips curve), expectation-based forecasts emerge as a possible alternative, either to better inform structural models as in, e.g., Del Negro, et al.

\(^1\)We define core inflation as HICP excluding energy and food.
(2020), who find that the use of measured expectations produces more economically meaningful results than does the standard use of model-consistent rational expectations, or in reduced-form empirical analysis. The underlying idea is that, leveraging on the “wisdom of the crowd”, the insertion of observed expectations may improve the understanding of inflation developments and ultimately lead to more precise inflation forecasts.

The natural candidates are inflation expectations. Inflation expectations are inherently latent and thus difficult to measure. They may be proxied empirically using either market-based or survey measures, both with advantages and drawbacks. Most contributions focus on market-based measures of inflation expectations. These inflation expectations are considered an important indicator of the credibility of monetary policy. Ciccarelli and García (2021) use inflation expectations derived from compensation markets and provide evidence of quantitatively important effects from US inflation expectations not only on domestic but also on international inflation. Specifically, using the EA as an example, they quantify an expectation channel that reinforces international spillovers from US inflation. Survey-based expectations are the second alternative. In principle they do not suffer from the same biases that characterize market-based expectations, but existing surveys generally represent the expectations of a small subset of the economic agents, focusing on specific groups of professional forecasters that are well-informed and close to financial markets. This is the case of the most used inflation survey in the EA, the Survey of Professional Forecasters (SPF, see, e.g., De Vincent-Humphreys, et al., 2019; Bañbura, Leiva-Leon, and Menz, 2021).

Overall, the evidence about which measures of expectations work best is still not conclusive. Using Bayesian techniques, Moretti, Onorante, and Zakipour Saber (2019) estimate Phillips curves for the EA and find that expectations are the single most relevant determinant of price dynamics. They compare SPF-based expectations and measures of market-based inflation expectations (inflation linked swaps, or ILSs) at 1, 2 and 5 year-ahead horizons, an find that all of them help explaining inflation in different subsamples. While inflation expectations seem to generally help inflation forecasting, they still present problems of built-in bias (risk aversion in the case of market-based expectations), timeliness of surveys (the SPF is conducted every three months), and generally of sampling and representativeness, since they are derived from financial markets or from surveying a few dozens of forecasters that are very close to financial markets.

Even for the purpose of inflation forecasting, there is a growing consensus that surveys should be designed to more closely represent economic agents’ perceptions, rather than perceptions of a small number of agents involved in financial markets, and reflect more general
economic conditions (as opposed to focusing on inflation exclusively). Additionally, whenever possible they should include perceptions about recent developments as well as intentions of future behaviour. For example, the ECB is currently ending the pilot phase of the Consumer Expectations Survey (Bańkowska, et al., 2021), with the scope of collecting high-frequency information on perceptions and expectations of households in the EA, as well as on their economic and financial behaviour. The survey is conducted online each month, following a pilot phase targeting approximately 10,000 households, and is expected to contribute to the data used for policy analysis by the ECB.

Well-known in the policymakers’ arena, but relatively little used by the research community, the European Commission’s Business and Consumer Survey has been providing highly representative, high-frequency expectations for the whole of Europe for about 60 years. Based on a wide pan-European sample currently including 40,000 consumers and 125,000 firms, the survey asks for perceptions of past developments and expectations for the future. Firms are asked about variables such as productions, order books, exports, selling prices and employment, or expected demand. Consumers are asked about their own economic and financial situation, about their perceptions of general economic and financial conditions, past and future prices, and intentions to make important purchases or to save.

This paper focuses on the explanatory power of this survey on inflation and its components, and highlights the role of expectations and their overall contribution to (short-term) inflation movements. We provide three main contributions:

(1) We extensively explore the survey. This survey is generally considered difficult to handle, as responses are qualitative. We compare sub-groups of survey respondents and assess their forecast accuracy. We assess the relevance of aggregated vs. disaggregated responses. We leverage on the whole set of responses that this Survey provides, rather than concentrating on inflation-related responses only.

(2) Since the number of time series about expectations is huge, we develop an innovative econometric approach to deal with the curse of dimensionality. Previous analysis of the survey, reported in the literature review, mostly considered one or a few answers at a time in the context of very simplistic models. Our approach includes subsets (or all of them) simultaneously and endogenously determines which parts of the survey predict inflation.

(3) Besides considering headline HICP inflation, we extend our analysis to consider several inflation aggregates. We include core inflation, the domestic part of inflation which the central bank can best control via monetary policy; food; energy; non-energy industrial
goods, and services. For each component we assess which sub-groups of survey respondents are important. Finally, we consider the FROOPP inflation rate, an indicator that Eurostat developed to better represent consumers’ perceptions, and test whether consumers’ expectations seem to be relevant for this aggregate as one would expect.

We show that selected subgroups of the Survey improve the forecast of inflation compared to simple models containing the most important macro aggregates. Additionally, we show that the expectations of those directly involved in the trade of final goods (retailers and consumers) best identify signals of future inflation. The best results are observed at longer horizons and considering predictive likelihoods, suggesting that consumers and producers incorporate relevant longer-term information (both in the mean and variance) when forming expectations.

Other contributions in the literature have exploited this survey to forecast or understand the business cycle, and the Commission itself publishes European business cycle indicators (EBCI) based on it. Very few papers have explored the properties of this survey for nominal variables.\(^2\) Claveria, Pons, and Ramos (2007) provide one of the first comprehensive analyses of the possible use of the Survey for forecasting. They analyse the possibility of improving forecasts for selected macroeconomic variables (including inflation) for the EA using the information provided by this survey. Considering several models and variables combinations, they conclude that information from the survey often yields improvements in point forecasts compared to the best model without survey information, but these gains are only significant in a limited number of cases. Claveria, Monte, and Torra (2020) and Claveria, Monte, and Torra (2021) further explore the information content of the Survey using genetic programming and spectral analysis. Compared to those, this paper provides a more comprehensive assessment of the information content of the Survey, based on an encompassing framework where the data are “free to speak for themselves” and are not hand-picked in any way.

2 Data

This section presents the dataset. Most of our regressions will explain a measure of inflation on the basis of two lags of the endogenous variable, the unemployment rate, industrial production (excl. construction), a money aggregate (M2) and up to two lags of the survey variables depending on the specification. Our dataset implies that each regression can have up to 1,400 explanatory variables. The following section explains how we deal with this huge number of regressors.

\(^2\)A notable exception is Arioli, et al. (2017), which described the quantitative inflation survey. The authors conclude that there is still work to be done before using the quantitative expectations.
2.1 Inflation measures

Our endogenous set of variables thus includes headline HICP inflation, its main components (i.e., food, energy, non-energy industrial goods, services) and core inflation.

In the EA, the Harmonised Index of Consumer Prices (HICP) is the most important measure of price dynamics. This is reflected in the inflation objective of the ECB, which is defined as an annual HICP inflation rate of 2% over the medium term. Throughout this paper, we refer to inflation in the HICP as headline inflation. The HICP tracks the prices for a representative basket of goods and services for EA households. At the most disaggregated level currently available, Eurostat publishes 468 sub-indices for consumer prices. For policy purposes, some other higher level aggregates besides headline inflation are often considered by the ECB.

Core inflation is defined as the year-on-year percentage change in EA prices of “all items excluding energy, food, alcohol and tobacco.” This aggregate is important because food and energy are some of the most volatile components of the HICP. In addition, they are subject to substantial supply shocks, such as international price fluctuations of raw materials, environmental factors that can affect agricultural production, or fluctuations in the oil supply from the Organization of the Petroleum Exporting Countries (OPEC). All of these factors can heavily affect headline inflation, although they typically lie outside the reach of ECB policy. Movements in the volatile components may not be related to a trend change in the economy’s prices, but are more likely determined by temporary factors that may reverse themselves later. Thus, from a monetary policy perspective, changes in energy prices are not necessarily a sign of lasting inflation and, when they are included, can suggest spurious trends in aggregate prices. Given its implicit policy relevance, core inflation is also included in our econometric framework.

Finally, we consider the aggregate of Frequent out-of-pocket purchases, abbreviated as FROOPP, constitute a recently added special subaggregate of the harmonised index of consumer prices (HICP). FROOPP is calculated in the same way as other HICP special aggregates, using the data on prices and weights for components available to Eurostat. The aggregate is compiled to mainly represent purchases done by the consumers at least every month and paid for “out-of-pocket.”

Price increases for FROOPP have generally been higher than the headline inflation figure. These differences peaked in the period 2007-2008 when prices for many everyday products rose sharply, just to revert back in subsequent years.

See also ec.europa.eu/eurostat/statistics-explained/index.php?title=Glossary:Frequent_out-of-pocket_purchases_(FROOPP).
2.2 The Business and Consumer Survey

We now present the main features of the Business and Consumer Surveys. The Directorate General for Economic and Financial Affairs of the European Commission conducts regular harmonised surveys for different sectors of the economies in the European Union (EU) and in the applicant countries. They are addressed to representatives of industry (manufacturing), services, retail trade and construction sectors, and to consumers. These surveys allow for comparisons among different countries’ business cycles and for monitoring the evolution of the EU and the EA economies, as well as monitoring developments in the applicant countries. High-frequency sampling, timeliness and continuous harmonisation are among their main qualities:

(1) The surveys are conducted on a monthly basis for manufacturing industry, construction, consumers, retail trade, services, and financial services. Additional questions are asked on a quarterly or semi-annual basis. Consumers, in addition, are asked about quantitative inflation expectations every three months. However, due to our need to have high-frequency data (and to additional problems in the quantitative expectations: see Arioli, et al., 2017) we will forecast inflation using the monthly data only.

(2) The surveys are conducted according to a common methodology, including harmonised questionnaires and a common timetable for the interviews. This ensures a high level of international comparability.

The time sample covered is remarkably long for a European survey. The first survey covers the manufacturing sector as of 1962. Since then, the sector coverage was extended to the construction sector and to investment plans in the manufacturing sector in 1966, to consumers in 1972, to retail trade in 1984, and to the services sector in 1996. Since 2007, the Commission conducts a survey in the financial services sector at EU and EA level. The geographical coverage of the programme was progressively extended to include new Member States and new candidate countries. The programme currently covers all 27 EU Member States and five EU candidates. Survey results are then used by DG ECFIN for economic analysis, surveillance and short-term forecasting. Outside the Commission, the ECB, central banks, research institutes and financial institutions frequently use the EU survey data for both qualitative and quantitative analysis.

The sample size varies across countries according to the heterogeneity of their economies and to their population size. 134,000 firms and 32,000 consumers are currently surveyed every month across the EU. The nominal sample includes 38,000 units in the industry survey, 47,000 in the services survey, 28,000 in the retail trade survey, 22,000 in the construction survey, and 750 in the financial services. Due to non-response, the number of actually conducted interviews/filled-
Table 1: Number of exogenous variables by survey sub-category (including lags).

| Classification | Main | Building | Consumer | Industry | Retail | Services | All |
|----------------|------|----------|----------|----------|--------|----------|-----|
| EA             | 23   | 31       | 35       | 25       | 23     | 21       | 99  |
| Big 6          | 93   | 133      | 165      | 105      | 89     | 85       | 541 |
| Big 9          | 135  | 189      | 241      | 153      | 125    | 121      | 793 |
| Big 12         | 177  | 247      | 319      | 201      | 163    | 159      | 1053|
| All            | 219  | 298      | 423      | 265      | 211    | 171      | 1332|

Notes: Rows refer to country subsets, columns indicate different parts of the survey. “EA” are aggregate euro area measures; country subsets: “Big 6” (IT, FR, DE, NL, BE, ES), “Big 9” (Big 6 plus AT, IE, FI), “Big 12” (Big 9 plus PT, EL, SK). “All” refers to all available countries and survey subsets.

in questionnaires is usually about 30% lower. The available raw answers are aggregated by individual question categories and provided by the European Commission as a huge number of time series. Table 1 provides an overview of the total number of explanatory variables (labeled \( M + K \) below) provided across country and survey subsets.

3 Econometric framework

3.1 Big Data regressions using the singular value decomposition

Our goal is to model inflation as a function of core predictors \( x_t \) of size \( M \), and survey expectations \( z_t \) of size \( K \). The main issue we face is that \( K \gg T \), with \( K \) reaching values up to 1,332 in our empirical work and \( T \), which is the length of the training sample, being rather short. We solve this by using an efficient sampling algorithm coupled with a ridge-type shrinkage prior.

The point of departure is the following regression model which links \( h \)-step ahead inflation to \( x_t \) and \( z_t \):

\[
\pi_{t+h} = x_t'\beta + z_t'\gamma + \varepsilon_{t+h}, \quad \varepsilon_{t+h} \sim \mathcal{N}(0, \sigma^2),
\]  

with \( \beta \) being a \( M \times 1 \)-dimensional vector of regression coefficients associated with the core predictors and \( \gamma \) is a huge dimensional vector of coefficients related to survey expectations. Moreover, \( \varepsilon_{t+h} \) is a Gaussian shock with zero mean and variance \( \sigma^2 \). In terms of full-data
matrices, this regression is given by:

\[
\begin{pmatrix}
\pi_{1+h} \\
\pi_{2+h} \\
\vdots \\
\pi_{T+h}
\end{pmatrix}
= 
\begin{pmatrix}
x_1' \\
x_2' \\
\vdots \\
x_T'
\end{pmatrix}
\beta +
\begin{pmatrix}
z_1' \\
z_2' \\
\vdots \\
z_T'
\end{pmatrix}
\gamma +
\begin{pmatrix}
\varepsilon_{1+h} \\
\varepsilon_{2+h} \\
\vdots \\
\varepsilon_{T+h}
\end{pmatrix}
\]

where \( y \) and \( \varepsilon \) are \( T \times 1 \) vectors and \( X \) and \( Z \) are \( T \times M \) and \( T \times K \) matrices, respectively.\(^4\)

There are (at least) three issues with this regression model. First, notice that because \( T \ll (K + M) \) overfitting issues arise. But these overfitting issues only materialize if we are able to compute the OLS estimator of \( \beta \) and \( \gamma \). Without further regularization this is not possible since \( Z'Z \) is not of full rank and thus not invertible. This constitutes the second issue. The third issue is that even after regularizing the precision matrix by adding \( 1/\delta \times I_K \) to \( Z'Z \) and then computing the covariance matrix through inversion, this might have to be repeated a large number of times (such as during an MCMC algorithm).

Several solutions exist for solving these issues. For instance, if the series in \( Z \) strongly co-move one could extract a small number of principal components (PCs) to soak up this information and replace \( Z \) in Eq. (2) by its PCs. This approach has been advocated in, e.g., Stock and Watson (2002), and often works well in practice. However, it could be that by relying on PCs we mask important idiosyncratic information across the elements in \( Z \). Hence, in this paper we offer a second solution based on a recent technique proposed in Trippe, et al. (2019).

### 3.2 Fast sampling using singular value decompositions

In this section we focus on how to estimate \( \gamma \). Our approach is Bayesian and we will use a Horseshoe prior (Carvalho, Polson, and Scott, 2010) on \( \beta \), an inverse Gamma prior on \( \sigma^2 \) and a ridge-type Gaussian prior on \( \gamma \). These priors enable us to devise a Gibbs sampler which iteratively samples from the full conditional posterior of \( \beta \), \( p(\beta|\bullet) \) with the \( \bullet \) denoting that we condition on everything else. In fact, both \( p(\beta|\bullet) \) and \( p(\sigma^2|\bullet) \) are available in closed form and textbook results (see, e.g., Koop, Poirier, and Tobias, 2007) can be used. Sampling from the multivariate Gaussian conditional posterior of \( \beta \) is straightforward. The same holds true for the inverse Gamma posterior of \( \sigma^2 \). It is the full conditional posterior of \( \gamma \) which gives rise to substantial computational challenges.

We use a singular value decomposition (SVD) to speed up sampling from \( p(\gamma|\bullet) \). This

\(^4Note that we transform all our variables prior to estimation to have zero mean and unit variance prior to estimation. Forecasts are subsequently transformed back to the original scale of the respective target variable.
approach uses the SVD decomposition to decompose $Z$ as follows:

$$Z'_{K \times T} = S_{K \times T} \Omega_{T \times T} D'_{T \times T},$$

with $S$ and $D$ being matrices with orthonormal rows and $\Omega = \text{diag}(\omega_1, \ldots, \omega_T)$ is a diagonal matrix with the eigenvalues $\omega_j$ along its main diagonal sorted in descending order.

We specify a conjugate prior on $\gamma$:

$$p(\gamma|\sigma^2) \sim \mathcal{N}(0, \sigma^2 \delta I_K).$$

This ridge-type prior forces all elements in $\gamma$ towards zero if $\delta$ is small. In many empirical applications (and if $K$ is large) this prior has been shown to work well (Griffin and Brown, 2013). In our case, we use a hyperprior $\delta^{-1} \sim \mathcal{G}(c_0, c_1)$ and estimate it alongside the remaining model parameters. We set $c_0 = 3$ and $c_1 = 0.03$, leading to a prior that induces strong shrinkage. Under this prior, the posterior of $\delta$ will be inverse Gamma distributed.

We use this rather simplistic prior structure to exploit substantial computational benefits. To illustrate this, notice that the conditional posterior of $\gamma$ is given by:

$$\gamma|\cdot \sim \mathcal{N}(\bar{\gamma}, \sigma^2 \Sigma_{\gamma}),$$

with posterior moments given by:

$$\Sigma_{\gamma} = (Z'Z + \delta^{-1}I_K)^{-1},$$

$$\bar{\gamma} = \Sigma_{\gamma}Z'(y - X\beta).$$

The key computational bottleneck stems from inverting $(Z'Z + \delta^{-1}I_K)$ which is a huge matrix. Moreover, to sample from the Gaussian posterior one also needs to compute the Cholesky factor, a computationally intensive task that quickly becomes prohibitive for large $K$.

To speed up the inversion of the posterior precision matrix, we can replace $Z'$ with its SVD and use the Woodbury matrix identity:

$$(S\Omega^2S' + \delta^{-1}I_K)^{-1} = \delta \left[ I_K - S \text{ diag} \left( \frac{\omega^2}{\delta^{-1}t_K + \omega^2} \right) S' \right],$$

with $\Omega^2 = \Omega'\Omega$ and $\omega^2 = (\omega_1^2, \ldots, \omega_T^2)'$. The right hand side of Eq. (4) is trivial to compute.
The posterior mean $\gamma$ can be computed based on the SVD as well:

$$\Sigma \gamma Z'(y - X\beta) = S \text{ diag} \left(\frac{\omega}{\delta^{-1}T + \omega^2}\right) D'(y - X\beta).$$  \hspace{1cm} (5)

Especially if $K$ is huge (i.e., in the case of a few thousand covariates) naively computing the posterior mean also becomes computationally intensive and this representation avoids some of the demanding steps altogether. The covariance matrix in Eq. (4) has a special structure but, unfortunately, is in general not sparse. Hence, computing the Cholesky factor becomes prohibitive and thus sampling from the Gaussian posterior will be difficult. Fortunately, there exist algorithms which allow us to avoid computing Cholesky factors altogether. The algorithm we use is based on Cong, Chen, and Zhou (2017), which has recently been applied to economic data in Hauzenberger, et al. (2021).

To simulate from $\gamma \sim \mathcal{N}(\bar{\gamma}, \Sigma)$ we rely on Algorithm 3 of Cong, Chen, and Zhou (2017). This algorithm consists of two steps:

**Step 1:** We simulate $a \sim \mathcal{N}(0_K, \delta I_K)$ and $b \sim \mathcal{N}(0_T, \text{ diag} \left(\frac{\omega^2}{\delta^{-1}T + \omega^2}\right)^{-1})$.

**Step 2:** A valid draw from the posterior of $\gamma$ is then obtained by computing:

$$\gamma = \bar{\gamma} + \sigma \left[ a - S \left(\text{ diag} \left(\frac{\omega^2}{\delta^{-1}TK + \omega^2}\right)^{-1}\right) S'a + b \right].$$

This algorithm has the advantage of scaling linearly in $K$ and is thus very fast. One caveat is that it requires using a ridge-type prior with a single shrinkage parameter on $\gamma$, different to, e.g., global-local shrinkage priors. Note that a similar specification is used in Giannone, Lenza, and Primiceri (2021). However, since we standardize our dataset prior to estimation, our approach is still capable of detecting relevant signals in $\gamma$.

### 4 Forecasting EA inflation

#### 4.1 Design of the forecasting exercise and competing model specifications

Each regression is of the form given by Eq. (1), where $x_t$ contains two lags of the endogenous variable, the unemployment rate, industrial production (excl. construction) and a money aggregate (M2). $z_t$ contains two lags of the survey variables depending on the specification. We emphasize that the dimension of $z_t$ is huge, as it can reach up to 1,300 variables including lags.
We adopt a recursive forecasting design. Based on an initial training sample that ranges from 2002:01 to 2010:12 we compute one-month and one-quarter-ahead forecast distributions. After obtaining these we expand the estimation sample by one period until we reach the end of the hold-out sample (2020:12). A chart displaying our target variables is provided in Figure 1, with the vertical line indicating the start of the holdout sample. For overall predictive performance, we assess the quality of the forecasts using two commonly used measures: the mean squared forecast error (MSE) for point forecasts and the log predictive likelihood (LPL) as a measure for density forecast accuracy due to its close relationship to the marginal likelihood (see Geweke and Amisano, 2010).

To zoom into specifics and investigate the origins of gains and losses in predictive accuracy in more detail, we also compute scoring rules which are capable of targeting distinct parts of the predictive distribution. In particular, we make use of the following scores. Let $\pi^{(r)}_{t+h}$ denote the realized value of inflation and $\pi^{(f)}_{\alpha,t+h}$ the $\alpha$-th quantile with $\alpha \in (0,1)$ of the predictive distribution. Following Gneiting and Ranjan (2011) we define the quantile score (QS) as

$$ QS_{\alpha,t+h} = 2 \left( \mathbb{I}(\pi^{(r)}_{t+h} \leq \pi^{(f)}_{\alpha,t+h}) - \alpha \right) \left( \pi^{(f)}_{\alpha,t+h} - \pi^{(r)}_{t+h} \right). $$

Note that the QS generalizes the absolute error to specific quantiles $\alpha$ (and yields the absolute error for $\alpha = 0.5$). As a summary statistic for accuracy in different parts of the distribution, we
rely on quantile-weighted continuous ranked probability scores (CRPS). They are constructed as follows:

\[
CRPS_{i,t+h} = \int_0^1 QS_{\alpha,t+h} w_i(\alpha) d\alpha \approx \frac{1}{J-1} \sum_{j=1}^{J-1} QS_{\alpha_j,t+h} w_i(\alpha_j),
\]

which in its discrete version (for a grid of \( j = 1, \ldots, J \) quantiles with \( \alpha_j = j/J \)) corresponds to a weighted average of QSs based on the weights \( w_i(\alpha) \) with \( i \in \{ \text{left}, \text{right}, \text{tails} \} \). We define the weights as \( w_{\text{left}}(\alpha) = (1-\alpha)^2 \), \( w_{\text{right}}(\alpha) = \alpha^2 \), \( w_{\text{tails}}(\alpha) = (2\alpha - 1)^2 \), which target the left, right and both tails, respectively. In our empirical work we set \( J = 20 \), and consider quantiles such that \( \alpha \in \{ 0.05, 0.1, \ldots, 0.9, 0.95 \} \) in 0.05 increments.

Our goal is to show how the addition of survey expectations affects forecasts. Hence, a natural benchmark of our model is a regression that sets \( \gamma = 0_K \) and thus only exploits non-survey based information contained in \( X \). Another way of incorporating a large number of time series that measure expectations is to extract a set of principal components from \( Z \) and include these in \( X \). The resulting model is a factor-augmented predictive regression model in the spirit of Stock and Watson (2002). Notice, however, that if expectations across countries and sectors do not feature a factor structure, including only a small number of principal components might mask important information. We will also consider this specification in several of our experiments.

4.2 Summary of results

Tables 2 to 3 are heatmaps that present the results of our forecasting exercise. Each line of a table corresponds to an endogenous variable. Since we perform a large number of regression exercises, the table is structured in groups of columns. Within each group, we report the evaluation of the surveys on all the countries in our sample, for the Big-6 economies of the EA (DE, FR, IT, ES, NL, BE), the Big-9 (Big-6 with the addition of AT, IE and FI), and for the Big-12 (Big-9 plus PT, GR and SK). The last column of each block refers to the whole EU and to the EA (in aggregate terms). Note that the endogenous variable is always one of the indicated EA aggregates, while the country information refers exclusively to the surveys.

The groups differ from each other because subsets of the survey are employed. For example, the first block only uses the main indices as regressors, the second group contains the questions that were posed to operators in the construction sector, and so on. The very last block features models that include all questions, no matter to whom they were posed.

All reported forecast metrics are for three-months ahead forecasts and presented relative
to the benchmark regression without survey information (i.e. with $\gamma = 0$). These are computed by taking the ratio of a loss measure of a given model to the benchmark, subtracting 1 and multiplying by -1. This implies that the numbers can be interpreted as the percentage gains in predictive accuracy from including survey information. Colors in the cells range from red (the surveys worsen the forecast) to blue (the surveys improve the forecast). A single dot besides a circle marks the overall best performing model (in most cases, one of the SVD models is also the best performing specification overall, but this is not always the case).

Our focus on the three-months-ahead horizon is motivated by two reasons. First, in the very short term (nowcasting) shocks dominate, while at the three-months horizon the stochastic errors begin to average out. Second, most questions in the survey concern the following quarter, and the capacity of the surveys of spotting trends can be tested. We also report one-step-ahead predictions in the appendix.

### 4.2.1 Point forecasts

We start our discussion by focusing on point forecasting accuracy first. Table 2 displays the three-step-ahead mean squared error for models featuring survey expectations relative to the non-survey information set. In the following, we discuss specifics for each of our target variables.

We start by focusing on **Headline Inflation**. Being the aggregate of very heterogeneous components, headline inflation is notoriously difficult to forecast. The use of all questions (last block) signals modest improvements in point forecast accuracy, pointing towards adequate levels of shrinkage imposed by the ridge-type prior. Interestingly, it is possible to chose subsets of

| Component | Main | Building | Consumer | Industry |
|-----------|------|----------|----------|----------|
| Headline  | -0.064 | -0.082 | -0.074 | -0.046 |
| Core      | -0.016 | 0.003 | -0.022 | -0.025 |
| Food      | 0.028 | 0.043 | 0.063 | 0.073 |
| Energy    | 0.033 | -0.028 | -0.023 | -0.015 |
| FROOPP    | -0.033 | -0.025 | -0.021 | -0.015 |
| Retail    | -0.038 | -0.049 | -0.051 | -0.053 |
| Services  | -0.075 | -0.068 | -0.073 | -0.075 |
| Country   | 0.015 | 0.027 | 0.026 | 0.054 |
| All       | 0.010 | 0.033 | 0.020 | 0.023 |

Table 2: Three-step ahead mean squared error for models featuring survey expectations relative to the non-survey information set.

### 4.2.2 Multi-step forecasts

We now turn to multi-step forecasts. The fit improves substantially as more horizons are considered, consistent with the high degree of persistence in inflation. The monetary policy reaction function plays a major role in shaping those dynamics. The Block 5 model allows for a smooth transition fromRoleId: ![](https://example.com/block5.png)
expectations that improve the forecast of headline inflation by a sizeable amount (about 10%). In particular, expectations of the industrial sector, and to a smaller degree, construction, improve forecasts relative to the non-survey benchmark. Focusing on the country groups from which the surveys arise points towards smaller differences across forecasting models. This suggests that once surveys carried out in the big 6 EA economies are included, the additional contribution of adding more surveys from smaller countries diminishes.

Next we turn our attention to Core Inflation. As another aggregate that monetary policymakers watch closely, core inflation largely benefits form the same information as headline inflation. In contrast to the results for headline inflation, however, inclusion of the building survey modestly worsens forecast accuracy, and services-surveys yield improvements. In fact, the latter results in decreases in MSEs of around 8% while the former increases MSEs by 8%. This may be explained by noting that the weight of inflation in prices of services in the construction of core inflation amounts to almost 60%. Again, including all information from the surveys simultaneously (last block) signals moderate improvements and inclusion of surveys carried out in the big 6 countries yields the strongest gains.

Zooming into the components of inflation provides additional information on the determinants of the accuracy improvements for headline and core inflation. The first component that contributes substantially to the overall variation of headline inflation are energy prices. In line with an extensive literature on the topic, inflation in energy prices does not benefit at all from adding expectations. Energy prices in most countries depend on imported oil and gas, whose prices are notoriously difficult to forecast. Given that the information content is low, and despite our attempt to control the proliferation of parameters, noise dominates and predictive accuracy even decreases for point forecasts when adding survey information.

Food prices similarly adjust to dynamics largely determined by international markets, or by exogenous weather events. However, a significant share of overall food prices, processed food, has an important (domestic) EU component. The main aggregates and jointly including all survey series (see the block “All”) modestly help forecasting food prices (with increases in predictive accuracy reaching almost 5%). Apart from these groups, our results suggest that including retailers surveys, who are at the end of the food chain production and whose policies largely determine final prices, has the potential to improve predictive performance. But this strongly depends on the country sample adopted. If we focus on all available countries at once, we find improvements of just over 4% relative to the non-survey benchmark regression.

Point forecasts of inflation in non-energy industrial goods do not improve when considering survey information. Only when the building survey carried out in the big 9 countries
is included we observe small but negligible improvements.

Forecasting inflation in prices for services, in turn, seems to largely benefit from data on expectations, as the inclusion of surveys generally does not hurt accuracy much but often improves our metrics by large margins. Industry surveys perform best in predicting prices of services (with improvements of up to 10% lower MSEs). This suggests an interpretation based on prices being determined along the supply chain, with services often relying on upstream inputs. Retailers’ information is another positive contributor to predictive accuracy, alongside services surveys themselves.

Finally, an interesting question is whether consumers’ expectations carry predictive power for the FROOP. The response is clearly negative. It appears that consumers, the group for which the index has been constructed, do not have clear information about the evolution of this index, even in the short term. The results for FROOP provide empirical evidence to the supply chain hypothesis. Given that the forecast horizon is longer and industry produces a considerable part of domestic goods going to frequent purchases, the best information in relative terms (but improvements being negligible) can be found higher in the supply chain.

Considering the predictive content across subsets of survey indicators, this first glance at MSE-based evidence suggests that the main aggregates and, surprisingly, consumer surveys do not improve the point forecast. By contrast, industry, building, retail and services surveys often improve predictive accuracy. For inflation (both headline and core) and some of the components (such as services and food), these improvements are sizable.

4.2.2 Density forecasts

Many professional forecasters and academics, only release/assess predictions of the conditional mean of inflation. Thus, they ignore predictive variances – in other words, they do not provide information about how uncertain the forecast is. By contrast, we evaluate the forecast on the basis of the full predictive density in this section.

The previous section showed that including survey expectations often improves forecasts of the conditional mean of headline inflation and its components. Table 3 reports predictive likelihoods (PLs) for three-month ahead forecasts. These take higher-order moments of the predictive distribution into account. In the following, we provide an overview on headline inflation, core inflation and the individual components.

For headline inflation, different to improvements in terms of MSEs, the predictive likelihood does not increase much when considering surveys relative to the baseline regression. It is, however, worth mentioning that the best overall performing model for density forecasts (albeit at
extract a number of principal components (PCs) from the high-dimensional survey information with PCA. The PCA specification is constructed in the spirit of Stock and Watson (2002). Here, we also alongside the non-survey regression (which serves as the benchmark), and a specification labeled predictive likelihoods (LPLs). They are shown for the respective best-performing SVD model, giving a sense of direction of future inflation, is also valuable in predicting its dispersion.

4.3 Forecasting results over time

In stable economic periods, very simplistic forecasting models often perform at their best. This is, however, when they are the least useful. A model that performs comparatively well during crises or periods of high variability and structural changes provides substantial value added for policy makers.

In Figure 2, we compare forecast performance over time via the evolution of cumulative log-predictive likelihoods (LPLs). They are shown for the respective best-performing SVD model, alongside the non-survey regression (which serves as the benchmark), and a specification labeled PCA. The PCA specification is constructed in the spirit of Stock and Watson (2002). Here, we extract a number of principal components (PCs) from the high-dimensional survey information.

Table 3: Three-step ahead predictive likelihood for models featuring survey expectations relative to the non-survey information set.

| Country | Retail | Services | All |
|---------|--------|----------|-----|
| Food    | 0.982  | 0.980    | 0.980|
| Energy  | 0.977  | 0.984    | 0.984|
| FROOP   | 0.983  | 0.986    | 0.986|

Relative PL [0.05, 0.5, 0.5] [0.8, 0.95, 0.95] [1.05, 1.2, 1.2] [1.2, 1.5]
set, and use the resulting series in our predictive regressions. Adding PCs in an otherwise standard regression is a common way to efficiently summarize big quantities of information, especially when there is the presumption that most variables are driven by a few common economic factors.

When compared with PCA, it appears that SVD has a higher capacity of efficiently exploiting information from the surveys. Overall the improvements for PCA are small, while SVD improves the LPL substantially in several cases. We interpret this result as driven by the fact that SVD is able to use information in a more specific manner. By design, PCs reduce the dimensionality of the regression problem, but this results in losses of information. By outright including the series combined with a shrinkage prior, we can select variables with explanatory power more specifically for the series we intend to forecast.

Importantly, Figure 2 also shows that, in most cases, strong relative gains from SVD regressions happen during tumultuous economic periods, when simpler models generally underperform: in 2014 and during the onset of the Covid-19 crisis. These are two structural breaks in the data which had a pronounced impact on expectations and through those the inflation outcomes. In fact, by mid-2014, the EA economy risked moving into deflation and the ECB adopted unconventional monetary policy measures. During this period, we observe relative improvements for most components apart from energy. The second major improvement in performance of the SVD regression happens around the outbreak of the Covid-19 pandemic. The pandemic was an unprecedented shock, and so were the subsequent public health measures necessary to contain the spread of the disease. Economic policy responses were also rapid and massive, and included very large expansionary fiscal policies to help households and companies through the crisis, together with a large monetary accommodation to provide liquidity and loans to enterprises. This unprecedented mix can hardly be captured (less so in real time) using macro quantities, but expectations implicitly provided such information, resulting in dramatic performance gains during the crisis for most components. In particular, we find sizable gains for core inflation, non-energy industrial goods and services.

4.4 Tail forecast accuracy: downside-risk

Forecasting extreme events is often as important as targeting the central tendency of key policy relevant series. Consider deviations of inflation around its historical mean, which in well-managed contexts is close to the inflation target of the central bank. Small deviations from the mean may be the result of temporary shocks, or even just noise in the data, and do not provide strong policy-relevant signals. Large deviations, in turn, may be a clearer signal of upcoming
Figure 2: Relative LPLs for the best performing SVD model information set by component for 3-step-ahead forecasts.

policy changes. As a consequence firms, households with loans, and in general economic agents that are affected by interest rate developments are more likely to be interested in tail events than, say, whether inflation is 2.0% or 1.9%.

In what follows we concentrate on the lower tail of inflation (corresponding results for the upper tail and for both tails are reported in Appendix). There are two important reasons behind this choice. First, for most of our holdout from 2012 to the end of 2020, inflation has been unexpectedly low and economists speak of a “missing inflation” puzzle, whereby models consistently overpredicted inflation. Second, low inflation is of particular interest for monetary policy, as it also defines those values of inflation that can lead monetary policy to the effective lower bound (ELB). Very low inflation would require a more substantial monetary policy stimulus, which however could be problematic given the lower bound on nominal interest rates. The ELB implies an increase in real interest rates and in the cost of capital, lowering firms’ investments and economic prospects. Additionally, consumers may be postponing consumption, and the economy can fall in a “liquidity trap” where low or negative inflation is self-sustaining.

Figure 4 shows that surveys are helpful in this task for all inflation components except, as for the preceding discussions, energy and FROOPP. For the remaining components, the positive contributions of surveys are comparatively homogeneous, with the notable exception of the main
indicators not being useful to predict downside risk in headline inflation. Again, the final block signals that our largest model equipped with the ridge-type prior is capable of extracting signals across all surveys. For headline and core inflation, industry and services surveys provide useful information.

In our final exercise, we chose the two best performing models for forecasting downside-risk in headline and core inflation, and assess their performance across the whole predictive distribution via QSs (in five percent increments of its percentiles). The benchmark is, again, the model without survey information.

Table 4: Three-step continuous ranked probability scores (left tail) for models featuring survey expectations relative to the non-survey information set.

| Country | 2012 | 2014 | 2016 | 2018 | 2020 |
|---------|------|------|------|------|------|
| Headline | 0.051 | 0.045 | 0.027 | 0.007 | 0.007 |
| Core | 0.027 | 0.027 | 0.020 | 0.003 | 0.001 |
| Food | 0.024 | 0.026 | 0.026 | 0.019 | 0.005 |
| Non-energy IG | -0.015 | 0.016 | -0.026 | -0.034 | -0.026 |
| Services | 0.021 | 0.027 | 0.020 | 0.005 | 0.004 |
| Energy | -0.005 | 0.047 | 0.071 | 0.061 | 0.056 |
| FPOOP | -0.002 | 0.005 | -0.020 | -0.009 | -0.051 |

Figure 3: Three-step ahead cumulative quantile scores for headline inflation (survey specification: Industry, Big 9) relative to the benchmark.
Figure 4 refers to headline inflation, and we report the model using surveys of services. For the right tail of the distribution, the survey-model seems to perform worse than the benchmark in the first years of the sample, but improves after 2014. However, surveys provide a clear advantage through the whole sample in the 15th to 45th percentiles, suggesting that the model is particularly suited for capturing movements in the lower tail of inflation, and deflationary risks.

Figure 4 reports the corresponding statistics for core inflation, using industry surveys. The general pattern is similar to the one for headline inflation, with performance improving after 2014. However, we can also observe that the percentiles around the 80th benefit from survey information in the first part of the sample, when core was decreasing, and lower percentiles around the 20th thereafter, in correspondence with a slow increase in core inflation. This indicates that the survey model is faster in indicating the direction of movement of the target variable. And it helps in more accurately capturing the dispersion of the distribution of inflation. Moreover, note that the best performance of the model occurs in more recent years, when core inflation started to move more decisively. In this case, the model indeed becomes more useful when it is most needed.

5 Conclusions

In this paper, we forecast EA inflation and its components using an econometric model which exploits an enormous number of time series on survey expectations. We focus on the explana-
tory power of the European Commission’s Business and Consumer Survey. Compared to other
surveys, this survey is timely (its frequency is monthly), covers a wide population of firms and
consumers, and includes question about recent developments as well as intentions of future be-
haviour. Focusing on the forecast of inflation, we highlight the role of these expectations and
their overall contribution to inflation movements.

In the largest case, the resulting regression features about 1400 predictors. To make es-

timation tractable, we provide an efficient sampling algorithm based on a ridge-type prior for
predictive inference. We find that survey information improves forecasts of headline inflation
and its components in many cases, both for point, density and tail forecasts. Regressions featur-
ing solely aggregates of surveys, or simple factor-based methods to compress high-dimensional
information, are typically outperformed by our proposed approach of outright including all
information. We detect pronounced relative gains, particularly for metrics capturing higher-order
moments of the predictive distribution, during unusual economic periods such as the European
sovereign debt crisis and the onset of the Covid-19 pandemic.

The implications for policymakers are straightforward. First, we confirm the well-know
result that expectations are a major determinant of price dynamics, and lots of attention should
be given to their measurement. Second, we show that useful information can be drawn by
surveys that are timely, broad in audience and scope, and both forward- and backward-looking.
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### A One-step ahead forecasts

#### Figure 5: One-step mean squared error for models featuring survey expectations relative to the non-survey information set.

| Headline | Main | Building | Consumer | Industry |
|----------|------|----------|----------|----------|
| Core     | 0.595 | 0.554 | -0.030 | -0.029 | 0.029 | -0.059 | 0.047 | -0.038 | 0.019 | 0.033 |
| Food     | -0.032 | -0.034 | 0.044 | -0.027 | -0.023 | -0.059 | -0.004 | -0.009 | 0.016 | 0.007 |
| Non-energy IG | -0.031 | -0.032 | -0.007 | -0.006 | -0.006 | -0.008 | -0.001 | -0.001 | -0.001 | 0.001 |
| Services | 0.005 | 0.005 | 0.004 | 0.004 | 0.004 | 0.004 | 0.004 | 0.004 | 0.004 | 0.004 |
| Energy   | -0.072 | -0.051 | -0.039 | -0.020 | -0.024 | -0.056 | -0.044 | -0.051 | -0.045 | -0.051 |
| FROOP    | -0.034 | -0.017 | -0.008 | -0.006 | -0.006 | -0.006 | -0.006 | -0.006 | -0.006 | -0.006 |

| All       | All  | All  | All  | All  | All  | All  | All  | All  | All  | All  |
|-----------|------|------|------|------|------|------|------|------|------|------|
| Bg 12     | Bg 6 | Bg 9 | EA   | All  | Bg 12 | Bg 6 | Bg 9 | EA   | All  | Bg 12 |
| Bg 6      | Bg 9 | EA   | All  | Bg 12 | Bg 6 | Bg 9 | EA   | All  | Bg 12 | Bg 6 |
| Bg 9      | EA   | All  | Bg 12 | Bg 6 | Bg 9 | EA   | All  | Bg 12 | Bg 6 | Bg 9 |
| EA        | All  | Bg 12 | Bg 6 | Bg 9 | All  | Bg 12 | Bg 6 | Bg 9 | All  | Bg 12 |

#### Figure 6: One-step ahead predictive likelihood for models featuring survey expectations relative to the non-survey information set.

See the raw text for details.
Figure 7: Relative LPLs for the best performing SVD model information set by component for 1-step-ahead forecasts.
**B Tail forecasts**

| Headline | Building | Consumer | Industry |
|----------|----------|----------|----------|
|          | -0.017   | -0.017   | -0.012   |
| Core     | -0.002   | -0.004   | -0.002   |
| Food     | -0.025   | -0.014   | -0.023   |
| Non-energy IG | -0.001 | -0.012   | -0.007   |
| Services | 0.010    | 0.012    | 0.005    |
| Energy   | -0.020   | -0.004   | -0.003   |
| FROPP    | -0.018   | -0.018   | -0.020   |

| Retail | Services | All |
|--------|----------|-----|
| Headline | -0.036   | -0.014   |
| Core     | -0.032   | -0.007   |
| Food     | 0.001    | 0.015    |
| Non-energy IG | 0.095  | -0.002   |
| Services | -0.016   | -0.014   |
| Energy   | -0.011   | -0.005   |
| FROPP    | -0.024   | -0.014   |

Figure 8: One-step ahead continuous ranked probability scores (both tails) for models featuring survey expectations relative to the non-survey information set.

| Headline | Building | Consumer | Industry |
|----------|----------|----------|----------|
|          | -0.022   | -0.018   | -0.009   |
| Core     | -0.003   | -0.004   | -0.002   |
| Food     | -0.022   | -0.010   | -0.025   |
| Non-energy IG | -0.007  | -0.006   |
| Services | -0.016   | -0.013   |
| Energy   | -0.016   | -0.006   |
| FROPP    | -0.036   | -0.027   |

| Retail | Services | All |
|--------|----------|-----|
| Headline | -0.033   | -0.014   |
| Core     | -0.039   | -0.014   |
| Food     | -0.050   | -0.026   |
| Non-energy IG | -0.010  | -0.006   |
| Services | -0.012   | -0.012   |
| Energy   | -0.014   | -0.006   |
| FROPP    | -0.039   | -0.027   |

Figure 9: One-step ahead continuous ranked probability scores (left tail) for models featuring survey expectations relative to the non-survey information set.
Figure 10: One-step ahead continuous ranked probability scores (right tail) for models featuring survey expectations relative to the non-survey information set.

Figure 11: Three-step ahead continuous ranked probability scores (both tails) for models featuring survey expectations relative to the non-survey information set.
|            | Main          | Building       | Consumer       | Industry       |
|------------|---------------|----------------|----------------|----------------|
| **Headline** | -0.004        | -0.012         | -0.012         | 0.006          |
| Core       | 0.005         | 0.009          | 0.006          | -0.016         |
| Food       | -0.011        | -0.009         | -0.009         | -0.018         |
| Non-energy IG | -0.004    | -0.011         | -0.006         | 0.003          |
| Services   | -0.002        | 0.000          | -0.010         | -0.020         |
| Energy     | -0.002        | -0.023         | -0.017         | -0.009         |
| FROOPP     | -0.001        | -0.012         | -0.006         | 0.001          |
| **All**    | -0.002        | 0.009          | 0.009          | -0.006         |

(−1) x (Relative CRPS−right − 1)

**Figure 12:** Three-step ahead continuous ranked probability scores (right tail) for models featuring survey expectations relative to the non-survey information set.