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ABSTRACT

Building energy consumption forecasting is of great significance to building energy conservation. The accuracy of traditional building energy consumption forecasting methods is inadequate. Based on the extensive application of LSTM neural network in time series forecasting, this paper uses LSTM neural network to establish building energy consumption forecasting model, collects energy consumption training data through building energy consumption monitoring system, and proves LSTM by comparing the forecasting effect of LSTM neural network and BP neural network. LSTM neural network is superior to BP neural network in convergence speed and prediction accuracy.
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INTRODUCTION

Building energy consumption includes energy consumption in the whole process from the production and transportation of building materials to the construction, use, maintenance and demolition of buildings. Building energy consumption accounts for nearly 30% of the total energy consumption of commodities in our country. Energy consumption in building operation accounts for more than 80% of building energy consumption. Energy saving in building operation is the focus of building energy saving.

Accurate prediction of building energy consumption is of great significance to building energy conservation. It is mainly manifested in the following aspects: 1. It is helpful to arrange power generation schemes reasonably and make the supply and demand of power grid balanced. Secondly, it helps to design green energy-saving buildings more reasonably. 3. By comparing the predicted value of energy consumption with the actual energy consumption, we can find abnormal energy consumption and unreasonable energy use habits, help managers to specify more effective energy-saving methods, and fully tap the energy-saving potential of buildings.

Engineering simplification algorithm is a traditional building energy consumption prediction algorithm, including the day-to-day method, equivalent full
load operation method, effective heat transfer coefficient method and temperature-frequency method. According to the attributes of the building and the climate conditions of the building location, this kind of algorithm can calculate the results quickly, but it may produce large deviations. Statistical method for predicting building energy consumption is a method based on building energy consumption data set to correlate building energy consumption with building parameters by regression method. The most commonly used statistical method is multivariate regression method. This kind of method has fast computation speed, but the effectiveness of the method depends on the characteristics of the data set obtained. With the rise of artificial intelligence technology, artificial intelligence is gradually introduced into the field of building energy consumption prediction. In recent years, many scholars have used artificial intelligence and machine learning methods to predict building energy consumption and achieved results. Artificial Neural Network (ANN) is a hotspot of AI research. This method needs enough data to train the model and use the trained model to predict building energy consumption. Artificial neural network method has high prediction accuracy and fast calculation speed.

Taking an office building in North China as an example, this paper collects meteorological and energy consumption data, studies the method of predicting building energy consumption by artificial neural network, and verifies the predictive effect through experiments.

**LSTM MODEL**

Neural network model is a typical artificial intelligence model. It simulates the working mechanism of the human brain. The parameters of each layer of neurons are trained by collecting samples, and the training is stopped when the set accuracy is reached. BP neural network is the most classical neural network model. The input-output layer and several hidden layers are established, and the model parameters are trained by error back propagation and gradient descent method. The structure of BP neural network is shown as follows in Figure 1.

![Figure 1. The structure of BP neural network.](image-url)
BP neural network is consists of input layer, hidden layer and output layer. The forward propagation of the signal obtains the output, and the error is compared with the expected output. The error is propagated backward. The weights and thresholds of neurons in each layer are adjusted by gradient descent method. However, BP neural network only considers the relationship between input and output at the current time, and lacks the correlation analysis of time series, resulting in inadequate prediction accuracy.

RNN (Recurrent NeuralNetwork), which considers not only the input and output of the current moment, but also the "memory" function of the network to the previous state. The input of the hidden layer includes not only the output of the input layer of the current moment, but also the output of the hidden layer of the previous moment. The structure diagram is as follows in Figure 2.

RNN neural network has some advantages in dealing with time series problems, but because of BP algorithm and long-term dependence, gradient disappearance or gradient explosion are easy to occur.

LSTM is a special recurrent neural network (RNNs), which is used to solve the problem of the gradient disappearance of the original RNNs. The characteristics of LSTM network in time series prediction are that all historical inputs are selectively reserved to the current moment through the forgetting gate, affecting the output of the current moment. It can better deal with the data correlation problem in time series data. It is widely used in time series data processing. Building energy consumption is related to the overall energy consumption in the near future, so LSTM network is suitable for forecasting. The LSTM network structure is shown as Figure 3.

Figure 2. The structure of RNN.
LSTM cells consist of input gate, output gate, renewal gate and amnesia gate. \( \mathbf{x}_t \) denotes the input at time \( t \) and \( C_t \) is the cell state, which is a parameter to maintain memory function in LSTM network. \( h_t \) is the output value of the hidden layer at time \( t \). \( \sigma \) denotes SIGMOD function, \( \sigma(x) = \frac{1}{1 + e^{-x}} \), tanh denotes hyperbolic tangent function, \( \tanh(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \). There are other optional activation functions such as relu function.

The left-most layer is the forgetting gate layer, whose input is \( a \) and \( b \), that is, the input data of the current moment and the output data of the previous moment. The coefficient of the \([0,1]\) interval is calculated by SIGMOD function. 0 means that all the previous state information is discarded, and 1 means that all the previous state information is retained. The calculation formula is as follows:

\[
    f_t = \sigma \left( W_f [h_{t-1}, x_t] + b_f \right) \tag{1}
\]

In the middle is the input gate layer, which consists of two interactive gates. The first part is the same as the forgetting gate. The output of the first part is through SIGMOD function. The second part is to create a new candidate value vector through tanh function. The calculation formula is as follows.

\[
    i_t = \sigma \left( W_i [h_{t-1}, x_t] + b_i \right) \tag{2}
\]

\[
    \tilde{C}_t = \tanh \left( W_c [h_{t-1}, x_t] + b_c \right) \tag{3}
\]

The main function of the regeneration portal layer is to regenerate the cell state. The calculation formula is as follows.

\[
    C_t = f_t \ast C_{t-1} + i_t \ast \tilde{C}_t \tag{4}
\]

The output gate layer consists of two parts. The first part has the current input and the last output calculated by SIGMOD function, and the other part is the current state calculated by tanh. The specific formulas are as follows:
$$o_t = \sigma(W_o[h_{t-1}, x_t] + b_o)$$  \hspace{1cm} (5)$$

$$h_t = o_t \cdot \tanh(C_t)$$  \hspace{1cm} (6)

**MODEL BUILDING AND TRAINING**

This paper uses Python 3.6 language to program and Keras deep learning framework to build LSTM network model, which is trained in Windows 7 operating system.

Data preprocessing: In order to prevent the influence of different dimension data on the model, all data are standardized. This paper adopts min-max standardization method to standardize all data, that is, to standardize all data.

$$x_{nor} = \frac{x - x_{min}}{x_{max} - x_{min}}$$  \hspace{1cm} (7)

$x_{min}$ and $x_{max}$ represent the minimum and maximum values of the sample respectively, and the processed sample values are within the interval [0,1].

After standardization, the data set is divided into training set and test set according to simple cross-validation method. The first 90% data is training set, which is used to train LSTM network, and the remaining 10% data is test set, which is used to test the prediction performance of LSTM network. The number of input layer and hidden layer units in LSTM network can be set by multiple experiments.

Prediction model error determination: root mean square error (RMSE) and mean relative error (MRE) are two kinds of error calculation methods. The calculation results are shown as follows.

$$RMSE(y, \hat{y}) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2}$$  \hspace{1cm} (8)$$

$$MRE(y, \hat{y}) = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100\%$$  \hspace{1cm} (9)

Among them, $y$ is the actual value and $\hat{y}$ is the predicted value.

LSTM model is trained by error back propagation method, and the weight is updated by gradient descent optimization algorithm. In order to prevent the model from over-fitting, regularization term is often added to the loss function to restrict the result. In this paper, the commonly used L2 regularization constraint is adopted,

$$L2 = \frac{\lambda}{2} \|W\|^2$$  where $\lambda$ is the regularization coefficient, indicating the influence of regularization term on the result.
EXPERIMENTAL RESULTS AND ANALYSIS

Based on the daily total power consumption of an office building in the north of China, 1007 groups of daily total power consumption data of the building from June 25, 2016 to March 27, 2019 were collected. The daily meteorological data published by the meteorological website during this period include daily maximum and minimum temperature, wind speed and other meteorological data. All dates in this period are marked by working days and holidays, with working days of 1 and holidays of 0. The first 900 sets of data are used as training sets and the rest as test sets.

The selection of Super-parameters is mainly determined by many exploratory experiments. The influence of the number of hidden layer units on the test results is shown in Table I.

| Model  | Average Error | RMSE  | MRE    |
|--------|---------------|-------|--------|
| BP     | 592.23        | 760.32| 17.08% |
| LSTM   | 382.88        | 460.04| 10.24% |

BP neural network and LSTM neural network are used to train the data set. The MRE value of BP neural network is 17.08%, while that of LSTM neural network is 10.24%. The error rate of LSTM is obviously better than that of traditional BP neural network.

CONCLUSION

With the advancement of energy saving and emission reduction, the demand for accurate prediction of building energy consumption is becoming more and more urgent. Compared with traditional prediction methods of building energy consumption, artificial neural network has obvious advantages in prediction accuracy. This paper further proves that the accuracy of building energy
consumption prediction using LSTM neural network is better than that of traditional BP neural network through experiments. Real-time energy consumption data can be obtained by energy consumption monitoring system. Training LSTM neural network with meteorological data can make the network dynamically adjusted, more accurately predict the near-term energy consumption, guide building operators to take reasonable energy-saving measures, correct unreasonable energy-using habits, and achieve the goal of building energy-saving and consumption-reducing.
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