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Abstract

Introduction: Brazilian Telehealth Program was instituted by the Ministry of Health in 2007. Its initial structure was composed by nine telehealth centers administered by public higher education institutions. No standards, processes, applications or quality indicators had been defined since its creation. All this, combined with the decentralization of the centers, led each one of them to develop their own system, with different programming languages and architectures. The lack of regulation and integration of the information with the Ministry of Health made it difficult to evaluate the program. In this context, this paper describes the specification, implementation and validation of an architecture, entitled SMART, to integrate the various telehealth platforms developed by the centers. Such architecture aims to standardize information so that the Ministry of Health can monitor and evaluate the results of Telehealth actions. Methods: SMART’s architecture consists of four main components: a web tool for data manipulation; a web service to receive the center’s production data; a component responsible for converting the received data into decision support data; and a component that collects data from external sources to compose the data warehouse. Results: The architecture was validated with performance tests, which were executed under extreme workloads. The results of the experiments were summarized in order to attest SMART’s effectiveness. Conclusion: The analysis of the results obtained on real data shows that the project’s performance remained stable under the workloads and its high quality was proven due to the absence of errors during the experiments.
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Introduction

Brazil’s national health service - Sistema Único de Saúde (SUS), defines principles and guidelines that should be followed by the health centers all over the country. When some aspects such as the long distances, the population size and the demographic density are considered, it becomes clear how challenging it is to think in health-focused actions on a national scale and fulfill the principles and guidelines mentioned above. Regional and local aspects also play an important role in that process (Mendes, 2013).

In face of this scenario, Brazilian National Telehealth Program (Brasil, 2007) was created in 2007 with a pilot project for supporting Primary Health Care involving nine Telehealth Centers (NT) located in several universities of the country (Haddad, 2012; Wen, 2008).

The program was reformulated between 2009 and 2011 and received the accession of more NTs. Since then, it has been called National Program Telehealth Brazil Networks (PTBR) and was formally institutionalized through the Ordinance nº 2.546/2011 (Brasil, 2011). Such institutionalization, besides redefining and expanding the program, also established four telehealth services: teleconsulting, telediagnosis, tele-education and Formative Second Opinion (SOF) (Silva et al., 2015). Telehealth, thus, represents an important strategy to strengthen national policies under the aspect of primary healthcare in SUS since it can guarantee large-scale attendance (Oliveira et al., 2017; Silva and Moraes, 2012; Silva et al., 2015).

Since there has been no standard of the implementation process, each NT developed its own creation and implantation activities according to its demands and regional needs, without worrying about the documentation or description of the process in a systematic way (Haddad, 2012). Consequently, each NT developed, autonomously,
its telehealth platforms (PNT) and its own models to assess the offered services.

According to Vargens (2014), the heterogeneity of the Information Systems (IS) within telehealth is a natural process in the creation of the IS in SUS, and this has occurred essentially for two reasons. The first one is related to cultural, social, regional and local diversity, which are aspects that generate different demands and priorities for each NT. The second reason is related to the lack of not only an interoperability regulation but also the definition of both a technological framework and the specification of a data model in the health sector (Rodrigues et al., 2013).

These problems were related to the pilot project of PTBR. However, they were only evidenced by the accession of new NTs when the number of centers grew from 9 to 47 NTs in 2012 (Oliveira et al., 2017).

According to Lopes et al. (2014), the expansion of telehealth required the monitoring and evaluation of the offered services to support the improvement and sustainability of the program. Therefore, the national coordination of the program worked in association with the NTs in 2013 to create the monitoring and evaluation indicators so that they could be used in a national scale. As a result, the Technical Note 05/2014 (NT5) was published on 10th February, 2014 (Brasil, 2014).

The lack of systematic evaluations of the program in the national scenario existed since the pilot project (Silva et al., 2015). However, NT5 provided a favorable environment for the adoption of a structure, processes and results indicators to assess the architecture presented in this document.

In the international context, surveyed papers generally focus on the development of frameworks capable of evaluating different aspects of telehealth by providing a better analysis of the offered services (AlDossary et al., 2017; Chang, 2015). Several systematic reviews (Agboola et al., 2014; Maeder and Poultney, 2016; van Dyk, 2014) discuss approaches, processes and techniques by comparing the existing assessment models and analyzing which are the most efficient practices and pointing out which are the weaknesses of the models currently in use.

Considering the national and the international scope, it is observed that the adoption of a software solution that allows the telehealth results to be assessed is still a challenge to be overcome. Therefore, this research describes the specification, implementation and validation of an architecture, entitled SMART, which is based on Business Intelligence (BI) techniques and service-oriented architecture (SOA) to integrate the several heterogeneous PNTs developed by the NTs and provide standardization of the information.

Methods

According to Waas et al. (2013), a typical BI infrastructure is composed of five layers: 1) a layer that represents heterogeneous and distributed data sources; 2) an extraction, transformation and load (ETL) layer, responsible for loading data into a central database called data warehouse (DW); 3) a layer involving the data warehouse, responsible for storing integrated and summarized data; 4) repositories, called data marts, responsible for storing subsets of aggregate data from the central DW and; 5) an online analytical processing (OLAP) layer responsible for various types of data analysis and visualizations.

The proposed solution includes the national standard of interoperability for information exchange between IS in the context of PTBR and SMART architecture. BI techniques were used to extract external data and produce reports to the Ministry of Health (MS) policy makers in a timely and friendly way, supporting therefore the decision-making process.

PTBR National Interoperability Model (MNI-PTBR)

According to Brasil (2018) and Rodrigues et al. (2013), a broad interoperability requires cooperation agreements in three levels: technical, semantic and organizational. The first level relates to the capability of two or more systems to communicate for data exchange; the second one is related to the content definition in a controlled vocabulary. Finally, the last level refers to the cooperation between organizations, obtained by aligning processes.

Regarding PTBR, the ISs of the NTs were developed based on the local demands and did not observe pertinent issues related to information sharing. This resulted in lack of standardization of both vocabulary and data interchange, which implied, therefore, great challenges to achieve broad interoperability.

In this context, the data dictionaries of the telehealth systems databases of the main NTs were analyzed aiming at the standardization of data representation and definition of unique terminologies to be applied to the data interchanged with SMART. Both the primary activities (teleconsulting, telediagnosis, SOF and tele-education) and secondary activities (implementation planning, articulation and monitoring of the offered services) of NTs were identified during that analysis. The public health information systems were also evaluated in order to verify the univocal identifiers already used in Brazil.

Table 1 shows the public databases used with the adopted univocal identifiers. A minimum dataset to be adopted in Brazil for the ISs in the context of PTBR and the definition of data exchange among these systems
Table 1. Public database used for data exchanging in telehealth systems.

| Database   | Used terminology                                                                                   |
|------------|---------------------------------------------------------------------------------------------------|
| CNES1      | CNES code for identification of the health establishment; (CPF of the health professional, CNES code and CBO code) to identify the health professional’s affiliation; INE code to identify the health team; |
| IBGE2      | IBGE Code to identify cities, federal units and regions of Brazil;                                 |
| CBO3       | CBO code for identification of health professionals’ occupation and 4 first digits identify the occupation’s category; |
| ICD 104    | ICD Code 10 for classification of teleconsulting diseases;                                          |
| ICPC 25    | ICPC 2 code for classification of teleconsulting diseases;                                          |
| DeCS® of Bireme6 | DeCS Code to identify the themes of tele-education activities;                                      |
| SIA/SIH7   | SIA/SIH code to classify the type of exam of the telediagnosis.                                     |

1 National Registries of Health Services (CNES) updated by the Department of Health Informatics (DATASUS), whose function is to be available information on the current conditions of the physical infrastructure and the functioning of the health services in the country. 2 Brazilian Institute of Geography and Statistics (IBGE) is the agency responsible for the official collection of statistical, geographic, cartographic, geodetic and environmental information in Brazil. 3 Brazilian Classification of Occupations (CBO), identifier code of occupations in the job market for classificatory purpose to the administrative and domiciliary registries, available by the Ministry of Labor. 4 International Statistical Classification of Diseases and Related Health Problems (ICD-10) is published by the World Health Organization (WHO) and aims to standardize the diseases codes and other problems related to health. 5 International Classification of Primary Care (ICPC 2). Its main objective is to classify issues related to people, not diseases. It allows the classification of both the problems diagnosed by health professionals and the reasons for the consultation and the answers. 6 The trilingual and structured vocabulary DeCS - Health Sciences Descriptors - was created by the Latin American and Caribbean Center on Health Sciences Information (BIREME) for use in indexing articles from scientific, journals, books, congress proceedings, technical reports, and other types of materials, as well as for searching and retrieving subjects from the scientific literature in LILACS, MEDLINE and other data bases. 7 Hospital and Outpatient Information System (SUS/SIA) updated by DATASUS. The SIA/SUS comprises data on the number of outpatient procedures that were performed under SUS coverage, either at the public or at the private network.

Table 1. Public database used for data exchanging in telehealth systems.

and SMART were specified as a result of this research and it was based on NT5 (Brasil, 2014).

Each service offered by PTBR has a message format for data exchange; a data-schema definer to verify which attributes are expected and whether the possible values for each attribute are consistent; and a web service to receive the production data of the NTs. Technical details of MNI-PTBR are available in SMART (Sistema... , 2018).

Considering the above-mentioned challenges, technical interoperability was overcome with the use of web services to promote the intercommunication between the heterogeneous systems. JSON was the data format adopted for information exchange. Semantics is guaranteed through the definition of the terminologies used for data exchange, which is validated through the proposed schema files. Finally, organizational interoperability is achieved through cooperation policies between MS and the NTs, the definition of the business process and the regulation for the exchange of information between the ISs of the NTs and SMART.

Data warehouse project

The dimensional modeling of SMART’s DW was implemented based on the lifecycle principles of Kimball and Ross (2013), in which the business processes are initially identified and then followed by the properly definition of the granularity, dimensions and facts. This schema, called star schema, was used and it consists of a fact table that contains the process metrics, which are linked to other tables called dimension tables responsible for contextualizing the facts.

The guiding document for SMART’s development was NT5 (Brasil, 2014), which includes the performance indicators used to measure and evaluate the actions of telehealth in Brazil. Five business processes were identified based on NT5 and the monitoring electronic spreadsheets used by PTBR coordination: 1) analysis of teleconsulting production; 2) analysis of SOF production; 3) analysis of telediagnosis production; 4) analysis of participations in tele-education and; 5) analysis of the impact of telehealth coverage.

Each business project is composed of one or more data marts, consisting of one or more star schemas. Therefore, the fact tables that compose the star schema initially have facts related to the indicator blocks in NT5. The main dimension tables that surround the fact tables are: time, with month granularity; localization, with health establishments granularity; and the telehealth center.

SMART architecture

The external actors of the architecture and how they influence the solution’s requirements and restrictions, as well as an overview of the components and their collaborative interaction with one another and the external environment to consistently perform the reception of the production data sent by the NTs are presented in Figure 1.

The external actors are the NTs, the MS, the citizens, the PNTs and the SOF platform, which is maintained by Bireme. The citizens have access to the public...
The PNTs are responsible for sending the NT’s production. The Bireme platform sends data related to the SOF’s elaboration flow. The MS includes the National Coordination of Telehealth (CNPTBR) and the General Coordination of Basic Health Care Management (CGGAB). The CNPTBR manages all administrative processes of its coordination through the web portal and it also monitors the information of the telehealth activities with tools that allow an integrated data overview. These tools are also available to the NTs, although they can only view information related to their activities. CGGAB manages all the financial incentive flow of monthly funding for the intercity and interstate NTs.

The external parties of the architecture interact with its functionalities through the User Interface (UI) and the Web Service Interface (WSI). The UI, a graphic interactive interface based on web development technologies, is composed by the Business Applications (BAP), the Ad hoc Analysis (ADHOC) and the Data Visualization Dashboard (DVD). The WSI exposes the operations provided by the Interaction Service (ISE) and Data Acquisition & Delivery (DAD) components to the endpoints.

The Security Component (SEC) is responsible to ensure SMART privacy, authenticity, integrity and confidentiality and it can be accessed from any point in the architecture. Encryption was used in the communication channel between the NT’s IS and SMART in order to ensure that the information will not be modified by unauthorized third parties. A pre-shared security key was used to ensure that the received data is actually from an authorized telehealth system and that it actually belongs to the sending NT. Authentication of only authorized people has been accredited by Sabiá, a national authentication service that provides a unique identifier for each user. The access permissions to certain areas of the architecture have been set at the user, group, and role level.

The architecture has several interfaces to provide administrative functions and business flow process. However, addressing each one of them is out of the scope of this work and they are represented by the Business Applications (BAP) component. The business logic for each one of the interfaces is implemented by the Business Process (BP) component.

One of the premises of the architecture is the supply of information in an efficient and reliable way, providing autonomy and agility for decision making. Therefore, the Ad hoc Analysis (ADHOC) and Data Visualization Dashboard (DVD) tool was developed for that purpose. The ADHOC component allows the drill-down, roll-up, slide-dice and pivot operations, as well as the dynamic filters inherent to the OLAP tool. Data can be visualized in table, graphic and maps formats. The user can save queries or customize them. The DVD enables the simultaneous monitoring of several information in various types of views such as tables, graphs or maps in a single environment.

Figure 2 presents the three main components directly related to the architecture’s objective: Data Aggregation & Delivery Information (DAGDI), Interaction Services (ISE) and Data Acquisition & Delivery (DAD) components to the endpoints.

The Security Component (SEC) is responsible to ensure SMART privacy, authenticity, integrity and confidentiality and it can be accessed from any point in the architecture. Encryption was used in the communication channel between the NT’s IS and SMART in order to ensure that the information will not be modified by unauthorized third parties. A pre-shared security key was used to ensure that the received data is actually from an authorized telehealth system and that it actually belongs to the sending NT. Authentication of only authorized people has been accredited by Sabiá, a national authentication service that provides a unique identifier for each user. The access permissions to certain areas of the architecture have been set at the user, group, and role level.

The architecture has several interfaces to provide administrative functions and business flow process. However, addressing each one of them is out of the scope of this work and they are represented by the Business Applications (BAP) component. The business logic for each one of the interfaces is implemented by the Business Process (BP) component.

One of the premises of the architecture is the supply of information in an efficient and reliable way, providing autonomy and agility for decision making. Therefore, the Ad hoc Analysis (ADHOC) and Data Visualization Dashboard (DVD) tool was developed for that purpose. The ADHOC component allows the drill-down, roll-up, slide-dice and pivot operations, as well as the dynamic filters inherent to the OLAP tool. Data can be visualized in table, graphic and maps formats. The user can save queries or customize them. The DVD enables the simultaneous monitoring of several information in various types of views such as tables, graphs or maps in a single environment.

Figure 2 presents the three main components directly related to the architecture’s objective: Data Aggregation & Delivery Information (DAGDI), Interaction Services (ISE) and Data Acquisition & Delivery (DAD). It is also worth mentioning the Asynchronous Task Queue Manager (ATQM) service, which enables the execution of potentially long operations asynchronously. It is used in the architecture to guarantee performance and scalability since it allows the execution of simultaneous and distributed tasks on more than one server. Values highlighted by circles are used in the activity flowchart (Figure 3) to indicate in which subcomponent each activity is occurring.
Interaction Service (ISE) is responsible for enabling the intercommunication with the NTs’ ISs, and its two main subcomponents are the Validation Engine (VE) and the Integration Engine (IIE). The VE performs three validation types on the received data: syntactic, semantic and the business validation. The syntactic
validation analyzes whether the data meet the rules specified in the data schema definitions. The semantic validation checks whether the univocal identifiers exist in the database. Finally, business validation ensures that the policies defined by the MS are fulfilled. The IIE component is responsible for obtaining data related to the univocal identifiers that were not found in the DB transactions database.

Regarding PTBR’s National Interoperability model, the system uses unique identifiers, which are already in use in the public databases in Brazil to guarantee the interoperability of the information exchanged with the heterogeneous NT’s ISs. Therefore, it was necessary to create a mechanism to allow the extraction of the data related to these identifiers and, for performance reasons, this data should be in a local database before receiving the production data sent by the NTs. In addition to these challenges, this architecture should also make this data available to the NTs since they do not have this information in their data dictionaries.

Based on the requirements mentioned above, the Data Acquisition & Delivery (DAD) component was developed. Figure 2 shows that the DAD is able to extract data from different sources and several formats. The DAD is responsible for executing the ETL’s Extract-Transform step, in which data are extracted, go through a cleaning and standardizing process and then are saved in a staging area – “BD Repository” (Kimball and Ross, 2013). All extraction tasks are the responsibility of the Integration Engine (DIE) subcomponent, scheduled by the Job Scheduler (JOB) and executed asynchronously and distributed by the ATQM service. Depending on how often data changes occur, tasks are executed daily, weekly, and monthly. The DIE has resilient data recovery mechanism and when the process is stopped, it continues where it left off. For each data source, there is a specific adapter to make the conversion from the original format to the data model defined in the architecture.

The DAGDI component has two relevant subcomponents: Data Analytical Engine (DAE) and Data Aggregation Engine (DAG). DAE executes the OLAP operations according to the settings defined by the user. The DAG is responsible for the ETL’s Transform-Load step and transforms the original data from the “DB Transaction” and “DB Repository” databases into decision support data according to the predefined transformation rules and algorithms. This data is then loaded into the DW “DB Aggregate”.

**Activity stream overview**

The activity flow for the process of generating decision support data is illustrated in Figure 3. The numbers highlighted by circles are related to Figure 2 and correspond to the point in which the task occurs. There are three scenarios included in the flow. The main one, in which everything happens successfully, is highlighted by the solid black line; the alternative scenario, highlighted by the blue dashed line, occurs only if the univocal identifiers were not in the ISE component transactional database; the exception scenario, highlighted by the red dotted line, occurs when the received data is not accepted, or univocal identifiers are not found. The entire process is initialized from the PNT that sends the data, which is received by the ISE. This component initially verifies the authenticity of the pre-shared key and then, if the data is in accordance with the validation rules defined in the architecture (syntactic, business, and semantic), the production data are saved in their respective relational tables in the “DB Transactions”. Then, three parallel processes are initiated: a success response message is sent to the PNT; an e-mail with a summary report on the received data is sent to the managers responsible for the NT’s IS and; finally, the ATQM service, which includes the task in the execution queue to be further processed by the DAGDI component, is triggered and, at the end, it sends summary e-mails to the managers responsible for the NTs and to the managers of the national coordination.

When the semantic validator does not find the univocal identifiers, the ATQM is triggered and calls the subcomponent IIE to obtain the identifiers data from external sources through the DAD component. At the end of this process, a fail message response is sent to the PNT.

**Implementation**

The adoption of the technologies used to implement the proposed architecture had as main guideline the use of widely accepted and well-known technologies in the scientific research area. Open source technologies were preferable because they can be better explored and extended.

When the DAE receives the user settings, three steps are executed: 1) conversion of the settings into SQL queries; 2) processing of the “DB Aggregate” data in memory and; 3) preparation of these data for later submission to the ADHOC interface. A Python object was implemented to perform steps 2 and 3.

Python was adopted as programming language because it has undoubtedly become the de facto standard for exploratory, interactive, and computation-driven scientific research. Thanks to its high-level interactive nature and its maturing ecosystem of scientific libraries, it is an appealing choice for algorithmic development and exploratory data analysis. (Millman and Aivazis, 2011).

PostgreSQL was chosen because it is considered the most powerful open source spatial database engine. The PostGIS extension was used to provide PostgreSQL...
several spatial data types and over 300 functions for working with these spatial types (Obe and Hsu, 2015). Window Functions and the CUBE, ROLLUP and GROUPING SET operators from the GROUP BY clause allowed the optimization of the SQL queries performance (Jain et al., 2015).

The proposed architecture makes an extensive use of two python libraries called NumPy and Pandas. Both are core SciPy packages that provides low level optimizations for scientific computation across platforms. Pandas provides a common interface for formatting and manipulating data and NumPy provides basic array functionality (McLeod, 2015). NumPy arrays are used for mapping the star schema. Pandas formats and manipulates the data obtained from DB Aggregate.

REST (REpresentational State Transfer) was used as architectural style for implementing the services. RESTful web services are software services published on the web that takes full advantage of the HTTP protocol. We used RESTful API web services because SOAP requires the XML format while RESTful web services can be implemented with multiple formats (XML, JSON, CSV, etc) providing more flexibility to the clients during the interoperability process (Nurseitov et al., 2009; Pautasso, 2014). JSON (JavaScript Object Notation) was used in the project as the format for all data interchange because it has a human-readable representation, can be easily parsed by computers, is faster and uses fewer computational resources compared to the XML format (Changbin and Xu, 2010).

Django was selected because it encourages rapid software development, facilitating the tasks of creating complex, database-driven web applications (Arifin et al., 2017). It supports PostgreSQL and has a powerful ORM (Object Relational Mapping), which provides an abstraction layer to interact with databases. The thirty-party plugin Django REST Framework was used to implement the RESTful API web services. Django’s architecture is known as MTV (Model-Template-View) and it fits with the architecture proposed in this article. The model interacts with PostgreSQL, the templates support data presentation in HTML and the views interact with the RESTful API.

The ATQM service was implemented with Celery, an asynchronous queue/job queue based on distributed message passing (McLeod, 2015), which is of extreme importance to SMART because it abstracts all the complexities of building a distributed task management system.

The communication with the NT’s ISs is encrypted and uses the HTTPS (Hypertext Transfer Protocol Secure) protocol, which provides a layer for the HTTP traffic over the TLS/SSL encrypted transport protocols to ensure confidentiality and integrity. HTTPS is the dominant protocol to make web traffic secure (Kranich and Bonneau, 2015).

The experiments were performed with Locust, which is an open source platform that allows the load tests configuration to simulate virtual users sending requests at the same time (Sernadela et al., 2017).

Experiments

Regarding the activity flow overview in Figure 3, after receiving the production data, the system performs two tasks. It firstly processes the received data (ISE component) and at the end it invokes the ATQM service to asynchronously transform the data (DAGDI component) into a decision support data format in the data warehouse (DW). The ISE component is critical in the structure because it has to ensure that the data is received and consistently processed, regardless of its volume. In this scenario, the tests aim to verify the reliability of the application under a high workload during the reception and processing of the production data. Therefore, performance tests simulating the sending of teleconsulting (TC), telediagnosis (TD) and participations of tele-education (TE) data to the production environment were executed.

According to Sharmila and Ramadevi (2014), the performance tests are executed to verify the system behavior under high and excessive load conditions. To execute performance tests, Kundu (2012) recommends creating realistic scenarios with medium and heavy workloads obtained from past data. Our tests were based on these two conditions and they focused on assessing the robustness of the architecture. Table 2 shows an initial analysis performed on the period of May/2016 to April/2018. The maximum data volume was used since the objective of the tests was to check the behavior of the architecture under extreme workload.

Currently, 18 PNTs send production data from 55 NTs to SMART. To assess the simultaneous data sending from

| Type of activity        | Average data volume | Maximum data volume |
|-------------------------|---------------------|---------------------|
|                         | Number of records   | Data size (MB)      | Number of records   | Data size (MB)      |
| Teleconsulting          | 247                 | 0.07                | 3812                 | 1.04                |
| Telediagnosis           | 11627               | 3.69                | 53195               | 14.25               |
| Tele-education          | 295                 | 0.04                | 3798                 | 0.46                |

Table 2. Historical data with average and maximum production volumes (May/16 to Apr/18).
the PNTs, two series of experiments were performed. In the first one, the number of users was equal to the number of PNTs and the sent data was relative to a period of 60 months. This experiment involved 3300 submissions per activity, resulting in 9900 requests in 104 minutes. In the second experiment, the number of PNTs and NTs were doubled. The period of 30 months was considered in order to maintain the same request numbers and the experiment lasted 101 minutes. In both scenarios, each PNT randomly sent data from each type of activity.

The experiment was designed to resemble the real scenario. The infrastructure used to assemble the test environment consists of four virtual servers with the same configuration: 16 v-cores Intel (R) Xeon (R) CPU E5-2670 @ 2.60GHz, 16GB RAM with Debian GNU / Linux 9 operating system, connected to a 1Gbps network. The first server hosted the ISE and ATQM components. The DAGDI was deployed in the second sever and the DAD and the database was installed in the third and fourth server respectively. Since the purpose of the test was to measure ISE performance, no metrics for the DAGDI component were included. The third server was not used in the tests since the univocal identifiers were already in the database. The simulated data followed the flow highlighted by the solid line shown in Figure 3. In addition to the servers, there was also a client on the same network. The client was a desktop machine that simulated the virtual PNTs and has the following configuration: Intel Core i7 @ 2.2GHz quad core, 16GB RAM with OS X Sierra operating system.

In order to quantify the performance under the considered workloads, different measures were taken during the experiments. Asadollah and Chiew (2012) suggests the use of the response time (RT), transmission time (TT) and processing time (PT) to assess the performance of a web service. In this article, RT is the time between the data sending and response receiving (difference between points 1 and 16 in Figure 2). PT is the time between the request receiving and the response sending (difference between points 2 and 12 in Figure 2). TT is the difference between RT and PT, which is directly influenced by the network layer (Cito et al., 2015). For a better accuracy of the PT metric, the architecture was adjusted to record the date and time at the moment of the data receiving (point 2 of Figure 2) and at the moment of the response sending (point 12 of Figure 2).

In addition to these metrics, the following measures were performed in order to check which ISE subcomponents affect its processing time: the validation time (VT), which corresponds to the sum of the subcomponents execution times (3, 4 and 5 in Figure 2); the time to save the data (ST) in the database (point 11 in Figure 2); and the time to obtain data of the univocal identifiers (difference between points 10 and 8 in Figure 2). Since the data of the univocal identifiers were already in the database, the time to obtain data of the univocal identifiers was always zero and this measure was discarded.

## Results

This section presents the results of the metrics obtained from the experiments. Line graphs were used for a general analysis of the time data (Cannata et al., 2014; Cito et al., 2015). To obtain a more detailed view of the processing times distribution, the histogram graph was used (Hsieh et al., 2012).

In order to standardize the variation of the response times, the simple moving average (SMA) was applied in 100 observations (Cito et al., 2015). Figure 4 shows 6 graphs and compares the performance of the SMART’s architecture during the first experiment (with 18 users) and the second one (with 36 users). Graphs 4 (a), 4 (b) and 4 (c) display the raw data of the response times (y-axis) of each submission (x-axis) and the number of failures (exceptions) occurred during the experiment for teleconsulting, telediagnosis and tele-education services respectively. The graphs clearly show that no exceptions were detected in a total of 19800 requests. Graphs 4 (d), 4 (e) and 4 (f) display the response and processing time (y-axis) in a range of 100 requests (y-axis) for the same services. It is evident that when the number of simultaneous users was doubled, RT increased approximately in the same proportion for teleconsulting and telediagnosis, but it practically quadrupled for tele-education. However, the PT values remained practically the same when compared to the RT in the graphs Figures 4d, e and f of each activity. The data of the second experiments is more volatile, probably caused by the network layer. Around the time points between 1500 and 2000 requests, there is a small increase in the PT, visually noticeable for teleconsulting. That increase is not alarming enough to be considered a significant change.

Table 3 presents the numerical results of the minimum, maximum, mean and standard deviation of the metrics used in Figure 4. The values are highlighted by the type of service for each experiment.

Figure 5a, b and c concerns to the distribution histogram of the processing times of the first experiment and Figure 5d, e and f of the second one, whose minimum and maximum values are shown in Table 3. The longest tail of the distribution is on the right, indicating the occurrence of longer times with low frequency, visually noticed in Figures 5b, e, and f. They can be considered outliers, atypical values. The red dashed line represents the distribution curve where the mean is the NT and the standard deviation describes the dispersion of the sample. The vertical dotted lines represent the 5th, 50th (median),
Figure 4. Performance evaluation of SMART architecture during processing of a high workload (18 users) and in extreme conditions (36 users).

Figure 5. Histograms of the distribution of processing time of the experiment with 18 concurrent users (a, b, c) and with 36 (d, e, f).

Table 3. Response, processing and transmission times of the experiments.

| Type   | User | RT (seconds) | PT (seconds) | TT (seconds) |
|--------|------|--------------|--------------|--------------|
| TC     | 18   | 7.72         | 14.27        | 9.79         | 0.82         | 7.44 | 11.30 | 9.21 | 0.61 | 0.12 | 4.90 | 0.58 | 0.55 |
| TC     | 36   | 11.94        | 27.59        | 20.43        | 2.22         | 7.54 | 11.66 | 9.47 | 0.59 | 2.06 | 18.19 | 10.96 | 2.19 |
| TD     | 18   | 14.90        | 24.18        | 17.18        | 1.06         | 14.71 | 21.44 | 16.77 | 0.92 | 0.12 | 4.91 | 0.61 | 0.53 |
| TD     | 36   | 19.26        | 36.25        | 28.03        | 2.35         | 15.23 | 24.44 | 17.12 | 0.91 | 1.52 | 18.23 | 10.91 | 2.16 |
| TE     | 18   | 1.54         | 6.72         | 2.34         | 0.59         | 1.37 | 2.48 | 1.79 | 0.19 | 0.10 | 4.89 | 0.56 | 0.54 |
| TE     | 36   | 5.93         | 19.61        | 12.77        | 2.15         | 1.43 | 2.82 | 1.85 | 0.17 | 4.13 | 17.63 | 10.92 | 2.14 |

Columns: RT is the response time, PT is the processing time and TT the transmission time or latency. Min is the minimum value of the sample, Max is the amplitude, AVG and the mean and SD is the standard deviation. The lines are: TC for teleconsulting, TD for telediagnosis and TE for participations in tele-education; 18 is the experiment with high workload, simulating 18 users at the same time and 36 the experiment with extreme workload.
95th and 99th percentiles and their respective values for teleconsulting in seconds are 8.26, 9.2, 10.26 and 99.70 in the first experiment and, 8.51, 9.46, 10.45 and 10.91 in the second experiment. For telediagnosis, the 5th, 50th, 95th and 99th percentiles of the first experiment were respectively 15.46, 16.69, 18.36 and 19.19, while the values for the second experiment are 15.83, 17.05, 18.65 and 19.45. For tele-education, the 5th percentile was 1.49, the 50th was 1.77, the 95th was 2.12 and the 99th was 2.25 in the first experiment and 1.57, 1.84, 2.17, 2.30 respectively for the 5th, 50th, 95th and 99th percentiles in the second experiment. The 5th percentile of teleconsulting in the first experiment (Figure 5a) was 8.26 seconds, which shows that only 5% of processing times occur below 8.26 seconds, the 50th (median), shows that 50% of the times are below 9.20 seconds and the other 50% above, the 95th percentile indicates that 95% of production submissions were completed in 10.26 seconds or less. Lastly, the 99th percentile shows that every 1 in 100 submissions occurred in 10.70 seconds. The same reasoning is applied to the percentiles of the other figures.

Discussion

In this article, we analyzed SMART’s performance under high and extreme workloads. The results of the experiments show that despite the increase in RT over the different workloads, the PT remains practically the same, which leads to the conclusion that the RT was influenced by the transmission time caused by the network layer. This can be easily observed in the values in Table 3, and it is more evidenced for tele-education, in which the TT average (0.56) of the first experiment rose up to 10.92 in the second experiment. The tele-education TT was much larger than the other activities. The reason for this difference is that in the test script, each user randomly sends data from each service and when a user sends tele-education data, the others are sending telediagnosis and teleconsulting. This increase, therefore, the network traffic and, as the PT for tele-education is smaller, there is consequently a greater wait for the response.

In general, the histograms presented in Figure 5 show that the data are approximately symmetrical in relation to the mean, which can be confirmed when the values of the averages (Table 3) and the medians (50th percentile) are checked and they are practically the same. However, there is a slight tendency for the data to be concentrated in the lowest times. In Figure 5a, 51.12% are to the left of the mean while in Figure 5b, c, d, e and f the values correspond respectively to 53.42%, 52.42%, 50.8%, 52.39%, 51.76%.

Based on Figure 5d, e and f and on the low standard deviations of the processing times presented in Table 3, it is clear that despite the workload had doubled, the processing time remained practically the same and the performance of the architecture remained stable over the average in the two experiments, which was also observed in the histogram of Figure 5. The tests results show that the system has good robustness and quality since no failure and no error responses were recorded.

As a future work, we suggest the implementation of a mechanism capable of asynchronously saving the received data in a database since the empirical results showed that 79.92% (teleconsulting), 23.13% (telediagnosis) and 18.40% (tele-education) of the total processing time were spent to save the data in the database.

The main contributions of this research are: (a) the definition of a minimum data model applied in the development of IS within the PTBR framework; (b) a national standard of interoperability for the data interchange between ISE in the context of the PTBR; (c) creation of a web service oriented architecture to integrate telehealth platforms; and (d) the availability of tools that enable managers to efficiently and reliably access relevant information, providing agility and assertiveness to the decision making.
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