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ABSTRACT. In this paper we formulate Donoho and Logan’s large sieve principle for
the wavelet transform on the Hardy space, adapting the concept of maximum Nyquist
density to the hyperbolic geometry of the underlying space. The results provide de-
terministic guarantees for $L_1$-minimization methods and hold for a class of mother
wavelets that constitutes an orthonormal basis of the Hardy space and can be associ-
ated with higher hyperbolic Landau levels. Explicit calculations of the basis functions
reveal a connection with the Zernike polynomials. We prove a novel local reproducing
formula for the spaces in consideration and use it to derive concentration estimates
of the large sieve type for the corresponding wavelet transforms. We conclude with
a discussion of optimality of localization and Lieb inequalities in the analytic case by
building on recent results of Kulikov, Ramos and Tilli based on the groundbreaking
methods of Nicola and Tilli. This leads to a sharp uncertainty principle and a local
Lieb inequality for the wavelet transform.
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1. Introduction

Let $d\mu^+(z) = \text{Im}(z)^{-2} \, d\mu_{\mathbb{C}^+}(z)$, where $d\mu_{\mathbb{C}^+}(z)$ is the Lebesgue measure in $\mathbb{C}^+$. We
denote the hyperbolic measure of a nonempty set $\Delta \subset \mathbb{C}^+$ by $|\Delta|_h := \int_{\Delta} d\mu^+(z)$ and de-
fine the weighted Lebesgue spaces on $\mathbb{C}^+$ via the norms $\| F \|^p_{L^p(\mathbb{C}^+)} = \int_{\mathbb{C}^+} |F(z)|^p d\mu^+(z)$. Let $0 < R < 1$, and $1 \leq p < \infty$. We will be concerned with inequalities of the type

$$\nu_p(\Delta) = \inf_{f \in \text{Co}L^p(\mathbb{C}^+)} \frac{\int_{\Delta} |W_\psi f(z)|^p d\mu^+(z)}{\int_{\mathbb{C}^+} |W_\psi f(z)|^p d\mu^+(z)} \leq \frac{\rho(\Delta, R)}{C_\psi(R)}.$$  

Here, $W_\psi f$ denotes the continuous analytic wavelet transform of a function $f$ with re-
spect to a wavelet $\psi$, $\text{Co}L^p(\mathbb{C}^+)$ is the wavelet coorbit space with the norm $\| f \|_{\text{Co}L^p(\mathbb{C}^+)} = \| W_\psi f \|_{L^p(\mathbb{C}^+)}$ (see the preliminaries section for precise definitions) and $\rho(\Delta, R)$ is the maximum Nyquist density given by

$$\rho(\Delta, R) := \sup_{z \in \mathbb{C}^+} |\Delta \cap \mathcal{D}_R(z)|_h,$$
where $D_R(z)$ is a disc with respect to the pseudohyperbolic distance on $\mathbb{C}^+$. Sets such that $\rho(\Delta, R) \ll |\Delta|^h$ will be said to be $R$-sparse in the hyperbolic measure.

The problem consists of obtaining the constant $C_\psi(R)$, which is independent of $\Delta$ and grows with $R$. Given such a constant, the estimate (1) shows its full potential for sets $\Delta$ which have low concentration of measure in any hyperbolic disk $D_R(z)$, allowing the use of $L_1$-minimization methods for signal recovery as in [18, 17, 6]. See also [9, 52, 30, 33, 43] for similar concentration estimates.

The inequality (1) will be proven for an orthonormal basis $\{\psi_n^\alpha\}_{n \geq 0}$ of the Hardy space $H^2(\mathbb{C}^+)$ defined via the Fourier transform as

$$\hat{\psi}_n^\alpha(t) := \sqrt{\frac{2^{\alpha+2n}n!}{\Gamma(n+\alpha+1)}} t^{\frac{n}{2}} e^{-t} L_n^\alpha(2t), \quad t > 0,$$

where $L_n^\alpha$, $\alpha > 0$, denotes the generalized Laguerre polynomial of degree $n$,

$$L_n^\alpha(t) = \sum_{k=0}^{n} \frac{(-1)^{k} k!}{n-k} \binom{n+\alpha}{n-k} t^k, \quad t > 0.$$

Note that the normalizing constant for $\psi_n^\alpha$ is chosen such that $\|\hat{\psi}_n^\alpha\|_{L^2(\mathbb{R}_+, t^{-1})}^2 = 4\pi/\alpha$, and $\|\psi_n^\alpha\|_2^2 = 1$. This family was also the central object of [7] where conditions for frames generated by orbits of Fuchsian groups in terms of a Nyquist-rate were obtained. The family $\{\psi_n^\alpha\}_{n \geq 0}$ is connected to the eigenspaces of the Maass Laplacian (see Section 2.2), a Schrödinger operator that is of central importance in number theory due to its role in the theory of Maass forms [39], and Selberg trace formulas [47], as well as in physics, where the pure point spectrum of the Maass Laplacian admits an interpretation as a hyperbolic analogue of the Euclidean Landau levels [14]. It has been shown in [7] that these wavelet eigenspaces are $PSL(2, \mathbb{R})$ invariant (a convenient property to define point processes [2]) and also that, assuming reasonably mild restrictions on $\psi$ (see Theorem 3 in [7]), this is essentially the only choice with such property (see Theorem 3 in [7]). The sequence $\{\psi_n^\alpha\}_{n \geq 0}$ also arises as the best localized functions of Daubechies and Paul’s localization problem in the wavelet domain [16], and have been used as time-scale tapers in spectral estimation [10] under the name of Morse wavelets. It should be noticed that the slightly different choice of wavelets whose Fourier transforms are a constant multiple of $t^{\frac{\alpha+1}{2}} e^{-t} L_n^\alpha(2t)$ (note the different exponent of $t$) leads to the polyanalytic Bergman structure discovered by Vasilevski [53] (see [31, 1, 12] for these special choices in connection to poly-Bergman spaces, which are also fundamental in the theory of the affine Wigner distribution [11] and in commutative algebras of Toeplitz operators [54]). What we would like to emphasize is that, in the STFT case, Hermite functions lead both to the polyanalytic structure and the Euclidean Landau levels [6], but, for the wavelet transform, the choices leading to Vasilevski’s polyanalytic decomposition...
structure [53] are different from those leading to the $\text{PSL}(2,\mathbb{R})$ invariant hyperbolic Landau level eigenspaces.

Our proof of (1) starts with a general Schur-type argument, as in [6]. Then the explicitly defined constant $C_{\psi_\alpha_n}(R) = C_{\alpha_n}(R)$ is computed using the following local reproducing formula for the wavelet coefficients:

$$W_{\psi_\alpha_n} f(z) = \frac{1}{C_{\alpha_n}(R)} \int_{D_R(z)} W_{\psi_\alpha_n} f(w) K_{\psi_\alpha_n}(z, w) d\mu(w), \quad z \in \mathbb{C}^+.$$  

Proving this formula will constitute a significant part of the paper. In [6], a local reproducing formula for the short-time Fourier transform (STFT) with Hermite windows was proven using the well-known correspondence between the STFT and complex Hermite polynomials, which are orthogonal in concentric discs of the plane. Since we could not find a similar correspondence for wavelets in the literature, we have computed the wavelet transforms $W_{\psi_\alpha_n} \psi_\alpha_m$, and the result yields a correspondence (up to a conformal map) to the well known Zernike polynomials in the disc [55], defined in terms of Jacobi polynomials in a fashion reminiscent of the definition of the complex Hermite polynomials using Laguerre functions [22, 32]. This allows us to show the following orthogonality in concentric pseudohyperbolic discs:

$$\int_{D_R} W_{\psi_\alpha_n} \psi_\alpha_m(z) W_{\psi_\alpha_n} \psi_\alpha_k(z) d\mu(z) = C_{\alpha_n}(R) \delta_{m-k}.$$  

The case $n = m$ of this orthogonality relation is then sufficient to show (3). This is a fundamental step in our derivation of the estimates of the maximal Nyquist rate, where the radial nature of the basis functions plays a role. Localization problems have been considered for other transforms (e.g., [41, 40]), but it is not clear how to obtain local reproducing formulas in such settings.

For $p = 1$, $\nu_1(\Delta) < 1/2$ implies that

$$\|W_\psi f \cdot \chi_\Delta\|_{L^1(\mathbb{C}^+)} < \frac{1}{2} \|W_\psi f\|_{L^1(\mathbb{C}^+)},$$

meaning that for every signal $f \in \text{Co} L^1(\mathbb{C}^+)$, $W_\psi f(z)$ is sparse (low concentration on $\Delta$). By generalizing an observation of Donoho and Stark for bandlimited discrete functions [18, Theorem 9], we obtain an interesting reconstruction result. In the absence of noise, if $\nu_1(\Delta) < 1/2$ and we only sense the projection of a general $W_\psi f(z)$, $f \in \text{Co} L^1(\mathbb{C}^+)$ on $\Delta^c$, then $W_\psi f(z)$ can be perfectly reconstructed as the solution of the $L^1$-minimization problem

$$W_\psi f = \arg\min_{h \in \text{Co} L^1(\mathbb{C}^+)} \|W_\psi h\|_{L^1(\mathbb{C}^+)}, \quad \text{subject to } W_\psi h|_{\Delta^c} = W_\psi f|_{\Delta^c}.$$  

Besides this result, condition (4) allows several signal approximation and recovery scenarios by using $L_1$-minimization [6].
A simple example shows that good estimates for \( \nu_p(\Delta) \) can be obtained if \( \Delta \) is sparse in the hyperbolic measure (low concentration in any disc \( \mathcal{D}_R(z) \)). Consider first \( \Delta_1 = \mathcal{D}_R \). Then \( \rho(\Delta_1, R) = |\mathcal{D}_R|_h \). Now if \( \Delta_2 = \mathcal{D}_R \cup (\mathcal{D}_{R+2\delta} - \mathcal{D}_{R+\delta}) \), with \( 0 < \delta < R < 1/2 \), then \( \rho(\Delta_2, R + \delta) = |\mathcal{D}_R|_h \). This gives the example of two sets \( \Delta_1, \Delta_2 \) with \( |\Delta_1|_h < |\Delta_2|_h \) but with an estimate for \( \nu_p(\Delta_2) \) better than the estimate for \( \nu_p(\Delta_1) \), since \( \rho(\Delta_2, R + \delta)/C_\psi(R + \delta) < \rho(\Delta_1, R)/C_\psi(R) \) (because, as we will see, in the estimates of the form (1), \( C_\psi(R) \) is independent of \( \Delta \) and grows with \( R \)). This elementary observation already hints in the direction that motivated Donoho and Logan, as well as our previous work \[6\]: if a set is poorly concentrated in discs of big enough fixed radius \( R \) (‘\( R \)-sparse’), then \( \nu_p(\Delta) < \frac{1}{2} \).

Another interesting setting where the maximum Nyquist rate can be estimated is the hyperbolic Cantor set \[4\]. This has been done in \[37\], Section 3.1 using our concept from \[6\], and a similar calculation applies to the wavelet case. This approach may help in dealing with more general hyperbolic fractal sets, adapting the concept of porous sets from the time-frequency plane \[36\].

The problem of estimating \( \nu_p(\Delta) \) is closely connected to the study of localization operators first introduced by Daubechies \[15\] in the time-frequency domain and by Daubechies and Paul in the wavelet domain \[16\]. An analysis similar to the one in \[6\] shows that our estimates fall short from being sharp. However, in the analytic case \( n = 0 \) it was recently shown by Ramos and Tilli \[48\] that pseudohyperbolic disks maximize \( \nu_2(\Delta) \) among all sets \( \Delta \) of a given hyperbolic measure, using methods from the breakthrough paper \[44\], where the analogue result for the time-frequency case has been obtained. For a discussion of optimal norm bounds for localization operators with non-binary symbols, see \[45, 50\]. We include a section where we derive some direct consequences of the results in \[48\], including a local Lieb inequality, an analogue of Theorem 5.2 in \[44\]. This requires a Lieb-type inequality for the Wavelet transform, that, as we shall see, has recently been proved in a slightly disguised form by Kulikov \[38\], Theorem 1.2.

The outline of the paper is as follows. In Section 2, we gather all the concepts required to follow the paper in a relatively self-contained manner. In Section 3 we illustrate the connection between the basis functions \( W_{\psi_m}^{\alpha_n} \psi_m^\alpha \) and the Zernike polynomials. Then the double orthogonality of these basis functions in concentric pseudohyperbolic discs and the resulting local reproducing formula are proved. With these formulas at hand, we show our large sieve estimates in Section 4. Section 5 is devoted to optimality results in the analytic setting, concluding with a local Lieb uncertainty principle for analytic wavelets and a short discussion about general Lieb inequalities. The computation of the
LARGE SIEVE PRINCIPLES FOR THE WAVELET TRANSFORM

basis functions $W_{\psi}^{a,b}$, the explicit formulas for the reproducing kernels, and a proof of the integrability of the mother wavelets are left to the Appendix.

2. Preliminaries

We use the following convention for the Fourier transform: for $f \in L^1(\mathbb{R})$, its Fourier transform $\hat{f}$ is defined as

$$\hat{f}(\xi) = \mathcal{F}(f)(\xi) := \int_{\mathbb{R}} f(t)e^{-i\xi t} dt, \quad \xi \in \mathbb{R}.$$  

By standard arguments, the Fourier transform extends to $L^2(\mathbb{R})$ and Plancherel’s formula holds

$$\langle f_1, f_2 \rangle = \frac{1}{2\pi} \langle \hat{f}_1, \hat{f}_2 \rangle, \quad \text{for } f_1, f_2 \in L^2(\mathbb{R}).$$

We use the basic notation for $H^2(\mathbb{C}^+)$, the Hardy space on the upper half plane, of analytic functions in $\mathbb{C}^+$ with the norm

$$\|f\|_{H^2(\mathbb{C}^+)} = \sup_{0 < s < \infty} \int_{-\infty}^{\infty} |f(x + is)|^2 dx < \infty.$$  

To simplify the computations it is often convenient to use the equivalent definition (since the Paley-Wiener theorem [19] gives $\mathcal{F}(H^2(\mathbb{C}^+)) = L^2(\mathbb{R}^+)$$)

$$H^2(\mathbb{C}^+) = \{ f \in L^2(\mathbb{R}) : (\mathcal{F}f)(\xi) = 0 \text{ for almost all } \xi < 0 \}.$$  

2.1. The Continuous Wavelet Transform.

2.1.1. The affine group. Consider the $ax + b$ group (see [25, Chapter 10] for the listed properties) $G \sim \mathbb{R} \times \mathbb{R}^+ \sim \mathbb{C}^+$ with the multiplication

$$(x, s) \cdot (x', s') = (sx + x', ss').$$

The identification $G \sim \mathbb{C}^+$ is done by setting $(x, s) \sim x + is$. The neutral element of the group is $(0, 1) \sim i$ and the inverse element is given by $(x, s)^{-1} = (-\frac{x}{s}, \frac{1}{s}) \sim -\frac{x}{s} + is$. The $ax + b$ group is not unimodular, since the left Haar measure on $G$ is $\frac{dxds}{s^2}$ and the right Haar measure on $G$ is $dxdx$. Throughout this paper we will follow the convention that for $z, w \in \mathbb{C}^+$, $zw$ denotes the product of two complex numbers and $z \cdot w$ denotes the above group multiplication induced by the affine group. For a set $\Delta \subset \mathbb{C}^+$ we define $\Delta^{-1} := \{ z \in \mathbb{C}^+ : z^{-1} \in \Delta \}$. The left Haar measure of a set $\Delta \subseteq G$

$$|\Delta| = \int_{\Delta} \frac{dxds}{s^2},$$

equals, under the identification of the $ax + b$ group with $\mathbb{C}^+$, the hyperbolic measure

$$|\Delta| = |\Delta|_h := \int_{\Delta} \text{Im}(z)^{-2} d\mu_{\mathbb{C}^+}(z),$$
where $d\mu_{\mathbb{C}^+}(z)$ is the Lebesgue measure in $\mathbb{C}^+$. We will write
\begin{equation}
(5)
d\mu^+(z) = \text{Im}(z)^{-2}d\mu_{\mathbb{C}^+}(z).
\end{equation}

2.1.2. The continuous wavelet transform. For every $x \in \mathbb{R}$ and $s \in \mathbb{R}^+$, define the translation operator $T_x : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ by $T_x f(t) = f(t-x)$, and the dilation operator $D_s : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ by $D_s f(t) = \frac{1}{\sqrt{s}} f(t/s)$. Let $z = x + is \in \mathbb{C}^+$ and define the unitary representation $\pi : G \to \mathcal{U}(H^2(\mathbb{C}^+))$
\begin{equation}
(6)
\pi(z)\psi(t) := T_x D_s \psi(t) = s^{-\frac{1}{2}} \psi(s^{-1}(t-x)), \quad \psi \in H^2(\mathbb{C}^+).
\end{equation}
To properly define the wavelet transform, one needs to take into account that the $ax+b$ group is not unimodular which requires the following additional condition on the integrability of $\psi \in H^2(\mathbb{C}^+)$
\begin{equation}
(7)
0 < \|\mathcal{F}\psi\|_{L^2(\mathbb{R}^+,dt)}^2 =: C_\psi < \infty.
\end{equation}
Functions satisfying (7) are called admissible and the constant $C_\psi$ is the admissibility constant. The continuous analytic wavelet transform of a function $f$ with respect to a wavelet $\psi$ is defined as
\begin{equation}
(8)
W_\psi f(z) = \langle f, \pi(z)\psi \rangle_{H^2(\mathbb{C}^+)} = \frac{1}{\sqrt{s}} \int_\mathbb{R} \tilde{f}(t) \tilde{\psi}\left(\frac{t-x}{s}\right) dt, \quad z = x + is \in \mathbb{C}^+,
\end{equation}
where $\tilde{f}(t) = \lim_{y \to 0^+} f(t + iy)$. Using $\mathcal{F}(H^2(\mathbb{C}^+)) = L^2(\mathbb{R}^+)$, this can also be written (and we will do it as a rule to simplify the calculations) as
\begin{equation}
(9)
W_\psi f(z) = \frac{\sqrt{s}}{2\pi} \int_{\mathbb{R}^+} (\mathcal{F}f)(\xi) e^{ix\xi}(\mathcal{F}\psi)(s\xi) d\xi.
\end{equation}
As proven recently in [29], $W_\psi f(z)$ only leads to analytic (Bergman) phase spaces for a very special choice of $\psi$, but it is common practice to also call it continuous analytic wavelet transform for general wavelets $\psi$. The orthogonality relation
\begin{equation}
(10)
\int_{\mathbb{C}^+} W_{\psi_1} f_1(z) \overline{W_{\psi_2} f_2(z)} d\mu^+(z) = \langle \mathcal{F}\psi_1, \mathcal{F}\psi_2 \rangle_{L^2(\mathbb{R}^+,dt)} \langle f_1, f_2 \rangle_{H^2(\mathbb{C}^+)},
\end{equation}
is valid for all $f_1, f_2 \in H^2(\mathbb{C}^+)$ and $\psi_1, \psi_2 \in H^2(\mathbb{C}^+)$ admissible. Setting $\psi_1 = \psi_2 = \psi$ and $f_1 = f_2$ in (10) then gives
\begin{equation}
(11)
\int_{\mathbb{C}^+} |W_\psi f(z)|^2 d\mu^+(z) = C_\psi \|f\|^2_{H^2(\mathbb{C}^+)},
\end{equation}
that is, the continuous wavelet transform is a multiple of an isometric inclusion $W_\psi : H^2(\mathbb{C}^+) \to L^2(\mathbb{C}^+)$. Setting $\psi_1 = \psi_2 = \psi$ and $f_2 = \pi(z)\psi$ in (10) also shows that for
that we can choose equipped with the natural norm \( \| \cdot \| \).

We will show in Appendix 2.2. Hyperbolic Landau Level Spaces.

\[ W_\psi (H^2 (\mathbb{C}^+)) := \{ F \in L^2 (\mathbb{C}^+, \mu^+) : F = W_\psi f, \ f \in H^2 (\mathbb{C}^+) \} \]

is a reproducing kernel subspace of \( L^2 (\mathbb{C}^+) \) with kernel

\[ K_\psi (z, w) = \frac{1}{C_\psi} \langle \pi (w) \psi, \pi (z) \psi \rangle_{H^2 (\mathbb{C}^+)} = \frac{1}{C_\psi} W_\psi (w^{-1} \cdot z), \]

and \( K_\psi (z, z) = \| \psi \|_2^2 / C_\psi. \) The Fourier transform \( \mathcal{F} : H^2 (\mathbb{C}^+) \to L^2 (\mathbb{R}^+) \) can be used to simplify computations, since for \( z = x + is \) and \( w = x' + is' \)

\[ \langle \pi (w) \psi, \pi (z) \psi \rangle_{H^2 (\mathbb{C}^+)} = \frac{1}{2\pi} \left\langle \pi (w) \psi, \pi (z) \psi \right\rangle_{L^2 (\mathbb{R}^+)} \]

\[ = \frac{1}{2\pi} (ss')^{1/2} \int_{\mathbb{R}^+} \hat{\psi} (s^2 \xi) \hat{\psi} (s \xi) e^{i(x-x')\xi} d\xi. \]

2.1.3. Wavelet coorbit spaces. It is commonly known that the representation \( \pi \) is also integrable, that is, there exist admissible mother wavelets \( \psi \neq 0 \) such that

\[ \int_{\mathbb{C}^+} |\langle \psi, \pi (z) \psi \rangle| d\mu^+ (z) < \infty. \]

We will show in Appendix 6.2 that we can choose \( \psi = \psi_n^\alpha, \alpha > 1, \) here. For such a mother wavelet, we define the space of test functions

\[ \mathcal{H}_1 := \{ f \in H^2 (\mathbb{C}^+) : W_\psi f \in L^1 (\mathbb{C}^+) \}, \]

and denote by \( \mathcal{H}_1' \) its anti-dual space, i.e., the space of antilinear continuous functionals on \( \mathcal{H}_1. \) Then the coorbit space with respect to \( L^p (\mathbb{C}^+), 1 \leq p \leq \infty, \) is defined as

\[ Co L^p (\mathbb{C}^+) := \{ f \in \mathcal{H}_1' : W_\psi f \in L^p (\mathbb{C}^+) \}, \]

equipped with the natural norm \( \| f \|_{Co L^p (\mathbb{C}^+)} := \int_{\mathbb{C}^+} |W_\psi f (z)|^p d\mu^+ (z), 1 \leq p < \infty, \) and the usual modification if \( p = \infty. \) See, e.g., [20, 21, 24] for more information on coorbit space theory. The spaces \( Co L^p (\mathbb{C}^+) \) are Banach spaces for \( 1 \leq p \leq \infty, \) they are independent of the particular choice of mother wavelet \( \psi \in \mathcal{H}_1, \) the reproducing formula (12) extends to \( Co L^p (\mathbb{C}^+), \) and

\[ Co L^1 (\mathbb{C}^+) = \mathcal{H}_1 \subset Co L^2 (\mathbb{C}^+) = H^2 (\mathbb{C}^+) \subset Co L^\infty (\mathbb{C}^+) = \mathcal{H}_1'. \]

2.2. Hyperbolic Landau Level Spaces. We first make an important remark on the transforms \( W_{\psi^n}. \) The spaces \( W_{\psi^n} (H^2 (\mathbb{C}^+)), n \geq 0, \) are not orthogonal for a general choice of \( \alpha \) because the wavelets \( \psi_n^\alpha \) are orthogonal in the Hardy space and not in the
space of admissible wavelets. But if we make the particular choice \( \alpha = 2B - 2n - 1 \), they become orthogonal, that is, for \( n, m \in \{ 0, 1, \ldots, \lfloor B - \frac{1}{2} \rfloor \} \),

\[
\langle W_{\psi_n^{2B-2n-1} f}, W_{\psi_m^{2B-2m-1} g} \rangle_{L^2(C^+)} = \frac{4\pi}{2B - 2n - 1} (f, g)_{H^2(C^+)} \delta_{n,m}, \quad f, g \in H^2(C^+).
\]

This is related to the identification of the spaces \( W_{\psi_n^{2B-2n-1}}(H^2(C^+)) \) as the eigenspaces of the Maass-Landau levels operator with a constant magnetic field \( B \) originally studied in number theory in the theory of Maass forms [39], and the Selberg trace formula [47]. We provide a brief account of this Schrödinger operator from a physical perspective.

The *Schrödinger operator* describing the dynamics of a charged particle moving in \( C^+ \) under the action of the constant magnetic field \( B \) [14] is given by

\[
H_B = -s^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial s^2} \right) + 2iBs \frac{\partial}{\partial x}.
\]

\( H_B \) is an elliptic, and densely defined operator on \( L^2(C^+) \). Its spectrum consists of a continuous part \([1/4, \infty)\) corresponding to *scattering states* and a finite number of eigenvalues

\[
\lambda_n^B = (B - n)(B - n - 1), \quad n = 0, 1, \ldots, \lfloor B - \frac{1}{2} \rfloor.
\]

The eigenvalues exist provided that \( 2B > 1 \), and each eigenvalue corresponds to an infinite dimensional reproducing kernel Hilbert space \( E_n^B(C^+) \). From a physical viewpoint, this condition guarantees that the magnetic field is strong enough to capture particles in a closed orbit, see [26, p. 189]. The eigenspaces corresponding to \( \lambda_n^B \) are called *hyperbolic Landau levels* and we define them by

\[
E_n^B(C^+) := \{ F \in L^2(C^+) : H_B F = \lambda_n^B F \}.
\]

In [2, Section 4.5] it is shown in detail (this connection was first observed by Mouayn [42]) that

\[
W_{\psi_n^{2B-2n-1}}(H^2(C^+)) = E_n^B(C^+).
\]

This way we obtain an orthogonal basis for all the spaces \( E_n^B(C^+) \), by noting that for \( n, m \in \{ 0, 1, \ldots, \lfloor B - \frac{1}{2} \rfloor \} \), (10) gives

\[
\langle W_{\psi_n^{2B-2n-1} \psi_k^0}, W_{\psi_m^{2B-2m-1} \psi_l^0} \rangle_{L^2(C^+)} = \frac{2}{2B - 2n - 1} \delta_{n,m} \delta_{k,l}.
\]

Our large sieve inequalities for this case provide conditions allowing for the recovery of a continuous coherent state in higher hyperbolic Landau levels, from partial information, using \( L_1 \)-minimization, as outlined in the introduction.
2.3. Pseudohyperbolic Metric and Möbius Transformation. The pseudohyperbolic distance on $\mathbb{C}^+$ is given by

$$\rho(z, w) := \left| \frac{z - w}{z - iw} \right|, \quad z, w \in \mathbb{C}^+, \quad 0 < |z|^2 < 1,$$

and the pseudohyperbolic disk of radius $R > 0$ centered at $z \in \mathbb{C}^+$ is defined by $D_R(z) := \{\omega \in \mathbb{C}^+ : \rho(z, \omega) < R\}$. We write for short $D_R = D_R(i)$. Note that $\rho$ only takes values in the half open interval $[0, 1)$. It can be checked that the pseudohyperbolic distance is symmetric and invariant under the action of the affine group. This leads to several useful properties, like $\rho(z, w) = \rho(z - i \cdot w, iz)$ and $\rho(u, z \cdot w) = \rho(z^{-1} \cdot u, w)$.

Let $D_R$ denote the disk of radius $R > 0$ in $\mathbb{C}$. We write for short $D := D_1$ to denote the unit disk. The mapping $T : D \to \mathbb{C}^+$, $T(u) := \frac{1 + u}{1 - u}$, maps the pseudohyperbolic distance in $\mathbb{C}^+$ to the pseudohyperbolic distance in $D$:

$$\rho(T(z), T(w)) = \left| \frac{w - z}{1 - zw} \right| = \rho_D(z, w).$$

The mapping $T$ will be used to map some integrals from the upper half plane to the unit disk according to the change of variables formula

$$\int_{\mathbb{C}^+} F(z) s^\beta d\mu_{\mathbb{C}^+}(z) = \int_D F(T(u)) \frac{4(1 - |u|^2)^\beta}{|1 - u|^2 \beta + 4} du, \quad \beta \in \mathbb{R}, \quad z = x + is.$$

3. Double Orthogonality and the Local Reproducing Formula

The following family of polynomials defined on $[0, 1]$ is closely related to the Zernike polynomials [55], a family of orthogonal polynomials in $(\alpha, \beta)$ defined on $D$,

$$Z_{n,m}^{\alpha}(t) := \sqrt{\frac{\Gamma(\max(n,m) + \alpha + 1) \min(n,m)!}{\Gamma(\min(n,m) + \alpha + 1) \max(n,m)!}} (-t)^{-\min(n,m)} P^{(n-m, \alpha)}_{\min(n,m)} (1 - 2t),$$

where $P^{(\alpha, \beta)}_n$ denotes the Jacobi polynomials which are given explicitly in (40). We will see in this section that

$$Z_{n,m}^{\alpha} \left( \left| \frac{z - i}{z + i} \right|^2 \right), \quad z \in \mathbb{C}^+, \quad \alpha > 0,$$

plays a role in wavelet analysis similar to the one of complex Hermite polynomials in time-frequency analysis [6]. The following result is proved in the Appendix.

**Proposition 1.** Let $\alpha > 0$, and $z = x + is$ and $w = x' + is'$ be in $\mathbb{C}^+$. For every $n \in \mathbb{N}_0$, one has

$$C_{\psi_n^\alpha} = \frac{4\pi}{\alpha},$$
and
\begin{equation}
K_{\psi}(z, w) = \frac{\alpha}{4\pi} \left( \frac{w - z}{\overline{w} - \overline{z}} \right)^n \left( \frac{2\sqrt{ss'}}{i(w - \overline{z})} \right)^{\alpha + 1} \frac{P_n^{(0, \alpha)}}{(1 - 2 \left| \frac{z - w}{\overline{w} - \overline{z}} \right|^2)}.
\end{equation}
Moreover, for \( n, m \in \mathbb{N}_0 \), it holds
\begin{equation}
W_{\psi}(z) = \left( \frac{z - i}{z + i} \right)^m \left( \frac{z + i}{z - i} \right)^n \left( \frac{2\sqrt{s}}{1 - iz} \right)^{\alpha + 1} \frac{Z_{n,m}^\alpha \left( \frac{z - i}{z + i} \right)^2}{(1 - 2 \left| \frac{z - w}{\overline{w} - \overline{z}} \right|^2)}.
\end{equation}

Remark 2. For \( n = 0 \), i.e. the case of the Cauchy wavelet, one has that the Jacobi polynomial \( P_n^{(0, \alpha)} \) is constantly one. Consequently,
\begin{equation}
\Phi_m(z) := \sqrt{\frac{\Gamma(m + \alpha + 1)}{\Gamma(\alpha + 1)m!}} \left( \frac{z - i}{z + i} \right)^m \left( \frac{2\sqrt{s}}{1 - iz} \right)^{\alpha + 1} Z_{n,m}^\alpha \left( \frac{z - i}{z + i} \right)^2,
\end{equation}
which are (up to a constant factor due to different normalizations) the basis functions of the Bergman space \( A_{\alpha}^2(\mathbb{C}^+) \), where
\[ A_{\alpha}^p(\mathbb{C}^+) := \{ F \text{ holomorphic}: \|F\|_{A_{\alpha}^p(\mathbb{C}^+)} < \infty \}, \]
and
\begin{equation}
\|F\|_{A_{\alpha}^p(\mathbb{C}^+)}^p := \int_{\mathbb{C}^+} |F(z)|^p s^\alpha d\mu_{\mathbb{C}^+}(z),
\end{equation}
see, e.g., [3, Section 4.4].

In the following, we show a local orthogonality relation for the family \( \{W_{\psi}(z)\}_{m \in \mathbb{N}_0} \) and subsequently derive a local reproducing formula.

**Theorem 3.** Let \( \alpha > 0 \), \( 0 < R < 1 \), and \( n, m, k \in \mathbb{N}_0 \). Then it holds
\begin{equation}
\int_{D_R} W_{\psi}(z) W_{\psi}(z) d\mu^+(z) = C_{m,n}^\alpha (R) \delta_{m-k},
\end{equation}
with
\[ C_{m,n}^\alpha (R) = 4\pi \int_0^{R^2} r^{n+m} (1 - r)^{\alpha - 1} Z_{n,m}^\alpha (r^2) dr. \]
If \( n = m \), we write \( C_n^\alpha (R) = C_{n,n}^\alpha (R) \) which is given explicitly by
\begin{equation}
C_n^\alpha (R) = 4\pi \int_0^{R^2} (1 - r)^{\alpha - 1} P_n^{(0, \alpha)} (1 - 2r)^2 dr.
\end{equation}

**Proof:** First we note that putting \( z = T(u) \) in (21) yields
\begin{equation}
W_{\psi}(T(u)) = (-1)^{n+m+\frac{\alpha+1}{2}} u^{n+m} \left( \frac{1 - u}{|1 - u|} \right)^{2n+\alpha+1} (1 - |u|^2)^{\frac{\alpha+1}{2}} Z_{n,m}^\alpha (|u|^2).
\end{equation}
Using (17) for \( \beta = -2 \) then leads us to
\[
\int_{D_R} W_{\psi_n}^{\alpha}(z) W_{\psi_n}^{\alpha}(z) d\mu^+(z) = \int_{D_R} W_{\psi_n}^{\alpha}(T(u)) W_{\psi_n}^{\alpha}(T(u)) \frac{4du}{(1 + |u|^2)^2} = 4 \int_{D_R} u^m |u|2n(1 + |u|^2)^{-1} Z_{n,m}^{\alpha}(|u|^2) Z_{n,k}^{\alpha}(|u|^2) du = \odot.
\]
Integration using polar coordinates then yields
\[
\odot = 4 \int_0^{2\pi} e^{i(m-k)\varphi} r^{m+k+2n+1} (1 - r^2)^{-1} Z_{n,m}^{\alpha}(r^2) Z_{n,k}^{\alpha}(r^2) dr d\varphi
= 8\pi \delta_{m-k} \int_0^R r^{2(n+m)+1} (1 - r^2)^{-1} Z_{n,m}^{\alpha}(r^2) dr
= 4\pi \delta_{m-k} \int_0^R r^{n+m}(1 - r)^{-1} Z_{n,m}^{\alpha}(r^2) dr,
\]
which concludes the proof once we recall the definition of \( Z_{n,m}^{\alpha} \) in (18).

Let us shortly consider the case \( n = 0 \):
\[
C_0^{\alpha}(R) = 4\pi \int_0^R (1 - r)^{-1} = \frac{4\pi}{\alpha} (1 - (1 - R^2)^{-\alpha}),
\]
which converges to \( C_0^{\psi_0} = 4\pi/\alpha \) (as \( R \to 1 \)) as one expects from (10).

**Theorem 4.** Let \( n \in \mathbb{N}_0, \alpha > 1, \) and \( 0 < R < 1 \). The following identity holds in the weak sense
\[
\int_{D_R} W_{\psi_n}^{\alpha}(z) \pi(z) \psi_n^{\alpha} d\mu^+(z) = C_n^{\alpha}(R) \psi_n^{\alpha}.
\]
If \( f \in Co L^\infty(C^+) \), then the wavelet coefficients can locally be reconstructed via
\[
W_{\psi_n} f(z) = \frac{4\pi}{\alpha C_n^{\alpha}(R)} \int_{D_R(z)} W_{\psi_n} f(w) K_{\psi_n}(z, w) d\mu^+(w), \quad z \in C^+.
\]
**Proof:** Setting \( m = n \) in (24) shows that (27) holds weakly. If we apply \( \pi(w) \) on both sides of (27) and subsequently take the inner product with \( f \), we obtain
\[
W_{\psi_n} f(z) = \langle f, \pi(z) \psi_n^{\alpha} \rangle
= \frac{1}{C_n^{\alpha}(R)} \int_{D_R} \langle f, \pi(z \cdot w) \psi_n^{\alpha} \rangle \langle \pi(w) \psi_n^{\alpha}, \psi_n^{\alpha} \rangle d\mu^+(w)
= \frac{1}{C_n^{\alpha}(R)} \int_{D_R(z)} \langle f, \pi(w) \psi_n^{\alpha} \rangle \langle \pi(z^{-1} \cdot w) \psi_n^{\alpha}, \psi_n^{\alpha} \rangle d\mu^+(w)
\]
\[
\frac{1}{C_n(R)} \int_{D_R(z)} \langle f, \pi(w)\psi_n, \pi(z)\psi_n \rangle d\mu^+(w) \\
= \frac{C_{\psi_n}}{C_n(R)} \int_{D_R(z)} W \psi_n f(w)K_{\psi_n}(z,w)d\mu^+(w),
\]
where we used \(g(z, z \cdot w) = g(i, w),\) and the left invariance of the Haar measure. The second equality holds since the integral and the duality pairing may be interchanged knowing that \(f \in C_oL^\infty(C^+),\) and \(K_{\psi_n}(z, \cdot) \in L^1(C^+).\) The result follows once we recall that \(C_{\psi_n} = \frac{4\pi}{\alpha}.\)

\[\square\]

4. LARGE SIEVE ESTIMATES

4.1. A Schur-type estimate. Let \((X, \mu), (X, \nu)\) be measure spaces and \(B_1 \subset L^1(X, \nu)\) a Banach space. In [6, Proposition 1], a bound on the embedding \((B_1, \| \cdot \|_{L^1_\nu}) \hookrightarrow (B_1, \| \cdot \|_{L^1_\mu})\) was derived using an argument similar to Schur’s test which we shortly recall here.

**Lemma 5.** Let \(\mu\) be a positive \(\sigma\)-finite measure on \(X, B_1 \subset L^1(X, \nu)\) be a Banach space, and \(K : X \times X \to \mathbb{C}\) be such that \(K : B_1 \to B_1, KF(x) := \int_X F(y)K(x, y)\) is bounded and boundedly invertible on \(B_1.\) Then, for every \(F \in B_1,\) we have

\[
\frac{\int_X |F|d\mu}{\int_X |F|d\nu} \leq \theta(K) \sup_{y \in X} \int_X |K(x, y)|d\mu(x),
\]
where

\[
\theta(K) := \sup_{H \in B_1} \left( \frac{\|H\|_{L^1_\nu}}{\|KH\|_{L^1_\mu}} \right).
\]

4.2. Estimates with explicit constants. Recall that the maximum Nyquist density is given by

\[
\rho(\Delta, R) := \sup_{z \in C^+} |\Delta \cap D_R(z)|_h,
\]
where \(|\Delta|_h := \int_\Delta d\mu^+(z)\) denotes hyperbolic measure of \(\Delta.\) We will also use a second notion of density given by

\[
D_n^\alpha(\Delta, R) := \sup_{z \in C^+} \int_{\Delta \cap D_R(z)} |\langle \pi(w)\psi_n, \pi(z)\psi_n \rangle|d\mu^+(w).
\]
Note that \(D_n^\alpha(\Delta, R) \leq \rho(\Delta, R),\) as

\[
|\langle \pi(w)\psi_n, \pi(z)\psi_n \rangle| \leq \|\psi_n\|^2_{H^2(C^+)} = 1.
\]
We have gathered all the ingredients to formulate and prove our main result.
Theorem 6. Let $\Delta \subset \mathbb{C}^+$, $f \in CoL^p(\mathbb{C}^+)$, $1 \leq p < \infty$, and $\alpha > 1$. For every $0 < R < 1$, it holds
\[
\frac{\|W_\psi f\|_{L^p(\mathbb{C}^+)}^p}{\|W_\psi f\|_{L^p(\mathbb{C}^+)}^p} \leq \frac{D^\alpha_n(\Delta, R)}{C^\alpha_n(R)} \leq \frac{\rho(\Delta, R)}{C^\alpha_n(R)}.
\]

Proof: We take $K(z, w) := \langle \pi(w)\psi_\alpha^\alpha, \pi(z)\psi_\alpha^\alpha \rangle_{C_D R(z)}(w)$ and $B_1 = W_\psi (CoL^1(\mathbb{C}^+))$ in Lemma 5. Then by Theorem 4 we get
\[
\theta(K) = \sup_{f \in CoL^1(\mathbb{C}^+)} \left( \frac{\|W_\psi f\|_{L^1(\mathbb{C}^+)}^p}{\|W_\psi f\|_{L^1(\mathbb{C}^+)}^p} \right) = 1.
\]
Thus, if $d\mu(z) = \chi_{\Delta}(z)d\mu^+(z)$, we have by (29) and (31)
\[
\frac{\|W_\psi f\|_{L^1(\mathbb{C}^+)}^p}{\|W_\psi f\|_{L^1(\mathbb{C}^+)}^p} \leq \frac{1}{C^\alpha_n(R)} \sup_{z \in \mathbb{C}^+} \int_{\Delta \cap D_R(z)} |\langle \pi(w)\psi_\alpha^\alpha, \pi(z)\psi_\alpha^\alpha \rangle_{C_D R(z)}(w)| d\mu^+(w) \leq \frac{\rho(\Delta, R)}{C^\alpha_n(R)}.
\]
The result thus holds for $p = 1$. For $p = \infty$ one trivially has
\[
\sup_{f \in CoL^\infty(\mathbb{C}^+)} \frac{\|W_\psi f\|_{L^\infty(\mathbb{C}^+)}^p}{\|W_\psi f\|_{L^\infty(\mathbb{C}^+)}^p} = 1.
\]
Since the coorbit space $CoL^p(\mathbb{C}^+)$, $1 < p < \infty$, is the complex interpolation space $(CoL^\infty(\mathbb{C}^+), CoL^1(\mathbb{C}^+))_{1/p}$, see [20, Theorem 4.7], the result for $1 < p < \infty$ follows from an application of [13, Theorem 4.1.2].

Corollary 7. Let $\alpha > 1$, and suppose that $f \in CoL^p(\mathbb{C}^+)$, $1 \leq p < \infty$, satisfies $\|W_\psi f\|_{L^p(\mathbb{C}^+)} = 1$, and that $W_\psi f$ is $\varepsilon$-concentrated on $\Delta \subset \mathbb{C}^+$, i.e.,
\[
1 - \varepsilon \leq \int_{\Delta} |W_\psi f(z)|^p d\mu^+(z).
\]
Then
\[
1 - \varepsilon \leq \inf_{0 < R < 1} \left( \frac{\rho(\Delta, R)}{C^\alpha_n(R)} \right) \leq |\Delta|_h.
\]

Remark 8. Let us introduce the Bergman spaces on the unit disk by
\[
A_w^p(\mathbb{D}) := \left\{ f \text{ analytic} : \|f\|_{A_w^p}^p := \int_{\mathbb{D}} |f(z)|^p (1 - |z|^2)^\alpha dz < \infty \right\}.
\]
We derived estimates similar to Theorem 6 for the Bergman space $A_w^{p-2}(\mathbb{D})$ in [5, Theorem 2]. There Seip’s double orthogonality result [51] was applied to obtain the concentration estimate.

5. Optimal bounds in the analytic setting

The following result was proved recently for the case $p = 2$ in [48]. We note here that the case of general $p$ works with exactly the same arguments as Ramos and Tilli used.
with one extra information: \( \text{Co} L^p(\mathbb{C}^+) \) can be mapped isometrically and surjectively onto a certain Bergman space.

**Theorem 9** (Ramos-Tilli). Let \( 1 < p < \infty, \Delta \subset \mathbb{C}^+ \) be a set of finite hyperbolic measure \( A > 0 \), and \( \alpha > 1 \). Then

\[
\sup_{|\Delta|_h = A} \sup_{f \in \text{Co} L^p(\Delta)} \frac{\|W_{\psi_0} f\|_{L^p(\Delta)}}{\|W_{\psi_0} f\|_{L^p(\Delta)}}
\]

is attained if and only if \( \Delta \) is a pseudohyperbolic disc centered at some \( z^* \in \mathbb{C}^+ \), up to perturbations of Lebesgue measure zero, and \( f = \pi(z^*)\psi_0^\alpha \). In particular,

\[
\int_\Delta |W_{\psi_0} f(z)|^p d\mu^+(z) \leq \left(1 - \left(1 + \frac{|\Delta|_h}{4\pi}\right)^{1-(\alpha+1)p/2}\right) \|W_{\psi_0} f\|_{L^p(\Delta)}^p,
\]

To prove the result for general \( p \), it just takes a simple observation. As in [48] one can map the space \( A^p_{(\alpha+1)p/2-2}(\mathbb{C}^+) \) to \( A^p_{(\alpha+1)p/2-2}(\mathbb{D}) \) (see definitions (23) and (33)) by virtue of the transformation

\[
T_\alpha F(u) = F\left(\frac{1+u}{1-u}\right) \left(\frac{1}{1-u}\right)^{\alpha+1}, \quad u \in \mathbb{D},
\]

which, by (17), is a multiple of an isometry. Thus, the composition \( T_\alpha \circ s^{-\frac{\alpha+1}{2}}W_{\psi_0} : \text{Co} L^p(\mathbb{C}^+) \to A^p_{(\alpha+1)p/2-2}(\mathbb{D}) \)

\[
\text{Co} L^p(\mathbb{C}^+) \xrightarrow{s^{-\frac{\alpha+1}{2}}W_{\psi_0}} A^p_{(\alpha+1)p/2-2}(\mathbb{C}^+) \xrightarrow{T_\alpha} A^p_{(\alpha+1)p/2-2}(\mathbb{D}),
\]

is surjective. To see this, we note that by (22) the sequence \( \{\psi_m^\alpha\}_{m \in \mathbb{N}_0} \) (which is complete in \( \text{Co} L^p(\mathbb{C}^+) \)) is first mapped to the sequence

\[
s^{-\frac{\alpha+1}{2}}W_{\psi_0}\psi_m^\alpha(z) = \sqrt{\frac{\Gamma(m+\alpha+1)}{\Gamma(\alpha+1)m!}} \left(\frac{z-i}{z+i}\right)^m \left(\frac{2}{1-iz}\right)^{\alpha+1}, \quad m \in \mathbb{N}_0, \quad z = x + is,
\]

which is in turn mapped to the sequence of monomials. The completeness of the monomials in \( A^p_{(\alpha+1)p/2-2}(\mathbb{D}) \), \( 1 < p < \infty \), is proven, for example, in [56, Corollary 4 and Theorem 16]. Therefore, just as in [48, Theorem 3.1], the problem of optimal concentration in (34) reduces to optimal concentration on the Bergman space \( A^p_{(\alpha+1)p/2-2}(\mathbb{D}) \). In fact, the result can be proven for \( A^p_\beta(\mathbb{D}), \beta > 0 \), without any dependence of \( \beta \) on \( p \). To do so, one may follow the proof of [48, Theorem 3.1] step by step. We do not repeat the argument here as this would exceed the scope of this paper. There are however only two steps that need to be adapted. First, the definition of the auxiliary function \( u \) (see [48, p. 8]) needs to be changed to \( u(z) := |F(z)|^p(1-|z|^2)^{\beta+2}, F \in A^p_\beta(\mathbb{D}) \). Second, the
proper analogue of equation (3.9) in [48] can be found in [27, Lemma 3.2]:

\[ u(z) \leq \frac{\beta + 1}{\pi} \| F \|_{A^p_\beta}(\mathbb{D}), \quad z \in \mathbb{D}. \]

Note that we use a different normalization of the area measure on \( \mathbb{D} \) than [27]. The optimal concentration bound is attained if equality in (35) holds for some \( z^* \in \mathbb{D} \).

Using the correspondence between wavelet coorbit spaces and Bergman spaces as above (choosing \( \beta = (\alpha + 1)p/2 - 2 \)), we define

\[ F_{z^*}(z) = (1 - |z|^2)^{-\beta+2} (\pi(T(z^*))\psi_0^{(\beta+1)2/p-1}, \pi(T(z))\psi_0^{(\beta+1)2/p-1}) \in A^p_\beta(\mathbb{D}) \]

which satisfies

\[
\|u\|_\infty = \sup_{z \in \mathbb{D}} |F_{z^*}(z)| P(1 - |z|^2)^{\beta+2} = \sup_{z \in \mathbb{D}} |\langle \pi(T(z^*))\psi_0^{(\beta+1)2/p-1}, \pi(T(z))\psi_0^{(\beta+1)2/p-1} \rangle|^p \\
= 1 = \frac{\beta + 1}{\pi} \| F_{z^*} \|_{A^p_\beta}(\mathbb{D}),
\]

where we used that

\[
\frac{\pi}{\beta + 1} = 4^{-1} \| \langle \pi(T(z^*))\psi_0^{(\beta+2)2/p-1}, \pi(\cdot)\psi_0^{(\beta+2)2/p-1} \rangle \|_{L^p(\mathbb{C}^+)} = \| F_{z^*} \|_{A^p_\beta}(\mathbb{D}),
\]

which follows from left-invariance of the Haar measure, (17), and (42). This concludes the proof.

If \( W_{\psi^*_0} f \) is \( \varepsilon \)-concentrated on \( \Delta \subset \mathbb{C}^+ \), i.e.,

\[
(1 - \varepsilon)\| W_{\psi^*_0} f \|_{L^p(\mathbb{C}^+)} \leq \int_\Delta |W_{\psi^*_0} f(z)|^p d\mu^+(z),
\]

then (34) yields

\[
1 - \varepsilon \leq 1 - \left( 1 + \frac{|\Delta|}{4\pi} \right)^{1-(\alpha+1)p/2}.
\]

This leads to the following sharp uncertainty principle for the wavelet transform.

**Theorem 10.** Let \( \alpha > 1 \), \( \varepsilon \in (0,1) \) and \( 1 < p < \infty \). Suppose that \( f \in Co L^p(\mathbb{C}^+) \) satisfies \( \| W_{\psi^*_0} f \|_{L^p(\mathbb{C}^+)} = 1 \), and that \( W_{\psi^*_0} f \) is \( \varepsilon \)-concentrated with respect to the \( p \)-norm in \( \Delta \subset \mathbb{C}^+ \). Then

\[
4\pi \left( e^{2-(\alpha+1)p} - 1 \right) \leq |\Delta| h.
\]

**Remark 11.** Extending these optimal results to the general family of wavelets \( \psi^*_n \) remains an open problem (as well as the corresponding optimal bound for general Hermite functions in [6]). The methods of [44] and [48, Theorem 3.1] are extremely dependent on the analytic structure of the case \( n = 0 \), and for \( n > 0 \) the transforms are not related to analytic functions. However, since a derivative of an analytic function is still analytic, the methods of [44] and [48, Theorem 3.1] can be adapted to obtain sharp inequalities for weighted \( L^p \)-norms of derivatives of holomorphic functions. In [34], combined with sharp
pointwise inequalities for derivatives in Fock spaces (involving Laguerre functions with complex argument), this has been used to obtain a contraction inequality for derivatives in Fock spaces. It is reasonable to expect a related inequality for derivatives in Bergman spaces. This requires sharp pointwise inequalities for derivatives in Bergman spaces, which possibly involve Jacobi polynomials with complex argument.

5.1. Lieb’s uncertainty principle. The following result is due to Kulikov [38, Theorem 1.2]. Note that the normalization of the measure on $\mathbb{D}$ is chosen such that $\|1\|_{A_\alpha^p(\mathbb{D})} = \frac{\pi}{\alpha+1}$ (as defined in (33)).

**Theorem 12** (Kulikov). Let $G : [0, \infty) \to \mathbb{R}^+$ be a convex function. Then for every $f \in A_{\alpha-2}^p(\mathbb{D})$ with $\|f\|_{A_{\alpha-2}^p(\mathbb{D})} = \frac{\pi}{\alpha+1}$ it holds

$$\int_{\mathbb{D}} G \left(|f(z)|^p(1-|z|^2)^\alpha \right)(1-|z|^2)^{-2}dz \leq \int_{\mathbb{D}} G \left((1-|z|^2)^\alpha \right)(1-|z|^2)^{-2}dz,$$

and equality is attained for $f \equiv 1$.

The next theorem is simply a restatement of Kulikov’s theorem for a particular choice of $G$, but we would like to highlight this case since this is the first instance of a counterpart of Lieb’s inequality for the short-time Fourier transform. From the experience in time-frequency analysis, this inequality should have many applications (as noticed in the comments after Corollary 1.2 in [45], Lieb’s inequality is equivalent to sharp norms for localization operators; for applications in signal analysis see [8] and [49]). It will also be essential in the derivation of the local Lieb formula in the next section.

**Theorem 13** (Lieb’s inequality for analytic wavelets). Let $\alpha > 1$, $p \geq 2$, and $f \in H^2(\mathbb{C}^+)$. Then

$$(36) \quad \|W_{\psi_0^\beta}^\alpha f\|_{L^p(\mathbb{C}^+)}^p \leq \frac{8\pi}{(\alpha+1)p - 2}\|f\|_{H^2(\mathbb{C}^+)}^p,$$

with the inequality being sharp.

**Proof:** If we set $\alpha = \beta + 1$ and define

$$F(z) = s^{-(\beta/2+1)} \left(\|W_{\psi_0^\beta}^\alpha f\|_{L^2(\mathbb{C}^+)}\right)^{-1} W_{\psi_0^\beta}^\alpha f(z),$$

then $F$ is analytic and $\|F\|_{A_2^\beta(\mathbb{C}^+)} = 1$. Moreover, taking $G(t) = t^{p/2}$ (which is convex for $p \geq 2$) in Theorem 12 and applying (17) shows

$$\frac{\|W_{\psi_0^\beta}^\alpha f\|_{L^p(\mathbb{C}^+)}^p}{\|W_{\psi_0^\beta}^\alpha f\|_{L^2(\mathbb{C}^+)}^p} = \int_{\mathbb{C}^+} |F(z)|^p s^{p/2-p-2}d\mu_{\mathbb{C}^+}(z)$$

$$= 4 \left(\frac{\beta+1}{4\pi}\right)^{\frac{\beta}{2}} \int_{\mathbb{D}} \left(\frac{4\pi}{\beta+1}|F(T(u))|^2|1-u|^{-(2\beta+4)}(1-|u|^2)^{\beta+2}\right)^{\frac{p}{2}} (1-|u|^2)^{-2}du.$$
\[
\leq 4 \left( \frac{\beta + 1}{4\pi} \right)^{\frac{p}{2}} \int_\mathbb{D} (1 - |u|^2)^{\beta p/2 + p - 2} du = 4\pi \left( \frac{\beta + 1}{4\pi} \right)^{\frac{p}{2}} \int_0^1 r^{\beta p/2 + p - 2} dr \\
= \frac{4\pi}{p(\beta/2 + 1) - 1} \left( \frac{\beta + 1}{4\pi} \right)^{\frac{p}{2}}.
\]

Note that we were allowed to apply Theorem 12 as
\[
\left\| \frac{4\pi}{\beta + 1} F(T(u))^2 (1 - u)^{-(2\beta + 4)} \right\|_{A^1_\beta(\mathbb{D})} = \frac{4\pi}{\beta + 1} \int_\mathbb{D} |F(T(u))|^2 |1 - u|^{-(2\beta + 4)} (1 - |u|^2)^{\beta} du \\
= \frac{\pi}{\beta + 1} \int_{\mathbb{C}^+} |F(z)|^2 s^{\beta} dz = \frac{\pi}{\beta + 1}.
\]
Substituting back \( \alpha = \beta + 1 \) and using \( ||W_\psi f||^2_{L^2(\mathbb{C}^+)} = ||f||^2_{H^2(\mathbb{C}^+)} ||\hat{\psi}||^2_{L^2(\mathbb{R}^+,t^{-1})} \) yields
\[
||W_{\psi_0} f||^p_{L^p(\mathbb{C}^+)} \leq \frac{4\pi}{p(\alpha + 1)/2 - 1} \left( \frac{\alpha}{4\pi} \right)^{p/2} ||f||^p_{H^2(\mathbb{C}^+)} ||\hat{\psi}_0||^p_{L^2(\mathbb{R}^+,t^{-1})} \\
= \frac{4\pi}{p(\alpha + 1)/2 - 1} ||f||^p_{H^2(\mathbb{C}^+)}.
\]
where we used that \( ||\hat{\psi}_0||^2_{L^2(\mathbb{R}^+,t^{-1})} = 4\pi/\alpha \).

5.2. Local Lieb’s uncertainty principle. We conclude our considerations on sharp concentration inequalities with the following immediate consequence of the results of the last two subsections. This is the wavelet analogue of Theorem 5.2 in [44], but we provide a more direct proof.

**Theorem 14** (Local Lieb’s inequality for analytic wavelets). Let \( \Delta \subset \mathbb{C}^+ \) be a set of finite measure, \( \alpha > 1 \), and \( 2 \leq p < \infty \). For \( f \in H^2(\mathbb{C}^+) \), it holds
\[
||W_{\psi_0} f||^p_{L^p(\mathbb{C}^+)} \leq \frac{8\pi}{(\alpha + 1)p - 2} \left( 1 - \left( 1 + \frac{|\Delta| h}{4\pi} \right)^{1-(\alpha+1)p/2} \right).
\]

**Proof:** Apply first (34) and then Theorem 13.

5.3. Discussion of general Lieb inequalities. The currently available methods do not seem to provide a Lieb inequality with sharp constants for a general window \( \psi \). The problem can be stated as providing the best constant in the inequality
\[
||W_\psi f||^p_{L^p(\mathbb{C}^+)} \leq C(\psi,p)||f||^p_{H^2(\mathbb{C}^+)}.
\]
This seems to be a non-trivial question. Kulikov’s methods are dependent on analytic functions, which, by the results of [29], restricts the window to a weight times \( \psi_0^0 \). On the other side, Lieb’s methods depend on the optimal constants of Young inequality,
which is not possible to conveniently use in this context. An intermediate result would be to obtain (37) for the family $\psi^n$, which still keeps some properties of the analytic case. We will obtain an inequality for $\|W_{\psi^0}f\|_{L^p(\mathbb{C}^+)}$ using the information from Theorem 13, but our estimates are quite rough, and serve only to give an idea of a significant obstruction we face, namely the non-unimodularity of the affine group, which does not allow to apply Young’s inequality in a conventional form (there are versions of Young’s inequality for the affine group, see Section 4 in [35], but they do not seem to apply to the problem at hand). For locally compact Abelian groups, Lieb’s uncertainty principle is well-established, and its optimizers were recently characterized in [43].

For any non-unimodular locally compact group $\mathcal{G}$ with left-invariant Haar measure $\mu_\mathcal{G}$, we show the following version of Young’s convolution inequality. First, the convolution of two functions $F, G : \mathcal{G} \to \mathbb{C}$ is defined as

$$(F * G)(z) = \int_\mathcal{G} F(w)G(w^{-1} \cdot z)d\mu_\mathcal{G}(w).$$

In addition, we define reflection operator $\mathcal{R}F(z) = F(z^{-1})$.

**Lemma 15.** Let $\mathcal{G}$ be a locally compact group with left Haar measure $\mu_\mathcal{G}$, and $1 \leq p, q, r \leq \infty$ be such that $1 + \frac{1}{r} = \frac{1}{p} + \frac{1}{q}$. If $F \in L^p(\mathcal{G})$, and $G, \mathcal{R}G \in L^q(\mathcal{G})$, then

$$\|F * G\|_{L^r(\mathcal{G})} \leq \|F\|_{L^p(\mathcal{G})} \cdot \max\{\|G\|_{L^q(\mathcal{G})}, \|\mathcal{R}G\|_{L^q(\mathcal{G})}\}.$$  

**Proof:** We adopt the classical proof of Young’s inequality for unimodular groups via the Riesz-Thorin theorem applied to the operator $T_GF = F * G$. Let us assume that $G, \mathcal{R}G \in L^q(\mathcal{G})$. First, if $r = \infty$ we note that by Hölder’s inequality

$$\|T_GF\|_{L^\infty(\mathcal{G})} \leq \sup_{z \in \mathcal{G}} \int_{\mathcal{G}} |F(w)\mathcal{R}G(z^{-1} \cdot w)|d\mu_\mathcal{G}(w) \leq \|F\|_{L^p(\mathcal{G})}\|\mathcal{R}G\|_{L^q(\mathcal{G})}, \quad \frac{1}{p} + \frac{1}{q} = 1.$$  

On the other hand, for $r = q$, we have that $\|T_GF\|_{L^q(\mathcal{G})} \leq \|F\|_{L^q(\mathcal{G})}\|G\|_{L^q(\mathcal{G})}$ by [28, (20.14)]. An application of the Riesz-Thorin theorem then completes the proof. \hfill \Box

Together with Theorem 13 this leads to the following.

**Proposition 16.** Let $f \in H^2(\mathbb{C}^2), \psi \in \mathcal{C}oL^1(\mathbb{C}^+)$ be an admissible wavelet. For every $\alpha > 1$, and every $2 \leq p < \infty$, it holds

$$\frac{\|W_{\psi^0}f\|_{L^p(\mathbb{C}^+)}^p}{\|f\|_{H^2(\mathbb{C}^+)}^p} \leq \frac{8\pi}{(\alpha + 1)p - 2} \left(\frac{\alpha}{4\pi}\right)^p \max\left\{\|W_{\psi^0}\|_{L^1(\mathbb{C}^+)}^p, \|W_{\psi^0}\|_{L^1(\mathbb{C}^+)}^p\right\}.$$  

**Proof:** Let us apply consecutively (10), Lemma 15, and Theorem 13 to show

$$\|W_{\psi^0}f\|_{L^p(\mathbb{C}^+)}^p = \|\psi^0\|_{L^2(\mathbb{R}^+ \times \mathbb{R}^+)}^{2p} \int_{\mathbb{C}^+} \left|\int_{\mathbb{C}^+} W_{\psi^0} f(w)\langle \psi^0, \pi(w^{-1} \cdot z)\psi\rangle d\mu^+(w)\right|^p d\mu^+(z)$$
\[
\int_0^\infty e^{-bt} t^\alpha L_n^\alpha(\lambda t)L_m^\alpha(\mu t) dt = \frac{\Gamma(m+n+\alpha+1)(b-\lambda)^n(b-\mu)^m}{b^{n+m+\alpha+1}} \times F\left(-m, -n; -m-n-\alpha; \frac{b(b-\lambda)-\mu}{(b-\mu)(b-\lambda)}\right),
\]

where \( \text{Re}(\alpha) > -1, \text{Re}(b) > 0, \) and \( F = 2F_1 \) denotes the Gauss hypergeometric function defined by

\[
F(a, b; c; z) = \sum_{k=0}^\infty \frac{(a)_k(b)_k}{(c)_k k!} z^k,
\]

and \((x)_k\) denotes Pochhammer’s rising factorial. Moreover, we need the following explicit representation of the Jacobi polynomials \([46, p. 442, (18.5.7)]\)

\[
P_n^{(\alpha, \beta)}(z) = \frac{\Gamma(n+\alpha+1)}{n!\Gamma(n+\alpha+\beta+1)} \sum_{k=0}^n \binom{n}{k} \frac{\Gamma(n+k+\alpha+\beta+1)}{\Gamma(k+\alpha+1)} \left(\frac{z-1}{2}\right)^k.
\]

This formula implies the following connection between the hypergeometric function and the Jacobi polynomials.

**Lemma 17.** For \( n, m \in \mathbb{N}_0, \) it holds

\[
F(-n, -m; -n-m-\alpha; z) = \min(n+m)!\Gamma(\max(n,m) + \alpha + 1)(-z)^{\min(n,m)} P_{\min(n,m)}^{(n-m, \alpha)} \left(1 - \frac{2}{z}\right).
\]

**Proof:** As \( F(-n, -m; -n-m-\alpha; z) = F(-m, -n; -n-m-\alpha; z), \) we may assume that \( n \geq m. \) The definition of \( F \) and \((-x)_k = (-1)^k (x-k+1)_k\) lead us to

\[
F(-n, -m; -n-m-\alpha; z) = \sum_{k=0}^\infty \frac{(-n)_k(-m)_k}{(-n-m-\alpha)_k k!} z^k
\]
\[
= \sum_{k=0}^{m} \frac{(n-k+1)k(m-k+1)_k}{(n+m+\alpha-k+1)_k} (\text{w})^k
\]
\[
= \sum_{k=0}^{m} \frac{\Gamma(n+1)\Gamma(m+1)\Gamma(n+m+\alpha-k+1)}{\Gamma(n-k+1)\Gamma(n-m+k+1)\Gamma(n+m+\alpha+1)_k} (-\text{w})^k
\]
\[
= \frac{n!}{\Gamma(n+m+\alpha+1)} \sum_{k=0}^{m} \binom{m}{k} \frac{\Gamma(n+m+\alpha-k+1)}{\Gamma(n-k+1)} (-\text{w})^k
\]
\[
= \frac{n!}{\Gamma(n+m+\alpha+1)} \sum_{k=0}^{m} \binom{m}{k} \frac{\Gamma(n+\alpha+k+1)}{\Gamma(n-m+k+1)} (-\text{w})^{m-k}
\]
\[
= \frac{\Gamma(n+1)}{\Gamma(n+m+\alpha+1)} (-\text{w})^{m} \sum_{k=0}^{m} \binom{m}{k} \frac{\Gamma(n+\alpha+k+1)}{\Gamma(n-m+k+1)} \left( -\frac{1}{\text{w}} \right)^k
\]
\[
= \frac{m!\Gamma(n+m+\alpha+1)}{\Gamma(n+m+\alpha+1)} (-\text{w})^{m} \left( \frac{n-m,\alpha}{1 - \frac{2}{\text{w}}} \right).
\]

**Proof of Proposition 1:** Let \( z = x + is \) and \( w = x' + is' \). By definition of \( \psi_n^\alpha \), one has
\[
\frac{1}{2^{\alpha+2}} \sqrt{\frac{\Gamma(n+\alpha+1)\Gamma(m+\alpha+1)}{n!m!}} \langle \pi(w)\psi_n^\alpha, \pi(z)\psi_m^\alpha \rangle
\]
\[
= \frac{1}{2\pi} \int_0^\infty (s')^{-\alpha-1} \int_0^\infty (s')^{\alpha+1} e^{s't-iz't} L_m^\alpha(s's't) L_n^\alpha(st) \, ds' dt
\]
\[
= \frac{1}{2\pi} \sum_{n'=0}^\infty \left( \frac{1}{n!} \right)^2 \frac{\Gamma(m+n+\alpha+1)}{\Gamma(m+n+\alpha+1)} \left( \frac{n-m,\alpha}{1 - \frac{2}{\text{w}}} \right)^{n}
\]
\[
\times F \left( -m-n; -m-n-\alpha; \frac{z-w}{z-w} \right).
\]

Hence, setting \( b = -i(z-w) \), \( \lambda = 2s \), and \( \mu = 2s' \) in equation (38) yields \( b - \lambda = -i(z-w) \), \( b - \mu = -i(z-w) \), \( b - \lambda - \mu = -i(z-w) \), and consequently
\[
\sum_{n'=0}^\infty \left( \frac{1}{n!} \right)^2 \frac{\Gamma(m+n+\alpha+1)}{\Gamma(m+n+\alpha+1)} \left( \frac{n-m,\alpha}{1 - \frac{2}{\text{w}}} \right)^{n}
\]
\[
\times F \left( -m-n; -m-n-\alpha; \frac{z-w}{z-w} \right).
\]

Setting \( n = m \) gives (20) by Lemma 17. Taking \( w = i \) and applying Lemma 17 again yields (21). Finally, (19) follows from the basic identity \( L_n^{\alpha+1} = \sum_{k=0}^n L_k^\alpha \) and the orthogonality relation for generalized Laguerre polynomials (see, e.g., [46])
where the last identity can be easily shown by an inductive argument.

6.2. Integrability. It remains for us to show that the mother wavelets \( \psi_n^\alpha \) are admissible for the integrable representation \( \pi \) of the \( ax+b \) group for appropriate choices of \( \alpha \).

**Proposition 18.** Let \( n \in \mathbb{N}_0 \). If \( \alpha > 1 \), then

\[
\int_{\mathbb{C}^+} |\langle \psi_n^\alpha, \pi(z) \psi_n^\alpha \rangle| \, d\mu^+(z) < \infty.
\]

Moreover, if \( (\alpha + 1)p - 2 > 0 \) then

\[
\int_{\mathbb{C}^+} |W_{\psi_n^\alpha} \psi_n^\alpha(z)|^p \frac{d\mu_{\mathbb{C}^+}(z)}{\Im(z)^2} = \frac{8\pi}{(\alpha + 1)p - 2}.
\]

**Proof:** By (26), we have

\[
|W_{\psi_n^\alpha} \psi_n^\alpha(T(u))| = |u|^{2n} \left( 1 - \frac{|u|^2}{4} \right)^{\frac{\alpha+1}{2}} |Z_n^\alpha(|u|^2)|.
\]

Consequently, by (17) and (18)

\[
\int_{\mathbb{C}^+} |W_{\psi_n^\alpha} \psi_n^\alpha(z)| \frac{d\mu_{\mathbb{C}^+}(z)}{\Im(z)^2} = \int_{\mathbb{D}} |W_{\psi_n^\alpha} \psi_n^\alpha(T(u))| \frac{4du}{(1 - |u|^2)^2}
\]

\[
= 4^{-\frac{\alpha+1}{2}} \int_{\mathbb{D}} |u|^{2n} |Z_n^\alpha(|u|^2)| \left( 1 - |u|^2 \right)^{\frac{\alpha+3}{2}} du
\]

\[
\leq \int_{\mathbb{D}} (1 - |u|^2)^{\frac{\alpha+3}{2}} du = \pi \int_0^1 r^{\frac{\alpha+3}{2}} dr.
\]

The last integral is finite if and only if \( \alpha > 1 \). For \( n = 0 \) and \( p \geq 1 \) we argue similarly to obtain

\[
\int_{\mathbb{C}^+} |W_{\psi_n^\alpha} \psi_n^\alpha(z)|^p \frac{d\mu_{\mathbb{C}^+}(z)}{\Im(z)^2} = \int_{\mathbb{D}} |W_{\psi_0^\alpha} \psi_0^\alpha(T(u))|^p \frac{4du}{(1 - |u|^2)^2}
\]

\[
= 4 \int_{\mathbb{D}} (1 - |u|^2)^{\frac{(\alpha+1)p}{2} - 2} du
\]

\[
= 4\pi \int_0^1 (1 - t)^{\frac{(\alpha+1)p}{2} - 2} dt
\]

\[
= 4\pi \frac{1}{\frac{(\alpha+1)p}{2} - 1} = \frac{8\pi}{(\alpha + 1)p - 2}.
\]

\( \square \)
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