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Abstract
A conditional Generative Adversarial Network allows for generating samples conditioned on certain external information. Being able to recover latent and conditional vectors from a conditional GAN can be potentially valuable in various applications, ranging from image manipulation for entertaining purposes to diagnosis of the neural networks for security purposes. In this work, we show that it is possible to recover both latent and conditional vectors from generated images given the generator of a conditional generative adversarial network. Such a recovery is not trivial due to the often multi-layered non-linearity of deep neural networks. Furthermore, the effect of such recovery applied on real natural images are investigated. We discovered that there exists a gap between the recovery performance on generated and real images, which we believe comes from the difference between generated data distribution and real data distribution. Experiments are conducted to evaluate the recovered conditional vectors and the reconstructed images from these recovered vectors quantitatively and qualitatively, showing promising results.

1 Introduction
A Generative Adversarial Network (GAN) [8] is a generative model that can produce realistic samples from random vectors drawn from a known distribution. A GAN consists of a generator $G$ and a discriminator $D$, both of which are usually implemented as deep neural networks. The training of a GAN involves an adversarial game between the generator and the discriminator. In the context of images, the generator maps low-dimensional vectors from latent space to image space, creating images that are intended to come from the same distribution as the training data; the discriminator tries to classify between images generated by the generator (trying to assign score 0) and real images from training data (trying to assign score 1). Ideally, the distribution of the images generated from the generator become indistinguishable from the distribution of real images in the training set, and the discriminator assigns 0.5 to both generated and real images. In practice, this is hard to achieve and there is usually a gap between the learned distribution by generator and the real distribution.

A conditional Generative Adversarial Network, sometimes called a cGAN [17][6] is an extension from GAN which allows for generating samples conditioned on certain external information. Such an extension takes the form of feeding the conditional vector into both the generator and the discriminator during the training process. After training, the generator can generate samples dictated by the condition from a random vector together with a conditional vector. The ability to control certain attributes of the generated samples is of crucial importance for a lot of applications, such as image inpainting [18], image manipulation [23], style transfer [12], future frame prediction [16], text-to-image [20] and image-to-image translation in general [9][24].

Recovering the latent vector as well as the conditional vector from an image can be useful. It is known that vectors that are close in latent and conditional space generates visually similar images,
and algebraic operations in latent vector space often lead to meaningful corresponding operations in image space [19]. For a given image, being able to access the latent and conditional vector allow us to perform many tasks such as realistic image editing, data augmentation, inferences, retrieval, compression, and other insights of what the networks see and learn which can be significant to debugging, diagnosis, and other security related issues. The original cGAN framework and GAN framework in general do not provide a straightforward way of reverse back from an image to latent and conditional vector. We cover some of the previous work on recovering latent vector of a GAN in Section 2. In this work, we show that it is also possible to recover the conditional vector from a cGAN for a known generator. While the recovery of latent vectors may become unreliable under the effect of mode collapse [2, 21] when different latent vectors are mapped to a single image, the recovery of conditional vectors are usually robust, since it is rare for a successfully trained cGAN to map different conditional vectors to the same image.

A very important point to make here is that it is not the same to recover from an image generated by the generator, and from a real image. Recovering the latent and conditional vector from generated image can be considered an reverse operation which the forward operation does exist. However, when recovering from a real image we are treating it as if it was generated by the generator whereas in fact such a mapping may not exist. Thus, it is more like a projection of a real image onto the manifold learned by the generator. Besides recovering from generated images, this more interesting question of whether sensible conditional information can be recovered from real images is investigated in this work.

2 Related Work

It is out of the scope of this work to conduct a comprehensive literature review of GAN, we point the readers to a good summary given in [7]. Next we discuss some closely related work on recovery/inverting from image domain to vector domain.

The problem of recovering input of a deep neural networks is non-trivial due to the non-linearity, multi-layers and high-dimensional space of a deep neural network. In [15] they proposed to invert a convolutional neural network (CNN) to gain insights of the hidden layers of the network. In [4] and [5], both groups proposed to learn an auxiliary network during the training of GAN in order to map the generated images back to their latent vectors. In [23] images are projected back to the manifold learned by the generator by learning a deep network that minimizes loss based on further extracted CNN features, which is suitable for natural scenes. Such methods of utilizing an auxiliary network to map images back to latent space have advantage of fast mapping, however, requires training an extra network during the training of G and D networks, and cannot always achieve robust precision.

A gradient-based approach is proposed by [3]. The evaluation is done in image domain using reconstruction loss, with no report of reconstruction of latent vectors. In fact, we find out later in our experiments that it can take much longer for two latent vectors to become almost identical than it takes for their generated images to become visually indistinguishable. Recent work by [13] proposed to recover latent vector using a gradient-based method with “stochastic clipping”, and achieve successful recovery 100% of time given a certain residual threshold. The idea of “stochastic clipping” is based on the fact that latent vectors are continuous and have close to zero probability of landing on the boundary values, which doesn’t always generalize to conditional vectors in a cGAN framework.

Our work is build on [3] and [13], showing it is possible to recover conditional vector in a cGAN. The recovery process does not involve simultaneously training an auxiliary network coupled
with the original cGAN, which makes it more flexible and possible to apply on trained cGANs. Moreover, we examine the effect of such recovery on real images besides generated images, which is less addressed in previous works.

3 Recovery Approach

In a non-conditional GAN setting, the generator takes a latent vector \( z \in \mathbb{R}^d \) from a known distribution (usually uniform or Gaussian) as input and generates a sample \( G(z) \in \mathbb{R}^{d_f} \). Here \( d \) and \( d_f \) are dimension of the latent vector and image, respectively. To recover \( z \) from \( G(z) \), a probe vector \( z_p \in \mathbb{R}^d \) is randomly initialized. The goal is to find a \( z_p \) such that the \( G(z_p) \) generated from it is identical as \( G(z) \). Ideally, this \( z_p \) will be the recovery of \( z \). Following [13], this process can be formulated as an optimization shown in Eq. 1:

\[
  z_p^* = \arg\min_{z_p} \| G(z) - G(z_p) \|_2^2
\]

This is optimized using a gradient-based method, with a stochastic clipping method introduced in [13]. The idea is to randomly assign a value to \( z_p[i] \) if the \( i \)th dimension of \( z_p \) is outside of the range of allowed value (e.g., \([-1, 1]\) assuming \( z_p \) is drawn from a uniform distribution in \([-1, 1]\)) during optimization. Another intuition for doing so is that the probability of a randomly drawn value falls right on the boundary is close to zero. This in our opinion is similar to random re-initialization potentially multiple times to get out of impossible value ranges.

Under the conditional GAN setting, a conditional vector \( y \in \mathbb{R}^d \), where \( d_c \) is the dimension of conditional vector, is feed into the generator together with the latent vector \( z \) (Fig. 1). Following the same logic, now two probe vectors \( z_p \) and \( y_p \) are randomly initialized and optimized iteratively so that \( G(z_p, y_p) \) approaches \( G(z, y) \). Notice that the latent vector and the conditional vector needs to be optimized simultaneously, updating \( y_p \) without updating \( z_p \) can lead to incorrect solution. Eq. 1 can be modified for the conditional setting into Eq. 2 shown below:

\[
  z_p^*, y_p^* = \arg\min_{z_p, y_p} \| G(z, y) - G(z_p, y_p) \|_2^2
\]

This can be optimized using the same approach as above only if \( y \) also takes continuous value like \( z \). However, in most cases the conditional vectors takes discrete integer values and are fed into networks in one-hot encoding [17]. Here we specifically consider the solution for one-hot encoding for two reasons: firstly, because one can always easily convert conditional vectors that serve as (multi-dimensional) discrete labels into one-hot encoding; and secondly it helps avoid the time consuming branch-and-bound approach in a typical mix integer programming (MIP) problem. To this end, we formulate our optimization problem as Eq. 3:

\[
  z_p^*, y_p^* = \arg\min_{z_p, y_p} \| G(z, y) - G(z_p, y_p) \|_2^2 + \lambda \| y_p \|_1 - 1
\]

We relax the constraint of \( y_p \) taking only integer values (0 and 1 in one-hot encoding). To still reach the desired one-hot encoding solution, a regularizer is added to the objective function. \( \lambda \) is a constant multiplier. The \( L_1 \) norm is used to pursue sparsity which is the case in one-hot encoding. The absolute difference between \( L_1 \) norm of \( y_p \) and 1 is to enforce the \( L_1 \) norm be as close as 1. The entire function is minimized when \( y_p \) is exactly one-hot encoded. Later we will see that this regularization while not having significant impact on recovery from generated images, is important for recovery from real images to obtain reliable results. Again, \( z_p \) and \( y_p \) should be
optimized together, optimizing one without the other may lead to incorrect combination of \( z_p \) and \( y_p \). During optimization, the “stochastic clipping” is applied to \( z_p \) after gradient descent, and a “projected gradient descent” is applied to \( y_p \). More specifically, any value less than 0 is mapped to 0, and any value greater than 1 is mapped to 1. In practice, we find it is better to initialize \( y_p \) as a zero vector instead of a random one-hot vector, so that the algorithm is not initialized with a false prior information. The overall process is detailed in Algorithm 1.

\[ \nabla_{z_p} L \text{ and } \nabla_{y_p} L \text{ are the gradients with respect to } z_p \text{ and } y_p. \]

\[ \text{Notice that the final } y_p \text{ will be reported as } \arg\max(y_p), \text{ since we know the true } y \text{ is one-hot encoded.} \]

Algorithm 1  Recovering latent and conditional vector from conditional GAN

\[
\begin{align*}
\text{function} & \quad \text{Recover}(G(z)) \\
& \quad z_p \sim U(-1, 1) \in \mathbb{R}^d \\
& \quad y_p \leftarrow 0 \in \mathbb{R}^d \\
& \quad \text{while not converged do} \\
& \quad \quad L \leftarrow \|G(z, y) - G(z_p, y_p)\|^2_2 + \lambda \|y_p\|_1 - 1 \\
& \quad \quad z_p \leftarrow z_p - \alpha \nabla_{z_p} L \\
& \quad \quad y_p \leftarrow y_p - \beta \nabla_{y_p} L \\
& \quad \quad \forall z_p \in z_p \text{ if } z_p < -1 \text{ or } z_p > 1 \text{ do } z_p \sim U(-1, 1) \\
& \quad \quad \forall y_p \in y_p \text{ if } y_p < 0 \text{ do } y_p \leftarrow 0 \\
& \quad \quad \forall y_p \in y_p \text{ if } y_p > 1 \text{ do } y_p \leftarrow 1 \\
& \quad \text{end while} \\
& \quad \text{return } z_p, \arg\max(y_p) \\
\end{align*}
\]

As mentioned in the Introduction Section, it is different to recover from a generated image than from a real image. Since the forward operation for a generated image does exist, one expects that the conditional vector, being a dominant factor towards generated images, can be recovered even using Eq. 2 without any constraint on \( y_m \), at least after the argmax operation. However, for real images, it is highly likely for a generator to unable to generate their identical copies. It is possible that after projecting an real image onto the learned manifold, it falls onto a spot outside of the defined domain of \( y_p \). In this case, it is important to have the regularizer as in Eq. 3 so that the real images are projected onto spots that are semantically explainable in conditional domain.

4 Experiments

4.1 Experiment Setups

Experiments are conducted on two public dataset, MNIST [11] and CelebA [14]. For MNIST dataset, the cGAN is trained conditioned on digit classes 0, 1, ..., 9, making \( y \) a 10-dimensional vector. For CelebA dataset, we picked two attributes from ground-truth as a proof-of-concept, namely Female/Male and WithGlasses/WithoutGlasses. The combination of these two attributes is converted to one-hot encoding of 4 classes (0: Female-WithoutGlasses, 1: Male-WithoutGlasses, 2: Female-WithGlasses, 3: Male-WithGlasses), leads to a 4-dimensional \( y \) to train the cGAN. \( z \) has 100 dimensions and is drawn from uniform distribution \( U(-1, 1) \) for both datasets. For MNIST dataset the images are zero-padded to a resolution of 32 \( \times \) 32 with single channel, for CelebA dataset the images are center-cropped and resized to a resolution of 64 \( \times \) 64 with 3 channels. All pixel values are shift and scaled to \([-1, 1]\).
The cGAN used in the experiments is a conditional version of DCGAN [19, 10], as shown in Fig. 1. The conditional vectors \( y \) are concatenated with latent vectors \( z \) as the input for the generator, and are shaped into the image resolution (still in one-hot encoding) and concatenated with generated or real images along depth dimension as the input for the discriminator. No other skip connections are made for the conditional vectors. The discriminator here is the “vanilla” binary one instead of a multi-class one that’s usually seen in semi-supervised learning. The batch size for MNIST and CelebA datasets are 256 and 144, respectively. For recovering, \( \lambda = \frac{1}{d_y} \), and \( \alpha = \beta = 1 \) and is reduced to 0.5 after 50k iterations.

4.2 Recovery from Generated Images

The recovery process from initialized probe vector \( z_p \) and \( y_p \) towards the true vector \( z \) and \( y \) is visualized by \( G(z_p, y_p) \) generated from them, during the iterations of optimization process. In Fig. 2a and 2b, \( G(z_p, y_p) \) after initialization, 10 iterations, 100 iterations, 1,000 iterations and 10,000 iterations are shown, together with the generated image \( G(z, y) \) from true \( z \) and \( y \). The true conditional vectors \( y \) in Fig. 2a and 2b are \([3, 6, 7, 9, 5, 0, 2, 8, 1, 4]\) and \([0, 1, 2, 3]\) in one-hot encoding. We can see that when initialized, the \( G(z_p, y_p) \) looks completely different from the \( G(z, y) \). The initialized images are also of visually bad quality due to the fact that \( y_p \) is initialized as a zero vector instead of a valid one-hot encoded vector. As the number of iterations increases, \( G(z_p, y_p) \) becomes more and more visually similar to \( G(z, y) \). After 10k iterations, \( G(z_p, y_p) \) is visually indistinguishable from \( G(z, y) \).

Reconstruction loss is defined as the mean squared error per pixel of the reconstructed image, with value scaled to \([-1, 1]\). A successful recovery of \( z \) and \( y \) should generate a small reconstruction loss. The recovery error of \( z \) is defined as the Euclidean distance between the true \( z \) and the probe \( z_p \). The recovery accuracy of \( y \) is calculated after taking \( \text{argmax}(y_p) \), i.e., the index of the maximum value in one-hot encoded vector is reported as final recovered conditional label. The first 10k iterations of one batch are plotted for these values in Fig. 3 and 4 with (Eq. 3) and without regularization (Eq. 2). We can see that image reconstruction loss and recovery error of \( z \) decrease rapidly in the first few hundreds of iterations, and continue to decrease slowly afterwards. The accuracy of recovery conditional vector \( y \) approaches 100% rather quickly and steadily. In MNIST dataset, the reconstruction loss with and without the regularization are similar; the recovery error of
Figure 2: Recovery (from generated images) process visualization for (a) MNIST dataset, and (b) CelebA dataset. For both figures from left to right columns showing: $G(z, y)$ from true $z$ and $y$, $G(z_p, y_p)$ from probe $z_p$ and $y_p$ after initialization, 10 iterations, 100 iterations, 1,000 iterations and 10,000 iterations.

$z$ is lower when the regularization is applied; the recovery accuracy of $y$ is marginally higher with regularization. In CelebA dataset, they are almost identical. This shows that for generated images, the recovery of conditional vector can be achieved with high accuracy using a gradient based method with or without extra regularization.

Figure 3: In MNIST dataset: (a) reconstruction loss; (b) recovery error of $z$; (c) recovery accuracy of $y$. The red solid line is with regularization while the blue dashed line is without regularization.

4.3 Recovery from Real Images

We further apply the recovery operation on real images. It is interesting to study the effect of conditional vector recovery, when the images are real and not generated by the generator. The same experiments as in previous subsection are repeated this time for real images.

Again, we first examine the recovery process visually through reconstructed images. In Fig. 5a and 5b, the real images and the process of approaching these real images with generated images are illustrated. The images transfer from the randomly initialized ones to the ones that are visually
similar to the target images. However, it can still be observed that they are not exactly the same even visually. This is more obvious in CelebA dataset. In Fig. [5a] an example of incorrectly recovered conditional vector is shown, which is the 5\textsuperscript{th} row. The true \( y \) is of label “2”, while the recovered \( y_p \) is of label “7”. It is interesting to observe how the network manages to produce an image that is very close to digit “2” given the condition “7”. Actually, the fact that the reconstruction loss can be low even with the incorrect \( z \) and \( y \) is the main challenge we encountered.

The reconstruct loss and recovery accuracy of \( y \) for the first 10\( k \) iterations of one batch are plotted in Fig. [6] and [7]. Notice this time there isn’t a true \( z \) of a real image for us to compute recovery error of \( z \). Compared with recovery from generated images, the reconstruction loss is greater and the recovery accuracy of \( y \) is lower when recovering from real images. Especially the recovery of \( y \) becomes less stable, frequently toggling between two possible values back and forth for some images. Very importantly, for real images, there exists a quite significant gap (5\% − 10\%) between with and without regularization for the recovery accuracy of \( y \), in both MNIST and CelebA datasets, showing that the regularization improves the recovery accuracy of conditional vector for
real images.

Figure 6: In MNIST dataset: (a) reconstruction loss; (b) recovery accuracy of $y$. The red solid line is with regularization while the blue dashed line is without regularization.

Figure 7: In CelebA dataset: (a) reconstruction loss; (b) recovery accuracy of $y$. The red solid line is with regularization while the blue dashed line is without regularization.

| Dataset | Recovered From | Reconstruction Loss | Recovery Accuracy of $y$ |
|---------|----------------|---------------------|-------------------------|
| MNIST   | $G(z, y)$      | 0.0176 (0.6105)     | 0.9985                  |
| MNIST   | $I_{real}$     | 0.1382 (0.6177)     | 0.9033                  |
| CelebA  | $G(z, y)$      | 0.0042 (0.5781)     | 1.0000                  |
| CelebA  | $I_{real}$     | 0.1563 (0.5780)     | 0.8359                  |
4.4 Converged Results

The optimization is considered converged after 100k iterations (most of the time it takes less iterations) from empirically observation. The results after running the optimization for 100k iterations with the proposed method are listed in Table 1. $G(z, y)$ represents the generated images and $I_{real}$ represents the real images. In Reconstruction Loss column, numbers in the brackets represent the initial losses. It shows that it is easy to recover the conditional vectors from generated images, and the reconstruction loss can be very low. On the other hand, for real images, the recovery is not always successful and the original images can not always be reconstructed exactly, which means it is often impossible to generate certain real images. This can always happen when the underlying data distribution modeled by the generator is not perfect.

5 Discussion

We noticed that a better recovered $z_p$ does not necessarily result in better reconstruction loss (Fig. 3a and 3b). Also a much better recovery of $y_p$ does not translate to equal amount of advantage in reconstruction loss (Fig. 6 and 7). One possible explanation is that, for one image, there are multiple (potentially infinite) combinations and values of $z$ and $y$ from which the it can be generated. Another point could be that the reconstruction loss is not the most appropriate evaluation metric. The objective function used in this work is based on reconstruction loss, which evaluates per pixel differences in image domain. It would be interesting to see if other losses, for example, mean squared error of discriminative CNN features, can produce better gradient thus lead to better results.

While the recovery of conditional vectors has similar performance across the two datasets, the recovery of latent vectors differs a lot. The recovery error of $z$ reduces much slower on MNIST than CelebA dataset. It is possible that $z$ is utilized to a “greater extent” in CelebA because of much more complex content compared with MNIST (color faces vs. gray scale digits). We suspect that in MNIST dataset, some $z$ mapped to the same image, or some dimensions of $z$ become basically irrelevant. More investigation of how different dimensions of $z$ and $y$ impact the recovery could be worthy. Again, the eGAN used in this experiment is a simple DCGAN structure, with more recent advancement in the training of GAN such as [1, 2, 22], the performance of recover is expected to improve.

The ability to access the latent and conditional vector of a given generated image from a GAN could potentially be used for tasks such as debugging and diagnosis of the network. Even though we could not calculate the recovery error for $z$ for real images, we do get consistent $z_p$ for the same image. It remains interesting to see if this could be applied to detect adversarial attacks. An adversarial image could have different behaviour in terms of $z_p$ and $y_p$ when being recovered.

6 Conclusion

In this work, we show that it is possible to recover the latent vector as well as the conditional vector from a conditional generative adversarial network. The approach could potentially enable a wide spectrum of applications ranging from image manipulation for entertaining purposes to diagnosis of the neural networks for security purposes. The method minimizes a regularized reconstruction loss using projected gradient descent and stochastic clipping. The regularizer is designed for conditional vector being discrete labels. The recovery method is evaluated on two public datasets for both generated images and real images. We see that the conditional vector can be recovered with high accuracy from generated images, and to a lesser extent from real images. The result is promising,
and how to close the gap between recovery from generated images and real images will be our future direction.
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