Abstract: Corrosion of the reinforced concrete (RC) structures has been affecting the major infrastructures in U.S. and in other continents, causing the recent several bridge collapses and incidents. While the theoretical understanding is well-established, the reliable prediction of the corrosion process in the RC structural systems has hardly been successful due to the inherent uncertainties existed in the electrochemical corrosion process and the associated material and environmental conditions. The paper proposes a computational framework to develop evidence-based probabilistic corrosion initiation models for the reinforcing steels in the RC structures, which predicts the corrosion initiation time and quantifies the inherent variances considering various acting parameters. The framework includes: probabilistic modeling with Bayesian updating based on the sets of previously generated experimental data; Bayesian model/parameter selection considering various parameters, such as material properties and environmental conditions; corrosion reliability analyses to predict the probabilities of the corrosion initiation at given time $t$, structural configurations, and environmental conditions; and sensitivity analyses to measure and to rank the influences of each acting parameter and its uncertainty to the probabilities of the corrosion initiation. Total of 284 sets of experimental data exposed to the coastal atmospheric environments are used for the modeling. The goal of the Bayesian model selection presented in this paper is to obtain the most accurate and unbiased model using the simplest form of expression. The developed example corrosion model is currently limited to the initiation of diffusion-induced corrosion. The model can be updated, improved, or modified upon future available sets of data. The research contributes to the decision making to improve the corrosion reliability, corrosion control, and further the structural reliability of corroding structures.
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1. Introduction

Corrosion of the reinforced concrete (RC) structures has become an important threat for infrastructure reliability. Total of 55% of existing U.S. bridges are classified as “Fair” or “Poor” as of 2018 according to the Federal Highway Administration (FHWA). From the direct cost of $22.6 billion for the aged infrastructures, $8.3 billion is estimated for the annual replacement/repair of RC bridge structures [1]. Among these, around 15% of RC bridges in the U.S. are estimated to be structurally deficient due to corrosion of the reinforcement. The critical factor influencing the performance of RC is the corrosion of reinforcing steels inside the RC structures and its inherent uncertainties. The corrosion...
of RC structures has been modeled and estimated as a chemical/electrochemical reaction affected by the surrounding environment, which has been predicted by several technologies and methods [2–4]. The main stages of the corrosion initiation influencing the RC durability are the accumulation of the chloride at the surface level of concrete structures, followed by a penetration stage involving the chloride transport throughout the concrete matrix, and the rebar activation with the breakdown of the passive layer due to electrochemical reactions that involves chloride ions. Significant uncertainties involved in the system including material properties, environmental conditions, and chemical/electrochemical reaction play a critical role in the prediction and the estimation of reliabilities of the reinforced concrete corrosion. Therefore, the probabilistic modeling of the corrosion with uncertainties consideration is essentially required to approach the problem.

Over previous decades, a significant amount of research has been performed on the chloride ingress into the concrete both experimentally and numerically, to predict the corrosion initiation time of the reinforcement. Castro et al. [5] and Sandberg et al. [6] obtained chloride profiles in RC structures experimentally in the marine environment. Castro et al. [7] and Oh et al. [8] investigated chloride threshold values for the reinforcement to initiate the corrosion regime. Meanwhile, Ann et al. [9] suggested a numerical model for the prediction of corrosion initiation under varying surface chloride concentration. Val and Trapper [10] and Bastidas-Arteaga et al. [11] developed probabilistic corrosion initiation models for partially saturated and unsaturated RC structures.

Arora et al. [12] developed the mathematical model based on both of the finite difference method (FDM) and the probabilistic model that express the corrosion initiation time of RC columns as well as the chloride ingress with various concrete materials. Engelund and Sørensen [13] developed a probabilistic model as a stochastic process to estimate the time of corrosion initiation as well as chloride ingress in reinforced concrete structures. Castaneda et al. [14] showed a probabilistic model for corrosion monitoring and a repair strategy of RC structures.

This paper is aiming to predict the corrosion initiation with its uncertainties of RC structures estimated per various material and environmental conditions. In this research, we propose a computational framework to develop the evidence-based probabilistic models of corrosion initiation, which considers the various individual acting parameters. The corrosion initiation models are developed using the presented framework considering the various material properties of the concrete mixtures and environmental conditions. The model assumed the corrosion initiation occurs by the diffusion of chloride and breakdown of the passive layer due to the excessive chloride accumulation at the surface of the rebar. Other factors are not explicitly considered in the model, such as temperature and other anions or cations while those are available to be further developed following the proposed framework in this paper. The developed model is used to estimate the probability of the corrosion initiation and the sensitivity analyses.

2. Corrosion of Reinforcing Steel in Concrete Structures

Highly alkaline concrete pore solution with pH levels between 12.5 and 13 induces the passivation of reinforcing steel. The passive film of the steel is thermodynamically stable and initially can provide a barrier to isolate the reinforcing steel from its surrounding environment protecting the steel against corrosion damage [15]. This protective film with a thickness of a few nanometers is mainly composed of a double-layer with an inner layer of magnetite (Fe₃O₄) and an outer layer of ferric oxides (maghemite, γ-Fe₂O₃ and hematite, α-Fe₂O₃) [16–18].

Continuous exposures of the outer layer to oxygen and moisture leads to the formation of oxyhydroxides such as goethite (α-FeOOH), lepidocrocite (γ-FeOOH), and akaganeite (β-FeOOH) [15,16,19]. The protection is severely compromised by carbonation of the concrete or by accumulation of chloride ions on the reinforcing steel surface. Once a chloride threshold is reached, the breakdown of the passive film occurs, and the reinforcing steel becomes susceptible to deterioration by initiation and propagation of corrosion processes.
Among various models, Tuutti’s model [20] suggested the corrosion of RC structures as two main stages; initiation of corrosion and propagation of corrosion, shown in Figure 1. The stage for the initiation of corrosion starts with the diffusion of aggressive species through the concrete matrix and finishes when the depassivation and corrosion of the reinforcing steel occurs at localized sites. The initiation stage is controlled by transport processes, carbonation of concrete, and the diffusion rate of chloride ions. This initiation period can be affected by several factors such as concrete quality, concrete cover, and environmental conditions [21].

Chloride-induced corrosion is well known to be the most common and severe degradation form. Chloride ions influence the breakdown of the passive film and the initiation of localized corrosion at the reinforcing steel surface. These chloride ions can be present in the concrete matrix due to the addition of chloride-based admixtures, chloride contamination of the aggregates, and from using high chloride content water, such as seawater during the mixing process. They can also diffuse into the concrete matrix when the structure is exposed to seawater environments or deicing salts [22].

3. Probabilistic Corrosion Initiation Model: Methods

In this study, diffusion-based probabilistic models were proposed. The model selection and the parameter estimation were performed using sets of experimental data. In this section, the proposed probabilistic models, properties of experimental data sets, model selection methods, and parameter estimation methods used for this research are presented.

3.1. Diffusion-Based Probabilistic Model

To determine the time to corrosion initiation, the one dimensional Fick’s second law, which describes chloride diffusion, is commonly used [20]. In the diffusion of chloride into concrete, the chloride concentration $C$ at depth $d$ with time $t$ takes the following

$$C(d,t) = C_s \left[ 1 - \text{erf} \left( \frac{d}{2\sqrt{Dt}} \right) \right]$$

where $C_s$ is the surface chloride concentration with units of % mass, $\text{erf}$ is the statistical error function, and $D$ is the diffusion coefficient with units of mm$^2$/yr. The time variable $t$ is defined as the period of time from the samples exposed to the marine environment to the specific future time of interest. It is assumed that the corrosion initiates at time $t_{corr}$ when the chloride concentration at depth $d_c$ with time
$t_{\text{corr}}$ reaches to the critical chloride concentration, $C_{\text{cr}}$. In the solution of this one-dimensional Fick’s second law by $(d, t_{\text{corr}}) = C_{\text{cr}}, t_{\text{corr}}$ can be first defined as below [20]

$$t_{\text{corr}} = \frac{d^2}{4D}[\text{erf}^{-1}\left(1 - \frac{C_{\text{cr}}}{C_s}\right)]$$

(2)

In the solution, determination of the diffusion coefficient, $D$, has been discussed among research papers. Many experimental research show various results of $D$ due to the influencing parameters and the inherent uncertainties of the corrosion process. The diffusion coefficient is known to be dependent to the concrete material conditions, such as the water-to-cement ($w/c$) ratio, and exposure conditions including the surface chloride concentration, moisture contents in the atmosphere, dry–wet cycle of the weather, etc. [23,24]. While the most of corrosion initiation models have been developed in the deterministic format relying on the limited set of experimental data, there are a few probabilistic models suggested to predict the chloride-induced corrosion initiation time, considering the characteristics of concrete materials and exposure conditions [25,26]. In this research, we develop the probabilistic model with further improvements in the prediction of model uncertainties, contribution of each parameter and its uncertainties to the corrosion initiation, and model efficiency using the Bayesian method. Instead of maintaining all of the parameters, more focus is attained on developing the most effective model by selecting the most accurate one with the least number of parameters using the model selection criteria, which are described in the later section. Considering the nature of the function being non-negative, we could select the logarithmic variance-stabilizing transformation for homoscedastic model following Choe et al. [27] that showed the model applicability to RC bridges subject to corrosion. Therefore, the model defining $D$ can be written as:

$$\log[D(t, \Theta)] = \log[\hat{D}(t, \theta_C, \alpha_C)] + \sigma \epsilon$$

(3)

where $\Theta = (\Theta_C, \alpha_C, \sigma)$ is the sets of unknown parameters to be estimated using Bayesian methodology, where $\Theta_C = (\theta_1, \theta_2\ldots)$ represents the unknown parameters representing the diffusion coefficient for the reference case, and $\alpha_C = (\alpha_1, \alpha_2\ldots)$ is the set of parameter correction factors considering various materials and exposure conditions, which also can be estimated using Bayesian methods. For instance, in this research, $\alpha_1$ has been used for the correction factor for various water-to-cement ratios and $\alpha_2$ used for the correction factor for various concrete curing day conditions. One can develop models by expanding the model with additional correction factors $\alpha_3, \alpha_4, \ldots$, etc., for further available parameter conditions upon further data availability. $\sigma$ is the model standard deviation and $\epsilon$ is the unit random variable, which the mean is equal to 0 and the standard deviation equal to 1. The logarithm transformation results in the model uncertainties $S = \exp(\sigma \epsilon)$ with the expression of the original diffusion equation as $D(t, \Theta) = \hat{D}(t, \theta_C, \alpha_C) \cdot S$.

In this study, the candidate models for the diffusion coefficient to solve the time to corrosion initiation time, $t_{\text{corr}}$, has been selected as the following:

Model A : $\hat{D}(t, \Theta_C) = \theta_1(\theta_2/t)^{\theta_3}$

(4)

Model B : $\hat{D}(t, \Theta_C, \alpha_C) = \alpha_1\theta_1(\theta_2/t)^{\theta_3}$

(5)

Model C : $\hat{D}(t, \Theta_C, \alpha_C) = \alpha_1\alpha_2\theta_1(\theta_2/t)^{\theta_3}$

(6)

Model A assumes that the effects of the material conditions on the diffusion process are negligible, which will be used as a reference case only for this research. Model B assumes only a water-to-cement ratio has a significant effect on the diffusion, and Model C assumes that both the water-to-cement ratio
and the concrete curing time have a significant effect on the diffusion process. The models result in the solution of the Fick’s law as follows:

$$t_{\text{corr}, A} = \frac{d^2}{4S\theta_1\theta_2 \alpha_2} \left[ erf^{-1} \left( 1 - \frac{C_{cr}}{C_s} \right) \right]^{-2}$$

(7)

$$t_{\text{corr}, B} = \frac{d^2}{4S\alpha_2 \theta_1 \theta_2} \left[ erf^{-1} \left( 1 - \frac{C_{cr}}{C_s} \right) \right]^{-2}$$

(8)

$$t_{\text{corr}, C} = \frac{d^2}{4S\alpha_1 \alpha_2 \theta_1 \theta_2} \left[ erf^{-1} \left( 1 - \frac{C_{cr}}{C_s} \right) \right]^{-2}$$

(9)

In this research, the unknown parameters were estimated based on sets of experimental data using Bayesian updating methods. The model selection of Models A, B, and C was performed while the parameter estimation was performed by using Bayesian model selection criteria described in the later section of this paper. The time-dependent variation of the surface chloride concentration was not considered in the corrosion initiation time estimation. For the estimation, the critical chloride concentration is assumed as shown in Table 1.

**Table 1.** Chloride threshold values (adapted from Castro-Borges et al. [7]).

| Concrete Conditions | C<sub>cr</sub> (%) Concrete Mass |
|---------------------|-------------------------------|
| w/c = 0.46          | 0.101                         |
| w/c = 0.5           | 0.095                         |
| w/c = 0.53          | 0.083                         |
| w/c = 0.7           | 0.053                         |
| w/c = 0.76          | 0.049                         |

3.2. Model Parameter Estimation: Bayesian Methods

The unknown parameters Θ in the suggested model were estimated by the use of the observation-based updating rule [28]:

$$f(Θ) = \kappa L(Θ|y)p(Θ)$$

(10)

where \( p(Θ) \) is the prior distribution reflecting the current knowledge about Θ based on our past experience, judgment, or previous models, \( L(Θ|y) \) is the likelihood function representing the objective information on Θ contained in a set of observations \( y \), where \( \kappa = \int L(Θ|y)p(Θ)dΘ \) is a normalizing factor, and \( f(Θ) \) is the posterior distribution representing our updated state of the knowledge about Θ, which incorporates both the prior information about Θ included in \( p(Θ) \) and the new observation/data included in \( L(Θ|y) \). Once the posterior distribution of Θ is estimated, we could compute its mean vector, \( M_Θ \), and covariance matrix, \( Σ \). Θ.

Application of the rule in the Equation (10) can be repeated to update our modernized state of knowledge every time when new information becomes available, e.g., with any number of new data available. The updating process can be repeated any number of times. If we have \( m \) independent observations, the posterior distribution can be updated after each new sample becomes available as follows. Mathematically, the posterior distribution can be written as:

$$p(Θ|y_1, \ldots, y_q) \propto p(Θ|y_1, \ldots, y_{q-1})L(Θ|y_q) \quad q = 2, \ldots, m$$

(11)

where \( p(Θ|y_1) \) here is the prior distribution regarding the initial sample of observations, \( y_1 \). Repeated applications of Bayes’ theorem can then be seen as a learning process, where our present...
knowledge about the unknown parameters \( \Theta \) is updated, as the new data becomes available. The likelihood function for the models in the estimation of the parameters can be written as follows based on Gardoni et al. [29]

\[
3L(\theta, \sigma) \propto \prod \left\{ \frac{\sigma}{\sigma'} \left[ \frac{DIF_{obs,i} - DIF_{prdc}(x_i, \theta)}{\sigma} \right] \right\}
\]

(12)

3.3. Experimental Data

The chloride profile data points were collected over 10 years from the tropical marine environment of Yucatan Peninsula, Mexico, and previously reported in several publications [5,7,30,31]. Among the data points throughout the whole experimental period, the initial 284 data points were used for the development of corrosion initiation model. The rest of data points were considered that they were measured after the corrosion initiation, therefore not applicable to the corrosion initiation model. The samples were prepared by crushed limestone aggregates with Portland cement. Each concrete sample had a cylindrical shape with 75 mm (3 in.) in diameter and 150 mm (6 in.) in height, with a #3 (ASTM) reinforcing bar of 10 mm (0.4 in.) in diameter. Figure 2 shows a schematic description of the sample used for the experiment. The tested samples had different conditions, (1) varied water-to-cement ratios (w/c) of 0.46, 0.5, 0.53, 0.7, and 0.76 and (2) varied days of curing, 1, 3, and 7 days. The samples were exposed at the coastal region, 50 m and 100 m from the ocean. To limit the chloride entrance from top and bottom flats of the samples, the parts were sealed with epoxy coatings. The ranges of the data used for this research are provided in Table 2. More experimental details including the procedure of collecting chloride concentration data for different depths and times are illustrated in previous works [5,7,30,31].

![Figure 2. Schematic description of the specimen used in mm scale (adapted from Castro-Borges et al. [7]).](image-url)
### Table 2. Range of the data used for this research.

| Variable               | Symbol | Range           |
|------------------------|--------|-----------------|
| Concrete Strength      | $f'_c$ | 14.7–34.3 MPa   |
| Curing days            | $C_d$  | 1–7 days        |
| Water-to-Cement ratio  | $w/c$  | 0.46–0.76       |
| Distance from shore    | $-$    | 50–100 m        |

#### 3.4. Model Selection Criteria

Once a set of alternative model options are settled, the model selection criteria need to be chosen properly. Gardoni et al. [29] suggested a step-wise deletion process for simplification of the model parameters in the application of probabilistic capacity models. Choe et al. [32] adopted two Bayesian criteria, Akaike information criteria (AICs) [33,34] and Bayesian information criteria (BICs) [35], for the application of the structural fragility increase model. In this research, Bayesian philosophy and criteria are chosen as primary model selection.

The model should be accurate, unbiased, and easily implementable in practice. In addition, as a statistical consideration, a model should be parsimonious and as simple as possible to avoid (1) loss of precision of the estimates of the overall model with its parameters due to the inclusion of unimportant terms and (2) overfitting the data.

Current model selection methods can be categorized in two classes based on their statistical performance and objectives [36]. The first class is based on the concept that no “true model” exists because the truth is very complex and cannot be modeled. Therefore, the criteria for this class are aimed to estimate the approximate true model. Akaike information criterion (AIC) is one of the most known criteria in this class. AIC was developed to select a parsimonious model for the analysis of empirical data by Akaike [33,34] The AIC provides a trade-off between the model complexity and the quality of the fit of the data. The AIC can be written as

$$AIC = -2\log[L(\Theta)] + 2N_P$$  \hspace{1cm} (13)

where $N_P$ is the number of unknown parameters included in $\Theta$. The second class of criteria was developed based on the concept that an exactly “true model” exists. This assumption implies that the number of parameters and the form of the true model are fixed as the number of samples, $N_S$, increases. These criteria are referred to as “constant” or “dimension-constant” criteria. Schwarz [35] provides a Bayesian argument for adopting the Bayesian information criterion (BIC), which is one of the best known “constant” criteria. The BIC penalizes the unknown parameters in terms of $N_p \log(N_S)$ that is in general a stronger penalty than the $2N_P$ used in AIC. The expression for BIC is written as

$$BIC = -2\log[L(\Theta)] + N_p\log(N_S)$$  \hspace{1cm} (14)

BIC is known to perform well for generated data and for a large sample size of data [36]. In this paper, both AIC and BIC were used for the model selection.

In addition to these selection criteria, the mean absolute percentage error (MAPE) was computed to have a more intuitive measure of the accuracy of the candidate models [32]. The MAPE is the mean error in the model expressed as a percent of the first-order reliability method (FORM) value:

$$MAPE = \frac{1}{N_S} \left[ \frac{1}{N_S} \sum_{i=1}^{N_S} \left( \frac{\hat{D}(t, \theta_c, \alpha_c) - D_i}{D_i} \right) \right] \times 100$$  \hspace{1cm} (15)

#### 4. Probabilistic Corrosion Initiation Model: Application

The estimated results of the proposed Models A, B, and C are presented in this section. The corrosion initiation was probabilistically modeled step by step: (1) reference case, then (2) estimation of the
correction factors for different material conditions. Based on the modeling, the three candidate models, Models A, B, and C are presented and evaluated. The most parsimonious model was selected based on the model selection criteria presented in the previous section.

4.1. Probabilistic Modeling: Reference Case and Additional Correction Parameters

The reference case was studied for initial parameters with a fixed consideration of material or exposure conditions. The fixed material condition was used for the case \( w/c = 0.46 \) with 7 days of curing time. This reference model was later corrected with additional sets of parameters to consider various material conditions with additional sets of data. Note that the unknown parameters, \( \Theta \), estimated in this reference case had no meaning as a stand-alone model as the number of sample was significantly low, but only provided the best knowledge of prior sets of \( \Theta \) for the corrected model as it is estimated with the limited information. The reference case of the diffusion coefficient can be expressed as \( D(t, \Theta) = D(t, \theta_C) + \sigma \epsilon = \theta_1(\theta_2/t)^{\theta_3} + \sigma \epsilon \).

Table 3 presents the results of posterior statistics for the parameters \( \Theta = (\theta_C, \sigma) \). Figure 3 shows the comparison of chloride concentrations between the model predictions. The blue solid line represents the expected estimation match up of a perfect model, and the green dashed line represents the delimited region within 1 of the standard deviation. From the figure, there is a slight ambiguity of the trend that occurred from the limited number of data samples on this specific reference case. Such ambiguity becomes weaker once the model starts to include the data of other concrete conditions with extra parameters. Note that the small number of the data point in this step is further supplemented by additional data sets later in the text.

| \( \Theta \) | Mean | St. Dev. | Correlation Coefficient | \( \theta_1 \) | \( \theta_2 \) | \( \theta_3 \) | \( \sigma \) |
|--------------|------|----------|-------------------------|---------------|---------------|---------------|---------------|
| \( \theta_1 \) | 500.0 | 1.000 | 1 | - | - | - |  
| \( \theta_2 \) | 30.01 | 1.002 | 0.0002 | 1 | - | - |  
| \( \theta_3 \) | 0.590 | 0.063 | -0.0056 | -0.0566 | 1 | - |  
| \( \sigma \) | 0.263 | 0.053 | -0.0028 | -0.0526 | 0.0093 | 1 |  

Figure 3. Reference case: (a) model prediction vs. observation and (b) prediction error.

Next, based on the reference case, the model correction parameters, \( \alpha_C \), were estimated, which eventually formed the Model B and C. These models considered the materials and exposure conditions with \( \alpha_C = (\alpha_1, \alpha_2) \), where \( \alpha_1 \) presents the correction factor of the water-to-cement ratio effect, and \( \alpha_2 \) represents the correction for the concrete curing time effect. Model B is written as \( \hat{D}(t, \theta_C, \alpha_C) = \alpha_1 \theta_1(\theta_2/t)^{\theta_3} \) considering the effect of the water-to-cement ratio only and Model C is
as $\tilde{D}(t, \theta_C, a_C) = a_1 a_2 (\theta_2/t)^\beta$ considering the effects both of the water-to-cement ratio and the concrete curing time.

Table 4 presents the results of the initial estimation of $a_1$ for each $w/c$ cases based on Model B. Compared to the reference case, the data points with shorter curing days for each $w/c$ ratio were introduced, and they resulted in the increase of the diffusion coefficient. Although for such a trend, the results of the posterior estimation to the increased $w/c$ ratio did not show a clear relationship. This may be caused by the uncontrolled natural weather during the experimental process. Figure 4 shows the estimation of the correction factor, $a_1$. The figure shows a comparison between the prediction and the observation for varied concrete $w/c$ ratio.

Table 4. Posterior statistics for initial correction factors $a_1$ and $a_2$ for each $w/c$ and curing time.

| Concrete Conditions | Distribution | $a_1$ Mean | $a_1$ St. Dev. | Concrete Conditions | Distribution | $a_2$ Mean | $a_2$ St. Dev. |
|---------------------|--------------|------------|----------------|---------------------|--------------|------------|----------------|
| $w/c = 0.46$        | Normal       | 1.846      | 0.582          | $Cd = 1$           | Normal       | 1.735      | 0.379          |
| $w/c = 0.5$         | Normal       | 3.310      | 0.896          | $Cd = 3$           | Normal       | 0.887      | 0.166          |
| $w/c = 0.53$        | Normal       | 2.063      | 0.386          | $Cd = 7$           | Normal       | 0.728      | 0.119          |
| $w/c = 0.7$         | Normal       | 0.951      | 0.197          |                     |              |            |                |
| $w/c = 0.76$        | Normal       | 1.430      | 0.376          |                     |              |            |                |

Figure 4. Example parameter estimation of correction factor $a_1$: (a) $w/c = 0.46$, (b) $w/c = 0.5$, (c) $w/c = 0.53$, and (d) $w/c = 0.7$.

Table 4 also presents the results of the posterior statistics of $a_2$ based on Model C. It is found that the longer curing contributed to the decrease of diffusion coefficient. The correction factor $a_2$ initially studied for each curing time could be further simplified, thus $a_2$ can be expressed as a function of $C_d$, $a_2 = -0.76 \times (C_d - 1)^{0.156} + 1.735$, by a non-linear regression.

4.2. Model Selection Results: Model A, B, and C

Table 5 displays the results of the model selection criteria for the candidate models, including AIC, BIC, and MAPE. For both AIC and BIC, the lower value may suggest the higher efficiency of the
model prediction as discussed in the previous sections in the paper. However, as a rule, the model with large variation ($\Delta_{AIC}, \Delta_{BIC}$) of AIC and BIC is to be selected instead of those with the lowest criteria. Based on the model selection criteria shown in Table 5 and the quantitative analysis of the model prediction results for each model shown in Figure 5, Model A was selected as the most parsimonious model defined in the earlier section. Although the resultant AIC and BIC were lowest at Model C, its variation from Models A and B were very minor. In addition, the qualitative observation of results in Figure 5 and the estimated MAPE shows the prediction of Model C did not significantly improve the prediction from Model A. Therefore, Model A with the least number of parameters was selected as the most parsimonious model in this research. It could also be interpreted that additional parameters for two different material conditions investigated here did not significantly impact the corrosion initiation given the range of data used for the modeling, which also contributed to deciding the model selection criterion. However, it is important to note that the parameter $w/c$, expressing water to cement ratio, was inexplicitly included in model A as the critical chloride concentration, $C_{cr}$, varied depending on $w/c$ following Table 1, although it might not explicitly impact on the corrosion initiation.

Table 5. Model selection criteria for the candidate models.

| Model | $N_p$ | AIC | $\Delta_{AIC}$ | BIC | $\Delta_{BIC}$ | MAPE (%) |
|-------|-------|-----|----------------|-----|---------------|----------|
| A: $\hat{D}(t, \Theta_C) = \theta_1(\theta_2/t)^{\theta_3}$ | 3 | 129.4 | 17.6 | 140.3 | 10.2 | 5.63 |
| B: $\hat{D}(t, \Theta_C, \alpha_C) = \alpha_1\theta_1(\theta_2/t)^{\theta_3}$ | 4 | 119.9 | 8.1 | 134.5 | 4.4 | 5.61 |
| C: $\hat{D}(t, \Theta_C, \alpha_C) = \alpha_1\alpha_2\theta_1(\theta_2/t)^{\theta_3}$ | 5 | 111.8 | 0 | 130.1 | 0 | 5.53 |

Figure 5. Model prediction vs. observation and prediction error; Model A: (a,b), Model B: (c,d), and Model C: (e,f).
Note that further availability of the experimental data may possibly change this selection if the model criteria values, AIC and BIC, had significantly changed. The selected model provided the statistically best prediction given sets of data as the Bayesian method is well known to produce unbiased model with the minimum number of samples used for the modeling.

Table 6 shows the posterior distribution of the selected model, Model A, as expressed in Equation (4). The updated posterior means of \( \theta_1 \), \( \theta_2 \), and \( \theta_3 \) were similar to those in the reference case. Although there was a slight increase of the posterior variance of \( \theta_2 \), but it was inferred that such an effect was compensated by the decrease of the posterior variance of \( \theta_3 \) to results in the reduction of the statistical uncertainty of the model. The model error, \( \sigma \), of the updated model was higher than the one in the reference case since the model had 272 more data points to fit.

Table 6. Posterior distribution of \( \Theta = (\theta_1, \theta_2, \theta_3, \sigma) \): model A, selected.

| \( \theta \) | Mean | St. Dev. | Correlation Coefficient |
|-----------|------|---------|------------------------|
| \( \theta_1 \) | 500.0 | 1.000 | 1 \( \cdot \) | - \( \cdot \) | - \( \cdot \) |
| \( \theta_2 \) | 29.99 | 1.084 | 0.0073 | 1 \( \cdot \) | - \( \cdot \) |
| \( \theta_3 \) | 0.667 | 0.021 | -0.0303 | -0.4203 | 1 \( \cdot \) |
| \( \sigma \) | 0.301 | 0.013 | -0.0122 | -0.0522 | 0.0105 | 1 |

5. Corrosion Reliability and Sensitivity Measurement

5.1. Uncertainties and Model Parameters

Uncertainties that were considered in this probabilistic corrosion initiation model could be categorized into two broad types: aleatory uncertainty and epistemic uncertainty. The aleatory uncertainty is the inherent randomness, which is irreducible. The epistemic uncertainties are known to be reducible. They include those that arise from our choice to simplify matters, lack of knowledge, measurement error, and the limited observing samples [37].

The probabilistic models suggested in this paper included the sets of random variables of \( x = \{ x_1, x_2, \ldots \} \), which represent those parameters associated with the structural geometry and material conditions, and \( \Theta = \{ \Theta_C, \alpha_C \} \), which represents the subsets of unknown parameters, \( \Theta_C \), and correction factors, \( \alpha_C \), estimated through Bayesian parameter updates using experimental data as seen in Tables 3 and 4. The random variables \( x \) can be the input parameters of the specific structure’s given conditions for the model users, including critical chloride concentration (normal distribution with the coefficient of variance (CoV) of 0.063), concrete cover depth (normal distribution with CoV of 0.3), and the surface chloride condition (normal distribution with CoV of 0.16).

5.2. Conditional Probability of Corrosion Initiation

The probability of failure, \( P_f \), is defined as a conditional probability of corrosion initiation given surface chloride concentration and defined as a function of time \( t \), structural and environmental properties, \( x \). The surface chloride concentration varied in various weather conditions, distance from shore, and the material conditions. This is a parameter measurable at the site of the structures. In this research, the probability of the corrosion initiation was estimated for various ranges of surface conditions. Corrosion initiation is defined as the event where the \( t_{corr} \) lays before the given time \( t \), i.e., \( t_{corr} - t \leq 0 \). In general consideration, the probability of corrosion initiation is suggested as follows:

\[
P_f(t, x, \Theta) = P\left( \bigcup_{i=1}^{\infty} \bigcup_{k=1}^{\infty} \left| g_{ik}(x, \Theta) \leq 0 \right| t, x \right)
\]

where, \( g_{ik}(x, \Theta) = T_{corr}(x, \Theta) - t \), \( k \) represents each failure modes, i.e., various causes of corrosion initiation, and \( i \) indicates special variability of the location, i.e., corrosion occurrences at each segment of the elements. In this research, we focused on the diffusion-induced corrosion initiation, i.e., \( k = 1 \), and no
special variability has been studied. Further development can be adapted for other failure modes such as crack-induced corrosion as well as the location variability. In this research, the probability of corrosion initiation given surface chloride concentration, $C_s$, can be defined as follows:

$$P_f(t, x, \Theta) = P[t_{corr}(x, \Theta) - t \leq 0 | t, x]$$  \hspace{1cm} (17)

For the selected Model A, the time to corrosion initiation is written as:

$$t_{corr,A}(x, \Theta) = \left[ \frac{d_1^2}{4\theta_1 \theta_2} \left[ \text{erf}^{-1} \left( \frac{C_x}{C_s} \right) \right]^2 \right]^{1/1-\theta_3}$$  \hspace{1cm} (18)

The results of the corrosion reliability are displayed and discussed in the following section. The corrosion reliability, $P_f$, as $\beta = \Phi^{-1}(1 - P_f)$.

5.3. Probability of Corrosion Initiation

Examples of the conditional probability of the corrosion initiation is estimated for various given surface chloride concentration, $C_s$, which varies depending on the environmental condition where the structure sits on. The probability of the corrosion initiation is estimated as a function of the parameters given time, $t$, and the set of parameters $x$ defined earlier in the paper using the set of estimated unknown parameters of $\Theta$.

Further probability of corrosion initiation can be estimated for any structures within the range shown in Table 2 using the developed model and methods. Figure 6 shows the estimation of the conditional probability of the corrosion initiation for various $w/c$ over time $t$.

![Figure 6](image-url) - Estimated probability of corrosion initiation: (a) $w/c = 0.46$, (b) $w/c = 0.5$, (c) $w/c = 0.53$, (d) $w/c = 0.7$, and (e) $w/c = 0.76$. 
It is estimated that the lower w/c ratio concrete at the same surface chloride concentration is less likely to experience corrosion initiation at the same time period. Such a trend is triggered from the critical chloride concentration for different w/c conditions, as the higher water content in the concrete may increase the susceptibility to corrosion of the rebar by increased porosity.

5.4. Parameter Sensitivity

Parameter sensitivity of the reliability refers to the change of the reliability index upon the change of each parameter. The sensitivity measurement informs which parameters influence positively or negatively on the corrosion reliability and represented by $\partial \beta / \partial x_i$, where $\beta$ represents the reliability index and $x_i$ represents each parameter. Such results may provide physical insight and guidance in further data gathering and model development. This measure, $V_{(x_c, \theta_c)} \beta$ with respect to $(x_c, \theta_c)$ following Hohenbichler and Rackwitz [38], can be obtained by conducting a first-order reliability analysis. However, comparison among sensitivities may not be proper because the unit of each parameter varies. In this research, the normalized sensitivity of the reliability index is suggested, which is free from the parameter’s engineering unit by taking the change of the reliability upon the change of each parameter by a unit percent (%) of each parameter, which results in a form of:

$$
\frac{\partial \beta (x_i)}{\partial x (100)}
$$

The measurement methods presented above are useful as stand-alone measurements of the sensitivity and used for this research.

Figure 7 shows the results of the normalized sensitivity analysis of the corrosion initiation model reliability with respect to each associated parameter. Under the specified conditions, it is observed that the parameters $C_{cr}$ and $d_c$ are positively affecting the reliability of corrosion initiation. It is interpreted that the unit percent increase of those parameters results in the increase of the reliability accordingly. The other parameter in the figure, $C_s$, shows the negative values of normalized sensitivity, and it represents the unit increase of such parameter results in the decrease of the estimated reliability. The results infer the way to improve the reliability of the corrosion initiation estimation by controlling the parameters. For example, the $C_{cr}$ can be one possible parameter to improve the reliability of the corrosion initiation estimation by controlling the pH level of the concrete matrix, which might be less complicated compared to controlling $C_s$, which is normally coming from the natural environment. The results agree with existing literatures [39]. Although there were no previous probabilistic models that include the sensitivity analysis to the reliability, it has reported that $C_{cr}$ and $C_s$ are the most sensitive parameters in the general term.

![Figure 7](image.png)

**Figure 7.** Example normalized sensitivity measures: (a) $w/c = 0.5$ and $C_s = 0.14$ and (b) $w/c = 0.76$ and $C_s = 0.14$. 
5.5. Importance of the Variability

The importance measure informs, which parameter’s randomness is influencing the most on the corrosion reliability. Some random variables have larger effects on the variance of the limit state function and thus are more important and vice versa. Following Der Kiureghian and Ke [40], we obtained a measure of importance \( \gamma \) as:

\[
\gamma^T = \frac{\alpha^T J_{u',z'} SD'}{\| \alpha^T J_{u',z'} SD' \|}
\]

(20)

where \( z \) is the vector of the random variables, \( z = (X_C, \theta_C) \) and \( J_{u',z'} \) is the Jacobian of the probability transformation from the original space \( z \) to the standard normal space \( u \), to the coordinates of the design point \( z' \). Matrix \( SD' \) is the standard deviation matrix of equivalent normal variables \( z' \) defined by the linearized inverse transformation \( z' = z^* + J_{z',u'} \) at the design point.

Figure 8 shows the importance measures for the parameters in the reliability model for corrosion initiation. It is noted that the importance measure shows the opposite sign to the sensitivity measures. Thus, it is interpreted that the higher randomness of the positively affecting parameter decreased the reliability and vice versa. The rank of the importance shows the similar trend compared to the sensitivity with the opposite sign. Figure 8 also suggests that \( C_p, C_{cr}, \) and \( d_c \) are the most important sources of uncertainty throughout the time period. Meanwhile, \( \theta_1, \theta_2, \) and \( \theta_3 \) were estimated to have the smallest effect on the variance of the model as their importance reduced close to zero. This implies that the parameters with the least importance may be considered as constant to further simplify the model.

![Figure 8](image)

**Figure 8.** Example importance measures: (a) \( w/c = 0.5 \) and \( C_p = 0.14 \) and (b) \( w/c = 0.76 \) and \( C_p = 0.14 \).

6. Conclusions

The paper proposed a framework to develop probabilistic models that predict the corrosion initiation time and its inherent uncertainties of the RC structures. The model developed through the framework can account for as many acting factors as possible to begin with, e.g., material properties and exposure conditions. However, the Bayesian model selection process resulted in the most parsimonious models, i.e., the model with simplest expression and the least number of parameters to avoid the loss of prediction accuracy. The framework included the probabilistic modeling with the Bayesian parameter updating, Bayesian model selection to improve the model efficiency, the reliability analyses to predict the corrosion initiation or to test the developed model, and the sensitivity analyses to inform the decision making to improve the corrosion reliability.

- Model selection criteria of \( \Delta L_{AIC} \) and \( \Delta L_{BIC} \) were used and selected Model A as the statistically most efficient model among the developed models reflecting the prediction results. Model A
dropped \( w/c \) as an explicit parameter. However, \( w/c \) is inexplicitly considered in Model A as a parameter to determine the critical threshold of the chloride concentration. The model variability and parameter uncertainties were estimated for the given set of experimental data. The Bayesian updating method used for the research allows further updating of the model upon the availability of future data.

- Based on the developed model, the corrosion reliability was estimated in terms of the conditional probability of the corrosion initiation under given surface chloride concentration for example structures. The developed model predicts the probability of the corrosion initiation of any other RC structures within the range shown in Table 2, which is the range of the parameters of data sets used for this model. Further, the framework and methods presented in the paper can be generally used for outside of the range upon any future availability of new sets of data.

- The sensitivity analyses showed that the critical threshold of chloride concentration, \( C_{cr} \), the surface chloride concentration, \( C_s \), and the cover depth of the concrete structures, \( d_c \), are the most effective parameters to increase the reliability of corrosion initiation. The importance measure showed that controlling of the uncertainties of the surface chloride concentration, \( C_s \), is the most efficient to increase the corrosion reliability out of the entire set of parameters.
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