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Abstract. Solutions of the discrete Painlevé II hierarchy are shown to be in relation with a family of Toeplitz determinants describing certain quantities in multicritical random partitions models, for which the limiting behavior has been recently considered in the literature. Our proof is based on the Riemann–Hilbert approach for the orthogonal polynomials on the unit circle related to the Toeplitz determinants of interest. This technique allows us to construct a new Lax pair for the discrete Painlevé II hierarchy that is then mapped to the one introduced by Cresswell and Joshi.
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1 Introduction

Let us consider the symbol \( \varphi(z) = e^{w(z)} \) with

\[
w(z) := v(z) + v(z^{-1}) \quad \text{and} \quad v(z) := \sum_{j=1}^{N} \frac{\theta_j}{j} z^j,
\]

for \( \theta_j \) being real constants and natural \( N \geq 1 \). The \( n \)-th Toeplitz matrix associated to this symbol and denoted by \( T_n(\varphi) \) is a square \( (n + 1) \)-dimensional matrix which entries are given by

\[
T_n(\varphi)_{i,j} := \varphi_{i-j}, \quad i, j = 0, \ldots, n.
\]

Here for every \( k \in \mathbb{Z} \), \( \varphi_k \) is the \( k \)-th Fourier coefficient of \( \varphi(z) \), namely

\[
\varphi_k = \int_{-\pi}^{\pi} e^{-ik\beta} \varphi(e^{i\beta}) \frac{d\beta}{2\pi},
\]

so that \( \sum_{k \in \mathbb{Z}} \varphi_k z^k = \varphi(z) \). Notice that, even though it is not emphasized in our notation, the functions \( \varphi_k \) and thus the Toeplitz matrix \( T_n(\varphi) \) explicitly depend on the natural parameter \( N \) which enters in the definition of \( v(z) \) in equation (1.1).
In the present work, it is indeed the dependence on this parameter $N$ that we want to study. In particular, we show that the Toeplitz determinants associated to $T_n(\varphi)$, naturally defined as

$$D_n^N := D_n = \det(T_n(\varphi)), \quad (1.3)$$

are related to some solutions of a discrete version of the Painlevé II hierarchy, indexed over the parameter $N$ (the dependence on $N$ is dropped in the rest of the paper). Our interest in these Toeplitz determinants comes from their appearance in the recent paper [5]. The authors there consider some probability measures on the set of integer partitions called *multicritical* Schur measures, which are a particular case of Schur measures introduced by Okounkov in [23]. They are generalizations of the classical Poissonized Plancherel measure and they are defined as

$$\mathbb{P}(\{\lambda\}) = Z^{-1} s_\lambda[\theta_1, \ldots, \theta_N]^2, \quad \text{with} \quad Z = \exp\left(\sum_{i=1}^N \frac{\theta_i^2}{i}\right). \quad (1.4)$$

Here $s_\lambda[\theta_1, \ldots, \theta_N]$ denotes a Schur symmetric function indexed by a partition $\lambda$ that can be expressed as

$$s_\lambda[\theta_1, \ldots, \theta_N] = \det h_{\lambda_i-i+j}[\theta_1, \ldots, \theta_N],$$

where $\sum_{k \geq 0} h_k z^k = \exp \left(\sum_{i=1}^N \frac{\theta_i z^i}{i}\right)$. In [5], the authors first used the term *multicritical* to underline that they obtained a different limiting edge behavior for these Schur measures compared to the classical case of the Poissonized Plancherel measure ($N = 1$) which is characterised by the Tracy–Widom GUE distribution. For more details, we remind to their Theorem 1 or our discussion in the paragraph “Continuous limit” below, for instance see equation (1.23) where the higher order Tracy–Widom distributions appear.

In this setting, denoting by $\lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq 0)$ a generic integer partition and by $\lambda' = (\lambda'_1 \geq \lambda'_2 \geq \cdots \geq 0)$ its conjugate partition (namely such that $\lambda'_j = |i : \lambda_i \geq j|$), major quantities of interest of the model are, for any given $n \in \mathbb{N}$,

$$r_n := \mathbb{P}(\lambda_1 \leq n) \quad \text{and} \quad q_n := \mathbb{P}(\lambda'_1 \leq n), \quad (1.5)$$

that are often called discrete gap probabilities as random partitions have a natural interpretation in terms of random configuration of points on the set of semi-integers. Indeed, associating the set $\{\lambda_i - i + 1/2\} \subset \mathbb{Z} + 1/2$ to a partition $\lambda$ (see [23]), $r_n$ and $q_n$ can be expressed in terms of a Fredholm determinant of a discrete kernel which corresponds to the gap probability in the determinantal point process defined through the same kernel.

According to Geronimo–Case/Borodin–Okounkov formula [7], there is a relation between this Fredholm determinant and the Toeplitz determinant $D_n$ and this implies that $r_n$ and $q_n$ (up to a constant factor) are Toeplitz determinants. It leads to (for instance [5, Propositions 6 and 7]):

$$q_n = e^{-\sum_{j=1}^N \theta_j^2 / j} D_{n-1}. \quad (1.6)$$

For $r_n$ instead, one should define $\tilde{\theta}_i = (-1)^{i-1} \theta_i$ and by taking $\tilde{w}(z) = \tilde{v}(z) + \tilde{v}(z^{-1})$, where $\tilde{v}(z)$ is nothing than $v(z)$ with $\theta_i$ replaced by $\tilde{\theta}_i$, as given above, the Toeplitz determinant $\tilde{D}_n$ associated to the symbol $\tilde{\varphi}(z) = e^{w(z)}$ would give the analogue formula

$$r_n = e^{-\sum_{j=1}^N \tilde{\theta}_j^2 / j} \tilde{D}_{n-1}. \quad (1.7)$$

Notice that in the simplest case, when $N = 1$, the quantities $r_n$ and $q_n$ coincide. Moreover, thanks to Schensted’s theorem [27], they are also equal to the discrete probability distribution
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function of the length of the longest increasing subsequence of random permutations of size $m$, with $m$ distributed as a Poisson random variable.

In the case $N = 1$, the relation of these quantities with the theory of discrete Painlevé equations was shown two decades ago independently and through very different methods by Borodin [6], Baik [2], Adler and van Moerbeke [1] and Forrester and Witte [16].\footnote{They obtained an analogue of equation (1.7) for Toeplitz determinant associated to symbols which are not necessarily positive or even real valued.} In particular, they all proved that for every $n \geq 1$, the following chain of equalities holds

$$
\frac{D_n D_{n-2}}{D_{n-1}^2} = \frac{q_{n+1} q_{n-1}}{q_n^2} = \frac{r_{n+1} r_{n-1}}{r_n^2} = 1 - x_n^2, \quad (1.7)
$$

where $x_n$ solves the second order nonlinear difference equation

$$
\theta_1(x_{n+1} + x_{n-1})(1 - x_n^2) + n x_n = 0, \quad (1.8)
$$

with certain initial conditions. Equation (1.8) is a particular case of the so called discrete Painlevé II equation [26], a discrete analogue of the classical second order ODE known as the Painlevé II equation [24]. This means that performing some continuous limit of equation (1.8) one gets back the Painlevé II equation. The Painlevé II equations, discrete and continuous ones, depend in general on an additional constant term $\alpha \in \mathbb{R}$. In the present work, we consider the discrete Painlevé II equation and its hierarchy in the homogeneous case where $\alpha = 0$. Its continuous limit will correspond as well to the case $\alpha = 0$.

**Remark 1.1.** The homogeneous Painlevé II equation admits a famous solution [17], called the Hastings–McLeod solution, found by requiring a specific boundary condition at $\infty$. In parallel, one might wonder what is the large $n$ behavior of the solution $x_n$ of the discrete Painlevé II equation (1.8). Its behavior is expressed in terms of the Bessel functions. First, this is suggested by the following heuristic arguments. Because of the definition of $r_n$ (1.5), as $n \to \infty$, $r_n$ tends to one and according to the equation (1.7), $x_n$ tends to zero. Then for large $n$, the nonlinear term in equation (1.8) is small compared to the linear ones and the equation (1.8) reduces to the equation

$$
\theta_1(x_{n+1} + x_{n-1}) + n x_n = 0,
$$

which indeed admits $J_{-n}(2\theta_1)$, the Bessel function of the first kind of order $-n$, as a solution. The claim is confirmed by a result of the recent work [9]. The authors there studied the finite temperature deformation for the discrete Bessel point process. The Fredholm determinant of the finite temperature discrete Bessel kernel they studied depends on a function $\sigma$. In the case when $\sigma = 1_{Z^*}(1)$ (the characteristic function of the set of positive half integers), the Fredholm determinant is then equal to $r_n$. Then from [9, equations (1.33) and (1.36) of Theorem III] together with equation (1.7), one can deduce that for $n$ large $x_n^2 \sim J_n(2\theta_1)^2$ and, because of the previous discussion, one can conclude

$$
x_n \sim J_{-n}(2\theta_1) = (-1)^n J_n(2\theta_1),
$$

see also Figure 1.

For $N > 1$, Adler and van Moerbeke presented in [1], a generalization of equation (1.7) by proving that $x_n$ satisfies some recurrence relation written in terms of the Toeplitz lattice Lax matrices. The main result of our work is a recurrence relation for $x_n$ defined via a $N$-times iterating discrete operator which establishes the link with the discrete Painlevé II hierarchy [11]. The precise result is stated as below.
Figure 1. For N = 1, the graphs of \( x_n \) and \((-1)^n J_n(2\theta_1) \) in function of \( n \) for \( \theta_1 = 3 \).

**Theorem 1.2.** For any fixed \( N \geq 1 \), for the Toeplitz determinants \( D_n \) (1.3), \( n \geq 1 \) associated to the symbol \( \varphi(z) \) (1.1), we have

\[
\frac{D_n D_{n-2}}{D_{n-1}^2} = 1 - x_n^2,
\]

where \( x_n \) solves the \( 2N \) order nonlinear difference equation

\[
N x_n + (-v_n - v_n \text{Perm}_n + 2 x_n \Delta^{-1} (x_n - (\Delta + I) x_n \text{Perm}_n)) L^N(0) = 0, \tag{1.10}
\]

where \( L \) is a discrete recursion operator defined as

\[
L(u_n) := (x_{n+1}(2\Delta^{-1} + I) (\Delta + I) x_n \text{Perm}_n - x_n) + v_{n+1}(\Delta + I) - x_n x_{n+1}) u_n. \tag{1.11}
\]

Here \( v_n := 1 - x_n^2 \), \( \Delta \) denotes the difference operator

\[
\Delta: \ u_n \rightarrow u_{n+1} - u_n
\]

and \( \text{Perm}_n \) is the transformation of the space \( \mathbb{C}[(x_j)_{j \in [0,2n]}] \) acting by permuting indices in the following way:

\[
\text{Perm}_n: \ \mathbb{C}[(x_j)_{j \in [0,2n]}] \rightarrow \mathbb{C}[(x_j)_{j \in [0,2n]}],
\]

\[
P((x_{n+j})_{-n \leq j \leq n}) \rightarrow P((x_{n-j})_{-n \leq j \leq n}). \tag{1.12}
\]

**Remark 1.3.** According to equation (1.10) and the definition of the operator \( L \) (1.11), we need to perform discrete integrations to compute the \( N \)-th equation of the discrete Painlevé II hierarchy. It is always possible to accomplish this discrete integration. The operator \( \Delta^{-1} \), inverse of the difference operator \( \Delta \), is applied to \((\Delta + I) x_n \text{Perm}_n - x_n \) and it is possible to write this operator as a derivative. Indeed,

\[
(\Delta + I) x_n \text{Perm}_n - x_n = \Delta x_n \text{Perm}_n + (\text{Perm}_n - I)x_n.
\]

The first term on the right hand side is a derivative and because of the definition of \( \text{Perm}_n \), the second term can be expressed as a derivative.
Equation (1.10), together with the definition of the recursion operator $L$ in (1.11), of the quantity $v_n$ and of the transformation $\text{Perm}_n$ in (1.12) is indeed the $N$-th member of the discrete Painlevé II hierarchy. The first equations of the hierarchy read as

$$N = 1: \quad nx_n + \theta_1(x_{n+1} + x_{n-1})(1 - x_n^2) = 0,$$

$$N = 2: \quad nx_n + \theta_1(1 - x_n^2)(x_{n+1} + x_{n-1}) + \theta_2(1 - x_n^2)$$
$$\quad \times (x_{n+2}(1 - x_{n+1}^2) + x_{n-2}(1 - x_{n-1}^2) - x_n(x_{n+1} + x_{n-1})^2) = 0,$$

$$N = 3: \quad nx_n + \theta_1(1 - x_n^2)(x_{n+1} + x_{n-1}) + \theta_2(1 - x_n^2)(x_{n+2}(1 - x_{n+1}^2)$$
$$\quad + x_{n-2}(1 - x_{n-1}^2) - x_n(x_{n+1} + x_{n-1})^2) + \theta_3(1 - x_n^2)(x_n^2(x_{n+1} + x_{n-1})^3$$
$$\quad + x_n(x_{n+2}(1 - x_{n+1}^2) + x_{n-3}(1 - x_{n-2}^2) - x_n^2(x_{n+1} + x_{n-1})$$
$$\quad - x_{n-1}x_{n+2}(1 - x_{n+1}^2)$$
$$\quad + \theta_3(1 - x_n^2)(x_{n+1}x_{n+2} + x_{n-1}x_{n-2})(1 - x_{n+1}^2) - x_n(x_{n+1} + x_{n-1})) = 0$$

with the first one coinciding with the discrete Painlevé II equation (1.8). Computations with the operator (1.11) introduced in Theorem 1.2 for $N = 1$ and 2 are done in Example 3.11.

**Remark 1.4.** The same heuristic argument used in Remark 1.1 applies also when $N > 1$ (since $x_n$ still tends to zero as $n \to \infty$), thus suggesting that the $N$-th equation of the discrete Painlevé II hierarchy reduces to a linear discrete equation for large $n$. For $N = 2$ and 3, the reduced equations are

$$N = 2: \quad nx_n + \theta_1(x_{n+1} + x_{n-1}) + \theta_2(x_{n+2} + x_{n-2}) = 0,$$

$$N = 3: \quad nx_n + \theta_1(x_{n+1} + x_{n-1}) + \theta_2(x_{n+2} + x_{n-2}) + \theta_3(x_{n+3} + x_{n-3}) = 0.$$

Similar recurrence relations appeared in [12] for the multivariable generalized Bessel functions (GBFs). These generalized Bessel functions were discussed in [21, 23] in the context of Schur measures for random partitions and generalizations of the previous recurrence equations were introduced (in particular, see in [21, equation (3.2b)]). We denote by $J_n^{(N)}(\xi_1, \ldots, \xi_N)$ a $N$-variable GBFs of order $n$. In [12], $J_n^{(N)}(\xi_1, \ldots, \xi_N)$ is defined as a discrete convolution product of $N$ Bessel functions. In particular, if $j_n^{(k)}(\xi)$ is the $n$-th Fourier coefficient of the function $\beta \to e^{2i\xi \sin(k\beta)}$ then

$$J_n^{(N)}(\xi_1, \ldots, \xi_N) := j_n^{(N)}(\xi_N) * j_n^{(N-1)}(\xi_{N-1}) * \cdots * j_n^{(1)}(\xi_1)(n),$$

where $*$ denotes the discrete convolution.

In the case $N = 1$, the symbol we considered was $\varphi(e^{i\beta}) = e^{\theta_1(e^{i\beta} + e^{-i\beta})} = e^{2\theta_1 \cos(\beta)}$ and the large $n$ asymptotic behavior of $x_n$ was given by $J_{-n}(2\theta_1)$ which is the $n$-th Fourier coefficient of the function $\beta \to e^{\theta_1(e^{i\beta} + e^{-i\beta})}$ up to a constant $(-1)^n$.

For $N > 1$, the symbol is $\varphi_n(e^{i\beta}) = \prod_{k=1}^N e^{\theta_k(e^{i(\beta \theta_k + e^{-i\beta})})} = \prod_{k=1}^N e^{\theta_k \cos(k\beta)}$. Then, we conjecture that the large $n$ asymptotic behavior of $x_n^{(N)}$ would be given by the $n$-th Fourier coefficient of $\beta \to \prod_{k=1}^N e^{-\frac{1}{k}e^{i(\beta \theta_k + e^{-i\beta})}}$ which is precisely $J_n^{(N)}(\xi_1, \ldots, \xi_N)$ up to some constant and proper rescaling:

$$x_n^{(N)} \sim (-1)^n J_n^{(N)}\left(\left((-1)^i \frac{\theta_i}{i}\right)_{1 \leq i \leq N}\right),$$

see also Figure 2.
Figure 2. The graphs of $x_n^{(N)}$ and $(-1)^n J_n^{(N)} ((\theta_i)_{1 \leq i \leq N})$ (for $N = 2$ on left and $N = 3$ on the right) in function of $n$ for $\theta_1 = 3$, $\theta_2 = 1.2$ and $\theta_3 = 2.6$.

Remark 1.5. Notice that for $N = 1, 2$ the equations (1.13) and (1.14) coincide with the ones found in [1]. Also notice that in the physics literature, Periwal and Schewitz [25] found similar discrete equations for $N = 1, 2$ (with different coefficients sign) in the context of unitary matrix models and used their solutions to evaluate the behavior of some typical integrals in the large-dimensional limit passing through the continuous limit of their discrete equations. For $N = 1$, the discrete Painlevé II equation was also found in [18] as a particular case of the string equation for the full unitary matrix model, i.e., for $w(z) = \theta_1 z + \theta_2 z^{-1}$. The dependence in $\theta_{\pm 1}$ of $x_n$ (and some other $x_n^*$) was also studied there and it produced some evolution equations related, after some change of variables, to the two-dimensional Toda equations. This would suggest that for the general case $N > 1$, the dependence of $x_n$ on times $\theta_1, \ldots, \theta_N$ would be related to the one-dimensional Toda hierarchy (see also [23]).

The first construction of a discrete Painlevé II hierarchy in [11] used the integrability property of the continuous one, in the following sense. It is well known that the classical Painlevé II equation admits an entire hierarchy of higher order analogues. Indeed, this equation can be obtained as a self-similarity reduction of the modified KdV equation. Thus, the higher order members of the Painlevé II hierarchy are but analogue self-similarity reductions of the corresponding higher order members of the modified KdV hierarchy (see, e.g., [14]). In some way, this implies that the Lax representation of the KdV hierarchy in terms of isospectral deformations becomes for the Painlevé II hierarchy a Lax representation in terms of isomonodromic deformations [10].

In [11] then, the discrete Painlevé II hierarchy is defined as the compatibility condition of a sort of “discretization” of the Lax representation of the Painlevé II hierarchy. In particular, they considered the compatibility condition of a linear $2 \times 2$ matrix-valued system of the following type:

$$
\Phi_{n+1}(z) = L_n(z) \Phi_n(z), \quad \frac{\partial}{\partial z} \Phi_n(z) = M_n(z) \Phi_n(z),
$$

where the coefficients $L_n(z)$, $M_n(z)$ are explicit matrix-valued rational function in $z$, depending on $x_\ell$, $\ell = n + N, \ldots, n - N$, in some recursive (on $N$) way. This allows the authors there to com-
pactly write the $N$-th discrete Painlevé II equation using some recursion operators. The linear system that we obtain in Proposition 2.11 and that encodes our hierarchy as written in (1.10) is mapped into the one of [11] through an explicit transformation, as shown in Proposition 2.18, thus implying that (1.10) is indeed the same discrete Painlevé II hierarchy.

**Continuous limit.** The aim of this paragraph is to explain heuristically the reason why our result given in Theorem 1.2 can be considered as the discrete analogue of the generalized Tracy–Widom formula for higher order Airy kernels (namely, the result contained in [8, Theorem 1.1], case $\tau_2 = 0$).

For $N = 1$, Borodin in [6] already pointed out that formula (1.7) with (1.8) can be seen as a discrete analogue of the classical Tracy–Widom formula for the GUE Tracy–Widom distribution [28, 29]. In other words, he described how to pass from the left to the right in the picture below:

\[
\begin{array}{ccc}
\text{Discrete case} & \text{Baik–Deift–Johansson} & \text{Continuous case} \\
\frac{D_n D_{n-2} - D_{n-1}^2}{D_{n-1}^2} &=& -x_n^2 \\
&\frac{d^2}{dt^2} \log \det(1 - K_{\text{Ai}}(t, +\infty)) &=& -u^2(t) \\
\text{with } n x_n + \theta(1 - x_n^2)(x_{n+1} + x_{n-1}) &=& 0, &\text{with } u''(t) = 2u^3(t) + tu(t),
\end{array}
\]

where $\text{Ai}(t)$ denotes the classical Airy function and $\mathcal{K}_{\text{Ai}}$ denotes the integral operator acting on $L^2(\mathbb{R})$ through the Airy kernel. This connection was achieved by using the scaling limit computed by Baik, Deift and Johansson in [3] for the distribution of the first part of partitions in the Poissonized Plancherel random partition model (which is recovered in [5, Theorem 1] for $N = 1$). In some way, as emphasized by Borodin, their result not only assures the existence of a limiting function for the $D_n$, in this case $D(t) = \det(1 - K_{\text{Ai}}(t, +\infty))$, for a certain continuous variable $t$. It also encodes already how the discrete function $x_n$, should be rescaled in terms of a differentiable function $u(t)$ to get back, from the recursion relation for $D_n$, the Tracy–Widom formula.

To generalize this result for the case $N > 1$, we proceed by adapting the method used by Borodin in [6] for $N = 1$ to the higher order cases, using the scaling proposed in [5] for the multicritical case (notice that their $n$ corresponds to our $N$), instead of the Baik–Deift–Johansson’s one that only holds for $N = 1$.

We recall that $D_n$ is the Toeplitz determinant associated to the symbol $\varphi(z)$ (1.1) (which depends on $\theta_i$, $i = 1, \ldots, N$ and thus on $N$). In the following discussion, we write explicitly the dependence on the family of parameters $(\theta_i)$, $i = 1, \ldots, N$ of $D_n = D_n(\theta_i)$, $x_n = x_n(\theta_i)$, $r_n = r_n(\theta_i)$ and $g_n = g_n(\theta_i)$. Consider equation (1.9) written in terms of the Toeplitz determinants $D_n(\theta_i)$ in this way

\[
\frac{D_{n-2}(\theta_i) D_n(\theta_i) - D_{n-1}(\theta_i)}{D_{n-1}(\theta_i)} = -x_n^2(\theta_i). \tag{1.17}
\]

From the equation (1.6), this previous equation can be expressed in terms of $q_n(\theta_i)$ defined as (1.5). It becomes

\[
\frac{q_{n-1}(\theta_i) q_{n+1}(\theta_i) - q_n^2(\theta_i)}{q_n^2(\theta_i)} = -x_n^2(\theta_i). \tag{1.18}
\]

\[\text{Up to the correction of the typo } d \to d^{-1} \text{ in their statement of Theorem 1.}\]
According to [5, Lemma 8], with the change of parameters \( \tilde{\theta}_i = (-1)^{i-1}\theta_i \), we have \( q_n(\theta_i) = r_n(\tilde{\theta}_i) \). Thus equation (1.18) now reads as
\[
\frac{r_{n-1}(\tilde{\theta}_i)r_{n+1}(\tilde{\theta}_i) - r_n^2(\tilde{\theta}_i)}{r_n^2(\tilde{\theta}_i)} = -x_n^2(\theta_i). 
\] (1.19)

Following the scaling limit described in [5, Theorem 1], we define the following scaling for the discrete variable \( n \):
\[
n = b\theta + t\theta^{\frac{1}{2N+1}}d^{-\frac{1}{2N+1}} \iff t = (n - b\theta)\theta^{-\frac{1}{2N+1}}d^{\frac{1}{2N+1}}
\] (1.20)
with \( b, d \) defined as
\[
b = \frac{N + 1}{N}, \quad d = \binom{2N}{N - 1}
\]
and choose \( \tilde{\theta}_i \) (resp. \( \theta_i \)) all proportional to \( \theta = \tilde{\theta}_1 = \theta_1 \) in the following way:
\[
\tilde{\theta}_i = (-1)^{i-1}\frac{(N - 1)!(N + 1)!}{(N - i)!(N + i)!}\theta, \quad i = 1, \ldots, N,
\]
respectively,
\[
\theta_i = \frac{(N - 1)!(N + 1)!}{(N - i)!(N + i)!}\theta, \quad i = 1, \ldots, N.
\] (1.21)
Now recall the definition of \( r_n(\tilde{\theta}_i) \) (1.5) in function of \( \mathbb{P} = \mathbb{P}_{\tilde{\theta}_i} \) (see equation (1.4) for the definition of \( \mathbb{P} \) and the dependence on the family of parameters \( (\theta_i) \)). From the previous scaling, it is now possible to express \( r_n(\tilde{\theta}_i) \) in function of \( t \) and \( \theta \)
\[
r_n(\tilde{\theta}_i) = \mathbb{P}_{\tilde{\theta}_i}\left( \frac{\lambda_1 - b\theta}{(\theta d^{-1})^{\frac{1}{2N+1}}} \leq t \right)
\] (1.22)
and according to [5, Theorem 1], the limiting behavior of the probability distribution function of \( \lambda_1 \) in this setting is given by
\[
\lim_{\theta \to +\infty} r_n(\tilde{\theta}_i) = \lim_{\theta \to +\infty} \mathbb{P}_{\tilde{\theta}_i}\left( \frac{\lambda_1 - b\theta}{(\theta d^{-1})^{\frac{1}{2N+1}}} \leq t \right) = F_N(t),
\]
\[
F_N(t) = \det(1 - K_{A_{tN+1}}(t, \infty)),
\] (1.23)
where \( K_{A_{tN+1}} \) is the integral operator acting with higher order Airy kernel (see, for instance, in [5, equation (2.7)]).

As we did for \( r_n(\tilde{\theta}_i) \) in equation (1.22), we express \( r_{n+1}(\tilde{\theta}_i) \) and \( r_{n-1}(\tilde{\theta}_i) \) in function of \( t \) and \( \theta \):
\[
r_{n \pm 1}(\tilde{\theta}_i) = \mathbb{P}_{\tilde{\theta}_i}\left( \frac{\lambda_1 - b\theta}{(\theta d^{-1})^{\frac{1}{2N+1}}} \leq t \pm (\theta d^{-1})^{-\frac{1}{2N+1}} \right).
\]

With this discussion and this scaling for \( n, (\theta_i) \) and \( (\tilde{\theta}_i) \), we deduce that
\[
-\lim_{\theta \to +\infty} \frac{x_n^2(\theta_i)}{(\theta d^{-1})^{\frac{2}{2N+1}}} = \lim_{\theta \to +\infty} \frac{r_{n-1}(\tilde{\theta}_i)r_{n+1}(\tilde{\theta}_i) - r_n^2(\tilde{\theta}_i)}{(\theta d^{-1})^{-\frac{2}{2N+1}}r_n^2(\tilde{\theta}_i)} = \frac{d^2}{dt^2} \log F_N(t),
\]
where the first equality comes from equation (1.19) and the second from equation (1.23).
From now on, we drop the dependence on $\theta_i$, $i = 1, \ldots, N$ in the notation. The previous equation suggests that, in order to be consistent with [8, Theorem 1.1], the discrete function $x_n$ appearing in formula (1.17) in the scaling (1.20) for $n$ and (1.21) for $(\theta_i)$ limit should be

$$-x_n^2 \sim -(\theta)^{^{-\frac{1}{2N+1}} d^{2N+1}} u(t)$$

with $u(t)$ solution of the $N$-th equation of the Painlevé II hierarchy. This can be proved directly by computing the scaling limit of the equations of the discrete Painlevé II hierarchy we found for $x_n$ in Theorem 1.2. Indeed, for every fixed $N$, we write $x_n$ as

$$x_n = (-1)^n \theta^{^{-\frac{1}{2N+1}} d^{2N+1}} u(t)$$ (1.24)

with $u(t)$ a smooth function of the variable $t$ defined as in equation (1.20). Now recall that $x_n$ solves the discrete equation (1.10) of order $2N$ for every $N \geq 1$. The continuous limit of the discrete equations of the hierarchy (1.10), under the definition of $x_n$ (1.24) and the scaling of the parameters $\theta_i$ as (1.21), gives the equations of the classical Painlevé II hierarchy. For any fixed $N$ the computation should be done in the same way: consider the $N$-th discrete equation of the hierarchy (1.10) and replace each $\theta_i$ with the values given in formula (1.21). Then substitute $x_n$ with the definition in (1.24) and for $\theta \to +\infty$ compute the asymptotic expansion of every term $x_{n+K} \propto u(t + K\theta^{^{-\frac{1}{2N+1}} d^{2N+1}})$, $K = -N, \ldots, N$ appearing in the discrete equation. The coefficient of $\theta^{-1}$ resulting after this procedure coincides indeed with the $N$-th equation of the Painlevé II hierarchy. For $N = 1, 2, 3$, the computations are explicitly done in the Appendix A.

**Remark 1.6.** It is worthy to mention that in [8], the authors also consider a generalization of the Fredholm determinant $F_N(t)$, recalled here in (1.23), depending on additional parameters $\tau_i$. Those are related to solutions of the general Painlevé II hierarchy, which depends as well on the $\tau_i$. With the scaling as in [5] for the $\theta_i$’s, the continuous limit for our discrete equations leads to the Painlevé II hierarchy with $\tau_i = 0$ for all $i$. This is consistent with the fact that the limiting behavior in [5], written here in equation (1.23), involves indeed the Fredholm determinant $F_N(t)$ corresponding to $\tau_i = 0$ for all $i$ (the same already appeared in [22]).

**Methodology and outline.** The rest of the work is devoted to prove Theorem 1.2. In order to do so, we introduce the classical Riemann–Hilbert characterization [4] of the family of orthogonal polynomials on the unit circle (OPUC for brevity) with respect to a measure defined by the symbol $\varphi(z)$. Classical results from orthogonal polynomials theory allow to achieve almost directly formula (1.17) where $x_n$ is defined as the constant term of the $n$-th monic orthogonal polynomial of the family. The Riemann–Hilbert problem for the OPUC is then used to deduce a linear system of the same type of (1.16) which is proven to be in relation with the Lax pair introduced by Cresswell and Joshi [11] for the discrete Painlevé II hierarchy. This is done in Section 2. The explicit computation of the Lax pair together with the construction of the recursion operator and the hierarchy for $x_n$ as written in (1.10) are done in Section 3.

## 2 OPUC: the Riemann–Hilbert approach and a discrete Painlevé II Lax pair

In this section, we introduce the relevant family of orthogonal polynomials on the unit circle. We recall some of their properties and their Riemann–Hilbert characterization. Afterward we derive a Lax pair associated to the Riemann–Hilbert problem and establish the relation with the Lax pair for discrete Painlevé II hierarchy (1.16) introduced by Cresswell and Joshi [11]. The proofs of the results for orthogonal polynomials stated in here can be found in the classical reference [4].
We denote by $S^1$ the unit circle in $C$ counterclockwise oriented. We consider the following positive measure on $S^1$ (absolutely continuous w.r.t. the Lebesgue measure there):
\[ d\mu(\beta) = \frac{e^{i\phi(z)}}{2\pi} \, d\beta, \quad (2.1) \]
where the function $w(z)$ for any $z \in \mathbb{C}$ is given as in equation (1.1). The family of orthogonal polynomials on the unit circle (OPUC) w.r.t. the measure (2.1) is defined as the collection of polynomials $\{p_n(z)\}_{n \in \mathbb{N}}$ written as
\[ p_n(z) = \kappa_n z^n + \cdots + \kappa_0, \quad \kappa_n > 0 \quad (2.2) \]
and such that the following relation holds for any indices $k, h$
\[ \int_{-\pi}^{\pi} \frac{p_k(e^{i\beta}) p_h(e^{i\beta})}{2\pi} \, d\mu(\beta) = \delta_{k,h}. \]
The family of monic orthogonal polynomials $\{\pi_n(z)\}$ associated to the previous ones is defined in analogue way, so that $p_n(z) = \kappa_n \pi_n(z)$.

### 2.1 Toeplitz determinants related to OPUC

We recall that $\phi(z) = e^{i\phi(z)}$, $z \in S^1$ with $w(z)$ defined as in (1.1) and that we defined $D_n := \det(T_n(\phi))$ (by convention $D_{-1} = 1$) to be the $n$-Toeplitz determinant associated to the symbol $\phi$ (see equations (1.2) and (1.3)). Because $\phi(z)$ is a real nonnegative function, $D_n \in \mathbb{R}_{>0}$.

**Proposition 2.1.** If $\phi(z)$ is a real nonnegative function, we have that
\[ p_\ell(z) = \frac{1}{\sqrt{D_\ell D_{\ell+1}}} \det \begin{pmatrix} \phi_0 & \phi_{-1} & \cdots & \phi_{-\ell+1} & \varphi_{-\ell} \\ \varphi_1 & \phi_0 & \cdots & \phi_{-\ell+2} & \varphi_{-\ell+1} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ \phi_{\ell-1} & \phi_{\ell-2} & \cdots & \phi_0 & \varphi_{-1} \\ 1 & z & \cdots & z_{\ell-1} & z_{\ell} \end{pmatrix}, \quad \ell \geq 0. \quad (2.3) \]

**Proof.** The proof is similar to the one for the orthogonal polynomials on the real line, that can be found, e.g., [13, equation (3.5)], and following discussion. $\blacksquare$

**Corollary 2.2.** The ratio of two consecutive Toeplitz determinants is expressed as
\[ \frac{D_{\ell+1}}{D_\ell} = \kappa_\ell^2, \quad \ell \geq 0. \quad (2.4) \]

**Proof.** Thanks to formula (2.3), we have that
\[ p_\ell(z) = \frac{1}{\sqrt{D_\ell D_{\ell+1}}} \det \begin{pmatrix} \phi_0 & \phi_{-1} & \cdots & \phi_{-\ell} \\ \varphi_1 & \phi_0 & \cdots & \phi_{-\ell+1} \\ \vdots & \vdots & \ddots & \vdots \\ \phi_{\ell-1} & \phi_{\ell-2} & \cdots & \phi_0 \\ 1 & z & \cdots & z_{\ell} \end{pmatrix} z^\ell + \cdots = \sqrt{\frac{D_{\ell+1}}{D_\ell}} z^\ell + \cdots, \]
and by definition $p_\ell(z) = \kappa_\ell \pi_\ell(z)$ with the latter being the $\ell$-th monic orthogonal polynomial on $S^1$. Thus formula (2.4) follows. $\blacksquare$
2.2 Riemann–Hilbert problem associated to OPUC

The family \( \{ \pi_n \} \) of orthogonal polynomials has a well-known characterization in terms of a \( 2 \times 2 \) dimensional Riemann–Hilbert problem, also depending on \( n \geq 0 \).

**Riemann–Hilbert Problem 2.3.** The function \( Y(z) := Y(n, \theta_j; z) : \mathbb{C} \to \text{GL}(2, \mathbb{C}) \) has the following properties:

1. \( Y(z) \) is analytic for every \( z \in \mathbb{C} \setminus S^1 \);
2. \( Y(z) \) has continuous boundary values \( Y_\pm(z) \) while approaching non-tangentially \( S^1 \) either from the left or from the right, and they are related for all \( z \in S^1 \) through

\[
Y_+(z) = Y_-(z) J_Y(z), \quad \text{with} \quad J_Y(z) = \begin{pmatrix} 1 & -z^{-n} e^{w(z)} \\ 0 & 1 \end{pmatrix};
\]

3. \( Y(z) \) is normalized at \( \infty \) as

\[
Y(z) \sim \left( I + \sum_{j=1}^{\infty} \frac{Y_j(n, \theta_j)}{z^j} \right) z^{n \sigma_3}, \quad z \to \infty,
\]

where \( \sigma_3 \) denotes the Pauli’s matrix \( \sigma_3 := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \).

It is known from [3] that the above Riemann–Hilbert problem, for each \( n \geq 0 \), admits a unique solution which is explicitly written in terms of the family \( \{ \pi_n(z) \} \). Before stating the result, we introduce the following notation. For every polynomial \( q(z), z \in \mathbb{C} \), its reverse polynomial \( q^*(z) \) is defined as the polynomial of the same degree such that

\[
q^*(z) := z^n q(\overline{z}^{-1}).
\]

For every \( (L^p(S^1)) \) function \( f(y) \), its Cauchy transform \( \mathcal{C} f(z) \) is defined for any \( z \notin S^1 \) as

\[
(\mathcal{C} f(y))(z) := \frac{1}{2\pi i} \int_{S^1} \frac{f(y)}{y-z} \, dy.
\]

**Remark 2.4.** Notice that the results in [3] for the Riemann–Hilbert characterization a family of orthogonal polynomials on the unit circle are a sort of extension of the results known from [15, 20] for the case of orthogonal polynomials on the real line.

**Theorem 2.5.** For every \( n \geq 0 \), the Riemann–Hilbert Problem 2.3 admits a unique solution \( Y(z) \) that is written as

\[
Y(z) = \begin{pmatrix} \pi_n(z) & \mathcal{C}(y^{-n} \pi_n(y) e^{w(y)})(z) \\ -\kappa_{n-1}^2 \pi_{n-1}^*(z) & -\kappa_{n-1}^2 \mathcal{C}(y^{-n} \pi_{n-1}^*(y) e^{w(y)})(z) \end{pmatrix}. \tag{2.5}
\]

Moreover, \( \det(Y(z)) \equiv 1 \).

**Proof.** See [3, Lemma 4.1]. \( \blacksquare \)

The solution \( Y(z) \) has a symmetry which will be very useful in the following section.

**Corollary 2.6.** The unique solution \( Y(z) \) of the Riemann–Hilbert Problem 2.3 is such that

\[
Y(z) = \sigma_3 Y(0)^{-1} Y(z^{-1}) z^{n \sigma_3} \sigma_3, \tag{2.6}
\]

\[
Y(z) = \overline{Y(z)}. \tag{2.7}
\]
Proof. See [4, Proposition 5.12].

Notice that the factor \( Y(0) = Y(n, \theta_j; 0) \) appearing in equation (2.6) has a very explicit form by equation (2.5). This will be useful in the following sections.

Lemma 2.7. For every \( n \geq 0 \), we have

\[
Y(0) = Y(n, \theta_j; 0) = \begin{pmatrix} x_n & \kappa_n^-2 \\ -x_{n-1}^2 & x_n \end{pmatrix},
\]

where we denoted with \( x_n := \pi_n(0) \), and \( \kappa_n \) is defined as in equation (2.2). Moreover, we have

\[
\frac{\kappa_n^{2n-1}}{\kappa_n^2} = 1 - x_n^2,
\]

and we have \( x_n \in \mathbb{R} \).

Proof. The first column of \( Y(n; 0) \) directly follows from the evaluation in \( z = 0 \) of \( Y(n; z) \) as given in equation (2.5). Indeed, \( Y^{11}(n; 0) = \pi_n(0) \) and \( Y^{21}(n; 0) = -\kappa_n^2 \pi_{n-1}^*(0) \) but we observe that

\[
\pi_{n-1}^*(0) = z^{n-1} \pi_{n-1}(z^{-1}) \bigg|_{z=0} = z^{n-1} (z^{-(n-1)} + \ldots + \pi_{n-1}(0)) \bigg|_{z=0} = 1.
\]

Thus we conclude that \( Y^{21}(n; 0) = -\kappa_n^2 \pi_{n-1} \). For what concerns the second column of \( Y(n; 0) \), we first find the \((2,2)\)-entry. This is indeed easily deduced from the symmetry given in (2.6). In the limit for \( z \to \infty \) it gives

\[
Y(n; 0) = \sigma_3 Y^{-1}(n; 0) \sigma_3,
\]

thus \( Y^{22}(n; 0) = Y^{11}(n; 0) = \pi_n(0) \). Finally, for the entry \((1,2)\) of \( Y(n; 0) \), we compute it explicitly using the orthonormality property of the polynomials \( p_m(z) \)

\[
Y^{12}(n; 0) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \pi_n(e^{i\theta}) \tilde{w}(e^{i\theta}) w(e^{i\theta}) d\theta = \frac{1}{2\pi} \kappa_n \int_{-\pi}^{\pi} p_n(e^{i\theta}) \tilde{p}(e^{i\theta}) w(e^{i\theta}) d\theta = 1.
\]

Equation (2.9) comes from the fact that \( \det(Y(n, \theta_j; z)) = 1 \) identically in \( z \) and so in particular for \( z = 0 \) by writing \( Y(n, \theta_j; 0) \) as in equation (2.8), relation (2.9) is obtained.

Finally, the fact that \( x_n \) is real follows from the entry \((1,1)\) of equation (2.7) together with equation (2.5).

At this point, we are already able to express the ratio of Toeplitz determinants in terms of the constant term of the monic orthogonal polynomials, as follows.

Corollary 2.8. For every \( n \geq 1 \), the Toeplitz determinants \( D_n \) satisfy the recursion relation

\[
\frac{D_{n-2} D_n}{D_{n-1}^2} = 1 - x_n^2.
\]

Proof. Putting together equation (2.9) with equation (2.4) (for two consecutive integers) we obtain the recursion relation (2.10).
We emphasize again that the symbol $\varphi(z)$ actually depends on the natural parameter $N$, so the Toeplitz determinants $D_n$, $n \geq 1$ (1.3) do as well as $x_n = \pi_n(0)$, $n \geq 1$ do (since it is the constant coefficient of the $n$-th monic OPUC w.r.t. the $N$-depending measure (2.1), (1.1)). The $N$-dependence of the latter will be emphasized in the following section, where $x_n$ is proved to be a solution of the $N$-th higher order generalization of the discrete Painlevé II equation.

We consider now the following matrix-valued function

$$
\Psi(n, \theta_j; z) := \begin{pmatrix} 1 & 0 \\
0 & \kappa_n^{-2} \end{pmatrix} Y(n, \theta_j; z) \begin{pmatrix} 1 & 0 \\
0 & z^n \end{pmatrix} e^{w(z)z_2},
$$

(2.11)

Thanks to the properties of $Y(z; n, \theta_j)$ from the Riemann–Hilbert Problem 2.3 one can prove that $\Psi(n, \theta_j; z)$ satisfies the following Riemann–Hilbert problem.

**Riemann–Hilbert Problem 2.9.** The function $\Psi(z) := \Psi(n, \theta_j; z): \mathbb{C} \rightarrow \text{GL}(2, \mathbb{C})$ has the following properties:

1. $\Psi(z)$ is analytic for every $z \in \mathbb{C} \setminus \{S^1 \cup \{0\}\}$;
2. $\Psi(z)$ has continuous boundary values $\Psi_{\pm}(z)$ while approaching non-tangentially $S^1$ either from the left or from the right, and they are related for all $z \in S^1$ through

$$
\Psi_{+}(z) = \Psi_{-}(z)J_0, \quad J_0 = \begin{pmatrix} 1 & 1 \\
0 & 1 \end{pmatrix};
$$

(2.12)

3. $\Psi(z)$ has asymptotic behavior near 0 given by

$$
\Psi(z) \sim \begin{pmatrix} 1 & 0 \\
0 & \kappa_n^{-2} \end{pmatrix} Y(0) \left(1 + \sum_{j=1}^{\infty} z^j \tilde{Y}_j(n)\right) \begin{pmatrix} 1 & 0 \\
0 & z^n \end{pmatrix} e^{w(z)z_2}, \quad z \to 0;
$$

(2.13)

4. $\Psi(z)$ has asymptotic behavior near $\infty$ given by

$$
\Psi(z) \sim \begin{pmatrix} 1 & 0 \\
0 & \kappa_n^{-2} \end{pmatrix} \left(1 + \sum_{j=1}^{\infty} \frac{Y_j(n)}{z^j}\right) \begin{pmatrix} z^n & 0 \\
0 & 1 \end{pmatrix} e^{w(z)z_2}, \quad |z| \to \infty.
$$

(2.14)

**Proposition 2.10.** The function $\Psi(n, \theta_j; z)$ defined in (2.11) solves the Riemann–Hilbert Problem 2.9.

**Proof.** The analyticity condition and the asymptotic expansions at 0, $\infty$ given in (2.13), (2.14) follows directly from the definition (2.11) and the fact that $Y(z)$ solves the Riemann–Hilbert Problem 2.3. Condition (2.12) follows from direct computation

$$
\Psi(z)_+ = \begin{pmatrix} 1 & 0 \\
0 & \kappa_n^{-2} \end{pmatrix} Y_+(z) \begin{pmatrix} 1 & 0 \\
0 & z^n \end{pmatrix} e^{w(z)z_2} = \begin{pmatrix} 1 & 0 \\
0 & \kappa_n^{-2} \end{pmatrix} Y_-(z)J_J(z) \begin{pmatrix} 1 & 0 \\
0 & z^n \end{pmatrix} e^{w(z)z_2} = \Psi_-(z) \begin{pmatrix} 1 & 1 \\
0 & 1 \end{pmatrix}.
$$

2.3 A linear differential system for $\Psi(z)$

From the solution of the Riemann–Hilbert Problem 2.9, we deduce the following equations (in the following we omit in $\Psi$ the dependence on $\theta_j$ that should be considered only as parameters and not actual variables like $n, z$).
Proposition 2.11. We have
\[ \Psi(n + 1; z) = U(n; z)\Psi(n; z), \quad \partial_z \Psi(n; z) = T(n; z)\Psi(n; z) \]  
(2.15)

with
\[ U(n; z) := \begin{pmatrix} z + x_n x_{n+1} & -x_{n+1} \\ -(1 - x_n^2) x_n & 1 - x_n^2 \end{pmatrix} = \sigma_+ z + U_0(n), \]  
(2.16)

where \( \sigma_+ := \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \) and

\[ T(n; z) := T_1(n) z^{N-1} + T_2(n) z^{N-2} + \cdots + T_{2N+1}(n) z^{-N-1} = \sum_{k=1}^{2N+1} T_k z^{N-k}, \]  
(2.17)

where
\[ T_1(n) = \frac{\theta_n}{2} \sigma_3. \]  
(2.18)

Remark 2.12. The coefficient \( (T_i(n))_{2 \leq i \leq 2N+1} \) defined in equation (2.17) will be computed in Section 3.

Proof. We first prove the first equation. We start by defining the quantity
\[ U(n; z) := \Psi(n + 1; z)\Psi^{-1}(n; z). \]

Since the jump condition for \( \Psi(z) \) (2.12) is independent of \( n \), \( U(n; z) \) is analytic everywhere. Plugging in equation (2.14), we have the expansion at \( \infty \)

\[ U(n; z) = \begin{pmatrix} 1 & 0 \\ 0 & \kappa_{n+1} \end{pmatrix} \begin{pmatrix} I + \frac{Y_1(n+1)}{z} + O(z^{-2}) \end{pmatrix} z^{(n+1)\sigma_3} \begin{pmatrix} 1 & 0 \\ 0 & z \end{pmatrix} z^{-n\sigma_3} \]
\[ \times \begin{pmatrix} I - \frac{Y_1(n)}{z} + O(z^{-2}) \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & \kappa_n \end{pmatrix}, \]

from which we deduce that \( U(n; z) \) is a polynomial in \( z \) of degree 1, by Liouville theorem. Moreover, its matrix-valued coefficient are written as
\[ U(n; z) = z \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} + \begin{pmatrix} 1 & 0 \\ 0 & \kappa_{n+1} \end{pmatrix} Y(n + 1; 0) \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \sum_{k=1} \begin{pmatrix} 1 & 0 \\ 0 & \kappa_n \end{pmatrix}. \]

Doing the computation and using equation (2.8), we obtain
\[ U_0(n) = \begin{pmatrix} \kappa_{n+1}^2 Y^{11}(n + 1; 0) Y^{22}(n; 0) & -\kappa_n^2 Y^{11}(n + 1; 0) Y^{12}(n; 0) \\ \kappa_{n+1}^2 Y^{21}(n + 1; 0) Y^{22}(n, 0) & -Y^{21}(n + 1; 0) Y^{12}(n; 0) \end{pmatrix} \]
\[ = \begin{pmatrix} x_n x_{n+1} & -x_{n+1} \\ -(1 - x_n^2) x_n & 1 - x_n^2 \end{pmatrix}. \]

For what concerns the second equation, we define \( T(n; z) := \partial_z \Psi(n; z)\Psi^{-1}(n; z) \). From the asymptotic behavior of \( \Psi(n; z) \) at 0 and \( \infty \), we can deduce that \( T(n; z) \) is a meromorphic function in \( z \) with behavior at \( \infty \) described by
\[ T(n; z) \sim \begin{pmatrix} 1 & 0 \\ 0 & \kappa_n \end{pmatrix} \begin{pmatrix} I + \frac{Y_1(n)}{z} + O(z^{-2}) \end{pmatrix} \frac{V'(z)}{2} \sigma_3 \begin{pmatrix} I - \frac{Y_1(n)}{z} + O(z^{-2}) \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & \kappa_n \end{pmatrix}. \]
Remark 2.14. Notice that for all $n$, the solution of the Riemann–Hilbert problem $Y(z)$ stated in (2.6), we have that the coefficient matrix $T(n; z)$ satisfies a symmetry property.

Proposition 2.13. $T(n; z)$ has the following symmetry:

$$T(n; z) = -z^2(K(n)T(n; z)K(n)^{-1} - nz^{-1}I_2)$$

with $K(n) := \begin{pmatrix} 1 & 0 \\ 0 & \kappa_n^{-2} \end{pmatrix} Y(n; 0)\sigma_3 \begin{pmatrix} 1 & 0 \\ 0 & \kappa_n^2 \end{pmatrix}$. 

Remark 2.14. Notice that for all $n$, the matrix $K(n)$ is s.t. $K(n)^{-1} = K(n)$ since we have the identity $x_n^2 + \frac{\kappa_n^2}{\kappa_n^{-1}} = 1$.

Proof. On the one hand,

$$\partial_z (\Psi(n; z^{-1})) = -\frac{1}{z^2}T(n; z^{-1})\Psi(n; z^{-1}).$$

On the other hand, using the symmetry (2.6) for $Y$ we deduce the following symmetry for $\Psi$:

$$\Psi(n; z^{-1}) = z^{-n} \begin{pmatrix} 1 & 0 \\ 0 & \kappa_n^{-2} \end{pmatrix} Y(0)\sigma_3 \begin{pmatrix} 1 & 0 \\ 0 & \kappa_n^2 \end{pmatrix} \Psi(n; z)\sigma_3.$$ 

This previous equation leads to

$$\partial_z (\Psi(n; z^{-1})) = z^{-n} \begin{pmatrix} 1 & 0 \\ 0 & \kappa_n^{-2} \end{pmatrix} Y(0)\sigma_3 \begin{pmatrix} 1 & 0 \\ 0 & \kappa_n^2 \end{pmatrix} \partial_z \Psi(n; z)\sigma_3 - nz^{-1}\Psi(n; z^{-1}).$$

Then

$$T(n; z^{-1}) = -z^2 \begin{pmatrix} 1 & 0 \\ 0 & \kappa_n^{-2} \end{pmatrix} Y(0)\sigma_3 \begin{pmatrix} 1 & 0 \\ 0 & \kappa_n^2 \end{pmatrix} T(n; z) \begin{pmatrix} 1 & 0 \\ 0 & \kappa_n^{-2} \end{pmatrix} \sigma_3 Y(0)^{-1}$$

$$\times \begin{pmatrix} 1 & 0 \\ 0 & \kappa_n^2 \end{pmatrix} - nz^{-1}I_2.$$ 

The symmetry (2.19) reflects on the coefficients $T_k(n)$, $k = 1, \ldots, 2N + 1$ as written below.

Corollary 2.15. The coefficients $T_k(n)$, $k = 1, \ldots, 2N + 1$ satisfy

$$T_j(n) = -K(n)T_{2N+2-j}(n)K(n)^{-1}, \quad j = 1, \ldots, N,$$

$$T_{N+1}(n) = -K(n)T_{N+1}(n)K(n)^{-1} + nI_2.$$
Proof. Indeed, by replacing the exact shape of \( T(n; z) \) in equation (2.19), we have

\[
\sum_{k=1}^{2N+1} T_k(n) z^{-N+k} = T(n; z^{-1}) = -z^2 \left( \sum_{k=1}^{2N+1} KT_k(n) K^{-1} z^{-N-k} - nz^{-1} I_2 \right) \\
= - \sum_{k=1}^{2N+1} KT_k(n) K^{-1} z^{N+2-k} + nz I_2 \\
= - \sum_{j=1}^{2N+1} KT_{2N+2-j}(n) K^{-1} z^{-N+j} + nz I_2,
\]

so looking at the powers \( z^{-N+j} \) for \( j = 1, \ldots, N \), we get equation (2.20) and for \( j = N + 1 \), we get equation (2.21).

Notice first that from equations (2.20) if the first \( N + 1 \) coefficients of \( T(n; z) \) are known, then we can obtain the remaining ones. Second, notice that the coefficient \( T_{N+1}(n) \) plays an important role since it solves an equation, the one given in (2.21).

2.4 Relation with the Cresswell–Joshi Lax pair

To conclude this section, we describe how the Lax pair (2.15) is related with the one of the discrete Painlevé II hierarchy (1.16) originally introduced by Cresswell and Joshi in [11] as follows.

Definition 2.16. A Lax pair for the discrete Painlevé II hierarchy is given by a pair of matrices \((L_n(z), M_n(z))\), defining the coefficients of a discrete-differential system for a matrix-valued function \( \Phi(n; z) \), such as

\[
\Phi(n+1; z) = \begin{pmatrix} z & x_n \\ x_n & 1/z \end{pmatrix} \Phi(n; z) = L_n(z) \Phi(n; z), \\
\frac{\partial}{\partial z} \Phi(n; z) = M_n(z) \Phi(n; z),
\]

(2.22) (2.23)

with the property that

\[
M_n(z) = \begin{pmatrix} A_n(z) & B_n(z) \\ C_n(z) & -A_n(z) \end{pmatrix}
\]

with \( A_n, B_n \) and \( C_n \) are rational in \( z \) (and depending also on \( N \)).

Remark 2.17. Specifically, in [11, Section 3.1], the authors proved that the compatibility condition of the system of equations (2.22) and (2.23) defines the coefficients of the matrix \( M_n(z) \), leaving in turns only one discrete equation of order \( 2N \) for \( x_n \). This is defined as the \( N \)-th member of the discrete Painlevé II hierarchy.

We establish now a link between this Lax Pair and the system (2.15) we obtained starting from the OPUC. We define

\[
\Phi(n; z) := \sigma_3 \begin{pmatrix} z^{-n+3/2} & 0 \\ 0 & z^{-n+1/2} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ -x_{n-1} & 1 \end{pmatrix} \Psi(n-1; z^2).
\]

Proposition 2.18. \( \Phi(n; z) \) defined as above satisfies the system of equations (2.22) and (2.23).
Proof. First we compute the discrete equation for \( \Phi(n; z) \). From the definition, we have

\[
\Phi(n + 1; z) = \sigma_3 \begin{pmatrix} z^{-n+1/2} & 0 \\ 0 & z^{-n-1/2} \end{pmatrix} \begin{pmatrix} 1 \\ -x_n \end{pmatrix} \Phi(n; z^2).
\]

According to equation (2.15),

\[
\Phi(n + 1; z) = \sigma_3 \begin{pmatrix} z^{-n+1/2} & 0 \\ 0 & z^{-n-1/2} \end{pmatrix} \begin{pmatrix} 1 \\ -x_n \end{pmatrix} U(n - 1; z^2) \Phi(n - 1; z^2)
\]

\[
= \sigma_3 \begin{pmatrix} z^{-n+1/2} & 0 \\ 0 & z^{-n-1/2} \end{pmatrix} \begin{pmatrix} 1 \\ -x_n \end{pmatrix} U(n - 1; z^2) \begin{pmatrix} 1 \\ x_{n-1} \end{pmatrix}
\]

\[
\times \begin{pmatrix} z^{-n+3/2} & 0 \\ 0 & z^{-n-1/2} \end{pmatrix} \Phi(n; z) = \begin{pmatrix} z \\ x_n \end{pmatrix} \begin{pmatrix} x_n \\ 1/z \end{pmatrix} \Phi(n; z).
\]

Now we compute the derivative with respect to \( z \).

Defining \( M_n(z) := \left( \frac{\partial}{\partial z} \Phi(n; z) \right) \Phi(n; z)^{-1} \), similar computations lead to

\[
M_n(z) = z^{-1} \sigma_3 \begin{pmatrix} -n + 3/2 & 0 \\ 0 & -n + 1/2 \end{pmatrix} \sigma_3 + 2z \sigma_3 \begin{pmatrix} z & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 \\ -x_{n-1} \end{pmatrix}
\]

\[
\times T(n - 1; z^2) \begin{pmatrix} 1 \\ x_{n-1} \end{pmatrix} \begin{pmatrix} z^{-1} & 0 \\ 0 & 1 \end{pmatrix} \sigma_3.
\]

(2.24)

We need to prove two things: first the trace of \( M_n(z) \) is null and then entries of \( M_n(z) \) are rational in \( z \).

For the trace of \( M_n(z) \) we use the fact that \( \text{Tr}(T(n; z)) = nz^{-1} \). Then

\[
\text{Tr}(M_n(z)) = (-2n + 2)z^{-1} + 2z \text{Tr}(T(n - 1; z^2)) = 0.
\]

From the expression of \( T(n; z) \) (2.17) and the equation (2.24), we conclude entries of \( M_n(z) \) are rational in \( z \).

\[\blacksquare\]

3 From the Lax Pair to the discrete Painlevé II hierarchy

In this section, we study the compatibility condition associated to the linear system (2.15). This first allows us to reconstruct completely the matrix \( T(n; z) \) and then to obtain an explicit 2N order discrete equation for \( x_n \) which corresponds to equation (1.10).

3.1 The symmetry in the compatibility condition

We study the consequences of the symmetry (2.19) for the matrix \( T(n; z) \) on the compatibility condition for the Lax pair introduced in Proposition 2.11. More precisely, we show that, thanks to the symmetry (2.19), the compatibility condition contains an overdetermined system of equations.

We recall that the compatibility condition reads as

\[
\sigma_+ - T(n + 1; z)U(n; z) + U(n; z)T(n; z) = 0,
\]

(3.1)

where we have to replace \( U(n; z) \) as in (2.16) and \( T(n; z) \) as

\[
T(n; z) = \sum_{k=1}^{N+1} T_k(n)(z^{N-k} + \sum_{k=N+2}^{2N+1} -K(n)T_{2N+2-k}(n)K(n)^{-1}z^{N-k},
\]

(3.2)

and with the coefficient \( T_{N+1}(n) \) satisfying equation (2.21).
Lemma 3.1. The compatibility condition (3.1), for \( U(n; z), T(n; z) \) as described above, corresponds to the following system

\[
T_1(n + 1)\sigma_+ - \sigma_+ T_1(n) = 0, \\
T_{j+1}(n + 1)\sigma_+ - \sigma_+ T_{j+1}(n) + T_j(n + 1)U_0(n) - U_0(n)T_j(n) = \sigma_+ \delta_{j,N}, \\
T_{N+1}(n) = -K(n)T_{N+1}(n)K(n)^{-1} + nI_2.
\]

Proof. The compatibility condition (3.1), after replacing \( U(n; z), T(n; z) \) of the prescribed form, involves powers of \( z \) from \( N \) to \(-N-1\). Imposing that the coefficients of each of these powers of \( z \) is identically zero, we obtain the following equations:

\[
z^N: \quad T_1(n + 1)\sigma_+ - \sigma_+ T_1(n) = 0, \quad (3.3)
\]

\[
z^{N-j}, \quad j = 1, \ldots, N:\n\]

\[
T_{j+1}(n + 1)\sigma_+ - \sigma_+ T_{j+1}(n) + T_j(n + 1)U_0(n) - U_0(n)T_j(n) = \sigma_+ \delta_{j,N}, \quad (3.4)
\]

\[
z^{-1}: \quad T_{N+1}(n + 1)U_0(n) - U_0(n)T_{N+1}(n) - K(n+1)T_N(n+1)K(n+1)^{-1}\sigma_+ \\
+ \sigma_+ K(n)T_N(n)K(n)^{-1} = 0, \quad (3.5)
\]

\[
z^{N-j}, \quad j = N+2, \ldots, 2N:\n\]

\[
- K(n+1)T_{2N+1-j}(n+1)K(n+1)^{-1}\sigma_+ + \sigma_+ K(n)T_{2N+1-j}(n)K(n)^{-1} \\
+ \sigma_+ K(n)T_{N+2-j}(n)K(n)^{-1} - K(n+1)T_{N+2-j}(n+1)K(n+1)^{-1}U_0(n) = 0, \quad (3.6)
\]

\[
z^{-N-1}: \quad - K(n+1)T_1(n+1)K(n+1)^{-1}U_0(n) + U_0(n)K(n)T_1(n)K(n)^{-1} = 0. \quad (3.7)
\]

With the change of indices \( 2N+1-j = k \iff k = 2N+1-j = N-1, \ldots, 1 \), the equation (3.6) becomes:

\[
- K(n+1)T_k(n+1)K(n+1)^{-1}\sigma_+ + \sigma_+ K(n)T_k(n)K(n)^{-1} \\
- K(n+1)T_{k+1}(n+1)K(n+1)^{-1}U_0(n) + U_0(n)K(n)T_{k+1}(n)K(n)^{-1} = 0. \quad (3.8)
\]

We now show that equations (3.5), (3.6), (3.7) are equivalent to the first ones (3.3), (3.4) thanks to the symmetry of the coefficients \( T_k(n) \) given in (2.20) together with the equation for \( T_{N+1}(n) \), already obtained in (2.21).

To start with, we notice the following relations:

\[
\tilde{U}_0(n) := K(n+1)^{-1}U_0(n)K(n) = \sigma_+, \\
\tilde{\sigma}(n) := K(n+1)^{-1}\sigma_+ K(n) = U_0(n),
\]

deduced by using multiple times relation (2.9), namely \( x_n^2 + \frac{\kappa_{n-1}}{\sigma_n} = 1 \).

1. Let us consider first the equation (3.7) obtained from the coefficient of the term \( z^{-N-1} \). Multiplying by \( K(n+1)^{-1} \) to the left and by \( K(n) \) to the right, we obtain

\[
-T_1(n+1)\tilde{U}_0(n) + \tilde{U}_0(n)T_1(n) = 0,
\]

that is exactly (3.3).

2. Let us consider now equations (3.8), obtained from the coefficients of the term \( z^{N-j} \), \( j = N+2, \ldots, 2N \). By multiplying by \( K(n+1)^{-1} \) to the left and by \( K(n) \) to the right as before, we obtain the equations for \( k = N-1, \ldots, 1 \)

\[
-T_k(n+1)\tilde{\sigma}(n) + \tilde{\sigma}(n)T_k(n) - T_{k+1}(n+1)\tilde{U}_0(n) + \tilde{U}_0(n)T_{k+1}(n) = 0,
\]

which is exactly equation (3.4) for \( j = 1, \ldots, N-1 \).
3. The last equation is (3.5) obtained from the coefficient of the term $z^{-1}$. We multiply, again, by $K(n+1)^{-1}$ to the left and by $K(n)$ to the right, and we get

$$K(n+1)^{-1}T_{N+1}(n+1)K(n+1)\tilde{U}_0(n) - \tilde{U}_0(n)K(n)^{-1}T_{N+1}(n)K(n)$$

$$- T_N(n+1)\tilde{\sigma}(n) + \tilde{\sigma}(n)T_N(n) = 0,$$

and then we replace the symmetry for the term $T_{N+1}(n)$ namely the equation (2.21) (that indeed it has not been used until now)

$$-T_{N+1}(n+1)\tilde{U}_0(n) + \tilde{U}_0(n)T_{N+1}(n) + \tilde{U}_0(n) - T_N(n+1)\tilde{\sigma}(n) + \tilde{\sigma}(n)T_N(n) = 0.$$

And this is again exactly equation (3.4), for $j = N$.

Thus the compatibility condition (3.1) is reduced to the equations in the statement, namely equations (3.3), (3.4), (2.21).

Now, we use equations (3.3), (3.4) together with the initial condition for $T_1(n)$ given in (2.18), to recursively find the coefficients $T_k(n)$, for $k = 1, \ldots, N+1$, in terms of the $x_{n+1}, j = 1, \ldots, N$. With the coefficients $T_k(n)$ computed in such a way, the symmetry for $T_{N+1}(n)$, i.e., equation (2.21), once $T_{N+1}(n)$ is determined, provides an actual discrete equation for $x_n$ of order $2N$, that is what we call the higher order analogue of the discrete Painlevé II equation (that coincide for $N = 1, 2$ to the ones already appeared in [1, 6, 11]).

3.2 The recursion

In this subsection, we explain how equations (3.3), (3.4) resulting from the compatibility condition (3.1) can be used to find recursively (in $k$) all the coefficients $T_k(n)$, $k = 1, \ldots, N+1$ of $T(n; z)$.

**Lemma 3.2.** For every $i = 1, \ldots, N$, starting from the initial condition (2.18) $T_1(n) = \frac{0_{12}}{2} \sigma_3$, we have

$$T_{i+1,12}(n) = x_{n+1}(2\Delta^{-1} + I)\left(\frac{x_{n+1}}{v_{n+1}}T_{i,21}(n+1) - x_nT_{i,12}(n)\right) + v_{n+1}T_{i,12}(n+1)$$

$$- x_nx_{n+1}T_{i,12}(n),$$

$$T_{i+1,21}(n+1) = x_nv_{n+1}(2\Delta^{-1} + I)\left(\frac{x_{n+1}}{v_{n+1}}T_{i,21}(n+1) - x_nT_{i,12}(n)\right) + v_{n+1}T_{i,21}(n)$$

$$- x_nx_{n+1}T_{i,21}(n+1),$$

$$T_{i+1,11}(n) = -T_{i+1,22}(n) + n\delta_{i,N} = \Delta^{-1}\left(-\frac{x_{n+1}}{v_{n+1}}T_{i+1,21}(n+1) + x_nT_{i+1,12}(n)\right) + n\delta_{i,N},$$

where

$$\Delta: T_i(n) \rightarrow T_i(n+1) - T_i(n),$$

$$v_n := 1 - x_n^2,$$

(3.9)

(3.10)

**Proof.** We rewrite equations (3.3), (3.4) for $i = 1, \ldots, N$, entry by entry. For the first one, we have

$$\begin{align*}
T_{1,11}(n+1) - T_{1,11}(n) &= 0, \\
T_{1,12}(n) &= T_{1,21}(n+1) = 0.
\end{align*}$$
This is satisfied by $T_i(n)$ given in (2.18). For the second one, for any $1 \leq i \leq N$ we have the four equations:

\[
T_{i+1,11}(n+1) - T_{i+1,11}(n) = -T_{i,11}(n+1) x_n x_{n+1} + T_{i,12}(n+1)(1 - x_{n+1}^2)x_n \\
+ x_n x_{n+1} T_{i,11}(n) - x_{n+1} T_{i,21}(n) + \delta_{i,N},
\]

\[
T_{i+1,12}(n) = -x_{n+1} T_{i,11}(n+1) + T_{i,12}(n+1)(1 - x_{n+1}^2) - x_n x_{n+1} T_{i,12}(n) + x_{n+1} T_{i,22}(n),
\]

\[
T_{i+1,21}(n+1) = -T_{i,21}(n+1) x_n x_{n+1} + T_{i,22}(n+1) x_n (1 - x_{n+1}^2) \\
- T_{i,11}(n) x_n (1 - x_{n+1}^2) + (1 - x_{n+1}^2) T_{i,21}(n),
\]

\[
0 = T_{i,21}(n+1) x_{n+1} - T_{i,22}(n+1)(1 - x_{n+1}^2) - x_n (1 - x_{n+1}^2) T_{i,12}(n) + T_{i,22}(n)(1 - x_{n+1}^2).
\]

Using the notations introduced in (3.9), (3.10), the previous equations with $1 \leq i \leq N$ become

\[
\Delta T_{i,11}(n) = -x_n x_{n+1} \Delta T_{i,11}(n) + x_n v_{n+1} T_{i,12}(n+1) - x_{n+1} T_{i,21}(n) + \delta_{i,N},
\]

\[
T_{i,12}(n) = -x_{n+1} T_{i,11}(n+1) + v_{n+1} T_{i,12}(n+1) - x_n x_{n+1} T_{i,12}(n) + x_{n+1} T_{i,22}(n),
\]

\[
T_{i,21}(n+1) = -x_n x_{n+1} T_{i,21}(n+1) + x_n v_{n+1} T_{i,22}(n+1) - x_n v_{n+1} T_{i,11}(n) \\
+ v_{n+1} T_{i,21}(n),
\]

\[
v_{n+1} \Delta T_{i,22}(n) = x_{n+1} T_{i,21}(n+1) - x_n v_{n+1} T_{i,12}(n).
\]

From these equations, we see that in order to obtain the diagonal terms, there is a “discrete integration” to perform, while the off-diagonal terms are directly determined from the previous ones. Moreover, we can rewrite the four equation as only two equations involving only the off-diagonal terms. Indeed, because of $\text{Tr}(T(n;z)) = nz^{-1}$, $T_{i,11}(n,z) = -T_{i,22}(n,z)$ for $1 \leq i \leq N$. Thus (3.14) can be written as

\[
v_{n+1} \Delta T_{i,11}(n) = -x_n x_{n+1} T_{i,21}(n+1) + x_n v_{n+1} T_{i,12}(n).
\]

Formally, $1 \leq i \leq N$,

\[
T_{i,11}(n) = -T_{i,22}(n) = \Delta^{-1} \left( -\frac{x_{n+1}}{v_{n+1}} T_{i,21}(n+1) + x_n T_{i,12}(n) \right),
\]

which still holds for $i = N+1$ up to adding the “constant” $n$ on the right hand side. Using this in (3.12) and (3.13), we obtain:

\[
T_{i+1,12}(n) = x_{n+1} (2\Delta^{-1} + I) \left( \frac{x_{n+1}}{v_{n+1}} T_{i,21}(n+1) - x_n T_{i,12}(n) \right) + v_{n+1} T_{i,12}(n+1) \\
- x_n x_{n+1} T_{i,12}(n),
\]

\[
T_{i+1,21}(n+1) = x_n v_{n+1} (2\Delta^{-1} + I) \left( \frac{x_{n+1}}{v_{n+1}} T_{i,21}(n+1) - x_n T_{i,12}(n) \right) + v_{n+1} T_{i,21}(n) \\
- x_n x_{n+1} T_{i,21}(n+1).
\]

We notice that, defining the discrete recursion operator

\[
\mathcal{L} \left( \begin{array}{c} u_n \\ y_n \end{array} \right) = \begin{pmatrix} x_{n+1} (2\Delta^{-1} + I) \left( \frac{x_{n+1}}{v_{n+1}} y_n - x_n u_n \right) + (v_{n+1}(\Delta + I) - x_n x_{n+1}) u_n \\
- x_n v_{n+1} (2\Delta^{-1} + I) \left( \frac{x_{n+1}}{v_{n+1}} y_n - x_n u_n \right) + (v_{n+1}(\Delta + I)^{-1} - x_n x_{n+1}) y_n \end{pmatrix},
\]

(3.16)
we can rewrite the two equations for the off-diagonal entries of $T_i(n)$ obtained above as

$$
\begin{pmatrix}
T_{i+1,12}(n) \\
T_{i+1,21}(n+1)
\end{pmatrix} = \mathcal{L}
\begin{pmatrix}
T_{i,12}(n) \\
T_{i,21}(n+1)
\end{pmatrix},
1 \leq i \leq N. \tag{3.17}
$$

And, recursively we obtain

$$
\begin{pmatrix}
T_{N+1,12}(n) \\
T_{N+1,21}(n+1)
\end{pmatrix} = \mathcal{L}^N \begin{pmatrix} 0 \\ 0 \end{pmatrix}. \tag{3.18}
$$

This procedure allows to construct the whole matrix $T(n; z)$, starting from the initial condition $T_1(n) = \frac{\theta_1}{2} \sigma_3$ and iterating the operator $\mathcal{L}$ we obtain off diagonal terms of $T(n; z)$ and compute diagonal one with equation (3.15). Below we implemented this method to find the matrix $T(n; z)$ in the first few cases $N = 1, 2$.

**Example 3.3.** In the case $N = 1$, the matrix $T(n; z) = T_1(n) + T_2(n)z^{-1} + T_3(n)z^{-2}$. Knowing $T_1(n)$, we only have to find $T_2(n)$ using the recurrence relation given from the compatibility, i.e., equations (3.11), (3.12), (3.13) for $i = 1$. Since: $T_{1,12}(n) = T_{1,21}(n) = 0$, and $T_{1,11}(n) = \theta_N/2 = -T_{1,22}(n)$, we have

$$
T_{2,11}(n) = n,
T_{2,12}(n) = -x_{n+1}(T_{1,11}(n+1) + T_{1,11}(n)) = -\theta_1 x_{n+1},
T_{2,21}(n+1) = x_n v_{n+1}(T_{1,22}(n+1) + T_{1,22}(n)) = -\theta_1 x_n v_{n+1},
$$
and $T_{2,22}(n) = n - T_{2,11}(n) = 0$. Moreover, the symmetry which reflects terms of $T(n; z)$ two by two gives $T_3(n) = -K(n)T_1(n)K(n)$. Thus the Lax matrix for $N = 1$ is

$$
T(n; z) = \frac{\theta_1}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} + \frac{1}{z} \begin{pmatrix} n & -\theta_1 x_{n+1} \\ -\theta_1 v_n x_{n-1} & 0 \end{pmatrix} + \frac{\theta_1}{z^2} \begin{pmatrix} \frac{1}{2} - x_n^2 & x_n \\ v_n x_n & x_n^2 - \frac{1}{2} \end{pmatrix}.
$$

**Example 3.4.** In the case $N = 2$, the matrix $T(n; z) = T_1(n)z + T_2(n)+T_3(n)z^{-1} + T_4(n)z^{-2} + T_5(n)z^{-3}$. This time we have to find $T_2(n)$ (that will be almost the same as before) and also $T_3(n)$ using the recurrence relation given from the compatibility, i.e., equations (3.11), (3.12), (3.13) for $i = 1$ and 2. First we find $T_2(n)$ ($i = 1$ above), we have

$$
T_{2,11}(n) = \frac{\theta_1}{2},
T_{2,12}(n) = -x_{n+1}(T_{1,11}(n+1) + T_{1,11}(n)) = -\theta_2 x_{n+1},
T_{2,21}(n+1) = x_n v_{n+1}(T_{1,22}(n+1) + T_{1,22}(n)) = -\theta_2 x_n v_{n+1},
$$
and $T_{2,22}(n) = -T_{2,11} = -\frac{\theta_1}{2}$.

Then we consider the equation for $i = 2$ and find $T_3(n)$. We have

$$
\Delta T_{3,11}(n) = x_n v_{n+1}(-\theta_2 x_{n+2}) - x_{n+1}(-\theta_2 x_{n-1} v_n) + 1 \implies T_{3,11}(n) = n - \theta_2 x_{n-1} x_{n+1} v_n,
T_{3,12}(n) = -\theta_1 x_{n+1} - \theta_2 (v_{n+1} x_{n+2} - x_n x_{n+1}^2),
T_{3,21}(n + 1) = (-\theta_1 x_n - \theta_2 (v_n x_{n-1} - x_n^2 x_{n+1})) v_{n+1},
T_{3,22}(n) = n - T_{3,11}(n) = -\theta_2 x_{n-1} x_{n+1} v_n.
$$

Finally, we take $T_4(n) = -K(n)T_2(n)K(n)$ and $T_5(n) = -K(n)T_1(n)K(n)$. Thus the Lax matrix for $N = 2$ is

$$
T(n; z) = z \frac{\theta_2}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} + \left( \begin{array}{cc} \frac{\theta_1}{2} & -\theta_2 x_{n+1} \\ -\theta_2 x_{n-1} v_n & \frac{\theta_1}{2} \end{array} \right).
$$
where $C$ with $C$ from the diagonal entries is the same up to a multiplication by $x$. Thus from now on we will refer only to (3.19), as for the remaining equation. 

Using equation (3.14) and Tr$(T(n; z)) = nz^{-1}$, we express equation (3.19) in function of $T_{N+1, 12}(n)$ and $T_{N+1, 21}(n)$. Consider equation (3.19), with the identity Tr$(T(n+1)) = n$, it is rewritten as

$$v_nT_{N+1, 12}(n) = x_n(n - 2T_{N+1, 22}(n)) - T_{N+1, 21}(n).$$

Equation (3.14) holds also for $i = N + 1$. It means it is possible to replace $T_{N+1, 22}(n)$ in the previous equation and obtain

$$nx_n - v_nT_{N+1, 12}(n) - T_{N+1, 21}(n) - 2x_n\Delta^{-1}\left(-x_nT_{N+1, 12}(n) + \frac{x_{n+1}(\Delta + I)T_{N+1, 21}(n)}{v_{n+1}}\right) = 0. \quad (3.20)$$

### 3.3 The relation between $T_{i,12}(n)$ and $T_{i,21}(n)$

The previous equation (3.2) depends on $T_{N+1, 12}(n)$ and $T_{N+1, 21}(n)$. The aim of this part is to establish a connection between $T_{i,12}(n)$ and $T_{i,21}(n)$ to rewrite equation (3.2) just in function of $T_{N+1, 12}(n)$.

To accomplish this, we study the compatibility condition of $C(n; z) := T(n; z)^2$ and $U(n; z)$. $C(n; z)$ is rational in $z$ with a pole of order $-2N - 2$ at 0. We write $C(n; z)$ as

$$C(n; z) = \sum_{i=1}^{4N+1} C_i(n)z^{2N-1-i} \quad (3.21)$$

with

$$C_i(n) := \sum_{j=1}^{i} T_j(n)T_{i+1-j}(n) \quad (3.22)$$

where $C_1(n) = \frac{\theta^2}{4} I_2.$
In what follows we will need the following lemma:

**Lemma 3.5.** Diagonal coefficients of $C_i(n)$ defined as in (3.22) satisfy the following equation:

$$\forall 1 \leq i \leq N, \quad C_{i,11}(n) = C_{i,22}(n),$$

$$C_{N+1,11}(n) = n\theta_N + C_{N+1,22}(n).$$

**Proof.** We express $C_{i,11}(n)$ in function of $T_{i,kj}(n)$. With the equation (3.22)

$$C_{i,11}(n) = \sum_{j=1}^{i} T_{j,11}(n)T_{i+1-j,11}(n) + T_{j,12}(n)T_{i+1-j,21}(n).$$

Then, the sum index change $j = i - k + 1$ leads to

$$C_{i,11}(n) = \sum_{k=1}^{i} T_{i-k+1,11}(n)T_{k,11}(n) + T_{i-k+1,12}(n)T_{k,21}(n).$$

Finally, with the relation $\text{Tr}(T(n; z)) = nz^{-1},$

- if $1 \leq i \leq N$,
  $$C_{i,11}(n) = \sum_{k=1}^{i} T_{i-k+1,22}(n)T_{k,22}(n) + T_{k,21}(n)T_{i-k+1,12}(n) = C_{i,22}(n).$$

- if $i = N + 1$,
  $$C_{N+1,11}(n) = -2nT_{1,22}(n) + \sum_{k=1}^{N+1} T_{N-k+2,22}(n)T_{k,22}(n) + T_{k,21}(n)T_{N-k+2,12}(n)$$
  $$= n\theta_N + C_{N+1,22}(n).$$

We deduce the compatibility condition for $C$ and $U$ from the one for $T$ and $U$.

**Lemma 3.6.** $C(n; z)$ (3.21) and $U(n; z)$ (2.16) satisfy the following compatibility condition:

$$C(n+1; z)U(n; z) - U(n; z)C(n; z) = T(n+1; z)\sigma_+ + \sigma_+ T(n; z).$$

(3.23)

**Proof.** Multiplying on the left (resp. on the right) equation (3.1) by $T(n+1; z)$ (resp. $T(n; z)$) and summing these two equations leads to the result. 

The left (resp. right) hand side of the equation in the previous lemma is an expression in powers of $z$ from $z^{2N-1}$ to $z^{-2N-2}$ (resp. from $z^N$ to $z^{-N-1}$). This equation leads to recursive equation for $C_i(n)$. We consider only expression in powers of $z$ from $z^{2N-1}$ to $z^{N-1}$. According to (3.1) and (3.23), $\forall 1 \leq i \leq N$, $C_i(n)$ and $T_i(n)$ satisfy the same recursive equation (see equations (3.11)–(3.14)). For $i = N + 1$, the equation is a bit different. The term with $\delta_{i,N}$ is now multiplied by $\theta_N$. From these equations we deduce the following result.

**Proposition 3.7.** Let $C_i(n)$ be as in (3.22). Then $\forall 1 \leq i \leq N$,

$$C_i(n) = \alpha_i I_2 \quad \text{and} \quad C_{N+1}(n) = \theta_N n\sigma_+ + \alpha_{N+1} I_2.$$
Proof. We prove Proposition 3.7 by induction. For \( i = 1 \), we already know \( C_1(n) = \frac{\theta^3}{4} \). Suppose \( C_i(n) = \alpha_i I_2 \) for \( i \leq N - 1 \). \( C_{i+1}(n) \) satisfies the following equations:

\[
\begin{align*}
\Delta C_{i+1,11}(n) &= -x_n x_{n+1} \Delta C_{i,11}(n) + x_n v_{n+1} C_{i,12}(n+1) - x_{n+1} C_{i,21}(n) + \theta_N \delta_i, N, \\
C_{i+1,12}(n) &= -x_n x_{n+1} C_{i,11}(n + 1) + v_{n+1} C_{i,12}(n + 1) - x_n x_{n+1} C_{i,12}(n) + x_{n+1} C_{i,22}(n), \\
C_{i+1,21}(n + 1) &= -x_n x_{n+1} C_{i,21}(n + 1) + x_n v_{n+1} C_{i,22}(n + 1) - x_{n+1} x_{n+1} C_{i,11}(n) \\
&+ v_{n+1} C_{i,21}(n).
\end{align*}
\]

Using induction hypothesis,

\[
\begin{align*}
\Delta C_{i+1,11}(n) &= -0 \cdot x_n x_{n+1} + 0 \cdot x_n v_{n+1} - 0 \cdot x_{n+1} + \theta_N \delta_i, N = \theta_N \delta_i, N, \\
C_{i+1,12}(n) &= -x_n x_{n+1} \alpha_i + 0 \cdot v_{n+1} - 0 \cdot x_n x_{n+1} + x_{n+1} \alpha_i = 0, \\
C_{i+1,21}(n + 1) &= -0 \cdot x_n x_{n+1} + x_n v_{n+1} \alpha_i - x_{n+1} v_{n+1} \alpha_i + 0 \cdot v_{n+1} = 0.
\end{align*}
\]

From the first equation, we conclude \( C_{i+1,11}(n) = \alpha_{i+1} \) if \( i \leq N - 1 \) (resp. \( C_{N+1,11}(n) = \theta_N n + \alpha_N + 1 \) if \( i = N \)) and according to Lemma 3.5 \( C_{i+1,22}(n) = \alpha_{i+1} \) (resp. \( C_{N+1,22}(n) = \alpha_{N+1} \)) which concludes the proof.

From equation (3.22) and Proposition 3.7, we obtain

\[
\theta_N T_{i,11}(n) = \alpha_i - \sum_{j=2}^{i-1} T_{j,11}(n) T_{i-j,11}(n) + T_{j,12}(n) T_{i-j,12}(n), \tag{3.24}
\]

\[
\theta_N T_{N+1,11}(n) = n \theta_N + \alpha_N + 1 - \sum_{j=2}^{N} T_{j,11}(n) T_{N-j+1,11}(n) + T_{j,12}(n) T_{N-j+2,11}(n). \tag{3.25}
\]

With all this discussion on \( C(n; z) \) it is now possible to prove the following proposition.

**Proposition 3.8.** The following holds: \( \forall 1 \leq i \leq N + 1 \), \( T_{i,11}(n) \), \( T_{i,12}(n) \) and \( T_{i,21}(n) \) are polynomials in \( x_{n+j} \)'s. Moreover, the following symmetries hold:

\[
\exists (Q_{i,n}((u_{n+j})_{1 \leq i \leq j \leq 1}), P_{i,n}((u_{n+j})_{1 \leq i \leq j \leq i-1}))
\]

polynomials in \( u_{n+j} \)'s such that,

\[
\begin{align*}
T_{i,11}(n) &= Q_{i,n}((x_{n+j})_{1 \leq i \leq j \leq 1}) = Q_{i,n}((u_{n+j})_{1 \leq i \leq j \leq i-1}), \\
T_{i,12}(n) &= P_{i,n}((u_{n+j})_{1 \leq i \leq j \leq i-1}), \\
T_{i,21}(n) &= v_n P_{i,n}((x_{n+j})_{1 \leq i \leq j \leq i-1}).
\end{align*}
\]

Proof. We prove this proposition by strong induction. For \( i = 1 \), \( T_1(n) = \frac{\theta_N}{2} \sigma_3 \), then defining \( Q_1,n(u_n) := \frac{\theta_N}{2} \), \( P_1,n(u_n) := 0 \); \( T_{1,11}(n) = Q_{1,n}(x_n) \), \( T_{1,12}(n) = P_{1,n}(x_n) \) and \( T_{1,21}(n) = v_n P_{1,n}(x_n) \).

Now suppose the property true for all \( j \in [[1, i]] \) with \( i \leq N \) and let \( (Q_{j,n}, P_{j,n})_{j \leq i} \) be polynomials in \( x_{n+j} \)'s satisfying the property. According to (3.24) and (3.25) for \( i = N \) and strong induction hypothesis, \( T_{i+1}(n) \) is a polynomial in \( x_{n+j} \)’s and the invariance when you exchange \( x_{n+j} \) by \( x_{n-j} \) holds.

Because of equation (3.12) (resp. equation (3.13)) and of induction hypothesis, there exists \( P_{i+1,n}((u_{n+j})_{1 \leq i \leq j \leq i}) \) (resp. \( \tilde{P}_{i+1,n}((u_{n+j})_{1 \leq i \leq j \leq i}) \)) a polynomial such that

\[
T_{i+1,12}(n) = P_{i+1,n}((u_{n+j})_{1 \leq i \leq j \leq i}).
\]
respectively,
\[ T_{i+1,21}(n) = \tilde{P}_{i+1,n}(x_{n+i}) \]
Now we establish the link between \( P_{i+1,n} \) and \( \tilde{P}_{i+1,n} \). According to equation (3.12) and the relation \( \text{Tr}(T(n; z)) = nz^{-1} \),
\[ P_{i+1,n}(x_{n+j}) = -x_{n+1}Q_{i,n+1}(x_{n+j}) + v_{n+1}P_{i,n+1}(x_{n+j}) - x_n x_{n+1} P_{i,n}(x_{n+j}) - x_n Q_{i,n}(x_{n+j}) \]
Then
\[ v_n P_{i+1,n}(x_{n-j}) = v_n(-x_{n-1}Q_{i,n-1}(x_{n-j}) + v_{n-1}P_{i,n-1}(x_{n-j}) - x_n x_{n-1} P_{i,n}(x_{n-j}) - x_n Q_{i,n}(x_{n-j})) \]
From induction hypothesis and \( \text{Tr}(T(n; z)) = nz^{-1} \)
\[ v_n P_{i+1,n}(x_{n-j}) = -x_{n-1}v_n T_{i,11}(n-1) + v_n T_{i,21}(n-1) + x_{n-1} x_n T_{i,21}(n) + x_{n-1} v_n T_{i,22}(n) \]
According to equation (3.13),
\[ v_n P_{i+1,n}(x_{n-j}) = T_{i+1,21}(n+1) \]
Then
\[ v_n P_{i+1,n}(x_{n-j}) = \tilde{P}_{i+1,n}(x_{n+j}) \]
and this concludes the proof.

Define \( \mathbb{C}[(x_j)_{j \in [0,2n]}] \) and the transformation
\[ \text{Perm}_n : \mathbb{C}[(x_j)_{j \in [0,2n]}] \to \mathbb{C}[(x_j)_{j \in [0,2n]}], \]
\[ P((x_{n+j})_{-n \leq j \leq n}) \mapsto P((x_{n-j})_{-n \leq j \leq n}). \]
From the previous proposition,
\[ T_{i,21}(n) = v_n \text{Perm}_n(T_{i,12}(n)). \]

**Remark 3.9.** As a consequence of the Proposition 3.8, the equation (3.19) is a polynomial in \( x_{n+j} \)'s and is invariant when you apply \( \text{Perm}_n \) to this equation because \( \text{Perm}_n^2 = \text{Id} \) and \( \text{Perm}_n v_n = v_n \text{Perm}_n \).

We use the link we established in Proposition 3.8 between \( T_{i,12}(n) \) and \( T_{i,21}(n) \) to rewrite the operator \( L \) (3.16) as a scalar operator:
\[ L(u_n) := (x_{n+1}(2\Delta^{-1} + I)((\Delta + I)x_n \text{Perm}_n - x_n) + v_{n+1}(\Delta + I) - x_n x_{n+1})u_n. \] (3.27)
Finally, collecting all the results from the previous sections, we state and prove the following theorem.

**Theorem 3.10.** The system (2.15), with \( T(n; z) \) of the form (3.2) and coefficient \( T_{N+1}(n) \) satisfying the symmetry condition (2.21), is a Lax pair for the \( N \)-th higher order discrete Painlevé II equation and the equation is given by the expression:
\[ nx_n + (2x_n\Delta^{-1}(x_n - (\Delta + I)x_n \text{Perm}_n - v_n - v_n \text{Perm}_n) T_{N+1,12}(n) = 0, \] (3.28)
where \( T_{N+1,12}(n) = L^N(0) \) with \( L \) as in (3.27).
Proof. Replacing $T_{N+1,12}(n)$ with the relation (3.26), equation (3.2) now reads as
\[ nx_n + (2x_n \Delta^{-1}(x_n - (\Delta + I)x_n \operatorname{Perm}_n) - v_n - v_n \operatorname{Perm}_n)T_{N+1,12}(n) = 0. \]
Equations (3.17) and (3.18) with the relation (3.26) reduce to
\[ T_{i+1,12}(n) = L(T_{i,12}(n)) \quad \text{and} \quad T_{N+1,12}(n) = L^N(0), \]
which concludes the proof.

The next two examples explain for $N = 1, 2$ how to compute explicitly equation (3.28).

Example 3.11. Using the expression defined in Theorem 3.10, we compute the first equation (1.13) and the second (1.14).

For $N = 1$: First we compute $T_{2,12}(n)$ with the operator $L$ (3.27):
\[ T_{2,12}(n) = 2x_{n+1} \Delta^{-1}(0) = -\theta_1 x_{n+1}, \]
where $-\theta_1/2$ is the integration constant.
Replacing $T_{2,12}(n)$ in equation (3.28),
\[ nx_n + v_n \theta_1 (x_{n+1} + x_{n-1}) + 2x_n \Delta^{-1}(\theta_1 x_n x_{n+1} - \theta_1 x_n x_{n+1}) = 0. \]
Then
\[ (n + \alpha) x_n + \theta_1 v_n (x_{n+1} + x_{n-1}) = 0. \]
This equation is the same as equation (1.13) if we choose the integration constant $\alpha$ to be zero.

For $N = 2$: We compute $T_{3,12}(n)$. Computations are the same for $T_{2,12}(n)$ except for the integration constant, $T_{2,12}(n) = -\theta_2 x_{n+1}$.
\[ T_{3,12}(n) = L(T_{2,12}(n)) = \left( x_n^2 x_{n+1} - v_{n+1} x_{n+2} \right) \theta_2 + x_{n+1} (2 \Delta^{-1} + I) \left( -\theta_2 x_n x_{n+1} + \theta_2 x_n x_{n+1} \right) \]
Then $T_{3,12}(n) = \theta_2 (x_{n+1} x_{n+1} - v_{n+1} x_{n+2}) - \theta_1 x_{n+1}$.
Replacing $T_{3,12}(n)$ in equation (3.28),
\[ (n + \alpha) x_n + \theta_2 v_n (v_{n+1} x_{n+2} + v_{n-1} x_{n-2} - x_n (x_{n+1} + x_{n-1})^2) + \theta_1 v_n (x_{n+1} + x_{n-1}) = 0 \]
which is the same equation as (1.14).

We finally conclude the work by noticing that Theorem 3.10 together with Corollary 2.8 give the proof of Theorem 1.2.

Remark 3.12. In our setting, the fixed $N \geq 1$ define the order $(2N)$ of the discrete equation solved by $x_n$, the quantity related to the Toeplitz determinants $D_n$. An alternative approach could be to leave $N$ variate and consider it as a second discrete variable for $x_n$. In effect, this is done in [19], where the authors consider orthogonal polynomials on the real line, w.r.t. a weight $\rho(\lambda; N) \, d\lambda$ and where the dependence on an integer parameter $N$ is such that $\rho(\lambda; N + 1) = \lambda \rho(\lambda; N)$. In this case the relevant quantities to consider (related to the Hankel determinants) are the coefficients of the three terms recurrence relation satisfied by these polynomials. The authors there proved that these quantities solve (up to some change of variables) the discrete-time Toda molecule equation, a coupled system of discrete equations in the two variables $n, N$. The result deeply relies on the quasi-periodic condition satisfied by the weight $\rho$. Back to our setting, the measure we have for our orthogonal polynomials on the unit circle is such that
\[ d\mu(\lambda; N + 1) = e^{\sum_{j=1}^{N+1} \theta_j (e^{i \lambda j} + e^{-i \lambda j})} \frac{d\lambda}{2\pi} = e^{\theta_{N+1} (e^{i \lambda (N+1)} + e^{-i \lambda (N+1)})} d\mu(\lambda; N). \]
This relation does not seem as promising as the one for $\rho$ for the study of the $N$-dependence, but it is another point that we could further investigate.
A The continuous limit

This appendix contains further computations for the continuous limit of the equations of the discrete Painlevé II hierarchy (1.10) in the first cases $N = 1, 2, 3$. To obtain it, we follow the scaling limit given in [5, Theorem 1] as already recalled in the introduction.

The case $N = 1$. Notice that in this case we recover the same computation done in [6, Chapter 9]. We consider equation (1.13) written as

$$x_{n+1} + x_{n-1} + \frac{nx_n}{\theta_1(1 - x_n^2)} = 0$$

in which the only parameter appearing is $\theta_1 = \theta$. Following the scaling limit of [5, Theorem 1], in the case $N = 1$, we have

$$b = 2, \quad d = 1 \quad \text{and} \quad x_n = (-1)^n \theta^{-\frac{1}{2}} u(t) \quad \text{with} \quad t = (n - 2\theta) \theta^{-\frac{1}{2}}.$$

Now, for $\theta \to +\infty$, we compute

$$x_{n+1} \sim (-1)^{n+1} \theta^{-\frac{1}{2}} u(t) \pm \theta^{-\frac{1}{2}}$$

$$\sim (-1)^{n+1} \theta^{-\frac{1}{2}} \left( u(t) \pm \theta^{-\frac{1}{2}} u'(t) + \frac{\theta^{-\frac{3}{2}}}{2} u''(t) + O\left(\theta^{-1}\right) \right),$$

that gives

$$x_{n+1} + x_{n-1} \sim (-1)^{n+1} 2 \theta^{-\frac{1}{2}} u(t) + (-1)^{n+1} \theta^{-1} u''(t) + O\left(\theta^{-1}\right).$$

The other term appearing in the discrete Painlevé II equation gives instead

$$\frac{nx_n}{\theta_1(1 - x_n^2)} \sim (2\theta + t\theta^\frac{1}{2})(-1)^n \theta^{-\frac{1}{2}} u(t) \theta^{-1} \left( 1 + \theta^{-\frac{3}{2}} u^2(t) + O\left(\theta^{-1}\right) \right)$$

$$\sim (-1)^n 2 \theta^{-\frac{1}{2}} u(t) + (-1)^n \theta^{-1} (tu(t) + 2u^3(t)) + O\left(\theta^{-1}\right).$$

Thus equation (1.8) in this scaling limit gives at the first order (coefficient of $\theta^{-1}$) the second order differential equation

$$u''(t) - tu(t) - 2u^3(t) = 0,$$

which coincides indeed with the Painlevé II equation.

The case $N = 2$. We consider equation (1.14), with the parameters $\theta_1, \theta_2$ rescaled as $\theta_1 = \theta, \theta_2 = \frac{\theta}{4}$. It reads as

$$\frac{nx_n}{(1 - x_n^2)} + \theta(x_{n+1} + x_{n-1})$$

$$+ \frac{\theta}{4} (x_{n+2} - x_n^2 + x_{n-2} - x_n(x_{n+1} + x_{n-1})^2) = 0 \quad \text{(A.1)}$$

and this time we consider the following scaling limit (case $N = 2$ in [5, Theorem 1])

$$b = \frac{3}{2}, \quad d = 4 \quad \text{and} \quad x_n = (-1)^n \theta^{-\frac{1}{2}} 4^{\frac{1}{2}} u(t) \quad \text{with} \quad t = \left( n - \frac{3}{2} \right) \theta^{-\frac{1}{2}} 4^{\frac{1}{2}}.$$

For $\theta \to +\infty$, similar computations gives the fourth order differential equation

$$tu(t) + 6u(t)^5 - 10u(t)u'(t)^2 - 10u(t)^2u''(t) + u'''(t) = 0.$$
which corresponds to the second equation of the Painlevé II hierarchy. Detailed computations to
obtain certain terms from the previous equation are given below. We begin with the expansion of the first term in equation (A.1):

\[
\frac{nx_n}{1-x_n^2} \sim \left(\frac{3}{2} \theta + 4^{-\frac{1}{2}} \theta^{\frac{1}{4}} t \right) \left(-1\right)^n \theta^{-\frac{1}{2}} \frac{4}{\pi} u(t) \left(1 + 4 \frac{\theta}{\pi} \theta^{-\frac{1}{2}} u^2(t) + 4 \frac{\theta}{\pi} \theta^{-\frac{1}{2}} u^4(t) + O(\theta^{-1})\right) \\
\sim (-1)^n \left(\frac{3}{2} \frac{4}{\pi} \theta^{\frac{4}{\pi}} u(t) + \frac{3}{2} 4 \frac{\theta}{\pi} \theta^{-\frac{1}{2}} u(t)^3 + tu(t) + 6u(t)^5 + O(\theta^{-\frac{5}{6}})\right).
\]

Computing expansions of \(x_{n1}, x_{n2}\) as \(\theta \to \infty\), we obtain

\[
x_{n1} \sim (-1)^{n+1} 4^\frac{1}{2} \theta^{-\frac{1}{2}} u(t) \left( t + 4^\frac{1}{2} \theta^{-\frac{1}{2}} \right) \sim (-1)^{n+1} 4^\frac{1}{2} \theta^{-\frac{1}{2}} \\
\times \left( u(t) \pm 4^\frac{1}{2} \theta^{-\frac{1}{2}} u'(t) + 4^\frac{1}{2} \theta^{-\frac{1}{2}} u''(t) \pm \frac{4^\frac{1}{2} \theta^{-\frac{1}{2}}}{24} u'''(t) + O(\theta^{-1})\right),
\]

\[
x_{n2} \sim (-1)^{n} 4^\frac{1}{2} \theta^{-\frac{1}{2}} u(t) \left( t + 2 \theta^{-\frac{1}{2}} \right) \sim (-1)^{n} 4^\frac{1}{2} \theta^{-\frac{1}{2}} \\
\times \left( u(t) \pm 4^\frac{1}{2} \theta^{-\frac{1}{2}} u'(t) + 4^\frac{1}{2} \theta^{-\frac{1}{2}} u''(t) \pm \frac{4^\frac{1}{2} \theta^{-\frac{1}{2}}}{3} u'''(t) + O(\theta^{-1})\right)
\]

that gives for the second term of equation (A.1)

\[
\theta(x_{n1} + x_{n-1}) \sim (-1)^{n+1} \left(4^\frac{1}{2} \theta^{\frac{1}{2}} u(t) + 4^\frac{1}{2} \theta^{\frac{1}{2}} u''(t) + \frac{1}{3} u'''(t) + O(\theta^{-\frac{1}{2}})\right).
\]

Some linear and nonlinear terms appear with the expansion of the third term of equation (A.1). The linear one is

\[
\frac{\theta}{4} (x_{n+2} + x_{n-2}) \sim (-1)^n \left(4^\frac{1}{2} \theta^{\frac{1}{2}} u(t) + 4^\frac{1}{2} \theta^{\frac{1}{2}} u''(t) + \frac{4}{3} u'''(t) + O(\theta^{-\frac{1}{2}})\right).
\]

Nonlinear ones are

\[
\frac{\theta}{4} x_n(x_{n+1} + x_{n-1})^2 \sim (-1)^n u(t) \left(4^\frac{1}{2} \theta^{\frac{1}{2}} u(t)^2 + 4u(t)u''(t) + O(\theta^{-\frac{1}{2}})\right),
\]

\[
\frac{\theta}{4} x_n^2 x_{n+1}^2 \sim (-1)^n \left(4^\frac{1}{2} \theta^{\frac{1}{2}} u(t)^3 \pm 4^\frac{1}{2} \theta^{\frac{1}{2}} u(t)^2 u'(t) + 3u(t)^2 u''(t) + 5u(t)u'(t)^2\right).
\]

From these computations, we see that we recover exactly

\[
tu(t) + 6u(t)^5 - 10u(t)u'(t)^2 - 10u(t)^2 u''(t) + u'''(t) = 0.
\]

**The case \(N = 3\).** We consider equation (1.15) with the parameters \(\theta_1, \theta_2, \theta_3\) rescaled as \(\theta_1 = \theta, \theta_2 = \frac{\theta}{15}, \theta_3 = \frac{\theta}{15}\) and rewritten as

\[
\frac{nx_n}{\theta(1-x_n^2)} = \left(x_{n+1} + x_{n-1}\right) + \frac{2}{5} \left(x_{n+2}(1-x_{n+1}^2) + x_{n-2}(1-x_{n-1}^2) - x_n(x_{n+1} + x_{n-1})^2\right) \\
+ \frac{1}{15} \left(x_n^2(x_{n+1} + x_{n-1})^3 + x_{n+3}(1-x_{n+2}^2)(1-x_{n+1}^2) + x_{n-3}(1-x_{n-2}^2)(1-x_{n-1}^2)\right) \\
+ \frac{1}{15} \left(-2x_n x_{n+1} x_{n-1} x_{n+2}(1-x_{n+1}^2) + x_{n-2}(1-x_{n-2}^2)(1-x_{n-1})^2\right) \\
+ \frac{1}{15} \left(-x_{n+1} x_{n+2}^2(1-x_{n+1}^2) - x_{n+1} x_{n-1} x_{n+2}(1-x_{n+1})\right) = 0.
\]

Finally, we consider the following scaling limit (case \(N = 3\) of [5, Theorem 1])

\[
b = \frac{4}{3}, \quad d = 15 \quad \text{and} \quad x_n = (-1)^n \theta^{-\frac{1}{2}} 15^\frac{1}{2} u(t) \quad \text{with} \quad t = \left(n - \frac{4}{3} \theta\right) \theta^{-\frac{1}{2}} 15^\frac{1}{2}.
\]
Recursion Relation for Toeplitz Determinants and the Discrete Painlevé II Hierarchy

Again, for $\theta \to +\infty$ the asymptotic expansion of the equation above results at the first order (coefficient of $\theta^{-1}$) into the sixth order differential equation

$$tu(t) + 20u(t)^7 - 140u(t)^3u'(t)^2 - 70u(t)^4u''(t) + 70u'(t)^2u''(t) + 42u(t)u''(t)^2$$
$$+ 56u(t)u'(t)u'''(t) + 14u(t)^4u''(t) - u''''''(t) = 0,$$ 

which corresponds to the third equation in the Painlevé II hierarchy.

**Remark A.1.** Computations for $N = 2$ and $N = 3$ were performed with Maple/Mathematica. Files are available on demand.
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