Adsorption hysteresis and capillary condensation in disordered porous solids: a density functional study.
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Abstract

We present a theoretical study of capillary condensation of fluids adsorbed in mesoporous disordered media. Combining mean-field density functional theory with a coarse-grained description in terms of a lattice-gas model allows us to investigate both the out-of-equilibrium (hysteresis) and the equilibrium behavior. We show that the main features of capillary condensation in disordered solids result from the appearance of a complex free-energy landscape with a large number of metastable states. We detail the numerical procedures for finding these states, and the presence or absence of transitions in the thermodynamic limit is determined by careful finite-size studies.

PACS numbers: 05.50.+q,75.10.Nr,64.60.-i
I. INTRODUCTION

Capillary condensation of a gas in a single, infinitely long pore of simple geometry (e.g., a slit) is a genuine first-order phase transition that corresponds to the shift of the bulk gas-liquid transition due to confinement and adsorption on the solid walls. The jump in the mean density of the confined fluid occurs at a vapor pressure smaller than the bulk saturation value \( P_{\text{sat}} \) and disappears above a capillary critical temperature \( T_{\text{cc}} \) that is lower than the bulk critical temperature \( T_c \). As is usual with first-order phase transitions, the existence of local free-energy minima associated with the competing phases may result in hysteretic behavior as the control variable (here, the vapor pressure or, equivalently, the chemical potential) is swept upward and downward. In a mean-field description of the phase transition, the metastable portions of the gas and liquid branches exist only below \( T_{\text{cc}} \), and the hysteresis loop is similar to that in the van der Waals equation of state of a subcritical bulk fluid.

This theoretical picture is, however, inadequate to describe the experimental situation of fluids adsorbed in mesoporous solids like porous glasses or silica gels. Indeed, these amorphous materials contain a highly interconnected, irregular, three-dimensional pore network, and one observes at low temperatures a steep increase of the adsorbed quantity at pressures below \( P_{\text{sat}} \), but no sharp vertical jump that would be the undisputable signature of a first-order transition (a noticeable exception is the case of very dilute aerogels). There are also no density fluctuations on large length scales that would signal the onset of criticality. The main phenomenon is a hysteresis in the sorption isotherms between filling and draining, with a marked asymmetry between the adsorption and the desorption branches. The hysteresis loop shrinks in size as the temperature increases and eventually disappears above a certain temperature \( T_h \) lower than \( T_c \). There is also a whole hierarchy of subloops and scanning curves that are obtained by performing incomplete filling-draining cycles. Hysteresis loops are perfectly reproducible on the time-scale of usual adsorption experiments and are widely used for characterization of porous materials, despite the fact that a satisfactory understanding of the physical mechanism is still missing. In particular, the question of whether hysteresis results solely from metastability in each pore or from the interconnectivity of the pore network is still a matter of debate. Also, the connection between hysteresis (which is intrinsically an out-of-equilibrium phenomenon) and a possi-
The underlying equilibrium transition remains largely unexplored. In fact, the absence of a sharp jump in the adsorption isotherm is usually taken as the indication that there is no thermodynamic phase transition in the porous material, the continuous filling being a consequence of the distribution of pore sizes and shapes. This can be justified in the framework of an independent-pore model\cite{7, 8, 9} in which each pore is regarded as an isolated system, much like in the Preisach model of hysteresis in magnetic systems\cite{10}. The global sorption isotherms are then obtained by performing an average over the distribution of pore sizes, an operation that smears out any discontinuous behavior of the elementary units. The independent-pore model, however, is a phenomenological description, with no microscopic justification, and it is in general impossible to characterize geometrically the independent domains.

In order to better understand these important issues, we have recently undertaken a detailed investigation of the equilibrium and out-of-equilibrium (hysteric) properties of a lattice model introduced some years ago as a coarse-grained description of fluids in disordered solids\cite{11}. Although simple, the model contains the essential physical ingredients that characterize such systems (confinement, randomness of the pore network, wettability of the solid surface) and it has a well-defined Hamiltonian, which allows to perform a statistical-mechanical calculation of the equilibrium properties. This contrasts with previous phenomenological descriptions of capillary condensation that use predefined kinetic rules for the evolution of the fluid configurations in the pore space\cite{12}. Like in most theoretical studies of capillary condensation (see, e.g., Ref.\cite{1} and references therein), our analysis is based upon mean-field density functional theory (i.e., local mean-field theory in the terminology of lattice models). As shown in preliminary reports on this work\cite{13, 14}, our theoretical predictions qualitatively reproduce many aspects of the phenomenology of capillary condensation, in particular the asymmetry of the hysteresis loops, their temperature dependence, and the shape of the scanning curves. This demonstrates the relevance of the model and supports the hypothesis that thermal fluctuations, which are ignored in a mean-field treatment, play a minor role on the time scale of adsorption experiments (a feature confirmed by Monte-Carlo simulations performed on related models\cite{13, 14}). Our results suggest that the experimental observations mainly reflects the complexity of the underlying free-energy landscape at low temperatures. Indeed, quite similarly to disordered magnetic systems, such as spin-glasses or random-field spin models, that have been extensively studied in recent years\cite{17}, we find
a large number of metastable states below a certain temperature. As one varies the external control parameter (here, the chemical potential), the system either follows a given local minimum of the free-energy surface or, when the local minimum loses its stability, jumps to another, nearby minimum. This results in a hysteretic behavior. It also causes a loss of thermodynamic consistency along the sorption isotherms, a feature that cannot be explained in the framework of the classical van der Waals picture of metastability where only two free-energy minima are present below \( T_c \). As far as the equilibrium properties are concerned, we find that a genuine thermodynamic phase transition may occur when the perturbation induced by the solid is sufficiently small, which is at odds with the picture built upon the independent-pore model. Moreover, the existence of this underlying transition cannot be deduced from the behavior of the adsorption branch that may be either continuous or discontinuous.

The goal of the present work is to give a general picture of capillary condensation in disordered mesoporous materials, to detail some of the mean-field density functional theory (DFT) calculations, and to report on new results. The paper is arranged as follows. In Section II we review the model and the theory, and we describe the numerical procedures used to find the solutions of the DFT equations. Section III presents the results for the hysteresis loops and the scanning curves. Section IV is devoted to a detailed analysis of the DFT equilibrium isotherms; a careful finite-size scaling study is performed to check on the presence or absence of a sharp transition in the infinite volume limit. We summarize our main findings in Section V.

II. MODEL AND THEORY

A. Model

We consider a three-dimensional lattice where each of the \( N \) sites (\( i = 1, 2, \ldots N \)) may be occupied by a fluid or a matrix particle, as described by the occupancy variables \( \tau_i \) and \( 1 - \eta_i \), respectively (\( \tau_i = 1 \) if site \( i \) is occupied by a fluid particle and \( \tau_i = 0 \) if it is not, \( \eta_i = 0 \) if site \( i \) is occupied by a matrix particle and \( \eta_i = 1 \) if it is not). Multiple occupancy of a site is forbidden and only nearest neighbor (n.n.) interactions are taken into account. The associated Hamiltonian is\[11, 18\]
\[ \mathcal{H} = -w_{ff} \sum_{<ij>} \tau_i \tau_j \eta_i \eta_j - w_{mf} \sum_{<ij>} [\tau_i \eta_i (1 - \eta_j) + \tau_j \eta_j (1 - \eta_i)] \]  

(1)

where \( w_{ff} > 0 \) and \( w_{mf} \) denote the fluid-fluid and matrix-fluid interactions, respectively, and the sums run over distinct n.n. pairs. Fluid particles are in thermal equilibrium with an external reservoir that fixes their chemical potential \( \mu \) and the temperature \( T \), whereas matrix particles are distributed according to some given probability distribution function \( P(\{\eta_i\}) \). In the simplest version of the model that is considered in this work, the matrix particles are distributed randomly on the lattice with the canonical constraint that \( \sum_i \eta_i = (1 - \rho_m)N \), where \( \rho_m \) is the matrix density.

This is clearly a coarse-grained description that leaves aside most of the microscopic details of an actual solid-fluid system. However, experiments show that fluids in disordered media share some generic qualitative properties. These latter can then be captured by a simple model, with the great advantage that the model is amenable to detailed numerical investigations. The model has only two parameters that can be tuned independently: \( 1 - \rho_m \), the porosity of the matrix (here, dilution plays the role of confinement), and \( y = w_{mf}/w_{ff} \), the interaction ratio that controls the wetting properties of the solid-fluid interface. One can easily improve the description, for instance by using a distribution of the matrix particles that is more faithful to the microstructure of a real solid\[15, 19, 20\].

By transforming the above lattice-gas Hamiltonian to its equivalent spin-\( \frac{1}{2} \) Ising form\[18\], one finds that the value \( y = 1/2 \) plays a special role. Indeed, at fixed \( \rho_m \), there is a symmetry \( y \leftrightarrow 1 - y \) expressed by

\[ \rho_i(y, \mu, T) + \rho_i(1 - y, -\mu - cw_{ff}, T) = \eta_i \]  

(2)

where \( c \) is the coordination number of the lattice and \( \rho_i = < \tau_i \eta_i > \) is the average fluid density at site \( i \) for a given realisation of the random matrix defined by the set \( \{\eta_i\} \). (Throughout the paper we denote by \( < .. > \) the thermal average for a given matrix sample and by \( [..] \) the ensemble average over the different matrix samples.) This property (that is special to the lattice-gas description) allows us to restrict the study to \( y \geq 1/2 \) and to attractive solid-fluid interactions only. It is important to note that \( y = 1/2 \) is the only case where the hole-particle symmetry of the bulk lattice gas is preserved. The Hamiltonian described by Eq. (1) is then equivalent to that of the site-diluted Ising model, a model for disordered magnets whose properties are well-documented\[21\]. In particular, this mapping tells us
immediately that the system undergoes a liquid-vapor phase separation at low temperature when the porosity is large enough. Specifically, the critical temperature $T_{cc}(\rho_m, y = 1/2)$ decreases monotonically from $T_c$ to 0 as $\rho_m$ varies from 0 up to $1 - p_c$, where $p_c$ is the site-percolation threshold of the lattice. Moreover, because of the hole-particle symmetry, the transition takes place at the same chemical potential as the bulk liquid-gas transition, $\mu = \mu_{sat} = -cw_{ff}/2$.

The physical behavior for $y \neq 1/2$ is more complicated, but more relevant to real adsorption experiments; then, random fields come into play in addition to dilution, which breaks the up-down (or hole-particle) symmetry of the model\,[18, 22]. These random fields are spatially correlated (at a local scale, though) and can take $c + 1$ distinct values at a fluid site $i$, depending on the number $n_i$ of n.n sites that are occupied by a matrix particle ($0 \leq n_i \leq c$). For a purely random matrix, one has $P(n_i) = \binom{c}{n_i} \rho_m^{n_i} (1 - \rho_m)^{c-n_i}$ which leads to a binomial distribution of the fields\,[23]. On general grounds, one expects that the presence of random fields has dramatic consequences for the out-of-equilibrium properties of the model (see, e.g., Ref.\,[24]). According to the original argument of Imry and Ma\,[25] based on the energy balance for domain formation, this sort of randomness should not forbid the system from undergoing a sharp thermodynamic transition at low temperature in three dimensions; but it should strongly alter the critical properties\,[17]. Specifically, as will be illustrated by the calculations of section IV, we expect that there is a nonzero critical temperature $T_{cc}(\rho_m, y)$ when the effective strength of the disorder is weak, i.e., when $\rho_m$ is smaller than a certain value $\rho_m^{max}(y)$ (or $y$ smaller than $y_{max}(\rho_m)$). Moreover, since the random fields have a mean that is strictly positive for $y > 1/2$, the jump in the fluid density for $T < T_{cc}(\rho_m, y)$ occurs at a chemical potential that is lower than $\mu_{sat}$: this first-order phase transition is thus a genuine equilibrium capillary condensation. This leads to the putative phase diagram shown in Fig. 1 where the boundary between the two regions corresponds to $T_{cc}(\rho_m, y_{max}(\rho_m)) = 0$. (In fact, as will be discussed below, the behavior of finite matrix samples is rather complicated and one cannot discard the possible existence of two or more phase transitions occurring at different chemical potentials, as found in a previous work\,[18]).
B. Mean-field density functional theory

There are essentially two different approaches for studying the statistical properties of fluids or magnets in the presence of quenched disorder. The first one is the replica method in which only quantities that are averaged over the disorder can be calculated. This is the method that we have used in our preceding studies of fluids in porous solids[11, 18, 26] where we have derived formal equations for the fluid-fluid and matrix-fluid average (hence, translationally invariant) pair correlation functions. In principle, the solution of these equations, supplemented by some appropriate closure approximations, yields the equilibrium properties of the model in the thermodynamic limit. However, standard approximations of liquid-state theory may run into difficulties in the presence of a large number of metastable states (as is the case here). Moreover, the physical content of this formulation is not very transparent, especially if replica symmetry breaking occurs. The second method consists in first calculating the properties of a single finite sample and averaging the results over the disorder at a later stage of the calculation, as was done by Thouless-Anderson-Palmer in their study of the infinite-range Ising spin-glass model[27]. This is the approach that we choose in the present work because it allows us to investigate the free-energy landscape for a given disorder realization and to understand its relation to the hysteretic behavior of the model. The main inconvenience of working with finite samples is that a careful finite-size scaling study is needed in order to conclude on the existence of sharp phase transitions in the infinite-volume limit. This usually requires a significant amount of numerical analysis.

We thus consider a finite lattice of linear size $L$ and, in order to simplify the numerical work and to minimize surface effects, we use periodic boundary conditions in all directions. The adsorbed fluid is then statistically homogeneous, with a mean density $\rho_f = (1/N) \sum_i \rho_i = [\langle \tau_i \eta_i \rangle]$ in the limit of a large system. As discussed elsewhere[28, 29], choosing periodic boundary conditions is not completely benign: it may alter dramatically the nature of the desorption process, but has no consequences for the equilibrium properties nor, for the problem at hand, for the adsorption process.

For a given realization of the random matrix, the DFT starts with the expression of the grand-potential functional of the fluid-density field (on a lattice, the functional is actually a
function of the \( \{ \rho_i \} \)'s\[13, 14\]:

\[
\Omega(\{ \rho_i \}) = k_B T \sum_i [\rho_i \ln \rho_i + (\eta_i - \rho_i) \ln(\eta_i - \rho_i)]
- w_{ff} \sum_{<ij>} \rho_i \rho_j - w_{mf} \sum_{<ij>} [\rho_i(1 - \eta_j) + \rho_j(1 - \eta_i)] - \mu \sum_i \rho_i ,
\]

an expression that is obtained as usual in a mean-field approximation by neglecting correlations between the thermal fluctuations of the instantaneous fluid densities, \( \tau_i \eta_i - < \tau_i \eta_i > \).

It should be stressed, however, that the present approach fully accounts for the disorder-induced fluctuations, fluctuations that are expected to be the dominant ones in systems with random fields\[17\]. It also preserves all geometric constraints and, as a result, properly describes the site percolation threshold.

Minimization with respect to the \( \{ \rho_i \} \)'s leads to the following equations:

\[
\rho_i = \eta_i [1 + e^{-\beta v_i^{eff}}]^{-1}
\]

where \( \beta = 1/(k_B T) \) and \( v_i^{eff} \) is the effective potential at site \( i \),

\[
v_i^{eff} = \mu + w_{ff} \sum_{j/i} [\rho_j + y(1 - \eta_j)] ,
\]

where the sum runs over the \( c \) nearest neighbors of site \( i \). It is easy to see that these \( N \) coupled non-linear equations are invariant in the change \( \mu \leftrightarrow -\mu - cw_{ff}, y \leftrightarrow 1 - y, \rho_i \leftrightarrow \eta_i - \rho_i \), which shows that the mean-field DFT is faithfull to the symmetry property expressed by Eq. (2). There are in general several solutions to Eqs. (4), that can be maxima, saddle-points, as well as minima of the grand-potential functional. In what follows, we focus only on the metastable states, i.e., on the minima. We label these latter by the superscript \( \alpha \). The grand potential for the solution \( \{ \rho_i^{\alpha} \} \) is then given by\[13\]

\[
\Omega^{\alpha} = k_B T \sum_i \eta_i \ln(1 - \frac{\rho_i^{\alpha}}{\eta_i}) + w_{ff} \sum_{<ij>} \rho_i^{\alpha} \rho_j^{\alpha} .
\]

The adsorbed fluid is in equilibrium with a bulk fluid whose uniform density \( \rho_f^{bulk} \) satisfies the standard mean field equation of state of a n.n. lattice gas, which yields a critical point located at \( k_B T_c/w_{ff} = c/4 \) and \( \rho_f^c = 1/2 \).

For a given matrix realisation and a given temperature, Eqs. (4) were solved by the simplest iterative method: an initial set of local densities, \( \{ \rho_i^{(0)} \} \), was used to calculate a set
of effective local potentials, \( \{ \nu_i^{\text{eff}(0)} \} \), from which a new set of densities was generated, and so on, until a fixed point of the iterative procedure was obtained. The main interest of such an algorithm is that it automatically discards solutions of Eqs. (4) that are not minima of the grand potential \[30\].

Two types of numerical calculations were performed. First, to mimic the protocol of sorption experiments, we progressively increased (respectively, decreased) the chemical potential from a large negative (respectively, from the bulk saturation) value, using at each subsequent \( \mu \) the converged values of the \( \rho_i \)'s at the previous chemical potential to start the iteration (the elementary step was \( \Delta \mu / \nu_{ff} = 10^{-2} \) or \( 10^{-3} \)). At each \( \mu \), convergence was assumed when \( \frac{1}{N} \sum_i (\rho_i^{(n+1)} - \rho_i^{(n)})^2 < 10^{-8} \), where the superscript \( (n) \) denotes the nth iteration. More complicated chemical potential histories were also considered to describe the adsorption and desorption scanning curves or the inner hysteresis loops. Secondly, to search for other solutions of Eqs. (4), we generated at each \( \mu \) a certain number of initial configurations (typically, \( 10^2 \)) corresponding to uniform fillings of the lattice with different overall fluid densities (i.e. \( \rho_i^{(0)} = \rho_f^0 \)). Our objective was not an exhaustive enumeration of all solutions. Indeed, a more systematic search would require the use of non-uniform seed configurations such as random or checkerboard configurations \[31, 32\]. However, our set of initial configurations was in general sufficient to obtain a good approximation of the equilibrium solution (i.e., that giving the lowest value of \( \Omega \)) in the range of temperatures explored in the present work. This search required a rather stringent convergence criterion: the iteration algorithm was stopped when \( \frac{1}{N} \sum_i (\rho_i^{(n+1)} - \rho_i^{(n)})^2 < 10^{-14} \), and two solutions \( \{ \rho^\alpha_i \} \) and \( \{ \rho^\beta_i \} \) were considered as different whenever \( \sum_i (\rho^\alpha_i - \rho^\beta_i)^2 > 10^{-6} \). (We indeed observed, as in Ref. \[31\], that different initial conditions could yield the same final configuration.)

The above mean-field DFT (or local mean-field) equations have an interesting property that is worth pointing out. Suppose that for a given realization \( \{ \eta_i \} \), two different sets \( \alpha \) and \( \beta \) of fluid densities satisfy the condition \( \rho_i^\alpha \leq \rho_i^\beta \) for each site in the system (this is of course a very special ordering: most fluid configurations do not have such a relationship). Then, because of the convexity of the exponential function, the densities on the left-hand side of Eq. (4a) satisfy the same ordering. This ordering is thus automatically preserved by the iteration algorithm. In particular, any solution of Eqs. (4) yields a mean fluid density \( \rho_f \) that is larger (respectively, lower) than the density obtained by starting the iteration procedure from an initially empty (respectively, filled) lattice. This defines two extremal
curves that coincide with the adsorption and desorption isotherms. For the same reason, the algorithm satisfies a “no-passing” rule[33] which implies a so-called return-point memory property: when the chemical potential is adiabatically (i.e., very slowly) swept upward, downward and then upward again (or conversely) so as to come back to its original value, the system returns to exactly the same configuration of the \( \rho_i \)'s (and thus to the same mean density \( \rho_f \)). This is fully equivalent to the return-point memory property observed in ferromagnetic systems, and the demonstration of the “no-passing” rule is similar to that given by Sethna et al.[34] for the athermal dynamical response of the random-field Ising model to an external field. Clearly, using an iterative numerical mean-field scheme is analogous to having a zero-temperature dynamics: the system only evolves under the influence of the external control parameter (magnetic field or chemical potential), and there is no possible equilibration mechanism via thermally activated processes that would take the system from one metastable state to another. In the absence of a satisfactory theoretical treatment of these effects, it is the comparison to computer simulations or to experiments that can tell us whether the qualitative picture emerging from this calculation is modified or not by thermal fluctuations[16].

For various system sizes, Eqs. (4) were solved for many matrix samples, and the results were then averaged over this set of matrix realizations. The number of samples depended on the lattice size and on the property studied. To obtain the hysteresis loops and the scanning curves, it was sufficient to use a small number of realizations. Indeed, the determination of the adsorption/desorption isotherms did not require a large amount of computational effort so that rather large samples (with typically \( L = 48 \)) could be used[35]. On the other hand, the search for the equilibrium isotherms was much more demanding, and we had to consider smaller systems (\( L = 8, 10, 12, \) and \( 16 \)) to perform the finite-size study described in Sec. IV. The model has a good self-averaging behavior far from criticality and good statistics could be reached with a few hundreds samples.

All the results presented here are obtained for a bcc lattice (\( N = 2L^3, c = 8 \)). The present model has a rich behavior and it would be interesting to perform a systematic study of its properties as a function of \( \rho_m, y \) and \( T \). This task, unfortunately, would require a considerable amount of computational work. We are thus limited to select a few points in the parameter space, which we think represent typical situations. We consider a single value of the matrix density, \( \rho_m = 0.25 \), which is just above the site percolation threshold of the
lattice, \( p_c = 0.243 \), and a single temperature, \( T^* = k_B T/w_{ff} = 0.8 \), which is well below the mean-field critical temperature of the bulk fluid, \( T_{c}^* = 2 \). We defer the study of the influence of the temperature and the porosity on the behavior of the adsorbed fluid to a future work in which the matrix sites will be distributed over the lattice in a non-random and more realistic fashion\[20\].

III. HYSTERESIS LOOPS AND SCANNING CURVES

We first consider the hysteretic, out-of-equilibrium behavior of the system which can be described within the mean-field DFT by using the first protocol described above. Representative adsorption and desorption isotherms are shown in Fig. 2 where the mean fluid density \( \rho_f \) is plotted versus the reduced chemical potential \( \mu^* = \mu/w_{ff} \) for several values of the interaction ratio \( y \). When \( y \) increases, i.e., when the matrix-fluid interaction gets stronger, more fluid can be reversibly adsorbed in the vicinity of the matrix particles, and the hysteresis loop shrinks and occurs further away from the bulk saturation value, \( \mu^* = -4 \).

Scanning curves obtained by performing incomplete filling of the matrix and then decreasing the chemical potential to drain the adsorbed fluid (desorption scanning curves) or by the reverse procedure of incomplete draining before filling (adsorption scanning curves) are illustrated in Figs. 3a and 3b for \( y = 1.5 \). As seen by comparing the two figures, the shape of the curves is markedly different on desorption and adsorption. The theoretical predictions are strikingly similar to those measured by Brown\[5\] for Xe in Vycor, a porous glass (see, e.g., Fig. 8 in Ref.\[7\]), which supports our claim that the present coarse-grained model contains the important physical ingredients to describe adsorption in disordered porous media. As stressed by Ball and Evans\[7\], the shape of the predicted scanning curves is indeed a rather stringent test for the validity of any proposed model. In particular, the independent-pore model (or Preisach model\[10\] in the context of magnetic systems) does not properly account for the observed curves.

Connectivity of the pore network shows up distinctly when considering hysteresis subloops obtained by performing more complicated cycles of the chemical potential than those considered so far. This is illustrated in Fig. 4. The two subloops shown in the figure display two characteristic features: first, the property of return-point memory already discussed and also satisfied by the independent-pore model; and second, the lack of congruence, which means
that the two subloops, even though they open and close at the same chemical potentials, cannot be superimposed on top of each other by a mere translation along the vertical axis. Since, irrespective of its detailed implementation, the independent-pore model predicts exact congruence, a lack of congruence is a clear-cut signature of the connectivity of the pore space [37].

The physical reason for the presence of hysteresis loops, scanning curves, and various subloops is the existence of many metastable states in which the system gets trapped, at least on the time scale of the experiment. If thermally activated processes that could allow for untrapping from these metastable states are characterized by time scales longer than the experimental time scale, the system can only evolve under the influence of an external driving force, i.e., a change in the chemical potential. This is precisely the situation described by the mean-field DFT approach. The grand-potential free-energy hypersurface (or, to use a more pictorial term, “landscape”) defined by Eq. (3), $\Omega$ as a function of the $\{\rho_i\}$’s, evolves with $\mu$: a given minimum can be continuously deformed and at some point loses its stability and disappears. Hysteresis loops, scanning curves, and other hysteresis subloops (as illustrated in Fig. 4) correspond to various paths among minima of the grand-potential landscape. To make this more visual, we have also plotted in Figs. 3a and b the minima obtained from the DFT by following the second protocol described in section II B.

The above landscape picture allows one to understand another puzzling feature associated with hysteresis. Based on the standard van der Waals description of metastability, it is often assumed that thermodynamics can still be used to describe the behavior of the fluid along the adsorption and desorption isotherms, even in the region of hysteresis. However, as illustrated in Figs. 5a and b, again for $y = 1.5$, this assumption may fail in disordered porous materials. We compare in these figures the mean fluid density $\rho_f$ directly obtained from the solution of Eqs. (4) with that obtained from the Gibbs adsorption relation, $\rho_f = \frac{-\partial(\Omega/N)}{\partial \mu}|_T$, in which the fluid grand potential is computed from Eq. (5) and the derivative is numerically calculated with a step $\Delta \mu^* = 0.01$. There is a clear violation of the thermodynamic consistency along both the adsorption and the desorption branches of the hysteresis. This can be rationalized by recalling that the system jumps occasionnally from one local minimum of the grand potential to another. Correspondingly, there are jumps in $\rho_f$ and $\Omega$. These jumps may be extremely small (as indicated by the smooth curves obtained for the adsorption and desorption isotherms), but the system then looses thermodynamic
consistency between $\rho_f$ and the change in $\Omega$. This point will be further discussed in the next section on equilibrium properties.

All the above results were obtained for $y = 1.5$. Qualitatively similar behavior is obtained for other values of the interaction ratio, e.g., for $y = 1$. Figs. 6a and b display the hysteresis loop, several desorption and adsorption scanning curves, as well as metastable states obtained by solving Eqs. (4) according to the second protocol of section II.B. The main difference with the curves shown in Figs. 3a and b for $y = 1.5$ is the presence of a line of metastable liquid states on the desorption branch that considerably widens the hysteresis loop. This line, which is accompanied by no other metastable states in a whole range of chemical potentials except the gas-like states on the adsorption branch, is actually an artefact of the periodic boundary conditions used in the present calculation. As shown elsewhere,[28, 29] these liquid-like states become unstable as soon as one introduces a physical interface between the matrix and the external reservoir.

IV. EQUILIBRIUM ISOTHERMS

As pointed out in the preliminary reports on this work,[13, 14] the existence of a complex free energy landscape changes dramatically the description of capillary condensation built upon the independent pore model and the standard van der Waals picture of phase transitions. In particular, determining the equilibrium state that yields the lowest value of the grand potential becomes a non-trivial task, as explained in this section. For simplicity, we again restrict our study to the cases $y = 1.5$ and $y = 1$, two values of the interaction ratio that illustrate the system behavior in the two regions of Fig. 1 corresponding to the strong- and low-disorder regimes, respectively.

A. The strong-disorder regime

To each solution $\{\rho_i^\alpha\}$ of the mean-field equations, obtained by the search procedure explained in section II.B, corresponds a local minimum $\Omega^\alpha$ of the grand potential given by Eq. (5). The result, of course, is sample-dependent. Fig. 7 shows the reduced grand-potential densities $\omega^* = \Omega/(N\omega_{ff})$ corresponding to the metastable solutions found for $y = 1.5$ in a matrix of linear size $L = 48$ (this is the same sample as in Fig. 3). Two comments are in
order. First, the curves for the adsorption and desorption branches, \( \Omega^{ads}(\mu) \) and \( \Omega^{des}(\mu) \), cross each other at some value of the chemical potential, as indicated by the arrow in the figure (see inset). Therefore, by only considering the adsorption and desorption isotherms, one would predict the occurrence of a first-order phase transition. (By naively integrating the Gibbs adsorption relation along the adsorption branch from \( \mu = -\infty \) to a sufficiently large value, say \( \mu = -4.5 \), and along the desorption branch from \( \mu = -4.5 \) to \( \mu = -\infty \) (see, e.g., Ref. [38]), one would predict a crossing at another value of \( \mu \); but this procedure cannot be used, as explained previously.) Secondly, a close inspection of the results in the region of hysteresis shows that the states that yield the absolute minimum of \( \Omega \) do not belong to the adsorption or desorption branches (as can be seen in the inset of Fig. 7). This means that the true equilibrium isotherm is somewhere in between. This is illustrated in Fig. 8 where we plot the reduced grand potential \( \Omega^* = \Omega/w_{ff} \) versus \( \rho_0^f \), the uniform seed density used to start the iteration procedure at constant chemical potential (second protocol described in section II B). In this case, the lowest value of the grand potential, \( \Omega^{eq} \), is obtained for \( \rho_0^f = 0.56 \) and the associated value of the average fluid density is \( \rho_f^{eq} = 0.399 \), whereas one has \( \rho_f = 0.352 \) and \( \rho_f = 0.709 \) on the adsorption and desorption branches, respectively. (Note that there are no other solutions than the extremal ones when \( \rho_0^f < 0.34 \) and \( \rho_0^f > 0.86 \).)

The same study, performed for each value of \( \mu \), yields the equilibrium isotherm shown in Fig. 9. The curve is not smooth (there is a series of small jumps), but it is quite different from the pseudo-van der Waals, discontinuous isotherm constructed from the adsorption and desorption branches.

Since our search of local minima is not exhaustive, it is important to check that we still get a good approximation of the true equilibrium isotherm. For instance, for some matrix realizations the calculated isotherm is not a monotonously increasing function of \( \mu \) (i.e., \( \partial \rho_f^{eq}/\partial \mu < 0 \)), even when using a very small mesh size for \( \rho_0^f \) : this implies that the equilibrium state cannot be found just with uniform seed configurations, and these samples were discarded. As a general rule, we find that the Gibbs adsorption equation, \( \rho_f = -\partial \omega/\partial \mu|_T \) is very well satisfied along the isotherm calculated from the locus of the lowest grand potential values, as shown in Fig. 10. This is in contrast with the behavior observed along the adsorption and desorption branches (see preceding section); contrary to what occurs along these latter, \( \Omega^{eq} \) is a continuous function of \( \mu \) even for finite-size
samples. This property of thermodynamic consistency that must be satisfied by the system at equilibrium can thus be used to control the success (or the failure) of the seed strategy for searching for the equilibrium state.

For some values of the chemical potential, we have also investigated how $\Delta \Omega$, the gap in grand potential between the two lowest minima, varies with the system size. These calculations, unfortunately, are computationally very demanding, and our results are too limited to conclude that $\Delta \Omega$ is an extensive quantity (i.e., of order $N$). We believe that this is an important issue that deserves a careful investigation in the near future: it is indeed possible that the system enters a “glassy phase” in some region of the parameter space, with several local minima contributing to the equilibrium properties in the thermodynamic limit (then $\Delta \Omega = O(1)$), as is the case for the RFIM near criticality (this would correspond to a replica-symmetry breaking mechanism in the replica method). A convenient and intuitive way of taking into account this possibility is to consider a grand partition function that is a sum over all the solutions of the mean-field equations weighted by their associated Boltzmann factor, i.e., $\Omega = -(1/\beta) \ln(\sum_{\alpha} e^{-\beta \Omega^\alpha})$. For all the systems studied here (and $L$ sufficiently large) we have found that the isotherms calculated from this weighted mean-field approach are not significantly different from those obtained by only considering the solution with the lowest grand potential.

Finally, the isotherms obtained by averaging over many different matrix realizations are shown in Figs. 11 and 12. As usual, the averaging process smears out all the discontinuities present in the isotherms of the individual samples. Both the averaged equilibrium isotherm, $[\rho_f^{eq}(\mu)]$, and the curve obtained by averaging the pseudo-van der Waals isotherms obtained from the adsorption and desorption branches in each sample are smooth. (Note that this latter is different from the isotherm that would be obtained from looking at the crossing of the two averaged curves $[\Omega^{ads}(\mu)]$ and $[\Omega^{des}(\mu)]$: this again would lead to a discontinuity.) As can be seen in Fig. 11, the two curves are quite distinct, which stresses again the failure of the standard van der Waals picture. The equilibrium isotherm depends on the system size but this dependence is weak, as shown in Fig. 12. Moreover, the maximum value of $\partial[\rho_f^{eq}(\mu)]/\partial \mu$ stays almost constant (or even slightly decreases) as $L$ increases. We thus conclude that there is no transition at equilibrium in the infinite system.
B. The weak-disorder regime

The grand-potential minima for \( y = 1 \) and a matrix of size \( L = 48 \) are presented in Fig. 13 (this is the same sample as in Fig. 6). As could be expected from the shape of the hysteresis loop, the presence of artificial liquid-like metastable states along the desorption isotherm results in a curve \( \Omega^{\text{des}}(\mu) \) that is isolated from the other states and that ends abruptly. We have previously pointed out that this artefact is due to using periodic boundary conditions. But the main difference with the case \( y = 1.5 \) concerns the states that yield the absolute minimum of the grand potential. They are indeed very close to the adsorption branch when \( \Omega^{\text{ads}} < \Omega^{\text{des}} \) and to the desorption branch when \( \Omega^{\text{des}} < \Omega^{\text{ads}} \). Accordingly, as shown in Fig. 14, one observes a large jump in the equilibrium isotherm at a chemical potential \( \mu_t \) that is very close to the one at which \( \Omega^{\text{ads}} = \Omega^{\text{des}} \). Since a similar jump in \( \rho_f^{eq} \) is present in all matrix realizations, one may ask whether there exits a genuine first-order transition in the thermodynamic limit. To answer this question, one needs to perform a finite-size scaling analysis of the average equilibrium isotherm. In the present case, this study is somewhat complicated by the fact that the large jump is sometimes accompanied by several smaller discontinuities, as is the case for two of the isotherms shown in Fig. 15. This leads to an average isotherm that has a rather complex shape, as illustrated by the lower part of the \( L = 16 \) curve in Fig. 16 showing the average equilibrium isotherms for various system sizes (we recall that this study is limited to rather small systems because of the considerable computational effort required by the search of the equilibrium states when \( N \) is large). Although the appearance of several discontinuities may be a finite-volume artefact, the possible existence of two or more capillary transitions at different chemical potentials in the thermodynamic limit has been considered in a previous work using the replica formalism[18]. To investigate this question a separate analysis of the different parts of the isotherms is required, and we defer this delicate study to a future work.

We thus analyze the curves in Fig. 16 focusing on the transition associated with the largest discontinuity in the individual isotherms. Such a discontinuity in a finite system is of course an artefact of the mean-field approximation: in an exact theory, one would only observe a maximum in the susceptibility, \( \chi(\mu) = \partial \rho_f^{eq}(\mu)/\partial \mu \) (this is also true with the weighted mean-field theory described above); then, if this maximum occurs at the same \( \mu_t(L) \) in all matrix realizations \( x = \{\eta_i\} \) of linear size \( L \), the average susceptibil-
ity \( \chi(\mu_t) = [\chi(\mu_t, x)] \) would scale as \( L^3 \) as is usual with first-order phase transitions, e.g., \( \chi(\mu) \approx L^3 F(L^3(\mu - \mu_t(L))) \) around \( \mu_t(L) \) where \( F \) is a (non-universal) scaling function. The finite-size scaling behavior of the transition associated with capillary condensation in a disordered solid is however different because every specific sample \( x \) is characterized by a different location \( \mu_t(x, L) \) of the maximum of \( \chi(\mu, x) \)(or, in the mean-field approximation, a different location of the discontinuity, as can be seen in Fig. 15). According to a standard argument first put forward by Brout\[^{[41]}\], we expect that all extensive thermodynamic quantities in a disordered system far from criticality are self-averaging, with a Gaussian probability distribution around their mean value and a variance proportional to \( L^{-3} \). Although \( \mu_t(x, L) \) is not the density of an extensive quantity, its value is indirectly determined by the fluctuations of the local random fields, and it seems reasonable (for \( L \) large enough and far enough from a critical point) to assume that it also fluctuates around a mean value \( \mu_t(L) = [\mu_t(x, L)] \) with a variance \( \delta\mu_t(L)^2 \propto L^{-3} \). This sample-to-sample fluctuation of \( \mu_t(x, L) \) implies that at a first-order transition the maximum of the average susceptibility should scale as \( L^{3/2} \) instead of \( L^3 \). Specifically, we expect that \( \chi(\mu) = \partial[\rho_{eq}^\beta(\mu, x)]/\partial\mu \approx L^{3/2} f(L^{3/2}(\mu - \mu_t(L))) \) around \( \mu_t(L) \), where \( f \) is some (non-universal) scaling function. Our DFT calculations for very weak disorder (e.g., \( \rho_m = 0.1 \) and \( y = 0.6 \)) strongly support this scaling ansatz, and, as shown in Fig. 17, one can also reach a reasonably good collapse of the equilibrium isotherms for \( y = 1, \rho_m = 0.25, \) and \( T^* = 0.8 \) using the scaling reduced variable \( L^{3/2}(\mu - \mu_t(L))/\mu_t(L) \). The curves in Fig. 16 can also be fitted by the function \([\rho_{eq}^\beta(\mu)] = a \tanh(bL^{3/2}(\mu^* - \mu_t^*(L)) + c \) where \( a, b \) and \( c \) are adjustable constants (in both methods, however, there are some deviations for \( \mu^* < \mu_t^*(L) \) which we attribute to the presence of the additional discontinuities in the individual isotherms). We thus conclude from this study that a genuine first-order equilibrium transition occurs in the thermodynamic limit for \( y = 1, \rho_m = 0.25, \) and \( T^* = 0.8 \).

Rather remarkably, this transition is not accompanied by a discontinuous behavior on the adsorption branch. Indeed, as can be seen from Fig. 18, for \( L \) sufficiently large, the curves collapse onto a clearly continuous isotherm. (Note that we had to consider larger systems than for the equilibrium case in order to reach the asymptotic regime.) The fact that a continuous (but out-of-equilibrium) filling process does not imply the absence of a sharply defined first-order (equilibrium) transition cannot be explained in the traditional picture of capillary condensation based on the independent pore model and is at odds with the common lore in the adsorption community.
V. CONCLUSION

The main conclusion of this study is that most of the phenomenology of capillary condensation in disordered porous solids can be reproduced by a theoretical model that focuses on the properties of a free-energy (or grand potential) landscape with many local metastable states. Thermal fluctuations, which are neglected in the treatment, do not seem to play an important role in usual adsorption experiments, and it is the evolution of the landscape with the gas pressure in the reservoir (or the chemical potential), the temperature, and the amount of disorder (indirectly controlled by the solid porosity and its wettability) that explains the changes in the hysteresis loops and the scanning curves. Fluids in disordered solids are indeed (complicated) experimental realizations of random-field systems for which it is well known that disorder may lead to diverging barriers to relaxation as \( T \to 0 \). Such externally-driven systems have been extensively studied in recent years at \( T = 0 \) (see, e.g., Refs.\[34, 42\]), and the present work based on the mean-field density functional theory can be viewed as an extension of such approaches to finite temperatures. In these systems, hysteresis is not the necessary signature of an underlying equilibrium phase transition: this feature is illustrated by the calculations of section IV.B, but is still not well accepted in the adsorption community. As is discussed elsewhere\[29\], hysteresis in capillary condensation can also be accompanied by out-of-equilibrium phase transitions whose nature depend crucially on the presence of the external interface between the solid and the gas reservoir.

\[\ast\] The Laboratoire de Physique Théorique des Liquides is the UMR 7600 of the CNRS.
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FIG. 1: Putative equilibrium phase diagram of the model in the $\rho_m - y$ plane for $y \geq 1/2$. A genuine capillary condensation occurs for $T < T_{cc}(\rho_m, y)$ in the hatched region with $T_{cc}(\rho_m, y) = 0$ at the boundary. For $\rho_m > 1 - p_c$, there is no phase transition because the void space ceases to percolate.

FIG. 2: DFT prediction for the sorption isotherms, $\rho_f$ versus $\mu* = \mu/w_{ff}$, for $T^* = 0.8$ and $\rho_m = 0.25$. From left to right: $y = 2, 1.75, 1.50, 1.25,$ and $1$. The results have been averaged over 10 matrix samples of linear size $L = 48$. Recall that at complete filling, $\rho_f = 1 - \rho_m = 0.75$. 
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FIG. 3: DFT predictions for the desorption (a) and adsorption (b) scanning curves for $y = 1.5$ in a matrix of linear size $L = 48$. Also shown are the many metastable states obtained by solving Eqs. (4) according to the second protocol described in the text.

FIG. 4: DFT predictions for the global hysteresis loop and two representative subloops for $y = 1.5$. The arrows denote the different filling-draining cycles. The results have been averaged over 10 matrix samples of linear size $L = 48$. 
FIG. 5: Check of thermodynamic consistency along the adsorption (a) and desorption (b) isotherms for $y = 1.5$ ($L = 48$). Circles: average fluid density obtained from the solution of Eqs. (4). Stars: related quantity obtained by differentiating the corresponding grand potential.

FIG. 6: Same as Fig. 3 for $y = 1$
FIG. 7: Reduced grand-potential density, $\omega^* = \Omega/(N_{f\Phi})$, associated with the solutions of the mean-field equations for $y = 1.5$ ($L = 48$). The arrow indicates the crossing of the adsorption and desorption branches and the inset shows a zoom up of this region.

FIG. 8: Average fluid density $\rho_f$ (circles) and reduced grand-potential $\Omega^*$ (stars) as functions of the initial seed density $\rho_f^0$ for $y = 1.5$ and $\mu^* = -5.80$ ($L = 48$). Here $\Omega$ is measured with respect to its minimum value, $\Omega^{eq}$, obtained for $\rho_f^0 = 0.56$ (arrow).
FIG. 9: Hysteresis loop and equilibrium isotherm for $y = 1.5$ ($L = 48$). The dashed line indicates the first-order transition predicted by considering only the adsorption and desorption isotherms.

FIG. 10: Check of thermodynamic consistency along the equilibrium isotherm for $y = 1.5$ ($L = 48$). Circles: average fluid density obtained from the solution of Eqs. (4). Stars: quantity obtained by differentiating the corresponding grand-potential.
FIG. 11: Hysteresis loop, equilibrium isotherm (circles) and pseudo-van der Waals isotherm (stars) for $y = 1.5$ in a matrix of linear size $L = 16$. An average over 50 matrix realizations has been performed.

FIG. 12: Equilibrium isotherms for $y = 1.5$ and different system sizes. An average over 50 ($L = 16$) to 400 ($L = 8$) matrix realizations has been performed.
FIG. 13: Reduced grand-potential density associated with the solutions of the mean-field equations for $y = 1$ ($L = 48$).

FIG. 14: Hysteresis loop and equilibrium isotherm for $y = 1$ ($L = 48$). The dashed line indicates the first-order transition predicted by considering only the adsorption and desorption isotherms.
FIG. 15: Equilibrium isotherms for $y = 1$ and 4 matrix realizations of linear size $L = 16$.

FIG. 16: Equilibrium isotherms for $y = 1$ and different system sizes. An average over 125 ($L = 16$) to 400 ($L = 8$) matrix realizations has been performed. The solid lines indicate the fit discussed in the text.
FIG. 17: Scaling plot of the average equilibrium isotherms shown in Fig. 16. $\mu_t(L)$ is the chemical potential that corresponds to the maximum of the average susceptibility for the system of size $L$.

FIG. 18: Adsorption isotherm for $y = 1.0$ and different system sizes. An average over 50 ($L = 64$) to 250 ($L = 24$) matrix realizations has been performed.