Intercomparison exercise on difficult to measure radionuclides in activated steel: statistical analysis of radioanalytical results and activation calculations
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Abstract
This paper reports the results obtained during an intercomparison exercise for the determination of difficult to measure radionuclides in activated reactor pressure vessel (RPV) steel samples. In total, eight laboratories participated analysing 14C, 55Fe and 63Ni activity concentrations in RPV steel. In addition, some laboratories also analysed 60Co activity concentrations. Corresponding activity concentrations were also determined using activation calculations. Robust statistical techniques were utilised for the analysis of the results according to ISO 13528 standard. The results showed good agreement for 55Fe and 63Ni results whereas 14C results had significant differences. 60Co results were in quite good agreement.
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Introduction
Analysis of difficult to measure (DTM) radionuclides, such as 3H, 14C, 36Cl, 41Ca, 55Fe, 63Ni etc., in radioactive waste is a challenging task not only due to the lengthy radiochemical procedures with several sources of uncertainties but also due to the possible heterogeneity of the studied waste material. In addition, uncertainties can also originate from the sampling technique. For example, volatile radionuclides, such as 3H, can be lost during sampling of contaminated concrete via drilling when the temperature increases and 3H can partly escape as tritiated water vapour or as different tritiated species such as HT, T2 or organic compounds. Even though the contribution of sampling to the overall uncertainty can be significantly larger compared to the uncertainty of the analytical results [1], the validity of analytical results needs to be determined. Most often, a certified reference material is analysed giving validity for the analytical method. However, in case of DTM analyses in radioactive waste, there are no commercial reference materials available for radioanalytical method validation. One way of radiochemical method validation is to attend in an intercalibration exercise in which preferably a real sample is analysed.

This paper presents the results of an intercomparison exercise, which was carried out between eight laboratories on analysis of three corrosion radionuclides (14C, 55Fe and 63Ni) in an activated reactor pressure vessel (RPV) steel. In addition to DTM, some laboratories also measured 60Co, which is considered as a key nuclide to establish correlation and scaling factors for activation products contained in radioactive waste. The results were analysed according to ISO 13528 standard [2]. The statistical analysis of the measured results was carried out using robust methods and the assigned values were derived from the submitted results. As reported by Leskinen et al. [3], the intercomparison exercise was divided into two phases. First, the participating laboratories submitted preliminary results and they were statistically analysed and discussed. Second, the laboratories were given a chance to correct obvious blunders, add
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new analysis entries, submit replicate results, and carry out corrective measures, such as efficiency curve corrections, for their final analysis results. The complete procedure is presented in reference [3]. In this paper, the final results are further analysed by comparing them with activation calculation results. The calculated activity concentration results were derived from known chemical composition, irradiation history and cooling time of the RPV steel using a point kinetic code ORIGEN-S [4].

**Sample preparation**

The studied samples were cut from a 10 × 10 mm pressurised water reactor type RPV steel bar. The samples were prepared as follows: an electric discharge machine was used for cutting of the samples (~0.2 mm thin), oxide layer removal was carried out using HCl:H₂O:hexamethylenetetramine solution, washing was carried out using ethanol, and the samples were then let to air dry. The samples were weighed, and an identification number was given. The masses of the samples were between 0.1385 and 0.1533 g. Thicknesses of the samples (0.176–0.195 mm) were calculated using the density and the weights of the samples.

**Homogeneity and stability verifications**

The homogeneity measurements were carried out using an HPGe Be2020 spectrometer (ISOCS Canberra Ltd) connected with Inspector 2000 multichannel analyser using Genie 2000 software and Geometry Composer v.4.4 for efficiency calibrations. RPV steel manufacturer given density and known dimensions of the pieces were used as parameters for the efficiency calibrations. Each sample was positioned on a sample holder in order to maintain constant measurement geometry and the sample holder was placed at 30 mm distance from the detector in order to avoid coincidence counts from ⁶⁰Co peaks. The measurement time was 15 min until 30,000 counts were collected into the ⁶⁰Co 1332.5 keV peak. The ⁶⁰Co results showed relative standard deviation of 1.8% and thus, the samples were considered homogenous. More information on the sample homogeneity studies are presented by Leskinen et al. [3].

The stability of the samples is another important parameter for the intercomparison samples [2]. Since the samples were solid materials and rusting was minimised with the oxide layer removal and dipping into ethanol, the samples were considered to be stable. However, in some cases, the samples had rusted a little, but it was not considered to be a problem, since the masses of the samples were measured at the beginning of the radiochemical analyses by the participants and no significant difference was observed. In total, 20 samples were first analysed for homogeneity and stability and then distributed to the laboratories. Each laboratory received 2–3 samples.

**Activation calculations**

The studied RPV steel samples had been irradiated with thermal neutron flux of 7.49 × 10¹⁹ n cm⁻² between December 1980 and July 1985. Therefore, considering the reference date to which all results (measured and calculated) were corrected, the cooling time was approximately 34 years. The flux was semi-empirical based on dosimetric analyses of ⁵⁹Fe that were performed on the samples in the 1980’s. Material composition was provided by the material owner. However, the complete data is not presented here due to confidentiality reasons. Table 1 lists weight percentages, activation reactions and reaction cross sections of those stable elements that are relevant to this study. Thermal activation cross sections in Table 1 are according to Beckurts et al. [5]. The data provided did not include the weight percentage of Fe and it was calculated by subtracting the combined weight percentages of the elements from 100 wt%. However, Fe and Ni contents were also confirmed experimentally with ICP-OES measurements and they were in good agreement with the data provided [6]. Detailed data on nitrogen impurity was not available. It was reported that nitrogen impurity varies typically from 0.005 to 0.007 wt%. Consequently, the average value of 0.006 wt% was used in the calculations. The initial carbon content was 0.16 wt% which corresponds to a low-carbon steel (< 0.3 wt%). The wt% uncertainties were estimated the same way as in reference [6]. The activation calculation theory, calculation procedures and uncertainties of the calculation results are discussed in depth by Leskinen et al. [6].

**Methodology for statistical analysis**

Statistical analysis of the results was carried out using ISO 13528 standard [2]. Variety of scoring strategies are available, but most often participant’s deviation from an assigned value is compared. Two methods were used for

| Element | RPV steel (wt%) | Activation reaction | Thermal activation cross section (barns) |
|---------|----------------|---------------------|----------------------------------------|
| Fe      | 96.8 ± 9.7     | ⁵⁴Fe(n,γ)⁵⁵Fe       | 2.7 ± 0.4                              |
| Ni      | 1.6 ± 0.2      | ⁶⁰Ni(n,γ)⁶¹Ni       | 15 ± 2                                 |
| Co      | 0.090 ± 0.001  | ⁵⁹Co(n,γ)⁶⁰Co       | 20.2 ± 1.9                             |
| C       | 0.16 ± 0.02    | ¹³C(n,γ)¹⁴C         | (0.9 ± 0.05) × 10⁻³                     |
| N       | 0.006 ± 0.002  | ¹⁴N(n,p)¹⁴C         | 1.75 ± 0.05                            |
the determination of the assigned value. First, a robust statistical method was utilised for development of assigned values based on the participant’s results. Robust mean and robust standard deviation were calculated using an Algorithm A, which transformed the original data by a process called winsorisation to provide an alternative estimator of mean and standard deviation [2]. This method is robust for outliers, when the expected proportion of outliers is less than 20% [2]. The iterations of the robust mean and standard deviations were continued until there was no change in the 3rd significant figure of the robust means and standard deviations [2]. In this paper, the robust means and standard deviations of $^{55}$Fe, $^{63}$Ni, $^{14}$C and $^{60}$Co calculated from participant’s results are referred to as measured assigned values. Second method for determination of the assigned value was carried out by calculating the activity concentrations based on the activation reactions. These results are referred to as calculated assigned values.

Performance assessment was carried out using z score [2]. The participant’s results (noted $x_i$) were assessed against both measured assigned values and calculated assigned values. z score was calculated using Eq. (1). In cases, when the robust standard deviation was large, the uncertainty of the assigned value $u(x_{pt})$ calculated using Eq. (2) was used as $\sigma_{pt}$. Selection of the $u(x_{pt})$ as $\sigma_{pt}$ was used so that the results that were not fit for purpose received an action signal [2]. $u(x_{pt})$ was used as $\sigma_{pt}$ when robust standard deviation was larger than 20%. The analysis results with z score were marked as acceptable when $z \leq 2.0$, a warning signal was given for results with $2.0 < z < 3.0$, and results were unacceptable for $z \geq 3.0$ [2].

$$z_i = \frac{(x_i - x_{pt})}{\sigma_{pt}}$$

where $x_i$ = the value given by a participant $i$, $x_{pt}$ = the assigned value, $\sigma_{pt}$ = standard deviation for the proficiency assessment

$$u(x_{pt}) = 1.25 \times s^* \times p^{0.5}$$

where $s^*$ = robust standard deviation of the results, $p$ = number of samples.

**Overview of the radiochemical analyses**

The radiochemical analyses of $^{55}$Fe, $^{63}$Ni and $^{14}$C were based on either internal or published procedures. A general summary of the procedures is presented by Leskinen et al. [3] and detailed procedures in the references [6–14]. Due to anonymity, procedures were not linked with specific analytical results. In general, the radiochemical analysis of $^{55}$Fe and $^{63}$Ni began with complete digestion of the solid material using different acid mixtures with and without heating and sometimes using high pressure (e.g. microwave oven). The participants reported mainly no difficulties in the solubility of the steel samples. However, in the case when no heating was applied, small black particles, which were most likely carbon, remained in the acid digestion solution. After the digestion of the solid samples, separation of Fe and Ni from other elements was carried out using mainly hydroxide precipitation followed by an anion exchange resin (AG 1 × 4 resin by BioRad or Dowex 1 × 4 resin by Dow Chemical Company), which separated Fe and Ni from each other. The eluted Fe fraction from the anion exchange resin was most of the times evaporated to dryness without further purification. The evaporated residues were dissolved and aliquots were taken for the yield and Liquid Scintillation Counting (LSC) measurements. Ni fractions were further purified using Ni-resin by Eichrom Technologies once or twice, since especially $^{60}$Co needs to be efficiently removed from the Ni fraction. The eluate was most often evaporated to small volumes and aliquots were taken for the yield and LSC measurements. Fe and Ni yield measurements were carried out mainly using elemental analysis techniques, generally by ICP techniques but also by standard addition.

The analysis of $^{14}$C was carried out either using an acid digestion with oxidation of carbon to CO$_2$ or by using a dedicated equipment for volatile radionuclides, namely Oxidizer (Perkin Elmer), Pyroxidiser (Eraly) and Pyrolyser (RADDEC). All the dedicated equipment are furnaces with oxygen as carrier gas in first equipment and air supplemented with oxygen in the last two equipment. In all cases, the released $^{14}$C is trapped in a basic solution (generally Carbosorb or NaOH) which is then analysed by LSC. $^{14}$C yields were determined using liquid sources.

**Overview of the gamma spectrometric analyses**

Some participants also carried out analysis of $^{60}$Co either in solid form or they dissolved the samples first before measuring the gamma emissions using HPGe gamma detectors. Efficiency calibrations were carried out using calibration sources or Mirion Technologies softwares ISOCS or LabSOCS.

**Activation calculation results**

Table 2 lists the specific activities of the activated steel samples calculated with ORIGEN-S. Uncertainties of the specific activities were calculated using the law of error propagation in multiplication. The uncertainties arise from the uncertainties in exact original material composition, neutron dose, reaction cross sections and decay time. Cross section uncertainties were assumed according to reference [15]. Uncertainties in material compositions were estimated
to be 10% for C, Fe, Co, Ni and 25% for N. Total neutron dose based on the semiempirical dosimetry measurements was obtained directly from the owner of the material and its uncertainty was not available.

### Statistical analysis of $^{55}$Fe, $^{63}$Ni, $^{14}$C and $^{60}$Co results

In total, 21 $^{55}$Fe, 15 $^{63}$Ni, 7 $^{14}$C and 17 $^{60}$Co measured data entries were statistically analysed. A summary of the statistically evaluated data, namely standard statistics and robust statistics, is shown in Table 3. In comparison of the Table 3 (measured assigned values) and Table 2 (calculated assigned values) results, it can be calculated that in the case of $^{55}$Fe, measured assigned value was 73% of the calculated assigned value. The corresponding percentages for $^{63}$Ni was 103%, for $^{14}$C 50% and for $^{60}$Co 120%. Therefore, the $^{63}$Ni results seem to be in an excellent agreement ($\pm$ 5%), $^{55}$Fe and $^{60}$Co results in tolerable agreement ($\pm$ 25%) whereas $^{14}$C results exhibit significant difference ($\pm$ 50%). However, both the calculated and measured assigned values are affected by several parameters and their uncertainties and therefore, further discussion is carried out in the following text.

The $^{55}$Fe, $^{63}$Ni, $^{14}$C and $^{60}$Co data entries are respectively shown in Figs. 1, 2, 3 and 4 together with measured and calculated assigned values. Some laboratories analysed replicates and thus some sample numbers have 2 to 4 entries. All uncertainties are presented in 2σ except for samples 19 and 20, which were not submitted with uncertainties.

Table 4 summarises the z score values when the results are compared with the measured assigned values and with the calculated assigned values. In the case of $^{55}$Fe, $^{63}$Ni and $^{14}$C, the uncertainty of the assigned value $u(x_{pt})$ was used as $\sigma_{pt}$ (see Eqs. 1, 2), since the robust standard deviations were large (30%, 31% and 61%, respectively). The standard deviation of the assigned value was 16% for $^{60}$Co, thus it was used in the z score calculations.

The $^{55}$Fe results in Fig. 1 and Table 4 show that when measured $^{55}$Fe results are compared with the measured assigned values, 57% of the results are within $2\sigma$ of the measured assigned value ($z \leq 2.0$), 10% in warning signal range ($2.0 < z < 3.0$) and 33% in unacceptable range ($z \geq 3.0$). The z score calculations do not take into consideration the uncertainties of the measured data entries. Therefore, visual assessment of the Fig. 1 shows that when the $2\sigma$ uncertainties of the measured data entries are taken into consideration, 76% of the results are within the $2\sigma$ uncertainty of the measured assigned value. When the measured $^{55}$Fe results are compared with the calculated assigned value, 28% of the results are within $2\sigma$ of the measured assigned value ($z \leq 2.0$), 48% in warning signal range ($2.0 < z < 3.0$) and 24% in unacceptable range ($z \geq 3.0$). Visual assessment of the Fig. 1 shows that when the $2\sigma$ uncertainties of the measured data entries are taken into consideration, 67% of the results are within the $2\sigma$ uncertainty of the calculated assigned value. It can be concluded, that the measured assigned value includes higher number of measured $^{55}$Fe results within the $2\sigma$ uncertainty. Moreover, it can be noticed that when the uncertainties of the measured results are considered, the distributions of the results are comparable with measured and calculated assigned values e.g. the majority of the laboratories (76% and 67%, respectively) obtained satisfactory results for $^{55}$Fe determination.

The $^{63}$Ni results in Fig. 2 and Table 4 show that when measured $^{63}$Ni results are compared with the measured assigned values, 60% of the results are within $2\sigma$ of the measured assigned value ($z \leq 2.0$) and 40% in unacceptable range ($z \geq 3.0$). Visual assessment of the Fig. 1 shows that when the $2\sigma$ uncertainties of the measured data entries are taken into consideration, 73% of the results are within the $2\sigma$ uncertainty of the measured assigned value. When the measured $^{63}$Ni results are compared with the calculated assigned value, 60% of the results are within $2\sigma$ of the measured assigned value ($z \leq 2.0$), 13% in warning signal range.

### Table 2 $^{55}$Fe, $^{63}$Ni, $^{14}$C, and $^{60}$Co activation calculation results

| Radionuclide | Calculated activity concentration (Bq g$^{-1}$) |
|--------------|---------------------------------------------|
| $^{55}$Fe     | 101,000 ± 13,000                           |
| $^{63}$Ni    | 83,800 ± 11,300                            |
| $^{14}$C     | 1000 ± 300                                 |
| $^{60}$Co    | 86,900 ± 9100                              |

### Table 3 Summary of the statistically evaluated measured data (activity concentration data in Bq g$^{-1}$)

| Nuclide | Number of data entries | Standard statistics | Robust statistics |
|---------|------------------------|---------------------|------------------|
|         |                        | Median             | Average ± SD     | Number of iterations | Robust mean ± SD | Uncertainty of robust mean (1σ) |
| $^{55}$Fe | 21 | 72,000 | 73,200 ± 26,000 | 15 | 73,700 ± 22,300 | 6100 |
| $^{63}$Ni | 15 | 88,500 | 85,200 ± 26,000 | 14 | 86,400 ± 26,400 | 8800 |
| $^{14}$C | 7 | 600 | 500 ± 300 | 2 | 500 ± 300 | 200 |
| $^{60}$Co | 17 | 98,100 | 104,100 ± 14,500 | 3 | 104,100 ± 16,400 | 5300 |

* 1 Outlier (sample 20) excluded from the calculations
(2.0 < z < 3.0) and 27% in unacceptable range (z ≥ 3.0). Visual assessment of the Fig. 2 shows that when the 2σ uncertainties of the measured data entries are taken into consideration, 73% of the results are within the 2σ uncertainty of the calculated assigned value. It can be concluded, that whatever the type of assigned value is considered with
2σ uncertainty of the measured data entries, the three-fourths of participants obtained satisfactory results for ⁶³Ni determination.

The ¹⁴C results in Fig. 3 and Table 4 show that when measured ¹⁴C results are compared with the measured assigned values, 43% of the results are within 2σ of the measured assigned value (z ≤ 2.0) and 57% in the warning signal range (2.0 < z < 3.0). Visual assessment of the Fig. 3 shows that when the 2σ uncertainties of the measured data entries are taken into consideration, 71% of the results are within the 2σ uncertainty of the measured assigned value. The measured assigned value for ¹⁴C was derived from 7 data entries, which is significantly less than data entries for ⁵⁵Fe, ⁶³Ni and ⁶⁰Co (21, 15 and 17, respectively). Additionally, 3/7 of the results were provided by one laboratory and this may have caused a bias. Additionally, the uncertainties of the ¹⁴C analysis results had also a wide range (11–41%). When the measured ¹⁴C results are compared with the calculated assigned value, 57% of the results are within 2σ of the measured assigned value (z ≤ 2.0), 14% in warning signal range (2.0 < z < 3.0) and 29% in unacceptable range (z ≥ 3.0). Visual assessment of the Fig. 3 shows that when the 2σ uncertainties of the measured data entries are taken into consideration, 57% of the results are within the 2σ uncertainty of the calculated assigned value. It can be concluded, that within the 2σ uncertainties of the measured assigned value includes higher number of results even though the uncertainty of the calculated assigned value is higher than the corresponding measured value. Moreover, it can be noticed that when the uncertainties of the measured results are considered, three-fourths of the ¹⁴C results are satisfactory when compared to the calculated assigned value whereas only two-thirds of the ¹⁴C results are satisfactory compared to the calculated assigned value. However, when the uncertainties raising from the radiochemical analysis and number of data entries are compared with the uncertainties arising from the calculations, an overall conclusion can be made that the results are aligned well enough and at least in same order of magnitude.

Majority of ⁶⁰Co measurements were carried out in solid form. However, some measurements were carried out in the acid digested solutions (marked with * in Fig. 4 and in Table 4). The results have a consistent trend and no major difference between measurements in solid and solution can be observed. The ⁶⁰Co results in Fig. 4 and Table 4 show that when measured ⁶⁰Co results are compared with the measured
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assigned values, 100% of the results are within 2σ of the measured assigned value ($z \leq 2.0$). When the measured $^{60}$Co results are compared with the calculated assigned value, 59% of the results are within 2σ of the measured assigned value ($z \leq 2.0$), 12% in warning signal range ($2.0 < z < 3.0$) and 29% in unacceptable range ($z \geq 3.0$). Visual assessment of the Fig. 4 shows that when the 2σ uncertainties of the measured data entries are taken into consideration, 82% of the results are within the 2σ uncertainty of the calculated assigned value. It can be concluded that when the 2σ uncertainties of the measured data entries are considered, all of the $^{60}$Co results are satisfactory when compared to the measured assigned value and only three-fourths when compared to the calculated assigned value.

**Discussion**

**Critical considerations in the radiochemical analysis of $^{55}$Fe**

$^{55}$Fe decays via electron capture to $^{55}$Mn with the emission of Auger electrons and low-energy X-rays, namely 5.888 keV, 5.899 keV and 6.490 keV. Low-energy X-rays can be measured using low-energy gamma spectrometers, gas flow proportional counters, and LSC. If the low-energy gamma spectrometry is the measurement technique of choice, the $^{55}$Fe analysis results have been reported to be comparable with LSC results, but the analysis is affected by self-attenuation, which depends on geometrical parameters and chemical composition of the precipitated sample [16]. However, the most common measurement technique is LSC, which can detect both the K-Auger electrons and the K X-ray emissions. However, due to the low energies, the measurement of $^{55}$Fe is challenged by several phenomena related to the LSC measurement technique. First, the LSC samples need to be dark-adapted long enough time in order to eliminate the chemiluminescence, which exhibits signal in the lower channels of the LSC spectrum similar to $^{55}$Fe emissions. Normally, chemiluminescence decays away within 1 h of sample preparation [17], but sometimes cooling of the sample to approximately 10 °C at least 1 h and use of a coincidence technique has been required to overcome the effects of the chemiluminescence [18]. Second, the measurement of low energy $^{55}$Fe is highly affected by quenching, which has an especially significant effect on the low energy emissions. Since the slope of the counting efficiency curve is steep in the beginning of the graph, even small changes in the quenching can result in a significant increase or decrease in the counting efficiency resulting in a bias in
the measurement results. In the analysis of $^{55}$Fe, the yellow colour of Fe(III) is a very efficient colour quenching agent. In order to overcome the colour quenching effect, reduction of Fe(III) to Fe(II) has been carried out using reducing agents such as ascorbic acid [19]. However, the reduction was not permanent and the colour returned into the LSC samples after some days [19]. Another solution is to form a stable iron complex such as a colourless Fe-phosphate, which can be achieved by dissolving the purified Fe fraction into dilute phosphoric acid [20]. Third, selection of the scintillation cocktail has an effect on the tolerance for acids and hence, measurable amount of Fe [20]. The tolerance of acids, namely 1 M HCl and 1 M HNO₃ by different scintillation cocktails and their effect on the counting efficiency have been studied by Warwick [21]. Majority of the participants in the intercomparison exercise diluted the $^{55}$Fe fractions into 1 M H₃PO₄ [3]. However, further details in the colours of the $^{55}$Fe fractions or counting efficiencies were not submitted. Nevertheless, after discussions on the preliminary results, two participants recalculated the $^{55}$Fe results using improved quenching analysis resulting in consistent results compared with the majority of the submitted results [3]. The improved quenching analysis included a preparation of a new $^{55}$Fe quenching curve and calculation of activity results against it and recalculation of the activity results using a Hidex provided CoreF function for conversion of TDCR (triple to double count rate) to counting efficiency [3]. In the first case, the activity results decreased on average 38% and in the second case, on average 41%. These results emphasise the importance of correct quenching correction in the analysis of $^{55}$Fe via LSC.

In addition to challenges in the LSC measurement technique, purification of $^{55}$Fe from interfering radionuclides needs to be carefully carried out. Special care is also needed in the evaporation of the Fe fraction in HCl solution to near dryness since prolonged heating converts the Fe (III) chloride residue to a much more persistent oxide [20]. $^{55}$Fe purification via TRU resin treatment or hydroxide precipitation followed by ion exchange chromatography [3] seemed to eliminate all the interfering radionuclides from the Fe

**Table 4** $z$ scores for $^{55}$Fe, $^{63}$Ni, $^{14}$C and $^{60}$Co measured results compared with measured assigned value (Meas.) and calculated assigned value (Calc.) in italics when $z \leq 2.0$, in bold when $2.0 < z < 3.0$, and in bold italics when $z \geq 3.0$

| Sample number | $^{55}$Fe | $^{63}$Ni | $^{14}$C | $^{60}$Co |
|---------------|----------|----------|----------|----------|
|               | Meas     | Calc     | Meas     | Calc     | Meas     | Calc     | Meas     | Calc     | Meas     | Calc     |
| 1             | 1.6      | 1.4      | 0.8      | 0.4      | –        | –        | 0.9      | 3.3      |          |
| 2             | 0.4      | 2.1      | 0.2      | 0.1      | –        | –        | 0.7      | 2.9      |          |
| 3             | 2.5      | 1.0      | 0.6      | 0.7      | –        | –        | 1.5      | 4.3      |          |
| 4             | 0.5      | 2.1      | 1.1      | 1.1      | –        | –        | 1.1*     | 3.6      |          |
| 5             | –        | –        | –        | –        | 1.5      | 1.0      | 1.1      | 3.7      |          |
| 6             | –        | –        | –        | –        | 0.8      | 2.4      | 0.4      | 1.0      |          |
| 7             | 1.2      | 2.9      | 0.1      | 0.2      | –        | –        | 0.8      | 0.3      |          |
| 8             | 0.6      | 2.6      | –        | –        | –        | –        | 0.3      | 1.2      |          |
| 9             | 1.5      | 3.1      | –        | –        | –        | –        | 0.4*     | 1.1      |          |
| 10            | 0.3      | 2.4      | 4.5      | 3.3      | –        | –        | –        | –        |          |
| 11            | 0.2      | 2.2      | –        | –        | –        | –        | –        | –        |          |
| 12            | 0.4      | 2.5      | 6.5      | 4.9      | –        | –        | –        | –        |          |
| 13            | 0.2      | 2.4      | 0.1      | 0.1      | 2.3      | 3.2      | 1.0*     | 0.1      |          |
| 14            | –        | –        | –        | –        | 2.3      | 3.3      | –        | –        |          |
| 15            | –        | –        | –        | –        | –        | –        | –        | –        |          |
| 16            | 6.8      | 1.2      | 1.9      | 1.7      | –        | –        | 0.3*     | 2.3      |          |
| 17            | 8.4      | 2.0      | 1.5      | 1.4      | –        | –        | –        | –        |          |
| 18            | 4.8      | 0.2      | –        | –        | –        | –        | –        | –        |          |
| 14            | 3.8      | 0.3      | –        | –        | –        | –        | –        | –        |          |
| 15            | –        | –        | –        | –        | –        | –        | –        | –        |          |
| 16            | 0.5      | 2.5      | 0.6      | 0.9      | 2.1      | 0.6      | 0.6      | 0.8      |          |
| 17            | 2.5      | 3.5      | 4.4      | 3.7      | 0.1      | 1.8      | 0.7      | 0.6      |          |
| 18            | 0.9      | 2.7      | 3.2      | 2.8      | 2.2      | 0.6      | 0.7      | 0.6      |          |
| 19            | 5.7      | 5.2      | 3.4      | 2.5      | –        | –        | 0.7      | 0.6      |          |
| 20            | 8.3      | 6.5      | 9.6      | 7.3      | –        | –        | –        | –        |          |
| 20            | 8.7      | 6.7      | –        | –        | –        | –        | –        | –        |          |

$^{60}$Co measured in solution
fraction since none of the participants expressed difficulties in the $^{55}$Fe sample preparation.

**Critical considerations in the radiochemical analysis of $^{63}$Ni**

$^{63}$Ni is a pure beta emitter with a maximum energy of 66.98 keV. Careful radiochemical purification is required prior to LSC detection in order to eliminate the interfering radionuclides. $^{60}$Co is a problematic interference especially in the analysis of $^{63}$Ni for two reasons. First, as the radiochemical behaviour of these two metals is very similar, Co reduces the radiochemical yield of Ni by competing with Ni for available sorption sites in extraction chromatographic Ni resin. Steel samples may contain both active and inactive isotopes of Co and Ni, especially if stable Co and Ni carriers have been added to the sample in the beginning of the analysis, leading easily to the exceeded binding capacity of the extraction chromatography resin. Second, $^{60}$Co is disturbing the activity measurements of $^{63}$Ni due to overlapping beta energies, the endpoint beta energies being 318 keV for $^{60}$Co and 67 keV for $^{63}$Ni.

Stable Ni and Co carriers are often added before radiochemical separation of $^{63}$Ni from $^{60}$Co, for enabling quantitative precipitation of $^{63}$Ni from the solution and confirming the complete separation of $^{63}$Ni from $^{60}$Co during the separation procedure. On the other hand, addition of Co carrier in analysis of $^{63}$Ni is concluded to be preferable only after the extraction chromatography separation step, due to fore mentioned competition between Co and Ni in Ni resin easily leading to the binding capacity of the resin being exceeded [17, 22]. The use of Co and Ni carriers, i.e. milligram amounts of these metals, can be even seen visually while using the separation method by Hazan and Korkisch [13]: blue Co and green Ni belts are seen in the resin column after elution of Fe, but without using carriers there is only a yellow column.

One of the laboratories reported a problem with $^{60}$Co in the LSC spectrum of purified $^{63}$Ni fraction, when Ni had been separated with anion exchange in acetone and HCl media, as described in reference [13]. Although this separation method was previously found to be successful for purifying $^{63}$Ni from $^{60}$Co in activated pressure vessel steel, it was not adequately efficient with these intercomparison samples for an unknown reason. The presence of $^{60}$Co in $^{63}$Ni fraction after anion exchange separation was observed both in gamma and LSC spectra (Fig. 5). As seen in Fig. 5, the $^{63}$Ni beta spectrum peaking at channel region 250–300 is overlapped by $^{60}$Co beta spectrum peaking at channel region 500–550. Due to high amount of $^{60}$Co compared to $^{63}$Ni in the LSC spectrum, it was impossible to determine the activity of $^{63}$Ni correctly at this purification stage.

Further purification of the Ni fraction containing $^{63}$Ni and excessive amounts of $^{60}$Co was carried out with Ni resin. As seen in Fig. 6, after extraction chromatography separation there was only 20% of the $^{60}$Co activity left, compared to the same sample earlier after anion exchange only (Fig. 5). Now it was possible to measure the activity of $^{63}$Ni with LSC, although there was still a small visible effect from $^{60}$Co interfering with the beta spectrum of $^{63}$Ni. If a second Ni resin separation cycle would have been performed for

![Sample Spectrum](image)

**Fig. 5** LSC spectrum of $^{63}$Ni after the first separation by ion exchange using the method by Hazan and Korkisch [13]. The $^{63}$Ni beta spectrum peaks at channel region 250–300 and $^{60}$Co beta spectrum peaks at channel region 500–550. The measurement time was 360 min
these samples, then it might have been possible to achieve a negligible activity level of $^{60}$Co in the $^{63}$Ni fractions [23].

The purified $^{63}$Ni samples, which first suffered from excessive $^{60}$Co interference (Fig. 5) and later had only moderate amounts of $^{60}$Co in the LSC spectra (Fig. 6), were measured by a gamma spectrometer in order to remove the effect of $^{60}$Co in the LSC spectra of the $^{63}$Ni fractions. The activity of $^{60}$Co, obtained by gamma spectrometry, was subtracted from the total beta peaks of $^{63}$Ni and $^{60}$Co in the LSC spectrum. In order to perform this correction for obtaining pure $^{63}$Ni beta activity, the counting efficiency of the liquid scintillation counter for the both radionuclides $^{63}$Ni and $^{60}$Co was determined, as the efficiency value is different for these two beta energies. In this particular case, the counting efficiency of the Quantulus 1220 liquid scintillation counter was 71% for $^{63}$Ni and 99% for $^{60}$Co, respectively, using $^{63}$Ni and $^{45}$Ca standard solutions for determining the counting efficiency. Due to availability reasons $^{45}$Ca was used instead of $^{60}$Co in efficiency determination for $^{60}$Co, but the beta energies of $^{60}$Co (318 keV) and $^{45}$Ca (257 keV) are adequately similar enabling the use of $^{45}$Ca standard in this context. $^{60}$Co standard has been used for determination of $^{45}$Ca inversely in a corresponding way [24].

Critical considerations in the radiochemical analysis of $^{14}$C

$^{14}$C is a pure beta emitter which decays by emitting particles with the maximum energy of 156 keV and can be analysed using LSC. In the case of irradiated steel samples, $^{14}$C is mainly produced from neutron capture of trace level nitrogen (see Table 1). For this type of matrix, Mibus et al. [25] highlighted, that there is a considerable uncertainty present whether $^{14}$C produced by activation of $^{14}$N will be present in the same chemical form as the carbon or nitrogen (e.g. iron carbide or nitride forms) present in the steel at the time of their production. Additionally, there is a very limited experimental information available on the speciation of $^{14}$C and its release mechanisms [25, 26]. Many papers deal with the measurements of $^{14}$C in environmental or biological samples [10] but a very few in nuclear waste [8, 14]. The major difficulty of $^{14}$C determination in radioactive waste deals with its complete extraction from the matrix, especially for steel samples [6, 8, 14, 27–29] and the elimination of volatile interfering radionuclides such as $^3$H, $^{129}$I, $^{99}$Tc or $^{35}$S before LSC analysis. In agreement with the literature, two methods (e.g. acid digestion and furnaces) were applied during the intercomparison exercise. Both methods relied on the quantitative liberation of $^{14}$C from the solid matrix, its conversion to CO$_2$ and trapping in Carbosorb®, Carbotrap® or NaOH solutions. The trapping solutions were mixed with liquid scintillation cocktail and measured using LSC. Whatever the implemented procedure, no laboratory observed interfering radionuclides in the LSC spectra. However, significant chemiluminescence was observed in NaOH mixtures with liquid scintillation cocktail and therefore, the samples were kept in dark over 24 h before LSC measurements.

In order to provide reliable results, quantitative conversion of carbon to CO$_2$ needs to be guaranteed. In acid digestion, this can be achieved by using effective oxidising acids. In this study, acid mixtures of H$_2$SO$_4$ + HNO$_3$ and HNO$_3$ + HCl + HClO$_4$ were used. In the latter case,
HClO₄ was added in a second step after aqua regia medium in order to optimise the oxidation of carbon to CO₂ [6]. It was highlighted that fresh HClO₄ was needed, otherwise the carbon was not efficiently oxidised. As no commercial activated steel samples are available, the ¹⁴C recovery yield for a steel was determined experimentally and assumed to behave similarly with the standard liquid sources (approximately 100%). This hypothesis may induce a bias since liquid source containing ¹⁴C may not have the same behaviour as carbon contained in solid matrix i.e. steel. In order to overcome this difficulty in yield determination, ¹⁴C analysis can be carried out using both of the above methods and if the results are similar, it can be concluded that analysis result (including yield correction) is reliable. Even though this approach is widely used in internal method validation, intercomparison exercise with several laboratories and data entries are required for more reliable method validation. For example, samples 12 and 13 were analysed by one laboratory using both acid digestion and a furnace giving comparable results. However, these results differ to some extent from the other data entries.

The second method applied to extract ¹⁴C was the implementation of oxidative thermal desorption in furnace systems working either with an oxygen/nitrogen flow or air flow followed by mixture of oxygen and air in the final phase of the analysis. Use of oxygen gas enhances the oxidation process. After precise weighing, the samples (approx. 0.14 g) were introduced in the furnaces. Depending on the device, catalysts such as Pt-aluminia, were added in the tube assembly to finalise the oxidation of ¹⁴C into CO₂. As Warwick et al. [29] underlined, the temperature applied during the pyro-combustion plays an essential role to extract quantitatively the volatile radionuclides whatever the analysed sample. As an example, depending on its speciation and the studied matrix, the tritium release temperature varied from 100 °C up to 900 °C respectively for steel and graphite. Typical fusion temperatures for steel samples are around 1500 °C, which is not achievable by the furnaces mentioned in this study, with maximum temperatures of 1100 °C and 950 °C, respectively. The differences in ¹⁴C values observed in this study could be due to the differences of temperatures that can be reached by commercial furnaces. One can also assume that the ¹⁴C recovery yield assumed to be close to 100% as for liquid standards might be overestimated in the case of pyrolysis-combustion and might induce an underestimation of the ¹⁴C activity concentrations. Actually, as reported in [14], the quantity of sample and the time–temperature profile also influence greatly the extraction yield. In the case of concretes, the granulometry of the particles also has an impact: the recovery yield can vary from 60% up to 85% [14]. The same effects might be observed for steel samples.

The present intercomparison exercise shows that further work is needed in order to determine ¹⁴C activity in activated steels with a good accuracy. The ideal way to obtain accurate ¹⁴C measurements is to have a complete acid digestion and quantitative oxidation of carbon to CO₂ or to implement furnace analysis using small sample sizes or samples with a low granulometry and to achieve temperature higher than 1100 °C.

Critical considerations in the analysis of ⁶⁰Co

⁶⁰Co decays with β⁻ sending out X-rays, betas and gammas. The two distinctive gamma energies, namely 1173 keV and 1332 keV, are easily detected via gamma spectrometry and thus, ⁶⁰Co is considered to be an easy to measure radionuclide. In this study, even though the statistical analysis carried out for the measured ⁶⁰Co results showed good results, there was 50% difference between the lowest and highest data point. The difference is large when considering that ⁶⁰Co is considered to be easy to measure. However, in order to obtain reliable results, a few requirements need to be fulfilled. First set of requirements include the detector, which needs to be properly maintained and calibrated. This is one of the main principles of quality control in analytical laboratories and thus it is considered to be self-evident in this study.

Secondly, the measurement geometry needs to be suitable for the sample size and activity level. For example, depending on the activity level, significant amount of coincidence can be detected in the ⁶⁰Co gamma spectrum. Without coincidence correction, the analysed results are underestimated. The coincidence effect is clear with short source-to-detector distances and with big detectors and thus the effect can be minimised by increasing distance between the detector and sample. In this study, coincidence corrections were carried out when needed.

Thirdly, self-absorption of the sample matrix needs to be considered. A traditional way is to dissolve a solid material prior to the gamma measurement in order to reduce the uncertainty rising from self-absorption. In this study, however, the samples were thin (less than 0.2 mm) and the measured gamma energies were high and therefore the self-absorption was considered to be negligible. Some measurements were carried out in liquid form, which can be an additional benefit since the sample sizes were bigger. The bigger size may be advantageous if the sample is measured near or on the detector, because the efficiency on the detector can change rapidly (e.g. heterogeneity in the detector crystal) and thus even small changes in the geometry can have an effect on the results. In both cases (e.g. measurement in solid and liquid form), the measurement geometry needs to be kept constant. This can be carried out by using a sample holder.
Fourth parameter to consider is the efficiency calibration, which is the most likely reason behind the discrepancies in the $^{60}$Co results. The traditional way to measure gamma radionuclides from a solid sample is to dissolve the sample into a known volume, measure it and calculate the activity concentration using efficiency calibrations, which has been carried out using a standard solution with known activities and geometries. Another way is to measure the sample from such a distance that the sample can be considered to be a point source and thus the efficiency calibration can be made by using simple point source. In this study, the laboratories also used LabSOCS or ISOCS calibrations in which the efficiency calibration is carried out using modelling. When the modelling tools are used, sample parameters (e.g. density, size, distance from detector) are submitted in the modelling program, which calculates the efficiency curve. Therefore, experimentally determined calibration curves are not needed and the sample can be measured as such.

As a summary, the $^{60}$Co results show more variation than expected in an intercalibration for gamma radionuclides. However, the main objective of this intercalibration was the analysis of difficult to measure radionuclides, which means that the submitted $^{60}$Co results may have not been analysed with best effort. It can be concluded, though, that even if analysis of gamma emitters is expected to be a straightforward process, reliable results require appropriate attention and care.

Critical considerations in the activation calculations

The uncertainties in the calculation model arise from the uncertainties of the input parameters. First parameter is the neutron flux. In this study, the neutron flux was provided by the material owner as calculated and semiempirical fluences. Calculated fluence used information from irradiation source, which was in this case a nuclear reactor. Semiempirical calculations were explained in the Activation calculation section. Semiempirical flux results were considered to be more realistic and thus they were used in the activation calculations of this study. However, out of interest, when calculated flux was used instead of semiempirical flux, the activation results were 23% lower for $^{55}$Fe, 15% lower for $^{63}$Ni, 8% lower for $^{14}$C and 14% lower for $^{60}$Co.

Second parameter affecting the calculation model is the material composition, which is not always known in detail enough and conservative assumptions need to be made regarding the initial concentrations of the elements which can be activated. In many cases, trace level impurities, such as Co in steel, are a significant source of activity and thus initial Co concentration should be reliably determined. In this study, the amounts of Fe, Ni, Co, C, and N were reported as weight percentages (Table 1). The amounts of Fe and Ni were 96.8 wt% and 1.6 wt%, respectively. The provided Co, C and N amounts were below 0.1 wt% (0.09, 0.16 and 0.006, respectively) and such low levels of elements require sensitive measurement techniques. For example, 0.2 g of studied sample would contain only tens to hundreds of nanograms of Co, C and N. In this study, the approximation of the trace level results is not known and thus they may be one source of uncertainty in the calculated results.

Third parameter affecting the calculation model is the decay or cooling time, which should include maintenance periods when the irradiation source was not in operation and after the sample was taken from the irradiation position. The uncertainty of cooling time was estimated to be 1 month. Depending on nuclide half-lives, at maximum this can have an effect of around 2% for $^{55}$Fe, whereas for long-lived nuclides $^{14}$C and $^{63}$Ni the effect is below 0.1%.

Considerations on uncertainty estimations

Majority of the provided uncertainties of the $^{14}$C, $^{55}$Fe and $^{63}$Ni results included both measurement uncertainties (e.g. LSC and yield measurements) and uncertainties in the radiochemical analysis (e.g. weight, volume etc.). $^{55}$Fe and $^{63}$Ni results for samples 19–20 did not include uncertainty estimations. Uncertainties in the radiochemical analysis of $^{55}$Fe and $^{63}$Ni in samples 9–11 were considered to be low, when compared to the LSC uncertainties and therefore a global 15% uncertainty based on the LSC uncertainty was used.

In the case of the $^{60}$Co results, the uncertainty estimations for samples 1–2, 14–15 and 16–18 included only uncertainties in the gamma spectrometry measurements whereas all the other $^{60}$Co results included also other uncertainties such as uncertainties arising from weight measurements.

In general, significant variations can be seen in the reported uncertainties. In Figs. 1, 2, 3 and 4, the 2σ uncertainties varied from 9 to 23% for $^{55}$Fe, from 5 to 23% for $^{63}$Ni, from 11 to 41% for $^{14}$C, and from 1 to 18% for $^{60}$Co. Therefore, it can be concluded that open discussion on the uncertainty determinations are needed in order to produce representative analysis result and thus more effort should be given to it, especially when DTM radionuclides are analysed.
Conclusions

In conclusion, beta-emitter radionuclides are difficult to be measured accurately in nuclear wastes and particularly in some matrices such as steels and concretes. However, their determinations are very important for nuclear waste management in order to obtain accurate results for scaling factors and to make comparison with calculated activities. Intercomparison exercises implemented to validate the accuracy of radiochemical procedures are quite common in liquid matrix but scarcer in solid matrix. The present intercomparison exercise focused on $^{55}$Fe, $^{63}$Ni and $^{14}$C measurements in activated steel. It underlined the importance of comparing the results to others, especially for laboratories which have a little experience. No major difficulty was observed for $^{55}$Fe analysis for the majority of the participants. Concerning $^{63}$Ni determination, it can be inferred that caution has to be taken towards $^{60}$Co, which was not totally removed with some purification methods and can induce an overestimation of $^{63}$Ni activity concentration. The intercomparison exercise also emphasized that further work has to be undertaken to obtain accurate $^{14}$C measurements due to the uncertainties related to the quantitative extraction of $^{14}$C from the solid matrix. $^{60}$Co is an easy to measure radionuclide since it can be quantified using gamma spectrometry. However, the results showed that even with easy to measure radionuclides, careful analysis of the measurement data is required.

The overall benefit for the participating laboratories was the validation of the radiochemical methods for $^{55}$Fe, $^{63}$Ni and $^{14}$C analysis since the results were statistically analysed by comparing them to peer provided results (measured assigned value) and modelled results (calculated assigned value). Additionally, the participants benefited from the possibility to submit initially preliminary results and then final results after discussion with the peers. Therefore, the intercomparison exercise improved the quality of the analytical results, and it had a positive impact on the development of the quality assurance in the participating laboratories on a long run. The consortium will carry out a similar intercomparison exercise for the analysis of activated concrete in 2020.
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