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Abstract—Improving the efficiency of agriculture is a growing priority due to food security issues, environmental concerns, and economics. Precision agriculture and variable rate application technology could enable increases in yield while maintaining or reducing fertiliser use. However, this requires the development of control algorithms which are suitable for the challenges of agriculture. In this paper, we propose a new mechanistic open model of lettuce growth for use in control of precision agriculture. We demonstrate that our model is cooperative and fits well to experimental data. We use the model to show, via simulations, that a simple proportional distributed control law increases crop uniformity and yield without increasing nitrogen use, even in the presence of sparse actuation and noisy observations.

I. INTRODUCTION

The agriculture industry faces several challenges in the near future: global population growth requires increased food production, increased water scarcity requires optimisation of irrigation, and the pollution and emissions associated with fertiliser, pesticides and fossil fuel use need to be minimised. Precision agriculture offers a potential solution to these challenges, by allowing us to apply actions traditionally performed uniformly across the field at a scale approaching individual management for each plant. This enables the optimisation of the resource use.

From a systems perspective, precision agriculture can be modelled by a typical feedback control system, as shown in Fig. 1. Actuation is provided by variable rate application (VRA) technology, which enables the amount of fertiliser or pesticide (or any other controlled quantity) to be adjusted for different locations in the field. Sensing the size of individual plants in the field can be achieved through drone imagery, the addition of sensors to traditional farming equipment, and robotic field scouting. At present, where precision agriculture is implemented, the decision making process in the precision agriculture feedback loop is rarely automated with crop management decisions being performed by expert growers.

The design of controllers to perform this automated decision making has seen some interest (see [1]). However further research in this area is needed. A lack of algorithms for automated decision making in VRA of nitrogen fertiliser was listed as a limiting factor by Padilla et al. [2]. Similarly, Bhakta et al. [3] highlight the lack of a controller that is suitable for the full range of VRA, namely: variable rate applications of fertiliser, pesticide, herbicide, and irrigation.

Applying control to crops in the agriculture sector differs significantly from well-established industrial control scenarios. In a typical control process, the feedback loop updates the control signal based on errors between the desired output and observed output at a high frequency, to reduce the effects of disturbances and modelling uncertainties. When applying control in precision agriculture this is less feasible. The spatial scale and economic constraints of agriculture prevent machinery from running through the field at a high frequency. Currently it is unlikely that the VRA machinery could be run through the field more than a few times during a crop’s growth. Similarly, sensing at the scale of individual plants is constrained due to the high cost in comparison to the small profit margins on agricultural produce.

![Fig. 1: Precision agriculture as a feedback process](image)

The main contribution of this paper is the development of a new model for the growth of lettuce crop, with desirable properties for control at the scale of an agricultural field. Our cooperative compartmental model captures the dynamics of single plants using a reduced number of states. This enables large scale simulations. Our model is validated using data from controlled lab experiments and field data from farmers. Cooperativity guarantees that an increase (decrease) of the nitrogen inputs induces an increase (decrease) of plant biomass outputs, a feature that simplifies control design. This is illustrated with a preliminary simulation study based on a distributed control strategy inspired by multi-agent consensus algorithms. Results show improvements at harvest even when realistic actuation and sensing constraints are considered.

In Section II we briefly review the current modelling approaches in agriculture. Our model is introduced in Section III. We demonstrate its cooperativity and show that the model is expressive enough to fit experimental data. Section IV develops simulations for the control of lettuce plants using proportional distributed feedback with actuation and sensing constraints. Conclusions and future research directions are summarised in Section V.
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II. A REVIEW OF MODELS IN AGRICULTURE

In agriculture, plants are managed by expert growers as open systems. Through interventions in the field, the plant’s “inputs”, such as water or fertiliser, are driven to cause a change in the “output” yield at harvest, with weather conditions acting as disturbances. The growers’ actions are usually driven by robust average “personal” models based on direct practice and experience. These contrast with the modelling practice of plant science, which focuses on the fine details of plant metabolism and structure. This difference is justified by the fact that agriculture is characterised by data scarcity and uncertainties due to genetic and environmental differences at the individual plant level. In this environment, the predictive ability of high resolution scientific models is often compromised by the challenge of noisy measurements and uncertainties.

This divide is not new to feedback control theory. The first step in control is often to build a model that captures the fundamental features of a process within a suitable compromise between accuracy and complexity. In this section we review existing mechanistic and functional-structural approaches to plant modelling. These models build a “virtual” plant to probe scientific hypothesis and to enable experimentation, with the goal of reaching a deeper analytical understanding of the plant behaviour, [4]. They provide the basis for the derivation of a simplified lettuce model for agricultural growth control in Section III.

Mechanistic plant models mathematically describe the processes within the plant and their interaction with the environment. These models are typically used to estimate yields (see [5], [6]), predict harvest times, and predict crop growth. They can be designed to respond to environmental conditions such as weather, temperature, light conditions, fertiliser treatments, and irrigation. Mechanistic models can scale from individual plants to ecosystems by assuming linear superposition and by aggregating model states. At the individual plant scale mechanistic models such as those produced by Thornley [7], Pearson et al. [6], and Harwood et al. [8], are often compartmental models which describe the flow of resources such as carbon and nitrogen through the plant. Pearson and Harwood model the flow of carbon through a plant using two compartments: one for carbon storage, and the second representing structural carbon, with photosynthesis modelled as a carbon inflow to the storage compartment. Their models also include the effect of temperature on the growth of structural biomass, photosynthesis, and senescence.

The Thornley model includes both nitrogen and carbon flows. The plant is modelled with six compartments divided between the shoots and roots of the plant. The shoots and roots each have a nitrogen store, carbon store and structural biomass. The plant absorbs nitrogen into the “root nitrogen store” which flows with some resistance into the “shoot nitrogen store”. Similarly, the plant has a carbon inflow to the “shoot carbon store” which flows to the “root carbon store”. Carbon and nitrogen stores contribute to the development of structural biomass, with the root stores contributing to the growth of structural biomass in the roots, and shoot stores contributing to growth in the shoots.

Functional-structural models combine mechanistic elements with the morphology of plants. They offer a higher resolution simulation of individual plants compared to purely mechanistic models. These models can be used to characterise the growth of individual organs of the plant, or specific behaviours such as self-competition, or detailed physical phenomena such as transport of water and carbon [9], [10]. As a result, functional-structural models are used as digital twins for simulation. The resolution of these models can provide insights that would be challenging to observe in real plants, but this comes at the cost of increased computational complexity.

While many functional-structural models include the full 3D geometry of the plant, some use a simpler topological representation. Topological models use graph-like structures with nodes and edges to represent plants. Topological models are less computationally complex than those based on the 3D geometry of the plant.

A functional-structural model may be necessary to capture the input/output dynamics of some plants. This is particularly important for plants where fruits are the output of interest. In these cases, characterisation of the relevant output requires knowledge of plant morphology. However, the use of functional-structural models may be intractable for the real-time control of crops, where hundreds of thousands of plants may be associated to a model with a large state-space. Mechanistic compartmental models for individual plants are much less computationally complex than functional-structural models, while still capturing key information about the system. As mechanistic models describe the processes within plants they can be easily extended to open models, with controlled inputs, exogenous disturbances (environment), and measured outputs.

III. MODELLING FOR CONTROL

A. Model description

We propose an open compartmental mechanistic plant model designed for feedback control of crop growth using variable-rate nitrogen application. Our model is a simplification of the root-shoot growth model by Thornley [7]. Several functions are adapted to make the model open, capturing the effect of temperature and light variations from the environment and of nitrogen variations in the soil.

In the Thornley model there are six compartments divided between the plant’s shoots (leaves and stems) and roots, so that each has a carbon store, nitrogen store, and structural biomass. In practice, the measurement of the root compartments in agriculture is difficult. These compartments have to be estimated indirectly from noisy observations of the shoots, in the presence of model uncertainties. This undermines the level of detail the Thornley model provides. Our model merges the roots and shoots resulting in a three compartment model, and uses a parameter to partition the biomass into shoots and roots, rather than estimating root states.
In our model, the structural biomass of the plant is a single compartment, \( b \geq 0 \). The portion of the plant’s structural biomass that is attributed to the shoots is given by the parameter \( \psi \in (0, 1) \), so that \( \psi b \) is the shoot dry biomass of the plant and \( (1 - \psi)b \) is the root dry biomass of the plant. The plant has a carbon storage compartment, \( c \geq 0 \), and a nitrogen storage compartment, \( n \geq 0 \). This gives the (non-negative) state vector \( x^T = [b, c, n] \). The uptake of nitrogen from the soil creates an inflow to the \( n \) compartment, and photosynthesis provides an inflow to the \( c \) compartment. Both nitrogen and carbon are consumed in the production of structural biomass \( b \). The flows between the compartments in the model are illustrated in Fig. 2.

### Fig. 2: The compartmental lettuce model: The red arrows show the flow of nitrogen through the system and the blue arrows show the flow of carbon.

The dynamics of an individual plant are described by

\[
\begin{align*}
\dot{b} &= G(b, c, n, T) - L_b(b) \tag{1a} \\
\dot{c} &= A_c(b, c, I) - B_c(c, T) \tag{1b} \\
\dot{n} &= A_n(b, n, u) - B_n(n, T) \tag{1c}
\end{align*}
\]

where

\[
G(b, c, n, T) = kR_T(T)\frac{c}{b}b 
\]

\[
R_T(T) = \frac{T_{op} - |T_{op} - T|}{T_{op}} 
\]

\[
L_b(b) = \frac{k_l b}{1 + \frac{k_{sat}}{b}} \tag{2c}
\]

\[
B_c(c, T) = \theta_c k_R(T)\frac{c}{b}b \tag{2d}
\]

\[
B_n(n, T) = \theta_n k_R(T)\frac{n}{b}b \tag{2e}
\]

\[
A_c(b, c, I) = \frac{\sigma_c \psi b I}{(1 + \frac{\psi b}{v})(1 + \frac{c}{\psi b})} \tag{2f}
\]

\[
A_n(b, n, u) = \frac{\sigma_n (1 - \psi) b u}{(1 + \frac{(1 - \psi)b}{v})(1 + \frac{u}{(1 - \psi)b})} \tag{2g}
\]

Parameters are described in Table I.

The growth of structural biomass is given by the function \( G(b, c, n, T) \) in (2a), where \( T \) is temperature. The growth rate is proportional to the mass concentration of carbon in the plant, \( c/b \), the mass concentration of nitrogen, \( n/b \), and the plants current biomass, \( b \). We model temperature dependence in the structural growth of the plant by multiplying the rate with a unit triangle function, \( R_T(T) \) in (2b), centred on an optimal temperature, \( T_{op} \). This models the effect of the growth rate peaking at an optimal temperature and declining away from it. This is similar to the temperature dependence used by Pearson et al. in their lettuce growth model [6]. The biomass loss equation, \( L_b(b) \) in (2c), models the biomass loss rate as linear when \( b \) is large in comparison to \( k_{int} \), but with a reduction in loss when the \( b \) is small.

The contributions from the carbon and nitrogen compartments to growth of structural biomass are modelled by the terms \( B_c(c, T) \) and \( B_n(n, T) \) in (1). These terms represent the loss of carbon and nitrogen due to the growth of the structural biomass and to other complex phenomena such as plant respiration and natural degradation. The parameters \( \theta_c \) and \( \theta_n \) are the rate at which carbon and nitrogen respectively are consumed during these processes. As in (2d), these functions are proportional to the mass concentration of the substrate and to the biomass of the plant. To illustrate this the redundant \( b/n \) is included in (2e) and (2f).

The nitrogen uptake equation, \( A_n(b, n, u) \) in (2g), and the photosynthesis equation, \( A_c(b, c, I) \) in (2f), are similar. These functions have been adapted from the Thornley model, by adding proportional input variables to model the response to environmental conditions. The carbon inflow due to photosynthesis is proportional to the light input to the plant, \( I \), and the shoot structural biomass \( \psi b \). Similarly, the nitrogen inflow is proportional to the nitrogen available to the plant, \( u \), and the root structural biomass \( (1 - \psi) b \). The first term in the denominator, \( (1 + \frac{\psi b}{v}) \) in (2f), represents the saturation of nutrient assimilation due to the plant’s size and models effects such as self-shading. The second term, \( (1 + \frac{c}{\psi b}) \), models a saturation in nutrient assimilation due to a high mass concentration of the nutrient.

### Table I: Model parameters and their descriptions. Value examples are from the “Good fit” time-serieses in Figure 4a.

| Parameter | Description | Value | Units |
|-----------|-------------|-------|-------|
| \( k \)  | Structural plant growth | 1000 | s\(^{-1} \) |
| \( k_l \) | Litter loss rate | 0.149 | s\(^{-1} \) |
| \( k_{sat} \) | Litter saturation parameter | 0.0221 | - |
| \( \sigma_c \) | Carbon assimilation rate | 0.260 | m\(^2\)W\(^{-1}\)s\(^{-1} \) |
| \( \sigma_n \) | Nitrogen assimilation rate | 70.0 | g\(^{-1}\)s\(^{-1} \) |
| \( v \) | Self-shading saturation value | 0.0620 | - |
| \( \beta_c \) | C product inhibition | 0.144 | - |
| \( \beta_n \) | N product inhibition | 0.115 | - |
| \( \psi \) | Shoot portion of biomass | 0.718 | - |
| \( T_{op} \) | Optimal temperature | 22 | °C |
| \( \theta_c \) | c biomass contribution rate | 6.89e-2 | - |
| \( \theta_n \) | n biomass contribution rate | 5.57e-6 | - |

The control input, \( u \geq 0 \), is the nitrogen availability in the soil. The output of the model is the portion of the plant’s biomass that belongs to the shoots of the plant, \( y = \psi b \geq 0 \). Temperature, \( T \), and light, \( I \geq 0 \), are disturbance inputs to the model. For simplicity, in what follows we model them as time-varying parameters. The system of differential equations can be represented in compact form as the single input single output system [5] below, where \( C = \begin{bmatrix} \psi & 0 & 0 \end{bmatrix} \) and \( f \) collects the right-hand side of (1), with the parameter vector represented by \( \theta \).

\[
\begin{align*}
\dot{x} &= f(x, u; \theta) \tag{3a} \\
y &= Cx \tag{3b}
\end{align*}
\]
If we restrict the input space of the model to the controlled nitrogen, by considering light and temperature as simple time-varying parameters, we can show that our model is an open cooperative system [11, 12]. This has several beneficial properties for control, the most significant of which is that an increase of the nitrogen input $u$ leads to an increase of the shoot biomass $y$. This is important for control as the monotone relationship is preserved despite large uncertainties on the system parameters.

**Theorem 3.1:** The model (1) and (2) described by the system (3) is an open cooperative system.

**Proof:** By the Kamke conditions [12], [11]: the system is cooperative if $C \geq 0$ (element-wise), for all $i$

$$e_i^T \frac{\partial f(x, u; \theta)}{\partial u} \geq 0,$$

and for all $i \neq j$

$$e_i^T \frac{\partial f(x, u; \theta)}{\partial x} e_j \geq 0,$$

where $e_i$ is the $i$-th column of the identity matrix.

By inspection of the Jacobian matrices for our model, every off-diagonal element is positive, therefore the system is cooperative. This is illustrated in Figure 3 where the off-diagonal elements of the Jacobian matrices are plotted as the edges of a directed graph with each edge marked with its sign. The positivity of the edge $(u, n)$ is given by $\frac{\partial A_u}{\partial n} \geq 0$. The positivity of the edge $(u, b)$ is given by $\frac{\partial A_u}{\partial b} \geq 0$ and $\frac{\partial A_n}{\partial b} \geq 0$. The latter follows from the fact that

$$\frac{\partial A_n}{\partial b} = \frac{uv_jn \sigma_v^2 (2nv + bn) \gamma + bn_jn \gamma}{(n + bn_jn) \gamma^2 (v + b\gamma)^2} \geq 0,$$

where $\gamma = (1 - \psi) > 0$. Likewise, the positivity of the edge $(c, b)$ is given by $\frac{\partial A_c}{\partial b} \geq 0$ and $\frac{\partial A_b}{\partial b} \geq 0$. The latter follows from the fact that

$$\frac{\partial A_c}{\partial b} = \frac{Ibv_jc \sigma_v^2 (2cv + bc \psi + bnv_jc \psi)}{(c + bn_jc \psi)^2 (v + b\psi)^2} \geq 0.$$

Finally, the positivity of the edge $(b, y)$ follows from $C \geq 0$.

![Fig. 3: Sign graph associated to the linearization of (3).](image)

**C. Parameter Fitting**

In simulation, the evolution in time of the biomass follows a typical logistic function as shown in Fig. 4a. This logistic curve captures the initial slow start of a plant, followed by a period of intense growth activity, which eventually slows down before harvest. We tested the ability of our model to capture realistic growth by fitting the model to experimental data from lettuce plants: first, a dataset of plants grown in an indoor grow tent; second, a dataset of plants from a real agricultural environment.

We grew 19 iceberg lettuce plants in an indoor grow tent in the Department of Engineering at the University of Cambridge, and produced a time series for the area of each plant based on segmented images. We converted this to dry biomass using the area and mass at harvest, a factor of 0.1 was used to convert from fresh biomass to dry. We fit our model to this dataset with the results shown in Figure 4b. The parameter fitting for the models was performed using the python function `scipy.optimize.minimize`, which implements the Broyden–Fletcher–Goldfarb–Shann algorithm with box constraints, [13], with a mean least squares cost function. We calculated the residuals between the model predicted shoot biomass $y = \psi b$ and the observed shoot biomass of the dry biomass timeseries. The normalised root mean square error (NRMSE) for all 19 lettuce plants are summarised in the histogram in Figure 4b. Figure 4a shows a plot of the trajectory and observed data for three example cases which represent good, average, and poor fitting. An example of fitted parameter values are given in Table I. Despite the limitations of our small dataset, Figure 4b illustrates that our model has enough flexibility to capture the growth of most plants, with few outliers.

To assess the ability of the model to fit to realistic agricultural data, which has a low sample rate, we fitted the model to a dataset of 1000 batches of outdoor lettuce plants. This dataset was provided by G’s Growers (a major growers’ cooperative and lettuce producer in the United Kingdom). Each entry in this dataset consists of sampled plants that were picked and weighed throughout the growing period of the batch. Each timeseries in the dataset had between 3 and 12 data points (a good illustration of the sampling frequency expected in outdoor agriculture). The wet mass of the plants was converted to a dry biomass using a factor of 0.1 and used to fit the model. A histogram of the normalised root mean square error (NRMSE) between the model and data is shown in Figure 5. A selection of raw data and fit responses are shown in Figure 5a. Figure 5b shows that, in the majority of cases, our model performs well with a low NRMSE and the “average fit” in the dataset fits the available data well. These results show that our model is capable of capturing the behaviour of annual plants in which the growth of the plant is the output of interest. The parameter fitting has been performed on lettuce, but we believe that similar results can be obtained on other crops where the size of individual plants is directly related to yield, such as salads and brassicas.
IV. CONTROL IN THE FIELD

A. The control problem

The main objective of a farmer is to maximise the profit from harvest. This can be achieved with an increase in yield and/or with a reduction in resource use. For high value produce, such as lettuce or other produce with higher value than grain, a significant portion of the harvested crop is discarded due to failing to meet buyer specifications. Improving the crop uniformity at harvest thus results in a higher yield, with larger portion of produce meeting the specification. This is the motivation for our preliminary study below, where we use our model to show how simple variable-rate nitrogen control strategies lead to higher uniformity and can increase yield. The study also shows that the improvement in uniformity enables us to reduce the total amount of nitrogen in comparison to the current agricultural practice based on uniform rate application. This is important as it allows a reduction in fertiliser costs and avoids unnecessary pollution. In summary, the control problem is to find a control strategy for variable-rate nitrogen application to increase uniformity at harvest and reduce total nitrogen use.

Accurate regulation of nitrogen can be achieved through variable rate application. Current approaches are either heuristic or based on optimisation. Heuristic approaches divide the field into management zones which are given different treatments based on either the size of plants within them or historic data. Guerrero and Mouazen carried out a simulated experiment in which they assigned fertility classes to management zones based on satellite imagery, historic yield data, and soil data. Additional fertiliser was then applied to lower fertility classes and resulted in 33-56.2% reduction in fertiliser use in comparison to the uniform scenario [14].

Optimisation based methods have also been shown to be effective and are not necessarily confined to nitrogen. Wu et al. performed optimal control for the water supply to virtual sunflower plants [15]. Neto et al. computed the optimal nitrogen supply for growth of crop and designed a controller for an industrial sludge plant to implement this [16]. We refer the reader to [1], [17] for further examples.

However, optimal control methods rely on accurate crop
models. This is a demanding requirement, as large model uncertainties are unavoidable in current agriculture practice. This is illustrated by Figure 6 which shows the uncontrolled growth of 100 simulated plants based on (1), (2), with a constant level of nitrogen $\bar{u} = 0.075$ g available to each plant. In this plot, model parameters are normally distributed with a standard deviation of 5% from the nominal values in Table I. Figure 6 shows how, over the course of the plant’s life, these small uncertainties result in significant changes in the growth of the plant. The dashed black line represents a threshold below which lettuce plants are rejected due to buyer specifications. In this paper the threshold was arbitrarily set to the 10th percentile of the final biomass for the uncontrolled scenario. This corresponds to a dry shoot biomass of 36.6 g.

![Fig. 6: Uncontrolled growth of 100 simulated plants (1),(2), with $u = \bar{u} = 0.075$ g for each plant. The black dashed line represents the rejection threshold (36.6 g).](image)

**B. Consensus-based multi-agent solution**

We propose, an alternative approach to heuristic or optimisation based methods, by considering the field as a multi-agent system on which we deploy consensus algorithms [18], [19]. The goal is to derive a coordinated variable-rate nitrogen application strategy for each plant to increase uniformity. We look at plants as agents, with the nitrogen inputs as controllable and affecting their growth, and estimate the dry shoot biomass of the plant through remote sensing. Even though consensus cannot be achieved through differential nitrogen application alone in a heterogeneous field, the control action will reduce the variance in plant growth and increase uniformity.

The control strategy is rooted on Theorem 3.1 which guarantees that an increase in the available nitrogen input will result in an increase in the plants growth and a decrease in the nitrogen input will result in reduced growth, regardless of uncertainties in the model parameters. This is illustrated in Figure 7. These simulation results show the monotone relationship between the plant biomass at day 50 and different constant levels of nitrogen $u$. Each curve represents a different set of parameters, highlighting that modelling uncertainties do not affect the order preserving properties of our cooperative model.

![Fig. 7: Sensitivity of biomass to available nitrogen. Effect of constant nitrogen levels on the size of the plant biomass, $b$, at day 50. Each curve is related to a different set of parameters normally distributed about those given in Table I. The dashed lines represent the saturation function adopted for feedback. The solid black vertical line is $\bar{u}$.](image)

The simplest approach is a piecewise constant application strategy for each plant based on proportional feedback. For each plant $i$ we consider the strategy

$$u_i = \bar{u} + \text{sat}(k[y_i - \bar{y}]).$$

(4)

where $\bar{u} = 0.075$ g is a uniform constant value of nitrogen applied to the field, perturbed by $\text{sat}(k[y_i - \bar{y}])$ which penalises the displacement between the current plant growth $y_i$ and the field average growth $\bar{y}$. The function $\text{sat}(\cdot)$ corresponds to a piecewise linear, symmetric saturation function limiting $u_i$ to the range $0.0675 < u_i < 0.0825$.

Equation (4) applies higher nitrogen levels to plants that are underdeveloped with respect to the average of the field, and reduces nitrogen levels applied to overdeveloped plants. Each plant received a nitrogen application of $u_i$ every day, computed with $k = 0.05$, and modelled as a piecewise constant signal. Results are illustrated in Figure 8a. The reduction of variance is evident, in comparison to the uncontrolled case in Figure 6.

The ideal control scenario shown in Figure 8a is not realistic due to practical constraints in the field. We address several of these challenges below:

i) Daily application of nitrogen is not realistic due to costs and constraints in the availability of machinery. In Figure 8b we explore the more realistic case of applications performed every 14 days, the “sparse” scenario. This better reflects the limitations of actuation and sensing.

ii) Computing the average growth $\bar{y}$ can also be expensive for a large field. This can be mitigated by using...
distributed control laws of the form

$$u_i = \bar{u} + \text{sat} \left( \frac{k}{|N_i|} \sum_{j \in N_i} (y_j - y_i) \right)$$  \hspace{1cm} (5)$$

where $N_i$ is the set of plants that belong to the local neighbourhood of the plant $i$. In simulation, we assign the neighbourhood of each plant by placing the plants in a virtual grid. The neighbours of plant $i$ are the adjacent and diagonal plants in the virtual grid, giving each plant up to 8 neighbours. Figure 8c shows simulation results with both sparse applications and the local control law.

iii) Finally, noisy measurements must be taken into account in any realistic scenario. This case is explored in Figure 8d where each observation $y_i$ has additive Gaussian noise with standard deviation of $\sigma = 0.1y_i$.

These cases show a progressive degradation of performance. However, each modification results in a reduced variance in comparison to the uncontrolled case of Figure 6.

The ideally controlled case has a significantly reduced variance, with the variance reduced from 29.73g$^2$ in the uncontrolled scenario to 7.91g$^2$ in the ideally controlled scenario. As shown in figure 9a this resulted in the portion of crop meeting the rejection threshold increasing from 90% to 98% without an increase in nitrogen availability. In the simulation above, the ideal control scenario consumed 99% of the nitrogen used in the uncontrolled scenario.

Figure 8c shows box plots summarising the final shoot biomass for the uncontrolled scenario, ideally controlled scenario, and the three sparsely controlled scenarios. The figure shows that the control performance was reduced in the sparse control scenarios with the use of the local mean controller, and the introduction of noise. The sparse control scenario had a variance of 13.97g$^2$, while the sparse local control had a variance of 14.07g$^2$. In both of these scenarios the portion of crop that met the threshold was 98%, matching the ideal control scenario. The scenario with added noise shows degraded performance in comparison to the ideal control case. However, as shown in Figure 9b it still provides an improvement from the uncontrolled scenario, with a coefficient of variation of 17.76g$^2$ and 94% of plants meeting the rejection threshold.

Fig. 8: Control of the shoot biomass, $y = \bar{u}/b$, in various simulation scenarios. In Figures 8b, 8c and 8d the vertical dotted lines show when the sparse control updated the nitrogen available to the plant. The horizontal dashed line indicates the rejection threshold for the lettuce crop, set at 36.6g the 10th percentile in the uncontrolled scenario.

Fig. 9: Comparison between the histogram in the uncontrolled case, and the histograms for the ideally controlled and sparse local control with noise scenarios.

(b) Uncontrolled vs Sparse local control with noise.

Fig. 10: Boxplots for the Uncontrolled vs Ideal vs Sparse cases with $\bar{u} = 0.075g$.

(b) Uncontrolled vs Ideal vs Sparse cases with $\bar{u} = 0.073g$. 0.0655 < $u_i$ < 0.0805. In the uncontrolled case $\bar{u} = 0.075g$ is unchanged.

(a) Uncontrolled vs Ideal vs Sparse cases with $\bar{u} = 0.075g$.

The improvement in uniformity may be sufficient to reduce the average nitrogen input $\bar{u}$ to the field resulting in substantial reductions in nitrogen usage without a loss in yield.
This is explored in Figure [10b] where $\bar{u} = 0.073g$. In the ideal and sparse control scenarios, 95% and 94% of lettuces respectively are above the rejection threshold, outperforming the uncontrolled scenario. In the local scenario 91% of plants are above the threshold matching the uncontrolled scenario. In the noisy scenario 90% of plants were above the threshold, matching the uncontrolled scenario. In all of these cases nitrogen use was substantially reduced, with the worst performing scenario consuming 4.8% less nitrogen than in the uncontrolled case. For the farmer even a small percentage improvement in yield or decrease in fertiliser use is financially significant and an improvement in yield of 4%, as in the noisy case with $\bar{u} = 0.075g$, or the reduction of fertiliser use of 4.8% in this case is substantial.

V. Conclusion

In this paper we have presented a model for plant growth and preliminary simulation results controlling a field as a multi-agent system in simulation. Our model is well suited to control of lettuce in an agriculture as it is a mechanistic model with a small state space and cooperative behaviour. The model performs well when fitted to datasets from real plants.

Controlling a field as a multi-agent system and applying a basic distributed law to the individual plants is a promising method for the generation of individualised fertiliser prescriptions and decision making in precision agriculture. When nitrogen was applied daily this control strategy improved the uniformity of the simulated crop significantly. Uniformity was also improved in more realistic scenarios, where nitrogen was applied every two weeks and noise was introduced.

Our future work will focus on improving the controller design, providing performance guarantees for our system, and implementing the controller in a real agricultural process. This will require the integration of supporting technologies such as remote sensing and variable rate application, and solving the related challenges of a real system with noisy, sparse data sources and infrequent actuation that have been discussed in simulation in this paper.

References

[1] A. Cobbenhagen, D. Antunes, M. van de Molengraft, and W. Heemels, “Opportunities for control engineering in arable precision agriculture,” Annual Reviews in Control, vol. 51, pp. 47–55, 2021.
[2] F. M. Padilla, M. Gallardo, M. T. Peña-Fleitas, R. De Souza, and R. B. Thompson, “Proximal optical sensors for nitrogen management of vegetable crops: A review,” Sensors, vol. 18, no. 7, p. 2083, 2018.
[3] I. Bhakta, S. Phadikar, and K. Majumder, “State-of-the-art technologies in precision agriculture: a systematic review,” Journal of the Science of Food and Agriculture, vol. 99, no. 11, pp. 4878–4888, 2019.
[4] J. Hilty, B. Muller, F. Pantin, and S. Leuzinger, “Plant growth: the what, the how, and the why,” New Phytologist, vol. 232, no. 1, pp. 25–41, 2021.
[5] N. Pelak, R. Revelli, and A. Porporato, “A dynamical systems framework for crop models: Toward optimal fertilization and irrigation strategies under climatic variability,” Ecological Modelling, vol. 365, pp. 80–92, 2017.
[6] S. Pearson, T. R. Wheeler, P. Hadley, and A. E. Wheldon, “A validated model to predict the effects of environment on the growth of lettuce (lactuca sativa l.): Implications for climate change,” Journal of Horticultural Science, vol. 72, no. 4, pp. 503–517, 1997.
[7] J. H. M. Thornley, “Modelling Shoot Root Relations: the Only Way Forward?” Annals of Botany, vol. 81, no. 2, pp. 165–171, 02 1998. [Online]. Available: https://doi.org/10.1006/anbo.1997.0529.
[8] T. Harwood, F. Al Said, S. Pearson, S. Houghton, and P. Hadley, “Modelling uncertainty in field grown iceberg lettuce production for decision support,” Computers and Electronics in Agriculture, vol. 71, no. 1, pp. 57–63, 2010.
[9] A. Lacointe and P. E. H. Minchin, A Mechanistic Model to Predict Distribution of Carbon Among Multiple Sinks. New York, NY: Springer New York, 2019, pp. 371–386.
[10] X.-R. Zhou, A. Schneip, J. Vanderborght, D. Leitner, A. Lacointe, H. Vereecken, and G. Lobet, “CPlantBox, a whole-plant modelling framework for the simulation of water- and carbon-related processes,” in silico Plants, vol. 2, no. 1, 01 2020, diaa001. [Online]. Available: https://doi.org/10.1093/insilicoplasts/diaa001.
[11] D. Angeli and E. Song, “Monotone control systems,” IEEE Transactions on Automatic Control, vol. 48, no. 10, pp. 1684 – 1698, 2003.
[12] H. L. Smith, Monotone dynamical systems: an introduction to the theory of competitive and cooperative systems. American Mathematical Soc., 1995, no. 41.
[13] R. H. Byrd, P. Lu, J. Nocedal, and C. Zhu, “A limited memory algorithm for bound constrained optimization,” SIAM Journal on Scientific Computing, vol. 16, no. 5, pp. 1190–1208, 1995. [Online]. Available: https://doi.org/10.1137/09161009.
[14] A. Guerrero and A. M. Mouzaen, “Evaluation of variable rate nitrogen fertilization scenarios in cereal crops from economic, environmental and technical perspective,” Soil and Tillage Research, vol. 213, p. 105110, 2021.
[15] L. Wu, F.-X. Le Dimet, P. de Reffye, B.-G. Hu, P.-H. Cournède, and M.-Z. Kang, “An optimal control methodology for plant growth—case study of a water supply problem of sunflower,” Mathematics and Computers in Simulation, vol. 82, no. 5, pp. 909–923, 2012.
[16] O. B. Neto, A. Haddon, F. Aichouche, J. Harmand, M. Mulas, and F. Corona, “Predictive control of activated sludge plants to supply nitrogen for optimal crop growth,” IFAC-PapersOnLine, vol. 54, no. 3, pp. 200–205, 2021, 16th IFAC Symposium on Advance Control of Chemical Processes ADCHEM 2021.
[17] L. Schoonen, A. Cobbenhagen, and W. Heemels, “Optimal irrigation management for large-scale arable farming using model predictive control the authors acknowledge the support of ‘toeslag voor topcon-sortia voor kennis en innovatie’ (tki htsm) from the ministry of economic affairs, the Netherlands.” IFAC-PapersOnLine, vol. 52, no. 30, pp. 56–61, 2019, 6th IFAC Conference on Sensing, Control and Automation Technologies for Agriculture AGRICONTROL 2019. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S240586319323985.
[18] R. O. Saber and R. M. Murray, “Consensus protocols for networks of dynamic agents,” 2003.
[19] R. Olfati-Saber, J. A. Fax, and R. M. Murray, “Consensus and cooperation in networked multi-agent systems,” Proceedings of the IEEE, vol. 95, no. 1, pp. 215–233, 2007.