PERIOD 2 QUIVERS AND THEIR T- AND Y-SYSTEMS
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Abstract. We give a general definition for period 2 quivers before making some prudent assumptions to reduce the number of possibilities. Finding these quivers requires solving a complicated system of equations between the number of arrows in the quiver. We find all solutions of these systems for quivers with \( N = 3, 4, 5 \) vertices and give some solutions for \( N = 6 \). We then consider the \( T- \) and \( Y- \) systems associated with these quivers, some of which exhibit periodic quantities which lead to reductions; in a few cases we obtain the Somos-4 and Somos-5 recurrences.

1. Introduction

Quiver mutation was defined in [2] and is an operation for transforming one quiver \( Q \) into another, provided we do not have any loops or 2-cycles. The mutation is denoted \( \mu_k \) and can be performed at any vertex \( k \). It is defined in 3 steps:

1. For each length two path \( i \to k \to j \) add a new arrow \( i \to j \).
2. Reverse the direction of all arrows entering or exiting \( k \).
3. Delete all 2-cycles that have appeared.

If we write \( b_{i,j} \) and \( b'_{i,j} \) for the number of arrows from \( i \) to \( j \) in \( Q \) and \( \mu_k(Q) \) respectively then this definition is equivalent to

\[
\begin{align*}
    b'_{i,j} = & \begin{cases} 
        -b_{i,j} & i = k \text{ or } j = k, \\
        b_{i,j} + \frac{1}{2}(b_{i,k}b_{k,j} + b_{k,i}b_{j,k}) & \text{otherwise.}
    \end{cases}
\end{align*}
\]

We will often express the information given by the \( b_{i,j} \) as a skew-symmetric matrix \( B = (b_{i,j}) \) called the exchange matrix (or \( B \) matrix) for \( Q \).

In [7] the authors look for quivers which are the same after a single mutation, up to a certain relabelling. Explicitly, for a quiver \( Q \) with \( N \) vertices, we should have

\[
\rho \mu_1(Q) = Q
\]

where the permutation \( \rho \) relabels the vertex labels of the quiver by

\[
\rho = (1, 2, 3, \ldots, N - 1, N)
\]

and it has been assumed, without loss of generality, that the mutation should occur at the vertex labelled “1”. These quivers are then called period 1. Fordy and Marsh were able to give the following classification of period 1 quivers.

**Theorem 1.1.** A quiver is period one if and only if the \( b_{i,j} \) satisfy

\[
b_{1,j} = b_{1,N+2-j}
\]
for $j = 2, \ldots, N$ and

$$b_{i,j} = b_{i-j+1,1} + \sum_{m=2}^{j} \epsilon_{m,1,i-j+m}$$

for all $i > j$. Here

$$\epsilon_{i,j,l} := \frac{1}{2} (|b_{i,j}|b_{j,l} + |b_{i,j}|b_{j,l})$$

is the expression that appears in the second case of (1).

This theorem says that each of the $b_{i,j}$ is determined by the arrows at vertex 1, by equation (5), and that these satisfy the “palindrome” property (4). Conversely any choice of $b_{1,j}$ satisfying (4) can be used to generate a period 1 quiver. Naturally one can ask if this tidy result can be generalised to quivers with larger periods.

Fordy and Marsh give the following definition of period 2 quivers,

$$\rho \mu_2 \mu_1(Q) = Q$$

where we mutate at vertices 1 and 2, and use the same permutation (3). For us, this definition seems a bit restrictive, a more general definition might be

$$\sigma \mu_k \mu_j(Q) = Q$$

for any permutation $\sigma$ and any pair of vertices $j, k$. In fact, after a relabelling of $Q$, we can assume that the first mutation occurs at 1 and that the permutation $\sigma$ is given by taking $(1, 2, 3, \ldots, N)$ and “splitting” it into as many permutations as we like, without reordering the integers. Two examples are:

$$(1, 2, 3)(4, 5, 6, 7)(8, 9, \ldots, N), \quad (1)(2, 3)(4, 5)(6, 7, \ldots, N - 1)(N).$$

As an example with $N = 4$, for $\sigma = (1, 2)(3, 4)$ and $k = 4$, the quiver

![Quiver Diagram]

satisfies $\sigma \mu_4 \mu_1(Q) = Q$.

In addition to quiver mutation, there is also an operation defined in [2] called cluster mutation. We first attach variables $x_i$ to each vertex $i$ of $Q$, each is called an initial cluster variable and the set $x_0 := \{x_1, \ldots, x_N\}$ is called the initial cluster. For any vertex $k$ the mutation $\mu_k$, in addition to giving a new quiver as defined above, gives a new variable $x'_k := \mu_k(x_k)$ defined by

$$x'_k := \frac{1}{x_k} \left( \prod_{i\rightarrow k} x_i + \prod_{i\leftarrow k} x_i \right)$$

where the products are over the arrows into (and out of) $k$ in $Q$. This gives a new cluster $\mu_k(x_0) := \{x_1, \ldots, x'_k, \ldots, x_N\}$. We write the exchange matrix for $Q$ as $B_0$ and call the pair $(B_0, x_0)$ the initial seed. We can consider mutation at $k$ as an operation giving a new seed

$$\mu_k(B_0, x_0) = (\mu_k(B_0), \mu_k(x_0))$$
After this we are free to mutate further, as many times as we like. We define the set of cluster variables as the set of elements of the clusters obtained by applying any sequence of mutations to the initial seed. The cluster algebra is the $\mathbb{Z}$-algebra generated by the set of cluster variables.

In general, as we perform further mutations, the form of the right hand side of (9) will change. However, for period 1 quivers, Fordy and Marsh showed that when performing the sequence of mutations $\mu_1, \mu_2, \mu_3, \ldots$ the right hand side will always look the same. By this we mean that if we take initial cluster variables $x_1, \ldots, x_N$ and call the cluster variable obtained after $i$ mutations $x_{N+i}$ then the relations (9) for the sequence $(x_n)_{n \in \mathbb{Z}}$ reduce to a recurrence relation, as follows.

**Theorem 1.2.** The recurrences obtained from period 1 quivers are precisely those of the form

$$x_{n+N}x_n = \prod_{i=1}^{N-1} x_{n+i}^{b_{1,i+1}} + \prod_{i=1}^{N-1} x_{n+i}^{-b_{1,i+1}}$$

with $b_{1,j} = b_{1,N+2-j}$ for $j = 2, \ldots, N$. Here the square brackets are defined by

$$[\alpha] = \begin{cases} 
\alpha & \alpha \geq 0, \\
0 & \alpha < 0.
\end{cases}$$

These recurrences fit into Nakanishi’s definition of $T$-systems for a quiver with any period, [20], which he gave to generalise classical $T$-systems. These are obtained by applying a more complicated sequence of mutations to the initial quiver and lead to a system of recurrences, rather than just one. In fact, to obtain these systems we will mutate at each of the vertices in the $\sigma$ orbit of 1 and $k$. We will not mutate at the vertices outside of these orbits so the cluster variables at those vertices will not change; these cluster variables will essentially be coefficients in the $T$-system.

To simplify our search we assume that we mutate at every vertex, in which case the permutation $\sigma$ of (7) will be one of two forms:

$$\sigma = (1, 2, \ldots, k, \ldots, N), \quad \sigma = (1, 2, \ldots, k-1)(k, \ldots, N)$$

and the $T$-systems look quite different for each. In this work we make one final simplification: If $Q$ satisfies the period 2 equation (7) then so does $\mu_1(Q)$ (up to a relabelling). Hence it is enough to find either $Q$ or $\mu_1(Q)$. This allows us to restrict our search to fewer choices of $k$. The final form of the period 2 equation we take is as follows.

**Lemma 1.3.** Up to a relabelling of vertices a quiver $Q$ is period 2 if it, or $\mu_1(Q)$, satisfies

$$\sigma \mu_k \mu_1(Q) = Q$$

for either

(i) $\sigma = (1, 2, \ldots, N), \quad k = 2, \ldots, \lceil \frac{N+1}{2} \rceil$,

(ii) $\sigma = (1, 2, \ldots, k-1)(k, \ldots, N), \quad k = 2, \ldots, \lceil \frac{N+2}{2} \rceil$.

This result is a composite of Lemmas 2.1 and 2.4. A large portion of this paper is devoted to finding solutions of (11) with these assumptions, but it is not clear how to classify period 2 quivers in general. Instead we calculate the period 2 quivers for a low number of vertices, of which there are surprisingly many. We give these results in Theorems 3.1, 4.1, 5.1, 6.1 and 7.1.
A special case of the $T$-systems obtained from period 1 quivers, (10), is the recurrence

\[ x_{n+N} = x_{n+p} x_{n+q} + 1 \]

where $N = p + q$. This is obtained from mutating orientations of affine $\tilde{A}_{q,p}$ diagrams, with $q$ arrows pointing clockwise and $p$ anticlockwise. The recurrence (12) was shown in [7, 6] to have expressions

\[ J_n := \frac{x_{n+2q} + x_n}{x_{n+q}}, \quad \tilde{J}_n := \frac{x_{n+2p} + x_n}{x_{n+p}} \]

which are period $p$ and $q$ respectively. These are used to show that there exists linear relations between the iterates of (10) and that, for even $N$, the “cluster map” defined by (12) is Liouville integrable, with the $J_n$ and $\tilde{J}_n$ used to construct conserved quantities for this map. In [23] this approach was applied to the $T$-systems from affine $\tilde{D}_N$ and $\tilde{E}$ type quivers, to show that they also have periodic quantities that lead to to linear relations between the cluster variables and that reductions of their respective cluster maps are also integrable, with the exception of $\tilde{D}_N$ for odd $N$. The resulting linear relations were also found in [19], using links between cluster algebras and representation theory. The existence of such linear relations, for $\tilde{A}$ and $\tilde{D}$ type, was also proved in [11] using friezes. In this work we show that a handful of the systems from period 2 quivers also have periodic quantities that, in many cases, allow us to give a simpler expression of the system.

In addition to $T$-systems, there is a corresponding system, for any periodic quiver, known as a $Y$-system: we attach variables $y_i$ to each vertex and $\mu_k$ gives new $y$ variables defined by

\[
\mu_k(y_j) = \begin{cases} 
-1 & j = k, \\
\frac{y_k^{-1}}{y_j \left(1 + y_k^{\text{sgn}(b_{jk})}b_{jk}\right)} & j \neq k,
\end{cases}
\]

where $\text{sgn}$ denotes the sign function. We can include this information in the seeds defined above: the initial seed is $(B_0, x_0, y_0)$ and mutation gives a new seed

\[ \mu_k(B_0, x_0, y_0) = (\mu_k(B_0), \mu_k(x_0), \mu_k(y_0)) \]

The $Y$-system is the system of recurrences in the $y$ variables obtained from same sequence of mutations we used to obtain the $T$-system. In general, calculating the $T$- and $Y$-systems directly can be painful, but fortunately [20] gives a compact formula, which we detail later as we apply it to period 2 quivers.

For period 1 quivers the $Y$-system is given by

\[ y_{n+N} y_n = \frac{\prod_{j=1}^{N-1} (1 + y_{n+j})^{-b_{1,j+1}}}{\prod_{j=1}^{N-1} (1 + y_{n+j}^{-1})^{b_{1,j+1}}} \]

The relationship between (10) and (14) was studied in [11]. There the authors introduce a new variable $Z_n$ that multiplies the right hand side of (10) and call this new system the $T_Z$ system. They then show that, for a solution of the $T_Z$ system,
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taking

\[ \bar{y}_n = \prod_{j=1}^{N-1} x_{n+j}^{-b_{1,j+1}} \]

gives a solution of the Y-system (14) if and only if the Z variables satisfy

\[ \prod_{j=1}^{N-1} Z_{n+j}^{-b_{1,j+1}} = 1 \]

A similar result as holds for general T\(_Z\)- and Y-systems, the details of which can be found in Remark 2.8.

The link between Y-systems and cluster algebras was first given in [5] for bipartite quivers. Connections between cluster algebras and a further type of system, Q-systems, were shown in [14]. There are also relations with other integrable systems; cluster algebras have been constructed with cluster variables satisfying the discrete Lotka-Volterra and discrete Liouville equations [13], the Hirota-Miwa equation [21], and the discrete mKdV and discrete Toda equations [22]. These papers by Okubo and [11] also demonstrate that certain discrete Painlevé equations arise from cluster algebras. A review of many of the other connections between T- and Y-systems (including their appearance in cluster algebras) and integrable systems can be found in [18].

Many authors have also been interested in the periodicities of such systems, inspired by the Zamolodchikov conjecture [24], which predicts the periodicity of Y-systems associated with Dynkin ADE quivers. A proof of this was given in [4] using the then nascent theory of cluster algebras. The periodicity of the corresponding T-systems follows from the “finite type cluster algebras” classification in [3]: a cluster algebra has finitely many cluster variables if and only if the initial quiver is mutation equivalent to a Dynkin ADE quiver. Studies of generalised forms of Zamolodchikov’s conjecture can be found in, for example, [12, 15, 8].

This paper is arranged as follows: In Section 2 we discuss our definition of period 2 quivers and what assumptions we can make about the vertices we mutate at and the permutation we use. We then write down the system of equations satisfied by the B matrix entries for a period 2 quiver. Afterwards we define and obtain the T- and Y-systems related to these quivers. In Sections 3, 4, 5 and 6 we find all solutions of the period 2 equation for quivers with \( N = 3, 4, 5 \). In Section 7 we find some solutions for \( N = 6 \). Finally in Section 8 we discuss some of the T- and Y-systems for the quivers we have found, which can be simplified due to the presence of periodic quantities.

2. PERIOD 2 QUIVERS

We begin here by justifying the assumptions we make about the period 2 equation (7), which will allow us to greatly reduce the number of cases we need to check. In Section 2.2 we write down the period 2 equation in terms of the B matrix entries \( b_{i,j} \), which is the system of equations we need to solve to find period 2 quivers. Since we are interested in the T- and Y-systems that can be obtained from these, in Section 2.3 we give Nakajishi’s construction of T- and Y-systems for quivers with any period. In Section 2.4 we describe how the T-system looks for period 2 quivers with the permutations \( (1, 2, \ldots, N) \) and \( (1, \ldots, k-1)(k, \ldots, N) \). Finally in 2.5 we write down the corresponding Y-systems.
2.1. **Assumptions about the permutation** $\sigma$. Before starting the search for period 2 quivers, we first justify our assumptions about the defining equation $\sigma \mu_k \mu_1(Q) = Q$.

**Lemma 2.1.** Without loss of generality we can assume that the first mutation occurs at vertex 1 and that the permutation $\sigma$ is given by

$$\sigma = \prod_{i=1}^{\alpha} (\sigma_{i_1} \sigma_{i_2} \ldots \sigma_{i_{\beta_i}})$$

where $\alpha$ and $\beta_i$ are integers and the $\sigma_{i_j}$ satisfy

$$\sigma_{i_{j+1}} = \sigma_{i_j} + 1, \quad \sigma_{(i+1)}_1 = \sigma_{i_{\beta_j}} + 1, \quad \sigma_{11} = 1.$$  

Furthermore, if the second mutation $k$ appears in a different cycle to 1 then we can assume that it appears at the start of the second cycle, i.e. in (15) we have $\sigma_{21} = k$. Equivalently $\sigma$ is given by

$$\sigma = (1, 2, \ldots, k-1)(k, k+1, \ldots, \sigma_{2}\beta_2) \prod_{i=3}^{\alpha} (\sigma_{i_1} \sigma_{i_2} \ldots \sigma_{i_{\beta_i}})$$

satisfying (16).

**Proof.** Let the general permutation in (7) be given by

$$\prod_{i=1}^{\alpha} (\bar{\sigma}_{i_1} \bar{\sigma}_{i_2} \ldots \bar{\sigma}_{i_{\beta_i}}).$$

We let $\sigma'$ be the permutation given by the simultaneously relabelling $\bar{\sigma}_{i} \rightarrow i$, for each $i$. This satisfies (16). Let $j'$ be the first vertex we mutate under this new labelling. We now subtract $j' - 1$ from every vertex label to ensure that the first mutated vertex is 1, without violating conditions (16).

Finally if $k$ appears in a different cycle to 1 then we can apply this lemma to the permutation that occurs after the first cycle in (15):

$$\prod_{i=2}^{\alpha} (\sigma_{i_1} \sigma_{i_2} \ldots \sigma_{i_{\beta_i}})$$

to bring $k$ to the start, without affecting the order. \qed

Because of this we can instead look at the equation

$$\sigma \mu_k \mu_1(Q) = Q$$

where $\sigma$ is of the form (15) or (17).

**Example 2.2.** For $N = 5$ the possible permutations are given by the ways we can take

$$(1, 2, 3, 4, 5)$$

and separate it into cycles by adding brackets, without reordering the numbers. We have the following options

$$(1, 2, 3, 4, 5) \quad (1, 2, 3, 4)(5) \quad (1, 2, 3)(4, 5) \quad (1, 2)(3, 4, 5)$$

$$(1)(2, 3, 4, 5) \quad (1, 2, 3)(4, 5) \quad (1, 2)(3, 4, 5) \quad (1)(2, 3)(4, 5)$$

$$(1, 2)(3)(4, 5) \quad (1)(2, 3)(4, 5) \quad (1)(2)(3, 4, 5) \quad (1)(2)(3, 4)(5)$$

$$(1)(2, 3)(4)(5) \quad (1)(2, 3)(4, 5) \quad (1)(2)(3)(4, 5) \quad (1)(2)(3)(4)(5)$$

$$(1)(2)(3)(4)(5) \quad (1)(2)(3)(4)(5) \quad (1)(2)(3)(4)(5)$$
There are 4 choices of $k$ for $(1, 2, 3, 4, 5)$ and one for the rest of the permutations (by taking $k$ as the first entry in the second cycle).

**Example 2.3.** The quiver, given in [7] equation (11),

$$Q := \begin{array}{ccc}
1 & \rightarrow & m \\
\downarrow & & \uparrow \\
2 & \rightarrow & n \\
\downarrow & & \uparrow \\
3 & \rightarrow & n+m \\
\downarrow & & \uparrow \\
4 & \rightarrow & n \\
\downarrow & & \uparrow \\
5 & \rightarrow & n+m
\end{array}$$

is mutated to

$$\begin{array}{ccc}
1 & \leftarrow & m \\
\downarrow & & \uparrow \\
2 & \leftarrow & m-1 \\
\downarrow & & \uparrow \\
3 & \leftarrow & n+m \\
\downarrow & & \uparrow \\
4 & \leftarrow & n \\
\downarrow & & \uparrow \\
5 & \leftarrow & n+m
\end{array}$$

by $\mu_1$ and then $\mu_2$. We see that the permutation $\sigma = (1, 4, 2, 5, 3)$ applied to $\mu_2\mu_1(Q)$ gives $Q$ back. In this case the relabelling $\sigma'$ is given by

$$1 \mapsto 1, \quad 4 \mapsto 2, \quad 2 \mapsto 3, \quad 5 \mapsto 4, \quad 3 \mapsto 5$$

so

$$\sigma'(Q) = \begin{array}{ccc}
1 & \rightarrow & m+n \\
\downarrow & & \uparrow \\
2 & \rightarrow & n \\
\downarrow & & \uparrow \\
3 & \rightarrow & n-1 \\
\downarrow & & \uparrow \\
4 & \rightarrow & m+n \\
\downarrow & & \uparrow \\
5 & \rightarrow & m+n
\end{array}$$

has the property that $\rho \mu_3 \mu_1 \sigma'(Q) = \sigma'(Q)$, so that $\sigma'(Q)$ satisfies (19).

As mentioned in the introduction, when we obtain the $T$- and $Y$-systems from these quiver we will mutate at every vertex in the $\sigma$ orbit of 1 and $k$, so vertices outside of these orbits will be frozen. In our work we will assume that there are no frozen vertices, so we can update the period 2 equation to

(21) $\sigma k \mu_1(Q) = Q$

where

$$\sigma = (1, 2, \ldots, N) \quad \text{or} \quad \sigma = (1, \ldots, k-1)(k, \ldots, N).$$

We give more details about the construction of $T$- and $Y$-systems in Section 2.3.

Finally we note that, since $Q$ is period 2, $\mu_1(Q)$ is also period 2. This allows us to further reduce our search.

**Lemma 2.4.** If $Q$ satisfies (21) then we have the following two cases.
(i) For $\sigma = (1, \ldots, N)$, after a relabelling, the quiver $Q' := \mu_1(Q)$ satisfies

$$\sigma \mu_{N-k+1} \mu_1(Q') = Q'.$$

(ii) For $\sigma = (1, \ldots, k-1)(k, \ldots, N)$, after a relabelling, $Q'$ satisfies

$$\sigma' \mu_{N-k+2} \mu_1(Q') = Q'$$

where $\sigma' = (1, 2, \ldots, N-k+1)(N-k+2, \ldots, N)$.

Proof. We take $Q' := \mu_1(Q)$. By (21), we have

$$Q' = \mu_1 \mu_k(Q') = \sigma \mu_{\sigma^{-1}(1)} \mu_k(Q').$$

Now we define $Q''$ by $Q' = \sigma''(Q'')$ where $\sigma''$ is the permutation $\sigma''(i) = i + k - 1$ (with labels taken mod $N$), then we have

$$Q'' = (\sigma'')^{-1} \sigma \mu_{\sigma^{-1}(1)} \mu_k \sigma''(Q'') = (\sigma'')^{-1} \sigma \sigma'' \mu_{\sigma''^{-1} \sigma^{-1}(1)} \mu_{\sigma''^{-1}(k)}(Q'').$$

In the case with $\sigma = (1, 2, \ldots, N)$ we have

$$\sigma = (\sigma'')^{-1} \sigma \sigma'', \quad (\sigma'')^{-1}(k) = 1, \quad (\sigma'')^{-1}(1) = N - k + 1$$

so here (22) is

$$\sigma \mu_{N-k+1} \mu_1(Q'') = Q''$$

so $Q'$ satisfies the required equation, up to the relabelling $\sigma''$. This is part (i) of the lemma.

For $\sigma = (1, \ldots, k-1)(k, \ldots, N)$, however, we have $(\sigma'')^{-1} \sigma \sigma'' = \sigma'$ where

$$\sigma' := (1, 2, \ldots, N-k+1)(N-k+2, \ldots, N)$$

and $(\sigma'')^{-1} \sigma^{-1}(1) = N$, so (22) is

$$\sigma' \mu_{N} \mu_1(Q'') = Q''.$$

As discussed in Lemma 2.4, we can assume that the second mutation occurs at $N - k + 2$ by relabelling the vertices of the second cycle in (23), while fixing $\sigma'$. Hence $Q'$, up to these two relabellings, satisfies part (ii). \qed

Since both $Q$ and $\mu_1(Q)$ are period 2, it is enough to just find one of them. In case $\sigma = (1, 2, \ldots, N)$ we can assume, due to Lemma 2.4, that $k \leq N - k + 1$. In case $\sigma = (1, 2, \ldots, k-1)(k, \ldots, N)$ we assume that $k \leq N - k + 2$. Furthermore taking $k = 1$ gives the equation $\sigma(Q) = Q$, which doesn’t involve mutation at all, so we ignore it in this paper. We compile all of the reductions of this section as follows.

Lemma 2.5. To find all period two quivers it is enough to find those satisfying

$$\sigma \mu_k \mu_1(Q) = Q$$

with either

(i) $\sigma = (1, 2, \ldots, N), \quad k = 2, \ldots, \left\lfloor \frac{N+1}{2} \right\rfloor,$

(ii) $\sigma = (1, 2, \ldots, k-1)(k, \ldots, N), \quad k = 2, \ldots, \left\lfloor \frac{N+2}{2} \right\rfloor.$

Now that we have the final form of the period 2 equation we can turn our attention to trying to find solutions. Firstly we need to see what the implications are for the number of arrows in $Q$, the $b_{i,j}$.
2.2. The defining equations for period 2 quivers in terms of the \( b_{i,j} \). By defining \( \tilde{Q} = \mu_k \mu_1(Q) \) the condition \[ \tilde{b}_{i,j} = b_{\sigma(i),\sigma(j)} \] where \( b_{i,j} \) and \( \tilde{b}_{i,j} \) denote the number of arrows from \( i \) to \( j \) in \( Q \) and \( \tilde{Q} \) respectively. Rather than trying to solve \( \mu_k \mu_1(Q) = \sigma Q \) it seems to be simpler to equate \( \mu_1(Q) \) with \( \mu_k(\sigma^{-1}Q) = \mu_k(\tilde{Q}) \). We take the definition

\[
\epsilon_{i,j,k,l} := \frac{1}{2} ( |b_{i,j}|b_{j,l} + b_{i,j} |b_{j,l}| )
\]

to tidy the quiver mutation formula \[ (\ref{eq:mu_1}) \], which here gives

\[
\mu_1(b_{i,j}) = \begin{cases} 
-b_{i,j} & i \text{ or } j = 1, \\
b_{i,j} + \epsilon_{i,1,j} & \text{otherwise}
\end{cases}
\]

and

\[
\mu_k(\tilde{b}_{i,j}) = \begin{cases} 
-\tilde{b}_{i,j} & i \text{ or } j = k, \\
\tilde{b}_{i,j} + \tilde{\epsilon}_{i,k,j} & \text{otherwise.}
\end{cases}
\]

The second of these is equivalent to

\[
\mu_k(\tilde{b}_{i,j}) = \begin{cases} 
-b_{\sigma(i),\sigma(j)} & i \text{ or } j = k, \\
b_{\sigma(i),\sigma(j)} + \epsilon_{\sigma(i),\sigma(k),\sigma(j)} & \text{otherwise.}
\end{cases}
\]

The condition \( \mu_1(b_{i,j}) = \mu_k(\tilde{b}_{i,j}) \) then gives the following three cases.

\[
\begin{align*}
-b_{i,j} &= b_{\sigma(i),\sigma(j)} + \epsilon_{\sigma(i),\sigma(k),\sigma(j)} & i = 1 \text{ or } j = 1 \text{ and } i,j \neq k, \\
b_{i,j} + \epsilon_{i,1,j} &= -b_{\sigma(i),\sigma(j)} & i = k \text{ or } j = k \text{ and } i,j \neq 1, \\
b_{i,j} + \epsilon_{i,1,j} &= b_{\sigma(i),\sigma(j)} + \epsilon_{\sigma(i),\sigma(k),\sigma(j)} & \text{otherwise.}
\end{align*}
\]

These equations appear to be very difficult to solve in general. With some work, however, they can be solved for low \( N \), giving many interesting solutions. Once we have found these period 2 quivers we can consider the associated \( T \)- and \( Y \)-systems. We now discuss how these are obtained.

2.3. \( T \)- and \( Y \)-systems for periodic quivers. Here we give the details of Nakano-ishi’s general construction of \( T \)- and \( Y \)-systems from periodic quivers before restricting to the period 2 case.

**Definition 2.6.** For a quiver \( Q \), we define \( i = (i_1, i_2, \ldots, i_r) \) as a sequence of vertices. The mutation \( \mu_i \) is the composite of the mutations at each of these vertices, i.e.

\[
\mu_i := \mu_{i_r} \cdots \mu_{i_3} \mu_{i_2}.
\]

We let \( \nu \) be a permutation acting on the vertex labels of \( Q \). We say that the sequence \( i \) is a \( \nu \)-period of \( Q \) if \( b'_{\nu(i),\nu(j)} = b_{i,j} \)

where \( b_{i,j} \) and \( b'_{i,j} \) denote the number of arrows between vertices \( i \) and \( j \) in \( Q \) and \( \mu_i(Q) \), respectively. We decompose \( i \) into \( t \) parts:

\[
i = i(0)i(1) \ldots i(t-1)
\]

such that, within each part, each of the mutations commute. There can be many ways of doing this, and each is known as a slice of \( i \).
We note that, in Nakanishi’s definition, $Q$ satisfies $\mu_1(Q) = \nu(Q)$, so in our notation $\nu = \sigma^{-1}$. We can now apply $\mu_{\nu(i)}$ to $\mu_1(Q)$ to see that
\[ \mu_{\nu(i)}\mu_1(Q) = \nu^2(Q). \]
Further applications will give
\[ \mu_{\nu^u(i)} \cdots \mu_{\nu(i)}\mu_1(Q) = \nu^u(Q) \]
for all $u \in \mathbb{Z}$.

**Definition 2.7.** For any integer $u$ we write $u = rt + l$, where $r \in \mathbb{Z}$ and $0 \leq l < t$, where $t$ is the number of parts of the slice \[27\]. For $l = 0$ we then define the quivers $Q(u) = Q(rt)$ as
\[ Q(rt) = \mu_{\nu^r(i)} \cdots \mu_{\nu(i)}\mu_1(Q) \]
and for $0 < l < t$ we define
\[ Q(rt + l) = \mu_{\nu^r(i(l-1))} \cdots \mu_{\nu^r(i(0))}\mu_{\nu^r(i(l))}Q(rt). \]
We let $b_{ji}(u)$ be the number of arrows from $j$ to $i$ in $Q(u)$. The set of forward mutation points $P_+$ is given by
\[ P_+ = \{(i, u) = (i, rt + l) \mid i \in \nu^r(i(l))\}. \]
Finally for each $(i, u) \in P_+$ we let $0 < \lambda_{\pm}(i, u)$ be the smallest integers such that
\[ (i, u \pm \lambda_{\pm}) \in P_+. \]
To obtain $Q(u + 1)$ from $Q(u)$ we mutate at each of the vertices $i$ such that $(i, u) \in P_+$. We denote the new cluster variables obtained by this as $x_i(u + 1)$. For a fixed $(i, u) \in P_+$ the point $(i, u - \lambda_-)$ is the previous point where we have mutated at vertex $i$. Similarly $(i, u + \lambda_+)$ is the next point. For this work we assume that there are no frozen vertices; we mutate at every vertex at least once.

With all this we are now able to define the $T$-system, which is given by
\[ x_i(u)x_i(u + \lambda_+(i, u)) = \prod_{(j, v) \in P_+} x_j(v)^{H_{\pm_j}(j, v; i, u)} + \prod_{(j, v) \in P_+} x_j(v)^{-H_{\pm_j}(j, v; i, u)} \]
where
\[ H_{\pm_j}(j, v; i, u) = \begin{cases} \pm b_{ji}(u) & u \in (v - \lambda_-(j, v), v), \\ 0 & \text{otherwise}. \end{cases} \]
The $Y$-system is defined similarly, as follows:
\[ y_i(u)y_i(u + \lambda_+(i, u)) = \prod_{(j, v) \in P_+} (1 + y_j(v))^{G_{\pm_j}(j, v; i, u)} = \prod_{(j, v) \in P_+} (1 + y_j(v))^{-G_{\pm_j}(j, v; i, u)} \]
where
\[ G_{\pm_j}(j, v; i, u) = \begin{cases} \mp b_{ji}(v) & v \in (u, u + \lambda_+(i, u)), \\ 0 & \text{otherwise}. \end{cases} \]

**Remark 2.8.** The $T_Z$ system of \[11\] is given by multiplying the right hand sides of \[28\] by a new variable $Z_i(u)$. Then a solution of the $T_Z$-system gives a solution to the $Y$-system via
\[ \bar{y}_n := \prod_{(j, v) \in P_+} x_j(v)^{H_{\pm_j}(j, v; i, u)} \]
if and only if
\[
\prod_{(j,v) \in P_+} \frac{Z_j(v)^{H_{+}(j,v; i, u)}}{Z_j(v)^{H_{-}(j,v; i, u)}} = 1
\]

We now aim to apply this to our period 2 quivers. For our defining equation \[21\] we have \(i = (1, k)\) and \(\nu = \sigma^{-1}\). We decompose \(i\) into \(i = 2\) parts: \(i(0) = 1\) and \(i(1) = k\). We have also assumed that the permutation \[15\] is a product of one or two cycles:

\[(31)\quad (i) \quad (1, 2, \ldots, N),\]
\[(32)\quad (ii) \quad (1, 2, \ldots, k - 1)(k, k + 1, \ldots, N).\]

In each case the \(T\) and \(Y\)-systems \[25\] take a different form. We describe these in the next 2 sections.

**Remark 2.9.** The equations \[26\] have been vastly generalised in \[19\], Equation 3.9, for quivers with any period. There Mizuno gives a more general definition of \(T\)-systems and classifies precisely which (generalised) \(T\)-systems can be obtained from mutation loops.

### 2.4. \(T\)-systems for period 2 quivers

Here we can use Nakanishi’s formula to write down the \(T\)-systems for period 2 quivers for the 2 permutations \[(31)\] and \[(32)\].

**Lemma 2.10.** The \(T\)-system for the permutation \(\sigma = (1, \ldots, N)\) is given by

\[
z(q)y(q + k - 1) = \prod_{p \in (0, N - k + 1)} z(q + p)^{\ell_{p, i, 0}(0)} \prod_{p \in (-1, k - 1)} y(q + p)^{\ell_{p, i, 0}(0)} + \prod_{p \in (0, N - k + 1)} z(q + p)^{\ell_{p, i, 0}(0)} \prod_{p \in (-1, k - 1)} y(q + p)^{\ell_{p, i, 0}(0)}
\]

\[(33)\]

\[
y(q)z(q + N - k + 1) = \prod_{p \in (0, N - k + 1)} z(q + p)^{\ell_{p, i, k}(1)} \prod_{p \in (0, k)} y(q + p)^{\ell_{p, i, k}(1)} + \prod_{p \in (0, N - k + 1)} z(q + p)^{\ell_{p, i, k}(1)} \prod_{p \in (0, k)} y(q + p)^{\ell_{p, i, k}(1)}
\]

\[(34)\]

where the bar denotes reduction mod \(N\) and \(z(q) = x_{1-q}(2q)\) and \(y(q) = x_{k-q}(2q + 1)\). The \(b_{i,j}(0)\) and \(b_{i,j}(1)\) denote the number of arrows in \(Q\) and \(\mu_1(Q)\) respectively.

**Proof.** Since \(i = (1, k)\) and \(i(0) = 1, i(1) = k\), we have

\[
\nu^r(i(l)) = \begin{cases} 
1 - r & l = 0, \\
1 - r & l = 1
\end{cases}
\]

where the bar denotes reduction mod \(N\). To find the set of forward mutation points \((u, i)\) we write \(u = tr + l = 2r + l\), where \(l = 0, 1\). For \(l = 0\) we have \(u = 2r\) and \(i = \overline{1 - r}\) due to \[35\]. Similarly for \(l = 1\) we have \((u, i) = (k - r, 2r + 1)\). Hence \(P_+\) is given by

\[
P_+ = \{(1 - r, 2r), (k - r, 2r + 1) \mid r \in \mathbb{Z}\}.
\]
We also have
\[
\lambda_-(1-r, 2r) = 2N - 2k + 1, \quad \lambda_-(k-r, 2r+1) = 2k - 1, \\
\lambda_+(1-r, 2r) = 2k - 1, \quad \lambda_+(k-r, 2r+1) = 2N - 2k + 1.
\]
Since there are 2 types of points in \( P_+ \), there are 4 different cases for the \( H_\pm \) of (29) that occur. For example \( H_\pm (1-p, 2p; 1-q, 2q) \) is given by
\[
\begin{cases}
\pm b_{1-p, 1-q}(2q) & 2q \in (2p - (2N - 2k + 1), 2p), \quad b_{1-p, 1-q}(2q) \geq 0, \\
0 & \text{otherwise},
\end{cases}
\]
\[
= \begin{cases}
\pm b_{1-p+q, 1}(0) & p \in (q, q + N - k + 1), \quad b_{1-p+q, 1}(0) \geq 0, \\
0 & \text{otherwise}.
\end{cases}
\]
Here we have used that \( b_{\nu(i), \nu(j)}(2r) = b_{i,j}(0) \) which follows from the periodicity of our quivers. The other 3 cases for \( H_\pm \) can be expressed similarly. These appear inside the products in (28), which we can simplify. There are two different cases for the \( T \)-system, depending on which type of point of \( P_+ \) appears on the left hand side of (28). For \((i, u) = (1-q, 2q)\) the products on the right hand side
\[
\prod_{(j,v) \in P_+} x_{j,v}^{H_\pm (j,v;1-q,2q)}
\]
are given by
\[
\prod_{p \in \mathbb{Z}} x_{1-p}(2p)^{H_\pm (1-p,2p;1-q,2q)} \prod_{p \in \mathbb{Z}} x_{k-p}(2p + 1)^{H_\pm (k-p,2p+1;1-q,2q)}
\]
\[
= \prod_{p \in (q, q + N - k + 1)} x_{1-p}(2p)^{\pm b_{1-p+q, 1}(0)} \prod_{p \in (q - 1, q + k - 1)} x_{k-p}(2p + 1)^{\pm b_{k-p+q, 1}(0)}
\]
\[
= \prod_{p \in (0, N - k + 1)} x_{1-p-q}(2p + q)^{\pm b_{1-p+q, 1}(0)} \prod_{p \in (-1, k - 1)} x_{k-p-q}(2p + q + 1)^{\pm b_{k-p+q, 1}(0)}
\]
and there is a similar expression if \((i, u) = (k-q, 2q + 1)\) appears on the left hand side. We substitute these into the \( T \)-system (28) and take \( z(q) = x_{1-q}(2q) \) and \( y(q) = x_{k-q}(2q + 1) \) to prove the lemma. \(\square\)

**Lemma 2.11.** The \( T \)-system for the permutation \( \sigma = (1, \ldots, k-1)(k, \ldots, N) \) is given by
\[
z(q)z(q + k - 1) = \prod_{p \in (0, k-1)} z(p + q)^{b_{1+p, 1}(0)} \prod_{p \in (-1, N - k + 1)} y(p + q)^{b_{k+p, 1}(0)}
\]
\[
+ \prod_{p \in (0, k-1)} z(p + q)^{-b_{1+p, 1}(0)} \prod_{p \in (-1, N - k + 1)} y(p + q)^{-b_{k+p, 1}(0)}
\]
\[
y(q)y(q + N - k + 1) = \prod_{p \in (0, k)} z(p + q)^{b_{0+p, 1}(1)} \prod_{p \in (0, N - k + 1)} y(p + q)^{b_{k+p, 1}(1)}
\]
\[
+ \prod_{p \in (0, k)} z(p + q)^{-b_{0+p, 1}(1)} \prod_{p \in (0, N - k + 1)} y(p + q)^{-b_{k+p, 1}(1)}
\]
(36)
where, in the products involving the $z$ variables we have

$$\nu^p(1) = \begin{cases} 1 + p & p = 1, \ldots, k - 2, \\ 1 & p = k - 1 \end{cases}$$

and we have taken

$$z(q) = x_{\nu^q(1)}(2q), \quad y(q) = x_{\nu^q(k)}(2q + 1).$$

**Proof.** In this case the set of forward mutation points $P_+$ is

$$P_+ := \{ (\nu^r(1), 2r), (\nu^r(k), 2r + 1) \mid r \in \mathbb{Z} \}$$

and $\lambda_\pm$ is given by

$$\lambda_\pm(j, v) = \begin{cases} 2(k - 1) & j \in (1, \ldots, k - 1), \\ 2(N - k + 1) & j \in (k, \ldots, N). \end{cases}$$

The rest of the proof is similar to the previous case. \qed

### 2.5. $Y$-systems for period 2 quivers

Here we write down the $Y$-systems for period 2 quivers. The details for obtaining these from equation (30) are similar to those for the $T$-systems, so we omit them.

**Lemma 2.12.** 
(i) For the permutation $\sigma = (1, 2, \ldots, N)$ we have

$$A(q)B(q + k - 1) = \frac{\left( \prod_{p \in (0, k)} (1 + A(q + p))|^{b_1, \bar{\nu}^{(1)}} \right) \left( \prod_{p \in (-1, k-1)} (1 + B(q + p))|^{b_1, \bar{\nu}^{(1)}} \right)}{\left( \prod_{p \in (0, k)} (1 + A(q + p))^{-1}|^{b_1, \bar{\nu}^{(1)}} \right) \left( \prod_{p \in (-1, k-1)} (1 + B(q + p))^{-1}|^{b_1, \bar{\nu}^{(1)}} \right)} \quad \text{and}$$

$$B(q)A(q + N - k + 1) = \frac{\left( \prod_{p \in (0, N-k+1)} (1 + A(q + p))|^{b_1, \bar{\nu}^{(0)}} \right) \left( \prod_{p \in (0, N-k+1)} (1 + B(q + p))|^{b_1, \bar{\nu}^{(0)}} \right)}{\left( \prod_{p \in (0, N-k+1)} (1 + A(q + p))^{-1}|^{b_1, \bar{\nu}^{(0)}} \right) \left( \prod_{p \in (0, N-k+1)} (1 + B(q + p))^{-1}|^{b_1, \bar{\nu}^{(0)}} \right)}$$

where we have written $A(q) := Y_{q^{-1}}(2q)$ and $B(q) := Y_{q^{-1}}(2q + 1)$ and the bar denotes reduction mod $N$.

(ii) For the permutation $\sigma = (1, \ldots, k-1)(k, \ldots, N)$ we have

$$A(q)A(q + k - 1) = \frac{\left( \prod_{p \in (0, k-1)} (1 + A(q + p))|^{b_1, \bar{\nu}^{(1)}} \right) \left( \prod_{p \in (-1, k-1)} (1 + B(q + p))|^{b_1, \bar{\nu}^{(1)}} \right)}{\left( \prod_{p \in (0, k-1)} (1 + A(q + p))^{-1}|^{b_1, \bar{\nu}^{(1)}} \right) \left( \prod_{p \in (-1, k-1)} (1 + B(q + p))^{-1}|^{b_1, \bar{\nu}^{(1)}} \right)} \quad \text{and}$$

$$B(q)B(q + N - k + 1) = \frac{\left( \prod_{p \in (0, N-k+2)} (1 + A(q + p))|^{b_1, \bar{\nu}^{(0)}} \right) \left( \prod_{p \in (0, N-k+2)} (1 + B(q + p))|^{b_1, \bar{\nu}^{(0)}} \right)}{\left( \prod_{p \in (0, N-k+2)} (1 + A(q + p))^{-1}|^{b_1, \bar{\nu}^{(0)}} \right) \left( \prod_{p \in (0, N-k+2)} (1 + B(q + p))^{-1}|^{b_1, \bar{\nu}^{(0)}} \right)}$$

where $A(q) := Y_{\nu^q(1)}(2q)$ and $B(q) := Y_{\nu^q(k)}(2q + 1)$. 
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3. Period 2 quivers with $N = 3$ vertices

We are now ready to start the search for period 2 quivers. In this section we look at those with $N = 3$ vertices.

**Theorem 3.1.** The period 2 quivers with 3 nodes are given as follows. For $\sigma = (123)$ and $k = 2$:

\[
\begin{align*}
1 & \quad 2 \quad n \\
2 & \quad n & \quad 3
\end{align*}
\]

\[
\begin{align*}
1 & \quad 2 \quad n \\
2 & \quad n & \quad 3
\end{align*}
\]

For the other case, with $\sigma = (1)(23)$ and $k = 2$, we only find disconnected quivers which we shall ignore.

**Proof.** For $\sigma = (123)$ and $k = 2$ the equations are

\[-b_{2,1} = -b_{3,2}, \quad -b_{3,1} = b_{1,2} + \epsilon_{1,3,2}, \quad b_{3,2} + \epsilon_{3,1,2} = -b_{1,3}.\]

Due to the first equation, without loss of generality, we take $n := b_{1,2} = b_{2,3} \geq 0$. The second and third then coincide:

\[n[b_{3,1}] = b_{3,1} + n.\]

Taking $b_{3,1} \leq 0$ gives the left quiver of (38). If $b_{3,1} \geq 0$ then we have $b_{3,1} = \frac{n}{n-1}$ which has the only solution $n = 2$, leading to the right quiver of (38). $\square$

4. Period 2 quivers with $N = 4$ vertices

Here we look for period 2 quivers with 4 vertices. Due to Lemma 2.5 there are 3 choices for the pair $\sigma$ and $k$.

**Theorem 4.1.** The period 2 quivers with 4 nodes are given as follows. For $\sigma = (1,2,3,4)$ and $k = 2$:

\[
\begin{align*}
1 & \quad n \quad 2 \\
4 & \quad n \quad 3
\end{align*}
\]

\[
\begin{align*}
1 & \quad n \quad 2 \\
4 & \quad n \quad 3
\end{align*}
\]

For $\sigma = (1,2)(3,4)$ and $k = 3$:

\[
\begin{align*}
1 & \quad m \\
2 & \quad n \quad 4
\end{align*}
\]

\[
\begin{align*}
1 & \quad m \\
2 & \quad n \quad 4
\end{align*}
\]
For \( \sigma = (1)(2, 3, 4) \) and \( k = 2 \):

\[
\begin{array}{c}
\begin{array}{c}
2 \quad \xrightarrow{n} \quad n^2 + m \\
\downarrow m \quad \xleftarrow{n} \quad 3
\end{array}
\end{array}
\]

(41)

\[
\begin{array}{c}
\begin{array}{c}
2 \quad \xrightarrow{n} \quad n^2 + m \\
\downarrow m \quad \xleftarrow{n} \quad 3
\end{array}
\end{array}
\]

Proof. For \( N = 4 \) the calculations here are not too involved, so we just give the proof for the case \( \sigma = (1, 2, 3, 4) \) and \( k = 2 \) as an example. The equations (40) give (42)

\[
\begin{align*}
b_{2,1} &= b_{3,2}, & -b_{3,1} &= b_{4,2} + \epsilon_{4,3,2}, & -b_{4,1} &= b_{1,2} + \epsilon_{1,3,2}, \\
b_{3,2} + \epsilon_{3,1,2} &= -b_{4,3}, & b_{4,2} + \epsilon_{4,1,2} &= -b_{1,3}, & b_{4,3} + \epsilon_{4,1,3} &= b_{1,4} + \epsilon_{1,3,4}.
\end{align*}
\]

Without loss of generality we can take \( n := b_{2,1} = b_{3,2} \geq 0 \). In this work we often found it impossible to solve these types of systems without making some assumptions. In this case we first assume that \( b_{3,1} \geq 0 \). The third equation of (42) then gives \( b_{4,1} = n \), since \( \epsilon_{1,3,2} = 0 \) with these assumptions. Similarly the fourth equation gives \( b_{4,3} = n \). We now have that \( \epsilon_{4,3,2} = 0 \) so the second equation gives \( b_{2,4} = b_{3,1} \geq 0 \). At this point we know the directions of all arrows and all equations of (42) are satisfied except for the last, which becomes \( nb_{3,1} = 0 \). If \( n = 0 \) then the quiver we obtain is disconnected, which we shall ignore. Hence \( b_{3,1} = 0 \) so our solution is (39).

We now return to (42) and instead assume that \( b_{1,3} > 0 \). The third and fourth equations give

\[
b_{4,1} = n(1 - b_{1,3}) \leq 0, \quad b_{3,4} = n(1 - b_{1,3}) \leq 0
\]

respectively. We can then subtract the second and fifth equations to get \( nb_{4,1} = b_{1,3} \), hence

\[
n^2(b_{1,3} - 1) = b_{1,3} \quad \implies \quad n^2 = \frac{b_{1,3}}{b_{1,3} - 1}
\]

which is an integer only for \( b_{1,3} = 2 \), but then we have \( n^2 = 2 \), so there are no solutions in this case.

The solutions for the rest of the permutations and choices for \( k \) are found in a similar way. \( \square \)

5. Period 2 quivers with \( N = 5 \) vertices for the permutation \( \sigma = (1, 2, 3, 4, 5) \)

Once we look at the case with \( N = 5 \) the problem becomes much more complicated. In this case Lemma (23) gives 4 choices for the pair \( \sigma \) and \( k \). In this section we give the solutions and proofs for \( \sigma = (1, 2, 3, 4, 5) \) and \( k = 2, 3 \).
Theorem 5.1. The period 2 quivers with 5 nodes with the permutation $(1, 2, 3, 4, 5)$ are given as follows. For $k = 2$ we have the 6 families

\[(43)\]

(44)

\[(44)\]

(45)

For $k = 3$ we have the 8 families

\[(46)\]

(47)
Here mutating the right quiver (46) at 1 gives the left quiver (48), up to a relabelling. Similarly mutating the right quiver (48) at 1 gives the right quiver (49), up to a relabelling.

We split the proof into sections for each $k$, starting with $k = 2$.

5.1. $k = 2$. We assume $n := b_{3,2} = b_{2,1} > 0$. We mention the case with $n = 0$ in Section 5.1.3. Our equations (50) here are

\[
\begin{align*}
  n &= b_{2,1} = b_{5,1} + n[b_{1,3}], \\
  b_{4,1} &= b_{3,5} - \epsilon_{5,1,3} + \epsilon_{1,3,4}, \\
  b_{3,2} &= b_{2,1}, \\
  b_{5,2} &= b_{1,4} - n[b_{5,3}], \\
  b_{5,3} &= b_{2,4} + n[b_{1,4}], \\
  b_{3,1} &= b_{5,2} - n[b_{1,5}], \\
  b_{5,1} &= b_{4,5} - \epsilon_{5,1,4} + \epsilon_{1,3,5}, \\
  b_{4,2} &= b_{1,3} - n[b_{4,3}], \\
  b_{4,3} &= -n + n[b_{1,3}], \\
  b_{5,4} &= b_{1,3} + \epsilon_{4,1,3} - \epsilon_{5,3,4}.
\end{align*}
\]

These are difficult to solve without further assumptions, so we split into further sections based on the sign of $b_{1,3}$.

5.1.1. Assuming $b_{1,3} > 0$. Under this assumption the first of (50) is $b_{5,1} = n(1 - b_{1,3})$ so we see that $b_{5,1} \leq 0$. Similarly the eighth equation gives $b_{4,3} = n(b_{1,3} - 1) = b_{1,5} \geq 0$ and the tenth gives $b_{5,4} \geq 0$. The third equation gives $b_{4,1} = b_{3,5}$ which allows us to write the seventh equation as

\[ b_{5,2} = b_{1,4} - n[b_{1,4}] \]

which, by checking either possible sign for $b_{1,4}$, gives $b_{5,2} \leq 0$. Similarly the ninth equation also becomes

\[ b_{2,4} = b_{1,4} - n[b_{1,4}] \leq 0. \]
At this point the only sign we have to determine is $b_{1,4} = b_{5,3}$. Firstly we assume $m := b_{1,4} = b_{5,3} \geq 0$, in this case we arrive at the quiver

with $b_{2,5} = b_{4,2} = mn - 1$ and the relations

$$l = n(p - 1), \quad p = m(n - 1) + nl.$$ 

If $p = 1$ we get the solution $(l, m, n, p) = (0, 1, 2, 1)$ which is the left (43). If $p \neq 1$ we have

$$n = \frac{l}{p - 1} = \frac{p + m}{l + m}$$

hence $p - 1 \leq l \leq p$ since $n \in \mathbb{Z}$, but neither $l = p - 1$ or $l = p$ gives a solution for $n \neq 0$.

We now assume instead that $m := b_{4,1} = b_{3,5} \geq 0$, where we have the quiver

with $b_{5,4} = l + lm + mp$ and the relations

$$n(p - 1) = l, \quad p = m + nl.$$ 

Since $m \geq 0$ we have $p \geq nl$. Combining this with the left equation gives

$$\frac{l}{n} + 1 \geq nl \quad \Rightarrow \quad 1 \geq l \left( \frac{n - 1}{n} \right) \geq 0$$

with the solutions $l = n = 1$ or $l = 0$. These give the right quiver (43) and the left quiver (44), respectively.

5.1.2. Assuming $b_{1,3} \leq 0$. Now, assuming $b_{1,3} \leq 0$ in (50) we quickly arrive at the quiver

with

$$n = l - np - mp, \quad p = m + np.$$
If \( n = 1 \) then we have the one parameter family of solutions \((l, m, n, p) = (p + 1, 0, 1, p)\), the left (44). If \( n \neq 1 \) then \( 0 \leq p = \frac{m}{s-n} \) hence \( p = m = 0 \) which gives (44), right.

5.1.3. Assuming \( n = 0 \). Assuming \( n = 0 \) in (50) gives the solution (15), on the right.

5.2. \( k = 3 \). Without loss of generality we assume \( b_{3,1} = b_{4,2} = n > 0 \). The case with \( n = 0 \) is left to Section 5.2.3. The equations for each \( b_{i,j} \) are

\[
\begin{align*}
\frac{5.1}{5.1} \quad b_{2,1} &= b_{5,1} + \epsilon_{2,4,1} = b_{5,1} + n[b_{1,4}], \quad n = b_{3,1} = b_{2,5} + \epsilon_{2,1,5} - \epsilon_{3,4,1}, \\
b_{4,1} &= b_{5,3} + \epsilon_{5,1,3} = b_{5,3} - n[b_{1,5}], \quad b_{5,1} = b_{4,5} + \epsilon_{4,1,5} - \epsilon_{5,4,1}, \\
b_{3,2} &= -b_{2,1} + \epsilon_{2,4,3} = b_{1,2} - n[b_{3,4}], \quad b_{4,2} = b_{3,1} = n, \\
b_{5,2} &= b_{1,4} - n[b_{5,4}], \quad b_{4,3} = b_{2,3} - n[b_{1,2}], \\
b_{5,3} &= n + \epsilon_{4,1,2} - \epsilon_{5,4,3}, \quad b_{5,4} = b_{3,4} + n[b_{1,4}].
\end{align*}
\]

We first look at the fourth equation, for \( b_{4,1} \geq 0 \) it becomes
\[
b_{5,1} = b_{4,5} + b_{4,1}[b_{1,5}] - b_{4,1}[b_{5,4}].
\]

Assuming \( b_{5,4} \leq 0 \) then
\[
b_{5,1} = b_{4,5} + b_{4,1}[b_{1,5}] \geq 0
\]
so \([b_{1,5}] = 0\) and \( b_{5,1} = b_{4,5} \). If instead we assume that \( b_{5,4} \geq 0 \) then
\[
b_{5,1} = b_{4,5} + b_{4,1}[b_{1,5}] - b_{4,1}b_{5,4}
\]
which cannot hold if \( b_{1,5} \leq 0 \), so here
\[
b_{5,1} = b_{4,5} + b_{4,1}b_{1,5} - b_{4,1}b_{5,4} \implies b_{5,1}(1 + b_{4,1}) = b_{4,5}(1 + b_{4,1})
\]
hence in this case \( b_{5,1} = b_{4,5} \). A similar argument holds if we assume \( b_{4,1} \leq 0 \), so the fourth equation in (51) is equivalent to \( b_{5,1} = b_{4,5} \). The first and last equations together then give \( b_{2,1} = b_{4,3} \). The fifth equation is then
\[
b_{3,2} = b_{1,2} - n[b_{1,2}]
\]
which is non-positive for either sign of \( b_{1,2} \), since \( n > 0 \). Now, if \( b_{4,1} \geq 0 \) then
\[
\epsilon_{3,4,1} = [b_{3,4}]b_{4,1}, \quad \epsilon_{4,1,2} = b_{4,1}[b_{1,2}]
\]
which are equal. The same hold if \( b_{4,1} < 0 \). Similarly if \( b_{2,1} = b_{4,3} \geq 0 \) then
\[
\epsilon_{2,1,5} = b_{2,1}[b_{1,5}], \quad \epsilon_{5,4,3} = [b_{5,4}]b_{4,3}
\]
which are also equal, and equality also holds for \( b_{2,1} < 0 \). From these we see that the second and ninth equation give \( b_{2,5} = b_{5,3} \). At this point our system (51) is reduced to

\[
\begin{align*}
\frac{5.2}{5.2} \quad b_{2,1} &= b_{4,3} = b_{5,1} + n[b_{1,4}], \quad n = b_{2,5} + \epsilon_{2,1,5} - \epsilon_{3,4,1}, \quad b_{5,1} = b_{4,5}, \\
b_{2,3} &= b_{2,1} + n[b_{1,2}] \geq 0, \quad b_{5,2} = b_{1,4} - n[b_{1,5}], \quad b_{5,3} = b_{2,5}.
\end{align*}
\]
5.2.1. **Assuming** \(b_{5,1} \geq 0\). This assumption that \(b_{5,1} \geq 0\) gives \(b_{2,1} = b_{4,3} = b_{2,3} \geq 0\) and \(b_{5,2} = b_{1,4} = b_{3,5}\) and a final pair of equations

\[
\begin{align*}
    n &= b_{4,1} + [b_{1,4}]b_{2,1}, \\
    b_{2,1} &= b_{5,1} + n[b_{1,4}].
\end{align*}
\]

With \(b_{1,4} \leq 0\) the solution appears on the left of \((46)\) and with \(b_{1,4} > 0\) we have

\[
\begin{align*}
    1 &\quad \xrightarrow{1} \quad 2 \\
    3 &\quad \xrightarrow{3} \quad 4 \\
    5 &\quad \xrightarrow{5}
\end{align*}
\]

with \(b_{2,1} = b_{2,3} = b_{4,3} = m + nl\) and the relation \(n = l(m + nl - 1)\). Having \(l = 1\) gives the solution \((l, m, n) = (1, 1, n)\), the right of \((46)\), if not we have

\[
    n = \frac{l(1 - m)}{l^2 - 1}
\]

If \(l = 0\) then \(n = 0\), which we have excluded here, hence \(l^2 - 1 > 0\) so we require \(l(1 - m) > 0\), giving \(m = 0\). In this case we would then have

\[
    n = \frac{l}{l^2 - 1}
\]

which has no solutions.

5.2.2. **Assuming** \(b_{1,5} \geq 0\). We return to \((52)\) and assume instead that \(b_{1,5} \geq 0\). If \(b_{4,1} \geq 0\) then we get two solutions of the form

\[
\begin{align*}
    1 &\quad \xrightarrow{1} \quad 2 \\
    3 &\quad \xrightarrow{3} \quad 4 \\
    5 &\quad \xrightarrow{5}
\end{align*}
\]

If \(m \neq 1\) then \(b_{4,1} = n\) and \(b_{2,5} = b_{5,3} = n(1 + m)\). For \(m = 1\) we instead have \(b_{2,5} = b_{5,3} = b_{4,1} + n\). This is the pair \((47)\).

If \(b_{1,5} \geq 0\), \(b_{1,4} \geq 0\) and \(b_{1,2} \geq 0\) then the second and sixth equations of \((52)\) give \(b_{2,5} = b_{5,3} = n\). The fifth equation then gives \(b_{1,4} = n(b_{1,5} - 1)\). Finally the first equation gives

\[
    b_{1,2} = b_{1,5} - nb_{1,4} = b_{1,5} - n^2(b_{1,5} - 1).
\]

Since we are requiring that \(b_{1,2} \geq 0\), this has the only solutions \(n = 1\), \(b_{1,5} = 0\) or \(b_{1,5} = 1\), however \(b_{1,5} = 0\) is not allowed as it will mean \(b_{1,4} < 0\). The two remaining options give \((48)\).
Finally for $b_{1,5} \geq 0$, $b_{1,4} \geq 0$ and $b_{2,1} \geq 0$ in (52) we have the equations

$$b_{2,1} = nb_{1,4} - b_{1,5}, \quad n = b_{2,5} + b_{2,1}b_{1,5} + b_{2,1}b_{1,4}, \quad b_{5,2} = b_{1,4} - nb_{1,5},$$

$$b_{5,3} = b_{2,5}, \quad b_{2,1} = b_{2,3} = b_{4,3}, \quad b_{1,5} = b_{5,4}$$

with the sign of $b_{2,5} = b_{5,3}$ yet to be determined. The second and third equations together give

$$0 = n(b_{1,5} - 1) + b_{1,4}(b_{2,1} - 1) + b_{2,1}b_{1,5}.$$ 

If the three terms here are all at least 0 then they are all necessarily 0, in which case $b_{1,5} = 1$ and $b_{2,1} = b_{1,4} = 0$, but this doesn’t give a solution. If one term is negative then either $b_{1,5} = 0$ or $b_{2,1} = 0$, both giving no solutions.

5.2.3. Assuming $n = 0$. Finally returning to (51) and assuming $n = 0$ gives the two quivers (19).

6. Period 2 quivers with $N = 5$ vertices for other permutations

Here we state the rest of the period two quivers for $N = 5$ without proof, since they were obtained using the same methods as for $\sigma = (1, 2, 3, 4, 5)$. There are two equations in this case, for $\sigma = (1)(2, 3, 4, 5)$ and $k = 2$, and for $\sigma = (1, 2)(3, 4, 5)$ and $k = 3$.

Theorem 6.1. The period 2 quivers with $N = 5$ for permutations other than $(1, 2, 3, 4, 5)$ are given as follows. For $(1, 2)(3, 4, 5)$ and $k = 3$:

(53)

For $(1)(2, 3, 4, 5)$ and $k = 2$:

(54)
where the left quiver requires $n > 1$. We also have

\begin{align}
\tag{55}
1 & \lla n(m+1) \lla n \lla n(m+1) \lla 2(m+1) \lla 5 \\
2 & \lla m \lla 3 \lla m \lla 4 \lla 2(m+1) \\
3 & \lla m \lla 4 \lla m \lla 3 \\
4 & \lla m \lla 5 \lla m \lla 4 \\
5 & \lla m+1 \lla 2(m+1) \\
6 & \lla m \lla 5 \lla m \lla 4
\end{align}

with $b_{2,5} = b_{5,4} = n^2(m+1) - m$ and $b_{2,4} = (n^2 - 2)(m+1)$ in the left quiver, where we need to take $n > 1$.

7. Period 2 quivers with $N = 6$, for $k = 5$ and the permutation

$(1, 2, 3, 4, 5, 6)$

For 6 node quivers, finding all solutions to the period 2 equation becomes very involved, so in this section we find the 6 node period 2 quivers only for the specific choice $k = 5$ and $\sigma = (1, 2, \ldots, 6)$. We note that, in order to fit in with our assumptions in Lemma 2.5 we ought to relabel these solutions so that $k \rightarrow 2$.

**Theorem 7.1.** The period 2 quivers with $N = 6$ and $k = 5$ with the permutation $(1, 2, 3, 4, 5, 6)$ are precisely

\begin{align}
\tag{56}
1 & \lla m \\
2 & \lla 6 \\
3 & \lla 5 \\
4 & \\
5 & \lla 4 \\
6 & \lla 2
\end{align}

\begin{align}
\tag{57}
1 & \lla n(n-1) \\
2 & \lla n(n-1) \\
3 & \lla n(n-1) \\
4 & \lla n(n-1) \\
5 & \lla n(n-1) \\
6 & \lla n(n-1)
\end{align}

We take $n := b_{5,1} = b_{6,2} > 0$ and leave $n = 0$ until the end of this section. In this case (26) gives 15 equations, which we shall not write down before noting some simplifications. Firstly we have

\begin{align*}
b_{1,6} &= b_{5,6} + n[b_{1,6}], & b_{1,2} &= b_{1,6} - n[b_{1,6}]
\end{align*}

which give $b_{6,5} \geq 0$ and $b_{1,2} \leq 0$ respectively. Secondly

\begin{align*}
b_{3,2} &= b_{1,2} - n[b_{3,6}], & b_{6,5} &= b_{4,5} - n[b_{1,4}]
\end{align*}
so $b_{3,2} \leq 0$ and $b_{4,5} \geq 0$. At this point we have the quiver
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with the orientations of the undrawn arrows still to be determined, and the relations

$$
\begin{align*}
    b_{2,1} &= n[b_{1,6}] - b_{1,6}, & b_{1,3} &= n - b_{2,1}[b_{1,6}] - \epsilon_{1,6,3}, \\
    b_{1,4} &= b_{6,3} + \epsilon_{6,1,3} - \epsilon_{1,6,4}, & b_{4,6} &= n + \epsilon_{6,1,4} - [b_{1,6}]b_{6,5}, \\
    b_{6,5} &= b_{6,1} + n[b_{1,6}], & b_{2,3} &= b_{2,1} + n[b_{3,6}], \\
    b_{4,2} &= b_{1,3} - n[b_{4,6}], & b_{5,2} &= b_{1,4}, \\
    b_{3,4} &= b_{2,3} + b_{2,1}[b_{1,3}] - \epsilon_{3,6,4}, & b_{5,3} &= b_{4,2} - b_{2,1}[b_{1,4}] + [b_{3,6}]b_{6,5}, \\
    b_{6,3} &= b_{2,5}, & b_{4,5} &= b_{3,4} + \epsilon_{3,1,4} - [b_{4,6}]b_{6,5}, \\
    b_{6,4} &= b_{3,5} - n[b_{1,3}], & b_{6,5} &= b_{4,5} - n[b_{1,4}].
\end{align*}
$$

(58)

7.1. **Assuming** $b_{1,6} \leq 0$. With the assumption $b_{1,6} \leq 0$ we see the second and fourth of (58) become

$$
    b_{1,3} = n + b_{6,1}[b_{3,6}], \quad b_{4,6} = n + b_{6,1}[b_{1,4}]
$$

so $b_{1,3} \geq 0$ and $b_{4,6} \geq 0$. In fact, since $b_{1,4} = b_{5,2} = b_{3,6}$ we see that $b_{1,3} = b_{4,6}$. The third equation then gives

$$
    2b_{1,4} = b_{6,1}b_{1,3} + b_{4,6}b_{6,1} \geq 0
$$

and the ninth equation

$$
    b_{3,4} = b_{2,3} + b_{2,1}[b_{1,3}] + b_{4,6}[b_{6,3}] \geq 0.
$$

Since $b_{1,3} = b_{4,6}$, the seventh and thirteenth of (58) give

$$
    b_{2,4} = b_{3,5} = b_{1,3}(n - 1) \geq 0.
$$

Now we have the direction of every arrow, our quiver looks like
We define \( p := b_{1,3} = b_{4,6} \) and \( m := b_{2,1} = b_{6,1} = b_{6,5} \) so our set becomes

\[
\begin{align*}
mp &= b_{1,4} = b_{5,2} = b_{3,6}, \\
b_{2,3} &= b_{4,5} = m(1 + np), \\
b_{3,4} &= m(1 + p + np), \\
b_{2,4} &= b_{3,5} = p(n - 1),
\end{align*}
\]

with the relation

\[
p = n + m^2 p,
\]

however this is only solved by \( m = 0 \) and \( p = n \), which gives a disconnected quiver.

7.2. Assuming \( b_{1,6} > 0 \). Assumng \( b_{1,6} > 0 \) gives the partially completed quiver
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where we have taken \( m := b_{1,6} \). From \( \text{[5S]} \) we have \( b_{5,2} = b_{4,4} = b_{3,6} \) so the third equation there gives

\[
2b_{1,4} = \epsilon_{6,1,3} - \epsilon_{1,6,4} = -m([b_{3,1}] + [b_{6,4}] \leq 0.
\]

From the twelfth equation of \( \text{[5S]} \) we have

\[
b_{3,4} = b_{4,5} + [b_{4,6}]b_{6,5} + b_{4,1}[b_{1,3}] \geq 0.
\]

Our updated, but still incomplete, quiver is

![Diagram of updated quiver]

where we have defined \( l := b_{4,1} = b_{6,3} = b_{2,5} \). Our remaining relations to satisfy are

\[
\begin{align*}
 b_{1,3} &= n - m((n - 1)m + l), & 2l &= m([b_{3,1}] + [b_{6,4}]), \\
b_{4,6} &= n - m(l + m(n - 1)), & b_{4,2} &= b_{1,3} - n[b_{4,6}], \\
b_{3,4} &= m(n - 1)[b_{1,3}] + 1 + l[b_{4,6}], & b_{5,3} &= b_{4,2}, \\
b_{3,4} &= m(n - 1)(1 + [b_{4,6}]) + l[b_{1,3}], & b_{6,4} &= b_{3,5} - n[b_{1,3}].
\end{align*}
\]

The first and third give \( b_{1,3} = b_{4,6} \) so the second equation gives \( l = m[b_{3,1}] \). This also implies, using the fourth equation,

\[
b_{4,2} = b_{1,3} - n[b_{1,3}] \leq 0.
\]
If \( b_{3,1} \leq 0 \) then \( l = 0 \) and the first equation is equivalent to

\[ b_{1,3} = n - m^2(n - 1) \geq 0 \]

which is satisfied by \( n = 1 \) or \( m = 0 \) or \( m = 1 \). Taking \( n = 1 \) gives \( \text{[55]} \). Taking \( m = 0 \) gives another disconnected quiver and taking \( m = 1 \) gives the left of \( \text{[57]} \).

If we return to \( \text{[59]} \) and take \( p := b_{3,1} \geq 0 \) then we again have \( l = m[b_{3,1}] = mp \) so the first equation of \( \text{[59]} \) implies

\[ (n + p)(m^2 - 1) = m^2 \]

which doesn’t have \( m = 1 \) as a solution, so

\[ n + p = \frac{m^2}{m^2 - 1} = 1 + \frac{1}{m^2 - 1} \]

which is an integer only for \( m = 0 \), but in this case \( n = p = 0 \), which we have excluded.

7.3. Assuming \( n = 0 \). Finally in \( \text{[58]} \) taking \( n = 0 \) gives the right of \( \text{[57]} \).

8. T- and Y-systems for our period 2 quivers

In this section we use Nakanishi’s formulae to write down some of the more interesting T- and Y-systems for our period 2 quivers, as given in Lemmas \( \text{[2.10]} \) and \( \text{[2.11]} \) and Section \( \text{[2.5]} \). We then consider periodic quantities and how they can be used to simplify these T- and Y-systems, in some cases giving a single recurrence (the particular systems appearing here were chosen because they exhibit periodic quantities). We compile the results of this section in the following proposition.

**Proposition 8.1.** The T- and Y-systems we study in this section have the following properties.

(i) The quiver \( \text{[39]} \): Both the T- and Y-system have a period 2 quantity which can be used to reduce each of the systems to a recurrence.

(ii) The left quiver \( \text{[45]} \): The T-system has a period 1 quantity so we can write the system as a recurrence, a special case of which is the Somos-4 recurrence.

(iii) The right quiver \( \text{[46]} \): The T-system has a period 1 quantity but it doesn’t seem possible to write this system as a recurrence.

(iv) The right quiver \( \text{[49]} \): The T-system has a period 1 quantity and the system may be written as the same recurrence (that generalises Somos-4) as in part (ii).

(v) The quiver \( \text{[56]} \): The T-system has a period 2 quantity that leads to a recurrence.

(vi) The left quiver \( \text{[57]} \): The T-system has a period 1 quantity that leads to a recurrence that has the Somos-5 recurrence as a special case.

We will discuss each of these quivers in a separate subsection.

8.1. The quiver \( \text{[39]} \). The T-system for this quiver is

\[ z(q)y(q + 1) = z(q + 1)y(q)^2 + 1, \]

\[ y(q)z(q + 3) = z(q + 2)y(q + 1)^2 + 1 \]  

(60)
We can eliminate the terms on the right hand sides to find that
\[ C(q) := \frac{y(q)}{z(q + 1)} \]
is period 2. We can use this to replace the \( y \) terms in the \( T \)-system, so that it becomes
\[ C(q + 1)z(q + 2)z(q) = C(q)^n z(q + 1)^2n + 1. \]
The corresponding \( Y \)-system for this quiver is
\[
A(q)B(q + 1) = (1 + A(q + 1))^n (1 + B(q))^n, \\
B(q)A(q + 3) = (1 + A(q + 2))^n (1 + B(q + 1))^n. 
\]
By a similar argument this has
\[ D(q) := \frac{A(q + 1)}{B(q)} \]
which is period 2. By replacing the \( B \) terms this gives the equation
\[ D(q + 1)A(q + 2)A(q) = (1 + A(q + 1))^n (1 + D(q)A(q + 1))^n. \]

**Remark 8.2.** In this case the \( T_Z \)-system (see Remark 2.8) is given by multiplying the right hand sides of the \( T \)-system (60) by new variables which we write as \( Z_z(q) \) and \( Z_y(q) \):
\[
z(q)y(q + 1) = Z_z(q)(z(q + 1)^n y(q)^n + 1), \\
y(q)z(q + 3) = Z_y(q)(z(q + 2)^n y(q + 1)^n + 1)
\]
and the theorem of [11] says that taking
\[
\bar{A}(q) := z(q + 1)^n y(q)^n, \\
\bar{B}(q) := z(q + 2)^n y(q + 1)^n
\]
gives a solution of the \( Y \)-system (61) if and only if the \( Z \) variables satisfy
\[ Z_z(q + 1)^n Z_y(q)^n = Z_z(q + 2)^n Z_y(q + 1)^n = 1. \]
Here we note that, since \( \bar{B}(q) = \bar{A}(q + 1) \) this can’t give all solutions of the \( Y \)-system, regardless of any conditions on the \( Z \) variables.

We also note that \( C(q) \) only remains period 2 in the \( T_Z \)-system if we have \( Z_z(q + 1) = Z_y(q) \). Similar results hold for the other periodic quantities considered in this section: they are only periodic in the \( T_Z \)-systems subject to further relations on the \( Z \) variables.

### 8.2. The left quiver \([45]\).

The \( T \)-system here is
\[
z(q)y(q + 1) = z(q + 1)y(q) + z(q + 2)^p \\
y(q)z(q + 4) = z(q + 2)^p + z(q + 3)y(q + 1)
\]
By eliminating the \( z(q + 2)^p \) terms and factoring, we find that
\[ C := \frac{z(q) + z(q + 3)}{y(q)} \]
is period 1. We can then use \( C \) to replace each of the \( y \) terms in (63), so the \( T \)-system becomes
\[ z(q)z(q + 4) = z(q + 1)z(q + 3) + Cz(q + 2)^p. \]
We note that with \( p = 2 \) this equation is known as the Somos-4 recurrence and appears in [10], where it is solved using the Weierstrass sigma function. It was
then noted in [6] that this recurrence can be obtained from a period 1 quiver. The associated Y-system was shown to be related to the $q$-Painlevé I equation in [21].

8.3. The right quiver (46). Here we have the $T$-system

$$z(q)y(q + 2) = z(q + 1)y(q)^n y(q + 1)^{n+1} + z(q + 2),$$

(65)  

$$y(q)z(q + 3) = z(q + 1) + z(q + 2)y(q + 1)^n y(q + 2)^n$$

By shifting the first equation $q \mapsto q + 1$ and eliminating the term $z(q + 2)y(q + 1)^n y(q + 2)^n$ that is present in both equations, we can then factor the result to show that

$$\frac{y(q + 1)y(q + 3) + y(q + 2)}{z(q + 3)} = \frac{y(q)y(q + 2) + y(q + 1)}{z(q + 1)}$$

Multiplying this expression by $1/z(q + 2)$ proves that

$$C := \frac{y(q)y(q + 2) + y(q + 1)}{z(q + 1)}$$

is constant. We then multiply the first $T$-system equation by $z(q + 1)$ and use $C$ to replace the terms $z(q)z(q + 1)$ and $z(q + 1)z(q + 2)$ that appear to prove that this $T$-system is equivalent to

$$y(q + 3)y(q) = Cz(q + 2)^2y(q + 1)^n y(q + 2)^n + 1,$$

$$Cz(q + 2)z(q + 1) = y(q)y(q + 2) + y(q + 1).$$

Unfortunately we are not able to remove the $z$ terms completely in the first equation.

8.4. The right quiver (49). Here the $T$-system is

$$z(q)y(q + 2) = z(q + 1)y(q + 1) + z(q + 2),$$

(66)  

$$y(q)z(q + 3) = z(q + 1) + z(q + 2)y(q + 1).$$

By shifting the second equation and eliminating the $z(q + 2)$ terms we see that

$$C := \frac{z(q) + z(q + 3)}{y(q + 1)}$$

is constant, which we can then use to replace each of the $y$ terms in (66). Hence this $T$-system becomes

$$z(q)z(q + 4) = z(q + 1)z(q + 3) + Cz(q + 2),$$

with is another appearance of (64).

8.5. The quiver (56). We have the $T$-system

$$z(q)y(q + 4) = z(q + 1)^n y(q + 2) + y(q),$$

(67)  

$$y(q)z(q + 2) = z(q + 1)^n y(q + 2) + y(q + 4)$$

Subtracting the two equations gives

$$\frac{z(q + 2) + 1}{y(q + 4)} = \frac{z(q) + 1}{y(q)}$$

We multiply both sides by $1/y(q + 2)$ to show that

$$C(q) := \frac{z(q) + 1}{y(q + 2)y(q)}$$
is period 2. We can use this to replace the $z$ terms in \((67)\) to obtain the recurrence

$$C(q)y(q + 4)y(q + 2)y(q) = (C(q + 1)y(q + 3)y(q + 1) - 1)^n + y(q + 4) + y(q).$$

### 8.6. The left quiver \((57)\). The $T$-system here is

$$z(q)y(q + 4) = z(q + 1)y(q + 2) + y(q)^n y(q + 3)^{n-1},$$

$$y(q)z(q + 2) = z(q + 1)y(q + 2) + y(q + 1)^{n-1}y(q + 4)^n$$

(68)

With a shift we have terms $y(q + 1)^{n-1}y(q + 4)^{n-1}$ appearing on both right hand sides. Eliminating these proves that

$$C := \frac{y(q)y(q + 1) + y(q + 3)y(q + 4)}{z(q + 1)}$$

is constant. We can then replace the $z$ terms in the $T$-system to give the recurrence

$$y(q + 5)y(q) = y(q + 3)y(q + 2) + Cy(q + 1)^{n-1}y(q + 4)^{n-1}. \quad (69)$$

For $n = 2$ this is known as the Somos-5 recurrence and was obtained through mutation of a period 1 quiver in \([7]\). In \([9]\) Somos-5 was solved using Weierstrass sigma functions. In \([21]\) it was shown that the associated $Y$-system for this $T$-system (with $n = 2$) gives rise to the $q$-Painlevé II equation.

### 9. Concluding Remarks

We began by justifying why we take the equation $\sigma_{\mu_k}\mu_1(Q) = Q$ as the definition for period 2 quivers, where we only allow the 2 permutations $\sigma$ and the vertices $k$ given in Lemma \([2.5]\). This leads to the complicated system of equations \([20]\), which we were able to solve for $N = 3, 4, 5$ and, in some cases, $N = 6$. We then considered some of the $T$- and $Y$-systems obtained from these quivers which exhibit periodic quantities that can be used to simplify these systems.

In \([6]\) the authors define a “cluster map” for period 1 quivers. This is the map

$$\varphi : (x_n, \ldots, x_{n+N-1}) \mapsto (x_{n+1}, \ldots, x_{n+N})$$

where $x_{n+N}$ is defined by \([10]\). There it is proved that, if the matrix $B$ is degenerate then there exists a projection $\pi$ to a set of reduced variables, given by the image of $B$, and a map $\phi$ such that $\pi \circ \varphi = \phi \circ \pi$. The map $\varphi$ gives a recurrence called the $U_2$-system. In \([11]\) it is then shown that, for certain period 1 quivers, the $U_2$-systems are linked to $q$-Painlevé systems given in \([17]\). A similar connection is found in \([22]\) where, among other equations, the discrete KdV and the discrete mKdV are constructed as $Y$-systems by mutating quivers with an infinite number of vertices, reductions of these then give rise to $q$-Painlevé I, II, III and VI. It would be interesting to see if any of the $Y$-systems from period 2 quivers are related to known systems, possibly the forms of discrete Painlevé that appear as systems of two equations in \([17]\).

We reiterate that we did not look at the $T$- and $Y$-systems for all of the period 2 quivers found here, just the ones with obvious periodic quantities. We also remark that these periodic quantities only exist in the $T_Z$ systems subject to certain relations between the $Z$ variables, in many (but not all) cases only if each of the $Z$ variables is equal to 1. Due to this we are so far unable to say much about the period 2 $T_Z$- and $Y$-systems beyond what was noted in Remark \([2.8]\). Investigating
the rest of the period 2 systems (those without periodic quantities) and the relations between solutions of the $T_Z$- and $Y$-systems is a problem we intend to tackle in the future.
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