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Abstract. For some spatially nonlocal diffusion models with a finite range of nonlocal interactions measured by a positive parameter $\delta$, we review their formulation defined on a bounded domain subject to various conditions that correspond to some inhomogeneous data. We consider their consistency to similar inhomogeneous boundary value problems of classical partial differential equation (PDE) models as the nonlocal interaction kernel gets localized in the local $\delta \to 0$ limit, and at the same time, for rescaled fractional type kernels, to corresponding inhomogeneous nonlocal boundary value problems of fractional equations in the global $\delta \to \infty$ limit. Such discussions help to delineate issues related to nonlocal problems defined on a bounded domain with inhomogeneous data.
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1. Introduction. There has been much interest in nonlocal models [10, 28, 20]. A characterization of nonlocal models can be found in [29], together with a study on the close connections between nonlocal modeling and other mathematical subjects like homogenization, model reduction, and coarse-graining.

Motivated by studies from mechanics to image analysis and from traffic flows of autonomous vehicles to anomalous diffusion, a growing area of research is the study on models with nonlocal interactions that span a finite range [28, 30], measured by the horizon parameter $\delta \in \mathbb{R}$, as we will describe in details later. It should be noted that in such models, the interaction range is generically nonzero (thus nonlocal) but, for problems on a bounded domain, may not be on the same scale as the size of the whole domain. In mathematical modeling, nonlocal models with a finite $\delta$, simply referred to as nonlocal models here, can play a number of roles [28]:

• They can either complement or serve as an alternative to traditional PDE-based local models, and they can account for nonlocal interactions explicitly and remain valid for not only smooth but also singular solutions. Examples include peridynamic (PD) models for fracture mechanics [65, 36] and nonlocal models of anomalous diffusion and transport [30, 56, 57, 1].

• They can serve as tools to better understand and simulate existing local PDE models. Popular numerical methods like Smoothed Particle Hydrodynamics (SPH) and Vortex-Blob methods are good examples of discretizing PDEs through nonlocal smoothing/averaging [18, 58, 37, 35].
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• They can serve as bridges to build connections between continuum PDEs, discrete algebraic, graph and network models, metric geometry, and fractional differential equations [11, 16, 15, 27, 74, 75, 28].

The main goal here is related to the bridging roles mentioned above. That is, the discussion is centered on connecting local PDEs with fractional PDEs through nonlocal equations with a finite range of interactions via a unified description. In particular, we reexamine some concepts presented in [30] on nonlocal diffusion models with a finite \( \delta \), and make further investigations so that the theory can be consistent with both the local and fractional limits. While the related issues have been subject to earlier investigations, see e.g. [30, 75, 20], most known results are stated for problems with homogeneous boundary data (or nonlocal constraints). By presenting problems in more general settings that involve inhomogeneous data, we also provide some insight on how to connect some of the relevant concepts concerning nonlocal boundary conditions (volumetric constraints [30]).

2. Local, nonlocal and fractional models. For illustration, we consider problems defined on a bounded, open domain \( \Omega \subset \mathbb{R}^d \) with a Lipschitz boundary \( \partial \Omega \). We adopt a set of notation that is largely similar to those used in [20] but with necessary modifications in some cases.

Let the closure of \( \Omega \) be denoted by \( \overline{\Omega} = \Omega \cup \partial \Omega \). The complements are denoted by \( \Omega_c = \mathbb{R}^d \setminus \Omega \) and \( \overline{\Omega}_c = \mathbb{R}^d \setminus \overline{\Omega} \) respectively. Note that \( \overline{\Omega}_c = \mathbb{R}^d \setminus \overline{\Omega} = \Omega_c \).

Given the domain \( \Omega \) and a positive parameter \( \delta > 0 \), we define an interaction layer of width \( \delta \) by
\[
\Omega_{I_\delta} := \{ y \in \Omega_c \mid \text{dist}(y, \Omega) < \delta \}.
\]
(2.1)

We let \( \overline{\Omega}_{I_\delta} \) denote the closure of \( \Omega_{I_\delta} \). \( \Omega_\delta = \Omega \cup \Omega_{I_\delta} \) and \( \overline{\Omega}_\delta = \overline{\Omega} \cup \overline{\Omega}_{I_\delta} = \overline{\Omega} \cup \overline{\Omega}_{I_\delta} \). In this work, we are interested in some special cases and limiting regimes
\[
\delta = 0, \quad 0 \leq \delta < \text{diam} \Omega, \quad \delta \approx \text{diam} \Omega, \quad \text{diam} \Omega < \delta \to \infty, \quad \delta = \infty. \quad (2.2)
\]

Note that \( \Omega_{I_\delta} = \emptyset \) and \( \overline{\Omega}_{I_\delta} = \partial \Omega \), while \( \Omega_{I_\infty} = \Omega_c \) and \( \overline{\Omega}_{I_\infty} = \overline{\Omega}_c \).

We also define some domains for any pair of points \((x, y)\). These include \( \Omega^2 = \Omega \times \Omega \), which denotes the tensor product of any domain \( \Omega \) with itself and
\[
\tilde{\Omega}_\delta = \overline{\Omega}_\delta^2 \setminus \Omega_{I_\delta}^2 \quad \text{and} \quad \tilde{\Omega}_\infty = (\mathbb{R}^d)^2 \setminus \Omega_c^2.
\]

2.1. Local diffusion models. We first consider a classical Poisson problem for an unknown solution \( u : \Omega \subset \mathbb{R}^d \to \mathbb{R} \),
\[
\begin{aligned}
-L_0 u(x) := -(\Delta u)(x) &= F(x, u(x)), \quad \forall x \in \Omega, \\
B_0 u(x) &= g_0(x), \quad \forall x \in \Omega_{I_0} = \partial \Omega,
\end{aligned}
\]
(2.3)

where \( F(x, u) \) and \( g_0(x) \) denote given functions defined on \( \Omega \times \mathbb{R} \) and \( \partial \Omega \), respectively. Here, we elect to work with the Laplacian \( \Delta \) rather than more general diffusion operators. A special case is that \( F(x, u) \) is independent of \( u \), thus leading to a standard linear PDE on \( \Omega \). For the boundary conditions operator \( B_0 \), we have the choices
\[
B_0 u(x) = \begin{cases} u(x), & x \in \partial \Omega^D \text{ (Dirichlet BC)}, \\
\frac{\partial u}{\partial n}(x) & x \in \partial \Omega^N \text{ (Neumann BC)},
\end{cases}
\]
(2.4)
where \( \partial \Omega^D \) and \( \partial \Omega^N \) are subset of \( \partial \Omega \) such that \( \partial \Omega^D \cup \partial \Omega^N = \partial \Omega \) with \( \partial \Omega^D \cap \partial \Omega^N \) having zero \( d-1 \) dimensional measure. Note that \( \mathcal{B}_0 \) can also take on other forms, (e.g.,

\[
\mathcal{B}_0 u(x) = \frac{\partial u}{\partial n}(x) - \alpha u(x), \quad \forall x \in \partial \Omega^N
\]  

(2.5)

for a positive constant \( \alpha > 0 \) to yield other (e.g., Robin type) boundary conditions. In the case \( \partial \Omega^D = \emptyset \), we have a pure Dirichlet problem while \( \partial \Omega^N = \partial \Omega \) leads to a pure Neumann problem. In the latter case, compatibility conditions may be needed on the data, and an additional constraint (e.g., having a zero mean over \( \Omega \)) on the solutions may be imposed to ensure uniqueness.

Remark 2.1. Problem (2.3), which is named the local diffusion problem here, is a well-studied local PDE model used for steady-state normal diffusion.

2.2. Fractional diffusion models. Fractional PDEs are PDEs with fractional-order partial derivatives of unknown solutions. They are nonlocal integral models with a global or infinite range of interactions. Here, we consider a nonlocal fractional diffusion model associated with the integral fractional Laplacian \( \mathcal{L}_s^{\infty} = -(-\Delta)^s \), which, for \( u : \mathbb{R}^d \to \mathbb{R} \) and \( s \in (0, 1) \), is given by

\[
-\mathcal{L}_s^{\infty} u(x) = (-\Delta)^s u(x) = \int_{\mathbb{R}^d} (u(x) - u(y)) \gamma_s(|y - x|) dy, \quad \forall x \in \mathbb{R}^d
\]  

(2.6)

where the kernel function is defined by

\[
\gamma_s(|z|) = \frac{C_{d,s}}{|z|^{d+2s}}, \quad \text{with} \quad C_{d,s} = \frac{2^{2s} \Gamma(s + d/2)}{\pi^{d/2} \Gamma(1 - s)},
\]  

(2.7)

where \( \Gamma \) denotes the gamma function. Note that the singular integral in (2.6) should be interpreted in the principal value sense.

The fractional diffusion problem considered here is then given by

\[
\begin{cases}
-\mathcal{L}_s^{\infty} u(x) = F(x, u(x)), & \forall x \in \Omega, \\
\mathcal{B}_s^{\infty} u(x) = g_s(x), & \forall x \in \Omega_{s,c} = \Omega_c.
\end{cases}
\]  

(2.8)

where \( F(x, u) \) is as before and \( g_s(x) \) is a given data defined for \( x \in \Omega_{s,c} \). The operator \( \mathcal{B}_s^{\infty} \) is defined by

\[
\mathcal{B}_s^{\infty} u(x) = \begin{cases}
u(x), & x \in \Omega_{s,c}^D \text{ (Dirichlet VC)}, \\
\mathcal{N}_s^{\infty} u(x), & x \in \Omega_{s,c}^N \text{ (Neumann VC)},
\end{cases}
\]  

(2.9)

where \( \Omega_{s,c}^D \) and \( \Omega_{s,c}^N \) are two disjoint subdomains of \( \Omega_{s,c} \) such that \( \overline{\Omega_{s,c}^D} \cup \overline{\Omega_{s,c}^N} = \overline{\Omega_{s,c}} \). \( \mathcal{N}_s^{\infty} \) is a suitably defined nonlocal operator, for example, given by [26].

\[
\mathcal{N}_s^{\infty} u(x) = -\int_{\Omega} (u(y) - u(x)) \gamma_s(|y - x|) dy, \quad \forall x \in \Omega_{s,c} = \Omega_c.
\]  

(2.10)

In the above definition, \( \mathcal{N}_s^{\infty} \) is defined as an integral over the domain \( \Omega \) only, instead of the whole space \( \mathbb{R}^d \).

Remark 2.2. Note that the constraint \( \mathcal{B}_s^{\infty} u = g_s \) is applied on a domain having a nonzero volume in \( \mathbb{R}^d \), thus representing a nonlocal boundary condition which is also called a volume constraint (VC) [26].
The integral fractional Laplacian is sometimes called the whole space fractional Laplacian as the integral ranges the whole space $\mathbb{R}^d$. It is a special case of the nonlocal Laplacian defined later (see (2.19) and related discussions in section 2.3). It is also equivalent to the Fourier representation \[ (-\Delta)^s u(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} |\xi|^{2s} (u, e^{-i\xi \cdot x}) e^{i\xi \cdot x} d\xi = \mathcal{F}^{-1}(|\xi|^{2s} \mathcal{F}\{u\}(\xi))(x), \tag{2.11} \]
where $\mathcal{F}$ denotes the Fourier transform. Formally if we let $s \to 1^-$ in the above, it recovers the Fourier spectral representation of the classical local Laplacian $-\Delta$.

Indeed, it is well known that $(-\Delta)^s u(x) \to -\Delta u(x)$ as $s \to 1^-$ for any function $u$ with sufficient regularity; see e.g. \bibref{68, Theorems 3 and 4} and \bibref{25, Proposition 4.4}.

Remark 2.3. The fractional Laplacian (2.6) is often used to model superdiffusion. In probabilistic terms, in contrast to the local Laplacian that corresponds to the normal diffusion described by Brownian motion, the fractional Laplacian can be connected to superdiffusion associated with Lévy flights in which the length of particle jumps follows a heavy-tailed power law distribution, reflecting the long-range interactions between particles, see e.g. \bibref{26, 56, 66}.

The problem (2.8) is called a fractional diffusion model here to distinguish it from other diffusion models. It is given in the distribution sense so that the equations are only specified over an open domain $\Omega$. More rigorous descriptions of (2.8) will be discussed later.

Other variants of the operators $\mathcal{L}_s^\infty$ and $\mathcal{N}_s^\infty$ are discussed in section 2.4. For notation simplicity, we drop the superscript $s$ in $\mathcal{L}_\infty^s$, $B_\infty^s$ and $N_\infty^s$ whenever there is no ambiguity, that is $\mathcal{L}_\infty^s = \mathcal{L}_\infty$, $B_\infty^s = B_\infty$ and $N_\infty^s = N_\infty$. Meanwhile, similar to the local case, one can also consider other volume constraints such as $B_\infty u(x) = N_\infty u(x) - \alpha u(x)$ for $x \in \Omega$, to mimic a Robin type constraint.

2.3. Nonlocal diffusion models. To distinguish from the local and fractional counterparts, we consider a class of special nonlocal diffusion models here associated with a finite range of interactions, measured by the so-called horizon parameter (interaction radius) $\delta > 0$.

For $\delta > 0$, we consider the following nonlocal problem for a scalar-valued unknown function $u(x)$ defined on $\Omega_\delta$,
\[ \begin{cases} -\mathcal{L}_\delta u = F(x, u(x)), & \forall \, x \in \Omega, \\
B_\delta u = g_\delta(x), & \forall \, x \in \Omega_\delta, \end{cases} \tag{2.12} \]
with $F$ and $g_\delta$ given and a nonlocal diffusion operator defined by
\[ \mathcal{L}_\delta u(x) := \int_{\mathbb{R}^d} (u(y) - u(x)) \gamma_\delta(x, y) dy, \quad \forall \, x \in \mathbb{R}^d, \tag{2.13} \]
where the kernel function $\gamma_\delta(x, y)$ is symmetric, i.e.,
\[ \gamma_\delta(x, y) = \gamma_\delta(y, x), \quad \forall \, x, y \in \mathbb{R}^d, \]
non-negative, and with a compact support in $y - x$ in $B_\delta(0)$, the $\delta$-ball of the origin. That is,
\[ \gamma_\delta(x, y) = 0 \text{ whenever } |y - x| > \delta. \]
For such kernels, we see that $L_\delta$ depending on the regimes that we study. We give two examples below.

Analogous to (2.4), we have the choice of volume constraints

$$\mathcal{N}_\delta u(x) := -\int_{\Omega} (u(y) - u(x)) \gamma_\delta(x, y) dy, \quad \forall x \in \Omega.$$  

(2.14)

For $\delta \ll \text{diam}(\Omega)$, $\mathcal{N}_\delta u$ only needs to be defined and applied on $\Omega_{I_\delta}^N$. Its definition on $\Omega_{I_\delta}$ is given for the convenience of notation only.

Rather than considering kernels in the general form, we focus on those translation-invariant (i.e., functions of $y - x$) and radial symmetric (i.e., depending only on $|y - x|$). In particular, we consider a more specific re-scaled form given by

$$\gamma_\delta(x, y) = C_\delta(\delta) \gamma\left(\frac{|y - x|}{\delta}\right)$$  

(2.17)

for a kernel $\gamma(|\cdot|)$ that satisfies

$$\gamma(s) \geq 0, \text{ and non-increasing, } \forall s \in [0, 1], \quad \gamma(s) = 0, \forall s \geq 1,$$

(2.18)

$$\gamma(|z|) = |z|^2 \gamma(|z|) \in L_1^{\text{loc}}(\mathbb{R}^d).$$

For such kernels, we see that $\mathcal{L}_\delta$ can also be written as

$$\mathcal{L}_\delta u(x) := C_\delta(\delta) \int_{\mathbb{R}^d} (u(y) - u(x)) \gamma\left(\frac{|y - x|}{\delta}\right) dy, \quad \forall x \in \mathbb{R}^d.$$  

(2.19)

The scaling factor $C_\delta(\delta)$ is of special interest in this work and is defined differently depending on the regimes that we study. We give two examples. We have

- For $0 < \delta \ll \text{diam}(\Omega)$, $C_\delta(\delta)$ is chosen to satisfy

$$\int_{\mathbb{R}^d} |y - x|^2 \gamma_\delta(x, y) dy = \delta^{d+2} C_\delta(\delta) \int_{B_1(0)} |\xi|^2 \gamma(|\xi|) d\xi = 2d.$$  

(2.20)

so that as $\delta \to 0$, the local limit of $\mathcal{L}_\delta$ becomes the standard Laplacian $\mathcal{L}_0 = \Delta$

- For $\delta \gg \text{diam}(\Omega)$, the factor and kernels are chosen to satisfy

$$C_\delta(\delta) = \frac{C_{d,s}}{\delta^{d+2s}} \quad \text{for} \quad \gamma(t) = t^{-d-2s}1_{[0,1]},$$  

(2.21)

so that $C_\delta(\delta) \gamma(t/\delta) = C_{d,s}t^{-d-2s}1_{(0,\delta]}$, that is, $\gamma_\delta(x, y)$ is a truncation of the fractional kernel $\gamma_s$ defined in (2.7)

$$\gamma_\delta(x, y) = \begin{cases} 
\gamma_s(|y - x|) = \frac{C_{d,s}}{|y - x|^{d+2s}}, & \forall y - x \in B_\delta(0), \\
0, & \text{otherwise}.
\end{cases}  

(2.22)

Consequently, we have $\mathcal{L}_\delta \to \mathcal{L}_\infty^s = (-\Delta)^s$ as $\delta \to \infty$.
Remark 2.4. Although $L_\delta u(x)$ is defined for any $x \in \mathbb{R}^d$, independent of any spatial domain, for problem (2.12), we only need $L_\delta u(x)$ for $x \in \Omega$. Then, with a compactly supported $\gamma_\delta$, the integral in (2.19) can be equivalently defined over $\tilde{\Omega}_\delta$ instead, i.e.,

$$L_\delta u(x) := \int_{\tilde{\Omega}_\delta} (u(y) - u(x))\gamma_\delta(x, y)dy, \quad \forall x \in \Omega.$$  (2.23)

Remark 2.5. The operator $L_\delta$ defined by (2.19), with a kernel scaled by (2.20) or (2.22), is a nonlocal analog of the partial differential operator $L_0 = \Delta$ or the fractional operator $L_\infty = (-\Delta)^s$. Likewise, the nonlocal model (2.12) is a nonlocal analog of the local diffusion model (2.3) and the fractional diffusion model (2.8). Nonlocal diffusion problems have also been extensively studied in recent years, we refer to the literature review given in [30] and [20]. In addition, one can find additional references in a few more recent works [23, 45, 60, 78].

Remark 2.6. We note that, different from [20, 31], the operators $L_\delta$ and $N_\delta$ involving the respective domains of integration in their definitions, are adopted as in [28, 33] to be consistent with the fractional version, see e.g. [26, 43], given by (2.10). We also consider their variants, as well as the variants of the fractional operators later in the paper.

Remark 2.7. Concerning the operator $B_\delta$ in (2.15), one may consider more general forms. For example, with $\Omega_{I\delta} = \Omega_{D\delta}$, we may have

$$B_\delta u(x) = N_\delta u(x) - D_\delta u(x), \quad \forall x \in \Omega_{I\delta}$$  (2.24)

where the linear operator $D_\delta$ is given by

$$D_\delta u(x) = \int_{\Omega_{I\delta}} u(y)\sigma_\delta(x, y)dy, \quad \forall x \in \Omega_{I\delta} = \Omega_{D\delta}$$  (2.25)

where the $\sigma_\delta(x, y)$ can be a bounded and symmetric kernel such that as $\delta \to 0$,

$$\int_{\Omega_{I\delta}} D_\delta u(x)v(x)dx \to \int_{\partial \Omega_2} u(x)v(x)dx,$$  (2.26)

for any pair of smoothly defined functions $u$ and $v$ on $\Omega$. In this case, we get a problem analogous to the local Robin boundary value problem.

Remark 2.8. While we focus on nonlocal diffusion operators defined by (2.19) with a symmetric kernel for illustration, we note that more general nonlocal diffusion-convection operators with a nonsymmetric kernel have also been studied, see, for instance, [32, 48, 70, 71, 21].

Note that for the pure Neumann case, i.e., $\Omega_{I\delta} = \Omega_{D\delta}$, we impose a constraint on the solution $u$ to have mean 0 over $\tilde{\Omega}_\delta$ and the equations in (2.12) are modified to

$$\begin{cases} -L_\delta u = F(x, u(x)) - \lambda_N, & \forall x \in \Omega, \\ N_\delta u = g_N(x) - \lambda_N, & \forall x \in \Omega_{I\delta}, \end{cases}$$  (2.27)

where $\lambda_N$ is a constant Lagrange multiplier satisfying

$$\int_{\Omega} F(x, u(x))dx + \int_{\Omega_{I\delta}} g_\delta(x) = \lambda_N |\tilde{\Omega}_\delta|,$$  (2.28)

where $|\tilde{\Omega}_\delta|$ denotes the nonzero measure of $\tilde{\Omega}_\delta$. 
2.4. Regional fractional and nonlocal Laplacians. An operator related to the fractional Laplacian, but defined with respect to the domain $\Omega$, is the regional fractional Laplacian given by \[ (-\Delta)^s_{\Omega} u(x) = \int_{\Omega} (u(x) - u(y)) \gamma_s(x, y) dy, \quad \forall x \in \Omega. \] (2.29)

It can be used to define a problem given by
\[ (-\Delta)^s_{\Omega} u(x) = F(x, u(x)), \quad \forall x \in \Omega, \] (2.30)

which is another approach to generalize the local Poisson Neumann problem to the nonlocal fractional case \[26, \text{Section 7} \]. Note that in comparison with the fractional Laplacian $L_{s, \infty}$ defined in (2.6), the only difference is that the regional operator in (2.29) involves an integral over $\Omega$ instead of $\mathbb{R}^d$.

Similarly, a nonlocal problem on $\Omega$ related to the regional fractional Laplacian is
\[ -L_{\delta, \Omega} u(x) = F(x, u(x)), \quad \forall x \in \Omega, \] (2.31)

where the regional nonlocal diffusion operator $L_{\delta, \Omega}$ is given by
\[ L_{\delta, \Omega} u(x) = \int_{\Omega} (u(y) - u(x)) \gamma_\delta(x, y) dy, \quad \forall x \in \Omega. \] (2.32)

Then (2.30) is a special case of (2.31) by choosing special fractional kernels as in (2.21) and setting $\delta = \infty$. Hence, for kernels of the form (2.21), we may see $L_{\delta, \Omega}$ as a "regional" nonlocal Laplacian with respect to the domain $\Omega$.

Indeed, let $\Omega = \Omega_1 \cup \Omega_2$ with $\Omega_1 \cap \Omega_2 = \emptyset$, the problem (2.31), by a simple change of notations, can be equivalently written as the nonlocal problem:
\[ \begin{cases} 
-\mathcal{L}_{\delta, \Omega} u(x) = F(x, u(x)) & \forall x \in \Omega_1, \\
\mathcal{N}_{\delta, \Omega} u(x) = G(x, u(x)) & \forall x \in \Omega_2.
\end{cases} \] (2.33)

Here, a nonlocal operator $\mathcal{N}_{\delta, \Omega}$ is introduced, which is defined by
\[ \mathcal{N}_{\delta, \Omega} u(x) := -\mathcal{L}_{\delta, \Omega} u(x) = \int_{\Omega} (u(x) - u(y)) \gamma_\delta(x, y) dy, \quad \forall x \in \Omega_2, \] (2.34)

and $G(x, u(x)) = F(x, u(x))$ on $\Omega_2$. $\mathcal{N}_{\delta, \Omega}$ and $G(x, u(x))$ only carry symbolic meanings in this case and the equivalence of (2.31) and (2.33) holds independently of how $\Omega$ is decomposed into $\Omega_1$ and $\Omega_2$. For example, a special choice of the domain $\Omega_2$, for $\delta$ sufficiently small, is the interior $\delta$-layer of $\Omega$ given by
\[ \Omega_{\delta} = \{ x \in \Omega \mid \text{dist}(x, \partial \Omega) < \delta \}. \] (2.35)

**Remark 2.9.** Note that the definition (2.34) of $\mathcal{N}_{\delta, \Omega}$ has been adopted in discussions in \[20, \text{[7]} \], except for the use of different notation for the geometric domains. It can be seen that $\mathcal{N}_{\delta, \Omega}$ adopts the same definition as $-\mathcal{L}_{\delta, \Omega}$ except that while $-\mathcal{L}_{\delta, \Omega} u(x)$ is applied on $\Omega_1$, $\mathcal{N}_{\delta, \Omega} u(x)$ inherits the definition on $\Omega_2$.

**Remark 2.10.** We note that the reformulation (2.33) of (2.31) resembles more closely, in appearance, the conventional way of presenting the problem as an equation coupled with a boundary condition (or say volume constraint). Yet, the equivalence of the formulations also highlights the fact that for nonlocal problems, the notion of
boundary conditions can be superfluous. A more general way to understand the formulation is that a nonlocal model is largely described by the law of nonlocal interactions that could be altered due to the presence of a boundary.

Remark 2.11. We also note that the nonlocal diffusion operator \( \mathcal{L}_\delta \) reformulated in (2.23), with the integral being over \( \Omega_\delta \) instead of \( \mathbb{R}^d \) for compactly supported kernels of an interaction range \( \delta \), may have the appearance of being associated with a "regional" nonlocal diffusion operator defined on the combined domain \( \Omega_\delta \). However, this association can only be meaningful in the case where the equation (2.33), rather than being confined to \( \Omega_\delta \), is extended to all \( x \in \Omega \).

Let us examine some limiting cases formally. First, with the kernel \( \gamma_\delta(x, y) \) properly scaled with respect to the horizon parameter \( \delta \) as in (2.20), we see that (2.31), thus (2.33), is expected to converge as \( \delta \rightarrow 0 \) to a Neumann problem of the local diffusion operator with the corresponding boundary condition determined by the limiting behavior of \( F \) on the interior \( \delta \)-layer \( \Omega_\delta' \) defined in (2.35).

Likewise, with \( \gamma_\delta(x, y) \) chosen as in (2.22), then (2.33) is expected to recover exactly the regional fractional Laplacian Neumann problem (2.30) if \( \delta > \text{diam}(\Omega) \). We thus see the regional nonlocal Laplacian again provides a bridge between the local Laplacian and the regional fractional Laplacian.

We note that spectral decomposition is another approach to define fractional differential operators and nonlocal integral operators. Generically, such spectrally represented operators might not yield operators with a finite range of interactions spatially. In many cases, the resulting nonlocal kernels for their spatial integral formulations might not have simple analytical representations in real space. We thus do not consider further in this direction, interested readers can find additional discussions in [1, 8, 13, 43, 59, 67, 62, 5, 19].

2.5. Nonlocal flux and Nonlocal Green’s identities. In [31, 20], the operator \( \mathcal{N}_{\delta, \Omega} \) is also used to provide a nonlocal Green’s formula that shares more symbolic resemblance to the classical Green’s formula for the local Laplacian and for defining a nonlocal flux. We provide a more rigorous statement and derivation here for clarity.

Proposition 2.12. Given the nonlocal operators defined by a rescaled kernel (2.17) with the conditions (2.18) and (2.20) satisfied, for functions \( u \) and \( v \) in \( C^2(\Omega \cup \Omega') \), we have the nonlocal Green’s first identity given by

\[
\frac{1}{2} \int_{(\Omega \cup \Omega')^2} (v(y) - v(x))(u(y) - u(x))\gamma_\delta(x, y)dy dx = -\int_{\Omega \cup \Omega'} v(x)\mathcal{L}_{\delta, \Omega, \Omega'} u(x) dx
\]

\[
= -\int_{\Omega} v(x)\mathcal{L}_{\delta, \Omega, \Omega'} u(x) dx + \int_{\Omega'} v(x)\mathcal{N}_{\delta, \Omega, \Omega'} u(x) dx. \tag{2.36}
\]

This also readily implies the also the nonlocal Green’s second identity

\[
\int_{\Omega} v(x)\mathcal{L}_{\delta, \Omega, \Omega'} u(x) dx - \int_{\Omega} u(x)\mathcal{L}_{\delta, \Omega, \Omega'} v(x) dx
\]

\[
= -\int_{\Omega'} u(x)\mathcal{N}_{\delta, \Omega, \Omega'} v(x) dx + \int_{\Omega'} v(x)\mathcal{N}_{\delta, \Omega, \Omega'} u(x) dx. \tag{2.37}
\]

Proof. To prove the Proposition 2.12, the key is to show that the integrals are well-defined so that the classical Fubini theorem can be applied to get (2.36). For \( u \in C^2(\Omega \cup \Omega') \), we now check that \( \mathcal{L}_{\delta, \Omega, \Omega'} u \in L^1(\Omega \cup \Omega') \), which is a sufficient
condition to achieve this. To simplify the notation, we use $\Omega$ to replace $\Omega \cup \Omega'$ so that

$$L_{\delta, \Omega} u(x) = \int_{\Omega} (u(y) - u(x)) \gamma_\delta(x, y) dy.$$ 

Then it suffices to show that $L_{\delta, \Omega} u \in L^1(\Omega)$ for all $u \in C^2(\overline{\Omega})$.

By the regularity of $u$, we have for $x \in \Omega$,

$$L_{\delta, \Omega} u(x) = \int_{\Omega \setminus B_{\text{dist}(x, \partial \Omega)}(x)} (u(y) - u(x)) \gamma_\delta(x, y) dy$$

$$+ \int_{B_{\text{dist}(x, \partial \Omega)}(x)} (u(y) - u(x)) \gamma_\delta(|y - x|) dy$$

$$\leq C \int_{\Omega \setminus B_{\text{dist}(x, \partial \Omega)}(x)} |y - x| \gamma_\delta(|y - x|) dy$$

$$+ C \int_{B_{\text{dist}(x, \partial \Omega)}(x)} |y - x|^2 \gamma_\delta(|y - x|) dy$$

$$\leq C \left( \int_{\text{dist}(x, \partial \Omega) < |z| < \delta} |z| \gamma_\delta(|z|) dz + 1 \right)$$

where the constant $C$ depends on $\|u\|_{C^2(\overline{\Omega})}$. Thus, the task remains is to show that

$$w(x) := \int_{\text{dist}(x, \partial \Omega) < |z| < \delta} |z| \gamma_\delta(|z|) dz \in L^1(\Omega).$$

Let $\Omega'$ denote an inner layer of width $\epsilon > 0$ surrounding $\partial \Omega$ where $\epsilon > 0$ is a small fixed number. Since it is obvious that $w \in L^1(\Omega \setminus \Omega')$, we only need to show $w \in L^1(\Omega')$. Define for $t \in (0, \epsilon)$,

$$\partial \Omega_t := \{ x \in \Omega | \text{dist}(x, \partial \Omega) = t \}.$$ 

Then, there exists a general constant $C > 0$,

$$\int_{\Omega'} \int_{\text{dist}(x, \partial \Omega) < |z| < \delta} |z| \gamma_\delta(|z|) dz \leq C \int_{0}^{\epsilon} \int_{0}^{r_\delta} r^d \gamma_\delta(r) dr dt$$

$$\leq C \int_{0}^{\epsilon} \int_{0}^{r_\delta} r^d \gamma_\delta(r) dr dt$$

$$= C \int_{0}^{\epsilon} \int_{\text{min}(r, \epsilon)}^{\delta} r^d \gamma_\delta(r) dt dr$$

$$\leq C \int_{0}^{\epsilon} r^{d+1} \gamma_\delta(r) dr < \infty.$$ 

Thus, we get the desired result that $L_{\delta, \Omega} u \in L^1(\Omega)$. 

**Remark 2.13.** Note that by density argument, one can show that the above identities hold in the closure of $C^2(\Omega \cup \Omega')$ with respect to suitable norms.

**Remark 2.14.** In [31] and [28], the identity (2.37) is stated as for $\Omega = \Omega_1 \cup \Omega_2$,

$$\int_{\Omega_1} v(x) L_{\delta, \Omega} u(x) dx = \int_{\Omega} u(x) L_{\delta, \Omega} v(x) dx.$$  \hspace{1cm} (2.38)
This relation, as a consequence of Fubini’s theorem, can be seen as a nonlocal version of integration by parts.

It is worth pointing out that a similar role as \(N_{\delta,\Omega}\) can be played by the operator \(N_{\delta}\) defined earlier in (2.16). In fact, corresponding to the function \(u\) defined on a union \(\Omega \cup \Omega'\) of domains \(\Omega\) and \(\Omega'\), let \(N_{\delta}u(x)\) be defined on \(\Omega'\) in the same way as (2.16), the so-called nonlocal flux of \(u\) between the domain \(\Omega\) and another domain \(\Omega'\), which is induced from \(N_{\delta}\), can be specified as

\[
F(\Omega, \Omega') = \int_{\Omega'} \int_{\Omega} (u(x) - u(y)) \gamma_{\delta}(x, y) \, dy \, dx = \int_{\Omega'} N_{\delta}u(x) \, dx.
\]

Then for a symmetric kernel \(\gamma_{\delta}(x, y)\), i.e., \(\gamma_{\delta}(x, y) = \gamma_{\delta}(y, x)\), we have the following properties.

- Anti-symmetry:
  \[
  F(\Omega, \Omega') = -F(\Omega', \Omega) = -\int_{\Omega} \int_{\Omega'} (u(y) - u(x)) \gamma_{\delta}(y, x) \, dx \, dy,
  \]
  holds formally (assuming that Fubini’s theorem is applicable).

- Additivity:
  \[
  F(\Omega_1, \Omega_2) + F(\Omega_2, \Omega_3) = F(\Omega_1, \Omega_3) \quad \text{for} \quad \Omega = \Omega_1 \cup \Omega_2, \; \Omega_1 \cap \Omega_2 = \emptyset.
  \]

**Remark 2.15.** With \(F(\Omega_1, \Omega_1) = 0\), we see that

\[
F(\Omega_1, \Omega_2) = F(\Omega_1, \Omega_2) + F(\Omega_2, \Omega_2) = F(\Omega_1 \cup \Omega_2, \Omega_2)
= \int_{\Omega_2} \int_{\Omega} (u(x) - u(y)) \gamma_{\delta}(x, y) \, dy \, dx = \int_{\Omega_2} N_{\delta,\Omega}u(x) \, dx.
\]

This also implies that \(N_{\delta}\) induces the same flux functional as \(N_{\delta,\Omega}\) for any symmetric kernel.

Next, let us state the nonlocal Green’s first identity given by

\[
\frac{1}{2} \int_{(\Omega \cup \Omega')^2 \setminus \Omega^2} (v(y) - v(x))(u(y) - u(x)) \gamma_{\delta}(x, y) \, dy \, dx
= -\int_{\Omega} v(x) L_{\delta,\Omega \cup \Omega'} u(x) \, dx + \int_{\Omega'} v(x) N_{\delta}u(x) \, dx.
\]

(2.39)

In particular, if \(\Omega' = \Omega_{\delta}\), then with \(\tilde{\Omega}_{\delta} = \tilde{\Omega}_{\delta}^2 \setminus \Omega_{\delta}^2\), we have

\[
\frac{1}{2} \int_{\tilde{\Omega}_{\delta}} (v(y) - v(x))(u(y) - u(x)) \gamma_{\delta}(x, y) \, dy \, dx
= -\int_{\Omega} v(x) L_{\delta} u(x) \, dx + \int_{\Omega_{\delta}} v(x) N_{\delta}u(x) \, dx.
\]

(2.40)

Note that the identity (2.40) is different from (2.36) as given in [31, 20], but it is a more natural nonlocal analog of the (generalized) local Green’s first identity

\[
\int_{\Omega} \nabla v(x) \cdot \nabla u(x) \, dx = -\int_{\Omega} v(x) \Delta u(x) \, dx + \int_{\partial \Omega} v(x) \frac{\partial u}{\partial n}(x) \, dx;
\]

(2.41)
as well as the fractional version given by
\[
\frac{1}{2} \int_{\tilde{\Omega}_c} (v(y) - v(x))(u(y) - u(x))\gamma_{\delta}(|y - x|) dy \, dx
\]
\[
= - \int_{\Omega} v(x) \mathcal{L}_\delta^* u(x) \, dx + \int_{\Omega_c} v(x) \mathcal{N}_\delta^* u(x) \, dx,
\]
(2.42)
where \( \tilde{\Omega}_c = (\mathbb{R}^d)^2 \backslash \Omega_c^2 \).

For smooth function \( u \), by simple Taylor expansion, we have \( \mathcal{L}_\delta u(x) \to \Delta u(x) \) in \( \Omega \) if we choose the kernels according to (2.20). In this case, from the first Green’s nonlocal trace theorems in [38],

though we note some related works in the fractional case [43] and recent works on the characterization of the trace spaces, and we will leave the discussions to future works,

correspondances to the local and fractional analog in their full generality depend on the character-
ization of the trace spaces, as well as the fractional version given by

\[
\int_{\Omega_c} v(x) \mathcal{N}_\delta u(x) \, dx \to \int_{\partial\Omega} v(x) \frac{\partial u}{\partial n} \, dx.
\]
(2.43)

This offers some justification to the statement that the local version (2.41) of (2.42) can be seen as the \( \delta \to 0 \) limit of (2.40). In this case, from the above formal argument,

we expect that the Neumann operator \( \mathcal{N}_\delta \) converges to the local one in the distribution sense. Meanwhile, the fractional version can be seen as the \( \delta \to \infty \) limit if the kernel is given according to (2.22). Furthermore, as \( \delta \to 0 \), formally we may also note that

\[
\int_{\Omega_c} v(x) \mathcal{N}_\delta \hat{\Omega}_c u(x) \, dx \to \int_{\partial\Omega} v(x) \frac{\partial u}{\partial n} \, dx.
\]
(2.44)

Indeed, the difference between the left-hand side integrals of (2.43) and (2.44) satisfies

\[
\int_{\Omega_c} v(x) \int_{\Omega_c} (u(x) - u(y))\gamma_{\delta}(|x - y|) dy \, dx
\]
\[
= \frac{1}{2} \int_{\Omega_c} \int_{\Omega_c} (u(x) - u(y))(v(y) - v(x))\gamma_{\delta}(|x - y|) dy \, dx = O(\delta)
\]

for smooth functions \( u \) and \( v \) defined on the whole space. This observation shows the formal consistency using the different Neumann operators in the local limit. However, We note that consistency to the fractional limit, unlike the case of \( \mathcal{N}_\delta \) is not shared by the nonlocal analog presented in [31, 20] based on the operator \( \mathcal{N}_\delta, \hat{\Omega}_c \).

Likewise, the nonlocal analog of

\[
\int_{\Omega_c} [v(x)\Delta u(x) - u(x)\Delta v(x)] \, dx = \int_{\partial\Omega} \left[ v(x) \frac{\partial u}{\partial n}(x) - u(x) \frac{\partial v}{\partial n}(x) \right] \, dx
\]
is the nonlocal Green’s second identity given by

\[
\int_{\Omega_c} [v(x)\mathcal{L}_\delta u(x) - u(x)\mathcal{L}_\delta v(x)] \, dx = \int_{\Omega_c} [v(x)\mathcal{N}_\delta u(x) - u(x)\mathcal{N}_\delta v(x)] \, dx.
\]
(2.45)

The fractional analog can be easily obtained in the limit \( \delta \to \infty \):

\[
\int_{\Omega} [v(x)\mathcal{L}_\delta^* u(x) - u(x)\mathcal{L}_\delta^* v(x)] \, dx = \int_{\Omega_c} [v(x)\mathcal{N}_\delta^* u(x) - u(x)\mathcal{N}_\delta^* v(x)] \, dx.
\]
(2.46)

**Remark 2.16.** Rigorous proofs of the nonlocal Green’s identities and their connections to the local and fractional analog in their full generality depend on the characteristic of the trace spaces, and we will leave the discussions to future works, though we note some related works in the fractional case [43] and recent works on the nonlocal trace theorems in [55].
3. Well-posed inhomogeneous nonlocal variational problems. We use linear problems where \( F(x, u) = f(x) \) as illustrations for well-posed nonlocal models with a horizon parameter \( \delta \) and inhomogeneous nonlocal constraints. We consider weak formulations corresponding to (2.12) and make connections to a minimization principle. We pay particular attention to the results that are independent of \( \delta \) and the local and fractional cases can then become special cases, which enforces the generality of the nonlocal models.

3.1. Function spaces and norms. Given a generic domain \( \Omega \), a parameter \( \delta > 0 \) and the extended domain \( \tilde{\Omega}_\delta \), let us first define an ‘energy’ space

\[
V_\delta(\tilde{\Omega}_\delta) = \{ v(x) \in L^2(\tilde{\Omega}_\delta) : \| v \|_{V_\delta(\tilde{\Omega}_\delta)} < \infty \},
\]  

where \( \| \cdot \|_{V_\delta(\tilde{\Omega}_\delta)} \) denotes an ‘energy’ norm induced by the inner product

\[
\langle \cdot, \cdot \rangle_{V_\delta(\tilde{\Omega}_\delta)} = \langle \cdot, \cdot \rangle_{V_\delta(\tilde{\Omega}_\delta)} + \langle \cdot, \cdot \rangle_{\tilde{\Omega}_\delta}
\]

with \( \langle \cdot, \cdot \rangle_{V_\delta(\tilde{\Omega}_\delta)} \) being defined as:

\[
\langle u, v \rangle_{V_\delta(\tilde{\Omega}_\delta)} = \frac{1}{2} \int_{\tilde{\Omega}_\delta} (v(y) - v(x))(u(y) - u(x))\gamma_\delta(x, y) \, dy \, dx,
\]  

for any \( u, v \in V_\delta(\tilde{\Omega}_\delta) \). Here \( \tilde{\Omega}_\delta = \tilde{\Omega}_\delta^c \setminus \Omega_\delta^D \).

Remark 3.1. A different choice of the nonlocal space and its norm, defined over a domain \( \Omega \), corresponds to the inner product

\[
\langle u, v \rangle_{V(\tilde{\Omega})} = \langle u, v \rangle_{V(\tilde{\Omega})} + \langle u, v \rangle_{\tilde{\Omega}}
\]

where

\[
\langle u, v \rangle_{V(\tilde{\Omega})} = \frac{1}{2} \int_{\tilde{\Omega}} \int_{\tilde{\Omega}} (u(y) - u(x))(v(y) - v(x))\gamma_\delta(x, y) \, dy \, dx.
\]

Such space and norm can be associated with the regional version of the nonlocal and fractional versions of diffusion discussed in Section 2.4. When \( \tilde{\Omega} \) is replaced by \( \tilde{\Omega}_\delta \), the main difference with the norm of \( V_\delta(\tilde{\Omega}_\delta) \) induced from (3.3) is the inclusion of additional nonlocal interactions in \( \Omega_\delta^D \) for the norm in \( V(\tilde{\Omega}) \). Note that this difference disappears for functions constrained to have zero values on \( \Omega_\delta^D \).

The space \( V_\delta(\tilde{\Omega}_\delta) \) is by definition a subspace of \( L^2(\tilde{\Omega}_\delta) \) and can be shown, for suitably chosen kernels like those specified by (2.20) or (2.22), to be a Hilbert space.

The constrained energy space is a closed subspace of \( V_\delta(\tilde{\Omega}_\delta) \) defined by

\[
V_{c,\delta}(\tilde{\Omega}_\delta) = \{ v(x) \in V_\delta(\tilde{\Omega}_\delta) : v(x) = 0 \text{ for } x \in \Omega_\delta^D \},
\]

Note that if \( \Omega_\delta^D = \emptyset \), we may pick a nontrivial subset \( K \) of \( \tilde{\Omega}_\delta \) to define the space by space \( V_{c,\delta}(\tilde{\Omega}_\delta) \) by

\[
V_{c,\delta}(\tilde{\Omega}_\delta) = \{ v(x) \in V_\delta(\tilde{\Omega}_\delta) : \int_K v(x) \, dx = 0 \}.
\]

Some natural choices include \( K = \Omega \) and \( K = \tilde{\Omega}_\delta \). The dual space of \( V_{c,\delta}(\tilde{\Omega}_\delta) \) is denoted by \( V_{c,\delta}^*(\tilde{\Omega}_\delta) \) with \( \langle \cdot, \cdot \rangle_{\tilde{\Omega}_\delta} \) being the duality pairing which, for functions vanishing on \( \Omega_\delta^D \), is also used to denote the equivalent \( L^2(\Omega \cup \Omega_\delta^N) \) inner product.
For convenience, we also define the energy seminorm

$$|v|_{V_{\gamma}(\Omega)} = \left( \frac{1}{2} \int_{\Omega} (v(y) - v(x))^2 \gamma(x, y) dy dx \right)^{1/2}, \quad (3.7)$$

which can be a full norm on $V_{\gamma}(\Omega)$ as shown later.

**Remark 3.2.** A natural question is to ask what assumptions on $\Omega_{\gamma}^{D}$ and $\Omega_{\gamma}^{N}$ and $g_{D}^{\delta}$ and $g_{N}^{\delta}$ are needed to recover the appropriate local limit. For example, under what assumptions on $\Omega_{\gamma}^{D}$ and $\Omega_{\gamma}^{N}$, one can have bounded extension of functions $V_{\gamma}(\Omega_{\delta})$ with respect to the energy, in the same form but over some larger domain, independent of $\delta$ for $\delta$ small. Sometimes, it is possible that the above extension cannot be made; for example, if $\Omega_{\gamma}^{D}$ is an inner layer surrounded by $\Omega_{\gamma}^{N}$. For an attempt to put assumptions on $\Omega_{\gamma}^{D}$, $\Omega_{\gamma}^{N}$, $g_{D}^{\delta}$ and $g_{N}^{\delta}$, we refer to the discussion in Section 4.2.

**Compactness and equivalent norms.** The work of Bourgain, Brezis and Mironescu [9] characterizes the limiting space of the energy space $V_{\gamma}(\Omega_{\delta})$ as $\delta \to 0$ when the kernel $\gamma_{\delta}$ satisfies (2.18) and (2.20). Compactness is gained through taking the limit $\delta \to 0$. The original result in [9] requires additionally that $\gamma(t) t^{2}$ is a nonincreasing function for $t \in (0, 1)$. It was found later that the assumption could be replaced with $\gamma(t)$ being nonincreasing instead, see e.g., discussions in [54, 73] and [34]. [61] showed a different proof of the Bourgain-Brezis-Mironescu compactness result which removed the nonincreasing assumption on $\gamma$ for $d \geq 2$. We quote the compactness result below.

**Lemma 3.1.** Assume that $\delta_{n} \to 0$ and the kernels $\{\gamma_{\delta_{n}}\}_{n \in \mathbb{N}}$ satisfy (2.18) and (2.20). Let $\Omega_{1} \subset \mathbb{R}^{d}$ be a bounded Lipschitz domain. If $\{v_{n}\} \subset L^{2}(\Omega_{1})$ is a bounded sequence such that

$$\int_{\Omega_{1}} \int_{\Omega_{1}} \gamma_{\delta_{n}}(x, y)(v_{n}(y) - v_{n}(x))^{2} dx dy \leq C,$$

then $\{v_{n}\}$ is relatively compact in $L^{2}(\Omega_{1})$ and any limit function $v$ belongs to $H^{1}(\Omega_{1})$ with

$$\|v\|_{H^{1}(\Omega_{1})} \leq C.$$
Lemma 3.2 unifies the classical version of the Poincaré inequality for the usual energy function spaces associated with the local Laplacian, the fractional and the nonlocal versions.

**Remark 3.5.** We see that $|\cdot|_{V_c,\delta}(\hat{\Omega})$ is a norm on $V_c,\delta(\hat{\Omega})$ equivalent to the norm $\|\cdot\|_{V_c,\delta}(\hat{\Omega})$ uniformly in $\delta$ for kernels specified in (2.20) and (2.22) as $\delta \to 0$ and $\delta \to \infty$ respectively. Correspondingly, we may view $V_c,\delta(\hat{\Omega})$ as a Hilbert space equipped with the inner product

$$
(u,v)_{V_c,\delta}(\hat{\Omega}) = \frac{1}{2} \int_{\hat{\Omega}} (v(y) - v(x))(u(y) - u(x))\gamma_\delta(x,y)dydx
$$

for all $u,v \in V_c,\delta(\hat{\Omega})$.

For more detailed discussions of the conditions on the kernels and rigorous proofs of the properties on these spaces, we refer to [54, 55, 28].

For any subdomain $\Omega' \subset \Omega_{\delta_s}$ with a nonzero volume (i.e., $d$ dimensional measure), we define the space $V_i(\Omega')$,

$$
V_i(\Omega') = \{ v = w|_{\Omega'} \text{ for some } w \in V(\hat{\Omega}) \},
$$

which involves restrictions to the domain $\Omega'$ having nonzero volume in $\mathbb{R}^d$. A norm on $V_i(\Omega')$ can be defined by

$$
\|v\|_{V_i(\Omega')} = \inf \{ \|w\|_{V_i(\hat{\Omega})} \mid w \in \hat{V}(\hat{\Omega}), w|_{\Omega'} = v \}
$$

**Remark 3.6.** One can view $V_i(\Omega)$, induced by $V(\hat{\Omega})$, as a nonlocal analogue of the trace space $H^{1/2}(S)$ induced by $H^1(\Omega)$ for $S \subset \partial \Omega$. Some rigorous characterizations of the trace spaces for special classes of kernels can be found in [33].

We are particularly interested in the spaces $V_i(\Omega_{\delta_s}^D)$ and $V_i(\Omega_{\delta_s}^N)$ and their dual spaces $V_i^*(\Omega_{\delta_s}^D)$ and $V_i^*(\Omega_{\delta_s}^N)$ corresponding to cases $\Omega' = \Omega_{\delta_s}^D$ and $\Omega' = \Omega_{\delta_s}^N$ respectively. We use $\langle g_N^\delta, v \rangle_{\Omega_{\delta_s}^N}$ to denote the inner product of $g_N^\delta$ and $v$ in $L^2(\Omega_{\delta_s}^N)$.

### 3.2. Weak formulations and well-posedness

For illustration, we consider the case $F(x,u) = -q(u) + f(x)$ where $q(u) = Q'(u)$ with $Q = Q(u) = \alpha|u|^m/m$ with some $m \in (2, \min\{4, 2d/(d-2)\})$ and $\alpha \geq 0$. We note that the problem reduces to a linear one if $\alpha = 0$. For any $u \in L^m(\Omega)$, we define a linear functional

$$
Q(u,v) = \int_{\Omega} q(u(x))v(x)d\mathbf{x}, \quad \forall v \in L^m(\Omega).
$$

Following [28], we consider a weak formulation of problem (2.12) with $B_3u = g_3$. Let $g_N^\delta$ and $g_N^\delta$ denote the restriction of $g_3$ on $\Omega_{\delta_s}^D$ and $\Omega_{\delta_s}^N$ respectively for domains that have nonzero volume ($d$ dimensional measure). We define

$$
\tilde{f}(x) = \begin{cases} 
  f(x), & x \in \Omega, \\
  0, & x \in \Omega_{\delta_s}^D, \\
  g_N^\delta(x), & x \in \Omega_{\delta_s}^N.
\end{cases}
$$

We assume that $\tilde{f} \in V_i^*(\hat{\Omega}_{\delta_s})$, which also implies $g_N^\delta \in V_i^*(\Omega_{\delta_s}^N)$. Moreover, we assume that $g_D^\delta \in V_i(\Omega_{\delta_s}^D)$. By the definition of $V_i(\Omega_{\delta_s}^D)$, we can define an extension of $g_D^\delta$ on $\hat{\Omega}$, denoted by $w_D^\delta$, such that

$$
w_D^\delta \in \hat{V}(\hat{\Omega}_{\delta_s}), \quad w_D^\delta |_{\Omega_{\delta_s}^D} = g_D^\delta, \quad \|w_D^\delta\|_{V_i(\hat{\Omega}_{\delta_s})} \leq C\|g_D^\delta\|_{V_i(\Omega_{\delta_s}^D)}.
$$

Following [28], we consider a weak formulation of problem (2.12) with $B_3u = g_3$. Let $g_N^\delta$ and $g_N^\delta$ denote the restriction of $g_3$ on $\Omega_{\delta_s}^D$ and $\Omega_{\delta_s}^N$ respectively for domains that have nonzero volume ($d$ dimensional measure). We define

$$
\tilde{f}(x) = \begin{cases} 
  f(x), & x \in \Omega, \\
  0, & x \in \Omega_{\delta_s}^D, \\
  g_N^\delta(x), & x \in \Omega_{\delta_s}^N.
\end{cases}
$$

We assume that $\tilde{f} \in V_i^*(\hat{\Omega}_{\delta_s})$, which also implies $g_N^\delta \in V_i^*(\Omega_{\delta_s}^N)$. Moreover, we assume that $g_D^\delta \in V_i(\Omega_{\delta_s}^D)$. By the definition of $V_i(\Omega_{\delta_s}^D)$, we can define an extension of $g_D^\delta$ on $\hat{\Omega}$, denoted by $w_D^\delta$, such that

$$
w_D^\delta \in \hat{V}(\hat{\Omega}_{\delta_s}), \quad w_D^\delta |_{\Omega_{\delta_s}^D} = g_D^\delta, \quad \|w_D^\delta\|_{V_i(\hat{\Omega}_{\delta_s})} \leq C\|g_D^\delta\|_{V_i(\Omega_{\delta_s}^D)}.
$$
for some constant $C > 0$, independent of $\delta$. Without loss of generality, we can set $C = 2$. To deal with the special nonlinear term, we make an additional assumption that $w_D^\delta$ also satisfies
\[
\alpha w_D^\delta \in \alpha L^m(\Omega), \quad Q(w_D^\delta, w_D^\delta) \leq \hat{q}(\|g_D^\delta\|_{V_i(\Omega_D^\delta)}),
\] (3.14)
for a given smooth function $\hat{q} = \hat{q}(r)$. Here we use the abbreviation $\alpha L^m(\Omega)$ as the space of all functions $v$ such that $\alpha v \in L^m(\Omega)$, i.e., $\alpha L^m(\Omega)$ can include all functions if $\alpha = 0$ but $\alpha L^m(\Omega) = L^m(\Omega)$ if $\alpha \neq 0$.

The weak formulation can then be stated as follows: given $g_D^\delta \in V_i(\Omega_D^\delta)$, $\tilde{f} \in V_\delta^* (\hat{\Omega}_\delta)$, and $w_D^\delta$ satisfying (3.13) and (3.14), find $u$ such that $u - w_D^\delta \in V_{c,\delta}(\hat{\Omega}_\delta) \cap \alpha L^m(\Omega)$ and
\[
A_\delta(u, v) + Q(u, v) = (\tilde{f}, v)_{\hat{\Omega}_\delta}, \quad \forall v \in V_{c,\delta}(\hat{\Omega}_\delta),
\] (3.15)
where the bilinear form $A_\delta(\cdot , \cdot)$ is given by
\[
A_\delta(u, v) = (u, v)_{V_{c,\delta}(\hat{\Omega}_\delta)}, \quad \forall u, v \in V_\delta(\hat{\Omega}_\delta),
\] (3.16)
and the linear functional
\[
(\tilde{f}, v)_{\hat{\Omega}_\delta} = \int_{\Omega} f(x)v(x)dx + \int_{\Omega_D^\delta} g_D^\delta(x)v(x)dx.
\] (3.17)

Note that if $\Omega_D^\delta = \Omega_{2\delta}$, then for any $v \in V_{c,\delta}(\hat{\Omega}_\delta)$, we have
\[
A_\delta(u, v) = (u, v)_{V_{c,\delta}(\hat{\Omega}_\delta)} = \frac{1}{2} \int_{\hat{\Omega}_\delta} (v(y) - v(x))(u(y) - u(x))\gamma_\delta(x, y)dydx
\] (3.18)
\[
= \frac{1}{2} \int_{\hat{\Omega}_\delta} \int_{\hat{\Omega}_\delta} (v(y) - v(x))(u(y) - u(x))\gamma_\delta(x, y)dydx.
\]

The weak formulation is equivalent to a minimization problem: Given $g_D^\delta \in V_i(\Omega_D^\delta)$, $\tilde{f} \in V_\delta^* (\hat{\Omega}_\delta)$, and $w_D^\delta$ satisfying (3.13) and (3.14), find $u$ that minimizes
\[
\min_{v \in w_D^\delta + V_{c,\delta}(\hat{\Omega}_\delta) \cap \alpha L^m(\Omega)} E(v) := \frac{1}{2} A_\delta(v, v) + \frac{1}{m} Q(v, v) - (\tilde{f}, v)_{\hat{\Omega}_\delta},
\] (3.19)

**Theorem 3.3.** The problem (3.15) has a unique solution $u \in w_D^\delta + V_{c,\delta}(\hat{\Omega}_\delta) \cap \alpha L^m(\Omega)$, for any given data $\tilde{f}$, $g_D^\delta$ and $w_D^\delta$ satisfying the conditions specified earlier. Moreover, there is a constant $C > 0$, independent of $\delta$, such that the following a priori estimates for the solution $u$ are satisfied:
\[
\|u\|_{V_\delta(\hat{\Omega}_\delta)}^2 + Q(u, u) \leq C[\|\tilde{f}\|^2_{V_\delta^*(\hat{\Omega}_\delta)} + \|g_D^\delta\|^2_{V_i(\Omega_D^\delta)} + \hat{q}(\|g_D^\delta\|_{V_i(\Omega_D^\delta)})].
\] (3.20)

**Proof.** Using the Poincaré inequality in Lemma 3.2, we see that the functional is coercive and continuous in the set $w_D^\delta + V_{c,\delta}(\hat{\Omega}_\delta) \cap \alpha L^m(\Omega)$ with respect to the norm $\| \cdot \|_{L_2^\delta(\Omega)} + \alpha \| \cdot \|_{L^m(\Omega)}$. Thus, there exists a minimizing sequence which remains uniformly bounded in $w_D^\delta + V_{c,\delta}(\hat{\Omega}_\delta) \cap \alpha L^m(\Omega)$. One can take a uniformly bounded and weakly convergent sequence $v_n = w_n + w_D^\delta$, $w_n \in V_{c,\delta}(\hat{\Omega}_\delta) \cap \alpha L^m(\Omega)$ such that
\[
\lim_{n \to \infty} E(v_n) = \inf_{v \in w_D^\delta + V_{c,\delta}(\hat{\Omega}_\delta) \cap \alpha L^m(\Omega)} E(v) > -\infty.
\]
Denote $u$ the limit of $v_n$, then $u \in w_{D}^{\frac{\alpha}{2}} + V_{c,\delta}(\bar{\Omega}_\delta) \cap \alpha L^m(\Omega)$, and we may use the weak lower semicontinuity of the functional $E = E(v)$ to get

$$E(u) \leq \lim_{n \to \infty} E(v_n) = \inf_{v \in w_{D}^{\frac{\alpha}{2}} + V_{c,\delta}(\bar{\Omega}_\delta) \cap \alpha L^m(\Omega)} E(v),$$

which gives $u$ as the minimizer of $E(v)$ in $w_{D}^{\frac{\alpha}{2}} + V_{c,\delta}(\bar{\Omega}_\delta) \cap \alpha L^m(\Omega)$. One can easily see that the weak formulation is simply the Euler-Lagrange equation. We thus have the existence of the solution. Since $E(v)$ is strictly convex, we also get the uniqueness of the solution. The a priori estimates can be obtained from the weak formulation. Indeed,

$$A_\delta(u, u - w^\delta_{D}) + Q(u, u - w^\delta_{D}) = (\tilde{f}, u - w^\delta_{D})_{\bar{\Omega}_\delta}.$$  

Then Young’s inequality implies

$$\frac{1}{\alpha} Q(u, u - w^\delta_{D}) = \int_{\Omega} u^m(x)dx - \int_{\Omega} u^{m-1}(x)w^\delta_{D}(x)dx \geq \int_{\Omega} u^m(x)dx - \int_{\Omega} \frac{m-1}{m} u^m(x) + \frac{1}{m}(w^\delta_{D})^m(x)dx \geq \frac{1}{m} \int_{\Omega} u^m(x)dx - \frac{1}{m} \int_{\Omega} (w^\delta_{D})^m(x)dx.$$

Note that for the linear case with $\alpha = 0$, we can also use the Lax–Milgram theorem to show the well-posedness of the problem (3.15). 

**Remark 3.7 (a pure nonlocal Neumann problem).** For the case $\Omega^N_{\delta} = \Omega_{\delta}$ and $\alpha = 0$, that is, a pure linear Neumann problem, due to the compatibility condition imposed on $V_{c,\delta}(\bar{\Omega}_\delta)$, we can recover the original strong form (2.12) from the linear functional $(\tilde{f}, v)_{\bar{\Omega}}$ with the following compatibility condition:

$$\int_{\Omega^N_{\delta}} \tilde{f}(x)dx = \int_{\Omega} f(x)dx + \int_{\Omega^N_{\delta}} g^\delta_N(x)dx = 0. \tag{3.21}$$

Meanwhile, for the nonlinear problem (2.27), the condition is equivalently (2.28). Similarly, a compatibility condition is also required for the “regional” nonlocal diffusion problem given in (2.31) or the equivalent form in (2.33):

$$\int_{\Omega_1} F(x, u(x))dx = \int_{\Omega_1} F(x, u(x))dx + \int_{\Omega_2} G(x, u(x))dx = 0 \tag{3.22}$$

where $\Omega_1$ and $\Omega_2$ represent a decomposition of $\Omega$ as in (2.33). The equation (3.22) follows easily from the symmetry assumption on the nonlocal interaction kernel.

**Remark 3.8.** From the discussion here, we see that in the weak formulation, different parts of the data $\tilde{f}$ play different roles, in particular when considering the limiting regimes of $\delta \to 0$ or $\delta \to \infty$. That is, $f$ symbolically corresponds to the right-hand side of the equation while $g^\delta_N$ corresponds to the Neumann data.

**Remark 3.9.** We note that other ways of defining a nonlocal Neumann problem can also be used. For additional discussions about nonlocal Neumann problems, see e.g. [17, 4, 28, 34, 63, 66, 74, 66, 26, 23, 22]. In addition, we may also consider problems associated with the regional nonlocal and fractional Laplacian defined by (2.32) and (2.29) on the domain $\hat{\Omega}$. In particular, the bilinear form can be modified as

$$A_{\delta,\Omega}(u, v) = (u, v)_{\gamma_{c,\delta}(\Omega)} = \frac{1}{2} \int_{\Omega} \int_{\Omega} (v(y) - v(x))(u(y) - u(x))\gamma_{\delta}(x, y)dydx. \tag{3.23}$$
for all $u, v \in V_{c,\delta}(\Omega)$.

**Remark 3.10.** Recall the Robin type constraint specified by (2.24) with (2.25), we can get similar well-posedness in such a case by modifying the bilinear form to

$$A_\delta(u, v) = (u, v)_{V_{c,\delta}(\hat{\Omega}_\delta)} + (D_\delta u, v)_{\Omega_{I_\delta}}, \quad \forall u, v \in V_{\delta}(\hat{\Omega}_\delta),$$

(3.24)

For given $\delta > 0$, if $(D_\delta u, u)_{\Omega_{I_\delta}} = 0$ for $u \in V_{\delta}(\hat{\Omega}_\delta)$ holds only if $u |_{\Omega_{I_\delta}} = 0$, then the coercivity of the modified bilinear form can also be derived (e.g., by following similar discussions on nonlocal Poincaré inequality given in [54]).

To conclude this section, we note that one can establish the maximum principle for linear nonlocal diffusion problems as for the local case; see discussions in [41, 33].

### 4. Special examples and limiting cases

In this section, we consider some special cases, including nonlocal models with an integrable kernel that are of particular interest in applications like peridynamics. Then, we consider the local ($\delta \to 0$) and fractional ($\delta \to \infty$) limits of nonlocal diffusion models parameterized by $\delta > 0$. This again is to demonstrate the bridging role of the nonlocal models with a finite $\delta > 0$, i.e., as illustrated in Figure 4.1, which generalizes some similar pictures in [75] for homogeneous Dirichlet problems.

#### 4.1. Nonlocal Laplacian with integrable kernels

We consider the case with a kernel satisfying

$$\int_{\mathbb{R}^d} \gamma_\delta(x, y) dy = \delta^d C_d(\delta) \int_{B_1(0)} \gamma(|z|) dz < \infty.$$  (4.1)

In this case, for any given $\delta > 0$, $\mathcal{L}_\delta$ and $\mathcal{N}_\delta$ become bounded operators on the $L^2$ spaces for functions defined on respective domains. One can see that the functions spaces are essentially the $L^2$ spaces on the corresponding domains. Then for the problem,

$$
\begin{cases}
-\mathcal{L}_\delta u = f(x), & \forall x \in \Omega, \\
u = g_D(\delta)(x), & \forall x \in \Omega_{I_\delta}^D, \\
\mathcal{N}_\delta u = g_N(\delta)(x), & \forall x \in \Omega_{I_\delta}^N,
\end{cases}
$$

(4.2)

the basic existence of solution in $L^2(\hat{\Omega}_\delta)$ can be obtained, similar to earlier discussion, for $f \in L^2(\Omega), g_D(\delta) \in L^2(\Omega_{I_\delta}^D)$ and $g_N(\delta) \in L^2(\Omega_{I_\delta}^N)$.

We present this special case to highlight the fact that the solutions to the nonlocal diffusion problem may not share the smoothing properties enjoyed by the solutions.
to typical elliptic PDEs; that is, the solutions may not have a higher order of differentiability than the data.

4.2. Local limit. We present some results concerning the local limits. We begin with a formal discussion. For example, equation (3.15) is a nonlocal analog of the weak formulation corresponding to (2.3) with $B_0 u = u$ on $\partial \Omega^D$ and $B_0 u = \frac{\partial u}{\partial n}$ on $\partial \Omega^N$ with the weak form given by

$$\int \nabla u \cdot \nabla v \, dx + Q(u, v) = \int f \, v \, dx + \int_{\partial \Omega^N} g_N \, v \, dx. \quad (4.3)$$

For a pure linear Neumann problem with $\partial \Omega^N = \partial \Omega$, i.e., $\alpha = 0$ in (4.3) the functions $f$ and $g_N$ satisfy the conventional compatibility condition

$$\int f \, dx + \int_{\partial \Omega} g_N \, dx = 0.$$

Next, we present some rigorous results concerning the limit of $\delta \to 0$ of (2.12) for kernels satisfying (2.18) and (2.20). To properly discuss the local limit, we need to make several assumptions on the boundary domains and boundary data.

**Assumption 4.1.** We first make the following assumptions on the domains.

- The domains $\Omega_{I_1}^D$ and $\Omega_{I_2}^D$ are monotone decreasing sets as $\delta \to 0$ and $\Omega_{I_2}^D \supset \partial \Omega^D$ and $\Omega_{I_1}^N \supset \partial \Omega^N$.

- Moreover, for any $\delta_1 > \delta_2 > 0$, we assume that $(\Omega_{I_1}^D \setminus \Omega_{I_2}^D) \cap \Omega_{I_2}^D = \emptyset$.

Next, we present the assumptions on the data.

- For a constant $\delta_0 > 0$, we assume that for all $\delta < \delta_0$, the function $w_{\delta}^D$ in (3.13) and (3.14) is extended to $\tilde{\Omega}_{\delta_0}$ with the extension bounded in $V_{c, \delta_0}(\tilde{\Omega}_{\delta_0}) \cap \alpha L^m(\Omega)$ and $w_{\delta}^D$ converges in $L^2(\tilde{\Omega}_{\delta_0})$ to $w_D^0 \in H^1(\tilde{\Omega}_{\delta_0})$ as $\delta \to 0$, where $w_D^0|_{\partial \Omega^D} = g_D^0$.

- We also assume that the Neumann data $g_N^\delta$, as a function defined on $\tilde{\Omega}_{\delta_0}$, is uniformly bounded in the dual space of the energy space. Moreover,

$$\lim_{\delta \to 0} \int_{\Omega_{I_2}^D} g_N^\delta \, v \, dx = \int_{\partial \Omega} g_N^0 \, v \, dx, \quad \forall v \in C^\infty(\mathbb{R}^d). \quad (4.4)$$

**Remark 4.2.** Let us note that under the assumption on $m$ and the Sobolev imbedding theorem, we have $\alpha w_D^0 \in \alpha L^m(\Omega)$.

**Remark 4.3.** Notice the special geometric assumptions on the domains $\Omega_{I_2}^D$ and $\Omega_{I_2}^N$ in the above discussions. In particular, we require $\{\Omega_{I_1}^D\}_{\delta > 0}$ and $\{\Omega_{I_1}^N\}_{\delta > 0}$ to be sequences of nested sets that decrease monotonically to $\partial \Omega^D$ and $\partial \Omega^N$, respectively, as $\delta \to 0$. These assumptions rule out the more complicated situations where $\Omega_{I_1}^D$ or $\Omega_{I_2}^N$ may not be attached to the boundary $\partial \Omega$. Some numerical experiments are provided in cases these geometric assumptions are violated.

With these assumptions, we present the convergence theorem for $\delta \to 0$.

**Theorem 4.4.** Let $u_\delta$ and $u_0$ be the weak solutions to the nonlocal and local boundary value problems, respectively. Assume that $\|f\|_{V_I^2(\tilde{\Omega}_{\delta_0})}$ and $\|g_D^\delta\|_{V_I(\Omega_{I_1}^D)}$ are bounded uniformly in $\delta$, then we have

$$\|u_\delta - u_0\|_{L^2(\Omega)} \to 0,$$

as $\delta \to 0$. 
Proof. From the well-posedness theorem, it is easy to see that \(\|u_\delta\|_{V_0(\Omega_\delta)}\), \(\|u_\delta - u_\delta^D\|_{V_0(\Omega_\delta)}\) and \(Q(u_\delta, u_\delta)\) are uniformly bounded and \((u_\delta - w_\delta^D)|_{\Omega_\delta^D} = 0\). Take \(\delta_0 > 0\) and let \(\Omega_1 := \Omega \cup \Omega_\delta^D\). By the assumptions on the boundary sets, for any \(\delta < \delta_0\), we can always do a zero extension of the function \(u_\delta - w_\delta^D\) onto \(\Omega_1\), and

\[
\int_{\Omega_1} \int_{\Omega_1} \gamma_\delta(x, y) \left( (u_\delta - w_\delta^D)(y) - (u_\delta - w_\delta^D)(x) \right)^2 dy dx \\
\leq \int_{(\Omega_\delta^D)^2 \setminus (\Omega_\delta^D)^2} \gamma_\delta(x, y) \left( (u_\delta - w_\delta^D)(y) - (u_\delta - w_\delta^D)(x) \right)^2 dy dx
\]

We can then use Lemma 3.1 to conclude that any \(L^2(\Omega_1)\)-limit (up to a subsequence) of \(u_\delta - w_\delta^D\) as \(\delta \to 0\) belongs to \(H^1(\Omega_1)\). Let \(v^*\) denote the limit function and \(u^* := v^* + w_\delta^D\). By the assumption on the Dirichlet data, \(u^*\) is the \(L^2(\Omega_1)\)-limit of \(u_\delta\). We want to show \(v^* = u_0\). First, since \((u_\delta - w_\delta^D)|_{\Omega_\delta^D_0} = 0\) for all \(\delta < \delta_0\), we then have \(v^*|_{\Omega_\delta^D_0} = 0\). This implies that \(u^* \in H^1(\Omega)\) and \(u^*|_{\partial D} = w_\delta^D|_{\partial D} = g_\delta^D\). Now we only need to show that \(v^*\) satisfies the weak form \((4.3)\) and \(v \in C^\infty(\Omega)\) with \(v|_{\partial D} = 0\). Assume that the extension of \(v\) is made such that \(v \in C^\infty(\Omega)\) and \(v|_{\partial D} = 0\). Since \(u_\delta\) is the weak solution to the nonlocal problem, we have

\[
\mathcal{A}_\delta(u_\delta, v) + Q(u_\delta, v) = (f, v)_\Omega + (g_\delta^N, v)_{\partial D}\delta_0^\gamma.
\]

The right-hand side of \((4.5)\) converges to the right-hand of \((4.3)\) from the assumption on the Neumann boundary data. Using the same argument in [69, Theorem 3.5], one can show that as \(\delta \to 0\),

\[
\int_{\Omega} \int_{\Omega} \gamma_\delta(x, y) (u_\delta(y) - u_\delta(x))(v(y) - v(x)) dy dx \to \int_{\Omega} \nabla u^* \cdot \nabla v dx.
\]

Note also that

\[
\left| \int_{(\Omega_\delta^D)^2 \setminus (\Omega_\delta^D)^2} \gamma_\delta(x, y) (u_\delta(y) - u_\delta(x))(v(y) - v(x)) dy dx \right|
\]

\[
\leq \|u_\delta\|^2_{V_0(\Omega_\delta)} \cdot \int_{(\Omega_\delta^D)^2 \setminus (\Omega_\delta^D)^2} \gamma_\delta(x, y) (v(y) - v(x))^2 dy dx
\]

\[
\leq C \int_{\Omega_\delta^D} |\nabla v|^2 dx \to 0,
\]

as \(\delta \to 0\). We then have the convergence of \(\mathcal{A}_\delta(u_\delta, v)\) to the integral of \(\nabla u^* \cdot \nabla v\) on \(\Omega\). Meanwhile, by the assumption on \(m\), we have \(u_\delta \in L^m(\Omega)\). Moreover, we observe that there is a constant \(C > 0\) only depends on \(\Omega\) and \(m\) such that

\[
\|u_\delta - u^*\|_{L^{m-1}(\Omega)} \leq \|u_\delta - u^*\|_{L^2(\Omega)} \|u_\delta - u^*\|_{L^{m-2}(\Omega)}^{m-2}
\]

\[
\leq C \|u_\delta - u^*\|_{L^2(\Omega)} \|u_\delta - u^*\|_{L^{m}(\Omega)}^{m-2}
\]

\[
\leq C \|u_\delta - u^*\|_{L^2(\Omega)} (\|u_\delta\|_{L^m(\Omega)} + \|u^*\|_{L^m(\Omega)})^{m-2},
\]

where we have used \(2(m - 2) \leq m\) by the choice of \(m\). Thus, we get the convergence of \(u_\delta\) to \(u^*\) in \(L^{m-1}(\Omega)\) (and consequently the convergence of \(q(u_\delta)\) to \(q(u^*)\) in \(L^1(\Omega)\))
from the convergence of $u_\delta$ to $u^*$ in $L^2(\Omega)$. We thus have the convergence of $Q(u_\delta, v)$ to $Q(u^*, v)$. Therefore $u^*$ is the weak solution of the local boundary value problem, and this implies $u^* = u_0$. \[\square\]

**Remark 4.5.** An example for data satisfying \((4.4)\) for $\Omega$ being the unit ball and $\Omega^\infty_\delta = \Omega^\infty_{\mathcal{I}}$ is the case of $g^\infty_0(x)$ being given by $\delta^{-1}g^\infty_0(x/|x|)$ for any $x \in \Omega^\infty_{\mathcal{I}}$. Similar constant extensions along normal directions of the boundary $\partial \Omega$ can be constructed for smooth $\Omega$. Other extensions can also be considered, see, for example, [23, 77]. One may also examine the convergence order depends on the data and the solution; see, for example, [41, 42, 23]. It is no surprise that the constant extension may not be a desirable choice in order to achieve higher convergence order. Moreover, such a constant extension only makes sense if the resulting nonlocal data satisfies conditions specified in the assumption \((4.1)\).

**Remark 4.6.** A direct connection between the fractional Laplacian and the local Laplacian is the case of $s \to 1^-$. It is known that, see e.g. [6], the solution of integral fractional diffusion model \((2.8)\) strongly converges to the solution of the local diffusion problem in $H^{1-}\epsilon(\Omega)$. Related discussions on Neumann boundary problems can be found in [47, 44].

**Remark 4.7.** We may also consider the limit of Robin type problems considered in the remark 2.7 and 3.10 assuming that \((2.26)\) holds. Then one may also consider the local $\delta \to 0$ limit to the corresponding boundary value problem of the local Laplacian with the local Robin boundary condition.

**Remark 4.8.** The special example considered here corresponds to variational problems associated with convex energy so that the solutions are unique. One can consider extensions to problems associated with non-convex energy, see related discussions in [54] using $\Gamma$-convergence.

### 4.3. Fractional limit.

Here, we make more studies on treating fractional PDEs as either specialized nonlocal models or limiting cases.

We can let $\delta = \infty$ for kernels of the types in \((2.22)\). We identify some of the spaces in this case:

$$V^\infty_{\mathcal{I}}(\Omega^\infty_{\mathcal{I}}) = H^s(\mathbb{R}^d), \quad V^\infty_{\mathcal{C}}(\Omega^\infty_{\mathcal{I}}) = H^s_{\mathcal{C}}(\mathbb{R}^d) := \{ u \in H^s(\mathbb{R}^d) : u = 0 \; \forall \; x \in \Omega^\infty_{\mathcal{C}} \}$$

**Remark 4.9.** We consider the case that $\Omega^\infty_{\mathcal{I}} = \Omega^\infty_{\mathcal{C}}$. For $s > 1/2$, then $H^s_{\mathcal{C}}(\Omega)$ coincides with the space $H^s_0(\Omega)$ that is the closure of $C^\infty_0(\Omega)$ with respect to the $H^s(\Omega)$-norm, whereas for $s < 1/2$, $H^s_{\mathcal{C}}(\Omega)$ is isomorphic to $H^s(\Omega)$ (i.e., functions in $H^s(\Omega)$ with zero extension to $\Omega_\mathcal{C}$). In the critical case $s = 1/2$, $H^s_{\mathcal{C}}(\Omega) \subseteq H^s_0(\Omega)$. See e.g. [60, Chapter 3] for a detailed discussion.

Let us first consider an example of a pure Dirichlet type problem. For $\Omega^\infty_{\mathcal{I}} = \Omega^\infty_{\mathcal{C}} = \Omega_\mathcal{C}$, the following weak formulation has been given in [3]:

**Find** $u(x) \in H^s(\mathbb{R}^d)$ such that $u(x) = g^\infty_0(x)$ for all $x \in \Omega_\mathcal{C}$ and

$$A_s(u, v) = (f, v)_{\Omega} + (g^\infty_0, v)_{\Omega, \Omega_\mathcal{C}} \quad \text{for all } v \in H^s_{\mathcal{C}}(\mathbb{R}^d), \quad (4.6)$$
where
\[
A_s(u, v) = \frac{1}{2} \int_{(\mathbb{R}^d \times \mathbb{R}^d) \setminus (\Omega_c \times \Omega_c)} (u(y) - u(x))(v(y) - v(x))\gamma_s(x, y) \, dy \, dx
\]
and
\[
A_{\Omega_c}(u, v) = \frac{1}{2} \int_{\Omega_c} (u(y) - u(x))(v(y) - v(x))\gamma_s(x, y) \, dy \, dx
\]

Assuming that Fubini’s theorem holds, then
\[
\langle g_D^\infty, v \rangle_{\Omega_c} = \int_{\Omega_c} v(x) \int_{\Omega_c} g_D^\infty(y)\gamma_s(x, y) \, dy \, dx
\]  
\[\tag{4.8} \]

It is easy to see that due to the Dirichlet constraint on \(\Omega_{2\infty} = \Omega_{\infty} = \Omega_c\), \(u(x) = g_D^\infty(x)\) and \(v(x) = 0\) for \(x \in \Omega_c\). Thus,
\[
\langle g_D^\infty, v \rangle_{\Omega_c} = \int_{\Omega_c} v(x) \int_{\Omega_c} g_D^\infty(y)\gamma_s(x, y) \, dy \, dx
\]

Meanwhile, assuming that Fubini’s theorem holds, then
\[
A_{\Omega_c}(u, v) - \langle g_D^\infty, v \rangle_{\Omega_c} = \int_{\Omega_c} v(x) (u(x) - u(y))\gamma_s(x, y) \, dy \, dx
\]
\[
= \int_{\Omega_c} \int_{\Omega_c} (v(x) - v(y))(u(x) - u(y))\gamma_s(x, y) \, dy \, dx
\]
\[
= \int_{\Omega_c} \int_{\Omega_c} (v(x) - v(y))(u(x) - u(y))\gamma_s(x, y) \, dy \, dx
\]
\[
= \frac{1}{2} \int_{\Omega_c} \int_{\Omega_c} (v(x) - v(y))(u(x) - u(y))\gamma_s(x, y) \, dy \, dx
\]

Thus, (4.6) is equivalent to that defined (3.15) for \(\delta = \infty\) with \(Q = 0\).

**Remark 4.10.** One may also enforce the volume constraints via Lagrange multipliers, see e.g. [29].

One can derive some rigorous results on the limit of (2.12) as \(\delta \to \infty\) for kernels satisfying (2.22), particularly for the case of pure Dirichlet condition. For example, one can extend the result given [75] for the case of pure Dirichlet condition to inhomogeneous data.

**Theorem 4.11.** For kernels satisfying (2.22), let \(u_\delta\) and \(u_\infty\) be the weak solutions to the nonlocal and fractional Dirichlet boundary value problems associated with an element \(w \in H^s(\mathbb{R}^d)\) and \(g_D^\delta = w |_{\Omega_\delta}\) and \(g_D^\infty = w |_{\Omega_c}\) respectively. Assume that \(\|\tilde{f}\|_{V'_{\delta}(\Omega_\delta)}\) is bounded uniformly in \(\delta\), then we have
\[
\|u_\delta - u_\infty\|_{H^s(\Omega)} \to 0,
\]
as $\delta \to \infty$.

Indeed, one can get the above conclusion by considering the corresponding problems for $u_{\delta} - w$ and $u_{\infty} - w$ with homogeneous Dirichlet data and noticing that $A_{\delta}(w, v) \to A_{\infty}(w, v$) as $\delta \to \infty$ for any $v \in H_0^2(\mathbb{R}^d)$. Then the convergence of $u_{\delta} \to u_{\infty}$ can be derived from a similar convergence result for the homogeneous Dirichlet problem, see [25] for more discussions on the latter.

Remark 4.12. In the more general case, further studies are needed to characterize the solution spaces and the weak form as $\delta \to \infty$ for kernels satisfying (2.22). For example, in [26], some weighted norm based on the Neumann data $g$ is introduced, which is involved in the definition of weak solution.

5. Numerical experiments and discussion. In this section, we shall present some numerical examples to show the behaviours of the solution to the nonlocal model (2.12) with inhomogeneous boundary conditions. Since the Dirichlet boundary conditions have been intensively studied in existing works, we focus on the cases for the pure Neumann or mixed type boundary conditions here.

We consider a one-dimensional nonlocal problem in the unit interval $\Omega = (0, 1)$ with boundary region $\Omega_{I_{s}} = (-\delta, 0) \cup (1, 1 + \delta)$. Throughout the section, we choose the kernel functions in the fractional type:

$$\gamma_{\delta}(x, y) = C_{s, \delta}|x - y|^{1 - 2s} \chi_{B_{\delta}(0)}(x - y)$$

Here the normalization constant $C_{s, \delta}(\delta)$ is defined by

$$C_{s, \delta} = \begin{cases} (2 - 2s)\delta^{-2 + 2s}, & \text{for } \delta \leq \delta_s, \\ \frac{2^{2s}s\Gamma(s + 1/2)}{\pi^{s/2}\Gamma(1 - s)}, & \text{for } \delta \geq \delta_s, \quad \text{with } \delta_s = \left(\frac{(2 - 2s)\pi^{s/2}\Gamma(1 - s)}{2^{2s}s\Gamma(s + 1/2)}\right)^{\frac{1}{2s}}. \end{cases}$$

In our computation, we use the standard Galerkin finite element method with uniform mesh size $h = 1/M$. Without loss of generality, we assume that $h \ll \delta$ and $r = \delta/h$ is an integer. Define the grid points $\{x_i\}_{i=-r}^{M+r}$ such that $x_i = rh$, we then define $X_h$ to be the set of functions in $V_{s, \delta}(\Omega_{I_{s}})$ (see the definition in (3.5)) which are linear when restricted to the subintervals $[x_i, x_{i+1}]$, $i = -r, \ldots, M + r$. We fix a sufficiently small mesh size $h = 10^{-4}$.

Example 1. Local limit: pure Neumann boundary conditions. To begin with, we examine the nonlocal model (2.12) with the inhomogeneous Neumann boundary conditions. We define the source term $f(x) = x(1 - x)$ for all $x \in \Omega$ and the Neumann type volumetric constraint

$$g_{N}^{s}(x) = \begin{cases} -\frac{1}{6\delta}, & x \in (-\delta, 0), \\ 0, & x \in (1, 1 + \delta). \end{cases}$$

Note that the source term $f$ and boundary data $g_{N}^{s}$ satisfy the compatibility condition (3.21), which implies the existence of the weak solution. We shall test two types of Neumann Boundary conditions that correspond to the bilinear forms (3.10) and (3.23) respectively, and thus implying implicitly the use of the operators $N_{\delta}$ and $N_{\delta, \Omega_{I_{s}}}$ respectively, where

$$N_{\delta}u(x) := -\int_{\Omega} (u(y) - u(x)) \gamma_{\delta}(|x - y|) \, dy, \quad \forall x \in \Omega_{I_{s}}. \tag{5.1}$$
and
\[ \mathcal{N}_{\delta, \tilde{\Omega}} u(x) := -\int_{\tilde{\Omega}} (u(y) - u(x)) \gamma_{\delta}(|x - y|) \, dy, \quad \forall x \in \Omega_{\delta}. \quad (5.2) \]

For both cases, the local limit is the steady diffusion problem
\[ -u''(x) = f(x) \quad \text{for} \quad x \in \Omega, \quad \text{with} \quad u'(0) = 1/6 \quad \text{and} \quad u'(1) = 0. \quad (5.3) \]

With the nonlocal Neumann boundary condition \( \mathcal{N}_{\delta} u = g_{\delta}^N \), the finite element scheme for the nonlocal problem reads: find \( u_h \in X_h \) such that for all \( v_h \in X_h \),
\[ A_{\delta}(u_h, v_h) = \frac{1}{2} \int_{\tilde{\Omega}} (v_h(y) - v_h(x))(u_h(y) - u_h(x)) \gamma_{\delta}(x - y) \, dy \, dx \]
\[ = \int_{\Omega} f(x)v_h(x) \, dx + \int_{\Omega_{\delta}} g_{\delta}^N v_h(x) \, dx. \quad (5.4) \]

Meanwhile, with the second kind of Neumann boundary condition \( \mathcal{N}_{\delta, \tilde{\Omega}} u = g_{\delta}^N \), the corresponding finite element approximation reads: find \( u_h \in X_h \) such that for all \( v_h \in X_h \),
\[ A_{\delta, \tilde{\Omega}}(u_h, v_h) = \frac{1}{2} \int_{\tilde{\Omega} \times \tilde{\Omega}} (v_h(y) - v_h(x))(u_h(y) - u_h(x)) \gamma_{\delta}(x - y) \, dy \, dx \]
\[ = \int_{\Omega} f(x)v_h(x) \, dx + \int_{\Omega_{\delta}} g_{\delta}^N v_h(x) \, dx. \quad (5.5) \]

Both finite dimensional problems (5.4) and (5.5) are well-posed by the Lax–Milgram theorem and the nonlocal version of Poincaré inequality in Lemma 3.2.

Figure 5.1 presents the numerical solutions in \((0, 1)\) with various \( \delta \) and \( s \), while Figure 5.2 zooms in on the solution profile near the boundary \( x = 0 \). In the case that \( s = -1 \), the solution is nonsmooth and we observe discontinuity at \( x = 0 \), while the solution is continuous in \( \tilde{\Omega} \) in cases that \( s = 0.25 \) and 0.75. As \( \delta \to 0 \), the numerical results clearly indicate that the solution to the nonlocal diffusion problem converges to \( u_0 \), the solution to the local problem. This fully supports our theoretical finding in Theorem 4.4. Meanwhile, with the relatively large nonlocal horizon \( \delta \), our empirical experiments also show that the solution of the boundary operator \( \mathcal{N}_{\delta, \tilde{\Omega}} \) is closer to the local solution \( u_0 \). Finally, in Table 5.1, we present the convergence rate as \( \delta \to 0 \) for both cases. These interesting phenomena warrant further investigation in our future studies.

| Table 5.1 |
| Example 1. \( \|u_\delta - u_0\|_{L^2(\Omega)} \) with \( s = 0.75, 0.25 \) and \(-1\). |
| \( s \) \( \delta \) | 0.08 | 0.04 | 0.02 | 0.01 | 0.005 |
| \( \mathcal{N}_{\delta} \) | 0.93E-3 | 3.02E-3 | 1.14E-3 | 4.35E-4 | 1.97E-4 | 1.27 |
| 0.25 | 2.15E-2 | 6.29E-3 | 1.92E-3 | 6.54E-4 | 2.48E-4 | 1.47 |
| 0.75 | 5.97E-2 | 1.63E-2 | 4.44E-3 | 1.27E-3 | 3.95E-4 | 1.75 |
| \( \mathcal{N}_{\delta, \tilde{\Omega}} \) | 2.71E-3 | 1.33E-3 | 6.63E-4 | 3.27E-4 | 1.60E-4 | 1.02 |
| 0.25 | 2.65E-3 | 1.32E-3 | 6.60E-4 | 3.26E-4 | 1.60E-4 | 1.01 |
| 0.75 | 2.62E-3 | 1.31E-3 | 6.57E-4 | 3.26E-4 | 1.60E-4 | 1.01 |
Example 2. Local limit: mixed boundary conditions. In this example, we consider zero source term, i.e. \( f(x) = 0 \), and the following two types of boundary conditions:

\[
N_\delta u(x) = -\frac{1}{3\delta} \quad \text{for} \quad x \in (-\delta, -\delta/2), \quad \text{and} \quad u(x) = 1 \quad \text{for} \quad x \in (-\delta/2, 0),
\]

\[
u(x) = 1 \quad \text{for} \quad x \in (1, 1 + \delta), \quad \text{Example 2(a),}
\]
and

\[ u(x) = 1 \text{ for } x \in (-\delta, -\delta/2), \quad N_\delta u(x) = -\frac{1}{3\delta} \text{ for } x \in [-\delta/2, 0), \]
\[ u(x) = 1 \text{ for } x \in (1, 1 + \delta), \quad \text{Example 2(b).} \]

Noting that the main difference between Examples 2(a) and 2(b) is the order of Neumann and Dirichlet boundary conditions in the interval \((-\delta, 0)\). This leads to the case that a part of the data (Neumann data for the former, and Dirichlet data for the latter respectively) is defined in the interval disconnected from \((0, 1)\). It is interesting to observe that, in Figure 5.3 both solutions converge to the same local limit, i.e., the solution to the steady diffusion problem: \(-u''(x) = 0\) in \(\Omega = (0, 1)\) with Dirichlet boundary conditions \(u(0) = u(1) = 1\). The solution profiles near \(x = 0\), i.e. \(u_\delta(y)\) with \(y \in (-1, 2)\), are plotted in Figure 5.4. We observe the discontinuity at \(x = -\delta/2\), which might be due to the incompatibility between the nonlocal Neumann and Dirichlet boundary conditions. In Table 5.2, we present the difference between \(u_\delta\) and \(u_0\) in the \(L^2\) sense. Our numerical experiments show that the convergence of Example 2 (b) is slower than that of Example 2 (a). These observations deserve further theoretical analysis in the future.

**Example 3. Fractional limit.** In this example, we shall numerically check the limit of nonlocal diffusion models as \(\delta \to \infty\). To this end, we consider the boundary value problem of steady fractional diffusion model

\[
\begin{aligned}
&-L^s_\infty u(x) + u_\infty(x) = f(x), \quad \forall x \in \Omega, \\
&N^s_\infty u_\infty(x) = g(x), \quad \forall x \in \Omega_c,
\end{aligned}
\]  

(5.6)

where the fractional operator \(L^s_\infty\) and the Neumann operator \(N^s_\infty\) are defined in (2.6) and (2.10), respectively. Since the closed form of the fractional model is unavailable,
we assume that the solution is a Gaussian function:

\[ u_\infty(x) = \exp \left( - (x - 1/2)^2 \right) \quad \forall \ x \in \mathbb{R}. \] (5.7)

Then it is easy to compute the source term \( f \) and the Neumann boundary data \( g \) numerically, since \( u_\infty(x) \) decays double exponentially as \( |x| \to \infty \). In our computation, we evaluate the numerical solution of the following boundary value problem of the steady nonlocal diffusion problem with a finite horizon:

\[
\begin{aligned}
-\mathcal{L}_\delta u_\delta(x) + u_\delta &= f(x), \quad \forall x \in \Omega, \\
\mathcal{N}_\delta u_\delta(x) &= g(x), \quad \forall x \in \Omega_\delta,
\end{aligned}
\] (5.8)

Note that, by adding lower order terms \( u_\infty \) and \( u_\delta \) in (5.6) and (5.8) respectively, we will not need to be concerned with data incompatibility for the corresponding fractional and nonlocal problems.

In Figure 5.4, we plot the numerical solutions \( u_\delta \) with various \( \delta \) and \( s \). The numerical results clearly show the convergence of \( u_\delta \) to \( u_\infty \) as \( \delta \to \infty \). Besides, for smaller \( s \), we observe a slower convergence, which might be due to the slower decay of the kernel function in the case of smaller \( s \).
Similar to Example 1, we also consider the boundary value problem with another type of Neumann boundary condition:

\[
\begin{aligned}
-\mathcal{L}_s u(x) + u(x) &= f(x), & \forall x \in \Omega, \\
\mathcal{N}_s u(x) &= g(x), & \forall x \in \Omega_c,
\end{aligned}
\]  

(5.9)

where the fractional Neumann operator is defined by

\[
\mathcal{N}_s u(x) = -C_{s,\infty} \int_{\mathbb{R}} \frac{u(y) - u(x)}{|x - y|^{1+2s}} \, dy, \quad \forall x \in \Omega_c.
\]

(5.10)

Let the solution to (5.9) be of the form (5.7). Then we are able to compute the new Neumann boundary data \(\tilde{g}(x) = \mathcal{N}_s u(x)\). The corresponding nonlocal model reads

\[
\begin{aligned}
-\mathcal{L}_\delta u(x) + u(x) &= f(x), & \forall x \in \Omega, \\
\mathcal{N}_\delta, \hat{\Omega}_\delta u(x) &= \tilde{g}(x), & \forall x \in \Omega_{\hat{\delta}},
\end{aligned}
\]  

(5.11)

Again, our numerical results indicate that the functions \(u_\delta\) converge to \(u_\infty\) as \(\delta \to \infty\), and the convergence rate deteriorates as \(s \to 0\), see Figure 5.5. For both cases, we observe that the convergence rate is around \(O(\delta^{-2s})\) (see Table 5.3), which still awaits theoretical justification.

Fig. 5.5. Example 3. Solutions to the nonlocal diffusion problem with inhomogeneous Neumann type boundary conditions, with operators \(\mathcal{N}_s\) (upper) and \(\mathcal{N}_s, \hat{\Omega}_\delta\) (lower).

6. Conclusion. The discussion here offers a glimpse into some of the recent studies of nonlocal models with a finite range of interactions defined on a bounded domain involving various types of nonlocal boundary conditions. In particular, we provide a consistent presentation of such models to classical PDEs, seen as the local limits, and fractional PDEs, seen as the limit with an infinite range of interactions. Obviously, there are many more known results in the literature and more interesting
Example 3. $\|u_{\delta} - u_{\infty}\|_{L^2(\Omega)}$ with $s = 0.25$, $0.5$ and $0.75$.

| $\delta$ | 10  | 20  | 40  | 80  | 160 | Rate ($\delta$) |
|----------|-----|-----|-----|-----|-----|-----------------|
| $N_{\delta}$ |     |     |     |     |     | 0.49            |
| 0.25     | 2.25E-1 | 1.61E-1 | 1.15E-1 | 8.12E-2 | 5.75E-2 |                |
| 0.50     | 5.55E-2 | 2.84E-2 | 1.44E-2 | 7.22E-3 | 3.62E-3 | 0.98           |
| 0.75     | 1.07E-2 | 3.93E-3 | 1.41E-3 | 5.03E-4 | 1.78E-4 | 1.48           |
| $N_{\delta, \Omega_{\delta}}$ |     |     |     |     |     | 0.49            |
| 0.25     | 4.40E-1 | 3.15E-1 | 2.24E-1 | 1.59E-1 | 1.12E-1 |                |
| 0.50     | 1.01E-1 | 5.56E-2 | 2.81E-2 | 1.41E-2 | 7.08E-3 | 0.99           |
| 0.75     | 2.11E-2 | 7.69E-3 | 2.76E-3 | 9.84E-3 | 3.48E-3 | 1.48           |

and open questions to be considered. For example, while the associated nonlocal boundary conditions are illustrated for problems defined in a bounded domain, the inhomogeneous data are only prescribed in abstract function spaces. It is interesting to give more precise characterizations of these spaces by applying recently developed trace and extension theorems for the nonlocal function spaces \[38, 43\]. Also, while we stress the consistent local and fractional limits, one can also further examine how the rates of convergence depend on the model and data in these limits \[41, 42, 23\]. Moreover, the formulations are only presented in the context of time-independent scalar equations, one can consider the extensions to nonlinear systems and evolution equations, particularly those connected to peridynamics \[64, 40, 36, 28\]. Another interesting topic, as previously mentioned in the discussion, is on the connection of the nonlocal problems to the stochastic process and their limits, from the local diffusion equation and Brownian motion to fractional diffusion and Lévy jump processes \[26, 39\].

In addition, one may consider the numerical analysis of approximation methods and discuss, among many practical issues, the issue of asymptotic compatible approximation \[72\]. Further numerical experiments can also be carried out to provide more comparisons of the nonlocal models and their various limits.
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