Quantum contextuality provides communication complexity advantage
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Despite the conceptual importance of contextuality in quantum mechanics, there is a hitherto limited number of applications requiring contextuality but not entanglement. Here, we show that for any quantum state and observables of sufficiently small dimensions producing contextuality, there exists a communication task with quantum advantage. Conversely, any quantum advantage in this task admits a proof of contextuality whenever an additional condition holds. We further show that given any set of observables allowing for quantum state-independent contextuality, there exists a class of communication tasks wherein the difference between classical and quantum communication complexities increases as the number of inputs grows. Finally, we show how to convert each of these communication tasks into a semi-device-independent protocol for quantum key distribution.

Introduction.—Contextuality is one of the most significant properties of quantum mechanics [1–6]. It stipulates that, for some correlations, there is no probability distribution in agreement with the marginal distributions corresponding to sets of compatible (i.e., jointly measurable) observables. In particular, contextuality forbids us to assign predetermined context-independent values to the outcomes of quantum sharp measurements (defined as those that yield the same outcome when they are repeated and do not disturb any compatible observable). While nonlocality which can be seen as a form of quantum contextuality requiring entanglement, has found many applications in quantum communication [7–9], so far, entanglement unassisted quantum contextuality has found few applications despite of its conceptual importance [10–18] [19].

Here, we first show that any contextual correlations achieved using quantum systems of sufficiently small dimensions offer a quantum advantage in a suitably designed one-way communication complexity (or distributed computation) task. Conversely, whenever an additional condition holds, any quantum protocol providing advantage in those tasks produces a proof of contextuality. By itself, this result provides an operational way to understand the sense in which some famous forms of quantum contextuality (notably, the one produced by the violation of the Klyachko–Can-Binicioglu–Shumovsky inequality with quantum systems of dimension three [3]) are “nonclassical”.

As a second result, we show that for every form of state-independent (SI) contextuality [4, 20–22], the ratio between the dimensions of the classical systems and quantum systems required to accomplish the task can be made arbitrarily large by increasing the number of inputs. These communication complexity tasks are the so-called equality problems that appear in many practical scenarios [23–25]. Finally, we present a semi-device-independent (SDI) protocol for quantum key distribution (QKD) [26] based on the quantum advantage in our communication complexity tasks, in which security is proven by using the monogamy relation [27–29] of contextuality.

Contextuality witnesses.—Given a set \( \{ e_i \}_{i=1}^{n} \) of events produced in a contextuality experiment, one can define an \( n \)-vertex graph \( G \) in which each event is represented by a vertex and exclusive events correspond to adjacent vertices. \( G \) is called the graph of exclusivity of \( \{ e_i \}_{i=1}^{n} \). In quantum mechanics, each event \( e_i \) is represented by a projector \( \Pi_i \). Mutually exclusive events are represented by mutually orthogonal projectors. A quantum realization of a set of events \( \{ e_i \}_{i=1}^{n} \) with graph of exclusivity \( G \) is a set of projectors \( \{ \Pi_i \}_{i=1}^{n} \) that satisfies all the exclusivity relations in \( G \) and all the constraints imposed by the definition of the events.

Definition 1 (Contextuality witness). A functional

\[
W = \sum_{i=1}^{n} w_i P(e_i),
\]

where \( w_i \geq 0 \) and \( P(e_i) \) is the probability of event \( e_i \), is a quantum contextuality witness if there is a quantum realization \( \{ \Pi_i \}_{i=1}^{n} \) of \( \{ e_i \}_{i=1}^{n} \) and a quantum state \( \rho \) such that

\[
\sum_{i=1}^{n} w_i \text{tr}(\rho \Pi_i) > \alpha(G, \bar{w}),
\]

where \( \alpha(G, \bar{w}) \) is the independence number of the vertex-weighted graph \( (G, \bar{w}) \), where \( G \) is the graph of exclusivity of \( \{ e_i \}_{i=0}^{n} \) and \( \bar{w} = \{ w_i \}_{i=1}^{n} \). That is, \( \alpha(G, \bar{w}) \) is the largest value of \( \sum_{i \in I} w_i \), where \( I \) is the set of the subsets consisting of nonadjacent vertices of \( G \) [30].

The name ‘contextuality witness’ follows from the fact that, given \( W \), one can find a noncontextuality inequality [31, 32] whose upper bound for noncontextual models is \( \alpha(G, \bar{w}) \) and whose quantum value is the left-hand side of Eq. (2) [5, 31, 32].
We will focus on quantum realizations of contextuality witnesses constructed as follows. We first identify a vertex-weighted graph \((G, \vec{w})\) for which we can identify \(\{\Pi_i\}_{i=1}^n\) and \(\rho\) such that Eq. (2) holds. We will refer to \(\{(G, \vec{w}), \{\Pi_i\}_{i=1}^n, \rho\}\) as a quantum realization of a contextuality witness for \((G, \vec{w})\). In some cases, there is no need to identify a state \(\rho\).

**Definition 2** (State-independent contextuality witness). The functional (1) is a quantum state-independent contextuality witness for dimension \(d\) if there is a quantum realization \(\{\Pi_i\}_{i=1}^n\) of \(\{e_i\}_{i=0}^n\) such that Eq. (2) holds \(\forall \rho \in \mathcal{O}(\mathbb{C}^d)\), where \(\mathcal{O}(\mathbb{C}^d)\) denotes the set of quantum states in \(\mathbb{C}^d\).

If we have \(\{(G', \vec{w}')\}, \{\Pi_i\}_{i=1}^{n'}, \rho\) satisfying Eq. (2) that includes projectors that are not of rank one, we can obtain \(\{(G, \vec{w}), \{|\psi_i\rangle\langle\psi_i|\}_{i=1}^n, \rho\}\) satisfying Eq. (2) by splitting each of the projectors that are not rank one into rank-one projectors. See Appendix A.
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**FIG. 1.** On the left, the construction of the extended graph from the 5-cycle graph. Each of the 8 vertices of the extended graph belongs to at least one clique of size 3. On the right, scheme of the communication complexity task based on the extended graph.

**One-way communication complexity.**—Communication complexity [23] studies the amount of communication required for tasks involving inputs distributed among several parties. In one-way communication complexity [8, 23, 33, 34], there are two parties. As shown in Fig. 1, in each round, Alice, receives a random input \(x \in X\). Depending upon \(x\), Alice sends a message (classical or quantum) to Bob. In addition, Bob receives a random input \(y \in Y\). Using \(y\) and the message received from Alice, Bob outputs \(z\) which is Bob’s guess about a certain function \(f(x, y)\). After many rounds, they produce the probability \(p(z|x, y)\) of \(z\), given inputs \(x\) and \(y\). The figure of merit of the task is given by

\[
S = \sum_{x, y} t(x, y) p(z = f(x, y)|x, y),
\]

where \(t(x, y) \geq 0\) and \(\sum_{x, y} t(x, y) = 1\). We are interested in two aspects. Firstly, the maximum value of \(S\) that can be achieved under the restriction that the dimension of the (classical or quantum) system communicated from Alice to Bob is \(d\). Secondly, the minimum dimensional (classical or quantum) system required to communicate in order to achieve a certain value of \(S\). Sharing prior classical randomness between Alice and Bob is allowed.

**Communication complexity advantage based on quantum contextuality witnesses.**—Consider \(\{(G, \vec{w}), \{|\psi_i\rangle\langle\psi_i|\}_{i=1}^n, \rho\}\) satisfying Eq. (2) and such that \(\rho \in \mathcal{O}(\mathbb{C}^d)\). Since \(w_i > 0\), without loss of generality, we can take \(\max_i w_i = 1\). The task is defined as follows. First, we consider an extended graph \(\tilde{G}\) by adding additional vertices to \(G\) such that each vertex in \(\tilde{G}\) belongs to, at least, one clique of size \(d\). A clique is a set of vertices in which every pair are adjacent. We then assign additional vectors (or rank-one projectors) to those additional vertices, so each vector belongs to at least one basis within the new set of vectors; see Fig. 1. Alice receives \(x \in \{0, 1, \ldots, n+k\}\) and Bob receives \(y \in \{1, \ldots, n+k\}\), where \(k\) number of vertices is added. Bob outputs his guess for

\[
f(x, y) = \begin{cases} 
0, & \text{if } y = x, \\
1, & \text{if } y \in N_x, \\
0, & \text{if } y \in \{1, \ldots, n\} \text{ and } x = 0,
\end{cases}
\]

where \(N_x\) is the set of the vertices that are adjacent to (i.e., neighbors of) \(x\) in \(\tilde{G}\). In other words, Bob needs to distinguish the runs where \(y = x\) and \(x = 0\) from the runs where \(y \in N_x\). Except for these, whenever \(y \neq x\) and \(y \notin N_x\), or, \(x = 0\) and \(y \in \{n+1, \ldots, n+k\}\), the runs do not contribute to the figure of merit of the communication task. That is, the task for Alice and Bob is to maximize

\[
S(\tilde{G}, \vec{w}, d) = \frac{1}{N} \left[ \sum_{x=1}^{n+k} p(z = 0|x, y = x) + \sum_{x=1}^{n+k} \sum_{y \in N_x} p(z = 1|x, y) + \sum_{y=1}^{n} w_y p(z = 0|x = 0, y) \right],
\]

where

\[
N = n + k + \sum_{x=1}^{n+k} |N_x| + \sum_{i=1}^{n} w_i,
\]

thus \(\sum_{x, y} t(x, y) = 1\). Alice and Bob must accomplish this task with the restriction that the dimension of the (classical or quantum) system communicated between them is \(d\). Therefore, the communication task is fully specified by the value of \(d\), the extended graph \(\tilde{G}\), and the weights \(\vec{w}\). The important point is that there is quantum advantage in this communication task whenever \(d\) is “sufficiently small” in the sense that \(d \leq \chi(G)\), where
\( \chi(G) \) is the chromatic number of the graph \( G \) [35].

**Result 1.** For any \( \{(G, \vec{w}), \{|\psi_i\rangle|\psi_i\rangle\}_{i=1}^n, \rho \} \) with \( \rho \in O(C^d) \) such that Eq. (2) holds and \( d \leq \chi(G) \), there exists a quantum strategy for the communication complexity task defined by Eq. (5) that provides an advantage over any strategy in which the system communicated between Alice and Bob is classical.

In a general quantum strategy, let \( \rho_x \in O(C^d) \) denote the quantum state sent by Alice to Bob upon receiving \( x \), and let \( \{ M_{0|y}, M_{1|y} = 1 - M_{0|y} \}_{y=1}^{N+k} \) denote the quantum measurement Bob performs on \( \rho_x \) to obtain \( z \), upon receiving input \( y \). Suppose that \( \{(G, \vec{w}), \{|\psi_i\rangle|\psi_i\rangle\}_{i=1}^n, \rho \} \) is a contextuality witness satisfying Eq. (2). Since, the projectors in \( \{|\psi_i\rangle|\psi_i\rangle\}_{i=1}^n \) are of rank one, one can always add \( k \) rank-one projectors \( \{|\psi_i\rangle|\psi_i\rangle\}_{i=n+1}^{n+k} \) so that the extended set \( \{|\psi_i\rangle|\psi_i\rangle\}_{i=1}^{n+k} \) has the relations of orthogonality given by \( G \). Given \( \{(G, \vec{w}), \{|\psi_i\rangle|\psi_i\rangle\}_{i=1}^n, \rho \} \), Alice and Bob choose an extended set and apply the following strategy:

\[
\rho_0 = \rho, \quad \rho_x = |\psi_x\rangle\langle\psi_x|, \quad x = 1, \ldots, n + k, \\
M_{0|y} = |\psi_y\rangle\langle\psi_y|, \quad y = 1, \ldots, n + k.
\]

This way, \( p(z = 0|x, y = x) = p(1|x, y \in N_x) = 1 \), so the value of \( S(G, \vec{w}, d) \) in Eq. (5) is

\[
\frac{1}{N} \left[ n + k + \sum_{x=1}^{n+k} |N_x| + \sum_{i=1}^{n} w_i \text{tr}(\rho_0|\psi_i\rangle\langle\psi_i|) \right], \tag{8}
\]

while communicating a (quantum) system of dimension \( d \). In contrast to that,\n
**Theorem 1.** Whenever \( d \leq \chi(G) \), for any strategy in which the system communicated between Alice and Bob is a classical system of dimension \( d \), the value of \( S(G, \vec{w}, d) \) is upper bounded by

\[
S(G, \vec{w}, d) \leq S(G, \vec{w}, d) = \frac{1}{N} \left[ n + k + \sum_{x=1}^{n+k} |N_x| + \alpha(G, \vec{w}) - \delta \right]. \tag{9}
\]

where \( \delta \) is the minimum number of “improperly colored” vertices of \( \vec{G} \) when \( d \) colors are used to color all the vertices. A vertex is improperly colored if it has at least one neighbor sharing the same color.

For a proof, see Appendix B. Because of Eq. (2) and the fact that \( \delta \) is non-negative, the expression in Eq. (8) is strictly larger than \( S(G, \vec{w}, d) \).

Let us suppose that \( d_{\text{min}} \) is the minimum dimension in which the set of projectors \( \{|\psi_i\rangle|\psi_i\rangle\} \) and \( \rho \) can be realized such that \( \{(G, \vec{w}), \{|\psi_i\rangle|\psi_i\rangle\}_{i=1}^n, \rho \} \) is a contextuality witness. For any SI contextuality witness, \( \chi(G) > d_{\text{min}} \). Therefore, whenever \( d = d_{\text{min}} \), there will be at least two adjacent vertices sharing the same color when \( d \) colors are used to color the graph, implying \( \delta \geq 2 \). Moreover, in this case, \( \rho_0 \) can be any quantum state in \( O(C^d) \).

Explicit examples of the quantum advantage for communication complexity tasks based on some quantum SI contextuality sets are presented in Appendix D, together with a proof of their robustness against white noise.

Certifying contextuality witness from communication complexity task.—The quantum communication strategy given by Eq. (7) is based on a contextuality witness. However, a general quantum strategy with advantage consists of a set of states \( \{|\psi_i\rangle\}_{i=1}^n \) acting on \( C^d \) and a set of measurement \( \{ M_{0|y}, M_{1|y} = 1 - M_{0|y} \}_{y=1}^{N+k} \) so that the value of \( S(G, \vec{w}, d) \) is greater than \( S(G, \vec{w}, d) \). In general, such a strategy may not be related to contextuality witnesses. Nevertheless, the following theorem allows us to identify whether or not an unknown quantum communication strategy admits a contextuality witness.

**Theorem 2.** For the above introduced communication task defined by \( S(G, \vec{w}, d) \), the following condition holds:

\[
\forall x, y, \quad p(0|x, y = x) = p(1|x, y \in N_x) = 1, \tag{10}
\]

if and only if \( \{\rho_x\} \) is a set of rank-one projectors that has \( \vec{G} \) as graph of orthogonality and \( \rho_x = M_{0|y} \).

For a proof, see Appendix B. Therefore, Theorem 2 presents operational criteria to certify a set of rank-one projectors satisfying orthogonality relations according to a graph. Note that the probabilities in Eq. (10) are the first two terms of \( S(G, \vec{w}, d) \). Consider the particular case of the task (5) in which \( d = \chi(G) \) and an unknown quantum strategy comprising \( \{\rho_x\}, \{M_{0|y}\} \) that provides greater value than \( S(G, \vec{w}, d) \). First, it follows from Eq. (9) that, in this case, \( \sum_{y=1}^{n} w_y \text{tr}(\rho_0 M_{0|y}) > \alpha(G, \vec{w}) \) since \( \delta = 0 \). In addition to that, if the first two terms in \( S(G, \vec{w}, d) \) attain their algebraic values, then Theorem 2 implies \( \{(G, \vec{w}), \{M_{0|y}\}_{y=1}^n, \rho_0 \} \) must be a contextuality witness.

**Increasing advantage in communication complexity.**—Here, we will consider only those contextuality witnesses where \( \chi(G) > d_{\text{min}} \). In these cases, it suffices to consider a simplified version of the above-described communication complexity task by taking the first two terms of \( S(G, \vec{w}, d) \). Therefore, the figure of merit will be

\[
S(G) = \frac{1}{N} \left[ \sum_{x=1}^{n} p(z = 0|x, y = x) + \sum_{x=1}^{n} \sum_{y \in N_x} p(z = 1|x, y) \right], \tag{11}
\]

where \( N = n + \sum_{x=1}^{n} |N_x| \). Here, the communication problem is solely based on the exclusivity graph \( G \) [15], and we do not need to consider additional inputs apart from the set of vertices of \( G \). More importantly, this is an equality problem as Bob guesses whether his input \( y \) is equal to \( x \) or not [23].
Let \( Q(G) \) (or \( C(G) \)) be the minimum dimension of quantum system (or classical system) that should be communicated to achieve \( S^G = 1 \). We are now interested in quantum advantages in terms of \( C(G) \) and \( Q(G) \). A quantum advantage in communication complexity implies \( C(G) > Q(G) \), or, equivalently, \( \log_2 |C(G)| > \log_2 |Q(G)| \) conventionally expressed in terms of classical and quantum bits.

**Theorem 3.** Given any witness \( \{(\overline{w}, \overline{x}), \{|\psi_i\rangle\langle\psi_i|\}_{i=1}^n, \rho\} \) where \( |\psi_i\rangle \in \mathcal{C}^d \),

\[
Q(G) \leq d_{\text{min}}, \quad C(G) = \chi(G).
\]  

Moreover, \( Q(G) \) is the minimum dimension \( d \) such that there exists a set of projectors \( \{\Pi_i\} \) acting on \( \mathcal{C}^d \) satisfying the orthogonality relations given by \( G \).

A proof is provided in Appendix B. We can readily check that the quantum strategy, \( \rho_x = M_0|\bar{x}\rangle\langle\bar{x}| \), yields \( S^G = 1 \). Thus, we have an advantage whenever \( \chi(G) > d_{\text{min}} \). In order to observe an increasing advantage, we need to consider products of graphs.

**Definition 3** (Inclusive graph product or co-normal product or disjunctive product or OR product \( G \times H \)). The vertex set of the inclusive graph product of two graphs \( G, H \) is \( V(G) \times V(H) \). The edges of \( G \times H \) are defined as \((i, j) \sim (i', j')\) iff \( i \sim j \) or \( i \sim j' \). We denote by \( G^n \) the \( m \)-times product of the same graph \( G \).

**Theorem 4.** Given a graph \( G \) with \( n \) vertices, the ratio between classical and quantum communication complexities of \( S^G \) based on \( G^n \), that is, \( C(G^n)/Q(G^n) \) increases polynomially with \( m \),

\[
C(G^n)/Q(G^n) \geq \left( \frac{\chi_f(G) / d_{\text{min}}}{2} \right)^m, \quad m \in \mathbb{N},
\]  

where \( \chi_f(G) \) is the fractional chromatic number of \( G \). For any graph, \( \chi_f(G) \leq \chi(G) \).

For a proof, see Appendix B. Since \( \chi_f(G)/d_{\text{min}} > 1 \) for any quantum SI contextuality set in dimension \( d_{\text{min}} \), the right-hand-side of (13) can be arbitrarily large as \( m \) increases [41]. It follows from (13) that the difference between the classical and quantum complexities for the equality task based on \( G^n \) is lower bounded by \( m \cdot \log_2 \left( \chi_f(G)/d_{\text{min}} \right) \) bits, which increases with \( m \). In Table I, we present some explicit examples of the quantum advantage.

Before proceeding to the next section, we point out an example of SI witness and the respective equality problem where the separation between the classical and quantum communication complexities grows exponentially with the dimension. Consider the set of vectors in \( \mathcal{C}^d \) of the form \((1/\sqrt{d}) [1, (-1)^{x_1}, \ldots, (-1)^{x_{d-1}}]^T\), where \( x_i \in \{0, 1\} \) such that in every vector the number of \( x_i \)

| SI witness | \( d_{\text{min}} \) | \( \chi_f(G) \) | \( C(G^n)/Q(G^n) \) from Eq. (13) |
|------------|-----------------|------------------|-------------------|
| YO-13 [21] | 3 | 35/11 | \( \geq 6 \times 10^{13} \) |
| Peres-33 [42] | 3 | 13/4 | \( \geq 4 \times 10^{13} \) |
| CEG-18 [43] | 4 | 9/2 | \( \geq 3.4 \times 10^7 \) |
| Pauli-240 [44] | 8 | 15 | \( \geq 1.9 \times 10^{18} \) |
| Pauli-4320 [44] | 16 | 60 | \( \geq 5 \times 10^{28} \) |

**Table I.** In order to compare the quantum advantages originated from various SI contextuality witnesses, we have taken the value of \( m \) for each set such that 200 qubits is sufficient to accomplish the respective equality problem. With respect to that, the lower bounds on the classical and quantum ratios have been obtained for various SI contextuality witnesses.
Alice publicly announces that the transmission is unsuccessful. It is not difficult to show that such QKD protocol is secure against restricted eavesdroppers whenever the contextuality witness satisfies monogamy relations that are proposed in [27]. The monogamy relation between two witnesses of contextuality realized on two separate degrees-of-freedom of any quantum state implies
\[
\sum_{i=1}^{n} w_i \text{tr} (\rho (\Pi_i \otimes \mathbb{I})) + \sum_{i=1}^{n} w_i \text{tr} (\rho (\mathbb{I} \otimes \Pi_i)) \leq 2\alpha(G, \vec{w}),
\]
for any \(\vec{w}\), where \(\{\Pi_i\}, \{\Pi_i\}\) realize the respective exclusivity graph \(G\). Such relation holds for a large class of contextuality witnesses, including the well-known odd-cycle witnesses [27]. The QKD protocol is secure if the mutual information of Alice-Bob is greater than the mutual information of Alice-Eve [26], i.e., \(I(A : B) > I(A : E)\), which for individual attacks and binary output implies \(S_B > S_E\), taking \(S_B(S_E)\) be the value of \(S_{\vec{G},\vec{w},d}\) obtained by Bob (Eve). Since Eve also knows the input \(y\), she and Bob are in the same state to guess \(f(x, y)\). Because of Theorem 2, when Bob observes that the first two terms in \(S_{\vec{G},\vec{w},d}\) attain their maximal values, then \(M_0(y)\) are rank-one projectors realizing \(G\). We assume that \(M_0(y)\) for Eve also realizes \(G\). Now, even if Eve shares arbitrary quantum correlation with the preparation device of Alice, due to monogamy relation (15), the following holds true:
\[
\sum_{y=1}^{n} w_y p_B(0 | x = 0, y) + \sum_{y=1}^{n} w_y p_E(0 | x = 0, y) \leq 2\alpha(G, \vec{w}).
\]
Taking the best possible scenario for Eve in which she also observes \(10\), the above relation implies
\[
S_B + S_E \leq 2c_{\vec{G},\vec{w},d}.
\]
Therefore, whenever Alice-Bob obtains quantum advantage, that is, \(S_B > S_{\vec{G},\vec{w},d}\), the protocol is secure against such eavesdropping. Subsequently, the key rate can be obtained by \(r = I(A : B) - I(A : E)\) (see Table (II) in Appendix D).

In addition to the QKD protocol, these communication tasks can also be used to generate quantum randomness in the prepare-and-measure scenario [48–50]. We have discussed this in Appendix E.

**Conclusions.**—This work shows that all forms of quantum contextuality with sufficiently small dimension provide quantum advantage in distributed computation and in various communication protocols without requiring entanglement. In distributed computation, equality problems are essential for implementing large-scale circuits and data verification [23–25] (see Appendix F). We show the existence of a variant of the equality problem pertaining to every vertex-weighted graph with certain properties providing an advantage over classical communication.

Considering equality problems defined by the graphs of a large class of contextuality witnesses including all quantum state-independent contextuality witnesses, we show that the communication complexity required to execute such problems in classical theory is larger than that in quantum theory. Moreover, the complexity advantage increases with an increase in the number of inputs, identifying a class of equality problems that can be solved only in quantum communication.

As further applications of quantum contextuality driven communication tasks, we show how such tasks can be used for semi-device-independent QKD, as well as for the purpose of randomness generation. As interesting open problems for further work, we point out the possibility of extending the security proof of the QKD protocol to arbitrary individual eavesdropping strategies and finding optimal communication complexity advantages. It would also be interesting to extend the link between quantum contextuality and quantum advantage in communication complexity tasks involving more than two parties, like, quantum fingerprinting [51].
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Eq. (A2) implies that \( \alpha(G, \vec{w}) = \alpha(G', \vec{w}') \). Now, if we split each projector according to (A1), then the set of rank-one projectors \( \{ |\psi_{i,k}\rangle\langle\psi_{i,k}| \} \) has \( G \) as the graph of orthogonality. Furthermore,

\[
\sum_{i=1}^{n} \sum_{k=1}^{n_i} w_{i,k} \text{tr}(\rho|\psi_{i,k}\rangle\langle\psi_{i,k}|) = \sum_{i=1}^{n} w_i' \text{tr}(\rho \Pi_i),
\]

which is greater than \( \alpha(G, \vec{w}) \) by definition. \( \square \)

Appendix B: Communication complexity advantage based on quantum contextuality

We first state a general feature of communication tasks in the following lemma, which will be used later in the proof of the theorems.

**Lemma 2.** The maximum value of \( S \) in Eq. (3), when the system communicated between Alice and Bob is a classical system of dimension \( d \), is given by

\[
S_c = \max_{\{ p_e(m|x) \}} \left[ 1 - \sum_{y,m} \min_{x, f(x,y) \in \{ 0, 1 \}} \left\{ \sum_{x|f(x,y)=0} t(x,y)p_e(m|x), \sum_{x|f(x,y)=1} t(x,y)p_e(m|x) \right\} \right],
\]

where \( m = 1, \ldots, d \), and, \( \forall x, m, \ p_e(m|x) \) is fixed such that the above expression is maximum or, \( \forall x, m, \ p_e(m|x) \in \{ 0, 1 \} \).

**Proof.** Alice and Bob share prior classical random variables \( \lambda \) with arbitrary distribution \( p(\lambda) \). Alice’s strategy is to encode the information of input \( x \) into classical message \( m \). A general description of such a strategy is given by a set of probabilities \( \{ p_e(m|x, \lambda) \} \), where \( p_e(m|x, \lambda) \) is the probability of sending the message \( m \) depending on input choice \( x \) and random variable \( \lambda \). Here \( m \in \{ 1, \ldots, d \} \), since the dimension of the communicated system is at most \( d \). Bob’s decoding strategy is generally represented by the set of probability distribution \( \{ p_d(z|y, m, \lambda) \} \), where \( p_d(z|y, m, \lambda) \) is the probability of output \( z \) given his input \( y \), received message \( m \), and the shared random variable \( \lambda \). Therefore, the general expression of the probability of getting outcome \( z \) upon receiving inputs \( x, y \) in classical communication is given by

\[
p(z|x, y) = \sum_{m} \sum_{\lambda} p(\lambda) p_e(m|x, \lambda) p_d(z|y, m, \lambda).
\]

By dividing all inputs \( x \) into two subgroups according to the value of \( f(x,y) \) given every \( y \) and substituting each term using the above in the figure of merit, we find that

\[
S_c = \max_{\{ p_e(m|x, \lambda) \}} \sum_{y} \left( \sum_{x|f(x,y)=0} t(x,y)p(0|x,y) + \sum_{x|f(x,y)=1} t(x,y)p(1|x,y) \right)
\]

\[
= \max_{\{ p_e(m|x, \lambda) \}} \sum_{y,m} \sum_{\lambda} \min_{x, f(x,y) \in \{ 0, 1 \}} \left\{ \sum_{x|f(x,y)=0} t(x,y)p_e(m|x, \lambda)p_d(0|y, m, \lambda), \sum_{x|f(x,y)=1} t(x,y)p_e(m|x, \lambda)p_d(1|y, m, \lambda) \right\}.
\]

Let us see the term within the curly bracket \( \{ \ldots \} \). Since \( p_d(0|y, m, \lambda) + p_d(1|y, m, \lambda) = 1 \) the best decoding probability \( p_d(z|y, m, \lambda) \) is fixed such that the above expression is

\[
S_c = \max_{\{ p_e(m|x, \lambda) \}} \sum_{y,m} \sum_{\lambda} \min_{x, f(x,y) \in \{ 0, 1 \}} \left\{ \sum_{x|f(x,y)=0} t(x,y)p_e(m|x, \lambda), \sum_{x|f(x,y)=1} t(x,y)p_e(m|x, \lambda) \right\}.
\]

Given any encoding probability \( \{ p_e(m|x, \lambda) \} \), the above expression within the square bracket \( \ldots \) is a convex function of \( \lambda \), and thus, without loss of generality, we can take \( p(\lambda) = 1 \) for which that expression is maximum or, equivalently, we can omit the dependence of \( \lambda \). This implies

\[
S_c = \max_{\{ p_e(m|x) \}} \sum_{y,m} \min_{x, f(x,y) \in \{ 0, 1 \}} \left\{ \sum_{x|f(x,y)=0} t(x,y)p_e(m|x), \sum_{x|f(x,y)=1} t(x,y)p_e(m|x) \right\}.
\]
Further, using the identity, \( \max\{a, b\} = a + b - \min\{a, b\} \) for any non-negative number \( a, b \), Eq. (B5) further reduces to

\[
S_c = \max_{\{p_c(m|x)\}} \left[ \sum_{y,m,x} t(x,y)p_c(m|x) - \sum_{y,m} \min \left\{ \sum_{x\mid f(x,y) = 0} t(x,y)p_c(m|x), \sum_{x\mid f(x,y) = 1} t(x,y)p_c(m|x) \right\} \right]. \tag{B6}
\]

Using \( \sum_m p_c(m|x) = 1, \forall x \), and \( \sum_{x,y} t(x,y) = 1 \) in the above equation, we get (B1). Finally, note that it is sufficient to consider the extremal values of \( p_c(m|x) \) since the expression is convex. \( \square \)

**Proof of Theorem 1.** Using Eq. (B1) for \( S(G,\omega,d) \) given by Eq. (5), we can express the optimal classical value as follows:

\[
S_c = \frac{1}{N} \max_{\{p_c(m|x)\}} \left[ N - \sum_{y=1}^{n} \sum_{m=1}^{d} \min \left\{ p(m|x = y) + w_y p(m|x = 0), \sum_{x \in N_y} p(m|x) \right\} \right.
\]
\[
\left. - \sum_{y=n+1}^{n+k} \sum_{m=1}^{d} \min \left\{ p(m|x = y), \sum_{x \in N_y} p(m|x) \right\} \right], \tag{B7}
\]

wherein the encoding strategy \( \{p_c(m|x)\} \) is deterministic, that is, for each input \( x \), Alice sends a classical level \( m \) out of \( d \) distinct levels. This is equivalent to assigning one of the \( d \) colors to each input \( x \). Since \( d \leq \chi(G) \), in general, \( d \) colors are not sufficient to color all the vertices of the extended \( G \) properly. Say \( \delta \) is the minimum number of ‘improperly colored’ vertices when \( d \) colors are used to color all the vertices of the extended exclusivity graph. A vertex is ‘improperly colored’ if it has at least one neighbour that shares the same color. We would like to find the optimal encoding strategy \( \{p_c(m|x)\} \) that maximizes \( S_c \) in (B7). Say, the optimal encoding is such that, there are \( \delta + q \) improperly colored vertices, that is, out of all the vertices, \( n + k - \delta - q \) vertices are properly colored, where \( q \in \{0, \ldots, n + k - \delta\} \) is an integer. Let us denote the level/color by \( m_x \) that is assigned to input \( x = 0, 1, \ldots, n + k \). There are three possibilities for each input \( y \):

1. \( y \) is not properly colored. In this case there exists at least one \( x \in N_y \) such that \( p(m_y|x) = 1 \). Therefore,

\[
\sum_m \min \left\{ p(m|x = y) + w_y p(m|x = 0), \sum_{x \in N_y} p(m|x) \right\} \geq 1. \tag{B8}
\]

2. \( y \) is properly coloured and \( y \in \{1, \ldots, n\} \). In this scenario, either \( p(m_0|x = y) = 0 \), or, \( p(m_0|x = y) = 1 \). For the former case, since every \( y \) belongs to at least one \( d \)-clique there exists one \( y \in N_x \), for which \( p(m_0|x) = 1 \). Therefore,

\[
\min \left\{ p(m_0|x = y) + w_y p(m_0|x = 0), \sum_{y \in N_x} p(m_0|x) \right\} \geq \min\{w_y, 1\} = w_y. \tag{B9}
\]

Here, we have used our convention for the contextuality witness that,

\[
\max_y w_y = 1. \tag{B10}
\]

While for the latter case,

\[
\min \left\{ p(m_0|x = y) + w_y p(m_0|x = 0), \sum_{y \in N_x} p(m_0|x) \right\} = 0. \tag{B11}
\]

3. \( y \) is properly coloured and \( y \in \{n + 1, \ldots, n + k\} \). In this case,

\[
\sum_m \min \left\{ p(m|x = y), \sum_{y \in N_x} p(m|x) \right\} = 0. \tag{B12}
\]
As the encoding strategy properly colors \( n + k - \delta - q \) vertices, the above analysis implies
\[
\sum_y \sum_m \min \left\{ p(m|x = y) + w_y \ p(m|x = 0), \ \sum_{x \in N_y} p(m|x) \right\} \geq \delta + q + \sum_{y|p(m_0|x = y) = 0} w_y. \tag{B13}
\]
Using this in Eq. (B7), we obtain
\[
S_c \leq \max_{p_y(m|x)} \frac{1}{N} \left[ N - \delta - q - \sum_{y|p(m_0|y) = 0} w_y \right]. \tag{B14}
\]
Replacing \( N \) by \( n + k + \sum_{x=1}^{n+k} |N_x| + \sum_y w_y \) from Eq. (6) in the above equation, we obtain
\[
S_c \leq \max_{p_y(m|x)} \frac{1}{N} \left[ n + k + \sum_{x=1}^{n+k} |N_x| - \delta - q + \sum_y w_y - \sum_{x|p(m_0|x = y) = 0} w_y \right] = \max_{p_y(m|x)} \frac{1}{N} \left[ n + k + \sum_{x=1}^{n+k} |N_x| - \delta - q + \sum_{x|p(m_0|x = y) = 0} w_y \right]. \tag{B15}
\]
If \( q = 0 \), then
\[
\sum_{x|p(m_0|x) = 1} w_y \leq \alpha. \tag{B16}
\]
On the other hand, if \( q > 0 \), then
\[
\sum_{x|p(m_0|x_2 = 1} w_y \leq \alpha + \sum_y w_y - q, \tag{B17}
\]
where the sum over \( y \) on right-hand-side is taken for \( q \) number of different indices. It follows from Eq. (B10) that the above is bounded by \( \alpha + q \cdot (\max_y w_y) - \alpha \leq \alpha \). Therefore, the best strategy is choosing \( q = 0 \), which implies Eq. (9).

**Proof of Theorem 2.** Eq. (10) implies
\[
\forall y, M_{0|y}^{x=y} = 1, \ M_{1|y}^{x} = 1, \text{ for } x \in N_y, \tag{B18}
\]
where \( M_{z|y}^{x} \) denotes the reduced form of \( M_{z|y}^{x} \) in the support of \( \rho_x \). Note that \( M_{0|x}^{x} \) are projectors and we must have
\[
\forall x \sim x', (M_{0|x}^{x} \circ M_{0|x'}^{x}) = 0, \text{ and } \rho_x \rho_{x'} = 0. \tag{B19}
\]
The size of the maximum clique in the extended graph \( \bar{G} \) is \( d \). Say, \( \{1, \ldots, d\} \) is a maximum clique. The conditions (B19) for any pair of \( x, x' \in \{1, \ldots, d\} \) and \( \rho_x \in \mathbb{C}^d \) hold true if and only if \( \rho_x \) are rank-one projectors and satisfy orthogonality relations according to \( \bar{G} \). Moreover, it follows from (B18) that
\[
M_{0|1}^{x} + \sum_{x=2}^{d} M_{1|1}^{x} \geq 1_{d \times d}. \tag{B20}
\]
However, the normalization condition \( M_{0|1} + 1_{d \times d} \) holds if and only if \( M_{0|1}^{x} = \rho_x \) for all \( x = 1, \ldots, d \). Due to the fact that every input belongs to at least one maximum clique, the analysis holds true for all \( x \).

**Proof of Theorem 3.** \( S^G \) given by Eq. (11) is 1 if
\[
p(0|x, y = x) = p(1|x, y \in N_x) = 1, \tag{B21}
\]
which implies Eq. (B18)-(B19). Consequently, \( \{M_{0|1}^{x}\} \) satisfies the orthogonality relations as per the exclusivity graph \( G \). Moreover, the new set of measurements defined by \( M_{0|x} = M_{0|1}^{x} \) also achieves \( S^G = 1 \) for the same Alice’s
encoding strategy \( \{ \rho_x \} \). Therefore, for any quantum strategy that yields \( S^G = 1 \), there exists a set of projectors that realizes \( G \). In the reverse direction, for any set of projectors \( \{ \Pi_i \} \) realizing \( G \), the strategy in which \( M_{x\|y} = \Pi_x \rho_x = \Pi_y / \text{rank}(\Pi_y) \) achieves \( S^G = 1 \). So, there is a one-to-one correspondence between quantum strategy achieving the perfect figure of merit and a set of projectors satisfying the orthogonality relations according to \( G \). Thus, \( Q(G) \) is the minimum dimension \( d \) such that a set of projectors \( \{ \Pi_i \} \) acting on \( \mathbb{C}^d \) exists, and moreover, \( Q(G) \leq d_{\min} \).

In classical communication, it follows from \((B1)\) that

\[
S_c^G = \frac{1}{N} \max_{\{p_x|m|x\}} \left[ N - \sum_{y=1}^{n} \sum_{m=1}^{d} \min \left\{ p(m|x = y), \sum_{x \in N_y} p(m|x) \right\} \right],
\]

which is 1 if and only if

\[
\forall x, y, \min \left\{ p(m|x = y), \sum_{x \in N_y} p(m|x) \right\} = 0.
\]

Since, without loss of generality, we can take \( p_x(m|x) \) to be deterministic, the above implies if \( p_x(m|x) = 1 \) for some \( x \) then \( \forall x' \in N_x, p_x(m|x') = 0 \). Therefore, the set of \( \{ m \} \) can be used to color the graph, and similarly, any set of colors used to color the graph can also be used as \( \{ m \} \) to achieve \( S^G = 1 \). Thus, \( C(G) \) is the minimum of number colors required to color the vertices of \( G \).

**Proof of Theorem 4.** To prove \( Q(G)^m \leq (d_{\min})^m \), it suffices to show that there exists a set of projectors realizing \( G^m \) in \( d^m \) dimensional Hilbert space. Consider the realization where the vertex \( (i_1, \ldots, i_m) \) (where each \( i_k \in \{1, \ldots, n\} \)) of \( G^m \) is represented by the projector \( \Pi_{i_1} \otimes \Pi_{i_2} \otimes \cdots \otimes \Pi_{i_m} \). Clearly, if \( i_k \sim j_k \) for any \( k \), then the respective two projectors are orthogonal as \( \Pi_{i_k} \) and \( \Pi_{j_k} \) are orthogonal.

On the other hand, due to Theorem 3, we know that \( C(G)^m = \chi(G)^m \). For any graph \( G \), we have \( \chi(G) \geq \chi_f(G) \). In addition, \( \chi_f(G)^m = (\chi_f(G))^m \) according to Lemma 2.8 in Ref. [40]. Therefore, Eq. \((13)\) holds true.

**Remark.** We have another lower bound on \( C(G)^m / Q(G)^m \) as follows.

\[
\frac{C(G)^m}{Q(G)^m} \geq \frac{2}{m \ln n} \left( \frac{\chi(G)}{d_{\min}} \right)^m, \text{ for } m = 2^i, q \in \mathbb{N}, \tag{B24}
\]

**Proof.** we make use of Theorem 2.3 of [39] that states the following relation:

\[
\chi(G \times H) \geq \frac{\chi(G) \cdot \chi(H)}{\ln n} \tag{B25}
\]

when both graphs \( G \) and \( H \) have same number of vertices \( n \). Taking \( H \) to be \( G \), we have \( \chi(G^2) \leq \chi(G)^2 / \ln n \). Again, taking product of two \( G^2 \) of the same number of vertices \( n^2 \), we have \( \chi(G^4) \leq \chi(G)^4 / \ln n^2 \), and similarly, we can obtain

\[
\chi(G^m) \geq \frac{2 \cdot \chi(G)^m}{m \ln n} \tag{B26}
\]

for any \( m = 2^i, q \in \mathbb{N} \). Finally, using the facts that \( C(G)^m = \chi(G)^m \), \( Q(G)^m \leq (d_{\min})^m \) and the above relation, we arrive at \((B24)\). \( \square \)

**Appendix C: SI contextuality witness and exponential separation in communication complexities**

Firstly, we point out the correspondence between the large classical vs. quantum communication complexities gap in distributed Deutsch-Jozsa task [8, 34] and the equality problem (Eq. (11)) with respect to exclusivity graphs. Consider the set of vectors in \( \mathbb{C}^d \) of the form

\[
(1/\sqrt{d}) [(-1)^{x_1}, (-1)^{x_2}, \ldots, (-1)^{x_d}]^T, \tag{C1}
\]

where every \( x_i \in \{0,1\} \). There is \( 2^d \) number of distinct vectors in this set, and two vectors from this set are orthogonal whenever values of \( x_i \)'s are different in exactly \( d/2 \) number of places. We can consider the graph,
often called Hadamard graph \((G_{Hd})\), representing the orthogonality relations of the set of vectors in \(\mathbb{C}^d\), and thereupon, the equality problem defined by Eq. (11) with respect to \(G_{Hd}\). The result by Frankl-Rödl \cite{46} implies that 
\[ \alpha(G_{Hd}) \leq 1.99^d, \]
whenever \(d\) is divisible by 4 (Theorem 1.11 in \cite{46}). Plugging this bound into the general relation \(\chi(G) \geq n/\alpha(G)\), we find that for the Hadamard graph \(\chi(G_{Hd}) \geq (2/1.99)^d\). Therefore, the difference between classical and quantum communication complexities is at least \(0.007d - \log_2 d\) bits.

We now consider the Newman graph \cite{45} introduced in the main text. It is defined by the orthogonality relation of the set of vectors in \(\mathbb{C}^d\) that takes the form (C1) where \(x_1 = 0\) and in every vector the number of \(x_i\) taking value 1 is even. There are \(2^{d-2}\) such vectors in \(\mathbb{C}^d\), and we denote this set by \(\{|i\rangle\}_{i=1}^{2^{d-2}}\). Let us again take \(d\) to be divisible by 4. It has been pointed out in \cite{44} that

\[ \sum_{i=1}^{2^{d-2}} |\langle \psi_i | \psi_i \rangle| = 2^{d-1} \frac{d}{4}. \]  
\[ \text{C2} \]

On the other hand, due to Lemma 6.6.1 of \cite{45} we know

\[ \alpha(G_{Nd}) = \frac{\alpha(G_{Hd})}{4}. \]  
\[ \text{C3} \]

Consequently, using the aforementioned result by Frankl-Rödl \cite{46} we have

\[ \alpha(G_{Nd}) \leq \frac{(1.99)^d}{4}. \]  
\[ \text{C4} \]

Comparing the above quantity with the right-hand-side of (C2), we see that \(\{|G_{Nd}, \bar{w}\}, \{|\psi_i\rangle\langle \psi_i |\}\) is SI contextuality witness (where \(w_i = 1\) for all \(i\)) if

\[ \frac{2^{d-1}}{d} > \frac{(1.99)^d}{4} \implies d \geq 1128. \]  
\[ \text{C5} \]

It has been shown in \cite{44} that \(\{|G_{Nd}, \bar{w}\}, \{|\psi_i\rangle\langle \psi_i |\}\) is SI contextuality witness for \(d = 28, 32\).

In order to get a lower bound on the classical communication complexity of the respective equality problem, we plug the relation (C4) into \(\chi(G) \geq n/\alpha(G)\) and find that \(\chi(G_{Nd}) \geq (2/1.99)^d\). Finally, since \(Q(G_{Nd}) = d\) by its construction, we obtain Eq. (14) in the main text.

**Appendix D: Examples**

It follows from Eq. (8) in the main text that the maximum quantum value for \(S^{(G, \bar{w}, d)}\) from all \(\{(G, \bar{w}), \{|\psi_i\rangle\langle \psi_i |\}_{i=1}^n, \rho\}\), with \(\rho \in \mathcal{O}(\mathbb{C}^d)\), is given by

\[ S^d_{\rho} := \frac{1}{N} \left[ n + k + \sum_{x=1}^{n+k} |N_x| + \beta(G, \bar{w}) \right], \]  
\[ \text{D1} \]

where

\[ \beta(G, \bar{w}) = \max_{\{|\psi_i\rangle\langle \psi_i |\}, \rho} \sum_{i=1}^n w_i \text{tr}(\rho |\psi_i\rangle\langle \psi_i |) \]  
\[ \text{D2} \]

and \(\{|\psi_i\rangle\langle \psi_i |\}\) is a realization of \(G\).

1. **Robustness of the quantum advantage in communication tasks**

Here, we discuss the robustness of the quantum advantage in the presence of white noise. We take \(\mu \in (0, 1]\) to be the sharpness parameter or \((1 - \mu)\) to be the parameter quantifying the amount of white noise. In such case, the communicated quantum state will be

\[ \rho_x = \mu \rho_x + (1 - \mu) \frac{1}{d}, \]  
\[ \text{D3} \]
where $\rho_x$ is the state that Alice wants to send given in Eq. (7) in the main text. Taking into consideration Bob’s measurements given by Eq. (7) in the main text, the new probabilities are
\[
\begin{align*}
p(0|x, y = x) &= \mu + \frac{(1 - \mu)}{d}, \\
p(1|x, y \in N_x) &= \mu + \frac{(d - 1)(1 - \mu)}{d}, \\
p(0|x = 0, y) &= \mu \text{tr}(\rho|\psi_y)(\psi_y) + \frac{(1 - \mu)}{d}.
\end{align*}
\]
(D4)
Substituting these probabilities, we calculate the modified value of $S(G, \hat{\omega}, d)$ as equal to
\[
\frac{1}{N} \left[ \mu(n + k) + \frac{(1 - \mu)(n + k)}{d} + \mu \sum_{x=1}^{n+k} |N_x| + \frac{(1 - \mu)(d - 1)}{d} \sum_{x=1}^{n+k} |N_x| + \mu \sum_{y=1}^{n} w_y \text{tr}(\rho|\psi_y)(\psi_y) + \sum_{y=1}^{n} w_y \frac{(1 - \mu)}{d} \right].
\]
(D5)
Now, we reckon the best quantum strategy defined in Eqs. (D1)–(D2) to find the maximum modified quantum value in the presence of noise is
\[
\mu S_{\beta}^{(G, \hat{\omega}, d)} + \frac{(1 - \mu)}{dN} \left[ n + k + \sum_{x=1}^{n+k} |N_x| + \sum_{y=1}^{n} w_y + (d - 2) \sum_{x=1}^{n+k} |N_x| \right].
\]
(D6)
Using the expression of $N$ from Eq. (6) in the main text, we get a simplified form of the above expression,
\[
\mu S_{\beta}^{(G, \hat{\omega}, d)} + \frac{1 - \mu}{d} + \frac{(1 - \mu)(d - 2)}{N} \sum_{x=1}^{n+k} |N_x|.
\]
(D7)
Subsequently, the quantum advantage persists this modified quantum value is greater than the best classical value, that is,
\[
\mu S_{\beta}^{(G, \hat{\omega}, d)} + \frac{1 - \mu}{d} + \frac{(1 - \mu)(d - 2)}{N} \sum_{x=1}^{n+k} |N_x| \geq S_{c}^{(G, \hat{\omega}, d)},
\]
(D8)
which, after a reshuffling of parameters, implies
\[
\mu > 1 - \frac{dN(S_{\beta}^{(G, \hat{\omega}, d)} - S_{c}^{(G, \hat{\omega}, d)})}{dNS_{\beta}^{(G, \hat{\omega}, d)} - N - (d - 2) \sum_{x=1}^{n+k} |N_x|} := \mu_c.
\]
(D9)
Here, $\mu_c$ is the critical value of $\mu$ (sharpness parameter) up to which there will not be any quantum advantage. In other words, to observe quantum advantage the sharpness parameter must be greater than $\mu_c$. The critical values of the sharpness parameter in our communication task for several well-known contextuality witnesses are computed in the third column of Table II.

2. Communication complexity advantage based on extended 5-cycle graph

Consider the first figure of the 5-cycle graph in Table II. There are total of five events and three extensions. So, $n = 5$ and $k = 3$. We take weighs $w_i = 1 \forall i \in \{1, \ldots, 5\}$. The classical bound for this contextuality witness $c(G, \hat{\omega}) = 2$ whereas quantum bound $\beta(G, \hat{\omega}) = \sqrt{5}$. Alice chooses an input $x$ from the set $|x| = \{0, 1, \ldots, 8\}$. Bob chooses an input $y$ from $|y| = \{1, 2, \ldots, 8\}$. The task is to maximize the figure of merit in Eq. (5) of the main text. For this, let us first determine $N$ using Eq. (6) in the main text. That is,
\[
N = 5 + 3 + |N_1| + |N_2| + |N_3| + |N_4| + |N_5| + |N_6| + |N_7| + |N_8| + \sum_{i=1}^{5} w_i = 5 + 3 + 3 + 3 + 3 + 4 + 2 + 2 + 2 + 5 = 35.
\]
(D10)
Using this and $\sum_{x=1}^{8} |N_x| = 22$ in Eq. (9) in the main text, we get the maximum value of the figure of merit with classical settings as $S_c = 0.914$. On the other hand, the maximum figure of merit with quantum settings using Eq. (D1) is $S_{\beta} = 0.921$. This shows a quantum advantage. Similarly, we have shown the quantum advantage in the considered communication task for other contextuality witnesses in the third column of Table II.
3. Communication complexity advantages and key rates of the respective QKD protocol based on a few well-known quantum contextuality witnesses

In order to calculate the average key rate per transmission, we compute the Shannon information of the transmitted string which is given as

\[ E = -P_0 \log_2(P_0) - P_1 \log_2(P_1), \]

where \( P_0 \) (\( P_1 \)) is the probability of bit 0(1) in the key. Let \( P_s \) be the success probability of generating the key, then the average key generation per transmission or the key rate is \( P_s \cdot E \). The key rates for some contextuality witnesses are given in Table II. However, this key rate may not be secure.

The secure key rate (\( r \)) is calculated using Eq. (17). For this, we estimate the mutual information between Alice and Bob/Eve as follows [26]:

\[ I(A : X) = \sum_{j=0}^{1} 1 - h(S_{X_j}), \quad \text{where } X \text{ is } B \text{ or } E. \]  

(D11)

Here, \( S_{B_j} \) (\( S_{E_j} \)) is the figure of merit of guessing \( f(x, y) \in \{0, 1\} \) for Bob (Eve), \( h(S_{X_j}) \) is the Shannon binary entropy. We have taken \( S_{B_i} = S_B \) and \( S_{E_j} = S_E \forall \{0, 1\} \). The secure key rates for some contextuality witnesses are also provided in Table II. Note that Alice and Bob can apply the privacy amplification using Toeplitz matrix-based hash function on raw keys to make it secure.
| NC   | Graph | Communication complexity advantage | Quantum key distribution |
|------|-------|------------------------------------|--------------------------|
| 5-cycle | ![5-cycle graph](image) | $d = 3, \chi(G) = 3, \delta = 0$<br>$n = 5, k = 3$<br>$w_i = 1, \forall i = 1, \ldots, 5$<br>$\alpha(G, \vec{w}) = 2, \beta(G, \vec{w}) = \sqrt{5}$<br>$N = 8 + (4 + 4 \cdot 3 + 3 \cdot 2) + 5 = 35$<br>$S_c = \frac{1}{\sqrt{35}} (8 + 22 + 2) = 0.914$<br>$S_B = \frac{1}{\sqrt{35}} (8 + 22 + \sqrt{5}) = 0.921$<br>$\mu_e = 0.981$ | $P_s = \frac{35}{35} = 0.868$<br>$P_0 = \frac{35}{(8 + \sqrt{5})} = 0.292$<br>$P_1 = \frac{35}{33} = 0.628$<br>Key rate = 0.457<br>$r = 0.049$ |
| 5-cycle* | ![5-cycle* graph](image) | $d = 3, \chi(G) = 3, \delta = 0$<br>$n = 5, k = 4$<br>$w_i = 1, \forall i = 1, \ldots, 5$<br>$\alpha(G, \vec{w}) = 2, \beta(G, \vec{w}) = \sqrt{5}$<br>$N = 9 + (4 + 4 \cdot 3 + 4 \cdot 2) + 5 = 38$<br>$S_c = \frac{1}{\sqrt{38}} (9 + 24 + 2) = 0.921$<br>$S_B = \frac{1}{\sqrt{38}} (9 + 24 + \sqrt{5}) = 0.927$<br>$\mu_e = 0.984$ | $P_s = \frac{38}{38} = 0.422$<br>$P_0 = \frac{38}{(9 + \sqrt{5})} = 0.296$<br>$P_1 = \frac{38}{36} = 0.632$<br>Key rate = 0.396<br>$r = 0.043$ |
| 7-cycle | ![7-cycle graph](image) | $d = 3, \chi(G) = 3, \delta = 0$<br>$n = 7, k = 4$<br>$w_i = 1, \forall i = 1, \ldots, 7$<br>$\alpha(G, \vec{w}) = 3, \beta(G, \vec{w}) = \frac{7 \cos \pi/7}{\sqrt{1 + \cos \pi/7}}$<br>$N = 11 + (4 + 6 \cdot 3 + 4 \cdot 2) + 7 = 48$<br>$S_c = \frac{1}{\sqrt{48}} (11 + 30 + 3) = 0.917$<br>$S_B = \frac{1}{\sqrt{48}} (11 + 30 + \frac{7 \cos \pi/7}{\sqrt{1 + \cos \pi/7}}) = 0.923$<br>$\mu_e = 0.984$ | $P_s = \frac{48}{48} = 0.364$<br>$P_0 = \frac{48}{(11 + \frac{7 \cos \pi/7}{\sqrt{1 + \cos \pi/7}})} = 0.298$<br>$P_1 = \frac{30}{48} = 0.625$<br>Key rate = 0.343<br>$r = 0.042$ |
| CEG-18 | ![CEG-18 graph](image) | $d = 4, \chi(G) = 5, \delta = 3$<br>$n = 18, k = 0$<br>$w_i = 1, \forall i = 1, \ldots, 18$<br>$\alpha(G, \vec{w}) = 4, \beta(G, \vec{w}) = 9/2$<br>$N = 18 + (18 \cdot 6) + 18 = 144$<br>$S_c = \frac{1}{\sqrt{144}} (18 + 108 + 4 - 3) = 0.882$<br>$S_B = \frac{1}{\sqrt{144}} (18 + 108 + \frac{7}{2}) = 0.906$<br>$\mu_e = 0.914$ | $P_s = \frac{144}{144} = 0.421$<br>$P_0 = \frac{144}{(18 + 9/2)} = 0.156$<br>$P_1 = \frac{144}{144} = 0.75$<br>Key rate = 0.307 |
| YO-13 | ![YO-13 graph](image) | $d = 3, \chi(G) = 4, \delta = 2$<br>$n = 13, k = 12$<br>$w_i = 1, \forall i = 1, \ldots, 9$<br>$w_i = 1/2, \forall i = 10, 11, 12, 13$<br>$\alpha(G, \vec{w}) = 7/2, \beta(G, \vec{w}) = 11/3$<br>$N = 25 + (24 + 60 + 12) + 13 = 134$<br>$S_c = \frac{1}{\sqrt{134}} (25 + 96 + \frac{7}{2} - 2) = 0.914$<br>$S_B = \frac{1}{\sqrt{134}} (25 + 96 + \frac{11}{3}) = 0.930$<br>$\mu_e = 0.955$ | $P_s = \frac{134}{134} = 0.206$<br>$P_0 = \frac{134}{(25 + 11/3)} = 0.214$<br>$P_1 = \frac{134}{134} = 0.806$<br>Key rate = 0.15 |

**TABLE II.** Quantum advantage in the one-way communication and quantum key distribution tasks described in the main text based on some quantum contextuality witnesses. The extended graphs are given in the second column, in which the additional edges are drawn by dashed lines. We have considered two different extensions of the 5-cycle graph in the first two rows. In the CEG-18 graph [43], the nine 4-cliques are represented by the nine closed lines. In this case, no extension is needed. The details of the communication complexity task are given in the third column. The last column contains values of key rates and secure key rates ($r$) in the presence of Eve for the corresponding semi-device-independent QKD protocol. Note that we have not provided the values of $r$ for the CEG-18 and YO-13 [21] graphs since these contextuality witnesses are not known to satisfy monogamy relation.
Appendix E: Randomness certification

Schemes for quantum randomness generation have been proposed based on quantum advantages in communication tasks [48–50]. We can also use the communication complexity task introduced in Eq. (4)-(5) to generate secure random bits from the untrusted preparation and measurement devices under the assumptions (i)-(ii) mentioned in the preceding section. The random bits is obtained from the measurement outcome \( z \). Notice that for \( x \neq 0 \), all the probabilities appearing in the figure of merit (5) are deterministic in the quantum strategies coming from contexutality witnesses. This enforces us to obtain the randomness only when \( x = 0 \), which is suitably quantified by the minimum entropy function as follows:

\[
H_\infty = - \log_2 \left[ \max_{z,y} p(z | x = 0, y) \right] \tag{E1}
\]

Subject to: \( \rho_x \in \mathcal{C}^{\text{inf}}_\min \), \( S_0 \in (S_c(G,\vec{w},d), S_\beta(G,\vec{w},d)) \), Eq. (10), where \( S_0 \) is the obtained value of \( S(G,\vec{w},d) \). The above quantity is not necessarily nonzero for any contextuality witness, however, it is nonzero for odd-cycle contextuality witnesses [16, 17]. In Figure II, we evaluate \( H_\infty \) for the 5-cycle graph, which is non zero for all \( S_0 > S_c(G,\vec{w},d) \) and attains the maximum value of 0.77.

![FIG. 2. Vertical axis represents the randomness quantified by \( H_\infty \) and horizontal axis denotes the obtained figure of merit \( (S_0 \in (S_c, S_\beta)) \). The contextual scenario under consideration is represented by the 5-cycle graph. The amount of randomness \( H_\infty \) is found to be nonzero whenever the figure of merit is greater than the classical upper bound \( S_c \). The maximum randomness \( (H_\infty = 0.77) \) corresponds to the optimal figure of merit in the quantum case \( (S_\beta) \).](image)

Appendix F: Practical applications of equality problems considered here

The equality problems, given by Eq. (11), have direct practical applications in distributed computation. Same data stored in two stations get altered due to various reasons. Therefore, in distributed computation, it is often required to verify whether the data set in two sites is the same or not. We can consider \( x \) and \( y \) to be the data set variables in two stations, such that the variables can change to some specific variables due to the error. Now we can express this problem as an equality problem by a graph wherein the variables representing two adjacent vertices can interchange with each other. Communication complexity provides the minimum communication cost to verify whether the two variables are identical [23, 25].

Apart from this, communication complexity of equality problems provides upper bounds on query complexity, the complexity of checking two variables are the same or not in a single device [23]. Streaming algorithms, in which all the inputs cannot be processed due to memory constraints, are also modeled as one-way communication complexity problems [24]. Furthermore, communication complexity of any equality problem has a natural application in game theory involving two agents [24].