Convergence of Constrained Anderson Acceleration

Mathieu Barré
INRIA - D.I ENS,
ENS, CNRS, PSL University,
Paris, France

Adrien Taylor
INRIA - D.I ENS,
ENS, CNRS, PSL University,
Paris, France

Alexandre d’Aspremont
CNRS - D.I ENS,
ENS, CNRS, PSL University,
Paris, France

Abstract

We prove non asymptotic linear convergence rates for the constrained Anderson acceleration extrapolation scheme. These guarantees come from new upper bounds on the constrained Chebyshev problem, which consists in minimizing the maximum absolute value of a polynomial on a bounded real interval with $l_1$ constraints on its coefficients vector. Constrained Anderson Acceleration has a numerical cost comparable to that of the original scheme.

1 Introduction

Obtaining faster convergence rates is a central concern in numerical analysis. Given an algorithm whose iterates converge to a point $x_*$, extrapolation methods consist in combining iterates of the converging algorithm to obtain a new point hopefully closer to the solution. This idea was first applied for accelerating convergence of sequences in $\mathbb{R}$ by fitting a linear model on the iterates and using as extrapolated point, the fixed point of this model (Aitken, 1927; Shanks, 1955; Brezinski, 2006). Extrapolation techniques have been extended to linearly converging sequences of vector (Anderson, 1965; Sidi et al., 1986) with convergence guarantees on auto-regressive models. More recently, those methods, and in particular Anderson acceleration, have been knowing a regain of interest in the optimization community. This renewed interest started with the work of Scieur et al. (2016), which applied these extrapolation schemes to optimization algorithms, and where a regularization technique was proposed for obtaining convergence guarantees beyond auto-regressive settings.

These extrapolation methods were widely extended: to the stochastic setting (Scieur et al., 2017), to composite optimization problems (Massias et al., 2018; Mai and Johansson, 2019), for splitting methods (Poon and Liang, 2019; Fu et al., 2019), and to accelerate momentum based methods (Bollapragada et al., 2018).

Obtaining convergence guarantees for Anderson acceleration-type extrapolation, outside of the simple auto-regressive case (which corresponds to quadratic programs), is still an open issue. In (Scieur et al., 2016), explicit convergence guarantees are given in a regime asymptotically close to the solution. Zhang et al. (2018) provides a globally converging Anderson acceleration type algorithm; however, due to the general setting of the paper, no convergence rate are provided. Nonasymptotic convergence bounds are provided in (Toth and Kelley, 2015; Li and Jian, 2020), but they involve the inverse of the smallest eigenvalue of a Krylov matrix, usually very poorly conditioned.

Contribution : Our contribution is two-fold.

- We provide an explicit upper bound for the optimal value of the constrained Chebyshev problem on polynomials. We demonstrate it is exact on some range of parameters and show numerically that it is close to the ground truth elsewhere.

- We us this to give an explicit linear convergence rate for constrained Anderson acceleration (CAA) scheme outside of the auto-regressive setting.

1.1 Notations

Depending on the context $\| \cdot \|$ either denotes the classical Euclidean norm, when applied to a vector in $\mathbb{R}^n$, or the operator norm when applied to a matrix in $\mathbb{R}^{n \times n}$. $\| \cdot \|$ is the sum of the absolute values of the components of a vector. When applied to a polynomial it is the sum of the absolute value of its coefficients.
1.2 Setting

In this paper we study linear convergence of the constrained Anderson extrapolation scheme on some operator \( F : \mathbb{R}^n \rightarrow \mathbb{R}^n \). For us, \( F \) is typically a gradient step with constant stepsize. We make the following assumptions on \( F \) throughout the paper.

**Assumptions:**

1. \( F \) is \( \rho \) Lipschitz with \( \rho < 1 \). This implies that \( F \) has a unique fixed point \( x^* \) and the iterates of the fixed point iterations \( x_{k+1} = F(x_k) \) converge with a linear rate \( \rho \).

2. There is \( G \in S_{++}^{n \times n} \) with \( G \preceq \rho I \) and \( \xi : \mathbb{R}^n \rightarrow \mathbb{R}^n \) \( \alpha \)-Lipschitz with \( \alpha \geq 0 \) such that \( F = G + \xi \).

In the case of \( F \) encoding a gradient step, and given a \( \mu \) strongly convex function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \), with \( L \)-Lipschitz gradient, it is well known that the operator \( F = I - \frac{1}{L} \nabla f \) is contractive with \( \rho = (1 - \frac{1}{L}) \). In addition, assuming \( f \) is \( C^2 \) with \( \eta \)-Lipschitz hessian, we can show that \( (I - \frac{1}{\eta} \nabla f) \) satisfies Assumption 2 around a point \( x_0 \in \mathbb{R}^n \), with \( \alpha \) proportional to \( \eta \| \nabla f(x_0) \| \). This fact is made more precise in §4.2.

We focus on the online version of Anderson acceleration (Scieur et al., 2016, 2018). This means that the number of iterates used to perform the extrapolation is fixed to \( k + 1 \) with some integer \( k > 0 \).

**Algorithm 1** Constrained Anderson Acceleration

| Input: \( x_0 \in \mathbb{R}^n \), \( F \) satisfying the assumptions, \( C \) a constraint bound and \( k \) controlling the number of extrapolation steps.
| for \( i = 0 \ldots k \) do
| \( x_{i+1} = F(x_i) \)
| end for
| \( R = [x_0 - x_1 \cdots x_k - x_{k+1}] \)
| Compute \( \hat{c} = \arg\min_{1^T c = 1, \|c\| \leq C} \| Rc \| \) \hspace{1cm} (1)
| \( x_e = \sum_{i=0}^k \hat{c}_i x_i \)
| Output: \( x_e \)

**Proposition 2.1.** Let \( F \) satisfying the assumptions of §1.2 with \( \alpha = 0 \) and \( x_0 \in \mathbb{R}^n \) the output of Algorithm 1 started at \( x_0 \in \mathbb{R}^n \) that is not the fixed point of \( F \), with \( C = \infty \) and \( k + 1 > 1 \). We have that

\[
\frac{\|F(x_e) - x_e\|}{\|F(x_0) - x_0\|} \leq \min_{p \in \mathbb{R}_+^n} \max_{x \in [0, \rho]} |p(x)| = \rho_* := \frac{2\beta^k}{1 + \beta^2},
\]

with \( \beta = \frac{1 - \sqrt{1 - \rho}}{1 + \sqrt{1 - \rho}} \). In addition \( \rho_* < \rho^k \).

**Proof.** Reformulation of (Golub and Varga, 1961; Scieur et al., 2016) ■

In the following, \( \alpha \) may be nonzero and the previous Proposition does not apply.

2.2 The Non Linear Case

When applying the extrapolation step (1) to a nonlinear operator \( F \), the regularity of the matrix \( R^T R \in S_{++}^{(k+1)} \) becomes an important issue. This matrix can be arbitrarily close to singular or even singular, for instance when \( F \) is a gradient steps operator, it is known that the consecutive gradient tends to get aligned. Thus the solution vector \( \hat{c} \) can have coefficients with very large magnitude. When \( \alpha > 0 \), those coefficients are multiplied with the nonlinear part of \( F \) and can make the iterates of the algorithm diverge (see Scieur et al., 2016) for an example of such divergence). To fix this, one needs to control the magnitude of these coefficients, by e.g. regularizing problem (1), as in Scieur et al. (2016) with \( C = \infty \), or by imposing hard

---

It contrasts with the acceleration involving a convergence rate proportional to \( (1 - \sqrt{1 - \rho}) \) instead of \( \rho \) (e.g. optimal method of Nesterov (2018)), this type of acceleration is obtained for Anderson acceleration in the offline setting where \( k \) grows to infinity, meaning that we use more and more iterates to perform extrapolation which is not recommended practice.
constraints on \( \tilde{\mathcal{c}} \), as we do. Regularizing involves easier computations in practice but imposing constraints makes the analysis simpler.

**Proposition 2.2.** Given \( F \) satisfying assumptions of §1.2, \( \alpha \geq 0 \) and \( x_c \in \mathbb{R}^n \) the output of Algorithm 1 started at \( x_0 \in \mathbb{R}^n \) with \( C \geq 1 \) and \( k \geq 1 \). We have

\[
\| F(x_\epsilon) - x_\epsilon \| \leq \left( \max_{x \in [0, \rho]} |p_\epsilon(x)| + 3C\alpha k \right) \| F(x_0) - x_0 \|
\]

where

\[
p_\epsilon \in \text{argmin}_{p \in \mathbb{R}_+^n} \max_{x \in [0, \rho]} |p(x)|
\]

and \( \| p \|_1 \) is the \( l_1 \) norm of the vector of coefficients of \( p \).

**Proof.** We provide here a sketch of the proof. A complete version is provided in Appendix A.

Using the definition \( x_{i+1} = F(x_i) = G(x_i) + \xi(x_i) \), one can show the following bound

\[
\| F(x_\epsilon) - x_\epsilon \| \leq \left( \sum_{i=0}^k \tilde{c}_i(x_{i+1} - x_i) \right) + \| \xi(x_\epsilon) - \sum_{i=0}^k \tilde{c}_i \xi(x_i) \|.
\]

The first term of the right hand side is the quantity that is minimized in (1) and the second term is due to the non linear part of \( F \).

To control the first term we use the fact that since \( \tilde{c} \) is solution of (1) and \( c^* \) the vector of coefficients of \( p_\epsilon \) is admissible, then

\[
\left\| \sum_{i=0}^k \tilde{c}_i(x_{i+1} - x_i) \right\| \leq \left\| \sum_{i=0}^k c_i^* (x_{i+1} - x_i) \right\|.
\]

After some transformations using \( \alpha \)-Lischitzness of \( \xi \), we obtain the bound wanted. \( \square \)

Proposition 2.2 exhibits a trade-off between (i) allowing coefficients to have larger magnitudes, i.e., via a large \( C \), leading to a smaller \( \max_{x \in [0, \rho]} |p_\epsilon(x)| \) that gets closer to \( \rho_\epsilon \), and (ii) diminishing \( C \) to better control the nonlinear part of \( F \) but getting a slower rate \( \max_{x \in [0, \rho]} |p_\epsilon(x)| \) closer to \( \rho^k \).

The following corollary simply states that one can allow a small relative error in the computation of (1) and keep a linear convergence.

**Corollary 2.3.** Under the conditions of Proposition 2.2, if (1) is solved with relative precision \( \varepsilon \| F(x_0) - x_0 \| \) on the optimal value for \( \varepsilon > 0 \) then

\[
\| (F-I) x_\epsilon \| \leq \left( \max_{x \in [0, \rho]} |p_\epsilon(x)| + 3C\alpha k + \varepsilon \right) \| (F-I) x_0 \|.
\]

In the next section, we describe the variation of \( \max_{x \in [0, \rho]} |p_\epsilon(x)| \) as a function of \( C \), rendering the above trade-off explicit.

## 3 Constrained Chebychev Problem

The Chebyshev problem, defined in the following theorem, is fundamental in many field of numerical analysis. It is used to provide convergence rate for many optimization methods such as the conjugate gradient algorithm, Anderson acceleration, or Chebyshev iterations (Golub and Varga, 1961; Nemirovskiy and Polyak, 1984; Shewchuk, 1994; Nemirovsky, 1992).

**Theorem 3.1** (Golub and Varga (1961)). Let \( \rho > 0 \) and \( k \geq 1 \), we call Chebyshev problem of degree \( k \) on \([0, \rho]\) the following optimization problem

\[
\min_{p \in \mathbb{R}_+^n} \max_{x \in [0, \rho]} |p(x)| \quad \text{(Cheb)}
\]

The solution of this optimization problem is \( p_\epsilon(X) = \frac{2X - \rho}{T_k(\frac{2X - \rho}{\rho})} \) where \( T_k \) is the first kind Chebyshev polynomial of order \( k \). The optimal value is equal to \( \rho \), defined in Proposition 2.2.

**Proof.** For completeness, a proof of this result is provided in Appendix B.2. \( \square \)

We have seen in Proposition 2.2 that we need to control the optimal value of a slightly modified problem where we add a constraint on the \( l_1 \) norm of the vector of coefficients of the polynomial. Adding this constraint breaks the explicit result of Theorem 3.1. No closed form solution for the constrained Chebychev problem is known in the general case. In this section we aim at providing good upper bounds on the optimal value of this constrained problem.

Given \( k \geq 1 \) and \( \rho \in [0, 1] \), we are now interested in the following constrained Chebychev problem

\[
\hat{\rho}(C) := \min_{p \in \mathbb{R}_+^n} \max_{x \in [0, \rho]} |p(x)| \quad \text{(Ctr-Cheb)}
\]

The next subsection describes how to compute this \( \hat{\rho}(C) \) numerically for \( C \geq 1 \). Note that the admissible set is empty when \( C < 1 \).

### 3.1 Numerical Solutions

When \( C \geq 1 \), the problem \( \text{(Ctr-Cheb)} \) has a non empty admissible set. In addition, the feasible set is an intersection of an affine space and an \( l_1 \) ball, and hence is convex. The objective function being a norm on
\( \mathbb{R}_k[X] \) and equivalently on \( \mathbb{R}^{k+1} \), is convex. The problem \((\text{Ctr-Cheb})\) is equivalent to
\[
\begin{align*}
\min & \quad t \\
\text{subject to} & \quad p \in \mathbb{R}_k[X], \ t \in \mathbb{R} \\
& \quad p(1) = 1, \ |p|_1 \leq C \\
& \quad -t \leq p(x) \leq t, \ \forall x \in [0, \rho]
\end{align*}
\]
(2)

This problem involves positivity constraints of polynomials on a bounded interval. A classical argument to transform this local positivity into positivity on \( \mathbb{R} \) is using the following change of variable. \( p(x) \geq 0 \ \forall x \in [0, \rho] \iff (1 + x^2)^k p \left( \frac{x^2}{1 + x^2} \right) \geq 0 \ \forall x \in \mathbb{R} \). Then, positivity constraint for a polynomial on \( \mathbb{R} \) can be relaxed using a sum of squares (SOS) formulation (Parilo, 2000; Lasserre, 2001), which is exact for univariate polynomials (e.g (Magron et al., 2019, Theorem 1) for a short proof). Standard packages can be used to solve efficiently the following optimization problem with SOS constraints.

\[
\begin{align*}
\min & \quad t \\
\text{subject to} & \quad p \in \mathbb{R}_k[X], \ t \in \mathbb{R} \\
& \quad p(1) = 1, \ |p|_1 \leq C \\
& \quad (1 + x^2)^k p(\frac{x^2}{1 + x^2}) + (1 + x^2)^k t \geq 0 \ \forall x \in \mathbb{R} \\
& \quad (1 + x^2)^k t - (1 + x^2)^k p(\frac{x^2}{1 + x^2}) \geq 0 \ \forall x \in \mathbb{R}
\end{align*}
\]
(3)

We used YALMIP (Löfberg, 2004) and MOSEK (ApS, 2019). Numerical solutions to (3) are provided in Figure 1 (blue) for a few values of \( \rho \) and \( k \).

### 3.2 Exact Bounds and Upper Bounds

The main goal of this part is to provide an explicit upper bound for the function \( \tilde{\rho}(C) \) defined in \((\text{Ctr-Cheb})\), for using it in the result of Proposition 2.2.

We denote by \( C_* \) the \( l_1 \)-norm of the rescaled Chebyshev polynomial \( p_* \) of Theorem 3.1.

\[ C_* = |p_*|_1, \text{ where } p_* \text{ solves (Cheb)} \]
(4)

**Remark 3.2.** By Theorem 3.1, \( \tilde{\rho}(C) \) is constant equal to \( p_* \) as soon as \( C \geq C_* \).

**Remark 3.3.** When \( C = 1 \), the admissible set of \((\text{Ctr-Cheb})\) consists only on the monomials of degree smaller than \( k \). \( X^k \) has the minimal absolute value on \([0, \rho]\) and \( \tilde{\rho}(1) = \rho^k \).

The following lemma gives a first upper bound on \( \tilde{\rho} \).

**Lemma 3.4.** The function \( \tilde{\rho} \) defined in \((\text{Ctr-Cheb})\) is convex on \([1, +\infty]\). Thus for \( C \in [1, C_*] \)

\[
\tilde{\rho}(C) \leq \frac{C_* - C}{C_* - 1} \rho^k + \frac{C_* - 1}{C_* - 1} p_*,
\]

This is actually a very coarse bound due to the fact that \( C_* \gg 1 \). Indeed we can observe in Figure 1 that there is an important gap between \( \tilde{\rho} \) and the coarse upper bound from Lemma 3.4 that is displayed in purple. However we will use the convexity of \( \tilde{\rho} \) to link together finer upper bounds taken at different \( C \)'s.

Another upper bound is represented on Figure 1 (green). This is the maximum over \([0, \rho]\) of the ab-

![Figure 1: Blue curves correspond to numerical solutions to (3), red ones correspond to the bound from Proposition 3.13 with \( M = k \), purple ones are the bound from Lemma 3.4 and the greens are the maximum of the absolute value of the solution of (5) over \([0, \rho]\). On x-axis \( C \) goes from 1 to \( C_* \) defined in (4). Top : \( \rho = 0.9 \). Bottom: \( \rho = 0.999 \). Left: \( k = 3 \). Middle: \( k = 5 \). Right: \( k = 8 \).](image-url)
solute value of $q$ defined as
\[ q \in \text{argmin} \max_{p(1)=1} |p(x) - p_*(x)| \]  
where $p_*$ is solution of \((\text{Cheb})\). This is a naive upper bound but it is as hard to compute as solving \((\text{Ctr-Cheb})\).

In the next lemma, we provide an explicit expression of $\tilde{\rho}(C)$ for $C$ in an explicit neighbourhood of 1.

**Lemma 3.5.** For $C \in [1, \frac{2 + \rho^k}{2 - \rho^k}]$ we have the following expression for $\tilde{\rho}$
\[ \tilde{\rho}(C) = \frac{C + 1}{2} \rho^k - \frac{C - 1}{2} \]

**Proof.** Let show that $p(x) = \frac{C + 1}{2} X^k - \frac{C - 1}{2}$ is solution of \((\text{Ctr-Cheb})\). First notice that $p$ is feasible as $|p|_1 = C$ and $p(1) = 1$. In addition, since $C \in [1, \frac{2 + \rho^k}{2 - \rho^k}]$ we have $\max_{x \in [0, 1]} |p(x)| = |p(\rho)| = \frac{C + 1}{2} \rho^k - \frac{C - 1}{2}$. Let $q$ be another feasible polynomial such that $q = \sum_{i=0}^\infty q_i X^i$ and $q \neq p$. We show that $|q(\rho)| \geq |p(\rho)|$.

\[ q(\rho) = \sum_{i \geq 0} q_i \rho^i + \sum_{i \leq 0} q_i \rho^i \]
\[ \geq \sum_{i \geq 0} q_i \rho^k + \sum_{i \leq 0} q_i \]
\[ = \sum_{i \geq 0} q_i \rho^k + \left(1 - \sum_{i \geq 0} q_i \right) \]

In addition one notices that $\sum_{i \geq 0} q_i - \sum_{i \leq 0} q_i \leq C$ thus $\sum_{i \geq 0} q_i \leq \frac{C + 1}{2}$ and thus
\[ q(\rho) \geq \frac{C + 1}{2} (\rho^k - 1) + 1 \]
\[ = p(\rho) > 0 \]

Thus $|q(\rho)| = q(\rho) \geq p(\rho) = \max_{x \in [0, \rho]} |p(x)|$. Then
\[ \max_{x \in [0, \rho]} |q(x)| \geq \max_{x \in [0, \rho]} |p(x)| \text{ and necessarily } p \text{ is a solution of } (\text{Ctr-Cheb}). \]

**Remark 3.6.** When $k = 1$, $C_* = \frac{2 + \rho}{2 - \rho}$, and the function $\tilde{\rho}$ is entirely defined by Remark 3.2 and Lemma 3.5.

**Remark 3.7.** We have $\tilde{\rho}(\frac{2 + \rho^k}{2 - \rho^k}) = \frac{\rho^k}{2 - \rho^k}$. When $\rho \rightarrow 1$, $\frac{2 + \rho^k}{2 - \rho^k} \rightarrow 3$, and $\frac{1 - \rho^k}{1 - \rho^k} \rightarrow 2$. This means $\tilde{\rho}(\frac{2 + \rho^k}{2 - \rho^k}) = 1 - 2(1 - \rho^k) + o(1 - \rho^k)$.

The following proposition gives the form of the solution of \((\text{Ctr-Cheb})\) in a neighborhood of $C_*$. It states that the solutions of the Chebyshev problem with light constraints are also rescaled Chebyshev polynomials on a segment $[-\varepsilon, \rho]$ instead of $[0, \rho]$, with $\varepsilon \geq 0$.

**Proposition 3.8.** Let $\rho \in [0, 1]$, and $k \geq 1$. For any $\varepsilon \in [0, \tilde{\varepsilon}]$ with $\tilde{\varepsilon} = \rho \frac{1 + \cos(2k - 1)}{1 - \cos(2k - 1)}$ we have
\[ \tilde{\rho}(\rho \varepsilon_1) = \max_{x \in [-\varepsilon, \rho]} |p_*(x)| \]
\[ \text{where } p_*(\rho \varepsilon_1) = \arg\max_{p \in \mathbb{R}} |p(\rho)\|_1 \]

**Proof.** The proof is provided in Appendix C. ■

Due to the fact that the coefficients of the polynomials $p_\varepsilon$ for $\varepsilon \in [0, \tilde{\varepsilon}]$ have alternating signs, we can get a nice expression for $|p_\varepsilon|_1$.

**Lemma 3.9.** Let $\rho \in [0, 1]$, and $k \geq 1$. For any $\varepsilon \in [0, \tilde{\varepsilon}]$ with $\tilde{\varepsilon} = \rho \frac{1 + \cos(2k - 1)}{1 - \cos(2k - 1)}$ we have
\[ |p_\varepsilon|_1 = \frac{\rho \varepsilon}{\sqrt{1 + \beta_2 \varepsilon}} \left(2 + \rho - \varepsilon - 2 \sqrt{(1 + \rho)(1 - \varepsilon)}\right)^k \]
\[ + \left(2 + \rho - \varepsilon + 2 \sqrt{(1 + \rho)(1 - \varepsilon)}\right)^k \]

where $\rho \varepsilon = \frac{2 \varepsilon}{1 + \beta_2 \varepsilon}$ and $\beta_2 = 1 - \sqrt{1 - \beta_4 \varepsilon}$. ■

**Proof.** From the proof in Appendix C we can see that the coefficients of $p_\varepsilon$ alternate signs, which means that $|p_\varepsilon|_1 = |p_\varepsilon(-1)|$. We then use the classical expression for $T_k(x)$ with $|x| \geq 1$ (see e.g. (Mason and Handscomb, 2002, Eq. 1.49))
\[ T_k(x) = \frac{1}{2} \left( (x - \sqrt{x^2 - 1})^k + (x + \sqrt{x^2 - 1})^k \right) \]

**Remark 3.10.** In particular, one can recover the value of $C_*$ (which we did not provide before) from Lemma 3.9 applied to the unconstrained Chebyshev problem \((\text{Ctr-Cheb})\) ($\varepsilon = 0$) From previous lemma we observe that
\[ C_* = \frac{\rho \varepsilon}{\sqrt{1 + \beta_2 \varepsilon}} \left(2 + \rho - 2 \sqrt{1 + \rho} \right)^k \]
\[ + \left(2 + \rho + 2 \sqrt{1 + \rho} \right)^k \]

Proposition 3.8 and Lemma 3.9 do not provide direct access to $\tilde{\rho}(C)$ for $C \in [\tilde{C}, C_*]$ with $\tilde{C} = |p_\varepsilon|_1$. Indeed, we cannot explicitly invert the relation $\varepsilon \rightarrow |p_\varepsilon|_1$. However one can get arbitrarily good upper bounds by sampling $(\varepsilon_i)_{i \in [1, M]} \in [0, \tilde{\varepsilon}]$. Then, one can compute $C_i = |p_\varepsilon|_1$ explicitly using Lemma 3.9, and use convexity to interpolate linearly between the $C_i$ and $\tilde{\rho}(C_i)$, reaching a piecewise linear upper bound on $[\tilde{C}, C_*]$. Arbitrarily high accuracy can be obtained by increasing $M$ in this procedure.

To construct the following upper bound to $\tilde{\rho}(C)$ on the remaining $C_8$, we rely on some numerical observations. Indeed we observed that the maximum over
[0, ρ] of rescaled Chebyshev polynomials ηk provide a good upper bound of \( \hat{\rho}(\|p_1\|_1) \) for a large range of \( \varepsilon \). In particular, we study \( \eta_k \) in the following as we can get a relatively simple expression for \( \|p_1\|_1 \).

**Proposition 3.11.** Let \( \rho \in [0,1] \) and \( k \geq 1 \),

\[
\hat{\rho}(C_1) \leq 
\rho_1 \overset{\triangleq}{=} \frac{2^k k}{1 + \rho_0^k}
\]

with

\[
C_1 = \frac{\rho_1^k}{2^k} \left( (1 - \sqrt{1 + \rho_0^2})^k + (1 + \sqrt{1 + \rho_0^2})^k \right),
\]

and \( \beta_\rho = \frac{\sqrt{1 + \rho_0^{2k}}}{\sqrt{1 + \rho_0^{2k}} - \rho_0^{2k}} \).

**Proof.** By Lemma B.3, \( p_\rho(X) = \rho_1 T_k(\frac{X}{\rho}) \).
Let us show that \( \|p_\rho\|_1 = C_1 \). To see that one can notice that \( \|p_\rho\|_1 = \rho_1 \left| T_k(\frac{1}{\rho}) \right| = \frac{1}{2^k} \left( (i - \rho_0)^{1/2})^k + (i - (i^2 - \rho_0)^{1/2})^k \right) = C_1 \), using (Mason and Handscomb, 2002, Eq 1.49).

Thus \( \eta_k \) is admissible for (Ctr-Cheb) and its maximum absolute value on \([-\rho, \rho]\), \( \rho_1 \) provides an upper bound for \( \hat{\rho}(C_1) \). ■

We study the regime \( \rho \sim 1 \) in order to get more insight on what the previous results mean.

**Remark 3.12.** We observe that

\[
\rho_0 = \frac{2^k}{(1 + \sqrt{1 - \rho_0^2})^k + (1 - \sqrt{1 - \rho_0^2})^k} \leq \rho_k
\]

and when \( \rho \to 1 \)

\[
\rho_1 - \rho_0 \sim \frac{k}{2^k}(\rho_k - \rho_0)
\]

\[
C_1 \sim \frac{(1 + \sqrt{2})^k + (1 - \sqrt{2})^k}{(1 + 2^k + 1 + 2^k)} C_* \leq \frac{2^k}{k^2} C_*
\]

In the regime \( \rho \sim 1 \) we have that by decreasing the constraint \( C \) by a factor \( 2^k \), one only loses a factor \( \frac{2^k}{k^2} \) of possible acceleration.

We propose the following upper bound for the function \( \hat{\rho}(C) \) over \([1, \infty[\).

**Proposition 3.13.** Let \( C \geq 1 \), \( k > 2 \), \( 0 < \rho < 1 \).
Choosing \( M \in \mathbb{N}^* \), \( (\varepsilon_i)_{i \in [1,M]} = \left( \frac{\rho_0}{\sqrt{2}} \right)_{i \in [1,M]} \).
Let

\[
(C_i)_{i \in [1,M]} = (\|p_\rho\|_1)_{i \in [1,M]} \quad C_1 = 1, \quad C_0 = \frac{2^k + \rho_0}{2^k - \rho_0} \quad \text{and} \quad C_{M+1} = C_* \quad \text{We denote by} \quad (\rho_i)_{i \in [1,M]} = \left( \frac{2^k}{1 + \frac{k}{2^k}} \right)
\]

with

\[
\beta_i = \frac{1 - \sqrt{1 + \frac{k}{2^k}}}{1 + \sqrt{1 + \frac{k}{1 + \frac{k}{2^k}}}} \quad \rho_0 = \frac{2^k}{2^k - \rho_0} \quad \text{and} \quad \rho_{M+1} = \rho_* \quad \text{Then}
\]

\[
\hat{\rho}(C) \leq \max_{i \in [1,M]} \left( \frac{C_i - C_{i+1} - C_i \rho_{i+1} + C_{i+1} - C_i \rho_i}{C_{i+1} - C_i \rho_i} \right)
\]

is an explicit upper bound on \( \hat{\rho} \).

**Proof.** The \( C_i = \|p_\rho\|_1 \) can be made explicit using for instance the formula in (Mason and Handscomb, 2002, Equation 2.18) for the coefficients of \( T_k \).
If \( C > C_* \) we saw that \( \hat{\rho}(C) = \rho_* \).
Otherwise \( C \) is between \( C_i \) and \( C_{i+1} \) and the result follows from the convexity of \( \hat{\rho} \). ■

As shown in Figure 1, Proposition 3.13 provides partially numerical upper bounds, represented in red on the figure, that are close to \( \hat{\rho}(C) \). In the next section we use this result to provide explicit bounds on constrained Anderson acceleration for non linear operators.

### 4 Main Results

As discussed above, combining Proposition 3.13 and Proposition 2.2 gives an explicit linear rate of convergence for one pass of Algorithm 1.

**Proposition 4.1.** Let \( F \) be satisfying assumptions of §1.2, \( \alpha \geq 0 \), and \( x_0 \in \mathbb{R}^n \) be the output of Algorithm 1 with \( x_0 \in \mathbb{R}^n \), \( C \geq 1 \), and \( k > 2 \). It holds that

\[
\|F(x_0) - x_0\| \leq \hat{\rho}(C)\|F(x_0) - x_0\|
\]

where \( \hat{\rho} = \hat{\rho}(C) + 3akC \) with \( \hat{\rho} \) defined in (Ctr-Cheb).
In addition, given \( M \in \mathbb{N}^* \),

\[
\hat{\rho}(C) \leq \max_{i \in [-1,M]} \left( \frac{C_i - C_{i+1} - C_i \rho_{i+1} + C_{i+1} - C_i \rho_i}{C_{i+1} - C_i \rho_i} \right) + 3akC
\]

where the \( \rho_i, C_i \) are defined in Proposition 3.13.

In what follows, we explicitly control this linear rate to provide guarantees on acceleration.

#### 4.1 Explicit Upper Bound on CAA Convergence Rate

For readability purposes, let us consider a very simple form of the upper bound of \( \hat{\rho}(C) \), using Proposition 3.13 with \( M = 1 \). This corresponds to a piecewise linear upper bound on \( \hat{\rho}(C) \) with four parts. The following proposition provides a range of values of \( C \) for which Algorithm 1 accelerates the convergence guarantees of the iterative process \( F \), depending on the perturbation parameter \( \alpha \).

**Proposition 4.2.** Under the assumptions of Proposition 4.1,

(i) As soon as \( \alpha < \frac{\rho_0}{3k(2 + \rho_0)} : = \alpha_0 \) there exists a non empty interval \( I \) containing \( \frac{2^k + \rho_0}{2^k - \rho_0} \) such that \( \hat{\rho}(C) < \rho^k \) for \( C \in I \).

(ii) \( \alpha < \min \left( \frac{\rho_0}{3k(2 + \rho_0)} , \frac{\rho_0}{3k(2 + \rho_0)} \right) : = \alpha_1 \)

\[
\Rightarrow \hat{\rho}(C) < \rho^k \text{ for } C \in \left( \frac{2^k + \rho_0}{2^k - \rho_0} , C_1 \right].
\]
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(iii) \( \alpha < \min \left( \frac{\sqrt{3}(1-\rho^k)}{3(2\sqrt{2}+\rho^k)}, \frac{\sqrt{3}(1-\rho^k)}{3(2\sqrt{2}+\rho^k)} \right) := \alpha_2 \)
\[ \implies \hat{\rho}(C) < \rho^k \text{ for } C \in \left[ \frac{2+\rho^k}{2-\rho^k}, C_* \right]. \]

Proof. See Appendix D \[
\]

Remark 4.3. When \( \rho \to 1, \alpha \approx \frac{1-\rho}{\rho} \),
\[ \frac{2+\rho^k}{2-\rho^k} \to 3, C_1 \to \frac{1}{2} \left( 1 - \sqrt{2} \right) + (\sqrt{2} + 1)^k, \]
\[ \alpha_1 \approx \min \left( \frac{1}{2^k}, \frac{3(1-\rho^k)}{3(1-\rho^k)} \right) (1-\rho), \]
\[ C_* \approx \frac{1}{2} \left( (3 - 2\sqrt{2})^k + (2\sqrt{2} + 3)^k \right), \]
\[ \alpha_2 \approx \min \left( \frac{1}{2^k}, \frac{2(2k-1)}{3(3-2\sqrt{2})^k + (2\sqrt{2} + 3)^k} \right) (1-\rho). \]

Remark 4.4. Using only the coarse upper bound from Lemma 3.4 for \( \hat{\rho}(C) \), we can only guarantee the existence of a \( C \) that provides acceleration for Algorithm 1 when \( \alpha < \frac{\sqrt{3}(1-\rho^k)}{3(2\sqrt{2}+\rho^k)} \). As a comparison, Proposition 4.2 guarantees acceleration when \( \alpha < \frac{\sqrt{3}(1-\rho^k)}{3(2\sqrt{2}+\rho^k)} \). When \( \rho \) is close to 1, \( \frac{\sqrt{3}(1-\rho^k)}{3(2\sqrt{2}+\rho^k)} \) is small enough to get \( \hat{\rho}(C) < \rho^k \) for \( C \in \left[ \frac{2+\rho^k}{2-\rho^k}, C_* \right]. \)

For instance, when \( k = 10 \) and \( \rho \) is close to 1, our bound guarantees acceleration in Algorithm 1 for \( \alpha \)’s about \( 10^6 \) times larger than with the coarse bound.

4.2 CAA on Gradient Descent

Recently Anderson acceleration has been successfully applied in the optimization field where \( F \) is an operator representing an optimization algorithm.

Here we look at the particular case where \( F \) is the gradient step operator of a \( \mu \)-strongly convex function \( f : \mathbb{R}^n \to \mathbb{R} \) with \( L \)-Lipschitz gradient and optimum \( x_* \in \mathbb{R}^n \). In addition, we suppose that \( f \) is \( C^2 \) with \( \eta \)-Lipschitz hessian \( \nabla^2 f \). It is well known (see for instance Ryu and Boyd (2016)) that \( F = (1 - \frac{1}{\rho} \nabla f) \) is a \( \rho \)-Lipschitz operator. We consider Algorithm 1 applied to \( F \) at point \( x_0 \in \mathbb{R}^n \), and propose to decompose \( F \) as
\[ F = (1 - \frac{1}{\rho} \nabla^2 f(x_0)) + \frac{1}{\rho} \left( \nabla^2 f(x_0) - \nabla f \right). \]

We pose \( Q = I - \frac{1}{\rho} \nabla^2 f(x_0) \) which has its spectrum in \( \left[ 0, \frac{1}{1-\frac{n}{\rho}} \right] \), and \( \xi(x) = \frac{1}{\rho} \left( \nabla^2 f(x_0)x - \nabla f(x) \right) \).

The following lemma states that on the set where our iterates evolve, \( \xi \) is indeed Lipschitz.

Lemma 4.5. Let \( k \geq 1, C \geq 1, x_0 \in \mathbb{R}^n, (x_i)_{i \in [1,k]} \) such that \( x_{i+1} = x_i - \frac{1}{\rho} \nabla f(x_i) \) for \( i \in [0,k-1] \), then \( \xi \) is \( \frac{n}{\rho} k C \| \nabla f(x_0) \| \text{-Lipschitz on } B_C = \{ x = \sum_{i=0}^k c_i x_i \in \mathbb{R}^n | 1^t c = 1, \| c \|_1 \leq C \}. \)

Proof. See Appendix E \[
\]

Proposition 4.1 allows applying Proposition 1 to \( F \) with \( \alpha = \frac{n}{\rho} k C \| \nabla f(x_0) \| \). There are therefore two ways to have a small \( \alpha \) in this context and therefore to guarantee acceleration using Proposition 4.1, either (i) by having a hessian with a small Lipschitz constant, which means being globally close to a quadratic, or (ii) by being sufficiently close to the optimum (i.e., \( \| \nabla f(x_0) \| \) small).

In this setting, \( \hat{\rho}(C) \), from Proposition 4.1, becomes
\[ \hat{\rho}(C) = \rho(C) + 3 \frac{\eta^2}{\rho} \| \nabla f(x_0) \| k^2 C^2 \]
and the bound is no more piecewise linear, but piecewise quadratic in \( C \), instead.
\[ \hat{\rho}(C) \leq \max_{i \in [-1,M]} \left( \frac{C - C_i}{C_i + 1} \eta \rho_{i+1} + \frac{C_i + 1 - C}{C_i + 1} \eta \rho_i \right) + 3 \frac{\eta^2}{\rho} \| \nabla f(x_0) \| k^2 C^2 \]

As before we study this bound in the case \( M = 1 \) for simplicity. The next proposition provides a range of value of \( C \) for which acceleration is guaranteed with Algorithm 1 depending on \( \frac{\| \nabla f(x_0) \|}{\rho} \)

Proposition 4.6. Under the assumptions of §4.2.

(i) As soon as \( \frac{\| \nabla f(x_0) \|}{\rho} \) is small enough to get \( \hat{\rho}(C) < \rho^k \) such that \( C \in I \).
\[ \hat{\rho}(C) < \rho^k \text{ for } C \in \left[ \frac{2+\rho^k}{2-\rho^k}, C_* \right]. \]

(ii) \( \frac{\| \nabla f(x_0) \|}{\rho} \) is small enough to get \( \hat{\rho}(C) < \rho^k \) such that \( C \in \left[ \frac{2+\rho^k}{2-\rho^k}, C_* \right]. \)
\[ \hat{\rho}(C) < \rho^k \text{ for } C \in \left[ \frac{2+\rho^k}{2-\rho^k}, C_* \right]. \]

Proof. Similar to Proposition 4.2. \[
\]

Remark 4.7. When \( \frac{n}{\rho} \to 0, \alpha_3 \sim \frac{1}{2k} \frac{\mu}{n}. \)
\[ \alpha_4 \sim \min \left( \frac{1}{2k} \frac{\mu}{\mu}, \frac{3k}{3(1-\sqrt{2})^k + (\sqrt{2} + 1)^k} \right) \]
\[ \alpha_5 \sim \min \left( \frac{1}{2k} \frac{\mu}{\mu}, \frac{3k}{3(2\sqrt{2} + 3)^k + (3-2\sqrt{2})^k} \right) \]

Figure 2 displays the values of our bounds with fixed \( k, \mu \) and \( L \) for various values of the perturbation parameter that is \( \eta \| \nabla f(x_0) \| \) in this section. We observe that we do not loose much by using the simple upper bound with \( M = 1 \) compared with the exact value of \( \hat{\rho}(C) \) that is to be obtained by solving (3).

Due to the particular form of the perturbation parameter \( \alpha \), proportional to \( \eta \| \nabla f(x_0) \| \) in the case of the gradient step operator, we see that as soon as \( \eta \| \nabla f(x_0) \| \) is small enough to get \( \hat{\rho} < 1 \), one can apply successively Algorithm 1 while enjoying a perturbation parameter getting smaller and smaller, leading to a faster convergence.

Algorithm 2 is obtained by adding a guarded step to the procedure. This step consists in using the extrapolated point \( x_r \), only if the gradient at this point is smaller than the gradient at some iterates used in the extrapolation, and allows obtaining nicer convergence properties.
Algorithm 2 Guarded Constrained Anderson Acceleration

**Input:** $x_0 \in \mathbb{R}^n$, a strongly function $f$ with $L$-Lipschitz gradient, $C$ a constraint bound and $k$ controlling the number of extrapolation steps, $N$ number of iterations.

**for** $i = 0 \ldots N - 1$ **do**
  
  $x_i^0 = x_i$

  **for** $j = 0 \ldots k$ **do**
  
  $x_{i+1}^j = x_i - \frac{1}{\eta} \nabla f(x_i)$

  **end for**

  $R = [x_i^0 - x_i \ldots x_i^k - x_i^{k+1}]$

  Compute $\tilde{c} = \arg \min \|Rc\|$

  $x_{i+1} = \sum_{j=0}^{k} \tilde{c}_j x_{i}^j$

  $x_{i+1} = \arg \min \|\nabla f(x)\|$

  **end for**

**Output:** $x_N$

**Proposition 4.8.** Let $f$ be a $\mu$-strongly convex function, with $L$-Lipschitz gradient and $\eta$-Lipschitz hessian. Let $\rho = 1 - \frac{\mu}{L}$, $k > 2$, $C > 1$, $N \geq 1$ and $x_0 \in \mathbb{R}^n$, and denote by $(x_i)_{i \in [0,N]}$ the sequence of iterates of Algorithm 2 on $f$ started at $x_0$ for $N$ iterations with parameter $C$ and $k$. We have

$$\|\nabla f(x_N)\| \leq \prod_{i=1}^{N} \hat{\rho}_i (C) \|\nabla f(x_0)\|$$

where

$$\hat{\rho}_i = \min \left( \rho^k, \max_{j \in [-1,1]} \frac{C-C_j}{C_{j+1}-C_j} \rho_j + \frac{C_{j+1}-C}{C_{j+1}-C_j} \rho_j \right)$$

In addition,

$$N \geq \frac{\log \left( \frac{\eta \|\nabla f(x_0)\|}{L \rho} \frac{3k^2(2+\rho^k)^2 \|\nabla f(x_0)\|}{\rho^2(1-\rho^k)(2-\rho^k)} \right)}{k \log \frac{1}{\rho}} \Rightarrow \prod_{i=1}^{N} \hat{\rho}_i < \rho^{kN}$$

and $\hat{\rho}_N (C) \rightarrow \max_{j \in [-1,1]} \frac{C-C_j}{C_{j+1}-C_j} \rho_j + \frac{C_{j+1}-C}{C_{j+1}-C_j} \rho_j$.

**Proof.** This follows by combining results of Proposition 4.1 and Proposition 4.6.

The statement of Proposition 4.8 is illustrated in Figure 3. In short, as $C$ gets larger, more iterations are required for escaping the guarded regime (as the guarantee from Proposition 4.1 does not provide any improvement over $\hat{\rho}^k$). But as soon as $\|\nabla f(x_N)\|$ gets small enough, the guarantee of CAA improves that of $F$, escaping the guarded regime, and as $\|\nabla f(x_N)\|$ decreases, the convergence rate gets closer to $\hat{\rho}(C)$ (which is smaller for large $Cs$).

**Conclusion:** We derived upper bounds on the optimal value of the constrained Chebyshev problem, and used them to produce explicit non asymptotic convergence bounds on constrained Anderson acceleration with nonlinear operators. Our convergence bounds are somewhat conservative as they rely on treating the nonlinear part as a perturbation to the linear setting. A remaining open question is whether one can prove better convergence bounds on Anderson acceleration without decoupling linear and nonlinear parts of the operator. However, this would require very different proof techniques.

Figure 2: Bounds on the convergence rate of Algorithm 1 with $k = 5$, $\mu = 10^{-3}$ and $L = 1$. Left: $\hat{\rho}(C)$ defined in (7), Middle: right hand side of the bound (8) with $M = k$. Right: right hand side of the bound (8) with $M = 1$.

Figure 3: Illustration of Corollary 4.8 on with $k = 5$, $\mu = 10^{-3}$, $L = 1$, $\eta = 10^{-2}$ and $\|\nabla f(x_0)\| = 10^{-1}$ for different values of $C$.
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### A Proof Proposition 2.2

Let us study the fixed point iterations of $F$, that is

$$x_{i+1} = G(x_i) + \xi(x_i),$$

which is equivalent to

$$x_{i+1} - x_* = G(x_i - x_*) + \xi(x_i) - \xi(x_*),$$

as $x_* = F(x_*)$. By further developing the previous expression, we arrive to

$$x_{i+1} - x_* = G^{i+1}(x_0 - x_*) + \sum_{j=0}^{k} G^{i-j}(\xi(x_j) - \xi(x_*)).$$

Another useful quantity is

$$x_{i+1} - x_i = (G - I)G^{i}(x_0 - x_*) + (G - I) \sum_{j=0}^{i-1} G^{i-j-1}(\xi(x_j) - \xi(x_*)) + \xi(x_i) - \xi(x_*).$$

Let us use those expressions, along with a triangle inequality, for working out the fixed-point residual

$$\| (F - I)(x_e) \| = \| (G - I)(x_e - x_*) + \xi(x_e) - \xi(x_*) \|$$

$$= \sum_{i=0}^{k} \tilde{c}_i(G - I)(x_1 - x_*) + \xi(x_e) - \xi(x_*)$$

$$= \sum_{i=0}^{k} \tilde{c}_i G^i(G - I)(x_0 - x_*) + (G - I) \sum_{i=0}^{k} \tilde{c}_i \sum_{j=0}^{i-1} G^{i-j-1}(\xi(x_j) - \xi(x_*)) + \xi(x_e) - \xi(x_*)$$

$$= \sum_{i=0}^{k} \tilde{c}_i (x_{i+1} - x_i) - \sum_{i=0}^{k} \tilde{c}_i \xi(x_i) - \xi(x_e)$$

$$\leq \sum_{i=0}^{k} \tilde{c}_i (x_{i+1} - x_i) + \| \xi(x_e) - \sum_{i=0}^{k} \tilde{c}_i \xi(x_i) \|.$$
where the first term on the right hand side is exactly the quantity that is minimized in Algorithm 1. We then bound the two terms separately. Let \( c_* \) denotes the coefficients of the polynomial \( p_* = \arg\min_{p \in \mathbb{R}_n[X]} \max_{x \in [0, \rho]} |p(x)| \), we proceed as follows:

\[
\begin{align*}
\left\| \sum_{i=0}^{k} \epsilon_i (x_{i+1} - x_i) \right\| & \leq \left\| \sum_{i=0}^{k} c_i^* (x_{i+1} - x_i) \right\| \quad \text{since } c_* \text{ is admissible for the optimization problem (1)} \\
& = \left\| \sum_{i=0}^{k} c_i^* G_i (G-I)(x_0 - x_*) + (G-I) \sum_{i=0}^{k} c_i^* i^{i-1} j \sum_{j=0}^{i-1} G^{i-j} (\xi(x_j) - \xi(x_*)) \right\| \\
& = \left\| \sum_{i=0}^{k} c_i^* G_i [(G-I)(x_0 - x_*) + \xi(x_0) - \xi(x_*)] + (G-I) \sum_{i=0}^{k} c_i^* i^{i-1} j \sum_{j=0}^{i-1} G^{i-j} (\xi(x_j) - \xi(x_*)) \\
& + \sum_{i=0}^{k} c_i^* [\xi(x_i) - \xi(x_*) - G^i (\xi(x_0) - \xi(x_*))] \right\| \\
& \leq \left\| \sum_{i=0}^{k} c_i^* \| (F-I)(x_0) \| \right\| + \left\| (G-I) \sum_{i=1}^{k} c_i^* \left[ i^{i-1} j \sum_{j=0}^{i-1} G^{i-j} (\xi(x_j) - \xi(x_*)) - \sum_{j=0}^{i-1} G^{i-j} (\xi(x_j) - \xi(x_*)) \right] \right\| \\
& \leq \left\| p_*(G) \right\| \left\| (F-I)(x_0) \right\| + \left\| (G-I) \sum_{i=1}^{k} c_i^* \left[ i^{i-1} j \sum_{j=0}^{i-1} G^{i-j} (\xi(x_j+1) - \xi(x_j)) \right] \right\| \\
& \leq \left\| p_*(G) \right\| \left\| (F-I)(x_0) \right\| + \alpha \left\| \sum_{i=1}^{k} c_i^* \left[ i^{i-1} j \sum_{j=0}^{i-1} \rho^{i-j-1} \left\| (F-I)(x_0) \right\| \right] \right\| \\
& \leq \left( \| p_*(G) \| + \alpha \sum_{i=1}^{k} \left\| c_i^* \rho^{i-1} i \right\| \right) \left\| (F-I)(x_0) \right\| \\
& \leq \left( \| p_*(G) \| + \alpha k \| c^* \|_1 \right) \left\| (F-I)(x_0) \right\| \\
& \leq \left( \| p_*(G) \| + \alpha k \| c^* \|_1 \right) \left\| (F-I)(x_0) \right\|.
\end{align*}
\]

One can bound \( \| p_*(G) \| \) with standard arguments. Since \( 0 \leq G \leq \rho I \), there exist an orthogonal matrix \( O \) and a diagonal matrix \( D \) such that \( G = O^T D O \). We get \( \| p_*(G) \| = \| O^T p_*(D) O \| \leq \| p_*(D) \| \). One can then notice that \( \| p_*(D) \| = \max_{\lambda \in \text{Sp}(G)} |\lambda| \leq \max_{x \in [0, \rho]} |p_*(x)| \), where \( \text{Sp}(G) \) is the set of eigenvalues of \( G \).
Let us bound the second term of the right hand side in (9)

\[
\|\xi(x_e) - \sum_{i=0}^{k} \tilde{c}_i \xi(x_i)\| \leq \|\xi(x_e) - \xi(x_k)\| + \|\xi(x_k) - \sum_{i=0}^{k} \tilde{c}_i \xi(x_i)\|
\]

\[
\leq \alpha \left( \|x_e - x_k\| + \sum_{i=0}^{k} |\tilde{c}_i| \|x_k - x_i\| \right)
\]

\[
\leq 2\alpha \sum_{i=0}^{k-1} |\tilde{c}_i| \|x_k - x_i\|
\]

\[
\leq 2\alpha \sum_{i=0}^{k-1} |\tilde{c}_i| \rho^i \|x_{k-i} - x_0\|
\]

\[
\leq 2\alpha \sum_{i=0}^{k-1} |\tilde{c}_i| \rho^i \sum_{j=0}^{k-1-i} \|x_{j+1} - x_j\|
\]

\[
\leq 2\alpha \sum_{i=0}^{k-1} |\tilde{c}_i| \rho^i \sum_{j=0}^{k-1-i} \rho^j \|(F - I)(x_0)\|
\]

\[
\leq 2\alpha \sum_{i=0}^{k-1} |\tilde{c}_i| \rho^i \rho^{(k - i)} \|(F - I)(x_0)\|
\]

\[
\leq 2\alpha k |\tilde{c}_1| \|(F - I)(x_0)\|
\]

\[
\leq 2\alpha k C \|(F - I)(x_0)\|.
\]

Combining the two bounds concludes the proof.

B Useful Lemmas

Unspecified facts on Chebyshev polynomials of the first kind are borrowed from (Mason and Handscomb, 2002).

**Proposition B.1.** Let \(k \in \mathbb{N}\) and \(a > 1\), we have

\[
\frac{T_k}{T_k(a)} = \text{argmin}_{p \in \mathbb{R}[X], \|p\|_1 \leq 1} \max_{x \in [-1,1]} |p(x)|
\]

where \(T_k\) is the first kind Chebyshev polynomials of order \(k\).

**Proof.** A proof of this result can be found in (Flanders and Shortley, 1950, Equation 10). It relies on the fact that \(T_k\) reaches its maximum absolute value on \(k + 1\) points with oscillating sign. ■

Let us show a result that is classically used for analyzing Anderson acceleration (Golub and Varga, 1961; Scieur et al., 2016).

**Proposition B.2.** Let \(k \in \mathbb{N}\), and \(\rho < 1\).

\[
\frac{T_k\left(\frac{2x-\rho}{\rho}\right)}{T_k\left(\frac{2-\rho}{\rho}\right)} = \text{argmin}_{p \in \mathbb{R}[X], \|p\|_1 \leq 1} \max_{x \in [0,\rho]} |p(x)|
\]

where \(T_k\) is the first kind Chebyshev polynomials of order \(k\). And

\[
\max_{x \in [0,\rho]} \left|\frac{T_k\left(\frac{2x-\rho}{\rho}\right)}{T_k\left(\frac{2-\rho}{\rho}\right)}\right| = \frac{2\beta^k}{1 + \beta^{2k}}
\]

with \(\beta = \frac{1-\sqrt{1-\rho}}{1+\sqrt{1-\rho}}\).
Proof. The problem \( \min_{p \in \mathbb{R}_+[X]} \max_{x \in [0, \rho]} |p(x)| \) is equivalent to \( \min_{p \in \mathbb{R}_+[X]} \max_{y \in [-1, 1]} |p(\rho^{\frac{y+1}{2}})| \) which is equivalent to

\[
\min_{q \in \mathbb{R}_+[X]} \max_{y \in [-1, 1]} |q(y)| \text{ by denoting } q(y) = p(\rho^{\frac{y+1}{2}}) \text{ or equivalently } p(x) = q(\frac{2x-\rho}{\rho}).
\]

The last problem is solved using Proposition B.1 with \( a = \frac{2-\rho}{\rho} > 1 \). This gives us a solution \( q_*(y) = \frac{T_k(y)}{T_k(1)} \), and thus a solution to the original problem \( p_*(x) = \frac{T_k(x)}{T_k(1)} \).

For the value of the max, we know that \( \max_{y \in [-1, 1]} |T_k(y)| = 1 \) and then \( \max_{x \in [0, \rho]} \left| \frac{T_k(2x-\rho)}{T_k(1)} \right| = \frac{1}{T_k(1)} \). Since \( \frac{2-\rho}{\rho} > 1 \) one can use the formulae for \( T_k(x) \) for \( |x| \geq 1 \) (see e.g. (Mason and Handscomb, 2002, Eq 1.49)):

\[
T_k(x) = \frac{1}{2} \left( (x - \sqrt{x^2 - 1})^k + (x + \sqrt{x^2 - 1})^k \right) \text{ when } |x| \geq 1.
\]

It mechanically follows that

\[
T_k(\frac{2-\rho}{\rho}) = \frac{1}{2} \left( \left( \frac{2-\rho}{\rho} - \sqrt{\left( \frac{2-\rho}{\rho} \right)^2 - 1} \right)^k + \left( \frac{2-\rho}{\rho} + \sqrt{\left( \frac{2-\rho}{\rho} \right)^2 - 1} \right)^k \right)
\]

\[
= \frac{1}{2} \left( \left( \frac{2-\rho}{\rho} - 2\sqrt{1-\rho} \right)^k + \left( \frac{2-\rho}{\rho} + 2\sqrt{1-\rho} \right)^k \right)
\]

\[
= \frac{1}{2} \left( (1 - \sqrt{1-\rho})^2k + (1 + \sqrt{1-\rho})^2k \right)
\]

\[
= \frac{1}{2} \left( (1 - \sqrt{1-\rho})^2k + (1 + \sqrt{1-\rho})^2k \right)
\]

\[
= \frac{1}{2} \left( (1 - \sqrt{1-\rho})^k (1 + \sqrt{1-\rho})^k \right)
\]

\[
= \frac{1}{2} \left( (1 - \sqrt{1-\rho})^k + (1 + \sqrt{1-\rho})^k \right)
\]

\[
= \frac{1}{2} \left( \frac{1 - \sqrt{1-\rho}}{1 + \sqrt{1-\rho}} k^k + 1 \right)
\]

\[
= \frac{1 + \beta^k}{2}\beta^k
\]

The following lemma extends the previous one by looking at polynomials with minimal maximum absolute value on \([-\epsilon, \rho]\).

Lemma B.3. Let \( k \in \mathbb{N}, \rho < 1 \) and \( \epsilon \geq 0 \). It holds that

\[
p_\epsilon = \arg\min_{p \in \mathbb{R}_+[X]} \max_{x \in [-\epsilon, \rho]} |p(x)|
\]

where \( p_\epsilon(x) = \frac{T_k(\frac{2\rho+\epsilon}{\rho+\epsilon}-1)}{T_k(\frac{2\rho}{\rho+\epsilon}-1)} \), and

\[
\max_{x \in [-\epsilon, \rho]} |p_\epsilon(x)| = \frac{2\beta^k}{1 + \beta^k}
\]

with \( \beta_\epsilon = \frac{1 - \sqrt{1 - \left( \frac{\rho+\epsilon}{1+\epsilon} \right)^2}}{1 + \sqrt{1 - \left( \frac{\rho+\epsilon}{1+\epsilon} \right)^2}}. \)
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**Proof.** This proof is similar to that of Proposition B.2. Indeed \( \min_{p \in \mathbb{R}_+} \max_{x \in [-\varepsilon, \rho]} |p(x)| \) can be reformulated as

\[
\min_{q \in \mathbb{R}_+[x]} \max_{y \in [-1, 1]} |q(y)| \quad \text{with} \quad q(y) = p(\frac{2(x+y)}{\rho + y} - 1). \]

As \( 2(1+y)/(\rho + y) - 1 \geq 1 \) one can apply Proposition B.1 and get

\[
\min_{p \in \mathbb{R}_+[x]} \max_{x \in [-\varepsilon, \rho]} |p(x)| = \frac{1}{2} \frac{1}{T_k \left( \frac{1+y}{\rho + y} - 1 \right)} = \frac{2^{k/2}}{\sqrt{1+y/\rho + y}} \quad \text{with } \beta = \frac{1}{\sqrt{1+y/\rho + y}} \quad \text{and } p_\varepsilon(x) = \frac{T_k \left( \frac{x+y}{\rho + y} - 1 \right)}{T_k \left( \frac{1+y}{\rho + y} - 1 \right)}. \]

In the following, we focus on problems where \( \varepsilon \) is close to 0.

**Lemma B.4.** Let \( k \in \mathbb{N}^+ \) and \( \rho < 1 \). For \( \varepsilon \in [0, \bar{\varepsilon}) \) with \( \bar{\varepsilon} = \rho \frac{1+\cos(\frac{2k-1}{2k} \pi)}{1-\cos(\frac{2k-1}{2k} \pi)} \) we have the following properties on \( p_\varepsilon(X) = T_k \left( \frac{2X}{\rho + \varepsilon} - \frac{e_{-\varepsilon}}{\rho + \varepsilon} \right) \).

(i) Let \( c \in \mathbb{R}^{k+1} \) such that \( p_\varepsilon(X) = \sum_{i=0}^k c_i X_i \). Then \( \text{sign}(c_i) = (-1)^{k-i} \) for \( i \in [1, k] \) and \( (-1)^k c_0 \geq 0 \).

(ii) \( |p_\varepsilon(X)| \) is maximal on the \( m_i = \frac{(\rho+\varepsilon) \cos \left( \frac{\pi}{2k} \right) + \rho - \varepsilon}{1+\cos(\frac{2k-1}{2k} \pi)} \in [-\varepsilon, \rho] \) and \( p_\varepsilon(m_i) = (-1)^i \).

**Proof.** The Chebyshev polynomial of first kind \( T_k(X) \) is defined such that \( T_k(\cos(\theta)) = \cos(k\theta) \) for all \( \theta \in \mathbb{R} \). Thus the roots of \( T_k \) are \( z_i \in [0, k-1] = \cos \left( \frac{2i+1}{2k} \pi \right) i \in [0, k-1] \in [-1, 1] \). The roots of \( p_\varepsilon(X) \) are the \( z_i^{(\varepsilon)} \) defined such that \( \frac{2^{k/2}}{\sqrt{1+y/\rho + y}} \in [-\varepsilon, \rho] \). This corresponds to \( z_i^{(\varepsilon)} = \frac{(\rho+\varepsilon) z_i + \rho - \varepsilon}{\rho} \) \in [-\varepsilon, \rho] \).

The smallest root is \( z_{k-1}^{(\varepsilon)} = \frac{(\rho+\varepsilon) \cos \left( \frac{\pi}{2k} \right) + \rho - \varepsilon}{1+\cos(\frac{2k-1}{2k} \pi)} \geq 0 \) for \( \varepsilon \in [0, \bar{\varepsilon}] \). Thus \( |p_\varepsilon(X)| \) keeps the same sign on \([-\varepsilon, 0] \). In addition \( c_0 = 0 \) when \( \varepsilon = \bar{\varepsilon} \) and is nonzero otherwise. We also have that \( \text{sign}(c_0) = \text{sign}(p_\varepsilon(0)) = \text{sign}(p_\varepsilon(-\varepsilon)) = \text{sign}(T_k(-1)) = (-1)^k \).

For the other coefficients, we first need to show that the sign of \( \frac{d}{dx} p_\varepsilon(x) \) is also constant on \([-\varepsilon, 0] \). This relies on the Rolle’s theorem. Indeed we have \( k \) roots in \([0, \rho] \) for \( p_\varepsilon \) a polynomial of degree \( k \). Thus by Rolle’s theorem there exists a root to \( p_\varepsilon’(X) \) between each root of \( p_\varepsilon \), so the \( k-1 \) possible roots of \( p_\varepsilon’ \) are in \([0, \rho] \), and we repeat the argument by Rolle’s Theorem on \( p_\varepsilon’ \), etc.

Thus for \( i \in [1, k] \), \( \text{sign}(c_i) = \text{sign} \left( \frac{d}{dx} p_\varepsilon(0) \right) = \text{sign} \left( \frac{d}{dx} p_\varepsilon(-\varepsilon) \right) = \text{sign} \left( \frac{d}{dx} p_\varepsilon(-1) \right) = \text{sign} \left( \frac{d}{dx} p_\varepsilon(0) \right) \). Finally we used the formula (Doha et al., 2011, Equation 2.12) for the coefficients of \( p_0 \) which leads to

\[
\frac{d}{dx} p_\varepsilon(0) = (-1)^{k-i} k \frac{(k-i)!}{i!(k-i)!(k-i)!} \sqrt{\pi}
\]

and thus \( \text{sign}(c_i) = (-1)^{k-i} \) and we conclude that (i) holds.

(ii) is a property of the Chebyshev polynomial \( T_k \). Indeed since \( T_k(\cos(\theta)) = \cos(k\theta) \) then \( \max_{x \in [-1, 1]} |T_k(x)| = 1 \) and is attained for \( x_i = \cos \left( \frac{2i+1}{2k} \pi \right) \) with \( i \in [0, k] \). In particular \( T_k(x_i) = (-1)^i \). Thus \( |p_\varepsilon| \) has its maxima on

\[
m_i = \frac{(\rho+\varepsilon) \cos \left( \frac{\pi}{2k} \right) + \rho - \varepsilon}{1+\cos(\frac{2k-1}{2k} \pi)}
\]

and \( p_\varepsilon(m_i) = (-1)^i \). ■

**C Proof of Proposition 3.8**

Let show that for \( \varepsilon \in [0, \bar{\varepsilon}] \), \( \bar{\rho} = \max_{x \in [-\varepsilon, \rho]} |p(x)| \) with \( p_\varepsilon \in \arg\max_{x \in [-\varepsilon, \rho]} |p(x)| \).
By Lemma B.3 we have that $p_\varepsilon$ is a rescaled Chebyshev polynomial. $p_\varepsilon(x) = \frac{T_k\left(\frac{2+x\varepsilon}{1+x\varepsilon}\right)}{T_k\left(\frac{2+x\varepsilon}{1+x\varepsilon}\right)}$.

**Goal:** Let show that $p_\varepsilon$ is a local minimum (this will be a global one thanks to convexity) of $p \to \max_{x \in [0,p]} |p(x)|$ on the set $E = \{p \in \mathbb{R}_k[X], p(1) = 1, \|p\|_1 \leq \|p_\varepsilon\|_1\}$.

Let $h = \sum_{i=0}^{k} h_i X^i \in \mathbb{R}_k[X] \neq 0$ such that $p_\varepsilon + h \in E$. This implies directly that $h(1) = 0$.

Suppose that

$$\max_{x \in [0,p]} |p_\varepsilon(x) + h(x)| < \max_{x \in [0,p]} |p_\varepsilon(x)|. \tag{10}$$

By definition of $p_\varepsilon$ we have that $\max_{x \in [-\varepsilon,\rho]} |p_\varepsilon(x) + h(x)| \geq \max_{x \in [-\varepsilon,\rho]} |p_\varepsilon(x)|$ and thus by combining it with (10) we have

$$\max_{x \in [0,p]} |p_\varepsilon(x) + h(x)| < \max_{x \in [0,p]} |p_\varepsilon(x)| \leq \max_{x \in [-\varepsilon,\rho]} |p_\varepsilon(x) + h(x)|,$$

This implies that

$$\max_{x \in [-\varepsilon,\rho]} |p_\varepsilon(x) + h(x)| = \max_{x \in [-\varepsilon,\rho]} |p_\varepsilon(x) + h(x)|. \tag{11}$$

Finally this leads to

$$\max_{x \in [-\varepsilon,\rho]} |p_\varepsilon(x) + h(x)| \geq \max_{x \in [-\varepsilon,\rho]} |p_\varepsilon(x)|. \tag{11}$$

We write $p_\varepsilon(x) = \sum_{i=0}^{k} c_i X^i$. By Lemma B.4 we know that $\text{sign}(c_i) = (-1)^{k-i}$ and that $|p_\varepsilon|$ is maximal on $[-\varepsilon,\rho]$ at the $m_i = \frac{(\rho+\varepsilon)\cos\left(\frac{\pi k i}{2k}\right)+\rho-\varepsilon}{2}$ for $i \in [0,k]$ and $\text{sign}(p_\varepsilon(m_i)) = (-1)^i$.

In addition, $m_i \in [0,\rho]$ for $i \in [0,k-1]$. Indeed the $m_i$ are in decreasing order and $m_{k-1}$ is strictly larger than the smallest root of $p_\varepsilon$, which means $m_{k-1} > \frac{(\rho+\varepsilon)\cos\left(\frac{2k\pi}{2k}\right)+\rho-\varepsilon}{2k} \geq \frac{(\rho+\varepsilon)\cos\left(\frac{2k\pi}{2k}\right)+\rho-\varepsilon}{2k} = 0$

Since the $|p_\varepsilon(m_i)|$ are nonzero, we can take $h$ with norm small enough such that $|p_\varepsilon(m_i) + h(m_i)| = |p_\varepsilon(m_i)| + \text{sign}(p_\varepsilon(m_i))h(m_i) = |p_\varepsilon(m_i)| + (-1)^i h(m_i)$ for $i \in [0,k-1]$. Equation (10) imposes $(-1)^i h(m_i) < 0$. Since the $m_i$ are in decreasing order, the mean value theorem tells us that $h$ has a root in each $[m_{i+1},m_i]$ for $i \in [0,k-2]$. In addition, since $p_\varepsilon + h \in E$, $h(1) = 0$, meaning that $h$ has $k$ roots on $[0,1]$. Since $h$ is of degree $k$ it cannot have any additional root outside $[0,1]$.

In addition, this means that $h$ is nonzero and doesn’t change sign on $]-\infty,0]$. The same conclusion holds for $p_\varepsilon$ on $]-\infty,0[$.

Taking $\max_{x \in [-\varepsilon/2,0]} |h(x)| < \max_{x \in [-\varepsilon,\rho]} |p_\varepsilon(x)| - \max_{x \in [-\varepsilon/2,0]} |p_\varepsilon(x)|$ which is strictly positive since $-\varepsilon$ is the only point of maximum for $p_\varepsilon$ on $[-\varepsilon,0]$, we have that

$$\max_{x \in [-\varepsilon/2,0]} |p_\varepsilon(x) + h(x)| < \max_{x \in [-\varepsilon,\rho]} |p_\varepsilon(x) + h(x)| \tag{12}$$

by (11). Thus $|p_\varepsilon + h|$ restricted to $[-\varepsilon,0]$ has its maximum on $[-\varepsilon,-\varepsilon/2]$. $|p_\varepsilon| > 0$ and $|h| > 0$ on $[-\varepsilon,\frac{\varepsilon}{2}]$ and has constant sign on this interval. We denote by $m_* \in [-\varepsilon,-\frac{\varepsilon}{2}]$ a point such that $|p_\varepsilon(m_*) + h(m_*)| = \max_{x \in [-\varepsilon,0]} |p_\varepsilon(x) + h(x)|$. Since $|p_\varepsilon(m_*)| > 0$ one can take $h$ with norm small enough such that $|p_\varepsilon(m_*) + h(m_*)| = |p_\varepsilon(m_*)| + \text{sign}(p_\varepsilon(m_*))h(m_*) = |p_\varepsilon(m_*)| + (-1)^k h(m_*)$. For (11) to hold, $\text{sign}(h(m_*))$ has to be $(-1)^k$.

Since $h$ has constant sign on $[-\varepsilon,0]$, its sign is $(-1)^k$ and then $\text{sign}(h(0)) = \text{sign}(h(0)) = (-1)^k$.

For $i \in [1,k], c_i \neq 0$ by Lemma B.4, thus we can take $h$ with norm small enough such that $|c_i + h_i| = |c_i| + \text{sign}(c_i) h_i$ for $i \in [1,k]$. Lemma B.4 also tells us that $\text{sign}(c_i) = (-1)^{k-i}$ for $i \in [1,k]$ and $(-1)^k c_0 \geq 0$. Therefore, one can
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To show that \( C \) and \( \beta \)

We start from the expression of \( \rho \)

Proof.

Before presenting the proof of the proposition, we show a technical lemma.

D Proof of Proposition 4.2

Let \( k \in \mathbb{N} \), \( \rho < 1 \), \( C_* \) is defined in (4) with explicit value in Remark 3.10 and \( C_1 \) in (6). It holds that

\[
\frac{2 + \rho^k}{2 - \rho^k} \leq C_1 \text{ for } k > 1
\]

and

\[
C_1 \leq C_* \text{ for } k \geq 1
\]

Proof. We start from the expression of \( C_1 \)

\[
C_1 = \frac{\rho_1}{\rho_2} \left(1 - \sqrt{1 + \rho^2} \right)^k + \left(1 + \sqrt{1 + \rho^2} \right)^k
\]

\[
= \frac{\beta_\rho}{\rho^k (1 + \sqrt{1 + \rho^2})^k} \left(1 - \sqrt{1 + \rho^2} \right)^k + \left(1 + \sqrt{1 + \rho^2} \right)^k,
\]

where \( \beta_\rho = \frac{1 - \sqrt{1 - \rho^2}}{\sqrt{1 + \rho^2} - \sqrt{1 - \rho^2}} \). Thus

\[
C_1 = \frac{1 - \sqrt{1 - \rho^2}}{\rho^{2k} + (1 - \sqrt{1 - \rho^2})^2k} \left(1 - \sqrt{1 + \rho^2} \right)^k + \left(1 + \sqrt{1 + \rho^2} \right)^k
\]

\[
= \frac{(1 - \sqrt{1 - \rho^2})}{(1 - \sqrt{1 + \rho^2})^k (1 + \sqrt{1 + \rho^2})^k + (1 - \sqrt{1 - \rho^2})^k} \left(1 - \sqrt{1 + \rho^2} \right)^k + \left(1 + \sqrt{1 + \rho^2} \right)^k
\]

\[
= \frac{(1 - \sqrt{1 + \rho^2})^k + (1 + \sqrt{1 + \rho^2})^k}{(1 - \sqrt{1 - \rho^2})^k (1 + \sqrt{1 + \rho^2})^k + (1 - \sqrt{1 - \rho^2})^k}
\]

\[
= \sum_{i=0}^{\lfloor k/2 \rfloor} \frac{k}{2i} (1 + \rho^2)^i
\]

\[
= \sum_{i=0}^{\lfloor k/2 \rfloor} \frac{k}{2i} (1 - \rho^2)^i.
\]

To show that \( C_1 \geq \frac{2 + \rho^k}{2 - \rho^k} \) we need to show

\[
(2 - \rho^k) \sum_{i=0}^{\lfloor k/2 \rfloor} \frac{k}{2i} (1 + \rho^2)^i - (2 + \rho^k) \sum_{i=0}^{\lfloor k/2 \rfloor} \frac{k}{2i} (1 - \rho^2)^i \geq 0,
\]

Finally, we reach

\[
(-1)^k h(-1) \leq 0
\]

meaning that \( \text{sign}(h(-1)) = (-1)^k \), however we saw that \( h \) has sign \((-1)^k\) on \([-\infty, 0]\). Since \( h \) has already all its root in \([0, 1]\), this is a contradiction.

Thus we cannot find nonzero direction \( h \) with arbitrarily small norm such that \( p_c + h \in E \) and that satisfies (10). \( p_c \) is thus a local minimum and thus a global one by convexity of the objective and of \( E \).
and in particular we study

\[(2 - \rho^k)(1 + \rho^2)^i - (2 + \rho^k)(1 - \rho^2)^i.\]

When \(i = 0\) this is equal to \(-2\rho^k\), when \(i = 1\) this is equal to \(4\rho^2 - 2\rho^k\). In addition, we can easily see that it is increasing with \(i\) and thus it is positive when \(i \geq 1\). We can write for \(k \geq 2\)

\[
(2 - \rho^k) \sum_{i=0}^{\lfloor k/2 \rfloor} \left(\frac{k}{2i} \right) (1 + \rho^2)^i - (2 + \rho^k) \sum_{i=0}^{\lfloor k/2 \rfloor} \left(\frac{k}{2i} \right) (1 - \rho^2)^i \geq -2\rho^k + \frac{k}{2} (-2\rho^k + 4\rho^2) \\
\geq 4\rho^2(1 - \rho^{k-2}) \\
\geq 0 \text{ with strict inequality when } k > 2,
\]

and then

\[C_1 \geq \frac{2 + \rho^k}{2 - \rho^k} \text{ with strict inequality when } k > 2.\]

Then we show the second inequality between \(C_*\) and \(C_1\).

\[
C_* = \frac{\beta^k}{\hat{\rho}^k} \left( (2 + \rho - 2\sqrt{1 + \rho})^k + (2 + \rho + 2\sqrt{1 + \rho})^k \right) \\
= \frac{\beta^k}{\rho^k(1 + \rho)} \left( (2 + \rho - 2\sqrt{1 + \rho})^k + (2 + \rho + 2\sqrt{1 + \rho})^k \right)
\]

where \(\beta = \frac{1 - \sqrt{1 - \rho}}{1 + \sqrt{1 - \rho}} = \frac{2 - \rho - 2\sqrt{1 - \rho}}{\rho}.\) Thus \(C_*\) can be written as

\[
C_* = \frac{(2 - \rho - 2\sqrt{1 - \rho})}{\rho^k(2 - \rho - 2\sqrt{1 - \rho})} \left( (2 + \rho - 2\sqrt{1 + \rho})^k + (2 + \rho + 2\sqrt{1 + \rho})^k \right) \\
= \frac{(2 + \rho - 2\sqrt{1 + \rho})^k + (2 + \rho + 2\sqrt{1 + \rho})^k}{(2 - \rho - 2\sqrt{1 - \rho})^k + (2 - \rho + 2\sqrt{1 - \rho})^k} \\
= \sum_{i=0}^{\lfloor k/2 \rfloor} \left(\frac{k}{2i} \right) (1 + \frac{\rho}{2})^{k-2i}(1 + \rho)^i \\
\sum_{i=0}^{\lfloor k/2 \rfloor} \left(\frac{k}{2i} \right) (1 - \frac{\rho}{2})^{k-2i}(1 - \rho)^i
\]

when \(k \geq 1 (1 + \frac{\rho}{2})^{k-2i}(1 + \rho)^i > (1 + \rho^2)^i \) and \((1 - \frac{\rho}{2})^{k-2i}(1 - \rho)^i < (1 - \rho^2)^i\) for \(i \in [0, \lfloor \frac{k}{2} \rfloor]\) and thus

\[C_* > C_1\] when \(k \geq 1\)

\[\square\]

**Proof of Proposition 4.1:** By Lemma D.1, for \(k > 2, 1 < C_0 < C_1 < C_*\).

(i) if \(\alpha < \frac{\rho^k - \rho_0}{3k} = \frac{\rho^k - \rho_0}{3k2 + \rho^k} < \frac{\rho^k(1 - \rho^k)}{3k(2 + \rho^k)}\) then \(\hat{\rho}(C_0) = \rho_0 + 3\alpha k C_0 < \rho^k\) by Lemma 3.5.

(ii) if \(\alpha < \min\left(\frac{\rho^k(1 - \rho^k)}{3k(2 + \rho^k)}, \frac{\rho^k - \rho_1}{3k} \right)\) then \(\hat{\rho}(C_0) < \rho^k\), and \(\hat{\rho}(C_1) \leq \rho_1 + 3\alpha k C_1 < \rho^k\). Then by convexity of \(\hat{\rho}\), \(\hat{\rho}(C) < \rho^k\) for \(C \in [C_0, C_1]\).

(iii) if \(\alpha < \min\left(\frac{\rho^k(1 - \rho^k)}{3k(2 + \rho^k)}, \frac{\rho^k - \rho_2}{3k} \right)\) then \(\hat{\rho}(C_0) < \rho_2\) and \(\hat{\rho}(C_*) = \rho_* + 3\alpha k C_* < \rho^k\). By convexity of \(\hat{\rho}\) we have \(\hat{\rho}(C) < \rho^k\) for \(C \in [C_0, C_*]\).
E  Proof of Lemma 4.5

We have $D\xi(x) = \frac{1}{L} (\nabla^2 f(x_0) - \nabla^2 f(x))$. Under the assumption of $\nabla^2 f$ being $\eta$-Lipschitz, it holds that $\|D\xi(x)\| \leq \frac{\eta}{L} \|x - x_0\|$. Thus for $x \in B_C$

$$
\|D\xi(x)\| \leq \frac{\eta}{L} \|x - x_0\|
\leq \frac{\eta}{L} \sum_{i=0}^{k} c_i (x_i - x_0)\|
\leq \frac{\eta}{L} \sum_{i=0}^{k} |c_i| \|x_i - x_0\|
\leq \frac{\eta}{L} \sum_{i=1}^{k} \sum_{j=0}^{i-1} \|x_{j+1} - x_j\|
\leq \frac{\eta}{L} \sum_{i=1}^{k} |c_i| \sum_{j=0}^{i-1} (1 - \frac{\eta}{L})^j \| \nabla f(x_0) \|
\leq \frac{\eta}{L} k \|c\| \| \nabla f(x_0) \|.
$$

Since $D\xi$ is bounded on the convex set $B_C$, then by the mean value theorem $\xi$ is $\frac{\eta}{L^2} k C \| \nabla f(x_0) \|$-Lipschitz on $B_C$. 
