Histopathology Grading Identification of Breast Cancer Based on Texture Classification Using GLCM and Neural Network Method
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Abstract. Breast cancer is the leading type of malignant tumor which is observed in women. The effective treatment depends on its early diagnosis. The gold standard of breast cancer is histopathologic examination of cancer cells. The determination of the grading in breast cancer is determined by three factors: pleomorphic, tubular formation and cell mitosis. This paper uses pleomorphic and tubular formation pattern from breast cell histopathology images. The proposed system consists of four major steps: preprocessing, segmentation, feature extraction and classification. We use k-means clustering method for image segmentation and use Gray level Cooccurrence Matrix (GLCM) for feature extraction with four features (i.e. angular second moment, contrast feature, entropy feature, and variance feature). The final step is grading classification which uses Backpropagation Neural Network. Some of important parameters will be varied in this process such as learning rate and the number of node in hidden layer. The research gives good result for the identification of breast cancer grading with 88% accuracy, 85% sensitivity, and 80% specificity.
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1. Introduction
Breast cancer is one of the highest causes of human death besides cervical cancer. There were 1.7 million women that were diagnosed with this disease. Not surprisingly, breast cancer is one of the highest mortality factors, especially for women. Every year 2 out of 10,000 women in the world are estimated to have breast cancer. The high mortality rate due to breast cancer is happened in the developed and developing countries. In 2013, the American Cancer Society said there were 296,980 women and 2,240 men positive for breast cancer and 39,620 women and 410 men died. The prevalence of cancer is quite high. Based on data from the Basic Health Research of Indonesia in 2013, the prevalence of tumors in Indonesia is 1.4 per 1000 population, or about 347,000 people [1].

Many studies refer to breast cancer but almost 50% of the data used comes from mammographic images. Histopathological examination is the gold standard for examination of breast cancer grading. Histopathological examination is a microscopic examination of the organism's tissues. According to Bloom - Richardson, in determining the grading of breast cancer is determined by three factors: nuclear pleomorphism, tubular formation and mitotic activity. Of the three factors can only be seen when we see the results of histopathological examination of breast cancer. For the determination of the grading of the pathologists manually counting the number of pleomorphic, tubular and mitotic according to their respective expertise.

In this study building intelligent systems using images of breast cancer histopathology preparations which are expected to be used to help pathologists determine quickly the histopathological grading of
breast cancer. The method used is K-Means clustering for image segmentation processing, Gray Level Co-Occurrence for its extraction feature and Backpropagation for intelligent system training.

In a study conducted in 2012 [2] uses image improvement with subsampling, smoothing, denoising and enhancement method. For segmentation using thresholding, edge detection, active contour, labelling and clustering. This research uses the feature extraction method based on image’s intensity, there are morphology, spectral, and texture. From some of the methods used, it is found that the lack of this research is in home base data which is used that has not been standardized so that it cannot be used by others.

In 2017 [3] made a study entitled "Automated grading of breast cancer histopathology using cascaded ensembles with a combination of multi-level image features. 3 Segmentation methods using shape, length and size variables. For feature extraction using the CNN (Convolution Neural Network) method and for classification using the SVM (Support Vector Machine) method. The results obtained from the study show the level of grade comparison between I, II and III. This is seen from the level of accuracy of each grading. A high degree of accuracy means showing high grade while a small degree of accuracy shows low grade. This makes it difficult to determine the middle grade because there is no clear limit for the level of accuracy for the middle grade. From the two studies, this study tries to improve the level of accuracy by applying the image segmentation method of k-means clustering. From the results of image integration using the k-means method shows a segmentation image that has not been able to separate the image of tubular formation, mitotic cells, and nuclear pleomorphism correctly, so that feature extraction is needed where in this study the characteristics are taken from the texture of the image using the Gray Level Co-Occurrence method Matrix (GLCM) and neural network as a classification of breast cancer grading through histopathological examination of cancer cells.

2. Material and Method
This type of research is analytical descriptive where in this study observes the image of breast biopsy result, all of which had been done by anatomical pathologists. All data stored in the Anatomy Pathology laboratory in the form of slides. The slides will be examined 10 times glance at different places. After that the doctor will add and take the average calculation results to determine the histopathological grading. This research uses 150 slides of Histopathology Anatomy (HPA) breast cancer biopsy with the grading score is determined by Anatomical Pathology experts. The data are consisted of 50 slides of grading 1, 50 slides of grading 2, and 50 slides of grading 3. The slide’s retrieval techniques were random data retrieval from hospital, either the slide’s results from tissue retrieval biopsy.

This research uses CLAHE (contrast-limited adaptive histogram equalization) method for contrast enhancement, k – means clustering for image segmentation. The result of image segmentation still has a lack of performance. It is failed to separate the tubular and nuclei images. To improve it, we use GLCM method for feature extraction to obtain the texture of segmented images, then the texture values could become the input for grading classification that is done by backpropagation neural network.

2.1. Nottingham Grading System (NGS) / Bloom-Richardson
At present, NGS is a scoring system recommended by World Health Organization (WHO), American Joint Committee on Cancer (AJCC), European Union (EU), and the Royal College of Pathologists (UK RC Path), and international consensus states that the NGS system is considered a 'gold standard' for grading breast cancer [4]. This modification has increased the ability to determine grading by anatomical pathologists [4].
2.2. Contrast-Limited Adaptive Histogram Equalization (CLAHE)

The slides of HPA breast cancer will be observed by microscope. The slide is captured by using digital camera microscope. The digital images from the digital camera have low qualities because of the environment brightness influences. We try to implement CLAHE method to improve the contrast of HPA digital slide images. The first step, we change the color channel of images RGB into CIE Lab channel. Then we use one individually color channel Luminance from the CIE Lab channel to be analyzed. The distribution of single channel can be adapted by using exponential distribution as [5].

\[ g = g_{\text{min}} - \left( \frac{1}{\alpha} \right) \ln \left[ 1 - P(f) \right] \]  

(1)

Where:
- \( g_{\text{min}} \) = minimum pixel value
- \( \alpha \) = the clip parameter,
- \( P(f) \) = Cumulative Probability Distribution

The histogram of output region is matched with the histogram that is specified by the distribution type using Rayleigh distribution [5].

\[ y = P(f(x|b)) = \int_0^x \frac{x}{b^2} e^{\left( \frac{-x^2}{2b^2} \right)} \]  

(2)

2.3. k – Means Clustering

K-means is one of the non-hierarchical data clustering methods that try to partition existing data into one or more clusters or groups. This method partitions data into clusters or groups so that the data which has the same characteristics are grouped into the same cluster and data that have different characteristics are grouped into other groups. The algorithm for performing k-means clustering is as follows:

Step 1: Determine the desired number of clusters (k)
Step 2: Determine the value of the initial centroids randomly
Step 3: Calculate the distance of each data to each centroid [6] [7]

\[ d(X,Y) = \sum_j (X_j - Y_j)^2 \]  

(3)

Where:
- \( X_j = \) the data,
- \( Y_j = \) the centroids

Step 4: Group the data into clusters based on the closest distance (minimum) to a cluster [6][7]

\[ \emptyset : \{1, ..., n\} \rightarrow \{1, ..., k\} \]  

(4)

Where:
- \( n = \) the number of data,
- \( k = \) the number of clusters
\[
\mu_j(\emptyset) = \arg\min_{\mu \in \mathbb{R}^d} \sum_i d(X_i, \mu) | \emptyset(i) = j)
\] (5)

Step 5: Recalculate the value of the centroids by calculating the mean value of the data from each cluster
Step 6: Perform steps 3-5 until the value of the centroids no longer changes.

Calculation of the distance between centroids and data can be done using the euclidean distance, cityblock, cosine, correlation, and hamming equations.

2.4. Gray Level Co-Occurrence Matrix (GLCM)
The GLCM matrix is calculated from the pixel value in pairs and has a certain intensity value with \(d\) is the distance between two pixels \((x_1, y_1)\) and \((x_2, y_2)\), \(\theta\) is defined as the angle between the two, then the GLCM matrix is the spatial distribution of \(P_{d,\theta}(i,j)\). Many papers write various versions of GLCM calculations, especially regarding the angle problem used. The following is an illustration that illustrates the angle direction with a distance of 1 pixel and there are 4 types of angles used by the features in GLCM [10]:

1. Angular Second Moment Feature (ASM Feature), measure pixel uniformity in the images with
\[
f_{e_1} = \sum_{i=0}^{N_x-1} \sum_{j=0}^{N_y-1} P_{d,\theta}(i,j)^2
\] (6)

2. Contrast Feature
To measure the gray various level between referenced pixels and its neighbour.
\[
f_{e_2} = \sum_{i=0}^{N_x-1} \sum_{j=0}^{N_y-1} \sum_{i=0}^{N_x-1} \sum_{j=0}^{N_y-1} P_{d,\theta}(i,j) \left( \frac{N_x N_y (i-j)^2}{1 + \sum_{i=0}^{N_x-1} \sum_{j=0}^{N_y-1} P_{d,\theta}(i,j)} \right)
\] (7)

3. Entropy Feature
To measure the irregularity of the gray distribution
\[
f_{e_3} = -\sum_{i=0}^{N_x-1} \sum_{j=0}^{N_y-1} P_{d,\theta}(i,j) \log(P_{d,\theta}(i,j))
\] (8)

4. Variance Feature
To measure the spread ability of the pixel values at around the combination of referenced pixels and the neighbourhood pixels.
\[
f_{e_4} = \sum_{i=0}^{N_x-1} \sum_{j=0}^{N_y-1} (i - \mu)^2 P_{d,\theta}(i,j)
\] (9)
2.5. Neural Network

In Figure 2, the example of backpropagation neural network configuration that consists of 3 neuron units in the input layer, x1, x2, and x3; 1 hidden layer with 2 neurons, namely z1 and z2; and 1 unit in the output layer, y. The weight that connects x1, x2, and x3 with the first neuron in the hidden layer, is v11, v21, and v31; b11 and b12 are the bias weights leading to the first and second layers of the hidden layer. The weight that connects z1 and z2 with the neurons in the output layer, is w1 and w2. The bias weight of b2 connects the hidden layer with the output layer. The activation function used between the input layer and the hidden layer, and between the hidden layer with the output layer is the logsig activation function.

![Figure 2. The Architecture of Backpropagation Neural Network [7]](image)

Each output units (Yk, k=1,2,3,...,m) improve the bias and their weights (j = 0,1,2,...,p) :

\[ W_{jk}(\text{new}) = W_{jk}(\text{old}) + \Delta w_{jk} \]  
(10)

\[ b_{2k}(\text{new}) = b_{2k}(\text{old}) + \Delta b_{2k} \]  
(11)

Each hidden units (Zj, j=1,2,3,...,p) improve the bias and their weights (i=0,1,2,...,n) :

\[ v_{ij}(\text{new}) = v_{ij}(\text{old}) + \Delta v_{ij} \]  
(12)

\[ b_{1j}(\text{new}) = b_{1j}(\text{old}) + \Delta b_{1j} \]  
(13)

3. Result and Discussion

The result of image enhancement in histopathology breast cancer slides is shown in Figure 3. From these figures, we can distinguish the better performance between before and after image’s contrast enhancement. After enhancement, the images appear clearer than original digital images. This results could help the clinicians and diagnosing software when observing the image become more accurate.
The result of image segmentation using k-means clustering is shown in Figure 4. This method can separate the pleomorphism, mitotic, and tubule formation. The lack of this method is still give unclear for these different patterns, then it could be make the difficulty of grading classification. This research uses the feature extraction method based on texture GLCM to find the accurate feature from the segmented results.

Figure 3. The result of CLAHE Method

Figure 4. The Result of Image Segmentation for Grade 1
Feature extraction is done on training data as well as testing to find out the characteristics that describe image diagnosis. This research uses the second-order statistical method, Gray Level Co-occurrence Matrices (GLCM) to determine the four texture features of the image, namely energy, entropy, contrast and entrophy. GLCM is used to determine the probability of pixel pairs neighboring to a certain degree of gray, distance, and angle. The GLCM research was carried out in four angular directions: 0°, 45°, 90°, and 135° with a distance of 1 pixel. [9] recommends only using the average value of texture features from all four angles if you want to avoid the dependence on neighboring pixels.

Backpropagation training in this research has aim to obtain a weight that is able to produce the calculation of the output as close as possible to the target so as to produce high accuracy. The initial weights are chosen randomly with a range of values from -1 to 1. The training phase is carried out by variations in backpropagation parameters, namely the maximum epoch, hidden layer, and learning rate. The results of backpropagation training are presented in Figure 5. The training results are expressed in terms of percentage accuracy. Training accuracy also illustrates the ability of backpropagation to recognize a given pattern. For input variations with the highest accuracy obtained from training with MSE value 0.0068. The backpropagation testing has aim to find out the backpropagation capabilities that have been built and trained to recognize new patterns. The backpropagation neural network can classify the histopathology grading of breast cancer with 88% accuracy, 85% sensitivity, and 80% specificity.

**Conclusion**

The results of image segmentation in breast cancer histopathology images are able to separate the histopathology grading pattern. The highest training accuracy is obtained using a variety of parameter
values generated from GLCM and the training data process in backpropagation neural network is 1 for the learning rate, 10 neurons in the hidden layer, and 10000 maximum epochs, with 88% accuracy, 85% sensitivity, and 80% specificity.

It is necessary to develop a method that is carried out by developing a more accurate feature extraction method by applying the feature selection method, so that it is expected to increase the accuracy value of the classification process.
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