Title
Measurement of the e(+)e(-) → π(+)π(-)π(0)π(0) cross section using initial-state radiation at BABAR

Permalink
https://escholarship.org/uc/item/3600c575

Journal
PHYSICAL REVIEW D, 96(9)

ISSN
2470-0010

Authors
Lees, JP
Poireau, V
Tisserand, V
et al.

Publication Date
2017-11-29

DOI
10.1103/PhysRevD.96.092009

Peer reviewed
Measurement of the $e^+e^- \rightarrow \pi^+\pi^-\pi^0\pi^0$ cross section using initial-state radiation at BABAR

J. P. Lees,1 V. Poireau,1 V. Tisserand,1 E. Grauges,2 A. Palano,3 G. Eigen,4 D. N. Brown,5 Yu. G. Kolomensky,5 M. Fritsch,5 H. Koch,6 T. Schroeder,6 C. Hearty,7a,7b T. S. Mattisson,7b J. A. McKenna,7b R. Y. So,7b V. E. Blinov,7a,8b,8c A. R. Buzkyak,8a V. P. Druzhinin,8a,8b V. B. Golubev,8a,8b E. A. Kravchenko,8a,8b A. P. Onuchin,9 S. I. Serednyakov,9 Yu. I. Skovpen,9a,9b E. P. Solodov,9a,9b K. Yu. Todyshev,9a,9b A. J. Lankford,10 J. W. Gary,10 O. Long,10 A. M. Eisner,11 W. S. Lockman,11 W. Panduro Vazquez,12 D. S. Chao,12 C. H. Cheng,12 B. Echenard,12 K. T. Flood,12 D. G. Hitlin,12 J. Kim,12 T. S. Miyashita,12 P. Ongmongkolkul,12 F. C. Porter,12 M. Röhrken,12 Z. Huard,13 B. T. Meadows,13 B. G. Pushpawela,13 M. D. Sokoloff,13 L. Sun,13 J. G. Smith,14 S. R. Wagner,14 D. Bernard,15 M. Verderi,15 D. Bettoni,16a C. Bozzi,16a R. Calabrese,16a,16b G. Cinabotto,16a,16b E. Fioravanti,16a,16b I. Garzia,16a,16b E. Luppi,16a,16b V. Santoro,16a A. Calcaterra,17 R. de Sangro,17 G. Finocchiaro,17 S. Martellotti,17 P. Patteri,17 I. M. Peruzzi,17 M. Piccolo,17 A. Soffer,57 S. M. Spanier,58 J. L. Ritchie,59 R. F. Schwitters,59 J. M. Izen,60 X. C. Lou,60 F. Bianchi,61a,61b F. De Mori,61a,61b M. Bellis,55 P. R. Burchat,55 E. M. T. Puccio,55 M. S. Alam,56 J. A. Ernst,56 R. Gorodeisky,57 N. Guttman,57 D. R. Peimer,57 M. Biasini,45a,45b E. Manoni,45a A. Rossi,45a G. Batignani,46a,46b G. Casarosa,46a,46b K. Honscheid,42 R. Kass,42 A. Gaz,43a M. Margoni,43a,43b M. Posocco,43a G. Simi,43a,43b F. Simonetto,43a,43b R. Stroili,43a,43b A. Zallo,17 S. Passaggio,18 C. Patrigiani,18a H. M. Lacker,19 B. Bhuyan,20 U. Mallik,21 C. Chen,22 J. Cochran,22 S. Preli,22 H. Ahmed,23 A. V. Gritsan,24 N. Arnaud,25 M. Davier,25 F. Le Diberder,25 A. M. Lutz,25 G. Wormser,25 D. J. Lange,26 F. Di Lodovico,28 R. Sacco,28 G. Cowan,29 Sw. Banerjee,30 D. N. Brown,30 C. L. Davis,30 A. G. Denig,31 W. Gradl,31 H. Ahmed,23 A. V. Gritsan,24 N. Arnaud,25 M. Davier,25 F. Le Diberder,25 A. M. Lutz,25 G. Wormser,25 D. J. Lange,26 F. Di Lodovico,28 R. Sacco,28 G. Cowan,29 Sw. Banerjee,30 D. N. Brown,30 C. L. Davis,30 A. G. Denig,31 W. Gradl,31 H. Ahmed,23 A. V. Gritsan,24 N. Arnaud,25 M. Davier,25 F. Le Diberder,25 A. M. Lutz,25 G. Wormser,25 D. J. Lange,26 F. Di Lodovico,28 R. Sacco,28 G. Cowan,29 Sw. Banerjee,30 D. N. Brown,30 C. L. Davis,30 A. G. Denig,31 W. Gradl,31 H. Ahmed,23 A. V. Gritsan,24 N. Arnaud,25 M. Davier,25 F. Le Diberder,25 A. M. Lutz,25 G. Wormser,25 D. J. Lange,26 F. Di Lodovico,28 R. Sacco,28 G. Cowan,29 Sw. Banerjee,30 D. N. Brown,30 C. L. Davis,30 A. G. Denig,31 W. Gradl,31 H. Ahmed,23 A. V. Gritsan,24 N. Arnaud,25 M. Davier,25 F. Le Diberder,25 A. M. Lutz,25 G. Wormser,25 D. J. Lange,26 F. Di Lodovico,28 R. Sacco,28 G. Cowan,29 Sw. Banerjee,30 D. N. Brown,30 C. L. Davis,30 A. G. Denig,31 W. Gradl,31 H. Ahmed,23 A. V. Gritsan,24 N. Arnaud,25 M. Davier,25 F. Le Diberder,25 A. M. Lutz,25 G. Wormser,25 D. J. Lange,26 F. Di Lodovico,28 R. Sacco,28 G. Cowan,29 Sw. Banerjee,30 D. N. Brown,30 C. L. Davis,30 A. G. Denig,31 W. Gradl,31 H. Ahmed,23 A. V. Gritsan,24 N. Arnaud,25 M. Davier,25 F. Le Diberder,25 A. M. Lutz,25 G. Wormser,25 D. J. Lange,26
The process $e^+e^- \to \pi^+\pi^-2\pi^0\gamma$ is investigated by means of the initial-state radiation technique, where a photon is emitted from the incoming electron or positron. Using 454.3 fb$^{-1}$ of data collected around a center-of-mass energy of $\sqrt{s} = 10.58$ GeV by the BABAR experiment at SLAC, approximately 150000 signal events are obtained. The corresponding nonradiative cross section is measured with a relative uncertainty of 3.6% in the energy region around 1.5 GeV, surpassing all existing measurements in precision. Using this new result, the channel’s contribution to the leading order hadronic vacuum polarization contribution to the anomalous magnetic moment of the muon is calculated as $(g^e\mu - 2)/2 = (17.9 \pm 0.1_{\text{stat}} \pm 0.6_{\text{syst}}) \times 10^{-10}$ in the energy range 0.85 GeV $< E_{CM} < 1.8$ GeV. In the same energy range, the impact on the running of the fine-structure constant at the $Z^0$-pole is determined as $\Delta\alpha^{\pi\gamma}(M_Z^2) = (4.44 \pm 0.02_{\text{stat}} \pm 0.14_{\text{syst}}) \times 10^{-4}$. Furthermore, intermediate resonances are studied and especially the cross section of the process $e^+e^- \to \omega\pi^0 \to \pi^+\pi^-2\pi^0$ is measured.
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I. INTRODUCTION

The anomalous magnetic moment of the muon, $g^e\mu - 2$, exhibits a discrepancy of more than three standard deviations [1] between experiment and theory, making it one of the most interesting puzzles in contemporary particle physics. New experiments to improve the measurement of $g^e\mu - 2$ are starting operation at Fermilab [2] and J-PARC [3]. On the theoretical side [4], the QED and weak contributions account for the largest contribution to $g^e\mu - 2$ and have been calculated with precision significantly exceeding the experiment. The theoretical prediction is limited by the hadronic contributions, which cannot be calculated perturbatively at low energies. Therefore, measured cross sections are used in combination with the optical theorem to compute the hadronic part of $g^e\mu - 2$. This leads to the dominant uncertainty in the standard model prediction of $g^e\mu - 2$, which is comparable to the experimental precision. Hence, in order to improve the theoretical prediction, accurate measurements of all hadronic final states are needed. In this paper, we present a new measurement of one of the least known cross sections, $e^+e^- \to \pi^+\pi^-2\pi^0$. This measurement supersedes a preliminary analysis [5] from BABAR on the same final state. The earlier measurement was performed on approximately half of the BABAR data set. Additionally, the new analysis improves the systematic uncertainties of the detection efficiency and of the background subtraction.

The limited precision of this cross section also limits the precision of the running of the fine-structure constant $\Delta\alpha$. The BABAR experiment is operated at fixed center-of-mass (CM) energies in the vicinity of 10.58 GeV. Therefore, the method of initial-state radiation (ISR) is used to determine a cross section over a wide energy range. This method uses events where one of the initial particles radiates a photon, thus lowering the effective CM energy available for hadron production in the electron-positron annihilation process. Events where the photon is emitted as final-state radiation (FSR) can be neglected since their produced number is extremely low and the FSR photon rarely is sufficiently energetic. Hence, the resulting radiative cross section is then converted back into the nonradiative cross section using the relation [6]

$$\frac{d\sigma_{\pi^+\pi^-2\pi^0}(M)}{dM} = \frac{2M}{s} \cdot W(s, x, C) \cdot \sigma_{\pi^+\pi^-2\pi^0}(M).$$

(1)

The radiative cross section of the final state $\pi^+\pi^-2\pi^0$ is denoted by $\sigma_{\pi^+\pi^-2\pi^0}$, while $\sigma_{\pi^+\pi^-2\pi^0}$ is the nonradiative equivalent. The variable $s$ is the square of the CM energy of the experiment, $x = \frac{2E_{\gamma}}{\sqrt{s}}$. $E_{\gamma}$ is the CM energy of the ISR photon, and $M = \sqrt{(1-x)s}$ is the invariant mass of the hadronic final state, equivalent to the effective CM energy $E_{CM}$ of the hadronic system. The radiator function $W(s, x, C)$ describes the probability at the squared CM energy $s$ for an ISR photon of energy $E_{\gamma}$ to be emitted in the polar angle range $|\cos \theta_{\gamma}| < C$. It is calculated to leading order in a closed form...
expression [7], while next-to-leading order (NLO) effects are accounted for by simulation using PHOKHARA [8,9].

This paper is structured as follows: in Sec. II, the BABAR detector and the analyzed data set are described. Section III outlines the basic event selection and the kinematic fit, while Sec. IV illustrates the background removal procedure. Acceptance and efficiency determination are explained in Sec. V. The main results, cross section and contributions to $\alpha_p = (g_p - 2)/2$ as well as $\Delta\alpha$ are presented in Sec. VI, followed by the investigation of intermediate resonances in Sec. VII.

II. THE BABAR DETECTOR AND DATA SET

The BABAR experiment was operated at the PEP-II storage ring at the SLAC National Accelerator Laboratory. Its CM energy was mainly set to the $\Upsilon(4S)$ resonance at 10.58 GeV, while smaller samples were taken at other energies. In this analysis, the full data set around the $\Upsilon(4S)$ is used, amounting to an integrated luminosity of 454.3 fb$^{-1}$ [10]. The BABAR detector is described in detail elsewhere [11,12].

The innermost part of the detector is a silicon vertex tracker (SVT), surrounded by the drift chamber (DCH), both operating in a 1.5 T magnetic field. Together, the SVT and DCH provide tracking information for charged particles. Neutral particles and electrons are detected in the electromagnetic calorimeter (EMC), which also measures their energy. Particle identification (PID) is provided by the information from the EMC, SVT, and DCH combined with measurements from the internally reflecting ring-imaging Cherenkov detector. Muons are identified using information from the instrumented flux return of the solenoid magnet, consisting of iron plates interleaved with resistive plate chambers and, in the later runs, limited streamer tubes.

The detector response to a given final state is determined by a detector simulation based on GEANT4 [13], which accounts for changes in the experimental setup over time.

Using the AkaQed [14] event generator, based on EVT [7,15], simulation samples of ISR channels are produced. These include the signal process (for efficiency calculation) as well as the background channels $\pi^+\pi^-\eta\gamma$, $2(\pi^+\pi^-\eta)\gamma$, $K^+K^-\eta\gamma$, and $K_sK^\pm\pi^\mp\gamma$. For the reaction $e^+e^-\rightarrow\pi^+\pi^-\eta\gamma$ two simulations exist within AkaQed, which differ by the presence of the intermediate resonances. The simulated processes are $e^+e^-\rightarrow\omega2\pi\eta\gamma$ (with $\omega\rightarrow\pi^+\pi^-\eta^0$) and $e^+e^-\rightarrow\eta\pi^+\pi^-\gamma$ (with $\eta\rightarrow3\pi^0$). An $e^+e^-\rightarrow\tau^+\tau^-\gamma$ sample was generated with KK2f [16]. In addition, the JETSET [17] generator is used to obtain a sample of continuum $e^+e^-\rightarrowq\bar{q}\gamma$ events (uds-sample) to investigate non-ISR-background contributions in data.

PHOKHARA [8,9], an event generator for ISR processes that includes the full NLO matrix elements, is used to cross-check the signal simulation and account for next-to-leading order ISR. Final-state radiation is simulated using PHOTOS [18].

III. EVENT SELECTION AND KINEMATIC FIT

For the final state $\pi^+\pi^-2\pi^0\gamma$ two charged tracks and at least five photons must be detected, since only the decay $\rho^0\rightarrow2\gamma$ is considered. The photon of highest CM energy is chosen as the ISR photon and is required to have an energy of at least 3 GeV. Furthermore, it must lie in the laboratory frame polar angle range $0.35\text{rad} < \theta_{\gamma}\text{ISR} < 2.45\text{rad}$, in which detection efficiencies have been extensively studied [14]. The distance of closest approach of a charged track to the beam axis in the transverse plane is required to be less than 1.5 cm. The distance of the point closest to the beam axis is required to be less than 2.5 cm along the beam axis from the event vertex. Additionally, the tracks are restricted to the polar angle range $0.4\text{rad} < \theta_{\gamma} < 2.45\text{rad}$ in the laboratory frame and must have a transverse momentum of at least 100 MeV/c. In order to select the back-to-back topology typical for ISR events with a hard photon, the minimum laboratory frame angle between the ISR photon and a charged track has to exceed 1.2 rad.

Photons with an energy in the laboratory frame $E_{\gamma\text{lab}} > 50$ MeV and with a polar angle within the same range as the ISR photon are considered to build the $\pi^0$ candidates (the charged track vertex is assumed as their point of origin). The invariant mass of each two-photon combination is required to be within $30\text{MeV}/c^2$ of the nominal $\pi^0$ mass [19], while the resolution is about $7\text{MeV}/c^2$. An event candidate is then built with the two selected tracks, the ISR photon, and any pair of $\pi^0$ candidates with no photons in common, with the further requirement that at least one of the four photons has to have an energy $E_{\gamma\text{lab}} > 100$ MeV.

Candidate events are subjected to a kinematic fit in the hypothesis $e^+e^-\rightarrow\pi^+\pi^-2\pi^0\gamma$ with six constraints (four from energy-momentum conservation and two from the $\pi^0$ mass). The photon combination achieving the best fit result is subsequently used in the reconstructed event. The distribution of $\chi^2(\pi^+\pi^-2\pi^0\gamma)$, the $\chi^2$ of the kinematic fit, is shown in Fig. 1 for data and simulation after full selection (also including the selection criteria described in the following paragraphs). The latter distribution is normalized to data in the region $\chi^2(\pi^+\pi^-2\pi^0\gamma) < 10$, where a lower background level is expected. The $\chi^2(\pi^+\pi^-2\pi^0\gamma)$ distributions in data and in the AkaQed simulation sample are similar in shape, but the tail of the data distribution shows the presence of background processes, which are discussed in Sec. IV. Only events with $\chi^2(\pi^+\pi^-2\pi^0\gamma) < 30$ are selected.

Besides the kinematic fit to the signal hypothesis, the events are subjected to kinematic fits of the background hypotheses $e^+e^-\rightarrow\pi^+\pi^-3\pi^0\gamma$, $e^+e^-\rightarrow\pi^+\pi^-\eta\gamma$, $e^+e^-\rightarrow\pi^+\pi^-\eta\gamma$, and $e^+e^-\rightarrow\pi^+\pi^-2\eta\gamma$ if the detected number of photons is sufficient for the respective hypothesis. As in the signal hypothesis, the photon pairs are constrained to the mass of the $\pi^0$ or $\eta$ meson in the kinematic fit. The same criteria are applied to the photons
as well as to the mass of each two-photon combination as in the kinematic fit to the signal hypothesis (replacing the nominal \(9^0\) mass by the \(\eta\) mass where applicable), and the best combination is selected. In the latter three hypotheses above, the resulting \(\chi^2\) values are used to reject the corresponding background channels. The contribution from \(\pi^+\pi^-\pi^0\gamma\) is suppressed by imposing the requirement \(\chi^2_{\pi^+\pi^-\pi^0\eta\gamma} \geq 25\). The possible background channels \(\pi^+\pi^-\pi^0\eta\gamma\) and \(\pi^+\pi^-2\eta\gamma\) (with \(\eta \rightarrow 2\gamma\) in both cases) are rejected through the requirements \(\chi^2_{\pi^+\pi^-\pi^0\eta\gamma} > \chi^2_{\pi^+\pi^-2\eta\gamma}\) and \(\chi^2_{\pi^+\pi^-2\eta\gamma} > \chi^2_{\pi^+\pi^-\pi^0\eta\gamma}\). The background from \(e^+e^- \rightarrow \pi^+\pi^-\pi^0\gamma\) is removed as outlined in Sec. IV B.

Events containing kaons or muons are suppressed by using the BABAR PID algorithms as outlined in Secs. IV C and IV D, respectively.

**IV. BACKGROUND**

Background events originate from continuum hadron production, hadron production via ISR, and the leptonic channel \(e^+e^- \rightarrow \tau^+\tau^-\), all shown in Fig. 2. Most events from such processes are removed by the selection outlined above, but specific vetoes are needed for particular channels containing kaons or muons, the latter predominantly produced in the decay \(e^+e^- \rightarrow J/\psi 2\pi^0\gamma \rightarrow \mu^+\mu^- 2\pi^0\gamma\). Furthermore, remaining background events are subtracted using simulation and sideband subtraction. The channel \(e^+e^- \rightarrow \pi^+\pi^-3\pi^0\gamma\) was determined to be the largest ISR background contribution. Since this process has not been measured with sufficient precision before, it is treated separately in a dedicated measurement reported below.

**A. Continuum processes**

The largest background contribution originates from continuum hadron production. In order to subtract this contribution, a simulation based on the JETSET generator [17] is used after modifications discussed below to make it more precise. The \(uds\)-MC events including a true photon (e.g., ISR or FSR photon, but not a photon from, e.g., a \(\pi^0\) decay) with \(E_\gamma > 3\) GeV at generator level are discarded. As the remaining continuum MC sample does not contain ISR events, a photon from a \(\pi^0\) decay must be misidentified as an ISR photon for the event to pass the selection criteria. Since the relative fraction of low-multiplicity events in the continuum simulation is rather unreliable, the continuum sample is normalized by comparing the \(\pi^0\) peak in the invariant \(\gamma_{ISR}\) mass to data (considering all \(\gamma_{ISR}\) combinations, where \(\gamma_{ISR}\) is the selected ISR photon and \(\gamma\) corresponds to any photon not already assigned to a \(\pi^0\)). The normalization scales the number of continuum events down by approximately a factor of 3 compared to the prediction by the generator (with a relative uncertainty of the normalization of roughly 20%) and is applied as a function of the invariant mass \(M(\pi^+\pi^-\pi^0\gamma)\) to give a precise result over the full energy range. As is visible in Fig. 2, continuum processes, which are subtracted using simulation, amount to approximately 3% of data in the peak region.

**B. \(e^+e^- \rightarrow \pi^+\pi^-3\pi^0\gamma\)**

Since this channel has so far only been measured with large uncertainties [20], a dedicated study was performed. For this purpose, candidate events are subjected to the

---

**FIG. 1.** The \(\chi^2_{\pi^+\pi^-\pi^0\gamma}\) distributions after full selection for data (black points) and the ARIQed generator (red crosses, normalized to the same area as data in the range \(\chi^2_{\pi^+\pi^-\pi^0\gamma} < 10\)). The vertical lines indicate the signal (\(\chi^2_{\pi^+\pi^-\pi^0\gamma} < 30\)) and sideband (\(30 < \chi^2_{\pi^+\pi^-\pi^0\gamma} < 60\)) regions used for background subtraction.

**FIG. 2.** The \(\pi^+\pi^-\pi^0\gamma\) data (black points) compared to simulated backgrounds after selection: \(uds\) continuum (red crosses), \(\pi^+\pi^-3\pi^0\gamma\) (blue solid circles), \(K\ K^+\pi^-\gamma\) (turquoise open squares), \(K^+K^-2\pi^0\gamma\) (yellow open triangles), \(\pi^+\pi^-\pi^0\gamma\) (pink solid triangles), \(2(\pi^+\pi^-\pi^0)\gamma\) (black solid squares), and \(\tau^+\tau^-\) (green solid stars) as a function of \(M(\pi^+\pi^-\pi^0\gamma)\).
kinematic fit under the hypothesis \(e^+e^- \rightarrow \pi^+\pi^-3\pi^0\gamma\). In this study continuum background is subtracted using the sample generated by JETSET, while ISR background is subtracted employing the method outlined in Sec. IV F. The resulting measured event spectrum is shown in Fig. 3. The detection efficiency of \(\pi^+\pi^-3\pi^0\gamma\) events is calculated using simulated samples of the intermediate states \(\omega2\pi^0\gamma\) and \(\eta\pi^+\pi^-\gamma\). Due to their distinct kinematics, the \(\chi^2_{\pi^+\pi^-3\pi^0\gamma}\) distributions differ and hence the detection efficiencies determined from either \(\omega2\pi^0\gamma\) or \(\eta\pi^+\pi^-\gamma\) differ by up to 67% from each other, depending on the invariant mass \(M_{\pi^+\pi^-3\pi^0}\).

Studying the \(3\pi^0\) and \(\pi^+\pi^-3\pi^0\) invariant mass distributions in data, it was found that—neglecting interference—about 38% of the \(\pi^+\pi^-3\pi^0\gamma\) events are produced via \(\omega2\pi^0\gamma\) and about 26% via \(\eta\pi^+\pi^-\gamma\), both for \(M_{\pi^+\pi^-3\pi^0}\) < 2.9 GeV/c². Hence, less than 40% of the \(\pi^+\pi^-3\pi^0\gamma\) events are produced through other channels or phase space. Since there is no simulation of this fraction of events, a mixture according to the measured production fractions of \(\omega2\pi^0\gamma\) and of \(\eta\pi^+\pi^-\gamma\) is used to estimate the detection efficiency. It has been checked in the almost-background-free data sample around the \(J/\psi\) resonance that the efficiency of the \(\chi^2_{\pi^+\pi^-3\pi^0}\) requirement is in excellent agreement between data and the simulation mixture, showing relative differences of less than 2%. The difference between the \(\omega2\pi^0\gamma\) and \(\eta\pi^+\pi^-\gamma\) efficiencies is taken as the uncertainty for the event fraction not simulated by the \(\omega2\pi^0\gamma\) or \(\eta\pi^+\pi^-\gamma\) samples. This results in a total relative uncertainty of 27% for the \(e^+e^- \rightarrow \pi^+\pi^-3\pi^0\gamma\) production rate. Other uncertainties are found to be smaller.

The \(M_{\pi^+\pi^-3\pi^0}\) invariant mass distributions in the \(\omega2\pi^0\gamma\) and \(\eta\pi^+\pi^-\gamma\) simulations differ significantly from the measured \(\pi^+\pi^-3\pi^0\gamma\) mass distribution. In order to make the simulation samples as realistic as possible and to use them to estimate the background due to \(\pi^+\pi^-3\pi^0\gamma\) events in the \(\pi^+\pi^-3\pi^0\gamma\) event sample, their \(M_{\pi^+\pi^-3\pi^0}\) distributions are adjusted to reproduce the measured event distribution. For this purpose each MC event is weighted with the factor \(N_{\text{measured}}/N_{\text{MC true}}\) depending on the event mass \(M_{\pi^+\pi^-3\pi^0}\), where \(N_{\text{measured}}\) is the number of events measured in data after efficiency correction and \(N_{\text{MC true}}\) is the number of events produced in simulation. The \(\pi^+\pi^-2\pi^0\gamma\) selection has different rejection rates for each simulation sample, since the \(\pi^+\pi^-2\pi^0\gamma\) selection is sensitive to the kinematics of the production process. Therefore, the efficiencies of the \(\eta\pi^+\pi^-\gamma\) and \(\omega2\pi^0\gamma\) simulation samples differ by up to 50% from the mixture of both samples. This number is taken as the uncertainty of the events not produced via \(\eta\pi^+\pi^-\gamma\) or \(\omega2\pi^0\gamma\), where the efficiency of the mixture is assumed.

This study shows that the \(e^+e^- \rightarrow \pi^+\pi^-3\pi^0\gamma\) background channel is responsible for less than 1% of the events in the peak region 1 GeV/c² ≤ \(M(\pi^+\pi^-2\pi^0)\) < 1.8 GeV/c², less than 3% for 1.8 GeV/c² ≤ \(M(\pi^+\pi^-2\pi^0)\) < 2.7 GeV/c², and less than 10% of the events for higher masses. It is the dominant ISR background contribution, as seen from the result in Fig. 2.

Both uncertainties outlined above need to be considered, namely the uncertainty of the \(\pi^+\pi^-3\pi^0\gamma\) yield (27%) and the uncertainty of the rejection rate of \(\pi^+\pi^-3\pi^0\gamma\) events in the \(\pi^+\pi^-2\pi^0\gamma\) selection (20%). Although both uncertainties have a common source they are conservatively assumed to be independent and added in quadrature. This results in a total relative uncertainty of 33% of the \(\pi^+\pi^-3\pi^0\gamma\) background level.

Hence for 1 GeV/c² < \(M(\pi^+\pi^-2\pi^0)\) < 1.8 GeV/c² the \(e^+e^- \rightarrow \pi^+\pi^-3\pi^0\gamma\) background yields an uncertainty of less than 0.33%, 1.0% for \(M(\pi^+\pi^-2\pi^0)\) < 2.7 GeV/c², and 3.3% for higher masses, relative to the measured number of \(\pi^+\pi^-2\pi^0\) events. As is shown in Sec. IV G, this is consistent with the independent final estimate for the background systematics.

C. Kaonic final states

Two sizable background channels including kaons exist: \(e^+e^- \rightarrow K^+K^-2\pi^0\gamma\) and \(e^+e^- \rightarrow K^+K^-\pi^+\pi^-\gamma\). These final states are suppressed by requiring none of the charged tracks to be selected as a kaon by the particle identification algorithm. This algorithm uses a likelihood-based method outlined in Ref. [14] and introduces a systematic uncertainty of 0.5%. As shown in Fig. 2, the remaining background contributions amount to 0.5% and 0.25% for \(K^+K^-\pi^+\pi^-\gamma\) and \(K^+K^-2\pi^0\gamma\), respectively, and are subtracted via simulation.

D. Muonic final states

The only sizable muon contribution is produced by the channel \(e^+e^- \rightarrow J/\psi2\pi^0\gamma \rightarrow \mu^+\mu^-2\pi^0\gamma\). Therefore a
combined veto is applied. If the invariant mass of the two charged tracks is compatible with the \( J/\psi \) mass and at least one of the charged tracks is identified as a muon, the event is rejected. Tracks are identified as muons using a cut-based approach combining information from the electromagnetic calorimeter and the instrumented flux return [11,12]. It is observed that this combined veto rejects up to 70% of the data sample around the \( \psi(2S) \) mass, while its effect is negligible in the remaining mass range. Due to the uncertainty of the selector, a systematic uncertainty of 2% is introduced in the \( \psi(2S) \) region.

Despite the dedicated veto, a number of muon events still survive the selection due to inefficiency and misidentification of the PID algorithm. Since the muon identification efficiency and \( \pi^\pm \rightarrow \mu^\pm \) misidentification probability are well known for the BABAR PID procedures, the remaining muon contribution is calculated from the data and subsequently removed. This yields a remaining muon background at the \( \psi(2S) \) peak of approximately 4% of the data, while the rest of the mass spectrum is negligibly affected.

After removing the muonic backgrounds, no \( \psi(2S) \) peak is observed in data.

**E. Additional background contributions**

Besides the background contributions listed above, the channels \( \pi^+\pi^-\pi^0\gamma \) (after selection < 0.2% compared to signal) and \( \pi^+\pi^-4\pi^0\gamma \) (after selection < 0.1% compared to signal) are subtracted using the generated AfkQed.

The generator KK2f [16] is used for the final state \( \tau^+\tau^- \) but after the event selection less than ten events remain to be subtracted, shown in Fig. 2. Other background contributions are negligible.

**F. Alternative method: sideband subtraction**

The sideband subtraction method is a statistical procedure based on the \( \chi^2_{\pi^+\pi^-2\pi^0} \) distribution of the kinematic fit to determine the appropriate number of events to subtract in each mass bin. The number of signal events is calculated as

\[
N_{1s} = \frac{\beta}{\beta-\alpha}N_1 - \frac{1}{\beta-\alpha}N_2, \tag{2}
\]

where \( N_1 \) and \( N_2 \) are the measured event numbers in the signal (\( \chi^2 \leq 30 \)) and sideband (\( 30 < \chi^2 < 60 \)) regions, respectively, such that \( \alpha = N_{2s}/N_{1s} \) with events purely from the signal channel and \( \beta = N_{2b}/N_{1b} \) with events purely from background. The signal \( \chi^2 \)-distribution is taken from simulation, while the background is modeled by the difference between data and signal simulation (normalized at very low \( \chi^2 \)); hence no background simulation is used. The background contribution from continuum processes is subtracted beforehand. The resulting background level compared to data is shown in Fig. 4 as a function of \( M(\pi^+\pi^-2\pi^0) \).

**G. Comparison and systematic uncertainties**

The two independent methods of subtracting the remaining background outlined above are compared in order to estimate the corresponding systematic uncertainty. In the calculation of the \( \pi^+\pi^-2\pi^0 \) cross section the background subtraction procedure based on simulation is used. The relative difference of the result from the sideband method is shown in Fig. 5. From this distribution, systematic uncertainties of 1.0% in the region 1.2 GeV/c\(^2\) < \( M(\pi^+\pi^-2\pi^0) \) < 2.7 GeV/c\(^2\), and 6.0% for \( M(\pi^+\pi^-2\pi^0) > 2.7 \) GeV/c\(^2\) are determined. For 0.85 GeV/c\(^2\) ≤ \( M(\pi^+\pi^-2\pi^0) \) < 1.2 GeV/c\(^2\) the systematic uncertainty due to background subtraction is determined for each bin individually from the difference between the two subtraction methods.
V. ACCEPTANCE AND EFFICIENCIES

In order to calculate the efficiency of detecting a $\pi^+\pi^-2\pi^0\gamma$ event with the ISR photon generated in the angular range $|\cos(\theta^e)| < C = 0.94$ as a function of $M(\pi^+\pi^-2\pi^0)$, the detector simulation and event selection are applied to signal simulation. The result is subsequently divided by the number of events before selection, yielding the global efficiency shown in Fig. 6. The sharp drop observed at low invariant masses is due to the kinematics of the ISR process. Low invariant masses correspond to a very high energetic ISR photon. Momentum conservation then dictates that the hadronic system must be emitted in a relatively small cone in the opposite direction of the ISR photon. Therefore, at small hadronic invariant masses the inefficiency due to overlapping tracks or photons is increased. Because ISR photons are radiated mostly at small polar angles, the probability of losing tracks or photons is increased. Because ISR photons are hadronic invariant masses the inefficiency due to overlapping opposite direction of the ISR photon. Therefore, at small hadronic system to the nonfiducial volume of the detector is significantly enhanced at small invariant masses.

A. Photon efficiency

In order to correct for inactive material, nonfunctioning crystals, and other sources of inefficiency in the photon detection, which may not be included in simulation, a detailed study is performed [21]. For this purpose, the photon in $\mu^+\mu^-\gamma$ events is predicted based on the kinematic information from the charged tracks. The probability to detect the predicted photon is then compared between data and simulation. The probability of detecting a $\pi^0$ is studied extensively to uncover possible discrepancies between data and simulation which would need to be corrected. In the ISR process $e^+e^-\rightarrow \omega\pi^0\gamma$, the unmeasured $\pi^0$ from the decay $\omega\rightarrow \pi^+\pi^-\pi^0\gamma$ can be inferred by a kinematic fit. The $\pi^0$ reconstruction efficiency is then determined as the fraction of events in the $\omega$ peak of the $M(\pi^+\pi^-\pi^0\gamma)$ distribution in which the $\pi^0$ has been detected. This method is applied to data and simulation to determine differences between them. The resulting $\pi^0$ detection efficiencies yield an efficiency correction of $\Delta\varepsilon_{\pi^0}(MC-\text{data}) = (3.0 \pm 1.0)\%$ per $\pi^0$ [22], which reduces the total detection efficiency calculated in simulation and has been studied to be valid in the full angular and momentum range.

B. Tracking efficiency

Efficiency differences between data and MC are also observed in track reconstruction. This is investigated using $e^+e^-\rightarrow \pi^+\pi^-\pi^+\pi^-\gamma$ events with one missing track [21]. The missing track is predicted using a kinematic fit and the detection efficiency for the missing track is obtained in data and MC. Due to imperfect description of track overlap, small differences uniform in polar angle and transverse momentum exist. These yield a tracking efficiency correction of $\Delta\varepsilon_{\text{track}}(MC-\text{data}) = (0.9 \pm 0.8)\%$ for both tracks combined, slightly reducing the total detection efficiency calculated in simulation.

C. $\pi^0$ efficiency

The probability of detecting a $\pi^0$ is studied extensively to uncover possible discrepancies between data and simulation which would need to be corrected. In the ISR process $e^+e^-\rightarrow \omega\pi^0\gamma$, the unmeasured $\pi^0$ from the decay $\omega\rightarrow \pi^+\pi^-\pi^0\gamma$ can be inferred by a kinematic fit. The $\pi^0$ reconstruction efficiency is then determined as the fraction of events in the $\omega$ peak of the $M(\pi^+\pi^-\pi^0\gamma)$ distribution in which the $\pi^0$ has been detected. This method is applied to data and simulation to determine differences between them. The resulting $\pi^0$ detection efficiencies yield an efficiency correction of $\Delta\varepsilon_{\pi^0}(MC-\text{data}) = (3.0 \pm 1.0)\%$ per $\pi^0$ [22], which reduces the total detection efficiency calculated in simulation and has been studied to be valid in the full angular and momentum range.

D. $\chi^2_{\pi^+\pi^-2\pi^0\gamma}$ selection efficiency

The choice of $\chi^2_{\pi^+\pi^-2\pi^0\gamma} < 30$ is studied by varying this requirement between 20 and 40, yielding relative differences up to 0.4%, which is consequently used as the associated uncertainty. This uncertainty is confirmed in a study over a wider range up to $\chi^2_{\pi^+\pi^-2\pi^0\gamma} = 100$, which uses a clean event sample requiring exactly five photons in
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FIG. 6. The simulated efficiency as a function of the $\pi^+\pi^-2\pi^0$ invariant mass.
the final state in addition to the usual selection. The result is shown in Fig. 7, where very good agreement between the \( \chi^2_{\pi^+\pi^-2\pi^0} \) distributions in data and simulation is observed.

VI. CROSS SECTION

The main purpose of this analysis is to determine the nonradiative cross section from the measured event rate,

\[
\sigma_{\pi^+\pi^-2\pi^0}(M) = \frac{dN_{\pi^+\pi^-2\pi^0}(M)}{dL(M) \cdot e(M)(1 + \delta(M))}, \tag{3}
\]

Here, \( M \equiv M(\pi^+\pi^-2\pi^0) \), \( dN_{\pi^+\pi^-2\pi^0} \) is the number of events after selection and background subtraction in the interval \( dM \), \( dL \) the differential ISR luminosity, \( e(M) \) the combined acceptance and efficiency, and \( \delta \) the correction for radiative effects including FSR. The AfkQed generator used in combination with the detector simulation contains corrections for NLO-ISR collinear to the beam as well as FSR corrections implemented by PHOTOS [18]. The NLO_ISR correction is calculated by comparing the generator with PHOKHARA [8], which includes the full ISR contributions up to NLO. An effect of \((0.8 \pm 0.1_{\text{stat}} \pm 0.5_{\text{syst}})$%\), constant in \( M(\pi^+\pi^-2\pi^0) \), is observed and subsequently corrected for. Final-state radiation shifts events towards smaller invariant masses. Therefore, a mass-dependent correction is applied corresponding to the relative change in the content of each mass bin. This is calculated by dividing the simulated event rate with FSR by the event rate without FSR, as shown in Fig. 8. The measured event distribution is then divided by the phenomenological fit function to reverse the effect of FSR. Besides radiative effects, the mass resolution is considered in the cross section measurement. The invariant mass \( M(\pi^+\pi^-2\pi^0) \) has a resolution of 15 MeV/c^2 in the range of interest. Since the cross section is given in bins of 20 MeV/c^2, events with nominal bin-center mass are distributed such that 50% will lie in the central bin, 23% in each neighboring bin, and 2% in the next bins. The effect of the mass resolution has been studied by performing unfolding procedures based on singular value decomposition [23] and Tikhonov regularized \( \chi^2 \) minimization with L-curve optimization [24]. It is observed that the effect of the mass resolution is consistent with 0 with a systematic uncertainty of 0.3%.

Once all corrections are applied and the efficiency is determined (including data-MC differences from photon, track and \( \pi^0 \) detection), Eq. (3) is employed to calculate the nonradiative cross section \( \sigma \), displayed in Fig. 9 and listed in Table I.

Removing the effect of vacuum polarization (VP) leads to the undressed cross section \( \sigma^{(0)} \), which is related to its originally dressed equivalent \( \sigma \) through the transformation [25]

\[
\sigma^{(0)}_{\pi^+\pi^-2\pi^0}(E_{\text{CM}}) = \sigma_{\pi^+\pi^-2\pi^0}(E_{\text{CM}}) \cdot \left( \frac{\alpha(0)}{\alpha(E_{\text{CM}})} \right)^2, \tag{4}
\]

where \( \alpha \) is the QED coupling at the center-of-mass energy \( E_{\text{CM}} \), with \( \alpha(0) = 7.2973525664 \times 10^{-3} \) [19]. The undressed cross section is also listed in Table I.

A. Systematic uncertainties

Table II shows the systematic uncertainties in this analysis. The efficiency predicted by the Monte Carlo generator AfkQed is affected by the relative weight of the resonances included in the simulation. The model used in AfkQed includes the \( \rho \), \( \rho' \), and \( \rho'' \) resonances as well as the intermediate states \( 2\pi^0 \), \( a_1(1260)\pi \), and a small contribution from \( 2\rho^0 \). The corresponding uncertainty due to their relative weight was determined to be less than 0.4%.
TABLE I. The measured $e^+e^-$ → $\pi^+\pi^-\pi^0\pi^0$ cross section. The dressed $\sigma$ (including VP) and the undressed $\sigma^{(0)}$ (without VP) cross sections are reported separately, each with the corresponding statistical uncertainties.

| $E_{CM}$(GeV) | $\sigma$(nb) | $\sigma^{(0)}$(nb) |
|---------------|-------------|-------------------|
| 0.85          | 0.05 ± 0.12 | 0.05 ± 0.11       |
| 0.87          | 0.24 ± 0.08 | 0.23 ± 0.07       |
| 0.89          | 0.23 ± 0.12 | 0.22 ± 0.12       |
| 0.91          | 0.31 ± 0.08 | 0.30 ± 0.07       |
| 0.93          | 0.98 ± 0.16 | 0.95 ± 0.16       |
| 0.95          | 2.46 ± 0.23 | 2.38 ± 0.23       |
| 0.97          | 3.98 ± 0.31 | 3.86 ± 0.30       |
| 0.99          | 4.86 ± 0.32 | 4.75 ± 0.32       |
| 1.01          | 6.32 ± 0.38 | 6.41 ± 0.39       |
| 1.03          | 8.09 ± 0.40 | 7.43 ± 0.37       |
| 1.05          | 9.85 ± 0.42 | 9.32 ± 0.40       |
| 1.07          | 10.06 ± 0.42| 9.59 ± 0.40       |
| 1.09          | 12.08 ± 0.44| 11.56 ± 0.43      |
| 1.11          | 12.62 ± 0.45| 12.10 ± 0.43      |
| 1.13          | 14.02 ± 0.47| 13.47 ± 0.45      |
| 1.15          | 15.26 ± 0.48| 14.67 ± 0.47      |
| 1.17          | 16.39 ± 0.48| 15.77 ± 0.47      |
| 1.19          | 17.33 ± 0.49| 16.69 ± 0.47      |
| 1.21          | 18.66 ± 0.53| 17.98 ± 0.51      |
| 1.23          | 20.62 ± 0.52| 19.89 ± 0.51      |
| 1.25          | 20.66 ± 0.52| 19.93 ± 0.50      |
| 1.27          | 21.75 ± 0.55| 21.00 ± 0.53      |
| 1.29          | 23.62 ± 0.54| 22.81 ± 0.52      |
| 1.31          | 24.51 ± 0.55| 23.68 ± 0.53      |
| 1.33          | 25.43 ± 0.55| 24.57 ± 0.53      |
| 1.35          | 26.13 ± 0.56| 25.25 ± 0.54      |
| 1.37          | 28.49 ± 0.58| 27.54 ± 0.56      |
| 1.39          | 28.50 ± 0.57| 27.55 ± 0.55      |
| 1.41          | 29.56 ± 0.57| 28.58 ± 0.55      |
| 1.43          | 31.45 ± 0.59| 30.41 ± 0.57      |
| 1.45          | 31.66 ± 0.59| 30.62 ± 0.57      |
| 1.47          | 31.80 ± 0.59| 30.75 ± 0.57      |
| 1.49          | 32.07 ± 0.58| 31.00 ± 0.56      |
| 1.51          | 31.64 ± 0.57| 30.57 ± 0.56      |
| 1.53          | 30.53 ± 0.56| 29.48 ± 0.54      |
| 1.55          | 29.24 ± 0.55| 28.21 ± 0.53      |
| 1.57          | 29.26 ± 0.55| 28.23 ± 0.53      |
| 1.59          | 27.01 ± 0.51| 26.05 ± 0.49      |
| 1.61          | 27.02 ± 0.51| 26.06 ± 0.49      |
| 1.63          | 26.19 ± 0.50| 25.26 ± 0.48      |
| 1.65          | 24.80 ± 0.48| 23.91 ± 0.46      |
| 1.67          | 24.60 ± 0.48| 23.71 ± 0.46      |
| 1.69          | 22.56 ± 0.46| 21.73 ± 0.44      |
| 1.71          | 21.89 ± 0.45| 21.07 ± 0.43      |
| 1.73          | 20.93 ± 0.44| 20.14 ± 0.43      |
| 1.75          | 19.20 ± 0.42| 18.47 ± 0.40      |
| 1.77          | 17.76 ± 0.41| 17.08 ± 0.39      |
| 1.79          | 15.94 ± 0.38| 15.33 ± 0.36      |
| 1.81          | 14.94 ± 0.37| 14.37 ± 0.35      |
| 1.83          | 13.03 ± 0.34| 12.33 ± 0.32      |
| 1.85          | 12.47 ± 0.34| 11.99 ± 0.32      |
| 1.87          | 10.95 ± 0.31| 10.53 ± 0.29      |

(Continued)
| $E_{\text{CM}}$(GeV) | $\sigma$(nb) | $\sigma^{(0)}$(nb) |
|---------------------|-------------|---------------------|
| 2.99                | 1.00 ± 0.09 | 0.97 ± 0.08         |
| 3.01                | 0.91 ± 0.08 | 0.90 ± 0.08         |
| 3.03                | 0.91 ± 0.08 | 0.90 ± 0.08         |
| 3.05                | 0.98 ± 0.08 | 0.99 ± 0.08         |
| 3.07                | 1.17 ± 0.09 | 1.21 ± 0.09         |
| 3.09                | 2.44 ± 0.15 | 3.14 ± 0.19         |
| 3.11                | 2.28 ± 0.15 | 1.83 ± 0.12         |
| 3.13                | 0.95 ± 0.08 | 0.85 ± 0.07         |
| 3.15                | 0.87 ± 0.08 | 0.80 ± 0.07         |
| 3.17                | 0.76 ± 0.06 | 0.71 ± 0.06         |
| 3.19                | 0.69 ± 0.06 | 0.64 ± 0.06         |
| 3.21                | 0.82 ± 0.07 | 0.77 ± 0.07         |
| 3.23                | 0.65 ± 0.06 | 0.61 ± 0.06         |
| 3.25                | 0.65 ± 0.06 | 0.61 ± 0.06         |
| 3.27                | 0.59 ± 0.06 | 0.55 ± 0.05         |
| 3.29                | 0.62 ± 0.06 | 0.59 ± 0.06         |
| 3.31                | 0.54 ± 0.05 | 0.51 ± 0.05         |
| 3.33                | 0.59 ± 0.06 | 0.56 ± 0.06         |
| 3.35                | 0.47 ± 0.05 | 0.45 ± 0.05         |
| 3.37                | 0.59 ± 0.06 | 0.56 ± 0.06         |
| 3.39                | 0.54 ± 0.06 | 0.51 ± 0.05         |
| 3.41                | 0.59 ± 0.06 | 0.56 ± 0.06         |
| 3.43                | 0.47 ± 0.05 | 0.45 ± 0.05         |
| 3.45                | 0.39 ± 0.04 | 0.37 ± 0.04         |
| 3.47                | 0.41 ± 0.05 | 0.39 ± 0.05         |
| 3.49                | 0.51 ± 0.06 | 0.48 ± 0.05         |
| 3.51                | 0.55 ± 0.06 | 0.53 ± 0.06         |
| 3.53                | 0.52 ± 0.06 | 0.50 ± 0.06         |
| 3.55                | 0.46 ± 0.06 | 0.44 ± 0.05         |
| 3.57                | 0.42 ± 0.05 | 0.40 ± 0.05         |
| 3.59                | 0.37 ± 0.04 | 0.35 ± 0.04         |
| 3.61                | 0.37 ± 0.05 | 0.35 ± 0.05         |
| 3.63                | 0.38 ± 0.05 | 0.37 ± 0.05         |
| 3.65                | 0.31 ± 0.04 | 0.31 ± 0.04         |
| 3.67                | 0.35 ± 0.05 | 0.35 ± 0.05         |
| 3.69                | 0.36 ± 0.04 | 0.27 ± 0.03         |
| 3.71                | 0.31 ± 0.04 | 0.28 ± 0.04         |
| 3.73                | 0.29 ± 0.04 | 0.27 ± 0.04         |
| 3.75                | 0.32 ± 0.04 | 0.30 ± 0.04         |
| 3.77                | 0.22 ± 0.03 | 0.20 ± 0.03         |
| 3.79                | 0.28 ± 0.04 | 0.26 ± 0.04         |
| 3.81                | 0.27 ± 0.04 | 0.25 ± 0.04         |
| 3.83                | 0.18 ± 0.03 | 0.17 ± 0.03         |
| 3.85                | 0.23 ± 0.03 | 0.22 ± 0.03         |
| 3.87                | 0.25 ± 0.04 | 0.24 ± 0.04         |
| 3.89                | 0.21 ± 0.03 | 0.20 ± 0.03         |
| 3.91                | 0.21 ± 0.03 | 0.20 ± 0.03         |
| 3.93                | 0.25 ± 0.04 | 0.24 ± 0.04         |
| 3.95                | 0.14 ± 0.03 | 0.14 ± 0.02         |
| 3.97                | 0.20 ± 0.03 | 0.19 ± 0.03         |
| 3.99                | 0.14 ± 0.03 | 0.13 ± 0.02         |
| 4.01                | 0.19 ± 0.03 | 0.18 ± 0.03         |
| 4.03                | 0.18 ± 0.03 | 0.17 ± 0.03         |
| 4.05                | 0.16 ± 0.03 | 0.16 ± 0.03         |
| 4.07                | 0.18 ± 0.03 | 0.17 ± 0.03         |

The normalization of the continuum simulation introduces an uncertainty which translates to 2.0% in the mass range above 3.2 GeV/$c^2$ and 1.0% below. The PID algorithms in this analysis generate 0.5% uncertainty from the kaon identification and 2.0% uncertainty from the combined muon veto above 3.2 GeV/c². Assuming these effects to be uncorrelated, the total systematic uncertainties listed in Table II are found in

| $M(\pi^+\pi^-2\pi^0)$(GeV/$c^2$) | < 1.2 | 1.2–2.7 | 2.7–3.2 | > 3.2 |
|----------------------------------|-------|--------|--------|-------|
| Tracking eff.                   | 0.8%  | 0.8%   | 0.8%   | 0.8%  |
| $\gamma$ eff.                   | 0.4%  | 0.4%   | 0.4%   | 0.4%  |
| 2$\pi^0$ eff.                   | 2.0%  | 2.0%   | 2.0%   | 2.0%  |
| $x_{1}^{\pi^{+}\pi^{-}2\pi^{0}}$ eff. | 0.4% | 0.4% | 0.4% | 0.4% |
| Generator model                 | 0.4%  | 0.4%   | 0.4%   | 0.4%  |
| Mass res.                       | 0.3%  | 0.3%   | 0.3%   | 0.3%  |
| FSR                             | 1.0%  | 1.0%   | 1.0%   | 1.0%  |
| NLO ISR                         | 0.5%  | 0.5%   | 0.5%   | 0.5%  |
| ISR luminosity                  | 1.0%  | 1.0%   | 1.0%   | 1.0%  |
| Continuum bkg                   | 1.0%  | 1.0%   | 1.0%   | 1.0%  |
| ISR background                  | 1–100%| 1.0%   | 6.0%   | 6.0%  |
| Kaon PID                        | 0.5%  | 0.5%   | 0.5%   | 0.5%  |
| Muon PID                        | 0%    | 0%     | 0%     | 2.0%  |
| Total                           | 3–100%| 3.1%   | 6.7%   | 7.2%  |

(Table continued)
different mass regions. For \( M(\pi^+\pi^-2\pi^0) \leq 1.2 \text{ GeV}/c^2 \), the systematic uncertainty due to ISR background subtraction is determined bin by bin and ranges from 1% to 100%. In this region the absolute systematic uncertainty due to ISR background subtraction is calculated as \((0.455 \cdot E_{CM}/\text{GeV}–0.296)\) nb. In the region below 0.85 GeV\(^2/c^2\) the measurement is compatible with 0.

B. Comparison to theory and other experiments

The measured cross section is compared to existing data in Fig. 10. Our new measurement covers the energy range from 0.85 to 4.5 GeV. The previously existing data were collected by the experiments ACO [26,27], ADONE MEA [28–30], ADONE \(\gamma\gamma\) [31], DCI-M3N [20], ND [32], OLYA [33], and SND [34,35]. The new measurement is in reasonable agreement with the previous experiments except for ND, which lies significantly above all others.

This cross section measurement is an important benchmark for existing theoretical calculations. In Fig. 11, the prediction from chiral perturbation theory including \(\omega\), \(\alpha\), and double \(\rho\) exchange [36] is shown in comparison to data. The prediction exhibits similar behavior as the measured cross section, underestimating it slightly but especially at low energies this discrepancy is covered by the systematic uncertainties.

C. Contribution to \(a_\mu\) and \(\Delta a\)

The result of this analysis is of major importance for the theoretical prediction of the muon gyromagnetic anomaly \(a_\mu\). Before BABAR, the channel \(e^+e^\to\pi^+\pi^-2\pi^0\) was estimated to contribute approximately 2.4% of the leading order hadronic part of \(a_\mu\), but the size of its uncertainty was more than one fifth of the uncertainty of all hadronic contributions combined [37].

The theoretical prediction of \(a_\mu\) relates the undressed \(e^+e^-\) cross section of a given final state \(X\) to the corresponding contribution to \(a_\mu\) at leading order via [38]

\[
a_\mu^X = \frac{1}{4\pi^3} \int_{s_{\text{min}}}^{\infty} K_\mu(s) \cdot \frac{1 - 4m_e^2/s}{1 + 2m_e^2/s} \cdot \sigma_{e^+e^-\to X}(s) ds,
\]

where \(K_\mu(s)\) is the muon kernel function and \(m_e\) the electron mass [19]. Integrating over the energy region \(0.85 \text{ GeV} \leq E_{CM} \leq 1.8 \text{ GeV}\) we find

\[
a_\mu^{\pi^+\pi^-2\pi^0} = (17.9 \pm 0.1_{\text{stat}} \pm 0.6_{\text{syst}}) \times 10^{-10},
\]

where the first uncertainty is statistical and the second systematic, giving a total relative precision of 3.3%.

Before BABAR, the world average covered the energy range 1.02 GeV \(\leq E_{CM} \leq 1.8\) GeV and yielded the result \((16.76 \pm 1.31 \pm 0.20_{\text{rad}}) \times 10^{-10}\) [37], implying a total relative precision of 7.9%. In this region we measure \(a_\mu^{\pi^+\pi^-2\pi^0} = (17.4 \pm 0.1_{\text{stat}} \pm 0.6_{\text{syst}}) \times 10^{-10}\) in agreement with the previous value. The uncertainties correspond to a total relative precision of 3.2%. Hence, the relative precision of the BABAR measurement alone is a factor 2.5 higher than the precision of the world data set without BABAR.

\footnote{The second uncertainty corresponds to a correction of radiative effects, while the first is the combined statistical and systematic uncertainty.}
For comparison with theory predictions it is worthwhile extending the energy range to higher values. Hence, in the energy range $0.85 \text{ GeV} \leq E_{\text{CM}} \leq 3.0 \text{ GeV}$ we obtain $a_{\pi^+ \pi^- 2\pi^0} = (21.8 \pm 0.1_{\text{stat}} \pm 0.7_{\text{syst}}) \times 10^{-10}$.

Similar to $a_{\mu}$, the measured undressed cross section can be used to determine this channel’s contribution to the running of the fine-structure constant $\alpha$ [25],

$$\alpha(q^2) = \frac{\alpha(0)}{1 - \Delta\alpha(q^2)},$$

where $\Delta\alpha$ is the sum of all higher order corrections and $q^2$ is the squared momentum transfer. The running of $\alpha$ is often evaluated at the $Z^0$ pole ($q^2 = M_Z^2 c^4$). In the energy range $0.85 \text{ GeV} \leq E_{\text{CM}} \leq 1.8 \text{ GeV}$ the value

$$\Delta\alpha_{\pi^+ \pi^- 2\pi^0}(M_Z^2 c^4) = (4.44 \pm 0.02_{\text{stat}} \pm 0.14_{\text{syst}}) \times 10^{-4}$$

is calculated from this measurement. For higher energies, $0.85 \text{ GeV} \leq E_{\text{CM}} \leq 3.0 \text{ GeV}$, we find $\Delta\alpha_{\pi^+ \pi^- 2\pi^0}(M_Z^2 c^4) = (6.58 \pm 0.02_{\text{stat}} \pm 0.22_{\text{syst}}) \times 10^{-4}$.

VII. INTERMEDIATE RESONANCES

The channel $e^+ e^- \rightarrow \pi^+ \pi^- 2\pi^0$ is also of interest due to its internal structures. These shed light on the production process of hadrons and can probe theoretical models or provide input for the latter [39]. In Ref. [34] it is suggested that the channel $e^+ e^- \rightarrow \pi^+ \pi^- 2\pi^0$ is described completely by the intermediate states $a_1 \pi$ and $\omega\pi^0$ in the energy range $0.98 \text{ GeV} < E_{\text{CM}} < 1.38 \text{ GeV}$. Furthermore, the authors do not observe a $\rho^0$ signal in their data, consistent with earlier measurements [40]. In this work, a study of the $a_1 \pi$ intermediate state is undertaken but due to the large width of the $a_1$ resonance it is not possible to quantify the $a_1 \pi$ contribution. The role of the $\omega\pi^0$ substructure and a possible $\rho^0$ contribution are investigated in this work over a wider energy range than in previous measurements. A complete study of the dynamics of this process would require a partial wave analysis, preferably in combination with the channel $e^+ e^- \rightarrow \pi^+ \pi^- \pi^+ \pi^-$. Since this is beyond the scope of this analysis, only selected intermediate states are presented here.

The efficiency as a function of the mass of the subsystem is calculated using AfkQed by dividing the mass distribution after $\pi^+ \pi^- 2\pi^0\gamma$ selection and detector simulation by the distribution of the generated mass. Furthermore, unless
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**FIG. 12.** The measured $\omega$ data peak in the complete $M(\pi^+ \pi^- 2\pi^0)$ range after selection and efficiency correction.

**TABLE III.** The measured $e^+ e^- \rightarrow \omega\pi^0 \rightarrow \pi^+ \pi^- \pi^+ \pi^0$ cross section with statistical uncertainties. The relative systematic uncertainty amounts to 10%.

| $E_{\text{CM}}$(GeV) | $\sigma$(nb) |
|----------------------|-------------|
| 0.924                | 0.48 ± 0.08 |
| 0.965                | 2.96 ± 0.23 |
| 1.005                | 6.26 ± 0.30 |
| 1.045                | 9.87 ± 0.37 |
| 1.086                | 10.82 ± 0.37|
| 1.126                | 12.45 ± 0.38|
| 1.167                | 12.30 ± 0.36|
| 1.207                | 14.75 ± 0.38|
| 1.247                | 13.95 ± 0.36|
| 1.288                | 15.30 ± 0.37|
| 1.328                | 14.85 ± 0.35|
| 1.369                | 15.37 ± 0.35|
| 1.409                | 15.19 ± 0.34|
| 1.449                | 15.57 ± 0.34|
| 1.490                | 14.22 ± 0.30|
| 1.530                | 11.52 ± 0.26|
| 1.571                | 9.05 ± 0.25 |
| 1.611                | 6.66 ± 0.20 |
| 1.652                | 4.94 ± 0.20 |
| 1.692                | 3.52 ± 0.14 |
| 1.732                | 2.21 ± 0.11 |
| 1.773                | 1.68 ± 0.09 |
| 1.813                | 1.19 ± 0.08 |
| 1.854                | 1.30 ± 0.08 |
| 1.894                | 0.80 ± 0.07 |
| 1.934                | 0.63 ± 0.06 |
| 1.975                | 0.65 ± 0.06 |
| 2.015                | 0.85 ± 0.06 |
| 2.056                | 0.94 ± 0.07 |
| 2.096                | 0.95 ± 0.07 |
| 2.136                | 0.77 ± 0.06 |
| 2.177                | 0.73 ± 0.05 |
| 2.217                | 0.58 ± 0.05 |
| 2.258                | 0.40 ± 0.04 |
| 2.298                | 0.34 ± 0.04 |
| 2.338                | 0.35 ± 0.04 |
| 2.379                | 0.31 ± 0.03 |
| 2.419                | 0.25 ± 0.03 |
| 2.460                | 0.20 ± 0.03 |
| 2.500                | 0.20 ± 0.03 |
stated otherwise no background subtraction is applied to data when graphing the mass distribution of a subsystem.

One important intermediate state is given by the channel $e^+e^- \rightarrow \omega \pi^0 \rightarrow \pi^+\pi^- 2\pi^0 \gamma$ with $B(\omega \rightarrow \pi^+\pi^- \pi^0) = 0.892 \pm 0.007$ [19]. Fitting a V oigt profile plus a normal distribution in the invariant mass interval $1.7 \text{ GeV}/c^2 < M(\pi^+\pi^-\pi^0) < 2.3 \text{ GeV}/c^2$ for data after selection and efficiency correction.

determined as the difference from an alternative fit function. The same fitting procedure is applied in narrow slices of the invariant mass $M(\pi^+\pi^-2\pi^0)$. The resulting number of events is divided by the ISR luminosity in each mass region, yielding the cross section $\sigma(e^+e^- \rightarrow \omega \pi^0 \rightarrow \pi^+\pi^- 2\pi^0 \gamma)$ as a function of the CM energy of the hadronic system listed in Table III and shown in Fig. 13 in comparison to existing data [41-44]. In this case, possible background processes are removed by the fit function. The $\omega\pi^0$ production fraction dominates at low masses, then decreases rapidly, such that it is on the level of 10% already at $M(\pi^+\pi^-\pi^0) \approx 1.8 \text{ GeV}/c^2$, decreasing further towards higher masses.

Figure 14 shows the two-dimensional plot of the $\pi^+\pi^-$ mass vs the $\pi^0\pi^0$ mass in the range $1.7 \text{ GeV}/c^2 < M(\pi^+\pi^-2\pi^0) < 2.3 \text{ GeV}/c^2$, which is chosen to achieve
the best prominence of observed structures. In this mass region, the distribution exhibits an excess of events around $M(\pi^+\pi^-) \approx 0.77$ GeV/$c^2$ and $M(\rho^0\rho^0) \approx 1.0$ GeV/$c^2$. Investigating this structure in the efficiency corrected one-dimensional distribution in $M(\pi^+\pi^-)$, Fig. 15, shows a substantial peak near the $\rho^0$ mass. Figure 16 shows that the peak in the $M(\rho^0\rho^0)$ distribution is around the $f_0(980)$ mass with a sharp edge just above the peak. Moreover, this peak vanishes when rejecting events from the $\rho^0$ region in $M(\pi^+\pi^-)$ as observed in Fig. 17, implying production exclusively in combination with a $\rho^0$.

In the other two-pion combination, the masses $M(\rho^+\pi^0)$ are studied, whose two-dimensional plot is shown in Fig. 18. Correlated $\rho^+\rho^-$ production is visible as a peak around the $\rho^+\rho^-$ mass crossing and has not been observed before. In the one-dimensional $M(\pi^+\pi^0)$ distribution, Fig. 19, a large $\rho^\pm$ peak is observed in data.

If background processes are subtracted using simulation for continuum and ISR processes (as outlined in Sec. IV) and normalization to efficiency is applied, the $e^+e^- \rightarrow \pi^+\pi^- 2\pi^0$ mass spectrum can be obtained specifically for resonance regions. Restricting the two-$\pi^0$ mass to the $f_0$ region 0.89 GeV/$c^2$ < $M(\pi^0\pi^0)$ < 1.09 GeV/$c^2$ and the $\pi^+\pi^-$ mass to the $\rho^0$ region 0.63 GeV/$c^2$ < $M(\pi^+\pi^-)$ < 0.92 GeV/$c^2$, as indicated by the black ellipse in Fig. 14,

---

**FIG. 17.** The $M(\pi^0\pi^0)$ distribution excluding the $\rho^0$ mass range in $M(\pi^+\pi^-)$ in the invariant mass interval 1.7 GeV/$c^2$ < $M(\pi^+\pi^- 2\pi^0)$ < 2.3 GeV/$c^2$ for data after selection and efficiency correction.

**FIG. 19.** The $M(\pi^\pm\pi^0)$ distribution in data after selection and efficiency correction.

**FIG. 20.** The mass spectra of $\pi^+\pi^- 2\pi^0$ events (after background subtraction and efficiency correction) from data in the $\rho^+\rho^-$ (red squares), $\rho^0f_0$ regions (blue circles), and in the full range (black points).
where $\epsilon$ is the detection efficiency and the input uncertainty is negligible. If this value is divided by $\Gamma_{J/\psi} = (5.55 \pm 0.14) \text{ keV}$ [19], the branching fraction follows

$$B_{J/\psi \to \pi^+ \pi^- \pi^0} = (5.1 \pm 0.3_{\text{stat}} \pm 0.4_{\text{syst}} \pm 0.1_{\text{input}}) \times 10^{-3},$$

(11)

where the input uncertainty is the propagation of the uncertainties of $M_{J/\psi}$, $\Gamma_{J/\psi}$, and $\hbar c$. The systematic uncertainty is determined by the systematic uncertainty of the general analysis with the exception of the background subtraction. In this study, the background is subtracted via the fit function and hence its systematic uncertainty is included in the model error, which is determined by fitting several peak and background shapes to data.

**IX. SUMMARY AND CONCLUSIONS**

In this study, the cross section $e^+e^- \to \pi^+\pi^-2\pi^0$ is measured with unprecedented precision. At large invariant masses $M(\pi^+\pi^-2\pi^0) > 3.2 \text{ GeV}/c^2$, a systematic precision of $7.2\%$ is reached, while in the region $2.7 \text{ GeV}/c^2 < M(\pi^+\pi^-2\pi^0) < 3.2 \text{ GeV}/c^2$ it is $6.7\%$. In the peak region $1.2 \text{ GeV}/c^2 < M(\pi^+\pi^-2\pi^0) < 2.7 \text{ GeV}/c^2$ a relative systematic uncertainty of $3.1\%$ is achieved.

This measurement is subsequently used to calculate the channel’s contribution to $a_\mu$ in the energy range $0.85 \text{ GeV} \leq E_{\text{CM}} \leq 1.8 \text{ GeV}$,

$$a_\mu(\pi^+\pi^-2\pi^0) = (17.9 \pm 0.1_{\text{stat}} \pm 0.6_{\text{syst}}) \times 10^{-10}. \quad (12)$$

For $0.85 \text{ GeV} \leq E_{\text{CM}} \leq 3.0 \text{ GeV}$ we obtain

$$a_\mu(\pi^+\pi^-2\pi^0) = (21.8 \pm 0.1_{\text{stat}} \pm 0.7_{\text{syst}}) \times 10^{-10}. \quad (13)$$

Furthermore, intermediate structures from the channels $\rho^0 f_0$ and $\rho^+\rho^-$ are seen. The contribution produced via $\omega\pi^0$ is studied and the cross section measured. The branching fraction $J/\psi \to \pi^+\pi^-2\pi^0$ is determined. For a deeper understanding of the production mechanism, a partial wave analysis in combination with the process $e^+e^- \to \pi^+\pi^-\pi^\pm \pi^\mp$ [21] is necessary.
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