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Abstract. This paper is concerned with the Cauchy problem of the quadratic nonlinear Schrödinger equation in $\mathbb{R} \times \mathbb{R}^2$ with the nonlinearity $\eta|u|^2$ where $\eta \in \mathbb{C} \setminus \{0\}$ and low regularity initial data. If $s < -1/4$, the ill-posedness result in the Sobolev space $H^s(\mathbb{R}^2)$ is known. We will prove the well-posedness in $H^s(\mathbb{R}^2)$ for $-1/2 < s < -1/4$ by assuming some angular regularity on initial data. The key tools are the modified Fourier restriction norm and the convolution estimate on thickened hypersurfaces.

1. Introduction

We consider the Cauchy problem of the nonlinear Schrödinger equation (NLS):

$$i\partial_t u(t,x) - \Delta u(t,x) = \eta|u(t,x)|^2, \quad (t,x) \in \mathbb{R} \times \mathbb{R}^d,$$

where $\eta \in \mathbb{C} \setminus \{0\}$, $\Delta$ is the Laplacian in $\mathbb{R}^d$, and the solution $u$ is complex-valued. The following scaling transformation

$$u_\lambda(t,x) = \lambda^2 u(\lambda^2 t, \lambda x), \quad \lambda > 0$$

implies that (1.1) has a scaling invariance in the homogeneous Sobolev space $\dot{H}^{s_c}(\mathbb{R}^d)$ with the scaling critical index $s_c = d/2 - 2$. Our aim is to establish the local in time well-posedness of (1.1) with $d = 2$ in a low regularity Sobolev space $H^s(\mathbb{R}^2)$ with an additional angular regularity.

There are a lot of works on the Cauchy problem of NLS with quadratic nonlinearities. It is known that a necessary regularity for the well-posedness depends heavily on the structure of the nonlinear term. To see this, let us first consider the Cauchy problem of NLS with the nonlinear term $\eta u^2$ where $\eta \in \mathbb{C} \setminus \{0\}$:

$$i\partial_t u - \Delta u = \eta u^2 \quad \text{in } \mathbb{R} \times \mathbb{R}^d.$$  

In the one dimensional case, Kenig, Ponce, and Vega [30] proved that the Cauchy problem of (1.2) is locally well-posed in $H^s(\mathbb{R})$ if $s > -3/4$ by exploiting the Fourier restriction norm method. Bejenaru and Tao [6] relaxed the regularity condition by showing the local well-posedness of (1.2) in $H^s(\mathbb{R})$ for $s \geq -1$ and, in addition, they proved ill-posedness if $s$ is below $-1$. In the two dimensional case, the local well-posedness for (1.2) in $H^s(\mathbb{R}^2)$ with $s > -3/4$ was obtained in [13]. This range was extended to $s > -1$ in [5]. On the other hand, Iwabuchi and Ogawa [26] found...
Note that the same well-posedness result for the Cauchy problems of NLS with the nonlinear term $\eta_1 u^2 + \eta_2 u^3$ where $\eta_1, \eta_2 \in \mathbb{C} \setminus \{0\}$ was proved in \cite{33}.

Now we turn to (1.4). For $d = 1$, Kenig, Ponce, and Vega \cite{39} proved the local well-posedness of (1.1) in $H^s(\mathbb{R})$ for $s > -1/4$. This result was improved by Kishimoto and Tsugawa \cite{34} who showed the well-posedness in $H^{-1/4}(\mathbb{R})$. In the two dimensional case, Colliander et al. \cite{13} proved that (1.1) is locally well-posed if $s > -1/4$. This range was extended to $s \geq -1/4$ by Kishimoto \cite{32}. In the three dimensional case, Tao \cite{42} established the local well-posedness for $s > -1/4$. Later, it was observed by Iwabuchi and Uriya \cite{27} that the regularity $s = -1/4$ is critical for the well-posedness. They proved that the norm inflation occurs in $H^s(\mathbb{R}^d)$ when $d = 1, 2, 3$ if $s < -1/4$. Especially, (1.1) is ill-posed in $H^s(\mathbb{R}^d)$ when $d = 1, 2, 3$, and $s < -1/4$.

Our goal in this paper is to prove the local well-posedness of (1.1) with $d = 2$ in $H^s(\mathbb{R}^2)$ for $s > -1/2$ under some angular regularity assumption on initial data. As mentioned above, the necessary regularity is completely determined, that is, $s = -1/4$ is the threshold for the well-posedness of (1.1) in the $H^s(\mathbb{R}^2)$ framework with no extra angular regularity. We will push down the threshold to $s > -1/2$ by exploiting angular regularity of initial data.

In the study of the Cauchy problem of NLS with general $p$-power type nonlinearities, e.g. $\eta|u|^{p-1}u$, $\eta|u|^p$, $\eta u^p$, radially symmetry and angular regularity assumptions have played an important role to push down the necessary regularity threshold for the well-posedness. Hidano \cite{19} considered the mass-subcritical pure-power NLS:

$$i\partial_t u - \Delta u = \eta|u|^{p-1}u \quad \text{in } \mathbb{R} \times \mathbb{R}^d,$$

where $\eta \in \mathbb{C} \setminus \{0\}$, $d \geq 3$, $4/(d+1) < p-1 < 4/d$, and established the global well-posedness of (1.3) in the scaling invariant space $\dot{H}^{\frac{4}{d} - \frac{4}{p+1}}(\mathbb{R}^d)$ for small and radial initial data. Since the scaling critical index is negative, radially symmetry assumption on initial data is essential for his result. Some negative results in this direction can be found in \cite{12}. We refer to \cite{18} for the analogous global well-posedness results of (1.4), and \cite{15}, \cite{11} for the generalized results to the non-radial setting by assuming some angular regularity on data.

To state the main theorem, let us define the angular derivative and the function spaces. Let $x = (x^{(1)}, x^{(2)}) \in \mathbb{R}^2$, and $\Delta_{B^2} = (x^{(1)}\partial_{x^{(2)}} - x^{(2)}\partial_{x^{(1)}})^2$ be the Laplace-Beltrami operator on $S^1 \subset \mathbb{R}^2$. For $\sigma \in \mathbb{R}$, we define the angular derivative $\langle \Omega \rangle^\sigma$ by $(1 - \Delta_{B^2})^\sigma \Omega$. We give the precise definition of $\langle \Omega \rangle^\sigma$ in Section 2. Define the function space

$$H^{s,\sigma}(\mathbb{R}^2) = \{ f \in S'(\mathbb{R}^2) \mid \|f\|_{H^{s,\sigma}} := \|\langle \Omega \rangle^\sigma f\|_{H^s} < \infty \}.$$

**Theorem 1.1.** Let $d = 2$, $-1/2 < s \leq -1/4$, and $\sigma \geq -2s - 1/2$. Then (1.1) is locally well-posed in $H^{s,\sigma}(\mathbb{R}^2)$.

**Remark 1.2.** We note that the local well-posedness of (1.1) in $H^{-\frac{1}{2}}(\mathbb{R}^2)$ ($= H^{-\frac{1}{2},0}(\mathbb{R}^2)$) was proved by Kishimoto \cite{32}.

We introduce the rough strategy and the key ingredients for the proof of Theorem 1.1. We will prove Theorem 1.1 by the iteration argument which is a standard method to obtain the well-posedness. The candidate of solution spaces would be the Fourier restriction norm space $X^{s,b}$ which has been applied to the number of
the studies of the dispersive and wave equations and provided numerous results. The point is that, however, if $\sigma = -2s - 1/2$, the $X^{s,b}$ space will not yield Theorem 1.1. The same difficulty arises in the one dimensional case. Kishimoto and Tsugawa [34] employed the modified $X^{s,b}$ space to overcome the difficulty. We follow their approach and modify the $X^{s,b}$ space to handle the nonlinear interaction efficiently. We explain the difficulty in further details in Section 2.

The second key ingredient in the proof of Theorem 1.1 is the convolution estimate of the functions restricted to thickened hypersurfaces (see Assumption 2 and Theorem 3.4 below) which is the main contribution of our study. Angular regularity can be exploited effectively by using this estimate. Note that our approach for the proof of this estimate is inspired by the geometric observation by Bejenaru [1]. In Section 3, we introduce and discuss the estimate in more details.

We show that Theorem 1.1 is in fact optimal.

**Theorem 1.3.** Let $d = 2$, $s < -1/4$, and $0 \leq \sigma < \min(-2s - 1/2, 1/2)$. Then, for any $T > 0$, the data-to-solution map $u_0 \mapsto u$ of (1.1), as a map from the unit ball in $H^{s+\sigma}(\mathbb{R}^2)$ to $C([0,T]; H^{s,\sigma}(\mathbb{R}^2))$ fails to be continuous at the origin.

**Remark 1.4.** The condition $-1/2 < s$ implies $-2s - 1/2 < 1/2$. Hence, Theorem 1.3 shows that Theorem 1.1 is an optimal result.

In addition, we will see that even if an initial datum is radially symmetric, we cannot prove the well-posedness of (1.1) if $s \leq -1/2$ as long as we utilize the iteration argument. Let $H^s_{\text{rad}}(\mathbb{R}^2)$ be the collection of radially symmetric functions belong to $H^s(\mathbb{R}^2)$.

**Theorem 1.5.** Let $d = 2$ and $s \leq -1/2$. Then for any $T > 0$, the data-to-solution map $u_0 \mapsto u$ of (1.1), as a map from the unit ball in $H^s_{\text{rad}}(\mathbb{R}^2)$ to $C([0,T]; H^s_{\text{rad}}(\mathbb{R}^2))$ fails to be $C^2$ at the origin.

To see Theorem 1.5, we will follow Bourgain’s argument which is introduced in [9].

The paper is organized as follows. In Section 2, we introduce notations, explicit definition and some properties of $(\Omega)^s$. We introduce and discuss the function space where we will find the solution of (1.1). In Section 3, we introduce the two key estimates which play an essential role in the proof of Theorem 1.1. In Section 4, by using the estimates obtained in Section 3, we will establish the bilinear estimate which immediately produce Theorem 1.1. The last section, Section 5, is devoted to the proof of the negative results, Theorems 1.3 and 1.5. The failure of the standard $X^{s,b}$ type bilinear estimate is also studied.

### 2. Notation and Preliminaries

We will use $A \lesssim B$ to denote an estimate of the form $A \leq CB$ for some constant $C$ and write $A \sim B$ to mean $A \lesssim B$ and $B \lesssim A$. We will use the convention that capital letters denote dyadic numbers, e.g. $N = 2^n$ for $n \in \mathbb{N}_0 := \mathbb{N} \cup \{0\}$ and for a dyadic summation we write $\sum_{N \geq M} a_N := \sum_{n \in \mathbb{N}_0, 2^n \geq M} a_{2^n}$ for brevity. Let $\chi \in C^\infty_0((-2,2))$ be an even, non-negative function such that $\chi(t) = 1$ for $|t| \leq 1$. We define $\psi(t) := \chi(t) - \chi(2t)$, $\psi_1(t) := \chi(t)$, and $\psi_N(t) := \psi(N^{-1}t)$ for $N \geq 2$. Then, $\sum_{N \geq 1} \psi_N(t) = 1$.

Let $1_A$ denotes the characteristic function of the set $A$. 
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We denote \( \hat{f} \) by the spatial Fourier transform of \( f \in \mathcal{S}'(\mathbb{R}^2) \) and \( \mathcal{F}_{t,x} u \) by the space and time Fourier transform of \( u \in \mathcal{S}'(\mathbb{R} \times \mathbb{R}^2) \). Let \( \mathcal{F}_{t,x}^{-1} \) be the space and time Fourier inverse transform. We define frequency Littwood-Paley projections by \( \hat{P}_N f(\xi) := \psi_N(\xi) \hat{f}(\xi) \) and \( e^{\pm i t \Delta} \) by the propagators for the free Schrödinger equations \( i \partial_t u(t, x) \pm \Delta u(t, x) = 0 \).

We collect the fundamental properties of the angular derivative operator \( \langle \Omega \rangle^\sigma \). In this paper, we only consider the two dimensional case. For the higher dimensional case, we refer to [40, 41, 10].

First, for \( f \in L^2(\mathbb{R}^2) \), we recall that the Fourier series expansion implies

\[
f(x) = f(|x| \cos \theta, |x| \sin \theta) = \sum_{\ell \in \mathbb{Z}} \langle f(|x| \cos \theta, |x| \sin \theta), e^{i\ell \theta} \rangle_{L^2} e^{i\ell \theta} \text{ in } L^2(\mathbb{R}^2),
\]

where \( \langle \omega_1, \omega_2 \rangle_{L^2} = (2\pi)^{-1} \int_0^{2\pi} \omega_1(\theta) \overline{\omega_2(\theta)} d\theta \). The operator \( \langle \Omega \rangle^\sigma \) is formulated as

\[
\langle \Omega \rangle^\sigma f(x) = \sum_{\ell \in \mathbb{Z}} \langle \ell \rangle^\sigma \langle f(|x| \cos \theta, |x| \sin \theta), e^{i\ell \theta} \rangle_{L^2} e^{i\ell \theta}.
\]

Let \( M \in 2^{\mathbb{N}_0} \). We define the spherical Littledwood-Paley projections

\[
(H_M f)(x) = (H_M f)(|x| \cos \theta, |x| \sin \theta) = \sum_{\ell \in \mathbb{Z}} \psi_M(\ell) \langle f(|x| \cos \theta, |x| \sin \theta), e^{i\ell \theta} \rangle_{L^2} e^{i\ell \theta}.
\]

Then, for \( f \in L^2(\mathbb{R}^2) \), it holds that

\[
f(x) = \sum_{M \geq 1} H_M f(x) \text{ in } L^2(\mathbb{R}^2), \quad \| \langle \Omega \rangle^\sigma (H_M f) \|_{L^2} \sim M^\sigma \| H_M f \|_{L^2},
\]

and thus, for \( s, \sigma \in \mathbb{R} \), we may write

\[
\| f \|_{H^{s, \sigma}} \sim \left( \sum_{N \geq 1, M \geq 1} N^{2s} M^{2\sigma} \| H_M P_N f \|_{L^2}^2 \right)^{\frac{1}{2}}.
\]

It is well-known that if \( f \in L^2(\mathbb{R}^2) \) can be described as \( f(|x| \cos \theta, |x| \sin \theta) = f_0(|x|) e^{i\ell \theta} \) then there exists \( F_0 \) such that \( \hat{f}(|\xi| \cos \phi, |\xi| \sin \phi) = F_0(|\xi|) e^{i\ell \phi} \) (see e.g. [39, Chapter 4]). This implies that \( \langle \Omega \rangle^\sigma \mathcal{F}_x = \mathcal{F}_x \langle \Omega \rangle^\sigma \) and, in particular, it holds that \( \| \langle \Omega \rangle^\sigma \hat{H}_M f \|_{L^2} \sim M^\sigma \| H_M f \|_{L^2} \). We will frequently use this relation throughout the paper.

2.1. Function Spaces. We introduce the function spaces.
Definition 2.1. For \( L \in \mathbb{N} \) and \( u \in S'((\mathbb{R} \times \mathbb{R}^2)), \) we define the operator \( Q_L \) by
\[
\mathcal{F}_{t,x}Q_L u(\tau, \xi) := \psi_L(\tau - |\xi|^2) \mathcal{F}_{t,x} u(\tau, \xi).
\]
Let \( s \in \mathbb{R}, \) \( b \in \mathbb{R}, \) and \( \sigma \geq 0. \) Define
\[
X^{s,\sigma,b}(\mathbb{R} \times \mathbb{R}^2) := \{ u \in S'((\mathbb{R} \times \mathbb{R}^2) : \| u \|_{X^{s,\sigma,b}} < \infty \},
\]
\[
\| u \|_{X^{s,\sigma,b}} := \left( \sum_{N \geq 1} \sum_{M \geq 1} \sum_{L \geq 1} N^{2s} M^{2\sigma} L^{2b} \| Q_L H_M P_N u \|_{L^2}^2 \right)^{\frac{1}{2}},
\]
\[
Y^{s,\sigma}(\mathbb{R} \times \mathbb{R}^2) := \{ u \in S'((\mathbb{R} \times \mathbb{R}^2) : \| u \|_{Y^{s,\sigma}} < \infty \},
\]
\[
\| u \|_{Y^{s,\sigma}} := \left( \sum_{N \geq 1} \sum_{M \geq 1} N^{2s} M^{2\sigma} \| \mathcal{F}_{t,x} H_M P_N u \|_{L^2_{t,x} L^1_\nu}^2 \right)^{\frac{1}{2}} \quad (\sigma > 0),
\]
\[
\| u \|_{Y^{s,\sigma}} := \left( \sum_{N \geq 1} \sum_{M \geq 1} N^{2s} \| \mathcal{F}_{t,x} P_N u \|_{L^2_{t,x} L^1_\nu}^2 \right)^{\frac{1}{2}} \quad (\sigma = 0).
\]

Remark 2.2. We give a comment about Definition 2.1 in the case \( \sigma = 0. \) It is easy to see
\[
\| u \|_{X^{s,0,b}} = \left( \sum_{N \geq 1} \sum_{M \geq 1} N^{2s} L^{2b} \| Q_L H_M P_N u \|_{L^2}^2 \right)^{\frac{1}{2}}.
\]

While, since technical issues arise in the proof of the nonlinear estimate, e.g. in the proof of (3.33) below, the definition of the \( Y^{s,0}\)-norm is given in a slight different way from \( Y^{s,\sigma} \) with \( \sigma > 0. \)

Definition 2.3. Let \( s \in \mathbb{R}, \) \( \sigma \geq 0, \) and \( \kappa > 0. \) Define
\[
Z^{s,\sigma}_{\kappa} = X^{s,\sigma,\frac{2}{\kappa}+\kappa} + (X^{s+4\kappa,\sigma,\frac{2}{\kappa}-\kappa} \cap Y^{s,\sigma}),
\]
\[
\| u \|_{Z^{s,\sigma}_{\kappa}} := \inf_{u = u_1 + u_2} \left( \| u_1 \|_{X^{s,\sigma,\frac{2}{\kappa}+\kappa}} + \| u_2 \|_{X^{s+4\kappa,\sigma,\frac{2}{\kappa}-\kappa}} \right).
\]

For a time interval \( I \subset \mathbb{R}, \) we define the time restricted space \( Z^{s,\sigma}_{\kappa}(I) \) as follows:
\[
Z^{s,\sigma}_{\kappa}(I) := \{ u \in C(I; H^{s,\sigma}((\mathbb{R}^2)) : \| u \|_{Z^{s,\sigma}_{\kappa}(I)} < \infty \},
\]
\[
\| u \|_{Z^{s,\sigma}_{\kappa}(I)} := \inf \{ \| v \|_{Z^{s,\sigma}_{\kappa}} : u(t) = v(t) \ \text{if} \ t \in I \}.
\]

Remark 2.4. (1) It is observed that \( \| u \|_{Y^{s,\sigma}} \lesssim \| u \|_{X^{s,\sigma,\frac{2}{\kappa}+\kappa}}, \) and if \( L \sim N^2 \) then
\[
\| Q_L P_N u \|_{X^{s,\sigma,\frac{2}{\kappa}+\kappa}} \sim \| Q_L P_N u \|_{X^{s,\sigma,\frac{2}{\kappa}-\kappa}}. \quad \text{Thus, it holds that}
\]
\[
\| P_N u \|_{Z^{s,\sigma}_{\kappa}} \sim \| Q_L \ll N^2 P_N u \|_{X^{s,\sigma,\frac{2}{\kappa}+\kappa}} + \| Q_L \gg N^2 P_N u \|_{X^{s,\sigma,\frac{2}{\kappa}-\kappa}} + \| Q_L \gg N^2 P_N u \|_{Y^{s,\sigma}}. \quad (2.2)
\]

(2) For \( u \in C(\mathbb{R}; L^2_{t,x}(\mathbb{R}^2)) \) such that \( \mathcal{F}_{t,x} u \in L^2_t L^1_x, \) it is observed that
\[
\| u(t) \|_{L^2_x} = \left\| \int e^{it\tau} \mathcal{F}_{t,x} u(\tau, \xi) d\xi \right\|_{L^2_{\tau,t}} \lesssim \| \mathcal{F}_{t,x} u \|_{L^2_{t,x} L^1_{\tau,t}}.
\]

This and \( \| u \|_{Y^{s,\sigma}} \lesssim \| u \|_{X^{s,\sigma,\frac{2}{\kappa}+\kappa}} \) imply that, for \( u \in Z^{s,\sigma}_{\kappa}(I), \) it holds that
\[
\| u \|_{C(I; H^{s,\sigma})} \lesssim \| u \|_{Z^{s,\sigma}_{\kappa}(I)}. \quad (2.3)
\]

Hence, \( Z^{s,\sigma}_{\kappa}(I) \) is a Banach space.

We comment on why we need to employ the function space \( Z^{s,\sigma}_{\kappa} \) instead of simply using \( X^{s,\sigma,b}. \) In [37], Nakanishi, Takaoka, and Tsutsumi proved that if \( b \geq 1/2, \) the following bilinear estimate fails to hold:
\[
\| u \|_{X^{s,\sigma,b}} \lesssim \| u \|_{X^{s,\sigma,b}} \| v \|_{X^{s,\sigma,b}}. \quad (2.4)
\]
where

\[ X^{s,b}(\mathbb{R} \times \mathbb{R}) := \{ u \in S'(\mathbb{R} \times \mathbb{R}) \mid \| u \|_{X^{s,b}} < \infty \}, \]

\[ \| u \|_{X^{s,b}} := \left( \sum_{N \geq 1} \sum_{L \geq 1} N^{2s} L^{2b} \| Q_L P_N u \|_{L^2_t L^2_x}^2 \right)^{\frac{1}{2}}. \]

We notice that the estimate (2.4) is required to show the well-posedness of (1.1) with \( b > 1/2 \). Hence, the failure of (2.4) means that the standard \( X^{s,b} \) space is insufficient for the well-posedness of (1.1) in \( H^{-\frac{1}{2}}(\mathbb{R}) \). To overcome this, Kishimoto and Tsugawa [34] employed the modified Fourier restriction norm and established the well-posedness result in \( H^{-\frac{1}{2}}(\mathbb{R}) \). Note that their strategy, modifying the Fourier restriction norm to handle dangerous nonlinear interactions, was inspired by the work by Bejenaru and Tao [6]. Additionally, in the two dimensional case, Kishimoto [32] employed the modified Fourier restriction norm to prove the well-posedness of (1.1) in \( H^{-\frac{1}{2}}(\mathbb{R}^2) \).

By following the proof of Theorem 1 (iii) in [37] by Nakanishi, Takaoka, and Tsutsumi, the failure of (2.4) can be extended to the \( \mathbb{R} \times \mathbb{R}^2 \) case, that is, if \( b \geq 1/2 \), the following estimate fails to hold:

\[ \| u \|_{X_{-\frac{1}{2},0,b-1}} \lesssim \| u \|_{X_{-\frac{1}{2},b}} \| \vphi \|_{X_{-\frac{1}{2},0,b}}. \]

Here, the \( X^{-\frac{1}{2},0,b}- \) norm is the same as in Definition 2.1. Furthermore, we may generalize this fact as follows:

**Proposition 2.5.** Let \(-1/2 < s \leq -1/4\), and \( b \geq 1/2 \). Then, the following estimate fails to hold:

\[ \| u \|_{X^{-s,-2s-\frac{1}{2},b-1}} \lesssim \| u \|_{X^{s,-2s-b}} \| v \|_{X^{-s,-2s-b}}. \]

We will give the proof of Proposition 2.5 in Section 5.

**Remark 2.6.** Proposition 2.5 suggests that we cannot show the well-posedness of (1.1) in \( H^{s,-2s-\frac{1}{2}} \), which is the critical case in Theorem 1.1 by just using the \( X^{s,-2s-1/2,b} \) space. Thus, to prove Theorem 1.1, we follow the approach by Kishimoto and Tsugawa [34] and employ the modified Fourier restriction norm \( Z_{s,\sigma} \). While, in the case \( \sigma > -2s - 1/2 \), the modified space \( Z_{s,\sigma} \) is not required and the standard \( X^{s,\sigma,b} \) space yields Theorem 1.1. That is, if \(-1/2 < s \leq -1/4 \) and \( \sigma > -2s - 1/2 \) then there exists \( b > 1/2 \) such that the following holds:

\[ \| u \|_{X_{s,\sigma,b-1}} \lesssim \| u \|_{X_{s,\sigma,b}} \| v \|_{X_{s,\sigma,b}}. \]

### 2.2. A Key bilinear estimate and proof of Theorem 1.1

We introduce a key bilinear estimate which immediately establishes Theorem 1.1 by the iteration argument.

**Proposition 2.7.** Let \(-1/2 < s \leq -1/4\), and \( \sigma \geq -2s - 1/2 \). Then there exists small \( \kappa = \kappa(s) > 0 \) such that

\[ \| \mathcal{F}^{-1}_{t,x}((\tau - |\xi|^2)^{-1/2} \mathcal{F}_{t,x}(u_1 \overline{u_2})) \|_{L^\infty_{t,x}} \lesssim \| u_1 \|_{Z_{s,\sigma}} \| u_2 \|_{Z_{s,\sigma}}. \]

Lastly in this section, we see that Proposition 2.7 yields Theorem 1.1. Since the proof is standard, we give only a rough sketch of the proof. For the complete proof of Theorem 1.1, we refer to [17], [6], [33], [34].
Since \((1.1)\) with \(d = 2\) is scaling invariant in \(\dot{H}^{-\frac{1}{2}}(\mathbb{R}^2)\), for the proof of Theorem 1.1 we may assume that \(\|u_0\|_{H^{s,\sigma}}\) is sufficiently small.

We define
\[
\mathcal{N}(u_1, u_2)(t) = -i\eta \int_0^t e^{-i(t-t')\Delta} (u_1(t')\overline{u_2}(t')) dt'.
\] (2.5)

Let \(I = [0, 1]\). Our goal is to prove that the following operator
\[
\mathcal{K}[u](t) = e^{-it\Delta} u_0 - i\eta \int_0^t e^{-i(t-t')\Delta} |u(t')|^2 dt' = e^{-it\Delta} u_0 + \mathcal{N}(u, u)(t)
\]
is a contraction mapping in \(Z_{\kappa}^{s,\sigma}(I)\). First, let us introduce the linear estimate.

**Lemma 2.8.** Let \(s \in \mathbb{R}, \sigma \geq 0, 0 < \kappa < 1, \) and \(I = [0, 1]\). Then, we have
\[
\|e^{-it\Delta} u_0\|_{Z^{s,\sigma}_\kappa(I)} \lesssim \|u_0\|_{H^{s,\sigma}}.
\]

The proof of Lemma 2.8 is simple since \(\|e^{-it\Delta} u_0\|_{Z^{s,\sigma}_\kappa(I)} \lesssim \|\chi(t)e^{-it\Delta} u_0\|_{X^{s,\sigma}_2}\) where \(\chi\) is defined at the beginning of Section 2. Thus we omit the proof. For the details, see e.g., \cite{17}, \cite{34} Proposition 2.6.

Next, we introduce the estimate to handle the Duhamel term \(\mathcal{N}(u, u)\). We omit the proof. See \cite{17} Lemma 2.1 and \cite{34} Proposition 2.7.

**Lemma 2.9.** Let \(s \in \mathbb{R}, \sigma \geq 0, 0 < \kappa < 1, \) and \(v_1, v_2 \in Z_{\kappa}^{s,\sigma}\). Then, we have
\[
\|\chi(t)\mathcal{N}(v_1, v_2)\|_{Z^{s,\sigma}_\kappa(I)} \lesssim \|\mathcal{F}_{t,x}^{-1}((\tau - |\xi|^2)^{-1}\mathcal{F}_{t,x}(v_1 \overline{v_2}))\|_{Z^{s,\sigma}_\kappa}.
\]

Let \(I = [0, 1]\). Lemma 2.9 and Proposition 2.7 imply that if \(-1/2 < s \leq -1/4\) and \(\sigma \geq -2s - 1/2\) then there exists \(\kappa = \kappa(s) > 0\) such that
\[
\|\mathcal{N}(u, u)\|_{Z^{s,\sigma}_\kappa(I)} \lesssim \|u\|^2_{Z^{s,\sigma}_\kappa(I)}. \tag{2.6}
\]

To see this, we choose \(v \in Z_{\kappa}^{s,\sigma}\) which satisfies
\[
u(t) = v(t) \quad \text{if} \quad t \in I, \quad \|v\|_{Z^{s,\sigma}_\kappa} \leq 2\|u\|_{Z^{s,\sigma}_\kappa(I)}.
\]

It is known that if \(v \in Z_{\kappa}^{s,\sigma}\) then \(\mathcal{N}(v, v) \in C(\mathbb{R}; H^{s,\sigma}(\mathbb{R}^2))\). For the proof, we refer to Lemma 2.2 in \cite{17}. Then, since \(\mathcal{N}(v, v)(t) = \mathcal{N}(u, u)(t)\) if \(t \in I\), it holds that \(\|\mathcal{N}(u, u)\|_{Z^{s,\sigma}_\kappa(I)} \leq \|\chi(t)\mathcal{N}(v, v)\|_{Z^{s,\sigma}_\kappa}\). Hence, it follows from Lemma 2.9 and Proposition 2.7 that
\[
\|\mathcal{N}(u, u)\|_{Z^{s,\sigma}_\kappa(I)} \leq \|\chi(t)\mathcal{N}(v, v)\|_{Z^{s,\sigma}_\kappa} \lesssim \|\mathcal{F}_{t,x}^{-1}((\tau - |\xi|^2)^{-1}\mathcal{F}_{t,x}(|v|^2))\|_{Z^{s,\sigma}_\kappa} \lesssim \|v\|^2_{Z^{s,\sigma}_\kappa(I)} \lesssim \|u\|^2_{Z^{s,\sigma}_\kappa(I)},
\]
which completes the proof of (2.6).

Since \(\|u_0\|_{H^{s,\sigma}}\) is small, by the standard argument, we may see that the mapping \(\mathcal{K}\) is contraction in \(Z_{\kappa}^{s,\sigma}(I)\) and then the existence of the solution is verified. In addition, the uniqueness and the continuous dependence on initial data can be shown in a standard way.
3. Key Convolution Estimates

In this section, we introduce convolution estimates which play a central role in the proof of Proposition 2.7. The first estimate is the convolution estimate on the hypersurfaces which can be seen as a nonlinear version of the Loomis-Whitney inequality. First, we define $C^{1,\beta}$ hypersurfaces given as graphs of $C^{1,\beta}$ functions following [3, Assumption 1.1] and [31].

**Definition 3.1.** For $0 < \beta \leq 1$, we say that $S \subset \mathbb{R}^3$ is a $C^{1,\beta}$ hypersurface if there exist an open and convex set $\Omega \subset \mathbb{R}^2$ and a $C^{1,\beta}$ function $\varphi : \Omega \to \mathbb{R}$ such that

$$S = \{(\varphi(\xi), \xi) \in \mathbb{R}^3 \mid \xi \in \Omega\}.$$  

**Remark 3.2.** Let $S$ be a $C^{1,\beta}$ hypersurface and $n$ denote the unit normal vector field on $S$. Then, $n$ satisfies the Hölder condition

$$\sup_{\sigma, \tilde{\sigma} \in S} \left( \frac{|n(\sigma) - n(\tilde{\sigma})|}{|\sigma - \tilde{\sigma}|^{\beta}} + \frac{|n(\sigma) \cdot (\sigma - \tilde{\sigma})|}{|\sigma - \tilde{\sigma}|^{1+\beta}} \right) < \infty.$$  

**Assumption 1.** Let $S_1$, $S_2$, $S_3$ be $C^{1,\beta}$ hypersurfaces. For $i = 1, 2, 3$, let $n_i$ denotes the unit normal vector field on $S_i$. There exists $A \geq 1$ such that the matrix $N(\sigma_1, \sigma_2, \sigma_3) = (n_1(\sigma_1), n_2(\sigma_2), n_3(\sigma_3))$ satisfies the transversality condition

$$A^{-1} \leq |\det N(\sigma_1, \sigma_2, \sigma_3)| \leq 1$$  

(3.1)

for all $(\sigma_1, \sigma_2, \sigma_3) \in S_1 \times S_2 \times S_3$.

If hypersurfaces $S_1$, $S_2$, $S_3$ satisfy Assumption 1, the following convolution estimate of functions restricted to such hypersurfaces holds.

**Theorem 3.3.** Assume that $S_1$, $S_2$, $S_3$ satisfy Assumption 1. Then, for each $f \in L^2(S_1)$ and $g \in L^2(S_2)$, we have

$$\|f * g\|_{L^2(S_3)} \lesssim A^{\frac{1}{2}} \|f\|_{L^2(S_1)} \|g\|_{L^2(S_2)},$$  

(3.2)

where the implicit constant is independent of $\beta$.

For the proof of Theorem 3.3 we refer to Theorem 4.1 in [31]. The convolution estimate (3.2), for functions restricted to $C^3$-regularity localized hypersurfaces, was introduced by Bennett, Carbery, and Wright in [8] as a perturbed version of the classical three dimensional Loomis-Whitney inequality [36]. After that, the regularity assumption on hypersurfaces was relaxed, and (3.2) for $C^{1,\beta}$ ($\beta > 0$) localized hypersurfaces was obtained in [2, 4]. See also [5]. Lastly, the locality assumption was removed in [33, 31].

The estimate (3.2) has a connection with the trilinear restriction estimates (see e.g. [8, 7]) and has been applied to the study of the Cauchy problem of nonlinear dispersive equations. For instance, (3.2) was utilized in [2] to push down the necessary regularity threshold for the well-posedness of the Zakharov system in $\mathbb{R}^2$.

For $\varepsilon > 0$ and a $C^{1,\beta}$ hypersurface $S$ given by $\varphi : \Omega \to \mathbb{R}$, the thickened hypersurface $S(\varepsilon)$ is defined by

$$S(\varepsilon) = \{ (\tau, \xi) \in \mathbb{R}^3 \mid \xi \in \Omega, \ |\tau - \varphi(\xi)| \leq \varepsilon \}.$$  

We note that in the proof of the key bilinear estimate (Proposition 2.7), instead of Theorem 3.3 we use the following convolution estimate on thickened hypersurfaces:

$$\|f \ast g\|_{L^2(S_3(\varepsilon))} \lesssim \varepsilon^{\frac{1}{2}} A^{\frac{1}{2}} \|f\|_{L^2(S_1(\varepsilon))} \|g\|_{L^2(S_2(\varepsilon))},$$  

(3.4)
where $C^{1,\beta}$ hypersurfaces $S_1$, $S_2$, $S_3$ satisfy Assumption 1. It is straightforward to see that Theorem 3.3, Fubini’s theorem, and the Cauchy-Schwarz inequality give (3.4), and in fact, we may see that the two estimates (3.2) and (3.4) are equivalent. For the details, we refer to Section 4.2 in [31].

Next, we state the second key estimate which is similar in form to (3.4). For $2 \leq p < \infty$, we define
\[
\|f\|_{L^2_{\tau,\bar{L}^\infty_p(S_i(\varepsilon))}} = \left( \int_{\mathbb{R}} \int_0^\infty \left( \int_0^{2\pi} 1_{S_i(\varepsilon)} |f(\tau, r \cos \theta, r \sin \theta)|^p d\theta \right)^{\frac{1}{p}} r dr d\tau \right)^{\frac{1}{2}},
\]
\[
\|f\|_{L^2_{\tau,\bar{L}^\infty_p(S_i(\varepsilon))}} = \left( \int_{\mathbb{R}} \int_0^\infty \sup_{\theta \in [0,2\pi]} 1_{S_i(\varepsilon)} |f(\tau, r \cos \theta, r \sin \theta)|^2 r dr d\tau \right)^{\frac{1}{2}}.
\]

Let $B_2 = \{ \xi \in \mathbb{R}^2 \mid |\xi| < 2 \}$. The assumptions on hypersurfaces are the following:

**Assumption 2.** Suppose that the $C^{1,\beta}$ hypersurfaces $S_1$, $S_2$, $S_3$ are given by $\varphi_1$, $\varphi_2$, $\varphi_3 \in C^{1,\beta}(B_2)$, respectively, which satisfy the following conditions:

(i) For $i = 1, 2, 3$, $\varphi_i$ is radial,

(ii) $|\nabla \varphi_i(\xi)| \sim 1$ if $|\xi| \sim 1$,

(iii) If $\xi_1 + \xi_2 + \xi_3 = 0$, max$_{i=1,2,3} |\xi_i| \sim 1$, and $|\varphi_1(\xi_1) + \varphi_2(\xi_2) + \varphi_3(\xi_3)| \ll 1$,

then it holds that

$$|\nabla \varphi_1(\xi_1) - \nabla \varphi_2(\xi_2) + |\nabla \varphi_2(\xi_2) - \nabla \varphi_3(\xi_3)| \sim 1.$$

**Theorem 3.4.** For $i = 1, 2, 3$, let $0 < \varepsilon$, $N_i \in 2^\mathbb{N}$, and a function $f_i \in L^2(S_i(\varepsilon))$ satisfies supp $f_i \subset \{ (\tau, \xi) \mid |\xi| \sim N_i \}$. Assume that $C^{1,\beta}$ hypersurfaces $S_1$, $S_2$, $S_3$ satisfy Assumption 2 and $N_3 \lesssim N_1 \sim N_2 \sim 1$. Then, for $2 \leq p \leq \infty$, we have

$$\|f_1 \ast f_2 \ast f_3(0)\| \lesssim C(\varepsilon, p, N_3) \|f_1\|_{L^2_{\tau,\bar{L}^\infty_p(S_1(\varepsilon))}} \|f_2\|_{L^2(S_2(\varepsilon))} \|f_3\|_{L^2(S_3(\varepsilon))},$$  \(3.5\)

where

$$C(\varepsilon, p, N_3) = \begin{cases} \varepsilon^{\frac{1}{p}} N_3^{\frac{1}{p}} & (2 \leq p < \infty), \\ (\log \varepsilon)^{1,\beta} & (p = \infty). \end{cases}$$  \(3.6\)

**Remark 3.5.** In contrast to Theorem 3.3, the implicit constant of (3.5) depends on $\beta$.

The following proposition shows that Theorem 3.4 is almost optimal.

**Proposition 3.6.** In the estimate (3.5), the factor $C(\varepsilon, p, N_3)$ defined in (3.6) is optimal if $2 \leq p < \infty$ and almost optimal if $p = \infty$. Specifically, under the same assumptions for $S_i$, $N_i$ ($i = 1, 2, 3$) as in Theorem 3.4, for any $0 < \varepsilon \ll 1$, there exist $f_1$, $f_2$, $f_3$ satisfying supp $f_i \subset \{ (\tau, \xi) \mid |\xi| \sim N_i \}$ such that

$$\|f_1 \ast f_2 \ast f_3(0)\| \gtrsim \tilde{C}(\varepsilon, p, N_3) \|f_1\|_{L^2_{\tau,\bar{L}^\infty_p(S_1(\varepsilon))}} \|f_2\|_{L^2(S_2(\varepsilon))} \|f_3\|_{L^2(S_3(\varepsilon))},$$  \(3.7\)

where

$$\tilde{C}(\varepsilon, p, N_3) = \begin{cases} \varepsilon^{\frac{1}{p}} N_3^{\frac{1}{p}} & (2 \leq p < \infty), \\ (\log \varepsilon)^{1,\beta} & (p = \infty). \end{cases}$$

In Section 5 we will prove Proposition 3.6 by giving explicit functions $f_1$, $f_2$, $f_3$ which satisfy (3.7).

Note that, by duality, it holds that

$$\sup_{\|f_3\|_{L^2(S_3(\varepsilon))} = 1} \|f_1 \ast f_2 \ast f_3(0)\| = \|f_1 \ast f_2\|_{L^2_{\tau,\bar{L}^\infty_p(S_1(\varepsilon))}}.$$
Remark 3.7. (1) Hypersurfaces which satisfy Assumption 2 are localized in space around origin and given as graphs of radially symmetric functions. We need such spatial radially symmetry assumption on hypersurfaces to exploit the angular regularity assumption of the function $f_1$.

(2) The key difference between Theorems 3.3 and 3.4 is that in Assumption 2 the transversality condition on hypersurfaces (3.1) in Assumption 1 is not required. We will see that Theorem 3.3 provides the better estimate than that given by Theorem 3.4 by exploiting that angular integrability condition on $f_1$.

(3) The assumption (iii) in Assumption 2 is related to the space-time resonance in [16]. Precisely, the assumption (iii) ensures that the space-time resonance set

$$\{(\xi_1, \xi_2) \in \mathbb{R}^2 \times \mathbb{R}^2 \mid |\phi_1(\xi_1) + \phi_2(\xi_2) + \phi_3(-\xi_1 - \xi_2)| = 0, |
\nabla \phi_1(\xi_1) - \nabla \phi_2(\xi_2)| = 0\}$$

is separated from $\{(\xi_1, \xi_2) \mid |\nabla \phi_2(\xi_2) - \nabla \phi_3(-\xi_1 - \xi_2)| = 0\}$.

(4) Our approach for the proof of Theorem 3.4 is inspired heavily by the geometric argument in the proof of Proposition 5.6 in [1].

(5) We may expect that Theorem 3.4 will be applied to the study of variant dispersive equations. For example, we most likely obtain the analogous nontrivial result for the generalized equation:

$$i\partial_t u(t, x) + (-\Delta)^{\frac{1}{2}} u(t, x) = \eta |u(t, x)|^2,$$

with $a > 1$ under some angular regularity assumption. See examples of hypersurfaces below which satisfy Assumption 2. For this reason, in Assumption 2 the necessary conditions of hypersurfaces are given in a general way, which might seem unnecessarily complex to show Theorem 1.1

Here are a few examples of hypersurfaces which satisfy Assumption 2

Remark 3.8. (1) Let $\phi_{a, \pm}(\xi) = \pm |\xi|^a$ with $a > 1$. For $j = 1, 2, 3$, hypersurfaces given by the functions $\phi_j = \phi_{a, \pm}$ satisfy Assumption 2 regardless of the choice of the signs $\{\pm, \pm_2, \pm_3\}$. Hence, in particular, the hypersurfaces given by $\phi_{2, \pm}(\xi) = \pm_j |\xi|^2$, the phase functions of the free Schrödinger equation $i\partial_t u + \Delta u = 0$, satisfy Assumption 2 and we can utilize Theorem 3.4 in the proof of Proposition 2.7.

(2) Let $\sigma_1, \sigma_2, \sigma_3 \in \mathbb{R} \setminus \{0\}$. Assume $1/\sigma_1 + 1/\sigma_2 + 1/\sigma_3 \neq 0$. Then, the hypersurfaces given by $\phi_1(\xi) = \sigma_1|\xi|^2$, $\phi_2(\xi) = \sigma_2|\xi|^2$, $\phi_3(\xi) = \sigma_3|\xi|^2$ satisfy Assumption 2. While, if $1/\sigma_1 + 1/\sigma_2 + 1/\sigma_3 = 0$, the given hypersurfaces satisfy the first two assumptions of Assumption 2 but fail to fulfill the last one. Indeed, for any $c \in \mathbb{R}$, taking $\xi_1 = (\sigma_2 c, 0)$, $\xi_2 = (\sigma_1 c, 0)$, $\xi_3 = (-\sigma_1 - \sigma_2) c$, we may see that $\xi_1 + \xi_2 + \xi_3 = 0$, $\phi_1(\xi_1) + \phi_2(\xi_2) + \phi_3(\xi_3) = 0$, and

$$|\nabla \phi_1(\xi_1) - \nabla \phi_2(\xi_2)| + |\nabla \phi_2(\xi_2) - \nabla \phi_3(\xi_3)| = 0.$$
\[ \frac{1}{\sigma_1} + \frac{1}{\sigma_2} + \frac{1}{\sigma_3} = 0 \] and \( \sigma_1 + \sigma_2 \neq 0 \). Then, for any \( 0 < \varepsilon \ll 1 \), if we define \( f_1, f_2, f_3 \) by

\[
f_1 = 1_{C_1}, \quad f_2 = 1_{C_2}, \quad f_3 = 1_{C_3},
\]

where

\[
C_1 = \{ (\tau, \xi) \in \mathbb{R}^3 \mid |\tau - \sigma_1|/|\xi| \leq \varepsilon, \quad |\xi - (\sigma_2, 0)| \leq \varepsilon \},
\]

\[
C_2 = \{ (\tau, \xi) \in \mathbb{R}^3 \mid |\tau - \sigma_2|/|\xi| \leq \varepsilon, \quad |\xi - (\sigma_1, 0)| \leq \varepsilon \},
\]

\[
C_3 = \{ (\tau, \xi) \in \mathbb{R}^3 \mid |\tau - \sigma_3|/|\xi| \leq \varepsilon, \quad |\xi + (\sigma_1 + \sigma_2, 0)| \leq \varepsilon \},
\]

then it holds that

\[
| (f_1 \ast f_2 \ast f_3)(0) | \sim \varepsilon^\frac{\lambda}{2} \left\| f_1 \right\|_{L_2, \sigma} \left\| f_2 \right\|_{L^2(S_1(\varepsilon))} \left\| f_3 \right\|_{L^2(S_3(\varepsilon))}. \quad (3.8)
\]

While, since \( \sigma_1 + \sigma_2 \neq 0 \), (3.3) implies

\[
| (f_1 \ast f_2 \ast f_3)(0) | \lesssim \varepsilon^\frac{\lambda}{2} \left\| f_1 \right\|_{L_2, \sigma} \left\| f_2 \right\|_{L^2(S_1(\varepsilon))} \left\| f_3 \right\|_{L^2(S_3(\varepsilon))}.
\]

If \( 2 < p \), this clearly contradicts (3.8) by letting \( \varepsilon \to 0 \).

Notice that, in the study of the Schrödinger system which is corresponding system to the phase functions \( \varphi_1, \varphi_2, \varphi_3 \), the relation \( 1/\sigma_1 + 1/\sigma_2 + 1/\sigma_3 = 0 \) is called mass resonance relation. The Schrödinger system under mass resonance shows a significant difference from that under the non-mass resonance case \( 1/\sigma_1 + 1/\sigma_2 + 1/\sigma_3 \neq 0 \). For the works of Schrödinger system under mass resonance, we refer to [24, 20, 25, 38, 28], and for the results under non-mass resonance case, see e.g., [20, 21, 22, 23].

**Proof of Theorem 3.4.** We first consider the case \( N_3 \lesssim \varepsilon \). Since \( |\text{supp} \ f_3| \lesssim \varepsilon N_3^3 \), for any \( 2 \leq p \leq \infty \), a simple computation gives

\[
| (f_1 \ast f_2 \ast f_3)(0) | \leq \left\| f_1 \ast f_2 \right\|_{L^\infty} \left\| f_3 \right\|_{L^1(S_3(\varepsilon))}
\]

\[
\lesssim \varepsilon^\frac{\lambda}{2} N_3 \left\| f_1 \right\|_{L^2(S_1(\varepsilon))} \left\| f_2 \right\|_{L^2(S_2(\varepsilon))} \left\| f_3 \right\|_{L^2(S_3(\varepsilon))}
\]

\[
\lesssim \varepsilon^\frac{\lambda}{2} N_3 \left\| f_1 \right\|_{L^2, \sigma} \left\| f_2 \right\|_{L^2(S_2(\varepsilon))} \left\| f_3 \right\|_{L^2(S_3(\varepsilon))}.
\]

Since \( N_3 \lesssim \varepsilon \) implies \( \varepsilon^\frac{\lambda}{2} N_3 \lesssim C(\varepsilon, p, N_3) \) for any \( 2 \leq p \leq \infty \), this completes the proof of (3.6) when \( N_3 \lesssim \varepsilon \).

We assume \( N_3 \gg \varepsilon \). Without loss of generality, we may assume that \( f_1, f_2, f_3 \) are nonnegative. For \( i = 1, 2, 3 \), because of the support condition of \( f_i \), by applying harmless decomposition, there exist \( c_i, d > 0 \) such that \( c_i \sim N_i, d = d(\max_{i=1,2,3} \| \varphi_i \|_{C^{1,0}(B_2)}) \ll 1 \) and we can replace the original \( S_i(\varepsilon) \) defined in (3.3) by

\[
S_i(\varepsilon) = \{ (\tau, \xi) \in \mathbb{R}^3 \mid |\tau - \varphi_i(\xi)| < \varepsilon, \ c_i \leq |\xi| \leq c_i + d \}. \quad (3.9)
\]

Let \( A \in 2^N \) satisfy \( 1 \leq A \leq (N_3/\varepsilon)^{\frac{\lambda}{2}} \). As in the proof of [31] Theorem 4.3, we define a finitely overlapping family of balls with radius \( \varepsilon \) covering \( \mathbb{R}^3 \) by \( \{ B_{\varepsilon, j} \}_{j \in N} \) and decompose the support of \( f_3 \) into \( \{ B_{\varepsilon, j} \}_{j \in J_3, \varepsilon} \), where \( J_{3, \varepsilon} = \{ j \in N \mid B_{\varepsilon, j} \cap S_3(\varepsilon) \neq \emptyset \} \)
Claim 1. If $r_1$ is fixed and $(\tau_1, r_1 \cos \theta_1, r_1 \sin \theta_1) \in S^A_{1,j}(\varepsilon)$, then $\theta_1$ is confined to at most four intervals of length $\sim A \varepsilon / N_3$. 

Proof of Claim \([\text{II}]\). We recall that \((\tau_1, \xi_1) \in S_{1,j}^A(\varepsilon)\) means \((\tau_1, \xi_1) \in S_1(\varepsilon)\) and the existence of \((\tau, \xi) \in B_{\varepsilon,j}\) such that \((-\tau - \tau_1, -\xi - \xi_1) \in S_2(\varepsilon)\), which yield
\[
|\varphi_1(\xi_1) + \varphi_2(\xi + \xi_1)| \lesssim \varepsilon.
\]
Thus, since \(\varphi_i \in C^{1,\beta}(B_2)\) and the radius of \(B_{\varepsilon,j}\) is \(\varepsilon\), it suffices to see that for fixed \(r_1 > 0\) it holds that
\[
|\partial_{\xi_1} (\varphi_1(\xi_1) + \varphi_2(\xi + \xi_1))| \sim A^{-1} N_3.
\]
For a radial function \(\varphi : \mathbb{R}^2 \to \mathbb{R}\), \(\varphi \) is \(C^1\) and radial, for \(\xi \in \mathbb{R}^2\), it holds that
\[
\nabla \varphi(\xi) = \frac{\varphi'(||\xi||)}{||\xi||} \xi = \text{sgn} \varphi'(||\xi||) \frac{|\nabla \varphi(\xi)|}{||\xi||} \xi.
\]
Thus, it follows from \([\text{i}]\) and \([\text{iii}]\) in Assumption \([\text{II}]\) that
\[
|\partial_{\xi_1} (\varphi_1(\xi_1) + \varphi_2(\xi + \xi_1))| = |\xi_1^+ \cdot \nabla \varphi_2(\xi + \xi_1)|
\]
\[
= \frac{|\nabla \varphi_2(\xi + \xi_1)|}{||\xi + \xi_1||} |\xi_1^+ \cdot (\xi + \xi_1)|
\]
\[
= |\xi_1| \frac{|\nabla \varphi_2(\xi + \xi_1)||\sin \angle(\xi, \xi_1)|}{||\xi + \xi_1||} \sim A^{-1} N_3.
\]
\[\square\]

Similarly, for fixed \(A, j \in J_{3,\varepsilon}, r_1 > 0\), if \((\tau_2, r_2 \cos \theta_2, r_2 \sin \theta_2) \in S_{2,j}^A(\varepsilon)\) then \(\theta_2\) is confined to at most four intervals of length comparable to \(A\varepsilon/N_3\).

For \(\ell \in \mathbb{N}\), we define \(D_{\ell} = \{(\tau, \xi) | \tau \leq |\xi| \leq (\ell + 1)\varepsilon\} \) and \(J_{3,\varepsilon,\ell} = \{j \in J_{3,\varepsilon} \cap [B_{\varepsilon,j} \cap D_{\ell} \neq \emptyset]\}. \) We put \(L_{S_3} = \{\ell \in \mathbb{N} | S_3(\varepsilon) \cap D_{\ell} \neq \emptyset\} \). For \(\ell \in L_{S_3}\), we define
\[
T_{1,\ell}^A(\varepsilon) = \left\{(\tau_1, \xi_1) \in S_1(\varepsilon) \mid \text{There exists } (\tau'_1, \xi'_1) \in \bigcup_{j \in J_{3,\varepsilon,\ell}} S_{1,j}^A(\varepsilon) \text{ such that } |\xi_1| = |\xi'_1| \right\}
\]
\[
T_{2,\ell}^A(\varepsilon) = \left\{(\tau_2, \xi_2) \in S_2(\varepsilon) \mid \text{There exists } (\tau'_2, \xi'_2) \in \bigcup_{j \in J_{3,\varepsilon,\ell}} S_{2,j}^A(\varepsilon) \text{ such that } |\xi_2| = |\xi'_2| \right\}.
\]
Note that \((\tau, \xi) \in T_{i,\ell}^A(\varepsilon)\) and \(|\xi| = |\eta|\) imply \((\tau, \eta) \in T_{i,\ell}^A(\varepsilon)\) \((i = 1, 2)\). For fixed \(j \in J_{3,\varepsilon}\), it follows from Claim \([\text{II}]\) that
\[
\|f_1|S_{1,j}^A(\varepsilon)\|_{L^2} \leq \|1_{S_{1,j}^A(\varepsilon)}\|_{L^\infty} \frac{2\pi}{\sqrt{\pi}} \|f_1|S_{1,j}^A(\varepsilon)\|_{L^2, L^p_\infty}
\]
\[
\lesssim \left(\frac{A\varepsilon}{N_3}\right)^{\frac{1}{2} - \frac{1}{p}} \|f_1|S_{1,j}^A(\varepsilon)\|_{L^2, L^p_\infty} \tag{3.14}
\]

Similarly, because of the width restriction of \(S_{2,j}^A(\varepsilon)\) as in Claim \([\text{II}]\) for fixed \(\ell \in L_{S_3}\), it holds that
\[
\sum_{j \in J_{3,\varepsilon,\ell}} 1_{S_{2,j}^A(\varepsilon)} \lesssim A.
\]
This and \(\bigcup_{j \in J_{3,\varepsilon,\ell}} S_{2,j}^A(\varepsilon) \subset T_{2,j}^A(\varepsilon)\) yield
\[
\left(\sum_{j \in J_{3,\varepsilon,\ell}} \|f_2|S_{2,j}^A(\varepsilon)\|_{L^2}^2\right)^{\frac{1}{2}} \lesssim A^{\frac{1}{2}} \|f_2|T_{2,j}^A(\varepsilon)\|_{L^2}. \tag{3.15}
\]
Consequently, by using the Cauchy-Schwarz inequality and (3.13), we have
\[
\sum_{j \in J_{s,t}} \left\| f_1 S_{A,j}(\epsilon) \right\|_{L^2} \left\| f_2 S_{A,j}(\epsilon) \right\|_{L^2} \left\| f_3 |B_{r,j}| \right\|_{L^2} \\
\lesssim \sum_{\ell \in L_{S_3}} \sum_{j \in J_{s,t}} \left\| f_1 |S_{A,j}(\epsilon)\right\|_{L^2} \left\| f_2 |S_{A,j}(\epsilon)\right\|_{L^2} \left\| f_3 |B_{r,j}| \right\|_{L^2} \\
\lesssim \sum_{\ell \in L_{S_3}} \sup_{j \in J_{s,t}} \left( \sum_{j \in J_{s,t}} \left\| f_1 |S_{A,j}(\epsilon)\right\|_{L^2}^2 \right)^{\frac{1}{2}} \left( \sum_{j \in J_{s,t}} \left\| f_3 |B_{r,j}| \right\|_{L^2}^2 \right)^{\frac{1}{2}} \\
\lesssim A^{-\frac{1}{2} - \frac{1}{p}} \left( \frac{\epsilon}{N_3} \right)^{\frac{p}{2} - \frac{1}{p}} \left( \sum_{\ell \in L_{S_3}} \left\| f_1 |T_{A,\ell}(\epsilon)\right\|_{L^2}^2 \left\| f_2 |T_{A,\ell}(\epsilon)\right\|_{L^2} \right)^{\frac{1}{2}} \left\| f_3 \right\|_{L^2(S_{\ell}(\epsilon))}. 
\]
Hence, the estimate (3.12) follows from
\[
\sup_{(\tau_1, \xi_1) \in S_1(\epsilon)} \sum_{(\tau_2, \xi_2) \in S_2(\epsilon)} 1_{T_{A,\xi_1}^A(\epsilon)}(\tau_1, \xi_1) 1_{T_{A,\xi_2}^A(\epsilon)}(\tau_2, \xi_2) \lesssim \frac{N_3}{A^2\epsilon}. 
\] (3.16)
Because the number of \( \ell \) in \( L_{S_3} \) is comparable to \( N_3/\epsilon \), we assume \( A \gg 1 \).

We prove (3.16) by contradiction. Suppose that, for some fixed \((\tau_1, \xi_1) \in S_1(\epsilon)\) and \((\tau_2, \xi_2) \in S_2(\epsilon)\), there exist \( \ell_1, \ell_2 \in L_{S_3} \) such that \( A^{-2} N_3 < (\ell_1 - \ell_2) \epsilon \leq \min(N_3, d) \) (notice that this gives \( \ell_1 - \ell_2 \gg 1 \) since \( A \lesssim (N_3/\epsilon)^{\frac{1}{2}} \)) where \( d \ll 1 \) is defined in (3.9)
and
\[
(\tau_1, \xi_1) \in T_{A,\ell_1}^A(\epsilon) \cap T_{A,\ell_2}^A(\epsilon), \quad (\tau_2, \xi_2) \in T_{A,\ell_1}^A(\epsilon) \cap T_{A,\ell_2}^A(\epsilon). 
\]
We deduce from \((\tau_1, \xi_1) \in T_{A,\ell_1}^A(\epsilon)\) that there exists \((\tau', \xi') \in S_3(4\epsilon)\) such that \( |\xi' - \ell_1 \epsilon| \leq 2 \epsilon, |\sin \angle(\xi_1, \xi')| \sim A^{-1} \) and \(- (\tau', \xi') - (\tau_1, \xi_1) \in S_3(4\epsilon)\). Similarly, because \((\tau_1, \xi_1) \in T_{A,\ell_2}^A(\epsilon)\), we may find \((\overline{\tau}, \overline{\xi}) \in S_3(4\epsilon)\) which satisfy \( |\overline{\xi} - \ell_2 \epsilon| \leq 2 \epsilon, |\sin \angle(\xi_1, \overline{\xi})| \sim A^{-1} \) and \(- (\overline{\tau}, \overline{\xi}) - (\tau_1, \xi_1) \in S_2(4\epsilon)\). We observe that \((\tau', \xi') \in S_3(4\epsilon)\) and \((\overline{\tau}, \overline{\xi}) \in S_3(4\epsilon)\) give \( |(\tau' - \overline{\tau}) - (\varphi_3(\xi') - \varphi_3(\overline{\xi}))| \lesssim \epsilon. \) In addition, \(- (\tau', \xi') - (\tau_1, \xi_1) \in S_2(4\epsilon)\) and \(- (\overline{\tau}, \overline{\xi}) - (\tau_1, \xi_1) \in S_2(4\epsilon)\) yield \(|(\tau' - \overline{\tau}) + (\varphi_3(\xi') + \xi_1) - (\varphi_3(\overline{\xi}) + \xi_1)| \lesssim \epsilon. \). Therefore, it holds that
\[
|\varphi_2(\xi' + \xi_1) - \varphi_2(\overline{\xi} + \xi_1)| + (\varphi_3(\xi') - \varphi_3(\overline{\xi}))| \lesssim \epsilon. 
\] (3.17)
Claim 2. The estimate (3.17) implies
\[
|\nabla \varphi_2(\xi' - \xi_1) - \nabla \varphi_3(\xi')| \ll 1. 
\] (3.18)
Proof of Claim 2. Since \( \varphi_2 \) is radial, (3.13) is equivalent to
\[
|\nabla \varphi_2(\xi' + \xi_1) + \nabla \varphi_3(\xi')| \ll 1. 
\] (3.19)
Recall that \( |\sin \angle(\xi_1, \xi')| \sim |\sin \angle(\xi_1, \overline{\xi})| \sim A^{-1} \). To prove (3.19), we first see that (3.17) provides either \( |\angle(\xi_1, \xi')| \sim |\angle(\xi_1, \overline{\xi})| \sim A^{-1} \) or \( |\angle(\xi_1, \xi') - \pi| \sim |\angle(\xi_1, \overline{\xi}) - \pi| \sim A^{-1} \). We will observe that \( |\angle(\xi_1, \xi')| \sim |\angle(\xi_1, \overline{\xi}) - \pi| \sim A^{-1} \) contradicts (3.17). In the same way, we may see that \( |\angle(\xi_1, \xi') - \pi| \sim |\angle(\xi_1, \overline{\xi})| \sim A^{-1} \) contradicts (3.17). Since \( A \gg 1 \), it is easy to see that \( |\angle(\xi_1, \xi')| \sim |\angle(\xi_1, \overline{\xi}) - \pi| \sim A^{-1} \) implies
\[
|\xi' + \xi_1| - |\overline{\xi} + \xi_1| \gtrsim N_3. 
\] (3.20)
Let us use the function $\varphi_1(r) = \varphi_1(r, 0)$. It follows from (11) and (11) in Assumption 2 that $|\varphi'_1(r)| \sim 1$ if $r \sim 1$. Hence, we deduce from (3.20) that

$$|\varphi_2(\xi' + \xi_1) - \varphi_2(\xi + \xi_1)| = |\varphi_2(|\xi'| + \xi_1) - \varphi_2(|\xi| + \xi_1)| \gtrsim N_3. \quad (3.21)$$

Here we used $|\xi'| + \xi_1 \sim |\xi| + \xi_1 \sim 1$ which follows from $-\tau' - \tau |\xi| \in S_2(\varepsilon)$, and $(\xi, \xi) - (\tau \xi, \xi_1) \in S_2(\varepsilon)$. While, since $||\xi'| - \ell_1\varepsilon| \leq 2\varepsilon$, $|\tilde{\xi} - \ell_2\varepsilon| \leq 2\varepsilon$, and $(\ell_1 - \ell_2)\varepsilon \ll N_3$, we have

$$|\varphi_3(\xi') - \varphi_3(\tilde{\xi})| \lesssim (\ell_1 - \ell_2)\varepsilon \ll N_3. \quad (3.22)$$

Clearly, since $\varepsilon \ll N_3$, the two estimates (3.21) and (3.22) contradict (3.17). Consequently, either $|\angle(\xi, \xi')| \sim |\angle(\xi, \tilde{\xi})| \sim A^{-1}$ or $|\angle(\xi, \xi') - \pi| \sim |\angle(\xi, \tilde{\xi}) - \pi| \sim A^{-1}$ holds.

Now we consider (3.19). Let us consider the case $|\angle(\xi, \xi')| \sim |\angle(\xi, \tilde{\xi})| \sim A^{-1}$ first. A simple calculation yields

$$0 \leq |\xi'| + |\xi_1| - |\xi' + \xi_1| \lesssim A^{-2}N_3, \quad 0 \leq |\tilde{\xi}| + |\xi_1| - |\tilde{\xi} + \xi_1| \lesssim A^{-2}N_3,$$

which imply

$$0 \leq \left| (|\xi'| + \xi_1) - |\tilde{\xi} + \xi_1| - (|\xi'| - |\tilde{\xi}|) \right| \lesssim A^{-2}N_3. \quad (3.23)$$

Note that $|\xi'| - |\tilde{\xi}| \sim (\ell_1 - \ell_2)\varepsilon > 0$. By using (3.17) and (3.23), since $\varphi_2$, $\varphi_3$ are radial, $\varphi_2 \in C^{1,\beta}(B_2)$, and $A^{-2}N_3 \ll (\ell_1 - \ell_2)\varepsilon$, we get

$$\left| \varphi_3(\xi' + \xi_1) - \varphi_3(\tilde{\xi} + \xi_1) \right| \lesssim \frac{|\varphi_2(\xi' + \xi_1) - \varphi_2(\tilde{\xi} + \xi_1)|}{|\xi'| + \xi_1 - |\tilde{\xi} + \xi_1|} + \frac{|\varphi_2(\xi' + \xi_1) - \varphi_2(\xi + \xi_1)|}{|\xi' + \xi_1| - |\xi + \xi_1|} \lesssim \frac{1}{(\ell_1 - \ell_2)\varepsilon}.$$

Here, since $\varphi_2$ and $\varphi_3$ are radial, we may assume that $\xi_1$ is on the right half of the first axis, i.e. $\xi_1 = (|\xi_1|, 0)$. In addition to (3.24), we deduce from $\xi_1 = (|\xi_1|, 0)$, $|\angle(\xi_1, \xi')| \sim |\angle(\xi_1, \tilde{\xi})| \sim A^{-1}$, and $\varphi_2, \varphi_3 \in C^{1,\beta}(B_2)$ that

$$\left| \nabla \varphi_2(\xi' + \xi_1) - \left( \frac{\varphi_2(\xi' + \xi_1) - \varphi_2(\xi + \xi_1)}{|\xi'| + \xi_1 - |\xi + \xi_1|}, 0 \right) \right| \lesssim 1, \quad (3.25)$$

$$\left| \nabla \varphi_3(\xi') - \left( \frac{\varphi_3(\xi') - \varphi_3(\tilde{\xi})}{|\xi'| - |\tilde{\xi}|}, 0 \right) \right| \lesssim 1. \quad (3.26)$$

Here we used $|\xi'| - |\tilde{\xi}| \sim (\ell_1 - \ell_2)\varepsilon \ll 1$, and $|\xi' + \xi_1| - |\tilde{\xi} + \xi_1| \ll 1$ which follows from $|\xi'| - |\tilde{\xi}| \ll 1$ and (3.24). Consequently, by the triangle inequality, the estimates (3.24), (3.25), (3.26) give (3.19).

Next, we consider the case $|\angle(\xi_1, \xi') - \pi| \sim |\angle(\xi_1, \tilde{\xi}) - \pi| \sim A^{-1}$. Similarly to the above case, we assume that $\xi_1 = (|\xi_1|, 0)$. Let $\xi^{(1)} \in \mathbb{R}$ denote the first component.
of $\xi \in \mathbb{R}^2$. We divide the proof into the two cases. The first case is $\xi^{(1)} + \xi^{(1)} > 0$, $\xi^{(1)} + \xi^{(1)} > 0$, and the second is $\xi^{(1)} + \xi^{(1)} < 0$, $\xi^{(1)} + \xi^{(1)} < 0$. In the case $\xi^{(1)} + \xi^{(1)} > 0$, $\xi^{(1)} + \xi^{(1)} > 0$, since $|\angle(\xi_1, \xi') - \pi| \sim |\angle(\xi_1, \xi) - \pi| \sim A^{-1}$, we obtain
\[ 0 \leq |\xi' + \xi_1 - (|\xi_1| - |\xi'|)| \lesssim A^{-2} N_3, \quad 0 \leq |\xi + \xi_1 - (|\xi_1| - |\xi|)| \lesssim A^{-2} N_3, \]
which give
\[ |(\xi' + \xi_1 - |\xi + \xi_1|)| \lesssim A^{-2} N_3. \]
In a similar way as in the proof of (3.27), this estimate provides
\[ \frac{|\varphi_2(\xi' + \xi_1) - \varphi_2(\xi + \xi_1)|}{|\xi' + \xi_1| - |\xi + \xi_1|} \ll 1. \tag{3.27} \]
Note that, the assumptions $|\angle(\xi_1, \xi') - \pi| \sim |\angle(\xi_1, \xi) - \pi| \sim A^{-1}$ with $\xi_1 = (|\xi_1|, 0)$ mean that $\xi^{(1)} < 0$, $\xi^{(1)} < 0$. Hence, it follows from $\xi_1 = (|\xi_1|, 0)$, $|\angle(\xi_1, \xi') - \pi| \sim |\angle(\xi_1, \xi) - \pi| \sim A^{-1}$, $|\xi| - |\xi| \ll 1$ and $|\xi + \xi_1 - |\xi + \xi_1|| \ll 1$ that
\[ |\nabla \varphi_2(\xi' + \xi_1) - \varphi_2(\xi' + \xi_1)| \ll 1, \tag{3.28} \]
\[ |\nabla \varphi_3(\xi') + \varphi_3(\xi)| \ll 1. \tag{3.29} \]
Consequently, by combining (3.27)-(3.29), we complete the proof of (3.19) for the case $\xi^{(1)} + \xi^{(1)} > 0$, $\xi^{(1)} + \xi^{(1)} > 0$. The remaining case $\xi^{(1)} + \xi^{(1)} < 0$, $\xi^{(1)} + \xi^{(1)} < 0$ can be handled in a similar way. We omit the details. \hfill \Box

Now, by using (3.18), we conclude (3.10) by contradiction. As mentioned in (3.9), the spatial variable of $S_1(\varepsilon)$ is confined to annulus of small width. Thus, by the definition of $T_{A(\varepsilon)}(\varepsilon)$, it follows from $(\tau_2, \xi_2) \in T_{A(\varepsilon)}(\varepsilon)$ that we may find $\xi'_2 \in \mathbb{R}^2$ such that $|\xi'_2| = |\xi_2|$, $(\tau_2, \xi'_2) \in T_{A(\varepsilon)}(\varepsilon)$ and $|\xi + \xi'_2 + \xi' + | \ll 1$. In the same way as above, it follows from $(\tau_2, \xi'_2) \in T_{A(\varepsilon)}(\varepsilon)$ that there exists $(\tau_0, \eta) \in S_1(4\varepsilon)$ which satisfy $|\eta| - |\xi_1| \leq 2\varepsilon$, $-(\tau_0, \eta) - (\tau_2, \xi'_2) \in S_1(4\varepsilon)$, $|\sin \angle(\eta, \xi'_2)| \lesssim A^{-1}$ and
\[ |\nabla \varphi_1(\varepsilon - |\xi'_2|) - \nabla \varphi_3(\eta)| \ll 1. \tag{3.30} \]
Since $|\xi' - |\eta|| \leq 4\varepsilon$, $|\sin \angle(\xi', \varepsilon - |\xi' + \eta)| \lesssim A^{-1}$, and $|\xi_1 + \xi'_2 + \xi' + | \ll 1$, it is easily confirmed that $|\xi' - |\eta|| + |\xi_1 + \xi'_2 + \eta| | \ll 1$. Hence, because $\varphi_1, \varphi_3 \in C^{1,\beta}(B_2)$, (3.30) implies
\[ |\nabla \varphi_1(\xi_1) - \nabla \varphi_3(\xi)| \ll 1. \tag{3.31} \]
Consequently, (3.18) and (3.31) give
\[ |\nabla \varphi_1(\xi_1) - \nabla \varphi_3(\xi_1)| + |\nabla \varphi_2(\xi_1 - \xi_1) - \nabla \varphi_3(\xi)| \ll 1. \]
Recall that $(\tau_1, \xi_1) \in T_{A(\varepsilon)}(\varepsilon)$, $(\tau'_1, \xi'_1) \in S_1(4\varepsilon)$, $-(\tau'_1, \xi'_1) - (\tau_1, \xi_1) \in S_2(4\varepsilon)$. Thus, this contradicts the assumption [iii] in Assumption 2.

Lastly, we consider (3.13). Following the proof of (3.12), it suffices to prove
\[ \sup_{(\tau_1, \xi_1) \in S_1(\varepsilon)} \sum_{(\tau_2, \xi_2) \in S_2(\varepsilon)} 1_{T_{A(\varepsilon)}(\varepsilon)}(\tau_1, \xi_1)1_{T_{A(\varepsilon)}(\varepsilon)}(\tau_2, \xi_2) \lesssim 1, \]
where
\[
\bar{T}^{A_0}_{1,\varepsilon}(\varepsilon) = \left\{ (\tau_1, \xi_1) \in S_1(\varepsilon) \mid \text{There exists } (\tau'_1, \xi'_1) \in \bigcup_{j \in J_{3,\varepsilon}} \bar{S}^{A_0}_{1,j}(\varepsilon) \right\},
\]
\[
\bar{T}^{A_0}_{2,\varepsilon}(\varepsilon) = \left\{ (\tau_2, \xi_2) \in S_2(\varepsilon) \mid \text{There exists } (\tau'_2, \xi'_2) \in \bigcup_{j \in J_{3,\varepsilon}} \bar{S}^{A_0}_{2,j}(\varepsilon) \right\},
\]
This can be shown in the same way as for (4.10). We omit the details. \qed

4. PROOF OF THE BILINEAR ESTIMATE

In this section, we prove Proposition 2.7.

It is known that the standard Strichartz estimate (see [29]) provides the following estimate.

Lemma 4.1 (Lemma 2.3 in [17]). Let \( L \in 2^{\infty}, \ u \in L^2(\mathbb{R} \times \mathbb{R}^2), \) and \((q, r)\) be an admissible pair for the Schrödinger equation with \( d = 2, \) i.e. \( q > 2, \ \frac{1}{q} = 2\left(\frac{1}{2} - \frac{1}{4}\right).\)

Then, we have
\[
\|Q_L u\|_{L_t^q L_x^r} \lesssim L^{\frac{1}{2}}\|Q_L u\|_{L_t^q L_x^r},
\]
where \( Q_L \) is defined in Definition 2.7.

By using Theorems 3.4, we establish the trilinear estimate which plays a central role in the proof of Proposition 2.7.

Proposition 4.2. For \( i = 1, 2, 3, \) let \( L_i, M_i, N_i \in 2^{\infty}, \) and \( u_i \in L^2(\mathbb{R} \times \mathbb{R}^2). \) We define
\[
v_i = Q_L, H_M, P_{N_i}u_i,
\]
where \( H_M \) is defined in (2.1). Then, for any \( 2 \leq p < \infty, \) we have
\[
\left| \int v_1 v_2 v_3 dt dx \right| \lesssim (L_1 L_2 L_3)^{\frac{1}{2}} M_{\text{min}}^{\frac{1}{p}} N_{\text{max}}^{-1 + \frac{1}{p}} N_{\text{min}}^{\frac{1}{p}} \prod_{i=1,2,3} \|v_i\|_{L_t^q L_x^r},
\]
where \( N_{\text{min}} = \min_{i=1,2,3} N_i \) and \( N_{\text{max}}, M_{\text{min}} \) are defined in a similar way.

Proof. By an almost orthogonality in \( L^2(S^1) \) (see e.g. [12]), we may assume that for each \( i = 1, 2, 3, \) there exists a set \( K_i \subset \mathbb{Z} \) whose cardinality is comparable to \( M_{\text{min}}, \) i.e. \( \#K_i \sim M_{\text{min}}, \) such that \( v_i \) can be described by the Fourier series expansion as
\[
v_i(t, x) = v_i(t, r \cos \theta, r \sin \theta) = \sum_{k \in K_i} v_{i,k}(t, r) e^{ik\theta} \ \text{in } L^2(\mathbb{R}^3),
\]
where \( v_{i,k} := \langle v_i, e^{ik\theta} \rangle_{L_t^2}. \)

We recall that \( \chi \in C_0^\infty((-2, 2)) \) is an even, non-negative function such that \( \chi(t) = 1 \) for \( |t| \leq 1 \) and \( \psi(t) := \chi(t) - \chi(2t). \) For \( \Omega \in 2^\mathbb{Z}, \) we define \( \phi_\Omega(t) := \psi(\Omega^{-1}t) \) and \( \hat{P}_\Omega f(\xi) := \phi_\Omega(\xi) \hat{f}(\xi). \) Then, for \( f \in L^2(\mathbb{R}^2), \) clearly it holds that
\[
P_N = P_N, \quad \text{if } N \in 2^\mathbb{N}, \quad P_1 f = \sum_{\Omega \subset 1} P_\Omega f.
\]

Here we recall \( \hat{P}_1 f(\xi) = \chi(\xi) \hat{f}(\xi). \)

Let \( \rho \in C_0^\infty(\mathbb{R}) \) be a non-negative function satisfying \( \text{supp } \rho \subset (-2, 2) \) such that
\[
\sum_{\ell \in \mathbb{Z}} \rho(\tau - \ell) = 1 \ \text{for any } \tau \in \mathbb{R}.
\]
For \( \ell \in \mathbb{Z} \), we put \( \rho_\ell(\tau) = \rho(\tau - \ell) \). For \( \ell \in \mathbb{Z} \) and \( u \in L^2(\mathbb{R} \times \mathbb{R}^2) \), we define the operator \( R_\ell \) as

\[
\mathcal{F}_{t,x} R_\ell u(\tau, \xi) = \rho_\ell(\tau - |\xi|^2) \mathcal{F}_{t,x} u(\tau, \xi).
\]

Let \( L \in 2^{\mathbb{N}_0} \) and

\[
J(L) = \{ \ell \in \mathbb{Z} | \text{supp } \rho_\ell \cap \text{supp } \psi_L \neq \emptyset \}.
\]

Then, the cardinality of \( J(L) \) is comparable to \( L \) and for \( u \in L^2(\mathbb{R} \times \mathbb{R}^2) \) it follows that

\[
Q_L u = \sum_{\ell \in J(L)} R_\ell Q_L u.
\]

For \( i = 1, 2, 3 \), let \( \ell_i \in \mathbb{Z} \) and define \( w_{i,\ell_i} = R_{\ell_i} \mathcal{P}_{3,\ell_i} v_i \). We will prove the following estimate.

\[
\left| \int w_{1,\ell_1} w_{2,\ell_2} w_{3,\ell_3} dt dx \right| \lesssim M_{\min}^{\frac{1}{2}} N_{\max}^{-\frac{1}{2}} N_{\min}^{\frac{\rho}{p}} \prod_{i=1,2,3} \| w_{i,\ell_i} \|_{L^2_{t,x}},
\]

(4.5)

Here, the implicit constant does not depend on \( \ell_1, \ell_2, \) and \( \ell_3 \). Let us see that this estimate implies (4.1). First we consider the case \( N_{\min} \geq 2 \). In this case, (4.3) implies \( w_{i,\ell_i} = R_{\ell_i} v_i \). It follows from (4.4), (4.5) and the Cauchy-Schwarz inequality that

\[
\left| \int w_{1,\ell_1} w_{2,\ell_2} w_{3,\ell_3} dt dx \right| \lesssim \sum_{\ell \in J(L)} \prod_{i=1,2,3} \| w_{i,\ell_i} \|_{L^2_{t,x}},
\]

(4.6)

In the last estimate, we utilized \( |J(L_i)| \sim L_i \). The case \( N_{\min} = 1 \) is handled in a similar way. Here we consider the case \( N_{\min} = N_3 = 1 \). The other cases \( N_{\min} = N_1 = 1 \) and \( N_{\min} = N_2 = 1 \) can be treated in the same way. Clearly, we may assume \( N_{\max} \geq 2 \). By applying (4.8) and (4.9) to \( v_3 \) as

\[
v_3 = \sum_{\ell_3 \in J(L_3))} \sum_{\ell_3 \leq 2} R_{\ell_3} \mathcal{P}_{3,\ell_3} v_3 = \sum_{\ell_3 \in J(L_3))} \sum_{\ell_3 \leq 2} w_{3,\ell_3},
\]

we may utilize (4.5) and obtain (4.1).

Let us consider (4.3). By Plancherel’s theorem, it suffices to prove

\[
|\langle \mathcal{F}_{t,x} w_{1,\ell_1}, (\mathcal{F}_{t,x} w_{2,\ell_2}) * (\mathcal{F}_{t,x} w_{3,\ell_3}(0)) \rangle| \lesssim M_{\min}^{\frac{1}{2}} N_{\max}^{-\frac{1}{2}} N_{\min}^{\frac{\rho}{p}} \prod_{i=1,2,3} \| \mathcal{F}_{t,x} w_{i,\ell_i} \|_{L^2_{t,x}},
\]

(4.7)

where the implicit constant does not depend on \( \ell_1, \ell_2, \) and \( \ell_3 \). Put

\[
f_1 = \mathcal{F}_{t,x} w_{1,\ell_1}, \quad f_2 = \mathcal{F}_{t,x} w_{2,\ell_2}, \quad f_3 = \mathcal{F}_{t,x} w_{3,\ell_3}.
\]

Then, we observe that

\[
\text{supp } f_1 \subset \{ (\tau, \xi) \in \mathbb{R}^3 \mid |\tau - |\xi|^2 - \ell_1| < 2, |\xi| \sim \mathcal{R}_1 \},
\]

supp \( f_2 \subset \{ (\tau, \xi) \in \mathbb{R}^3 \mid |\tau + |\xi|^2 + \ell_2| < 2, |\xi| \sim \mathcal{R}_2 \},
\]

supp \( f_3 \subset \{ (\tau, \xi) \in \mathbb{R}^3 \mid |\tau + |\xi|^2 + \ell_3| < 2, |\xi| \sim \mathcal{R}_3 \}.
\]
For \( p \geq 2 \), by using Bernstein’s inequality and (\ref{inequ1}) with \( \#K_i \sim M_{\min} \), we get
\[
\|w_i \xi_i\|_{L^2_{\tau,x}} \lesssim \frac{1}{\sqrt{\theta}} \|
abla \|_{L^2_{\tau,x}} \quad \text{for each } i = 1, 2, 3.
\]
This implies \( \|f_i\|_{L^{p}_{\tau,x}} \lesssim M_{\min}^{\frac{2-p}{2}} \|
abla \|_{L^2_{\tau,x}} \quad \text{for each } i = 1, 2, 3 \). To avoid redundancy, let us assume \( \mathcal{N}_3 \lesssim \mathcal{N}_1 \sim \mathcal{N}_2 \). Then, (\ref{inequ2}) is verified by showing
\[
|f_1 \ast f_2 \ast f_3(0)| \lesssim \mathcal{N}_1^{-1+\frac{2}{p}} \mathcal{N}_3^{\frac{2}{p}} \|f_1\|_{L^2_{\tau,x}} \|f_2\|_{L^2_{\tau,x}} \|f_3\|_{L^2_{\tau,x}}. \tag{4.10}
\]
Put \( g_i(\tau, \xi) = f_i(\mathcal{N}_3^2 \tau, \mathcal{N}_1 \xi) \). Then, (\ref{inequ3}), (\ref{inequ4}), (\ref{inequ5}) mean that
\[
\begin{align*}
supp g_1 &\subseteq \{(\tau, \xi) \in \mathbb{R}^3 \mid |\tau - \frac{\ell_1}{\mathcal{N}_1^2} < 2 |\xi| \mid, \mid |\xi| \sim 1 \}, \\
supp g_2 &\subseteq \{(\tau, \xi) \in \mathbb{R}^3 \mid |\tau + \frac{\ell_2}{\mathcal{N}_1^2} < 2 |\xi| \mid, \mid |\xi| \sim 1 \}, \\
supp g_3 &\subseteq \{(\tau, \xi) \in \mathbb{R}^3 \mid |\tau + \frac{\ell_3}{\mathcal{N}_1^2} < 2 |\xi| \mid, \mid |\xi| \sim \mathcal{N}_3 \}
\end{align*}
\]
and (\ref{inequ6}) is rewritten as
\[
|g_1 \ast g_2 \ast g_3(0)| \lesssim \mathcal{N}_1^{-3+\frac{2}{p}} \mathcal{N}_3^{\frac{2}{p}} \|g_1\|_{L^2_{\tau,x}} \|g_2\|_{L^2_{\tau,x}} \|g_3\|_{L^2_{\tau,x}}.
\]
This follows from Theorem 3.3 with \( \varepsilon = \mathcal{N}_1^{-2} \) and \( N_3 = \mathcal{N}_3 / \mathcal{N}_1 \), since the functions
\[
\varphi_1(\xi) = |\xi|^2 + \frac{\ell_1}{\mathcal{N}_1^2}, \quad \varphi_2(\xi) = -|\xi|^2 - \frac{\ell_2}{\mathcal{N}_1^2}, \quad \varphi_3(\xi) = -|\xi|^2 - \frac{\ell_3}{\mathcal{N}_1^2}
\]
clearly satisfy Assumption 2. \( \square \)

Next, by using Theorems 3.3 we prove the second bilinear estimate.

**Proposition 4.3.** For \( i = 1, 2, 3 \), let \( L_i, N_i \in 2^{\mathbb{N}_0} \), and \( u_i \in L^2(\mathbb{R} \times \mathbb{R}^2) \). We define
\[
v_i = Q_{L_i} P_{N_i} u_i.
\]
Then, we have
\[
\left| \int v_1 \nabla v_2 \nabla v_3 \, dt \, dx \right| \lesssim (L_1 L_2 L_3)^{\frac{2}{p}} (N_{\min} N_{\max})^{-\frac{2}{p}} \prod_{i=1,2,3} \|v_i\|_{L^2_{\tau,x}}. \tag{4.11}
\]

**Proof.** When \( N_{\min} = 1 \), the claim follows from the following \( L^2 \)-bilinear estimate:
\[
\|Q_{L_1} P_{N_1} u_1 Q_{L_2} P_{N_2} u_2 \|_{L^2_{\tau,x}} + \|Q_{L_1} P_{N_1} u_1 Q_{L_2} P_{N_2} u_2 \|_{L^2_{\tau,x}}
\]
\[
\lesssim (L_1 L_2)^{\frac{2}{p}} \min(N_1, N_2) \|Q_{L_1} P_{N_1} u_1 \|_{L^2_{\tau,x}} \|Q_{L_2} P_{N_2} u_2 \|_{L^2_{\tau,x}}.
\]
For the proof of this estimate, see e.g. Lemma 1 in [13] and Lemma 3.1 in [20].

Hereafter, we assume \( N_{\min} \geq 2 \). Suppose that \( L_1 \gtrsim N_{\min} N_{\max} \). By using Corollary 4.1
\[
\|Q_L P_N u \|_{L^2_{\tau,x}} \lesssim L^{\frac{2}{p}} \|Q_L P_N u \|_{L^2_{\tau,x}},
\]
we obtain
\[
\left| \int v_1 \nabla v_2 \nabla v_3 \, dt \, dx \right| \lesssim \|v_1\|_{L^2_{\tau,x}} \|v_2\|_{L^2_{\tau,x}} \|v_3\|_{L^2_{\tau,x}}
\]
\[
\lesssim (L_1 L_2 L_3)^{\frac{2}{p}} (N_{\min} N_{\max})^{-\frac{2}{p}} \prod_{i=1,2,3} \|v_i\|_{L^2_{\tau,x}}.
\]
The cases $L_2 \gtrsim N_{\min}N_{\max}$ and $L_3 \gtrsim N_{\min}N_{\max}$ can be treated in a similar way. Hence, we assume $L_{\max} = \max(L_1, L_2, L_3) \ll N_{\min}N_{\max}$.

Let $J \subset \mathbb{N}$ and $\{\omega_j\}_{j \in J}$ be the collection of $\omega_j \in S^1$ such that

$$2^{-10} \frac{N_{\min}}{N_{\max}} \leq \inf_{j_1, j_2 \in J, j_1 \neq j_2} |\omega_{j_1} - \omega_{j_2}| \leq 2^{-8} \frac{N_{\min}}{N_{\max}}.$$

Hence, the cardinality of $J$ is comparable to $N_{\max}/N_{\min}$. We define

$$D_j = \{ r\omega \in \mathbb{R}^2 \mid r > 0, \omega \in S^1 \text{ such that } |\omega - \omega_j| \leq 2^{-10} \frac{N_{\min}}{N_{\max}} \},$$

$$I = \left\{ (j_1, j_2) \in J \times J \left| 2^{-9} \frac{N_{\min}}{N_{\max}} \leq \min_{\pm} |\omega_{j_1} \pm \omega_{j_2}| \leq 2^{5} \frac{N_{\min}}{N_{\max}} \right. \right\},$$

$$\tilde{I} = \left\{ (j_1, j_2) \in J \times J \left| \min_{\pm} |\omega_{j_1} \pm \omega_{j_2}| \leq 2^{-9} \frac{N_{\min}}{N_{\max}} \right. \right\}.$$

Note that $\bigcup_{j \in J} D_j = \mathbb{R}^2 \setminus \{0\}$. By Plancherel’s theorem, we can write

$$\left| \int v_1 \overline{v_2} \overline{v_3} dtdx \right| = \left| \int F_{t,x}v_1(\tau_1, \xi_1)\overline{F_{t,x}v_2(\tau_2, \xi_2)}\overline{F_{t,x}v_3(\tau_3, \xi_3)} d\sigma \right|,$$

where $\ast$ denotes $(\tau_3, \xi_3) = (\tau_1 - \tau_2, \xi_1 - \xi_2)$ and $d\sigma = dt_1 d\xi_1 dt_2 d\xi_2$. Let $1 \leq \ell_{\min}, \ell_{\text{med}}, \ell_{\max} \leq 3$ satisfy $\{\ell_{\min}, \ell_{\text{med}}, \ell_{\max}\} = \{1, 2, 3\}$ and $N_{\ell_{\min}} \leq N_{\ell_{\text{med}}} \leq N_{\ell_{\max}}$. In the above, if $(\xi_{\text{med}}, \xi_{\max}) \in D_{j_1} \times D_{j_2}$ with $(j_1, j_2) \in \tilde{I}$ then the following holds:

$$L_{\max} \gtrsim N_{\min}N_{\max},$$

which contradicts the assumption $L_{\max} \ll N_{\min}N_{\max}$. The inequality (4.12) can be seen by a simple computation. For instance, if $2 \leq N_3 \leq N_2 \leq N_1$, since we may assume $N_1 \sim N_2$, we have

$$L_{\max} \gtrsim |(\tau_1 - |\xi_1|^2) - (\tau_2 - |\xi_2|^2) - (\tau_3 - |\xi_3|^2)|$$

$$= |\xi_1|^2 - |\xi_2|^2 - |\xi_3|^2| = 2|\xi_2 \cdot (\xi_1 - \xi_2)|$$

$$= 2|\xi_2||\xi_1 - \xi_2||\cos \angle(\xi_2, \xi_1 - \xi_2)| \gtrsim N_1 N_3.$$
Here, the implicit function does not depend on $\ell_1$, $\ell_2$, and $\ell_3$. As in the proof of Proposition 1.2 we put

\[
g_1(\tau, \xi) = f_1(N_1^2 \tau, N_1 \xi),
\]

\[
g_2(\tau, \xi) = f_2(N_1^2 \tau, N_1 \xi),
\]

\[
g_3(\tau, \xi) = f_3(N_1^2 \tau, N_1 \xi),
\]

and rewrite (4.13) as

\[
|\int (g_1 * g_2) g_3 d\tau d\xi| 
\lesssim N_1^{-\frac{5}{2}} N_3^{-\frac{1}{2}} ||g_1||_{L^2_{\tau, \xi}} ||g_2||_{L^2_{\tau, \xi}} ||g_3||_{L^2_{\tau, \xi}}. \tag{4.14}
\]

Here it holds that

\[
\text{supp } g_1 \subset \{ (\tau, \xi) \in \mathbb{R}^3 \mid |\tau - |\xi|^2 - \frac{\ell_1}{N_1^2} | < \frac{2}{N_1^2}, \ |\xi| \sim 1 \} \cap \mathcal{D}_{j_1},
\]

\[
\text{supp } g_2 \subset \{ (\tau, \xi) \in \mathbb{R}^3 \mid |\tau + |\xi|^2 + \frac{\ell_2}{N_1^2} | < \frac{2}{N_1^2}, \ |\xi| \sim 1 \} \cap \mathcal{D}_{j_2},
\]

\[
\text{supp } g_3 \subset \{ (\tau, \xi) \in \mathbb{R}^3 \mid |\tau - |\xi|^2 - \frac{\ell_3}{N_1^2} | < \frac{2}{N_1^2}, \ |\xi| \sim N_3/N_1 \}.
\]

Further, after a harmless decomposition, we may assume that there exists $\xi' \in \mathbb{R}^2$ such that $|\xi'| \sim N_3/N_1$ and

\[
\text{supp } g_3 \subset \{ (\tau, \xi) \in \mathbb{R}^3 \mid |\tau - |\xi'|^2 - \frac{\ell_3}{N_1^2} | < \frac{2}{N_1^2}, \ |\xi' - \xi| \leq 2^{-100} N_3/N_1 \}.
\]

To prove (4.14), we utilize (5.4) with $\varepsilon = N_1^{-2}$ and $A \sim N_1/N_3$.

Let us set

\[
\varphi_1(\xi) = |\xi|^2 + \frac{\ell_1}{N_1^2}, \quad \varphi_2(\xi) = -|\xi|^2 - \frac{\ell_2}{N_1^2}, \quad \varphi_3(\xi) = |\xi|^2 + \frac{\ell_3}{N_1^2},
\]

and define

\[
S_1 = \{ (\varphi_1(\xi), \xi) \in \mathbb{R}^3 \mid |\xi| \sim 1, \ \xi \in \mathcal{D}_{j_1} \},
\]

\[
S_2 = \{ (\varphi_2(\xi), \xi) \in \mathbb{R}^3 \mid |\xi| \sim 1, \ \xi \in \mathcal{D}_{j_2} \},
\]

\[
S_3 = \{ (\varphi_3(\xi), \xi) \in \mathbb{R}^3 \mid |\xi - \xi'| \leq 2^{-100} N_3/N_1 \}.
\]

Clearly, because $\varphi_i \in C^\infty(\mathbb{R}^2)$, $S_1$, $S_2$, $S_3$ are $C^{1,1}$ hypersurfaces. We check that the transversality condition (3.1) in Assumption 4 holds with $A \sim N_1/N_3$. We can describe the unit normal of $S_i$ on $(\varphi_i(\xi), \xi) = (\varphi_i(\xi), \xi(1), \xi(2))$ which we write $n_i(\varphi_i(\xi), \xi)$ as

\[
n_1(\varphi_1(\xi), \xi) = \frac{1}{\sqrt{1 + 4|\xi|^2}}(-1, 2\xi(1), 2\xi(2)),
\]

\[
n_2(\varphi_2(\xi), \xi) = \frac{1}{\sqrt{1 + 4|\xi|^2}}(1, 2\xi(1), 2\xi(2)),
\]

\[
n_3(\varphi_3(\xi), \xi) = \frac{1}{\sqrt{1 + 4|\xi|^2}}(-1, 2\xi(1), 2\xi(2)).
\]
Let $|\xi_1| \sim |\xi_2| \sim 1$, $(\xi_1, \xi_2) \in \mathcal{D}_1 \times \mathcal{D}_2$, $|\xi_1 + \xi_2 - \xi'| \leq 2^{-100}N_3/N_1$, and $|\xi_3 - \xi'| \leq 2^{-100}N_3/N_1$. Then we compute that

\[
\left| \det \left( n_1(\varphi_1(\xi_1), \xi_1), n_2(\varphi_2(\xi_2), \xi_2), n_3(\varphi_3(\xi_3), \xi_3) \right) \right|
\]

\[
\geq \left| \det \left( \begin{array}{ccc}
\xi_1(1) & \xi_3(1) & -1 \\
\xi_2(1) & \xi_3(2) & -1 \\
\xi_1(2) & \xi_2(2) & \xi_3(2)
\end{array} \right) \right| - 2^{-20}N_3/N_1
\]

\[
\geq |\xi_1(1)\xi_2(2) - \xi_1(2)\xi_2(1)| - 2^{-20}N_3/N_1
\]

\[
= |\xi_1||\xi_2| \sin \angle(\xi_1, \xi_2)| - 2^{-20}N_3/N_1 \geq N_4/N_1.
\]

Thus, the transversality condition \ref{thm:4.3} in Assumption \ref{assumption:4} holds with $A \sim N_1/N_3$, and therefore \ref{thm:4.14} follows from \ref{thm:4.4}.

\[\Box\]

We now prove Proposition \ref{thm:2.7}.

**Proof of Proposition \ref{thm:2.7}** Let $N_1, N_2, N_3 \in 2^{N_0}$. Our goal is to prove that there exists small $\kappa = \kappa(s) > 0$ such that

\[
\|P_{N_3}F_{t,x}^{-1}(\tau - |\xi|^2)^{-1}F_{t,x}(P_{N_1}u_1P_{N_2}u_2))\|_{L_0^\infty, \tau}\]

\[
\lesssim N^{-\kappa}_{\min}\|P_{N_1}u_1\|_{L_0^\infty, \tau}\|P_{N_2}u_2\|_{L_0^\infty, \tau}. \quad \text{(4.15)}
\]

For some simple cases, we show the following estimate instead of (4.15).

\[
\|P_{N_3}(P_{N_1}u_1P_{N_2}u_2)\|_{X_{s, \tau}^\infty, \tau} \lesssim N^{-\kappa}_{\min}\|P_{N_1}u_1\|_{X_{s, \tau}^\infty, \tau}\|P_{N_2}u_2\|_{X_{s, \tau}^\infty, \tau}. \quad \text{(4.16)}
\]

Since $\|u\|_{L_0^\infty, \tau} \leq |u|_{X_{s, \tau}^\infty, \tau}$ and $\|u\|_{X_{s, \tau}^\infty, \tau} \leq \|u\|_{L_0^\infty, \tau}$, (4.16) implies (4.15). We will show (4.16) under the condition $\sigma = 0$. The case $\sigma > 0$ is handled in the same way. By duality, (4.16) with $\sigma = 0$ is given by

\[
\left| \int v_1v_2v_3dtdx \right| \lesssim (L_1L_2L_3)^{\frac{1}{2}-2\kappa}N^{-\kappa}_{\min}N_1^sN_2^sN_3^{-s} \prod_{i=1,2,3} \|v_i\|_{L_0^2, t}. \quad \text{(4.17)}
\]

where $v_i = Q_{L_i}P_Nu_i$ $(i = 1, 2, 3)$. First, suppose that $L_{\max} \gtrsim N_{\max}^2$. If $L_1 = L_{\max}$ then by using Corollary \ref{cor:4.1}, we have

\[
\left| \int v_1v_2v_3dtdx \right| \leq \|v_1\|_{L_0^2, t}\|v_2\|_{L_0^s}, \|v_3\|_{L_0^2, t}
\]

\[
\lesssim N^{-1+12\kappa}_{\max}L_1^{\frac{5}{2}-6\kappa}(L_2L_3)^{\frac{1}{2}} \prod_{i=1,2,3} \|v_i\|_{L_0^2, t}
\]

\[
\leq N^{-1+12\kappa}_{\max}(L_1L_2L_3)^{\frac{1}{2}-2\kappa} \prod_{i=1,2,3} \|v_i\|_{L_0^2, t}.
\]

Since $s > -1/2$ and $\kappa$ is sufficiently small, this gives (4.17). The other cases $L_2 = L_{\max} \gtrsim N_{\max}^2$ and $L_3 = L_{\max} \gtrsim N_{\max}^2$ can be handled in the same way. Next,
we assume $L_{\text{max}} \ll N_{\text{max}}^2$ and $N_3 \sim N_{\text{max}}$. Then, we use Proposition 4.3 and obtain
\[
\left| \int v_1 q_2 \bar{v}_3 dtdx \right| \lesssim (L_1 L_2 L_3)^\frac{\lambda}{2} (N_{\text{min}} N_{\text{max}})^{-\frac{\lambda}{2}} \prod_{i=1,2,3} \|v_i\|_{L^2_{t,x}}
\]
\[
\lesssim (L_1 L_2 L_3)^{\frac{\lambda}{2} - 2k \frac{\lambda}{2}} M_{\text{min}} N_{\text{max}}^{\frac{\lambda}{2} + 12k} \prod_{i=1,2,3} \|v_i\|_{L^2_{t,x}},
\]
which gives (4.17).

Now we consider (4.15). From the above observation, we can assume $N_3 \ll N_1 \sim N_2$ and replace $u_1, u_2$ by $Q_{L_1 \ll N_1^2} u_1, Q_{L_2 \ll N_2^2} u_2$, respectively. Here let us assume $s < -1/4$. Later, we will give a small comment on the case $s = -1/4$ and $\sigma = 0$ since a slight modification is required. Recall that, since (2.2), it holds that
\[
\|Q_{L \ll N^2} P_N u\|_{Z_{s,\sigma}^\infty} \sim \|Q_{L \ll N^2} P_N u\|_{X_{s,\sigma}^{0,1/2+\varepsilon}}.
\]

Thus, letting $v_j = Q_{L_j} H_{M_j} P_{N_j} u_j$ with the condition $L_j \ll N_j^2$ ($j = 1, 2$), we will prove
\[
\|H_{M_j} P_{N_j} F_{t,x}^{-1} ((\tau - |\xi|)^2) F_{t,x} (v_1 \bar{v}_2)\|_{X^0_{0,0}} \lesssim (L_1 L_2)^{\frac{\lambda}{2}} \min \left( \left( \frac{M_{\text{min}}}{N_1} \right)^{\delta}, \left( \frac{N_1}{M_{\text{min}}} \right)^{\delta} \right) M_{\text{min}}^{2s-\frac{\lambda}{2}} N_{1}^{2s} N_{3}^{-\frac{\lambda}{2} - \sigma} \|v_1\|_{L^2_{t,x}} \|v_2\|_{L^2_{t,x}}
\]
(4.18)
for some $\delta = \delta(s) > 0$. Clearly (4.15) is implied by (4.18). Recall that $Z_{s,\sigma}^\infty$ norm is described as (2.2). We decompose $v_1 \bar{v}_2$ as $v_1 \bar{v}_2 = Q_{L_3 \ll N_3^2} (v_1 \bar{v}_2) + Q_{L_3 \geq N_3^2} (v_1 \bar{v}_2)$. The necessary estimate for $Q_{L_3 \ll N_3^2} (v_1 \bar{v}_2)$ is the following:
\[
\|Q_{L_3 \ll N_3^2} H_{M_3} P_{N_3} (v_1 \bar{v}_2)\|_{X^{0,0-\frac{\lambda}{2} - \sigma}} \lesssim (L_1 L_2)^{\frac{\lambda}{2}} \min \left( \left( \frac{M_{\text{min}}}{N_1} \right)^{\delta}, \left( \frac{N_1}{M_{\text{min}}} \right)^{\delta} \right) M_{\text{min}}^{2s-\frac{\lambda}{2}} N_{1}^{2s} N_{3}^{-\frac{\lambda}{2} - \sigma} \|v_1\|_{L^2_{t,x}} \|v_2\|_{L^2_{t,x}}
\]
(4.19)
Notice that
\[
\|Q_{L_3 \ll N_3^2} H_{M_3} P_{N_3} (v_1 \bar{v}_2)\|_{X^{0,0-\frac{\lambda}{2} - \sigma}} \leq N_3^{4\varepsilon} \|Q_{L_3 \ll N_3^2} H_{M_3} P_{N_3} (v_1 \bar{v}_2)\|_{X^{0,0-\frac{\lambda}{2} - \sigma}}
\]
(4.20)
Therefore, to show (4.19), it is enough to prove the following two estimates:
\[
\|Q_{L_3 \ll N_3^2} H_{M_3} P_{N_3} (v_1 \bar{v}_2)\|_{X^{0,0-\frac{\lambda}{2} - \sigma}} \lesssim (L_1 L_2)^{\frac{\lambda}{2}} (N_1 N_3)^{-\frac{\lambda}{2}} \|v_1\|_{L^2_{t,x}} \|v_2\|_{L^2_{t,x}},
\]
(4.21)
\[
\|Q_{L_3 \ll N_3^2} H_{M_3} P_{N_3} (v_1 \bar{v}_2)\|_{X^{0,0-\frac{\lambda}{2} - \sigma}} \lesssim (L_1 L_2)^{\frac{\lambda}{2}} M_{\text{min}}^{2s-\frac{\lambda}{2}} N_{1}^{2s} N_{3}^{-\frac{\lambda}{2} - \sigma} \|v_1\|_{L^2_{t,x}} \|v_2\|_{L^2_{t,x}},
\]
(4.22)
where $2 \leq p < \infty$ in the second estimate. Indeed, since $-1/2 < s < -1/4$ and $\delta, \kappa > 0$ are sufficiently small, (4.20), (4.21) establish (4.19) in the case $N_1 \leq M_{\text{min}}$. On the other hand, in the case $N_1 \geq M_{\text{min}}$, by taking $p$ as $0 < 1/p < \min(1 + 2s - \delta, -s - 5\kappa)$, the two estimates (4.20), (4.22) yield (4.19). Note that, by duality, (4.21) and (4.22) follow from Propositions 4.3 and 4.2 respectively, i.e.
\[
\left| \int v_1 q_2 v_3 dtdx \right| \lesssim (L_1 L_2 L_3)^{\frac{\lambda}{2}} (N_1 N_3)^{-\frac{\lambda}{2}} \prod_{i=1,2,3} \|v_i\|_{L^2_{t,x}},
\]
(4.23)
\[
\left| \int v_1 q_2 v_3 dtdx \right| \lesssim (L_1 L_2 L_3)^{\frac{\lambda}{2} - \frac{\lambda}{2}} M_{\text{min}}^{2s-\frac{\lambda}{2}} N_{1}^{2s} N_{3}^{-\frac{\lambda}{2} - \sigma} \prod_{i=1,2,3} \|v_i\|_{L^2_{t,x}},
\]
(4.24)
where $v_3 = Q_{L_3} H_{M_3} P_{N_3} u_3$. Thus, the proof of (4.19) is completed.
To handle $Q_{L_3 \geq N_3^2}(v_1 \overline{v}_2)$, because of [2.2], it suffices to prove

$$
\|Q_{L_3 \geq N_3^2} H_{M_1} P_{N_1} (v_1 \overline{v}_2)\|_{X^{4+\kappa,0,-\frac{1}{4}-\kappa}}
+ \|F_{t,x}^{-1} (\sigma - |\xi|^2)^{-1} F_{t,x} (Q_{L_3 \geq N_3^2} H_{M_1} P_{N_1} (v_1 \overline{v}_2))\|_{Y^{0,0}}
\lesssim (L_1 L_2)^{\frac{1}{3}} \min \left( \left( \frac{M_{\min}}{N_1} \right)^{\delta}, \left( \frac{N_1}{M_{\min}} \right)^{\delta} \right) M_{\min}^{-2s} N_1^{2s} N_3^{-s-\kappa} \|v_1\|_{L_{t,x}^2} \|v_2\|_{L_{t,x}^2}.
$$

Thanks to $-\kappa$, in the same way as above, the first term can be dealt with by (4.23) and (4.24). We estimate the latter term. We deduce from the dual estimate and the above observation that it suffices to show that there exists $\delta' = \delta'(a) > 0$ such that

$$
\left| \int v_1 \overline{v}_2 \overline{v}_3 dt dx \right| \lesssim (L_1 L_2)^{\frac{1}{3}} L_3^{1-\delta'} N_1^{\frac{1}{2}} \|v_1\|_{L_{t,x}^2} \|v_2\|_{L_{t,x}^2} \|F_{t,x} v_3\|_{L_{t,x}^2 L^\infty},
$$

(4.25)

$$
\left| \int v_1 \overline{v}_2 \overline{v}_3 dt dx \right| \lesssim (L_1 L_2)^{\frac{1}{3}} L_3^{1-\delta'} M_{\min}^{-\frac{1}{2}+\frac{3}{2}+\frac{1}{2}} N_1^{-1+\frac{1}{2}} N_3^{\frac{3}{2}} \|v_1\|_{L_{t,x}^2} \|v_2\|_{L_{t,x}^2} \|F_{t,x} v_3\|_{L_{t,x}^2 L^\infty},
$$

(4.26)

where $v_3 = Q_{L_3} P_{N_3} u_3$ and $2 \leq p < \infty$ in the second estimate. To see (4.23) and (4.26), by using (4.23), (4.24), and the Cauchy-Schwarz inequality, we get

$$
\left| \int v_1 \overline{v}_2 \overline{v}_3 dt dx \right| \lesssim (L_1 L_2)^{\frac{1}{3}} L_3 N_1^3 \left| v_1 \right|_{L_{t,x}^2} \|v_2\|_{L_{t,x}^2} \|F_{t,x} v_3\|_{L_{t,x}^2 L^\infty},
$$

(4.27)

$$
\left| \int v_1 \overline{v}_2 \overline{v}_3 dt dx \right| \lesssim (L_1 L_2)^{\frac{1}{3}} L_3 M_{\min}^{-\frac{1}{2}+\frac{3}{2}+\frac{1}{2}} N_1^{-1+\frac{1}{2}} N_3^3 \|v_1\|_{L_{t,x}^2} \|v_2\|_{L_{t,x}^2} \|F_{t,x} v_3\|_{L_{t,x}^2 L^\infty},
$$

(4.28)

for any $2 \leq p < \infty$. Here we used the support condition $\text{supp} F_{t,x} v_3 \subset \{|\sigma| - |\xi|^2| \leq L_3\}$. We easily check that if the estimate

$$
\left| \int v_1 \overline{v}_2 \overline{v}_3 dt dx \right| \lesssim (L_1 L_2 L_3)^{\frac{1}{3}} N_1 N_3^2 \left| v_1 \right|_{L_{t,x}^2} \|v_2\|_{L_{t,x}^2} \|F_{t,x} v_3\|_{L_{t,x}^2 L^\infty}
$$

(4.29)

holds, then by combining with (4.27) and (4.28), we then have the desired bounds (4.25) and (4.26).

Let us consider (4.29). A simple computation yields

$$
\left| \int v_1 \overline{v}_2 \overline{v}_3 dt dx \right| = \left| \int F_{t,x} (v_1 \overline{v}_3) \overline{F_{t,x} v_2} d\xi d\tau \right|
\lesssim \left\| \int F_{t,x} v_1 (\tau + \tau_3, \xi + \xi_3) \overline{F_{t,x} v_3 (\tau_3, \xi_3)} d\tau_3 d\xi_3 \right\|_{L_{t,x}^2 L^\infty} \|F_{t,x} v_2\|_{L_{t,x}^2 L^1}
\lesssim L_2^{\frac{1}{2}} \left\| \int F_{t,x} v_1 (\tau + \tau_3, \xi + \xi_3) \overline{F_{t,x} v_3 (\tau_3, \xi_3)} d\tau_3 d\xi_3 \right\|_{L_{t,x}^2 L^\infty} \|v_2\|_{L_{t,x}^2}.
$$

Thus, it suffices to show

$$
\left\| \int F_{t,x} v_1 (\tau + \tau_3, \xi + \xi_3) \overline{F_{t,x} v_3 (\tau_3, \xi_3)} d\tau_3 d\xi_3 \right\|_{L_{t,x}^2 L^\infty}
\lesssim (L_1 L_3)^{\frac{1}{3}} N_1 N_3^2 \|F_{t,x} v_1\|_{L_{t,x}^2} \|F_{t,x} v_3\|_{L_{t,x}^2 L^\infty}.
$$
The support conditions of $F_{t,x}v_1$ and $F_{t,x}v_3$ imply
\[
\text{supp } F_{t,x}v_1 \subset \{(\tau, \xi) \in \mathbb{R} \times \mathbb{R}^2 \mid |\xi| \lesssim N_1, \ |\tau - |\xi|^2| \lesssim L_1\},
\]
\[
\text{supp } F_{t,x}v_3 \subset \{(\tau, \xi) \in \mathbb{R} \times \mathbb{R}^2 \mid |\xi| \lesssim N_3, \ |\tau - |\xi|^2| \lesssim L_3\}.
\]
Therefore, by Hölder's inequality, we have
\[
\left\| \int F_{t,x}v_1(\tau + \tau_3, \xi + \xi_3)F_{t,x}v_3(\tau_3, \xi_3)d\tau_3 d\xi_3 \right\|_{L^2_t L^\infty_x} \lesssim \left\| \left( \int |F_{t,x}v_1(\tau + \tau_3, \xi + \xi_3)|^2 |F_{t,x}v_3(\tau_3, \xi_3)|^2 d\tau_3 d\xi_3 \right)^{\frac{1}{2}} |E(\tau, \xi)| \right\|_{L^2_t L^\infty_x}.
\]
\[
\lesssim \sup_{\tau, \xi; |\xi| \sim N_1} |E(\tau, \xi)| \|F_{t,x}v_1\|_{L^2_t L^\infty_x} \|F_{t,x}v_3\|_{L^2_t L^\infty_x}.
\]
Here we used the assumption $N_3 \ll N_1$ to deduce $|\xi| \sim N_1$ and the set $E(\tau, \xi) \subset \mathbb{R}^3$ is defined by
\[
E(\tau, \xi) = \{(\tau_3, \xi_3) \in \mathbb{R} \times \mathbb{R}^2 \mid |\xi_3| \lesssim N_3, \ |\tau_3 - |\xi_3|^2| \lesssim L_3, \ |\tau + \tau_3 - |\xi + \xi_3|^2| \lesssim L_1\}.
\]
We need to prove
\[
\sup_{\tau, \xi; |\xi| \sim N_1} |E(\tau, \xi)| \lesssim N_1^{-1} N_3 L_1 L_3. \quad (4.30)
\]
By rotation, without loss of generality, we may assume that $\xi \in \mathbb{R}^2$ is on the right half of the first axis, i.e. $\xi = (|\xi|, 0)$. We use the notation $\xi_3 = (\xi_3^{(1)}, \xi_3^{(2)})$. For fixed $\xi_3$, we get
\[
\sup_{\tau, \xi; |\xi| \sim N_1} \left| \{(\tau_3, \xi_3) \in E(\tau, \xi)\} \right| \lesssim \min(L_1, L_3). \quad (4.31)
\]
We observe that
\[
\max(L_1, L_3) \gtrsim |(\tau + \tau_3) - |\xi + \xi_3|^2 - (\tau_3 - |\xi_3|^2)|
\]
\[
= |(\tau - |\xi|^2) - 2\xi \cdot \xi_3|
\]
and $|\partial_{\xi_3^{(1)}}(\xi \cdot \xi_3)| = |\xi| \sim N_1$. Then, for fixed $\xi_3^{(2)}$, we have
\[
\sup_{\tau, \xi; |\xi| \sim N_1} \left| \left\{ \xi_3^{(1)} \mid (\tau_3, \xi_3) \in E(\tau, \xi) \right\} \right| \lesssim N_1^{-1} \max(L_1, L_3). \quad (4.32)
\]
By combining (4.31), (4.32) with the support condition $|\xi_3| \lesssim N_3$, we get (4.30).

Lastly, we consider (4.15) in the case $s = -1/4$ and $\sigma = 0$. Similarly to the $s < -1/4$ case, it suffices to see
\[
\|P_N, F_{t,x}^{-1} ((\tau - |\xi|^2)^{-1} F_{t,x}v_1v_2) \|_{L^2_{t,x}} \lesssim (L_1 L_2)^{\frac{1}{2}} N_1^{-\frac{1}{2}} \|v_1\|_{L^2_{t,x}} \|v_2\|_{L^2_{t,x}}. \quad (4.33)
\]
where $N_3 \lesssim N_1 \sim N_2, v_j = Q_{N_j} P_{N_j} u_j$ ($j = 1, 2$). We decompose $v_1v_2$ as $Q_{N_3 \lesssim N_2^2} (v_1v_2) + Q_{N_3 \gtrsim N_2^2} (v_1v_2)$. For the former term, (4.23) implies (4.33). The latter term is handled by (4.27) and (4.28) in a similar way to the case $s < -1/4$. \(\square\)

5. On the optimality of our results

In this section, we prove Theorems 1.3, 1.5 and Propositions 2.5, 3.6. First, we consider Theorem 1.3. The following argument is based on the proof of Theorem 1.2. (i) in [34] by Kishimoto and Tsugawa.
Proof of Theorem 1.3. Suppose that $s < -1/4$, $0 \leq \sigma < \min(-2s - 1/2, 1/2)$, and put $s_\sigma = -\sigma/2 - 1/4$ which is equivalent to $\sigma = 2s_\sigma - 1/2$. Note that $\sigma < \min(-2s - 1/2, 1/2)$ means $\max(s, -1/2) < s_\sigma$. Let $N \gg 1$. We define the set $C_N \subset \mathbb{R}^2$ by

$$C_N = \{ \xi = (|\xi| \cos \theta, |\xi| \sin \theta) \in \mathbb{R}^2 \mid N \leq |\xi| \leq N + N^{-1}, \ |\theta| \leq N^{-1} \}.$$  

Let $0 < \delta \ll 1$. We define the function $f_{N, \delta}$ by

$$\mathcal{F}_x f_{N, \delta} = \delta N^{s_\sigma - \sigma} \mathbf{1}_{C_N}.$$  

For $\ell \in \mathbb{Z}$, $r > 0$, and $f \in L^2(\mathbb{R}^2)$, we define

$$(f)_\ell(r) = \frac{1}{2\pi} \int_0^{2\pi} f(r \cos \theta, r \sin \theta) e^{-i\ell \theta} d\theta.$$  

Then, if $N \leq r \leq N + N^{-1}$, it is easy to see

$$|(1_{C_N})_\ell(r)| \sim N^{-1}, \quad \text{(if} |\ell| \leq 2^{-3} N), \quad |(1_{C_N})_\ell(r)| \lesssim |\ell|^{-1}, \quad \text{(if} |\ell| \gtrsim N).$$  

Since $0 \leq \sigma < 1/2$, these inequalities imply

$$\|f_{N, \delta}\|_{H^{s, \sigma}} \sim N^s \|(|\Omega|^\sigma \mathcal{F}_x f_{N, \delta})_\ell\|_{L^2_{x \theta}}.$$  

$$= \delta N^{s - s_\sigma + \frac{1}{2} - \sigma} \left( \int_0^{\infty} \|(|\Omega|^\sigma \mathbf{1}_{C_N}(r \cos \theta, r \sin \theta))_\ell(r) dr \right)^{\frac{1}{2}}.$$  

$$\sim \delta N^{s - s_\sigma + \frac{1}{2} - \sigma} \left( \sum_{\ell \in \mathbb{Z}} (\ell)^{2\sigma} |(1_{C_N})_\ell(N)|^2 \right)^{\frac{1}{2}} \sim \delta N^{s - s_\sigma}. \quad (5.1)$$  

In particular, it holds that $\|f_{N, \delta}\|_{H^{s, \sigma}} \sim \delta$.

Next, we will see that, for $t \in [1, 2^{-5}]$, it holds that

$$\left\| \int_0^t e^{-i(t-t')\Delta} |e^{-it'\Delta} f_{N, \delta}|^2 dt' \right\|_{H^{s, \sigma}} \gtrsim t \delta^2. \quad (5.2)$$  

For $\xi \in \mathbb{R}^2$ and $\xi \in \mathbb{R}^2$, we define

$$\Phi(\xi, \tilde{\xi}) = |\xi|^2 - |\xi - \tilde{\xi}|^2 + \tilde{\xi}^2.$$  

If $|\xi| < 1$, $\tilde{\xi} \in C_N$, and $\xi - \tilde{\xi} \in C_N$, we compute that

$$|\Phi(\xi, \tilde{\xi})| \leq |\xi|^2 + |(\tilde{\xi} + |\xi| - \tilde{\xi}) (|\xi| - |\xi - \tilde{\xi}|)| \lesssim 2^3. \quad (5.3)$$  

Hence, if $t \in [0, 2^{-5}]$, letting $B_1 = \{ \xi \in \mathbb{R}^2 \mid |\xi| < 1 \}$, we have

$$\left\| \int_0^t e^{-i(t-t')\Delta} |e^{-it'\Delta} f_{N, \delta}|^2 dt' \right\|_{H^{s, \sigma}} \gtrsim \left\| \langle |\Omega|^\sigma \mathcal{F}_x \left( \int_0^t e^{-i(t-t')\Delta} |e^{-it'\Delta} f_{N, \delta}|^2 dt' \right) \right\|_{L^2_{x \theta}(B_1)}.$$  

$$= \delta^2 N^{1 - 2s_\sigma - 2\sigma} \left\| \langle |\Omega|^\sigma \left( \int_0^t e^{-i(t-t')\Delta} f_{N, \delta} dt' \right) \right\|_{L^2_{x \theta}(B_1)}.$$  

$$\sim t \delta^2 N^{1 - 2s_\sigma - 2\sigma} \left\| \langle |\Omega|^\sigma \left( \int_0^t \mathbf{1}_{C_N}(\xi - \tilde{\xi}) \mathbf{1}_{C_N}(\tilde{\xi}) d\tilde{\xi} \right) \right\|_{L^2_{\tilde{\xi}}(B_1)}.$$  

Thus, (5.2) follows from

$$\left\| \langle |\Omega|^\sigma \left( \int_{\mathbb{R}^2} \mathbf{1}_{C_N}(\xi - \tilde{\xi}) \mathbf{1}_{C_N}(\tilde{\xi}) d\tilde{\xi} \right) \right\|_{L^2_{\tilde{\xi}}(B_1)} \gtrsim N^{-\frac{1}{2} + \sigma}. \quad (5.4)$$  

For $f \in (0, 2^{-5})$, letting $B_1 = \{ \xi \in \mathbb{R}^2 \mid |\xi| < 1 \}$, we have

$$\left\| \int_0^t e^{-i(t-t')\Delta} |e^{-it'\Delta} f_{N, \delta}|^2 dt' \right\|_{H^{s, \sigma}} \gtrsim \left\| \langle |\Omega|^\sigma \mathcal{F}_x \left( \int_0^t e^{-i(t-t')\Delta} |e^{-it'\Delta} f_{N, \delta}|^2 dt' \right) \right\|_{L^2_{x \theta}(B_1)}.$$  

$$= \delta^2 N^{1 - 2s_\sigma - 2\sigma} \left\| \langle |\Omega|^\sigma \left( \int_0^t e^{-i(t-t')\Delta} f_{N, \delta} dt' \right) \right\|_{L^2_{x \theta}(B_1)}.$$  

$$\sim t \delta^2 N^{1 - 2s_\sigma - 2\sigma} \left\| \langle |\Omega|^\sigma \left( \int_0^t \mathbf{1}_{C_N}(\xi - \tilde{\xi}) \mathbf{1}_{C_N}(\tilde{\xi}) d\tilde{\xi} \right) \right\|_{L^2_{\tilde{\xi}}(B_1)}.$$  

Thus, (5.2) follows from

$$\left\| \langle |\Omega|^\sigma \left( \int_{\mathbb{R}^2} \mathbf{1}_{C_N}(\xi - \tilde{\xi}) \mathbf{1}_{C_N}(\tilde{\xi}) d\tilde{\xi} \right) \right\|_{L^2_{\tilde{\xi}}(B_1)} \gtrsim N^{-\frac{1}{2} + \sigma}. \quad (5.4)$$  

H. HIRAYAMA, S. KINOSHITA, AND M. OKAMOTO
Let us write \( \xi = (\xi^{(1)}, \xi^{(2)}) \in \mathbb{R}^2 \). We define

\[
T_N = \left\{ \xi = (\xi^{(1)}, \xi^{(2)}) \in \mathbb{R}^2 \left| |\xi^{(1)}| \leq \frac{1}{4N}, \ |\xi^{(2)}| \leq \frac{1}{2} \right. \right\}.
\]

Put \( F(\xi) = \int_{\mathbb{R}^2} 1_{C_N}(\xi - \tilde{\xi}) 1_{C_N}(\xi + \tilde{\xi}) d\tilde{\xi} \). Clearly, \( F \) is a real and positive-valued function which satisfies \( F(\xi^{(1)}, \xi^{(2)}) = F(\xi^{(1)}, -\xi^{(2)}) \). Let us first observe that

\[
F(\xi) \gtrsim N^{-1} \quad \text{if} \quad \xi \in T_N.
\] (5.5)

For \( \xi_0 \in \mathbb{R}^2 \), we define the set \( T_N + \xi_0 \) by the collection of \( \xi \in \mathbb{R}^2 \) such that \( \xi - \xi_0 \in T_N \). It is easy to see that the following inclusion holds:

\[
T_N + \left( N + \frac{1}{4N}, 0 \right) \subset C_N,
\]

which implies that if \( \xi \in T_N \), we have

\[
F(\xi) \geq \int_{\mathbb{R}^2} 1_{T_N + (N + \frac{1}{4N}, 0)}(\xi - \tilde{\xi}) 1_{T_N + (N + \frac{1}{4N}, 0)}(-\tilde{\xi}) d\tilde{\xi}
\]

\[
= \int_{\mathbb{R}^2} 1_{T_N}(\xi - \tilde{\xi}) 1_{T_N}(-\tilde{\xi}) d\tilde{\xi} = |T_N \cap (T_N + \xi)| \sim N^{-1}.
\]

This completes the proof of (5.5).

It is straightforward to check that if \( |\xi^{(1)}| \geq 3/N \) then \( F(\xi) = F(\xi^{(1)}, \xi^{(2)}) = 0 \). This and (5.5) suggest that if \( 1/4 \leq r \leq 1/2 \) then we have

\[
F(r \cos \theta, r \sin \theta) \gtrsim N^{-1} \quad \text{if} \quad \left| \theta - \frac{\pi}{2} \right| \leq N^{-1},
\]

\[
F(r \cos \theta, r \sin \theta) = 0 \quad \text{if} \quad \left| \theta - \frac{\pi}{2} \right| \geq 2^3 N^{-1} \quad \text{and} \quad \theta \in [0, \pi].
\]

Note that, if \( \left| \theta - \pi/2 \right| \leq 2^3 N^{-1} \) and \( \ell \in 2\mathbb{Z} = \{0, \pm 2, \pm 4, \ldots\} \) satisfies \( |\ell| \leq 2^{-10} N \), then the inequality \( \cos(\ell \theta) > 1/2 \) holds. Therefore, if \( 1/4 \leq r \leq 1/2 \), for \( \ell \in 2\mathbb{Z} \) such that \( |\ell| \leq 2^{-10} N \), it holds that

\[
|(F)_{\ell}(r)| = \frac{1}{2\pi} \left| \int_{0}^{2\pi} F(r \cos \theta, r \sin \theta) e^{-i\ell\theta} d\theta \right|
\]

\[
\geq \frac{1}{2\pi} \left| \int_{0}^{2\pi} F(r \cos \theta, r \sin \theta) \cos(\ell \theta) d\theta \right|
\]

\[
= \frac{1}{\pi} \left| \int_{0}^{\pi} F(r \cos \theta, r \sin \theta) \cos(\ell \theta) d\theta \right| \gtrsim N^{-2}.
\]

Here we used \( F(\xi^{(1)}, \xi^{(2)}) = F(\xi^{(1)}, -\xi^{(2)}) \) and \( \cos(\ell \theta) = \cos(-\ell \theta) \). Consequently, we conclude that

\[
\|\mathcal{Q}\|^2_{L^2(B_{r_1})} \gtrsim \left( \int_{\frac{1}{4}}^{\frac{1}{2}} \int_{0}^{2\pi} |\mathcal{Q}|^2 F(r \cos \theta, r \sin \theta)^2 d\theta dr \right)^{\frac{1}{2}}
\]

\[
\gtrsim \inf_{r \in [\frac{1}{4}, \frac{1}{2}]} \left( \sum_{\ell \in 2\mathbb{Z}, |\ell| \leq 2^{-10} N} |\ell|^{2\sigma} |(F)_{\ell}(r)|^2 \right)^{\frac{1}{2}}
\]

\[
\sim N^{-\frac{1}{2} + \sigma},
\]

which implies (5.4).

Now we prove Theorem 1.3. For \( f \in L^2(\mathbb{R}^2) \), let us use

\[
Q(f)(t) = -i \eta \int_{0}^{t} e^{-i(t-t')\Delta} e^{-i\ell t'} f(t') dt'.
\]
Since \( s_{\sigma} < -1/2, \sigma = -2s_{\sigma} - 1/2, \| f_{N,\delta} \|_{H^{s_{\sigma}, \sigma}} \sim \delta, \) and \( \delta \) is small, it follows from Theorem 1.1 that we may find the solution of (1.1) with the initial datum \( f_{N,\delta} \) which satisfies
\[
\begin{aligned}
N,\delta(t) = e^{-it\Delta} f_{N,\delta} - in \int_0^t e^{-i(t-t')\Delta} |u_{N,\delta}(t')|^2 dt', \quad t \in [0, 1].
\end{aligned}
\]
We define \( v_{N,\delta} \) as
\[
\begin{aligned}
v_{N,\delta}(t) = u_{N,\delta}(t) - e^{-it\Delta} f_{N,\delta} - Q(f_{N,\delta})(t), \quad t \in [0, 1].
\end{aligned}
\]
Then, it follows from (5.6) that
\[
\begin{aligned}
v_{N,\delta}(t) = -in \int_0^t e^{-i(t-t')\Delta} |u_{N,\delta}(t')|^2 dt' - Q(f_{N,\delta})(t)
= -in \int_0^t e^{-i(t-t')\Delta} \left( |e^{-it'\Delta} f_{N,\delta} + Q(f_{N,\delta})(t') + v_{N,\delta}(t')|^2 - |e^{-it'\Delta} f_{N,\delta}|^2 \right) dt'
= -in \int_0^t e^{-i(t-t')\Delta} \left( |v_{N,\delta}(t')|^2 + 2\Re(e^{-it'\Delta} f_{N,\delta}) e^{i\eta f_{N,\delta}} (t') \right)
+ 2\Re(Q(f_{N,\delta})(t') (e^{-it'\Delta} f_{N,\delta} + v_{N,\delta}(t'))) dt'.
\end{aligned}
\]
Since \( s_{\sigma} > -1/2, \sigma = -2s_{\sigma} - 1/2, \) as in the proof of (2.10), we may choose \( 0 < \kappa < 1 \) so that the estimate
\[
\| N(u, v) \|_{Z^{s_{\sigma}, \sigma}_{(0, 1)}} \lesssim \| u \|_{Z^{s_{\sigma}, \sigma}_{(0, 1)}} \| v \|_{Z^{s_{\sigma}, \sigma}_{(0, 1)}} \quad (5.7)
\]
holds. Here the bilinear operator \( N(u, v) \) is defined in (2.5). Let \( V(\delta) = V(u, v) \|_{Z^{s_{\sigma}, \sigma}_{(0, 1)}} \) where \( Z^{s_{\sigma}, \sigma}_{(0, 1)} \) is defined in Subsection 2.4. Then, by employing Lemma 2.8 (5.7) and (5.1) to estimate the integral form of \( v_{N,\delta}, \) we get
\[
V(\delta) \lesssim V(\delta^2) + (\delta + \delta^2) V(\delta) + (\delta^3 + \delta^4).
\]
We recall the embedding (2.3). Because \( V(\delta) \) is continuous and \( V(0) = 0, \) we have
\[
\| v_{N,\delta}(t) \|_{H^{s_{\sigma}, \sigma}} \leq V(\delta) \lesssim \delta^3,
\]
for any \( t \in [0, 1] \) and sufficiently small \( \delta > 0. \) Then, by utilizing the estimates (5.2) and (5.8), for any \( t \in [0, 2^{-5}] \) there exists sufficiently small \( \delta > 0 \) such that
\[
\| u_{N,\delta}(t) \|_{H^{s_{\sigma}, \sigma}} \geq \| Q(f_{N,\delta})(t) \|_{H^{s_{\sigma}, \sigma}} - \| v_{N,\delta}(t) \|_{H^{s_{\sigma}, \sigma}} - \| f_{N,\delta} \|_{H^{s_{\sigma}, \sigma}}
\geq \delta^2.
\]
Because \( \| f_{N,\delta} \|_{H^{s_{\sigma}, \sigma}} \to 0 \) as \( N \to \infty \) which is a consequence of (5.1) and \( s - s_{\sigma} < 0, \) this inequality implies the discontinuity of the flow map. \( \Box \)

Next, we prove Theorem 1.5.

**Proof of Theorem 1.5.** Let \( B_1 = \{ \xi \in \mathbb{R}^2 \mid |\xi| < 1 \}. \) We will prove that, for arbitrarily large \( C \gg 1, \) there exists a radial function \( f \in H^{-\frac{1}{2}}(\mathbb{R}^2) \) such that
\[
\sup_{0 < t \leq 2^{-5}} \left\| 1_{B_1}(\xi) \mathcal{F}_x \left( \int_0^t e^{-i(t-t')\Delta} \left( (e^{-it'\Delta} f) (e^{-it'\Delta} f) \right) dt' \right) \right\|_{L^2_2} \geq C \| f \|_{H^{-\frac{1}{2}}}, \quad (5.9)
\]
Clearly, for any \( s \leq -1/2, \) this yields
\[
\sup_{0 < t \leq 2^{-5}} \left\| \int_0^t e^{-i(t-t')\Delta} \left( (e^{-it'\Delta} f) (e^{-it'\Delta} f) \right) dt' \right\|_{H^s} \geq C \| f \|_{H^s}^2.
\]
which implies Theorem 1.3. For the details of the lack of the twice differentiability of the flow map, we refer to Section 6 of [9].

Let \( N, M \) be dyadic, and \( 0 \leq j \leq N - 1 \). We define the set
\[
A_N = \{ \xi \in \mathbb{R}^2 \mid N \leq |\xi| \leq N + N^{-1} \},
\]
and the radial function \( f_N \) as
\[
\mathcal{F}_x f_N = N^{\frac{3}{2}} 1_{A_N}.
\]
Clearly, \( \|f_N\|_{L^2(\mathbb{R}^2)} \sim 1 \). For \( \xi \in \mathbb{R}^2 \) and \( \tilde{\xi} \in \mathbb{R}^2 \), we define
\[
\Phi(\xi, \tilde{\xi}) = |\xi|^2 - |\xi - \tilde{\xi}|^2 + |\tilde{\xi}|^2.
\]
As in the proof of (5.10), we can observe that \( |\Phi(\xi, \tilde{\xi})| \leq 2^3 \) if \( |\xi| \leq 1, \tilde{\xi} \in A_N \), and \( \tilde{\xi} - \xi \in A_N \). We will show that if \( 0 < t \leq 2^{-5} \), it holds that
\[
\| \mathbf{1}_{B_1}(\xi) \mathcal{F}_x \left( \int_0^t e^{-it(t-t')} \Delta_0 f_N(t)\, dt' \right) \|_{L^2_\xi} \gtrsim t (\log N)^{\frac{1}{2}}. \tag{5.10}
\]
For arbitrarily large \( C \gg 1 \), (5.9) follows from (5.10) by taking \( N \) large. Applying the Fourier transform, (5.10) is given by
\[
\left\| \mathbf{1}_{B_1}(\xi) \int_0^t \int_{\mathbb{R}^2} e^{-it' \Phi(\xi, \tilde{\xi})} 1_{A_N}(\xi - \tilde{\xi}) 1_{A_N}(\tilde{\xi}) \, d\tilde{\xi} \, dt' \right\|_{L^2_\xi} \gtrsim (\log N)^{\frac{1}{2}} N^{-1}. \tag{5.11}
\]
Since \( |\Phi(\xi, \tilde{\xi})| \leq 2^3 \) and \( 0 < t \leq 2^{-5} \), we see \( 1/2 \leq \Re(e^{it' \Phi(\xi, \tilde{\xi})}) \) for any \( t' \in [0, t] \).

Hence, (5.11) is equivalent to
\[
\left\| \mathbf{1}_{B_1}(\xi) \int_{\mathbb{R}^2} 1_{A_N}(\xi - \tilde{\xi}) 1_{A_N}(\tilde{\xi}) \, d\xi \right\|_{L^2_\xi} \gtrsim (\log N)^{\frac{1}{2}} N^{-1}. \tag{5.12}
\]
Let \( j \in 2^{N_0} \) satisfy \( 0 \leq j \leq N - 1 \). We define
\[
\mathcal{D}_{N,j} = \left\{ \xi = (r \cos \theta, r \sin \theta) \in A_N \mid \theta \in \left[ \frac{2\pi}{N}, \frac{2\pi}{N} (j + 1) \right] \right\}.
\]
Then, it follows from \( A_N = \bigcup_{0 \leq j \leq N - 1} \mathcal{D}_{N,j} \) that
\[
\left\| \mathbf{1}_{B_1}(\xi) \int_{\mathbb{R}^2} 1_{A_N}(\xi - \tilde{\xi}) 1_{A_N}(\tilde{\xi}) \, d\xi \right\|_{L^2_\xi} \gtrsim \sum_{0 \leq j \leq N - 1} \left\| \mathbf{1}_{B_1}(\xi) \int_{\mathbb{R}^2} 1_{\mathcal{D}_{N,j}}(\xi - \tilde{\xi}) 1_{\mathcal{D}_{N,j}}(\tilde{\xi}) \, d\xi \right\|_{L^2_\xi}. \tag{5.13}
\]
We define the line segments \( \{L_j\} \) and the tube sets \( \{T_{N,j}\} \) by
\[
L_j = \left\{ \left( -r \sin \frac{2\pi}{N} j, r \cos \frac{2\pi}{N} j \right) \in \mathbb{R}^2 \mid |r| \leq 2^{-5} \right\},
\]
\[
T_{N,j} = \{ \xi \in \mathbb{R}^2 \mid \inf_{\eta \in L_j} |\xi - \eta| \leq 2^{-5} N^{-1} \}.
\]
By the same argument as in the proof of (5.6), we may obtain
\[
\mathbf{1}_{B_1}(\xi) \int_{\mathbb{R}^2} 1_{\mathcal{D}_{N,j}}(\xi - \tilde{\xi}) 1_{\mathcal{D}_{N,j}}(\tilde{\xi}) \, d\xi \gtrsim N^{-1} t_{N,j}(\xi),
\]
Therefore, combined with (5.13), the estimate (5.12) is verified by
\[
\left\| \sum_{0 \leq j \leq N - 1} \mathbf{1}_{T_{N,j}} \right\|_{L^2_\xi} \sim (\log N)^{\frac{1}{2}}. \tag{5.14}
\]
For $0 \leq j, k \leq N - 1$, it is easy to see

$$|T_{N,j} \cap T_{N,k}| \sim \frac{1}{N(1 + |j - k|)}.$$ 

By utilizing this, we have

$$\left\| \sum_{0 \leq j \leq N - 1} 1_{T_{N,j}} \right\|^2_{L^2} = \int_{\mathbb{R}^2} \sum_{0 \leq j, k \leq N - 1} 1_{T_{N,j}}(\xi)1_{T_{N,k}}(\xi) d\xi$$

$$\sim \sum_{0 \leq j, k \leq N - 1} \frac{1}{N(1 + |j - k|)}$$

$$\sim \sum_{0 \leq \ell \leq N - 1} \frac{1}{(1 + \ell)} \sim \log N.$$ 

This completes the proof of (5.14). \hfill \square

**Remark 5.1.** The estimate (5.14) is connected with the Kakeya maximal estimate in $\mathbb{R}^2$ obtained by Córdoba [14].

Next, we establish Proposition 2.5. The proof is based on that by Nakanishi, Takaoka, and Tsutsumi. See the proof of Theorem 1 (iii) in [37].

**Proof of Proposition 2.5** Let $N \gg 1$. We define the set $D_N \subset \mathbb{R}^3$ as

$$D_N = \{(\tau, |\xi| \cos \theta, |\xi| \sin \theta) \mid N \leq |\xi| \leq N + 1, |\theta| \leq N^{-1}, |\tau - |\xi|^2| \leq 1\}.$$ 

For $(\tau, \xi) \in \mathbb{R}^3$, we define $u_N$ by

$$F_{l,\tau} u_N(\tau, \xi) = N^{s+\frac{1}{2}}1_{D_N}(\tau, \xi).$$

As in the proof of (5.14), we have

$$\|u_N\|_{X^{-s, -2s+\frac{1}{2}}} \sim N^{2s+\frac{1}{2}}\|\Omega\|_{L^{2s-\frac{1}{2}}}\|1_{D_N}(\tau, |\xi| \cos \theta, |\xi| \sin \theta)\|_{L^2_{\tau,\xi}} \sim 1.$$ 

Thus, it suffices to prove

$$\|u_Nu_N\|_{X^{-s, -2s+\frac{1}{2}}} \gtrsim (\log N)^{\frac{1}{2}}.$$ 

(5.15)

For fixed $\tau \in \mathbb{R}$, we define

$$F_{\tau}(\xi) = \int 1_{D_N}(\tau - \tilde{\tau}, \xi - \tilde{\xi})1_{D_N}(\tau - \tilde{\tau}, \tilde{\xi}) d\tilde{\tau} d\tilde{\xi}.$$ 

To show (5.15), we prove that if $\tau$ satisfies $|\tau| \leq N/10$, it holds that

$$\|\Omega\|_{L^{2s-\frac{1}{2}}(B_1)} \gtrsim N^{1-2s},$$ 

(5.16)

which readily yields (5.15). Let $\xi = (\xi^{(1)}, \xi^{(2)})$. It is easily observed that if $\xi$ satisfies $|\tau - 2N\xi^{(1)}| \leq 1/10$ and $|\xi| \leq 1/2$ then it holds that $F_{\tau}(\xi) \sim 1$. On the other hand, we have

$$\text{supp} F_{\tau} \subset \{\xi = (\xi^{(1)}, \xi^{(2)}) \in \mathbb{R}^2 \mid |\tau - 2N\xi^{(1)}| \leq 10, |\xi| \leq 10\}.$$ 

Thus, for $\tau, r$ satisfying $|\tau| \leq N/10$ and $1/4 \leq r \leq 1/2$, we may find $\theta_{\tau,r} \in [\pi/4, 3\pi/4]$ such that

$$F_{\tau}(r \cos \theta, r \sin \theta) \sim 1 \quad \text{if} \quad \theta \in [0, \pi] \quad \text{and} \quad |\theta - \theta_{\tau,r}| \leq 2^{-5}N^{-1},$$

$$F_{\tau}(r \cos \theta, r \sin \theta) = 0 \quad \text{if} \quad \theta \in [0, \pi] \quad \text{and} \quad |\theta - \theta_{\tau,r}| \geq 2^{-5}N^{-1}.$$
Notice that $F_\tau(\xi^{(1)}, \xi^{(2)}) = F_\tau(\xi^{(1)}, -\xi^{(2)})$. We also have that if $\theta \in [\pi/4, 3\pi/4]$, $\ell \in \mathbb{Z}$, and $|\cos(\ell\theta)| \ll 1$, then $|\cos((\ell + 1)\theta)| \sim 1$. These imply, for $\tau, r$ satisfying $|\tau| \leq N/10$ and $1/4 \leq r \leq 1/2$, if $|\ell| \leq 2^{-10}N$, we have

$$
|(F_\tau)_\ell| + |(F_\tau)_{\ell+1}|
\sim \left| \int_{0}^{2\pi} F(r \cos \theta, r \sin \theta) \cos(\ell \theta) d\theta \right| + \left| \int_{0}^{2\pi} F(r \cos \theta, r \sin \theta) \cos((\ell + 1) \theta) d\theta \right|
\sim N^{-1}.
$$

Hence, if $|\tau| \leq N/10$, in the same way as in the proof of (5.41), we can get (5.16) and complete the proof.

Lastly, we prove Proposition 3.6.

**Proof of Proposition 3.6.** Throughout the proof, we assume $0 < \varepsilon \ll 1$. First, consider the case $2 \leq p < \infty$. Put

$T_1(\varepsilon) = \{ (\tau, |\tau| \cos \theta, |\xi| \sin \theta) \in \mathbb{R}^2 | |\tau| - |\xi|^2| \leq \varepsilon, 1 \leq |\xi| \leq 1 + \varepsilon, |\theta| \leq \varepsilon^{1/2} \}$,

$T_2(\varepsilon) = -T_1(\varepsilon) = \{ (\tau, \xi) \in \mathbb{R}^3 | (-\tau, -\xi) \in T_1(\varepsilon) \}$,

$T_3(\varepsilon) = \{ (\tau, (\xi^{(1)}, \xi^{(2)}) \in \mathbb{R}^3 | |\tau| - |\xi|^2| \leq 2^{-5} \varepsilon, |\xi^{(1)}| \leq 2^{-5} \varepsilon, 2^{-5/2} \leq |\xi^{(2)}| \leq 2^{-4} \varepsilon^{1/2} \}.$

If we put $S_1 = S_3 = \{ (|\xi|^2, \xi) | \xi \in B_2 \}$ and $S_2 = \{ (-|\xi|^2, \xi) | \xi \in B_2 \}$ where $B_2 = \{ \xi \in \mathbb{R}^2 | |\xi| < 2 \}$, the hypersurfaces $S_1, S_2, S_3$ satisfy Assumption 2 and for $i = 1, 2, 3$, $T_i(\varepsilon) \subseteq S_i(\varepsilon)$ hold. In addition, it is easy to see

$$
\| 1_{T_1(\varepsilon)} \|_{L^2_{\tau, r} L^p_{\xi}} \sim \varepsilon^{1 + \frac{1}{2p}}, \quad \| 1_{T_2(\varepsilon)} \|_{L^2_{r, \xi}} \sim \| 1_{T_3(\varepsilon)} \|_{L^2_{r, \xi}} \sim \varepsilon^{\frac{1}{2}}.
$$

Hence, it suffices to show

$$
|1_{T_1(\varepsilon)} * 1_{T_2(\varepsilon)} * 1_{T_3(\varepsilon)}(0)| \sim \varepsilon^{5}.
$$

As in the proof of (5.54), by the definitions of $T_1(\varepsilon), T_2(\varepsilon), T_3(\varepsilon)$, for any fixed $(\tau, \xi) \in T_3(\varepsilon)$, it follows that

$$
\int 1_{T_1(\varepsilon)}(\tau, \xi) 1_{T_2(\varepsilon)}(-\tau - r, -\xi - \tilde{\xi}) d\tau d\xi \sim \varepsilon^{\frac{5}{2}}.
$$

This implies (5.17).

Next, we consider the case $p = \infty$. Let $N$ be dyadic such that $1 \leq N \leq 2^{-5} \varepsilon^{-\frac{1}{2}}$. Define

$$
A_1(\varepsilon) = \{ (\tau, \xi) \in \mathbb{R}^3 | |\tau| - |\xi|^2| \leq \varepsilon, 1 \leq |\xi| \leq 1 + \varepsilon \},
$$

$$
A_2(\varepsilon) = \{ (\tau, (\xi^{(1)}, \xi^{(2)}) \in \mathbb{R}^3 | |\tau + |\xi|^2 + 2\varepsilon^{1/2}| \leq \varepsilon, 1 - \varepsilon^{1/2} \leq |\xi| \leq 1 - \varepsilon^{1/2} + \varepsilon \},
$$

$$
A_{3, N}(\varepsilon) = \{ (\tau, \xi) \in \mathbb{R}^3 | |\tau| - |\xi|^2| \leq 2^{-5} \varepsilon, \varepsilon^{1/2} + N \varepsilon \leq |\xi| \leq \varepsilon^{1/2} + 2N \varepsilon \}.
$$

Let $S_1 = S_3 = \{ (|\xi|^2, \xi) | \xi \in B_2 \}$ and $S_2 = \{ (-|\xi|^2, \xi) | \xi \in B_2 \}$. Clearly, the hypersurfaces $S_1, S_2, S_3$ satisfy Assumption 2 and $A_1(\varepsilon) \subseteq S_1(\varepsilon), A_2(\varepsilon) \subseteq S_2(\varepsilon), \bigcup_{1 \leq N \leq 2^{-5} \varepsilon^{-\frac{1}{2}}} A_{3, N}(\varepsilon) \subseteq S_3(\varepsilon)$. We define

$$
f_1 = 1_{A_1(\varepsilon)}, \quad f_2 = 1_{A_2(\varepsilon)}, \quad f_3 = \sum_{1 \leq N \leq 2^{-5} \varepsilon^{-\frac{1}{2}}} N^{-\frac{1}{2}} 1_{A_{3, N}(\varepsilon)}.
$$
Since \( |A_1(\varepsilon)| \sim |A_2(\varepsilon)| \sim \varepsilon^2 \) and \( |A_{3,N}(\varepsilon)| \sim N\varepsilon^{\frac{1}{2}} \), we have
\[
\|f_1\|_{L^2, L^\infty} \sim \|f_1\|_{L^2} \sim \|f_2\|_{L^2} , \quad \|f_3\|_{L^2} \sim (\log \varepsilon)^{\frac{1}{2}} \varepsilon^{\frac{1}{2}} .
\]
Therefore, it suffices to prove
\[
|1_{A_1(\varepsilon)} * 1_{A_2(\varepsilon)} * 1_{A_{3,N}(\varepsilon)}(0)| \sim N^{\frac{1}{2}} \varepsilon^{\frac{1}{2}} .
\] (5.18)
For fixed \((\tau, \xi) \in A_{3,N}(\varepsilon)\), we will show
\[
\int 1_{A_1(\varepsilon)}(\tau, \xi) 1_{A_2(\varepsilon)}(-\tau - \tilde{\tau}, -\xi - \tilde{\xi})d\tau d\xi \sim N^{-\frac{1}{2}} \varepsilon^{\frac{1}{2}} .
\] (5.19)
This readily gives (5.18). We consider (5.19). The proof is analogous to the geometric observation in [1, Section 5.2.1]. For \((\tau, \xi) \in A_{3,N}(\varepsilon)\), put
\[
E(\tau, \xi) = \{ (\tau, \xi) \in A_1(\varepsilon) \mid (\tau - \tilde{\tau}, \xi - \tilde{\xi}) \in A_2(\varepsilon) \} .
\]
We need to prove that the measure of \(E(\tau, \xi)\) is comparable to \(N^{-\frac{1}{2}} \varepsilon^{\frac{1}{2}}\). For simplicity, here we fix \(\xi = (\varepsilon^{\frac{1}{2}} + N\varepsilon, 0)\) and ignore the time component. It suffices to show that the measure of the set
\[
\left\{ (r \cos \theta, r \sin \theta) \in \mathbb{R}^2 \mid 1 \leq r \leq 1 + \varepsilon , \quad 1 - \varepsilon^{\frac{1}{2}} \leq |(r \cos \theta - \varepsilon^{\frac{1}{2}} - N\varepsilon, r \sin \theta) | \leq 1 - \varepsilon^{\frac{1}{2}} + \varepsilon \right\}
\]
is bounded from below by \(N^{-\frac{1}{2}} \varepsilon^{\frac{1}{2}}\). By symmetry, we may assume \(\theta \in [0, \pi]\).

For fixed \(r\) satisfies \(1 \leq r \leq 1 + \varepsilon\), we define the function \(F_r : [0, \pi] \to \mathbb{R}\) by
\[
F_r(\theta) = |(r \cos \theta - \varepsilon^{\frac{1}{2}} - N\varepsilon, r \sin \theta)|.
\]
Clearly, the claim follows once we find \(\theta_{N,r} \in (0, \pi)\) such that for any \(\theta\) satisfies \(|\theta - \theta_{N,r}| \leq 2^{-5}N^{-\frac{1}{2}} \varepsilon^{\frac{1}{2}}\), it holds that
\[
1 - \varepsilon^{\frac{1}{2}} \leq F_r(\theta) \leq 1 - \varepsilon^{\frac{1}{2}} + \varepsilon .
\]
\(F_r\) is a smooth and monotonically increasing function and it holds that
\[
F_r(0) = r - \varepsilon^{\frac{1}{2}} - N\varepsilon \leq 1 - \varepsilon^{\frac{1}{2}} ,
\]
\[
F_r\left(\frac{\pi}{4}\right) = \left| \left( r \cos \frac{\pi}{4} - \varepsilon^{\frac{1}{2}} - N\varepsilon, r \sin \frac{\pi}{4} \right) \right| \geq 1 - \varepsilon^{\frac{1}{2}} + \varepsilon .
\]
Hence, we may find \(\theta_{N,r} \in (0, \pi/4)\) such that
\[
F_r(\theta_{N,r}) = 1 - \varepsilon^{\frac{1}{2}} + 2^{-1} \varepsilon .
\]
Next, let us observe \(\theta_{N,r} \leq 4N^{\frac{1}{2}} \varepsilon^{\frac{1}{2}}\). Since
\[
(F_r(\theta))^2 = -2r(\varepsilon^{\frac{1}{2}} + N\varepsilon) \cos \theta + r^2 + (\varepsilon^{\frac{1}{2}} + N\varepsilon)^2 ,
\] (5.20)
if we define \(G_r(\theta) = (F_r(\theta))^2\), for \(n \in \mathbb{N}\), we have
\[
G_r^{(2n-1)}(0) = 0 , \quad |G_r^{(2n)}(0)| \leq 3\varepsilon^{\frac{1}{2}}.
\]
Therefore, we get
\[
G_r(\theta_{N,r}) - G_r(0) = \sum_{n=1}^{\infty} \frac{G_r^{(2n)}(0)}{(2n)!} \theta_{N,r}^{2n} .
\]
From \(|G_r^{(2n)}(0)| \leq 3\varepsilon^{\frac{1}{2}}\), this implies
\[
\frac{1}{2} \theta_{N,r}^{\frac{1}{2}} - \sum_{n=2}^{\infty} \frac{3\varepsilon^{\frac{1}{2}}}{(2n)!} \theta_{N,r}^{2n} \leq G_r(\theta_{N,r}) - G_r(0) \leq 2(2^{-1} + N) \varepsilon .
\] (5.21)
Here we used $F_r(\theta) \leq 1$ for any $\theta \in [0, \pi/4]$. Because $0 < \theta_{N,r} < \pi/4$, it follows that
\[
1 - \sum_{n=2}^{\infty} \frac{3}{(2n)!} \theta_{N,r}^{2(n-1)} \geq \frac{1}{2}.
\]
Therefore, it follows from (5.21) that
\[
\frac{\varepsilon_1^2}{4} \theta_{N,r}^2 \leq 2(2^{-1} + N)\varepsilon ,
\]
which implies $\theta_{N,r} \leq 4N^{\frac{1}{2}}\varepsilon^{\frac{1}{2}}$.

The equality (5.20) gives
\[
|G_r^\prime(\theta_{N,r})| \leq 2^4 N^{\frac{1}{2}}\varepsilon^{\frac{1}{2}} , \quad |G_r^{(n)}(\theta_{N,r})| \leq 3\varepsilon^{\frac{1}{2}} \quad \text{for } n \in \mathbb{N}.
\]
As a result, if $|\theta - \theta_{N,r}| \leq 2^{-5}N^{-\frac{1}{2}}\varepsilon^{\frac{1}{2}}$, the following Taylor series expansion of $G_r$ at $\theta_{N,r}$
\[
G_r(\theta) = G_r(\theta_{N,r}) + \sum_{n=1}^{\infty} \frac{G_r^{(n)}(\theta_{N,r})}{n!} (\theta - \theta_{N,r})^n.
\]
yields
\[
1 - \varepsilon^{\frac{1}{2}} \leq F_r(\theta) \leq 1 - \varepsilon^{\frac{1}{2}} + \varepsilon ,
\]
as desired. □
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