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Abstract

Common approaches for task-agnostic exploration learn tabula-rasa—the agent assumes isolated environments and no prior knowledge or experience. However, in the real world, agents learn in many environments and always come with prior experiences as they explore new ones. Exploration is a lifelong process. In this paper, we propose a paradigm change in the formulation and evaluation of task-agnostic exploration. In this setup, the agent first learns to explore across many environments without any extrinsic goal in a task-agnostic manner. Later on, the agent effectively transfers the learned exploration policy to better explore new environments when solving tasks. In this context, we evaluate several baseline exploration strategies and present a simple yet effective approach to learning task-agnostic exploration policies. Our key idea is that there are two components of exploration: (1) an agent-centric component encouraging exploration of unseen parts of the environment based on an agent’s belief; (2) an environment-centric component encouraging exploration of inherently interesting objects. We show that our formulation is effective and provides the most consistent exploration across several training-testing environment pairs. We also introduce benchmarks and metrics for evaluating task-agnostic exploration strategies. The source code is available at https://github.com/sparisi/cbet/.

1 Introduction

Exploration is one of the key unsolved problems in building intelligent agents capable of behaving like humans. In reinforcement learning (RL), exploration is usually studied under two different settings. The first is task-driven exploration, where the reward is well-defined and the agent’s goal is to explore in order to maximize long-term rewards. However, in real life, external rewards are either sparse or unknown altogether. In this setting, exploration is task-agnostic: given a new environment, the agent has to explore it in absence of any external reward. Common approaches to encourage task-agnostic exploration use intrinsically motivated rewards such as prediction curiosity \cite{35, 47}, empowerment \cite{39}, or visitation counts \cite{4, 34}. But does this setup represent how humans explore?

We argue that the commonly-used task-agnostic exploration setup is unrealistic, both from practical and academic viewpoints. This setup assumes environments in isolation and agents exploring tabula-rasa, i.e., with no prior knowledge or experience. By contrast, we as humans do not learn from one environment in isolation and we do not throw away our past knowledge every time we encounter a new environment \cite{14}. Exploration is rather a lifelong process: every time we encounter new environments, we use our prior knowledge and experience to develop new efficient exploration strategies. In this paper, we view the exploration problem from a continual learning lens. More specifically, in this setup, the learning agent interacts with one or many environments without any extrinsic goal. At this time, the agent learns to explore the environments. Later on, the agent effectively transfers the learned exploration policy to explore new environments, rather than exploring the new environment tabula-rasa.
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Figure 1: Change-Based Exploration Transfer (C-BET) trains task-agnostic exploration agents that transfer to new environments. Here the agent learns that keys are interesting, as they allow further interaction with the environment (opening doors). Later, when tasked with reaching a box behind a door, the agent starts by picking up the key.

A key question in learning how to explore is what to learn and how to transfer prior knowledge from one environment to another. Most existing task-agnostic exploration approaches, such as visitation counts, curiosity, or empowerment, define intrinsic rewards in an agent-centric manner: they encourage exploration of unseen parts of the environment based on the agent’s own belief. In these approaches, exploration is driven by what the agent knows about the world. However, most do not make a distinction between what the agent believes it is interested in and states that would make any agent interested. For example, if the agent uses a visitation count model and has seen many objects of one kind in one environment, it would not explore the same type of objects again in a new environment. This seems to be in stark contrast to how humans explore. Consider a switch with a bell sign. Even though we might have pressed hundreds of doorbell switches (and even this instance), we are still attracted to press it. Some objects in the world just demand curiosity. We argue that apart from an ‘agent-centric’ component, there is an ‘environment-centric’ component to exploration, which can be learned from prior knowledge and experiences.

In this paper, we propose a paradigm change to move away from stand-alone isolated task-agnostic environment exploration to a more realistic multi-environment transfer-exploration setup. We show how to learn exploration policies both from single- and multi-environment interaction, and how to transfer them to unseen environments. This transfer-exploration setup allows agents to use prior experiences for learning task-agnostic exploration. Notably, classic stand-alone task-agnostic approaches were designed for tabula-rasa exploration and hence only explore in an agent-centric manner. They fail to capture the inherent interestingness of some environment components. With this insight, we propose Change-Based Exploration Transfer (C-BET), a simple yet effective approach learning joint agent-centric and environment-centric exploration. The key idea is for an agent to seek out both surprises (unseen areas) and high-impact (interesting) components of the environment. The experiments show that C-BET (a) learns more effectively when placed in a multi-environment setup, and (b) either outperforms or performs competitively with prior methods across several unseen testing environments. We hope this paper will inspire exploration research to focus more on learning from multiple environments and transferring experiences rather than tabula-rasa exploration.

2 Preliminaries and Related Work

We consider environments governed by Markov Decision Processes (MDPs). In MDPs, an agent observes the state of the environment $s$ and selects actions $a$ according to a policy $\pi(a|s)$. In turn, the environment changes, providing a new observation $s'$ and a reward $r$. Through environment interaction, the agent collects episodes, i.e., sequences of states, actions and rewards $(s_t, a_t, r_t)_{t=1...T}$. The goal of RL is to learn a policy maximizing the sum of rewards during episodes, i.e., the return. In this setting, exploration poses many questions. If the environment provides no rewards, what should the agent look for? When should it act greedily with respect to the rewards it has found and stop looking for more? In the history of RL, many approaches have been proposed to tackle these questions. On one hand, classic single-environment approaches range from intrinsic motivation with visitiation counts [2, 4, 13, 26, 53], optimism [1, 5, 25, 27, 31], or curiosity [7, 24, 35, 45, 49, 51], to bootstrapping [12, 33] or empowerment [29, 39]. On the other hand, we find approaches to incrementally learn tasks, such as transfer learning [58], continual learning [28], curriculum learning [32], and meta learning [38]. Below, we review approaches closely related to ours.

---

While it can be argued that the real world has no explicit distinction between training and testing, we use this dichotomy only for the purpose of evaluation.
Intrinsic motivation. Exploration strategies relying on intrinsic rewards date back to Schmidhuber [47], who proposed to encourage exploration by visiting hard-to-predict states. More recently, the idea of auxiliary rewards to make up for the lack of external rewards has been extensively studied in RL, supported by evidence from psychology and neuroscience [20]. Several intrinsic rewards have been proposed, ranging from visitation count bonuses [4, 53] to bonuses based on prediction error of some quantity. For example, the agent may learn a dynamics model and try to predict the next state [24, 35, 48, 51]. By giving a bonus proportional to the prediction error, the agent is incentivized to explore unpredictable states. Schultheis et al. [49], instead, proposed to learn intrinsic rewards function by maximizing extrinsic rewards by meta-gradient.

However, in these approaches exploration is agent-centric, i.e., based on an agent’s belief such as the forward model error. In contrast, with this work we propose additionally learning environment-centric exploration policies. C-BET neither requires a model nor knowledge of extrinsic rewards. Instead, it encourages the agent to perform actions causing interesting changes to the environment. We should note that while Raileanu and Rocktäschel [36] proposed a similar approach, their exploration policy lacks the transfer component and also requires to learn models.

Transfer learning. The idea of agents capable of incrementally learning tasks is well-known in the field of machine learning, with the first approaches dating back to the 90s’ [40, 41, 56]. In RL, recent methods have focused on policy and feature transfer. In the former, a pre-trained agent (teacher) is used to transfer behaviors to a new agent (student). Examples include policy distillation, where the student is trained to minimize the Kullback-Leibler divergence to the teacher [44] or to multiple teachers at the same time [55]. Alternative approaches, instead, directly reuse policies from source tasks to build the student policy [3, 17, 21]. In feature transfer, a pre-learned state representation is used to encourage exploration when tasks are presented to the agent [22, 59]. Similar to transfer RL, continual RL studies how learning on one or more tasks can help accelerate learning on different tasks, and how to prevent catastrophic forgetting [28, 42, 50]. Meta RL, instead, tries to exploit underlying common structures between tasks to learn new tasks more quickly [18, 38].

However, the setup in these approaches is not task-agnostic, i.e., task-specific policies are transferred rather than exploration policies. For example, after learning a policy maximizing the rewards of one task, the agent starts exploring guided by the same policy as a second task is given. Transfer is task-centric rather than task-agnostic and environment-centric. Consequently, if tasks are too dissimilar information cannot be reused, even if the environments are similar. By contrast, in this work we propose learning task-agnostic exploration from one or many environments and show transfer to unseen environments. We should note that while Pathak et al. [35] did demonstrate fine-tuning on different maze maps, their focus and large-scale evaluations remain on tabula-rasa exploration.

3 Learning to Explore

Our goal is to decouple the environment-centric nature of exploration from its agent-centric component. Contrary to prior work, we propose to first learn an environment-centric exploration policy and then to transfer it to unseen environments. The policy is driven by the inherent interestingness of states and is learned over time via interaction. First, during a pre-training phase, the agent interacts with many environments without any tasks and learns an exploration policy. Then, when new environments and tasks are presented, the agent uses the previously learned policy to explore more efficiently and learn task-specific policies. C-BET’s key components are (1) a novel intrinsic reward and the learning of a policy to disentangle exploration from exploitation, and (2) the use of such policy to help exploration for new tasks. Figures 2 and 3 summarize our framework.
Gridworld with a key and a door. Observations encode cells depending on their content (e.g., 5 for the key, 10 for the agent). In each cell the agent is facing downward, and can pick up the key only from the cell above it. Samples have been collected randomly.

3.1 Interestingness of State-Action Pairs

The natural world is filled with states or scenarios that are inherently interesting and our goal is to capture this inherent interestingness via intrinsic rewards. In this paper, we propose adding an environment-centric component of interestingness to the existing agent-centric component of surprise. Specifically, we hypothesize that the environment can change on interaction, and the changes that are rare are inherently interesting. That is, we penalize actions not affecting the environment, and favor actions producing rare changes. For instance, moving around, bumping into walls, or trying to open locked doors without keys all result in no change and thus will be of low interest.

We also want to keep the agent-centric component in exploration—that is, the exploration policy should look for surprises or unseen states. Thus, we further reward actions leading to less-visited states. By combining these two components, the resulting C-BET interest-based reward is

\[
 r_i(s, a, s') = \frac{1}{N(s') + N(c)},
\]

where \(c(s, s')\) defines the environment change of a transition \((s, a, s')\), and \(N\) denotes (pseudo)counts of changes and states. Figure 4 empirically shows its effectiveness. In Section 4 we discuss change encodings used in our experiments.

3.2 Exploration Learning

In this phase, we want to learn task-agnostic exploration policies from interaction with many environments. The agent has no goal, but states where it can ‘die’ are still terminal. In this setting, we would like to treat the problem of learning exploration as an MDP with intrinsic-rewards only, and train the agent to maximize discounted intrinsic-returns averaged over episodes.

Formally, the agent explores many environments \(E_{\text{exp}} = \{E_1, E_2, \ldots, E_N\}\), each governed by MDP \(\langle S_n, A, P, r_i, \gamma_i \rangle\). That is, each environment has its own states but the action space is the same, and all environments obey the same dynamics \(P\) and the same intrinsic reward function \(r_i\). The agent’s goal is to learn an exploration policy maximizing the sum of discounted intrinsic rewards, i.e.,

\[
\pi_{\text{exp}}(s, a) = \arg \max_{\pi} \mathbb{E}_{E, \pi, \gamma} \left[ \sum_{t} \gamma^t r_i(s_t, a_t) \right].
\]

To approximate the average, after a maximum number of steps the environment is reset and a new episode starts, as typically done in RL.

However, both common \([7, 35, 36]\) and Eq. (1) intrinsic rewards decrease over time as the agent explores, to the point that they vanish to zero given enough samples. For instance, counts will grow to infinity, or prediction models error will go to zero. While this is not an issue in the tabula-rasa setup where the agent also gets extrinsic rewards, it can be problematic in the proposed task-agnostic exploration framework. Any policy, indeed, would be optimal if all rewards are zero.
To prevent Eq. (1) from vanishing, we randomly reset counts any given time step. To explain why resets need to be random, we start by considering ‘episodic counts’ proposed by Raileanu and Rocktschel [36]. These counts are reset at the beginning of every episode to ensure that the agent does not go back and forth between a sequence of states with high rewards. While this work fine when extrinsic rewards are also given, it can be a problem if we learn only on intrinsic rewards. When counts are reset, the agent ‘forgets’ past trajectories and thinks that every state and change will have higher count more often, and the agent will correctly prefer rarer ones. In this paper, we when extrinsic rewards are also given, it can be a problem if we learn only on intrinsic rewards.

The resulting MDP with Eq. (1) rewards and random count resets can be solved by any RL algorithm. The optimal exploration policy, instead, should have some randomness to visit the environment uniformly, while prioritizing interesting states. For this reason, we propose to reset counts at any given step with probability \( p \). When a new episode starts, counts may not be reset yet so the agent remembers what it has visited before. As the agent explores, on average common states and changes will have higher count more often, and the agent will correctly prefer rarer ones. In this paper, we propose \( p \leq 1 - \gamma_i \) where \( \gamma_i \) is the intrinsic reward discount factor. This is a fitting choice because in an MDP the sum of discounted rewards can be interpreted as the expected sum of undiscounted rewards if every time step had a \( 1 - \gamma_i \) probability of ending. Intuitively, this means that \( \gamma_i \) implies a ‘life expectancy’ of \( 1/(1 - \gamma_i) \) steps, and thus resets should not happen more frequently than that.

The resulting MDP with Eq. (1) rewards and random count resets can be solved by any RL algorithm. However, we should note that this MDP is non-stationary, because the agent may receive different rewards for the same state, depending on how many times the state has been visited in the past. Nonetheless, classic intrinsic rewards –even in tabula-rasa exploration– either based on prediction errors [35, 36] or counts [4] also introduce non-stationarity because they change over time as well. In practice, this non-stationarity is not an issue because intrinsic rewards change slowly over time.

### 3.3 Exploration Transfer

Now, the agent is presented with new environments and asked to solve tasks. Formally, each environment is governed by the standard MDP \((S, A, P, r, \gamma)\) and the agent’s goal is to learn a policy maximizing the sum of extrinsic rewards, i.e.,

\[
\pi_{\text{task}}(s, a) = \arg \max_{\pi} \mathbb{E}_p \left[ \sum_{t} \gamma^t r(s_t, a_t) \right].
\]

Note that while during pre-training the policy was learned across all environments (one exploration policy for all environments), at transfer we learn one task-specific policy for each environment.

In this phase, the interest-policy learned earlier drives exploration as tasks and environments are presented to the agent. In order not to forget interestingness over time, the exploration policy is added as a fixed bias to the task-specific policy, similarly to what Hailu and Sommer [21] proposed. Thanks to the decoupling of the interest-policy (based on the intrinsic reward) from the task-policy (based on the extrinsic reward), the latter can be also learned independently via any RL algorithm.

In our experiments, we use IMPALA [16] to learn both \( \pi_{\text{exp}} \) and \( \pi_{\text{task}} \). IMPALA learns policies of the form \( \pi(s, a) = \sigma(f(s, a)) \), where \( \sigma \) is the softmax function. The policy is trained to maximize a function representing the value of states \( V(s) \), trained on the given rewards. In our framework, we combine the two policies as follows.

- During pre-training, by using intrinsic rewards we learn \( V_i(s) \) and \( \pi_{\text{exp}}(s, a) = \sigma(f_i(s, a)) \).
- At transfer, we learn \( V_e(s) \) on extrinsic rewards. The policy is \( \pi_{\text{task}}(s, a) = \sigma(f_e(s, a) + f_i(s, a)) \).

The interestingness \( f_i \) is transferred but not trained, i.e., it acts as fixed bias to encourage interaction. Initially the policy follows \( f_i \) since \( f_e \) is initialized randomly. As it finds extrinsic rewards, the sum \( f_e + f_i \) becomes greedier with respect to extrinsic rewards, and \( f_e \) slowly overtakes \( f_i \).

\[\text{If exploration and the task goals are misaligned, we can decay exploration, e.g., } \pi_{\text{task}}(s, a) = \sigma(\alpha f_i(s, a) + f_e(s, a)), \text{ where } \alpha \text{ decays over time, similarly to common } \epsilon\text{-greedy policies.} \]
Figure 6: Examples of the environments used in our experiments. In MiniGrid (left), the agent navigates through a grid and interacts with objects (keys, doors, boxes, and balls) to fulfill a task. In Habitat (right), the agent navigates through visually realistic rooms.

Note that we transfer only $f_i$ (the policy) and not $V_i$ (the state value). We could think of transferring $V_i$ as fixed bias as well, i.e., by having $V_c(s) = V(s) + V_i(s)$. The policy would be trained on $V_c$—the states value with respect to the given task—where $V_i$ is fixed and only $V$ is updated. However, we believe it is more beneficial to isolate the exploratory component within the policy, in order to keep the task-specific value function targeted on extrinsic rewards. By not transferring $V_i$, $V_c$ can be accurately trained on extrinsic rewards—that the agent will see often thanks to $f_i$ from the pre-trained policy. $V_c$ in turn, can make $\pi_{\text{TASK}}$ greedy with respect to extrinsic rewards as $V_c$ is learned.

4 Experiments

Our experiments are designed to highlight the benefits of disentangling the environment-centric nature of exploration from agent-centric behavior by learning a separate exploration policy and then transferring it to new environments. We stress that for learning task-agnostic exploration there are no standard benchmark environments, experimental setups, well-defined evaluation metrics, or even baselines to compare against. One of our contributions is to provide an exhaustive evaluation framework for the transfer exploration paradigm.

Environments. The experiments are divided into two main sections. The first is about MiniGrid [10] (Section 4.1), a set of procedurally-generated environments where the agent can interact with many objects. The second is about Habitat [46] (Section 4.2), a navigation simulator showcasing the generality of our MiniGrid experiments to a visually realistic domain.

Change encoding. In both MiniGrid and Habitat the agent partially observes the environment, since it cannot see through corners, closed door, or inside boxes, and has a limited field of view. Rather than egocentric views (i.e., what the agent sees in front of itself), we use $360^\circ$ panoramic views to count environment changes, as this is a rotation-invariant representation of the observed state. Similar to Chaplot et al. [8], we concatenate four egocentric views taken from $0^\circ$, $90^\circ$, $180^\circ$, and $270^\circ$ with respect to the North. Then, the change of a transition is the difference between panoramic views $\text{pano}(s)$, i.e., $c(s, s') := \text{pano}(s') - \text{pano}(s)$.

Baselines. We evaluate against the following algorithms. For more details, refer to Appendix A.1.

- Count [4]. The intrinsic reward is inversely proportional to the next state visitation count.
- Random Network Distillation (RND) [7]. The intrinsic reward is the prediction error of states’ random features between a trained network and a fixed one. This can be interpreted as similar to using state counts because the prediction improves states are seen more often.
- Rewarding Impact-Driven Exploration (RIDE) [36]. The intrinsic reward is the prediction error between consecutive embedded states, normalized by episodic state counts.
- Curiosity [35]. The intrinsic reward is the prediction error between consecutive states.

In Appendix B we investigate the importance of count resets, panoramic changes, and different count-based rewards. The source code is available at https://github.com/sparisi/cbet/.

4.1 MiniGrid Experiments

MiniGrid environments [10] are procedurally-generated gridworlds where the agent can interact with objects, such as keys, doors, and boxes (Figure 6). Exploration is challenging because rewards are sparse, observations are partial, and specific actions are needed to visit all states (e.g., pickup key to open door). With MiniGrid, we can generate several pairs of train and test environments that are related but still different in many ways. These pairs enable evaluation of both the learning and transfer abilities of an exploration method and its ability to deal with unseen components.

Implementation details. All environments give a $7 \times 7 \times 3$ partial observation encoding the content of the $7 \times 7$ tiles in front of the agent (including the agent’s tile). The agent cannot see through walls, closed doors, or inside boxes. The action space is discrete: left, right, forward, pick up, drop, toggle, and done. For a complete description of the environments, we refer to Appendix A.4.
**Setups.** We present three setups, to study different exploration transfers against tabula-rasa.

- **MultiEnv (many-to-many transfer).** The agent loops over three environments episode by episode, and learns the exploration policy using intrinsic rewards only. There is one state count and one change count for all three environments rather than separate counts for each. The environments are: KeyCorridorS3R3, BlockedUnlockPickup, and MultiRoom-N4-S5, and have been chosen for size and interaction variety: the first has both a locked and an unlocked door, a key, and a ball; the second adds a box; the third has more rooms. Note that even if these environments have all object types, the agent cannot experience all kinds of interactions. For example, it will not know that keys can be hidden in boxes, as in the ObstructedMazes. The policy is then transferred to ten environments, seven of which are new. A good intrinsic reward should help learn better exploration faster from multiple environments, thanks to sharing experience from diverse interaction.

- **SingleEnv (one-to-many transfer).** The policy is pre-trained on a single environment. DoorKey and KeyCorridor are used for pre-training because they have some—but not all—objects.

- **Tabula-rasa (no pre-training / transfer).** A task-specific policy is learned as in classic intrinsic motivation by summing intrinsic and extrinsic rewards. While it is a non-realistic setup, it is the most common RL exploration approach, and thus serves as baseline against our transfer framework.

**Evaluation metrics.** Our goal is to learn exploration policies that encourage interaction with the environments and transfer well to new environments, i.e., that can further be trained to solve extrinsic tasks faster. Therefore, we evaluate policies according to the following criteria.

- Unique interactions over 100 episodes at transfer to new environments, after intrinsic-reward pre-training (no extrinsic-reward training yet). Unique interactions are picks/drops/toggles resulting in new environment changes. For instance, repeatedly picking and dropping the same key in the same cell results in only two interactions.

- Tasks success rate over 100 episodes at transfer to new environments, after intrinsic-reward pre-training (no extrinsic-reward training yet). The task success rate denotes in how many episodes the exploration policy visits goal states—thus, would have already solved the environment task.

- Extrinsic return during extrinsic-reward training, after intrinsic-reward training.

4.1.1 MiniGrid Pre-Training Results

Figure 7 shows results after pre-training in MultiEnv. In Appendix C we report results for the two SingleEnv setups as well. C-BET policy both interacts with the environment and find goal states more often than all baselines. As we will see in the next section, this will result in faster extrinsic-reward learning. Furthermore, C-BET’s policy transfers well to all environments, even the ones with unknown dynamics (e.g., boxes in ObstructedMazes needs to be toggled to reveal keys). Of the baselines, only Count scores high average interactions and success rate, but it does not generalize as well as C-BET. Indeed, most of Count’s success comes from environments visited at pre-training (the first five), but most of its interactions are in environments with unseen dynamics (ObstructedMazes). That is, Count’s policy can explore familiar environments prioritizing state coverage (high success rate and few interactions), but not unfamiliar ones (low success rate yet high interactions).

![Figure 7: Unique interactions and success rate](image)

Figure 7: **Unique interactions and success rate** at the beginning of transfer of policies pre-trained in MultiEnv. Not only C-BET interacts the most and achieves the highest success rate, but also interacts and succeeds in all environments. Naturally, it interacts more in environment with many keys/balls/boxes to pick (KeyCorridor, BlockedUnlockPickup, ObstructedMazes), and less if there is nothing to pick (MultiRooms). On the contrary, Count overfits to the training environments and performs well only on the first five. Other baselines perform poorly, almost as a random policy.
Figure 8: **MiniGrid task learning, for both transfer and tabula-rasa exploration.** The hardest tasks are outlined in red. C-BET (blue) from MultiEnv (top row under each environment) performs the best, starting with nearly optimal policies in most environments. This demonstrates the effectiveness of pre-training on multiple environments using the C-BET intrinsic reward.

Finally, RIDE, Curiosity, and RND baselines perform poorly. This is unsurprising if we consider that they rely on predictive models and that MiniGrid dynamics are deterministic and simple. Dynamics and embeddings models are learned quickly, without giving the policy time to explore. In Appendix C.3 we support this claim by showing the intrinsic reward trend during pre-training.

### 4.1.2 MiniGrid Transfer Results

We transfer the exploration policies learned in Figure 7 as discussed in Section 3.3. Figure 8 shows how transfer setups (many-to-many and one-to-many) perform against tabula-rasa exploration.

The first takeaway is that policies pre-trained with the C-BET intrinsic reward outperform baselines in both transfer and tabula-rasa. In MultiEnv transfer, C-BET performs the best, especially on the hardest environments (outlined in red). In particular, only C-BET is able to transfer to MultiRoom-N6. On the contrary, Count —that can solve it in tabula-rasa— fails at transfer. C-BET is also the only solving ObstructedMaze-2Dlh —the hardest environment among the ten— even in tabula-rasa.

The second takeaway is that baselines relying on models are not suited to the transfer framework. RIDE, Curiosity and RND perform better in the tabula-rasa setup (last row), except for the easiest environments (Unlock and DoorKey), meaning that transfer is actually harmful. These results are in line with Figure 7, where only C-BET and Count show success at offline transfer. Furthermore, RIDE, Curiosity and RND perform worst when transfer is from MultiEnv, highlighting that their intrinsic rewards are not suited for a multi-environment setup.

Finally, no algorithm learns MultiRoom-N12-10, not even C-BET despite showing some success in Figure 7. This is due to the randomly-initialized $f_e$ of the task-specific policy, hindering the pre-trained exploration policy success.
4.2 Habitat Experiments

To demonstrate that C-BET’s efficacy extends to realistic settings with visual inputs, we perform experiments on Habitat [46] with Replica scenes [52].

Implementation details. Egocentric views have resolution $64 \times 64 \times 3$. The action space is discrete: forward 0.25 meter, turn $10^\circ$ left, and turn $10^\circ$ right. To ease computational demands, we use #Exploration [54] with static hashing to map both egocentric and panoramic views to hash codes and count their occurrences with a hash table. More details in Appendix A.6.

Setups. We evaluate Habitat on the one-to-many transfer. First, we pre-train exploration policies with only intrinsic rewards in one scene. Then, we evaluate them on new scenes without further learning. Given a fixed amount of steps, better policies will visit more of the new scenes.

Evaluation metrics. Unlike MiniGrid, we use no extrinsic rewards in Habitat. Since the agent has to navigate through rooms and spaces, we evaluate exploration policies using scene coverage measured by the agent’s true state in Cartesian coordinates (not accessible by the agent)\(^4\). Faster, larger and more uniform coverage corresponds to better exploration. Plots show mean and confidence interval over seven random seeds per method with no smoothing.

4.2.1 Habitat Pre-Training Results

We pre-train exploration policies on Apartment 0 (Figure 6), one of the largest Replica scene in the dataset. Figures 9 and 11 show state coverage throughout and at the end of pre-training, respectively. C-BET explores more efficiently, covering twice as much of the scene than all baselines. In particular, at the end of pre-training it has explored almost all Apartment 0 uniformly. In Appendix E.1 we also report C-BET results when environment changes are encoded with egocentric views rather than panoramic views.

4.2.2 Habitat Transfer Results

Here, we evaluate scene coverage of pre-trained policies in seven unseen scenes for episodes of fixed steps. A better exploration policy will exhibit generalization by covering a larger portion of all scenes as evenly as possible, an impressive feat given the visual complexity of the observations. Indeed, generalization is harder than MiniGrid because the lighting, colors, objects, and layout can be very different between scenes (see Figure 14 in the Appendix). Figures 10 and 12 show that, once again, C-BET clearly outperforms all baselines. Its exploration policy transfer well to all scenes, as it uniformly discovers more states. No baseline comes closer to its results. Actually, in many scenes baselines perform worse than a random policy.

---

\(^4\)To ease memory usage, we round states to 0.05 precision, e.g., 1.26 is rounded to 1.25, and 1.28 to 1.30.
5 Discussion

In this paper, we proposed a paradigm change in task-agnostic exploration. Instead of studying task-agnostic exploration in isolated environments, we proposed to (1) learn task-agnostic exploration policies from one or multiple environments, and (2) transfer learned exploration policies to unseen environments at testing time. In our setup, the agent interacts with the environment without any extrinsic goal and learns to explore environments in a task-agnostic manner. To this end, we proposed a novel intrinsic reward to encourage interaction with the environment and the visitation of unseen states. Subsequently, our agent effectively transfers its exploration policy to unseen environments.

Advantages. The proposed two-phase framework achieves two important features, making it fundamentally different from prior work. First, we account for environment interestingness without relying on additional models. Instead, we use a data-driven approach, estimating the rarity of states and environment changes. Rare changes are considered more interesting, actions causing them receive higher intrinsic rewards, and the agent is encouraged to perform them again. For instance, when navigating through rooms, opening doors will be more interesting due to rarity: the agent must navigate to the corresponding key, collect it, navigate to the door, and finally open it. Thus opening a door is rarer than picking up a key, in turn rarer than simple navigation movements. Furthermore, relying on environment-centric intrinsic rewards rather than task-centric extrinsic rewards facilitates learning from multiple environments at the same time.

Second, contrary to prior transfer and continual learning algorithms we transfer policies learned on interestingness of the environment rather than task-specific policies. In the interest-based pre-training phase, we learn through interaction with the environment in a task-agnostic fashion, i.e., the agent freely explores the environment without any extrinsic task.

Limitations. In this paper, we assumed that interacting with the environment while looking for rare changes helps find better extrinsic rewards faster. However, exploration and the task goals may be misaligned, thus a highly exploratory policy may slow down the discovery of extrinsic rewards. For instance, the environment may have dangerous states or harmful objects that the agent should avoid, even though they would make it curious during pre-training. Furthermore, C-BET is currently tied to (pseudo)counts to compute the rarity of states and changes. While extensions to continuous spaces exist, count-based metrics are more suited for discrete spaces.

Impact. RL can positively impact real-world problems, e.g., healthcare [19], assistive robotics [15], and climate change [43]. Yet, RL may have negative impacts, e.g., in autonomous weapons or workforce displacement [6]. Our work focuses on exploration in RL. Better understanding of what is interesting to do or visit helps exploration in unseen environments, as the agent will not waste time with random actions. Similarly, transferring policies learned in a related setting—as we do—can help narrow the range of the agent’s expected behavior. Conversely, in many real-world scenarios exploration by curiosity and interestingness is unacceptable. For instance, autonomous cars cannot run over pedestrians just for the sake of curiosity. At present, our work is far from these impacts, but we hope to direct research to focus more on learning from multiple environments and transferring experiences, while at the same time ensuring the safety and reliability of autonomous agents.
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A Supplemental Details

A.1 Algorithms Details

Here, we formally define all intrinsic rewards evaluated in the paper. Let’s denote by $N(s)$ the state visitation (pseudo)count, by $N(c)$ the state-change visitation (pseudo)count, and by $\phi(s)$ some state embeddings parameterized by a neural network. Formally, the rewards $r_i(s, a, s')$ we evaluate are:

- **C-BET (Ours):** $r_i = 1/(N(c) + N(s'))$. At pre-training, both counts are reset with probability $p \leq 1 - \gamma_i$ at every step.
- **Count:** $r_i = 1/\sqrt{N(s')}$. $N(s')$ is never reset.
- **RND:** $r_i = \|\phi(s') - \phi(s')\|^2$, where $\phi$ is a fixed random network, and $\phi$ is trained to minimize the same error.
- **Curiosity:** $r_i = \|f(\phi(s), a) - \phi(s')\|^2$, where $\phi$ is trained to minimize the prediction error of both an inverse and a forward model, and $f$ is the forward model.
- **RIDE:** $r_i = \|\phi(s) - \phi(s')\|^2/\sqrt{N(s')}$, where $\phi$ is trained to minimize the prediction error of both an inverse and a forward model. $N(s')$ is reset at the beginning of every episode during both pre-training and transfer.

A.2 Hyperparameter Details

Experiments are built on the codebase developed by Raileanu and Rocktäschel [36], which includes the Torchbeast implementation of IMPALA [30]. All algorithms use the same network architectures.

- **Policy and value function.** The input is the environment partial observation, which is $7 \times 7 \times 3$ for MiniGrid and $64 \times 64 \times 3$ for Habitat. It is passed through three (for MiniGrid) or five (for Habitat) convolutional layers with 32 filters each, kernel size $3 \times 3$, stride 2, and padding 1. An exponential linear unit [11] is added after each convolution layer. The output of the last convolution layer is fed into two layers with ReLU activation and 1,024 units, and then into an LSTM [23] with 1,024 units. Finally, two separate fully connected layers of 1,024 units each are after the LSTM, and are used for the value function and the policy, respectively.
- **State embeddings.** The partial observation is passed through five convolutional layers with 32 filters each, kernel size $3 \times 3$, stride 2, and padding 1.
- **Inverse model.** The input is the concatenation of two successive state embeddings. It is fed into two layers with ReLU activation and 256 units.
- **Forward model.** The input is the concatenation of the state embedding and the action. It is fed into two layers with ReLU activation and 256 and 128 units, respectively.

Observations and changes counts are based on egocentric and panoramic views, respectively. For MiniGrid, egocentric views are 147-dimensional while panoramic views are 588-dimensional. For Habitat, views are encoded using HashSim [9, 54] to ease computational demands. Habitat views are 12,288- and 49,152-dimensional and are both hashed with 128 bits.

Value functions and policies are updated every 100 steps with IMPALA [16], using mini-batches of 32 samples and the RMSProp optimizer [57] (learning rate 0.0001 linearly decaying to 0, momentum 0, and $\epsilon = 0.0001$). Gradients are clipped to have maximum norm 40.

Both the intrinsic and extrinsic rewards discount factors are 0.99 as goals can be reached in less than 100 steps. This is also the default discount factor used by Raileanu and Rocktäschel [36]. The counts reset probability is $p = 0.001$, meaning that the agent has an approximate ‘life expectancy’ of 1,000 steps. This is a fitting choice because the largest time horizon for the environments is 640 steps (see Appendix A.4), and $p \leq 1 - \gamma_i$.

Intrinsic rewards and losses are further scaled down by a coefficient for numerical stability.

- Intrinsic reward: 0.1 (RIDE, RND, Curiosity), 0.005 (C-BET, Count).
- Policy entropy loss (all algorithms): 0.0005.
- Value function loss (all algorithms): 0.5.
- Forward model loss (RIDE, Curiosity): 10.
- Inverse model loss (RIDE, Curiosity): 0.1.
- Random network loss (RND): 0.1.
Figure 13: The MiniGrid environments. The agent has to navigate through a grid and interact with different objects (keys, doors, boxes, balls) to fulfill a task. At each episode, the grids are procedurally generated, changing rooms layout, objects positioning and color.

A.3 Compute Details

Experiments were run on a SLURM-based cluster, using a NVIDIA Quadro GP100 GPU and 40 CPUs. For MiniGrid, IMPALA uses 40 actors. One pre-training run takes ~8 hours for 50M steps. Learning time after transfer ranges from ~30 minutes (5M steps in Unlock), to ~55 hours (200M steps in ObstructedMaze2Dlh). For Habitat, IMPALA uses 4 actors to prevent memory errors. One pre-training run takes ~45 hours for 2M steps (because Habitat simulation is slower, network inputs–observations– are larger, and true state counts are saved for visitation heatmaps).

A.4 MiniGrid Environments Details

Figure 13 shows the MiniGrid environments used in this paper. Below is a list of their respective tasks (the hardest are bolded). $T$ denotes the maximum number of steps per episode. Everything is as implemented by default in MiniGrid codebase.

- **Unlock**: pick up the key and unlock the door ($T = 288$).
- **DoorKey-8x8**: pick up the key, unlock the door, and go to green goal ($T = 640$).
- **KeyCorridorS3R3**: pick up the key, unlock the door, and pick up the ball (only the door before the ball is locked) ($T = 270$).
- **UnlockPickup**: pick up the key, unlock the door, and open the box ($T = 288$).
- **BlockedUnlockPickup**: pick up the key, unlock the door, and open the box ($T = 288$).
- **ObstructedMaze1Dlh**: open the box to reveal the key, pick it up, unlock the door, and pick up the ball ($T = 288$).
- **ObstructedMaze2Dlh**: same as above, but with two doors to unlock ($T = 576$).
- **ObstructedMaze2Dlh**: same as above, but with two doors in front of the doors (like in BlockedUnlockPickup) ($T = 576$).
- **MultiRoom-N6**: navigate through six rooms of maximum size ten and go to the green goal (all doors are already unlocked) ($T = 120$).
- **MultiRoom-N12-S10**: same as above, but with ten rooms of maximum size twelve ($T = 240$).
- **MultiRoom-N4-S5**: smaller MultiRoom environment (five rooms of maximum size five), used only for pre-training ($T = 100$).

In all tasks, the extrinsic reward is $r_t = 1 - 0.9 \left(\frac{t}{T}\right)$. This reward is given only for solving the task. The action space is discrete with seven actions: left, right, forward, pick up, drop, toggle, and done. ‘Toggle’ unlocks a door if the agent has the corresponding key, opens/closes a door if unlocked, and open boxes to reveal keys. ‘Done’ is implemented by default in MiniGrid codebase and it is used for language-based tasks only, thus it does nothing in our tasks.

The grid is procedurally generated at each episode, and the agent’s initial position is random within a fixed area far from the goal (e.g., in DoorKey the agent starts in the area with the key, or in MultiRooms it starts in the farthest room from the goal). BlockedUnlockPickup, ObstructedMaze2Dlh, and ObstructedMaze2Dlh provide all types of interaction, but only ObstructedMazes have hidden keys. MultiRooms differ from the other environments because they have more rooms, all doors are already unlocked, and the goals are further away from the agent start position. They require more steps to be completed, and this explains their smallest extrinsic return compared to other environments in Figure 8.
A.5 MiniGrid Plot Smoothing Details

MiniGrid’s plots show the mean and confidence interval over seven random seeds per method, smoothed over 300 epochs with a sliding window. Each epoch consists of 3,200 samples (32 mini-batches of 100 steps). These samples are used for both updating the agent and computing evaluation metrics. This smoothing is necessary because we need to wait for the end of the episode to compute its return, but episodes are longer than 100 steps (see Appendix A.4). Thus, in some epochs we cannot compute the expected return and we end up with less than one evaluation data point per epoch. On the contrary, for Habitat visitation counts we can always retrieve the number of visited states at every step without waiting for the end of the episode, therefore there is no need for smoothing.

A.6 Habitat Environments Details

Figure 14 shows the Replica scenes used in this paper. At each step, the agent can move forward by 0.25 meter or turn left/right by $10^\circ$. The episode length is $T = 500$ steps. Egocentric views (used as policy input and to count states) have resolution $64 \times 64 \times 3$. Figure 15 shows the agent’s $360^\circ$ panoramic view, used to count environment changes. For computational ease, we use the following static hashing to map both views to hash codes and count their occurrences with a hash table.

$$
cbet_hash(x) = \begin{cases} 
1 & \text{if } g(x) > 0.5 \\
-1 & \text{if } g(x) < -0.5 \\
0 & \text{otherwise,}
\end{cases} \tag{2}
$$

where $x$ is either an egocentric or panoramic view, and $g(x) = \tanh(Ax) + w$. $A$ and $w$ are a projection matrix and a bias vector, respectively, both with i.i.d. entries drawn from the standard normal distribution. Our hashing is inspired by SimHash [9] binary encoding $\text{sim}\_hash(x) = \text{sign}(Ag(x))$. In preliminary results, our ternary encoding performed better than SimHash.

![Real-world scenes from the Replica dataset used for our Habitat experiments. The scenes have several rooms and obstacles that make exploration challenging. Apartment 0 is used for pre-training, while the remainder are used to evaluate transfer policies.](image)

![Agent’s 360° panoramic view of Apartment 0. The view concatenates four egocentric images taken from 0°, 90°, 180°, and 270° with respect to the North.](image)
B Ablation Study on MiniGrid

In this paper, we propose the following C-BET intrinsic reward:

\[
    r_i(s, a, s') = \frac{1}{N(c) + N(s')},
\]

where \(c(s, s')\) is the environment change of a transition \((s, a, s')\), and \(N\) denotes (pseudo)counts of changes and states. Both counts are randomly reset at any given time step, independently from each other. We use this reward for two reasons. First, as shown in Figure 16, summing the two parts within the square root yields high rewards only to transitions with both low state and change counts. Second, the ablation study in Appendix B.2 shows that squaring the reward performs best.

Figure 16: Heatmaps of different intrinsic rewards on varying state and change counts. The brighter the color, the higher the reward. Considering the sum of the parts –either squared or not– (second and third maps) still rewards transitions with either low state or change counts –not necessarily both. This is shown by the bright edges of the heatmap. The same happens with only the product (first map), albeit to a lesser extent. If we sum the parts inside the square root (fourth and fifth map) we correctly reward only transitions with both low state and change counts. Between the latter two, squaring the reward further penalizes transitions with high counts, because the reward decreases faster as either the state or change count increases.

Aim of the Study

The key components of C-BET reward are count random resets and the change-based reward. In this section, we investigate these components and answer the following fundamental questions:

- How important are count resets?
- How important is how we encode changes? Are panoramic views crucial for C-BET?
- How do different combinations of the state and change terms in Figure 16 perform? Is Eq. 3 truly the best?
- How do pre-training environments affect the quality of the exploration policy?

We start by investigating if panoramic views are good for counting states, and if squaring the reward can help state-only baseline as well (Appendix B.1). We continue by comparing the different types of rewards shown in Figure 16 (Appendix B.2). Subsequently, we evaluate C-BET with egocentric views for counting changes (Appendix B.3). Then, we further review interesting questions arising from such evaluation regarding change-based rewards (Appendix B.4). Finally, we study the importance of count resets. Finally, we conclude by showing what really matters for C-BET (Appendix B.5).

As evaluation metric, we consider the ‘average episode success’ of pre-trained policies, in both the one-to-many (SingleEnv) and many-to-many (MultiEnv) setups discussed in Section 4. After pre-training, policies are transferred to new environments and have to solve their respective task. Without further training, we evaluate their average success rate over 100 episodes. The higher the success rate, the faster the policy is likely to solve the task if further extrinsic-reward training would be carried one, as the extrinsic reward will be seen more often.

We present results through error bar plots and recap tables, reporting mean and confidence interval over seven seeds. Error bar plots show the success rate for each new environment a policy is transferred to, and each setup (SingleEnv and MultiEnv) has a dedicated plot. Figure legends average the rate over the ten environments. Tables further average it over the three setups.
B.1 State-Only Counts: Egocentric vs Panoramic Views, Squaring vs Classic Reward

Questions: Are panoramic views good for counting states? Does squaring the state-only baseline increase its performance?

Discussion: Figure 17 shows that egocentric views (plain patch) perform best, with an average success rate of 28.3% over the three setups. Panoramic views (dashed patch) perform well in MultiEnv but poorly in SingleEnvs, for an average success rate of 24.9%. The reason is that panoramic views are rotation-invariant: when the agent turns left/right the panoramic state does not change, the state count increases and the intrinsic reward decreases. In the end, the agent will not be encouraged to turn at all. This is not surprising, because panoramic views are designed to represent environment changes rather than the agent’s state. Only in MultiEnv panoramic views perform well. Thanks to the diversity of visited states, counts do not increase too rapidly, thus turning around is not penalized too much. In Appendix B.4 we further investigate this issue with ‘change-only counts’ rewards. Figure 17 also shows that squaring the reward (yellow) performs slightly worse, since policies seem to overfit to the training environments.

Figure 17: Success rate of policies pre-trained on different state-only intrinsic rewards with count resets. Squared rewards tend to overfit to the training environments. Panoramic views perform worse than egocentric views in SingleEnvs, but better in MultiEnv due to the diversity of visited states.

Note that panoramic views are used only for the intrinsic reward. The policy still receives egocentric views.
B.2 C-BET: Different Reward Combinations

**Question:** How do different combinations of state and change rewards perform? Is Eq. (3) better than other combinations?

**Discussion:** Figures 18 shows that Eq. (3) reward indeed performs best, achieving the highest success rate (blue, 33.64%). Furthermore, it also generalizes to the most environments, as it is the only showing good transfer to ObstructedMazes, especially when pre-trained on MultiEnv. Considering both the sum and the product of the parts (violet, 31.9%) comes in a close second, but does not transfer to ObstructedMazes when pre-trained on MultiEnv. Other reward combinations perform comparably (red, gold, green, 30.4%). Nonetheless, they all perform better than ‘state-only count’ (purple, 28.35%, Figure 17). Interestingly, ‘change-only count’ perform poorly (brown, 18.15%). We will come back to this in Appendix B.4.

The table below shows the success rates for different reward combinations:

| Reward Combination | Success Rate |
|--------------------|--------------|
| $\frac{1}{\sqrt{N(\text{NS}(\text{c}))}}$ | 30.43% |
| $\frac{0.5}{\sqrt{N(\text{NS}(\text{c}))}} + 0.5 \frac{1}{\sqrt{N(\text{c})}}$ | 30.40% |
| $\frac{0.5}{\sqrt{N(\text{NS}(\text{c}))}} + 0.5 \frac{1}{\sqrt{N(\text{c})}}^2$ | 31.92% |
| $\frac{1}{\sqrt{N(\text{c})}} + \frac{1}{\sqrt{N(\text{NS}(\text{c}))}}$ | 30.45% |
| $\frac{1}{\sqrt{N(\text{c})}} + \frac{1}{\sqrt{N(\text{NS}(\text{c}))}}^2$ | 33.64% |
| $\frac{1}{\sqrt{N(\text{c})}}$ | 18.15% |

Figure 18: Success rate of policies pre-trained on different combinations of state and change count rewards, with panoramic changes and random resets. States are always counted with egocentric views. C-BET (blue) outperforms other rewards, achieving the highest overall success rate and being the only transferring well to ObstructedMazes.
### B.3 C-BET: Egocentric Views

**Question:** How does C-BET perform when environment changes are encoded with egocentric views?

**Discussion:** With egocentric views, the performance of all rewards decreases. This is not surprising, because panoramic views better encode environment changes, being rotation-invariant w.r.t. the orientation of the agent. The key to better exploration, thus, is the combination of agent-centric encoding of the state (egocentric views) and environment-centric encoding of the change (panoramic views). This conclusion is also strengthened by the following fact: neither ‘state-only count’ (Figure 17, purple and yellow) nor ‘change-only count’ (brown) achieve the same success rate and transfer generalization as C-BET (blue). C-BET does not perform better because of panoramic change counts, but because of how it combines them with egocentric state counts.

![Figure 19](image)

| Reward | Avg. SR |
|--------|---------|
| $\frac{1}{\sqrt{N(s')N(c)}}$ | 27.19% |
| $0.5 \frac{1}{\sqrt{N(s')}} + 0.5 \frac{1}{\sqrt{N(s')}}$ | 19.61% |
| $0.5 \frac{1}{\sqrt{N(s')}} + 0.5 \frac{1}{\sqrt{N(s')}}$ | 26.95% |
| $\frac{1}{\sqrt{N(s') + N(c)}}$ | 17.33% |
| $\frac{1}{\sqrt{N(c) + N(s')}}$ | 21.69% |
| $\frac{1}{\sqrt{N(c)}}$ | 6.64% |

Figure 19: Compared to Figure 18, egocentric changes decrease the performance of all rewards, especially the one based only on change counts (brown). Despite its lower success rate, Eq. (3) still transfer well to many environments, including ObstructedMazes when pre-trained on MultiEnv.

### B.4 C-BET: Why Do ‘Change-Only Counts’ Perform Poorly?

**Question:** In the previous sections, ‘change-only count’ (brown) performed poorly compared to other rewards. However, ‘state-count only’ (purple) does not. Why is that so?

**Discussion:** First, ‘panoramic change-only counts’ performs poorly only in SingleEnvs and not in MultiEnv. This is similar to what we have seen in Figure 17 with ‘state-only counts’: in SingleEnvs panoramic change counts for turning left/right increase too fast and rewards decay too rapidly, while in MultiEnv the diversity of states prevent that. Thus, the resulting policy will learn not to turn.
Then why does ‘change-only count’ perform even worse with egocentric changes, especially in MultiEnv? In this case, the problem is the opposite. Turning left/right is the only action always resulting in some egocentric change, while other actions (including moving forward) can fail and thus produce no change. Furthermore, in visually rich environments, such as KeyCorridor, the egocentric change is likely to be unique. Therefore, the policy will overfit to turning left/right.

This is confirmed by Figure 20, showing the policy distribution at the end of pre-training. When trained with panoramic changes (second plot), ‘change-only counts’ overfits to moving forward. When trained with egocentric views (third plot), the policy is drastically different and prefers to turn most of the time. On the contrary, C-BET policy (first plot) moves less and interacts more.

Interestingly, C-BET also does nothing (‘done’) more than other policies, but this can be explained by recalling what we discussed in Section 3.2: the optimal exploration policy should keep some randomness to visit the environment uniformly. In practice, C-BET does not have to always interact with the environment if the resulting change is not diverse. That is, C-BET intrinsic reward tries to keep uniform state/changes counts over all possible state/changes, including ‘no change’ counts.

Finally, Figure 20 also shows how the action distribution changes depending on the environment. In larger environments (DoorKey, BlockedUnblockPickup, MultiRooms and ObstructedMazes), the agent moves more. In environments where doors are already unlocked (KeyCorridor and MultiRooms) the agent toggles more and picks/drops fewer times.

|                | Left | Right | Forward | Pick  | Drop | Toggle | Done | Entropy |
|----------------|------|-------|---------|-------|------|--------|------|---------|
| C-BET          | 10.7%| 11.1% | 51.5%   | 7.5%  | 7.0% | 9.3%   | 2.6% | 0.78    |
| Pano Change-Only| 11.5%| 9.8%  | 58.4%   | 5.5%  | 5.1% | 9.5%   | 0.05%| 0.68    |
| Ego Change-Only | 34.9%| 35.0% | 24.7%   | 2.0%  | 1.9% | 1.2%   | 0.1% | 0.66    |

Figure 20: Plots show how many times pre-trained policies executed an action during 100 episodes when transferred to new environments. Counts are averages over both SingleEnvs and MultiEnv transfers. The table reports the resulting action probability. Last column shows the normalized entropy of the distribution (a random distribution has entropy 1). ‘Panoramic change-only’ overfits to moving forward, while ‘egocentric change-only’ to turns. On the contrary, C-BET moves less, interacts more, and overfit less to any action as shown by its higher entropy.
B.5 Counts: No Resets vs Random Resets

Questions: Are count random resets necessary for intrinsic-only learning?

Discussion: Figure 22 and its table show that not resetting counts achieves lower success rate. In particular, transfer is significantly worse when the agent is pre-trained on DoorKey. The reason for the worse performance—especially in DoorKey—is shown in Figure 21. As the agent explores, intrinsic rewards decay due to counts growth. The decay is more prominent in DoorKey because of its sparse changes and similar states, but it is noticeable also in KeyCorridor and MultiEnv.

Interestingly, ‘state-count only’ (purple) achieves a better success rate without resets when pre-trained in MultiEnv. However, Figure 22 also shows that the policy overfits to training environments, not showing any transfer to MultiRooms and ObstructedMazes. On the contrary, despite the overall success rate, C-BET (blue) still transfers well to all environments from MultiEnv.

![Figure 21: Log scale intrinsic rewards trend at pre-training. Without resets, rewards decay preventing further learning. This is prominent in DoorKey, where states are similar and changes sparse.](image)

|                     | Resets | No Resets | Resets | No Resets |
|---------------------|--------|-----------|--------|-----------|
| \(\frac{1}{\sqrt{N(s')}}\) | 28.35% | 27.21%    | 33.67% | 18.73%    |

![Figure 22: Due to intrinsic rewards decay, policies cannot be properly trained, and do not transfer well. Yet, C-BET still transfers well to all environments when pre-trained in MultiEnv.](image)
B.6 Conclusion of the Study

The ablation study above has provided the answers to the fundamental questions we asked at the beginning.

1. In Appendix B.1 and B.4, state-only and change-only counts with panoramic views did not perform well, thus panoramic views, alone, are not sufficient for learning good exploration policies.

2. In Appendix B.2 and B.3, combining egocentric views for counting states and panoramic views for counting changes performs best, thus the most important contribution of C-BET is the combination of agent-centric (egocentric states) and environment-centric (panoramic changes) exploration. The design of the reward is also important, albeit to a lesser extent.

3. In Appendix B.5, resetting counts prevents the vanishing of intrinsic rewards, thus random resets are also a crucial contribution of C-BET.

4. In all experiments, policies transfers better when pre-trained in MultiEnv –especially C-BET– thus pre-training by exploring multiple environments allows better generalization. Similarly, transfer is harder when pre-training environments have similar states or sparse changes.
C MiniGrid Pre-Training Supplemental Results

In this paper, we argued that interacting with the environment while looking for rare changes helps finding extrinsic rewards faster. Thus, we evaluated policies on the number of interactions with the environment and on their success rate. Here we further elaborate the results presented in Section 4.1.

C.1 Unique Interactions per Episode at Pre-Training and at Offline Transfer

Figures 23 and 24 show that C-BET intrinsic reward encourages to interact with the environment more than all baselines. The more C-BET explores at pre-training, the more it interacts with it producing unique changes. At transfer, C-BET behavior transfers well to new environments, even the ones unknown dynamics (e.g., boxes in ObstructedMazes needs to be toggled to reveal keys). Of the baselines, only Count performs similarly to C-BET, but it does not generalize as well as C-BET. Most of its interactions, indeed, are in ObstructedMazes after training in MultiEnv.

![Figure 23: Trend of unique interactions per episode, i.e., picks/drops/toggles resulting in unseen changes. For instance, repeatedly picking and dropping the same key in the same cell results in only two interactions. Only C-BET interacts more with all pre-training environments as it explores.](image1)

| Algorithm   | Avg. UI |
|-------------|---------|
| C-BET (Ours) | 26.92   |
| Count       | 24.72   |
| RIDE        | 8.32    |
| Curiosity   | 7.18    |
| RND         | 7.34    |
| Random      | 7.40    |

Figure 24: C-BET also outperforms baselines when we compare unique interactions at offline transfer. Not only it interacts the most as shown by the recap table, but also interacts in all environments. Clearly, it interacts more in environment with many keys/balls/boxes to pick (KeyCorridor, BlockedUnblockPickup, ObstructedMazes), and less if there is nothing to pick (MultiRooms).
C.2 Extrinsic Return at Pre-Training and Success at Offline Transfer

Already at pre-training, C-BET finds goal states thanks to its better exploration, as shown by the increasing trend of the extrinsic return\(^6\) (Figure 25). Similarly, at the beginning of transfer –i.e., without further training with extrinsic rewards– C-BET already succeeds in many environments, especially when pre-trained on MultiEnv (Figure 26). Among the baselines, only Count achieves success in some environments, but it clearly overfits to the pre-training environments and does not generalize nearly as well as C-BET.

![Figure 25: Trend of extrinsic return at pre-training. Only C-BET shows increasing return in all setups, showing that its better exploration brings it often to goal states.](image)

![Figure 26: Success rate of pre-trained policies at the beginning of transfer. Not only C-BET achieves the highest rate, but also generalizes to most environments, especially when pre-trained on MultiEnv.](image)

\(^6\)We recall that at pre-training agents do not get extrinsic rewards. We only record them as proxy for success.
C.3 The Problem of Vanishing Intrinsic Rewards at Pre-Training

In the previous two sections, we have shown that C-BET outperforms baselines. Its agent interacts more with the environment while looking for rare and unique changes, and the resulting behavior allows it to discover extrinsic rewards more often. But why do baselines—especially RIDE, Curiosity and RND—perform poorly? As discussed in Section 3.2, classic intrinsic rewards decrease over time as the agent explores, to the point that they vanish to zero given enough samples, preventing further learning. On the contrary, thanks to count resets C-BET reward never decays, and allows the agent to always get meaningful feedback.

This is shown in Figure 27, where intrinsic rewards based on model errors (RIDE, Curiosity, RND) quickly decay as models are learned with ease. Even Count, that does not use any model, suffer from vanishing rewards, albeit to a lesser extent and mostly when trained in environments with similar states like DoorKey. On the contrary, C-BET intrinsic reward increases over time the more agent learns to interact with the environment. But does C-BET outperform Count only thanks to count resets? As we have shown in Appendix B.5, even with resets Count does not generalize well to unseen environments, and overfits to the training environments. C-BET, instead, achieves success even in unseen environments.

Figure 27: Log-scale trend of intrinsic rewards at pre-training. Baselines rewards decay over time, preventing learning. The problem is prominent in model-based rewards (RIDE, Curiosity, RND). On the contrary, C-BET rewards increase thanks to count resets.

D Noisy Environment Supplemental Results

So far, we conducted experiments in environments with deterministic dynamics. It is known, that stochastic dynamics can be problematic for intrinsic rewards based on model prediction errors [35], as the agents it attracted to sources of noise. This may affect C-BET as well, especially if the noise influences the environment (e.g., the change) rather than agent (e.g., the state). In this section, we test C-BET ability to deal with stochasticity. In particular, we want to see if either its change-based reward or its count resets may negatively affect learning. Therefore, for this evaluation we compare C-BET against the Count baseline—i.e., state-count reward only— with and without count resets on two versions of the same environments (with and without noise). The environment is MultiRoomNoisyTV, developed by Raileanu and Rocktäschel [36] and depicted in Figure 28. In this environment, a ball is placed in the first room, where the agent spawns at the start of an episode. Anytime the agent does the ‘drop’ action the ball randomly changes color, regardless of the agent position. Like any MultiRoom, there is nothing that can be picked, and the ball itself cannot be picked.

Table 1 shows that both C-BET and Count perform worse without resets. In particular, Table 2 shows that their learned policies are essentially random. This further confirms what we showed in Appendix B.5: without resets, intrinsic rewards vanish and any policy—even a random one—is optimal. This problem is prominent in MultiRooms due to their scarce state diversity, as there are only empty rooms with already unlocked doors.

Unsurprisingly, when the noisy ball is added C-BET performance slightly decreases. However, Count’s almost doubles. To explain these behaviors, we need to look at the policy distributions after

---

7We also tested RIDE, RND and Curiosity, but they showed the same poor performance of previous experiments. Despite the noise, their model error still decays quickly.
Table 1: **Policy success rate** averaged over all ten transfer environments in different pre-training setups. In both cases, not resetting counts perform worse. However, C-BET is negatively affected by the NoisyTV, albeit to a limited extent, while Count benefits from it.

|                | C-BET (Resets) | C-BET (No Resets) | Count (Resets) | Count (No Resets) |
|----------------|---------------|------------------|---------------|------------------|
| Default        | 11.37%        | 1.68%            | 9.72%         | 5.92%            |
| NoisyTV        | 9.76%         | 4.0%             | 17.90%        | 4.04%            |

pre-training, shown in Table 1. Let’s consider distributions after training without noise first. In this case, both policies assign high probability to ‘toggle’. ‘Toggle’, indeed, is the only interesting action to do because there is nothing to pick and all doors are already unlocked (and ‘toggle’ opens/closes doors). The only significant difference is that C-BET moves more and turns less. The reason is that C-BET’s panoramic changes give little reward to turns, as discussed in Appendix B.1 and B.4. Overall, when trained without noise C-BET transfer slightly better than Count, as shown in Table 1.

Let’s now consider distributions after training with noise. As expected, both policies assign much higher probability to ‘drop’, the action randomly changing the ball color. Yet, other actions probabilities are significantly different between C-BET and Count. Indeed, C-BET assigns slightly lower probability to all other actions, but overall its distribution does not change much. This explains why its success rate in Table 1 is similar with/without noise. On the contrary, Count’s ‘toggle’ probability drastically decreases (from 24.7% to 6.8%) but ‘forward’ increases. Therefore, Count’s policy toggles less and moves more. Thanks to this, the resulting policy explores better, despite the higher ‘drop’ probability.

Finally, we can summarize the findings of this investigation as follows.
- Count resets are important for learning exploration policies, especially if the training environment lacks diversity.
- A policy ‘toggling too much’ performs poorly.
- In the presence of noise, C-BET performs worse, albeit to a limited extent.
- The presence of noise actually helps the Count baseline over ‘overfit less’ to some actions (in this case, the policy learns not to ‘toggle too much’).

Table 2: **Policy distributions** after pre-training in different setups. Without resets (gold rows) both C-BET and Count policies are essentially random regardless of the noise, as shown by their entropy. With resets and no noise, both C-BET and Count assign low probability to ‘drop’ and high to ‘toggle’ (highlighted in red), as there are only unlocked doors. With resets and noise, both assign much higher probability to ‘drop’, the action triggering the noisy ball to change color.

**From Default MultiRoom**

|                | Left | Right | Forward | Pick | Drop | Toggle | Done | Entropy |
|----------------|------|-------|---------|------|------|--------|------|---------|
| C-BET (Resets) | 4.0% | 4.3%  | 48.6%   | 5.3% | 6.0% | 26.1%  | 5.6% | 0.75    |
| C-BET (No Resets) | 13.6% | 13.6% | 16.0% | 14.1% | 14.1% | 14.4% | 14.0% | 0.99    |
| Count (Resets) | 12.4% | 9.2% | 33.2% | 5.2% | 5.6% | 29.0% | 5.0% | 0.86    |
| Count (No Resets) | 14.3% | 14.8% | 23.7% | 12.7% | 10.6% | 12.6% | 11.1% | 0.98    |

**From MultiRoom with NoisyTV**

|                | Left | Right | Forward | Pick | Drop | Toggle | Done | Entropy |
|----------------|------|-------|---------|------|------|--------|------|---------|
| C-BET (Resets) | 2.9% | 3.0%  | 48.4%   | 5.3% | 12.8% | 24.7%  | 2.9% | 0.74    |
| C-BET (No Resets) | 11.5% | 11.3% | 20.3% | 13.0% | 15.8% | 15.7% | 12.3% | 0.99    |
| Count (Resets) | 10.7% | 11.6% | 42.3% | 4.6% | 22.2% | 6.8%  | 2.1% | 0.82    |
| Count (No Resets) | 10.9% | 12.1% | 16.5% | 9.3% | 32.1% | 11.3% | 7.6% | 0.94    |
E Habitat Supplemental Results

E.1 C-BET With Egocentric Change

Here, we report C-BET results when environment changes are encoded with egocentric views rather than panoramic views.

Figure 29 shows that egocentric views do not perform as well as panoramic views. Yet, C-BET still outperforms all baselines. Indeed, it visits more of Apartment 0 (at pre-training) and of all scenes (at transfer) than all baselines. This is a further confirmation of what stated in Appendix B.3: C-BET does not perform better because of panoramic change counts, but because of how it combines them with egocentric state counts. Taking into account both agent-centric and environment-centric components is the key for better exploration. Nonetheless, these results also suggest that how we encode what changes in the environment as opposed to the agent’s state can further improve exploration.

Figure 29: Habitat pre-training. Even with egocentric views, C-BET clearly outperforms all baselines. Not only it still visits almost all Apartment 0 during pre-training, but its policy also transfers well to all unseen scenes.
E.2 Scene Coverage at Transfer on All Scenes

Figure 30: **Scene coverage** of exploration policies at offline transfer to new scenes. Each scene is explored for 100 episodes (50,000 total steps), with the agent always starting at the same location. Darker red cells denote higher visitation rates. C-BET outperforms baselines and exhibits great transfer to all scenes. It is the only algorithm visiting smaller scenes completely (Room 0, Room 1, Room 2, Office 3, FRL Apt. 0), and most of the bigger ones (Apt. 0, Apt. 2, Hotel 0) within only one episode. Furthermore, its visitation count is uniform in all scenes.