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Introduction
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Goal: Learn visual representation by knowledge distillation

Model Overview

Contribution:

➢ Propose a new knowledge distillation method to transfer the instance-wise structural knowledge.
➢ Establish a comprehensive benchmark on three image classification datasets
➢ Demonstrate the superiority of our model under a variety of evaluation setups.

Motivation

Embedding Graph Alignment

Modeling the instance-instance correlations

Transferring the graph structural knowledge

Use self-supervised knowledge

➢ Construct the teacher graph and the student graph

➢ Align the teacher graph and the student graph

➢ Jointly optimize an edge matching constraint and a node matching constraint.

Experiment

Graph Construction

Node:

Feed the extracted features to individual node embedding layers.

Edge:

Based on the Pearson’s correlation coefficient (PPC)

\[ r_{ij} = \frac{\sum_{k=1}^{N} (x_{ik} - \bar{x}_i) (x_{jk} - \bar{x}_j)}{\sqrt{\sum_{k=1}^{N} (x_{ik} - \bar{x}_i)^2} \sqrt{\sum_{k=1}^{N} (x_{jk} - \bar{x}_j)^2}} \]

Edge matrix: encode the correlation between every pair of images among the same batch

Embedding Graph Alignment

➢ Edge matching loss

\[ L_{edge} = \| E_T - E_S \| \]

➢ Node matching loss

\[ L_{node} = \| \nabla X_T - \nabla X_S \| \]

➢ Distillation loss

\[ L_{distill} = L_{node} + \lambda L_{edge} \]

➢ Training loss

\[ L = L_{node} + \lambda L_{edge} \]

Graph Embedding

Node embedding: Feed the extracted features to individual node embedding layers.

Edge embedding: Based on the Pearson’s correlation coefficient (PPC)

\[ r_{ij} = \frac{\sum_{k=1}^{N} (x_{ik} - \bar{x}_i) (x_{jk} - \bar{x}_j)}{\sqrt{\sum_{k=1}^{N} (x_{ik} - \bar{x}_i)^2} \sqrt{\sum_{k=1}^{N} (x_{jk} - \bar{x}_j)^2}} \]

Graph alignment
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