Classification of Breast Cancer using Fast Fuzzy Clustering based on Kernel
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Abstract. Breast cancer is the second leading cause of death in women in the world. The classification is the initial process of executing patient treatment, which is important as it increases life expectancy as well as quality. In this paper, a new method is proposed based on kernel, which is modified from KC-Means: it combines K-Means, Fuzzy C-Means algorithm, and kernel function. The C-Means algorithm is applied on the centers of a fixed number of groups founded by K-Means, and the kernel function is expected to improve the accuracy of classification with its ability to separate data which cannot be separated linearly. We applied the proposed method on a dataset of 201 breast cancer and 85 non-breast cancer samples from the UC Irvine Machine Learning Repository. Results concluded that fast fuzzy clustering has an accuracy of 85.26\%, but fast fuzzy clustering based on kernel is 89.74\%, with a better running time on average than 90.95\% with the same method.
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1. Introduction

One in four of all new cancer cases diagnosed in women worldwide is breast, contributing to 15\% of the total female cancer deaths [1]. In 2019, an estimated 268.600 new cases of invasive breast cancer have already been diagnosed in the U.S [2]. Furthermore, one in eight women in the UK are diagnosed [3]. There are significant increases in breast cancer in several Asian countries in recent years, including China, Singapore, and Thailand which have incidence rates increasing by 3\% to 4\% every year [4].

Early diagnosis of breast cancer coupled with advanced treatment has a significant impact in improving the rates of survival [4]. After being diagnosed, patients will be tested to find out what stage the cancer has reached, to determine how serious it is and how best to treat it [5]. Correct and early treatment will have a big impact compared to a longer treatment delay time [6].

Because conventional diagnosis based on past experience and knowledge can lead to the wrong diagnosis, many researchers have started producing algorithms and models for getting a precise diagnosis [7]. There are many algorithms that can be used for breast cancer classification, including the clustering algorithms. This is a method of separating data into several clusters where every data in a cluster has a similar characteristic. K-means and fuzzy c-means (FCM) are the mostly used algorithms [8].

A lot of studies and experiments using k-means and fuzzy c-means algorithms have been done. Wisconsin data made a comparison of the two and found that FCM produces a better result in comparison to the k-means algorithm, although it has a higher computation time [8,9]. To minimize
these limitations, experiments were carried out to combine the two methods. Combination of k-means and FCM algorithm in raw mammograms imagery have successfully detected breast cancer as well as identified which stage it was at [10]. FCM Crow search algorithm combines FCM with crow search algorithm has also been successfully implemented in several breast cancer datasets. This method works efficiently and the number of parameters for crow search is very minimal, leading to a reduced complexity [11]. The hybrid of k-means and the extreme Learning Machine can classify the mammograms image of breast cancer in a shorter period of time and with greater accuracy [12].

Kernel function is used to separate data which cannot be done linearly. It has been used with fuzzy c-means clustering to sort datasets of lung cancer, IRIS, Wine, Checkerboard, Time Series, Yeast, and breast cancer [13]. Furthermore, fuzzy kernel c-means has been used to solve Intrusion Detection Systems (IDS) with feature selection using kernel matrix concept [14]. Weighted KM-SVM also uses a kernel function to diminish error rates in classification data of breast and kidney cancer [15]. Meanwhile, fuzzy k-medoids has been used kernel function to sort datasets of breast cancer Wisconsin, diabetes, German, image segmentation, sonar, thyroid, IRIS, wine, and soybean [16]. In this study, the method proposed incorporates KC-means based on kernel (fast fuzzy clustering) using K-means, Fuzzy C-means algorithm, and kernel function.

2. Materials and Methods

2.1. Materials
The dataset was taken from UC Irvine Machine Learning Repository from the University Medical Centre, Institute of Oncology, Ljubljana, Yugoslavia, and was provided by M. Zwitter and M. Soklic [17]. This dataset consists of 201 breast cancer and 85 non-breast cancer samples. The instances have categorical characteristic and are described by 9 attributes, both linear and nominal. The dataset attributes are shown in Table 1 [18].

2.2. Methods
2.2.1. K-means algorithm. K-means algorithm is one of the simpler and important forms of clustering [19]. It was introduced by Lloyd in 1982 as a probabilistic technique to find clusters in a set of data points. Given a data set of n observations \(\{x_1, x_2, ..., x_n\}\) and \(c\) centers of the clusters \(\{v_1, v_2, ..., v_c\}\). Suppose \(r_{ik} \in \{0, 1\}\) where \(k = 1, 2, ..., c\) describing which of the \(c\) clusters the data point \(x_i\) is assigned to. In K-means algorithm, the goal is to partition the data set into some number \(c\) of the cluster by finding values of the \(\{r_{ij}\}\) and the \(\{v_j\}\) such that the objective function given by equation (1) is minimum [20].

\[
J = \sum_{i=1}^{n} \sum_{j=1}^{c} r_{ij} \|x_i - v_j\|^2
\]  

(1)

where

\[
r_{ik} = \begin{cases} 
1, & \text{if } k = \arg\min_j \|x_i - v_j\|^2 \\
0, & \text{otherwise}
\end{cases}
\]  

(2)

The algorithm of K-means is given as Fig.1 [21].
1. Let $T$ be the maximum number of iterations allowed, $0 < \varepsilon < 1$. Let $v_j^{(t)}$, $t = 0$ be the initial centers, $j = 1, 2, \ldots, c$, and $V^{(t)}$ be the set of centers in the iteration $t$;
2. Compute the value of $\|x_i - v_j\|$;
3. Assign the elements $x_i$ to the clusters according to $r_{ik} = \begin{cases} 1, & \text{if } k = \arg\min \|x_i - v_j\|^2 \\ 0, & \text{otherwise} \end{cases}$
4. Update the cluster centers by take $t = t + 1$ and $v_j^{(t)} = \frac{\sum_{i=1}^{n} r_{ik} x_i}{\sum_{i=1}^{n} r_{ik}}$
5. If $\|V^{(t-1)} - V^{(t)}\| < \varepsilon$ or $T = t$, then the iteration stops. Otherwise, go back to step (2);
End.

Figure 1. K-means algorithm.

Table 1. Breast Cancer Dataset Attribute

| Attribute Name | Description |
|----------------|-------------|
| Age            | Patient’s age in years |
| Menopause      | The period in a woman’s life when menstruation ceases |
| Tumor-size     | Patient’s tumor-size on the breast |
| Inv-nodes      | Node-size in main portion of the breast |
| Node-caps      | Node is present or not in cap of the breast |
| Deg-malig      | Stage of breast cancer |
| Breast         | Left, right, or both breasts. |
| Breast-quad    | Portion of the breast, i.e left up, left low, right-up, right-low, central |
| Irradiate      | Present or not (YES/NO) |
| Class          | No-recurrence-events, recurrence-events (reduce the risk of breast cancer) |

2.2.2. Fuzzy c-means algorithm. Fuzzy c-means is a clustering technique where data belongs to one or more cluster depending on the degree in each [22]. It is different with K-means where every data belongs to one cluster only [20]. Fuzzy c-means was originally founded by Dunn and then modified by Besdek. The goal is to partition the data set into some number $c$ of the cluster. Given a data set of $n$ elements $\{x_1, x_2, \ldots, x_n\}$ and $c$ centers of the clusters $\{v_1, v_2, \ldots, v_c\}$. Suppose $u_{ij} \in [0,1]$ is a membership or degree of the data point $x_i$ in $j^{th}$-cluster which satisfies equation (3) and (4) [23].

$$\sum_{j=1}^{c} u_{ij} = 1, \quad i = 1, 2, \ldots, n$$  \hspace{1cm} (3)$$
and

$$0 < \sum_{j=1}^{n} u_{ij} < n, \quad j = 1, 2, \ldots, c$$  \hspace{1cm} (4)$$

where $c < n$ is a positive integer. The objective function of fuzzy c-means algorithm is defined in equation (5) [23].
\[ J_m = \sum_{i=1}^{n} \sum_{j=1}^{c} (u_{ij})^m (d(x_i, v_j))^2 \]  

(5)

This function must attain the minimum value so that fuzzy c-partition will be found [23], as shown in Figure 2. [21].

1. Let \( T \) be the maximum number of iterations allowed, \( 0 < \varepsilon < 1 \). Let \( v_j^{(t)} \), \( t = 0 \) be the initial centers, \( j = 1, 2, \ldots, c \), and \( V^{(t)} \) be the set of centers in the iteration \( t \);
2. Compute the value of \( \|x_i - v_j\| \);
3. Compute the membership and assign the elements \( x_i \) to the clusters according to
\[ u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{\|x_i - v_j\|}{\|x_i - c_k\|} \right)^{m-1}} \]  

where \( m \neq 1 \)
4. Update the cluster centers according to
\[ v_j = \frac{\sum_{i=1}^{n} (u_{ij})^m x_i}{\sum_{i=1}^{n} (u_{ij})^m} , \quad j = 1, 2, \ldots, c \]
5. If \( \|V^{(t-1)} - V^{(t)}\| < \varepsilon \) or \( T = t \), then the iteration stops. Otherwise, go back to step (2);
6. End.

Figure 2. Fuzzy c-means algorithm.

2.2.3. Fast Fuzzy Clustering. KC-means clustering is a combination of the k-means and fuzzy c-means method. This combined method is also called fast fuzzy clustering because it makes fuzzy c-means work faster with the accuracy close to only its method. The KC means is given in Figure 3 [21].

1. Apply k-means algorithm on the dataset;
2. Let \( V \) be the set of final centers of clusters which was obtained from step 1;
3. Suppose \( V \) as a new data set;
4. Apply fuzzy c-means algorithm on \( V \);
5. Regain corresponding data set clusters based on fuzzy c-means clustering output;
6. End.

Figure 3. KC-means algorithm.

2.2.4. Kernel function. In general, real-world issues are far more complex. It cannot always be resolved using linear functions. Kernel offers an alternative solution by projecting the data into a high dimensional feature space so that it can solve non-linear problems. With that ability, this function can separate data that cannot be separated linearly [25]. The kernel function for every \( x \in \mathbb{R}^n \) is given by [20]
\[ K(x, y) = \langle \phi(x), \phi(y) \rangle \]  

(6)

where \( \phi(x) \) is the feature space mapped by input data \( x \). The distance between \( \phi(x) \) and \( \phi(y) \) in feature space can be defined as [20]
\[ (d(x, y))^2 = K(x, x) - 2K(x, y) + K(y, y) \]  

(7)

There are several kernel functions [24]
1. Linear kernel function:
\[ K(x, y) = x \cdot y \]  

(8)
2. Polynomial kernel function:
\[ K(x, y) = (x \cdot y + 1)^h \]  

(9)
3. Gaussian radial basis function kernel function:
\[ K(x, y) = \exp \left( -\frac{\|x - y\|^2}{2\sigma^2} \right) \] (10)

2.2.5. Fast fuzzy clustering based on kernel. This paper proposes fast fuzzy clustering based on kernel. This method is a modified KC-means method that has been explained in section 2.2.3. All three kernel functions mentioned in section 2.2.4 is used to obtain the representation of structure of data as best as possible. The method is given below (Figure 4.)

1. Apply the K-means clustering on data set with the objection function as below.
\[ J = \sum_{i=1}^{n} \sum_{j=1}^{c} r_{ij} [K(x_i, x_i) - 2K(x_i, v_j) + K(v_j, v_j)] \]
where
\[ r_{ik} = \begin{cases} 1, & \text{if } k = \arg \min [K(x_i, x_i) - 2K(x_i, v_j) + K(v_j, v_j)] \\ 0, & \text{otherwise} \end{cases} \]
2. Let \( V \) be the set of final centers of clusters obtained from step 2;
3. Consider \( V \) as a new data set;
4. Apply the Fuzzy c-means clustering based on kernel algorithm on \( V \) with the objective function as below.
\[ J_m = \sum_{i=1}^{n} \sum_{j=1}^{c} (u_{ij})^m [K(x_i, x_i) - 2K(x_i, v_j) + K(v_j, v_j)] \]
where \( u_{ij} \) satisfies the two conditions
\[ \sum_{j=1}^{c} u_{ij} = 1, \quad \text{and} \quad 0 < \sum_{i=1}^{n} u_{ij} < n, \quad i = 1, 2, \ldots, n \quad j = 1, 2, \ldots, c \]
with \( c < n \) being a positive integer.
5. Update the membership value and assign the elements \( x_i \) to the clusters according to
\[ u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{K(x_i, x_i) - 2K(x_i, v_j) + K(v_j, v_j)}{K(x_i, x_i) - 2K(x_i, c_k) + K(c_k, c_k)} \right)^{\frac{m-1}{2}}} \] where \( m \neq 1 \)
6. Update the centers of the clusters according to
\[ v_j = \frac{\sum_{i=1}^{n} (u_{ij})^m x_i}{\sum_{i=1}^{n} (u_{ij})^m}, \quad j = 1, 2, \ldots, c \]
7. Recover corresponding data set clusters using fuzzy c-means clustering based on kernel output;
8. End.

Figure 4. KC-means based on kernel algorithm.

2.2.6. Performance Measures. The confusion matrix is used to estimate the performance of a model and shows the classified and misclassified rate of the system. The performance of the methods in this paper is compared by the accuracy as computed below.
\[ \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \] (11)
where
TP: the number of breast cancer samples which are correctly diagnosed;
FP: the number of non-breast cancer samples which are incorrectly diagnosed;
TN: the number of non-breast cancer samples which are correctly diagnosed; FN: the number of breast cancer samples which are incorrectly diagnosed [26].

3. Result and Discussions

The performance of fast fuzzy clustering with or without kernel function was examined. These methods are conducted with the initial data set as well as training data which start from 10 to 90 percent. The performance of fast fuzzy clustering is shown in Table 2.

Table 2. Performance Measures of Fast Fuzzy Clustering using Euclidean Distance.

| Percentage of Training Data | Accuracy | Running Time |
|-----------------------------|----------|--------------|
| 10                          | 78.83    | 0.09         |
| 20                          | 80.04    | 0.14         |
| 30                          | 79.87    | 0.09         |
| 40                          | 85.57    | 0.20         |
| 50                          | 87.68    | 0.61         |
| 60                          | 91.18    | 0.47         |
| 70                          | 91.67    | 0.30         |
| 80                          | 87.41    | 0.27         |
| 90                          | 85.07    | 0.27         |

The average accuracy and running time of the fast-fuzzy clustering method is 85.26 percent and 0.27 seconds, respectively. Meanwhile, for that which is based on kernel, different parameters are examined using the same training data ranging from 10 to 90 percent. The result after we calculate the average of its accuracy and running time is shown in Table 3.

Table 3. Performance Measures of Fast Fuzzy Clustering based on Kernel

| Kernel Parameter | Average of Accuracy | Average of Running Time |
|------------------|---------------------|-------------------------|
| 0.0001           | 65.33               | 7.77                    |
| 0.001            | 78.51               | 7.76                    |
| 0.05             | 89.74               | 7.74                    |
| 0.1              | 90.17               | 7.76                    |
| 1                | 90.55               | 7.94                    |
| 5                | 90.25               | 7.75                    |
| 10               | 90.42               | 7.76                    |
| 50               | 90.38               | 7.83                    |
| 100              | 90.71               | 7.78                    |
| 1000             | 90.95               | 7.81                    |

We can see from Table 3 that the average value of accuracy and the running time have variations according to kernel parameters used, shown in Figure 5 and 6 below.
The highest average value for accuracy (90.95 percent) is obtained when kernel parameter \( \sigma = 1000 \) which resulted after an average of 7.81 seconds of running time. This performance is shown in Table 4. With this kernel parameter, accuracy can reach 95.52 percent in 2.23 seconds if 90% from training data is taken.

**Table 4. Performance Measures of Fast Fuzzy Clustering using Kernel Parameter \( \sigma = 1000 \)**

| Percentage of Training Data | Accuracy | Running Time |
|-----------------------------|----------|--------------|
| 10                          | 88.27    | 10.91        |
| 20                          | 89.74    | 10.75        |
| 30                          | 89.31    | 10.30        |
Meanwhile, the best average running time (7.74 seconds) is obtained when kernel parameter $\sigma = 0.05$ where the accuracy is 89.74%. These two results are better in accuracy compared to fast fuzzy clustering without using the kernel function, but still need improvement in the running time performance.

4. Conclusion
Classification of breast cancer is important in providing a more accurate diagnosis for the patient. Many methods were developed to achieve great accuracy and fast running time: this study introduced a new approach to breast cancer diagnosis using fast fuzzy clustering based on kernel, modified from the KC-means. This method was applied to the data set from UC Irvine machine learning repository, containing 201 breast cancer and 85 non-breast cancer samples.

The comparison in fast fuzzy clustering with or without kernel found that KC-means provides approximately 85.26% accuracy. Meanwhile, KC-means based on kernel provide 89.74%, with a better running time than 90.95% accuracy using the same method.

For future research, it is possible to develop a new model or method to increase the running time as well as the accuracy so that this classification can be used for better diagnosis. Others kernel parameters can also be used to get a higher level of accuracy for small data, although the running time is slower than without using kernel.
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