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Abstract—Self-synchronization under the presence of additive noise can be achieved by allocating a certain number of bits of each codeword as markers for synchronization. Difference systems of sets are combinatorial designs which specify the positions of synchronization markers in codewords in such a way that the resulting error-tolerant self-synchronizing codes may be realized as cosets of linear codes. Optimal difference systems of sets are those that sacrifice as few bits as possible for a given code length, alphabet size, and error-tolerance capability. However, it seems difficult to attain optimality with respect to known bounds when the noise level is relatively low. In fact, the majority of known optimal difference systems of sets are for exceptionally noisy channels, requiring a substantial amount of bits for synchronization. To address this problem, we present constructions for difference systems of sets that allow for higher information rates while sacrificing optimality to only a small extent. Our constructions utilize optimal difference systems of sets as ingredients and, when applied carefully, generate asymptotically optimal ones with higher information rates. We also give direct constructions for optimal difference systems of sets with high information rates and error-tolerance.
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I. INTRODUCTION

A self-synchronizing code is a block code where the symbol string formed by an overlapped portion of any two concatenated codewords or a portion of any single codeword is not a valid codeword. In the coding theory literature, self-synchronizing codes are also called comma-free codes. The property that no codeword appears as a substring of two adjacent codewords allows for synchronization without any external help or separate clock signal. Carefully designed self-synchronizing codes may be used for synchronization under the presence of additive noise as well.

Self-synchronizing codes are also of interest from mathematical viewpoints and have been investigated in both coding theory and combinatorics. This paper focuses on a mathematical approach to the construction of self-synchronizing codes of high information rate by using combinatorial designs.

A splice of two codewords $x$ and $y$ is a concatenated sequence of length $v$ composed of the last $i$ bits of $x$ and the first $v-i$ bits of $y$ for some positive integer $i \leq v-1$.

A code $C$ is comma-free with index $\rho$ if the Hamming distance between any codeword $x$ and any splice of any two codewords $x, y$ is at least $\rho$.

A difference system of sets (DSS) of index $\rho$ over $\mathbb{Z}_v$ is a family of disjoint subsets $Q_i$ of $\mathbb{Z}_v$ such that the multi-set

$$\{a - b \pmod{v} | a \in Q_i, b \in Q_j, i \neq j\}$$

(1)

contains every $d \in \mathbb{Z}_v \setminus \{0\}$ at least $\rho$ times. The difference between two elements from different subsets of $\mathbb{Z}_v$ is called an outer difference. A DSS is perfect if the multi-set (refequ) contains every $d \in \mathbb{Z}_v \setminus \{0\}$ exactly $\rho$ times. A DSS is regular if all subsets $Q_i$ are of the same size. A regular DSS that consists of $q$ subsets of cardinality $m$ is denoted by $\text{DSS}(v, m, q, \rho)$.

DSSs were introduced to realize self-synchronizing codes as cosets of linear codes in order to achieve low encoding and decoding complexity [27, 28]. Regardless of which error-correcting code we use to protect the payload we transmit, a DSS of index $\rho$ assures self-synchronization under the presence of up to $\lfloor \frac{\rho}{2} \rfloor$ symbol substitutions (or errors) in the received message of length $v$. Various construction methods for DSSs have been developed in recent years. For the latest results and a survey of earlier research, we refer the reader to [15, 36, 45] and references therein.

Of particular interest are DSSs that require fewer bits for self-synchronization. The number of bits required for synchronization is exactly the number of elements used in the DSS, that is, $|Q_0 \cup Q_1 \cup \cdots \cup Q_q-1|$. All the remaining bits may freely be used for information transmission. For example, a regular DSS$(v, m, q, \rho)$ generates a self-synchronizing code of index $\rho$ with $v - mq$ information bits. The cardinality $|Q_0 \cup Q_1 \cup \cdots \cup Q_q-1|$ is called the redundancy of the DSS. The minimum redundancy for given $v, q, \rho$ is denoted by $r_q(v, \rho)$. Levenshtein [27] proved the following lower bound on $r_q(v, \rho)$:

$$r_q(v, \rho) \geq \sqrt{q\rho(v-1)} \frac{(v-1)}{(q-1)}$$

(2)

with equality if and only if the DSS is perfect and regular. A sharper bound was proved by Wang [38]:

$$r_q(v, \rho) \geq \sqrt{q\rho(v-1 \rho v-1)} \frac{(v-1)}{(q-1)}$$

where $S(n)$ denotes the smallest square number that is greater than or equal to $n$.

A DSS is optimal if its redundancy is the lowest possible for given parameters. If the redundancy of an infinite series of DSSs approaches a known lower bound as some other parameters tend to infinity, we say such DSSs are asymptotically optimal.

Equally important, or perhaps more important in practical situations, is the ratio of the number of bits allocated for self-synchronization to the number of bits available for information
transmission. In the case of a self-synchronizing code obtained from a DSS, the redundancy rate of a DSS over \( \mathbb{Z}_v \) using \( s \) symbols is defined as the fraction \( \epsilon = \frac{s}{v} \). For instance, the redundancy rate of a regular DSS \((v, m, q, \rho)\) is \( \frac{m}{v} \). A DSS of redundancy rate \( \epsilon \) gives a self-synchronizing code of constant code length \( v \) where \( ev \) bits of each codeword are used for self-synchronization. Clearly the information rates of the corresponding self-synchronization codes depend not on the optimality of DSSs, but on the absolute values of the redundancy rates. For instance, a DSS that leaves only one bit for information transmission can still be judged as “optimal” with respect to Inequality 2. In other words, optimality means something only when the target information rate is met.

While nontrivial DSSs are of interest and may allow us to realize self-synchronizing codes as cosets of linear codes, it seems quite difficult to construct such combinatorial objects. A particularly difficult task is to suppress redundancy rates to a very low level. In fact, optimal or asymptotically optimal DSSs with redundancy rates significantly lower than a half are quite rare; if we use a DSS of redundancy rate, say, \( \frac{2}{3} \), we must sacrifice two thirds of the bits for self-synchronization, regardless of whether it is optimal or not. While DSSs with high redundancy rates are certainly of mathematical interest (see, for example, [1], [2], [10], [17], [18], [21], [34], [36] for relations to other mathematical concepts), one has to sacrifice a significant portion of bits just for synchronization.

The primary purpose of this paper is to propose a simple remedy for this information rate problem. We give simple combinatorial methods for constructing DSSs with lower redundancy rates from ones with higher redundancy rates, allowing for self-synchronizing codes with improved information rates. Our methods give asymptotically optimal DSSs with low redundancy rates when applied to carefully chosen ingredients. The redundancy rate of one of our low redundancy DSSs reaches about \( \frac{1}{27} \), which, as far as the authors are aware, is a level that has never been achieved by any known optimal or asymptotically optimal DSS with high error-tolerance. We also present direct constructions for optimal DSSs that are suited for use as ingredients of our redundancy reduction methods.

II. PRODUCT CONSTRUCTIONS

In this section, we give combinatorial constructions that generate difference systems of sets of lower redundancy rate from those with higher redundancy rates. For the sake of simplicity, for the most part we use perfect regular DSSs as ingredients to derive new DSSs. The constructions can generate various infinite classes of difference systems of sets including asymptotically optimal ones. The same technique is applicable to any DSS that may or may not be perfect or regular in a straightforward manner.

To make it easier to see the mechanism of the redundancy reduction process, we first give a simpler construction for DSSs\(^1\) and demonstrate how to use it to reduce the redundancy rates of known DSSs. A generalized version of the construction is then presented.

Let \( \mathcal{P} \) be a family of subsets \( B_0, B_1, \ldots, B_{q-1} \) of size \( m \) over \( \mathbb{Z}_v \). The family \( \mathcal{P} \) is said to form a difference family over \( \mathbb{Z}_v \) and is denoted by \( DF(v, m, \lambda) \) if every nonzero element of \( \mathbb{Z}_v \) appears exactly \( \lambda \) times in the multi-set \( \{ a - b \mid a, b \in B_i, 0 \leq i \leq q - 1 \} \). A difference family can be defined the same way when \( \mathcal{P} \) may contain subsets of different cardinalities. If the subset sizes are not uniform, we specify possible sizes by the set \( K = \{ |B_i| \mid 0 \leq i \leq q - 1 \} \) and write \( DF(v, K, \lambda) \). When all \( B_i \) are of size one, \( \mathcal{P} \) is a cyclic difference set and written as \( DS(v, m, \lambda) \). As opposed to outer differences, a difference between elements of the same set is called an inner difference. Roughly speaking, a DF is an inner version of a perfect DSS in the sense that the number of occurrences of each inner difference in a DF is uniform across all the nonzero elements while in a perfect DSS outer differences occur uniformly.

Theorem 2.1: Let \( v \) and \( v' \) be relatively prime positive integers. If there exist a perfect regular DSS \((v, m, q, \rho)\) forming a DF\((v, m, \lambda)\) and a perfect regular DSS \((v', m', q', \rho')\) forming a DF\((v', m', \lambda')\) then there exists a regular DSS\((v'', mmv', qq', \min(pq'\rho + \rho'q + \rho'\lambda, pmv'q', \rho'mq))\).

Proof: Let \( \mathcal{A} = \{Q_0, Q_1, \ldots, Q_{q-1}\} \) and \( \mathcal{B} = \{Q'_0, Q'_1, \ldots, Q'_{q'-1}\} \) be a perfect regular DSS\((v, m, q, \rho)\) forming a DF\((v', m', \lambda)\) and a perfect regular DSS\((v', m', q', \rho')\) forming a DF\((v'', mmv', \lambda')\) respectively. Take family \( \mathcal{C} = \{Q_i \times Q'_j \mid 0 \leq i \leq q - 1, 0 \leq j \leq q' - 1\} \) of all the direct products between elements of \( \mathcal{A} \) and those of \( \mathcal{B} \). Since \( v \) and \( v' \) are relatively prime, \( \mathcal{C} \) can be seen as a family of \( qq' \) disjoint sets of size \( mmv' \) over \( \mathbb{Z}_{vv'} \). It suffices to prove that each outer difference appears either \( pq'\rho + \rho'q + \rho'\lambda, pmv'q', \rho'mq \) times.

Write an element of the cyclic group of order \( vv' \) as \((a, b)\) where \( a \in \mathbb{Z}_v \) and \( b \in \mathbb{Z}_{v'} \). Since \( \mathcal{A} \) is a family of disjoint sets, an outer difference of the form \((0, b)\) only occurs between \( Q_i \times Q'_j \) and \( Q_i \times Q'_k \) for some \( j \) and \( k \). Assume that \( Q'_j \) and \( Q'_k \) give \( b \) as an outer difference exactly \( x(j, k) \) times. For every \( i \), \( 0 \leq i \leq q - 1 \), and fixed \( j \) and \( k \), there are \( m \cdot x(j, k) \) instances of outer difference \((0, b)\) between \( Q_i \times Q'_j \) and \( Q_i \times Q'_k \). Since \( \mathcal{B} \) is a DSS of index \( \rho' \), taking all possible pairs \( Q'_j \) and \( Q'_k \) gives \( \rho' \) instances of \( b \) as an outer difference. Hence, we have

\[
\sum_i \sum_{j, k} m \cdot x(j, k) = \rho'mq.
\]

Hence, we have each outer difference of the form \((0, b)\) exactly \( \rho'q \) times in \( \mathcal{C} \). By the same token, each outer difference of the form \((a, 0)\) occurs exactly \( \rho \) times.

Consider an outer difference of the form \((a, b)\) where \( a, b \neq 0 \). We first consider outer differences between \( Q_i \times Q'_j \) and \( Q_i \times Q'_k \) with \( j \neq k \). Since \( \mathcal{A} \) is a DF\((v, m, \lambda)\), inner difference \( a \) occurs exactly \( \lambda \) times in \( \mathcal{A} \). For each occurrence, taking all possible \( j \) and \( k \) gives \( \rho' \) instances of outer difference \((a, b)\). Hence, for fixed \( a \) and \( b \), we have \((a, b) \) as an outer difference exactly \( \rho'\lambda \) times between \( Q_i \times Q'_j \) and \( Q_i \times Q'_k \) with \( j \neq k \). Similarly, we have \( \rho \lambda' \) \((a, b)\)s between \( Q_i \times Q'_j \) and \( Q_k \times Q'_j \).
with $i \neq k$. Consider outer differences between $Q_i \times Q_j'$ and $Q_k \times Q_{j'}$ with $i \neq k$ and $j \neq l$. Since $A$ and $B$ are DSSs of indices $\rho$ and $\rho'$ respectively, it is straightforward to see that by taking all possible $i, j, k, l$, we get $(a, b)$ exactly $\rho \rho'$ times between $Q_i \times Q_j'$ and $Q_k \times Q_{j'}$ with $i \neq k$ and $j \neq l$. Hence we have each outer difference of the form $(a, b)$ with $a, b \neq 0$ exactly $\rho \rho' + \rho' \lambda + \rho \lambda$ times. The proof is complete.

Note that the redundancy rate of the resulting DSS is the product between those of the DSSs used as ingredients. Because redundancy rates are always less than or equal to 1 for any DSSs, the resulting DSS always has a lower or equal redundancy rate when compared to the ingredients, which means that the corresponding self-synchronizing code can take advantage of more information bits. It is also worth noting that the same technique can be applied to DSSs that do not form difference families, albeit with a more complicated analysis of the number of occurrences of each inner and outer difference.

The direct product technique described above can give infinitely many series of asymptotically optimal regular difference systems of sets. The following is an example of an infinite class of such DSSs obtained from the ones of Paley type (see [33]):

**Corollary 2.2:** Let $v$ and $v'$ be two distinct primes congruent to 3 modulo 4 and write $v = 2mq + 1$ and $v' = 2m'q' + 1$ for some positive integers $m$, $m'$, $q$, and $q'$ respectively. Then there exists an asymptotically optimal class of regular DSSs of parameters $(v^2, m^m, q') = \left(\frac{m(m-1)(q-1) + \rho\lambda}{4}\right)$ and $\lambda = \frac{\lambda'}{4}$ respectively [33]. Let $\rho = \frac{v - 2m - 1}{4}$ and $\rho' = \frac{v' - 2m' - 1}{4}$. A simple calculation of the combinatorial index shows that $\min(pq + pX + \rho\lambda, pmq', \rho / m) = \frac{pq + pX + \rho'\lambda}{m(m-1)(q-1) + \rho\lambda}$. Applying Theorem 2.1, gives a perfect regular DSS of the desired parameters. Observing Inequality (2), it is straightforward to show that

\[
\lim_{m, m' \to \infty} \frac{r_{qq'}(v^2, m^m, q')}{\frac{m(m-1)(q-1) + \rho\lambda}{4}} = 1.
\]

The proof is complete.

The asymptotically optimal DSSs allow for greatly improved information rates compared to the ingredient systems. In fact, the redundancy rate of a DSS obtained from Corollary 2.2 is only $\frac{v-1}{4v'} \approx \frac{1}{4}$ while that of the Paley type DSSs is $\frac{v-1}{v} \approx \frac{1}{2}$.

The redundancy rate of the resulting DSSs in Theorem 2.1 depend on ingredient systems. Hence, direct constructions of DSSs having low redundancy rates are important in constructing a DSS with very low redundancy rates. Among many results in the literature, optimal perfect regular DSSs with remarkably low redundancy rates were given in [18] by partitioning the points of hyperplanes of projective spaces:

**Theorem 2.3 ([18]):** There exists a partition of the points of a hyperplane of the projective space $PG(2s, p)$ into an optimal perfect regular DSS($\frac{p^{2s+1}-1}{p-1}, p+1, \frac{p^{2s+1}}{p-1}, \frac{p^{2s+1}}{p-1}$) forming a DF($\frac{p^{2s+1}-1}{p-1}, p+1, 1$) for $p = 2$ and $s \leq 5$, $p = 3$ and $s \leq 3$, and $p = 5, 8, 9$ and $s = 2$.

For example, the redundancy rates of their DSS from $PG(4, 9)$ is $\frac{1}{5} \approx \frac{1}{4}$. Theorem 2.1 can lower this rate even further. For instance, we can reduce the redundancy rate to approximately $\frac{1}{72}$ by applying the direct product technique with the DSS from $PG(4, 8)$.

**Corollary 2.4:** Let $p$ and $s$ be positive integers satisfying $p = 2$ and $s \leq 5$, $p = 3$ and $s \leq 3$ or $p = 5, 8, 9$ and $s = 2$. Take one more pair $p'$ and $s'$ of integers satisfying the same condition. If $gcd(\frac{p^{2s+1}-1}{p-1}, \frac{p^{2s'+1}}{p'-1}) = 1$, then there exists a regular DSS($\frac{p^{2s+1}(p-1)(p^{2s'+1}-1)}{(p-1)(p^{2s'-1}-1)}, (p + 1)(p' + 1), (p^{2s+1}(p-1)(p^{2s'-1}-1))$, $(p-1)(p^{2s'-1}-1)$).

**Proof:** Apply Theorem 2.1 to Theorem 2.3. The assertion follows from a simple calculation.

We now generalize the construction technique used in Theorem 2.1. The previous construction requires that the lengths of the pair of self-synchronizing codes corresponding to the DSSs used as ingredients be relatively prime. We relax this condition by using a combinatorial technique similar to the one found in [12]. Unlike the simpler construction, the generalized version does not simply take the direct product between two sets from a pair of DSSs. To avoid unduly involved technical arguments and succinctly present the combinatorics behind the key idea, we restrict one ingredient to a DSS of redundancy rate one. Such DSSs are equivalent to frequency hopping patterns for spread-spectrum multiple access communications. More formally, a frequency hopping sequence of period $v$ over a set $F$ of cardinality $q$ is a $v$-dimensional vector $X = (x_0, x_1, \ldots, x_{v-1})$ with $x_i \in F$ for $0 \leq i \leq v-1$, where $|F| = q$. By taking the support of each element of $F$, we obtain $q$ disjoint subsets partitioning the set $\{0, 1, \ldots, v-1\}$, which can be seen as a DSS of certain index.

One objective of the study of frequency hopping sequences is to minimize the number of occurrences of each inner difference for given $v$ and $q$, or equivalently, to minimize the off-peak Hamming autocorrelations for given $v$ and $q$ (see [16]). It is straightforward to see that the sum of the number of occurrences of inner difference $i$ that and of outer difference $i \times v$ is $v$. Hence, a DSS of index $\rho$ and redundancy rate one is equivalent to a frequency hopping sequence in which each inner difference appears at most $v - \rho$ times. In what follows, we write a DSS of length $v$, index $\rho$, and redundancy rate one on $q$ sets as FHS($v, v-\rho; q$).

**Theorem 2.5:** If there exist an FHS($v, v-\rho; q$) and a perfect DSS of length $v'$, index $\rho'$, and redundancy rate $\rho'$ forming a DF($v', K, \lambda'$), then there exists a DSS of length $v'v$, index $min(\rho v', v \lambda' + \rho')$, and redundancy rate $\rho'$ on $vq'v'$ sets.

**Proof:** Let $A = \{Q_0, Q_1, \ldots, Q_{q-1}\}$ and $B = \{Q_0', Q_1', \ldots, Q_{q'-1}'\}$ be an FHS($v, v-\rho; q$) and a DSS with the parameters given in the statement respectively. We write the elements of the rings $Z_v$ and $Z_v'$ by $\{0, 1, \ldots, v-1\}$ and $\{0, 1, \ldots, v'-1\}$ respectively. We construct subsets of $Z_vv'$ by embedding the elements of the two rings. For every $Q_i$ and $x \in \bigcup_{j} Q_{i}'$, define the set $S_{i,x} = \{v'a + x \mid a \in Q_i\}$ over
2.5 proves the assertion.

\( DSS \times \) between \( DSS \) of Corollary 2.6 are in terms of optimality, take, for example, the projective plane over the finite field of order \( k \) as a \( DSS(k(k-1)+1, k, 1) \). If we fix the FHS(\( v, v-\rho; q \)) used as an ingredient, the index of the resulting DSS is \( \min(\rho k, v) = v \) for large \( k \). The ratio between the redundancy of the resulting DSS and the righthand side of Inequality 2.6 approaches 1 as \( k \) tends to infinity. Hence, we obtain an infinite series of asymptotically optimal DSSs. The construction process of the optimal DSS of length 49 and redundancy rate \( \frac{1}{2} \) given in Example 5 of [39] can be seen as an application of the Fano plane to Corollary 2.6.

In general, the product techniques degrade optimality only slightly if at all if ingredients are chosen so that every outer difference appears almost uniformly in the resulting DSS. One possible drawback of the product constructions is that the code length is inherently longer than those of the codes used as ingredients. This implies that a high-rate self-synchronizing code of very short length is difficult to obtain by our approach. Another limitation to the available lengths is that they must be composite numbers, which can be a problem if one wishes a code of prime length. The increased alphabet size may also be of concern if one would like to employ self-synchronizing codes in a \( q \)-nary system with very small \( q \). We deal with these problems in the following section by giving direct constructions for binary and ternary DSSs of prime lengths.

III. CYCLOTONIC CONSTRUCTIONS

To take advantage of the techniques presented in the previous section, we need difference systems of sets with good parameters to start with. In the context of improving information rates, generally speaking, DSSs with low redundancy rates are desirable as ingredients. Perfect regular DSSs are particularly suited for this task because they make it easier to calculate the parameters of the resulting DSSs while ensuring low redundancy due to the optimality that comes from the fact that the equality in (2) holds if and only if a DSS is simultaneously perfect and regular.

In this section we give perfect regular DSSs of redundancy rate less than \( \frac{1}{2} \). To this end, we revisit a known direct construction for DSSs based on cyclotomy [33]. Although it is known that DSSs of various types and parameters can be constructed in a similar manner [31] to keep clarity and simplicity of our approach, we focus on the kind of DSS that is particularly suited for our purpose and do not deal with DSSs that would be too cumbersome to apply to the product constructions.

Let \( p = fm+1 \) be an odd prime for some positive integers \( f \) and \( m \). The \( f \)th cyclotomic classes in \( \mathbb{F}_p \) are defined as \( C^f_i = \{\alpha + tf \mid 0 \leq t \leq m-1\} \), where \( \alpha \) is a primitive element of \( \mathbb{F}_p \) and \( 0 \leq i \leq f-1 \). The cyclotomic numbers of order \( f \) are \( (i,j)_f = |(C^f_i+1) \cap C^f_j| \). We use the following theorem:

\[ \text{Theorem 3.1 (33):} \quad \text{Let } p = fmq + 1 \text{ be an odd prime, where } f, m, \text{ and } q \text{ are positive integers. The family } \{C^f_i \mid 0 \leq i \leq q-1\} \text{ of cyclotomic classes is a regular DSS}(\rho, m, q, p), \]

\[ \rho = \min \left( \sum_{j=0}^{q-1} \sum_{a=1}^{m-1} (i+jaf)_{f+1} \left| 0 \leq i \leq f-1 \right. \right) . \]

2In fact, the constructions given in this section may be regarded as special cases of the results reported in an unpublished manuscript [32].
In particular, if
\[
\sum_{j=0}^{q-1} \sum_{a=1}^{q-1} (i + jf, af) f_q = \frac{m(q-1)}{f}
\]
for every \(i\), then the regular DSS is of index \(\frac{m(q-1)}{f}\), perfect, and hence optimal.

Note that Theorem 3.1 was originally stated in a slightly different way. A simple calculation of cyclotomic numbers gives the above form.

A few sporadic examples of perfect regular DSSs were found through Theorem 3.1 [33]. Our key observation here is that in some cases it is readily checked whether the condition
\[
\sum_{j=0}^{q-1} \sum_{a=1}^{q-1} (i + jf, af) f_q = \frac{m(q-1)}{f}
\]
for every \(i\) holds, so that the cyclotomic construction can give a series of perfect regular DSSs with low redundancy rates.

**Theorem 3.2:** For every \(n\) such that \(16n^2 + 1\) is an odd prime, there exists a perfect regular DSS \((16n^2 + 1, 4n^2, 2, 2n^2)\).

**Proof:** Assume that \(16n^2 + 1\) is an odd prime. Take \(C_4^0\) and \(C_4^2\). Because \(\frac{(16n^2+1)-1}{4} = 4n^2\) is even, by the classic result on cyclotomic numbers for when the order is a small divisor of \(p - 1\), \(p\) prime [9], we have

\[
(0, 2) + (2, 2) = 2(0, 2)
\]
\[
= \frac{16n^2 + 1 - 3 + 2}{8} = 2n^2
\]

and

\[
(1, 2) + (3, 2) = 2(1, 2)
\]
\[
= \frac{16n^2 + 1 + 1 - 2}{8} = 2n^2.
\]

Thus, we have

\[
(0, 2) + (2, 2) = (1, 2) + (3, 2)
\]
\[
= 2n^2
\]
\[
= \frac{4n^2(2 - 1)}{2}.
\]

Applying Theorem 3.1 completes the proof.

Because the DSSs in Theorem 3.2 are both perfect and regular, they are optimal. The redundancy rate is \(\frac{8n^2}{16n^2+1} \approx \frac{1}{2}\).

This technique works for primes of other similar forms as well. Here we give two more example series of perfect regular DSSs, one of which gives redundancy rate about \(\frac{1}{2}\) and the other about \(\frac{1}{3}\). The former generates optimal ternary DSSs, and the latter binary.

**Theorem 3.3:** For every \(n\) such that \(12n^2 + 1\) is an odd prime, there exists a perfect regular DSS \((12n^2 + 1, 2n^2, 3, 2n^2)\).

**Proof:** Take positive integer \(n\) such that \(12n^2 + 1\) is an odd prime. Take \(C_6^0\), \(C_6^3\), and \(C_6^4\). By the same argument as in the proof of Theorem 3.2 we have

\[
\sum_{j=0}^{2} \sum_{a=1}^{2} (0 + 2j, 2a) = (0, 2) + (0, 4) + (2, 4)
\]
\[
= \frac{12n^2 + 1 - 3 + 2}{6} = 2n^2
\]

and

\[
\sum_{j=0}^{2} \sum_{a=1}^{2} (1 + 2j, 2a) = (1, 2) + (1, 3) + (1, 4)
\]
\[
= \frac{12n^2 + 1 + 1 - 2}{6} = 2n^2.
\]

Hence, by Theorem 3.1 the cyclotomic classes form a perfect regular DSS as desired.

**Theorem 3.4:** For every \(n\) such that \(108n^2 + 1\) is an odd prime, there exists a perfect regular DSS \((108n^2 + 1, 18n^2, 2, 6n^2)\).

**Proof:** Let \(p = 108n^2 + 1\) be an odd prime. Take \(C_3^0\) and \(C_3^6\). Because 2 is a cubic residue of \(p\), as in the proofs of the previous two theorems, we have

\[
(i, 3) + (i + 3), 3) = \frac{18n^2(2 - 1)}{3}
\]

for \(i = 0, 1\).

Whether Theorems 3.3, 3.3, and 3.4 are infinite series of optimal DSSs depends on whether there exist infinitely many primes of the form \(an^2 + b\) for given \(a\) and \(b\). The simplest case when \(a = b = 1\) is already a notoriously difficult problem, known as Landau’s problem, which has been open for a hundred years.

DSSs given in this section are optimal and have very small \(q\) and relatively low redundancy rates. Theorem 3.1 can give many more perfect and almost perfect DSSs in a similar way by computing cyclotomic numbers. If one wishes to further reduce redundancy rates by the product constructions, the comma-free indices of the resulting DSSs can be calculated by the indices of the ingredients and the number \(\min_j \left(\sum_{j=0}^{q-1} (i + jf, af) f_q\right)\) of appearances of the least frequent inner difference in each ingredient (see [33]). Hence, while it seems impossible to give a simple and general formula for the exact values of the parameters of the resulting DSSs obtained in this manner, calculating them for each individual case is relatively easy.

**IV. Conclusion**

We have developed simple combinatorial methods for reducing the redundancy rates of difference systems of sets while sacrificing optimality to only a small extent. In fact, our product constructions give asymptotically optimal DSSs when applied to carefully chosen optimal DSSs. This gives a simple remedy for the problem that even optimal DSSs may end up using a significant portion of bits which otherwise could be used for information transmission. Our methods hence improve the information rate of communications while allowing
for a systematic construction for self-synchronizing codes of low redundancy. To take full advantage of and complement our methods, we also constructed perfect regular DSSs with low redundancy rates directly through cyclotomy. While we focused on the kind of DSS that can not be obtained through the product constructions and is useful for our approach to improving information rates, the cyclotomic construction can give various series of regular DSSs with excellent redundancy that are of interesting on their own. A further look into this type of construction would be interesting.

As far as the authors are aware, the result presented here is the first mathematical approach that draws attention to systematically lowering the redundancy rates of DSSs and improving the information rates of the corresponding self-synchronizing codes. Because the absolute values of redundancy rates are as important as optimality, we believe that further investigations into redundancy rates are needed from both mathematical and coding theoretic viewpoints.
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