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Abstract
The literature presents mixed findings regarding the economic conditions under which cartels form and collapse, and regarding how stable they are across firm-specific and industry-wide business cycles. The relationship between cartel life cycles and business cycles has been insufficiently analyzed to date. In this paper, we study in depth whether collusion is pro-cyclical or counter-cyclical. We analyze the relationship between cartel start-ups/break ups and economic cycles using a dataset of sanctioned cartels by the European Commission (EC) that were active between 1997 and 2018, after the leniency program had already been introduced. We also double check whether this relationship has changed with respect to the pre-leniency period from 1991 to 1996. Our results show that cartels are more likely to be formed when the business has evolved positively in the previous months, and cartels are less likely to collapse when the business has evolved positively, and managers expect prices to decline. The EC’s sanctioning activity has been an effective deterrent and has had a destabilizing effect on cartels. However we found no evidence that managers’ expectations on prices affect cartel formation. All these results are an important issue for anti-cartel policy enforcement since knowing when cartels are more prone or less likely to occur would help authorities prevent their formation or their early detection.
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1 Introduction

Cartels are illegal and, if discovered, their members are punished under competition laws in most jurisdictions. This makes cartels very secretive in nature and means they use increasingly sophisticated means of coordination and communication to avoid being discovered. Thus, despite recent improvements that have strengthened the ability of antitrust authorities to combat cartels, successfully detecting, prosecuting, and sanctioning these illegal practices remains a very difficult task.

Economic analysis can play a fundamental role in providing theoretical and empirical studies that may support authorities in their efforts to detect and prosecute cartels. The use of collusive indicators and modern market screening techniques are particularly helpful in identifying industries that require close monitoring and further investigation (Harrington, 2008).

We aim to contribute to a better understanding of the conditions under which cartels are most likely to occur by empirically analyzing the relationship between cartel life cycles and business cycles. This is an important issue for anti-cartel policy enforcement, since knowing whether cartels are more or less likely during economic booms or recessions would help authorities prevent their formation; or at least facilitate their early detection.

The theoretical literature has extensively studied the relationship between collusion and business cycles, reaching conflicting conclusions about the phase of the business cycle in which it is easier or more difficult to maintain collusion (see, for instance, Bagwell & Staiger, 1997; Fabra, 2006; Haltiwanger & Harrington, 1991; Paha, 2017; Rotemberg & Saloner, 1986).

The lack of theoretical consensus on this topic has led to a stream of empirical studies that have attempted to assess the applicability and validity of the different theoretical predictions. However, the existing empirical evidence is also mixed, as there is evidence supporting both pro-cyclical and countercyclical collusion (see, for instance, Ellison, 1994; Gallet, 1997; Hyytinen et al., 2011; Rosenbaum & Sukharomana, 2001; Suslow, 2005). Furthermore, other recent studies (Levenstein & Suslow, 2011, 2016) that specifically analyze the determinants of cartel births and deaths do not find a statistically significant effect of business cycles on cartel stability. Therefore, the answer to whether collusion is pro-cyclical or contra-cyclical is a controversial and still unsettled question.

The main purpose of our paper is therefore to provide further empirical evidence that helps clarify this question. Unlike most previous empirical studies that are based on case studies, our analysis is based on data and information collected on all the European Commission’s (EC’s) sanctioning decisions in cartel cases to 2018. We focus on both the formation and the breaking up of cartels, and how these two events relate to economic cycles.

In order to capture the effects of activity cycles, we examine the impact of several variables: the production of the sector, that seeks to represent industry-wide

---

1 For a revision of this literature, see Levenstein and Suslow (2006, 2014).
dynamics; the managers’ perceptions of firms operating in the corresponding sector on the evolution of their business in recent months, which can be considered as a proxy to firms’ perceived market dynamics; and these managers’ price expectations. We make use of European Union (EU) business surveys to gather information on managers’ perception of their firms’ business evolution and their price expectations. The availability of data for real production at the European level of the different sectors has finally meant that our empirical analysis focuses on the period 1991–2018.

Our empirical strategy employs Poisson model estimations, which allow us to evaluate the effects of the variables capturing business cycles, as well as the EC’s sanctioning activity, on the number of cartels formed and on the number of cartels that break up for internal reasons in the EU every month, mostly after the introduction of the leniency program (1997–2018), but also during the pre-leniency period, ranging from 1991 to 1996.

The main results show that cartels are most likely to be formed during firms’ upturns, when managers consider that their production level has evolved positively in the previous three months (i.e. growing firms). Results also show that cartels are less likely to collapse when managers consider that their firm’s production has evolved positively in the previous months and when they expect a decrease in prices in the near future. Furthermore, the total number of cartels sanctioned by the EC, by increasing the perceived probability of firms being caught, constitutes an effective deterrent against the formation of cartels and a destabilizing factor that promotes the break up of existing ones.

As with any study that relies on data for discovered cartels, our estimates could be biased because the population of discovered cartels might not be a representative sample of the total cartel population (discovered and undiscovered). Several papers in the literature have looked at what the discovered cartels may tell us about the underlying cartel population (Harrington & Chang, 2009, 2015; Harrington & Wei, 2017). The bias associated with the use of data from discovered cartels could cause either an overestimation or an underestimation of the effects of the business cycles on the formation and break up on the underlying cartel populations.2 Albeit under certain conditions the extent of bias may be modest, our results are not biased with respect to the discovered cartels but should be treated with caution when analyzing the unknown underlying cartel population.

To the best of our knowledge, this is the first empirical study to include managers’ perceptions on the recent evolution of their firms’ business, as well as the sale price expectations of these managers for the near future, as explanatory variables of the formation and break up of cartels.3

After this brief introduction, the second section contains a literature review and also highlights our main contributions in respect to the existing empirical literature. The data is described and discussed in Sect. 3. Section 4 details the empirical strategy, before the results are analyzed in Sect. 5. Section 6 offers a wide range

---

2 We will discuss this question later in the next section.

3 For a related literature on how expectations affect firms’ decisions to engage in white collar crimes, see Simpson and Rorie (2016).
of robustness checks. Finally, the main conclusions of this work are discussed in Sect. 7.

2 Literature review

The classic article by Stigler (1964) highlights the key obstacles firms face in reaching and sustaining a collusive agreement. Basically, firms must agree and coordinate on a joint profit-maximization policy, detect deviations from the agreement and enforce the agreement by credible threats to punish deviators. Successful collusion requires that the expected profit from colluding today outweighs the expected profit of deviating from the collusive agreement. In a dynamic approach, the stability of cartel agreements would critically depend on the degree of impatience of cartel members (see, among others, Levenstein & Suslow, 2016; Tirole, 1988 and an overview of this issue and further explanations).

There are many factors that affect the formation and sustainability of collusion, including those related to changes in market conditions resulting from business cycles. Shocks to short-term demand have significant implications for collusion. Fluctuations in demand and the degree of information that firms have on these fluctuations affect conditions under which collusion is sustainable.

The literature that relates business cycle and cartels predominantly focuses on the stability of cartels instead of cartel start-ups or break ups. The effect of business cycles on cartel duration and collusive pricing has been studied from a theoretical and empirical point of view, although conclusions are mixed.

From a theoretical perspective, there are several pioneering works linking business cycles and collusion. In a seminal theoretical study, Green and Porter (1984), for example, show that it is more difficult to sustain collusion when demand fluctuations are not directly observable by firms, as firms cannot determine whether the low demand is because of a negative demand shock or because another party deviated from the cartel agreement. In this context of demand uncertainty, it is observed shifts between collusive and competitive prices along the collusive equilibrium path. Price war periods, (i.e. during reversions to the non-cooperative outcome), would not reflect cartel break ups but are part of a mechanism cartels use to achieve stability (Levenstein & Suslow, 2006).

Rotemberg and Saloner (1986) provide an alternative theory of price wars based on demand fluctuations. In their model, firms only observe the demand each period, so that firms might base their future expectations on the current state of demand. They assume that the level of demand is determined each period from independent and identically distributed (hereinafter, iid) shocks. This assumption implies that the current state of demand does not affect expectations of future demand. Consequently, the expected future benefits of collusion (or punishment) are the same regardless of the current demand. Nevertheless, the greater the current demand, the greater will be the gains of deviating from the collusive agreement, and hence the greater firms’ incentives to deviate. Collusion is then harder to support in booms, when demand is high, and firms may find it optimal to price counter-cyclically to
sustain the collusive arrangement. This conclusion in some ways contrasts with Green and Porter (1984) theory where price wars occur in recessions, when demand is low.

Haltiwanger and Harrington (1991) consider a model with a deterministic cyclical demand that allows for both the level of current demand and firms’ expectations on future demand to change over time. These authors conclude that while the gain of deviating from a collusive agreement is greatest during booms, firms find it even more difficult to collude during recessions, as the forgone profits from inducing a price war are relatively low. Therefore, in contrast to the finding of Rotemberg and Saloner (1986), collusion is pro-cyclical: more difficult in recessions, easier in booms.

Rotemberg and Saloner’s (1986) and Haltiwanger and Harrington’s (1991) models differ with respect to the dynamics of the business cycle, obtaining mixed results, depending on their respective assumptions: when booms and busts come from iid processes, collusion is countercyclical; but, when business expansions and downturns have some correlation over time, collusion is pro-cyclical.

Bagwell and Staiger (1997) consider an extension of the model of collusive pricing consisting of assuming that demand movements are stochastic and persistent. In their model, a Markov process determines the transition between states of slow-growth (recessions) and fast-growth (booms). They show that collusive pricing is weakly pro-cyclical (counter-cyclical) when demand growth rates are positively (negatively) correlated through time.

Staiger and Wolak (1992) consider a variation of the model of Rotemberg and Saloner, with the introduction of endogenous capacity constraints. Firms must first choose capacities at the beginning of each period before demand shocks are realized, and they set prices only after the demand level is known. Staiger and Wolak (1992) find that periods of low demand can lead, through the emergence of excess capacity, to a breakdown of collusion and the outbreak of price wars. They show that price wars are more severe the greater the excess capacity associated with low demand. Conversely, the higher the realized demand in a period, the closer colluding firms will operate to their respective capacity levels and the lower the current gains from deviating from the collusive price; strengthening firms’ ability to maintain the collusive pricing.

---

4 Rotemberg and Saloner (1986) refer to these lowering prices during booms as price wars, although these price wars are not periods of reversion to the non-cooperative solution as in Green and Porter’s (1984) model, but rather represent periods of less effective collusion.

5 Athey and Bagwell (2001) study a model of collusion in which firms receive an iid cost shock, and Athey and Bagwell (2008) analyze a model of collusion in which the cost shock is persistent. However, business cycles are not considered.

6 They also note that the empirical evidence is mixed since there is both evidence for pro-cyclical (see, for instance, Domowitz, Hubbard and Petersen, 1986a, 1986b, 1988) and countercyclical price–cost margins (see, for instance, Bils, 1987 and Rotemberg and Woodford, 1991).

7 Capacity constraints can potentially affect firms’ incentives to collude in two countervailing ways. First, capacity constrained firms can have less incentives to deviate from collusion as the gains from doing so are limited. Second, capacity-constraints can reduce firms’ power to respond to deviations from collusion; increasing firms’ incentives to deviate.
Fabra (2006) points out that Staiger and Wolak’s (1992) analysis omits that capacity constraints also affect the future losses of deviating from the collusive agreement through their impact on firms’ retaliation power. Extending the Haltiwanger and Harrington (1991) model by adding symmetric exogenous capacity constraints, she shows that when capacity constraints are severe enough, the effect of demand fluctuations on the value of future punishment profits is greater than its impact on the value of the foregone collusive profits, so that periods of expanding demand may lead to lower losses from cheating even as collusive profits are increasing, and thus firms find it more difficult to collude during booms; whereas the contrary is true when capacity constraints are not severe enough.

Knittel and Lepore (2010) extend the model of Fabra (2006) by endogenizing firms’ choice of capacities, which permits that capacities can also be asymmetric. They identify two types of price wars concerning collusive pricing patterns: severe mixed price wars, when firms revert to non-cooperation in demand periods where at least one firm undercut the other in equilibrium; and mild price wars, consistent with Rotemberg and Saloner’s (1986) theory, when firms price counter-cyclically to maintain collusion. They also find that the most-collusive pricing predictions depend on the level of marginal cost of capacity. If the marginal cost of capacity is high (low) enough, holding current demand constant, prices during booms are generally lower (higher) than in recessions.8

Paha (2017) develops a dynamic model, resulting from combining the Besanko and Doraszelski (2004) and Fershtman and Pakes (2000) models, with demand shocks and firms simultaneously deciding their prices and capacity investments in every period. He shows that the incremental value of collusion9 increases when firms face a negative demand shock by relaxing capacity constraints and particularly when they cannot reduce capacities quickly, the decline in demand is pronounced, and when it occurs within a short period of time; suggesting that cartel formation is more likely to exist in those circumstances.

The existing empirical evidence regarding collusion and business cycles is also mixed and inconclusive, as studies have found support for both pro- and counter-cyclical collusive pricing. Porter (1983) analyzes an US railroad cartel which operated in the 1880’s on the Chicago-East Coast route, known as the Joint Executive Committee (JEC), to test the existence of switches between collusive and non-cooperative behavior (i.e. price wars) and if these switches are consistent with Green and Porter’s (1984) equilibrium. His time-series evidence shows that these switches occurred in the JEC, but does not identify what the causes of these switches were.

Ellison (1994) reexamines the JEC’s experience to assess the applicability of Green and Porter’s (1984) and Rotemberg and Saloner’s (1986) theories. He estimates several dynamic models based on that of Porter (1983) to study the causes of price wars, the cyclical nature of pricing behavior, and the possibility that secret price cuts could have occurred. His empirical evidence provides some support for

8 If the marginal cost of capacity is in an intermediate range of values, no such general pricing patterns can be established.

9 The difference between the collusive value of one firm and its competitive value.
the predictions of the Green and Porter model, although their collusive equilibrium strategies are not clearly identified. Their estimates suggest that unanticipated demand shocks, leading to unusually low demand for one firm, would trigger a price war.

Borenstein and Shepard (1996) use panel data based on US retail gasoline margins in 43 cities from 1986 to 1991 to empirically test the theoretical predictions from the Haltiwanger and Harrington (1991) and Rotemberg and Saloner (1986) models. Their estimates support Haltiwanger and Harrington’s predictions: margins are higher when next-period demand is expected to increase, than when it is expected to decline.10

Gallet (1997) estimates the effects of domestic demand fluctuations, driven by market demand and/or import supply fluctuations, on oligopoly coordination in the US steel industry from 1950 to 1988. He shows that the degree of coordination among US steel producers was countercyclical, suggesting that coordination is weakest when market demand is high and import supply is low. His empirical results therefore lend support to Rotemberg and Saloner’s (1986) theory.

Galeotti and Schiantarelli (1998) use data on 19 U.S. industrial sectors over the period 1949–1987 to estimate their dynamic structural model. They show that price–cost margins are negatively related to the current state of demand and positively related to expected future demand. Their results are consistent with the theoretical predictions provided by the Bagwell and Staiger (1997) and Haltiwanger and Harrington (1991) models.

Rosenbaum and Sukharomana (2001) use data from the U.S. Portland cement industry over the period 1972–1989 to test Haltiwanger and Harrington’s (1991) predictions. The empirical results show that for a given level of output, ceteris paribus, price is lower in the bust part of the cycle than in the boom, which supports Haltiwanger and Harrington.

Hyytinen et al. (2011) use a hidden Markov model, which consists of a hidden process (the industry cartel dynamics in this case, since there may be industries that are never investigated or convicted) and an observation process that reveals information on the state of the hidden process for certain periods (what the researcher knows about the state of the industry in a given period). They find that the chance of forming a cartel is around 20%, increases over their sample period, and responds to positive shocks to GDP, and is therefore pro-cyclical.11

Suslow (2005) uses an empirical model to test for the importance of demand uncertainty and cartel organizational characteristics in determining cartel duration. She finds that economic uncertainty, measured as the fluctuation of an industrial production index, accounts for most of the variance in the duration of the

---

10 Similarly, Perdiguero (2010) considers Haltiwanger and Harrington’s (1991) model to assess if the Spanish retail gasoline market fits with tacit collusion equilibrium. Using two stage least squares estimations, his results show a positive relationship between current margins and demand expectations, and strengthens his prediction that firms’ strategic behavior coincides with a tacit collusion price strategy.

11 They analyze a dataset of legal Finnish manufacturing cartels in the period 1951–1990. This may create a source of selection bias as while illegal cartels have reasons to remain hidden, legal cartels do not.
cartel agreements. Both economic recessions and increased economic volatility have destabilizing effects on cartels.

Levenstein and Suslow (2011) also analyze the impact of cartel organizational features, as well as macroeconomic fluctuations and industry structure, on cartel duration. They find that firm-specific measures of impatience are systematically related to cartel break up. However, they do not find a statistically significant effect of business cycles. In a later work (Levenstein & Suslow, 2016), these authors find a positive relationship between market interest rates and probability of cartel break up, which is an outcome that they did not find for the international cartels analyzed in their previous work. In this work, they neither find a significant relationship between cartel stability and business cycles.

Table 1 summarizes the mixed findings of the literature regarding the relationship between collusion and business cycles.

As seen above, theoretical papers come to different conclusions regarding the relationship between collusion and business cycles, and the findings of the empirical literature is also mixed. There is a gap in the literature concerning the extent to which, and in which circumstances, collusion is pro-cyclical or counter-cyclical.

Our paper contains a number of elements that distinguish it from most previous empirical studies. First, we use a newly created dataset containing information on all the EC’s sanctioning decisions in cartel cases over a period spanning almost 30 years; specifically between 1991 and 2018. Second, we focus on the relationship between cartel formation/break up and economic cycles to determine the cyclical nature of collusion. Third, to make our empirical analysis closer to firms’ specific dynamic incentives to engage in a cartel agreement and to break an existing one in response to activity cycles, in addition to variables standing for industry-wide dynamics, we pioneer the use of business cycle variables that capture market dynamics as perceived by firms as well as their price expectations. Fourth, we use the Poisson regression model to explore the effects of the aforementioned business cycle variables on the number of cartels that were formed and that internally broke up in any month from 1997 to 2018; a period in which the EC leniency program was in effect. We also double-check whether our results are robust by comparing them with the pre-leniency period from 1991 to 1996. And fifth, unlike other previous empirical works that also analyze the impact of economic cycles on the birth and death of cartels, we do find statistically significant effects of some business cycle variables on the formation and break up of cartels.

The estimates in this paper show that cartels are more likely to be formed when firms perceive that their business has evolved positively in the previous months. Further cartels are also less likely to collapse when firms perceive that their business has evolved positively and when they expect prices to decline. These results lend support to pro-cyclical collusion theoretical predictions.

As we previously noticed, the findings of this study, as with any other study based on discovered cartel data, may be subject to selection bias when the sample of discovered cartels is not representative of the total cartel population (discovered and undiscovered cartels). Regarding this question, Harrington and Chang (2009) build a dynamic game-theoretic model that endogenizes both cartel birth and death to evaluate the impact of various competition policies on the cartel population by
### Table 1: Empirical and theoretical literature regarding business cycles and collusion

| Year  | Authors                  | Methodology                              | Database                                      | Results                                                                 |
|-------|--------------------------|------------------------------------------|-----------------------------------------------|-------------------------------------------------------------------------|
| 1984  | Green and Porter         | Theoretical                              | –                                             | **Collusion is pro-cyclical.** Cartel sustainability is more difficult in downturns and requires price wars in those periods to achieve it |
| 1986  | Rotemberg and Saloner    | Theoretical                              | –                                             | **Collusion is counter-cyclical.** Collusion is more difficult in booms, easier in downturns, and firms price counter-cyclically to maintain collusion |
| 1991  | Haltiwanger and Harrington | Theoretical                             | –                                             | **Collusion is pro-cyclical.** Firms find it easier to collude during booms, and more difficult to collude during recessions |
| 1992  | Staiger and Wolak        | Theoretical                              | –                                             | **Collusion is pro-cyclical.** Collusion tends to break down in periods of excess capacity associated with unexpectedly low demand |
| 1994  | Ellison                  | Structural model with Markov switching regime | Weekly data from Joint Executive Committee (JEC): 1880–1886 | **Collusion is pro-cyclical.** Price wars are part of the equilibrium strategies that sustain collusion and unanticipated demand shocks cause price wars |
| 1996  | Borenstein and Shepard   | Ordinary Least Squares and Two-Stage Least-Squares | US retail gasoline markets in 43 cities: 1986–1991 | **Collusion is pro-cyclical.** Collusion is more difficult to sustain (i.e. lower sustainable collusive margins) when demand is expected to decline |
| 1997  | Gallet                   | Two- and Three-Stage Least Squares       | US steel industry: 1950–1988                  | **Collusion is counter-cyclical.** Collusion is more difficult when market demand is high and import supply is low |
| 1997  | Bagwell and Staiger      | Theoretical                              | –                                             | **Collusion is pro-cyclical (counter-cyclical),** more likely in booms (recessions), when demand growth rates are positively (negatively) correlated through time |
Table 1 (continued)

| Year | Authors                        | Methodology                | Database                                         | Results                                                                 |
|------|--------------------------------|----------------------------|--------------------------------------------------|------------------------------------------------------------------------|
| 1998 | Galeotti and Schiantarelli     | Generalized Method of Moments | 19 US industrial sectors: 1949–1987               | **Collusion is pro-cyclical.** Price–cost margins are negatively related to the current demand and positively related to expected future demand |
| 2001 | Rosenbaum and Sukharomana      | Non Linear Three-Stage Least Squares | US Portland cement industry: 1972–1989           | **Collusion is pro-cyclical.** Price is lower during busts than booms  |
| 2005 | Suslow                         | Proportional Hazard Model   | 71 international manufacturing and commodities cartels: 1920–1939 | **Collusion is pro-cyclical:** economic uncertainty, measured as the fluctuation of an industrial production index, accounts for most of the variance in the duration of the cartel agreements |
| 2006 | Fabra                          | Theoretical                 | –                                                | **Collusion is counter-cyclical** when capacity constraints are sufficiently tight, firms find it more difficult to collude during booms. The contrary is true, **collusion is pro-cyclical**, for large capacity values |
| 2010 | Knittel and Lepore             | Theoretical                 | –                                                | **Collusion can become counter cyclical.** Collusion would be more difficult in booms than in recessions, and firms price counter-cyclically to sustain the collusive equilibrium |
| 2011 | Hyytinen, Steen and Toivanen   | Hidden Markov Model         | 109 legal Finnish manufacturing cartels: 1951–1990 | **Collusion is pro-cyclical.** The chance of forming a cartel is around 20%, it increases over their sample period and responds to positive shocks to GDP |
| Year | Authors               | Methodology                  | Database                                                                 | Results                                                                                                                                                                                                 |
|------|----------------------|------------------------------|--------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| 2011 | Levenstein and Suslow| Proportional Hazard Model    | 81 international cartels (US or EC): 1990–2007                          | Statistically non-significant relationship between cartel stability and business cycles. Firm-specific measures of impatience (firm risk premiums) are systematically related to cartel break up |
| 2016 | Levenstein and Suslow| Proportional Hazard Model    | 247 US non-bid-rigging cartels: 1961–2013                               | Statistically non-significant relationship between cartel stability and business cycles. Cartels are more likely to break up during periods of high real interest rates |
| 2017 | Paha                 | Theoretical                  | –                                                                        | **Collusion is counter-cyclical.** The incremental value of collusion is higher when firms face a negative demand shock, especially when they cannot reduce capacities quickly, the decline of demand is sharp, and it occurs in a short period of time |

*Source own elaboration*
measuring its impact on the population of discovered cartels. They conclude that the duration of discovered cartels may provide some information about the underlying number of cartels. Harrington and Wei (2017) investigate the selection bias when using the duration of discovered cartels to infer the duration of all cartels (discovered and undiscovered). They find that when all cartels have the same probabilities of collapse and discovery, the average duration of discovered cartels is an unbiased measure of average cartel duration. However, when the probability of collapse and discovery varies across cartels, they show that a bias may exist.

Based on the Harrington and Wei (2017) analysis, we will briefly discuss below how our results might be affected by our sample’s selection bias. On the basis that cartels are heterogeneous in the probability of collapse and discovery, let us consider the issue of the effect of business cycles on the break up of cartels. If all the internally collapsing cartels are discovered, which would be more likely with the leniency program in place, then our estimates would most likely be unbiased. The sample of cartels that collapse internally obtained from discovered cartels is actually the universe of all cartels that collapse for internal reasons. But if not all the cartels that collapse internally are discovered, our results would be biased. For instance, if only cartels that collapse as a result of being more exposed to economic cycles are discovered but not those cartels that collapse internally for reasons other than the business cycle, then our results would be an overestimate of business cycles’ effects on cartel break up. On the contrary, if only (or most) cartels that collapse internally for reasons other than the business cycle are discovered, but not all (or most) cartels that collapse internally do so because of business cycles, then our results regarding discovered cartels would be an underestimate of the true effect on the unknown underlying cartel population.

3 Data

The dataset has been constructed from the EC’s decisions on cartel cases between 1969 and 2018. The EC has sanctioned 151 cartel cases over this period. Most of these cartels were discovered due to investigations initiated by the Commission’s own initiative or following complaints by third parties (75 cartel cases); and the other 76 cartel cases have been detected under the EU Leniency Program since it was established in 1996.

From the EC’s published decisions, we obtained information regarding cartels’ formation and break up date. The former corresponds to the first moment for which

---

12 Harrington and Chang (2015) consider an extension of their previous model by introducing a leniency program and endogenizing non-leniency enforcement to assess how both means of enforcement interact and affect the cartel rate. Their results suggest that a leniency program should be accompanied by a severe sanctioning policy to enhance its deterrence effect on cartel formation and thus reduce the number of cartels.

13 As Harrington and Wei (2017) point out, and as shown in Harrington and Chang (2015), if leniency is full and firms do not anticipate colluding again, applying for leniency is a dominant strategy and, therefore, all collapsing cartels are discovered.
the authority has evidence of a collusive agreement, which is usually a date before the starting date of the investigation. The latter is the moment in which the cartel breaks up.

In this paper, we analyze the likelihood of two different events across time (months): (1) the event of a cartel in the manufacturing industry\textsuperscript{14} in the EU in any month from January 1997 to December 2018 according to the EC files of sanctioned cartels; (2) the event of a cartel break up in the manufacturing industry in the EU in any month from January 1997 to December 2018 according to the EC files of sanctioned cartels. We also double-check whether the introduction of the leniency program in 1996 changed the impact of economic cycles on cartel formation and break up using evidence of the previous pre-leniency period from January 1991 to December 1996.\textsuperscript{15}

When studying cartel break ups, we restrict the empirical analysis to the cartels where break ups were for internal reasons. We qualify a cartel break up as due to “internal reasons” whenever the cartel break up date precedes the date at which the investigation started, and also all the cases that start by a leniency application.\textsuperscript{16}

Recall that cartel investigations may begin via four ways: (1) the Commission’s own initiative (\textit{ex-officio}), (2) third party complaint, (3) after a cartel member notification during the pre-2004 regime in which agreements among firms had to be notified and could be authorized by the Commission (when they were not authorized, a cartel investigation could also be launched), (4) after one or more cartel member(s) notified their participation in a cartel and applied for lenient sanctioning treatment under the leniency program; available from 1996 onwards.

We only focus on cases in which the break up is for internal reasons because we are interested in analyzing firms’ behavior regarding cartel activities by taking into account their appraisal about the business cycle: firms’ perceptions of past business evolution, firms’ sale price expectations, and EU real production cycles. We leave for further investigation the question of what the drivers of cartels break ups are when there is an external action, such as an EC investigation triggered by its own initiative (with or without having denied an agreement authorization), after a third party complaint, or when the break up occurs sometime after one of the cartel members applies for the leniency program.

We have also computed the date of the final decision adopted by the EC to create a variable called \textit{sanctioned cartels} (the number of cartels sanctioned every month), which will control for the potential destabilizing effect of EC cartel law enforcement on existing cartels, and its deterrent effect on cartels that would not yet have formed.

We restrict the empirical analysis to the manufacturing industry sector (sector C in the NACE Rev. 2 classification) because it is the only sector for which we

\textsuperscript{14} Due to data limitations, the extended analysis that includes more sectors is performed in the Robustness Check section.

\textsuperscript{15} The time series of business evolution and price expectations starts in January 1985, while the series of production index at European level starts in January 1991. This is the reason why our pre-leniency sample only goes back to January 1991.

\textsuperscript{16} In this case, we consider the date of the event that happened first: either the break up or the leniency application.
have information for the whole period of analysis for all the independent variables (i.e., business evolution, price expectations and the production index). Although we are unable to exploit the fact that more industries outside of manufacturing are cartelized due to the unavailability of either business surveys or economic data, we do not consider this to be a major problem for two reasons.

First, 118 out of the 151 total cartel cases sanctioned between 1969 and 2018 by the EC that we use to construct our dataset pertain to the manufacturing sector (78%). As shown in Table 2, 89 out of 122 cartels sanctioned between 1991 and 2018—the whole time period of the pre- and post-leniency program used below in our estimates—belong to the manufacturing sector (73%). Additionally, 86 out of 110 cartels sanctioned in the post-leniency program period from 1997 to 2018 pertain to the manufacturing industry (78%).

In addition, 62 out of the 118 cartel cases in the manufacturing sector have been discovered under the leniency program (52.5%), which means that the firms cooperate with the EC and therefore, the date of formation reflects on average more closely the start of the collusive agreement.

On the other hand, if we look at the EU-28’s non-financial business economy at the NACE section level, the manufacturing sector comprises a wide variety of activities. It includes a vast range of activities and production techniques, from small-scale enterprises using traditional production techniques, to very large enterprises sitting atop a high and broad pyramid of parts and component suppliers collectively manufacturing complex products. Additionally, around 8.9% of all enterprises belong to the manufacturing industry. Moreover, within the EU-28’s non-financial business economy, in 2018, manufacturing was the second largest sector in terms of its contribution to employment (23.1%) and the largest contributor to ‘value added’ (29.7%). Given the significance of the manufacturing sector in the EU, it is important to focus on this industry. Moreover, as Levenstein and Suslow (2014) argue, there are some industries that seem particularly prone to collusion activity. Specifically, they cited those characterized by high fixed costs; as in the manufacturing sector.

As Table 2 shows, 66 out of 86 cartels from the manufacturing industry sanctioned by the EC after 1997 broke up for internal reasons; not as a result of a targeted

---

17 There are some sectors for which we have information, but insufficient data to perform the full analysis. The baseline regressions include other sectors that will be presented in the robustness check section.
18 Sorting the sectors by number of cases discovered, the manufacturing sector is followed by the transportation and storage sector (sector H), which has 14 cases (9.27%).
19 In 76 out of the 151 cartel cases considered (50.33%), EC investigations were initiated following applications for leniency.
20 Currently, 29 of the 34 cases for which we analyze cartel formation, and 59 out of the 66 cartels for which we study break up in the period 1997–2018, were discovered under the leniency program (85.29% of those formed and 89.39% of those broken up).
21 Source: Eurostat.
22 Antonelli and Mariniello (2014) provide a ranking of European manufacturing sectors according to their risk of collusion, based on several structural features already highlighted in the economic literature. They find that EC interventions were consistent with their indicators related to the level of market concentration and economic rents, or economies of scale.
investigation initiated by the Commission’s own initiative or following a complaint. 59 of those 66 were initially investigated using the leniency program, so the leniency application of one cartelist enabled the Commission to initiate an investigation: 40 of them broke up before the leniency application, while 19 of them broke up after the leniency application. The other seven out of 66 broke apart before the Commission started the investigation by its own initiative or third-party complaint, not using the leniency program. Finally, only 34 (discovered) cartels were formed after January 1997. Table 2 also shows that most of the cartels sanctioned pertain to the manufacturing industry: particularly in the 1997 to 2018 period.

The variables we model are denoted as *formed cartels* and *broken cartels*. The former tells us the number of (discovered) cartels that were formed each month from the database in the manufacturing sector. The latter is the number of (discovered) cartels in the manufacturing sector that were broken up for internal reasons in each month of the period studied. As explained above, we include all the cartels that collapsed for internal causes: they had broken up before they were discovered by the Commission or a third party, and also those that broke up because one or more of the member(s) applied for leniency. In the latter case, we use the date of the application as the break up date if the application occurred before the collusive agreement completely collapsed, as leniency applications are noticed and the data shows that it does not take long to completely collapse.

As summarized in Table 3, the variable regarding monthly cartel formation takes value from 0 to 3, while that of monthly cartel break up takes value from 0 to 4. The variable *sanctioned cartels* takes value from 0 to 6, which means that up to 6 cartels were sanctioned in the same month by the EC.

Figure 1 depicts all three variables over time for the manufacturing sector. As we focus on the cartels sanctioned between January 1997 and December 2018 that were simultaneously formed in that time span, the figure shows that sanctioned cartels were predominantly formed in the first half of the period under study. By contrast, the figure shows that sanctioned cartels break up throughout the period under study, since many of them were formed before 1997.

As noted above, we introduce a novel approach with regard to the related literature by considering business managers’ expectations. The variables *business evolution* and *price expectations* were obtained from the Business and Consumer Surveys, which is a harmonized survey managed by the EC’s Directorate-General for Economic and Financial Affairs. The data consists of monthly time series according

---

23 Brenner (2009) also analyzes time series data on discovered cartels by the European Commission.

24 This variable includes the cartels sanctioned by the EC every month in all sectors, since the discovery of a relevant cartel in another sector may increase the deterrent and destabilizing effects of the Commission’s activity on an unrelated sector. Results are robust to considering only cartel cases sanctioned in the manufacturing sector.

25 The Joint Harmonised EU Programme of Business and Consumer Surveys, *User Guide*, 2016. Source: [https://ec.europa.eu/economy_finance/db_indicators/surveys/documents/bcs_user_guide_en.pdf](https://ec.europa.eu/economy_finance/db_indicators/surveys/documents/bcs_user_guide_en.pdf)
According to Taylor and McNabb (2007), the business confidence indicator is pro-cyclical, and it can generally predict movements in GDP over the business cycle and downturns.

Since the process of forming a cartel takes some time, we use the survey variable on price expectations instead of the current price, as the decision to engage in a cartel today could be more affected by price expectations in the future than by current price levels.

Both variables are indices, and they correspond respectively to the questions "how has your production developed over the past three months?" and "how do you expect your selling price to change over the next three months?" The surveys are conducted at firm level, and then the data is classified and aggregated by stratum (i.e., by sector) and countries, using adequate weights. The geographical coverage of the surveys includes all Member States as well as the candidate countries, although we only use Member States results. The harmonized surveys are carried out at national level by national institutes and offices. The sample size for each survey varies across countries according to the heterogeneity of their economies and their population size. The sample of the industry survey includes more

### Table 2
Summary of cartel cases sanctioned by the European Commission (1991–1996 and 1997–2018) (and % of cartel cases belonging to the manufacturing sector)

|                                    | All sectors | Manufacturing sector |
|------------------------------------|-------------|----------------------|
|                                    | 1991–1996   | 1997–2018            |
| Cartels sanctioned                 | 12          | 110 (25%)            |
| Cartels formed                     | 30          | 51 (83.33%)          |
| Cartel break ups                   | 22          | 99 (54.54%)          |
| Cartel break ups (internal reasons): A + B | 7           | 81 (71.43%)          |
| A. Break up before opening investigation (no leniency) | 4           | 8 (50%) | 7 (87.50%) |
| B. Investigation started by leniency application | 3           | 73 (100%) | 3 (100%) | 59 (80.82%) |
| a. Break up after leniency application | 0           | 26 | 0 | 19 (73.07%) |
| b. Break up before leniency application | 3           | 47 | 3 (100%) | 40 (85.11%) |

Further information regarding the nature of these cartels can be found in Ordóñez-de-Haro et al. (2018).

Source: Own elaboration from EC publicly available decisions.

26 Additionally, the Business Survey presents the data at a more aggregated level. In particular, they divide the NACE sectors into five main categories: industry, construction, retail trade, service sector and financial services. This classification is the one we use for our analysis.

27 The data of the Business and Consumer Survey is at EU level.

28 See footnote 28. Further information about data treatment can be found in the Methodological User Guide.
than 38,000 units that are surveyed every month, in the first two to three weeks of each month. The industry survey is largely qualitative.

The survey’s questions of interest for our study admit three possible responses: increase, remain unchanged and decrease. Answers obtained from the surveys are aggregated in the form of balances, which are constructed as the difference in the percentage of positive and negative answers. The information provided allows the use of a range of variables to monitor cyclical dynamics.

Table 3  Summary statistics (1997–2018)

| Variable                             | N   | Mean | Std. Dev | Min | Max |
|--------------------------------------|-----|------|----------|-----|-----|
| Formed cartels                       | 264 | 0.129| 0.41     | 0   | 3   |
| Broken up cartels for internal reasons | 264 | 0.178| 0.50     | 0   | 4   |
| Business evolution                    | 264 | 2.434| 10.87    | −47.6| 20.4|
| Price expectations                    | 264 | 4.739| 7.15     | −14.1| 22.6|
| Sanctioned cartels                   | 264 | 0.417| 0.76     | 0   | 6   |
| Production EU                         | 264 | 99.33| 9.75     | 62.8| 115.4|
| Production growth rate (− 1)          | 264 | 0.009| 0.13     | −0.29| 0.43|
| Production growth rate (− 12)         | 264 | 0.015| 0.05     | −0.22| 0.10|

Manufacturing sector

*Source* Author’s computations from EC publicly available decisions and the Business Survey. Manufacturing sector only
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Fig. 1 Number of monthly formed, sanctioned and ‘broken up for internal reasons’ cartels in the manufacturing sector (1997–2018). *Source* Own elaboration from EC publicly available decisions
We have used non-seasonally adjusted data for business evolution, price expectations, and production EU. The variable production EU has been obtained from Eurostat. The time series corresponds to monthly data of the volume index of production in the corresponding sector, at European level (EU19) and where 2015 = 100. The variable production growth rate accounts for the growth rate of the variable production EU, with respect to the previous month or the previous year, depending on the model specification. The descriptive statistics of these variables for the manufacturing sector are shown in Table 3.

4 Empirical strategy

As mentioned above, we analyze managers’ perceptions about the evolution of their business and expectations they have regarding sale price, and also the effect of industry production on the dependent variables of interest. Our empirical strategy uses Poisson model estimations, given that the dependent variable is a count variable. Even the value zero has a positive probability of occurrence in both cases (formed and broken up cartels).

The basic Poisson model assumes that y given x has a Poisson distribution, and the density of y given x is completely determined by the conditional mean. Another assumption imposed by Poisson distribution is that the conditional variance is equal to the conditional mean. Nevertheless, even if there is over-dispersion in the data, according to Cameron and Trivedi (2009) the Poisson panel estimators rely on weaker distributional assumptions than the negative binomial model, so that it would be more robust to use the Poisson panel estimators with cluster-robust standard errors to resolve the usual over-dispersion.29

It should be noted that working with information regarding cartels means that only characteristics of the uncovered cartels are observed. Therefore, if the variables formed or broken up cartels take the value of zero, it could be because no cartel was formed or broken up that specific month, or because it was formed or broken up, but hasn’t been discovered. Unfortunately, we cannot distinguish between these two types of selection, as is also the case in the Zero Inflated Poisson (ZIP) regression. However, this model tries to capture which are the relevant variables that cause the count to be zero. Therefore, we have also worked with this alternative model specification, but results are not shown in the paper since the Vuong (1989) test30 of ZIP vs Poisson does not favor the former model.

In sum, the equation of the full model estimated in order to analyze the relationship between formed cartels and expectations is31:

\[
\log (E(\text{formed\_cartels}|x)) = \beta_0 + \beta_1 \text{business\_evolution}_t + \beta_2 \text{price\_expectations}_t + \\
\beta_3 \text{sanctioned\_cartels}_t + \beta_4 \text{production\_EU}_t + \beta_5 \text{production\_growth\_rate}_{t-1}
\]  

29 We have tested if there exists over-dispersion in the data and whether the Negative Binomial model would best fit the data, but the results rule out this possibility.

30 It tests the null hypothesis that the two models fit the data equally well.

31 The error term does not appear in equation [1] because the model is expressed in terms of the conditional expectation.
where \( x \) denotes the vector of independent variables.\(^{32}\) We estimate different specifications of the model by gradually introducing the explanatory variables.

Regarding the estimation of the equation to explain why cartels break up internally, the empirical strategy is the same as in equation [1], but substituting the variable of formed cartels by broken up cartels as a dependent variable.

\[
\log (E( \text{broken}_\text{cartels} | x)) = \beta_0 + \beta_1 \text{business}_\text{evolution} + \beta_2 \text{price}_\text{expectations} + \beta_3 \text{sanctioned}_\text{cartels} + \beta_4 \text{production}_\text{EU} + \beta_5 \text{production}_\text{growth rate} \tag{2}
\]

As previously mentioned, we will gradually introduce covariates in both estimations in order to control for different effects by groups of exogenous variables. The results are presented in the following section.

## 5 Results

The results of the Poisson regression model for equation [1] are shown in Table 4. As stated above, we have considered alternative specifications of the model. Note that the standard errors have been corrected using the Newey-West estimator in order to overcome potential problems of autocorrelation and heteroskedasticity. The results shown in the table are the point estimates of the beta coefficients.\(^{33}\)

First, we can see how—regardless of model specification—the managers’ perceptions of the evolution of the firm’s business in the last three months positively and significantly affect the number of cartels formed. An increase of the business evolution index in one unit will increase the average number of formed cartels by around 3.6–4.8%. This suggests that cartel formation is strongly pro-cyclical with respect to firm growth: the likelihood of cartel formation is related to firm growth in the near past.

Secondly, the other variable of interest, price expectations, has no impact on the formation of cartels. Thus, we find no evidence that managers take into account the expectations they have of price evolution when forming a cartel.

It is also notable that the number of total sanctioned cartels (in manufacturing and other industries) in the same period negatively influences cartels formation. Since the EC’s decision is public, seeing that more cartels are being sanctioned seems to be an effective deterrent because it could increase the perceived probability of being caught.

Finally, results show that the effect of the industry real production index at EU level negatively and significantly affects cartel formation in most specifications. This reflects weak evidence that the pro-cyclicality of cartel formation and firm-specific business cycle is less strong when sector production is low. In addition, the effect of the variables considering production growth in the sector on cartel formation is positive; increasing the pro-cyclical effect of industry production on cartel formation.

---

\(^{32}\) In equations [1] and [2], the subindex \( i \) takes on value 1 or 12, depending on the model.

\(^{33}\) They tell us that a one unit increase in the independent variable will increase the average number of the dependent variable by \( \beta \) percent.
If the variables *business evolution* or *price expectations* are both affected by cartel formation (i.e., endogenous), our estimates might be biased. We should remember that the estimated coefficient is equal to the true value of the coefficient, plus the bias. As usual, the sign and magnitude of this bias depend on the underlying correlation between the corresponding explanatory variable and the residual of Poisson regression of cartel formation; that is, the unobserved component of cartel formation.

A larger amount of cartel formation might be anticipated as increasing pricing (and markups) but decreasing business activity. Therefore, business activity might eventually be negatively correlated with the residuals in the Poisson regression. In this case, our estimate might be downward biased. As we find a positive effect of business activity on cartel formation, this coefficient might be even larger, and the sign of the true effect remains positive. Again, this is showing evidence of pro-cyclical collusion.

As noted above, more cartel formation might be anticipated as increasing pricing and markups. So, *price expectations* might eventually be positively correlated with the residuals in the Poisson regression of cartel formation. In this case, our estimate might be upward biased. As we find a non-significant effect of price expectations on cartel formation, the true effect might eventually be negative. And, again, with endogenous *price expectations* we might again find evidence of pro-cyclical collusion.

In our results for the post-leniency period, the *business evolution* has a positive effect on cartel formation. Therefore, in this baseline model, what matters most for cartel formation is the perception that business people have about the evolution of their own production, while sector production also affects the decision to cartelize or not.

Empirical results regarding cartel formation appear to show that collusion is pro-cyclical with respect to a firm-specific business cycle. These results are robust to those obtained in the strand of the theoretical literature started by the seminal paper of Bagwell and Staiger (1997) and Haltiwanger and Harrington (1991), who showed that it is easier to collude during booms and more difficult during recessions, and in the case of non-binding capacity constraints studied by Fabra (2006).

Table 5 presents the results of the estimations of Eq. (2) concerning the explanatory variables of the break up of cartels.

Contrary to Eq. (1), both managers’ appraisal of past production and selling price expectations significantly affect the break up of cartels for internal reasons in the manufacturing sector. Managers’ perceptions of the evolution of the firm’s business in the previous months negatively affect cartel break up; reducing the average number of cartel break ups by 1.7–5.4%.

This result is in line with that obtained in the case of cartel formation: when the production of an individual firm has evolved positively in the previous months it is more likely to form a cartel, and if the firms are already in a cartel, then it is also easier to sustain collusion since it is less likely that a cartel breaks up. This represents evidence of pro-cyclical collusion with respect to cartel break ups when economic cycles are measured using firm-specific business evolution.
Moreover, the number of cartels broken up appears to also be related with the level of prices expected by firms’ managers, and with the number of sanctioned cartels in the same or previous months. The higher the prices are expected to be at the beginning of the month for the next three months, the higher the number of cartels broken up that month. The effect of an increase of one unit in price expectations is that the break up of cartels is increased by between 3.8 and 5.0%. On the other hand, collusion is more likely when firms expect a decline in prices in the near future.

Regarding the level of production, no significant impact is found on cartel break up, while production growth rates have a significant effect on cartel break up. Additionally, Levenstein and Suslow’s (2011) study of cartel break up found that fluctuations in firm-specific discount rates have a significant effect on cartel duration, whereas market interest rates do not. Also, other cartel organization features are relevant in explaining cartel duration.

Finally, the number of sanctioned cartels in all sectors also affects cartel break up in the manufacturing sector. The higher the number of sanctioned cartels, the higher the number of broken up cartels. This can be interpreted as an indirect destabilizing effect of the EC’s sanctioning decisions that causes the collapse of other cartels not targeted by these decisions, thus law enforcement on detected cartels also negatively affects the stability of previously undetected cartels.

Again, we should consider that our estimates might be biased if business evolution/price expectations are affected by cartel break up. Following the same logic as in the previous discussion, more cartel break up might be anticipated as reducing pricing (and markups), and also expanding business. If anticipated,

| Table 4 Poisson estimation results: formed cartels in the manufacturing sector (1997–2018) |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|
|                                 | (1)             | (2)             | (3)             | (4)             |
| Business evolution              | 0.040***        | 0.036***        | 0.038***        | 0.048***        |
|                                 | (0.011)         | (0.011)         | (0.015)         | (0.018)         |
| Price expectations              | −0.002          | 0.000           | 0.012           | 0.003           |
|                                 | (0.018)         | (0.017)         | (0.017)         | (0.015)         |
| Production EU                   | −0.031**        | −0.024          | −0.050**        | −0.028***       |
|                                 | (0.014)         | (0.015)         | (0.026)         | (0.012)         |
| Sanctioned cartels              | −0.626***       | −0.544***       | −0.615***       | −0.615***       |
|                                 | (0.148)         | (0.137)         | (0.137)         | (0.139)         |
| Production growth rate          | 3.141***        | −3.387          |                | (4.642)         |
|                                 | (1.394)         |                |                |                |
| Constant                        | 0.798           | 0.318           | 2.610           | 0.650           |
|                                 | (0.964)         | (1.011)         | (1.941)         | (0.819)         |
| Observations                    | 264             | 264             | 264             | 264             |
| Chi2                            | 5.274           | 7.434           | 15.726          | 7.741           |
| p-value                         | 0.153           | 0.115           | 0.008           | 0.171           |

*p<0.10, **p<0.05, ***p<0.01 significance test. Newey-West standard errors within brackets. Model (3) controls for production growth rate with respect to previous month and model (4) with respect to previous year.
business evolution might eventually be positively correlated with the residuals of the break up regression, and our estimate might be upward biased. As we estimate a negative coefficient for the impact of business evolution on cartel break up, this negative coefficient might even be larger than estimated, but the estimated sign remains negative, signaling pro-cyclical collusion.

Regarding price expectations, as this might be negatively correlated to the residuals of the break up regression, our estimate might be downward biased. As we find a significant and positive coefficient for the impact of price expectations on cartel break up, this effect might be even larger than estimated, and the sign of the true effect remains positive. Again, even with endogenous price expectations, there is evidence of pro-cyclical collusion.

In sum, all these results combined tell us that there are asymmetries in the effect of economic cycles on cartel formation and break up: if the firm is doing well in terms of their own production, then firms will get involved in a cartel to make larger profits (pro-cyclical cartel formation). On the other hand, if the firm is not doing well in terms of the evolution of their production and managers expect their sale price to increase in the following periods, the likelihood of cartel collapse is higher.
6 Robustness checks

In this section, we check whether our results are robust to the inclusion of more sectors. The reason why we include this test as a robustness check is that due to data limitations, we cannot perform all the desired analyses on the sample formed by several sectors.

Next, we analyze to what extent the relationship between economic cycles and collusion has remained stable in the post-leniency period (1997–2018) with respect to the pre-leniency period (1991–1996) in the EU. Finally, we assess the relationship between business cycles and various relevant dates in the EC’s cartel case decision-making process; specifically, the dates on which it decides to initiate investigations, start proceedings and adopt the sanctioning decision, in order to understand the economic conditions under which the EC makes decisions, and to rule out any identification problem of the estimated relationship between cartel formation/break up and business cycles.

6.1 Inclusion of additional sectors

We check whether our results hold when we include a number of other sectors (i.e., manufacturing; construction; wholesale and retail trade; transportation and storage)\(^{34}\) in our specifications to introduce more variability. We will see that results hold in the case of cartel formation, while we obtain some non-significant effects in the case of cartel break up.

Collusion activity in the manufacturing sector is followed by the transportation and storage sector (sector H), which has 14 cartel cases. This sector focuses on transport services provided to clients for ‘hire and reward’. There were more than 1.2 million enterprises in the EU-28’s transportation and storage services sector in 2018, equivalent to 5.3% of the non-financial business economy. The sector employed 10.3 million people in 2018 and accounted for 8.0% of the wealth generated in the non-financial business economy.

The wholesale trade sector (Sector G) had eight cartel cases sanctioned. By most measures, the wholesale trade sector was one of the largest sectors within the EU-28’s non-financial business economic. In 2018, its enterprises accounted for 25.4% of all non-financial business economy enterprises, generated the largest value in turnover (34.1%) and employment in that sector accounted for 22.6% of the non-financial business economy. The construction sector (Sector F) registered three sanctioned cartel cases during the whole period. This sector is one of the smallest (at the NACE division level) within the EU-28’s non-financial business economy. In 2018, its enterprises, which account for 3.6% of the total number of enterprises in the EU, employed 2.4% of the non-financial business economy workforce, and generated 2.1% of the value added (of the non-financial business economy).

\(^{34}\) Sectors C, F, G & H, respectively, in NACE Rev.2 classification. Note that the choice of sectors arises from data availability restrictions. For the same reason, we cannot include these sectors in the analysis of the pre-leniency period.
6.1.1 Cartel start-up

As explained above, we start by showing the results of the inclusion of additional sectors in the main regressions of cartel formation. Results are shown in Table 6. First note that the conclusions obtained from Table 4 still hold: business evolution affects cartel formation positively and significantly and price expectations do not affect cartel formation. Also, production negatively affects cartel formation. Similarly, regarding the manufacturing sector, the evidence is weak that the pro-cyclical nature of cartel formation and the firm-specific business cycle is less strong when sector production is low.

6.1.2 Cartel break up

We follow the same procedure used for the robustness check of cartel formation for the case of cartel break up. We estimate the Poisson model including more sectors to check the robustness of the results obtained in the baseline model.

The models presented in Table 7 are less informative than the baseline case considered in Table 5. Neither the variable business evolution nor the variable price expectations have any significant effect on cartel break up. However, the sector production has a negative and significant impact on cartel break up in this case, while the positive impact of sanctioned cartels on cartel break up is maintained. So, our pro-cyclical collusion estimates seems to be sounder and more precise in the manufacturing sector, but not so when we include other sectors.

6.2 Pre-lenience program period

So far, we have only analyzed the cartel cases formed or broken up in the manufacturing sector during the period January 1997 to December 2018. However, both the formation and break up of these cartels have been affected by the existence of the leniency program, which was introduced in July 1996 by the European Union.

This program may produce two opposite effects in the dynamics of cartels birth and death. On the one hand, members of a discovered cartel case can benefit from a fine reduction under certain circumstances. Therefore, the ex-ante profits from collusion are higher than in the case in which the sanctioned firm has to pay the full fine, for a given probability of detection, which means that the likelihood of cartel formation increases. On the other hand, the incentives to deviate and break up the cartel are higher under the leniency program, since the first member(s) revealing the existence of the illegal collusive agreement could receive a higher or even a full fine reduction. Thus, we should see that the probability of a break up is greater.

In sum, the introduction of the leniency program may have affected the way in which the independent variables affect our dependent variables of interest. For this reason, we focus in this section on the period from January 1991 to December

---

35 A more detailed analysis on leniency programs’ destabilization effects can be found in Borrell et al (2021).
1996. Following the methodology outlined in Sect. 4, we will study how business evolution, price expectations, sanctioned cartels and production at European level affected the formation and break up of cartels during this period.

Table 2 shows how the number of cartels formed in the period 1991–1996 (30 cartels) is lower than the number of cartels formed after 1997 (51 cartels), while the number of broken up and internally broken up cartels is also significantly lower in the period 1991–1996 (22 and seven respectively) than in the period 1997–2018 (99 and 81 respectively).

Figure 2 illustrates the formation, breakup and sanction distribution of the discovered cartels over the whole time period 1959 to 2018. The number of internally broken up cartels grows exponentially from 1997, and the number of sanctioned cartels clearly increases from 1997 onwards.

We estimate the same equations as before, now for the cartels start-ups and break ups between 1991 and 1996, in the pre-leniency period using the monthly data described in Table 8.

In Table 9 we can see the results of the Poisson model estimation of cartel formation, and in Table 10 the results of cartel break up.

For the period before the leniency program (1991–1996), we find that collusion seems to be weakly counter-cyclical when looking at cartel formation from the industry-wide cycles perspective, while collusion also appears to be weakly anti-cyclical when looking at cartel break up.

Sectors C, F, G and H

*p<0.10, **p<0.05, ***p<0.01 significance test. Cluster standard errors by sector within brackets. Model (3) controls for production growth rate with respect to previous month and model (4) with respect to previous year
Table 7  Poisson estimation results

|                          | (1)       | (2)       | (3)       | (4)       |
|--------------------------|-----------|-----------|-----------|-----------|
| Business evolution       | 0.024     | 0.025     | 0.032     | 0.022     |
|                          | (0.024)   | (0.024)   | (0.027)   | (0.024)   |
| Price expectations       | 0.031     | 0.030     | 0.030     | 0.026     |
|                          | (0.029)   | (0.029)   | (0.029)   | (0.030)   |
| Production EU            | −0.053**  | −0.055**  | −0.082*** | −0.053**  |
|                          | (0.021)   | (0.021)   | (0.029)   | (0.021)   |
| Sanctioned cartels       | 0.160***  | 0.189***  | 0.160***  |           |
|                          | (0.054)   | (0.044)   | (0.053)   |           |
| Production growth rate   |           |           | 4.327***  | 2.272     |
|                          |           |           | (1.521)   | (2.911)   |
| Constant                 | 2.173     | 2.298     | 4.887**   | 2.163     |
|                          | (1.407)   | (1.435)   | (2.166)   | (1.458)   |
| Observations             | 898       | 898       | 897       | 886       |
| Pseudo-R2                | 0.056     | 0.057     | 0.089     | 0.059     |

Broken up cartels (1997–2018)
Sectors C, F, G and H
*p < 0.10, **p < 0.05, ***p < 0.01 significance test. Cluster standard errors by sector within brackets. Model (3) controls for production growth rate with respect to previous month and model (4) with respect to previous year.

Fig. 2  Number of monthly formed, broken up, sanctioned and broken up for internal reasons cartels in the manufacturing sector (1959–2018). Source Own elaboration from EC publicly available decisions
counter-cyclical when looking at cartel break up from both the firm-specific business cycle and now the economic sector too.

However, in the pre-leniency period, the drivers of cartel formation and break up are different with respect to the post-leniency period. The driver of cartel formation in the pre-leniency period is firm-level business evolution and price expectations with negative signs (Table 9), while the drivers of cartel formation

Table 8 Summary statistics (1991–1996)

| Variable                          | N   | Mean  | Std. Dev | Min | Max |
|----------------------------------|-----|-------|----------|-----|-----|
| Formed cartels                   | 72  | 0.347 | 0.59     | 0   | 2   |
| Broken up cartels for internal reasons | 72  | 0.069 | 0.31     | 0   | 2   |
| Business evolution               | 72  | −4.490| 10.40    | −26.7| 16.7|
| Price expectations               | 72  | 8.084 | 8.37     | −4  | 31.1|
| Sanctioned cartels               | 72  | 0.167 | 0.38     | 0   | 1   |
| Production EU                    | 72  | 77.923| 7.86     | 52.1| 86.7|
| Production growth rate (−1)      | 71  | 0.013 | 0.17     | −0.3| 0.5 |
| Production growth rate (−12)     | 60  | 0.003 | 0.04     | −0.08| 0.09|

*Source* Own elaboration from EC publicly available decisions and the Business Survey. Manufacturing sector only

Table 9 Poisson estimation results

|                                  | (1)          | (2)          | (3)          | (4)          |
|----------------------------------|--------------|--------------|--------------|--------------|
| Business evolution               | −0.027**     | −0.031**     | −0.036**     | −0.118*      |
|                                  | (0.013)      | (0.014)      | (0.014)      | (0.065)      |
| Price expectations               | −0.010       | −0.005       | 0.015        | −0.015       |
|                                  | (0.012)      | (0.013)      | (0.020)      | (0.011)      |
| Production EU                    | 0.026        | 0.031        | −0.005       | 0.048        |
|                                  | (0.027)      | (0.025)      | (0.027)      | (0.031)      |
| Sanctioned cartels               | −0.878***    | −0.690**     | −1.460**     |              |
|                                  | (0.308)      | (0.325)      | (0.700)      |              |
| Production growth rate           | 2.424***     | 25.257       |              |              |
|                                  | (0.352)      | (17.372)     |              |              |
| Constant                         | −3.188       | −3.550       | −1.033       | −4.987*      |
|                                  | (2.267)      | (2.179)      | (2.400)      | (2.631)      |
| Observations                     | 72           | 72           | 71           | 60           |
| Chi2                             | 2.226        | 3.617        | 8.274        | 5.689        |
| p-value                          | 0.527        | 0.460        | 0.142        | 0.338        |

Formed cartels in the manufacturing sector (1991–1996)

*p<0.10, **p<0.05, ***p<0.01 significance test. Newey-West standard errors within brackets. Model (3) controls for production growth rate with respect to previous month and model (4) with respect to previous year*
in the post-leniency period are firm-level business evolution (with positive sign), and industry-wide production at the EU level (Table 4).

The drivers of cartel break up in the pre-leniency period\textsuperscript{37} seem to be mostly business evolution and price expectations at firm level (Table 10) and also EU industry real production, while in the post-leniency period EU industry real production is not significant. Note that this last statement should be considered carefully, given that the number of cartels broken up in the manufacturing sector for internal reasons are very low during the period January 1991-December 1996.

### 6.3 The cyclical nature of the EC’s decisions in cartel sanctioning procedures

In this section we analyze the relationship between sanctioned cartels and various economic indicators, in order to understand the economic conditions under which the EC makes decisions. Previous results show that the EC’s sanctioning activity has a deterrent effect on cartel formation, and also a positive spillover effect on previously undetected cartels’ break up. Additionally, we have seen that the industry real production has no effect or a weak negative effect on cartel break up.

\textsuperscript{37} We double-checked, as previously, whether these results for the pre-leniency period were robust to the presence of endogeneity of price expectations, and we found that they are indeed robust. Results from these robustness checks are available on request from the authors.
However, it is also relevant to understand whether the EC devotes more resources to investigating, prosecuting and punishing cartels in downturns, which would increase the likelihood of internal break up of the cartel in order to apply for the leniency program before it is discovered by the EC. Therefore, we study the effect of industry real production on the number of sanctioned cartels, the number of cartel investigations and proceedings initiated. The results are presented in Table 11 (Sanctioned cartels), Table 12 (Number of investigations initiated) and Table 13 (Number of proceedings initiated).38

These estimation results point to the lack of relationship between industry production and its growth rate with the number of cartels sanctioned, while some effects are found in the number of investigations and in the number of proceedings initiated by the EC. Our estimates suggest that the EC devotes more resources to initiating investigations and proceedings in cartel cases during economic downturns. This finding does not appear to support theories of softer enforcement of anti-cartel law by competition authorities during economic downturns, and to highlight the fact that EC authorities are ‘walking the walk and not just talking the talk’ when they emphasize that anti-cartel enforcement should not be compromised regardless of economic conditions (Stephan, 2012).

Our result is also in line with Ghosal and Gallo’s (2001) finding of the counter-cyclical nature of the US Department of Justice’s antitrust enforcement activity, which they interpret as a consequence of an increase in antitrust violations during economic downturns. However, in the EC’s antitrust activity context, taking into account our previous results, one more plausible explanation is that the number of cartels internally broken up increases during economic recessions. This in turn, with the leniency program in force, would bring about more leniency applications to the EC with a subsequent increase in the number of cartel cases initiated.

Therefore, it is very important that the EC continues to adequately resource its DG Competition for cartel cases during periods of economic contractions. In this way, the EC’s sanctioning activity would be guaranteed and, according to our results, its sanctioning decisions would have potential deterrent effects on cartel formation, as well as the corresponding destabilizing effects that would accelerate the breaking up of existing cartels.

7 Conclusions

In this paper we focus both on cartel formation and break ups, and how these two events are determined not only by a firm’s recent demand, production level and the industry’s economic context, but also by the expectations that firm managers have. To address this issue, we study the number of cartels formed and the number of cartels broken up for internal reasons in the EU each month, mostly after the introduction of the leniency program 1997–2018, but also during the pre-leniency period, from 1991 to 1996.

38 The estimations considering only sector C yield similar qualitative results.
Specifically, by estimating a Poisson regression model, we analyze the effect of sector real production (industry growth or decline), of business evolution,

| Table 11 Poisson estimation results |
|-------------------------------|----------------|----------------|
|                               | (1)           | (2)           | (3)           |
| Business evolution            | 0.014         | 0.017         | 0.015         |
|                               | (0.014)       | (0.016)       | (0.013)       |
| Price expectations            | 0.025         | 0.024         | 0.024         |
|                               | (0.026)       | (0.026)       | (0.026)       |
| ProductionEU19                | −0.024        | −0.034        | −0.025        |
|                               | (0.022)       | (0.030)       | (0.021)       |
| Production growth rate        | 1.864         | −0.072        |
|                               |               | (1.547)       | (5.420)       |
| Constant                      | 0.120         | 1.054         | 0.167         |
|                               | (1.715)       | (2.432)       | 625           |
| Observations                  | 898           | 897           | 886           |
| Pseudo-R²                     | 0.022         | 0.028         | 0.023         |

Sanctioned cartels (1997–2018)
Sectors C, F, G and H
*p < 0.10, **p < 0.05, ***p < 0.01 significance test. Model (2) controls for production growth rate with respect to previous month and model (3) with respect to previous year

| Table 12 Poisson estimation results |
|-------------------------------|----------------|----------------|
|                               | (1)           | (2)           | (3)           |
| Business evolution            | 0.009         | 0.015         | 0.009         |
|                               | (0.023)       | (0.025)       | (0.025)       |
| Price expectations            | 0.037         | 0.036         | 0.036         |
|                               | (0.031)       | (0.033)       | (0.029)       |
| ProductionEU19                | −0.055***     | −0.075***     | −0.056***     |
|                               | (0.015)       | (0.021)       | (0.016)       |
| Production Growth Rate        | 3.075***      | 0.187         |
|                               | (1.074)       | (2.708)       |
| Constant                      | 2.953***      | 4.863***      | 2.998***      |
|                               | (0.931)       | (1.472)       | (0.979)       |
| Observations                  | 898           | 897           | 886           |
| Pseudo-R²                     | 0.067         | 0.082         | 0.068         |

Number of investigations initiated (1997–2018)
Sectors C, F, G and H
*p < 0.10, **p < 0.05, ***p < 0.01 significance test. Model (2) controls for production growth rate with respect to previous month and model (3) with respect to previous year
perceptions in previous months (firm-perceived market dynamics) and the managers’ price expectations on the likelihood of forming or breaking up a cartel.

Our results show that the average number of cartels formed increases when firm-level perceived business income has evolved positively in the previous three months. It is also notable that the EC’s sanctioning activity in cartel cases is an effective deterrent tool. Finally, results show that the effect of the industry real production index at EU level negatively and significantly affects cartel formation in most of the specifications. This reflects weak evidence that the pro-cyclicality of cartel formation and firm-specific business cycle is less strong when sector production is low. In addition, the effect of the variables considering production growth in the sector on cartel formation is negative; reducing the pro-cyclical effect of the industry production on cartel formation.

Regarding cartel break up, we find that cartels are more likely to collapse when a business has evolved negatively in the previous months, and when managers expect prices to increase. Furthermore, the EC’s sanctioning activity represents a destabilizing effect that has a positive impact on breaking up cartels.

These results should be considered as a first approach to address the question under study as there is some scarcity of data and we are therefore having to rely on the time series of cartel start-ups, cartel break ups, cartels sanctioned and a set of business cycle variables. Ideally, the missing data problem should be overcome by working with panel data that includes more industries and territorial units.

New theoretical analysis should also be developed in line with that of Fabra (2006), Knittel and Lepore (2010), and Paha (2017), as the results we have obtained are consistent with the conclusion that collusion might be pro-cyclical when there are no capacity constraints. Firms find it easier to collude during booms; while

| Table 13 Poisson estimation results |
|------------------------------------|
|                                    | (1)      | (2)      | (3)      |
| Business evolution                 | 0.014    | 0.019    | 0.022    |
|                                   | (0.015)  | (0.018)  | (0.016)  |
| Price expectations                 | 0.012    | 0.010    | 0.017    |
|                                   | (0.021)  | (0.020)  | (0.020)  |
| ProductionEU19                     | −0.039*  | −0.056*  | −0.041*  |
|                                   | (0.023)  | (0.029)  | (0.023)  |
| Production growth rate             | 2.925*** | −4.272** |
|                                   | (1.094)  | (2.128)  |
| Constant                           | 1.608    | 3.245    | 1.802    |
|                                   | (1.597)  | (2.224)  | (1.614)  |
| Observations                       | 898      | 897      | 886      |
| Pseudo-R²                          | 0.032    | 0.047    | 0.035    |
|                                    |          |          |          |

Number of proceedings initiated (1997–2018)
Sectors C, F, G and H
*p < 0.10, **p < 0.05, ***p < 0.01 significance test. Model (2) controls for production growth rate with respect to previous month and model (3) with respect to previous year.
collusion is counter-cyclical when capacity constraints are sufficiently tight or firms find it more difficult to collude during booms as they cannot reduce capacities quickly. It might be the case that capacity constraints are on average not binding in industries that are still not colluding (i.e., prior to a possible collusion), so demand booms are driving the start-up of cartels. After the cartels begin to function, collusion might be the driver not only of price hikes but also of coordinated reductions in the colluding industries’ capacities. As capacity constraints get tight, collusion might become counter-cyclical, and cartels might finally break up also during booms.

In addition, important further research would be the study, from a theoretical and empirical point of view, of the determinants and characteristics that make some cartels attract the attention of the Antitrust Authority while others do not. Finally, the impact of successive reforms of the EC’s leniency program on this issue also merits some further research.
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