Simulating extremal temporal correlations
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Abstract

The correlations arising from sequential measurements on a single quantum system form a polytope. This is defined by the arrow-of-time (AoT) constraints, meaning that future choices of measurement settings cannot influence past outcomes. We discuss the resources needed to simulate the extreme points of the AoT polytope, where resources are quantified in terms of the minimal dimension, or ‘internal memory’ of the physical system. First, we analyze the equivalence classes of the extreme points under symmetries. Second, we characterize the minimal dimension necessary to obtain a given extreme point of the AoT polytope, including a lower scaling bound in the asymptotic limit of long sequences. Finally, we present a general method to derive dimension-sensitive temporal inequalities for longer sequences, based on inequalities for shorter ones, and investigate their robustness to imperfections.

1. Introduction

The study of spatial correlations, from Bell nonlocality [1, 2] to entanglement theory [3, 4], has had, on the one hand, a profound impact on the foundations of quantum mechanics. On the other hand, it stimulated plenty of applications in quantum information processing, such as quantum key distribution [5], randomness certification [6] and expansion [7], to mention a few. Moreover, correlations stronger than quantum ones, but still obeying the no-signaling constraints [8], have been extensively investigated both from a fundamental perspective and in relation with applications to quantum information processing.

Similarly, temporal correlations have been studied from the perspective of the difference between classical and quantum systems, mostly in the framework of Leggett–Garg inequalities [9, 10] and noncontextuality inequalities [11, 12] tested via sequential measurements [13, 14]. More recently, a notion of non-classical temporal correlations has been formulated also from a different perspective that does not require assumptions on the noninvasivity or compatibility of the measurements [15, 16]. Few quantum information processing tasks have been formulated directly in this framework, such as dimension witnesses [17–20], purity certification [21], and time-keeping devices [22]. Many other tasks, despite not being directly formulated in the language of temporal correlations, are closely related, since they naturally involve sequential operations. This is, for example, the case for prepare-and-measure scenarios [23, 24], quantum random access codes (QRACs) [25–30], classical simulations of quantum contextuality [31, 32], quantum simulation of classical stochastic processes [33], memory asymmetry between prediction and retrodiction [34], and optimal ticking clocks [35].

The temporal counterpart to the no-signaling constraints [8] are the arrow-of-time (AoT) constraints [36], stating the impossibility of signaling from the future to the past. These conditions define the AoT polytope [36]. It has been shown that the extreme points of this polytope are given by the deterministic assignments [19, 37, 38], where each output in a sequence is obtained as a deterministic function of the previous inputs and outputs. This implies that any such point is realizable by sequential measurements on a physical system, even for a classical theory, if the internal memory of the system is large enough to store the
information about previous inputs and outputs. This is in stark contrast to the spatial case, where different correlations correspond to different theories, often irrespectively of the system dimension. A difference in temporal correlations between classical and quantum theory is recovered if the system dimension is constrained, as noted already a long time ago in the context of QRACs [25–27], and similarly those theories can be distinguished from generalized probability theories [16]. This dimension dependence can be exploited to construct temporal inequalities that can certify a lower bound on the dimension of the system, i.e. they are dimension witnesses [16, 19, 20, 23, 24, 28, 39, 40].

In this paper, we investigate the minimal resources necessary to simulate a given extreme point of the AoT polytope. Here, the resource is quantified by the dimension (or memory) needed to reproduce the outcomes of a measurement sequence. First, we study the symmetries of the AoT polytope w.r.t. classical post-processing. Then, we determine the minimal dimension required for the realization of a given extreme point. As in references [16, 19, 20], no assumption on the concrete realization or quantum description of a measurement is made, it is only assumed that the same measurement may be carried out at different times. We then continue by providing a simple method to combine dimension-sensitive temporal inequalities for shorter sequences to obtain inequalities valid for longer sequences. Finally, we discuss the robustness of temporal inequalities if the measurements are not perfect, i.e. if they vary over time.

We remark that the simulation of extreme temporal correlations, for a given length and number of inputs and outputs, may or may not be sufficient to simulate all temporal correlations, depending on the assumption on the resources available. Consider the scenario in which the experimenter has two machines, able to generate the correlations $p_1$ and $p_2$, respectively. At the beginning of each measurement sequence she chooses with probability $\lambda$ the machine 1 and with probability $1 - \lambda$ the machine 2, and then she proceeds to measure the whole sequences with the initially chosen machine. In this way, she would obtain as correlation $p$ the convex mixture $p = \lambda p_1 + (1 - \lambda)p_2$. By straightforwardly extending this argument, one can see that the randomness available in the choice of the initial machine gives rise to all convex mixtures. In particular, by being able to simulate all extreme correlations of a given scenario (i.e., the extreme points of a given polytope), the experimenter can simulate all corresponding temporal correlations (i.e., the convex hull, corresponding to the full polytope). This is the scenario discussed in reference [16]. In contrast, if this initial randomness is not an available resource, the set of temporal correlations has a much more complicated structure [41].

The paper is organized as follows. In section 2, we introduce our notation and the considered scenario in detail and we review some important previous results. In section 3, we further explore the properties of the AoT polytope, in particular the symmetries of the AoT polytope under classical post-processing, i.e., possible relabeling of the inputs and outputs, as such transformations do not affect the quantum realization. In section 4, we investigate questions such as how much memory is required to realize a given extreme point within quantum theory, or stated differently, what is the minimal dimension that is necessary to obtain this correlation. In section 5, we provide a lower bound on the dimension needed to obtain an arbitrary extreme point and an estimate of the behavior in the asymptotic limit of arbitrary long measurement sequences, for any number of inputs and outputs. Then, in section 6 we show a general method to produce temporal inequalities for longer sequences by combining inequalities for shorter ones. Finally in section 7, we investigate how robust are our statements on temporal correlations in the case in which the assumption of repeated measurements is only approximately satisfied.

2. Notation and preliminaries

We consider the scenario of sequential measurements depicted in figure 1. A box receives a sequences of inputs, or measurement settings, $x_1, x_2, \ldots, x_L$ and produces a sequences of outputs, or measurement outcomes $a_1, a_2, \ldots, a_L$. The machines works by transforming probabilistically its internal state, e.g., a quantum state $\rho$, according to the measurement input and outcome and generating a measurement outcome according to the input and previous state. We are then interested in the correlations $p(a_1 a_2 \ldots a_L | x_1 x_2 \ldots x_L)$.

More concretely, an operation on a quantum system, associated with an input $x_i$, is represented by a quantum instrument, namely a collection of completely positive maps $\{I_{a | x} \}$, that sum up to a unital map, i.e., $\sum I_{a | x} (1) = 1$, where 1 denotes the identity operator, corresponding to the rule of preservation of probability in the Heisenberg picture, see, e.g., [42] for a textbook introduction. Each instrument $\{I_{a | x} \}$ defines a generalized measurement, i.e., a positive operator valued measure (POVM), through the formula $E_{a | x} := I_{a | x} (1)$. Correlations for a sequence of inputs $x_1, x_2$ and outputs $a_1, a_2$ are given by the formula

$$ p (a_1 a_2 | x_1 x_2) = \text{tr} \left[ \rho I_{a_1 | x_1} (E_{a_2 | x_2}) \right] = \text{tr} \left[ \rho I_{a_1 | x_1} \circ I_{a_2 | x_2} (1) \right],$$

(1)

where $\circ$ denotes the composition of maps, and analogous expressions hold for longer sequences. We assume
that the evolution of our box is time-independent, except for the external classical inputs that are provided at each time step. Practically, this assumption means two things. First, that the different correlations are generated by the transitions of the internal state of the machine; in quantum mechanical terms, this implies that for a given input \( x \) the machine applies the quantum instrument \( \{ I_{ax} \}_a \) independently of which time step \( t \) we are in. This is already implicit in equation (1), since we used only the symbol \( I_{ax} \) to denote the instruments, without any reference to the time step, e.g., we want to calculate the probability \( p(00|00) \) we apply the same mapping twice, i.e., \( p(00|00) = \text{tr}[\rho I_{00} \circ I_{00}(1)] \). Second, we assume that the inputs are provided at equally spaced time intervals and the free evolution of the system is always implemented by the same quantum channel, e.g., one can think about an evolution governed by a time-independent Hamiltonian. Hence, the time evolution can be reabsorbed wlog into the definition of the quantum instruments. Boxes satisfying these assumptions are called finite-state machines by generalizing a well-known classical notion [43] (see also reference [16] for more details on the quantum and generalized probability theory case). We equivalently say that the measurement operations are time-independent.

In this scenario with time-ordered measurements, any theory that respects causality must satisfy the so-called AoT conditions [36], namely, the future choice of inputs cannot modify the probabilities of past outcomes. For the simple case of a sequence of two measurements, the correlation \( p(a_1a_2|x_1x_2) \) must satisfy

\[
\sum_{a_1} p(a_1a_2|x_1x_2) = \sum_{a_2} p(a_1a_2|x_1x_2'), \quad \text{for all } a_1,x_1,x_2,x_2'.
\] (2)

This condition is analogous to the no-signaling conditions for spatial correlations [8], but it constrains only one direction, i.e., signaling from the future to the past. These linear constraints, together with positivity, \( p(a_1a_2|x_1x_2) \geq 0 \), and normalization, \( \sum_{a_1a_2} p(a_1a_2|x_1x_2) = 1 \), define a polytope called the AoT polytope [36], denoted in the general case as \( P_{L}^{0,S} \), where \( O \) denotes the number of outputs, \( S \) the number of inputs (or measurement settings) and \( L \) the length of the measurement sequence.

Such constraints are satisfied by classical and quantum mechanics and it has been proven that all extreme points are given by deterministic assignments, i.e., correlations which have the property that for any input one obtains a deterministic output [19, 37, 38]. Intuitively, this comes from the fact that the AoT constraints allow us to decompose the probability distribution as

\[
p(a_1a_2a_3|x_1x_2x_3) = p(a_1|x_1)p(a_2|x_1x_2)p(a_3|x_1a_2;x_2x_3);
\] (3)

the extreme points, then, are given by the products of deterministic functions, generating \( a_1, a_2 \) and \( a_3 \) respectively, from the previous inputs and outputs. It has been shown in [19] that the AoT polytope \( P_{L}^{0,S} \) has

\[
N_{L}^{0,S} = (O^S)^{\frac{L}{2}-1}
\] (4)

extreme points. The extreme points can, then, be reached if the machine has enough ‘internal memory’namely, a large enough set of perfectly distinguishable internal states [19], to remember previous inputs and outputs and generate deterministically the corresponding outputs.

For a sequence of length \( L \), an extreme point of the AoT polytope can be represented as a tree graph with \( \sum_{k=0}^{L-1} S^k = \frac{S^L - 1}{S - 1} \) nodes, as depicted in figure 2. The tree graph can be intuitively understood as follows. At
Each time-step the evolution of our system 'branches' depending on the received input, e.g., the history in which the system received 0 departs from the history in which it received 1, since the internal state of the machine will evolve differently. In this way, we can keep track of all possible sequences of inputs that are occurring in the next time-step after the measurements leading to them, coincide. (b) Example of two inequivalent futures. The 1-length futures of (1, 1) and (1, 2) are inequivalent as the respective subtrees do not coincide.

**Figure 2.** Assignment of tuples for an extreme point of $P^{1}_{1,2}$. In this example, for both measurements the outcome '0' is obtained in the first time step. Then, then evolution branches, depending whether $M_{1}$ or $M_{2}$ has been measured, giving, the branches with $\Gamma_{1,1}$ or $\Gamma_{2,2}$, respectively. After measuring $M_{1}$ in the first time step, one obtains in the second time step for both measurements deterministically the outcome '1' (corresponding to the tuple $\Gamma_{1,1}$) and after performing $M_{2}$ in the first time step one observes for measurement $M_{1}$ ($M_{2}$) in the second time step the outcome '0' (‘1’) respectively (corresponding to the tuple $\Gamma_{2,1}$). The 1-length future of (1, 1), i.e., $T_{1,1}$, is indicated by the dark blue triangle, and the history of the whole sequence, $T_{1,2}$, is represented by the triangle obtained by joining the dark blue and light blue regions.

**Figure 3.** We show two examples of, respectively, equivalent and inequivalent futures. In this case, since we want to compare the $(L - 1)$-th node with another one, in this case the first, we need to consider only the 1-length futures. In other words, in the comparison between tuples $\Gamma_{1}$ and $\Gamma_{L-1}$, we need to consider $T_{1,k} = T_{1,k}'$, with $r = \min\{L - 1, l\}$. (a) An example of two equivalent futures. The 1-length futures of (1, 1) and $(L - 1, 2^{L-1})$ are equivalent, since the nodes themselves, as well as the tuples occurring in the next time-step after the measurements leading to them, coincide. (b) Example of two inequivalent futures. The 1-length futures of (1, 1) and $(L - 1, 2^{L-2})$ are inequivalent as the respective subtrees do not coincide.
same sequence of future outcomes, namely,
\[ \rho_{r,l,k} = \rho_{r',l',k} \Rightarrow T_{l,k}^r = T_{l',k}^{r'}, \quad \text{for } r = \min\{L - l, L - l'\}. \] (5)

If two tuples \( \Gamma_{l,k} \) and \( \Gamma_{l',k}^{r'} \) satisfy \( T_{l,k}^r = T_{l',k}^{r'} \), for \( r = \min\{L - l, L - l'\} \), we say that they have equivalent futures, see figure 3. Notice that the notion of equivalent futures depends always on the maximal length \( L \) of the observed sequences, and that the comparison between subtrees makes sense only for equal lengths \( r \) chosen as above. For a given deterministic sequence, we call \( T_{1,1} \), i.e., the entire tree, the history of the sequence.

This observation provides a way of counting the minimal number of states necessary for reproducing an extreme point of the AoT polytope, since inequivalent futures must correspond to different states. In particular, in order to check whether \( T_{l,k}^r \neq T_{l',k}^{r'} \), one can simply check for shorter sequences, i.e., whether \( T_{l,k}^r \neq T_{l',k}^{r'} \), for \( s = 0, \ldots, r \).

3. Symmetries of the AoT polytope

It has been shown that, if no assumption on the dimension of the quantum system is made, any correlation in the polytope can be realized. The ability of realizing a correlation is independent of the chosen labeling of the outcomes and/or measurement settings as long as one performs exactly the same relabeling at every time step. This is due to the fact that any such relabeling can be implemented classically even after the measurement sequences have been performed, i.e. such relabelings correspond to some classical post-processing. Note that the condition that the same relabeling is applied to all time steps is necessary to be consistent with our assumption of time-independent measurements. In the following, we characterize the number of equivalence classes of extreme points under these symmetries for small numbers of settings and outcomes.

In particular, we define an outcome relabeling equivalence (ORE) class as an equivalence class of extreme points w.r.t. to the relation of being the same up to a relabeling of the outcomes. In particular, since relabeling is a classical post-processing, if one extreme point is obtainable by measurements on a physical system, the same is true for all elements in the class. Of course, also the measurement settings can be subject to relabeling and all extreme points that are equivalent up to relabeling of the measurement settings can be realized within the same physical implementation. Then, we define the relabeling equivalence (RE) classes of extreme points as the set of extreme points that are equal up to relabeling of outcomes and measurement settings.

3.1. General considerations

In the temporal scenario the only relevant symmetries are given by the relabeling of inputs and outputs of a given sequence. The corresponding symmetry groups are given by the symmetric groups \( S_O \) and \( S_S \), where as defined before and \( S \) are the number of outputs and inputs, respectively. The total group of symmetry is given by the direct product \( G := S_O \times S_S \).

To each element \( g \in G \), we associate a transformation \( S \) on the extreme points of the polytope \( P_L^{O,S} \). In this way, each extreme point \( v \) of \( P_L^{O,S} \) generates an orbit \( O_v \) defined as
\[ O_v = \{S_v|g \in G\} \] (6)

The action of a group on a set naturally induces an equivalence relations in terms of orbits given by \( v \sim w \Leftrightarrow O_v = O_w \). In this case, belonging to the same orbit means that the extreme point \( v \) can be obtained from the extreme point \( w \) via a relabeling of inputs and outputs, and vice versa.

The number of equivalence classes is then given by the number of different orbits. Hence, if one can evaluate the number of orbits one can deduce the number of RE classes for a given scenario. Below we show how to do so by identifying the elements that are invariant under a symmetry, their orbits and the cardinality of the orbits, which allows us to deduce the number of orbits, for the case of two outcomes and two and three settings. The same procedure can be applied to arbitrary number of outcomes and settings without extra conceptual difficulties; however, as the symmetric group grows, recall that there are \( n! \) permutations of \( n \) elements, the whole procedure becomes much longer and tedious.

3.2. Relabeling of outcomes and measurement settings

For the case \( O = 2 \) one can define for each ORE class as a representative an extreme point having the property that for any measurement the outcome in the first time step is ’0’. This allows us to count the number of ORE classes as given in the following lemma.

**Lemma 1.** The number of ORE classes of extreme points of \( P_L^{O,S} \) is given by \( N_{ORE}^{2,S,L} = (2^S)^{\frac{L}{r+s}} \).

\[ L \]
Figure 4. Illustration of the action of the group on an example. First we transform the extreme point to the representative of the ORE class, which has the property that in the first time step all outcomes are ‘0’ by relabeling the outcomes accordingly. Then we illustrate the action of the symmetry $S_{12}$ (which permutes the measurement settings) on this representative, where the tuples obtained by applying $S_{12}$ are denoted by $\tilde{\Gamma}$ and the operator $X$ permutes the elements of the tuples $\Gamma$ of the extreme point on which the transformation is performed. The other group element of $S_2$, i.e., the identity element $e$, leaves any extreme point invariant.

Proof. We consider one representative of each ORE class and show that the cardinality of the ORE class is $2^S$. The number of equivalence classes is the total number of extreme points divided by the cardinality of such classes. It is straightforward to see that one particular choice of a representative is given by demanding the outcome of each measurement setting at the first time step to be ‘0’. Note that, obviously, any relabeling of the outcomes must alter the outcome at the first time step. Note further that all subsequent outcomes specify the ORE class and any sequence of these outcomes is possible.

For each measurement setting there are 2 possible outcomes in the first time step and therefore there are $2^S$ possible relabelings of the outcomes at the first time step. This implies that the cardinality of an ORE class is given by $2^S$. Using that the number of extreme points of $P_{2,S}$ is given by $(2^S)^S$ (see reference [19]), the number of ORE classes is then

$$\frac{(2^S)^S}{2^S} = (2^S)^{\frac{S-1}{S}}, \quad (7)$$

which concludes the proof.

For the relabeling of the measurement settings, we first present a counting argument for $O = S = 2$. Then, we extend our investigation to the case of $O = 2$ and $S = 3$.

Lemma 2. The number of RE classes of extreme points of $P_{L,2}$ is given by $\frac{1}{2}(4^{2L-2} + 4^{(2L-1)-1})$.

Proof. As we know already from lemma 1 the number of equivalence classes under the relabeling of outcomes, it is sufficient to study the action of the permutation of the inputs on the representatives of the ORE classes. Since $S = 2$, we have the group $S_2 = \{e, S_{12}\}$, where $e$ is the identity element and $S_{12}$ exchange the first and second input (see also figure 4). In particular $S_2^2 = e$. For a given length $L$, the number of equivalence classes $N^{(L)}$ is given by

$$N^{(L)} = N_1^{(L)} + N_N^{(L)}, \quad (8)$$

where $N_1^{(L)}$ is the number of orbits consisting of only one vector, i.e., the vectors invariant under the action of the group (see figure 5), and $N_N^{(L)}$ the number of orbits consisting of two vectors, i.e., vectors not invariant under the action of the group. To count the number of invariant vectors, we apply the following
Figure 5. Equivalent tuples for an extreme point invariant under settings relabeling, in the $O = S = 2$ scenario. The operator $X$ permutes the elements of the tuple. E.g., the tuple $\Gamma_{2,2}$ corresponds to the outcomes for $M_1$ and $M_2$ in the second step, after $M_2$ has been measured. For the extreme point to be invariant under relabeling of outcomes, it must be that $\Gamma_{2,2} = X\Gamma_{2,1}$, i.e., the outcomes are, up to relabeling, those that would have been obtained had we measured $M_1$ in the first step.

Table 1. This table shows a representative for each of the 10 RE classes for $O = S = L = 2$ and the minimal dimension which allows to reach a member of the class (see also theorem 5). Note that for $O = S = L = 2$ the RE classes and their minimal dimension has been already identified in [37] and a corresponding table can be also found there (with a different choice of representatives).

| Extreme point [with $\Gamma_0 = (0, 0)$] | Minimal dimension |
|----------------------------------------|-------------------|
| $\Gamma_1 = (0, 0), \Gamma_2 = (0, 0)$ | 1                 |
| $\Gamma_1 = (0, 0), \Gamma_2 = (1, 1)$ | 2                 |
| $\Gamma_1 = (0, 0), \Gamma_2 = (0, 1)$ | 2                 |
| $\Gamma_1 = (0, 1), \Gamma_2 = (0, 1)$ | 2                 |
| $\Gamma_1 = (1, 1), \Gamma_2 = (1, 1)$ | 2                 |
| $\Gamma_1 = (0, 1), \Gamma_2 = (1, 0)$ | 3                 |
| $\Gamma_1 = (1, 0), \Gamma_2 = (0, 1)$ | 3                 |
| $\Gamma_1 = (0, 1), \Gamma_2 = (1, 1)$ | 3                 |
| $\Gamma_1 = (1, 1), \Gamma_2 = (0, 1)$ | 3                 |

argument. First, let us fix the outcome relabeling by choosing the first input as '0'. Given that the sequence is invariant under exchange of inputs until step $m-1$, the possible ways of completing it in an invariant way at the step $m$ are $4^{2m-2}$ out of $4^{2m-1}$ possible completions. In fact, for each fixed choice of inputs and outputs at the step $m-1$ there are 4 possible ways of completing the last two outcomes for the two settings. Out of the $2^{m-1}$ possible choices of inputs, we need to fix only half of them, because the other half is fixed by the input exchange symmetry $S_{12}$, see figure 5.

The number of possibilities to extend a vector at the step $m$, given that it is symmetric at the step $m-1$, is thus $4^{2m-2}$. We can then compute the number of invariant vectors up to length $L$ as

$$N_1^{(L)} := \prod_{i=2}^{L} 4^{2m-2} = 4^{4L-4}. \quad (9)$$

Moreover, we can compute the number of equivalence classes of non-invariant vectors as

$$N_N^{(L)} = \frac{1}{2} \left( N_{ORE}^{(L)} - N_1^{(L)} \right), \quad (10)$$

where $(N_{ORE}^{(L)} - N_1^{(L)})$ is the number of non-invariant vectors, and the factor $1/2$ comes from the fact that each orbit contains two elements.

Finally, we can write

$$N_N^{(L)} = N_1^{(L)} + N_N^{(L)} = \frac{1}{2} \left( N_{ORE}^{(L)} + N_1^{(L)} \right) = \frac{1}{2} \left( 4^L - 2 + 4^{L-1} \right). \quad (11)$$

□
For the most simple scenario, $O = S = L = 2$, this implies that there are ten RE classes. As already discussed in [19], six of these classes can be obtained with a qubit, whereas for four of these classes a qutrit is required. In Table 1, we provide a representative for each of these classes and indicate whether a qubit or a qutrit is necessary in order to realize a member of this class. In the following section, we then present a general theorem which allows us to deduce from a given extreme point (with arbitrary $O$, $S$ and $L$) the dimension that is necessary and sufficient to realize it.

After having gained an understanding of the case of two inputs, we generalize our approach for counting the RE classes to the case of three inputs.

**Lemma 3.** The number of RE classes of extreme points of $P_L^{2,3}$ is given by $2^{\frac{L+1}{2}} + 3^{\frac{L-1}{2}} - 1 + \frac{1}{4} \left[ \frac{3^{\frac{L-1}{2}}}{2} \right] + \frac{1}{2^{L+1}}$.

In order to prove the lemma, we start again from the equivalence classes of outcome relabeling and impose only the conditions for the relabeling of the inputs. In this case, we have the permutation group of three elements, $S_3$, representing the permutation of the inputs. The group $S_3$ consists of the following elements

$$e, S_{12}, S_{23}, S_{13} = S_{23}S_{12}S_{23} = S_{12}S_{23}S_{12},$$

$$\sigma_{123} = S_{12}S_{23} = S_{23}S_{13},$$

$$\sigma_{132} = S_{13}S_{23} = S_{23}S_{12}$$

We therefore write the total number of equivalence classes as

$$N(L) = N^{(L)}_1 + N^{(L)}_2 + N^{(L)}_4 + N^{(L)}_N, \quad (13)$$

where $N^{(L)}_1, N^{(L)}_2$ are defined as above, as the orbits of vectors that are invariant or non-invariant under any symmetry respectively, and $N^{(L)}_4, N^{(L)}_N$ are the orbits of vectors invariant under only one of the $S_j$ (vectors invariant only under $\sigma_{123}$ or $\sigma_{132}$) respectively. Note here that $S_0 = e$ and that $\sigma_{123}\sigma_{132} = \sigma_{132}\sigma_{123} = e$. In appendix A we count the number of invariant and non-invariant orbits and with this prove Lemma 3.

### 4. Minimal dimension for given extreme points

It is a well known result in quantum state discrimination that two states have orthogonal ranges, corresponding to a trace-distance of 1, if and only if they can be perfectly discriminated, i.e., with probability one are orthogonal.

Using this, we are able to determine the minimum dimension that is required for a quantum system to obtain a given extreme point of $P_2^{O,S}$.

**Theorem 5.** Given an extreme point $p$ of $P_2^{O,S}$, the minimal dimension $d$ needed to obtain it is given by the number of inequivalent tuples in the history of $p$, i.e., $T_{1,1} = \{\Gamma_1, \Gamma_2, \ldots, \Gamma_{25}\}$. In particular, a system with dimension $d = S + 1$ can always reach all extreme points of $P_2^{O,S}$, independently of the number of outcomes, as this is the maximal number of tuples in $T_{1,1}$.

**Proof.** According to equation (5), to different futures correspond different states. In this particular case, namely, $L = 2$, we need to compare different $T_{ij}$, i.e., single tuples. By Observation 4, such states must have orthogonal ranges. These two conditions already provide the minimal number of orthogonal states necessary to reach a given extreme point of the AoT polytope. Intuitively, orthogonality is the only relevant property for obtaining different futures, hence a minimal realization requires only pure states. This is...
confirmed by the explicit construction below, which uses only pure states. Given the tuples
\( \Gamma_{1,1}, \Gamma_{1,2}, \ldots, \Gamma_{2,5} \), there may be repetitions, which in this simple case of \( L = 2 \) corresponds to having
equivalent futures. We can rewrite them as \( d \) tuples \( \{\Gamma_1, \ldots, \Gamma_d\} = \{\Gamma_{1,1}, \Gamma_{1,2}, \ldots, \Gamma_{2,5}\} \) with inequivalent futures, i.e., \( \Gamma_i \neq \Gamma_j \). We associate to each of them a vector \( |k\rangle \) from the ONB \( \{\{|k\rangle\}_{k=1}^{d}\} \). Without loss of
generality, we can assume that \( \Gamma_{1,1} = \Gamma_1 = (0, 0, 0) \), i.e., we fix all the measurement outcomes at the first
step to be zero. This simply means that we relabel the outcome of all measurements such that \( 0 \) is obtained for
all of them on the initial state. Then, we fix the initial state as \( \rho_{10} = |1\rangle\langle 1| \). The measurements are
constructed as follows
\[
E_{ax} = \sum_{j \in J_{ax}} |j\rangle\langle j|, \quad \text{with} \quad J_{ax} := \{ j \in \{1, \ldots, d\} \mid [\Gamma_j]_x = a \},
\] (14)
for \( a = 0, \ldots, O - 1, x = 1, \ldots, S \). Clearly, \( E_{ax} \geq 0 \) and \( \sum_a E_{ax} = 1 \), for all \( x \), so they are valid POVMs. In
particular, \( E_{0x} = |1\rangle\langle 1| + \sum_{j \in J_{0x}} |j\rangle\langle j| \) for all \( x \). The corresponding Kraus operators \( \{K^j_{0x}\}_{j \in J_{0x}} \)
providing the postmeasurement state, i.e., in the Schrödinger picture \( \rho \mapsto \sum_j K^j_{0x} \rho K^j_{0x}^\dagger \), are of the form
\( K^j_{0x} = |j\rangle\langle j| \) if \( \Gamma_i = \Gamma_{2,x} \) or a tuple with equivalent future and \( K^j_{0x} = |j\rangle\langle j| \) for \( j \in J_{0x} \) and \( j \neq 1 \). By
construction, there are at most \( S + 1 \) tuples, hence this number provides an upper bound on the minimal
dimension necessary to reach any extreme point of \( P_2^{1,1S} \). \( \square \)

We now discuss a specific example in \( P_2^{1,1S} \) to illustrate how theorem 5 can be applied in order to
determine the dimension which is necessary and sufficient to realize a given extreme point. For this we
consider the extreme point given by \( \Gamma_{1,1} = (0, 0, 0), \Gamma_{1,2} = (0, 0, 0), \Gamma_{2,2} = (1, 1, 1) \) and \( \Gamma_{2,3} = (0, 0, 1) \).
There are three inequivalent tuples in the history given by \( \Gamma_{1,1}, \Gamma_{1,2} \) and \( \Gamma_{2,3} \), as \( \Gamma_{1,1} = \Gamma_{2,1} \). Hence, we have
that any system which can realize this extreme point has at least dimension three. The Kraus operators of
the measurements \( x \in \{1, 2, 3\} \) for outcome 0, which allow us to obtain this extreme point from the initial
state \( \rho_{10} = |1\rangle\langle 1| \), can be chosen as \( K^j_{0x} = |x\rangle\langle 1| \) for all \( x \) and \( K^0_{0x} = 3/3 \) for \( x = 1, 2 \) (for \( x = 3 \) there
is only a single Kraus operator). Note that for the outcome 1 it is sufficient to know the effects (as the
post-measurement state does not need to be specified), which directly follow from the ones for outcome 0.
That is, we have \( \mathcal{E}_{1x} = |2\rangle\langle 2| \) for \( x = 1, 2 \) and \( \mathcal{E}_{13} = |2\rangle\langle 2| + |3\rangle\langle 3| \).

The same argument used to derive theorem 5 can be generalized to sequences of arbitrary length.

Theorem 6. The minimal dimension \( d \) required to reach an extreme point \( p \) of \( P_1^{1,1S} \), is given by the number of
inequivalent futures \( T_{k,l} \) in the history \( T_{1,1} \).

Proof. The proof generalizes straightforwardly from the case \( L = 2 \) above. Again, different futures must
correspond to different states, such states must be orthogonal, and can be chosen to be pure, providing a
minimal-dimension representation.

The explicit construction of the model can then be extended from the previous one. Let us assign the
state \( |l\rangle \) as initial state, i.e., to \( T_{1,1} \). Then compare \( T_{1,1} \) with \( T_{2,2} \), for \( k = 1, \ldots, S \), if they are equivalent,
assign the same state \( |l\rangle \) to \( T_{2,2} \), otherwise, assign a new orthogonal state \( |2\rangle \), \( |3\rangle \), . . . to the future \( T_{2,2} \).
Repeat the same operation for \( T_{3,3}, k' = 1, \ldots, S' \), assigning new state for any future inequivalent to \( T_{1,1} \) or
any \( T_{2,2} \). Repeat again until the end of the tree, i.e., \( T_{L,2} = \Gamma_{L,2} \), \( k = 1, \ldots, S^{L-1} \). To each node \( \Gamma_{L,2} \) of the tree
\( T_{L,1} \) is then assigned a pure state \( |l,k\rangle \in \{|j\rangle\}_{j=1}^{d} \), possibly with repetitions. As in theorem 5, POVMs
elements are constructed as projectors providing the correct outcomes for each state \( |j\rangle \), as in equation (14).
Similarly, Kraus operators \( \{K^j_{0x}\} \) associated with the POVM element \( E_{0x} = \sum_{j \in J_{0x}} |j\rangle\langle j| \) consist in
measure-and-prepare operations \( K^j_{0x} = |j\rangle\langle j| \), when the state \( |j\rangle \) emits the output \( a \) for the measurement \( x \)
and transition to the state \( |a\rangle \), all with probability one. For the last time-step, i.e., from \( L - 1 \) to \( L \), one can
use diagonal Kraus operators analogously to the construction in theorem 5. \( \square \)

Note that the above protocol does not involve any coherences, as all states and effects are diagonal in the
same basis and the state-update rule also involves transitions within the same basis, hence, it can be realized
with a classical system.

5. Lower bound on the dimension which is necessary to realize any extreme point

In the following, we provide a construction of extreme points for any \( L \) from which one can determine a
lower bound on the minimal dimension required for its realization. This lower bound is then automatically
also a lower bound on the dimension necessary to realize any extreme point. The main result is that the
minimal dimension scales, at least, exponentially in \( L \). Let us consider the polytope \( P_2^{1,1S} \). The main idea of
the proof can be briefly explained as follows. Consider a sequence of length \( L \) and take a time-step \( j < L \). If
the number of remaining time-steps $L - j$ is big enough, for the tuples $\{\Gamma_{j,\ell}\}$, we can choose their futures $\{T_{j,\ell}\}$ to be all different, hence, each $\Gamma_{j,\ell}$ will be associated to an orthogonal state and the number of such tuples will provide a lower bound on the minimal dimension necessary for their realization. Our argument consists in estimating the maximum $j$ such that this is possible.

For the history $T_{i,1}$ at time-step $j$, there exist $S_j^{-1}$ different subtrees $T_{j,\ell}$. If $j$ is properly chosen, namely, $L - j$ is large enough such that we can construct different futures $T_{j,\ell}$ for $k = 1, \ldots, S_j^{-1}$, then the realization of such an extreme point requires at least $d = S_j^{-1}$. First notice that the number of possible futures of length $x$ is given by $(O^x)^{S_j^{-1} + 1} = O^{S_j^{-1} + 2}$. Hence, $j$ must be selected in such a way that the remaining sequence allows us to assign different futures (which are of length $L - j$) to each node, namely as the largest integer such that

$$S_j^{-1} \leq O^{\frac{S_j^{-1} + 2 - x}{S_j^{-1} + 2}}.$$  

We can further simplify the expression using the identity $O^x = S^x O$

$$S_j^{-1} \leq S_j^{-1} + 2 - x \Rightarrow j - 1 \leq \frac{S_j^{-1} - S}{S - 1} \log_2 S = S_j^{-1} \left( \frac{S_j^{-1} - S}{S - 1} \log_2 O \right) = \frac{S_j^{-1} - S}{S - 1} \log_2 O.$$  

This equation can be solved in terms of the principal branch of Lambert function $W$, namely, the function implicitly defined as the solution to the equation $xe^x = k$, i.e., $xe^x = k \iff x = W(k)$. In this case, let us see how to solve it for the equation $x = aS^{-x} + b$

$$x = aS^{-x} + b \iff (x - b)S^{-b} = aS^{-b} \iff (x - b)e^{(x - b)\ln S} \ln S = aS^{-b} \ln S,$$

We have $ye^y = aS^{-b} \ln S$ for $y := (x - b) \ln S \iff y = W(aS^{-b} \ln S) \iff x = \frac{W(aS^{-b} \ln S)}{\ln S} + b$.

By substituting $x = j - 2$, $a = \left(\frac{S_j^{-1}}{S_j^{-1} + 2}\log_2 O\right)$, $b = -\frac{S}{S_j^{-1} + 2} \log_2 O$ one obtains the condition

$$j \leq W \left[ \left(\frac{S_j^{-1}}{S_j^{-1} + 2}\log_2 O\right) \frac{S_j^{S_j^{-1}} \log_2 O \ln S}{\ln S} \right] = \frac{S_j^{-1} - S}{S - 1} \log_2 O + 2,$$

which gives the maximal $j$ as

$$j = \left[ W \left[ \left(\frac{S_j^{-1}}{S_j^{-1} + 2}\log_2 O\right) \frac{S_j^{S_j^{-1}} \log_2 O \ln S}{\ln S} \right] = \frac{S_j^{-1} - S}{S - 1} \log_2 O + 2 \right],$$

where $\lfloor x \rfloor$ denotes the floor of $x$, i.e., the largest integer smaller than $x$.

To compute the asymptotic scaling, one can write

$$S_j^{-2} \leq O^{\frac{S_j^{-1} - S}{S - 1} \log_2 O},$$

Using that $\ln(x) - \ln[\ln(x)] + \frac{\ln\ln(x)}{\ln(x)} \leq W(x)$ for $x \geq e^{45}$ we can obtain a lower bound on the minimal dimension as follows. For $m \in \mathbb{R}$ such that

$$S_j^{m - 2} \leq O^{\frac{S_j^{-1} - S}{S - 1} \log_2 O} \left( \ln \left[ \frac{S_j^{\frac{S_j^{-1} - S}{S - 1} \log_2 O}}{\ln O} \right] \right)^{-1 - \frac{\ln \left[ \frac{S_j^{\frac{S_j^{-1} - S}{S - 1} \log_2 O}}{\ln O} \right]}{\ln \left[ \frac{S_j^{\frac{S_j^{-1} - S}{S - 1} \log_2 O}}{\ln O} \right]}},$$

the minimal dimension satisfies

$$d_{\text{min}} \geq S_j^{m - 2},$$

where the ‘$-2$’ term takes into account the fact that $m$ may not be an integer. For large $L$ such a lower bound scales as

$$AS_j^{-1}(\ln[BS_j^{1/4}])^{-1+\frac{1}{2}(\ln[BS_j^{1/4}])^{-1}} \approx A e^{\left[\frac{1}{2} - \gamma\right] \ln L},$$

for appropriately chosen constants $A, B, \alpha, \beta, \gamma, \delta$. This proves that the minimal dimension required to reach any extreme point scales at least exponentially (up to logarithmic corrections). In appendix C, we present a different construction of an extreme point which can provide an improved lower bound on the minimal dimension, however no closed formula on the scaling.
6. Combining temporal inequalities

In the following, we present a method for deriving new inequalities for temporal correlations for sequences of length $nL$ with $n \in \mathbb{N}^+$, based on the knowledge of inequalities for the shorter length $L$. It instructive to first describe the method for a simple example, based on the inequalities for the case $L = O = S = 2$ derived in reference [19]. The original inequalities were derived by computing the qubit bound for expressions of the form $\sum_{x,y} p(a_i,b_j|x,y)$ for a specific choice of the outputs $\{a_i, b_j\}_{x,y}$ where the algebraic bound $4$ is achieved by a extreme point of AoT polytope $P_{2,2}$, i.e., $p(a_i,b_j|x,y) = 1$ for all $x,y$. Up to symmetries, four expression were derived, namely

$$
B_1 := p(00|00) + p(00|11) + p(01|01) + p(01|10) \leq C_1,
B_2 := p(01|00) + p(01|11) + p(00|01) + p(00|10) \leq C_2,
B_3 := p(01|00) + p(00|11) + p(01|01) + p(01|10) \leq C_3,
B_4 := p(01|00) + p(01|11) + p(01|01) + p(00|10) \leq C_4.
$$

(24)

Each one corresponding to one of the extreme points of the AoT polytope $P_{2,2}$, which cannot be reached by qubit strategy, namely,

$$
e_1 : p(00|00) = p(00|11) = p(01|01) = p(01|10) = 1, \text{ and otherwise;}
$$

$$
e_2 : p(01|00) = p(01|11) = p(00|01) = p(00|10) = 1, \text{ and otherwise;}
$$

$$
e_3 : p(01|00) = p(00|11) = p(01|01) = p(01|10) = 1, \text{ and otherwise;}
$$

$$
e_4 : p(01|00) = p(01|11) = p(01|01) = p(00|10) = 1, \text{ and otherwise.}
$$

(25)

In general, to each extreme point $e_i$ with components labeled by $\vec{a} = (a_1, \ldots, a_l), \vec{x} = (x_1, \ldots, x_L)$, i.e., $|e_i|_{\vec{a},\vec{x}} = p(\vec{a}|\vec{x})$, we can associate a temporal inequality

$$
B_i = \sum_{\vec{a},\vec{x}} c_{\vec{a},\vec{x}} p(\vec{a}|\vec{x}) \leq C_i
$$

(26)

where $c_{\vec{a},\vec{x}} := |e_i|_{\vec{a},\vec{x}}$, $c_{\vec{a},\vec{x}} \in \{0,1\}$ since $e_i$ is a deterministic strategy, and $C_i$ is the bound for a given dimension $d$ of the quantum system, corresponding to the algebraic bound $\sum_{\vec{a},\vec{x}} c_{\vec{a},\vec{x}}$, if the extreme point $e_i$ can be reached in dimension $d$. Note that the same bounds also hold for any other element within the same RE class as $e_i$.

Given two deterministic strategies for length two, we can construct a strategy for length four simply by combining them in the following way:

$$
p(a_1, a_2, a_3, a_4|x_1,x_2,x_3,x_4) = p(a_1, a_2|x_1,x_2)p(a_3, a_4|a_1,a_2;x_1,x_2,x_3,x_4)
$$

(27)

where $p(a_1, a_2|x_1,x_2)$ and each $p(a_3, a_4|a_1,a_2;x_1,x_2,x_3,x_4)$, is a deterministic strategy associated with an extreme point $e_i \in \{e_1, e_2, e_3, e_4\}$, implying that

$$
p(\vec{a}_1|x_1), \vec{a}_2|x_1,x_2) \ p(\vec{a}_3|x_1,x_2,x_3), \vec{a}_4|x_1,x_2,x_3,x_4) \ |a_1,a_2;x_1,x_2,x_3,x_4) = 1,
$$

(28)

for properly chosen functions $\{\vec{a}_i\}$ of the inputs $\{x_i\}$, and 0 otherwise.

We denote the corresponding extreme point of $P_{2,2}$ as $e_k = (e_{k_1}, e_{k_2}, \ldots, e_{k_4})$ with $k = (k_1, k_2, \ldots, k_4)$, where $k_i$ labels the extreme point used for the first-time period, i.e., the two steps $t_1$ and $t_2$, and $k_i$ for $i = 1, \ldots, 4$ denote the possible extreme points for the second time period, i.e., steps $t_3$ and $t_4$, each belonging to one of the different branches of the evolution depending on the inputs $x_1, x_2$, as shown in equation (28). We, then, construct the associated inequality

$$
B_k = \sum_{\vec{a},\vec{x}} c_{\vec{a},\vec{x}} p(\vec{a}|\vec{x}) \leq C_k C_{k_3}
$$

(29)

where $C_k = \max_i C_{k_i}$, is the maximum taken for a given time period over all possible branches. The proof of the bound is straightforward.
Markovian time-evolutions can be still be absorbed in the definition of quantum instruments with a proper apparatus, e.g., a drift in the magnetic field orientation in the spin example. Notice, however, that notion of imperfect implementation, hence, does not deal with random fluctuations in the measurement still allowed, since such an uncertainty is already contained in the definition of quantum instrument. The representation of quantum instruments. This corresponds to take the dual important to remark that in the following, it is more convenient to use the Schrödinger picture for the assumption influences our results. Before proceeding further, it is helpful to remark what we mean by deviation from this measurement is implemented. Here, we discuss how a deviation from this example for this construction consider the extreme point \( C_{k} \) as an upper bound to the expression \( \sum_{x \in \mathcal{A}} p(\tilde{a}_{1}[x_{1}], \tilde{a}_{2}[x_{1}, x_{2}], \ldots) \sum_{x_{1}, x_{2}} p(\tilde{a}_{1}[x_{1}, x_{2}, x_{3}], \tilde{a}_{4}[x_{1}, x_{2}, x_{3}, x_{4}]) \sum_{x_{1}, x_{2}} p(\tilde{a}_{1}[x_{1}, x_{2}], \tilde{a}_{2}[x_{1}, x_{2}]; x_{1}, x_{2}, x_{3}, x_{4}) \) for any value \( x_{1}, x_{2}, \ldots, x_{n} \), and finally the bound \( C_{k} \).

It is obvious that the above result depends only on the way of choosing a deterministic strategy, i.e., an extreme point of the AoT polytope, as a product strategy as in equation (27), the way of constructing the corresponding expression \( B_{k} \), and the knowledge of the bounds \( \{ C_{k} \}_{i} \) for the single expressions \( \{ B_{k} \}_{i} \) for \( k = (k_{1}, \ldots, k_{n}) \). We can then generalize the result as follows.

**Theorem 7.** Given a collection of temporal inequalities involving \( O \) outcomes, \( S \) settings, and length \( L \),

\[
B_{i} = \sum_{x \in \mathcal{A}} c_{i}(x) p(\tilde{a}[x]) \leq C_{i}, \quad \text{for } i = 1, \ldots, N,
\]

associated to an extreme point \( e_{i} \) and valid for quantum systems of dimension \( d \), then, the following inequality for sequences of length \( nL \)

\[
B_{k} := \sum_{x} p(\tilde{a}_{1}[x_{1}], \tilde{a}_{2}[x_{1}, x_{2}], \ldots, \tilde{a}_{nL}[x_{1}, \ldots, x_{nL}]) \leq \prod_{j=1}^{n} C_{j},
\]

with \( k = (k_{1}, \ldots, k_{n}) \), \( c_{ij} \in \{ e_{1}, \ldots, e_{N} \} \) and \( C_{j} = \max_{i} C_{ij} \) also holds for quantum systems of the same dimension.

The proof of this theorem is analogous to the case of four time steps presented above. An explicit example for this construction consider the extreme point \( a_{k} = (e_{i}, \ldots, e_{i}) \) of length \( 2n \) with \( i \in \{ 1, 2, 3, 4 \} \) and \( n \in \mathbb{N}^{+} \) and the corresponding inequality \( B_{k} \). Then, according to theorem 7, it holds that for qubits \( B_{k} \leq (C_{i})^{n} \). Using theorem 6, it can be easily seen that with a three-dimensional system one can reach the algebraic maximum of \( B_{k} = 4^{n} \). It follows that the ratio of separation between a qubit and a qutrit is exponentially decreasing with the length of the sequence, i.e., \( (C_{i}/4)^{n} \).

### 7. Imperfect implementation of time-independent measurements

The results obtained so far assume that the measurements are time-independent, i.e. the same input indicates that also the same measurement is implemented. Here, we discuss how a deviation from this assumption influences our results. Before proceeding further, it is helpful to remark what we mean by imperfect implementation. What does it mean to ‘perform the same measurement twice’? Consider the basic example of an apparatus that measures the spin of a particle either along the X direction or the Z direction with probability 1/2 each. Clearly, in each round of the experiment when a sequence of two measurements is performed there is 50% chance that two different measurements are performed, i.e., \( X, Z \) or \( Z, X \). However, according to our definition of time-independent quantum instruments, this situation is still allowed, since such an uncertainty is already contained in the definition of quantum instrument. The notion of imperfect implementation, hence, does not deal with random fluctuations in the measurement apparatus, but rather with some time-dependent drift in the parameters describing the measurement apparatus, e.g., a drift in the magnetic field orientation in the spin example. Notice, however, that Markovian time-evolutions can be still be absorbed in the definition of quantum instruments with a proper choice of measurement times.

In the following, we quantify the effect of such imperfect implementations of quantum instruments on the observed correlations. Such deviations can be quantified in terms of the diamond norm [46]. It is also important to remark that in the following, it is more convenient to use the Schrödinger picture for the representation of quantum instruments. This corresponds to take the dual \( I^{+} \) of the instruments appearing in equation (1), acting now on states rather than observables. To avoid a heavy notation, however, we drop the superscript \(^{+}\) in the remaining part of this section.
If $\mathcal{I}_{a|xy}$ is the desired CP map for input $x$ and outcome $a$ and $\tilde{\mathcal{I}}_{a|xy}$ is the one that is instead implemented in the experiment then $\|\mathcal{I}_{a|xy} - \tilde{\mathcal{I}}_{a|xy}\|_\diamond \leq \epsilon$ for all $x$ and $a$, where the diamond norm of a CP map $\mathcal{I}$ is defined as $\|\mathcal{I}\|_\diamond := \max_{\rho_{AB}} ||\mathcal{I}_A \otimes \rho_{AB}||_\diamond$.

Note that from the definition of the diamond norm it straightforwardly follows that $\|\mathcal{I}_{a|xy} - \tilde{\mathcal{I}}_{a|xy}\|_\diamond \leq \|\mathcal{I}_{a|xy} - \tilde{\mathcal{I}}_{a|xy}\|_\diamond$ for all density matrices $\rho$. As we will see, this allows us to derive bounds on the influence of such a deviation on quantities that are linear in $p(ab \ldots |xy \ldots)$. In order to illustrate the basic idea we consider here first two time steps and then three time steps, however, it is straightforward to generalize the bound to an arbitrary number of time steps. In particular, we obtain that

$$p(ab|xy) = \text{tr}\{\tilde{\mathcal{I}}_{b|y}\{\tilde{\mathcal{I}}_{a|x}(\rho_{mn})\}\}$$

$$= \text{tr}\{(\tilde{\mathcal{I}}_{b|y} - \mathcal{I}_{b|y})\{\mathcal{I}_{a|x}(\rho_{mn})\}\} + \text{tr}\{\mathcal{I}_{b|y}\{\mathcal{I}_{a|x}(\rho_{mn})\}\} \leq \text{tr}\{\mathcal{I}_{b|y}\{\mathcal{I}_{a|x}(\rho_{mn})\}\} + \epsilon \text{ tr}\{\mathcal{I}_{a|x}(\rho_{mn})\} \tag{33}$$

and

$$p(abc|xyz) = \text{tr}\{\tilde{\mathcal{I}}_{c|z}\{\tilde{\mathcal{I}}_{b|y}\{\tilde{\mathcal{I}}_{a|x}(\rho_{mn})\}\}\}$$

$$= \text{tr}\{(\tilde{\mathcal{I}}_{c|z} - \mathcal{I}_{c|z})\{\tilde{\mathcal{I}}_{b|y}\{\tilde{\mathcal{I}}_{a|x}(\rho_{mn})\}\}\} + \text{tr}\{\mathcal{I}_{c|z}\{\mathcal{I}_{b|y}\{\mathcal{I}_{a|x}(\rho_{mn})\}\}\} \leq \text{tr}\{\mathcal{I}_{c|z}\{\mathcal{I}_{b|y}\{\mathcal{I}_{a|x}(\rho_{mn})\}\}\} + \epsilon \text{ tr}\{\mathcal{I}_{a|x}(\rho_{mn})\} \text{ tr}\{\mathcal{I}_{b|y}\{\mathcal{I}_{a|x}(\rho_{mn})\}\} + 2\epsilon \text{ tr}\{\mathcal{I}_{a|x}(\rho_{mn})\}. \tag{34}$$

Note that we used here multiple times that $\text{tr}\{\tilde{\mathcal{I}}_{a|x}(\rho) - \mathcal{I}_{a|x}(\rho)\} \leq \|\mathcal{I}_{a|x} - \tilde{\mathcal{I}}_{a|x}\|_\diamond \leq \epsilon$ with $\text{tr}(\rho) = 1$, that $\text{tr}\{\tilde{\mathcal{I}}_{b|y}\{\tilde{\mathcal{I}}_{a|x}(\rho_{mn})\}\} = \text{tr}\{\mathcal{I}_{a|x}(\rho_{mn})\} \text{ tr}\{\tilde{\mathcal{I}}_{b|y}\{\tilde{\mathcal{I}}_{a|x}(\rho_{mn})\}\}$, where $\tilde{\mathcal{I}}_{a|x}$ denotes the normalized post-measurement state for measurement $x$ and outcome $a$, and that $\text{tr}\{\mathcal{I}_{c|z}\{\tilde{\mathcal{I}}_{b|y}\{\tilde{\mathcal{I}}_{a|x}(\rho_{mn})\}\}\} \leq \|\mathcal{I}_{c|z} - \tilde{\mathcal{I}}_{c|z}\|_\diamond \text{ tr}\{\mathcal{I}_{a|x}(\rho_{mn})\} \leq \|\tilde{\mathcal{I}}_{b|y} - \mathcal{I}_{b|y}\|_\diamond \text{ tr}\{\mathcal{I}_{a|x}(\rho_{mn})\} \leq \epsilon \text{ tr}\{\mathcal{I}_{a|x}(\rho_{mn})\}$, which follows from the contractivity of the trace distance under completely positive trace-nonincreasing operations. From this argument it can be easily seen that the deviation of the probability $p(ab \ldots |xy \ldots)$ for $t$ time steps due to imperfect time-independent measurements can be bounded by $(t - 1)\epsilon \text{ tr}\{\mathcal{I}_{a|x}(\rho_{mn})\}$. Hence, temporal inequalities are still able to provide a reliable lower bound on the dimension.

As a final remark, it is interesting to notice the following. The above argument assumes certain quantum properties of the operations involved, hence, at least some partial characterization of the experimental devices. However, we simply noticed that instruments that are ‘close’ in the quantum mechanical sense (and arguably the diamond norm is the natural distance among them) give rise to probability distributions that are again ‘close’, with an error that scales linearly in the measurement length. Assumptions on such a distance, even if based on quantum mechanics, do not necessarily require a full characterization of the experimental devices. It would be interesting to estimate the diamond norm in a device independent way, then our result helps in the design of improved experimental tests of temporal quantum correlations that rely on minimal assumptions and do not require a complete characterization of the measurement devices.

8. Conclusion and outlook

In this work, we studied the resources required to realize AoT correlations within quantum mechanics. We first identified which extreme points of the AoT polytope can be obtained by using the same protocol followed by some classical post-processing of the input and output for the case of a small number of two-outcome measurements. Then we provided for an arbitrary given extreme point the dimension that is necessary and sufficient to realize it. In particular, we showed that this is given by the number of inequivalent futures in the history associated with a point and we gave an explicit protocol that allows one to obtain it. We observed that this protocol does not involve any coherences and hence can be also implemented with a classical system. Moreover, we derived a lower bound on the minimal dimension that is necessary to reach an arbitrary extreme point for a given number of settings $S$, outcomes $O$ and time steps $L$ and we showed that in the asymptotic limit of long sequences this scales as $e^{\alpha L}/L$ (with $\alpha$ being some constant that depends on $O$ and $S$).

In a previous work [19], extreme points of the AoT polytope have been used to construct dimension witnesses for sequences of short length. Here, we provided a general method to use these witnesses as building blocks for the construction of dimension witnesses for sequences of arbitrary length. Despite the fact that the bound on the so obtained temporal inequality is not necessarily tight, one finds inequalities
which show an exponential scaling with respect to the length of the sequence. Finally, we made quantitative statements on how the bounds on linear temporal inequalities are affected if the assumption that at any time step one is able to implement the same measurement is violated. We showed that small deviations from these assumptions still allow us to deduce lower bounds on the dimension.

There are several possible directions for future research. First, one can consider a general point in the correlation polytope and consider the resources needed for a simulation. This problem is challenging for two reasons: first, the quantum realizations for arbitrary points are difficult to find, and may require a larger dimension than the extremal points [41]. Second, for a general point in the polytope a deterministic protocol is not suitable, so more general concepts, such as hidden Markov models [47] or, more specifically, $\varepsilon$-transducers [48, 49] may be useful.

A second interesting problem comes from the observation that our simulation protocols were purely classical, in the sense that they can be implemented using quantum states diagonal in the computational basis. It would be interesting to develop a general theory of temporal correlations, for which the quantum mechanical simulation requires less resources than the classical one, due to effects like coherence [50]. This may open a further way to test quantum devices using temporal correlations.
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Appendix A. Proof of lemma 3

In the following we prove lemma 3, i.e. we show that the number of RE classes of extreme points of the polytope $P_{2,3}^{L}$ is given by

$$2^{\frac{L-1}{2}} + 2 \left[ 2^{\frac{L-3}{2}} + 2^{\frac{L-1}{2}} + 1 \right].$$  \hspace{1cm} (A1)

Proof. As mentioned in the main text, we consider the ORE classes and impose the conditions for the relabeling of the inputs. Hence, the relevant symmetry group has the following elements

\begin{align*}
e \\
S_{12} \\
S_{23} \\
S_{13} &= S_{23}S_{12}S_{23} = S_{12}S_{23}S_{12} \\
\sigma_{123} &= S_{12}S_{23} = S_{23}S_{13} \\
\sigma_{132} &= S_{13}S_{23} = S_{23}S_{12}.
\end{align*} \hspace{1cm} (A2)

The total number of equivalence classes can be written as

$$N^{(L)} = N^{(L)}_{I} + N^{(L)}_{S} + N^{(L)}_{\sigma} + N^{(L)}_{N},$$ \hspace{1cm} (A3)

where $N^{(L)}_{I}$, $N^{(L)}_{S}$ are the number of orbits of vectors that are invariant or non-invariant under the whole symmetry group respectively, and $N^{(L)}_{\sigma}$ ($N^{(L)}_{N}$) count the orbits of vectors invariant under only one of the $S_{ij}$ (vectors invariant only under $\sigma_{123}$ or $\sigma_{132}$) respectively. Notice that $S^{0}_{ij} = e$ and that $\sigma_{123}\sigma_{132} = \sigma_{132}\sigma_{123} = e$.

Let us start with the set of invariant vectors. For $S = 3$ the possible independent sequences of settings, i.e., sequences that are not generated one from the other by exchanging some settings, are given by:

\begin{align*}
l = 1 &: X; \quad l = 2 &: XX, XY^*; \quad l = 3 &: XXY; \quad \text{XXX, XYY, XYZ}
\end{align*} \hspace{1cm} (A4)

It is clear that, since $S = 3$, at each step the sequence of all identical measurements generate only two new sequences, i.e., XXX ... X and XXX ... XY, whereas all the other generate three new ones. We can then count

\begin{align*}
l = 1 &: X; \quad l = 2 &: XX, XY^*; \quad l = 3 &: XXY; \quad \text{XXX, XYY, XYZ}
\end{align*} \hspace{1cm} (A4)
the number of such sequences as \( Q_1 = 1 \) and \( Q_m = 3(Q_{m-1} - 1) + 2 = 3Q_{m-1} - 1 \), giving

\[
Q_m = \frac{1}{2}(1 + 3^{m-1}).
\]  

(A5)

At each step \( m \), then, we need to choose \( 2^{Q_m} \) possible values, i.e., two values for each extra measurement setting added, and we do not count the step \( m = 1 \), since this is fixed by the outcome relabeling symmetry. We then have

\[
N'^{(L)}_S = \prod_{i=2}^{L} 2Q_i = 2^{\sum_{i=2}^{L} i^{(1+\gamma^{-1})}} = 2^{\frac{L(L-1)+L}{\gamma}}.
\]  

(A6)

For calculating \( N^{(L)}_S \), we can first observe that if a vector \( v \) is invariant under the action of \( S_{12} \), i.e., \( S_{12}v = v \), then the corresponding orbit is given by \( O_i = \{v_{12}, v_{23}, v_{13}\} \), where \( v_{ij} \) is a vector invariant under the action of \( S_{ij} \). It is sufficient to look at the case of \( S_{12} \). If \( S_{12}v = v \), we define \( v_{12} := v \). Then, by action of the group we obtain \( v_{23} := S_{13}v \) and \( v_{13} := S_{23}v \). It can be straightforwardly verified that \( v_{23} \) is invariant under the action of \( S_3 \). In fact, \( S_{23}S_{23} = S_{23}S_{13}v = S_{23}S_{23}S_{13}S_{23}v = S_{13}S_{23}v = S_{12}S_{23}S_{12}v = S_{13}v = v_{23} \). A similar argument shows that \( v_{13} \) is invariant under \( S_3 \). Hence, each orbit of a vector invariant under exactly on \( S_2 \) generate the other two invariant vectors. We now need to count the number of representatives of such orbits.

\[
N^{(L)}_S = N'^{(L)}_S - N^{(L)}_I
\]  

(A7)

where \( N^{(L)}_S \) is the number of representative vectors invariant under exactly one \( S_{ij} \), but not fully invariant, \( N'^{(L)}_S \) is the number of vectors invariant under at least one of the \( S_{ij} \), but possibly fully invariant. If the vectors are invariant under two \( S_{ij} \), they are completely invariant, hence they are counted in \( N^{(L)}_I \). Note that the number of vectors invariant under exactly one \( S_{ij} \) is given by \( 3N'^{(L)}_S \), since each equivalence class contains three vectors.

For each sequence, say \( M_1 M_2 M_3 M_2 M_3 M_2 \), if we fix the outcomes of the sequences and then swap \( M_1 \leftrightarrow M_2 \), we obtain another sequence. This applies to all of them, except the sequence \( M_2 M_3 M_2 M_3 \) which remains invariant. This implies that, assuming to be invariant up to step \( m - 1 \), at step \( m \) we have \( (2^3)^\frac{m-1}{2} \) ways of extending these sequences from time step \( m - 1 \) to time step \( m \). For the case \( M_2 M_3 M_2 M_3 \) there are \( 2^2 \) possible assignments, giving in total \( (2^3)^\frac{m-1}{2} + 2^2 \). Again, we do not count the step \( m = 1 \) since it is fixed by outcome relabeling symmetry. We can then compute

\[
\tilde{N}^{(L)}_S = \prod_{i=2}^{L} \left(2^3\right)^{\frac{m-1}{2} + \frac{1}{2}} = 2^{\frac{L(L-1)}{2} + \frac{L}{2} - 1}
\]  

(A8)
implies that each orbit contains two invariant vectors. Then, with the same notation as in equation (A7) and the factor 1/2 coming from the fact that each orbit contains two invariant vectors. Then, \( \tilde{N}_\sigma^{(L)} \) can then be computed as follows. Given that a sequence of measurement outcomes is symmetric under cyclic permutation up to the step \( m - 1 \), there are \( 2^{3^{m-1}} \) way of completing it while still keeping it symmetric (see also figure 7).

Hence, we have that

\[
\tilde{N}_\sigma^{(L)} = \prod_{i=2}^{L} 2^{3^{m-1}} = 2^{\frac{m-3}{2}}. 
\]

Finally, we need to compute the number of orbits for vectors that are not invariant under any permutation. These can be obtained by removing all invariant ones from the total and divide by six, i.e., the number of vectors for each orbit, namely

\[
N_S^{(L)} = \frac{1}{6} \left[ N_{\text{ORE}}^{(L)} - \left( N_1^{(L)} + 3N_S^{(L)} + 2N_1^{(L)} \right) \right] = \frac{1}{6} \left[ N_{\text{ORE}}^{(L)} - 3N_S^{(L)} - \tilde{N}_\sigma^{(L)} + 3N_1^{(L)} \right] \tag{A11}
\]

Finally, we have

\[
N_S^{(L)} = \left[ N_1^{(L)} + \left( \tilde{N}_\sigma^{(L)} - N_1^{(L)} \right) + \frac{1}{2} \left( \tilde{N}_\sigma^{(L)} - N_1^{(L)} \right) + \frac{1}{6} \left( N_{\text{ORE}}^{(L)} - 3N_S^{(L)} - \tilde{N}_\sigma^{(L)} + 3N_1^{(L)} \right) \right]
\]

\[
= \left[ \frac{N_1^{(L)}}{6} + \frac{1}{2} N_S^{(L)} + \frac{2}{6} \tilde{N}_\sigma^{(L)} \right] = \frac{\frac{1}{2} + \frac{1}{2} \frac{3(3)^{m-3}}{2^{3^{m-1}} - 1}} {2^{3^{m-1}} + 2^{\frac{m-3}{2}} + 1}, \tag{A12}
\]

wich proves the lemma.
Appendix B. Proof of observation 4

For completeness we prove here observation 4 which is a well known result in quantum state discrimination (cf, e.g., reference [44] chapter 9) and which is used in the main text to identify the minimal dimension of a quantum system that is required to reach a given extreme point of $P_L^{O_A}$. We first show the following lemma which straightforwardly extends to observation 4.

**Lemma 8.** Let $E$ be an effect of a POVM, i.e. $E \geq 0$ and $E \leq 1$, and $\rho = \sum_{|i\rangle \in I} |i\rangle \langle i| + \sum_{|k\rangle \in K} c_k |k\rangle \langle k|$ be the spectral decomposition of a density matrix $\rho$. Then $\text{tr} \{ \rho E \} = 1$ if $E = \sum_{|i\rangle \in I} |i\rangle \langle i| + \sum_{|k\rangle \in K} c_k |k\rangle \langle k|$ with $I \cap K = \{ \}$ and $\{|i\rangle\}_{i \in I} \cup \{|k\rangle\}_{k \in K}$ being an ONB. The matrix $E_K = \sum_{|k\rangle \in K} c_k |k\rangle \langle k|$ is positive semidefinite and $E_K \leq 1$.

**Proof.** If: inserting $E = \sum_{|i\rangle \in I} |i\rangle \langle i| + \sum_{|k\rangle \in K} c_k |k\rangle \langle k|$ in $\text{tr} \{ \rho E \}$ and using that $\{|i\rangle\}_{i \in I} \cup \{|k\rangle\}_{k \in K}$ is an ONB as well as that $\sum_{|i\rangle \in I} p_i = 1$ readily proves the statement.

Only if: writing $E$ in the basis $\{|i\rangle\}_{i \in I} \cup \{|k\rangle\}_{k \in K}$, i.e. $E = \sum_{|i\rangle \in I} c_i |i\rangle \langle i|$, and inserting in $\text{tr} \{ \rho E \}$ it can be shown immediately from $E \leq 1$ that $\text{tr} \{ \rho E \} = 1$ and $\sum_{|i\rangle \in I} c_i p_i = 1$. As $0 \leq E \leq 1$ it holds that $0 \leq c_i \leq 1$. Moreover, using that $\sum_{|i\rangle \in I} p_i = 1$ and $p_i > 0$ it therefore follows that $c_i = 1$ for all $i \in I$. It can be easily seen that this condition and $E \leq 1$ can only be simultaneously fulfilled if $c_i = 0$ for $i \in I$ and $k \neq i$. More precisely, due to $E \leq 1$ it has to hold that $E = \sum_{|i\rangle \in I} c_i |i\rangle \langle i|$. Hence, $E$ is of the form $E = \sum_{|i\rangle \in I} |i\rangle \langle i| + \sum_{|k\rangle \in K} c_k |k\rangle \langle k|$. It follows immediately from $E \geq 0$ and $E \leq 1$ that $E = \sum_{|k\rangle \in K} c_k |k\rangle \langle k|$.

It follows that states giving, with probability one, different outcomes for the same sequence of measurements have ranges corresponding to orthogonal subspaces.

**Observation 4.** Let $E$ be an effect of a POVM and $\rho_i = \sum_{|i\rangle \in I} |i\rangle \langle i| + \sum_{|k\rangle \in K} c_k |k\rangle \langle k|$ with $p_i > 0$ and $\rho = \sum_{|k\rangle \in K} c_k |k\rangle \langle k|$ with $q_k > 0$ be the spectral decomposition of a density matrix $\rho$ and $\rho_2$ respectively. Then $\text{tr} \{ \rho_1 E \} = 1$ and $\text{tr} \{ \rho_2 E \} = 0$ only if $\langle i\rangle | \rho_1 \rangle = 0$ for all $i \in I$ and $l \in L$.

**Proof.** Using lemma 8 if follows from $\text{tr} \{ \rho_1 E \} = 1$ that $E = \sum_{|i\rangle \in I} |i\rangle \langle i| + \sum_{|k\rangle \in K} c_k |k\rangle \langle k|$ with $I \cap K = \{ \}$ and $\{|i\rangle\}_{i \in I} \cup \{|k\rangle\}_{k \in K}$ being an ONB. Denoting $\sum_{|k\rangle \in K} c_k |k\rangle \langle k|$ by $E_K$ we have that $\text{tr} \{ \rho_2 E \} = \sum_{|i\rangle \in I} \langle i\rangle | \rho_2 | i\rangle + \text{tr} \{ E_K \rho_2 \} = 0$. As $\rho_2 \geq 0$ and $E_K \geq 0$ we have that $\langle i\rangle | \rho_1 | i\rangle = 0 \quad \forall \ i \in I$ and it can be easily seen that this implies $\langle i\rangle | \rho_2 \rangle = 0$ for all $i \in I$ and $l \in L$.

Appendix C. A potentially improved lower bound on the dimension needed to realize any extreme point

In the main text we discussed a way to construct an extreme point that yields a lower bound on the necessary dimension to realize any extreme point. For any $O$ and $S$ this construction allowed to provide a closed formula for the scaling of the bound with respect to the length of the sequence. Here we discuss a different construction which gives a potentially better lower bound. In order to do so we consider the following extreme point. All tuples that are assigned to a time step $j < k$ correspond to $(0, 0, \ldots, 0)$, i.e. for the first $k - 1$ time steps one obtains outcome ‘0’ for all settings. In time step $t_k$ emerging subtrees $T_{k-1}$ have the property that in the root node all settings yield outcome ‘0’, however in the second time step at least one of the tuples is not of the form $(0, 0, \ldots, 0)$. Moreover, all of these subtrees are chosen to be different, see figure 8.

Note that therefore all possible futures assigned to a time step $i \leq k$ are not equivalent to each other. As discussed in the proof of theorem 6 the number of inequivalent futures corresponds to the necessary dimension. Hence, one obtains straightforwardly a lower bound on the dimension given by $\sum_{i=1}^{k+1} \binom{Q}{i}$. In order to obtain the best possible bound of this form it remains to identify the largest $k$ for which such a construction is possible. Recall that $s^{k-1}$ is the number of futures that can be assigned to time step $t_k$, $L - k$ is the length of these futures and $\binom{O'}{s^{k-1}}$ is the number of different futures of length $L - k$ for which the starting node is given by $(0, 0, \ldots, 0)$. The latter can be shown analogously to the proof of lemma 1 which can be straightforwardly extended to an arbitrary number of outcomes. Note, however, that for an arbitrary $O$ the condition that the first tuple corresponds to $(0, 0, \ldots, 0)$ does not uniquely identify one element of an ORE class. The number of futures of length $L - k$ for which all tuples in the second time step are equal to $(0, 0, \ldots, 0)$ is given by

$$
\binom{O'}{s^{k-1}} = \frac{(O')^{\frac{s^{k-1}}{s-1}}}{(O')^{s-1}}.
$$

(C1)
Figure 8. This figure illustrates the idea of the construction of the extreme point that allows to obtain a lower bound on the scaling. Here the subtrees \( e_i \) have the following properties: (a) in the first time step all measurements yield outcome ‘0’. (b) They are all chosen to be different. (c) At least one tuple assigned to the second time step does not correspond to \((0,0,\ldots,0)\).

This is due to the fact that the number of different possibilities to assign tuples in the second time step is \((O^3)^S\). With this it follows that one has to identify the largest natural number \(k\) such that

\[
S^{j-1} \leq (O^3)^{\frac{d-1+j-1}{j-1}} - (O^3)^{\frac{d-1+j-1}{j-1}} S^{j-1} \quad \text{(C2)}
\]

with \(j \in \mathbb{R}\). Given \(S\) and \(L\) one can obtain \(j\) for example graphically by determining the zero of \(\sum_{j=1}^k S^{j-1} \leq (O^3)^{\frac{d-1+j-1}{j-1}} - (O^3)^{\frac{d-1+j-1}{j-1}} S^{j-1}\) which is monotonically decreasing as a function of \(j\) and compute straightforwardly \(k\). The lower bound on the dimension is then given by \(\sum_{j=1}^k S^{j-1} \leq \frac{kS^{j-1}}{S^j}\). Compared to the construction presented in the main text it may be that the \(k\) obtained in the way presented here is smaller, however here all subtrees up to time step \(t_k\) are accounted for and not only the ones assigned to this time step. Hence, for certain scenarios the lower bound can be improved.
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