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ABSTRACT

We present three-dimensional astrochemical simulations and synthetic observations of magnetised, turbulent, self-gravitating molecular clouds. We explore various galactic interstellar medium environments, including cosmic-ray ionization rates in the range of $\zeta_{\text{CR}} = 10^{-17} - 10^{-14}$ s⁻¹, far-UV intensities in the range of $G_0 = 1 - 10^3$ and metallicities in the range of $Z = 0.1 - 2Z_\odot$. The simulations also probe a range of densities and levels of turbulence, including cases where the gas has undergone recent compression due to cloud-cloud collisions. We examine: i) the column densities of carbon species across the cycle of [C i] 158 μm, [C i] 158 μm, [C i] 609 μm and 370 μm, [O i] 63 μm and 146 μm, and of the first ten $^{12}$CO rotational transitions; ii) the corresponding Spectral Line Energy Distributions; iii) the usage of [C i] and [O i] 63 μm to describe the dynamical state of the clouds; v) the behavior of the most commonly used ratios between transitions of CO and [C i]; and vi) the conversion factors for using CO and C i as H₂ gas tracers. We find that enhanced cosmic-ray energy densities enhance all aforementioned line intensities. At low metallicities, the emission of [C i] is well connected with the H₂ column, making it a promising new H₂ tracer in metal-poor environments. The conversion factors of XCO and XCI depend on metallicity and the cosmic-ray ionization rate, but not on FUV intensity. In the era of ALMA, SOFIA and the forthcoming CCAT-prime telescope, our results can be used to understand better the behaviour of systems in a wide range of galactic and extragalactic environments.
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1 INTRODUCTION

To determine the physical properties and evolution of the interstellar medium (ISM), we need to model its chemical conditions, since these help set its heating/cooling rates and ionisation state, which mediates coupling to magnetic fields. Calculating the intensity of various emission lines is important not only for estimating cooling rates, but also for predicting the diagnostic information they carry, so we can assess how well ISM conditions can be inferred from a given set of observables. The emission lines of $[^{12}\text{C} i] 158 \mu\text{m}$ (hereafter ‘[C i]’), [O i] 63 μm, [C i] $^3 P_1 \rightarrow ^3 P_0$ at 609 μm (hereafter ‘[C i] (1-0)’) and $^{12}$CO rotational transitions from $J = 1 \rightarrow 0$ to $J = 20 \rightarrow 19$ or above (hereafter ‘CO (1-0)’ etc) are frequently used as diagnostics to reveal the parameters of the ISM in different objects (e.g., Kramer et al. 2004; Röllig et al. 2006; Langer et al. 2010; Pineda et al. 2013; Beuther et al. 2014; Mashian et al. 2015; Okada et al. 2019a). The aforementioned lines are emitted from so-called Photodissociation Regions (‘PDRs’; Sternberg & Dalgarno 1995; Hollenbach & Tielens 1999), which characterise the interface between ionized and molecular gas phases. Given the close association of young, hot O and B stars with the production of extreme-UV and far-UV (FUV) radiation fields, studies of PDRs also help us to understand the life cycle of star formation and the ISM in galaxies. Currently, [C i] and [O i] 63 μm can be observed in the local Universe with the Stratospheric Observatory for Infrared Astronomy (SOFIA). Recently, the SOFIA-upGREAT instrument has also observed the optically thin isotopic line of $[^{13}\text{C} i]$ in various objects (Okada et al. 2019b; Guevara et al. 2020) which can be used to infer to the optical depth of [C i]. The Atacama Large Millimeter/submillimeter Array (ALMA) at Llano de Chajnantor plateau in Chile is favored for observing such high frequency lines at higher redshifts, whereas both [C i] fine-structure lines and CO rotational transitions can be observed at lower redshifts as well. Along with the forthcoming 6-meter CCAT-prime telescope, these instruments offer already an increasingly vast amount of observational data from local clouds to distant galaxies, thereby allowing...
the community to reveal ISM conditions under which star-formation takes place across all epochs.

For the past 30 years or so, the main focus of PDR studies has been the understanding of the carbon cycle phase (Cn/Cr/CO) in relation to the atomic-to-molecular (H₂-to-H₂) transition (e.g., van Dishoeck & Black 1988; Papadopoulos et al. 2004; Röllig et al. 2007; Glover et al. 2010; Glover & Mac Low 2011; Offner et al. 2013; Papadopoulos et al. 2018). In the standard PDR picture, it is far-UV, optical and IR photons that regulate the thermal state, chemistry, abundances and emissivities of the various atoms and molecules at low column densities. For higher column densities, it is cosmic-rays that penetrate much deeper and control the thermal balance of the ISM (see Strong et al. 2007; Grenier et al. 2015, for a review) leading to different initial conditions for star formation (Papadopoulos 2010b). Recent studies (Meijerink et al. 2011; Bialy & Sterrenburg 2015; Bisbas et al. 2015a, 2017a; Gaches et al. 2019a) found that the carbon cycle transition is much more sensitive to the cosmic-ray ionization rate, $\zeta_{\text{CR}}$, than the relative location to the local H₂-to-H₂ transition. In particular, cosmic-rays are able to destroy CO molecules indirectly (via He⁺) while the clouds may maintain their H₂ molecular phase (Bisbas et al. 2015a). For intermediate $\zeta_{\text{CR}}$, this ‘CO-poor’ molecular gas (van Dishoeck 1992) is Cr-rich, while for high $\zeta_{\text{CR}}$ values it is Cn-rich.

However, it is not only cosmic-rays that are able to affect so drastically the carbon cycle and change the chemistry of the gas at high column densities. Mechanical heating (Meijerink et al. 2011) and X-ray heating (Maloney et al. 1996; Meijerink et al. 2006; Mackey et al. 2019) may play central roles in more special scenarios such as environments with high star-formation activity, supernova remnants, and relativistic jets. Lower gas-phase metallicity observed in various evolutionary stages of galaxies across the epochs (see Maiolino & Mannucci 2019, for a review), dwarf galaxies (e.g., Tafelmeyer et al. 2010; Requena-Torres et al. 2016; Pineda et al. 2017), high redshift galaxies (e.g., Cooke et al. 2015; Wang et al. 2017; Strom et al. 2018) and the outer parts of large galaxies affect the shielding of H₂ and CO columns, which in turn impacts the carbon phases in H₂-rich gas (Schruba et al. 2018). Turbulence also affects the chemistry of the evolving ISM clouds by mixing the different phases of the gas (e.g., Xie et al. 1995; Hollenbach & Tielens 1999; Bialy et al. 2017). In this work we shall only consider the effects caused due to cosmic-rays, FUV radiation, and metallicity.

Many groups focus on algorithms constructing synthetic observations of density and velocity distributions under different ISM conditions (see Haworth et al. 2018, for a review). The general goal is to understand how these conditions affect the trends of emissivities of the different coolants. This has been achieved already to a great degree by various one-dimensional approaches (e.g., Kaufman et al. 1999; Le Petit et al. 2006; Bell et al. 2006; Röllig et al. 2007; Meijerink et al. 2011; Bisbas et al. 2014). However, early works by Stutzki et al. (1988), Burton et al. (1990) and later by Andree-Labsch et al. (2017) found that the emissivities may strongly depend on the spatial distribution and the structure of PDRs, thus a three-dimensional approach needs to be taken into account. This has been considered in hydrodynamical models coupled with chemical networks by Nelson & Langer (1997); Glover et al. (2010); Grassi et al. (2014); Walsh et al. (2015); Seifried & Walsh (2016); Girichidis et al. (2016); Seifried et al. (2017); Francke et al. (2018); Inoue et al. (2020) and in static, but chemically more detailed, PDRs by Bisbas et al. (2012, 2015b, 2017a,b); Lim et al. (2020). An interesting new approach has been presented by Bisbas et al. (2019) who used entire column-density probability density functions as inputs to examine, at a minimal computational cost, the PDR properties of large ISM regions under different conditions.

Understanding the carbon cycle in relation to the atomic-to-molecular transition is essential to better estimate the molecular gas content in the ISM. The so-called ‘$X_{\text{CO}}$-factor’ is a scaling factor connecting the observed emission of CO (1-0) with the column density of H₂, as the latter molecule does not emit radiation readily captured by radiotelescopes (see Bolatto et al. 2013, for a review). Its recommended value is $X_{\text{CO}} = 2 \times 10^{20}$ cm⁻² K⁻¹ km s⁻¹ with a ±50% variation (Bolatto et al. 2013). The $X_{\text{CO}}$-factor is widely used in Milky Way and extragalactic observations (e.g., Tacconi et al. 2008; Genzel et al. 2012; Papadopoulos et al. 2012; Chen et al. 2015; Luo et al. 2020). In the era of ALMA and SOFIA, alternative tracers using Cn and Cr have attracted the interest of the community, but, as the methods currently stand, they face strong biases due to lack of necessary sophisticated synthetic observations based on state-of-the-art numerical simulations. The two transitions of [Cn] at 609$\mu$m and 370$\mu$m have been proposed to probe the cold H₂ gas mass as well as, or perhaps even better than, the CO lines do (Papadopoulos et al. 2004; Offner et al. 2014; Glover et al. 2015; Glover & Clark 2016; Gaches et al. 2019b). In this regard, observations have shown that Cr is as reliable as CO in local clouds (Lo et al. 2014) as well as in extragalactic systems (Zhang et al. 2014; Bothwell et al. 2017). When it comes to the study of early evolutionary stages of the H₂-to-H₂ transition, as well as the high-redshift Universe, Cn is likely to be one of the best tracers of H₂ gas (Madden et al. 2020). Such studies are, however, currently underdeveloped. As we will see in this work, the [Cn] 158$\mu$m line may indeed trace the H₂ column density as well as CO and Cn in environments inundated by strong cosmic-ray energy densities.

The aim of this paper is to study how the varying FUV radiation, metallicity and cosmic-ray ionization rate impacts the emission of the different carbon phases (Cn, Cr and CO), as well as of atomic oxygen (O) in three-dimensional density and velocity distributions representing molecular clouds. The density and velocity distributions considered here are sub-regions from the magnetohydrodynamical (MHD) simulations of Wu et al. (2017). The simulations include self-gravity of the gas and studied the evolution of turbulent molecular clouds, including cases of cloud-cloud collisions. Approximate PDR-based heating and cooling functions were used to calculate heating and cooling rates in the evolution of these structures. We post-process representative outputs from the simulations with different environmental parameters, mimicking the conditions in different parts of our Galaxy, including the Galactic Centre. This work extends two different series of papers; the works of Bisbas et al. (2015a) and Bisbas et al. (2017a) in understanding how the lines of [Cn] 158$\mu$m, [Cr] (1-0) and CO $J = 1 – 0$ can be used as tracers of H₂-rich gas in environments with high $\zeta_{\text{CR}}$, and the works of Wu et al. (2015, 2017) and Bisbas et al. (2017b, 2018) in examining how the shape of the ‘bridge-effect’, which acts as a signature of a cloud-cloud collision process (Haworth et al. 2015a,b; Bisbas et al. 2017b), holds under extreme ISM environmental conditions.

This paper is organized as follows. Section 2 discusses the density and velocity distributions used and the environmental ISM conditions considered. Section 3 presents the results of our simulations for the distribution of abundances and gas temperatures. Section 4 presents the resultant velocity integrated emission maps. Section 5 discusses how the CO spectral line energy distributions change in each environmental scenario. Section 6 shows how dynamical diagnostics using the fine-structure lines of [Cn] and [O] $63\mu$m depend on the ISM parameter explored. Section 7 presents results for the most commonly used line ratios and how they compare with ob-
observations. Section 8 analyzes the impact of the ISM conditions considered here on the $X_{\text{CO}}$- and $X_{\text{CI}}$-factors. We conclude in Section 9.

2 NUMERICAL APPROACH

2.1 Density and velocity distributions

In this work, two different three-dimensional density and velocity distributions are considered. These are taken from the Wu et al. (2017) MHD simulations which were performed using the adaptive-mesh refinement code ramses (Bryan et al. 2014). The first one is the case when two giant molecular clouds undergo collision (hereafter ‘dense cloud’); the second one is the case when they do not collide (hereafter ‘diffuse cloud’) but simply overlap each other along the line of sight. In the ‘dense cloud’, the clouds have relative velocities of $10 \text{ km s}^{-1}$. The Wu et al. (2017) simulations contained self-gravity, supersonic turbulence and magnetic fields (treated in the limit of ideal MHD). In terms of chemistry, a PDR-based scheme was included to calculate the heating and cooling processes corresponding to ISM conditions under an external isotropic FUV radiation field of $G_0 = 4$ (normalized according to Habing 1968) and a cosmic-ray ionization rate of $\zeta_{\text{CR}} = 10^{-16} \text{ s}^{-1}$.

In an earlier work, Bisbas et al. (2017b) post-processed two such snapshots using 3D-PR (see §2.2). To avoid the high computational expense demanded by the astrochemical calculations, Bisbas et al. (2017b) interpolated a large grid of pre-calculated one-dimensional PDR simulations using a relation connecting the gas density of each cell, $n_H$, with a most probable value of visual extinction, $A_V$, following Wu et al. (2015). This, in turn, allowed assignment in each cell of the abundances of species, the gas and dust temperatures, and the level populations of various coolants. This technique provides a fast and reasonable estimation of PDR properties (see also Bisbas et al. 2019, for an extension to column-density distributions). However, it neglects any three-dimensional escape probability effects and considers the same $A_V$ value for a given $n_H$, which introduces errors, particularly for densities $< 10^4 \text{ cm}^{-3}$ (see Glover et al. 2010; Van Loo et al. 2013; Safranek-Shrader et al. 2017; Seifried et al. 2017 for distributions of $A_V$ vs $n_H$).

To increase the accuracy of astrochemical calculations while keeping the computational cost low, we select two sub-regions (one from the ‘dense’ and one from the ‘diffuse’ cloud) from snapshots that have been evolved for $t = 4 \text{ Myr}$. The sub-region corresponding to the ‘dense cloud’ is centered in the area holding the highest column densities along the $z$-axis. The choice of this sub-region is made to represent a high-density, collisionally-compressed, turbulent star-forming region. On the other hand, the sub-region corresponding to the ‘diffuse cloud’ is to represent a part of a lower density, turbulent molecular cloud. Both these sub-regions have been presented in an earlier work (Bisbas et al. 2018) and we now continue with the modeling of these same structures to be able to make comparisons to this prior work. The adaptive grid of each sub-region has been converted to a uniform grid and each cell has a spatial resolution of 0.125 pc. Each sub-region has a total number of 112$^3$ cells and therefore $14^3 \text{ pc}^3$ in volume. The ‘dense’ sub-region has a total mass of $M_{\text{tot}} = 4.3 \times 10^4 \text{ M}_\odot$, mean total H-nucleus number density of $\langle n_H \rangle \sim 640 \text{ cm}^{-3}$ and mean total column density of $\langle N_{\text{tot}} \rangle \sim 2.91 \times 10^{22} \text{ cm}^{-2}$; the ‘diffuse’ sub-region has a total mass of $M_{\text{tot}} = 1.4 \times 10^4 \text{ M}_\odot$, mean number density of $\langle n_H \rangle \sim 210 \text{ cm}^{-3}$ and mean total column density of $\langle N_{\text{tot}} \rangle \sim 9.21 \times 10^{21} \text{ cm}^{-2}$.

Figure 1 shows total H-nucleus column density maps ($N_{\text{tot}}$) of the two sub-regions as well as their corresponding $A_V$-PDF (probability density function) for the observed visual extinction, $A_{V,\text{obs}}$. Throughout the paper, the collision in the ‘dense cloud’ occurs along the line-of-sight of the observer. The histogram was generated using 100 bins. We convert from $N_{\text{tot}}$ to $A_V$ using the expression $A_V = A_{V,\text{obs}} N_{\text{tot}}(Z/Z_\odot)$ where $A_{V,\text{obs}} = 6.3 \times 10^{-22} \text{ mag cm}^2$ (Weingartner & Draine 2001; Röllig et al. 2007) and $Z$ is the metallicity. The aforementioned relation of visual extinction with metallicity results from the $A_V$ dependency on the column density of dust grains, the latter scaling linearly with metallicity for values down to 0.1 of the solar one (Leroy et al. 2011; Feldmann et al. 2012). Note that in the $A_V$-PDF diagrams, the high column-density tail of the dense cloud extends more than that of the diffuse one as a result of the collision and the higher mass concentrated in dense structures.

2.2 Photodissociation region calculations

The publicly available code 3D-PR$^1$ (Bisbas et al. 2012) is used in this work to calculate the gas and dust temperatures, the abundances of species, as well as the level populations of the coolants examined. 3D-PR is able to treat the astrochemistry of photodissociation regions of an arbitrary three-dimensional density distribution. The code performs iterations over thermal balance and the calculations terminate once the total heating and the total cooling are equal to within 0.5%. Various heating and cooling processes are taken into account (see Bisbas et al. 2012, 2014, 2017a, for full description). The PDR calculations in this paper utilized a subset of the UMIST 2012 chemical network (McElroy et al. 2013) consisting of 33 species (including $e^-$) and 330 reactions. Standard ISM abundances of $Z = 1 Z_\odot$ metallicity have been adopted, i.e., [He]/[H]$=0.1$, [C]/[H]$=10^{-4}$ and [O]/[H]$=3 \times 10^{-4}$ (Cardelli

\footnote{1 https://uclchem.github.io/3dpr.html}
Table 1. Summary of the ISM environmental parameters used for each cloud. The starred conditions correspond to the fiducial ISM parameters.

| \( \zeta_{\text{CR}} \, (s^{-1}) \) | \( G_0 \) | \( Z (Z_\odot) \) |
|-----------------|--------|-----------|
| \( \times 10^{-17} \) | 10 | 1 |
| \( \times 10^{-16} \) | 10 | 1 |
| \( \times 10^{-15} \) | 10 | 1 |
| \( \times 10^{-14} \) | 10 | 1 |
| \( \times 10^{-13} \) | 10 | 0.1 |
| \( \times 10^{-16} \) | 10 | 0.5 |
| \( \times 10^{-16} \) | 10 | 2 |

Figure 2. The distribution of radiation field (left column) and the average H-nucleus number density (right column) for the dense cloud (top row) and the diffuse cloud (bottom row). The shadowed stripe with thickness of 0.4 pc in the dense cloud shows the part of the cloud used to construct the spectra discussed in §6. Both density distributions are sub-regions from the Wu et al. (2017) MHD simulations. The distribution of \( G_0 \) shows the case for \( G_0 = 10 \). All other cases of FUV intensities obey the same qualitative distribution pattern.

Therefore our choices of all the environmental parameters are to reflect the observed conditions of different parts in our Galaxy. However, these parameters are expected to be relevant much more broadly to conditions in a variety of galaxies.

As mentioned earlier, in this paper we post-process two static hydrodynamical snapshots under different ISM environmental parameters. However, different ISM conditions would inevitably result in different gas temperatures and, therefore, pressures leading to different density distributions. Solving simultaneously for such a detailed PDR chemistry as considered here with hydrodynamics is computationally very demanding. As an attempt to reduce the computational cost, various groups limit the chemical processes considered, consequently resulting in a limitation of their outcomes when it comes to ISM diagnostics. For the purposes of our work, we have adopted the limitation of removing the hydrodynamical calculations and focusing purely on the detailed PDR chemistry at equilibrium. This allows us to study simultaneously the behaviour and the trends of many different species and emission lines as a function of various ISM environmental parameters.

2.3 Radiative transfer

In this work, we study the emission of the most important PDR coolants. These include the first ten \(^{12}\)CO transitions (\( J = 1 - 0, \ldots, 10 - 9 \)), [CI] (1-0) and (2-1), [OI] at 63\( \mu \)m and 146\( \mu \)m, and [CII] at 158\( \mu \)m. We solve the equation of radiative transfer for each...
3 DISTRIBUTION OF ABUNDANCES AND GAS TEMPERATURES

Figures 3, 4 and 5 show two suites of panels illustrating column density maps of Cu, C, O, C, O, H2 and H2 species, as well as the average, density-weighted gas temperatures (using Eqn. 1) for the two clouds and for the cosmic-ray ionization rate (ζCR), the FUV intensity and the metallicity as the free ISM parameters, respectively. Note that the panels showing the carbon cycle column-densities share the same colour bar extent. Tables 2 and 3 provide a summary of the average abundances and (Tgas) for the dense and diffuse clouds respectively. In both tables we include additionally the results for an isotropic radiation field with strength G0 = 4, which was adopted for the studies in our earlier works (Bisbas et al. 2017b, 2018). Such a radiation field is expected to appear in the inner part of Milky Way (Wolfire et al. 2003).

3.1 Varying the cosmic-ray ionization rate

It is known (e.g., Meijerink et al. 2011; Bialy & Sternberg 2015) that cosmic-rays ionize He creating He+ which then reacts and destroys very effectively the molecule of CO following the reaction:

\[ \text{CO} + \text{He}^+ \rightarrow \text{C}^+ + \text{O} + \text{He} \]  

The above reaction creates and therefore increases the abundance of C+ which then reacts quickly with free e− creating C+rich regions. On the other hand, although also destroyed by cosmic-rays, H2 forms back to its molecular phase quickly following the ion-neutrals reaction between H and H+2 for lower densities as well as between H+3 and O, C, or CO for higher densities (Bisbas et al. 2015a, 2017a). All the above processes are needed to explain the trends observed in the panels of Fig. 3. In particular, we see that N(H2) remains remarkably unchanged even in the extreme case of ζCR = 10−14 s−1 and even when Ntot is as low as Ntot ≈ 3 × 1023 cm−2. Any minor decrease in H2 is reflected in a corresponding increase in Hs. However, N(CO) decreases in some H2-rich regions by more than two orders of magnitude leading to extended CO-deficient regions. We also note that the cosmic-ray induced destruction of CO and H2 are expected to be weaker in dense gas since the photodissociation by secondary UV photons due to cosmic-rays are compensated by the higher formation efficiency (Bisbas et al. 2015a; Wakelam et al. 2017).

The above findings are in broad agreement with the 3D simulations discussed in Bisbas et al. (2017a). In the present work, there are, however, some additional interesting features. In the dense cloud with ζCR = 10−17 s−1, the column density of C+ is almost entirely connected to the distribution of the rarefied medium with no obvious connection to the distribution of N(H2). As ζCR increases, and in particular when it reaches the maximum value of 10−14 s−1, the abundance of C+ at high densities increases to such a high level that the spatial distribution of C+ column densities follows closely that of the molecular gas. A similar feature is observed with N(CO), whereas N(CO) is progressively narrowed down to the densest parts of the filamentary structures. Note that at ζCR = 10−14 s−1, both N(CO) and N(C) show very similar spatial distributions as N(H2). On the other hand, the N(CO) and H2 correspondence is good when ζCR = 10−17 s−1. The average gas temperature maps also show that cosmic-ray heating significantly increases the temperatures of the low column densities, which has consequences for both the dynamics, i.e., by increasing thermal pressures, and for the emissivities of lines (see §4).
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Figure 3. Distributions of column densities with $\zeta_{\text{CR}}$ as the free parameter, density-weighted gas temperatures, density-weighted FUV radiation field and average total H-nucleus number densities for the dense cloud (left suite) and the diffuse cloud (right suite). From top-to-bottom: column densities of C$^+$, O$^+$, H$_2$ and CO, density-weighted gas temperatures. The cosmic-ray ionization rate increases from left-to-right ($\zeta_{\text{CR}} = 10^{-17}$ s$^{-1}$ to $10^{-14}$ s$^{-1}$). As $\zeta_{\text{CR}}$ increases, the abundances of C, C$_2$, and O increase while CO significantly decreases everywhere except the dense filamentary structure in the left panel and the densest part of the right panel. On the other hand, the abundance of H$_2$ remains remarkably unchanged as explained in Bisbas et al. (2015a, 2017a).

Note that for $\zeta_{\text{CR}} = 10^{-14}$ s$^{-1}$, $T_{\text{gas}}$ increases in the dense cloud to values $\geq 30$ K everywhere in the filament and to $\geq 45$ K in the diffuse cloud (see Tables 2, 3). The colour bars are shown on the right and are common for each row. In all cases the intensity of the isotropic FUV radiation field is taken to be $G_0 = 10$.

| Free parameter | $x$(H$_2$) | $x$(H$i$) | $x$(C$i$) | $x$(C$_2$) | $x$(CO) | $x$(O$i$) | $\langle T_{\text{gas}} \rangle$ [K] |
|----------------|------------|-----------|-----------|-----------|---------|----------|------------------|
| $\zeta_{\text{CR}} = 10^{-17}$ s$^{-1}$ | 0.494 | 1.20(−2) | 1.25(−5) | 3.61(−6) | 8.38(−5) | 1.44(−4) | 29.4 |
| $\zeta_{\text{CR}} = 10^{-16}$ s$^{-1}$ | 0.493 | 1.40(−2) | 1.36(−5) | 7.42(−6) | 7.89(−5) | 1.44(−4) | 30.8 |
| $\zeta_{\text{CR}} = 10^{-15}$ s$^{-1}$ | 0.486 | 2.79(−2) | 1.96(−5) | 2.05(−5) | 5.99(−5) | 1.77(−4) | 39.3 |
| $\zeta_{\text{CR}} = 10^{-14}$ s$^{-1}$ | 0.456 | 8.91(−2) | 3.49(−5) | 2.39(−5) | 4.11(−5) | 2.22(−4) | 56.9 |
| $G_0 = 1$ | 0.498 | 4.20(−3) | 9.71(−6) | 7.67(−6) | 8.26(−5) | 1.33(−4) | 26.2 |
| $G_0 = 4$ | 0.496 | 8.35(−3) | 1.20(−5) | 7.42(−6) | 8.05(−5) | 1.40(−4) | 28.3 |
| $G_0 = 10^2$ | 0.481 | 3.81(−2) | 1.80(−5) | 7.85(−6) | 7.42(−5) | 1.56(−4) | 44.2 |
| $G_0 = 10^3$ | 0.460 | 7.90(−2) | 2.23(−5) | 8.85(−6) | 6.88(−5) | 1.68(−4) | 73.2 |
| $Z = 0.1 Z_{\odot}$ | 0.450 | 0.100 | 3.64(−6) | 2.50(−6) | 3.82(−6) | 2.28(−5) | 70.8 |
| $Z = 0.5 Z_{\odot}$ | 0.486 | 2.84(−2) | 1.00(−5) | 5.21(−6) | 3.47(−5) | 7.83(−5) | 37.4 |
| $Z = 2.0 Z_{\odot}$ | 0.497 | 5.63(−3) | 1.70(−5) | 1.11(−5) | 1.72(−4) | 3.02(−4) | 26.2 |

Table 2. Summary of the average abundances of species (H$_2$, H$i$, C$i$, C$_2$, CO, O$i$) and average gas temperatures for all ISM environmental parameters explored for the dense cloud. The starred simulation corresponds to the fiducial ISM environmental parameters ($\zeta_{\text{CR}} = 10^{-16}$ s$^{-1}$, $G_0 = 10$, $Z = 1 Z_{\odot}$). The number in the brackets corresponds to the order of magnitude.
The increase of both C\textsubscript{i} and C\textsubscript{ii} increases everywhere in both clouds and C\textsubscript{i} increases in the dense and more shielded regions, while decreases in the diffuse outer gas as it converts to C\textsubscript{ii}. The effect is more prominent in the diffuse cloud. The abundance of O\textsubscript{3} increases in the dense and more shielded regions, while decreases in the diffuse outer gas as it converts to C\textsubscript{i}.

As in Table 2 for the diffuse cloud. The increase of both C\textsubscript{i} and C\textsubscript{ii} is as a result of the photodissociation of CO, the abundance of which consequently decreases. The effect is more prominent in the diffuse cloud. The abundance of O\textsubscript{3} increases by a very small amount for higher radiation field intensities. In both clouds—and as expected—the H\textsubscript{2} molecule also dissociates with increasing G\textsubscript{0}, resulting in an increase of H\textsubscript{i}. The gas temperature remains low at high column densities since the FUV photons extinguish rapidly. On the other hand the average gas temperature in the outer parts of both distributions and especially in the diffuse cloud increases in response to the increase of photoelectric heating for high G\textsubscript{0}.

| Free parameter | x(H\textsubscript{2}) | x(H\textsubscript{i}) | x(C\textsubscript{i}) | x(C\textsubscript{ii}) | x(CO) | x(O\textsubscript{3}) | \langle T\textsubscript{gas} \rangle [K] |
|----------------|-----------------------------|----------------------------|---------------------------|-----------------|-----------------------------|---------------------------------|
| G\textsubscript{CR} = 10\textsuperscript{-12} s\textsuperscript{-1} | 0.483 | 3.27\textsuperscript{(-2)} | 5.07\textsuperscript{(-5)} | 1.34\textsuperscript{(-5)} | 3.59\textsuperscript{(-5)} | 2.68\textsuperscript{(-4)} | 49.9 |
| *G\textsubscript{CR} = 10\textsuperscript{-16} s\textsuperscript{-1} | 0.481 | 3.80\textsuperscript{(-2)} | 5.31\textsuperscript{(-5)} | 2.21\textsuperscript{(-5)} | 2.50\textsuperscript{(-5)} | 2.61\textsuperscript{(-4)} | 52.7 |
| G\textsubscript{CR} = 10\textsuperscript{-15} s\textsuperscript{-1} | 0.457 | 8.69\textsuperscript{(-2)} | 6.08\textsuperscript{(-5)} | 3.13\textsuperscript{(-5)} | 7.80\textsuperscript{(-6)} | 2.87\textsuperscript{(-4)} | 65.8 |
| G\textsubscript{CR} = 10\textsuperscript{-14} s\textsuperscript{-1} | 0.357 | 0.284 | 7.42\textsuperscript{(-5)} | 2.22\textsuperscript{(-5)} | 3.51\textsuperscript{(-6)} | 2.95\textsuperscript{(-4)} | 82.0 |
| G\textsubscript{0} = 1 | 0.494 | 1.16\textsuperscript{(-2)} | 3.73\textsuperscript{(-5)} | 2.64\textsuperscript{(-5)} | 3.63\textsuperscript{(-5)} | 2.49\textsuperscript{(-4)} | 37.4 |
| G\textsubscript{0} = 4 | 0.489 | 2.20\textsuperscript{(-2)} | 4.68\textsuperscript{(-5)} | 2.35\textsuperscript{(-5)} | 2.97\textsuperscript{(-5)} | 2.61\textsuperscript{(-4)} | 44.7 |
| G\textsubscript{0} = 10\textsuperscript{2} | 0.433 | 0.134 | 6.80\textsuperscript{(-5)} | 1.69\textsuperscript{(-5)} | 1.51\textsuperscript{(-5)} | 2.82\textsuperscript{(-4)} | 154.3 |
| G\textsubscript{0} = 10\textsuperscript{3} | 0.344 | 0.312 | 7.92\textsuperscript{(-5)} | 1.22\textsuperscript{(-5)} | 8.54\textsuperscript{(-6)} | 2.90\textsuperscript{(-4)} | 176.1 |
| Z = 0.1 Z\odot | 0.300 | 0.400 | 9.29\textsuperscript{(-6)} | 6.12\textsuperscript{(-7)} | 9.40\textsuperscript{(-8)} | 3.00\textsuperscript{(-5)} | 135.7 |
| Z = 0.5 Z\odot | 0.455 | 9.08\textsuperscript{(-2)} | 3.63\textsuperscript{(-5)} | 8.66\textsuperscript{(-6)} | 5.03\textsuperscript{(-6)} | 1.44\textsuperscript{(-4)} | 70.2 |
| Z = 2.0 Z\odot | 0.493 | 1.45\textsuperscript{(-2)} | 6.65\textsuperscript{(-5)} | 4.58\textsuperscript{(-5)} | 8.76\textsuperscript{(-5)} | 4.80\textsuperscript{(-4)} | 46.7 |

Table 3. As in Table 2 for the diffuse cloud.


3.2 Varying the FUV radiation field intensity

As \( G_0 \) increases (Fig. 4), it photodissociates the molecule of CO increasing the abundances of C\(_1\) and particularly C\(_\text{II}\) (van Dishoeck & Black 1988; Sternberg & Dalgarno 1995; Beuther et al. 2014). Tables 2 and 3 (rows with \( G_0 \) as the free parameter), show this decrease of CO abundance. In the dense cloud, the abundance of C\(_1\) slightly increases since the high-density filamentary structure (where the majority of the cloud mass is concentrated) shields the FUV photons preventing the ionization of C\(_1\) to C\(_\text{II}\) to dominate over the photodissociation of CO to C\(_1\). On the other hand, the diffuse cloud becomes quickly C\(_\text{II}\)-dominated as FUV photons ionize C\(_1\), the abundance of which is consequently decreasing. For the particular case of C\(_1\), Fig. 4 shows additionally that this species is effectively destroyed in the outer gas as it is more translucent, thus N(C\(_1\)) decreases. However, in the high density regions N(C\(_1\)) increases mainly due to CO photodissociation. We find that N(C\(_1\)) can increase up to one order of magnitude between the \( G_0 = 1 \) and \( 10^3 \) cases. The photodissociation of CO creates also a surplus of O\(_1\) abundance, hence its column density also increases but by small amounts. For instance the average (density-weighted) abundance of O\(_1\) increases from \( 1.33 \times 10^{-4} \) to \( 1.68 \times 10^{-4} \) in the dense cloud and from \( 2.49 \times 10^{-4} \) to \( 2.90 \times 10^{-4} \) in the diffuse cloud (see Tables 2 and 3).

The FUV photons also dissociate the H\(_2\) molecule producing H\(_1\) gas, especially in the shielded regions. This pushes the H\(_1\)-to-H\(_2\) transition to higher column densities (van Dishoeck & Black 1986; Kaufman et al. 1999; Bialy & Sternberg 2016). As with C\(_1\), the column density of H\(_1\) also increases up to one order of magnitude on average in both clouds. Looking at the gas temperature, it is found that it remains always low in the parts with high densities, since the FUV photons extinguish rapidly. This is observed in both density distributions. However, the outermost parts become warmer as \( G_0 \) increases, reaching values of \( \langle T_{\text{gas}} \rangle \geq 500 \) K.

The abundance ratios of CO/H\(_2\), C\(_1\)/H\(_2\) and C\(_\text{II}\)/H\(_2\) indicate that the dense cloud remains almost entirely molecular and rich in CO. In particular, the above ratios for the \( G_0 = 10^3 \) intensity are found to be \( 1.49 \times 10^{-4}, 1.92 \times 10^{-5} \) and \( 4.84 \times 10^{-5} \) (Table 2).
For lower values of $G_0$, CO/H$_2$ increases (up to $1.66 \times 10^{-4}$ for $G_0 = 1$), while the other two decrease. On the other hand, the diffuse cloud is always C-rich under all $G_0$ intensities, although it mostly remains molecular. Here, we found the ratios of CO/H$_2$ as $(7.35–2.48) \times 10^{-5}$, CuH$_2$ as $(5.34–3.55) \times 10^{-5}$, and CuH$_2$ as $(7.55–23.03) \times 10^{-5}$ for $G_0 = 1–10^3$, respectively (see Table 3). Such values of abundance ratios are in agreement with the findings of Bisbas et al. (2019) in studying clouds with similar column density distribution.

3.3 Varying the metallicity

Low gas-phase metallicity affects the dust-shielding of CO against FUV photons as well as the formation of H$_2$ since the dust-to-gas ratio decreases. Consequently, the visual extinction scales linearly with $Z$. These lead to extended H$_2$-rich regions which are deficient in CO abundance and thus CO-dark (Pak et al. 1998; Bialy & Sternberg 2013; Madden et al. 2020). On the other hand, high metallicities have high dust-to-gas ratios, therefore blocking the FUV photons penetrating the ISM; this creates H$_2$-rich clouds which are also C-rich and have low gas temperature. The above trends are seen in Fig. 5. For $Z = 2Z_{\odot}$ both clouds are fully molecular with an average gas temperature of $(T_{\text{gas}}) = 26$ K for the dense and $47$ K for the diffuse cloud (Tables 2 & 3, respectively). At these supersolar metallicities, CO/H$_2$=$2.36 \times 10^{-4}$ for the dense and $1.78 \times 10^{-4}$ for the diffuse clouds. Similarly, C/H$_2$=$2.23 \times 10^{-5}$ and $9.29 \times 10^{-5}$, and CuH$_2$=3.42 $\times 10^{-5}$ and $1.34 \times 10^{-4}$. Notably, the dense cloud has fifteen times higher CO abundance than C$_i$ and ten times higher than C$_{s}$, while the diffuse cloud has twice CO abundance than C$_i$ and approximately equal abundance to C$_{s}$.

On the other hand, for $Z = 0.1Z_{\odot}$ the dense cloud remains H$_2$-rich and has an average gas temperature of 71 K. Its abundances in all carbon phases are quite low (since both C and O abundances are reduced) but similar to each other without significant differences. For instance the abundances of C$_i$ and CO are $3.7 \times 10^{-6}$ and that of C$_s$ is slightly lower at $2.5 \times 10^{-6}$. Contrary to the dense cloud, the diffuse one is predominantly in atomic form (see Tables 2, 3). It has a nearly double average gas temperature of 136 K and its carbon phase is found to be almost entirely in C$_{s}$ form. In both clouds, the increase in temperature is a result of the cooling reduction as well as the penetration of FUV photons to higher number densities, since the effective visual extinction is lower than that at higher $Z$.

4 VELOCITY INTEGRATED EMISSION MAPS

4.1 Varying the cosmic-ray ionization rate

Figure 6 shows the emission maps of the [C$_{i}$] 158$\mu$m, [C$_{s}$] (1-0), (2-1), as well as [O$_{i}$] 63$\mu$m, 146$\mu$m and [C$_{II}$] lines as a function of $\zeta_{\text{CR}}$, with an isotropic $G_0 = 10$ FUV field and $Z = 1Z_{\odot}$ at all times. As can be seen, for $\zeta_{\text{CR}} \leq 10^{-16}$ s$^{-1}$ the behaviour of the aforementioned lines in both clouds does not strongly vary with $\zeta_{\text{CR}}$. The emission of [C$_{i}$] is connected with the rarefied medium surrounding the denser one as a result of its interaction with the FUV field. In both clouds, the velocity integrated antenna temperature peaks at approximately W(C$_{i}$) = 5–6 K km/s. On the other hand, both [C$_{i}$] fine structure lines are brighter than [C$_{s}$]. Their emission is more extended for $\zeta_{\text{CR}} = 10^{-16}$ s$^{-1}$ than for $10^{-17}$ s$^{-1}$ due to the cosmic-ray induced destruction of CO which increases the abundance of C$_{i}$. This is demonstrated by the elevated brightness in the dense part of the diffuse cloud, which increases from W(C$_{i}$ = 1)–25 to 40 K km/s in the densest part at the centre, where the total column density is $N_{\text{tot}} = 2 \times 10^{23}$ cm$^{-2}$. In both clouds and for $\zeta_{\text{CR}} \leq 10^{-16}$ s$^{-1}$, W(C$_{s}$ = 1) is quite low with values $\gtrsim 8$ K km/s for the dense cloud and $\lesssim 14$ K km/s for the diffuse cloud. Note that the diffuse cloud is somewhat brighter in the [C$_{i}$] (2-1) line for $\zeta_{\text{CR}} = 10^{-15}$ s$^{-1}$ than the corresponding one for the dense cloud, as a result of the optical thickness of the line; it is more optically thin in the diffuse cloud as the latter has overall lower $N_{\text{tot}}$ values. Similarly to [C$_{i}$], both [O$_{i}$] lines do not show any strong variation for $\zeta_{\text{CR}} \leq 10^{-16}$ s$^{-1}$. In the dense cloud, both [O$_{i}$] lines originate from the dense filamentary structure reaching values of as high as $\sim$1 K km/s. In the diffuse cloud, the emission of the 63$\mu$m line is $\lesssim 0.5$ K km/s and it originates from the surrounding medium, whereas the emission of the 146$\mu$m line is almost completely negligible. In summary, both [O$_{i}$] lines in the diffuse cloud are relatively faint.

For $\zeta_{\text{CR}} \gtrsim 10^{-15}$ s$^{-1}$, there are interesting features observed in all aforementioned lines. In fact, the brightness of all of them increases revealing the inner and more dense parts of both clouds, which correspond to higher column densities. The most prominent feature is observed for the [C$_{i}$] fine-structure line. For $\zeta_{\text{CR}} = 10^{-15}$ s$^{-1}$, its emission is more extended in both clouds, but its peak value remains at similar levels to that described earlier. However, a significant increase in [C$_{i}$] brightness is seen once $\zeta_{\text{CR}} = 10^{-14}$ s$^{-1}$. There are two reasons that explain this elevation: the first one is connected with the increase in C$_{i}$ abundance due to the destruction of CO, and the second one is connected with the higher gas temperatures reached due to cosmic-ray heating. As described in §3 and in Fig. 3, the dense gas ($\sim 10^{-10} – 10^{-9}$ cm$^{-3}$) can be as warm as 40 K in the dense cloud and 50 K in the diffuse cloud. This increase excites [C$_{i}$], given that the energy separation between the upper and lower states is 91.2 K. For instance, the ratio of C$_{i}$ level populations in the excited state between a gas-temperature of 15 K and 45 K (estimated for $\zeta_{\text{CR}}$ = 10$^{-17}$ and 10$^{-14}$ s$^{-1}$, respectively, where the gas remains very H$_2$-rich) is $\sim 10^{1.28}$. For $\zeta_{\text{CR}} \gtrsim 10^{-14}$ s$^{-1}$, resulting in the sudden brightness increase (see also Clark et al. 2019). At this peak, W(C$_{ii}$) $\gtrsim 60$ K km/s in the dense and $\gtrsim 30$ K km/s in the diffuse cloud. Note also that the emission of [C$_{i}$] is tightly connected with the distribution of the H$_2$ column density; this makes the 158$\mu$m line a promising H$_2$ tracer in environments permeated with high cosmic-ray energy densities, particularly in the high-redshift Universe. Following this line, the emission of [C$_{ii}$] also increases with the cosmic-ray ionization rate, especially for $\zeta_{\text{CR}} = 10^{-14}$ s$^{-1}$. At this value of $\zeta_{\text{CR}}$, the column density of C$_{ii}$ is high enough to increase the optical depth in large parts of both clouds to values $\tau_{\text{CII}} > 0.6$ (see Fig. A3). In such cases, the emission of [C$_{ii}$] also peaks where [C$_{ii}$] peaks, can be used to infer to the value of $\tau_{\text{CII}}$ in observations (Ossenkopf et al. 2013; Guevara et al. 2020).

In a similar way, the brightness temperatures of both transitions of [C$_{i}$] and [O$_{i}$] increase for higher $\zeta_{\text{CR}}$. Since the energy separation of [C$_{i}$] (1-0) is 23.6 K, the emission of this line is already strong at $\zeta_{\text{CR}} = 10^{-15}$ s$^{-1}$, with peak values $\sim 100$ K km/s for the dense and $\sim 60$ K km/s for the diffuse clouds. At these levels of $\zeta_{\text{CR}}$, [C$_{i}$] (2-1) becomes bright with values $\gtrsim 20$ K km/s in both clouds, while for $\zeta_{\text{CR}} = 10^{-14}$ s$^{-1}$ its emission may be much stronger. This is because the energy separation of [C$_{i}$] (2-1) is 62.5 K and so it traces dense gas with temperatures $\gtrsim 30$ K. On the other hand, the energy separations of the [O$_{i}$] lines are 227.7 K for the 63$\mu$m and 326.6 K for the 146$\mu$m. Therefore, it is difficult for the enhanced cosmic-ray heating to excite these lines and their emission is much fainter than
the aforementioned ones. However, the elevated gas temperatures, in addition to the abundance increase of \( \text{O} \) for higher \( \zeta_{\text{CR}} \), increase the level populations in higher states causing an enhancement of \( \text{[O]} \) brightness temperatures. Interestingly, in certain high column density regions in both clouds, the emission of \( \text{[O]} \) 146\( \mu \)m may become stronger than that of \( \text{[O]} \) 65\( \mu \)m, as the second is much more optically thick than the first (Goldsmith 2019).

Figure 7 shows the emission maps of all CO transitions, from \( J = 1 \to 0 \) to \( J = 10 \to 9 \). In general, low-\( J \) CO lines are more extended, brighter and originate from intermediate column densities, whereas higher \( J \)-transitions are fainter and originate from the innermost parts of both clouds, where the column densities are high (see also Bisbas et al. 2014). All CO transitions in each cloud show a very similar behaviour in the cases of \( \zeta_{\text{CR}} = 10^{-17} \) and \( 10^{-16} \text{ s}^{-1} \); this is to be expected since the cosmic-ray ionization rate is not high enough to destroy CO or raise the gas temperature to a significant degree. Note, however, that low-\( J \) CO lines are in general more extended for \( \zeta_{\text{CR}} = 10^{-17} \text{ s}^{-1} \) than for \( 10^{-16} \text{ s}^{-1} \). For instance, there are low column-density regions where a decrease in \( W(\text{CO} 1 \to 0) \) can be seen, e.g., at the lower left of the dense cloud or the lower right of the diffuse one. In addition, the filamentary structures in the dense cloud remain bright for high-\( J \) CO lines, whereas those of the diffuse one becomes very faint, especially for \( CO \to 7 \to 6 \) and above.

For \( \zeta_{\text{CR}} = 10^{-15} \text{ s}^{-1} \), there are several interesting features seen in both clouds. First of all, for these cosmic-ray ionization rates and above, CO is destroyed very effectively as can be seen in the corresponding column-density panels of Fig. 3. This is reflected in several parts of both clouds that have low total column densities and in general consist of gas with low number density. On the other hand, CO remains in regions with higher densities. This marks a special case in which only the densest parts of clouds are CO-rich and thus visible (Bisbas et al. 2015a). This, in turn, can make large structures inundated by strong cosmic-ray energy densities to look more clumpy than they really are (c.f. Hodge et al. 2012). This effect is better demonstrated in the diffuse cloud for \( \zeta_{\text{CR}} = 10^{-15} \text{ s}^{-1} \). Note that there, the emission maps of \( CO \to 1 \to 0 \) and also \( J = 2 \to 1 \) are different in terms of intensity distribution when compared to lower \( \zeta_{\text{CR}} \) but reminiscent to the distribution of \( H_2 \) column densities (see Fig. 3). A remarkable consequence is also the increase in brightness of higher-\( J \) CO lines that were previously very faint. This can be seen, for instance, in the \( CO \to 10 \to 9 \) emission of the dense cloud and the \( J = 7 \to 6 \) emission of the diffuse cloud.

In the most extreme case of \( \zeta_{\text{CR}} = 10^{-14} \text{ s}^{-1} \), cosmic-rays are expected to further destroy CO, leaving behind a very CO-poor \( H_2 \)-rich ISM. However, as discussed in Bisbas et al. (2017a), the increase in gas temperature initiates the formation of \( CO \) via the OH channel, resulting in a slight increase in CO abundance. The lower density gas remains very CO-poor, but \( H_2 \)-rich. The emission of all CO transition lines increase remarkably. For instance, it is predicted that \( W(\text{CO} 1 \to 0) \) may obtain values \( \geq 400 \text{ K km/s} \) and \( \geq 150 \text{ K km/s} \) in structures similar to the dense and the diffuse clouds, respectively.
Figure 7. As in Fig. 6 but for CO and for all $J$-transitions examined here. The colour bar is in units of [K km/s]. As $\zeta_{\text{CR}}$ increases (from left-to-right), $W(\text{CO } J = 1 \rightarrow 0)$ decreases in the more rarefied part but increases in the denser medium for higher $\zeta_{\text{CR}}$. On the other hand, the abundance of CO is remarkably reduced due its cosmic-ray induced destruction (see Fig. 3 and §4 for the relevant discussion). As the $J \rightarrow J - 1$ transitions are progressively increased, regions with lower column densities become dark. For a constant $\zeta_{\text{CR}}$, as the $J \rightarrow J - 1$ transition increases, the emission becomes weaker and originates from higher column densities. Note the change in the colour bar range for mid- and higher transitions. At these higher transitions, both clouds and particularly the ‘diffuse cloud’ become very faint.

The increase of the $J = 1 \rightarrow 0$ line emission is also supported by the decrease of the optical depth of this transition for high $\zeta_{\text{CR}}$ (see Fig. A5). In both density distributions, higher- $J$ CO lines are also increased and parts of the diffuse cloud may now be detectable even to the $J = 10 \rightarrow 9$ transition. This is because the column density of CO does not vary significantly when compared to $\zeta_{\text{CR}} = 10^{-15}$ s$^{-1}$. However, the increase in gas temperature leads to lower optical depths overall, resulting in the increase in brightness temperatures.
4.2 Varying the FUV radiation field intensity

Figure 8 shows the emission maps of the most important cooling lines ([C\textsc{i}] 158\,\mu m, [C\textsc{ii}] (1-0), [O\textsc{i}] 63\,\mu m and CO J = 1 \rightarrow 0) with the FUV intensity of the radiation field as the free ISM parameter. The rest of emission maps of cooling lines are illustrated in Fig. A1. In what follows, we define the average intensity as

$$\bar{W} = \frac{\int W \, dS}{\int dS},$$

(7)

where $W$ is the emission of the given line and $S$ the area of the whole map. As $G_0$ increases, the average emission of [C\textsc{i}] increases more than an order of magnitude. More specifically, it increases from $W_{\text{CII}} \cdot 0.45 \sim 10.8$ K\,km/s in the dense cloud and from $\sim 0.51$ to $\sim 12.0$ K\,km/s in the diffuse cloud. The emission of $[^{13}\text{C}\textsc{i}]$ exceeds the value of 0.1 K\,km/s (below which its detection becomes challenging) for $G_0 \geq 10^2$ and only in small parts of both clouds. As with the case of cosmic-rays as the free ISM parameter, this increase in emission is a result of i) the photodissociation of CO which increases the abundance of C\textsc{i} and ii) the increase in gas temperature due to photoelectric heating. However, this effect is seen only in the outermost parts of both clouds where the FUV intensity impinges from and not in the entire volume of each cloud as was the previous case with cosmic-rays. Considering the panels corresponding to $G_0$ in Fig. 8, it can be seen that $W$(C\textsc{ii}) peaks in the ISM gas surrounding the higher density medium, particularly in the dense cloud.

The emission of [C\textsc{i}] (1-0) is not strongly affected by the increase of $G_0$. Comparing the emission maps of this line between the $G_0 = 1$ and $10^3$ cases, it is observed that $W$(C\textsc{i} 1-0) substantially decreases in the regions with low column densities (the effect is better seen in the diffuse cloud) whereas it increases in the densest parts. Overall, $W_{\text{CII}}$ increases in the dense cloud (since it has high column densities along the filamentary structure, see also §3.2) from $\sim 8.8$ to $\sim 12.47$ K\,km/s but slightly decreases in the diffuse cloud from $\sim 8.5$ to $\sim 5.70$ K\,km/s.

As explained in §4.1, the [O\textsc{i}] 63\,\mu m cooling line becomes considerably bright when the gas has a temperature approaching the energy separation of this line. From the corresponding panels of Fig. 8 for $G_0$, it can be seen these higher temperatures are achieved in the outer parts of the filamentary structures in both clouds; however, in these regions $N$(O\textsc{i}) is in general low. The overall result is an increase of the [O\textsc{i}] 63\,\mu m emission, although it still remains quite weak. Notably, the central region of the dense cloud always has $N$(O\textsc{i}) $\gtrsim 5 \times 10^{19}$ cm$^{-2}$, which results in an emission of $W$(O\textsc{i} 63\,\mu m) $\gtrsim 0.1$ K\,km/s even for the lowest explored $G_0 = 1$. The intensity increase of the FUV radiation and the corresponding increase of photoelectric heating result in the destruction of CO through photodissociation. As described with C\textsc{i}, the emission of CO decreases where the effective visual extinction and thus the observed column density is low. It is found that $W_{\text{CO}}$ decreases from $\sim 120$ to $\sim 90$ K\,km/s in the dense cloud and from $\sim 66$ to $\sim 41$ K\,km/s in the diffuse cloud. As an example, the small region located in the bottom left of the diffuse cloud is bright in CO $J = 1 \rightarrow 0$ for $G_0 = 1$, but progressively vanishes as $G_0$ increases. Similarly, the gas surrounding the dense structure in the diffuse cloud is also progressively weakening in the $W$(CO 1 – 0) emission line. Furthermore, the photodissociation of CO in these lower density regions is found to be responsible for the relative increase of

---

Figure 8: Emission maps of the most important emission lines with the intensity of FUV radiation ($G_0$) as the free parameter. The colour bar is in units of [K\,km/s]. $G_0$ increases from left-to-right for each of the two clouds. From top-to-bottom the emission of [C\textsc{i}], [C\textsc{ii}] (1-0), [O\textsc{i}] 63\,\mu m and $[^{13}\text{C}\textsc{i}]$ are shown. High $G_0$ values increase overall the emission of [C\textsc{i}], [C\textsc{ii}] (1-0), [O\textsc{i}] 63\,\mu m and $[^{13}\text{C}\textsc{i}]$. Due to CO photodissociation, the emission of CO (1-0) in the diffuse parts of both clouds decreases considerably. Figure A1 shows the rest of emission lines explored.
the CO $J = 1\to 0$ emission in the highest density parts of both clouds (the effect is more prominent in the diffuse cloud for $G_0 = 10^4$ when compared to $G_0 = 1$). This is better understood if we consider that these low density regions are where the CO $J = 1\to 0$ optical depth starts to increase (see also §4.1) which results in “hiding” the denser structures. When the FUV photons destroy this outer layer, they shift this starting point to higher densities, thus revealing the more clumpy ISM. This effect is, however, very localized.

### 4.3 Varying the metallicity

Figure 9 shows how the most important cooling lines vary with metallicity as the free ISM parameter. As described in §3.3, lower metallicities have high impact on the carbon phases in relation to the H$_2$-to-H$_2$ transition due to the low dust-to-gas ratio, thereby allowing the FUV photons to penetrate deeper inside the cloud increasing the overall gas temperature. This makes the emission of [Cii] to increase from $\bar{W}_{\text{CII}} \approx 1 \text{ K km/s}$ at $Z = 2Z_\odot$ to $\sim 2.1 \text{ K km/s}$ at $Z = 0.1Z_\odot$ for the dense cloud and from $\sim 1.2$ to $\sim 1.7 \text{ K km/s}$ for the diffuse cloud. Consequently, the emission of $[^{13}\text{C}i]$ also increases, though remaining at levels that are challenging for easy detection. This is counter-intuitive considering that the Cii abundance is almost five to seven times lower at $Z = 0.1Z_\odot$ than at $Z = 2Z_\odot$. However, the higher gas temperatures obtained at low metallicities increase $W(\text{CII})$ considerably. Furthermore, the spatial distribution of $W(\text{CII})$ as seen in the $Z = 0.1Z_\odot$ panels in both clouds (and especially in the diffuse cloud) is reminiscent to the $N(\text{H}_2)$ as seen in the corresponding panels in Fig. 5. This suggests that [Cii] may be an excellent alternative tracer of H$_2$-rich gas in low metallicity systems (e.g. Madden et al. 2020), since the CO $J = 1\to 0$ emission is relatively weak, as described below.

The emission line of [Cii] (1-0) is more extended at $Z = 2Z_\odot$ and its average emission is $\bar{W}_{\text{CII}} \sim 9 \text{ K km/s}$ for the dense cloud and $\sim 10 \text{ K km/s}$ for the diffuse cloud. As we decrease in metallicity, the average emission of this line also decreases, i.e., at $Z = 0.1Z_\odot$ these values become $\sim 5$ and $\sim 0.5 \text{ K km/s}$, respectively. However, since Cii is associated with higher number densities in metal poor environments and given that the gas temperature increases, $W(\text{CII} \to 0)$ peaks at higher values than it does for metal rich environments. This effect is more prominent in the dense cloud, since in the diffuse one the carbon abundance is almost entirely in Cii form.

The emission line of the optically thick [Oii] 63$\mu$m is found to be brighter and more extended in the metal-poor runs. The increase of this line at low-Z is due to the increase of the gas temperature as explained above, thus revealing better the distribution of gas in both clouds. The average values of $W(\text{Oii} 63\mu$m) are $\sim 4.7 \times 10^{-2} \text{ K km/s}$ for the dense cloud and $\sim 3.6 \times 10^{-2} \text{ K km/s}$ for the diffuse cloud, but still remain weak for such conditions. Additional heating that boosts the gas temperature to higher values than those estimated by the current ISM conditions would increase the emission of [Oii]. For instance, the emission of this line obtains its highest values for $e_{\text{CR}} = 10^{-14} \text{ s}^{-1}$ (presented in §4.1) since it is in those runs that $T_{\text{gas}}$ has been everywhere substantially increased. Note also that although high metallicities increase the abundance of Oii as discussed in §3.3, its emission is weaker than the one at low-Z due to the decrease of gas temperature.

As can be seen in the fourth row of Fig. 9, the emission of CO $J = 1\to 0$ follows the trend of [Cii] (1-0) in the outer gas and it is more extended in the metal-rich run. However, in the high-density regions, $W(\text{CO} 1\to 0)$ is much brighter than $W(\text{CII} 1\to 0)$. It is found that $\bar{W}_{\text{CO} 1\to 0} \sim 127 \text{ K km/s}$ in the dense cloud and $\sim 73 \text{ K km/s}$ in the diffuse cloud. The photodissociation of CO at low metallicities results in a negligible emission of that line in the ISM surrounding...
As can be seen, both clouds have a project. For who studied magnetised molecular clouds from the SILCC-Zoom is in broad agreement with the findings of Seifried et al. (2020) panels, we additionally plot the correlation between deviation. There are three pairs of such relations (from left-to-right); the cosmic-ray ionization rate, the FUV intensity and the metallicity. Each solid line corresponds to the mean value of the velocity integrated emission for a given \( N(H_2) \). The shaded areas correspond to 1σ standard deviation. The left column of each pair corresponds to the ‘dense cloud’ and the right one to the ‘diffuse cloud’. The thick solid diagonal lines in the CO \( J = 1 \rightarrow 0 \) panels show the correlation of \( N(H_2) \) and \( W_{\text{CO,1-0}} \) for a conversion factor \( X_{\text{CO}} = 2 \times 10^{20} \text{cm}^{-2} \text{K km s}^{-1} \) as well as the recommended ±30% uncertainty (Bolatto et al. 2013). See §4.4 for discussion.

Figure A2 shows the rest of emission lines calculated for \( Z \) as the free ISM environmental parameter.

### 4.4 Relation of line intensities with \( H_2 \) column density

Figure 10 (from top-to-bottom) shows the relation between the mean value of the velocity integrated emission of CO \( (1-0) \), [Cl] \( (1-0) \), [Cu] and [Oii] 63\( \mu \)m for the dense and diffuse clouds versus the \( H_2 \) column density. The shaded areas correspond to 1σ standard deviation. There are three pairs of such relations (from left-to-right), each corresponding to a free ISM environmental parameter. Overall, the shape of CO \( (1-0) \) does not strongly vary with \( \zeta_{\text{CR}} \) and \( G_0 \), but it builds at higher \( N(H_2) \) for lower \( Z \). Furthermore, for our fiducial ISM environmental parameters, this shape is in broad agreement with the findings of Seifried et al. (2020) who studied magnetised molecular clouds from the SILCC-Zoom project. For \( N(H_2) \geq 2 \times 10^{22} \text{cm}^{-2} \), \( W(\text{CO} \ 1 \rightarrow 0) \) remains remarkably unaffected for all ISM conditions explored, except for \( Z = 0.1Z_\odot \) in both density distributions considered. In the CO \( (1-0) \) panels, we additionally plot the correlation between \( N(H_2) \) and \( W(\text{CO} \ 1 \rightarrow 0) \) for the Bolatto et al. (2013) recommended value of \( X_{\text{CO}} = 2 \times 10^{20} \text{cm}^{-2} \text{K km s}^{-1} \) with the uncertainty of ±30%. As can be seen, both clouds have a \( W(\text{CO} \ 1 \rightarrow 0) - N(H_2) \) relation that varies substantially with respect to that of a constant \( X_{\text{CO}} \) for \( N(H_2) \leq 3 \times 10^{21} \text{cm}^{-2} \), for \( N(H_2) > 10^{23} \text{cm}^{-2} \) and for different metallicities. In addition, for \( N(H_2) \sim 3 \times 10^{21} \text{cm}^{-2} \) at solar metallicity, the CO \( (1-0) \) intensity saturates since it becomes optically thick; an effect that is seen more clearly in the dense cloud. This saturation has been also previously noticed in theoretical (e.g. Smith et al. 2014; Gong et al. 2018) and observational (e.g. Pineda et al. 2008) studies and it shifts to higher (lower) columns of \( H_2 \) gas as metallicity decreases (increases).

For \( \zeta_{\text{CR}} = 10^{-17} \text{s}^{-1} \), the emission of [Cl] \( (1-0) \) increases for both clouds until \( N(H_2) \sim 3 \sim 4 \times 10^{21} \text{cm}^{-2} \), after which it saturates, as seen in the dense cloud (see also Glover et al. 2015). For \( \zeta_{\text{CR}} = 10^{-16} \text{s}^{-1} \), the emission of [Cl] \( (1-0) \) follows the same correlation with \( N(H_2) \), although it saturates at an approximately 2-3 times higher intensity. Once the cosmic-ray ionization rate increases to \( \zeta_{\text{CR}} = 10^{-15} \text{s}^{-1} \), the intensity of the line increases and therefore saturates at slightly higher \( H_2 \) column densities, more specifically at \( \sim 10^{22} \text{cm}^{-2} \). For the highest \( \zeta_{\text{CR}} \) of \( 10^{-14} \text{s}^{-1} \), [Cl] \( (1-0) \) becomes more optically thin (see Fig. A4) and saturates at \( N(H_2) \sim 3 \times 10^{22} \text{cm}^{-2} \), which is approximately the highest column density found in the diffuse cloud. The fact that [Cl] \( (1-0) \) becomes remarkably bright with increasing \( \zeta_{\text{CR}} \), in addition to becoming more optically thin, makes it a good tracer for \( H_2 \)-rich clouds in cosmic-ray dominated regions (Papadopoulos et al. 2004; Bisbas et al. 2015a) and especially for the diffuse ISM. In both clouds, the \( W(\text{Cl} - N(H_2) \) relation does not substantially change for the \( G_0 \) range explored here. However, the observed trend is that
\(W(\text{CI})\) peaks at higher values for higher \(G_0\), although it saturates at the same \(N(\text{H}_2)\). On the other hand, since high metallicities increase the visual extinction, \(W(\text{CI})\) becomes optically thick for lower \(N(\text{H}_2)\) when compared to the metal-poor runs. The peak of [C\(\text{ii}\)] (1-0) emission increases as \(Z\) lowers, revealing the more clumpy and denser structures in response to the reduced \(\text{CI}\) abundances in the lower density medium and the gas temperature increase (see §3.3 and 4.3). It is further found that the gas is [C\(\text{ii}\)]-bright for \(N(\text{H}_2) \geq 2 \times 10^{22} \text{cm}^{-2}\) as evidenced from both clouds. The ionic line of [C\(\text{ii}\)] 158\(\mu\)m does not correlate with \(N(\text{H}_2)\) except for the ISM parameters of \(G_{\text{CR}} = 10^{-14} \text{s}^{-1}\) and \(Z = 0.1 \text{Z}_\odot\). This feature is observed in both clouds and it is a result of the origin of [C\(\text{ii}\)] from low optical depths as a main PDR coolant (Hollenbach & Tielens 1999). In general, the 158\(\mu\)m line increases its emission as \(G_{\text{CR}}\) increases (valid for \(G_{\text{CR}} \geq 10^{-16} \text{s}^{-1}\)). The same is observed also either as \(G_0\) increases or as \(Z\) decreases. However, the \(W(\text{CII}) - N(\text{H}_2)\) relation takes a completely different turn for the extreme cases of high cosmic-ray ionization rates and of low metallicities. In particular, [C\(\text{ii}\)] becomes very bright for \(G_{\text{CR}} = 10^{-14} \text{s}^{-1}\) and it shows a remarkably good correlation with the \(\text{H}_2\) column density up to \(3 \times 10^{22} \text{cm}^{-2}\). This means that in cosmic-ray dominated regions [C\(\text{ii}\)] 158\(\mu\)m may be considered as an alternative H\(\alpha\) tracer, which is particularly interesting for studies of environments such as the Galactic Centre or extreme extragalactic objects (see also Langer et al. 2014; Accurso et al. 2017a, b). The same effect is observed for \(Z = 0.1 \text{Z}_\odot\) and particularly for the diffuse cloud, leading to suggestions of using this line to trace CO-dark \(\text{H}_2\)-rich gas in low metallicity systems, such as dwarf galaxies (Madden et al. 2020). The fine-structure line of [\text{OI}] 63\(\mu\)m, illustrated in the bottom row of Fig. 10, correlates with \(N(\text{H}_2)\) in a more complicated way than [C\(\text{ii}\)] does. In particular, as described above with [C\(\text{ii}\)], [\text{OI}] does not correlate with \(G_{\text{CR}}\) for values \(\leq 10^{-16} \text{s}^{-1}\) and shows a stronger dependency with the FUV intensity. No strong correlation is observed for metallicities \(Z \geq 0.5 \text{Z}_\odot\). Higher FUV intensities increase the emission of the 63\(\mu\)m line for \(\text{H}_2\) columns \(\leq 2 \times 10^{22} \text{cm}^{-2}\). In particular, for \(N(\text{H}_2) \leq 2 \times 10^{22} \text{cm}^{-2}\), [\text{OI}] weakens with increasing \(\text{H}_2\) column density as a result of the nature of the line being very optically thick and suffering from self-absorption (Goldsmith 2019). However, once \(N(\text{H}_2) \geq 2 \times 10^{22} \text{cm}^{-2}\) (dense cloud), its emission becomes stronger with increasing \(N(\text{H}_2)\). The aforementioned behavior is also followed for all ISM environmental parameters explored, except for \(G_{\text{CR}} = 10^{-14} \text{s}^{-1}\) and for \(Z = 0.1 \text{Z}_\odot\). As with [C\(\text{ii}\)], once the cosmic-ray ionization rate increases to \(G_{\text{CR}} = 10^{-14} \text{s}^{-1}\), [\text{OI}] 63\(\mu\)m becomes much brighter and increases with increasing \(\text{H}_2\) column density. This is a result of the abundance increase due to the destruction of \(\text{CO}\) by cosmic-rays as well as the gas-temperature increase due to cosmic-ray heating, which in turn affects the optical depth of this line. Similarly, for \(Z = 0.1 \text{Z}_\odot\) both clouds have higher gas temperatures, thereby increasing the \(\log_{10} W(\text{OI} 63\mu m)\) linearly with \(\log_{10} N(\text{H}_2)\). For any of the above cases, however, the emission remains very weak.

5 SPECTRAL LINE ENERGY DISTRIBUTIONS

Spectral Line Energy Distributions (SLEDs) of the rotational transitions of the \text{CO} molecule can become important diagnostics for the ISM properties as they can provide insights about its thermodynamics, molecular mass content and dynamical state (Narayanan & Krumholz 2014). Various observations focus on the construction of CO SLEDs (e.g., Papadoypoulos et al. 2010a, 2012b; Rosenberg et al. 2015; Mashian et al. 2015; Joblin et al. 2018; Vallin et al. 2018; Valentino et al. 2020) from local clouds to extragalactic observations and to transitions up to \(J = 20 - 19\) or beyond. Elevated SLEDs of high-\(J\) transitions are thought to be a result of various mechanisms including shocks, cosmic-rays and X-rays. In this Section, we investigate how our simulated SLEDs respond to the cosmic-ray ionization rate, the FUV intensity of the radiation field and the metallicity.

Figure 11 shows the CO SLEDs for the dense (solid lines) and the diffuse (dashed lines) clouds against each free ISM environmental parameter. The average intensities were calculated using Eqn. 7. The upper panels of Fig. 11 show the normalized average intensities (to the \(J = 3 - 2\) transition), while the lower panel shows the non-normalized SLEDs. In these results we do not consider any observational cut-off limit.

Cosmic-rays affect the CO SLEDs in both low-\(J\) and high-\(J\) transitions. For \(\lesssim 10^{-16} \text{s}^{-1}\) no appreciable differences are observed. Higher \(G_{\text{CR}}\) lowers the \(W(\text{CO})\) emission for \(J_{\text{up}} \leq 4\) in the dense cloud and \(J_{\text{up}} \leq 5\). For the \(J = 1 - 0\) transition, we find that the emission decreases approximately four times in the diffuse cloud case and approximately two times in the dense cloud. This is due to the cosmic-ray induced CO destruction in the lower density medium which decreases the overall emission of CO at these low-\(J\) transitions. Note, however, that the \(W(\text{CO})\) for \(G_{\text{CR}} = 10^{-14} \text{s}^{-1}\) is always higher than for \(10^{-15} \text{s}^{-1}\) (see §3.1 and §4.1). In both clouds, cosmic-rays excite the high-\(J\) CO lines resulting in an increase of the SLEDs. We find that in this regime of \(J_{\text{up}}\) transitions, increases with \(G_{\text{CR}}\).

The range of FUV radiation field intensities explored does not drastically affect the high-\(J\) CO SLEDs as can be seen in the middle column of Fig. 11. Only the low-\(J\) CO lines are affected. In particular, the \(W(\text{CO})\) of the \(J = 1 - 0\) transition decreases approximately 1.5 times in the dense cloud and approximately 5 times in the diffuse cloud. This decrease becomes more effective for stronger radiation field intensities, i.e. \(G_0 \gtrsim 100\).

Since low-metallicity gas contains reduced abundances of C and O, the abundance of CO and the corresponding emission will be reduced. As can be seen from the third column of Fig. 11, the SLEDs of both clouds are progressively reduced as \(Z\) lowers. As with the other two free ISM parameters, the effect is more prominent in the diffuse cloud. For the diffuse cloud, the \(W(\text{CO})\) emission of the \(J = 1 - 0\) transition is reduced by approximately 70 times when comparing the \(2 \text{Z}_\odot\) with the \(0.1 \text{Z}_\odot\) metallicities. For the dense cloud, that emission is reduced by approximately three times.

Pon et al. (2016) reported observations of high-\(J\) CO lines for three different infrared dark clouds (IRDCs), namely the IRDC C (G028.37+00.07), F (G034.43+00.24) and G (G034.77-00.55). Their observations in the CO lines with \(J_{\text{up}} = 1, 3, 8\) and 9 are presented in Fig. 11 with blue thick dots. Although it is not our primary intention to model the above IRDCs in detail, it is interesting to see how our results compare to the Pon et al. (2016) observations and fitting. These observations show an elevated emission of the high-\(J\) CO lines. We find that they can be reproduced with the column density distribution of the dense cloud and for ISM conditions corresponding to \(G_{\text{CR}} = 10^{-15} \text{s}^{-1}\), \(G_0 = 10\) and \(Z = 1 \text{Z}_\odot\). In their paper, Pon
Figure 11. CO Spectral Line Energy Distributions (SLED) for the dense (solid) and diffuse (dashed) clouds for all ISM environmental parameters explored (from left-to-right, the cosmic-ray ionization rate, the FUV intensity and the metallicity as free parameters, respectively). The top panel shows the average emission of CO transitions normalized to the CO $J=3-2$ transition and the bottom panel actual, non-normalized average emission. High-$J$ CO lines are highly affected by the increase of the cosmic-ray ionization rate as the latter increase the gas temperature in high-density gas. Higher FUV intensities are decreasing the emission of low-$J$ CO transitions as a result of the CO photodissociation. In a similar way, but more significantly, lower metallicities decrease considerably the emission of the low-$J$ and mid-$J$ transitions. The blue points are observations of three different infrared dark clouds presented in Pon et al. (2016), for comparison. We find that these observations are best represented with the column density distribution of the ‘dense cloud’ with $\zeta_{\text{CR}} = 10^{-15} \text{s}^{-1}$. See §5 for further discussion.

et al. (2016) perform PDR simulations including shock heating and they find that the elevated high-$J$ CO intensities may be explained with the presence of a mechanism heating high column densities. Since the intensity of the FUV photons extinguishes fast, they propose that shock heating may be responsible for the observed high-$J$ CO intensities. This is in agreement with our simulations in the sense that a heating mechanism, other than photoelectric that can penetrate the cloud, such as cosmic-rays, may be needed to excite these high transitions. This is additionally supported with the low dust temperatures of ~15 K observed in such IRDCs (Peretto et al. 2010; Zhu & Huang 2014; Pon et al. 2016; Lim et al. 2016); neither shocks nor high cosmic-ray ionization rates can significantly increase dust temperatures.

6 DIAGNOSTICS OF COLLISIONS

In a previous work, Bisbas et al. (2017b) examined how molecular, atomic and ionic line emissions can be used as diagnostics for collisions between giant molecular clouds (GMC). They found that fine-structure lines, such as [C\text{II}] 158\mu m and [O\text{I}] 63\mu m, can be used as alternatives to the commonly used low-$J$ CO lines (e.g. Haworth et al. 2015a,b). In particular, since these fine-structure lines are emitted from the rarefied ISM surrounding the denser and more compact gas, they can be used to identify more evolved collisions in which the dense parts of the clouds have already merged and the velocity information obtained from CO lines from these colliding parts no longer distinguished the two clouds.

As described in §2.1, the two density distributions are sub-regions from evolved MHD simulations corresponding to a time of $t = 4\text{ Myr}$ after the beginning of the simulation. At this particular time and as discussed in Bisbas et al. (2017b), the low-$J$ CO and [C\text{II}] (1-0) position-velocity diagrams in the cloud-cloud collision case show that the colliding signature has disappeared. This is because the dense structures of the two GMCs have been merged to form the filament seen in Fig. 1 (‘dense cloud’). However, the ‘bridge-effect’ for the binary GMC collision can be seen in the [C\text{II}] 158\mu m and [O\text{I}] 63\mu m lines (see also Bisbas et al. 2018). It is, therefore, interesting to examine how the ISM environmental parameters considered here affect the shape of the ‘bridge’ that connects two peaks in brightness temperatures for different velocities.

Figure 12 shows normalized spectra to the peak value of [C\text{II}] and [O\text{I}] 63\mu m lines for the dense cloud only and under all ISM environments explored. The spectra correspond to the slice from the highlighted region shown in the top left panel of Fig. 2. In general, there are two velocity peaks with a velocity separation of ~10 km s$^{-1}$, which is the relative speed of the GMC collision (see Wu et al. 2017, for the corresponding description of initial conditions). We also examined the spectra of [C\text{II}] (1-0) and CO (1-0) from the same slice, as well as the spectra of all aforementioned lines in a similar region in the diffuse cloud. We found that all those lines have simple, Gaussian-like shapes reflecting the turbulent motions of the gas. We note that the spectra of [C\text{II}] and CO lines in the dense cloud
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have Gaussian-like shapes as well, since the colliding signature has disappeared in this MHD snapshot (Bisbas et al. 2017b).

Cosmic-rays with $\zeta_{CR} \leq 10^{-10}$ s$^{-1}$ do not have any effect on the collision signature in the [C\textsc{ii}] line and only a minor effect in that from the [O\textsc{ii}] line. For $\zeta_{CR} = 10^{-13}$ s$^{-1}$, the [O\textsc{ii}] spectra do not show a significant change, but the [C\textsc{ii}] line collision signature starts to diminish; this is reflected in the relative peaks in $T_B$. Eventually, at $\zeta_{CR} = 10^{-14}$ s$^{-1}$, there are two interesting findings. The first one is that the brightness temperature peaks in each of the [C\textsc{ii}] and [O\textsc{ii}] lines differ so substantially (~5 times) that the bridge-effect signature appears to be severely diminished. Notably, the brightness temperature of [O\textsc{ii}] 63\mu m decreases in the first peak when $\zeta_{CR}$ increases from $10^{-17}$ s$^{-1}$ to $10^{-15}$ s$^{-1}$ but increases rapidly when $\zeta_{CR} = 10^{-14}$ s$^{-1}$. This is because the increase in gas temperature resulting from the high cosmic-ray heating affects the line intensity at high densities, thus resulting in this high jump in brightness temperature, as explained in detail by Goldsmith (2019). The second is that at such high $\zeta_{CR}$, both these lines trace the dense filament rather than the surrounding rarefied medium, as discussed in §4. This explains also the increase in the line broadening of the two fine-structure lines and especially that of the [O\textsc{ii}] 63\mu m. After examining further the [O\textsc{ii}] broadening, we found that it is identical to the CO (1-0) one, thus originating from higher densities.

The second row of Fig. 12 shows how the bridge-effect is affected as a function of $G_0$. As can be seen, the FUV photons do not change the shape of the [C\textsc{ii}] line spectra. The [O\textsc{ii}] line is also not significantly affected for $G_0 \leq 100$. Increasing the FUV intensity can simply enhance the emission of these lines given that they originate from low optical depths, as described in §4.2. In the case of $G_0 = 10^3$, [O\textsc{ii}] is emitted from higher densities (as with the case of high $\zeta_{CR}$), therefore changing the relative peaks in $T_B$. However, we find that the bridge-effect signature indicating a collision process, remains unaffected.

Finally, the bottom row of Fig. 12 shows the dependency of the spectra on the changes in metallicity. For sub-solar metallicities, we find that the bridge effect in the [C\textsc{ii}] line is diminishing. On the other hand, super-solar metallicities enhance it. This is because [C\textsc{ii}] originates from higher number densities thus changing the linewidth in a similar way caused by high $\zeta_{CR}$, as discussed above. The behaviour of the [O\textsc{ii}] 63\mu m line follows also the same concept as the [C\textsc{ii}] line. Note, however, that the peaks of $T_B$ alternate as metallicity changes; it is stronger for $v \sim 0$ km/s when compared to the $v \sim 10$ km/s peak, but as metallicity increases, the $T_B$ at $v \sim 10$ km/s becomes stronger, as a result of the nature of [O\textsc{ii}] line becoming quickly optically thick.

The above findings complement recent computational and observational works examining cloud formation in emission lines of the carbon cycle. Clark et al. (2019) studied [C\textsc{ii}], [C\textsc{iii}] and CO emission in dynamically evolved clouds, finding that the velocity dispersion of [C\textsc{ii}] is larger than that of molecular line emission. This means that the 158\mu m fine-structure line can be used as a diagnostic to identify “bridging” features for potential cloud-cloud collision activity. Lim et al. (2020) studied the star cluster formation processes in Orion A using $^{13}$CO (1-0) and [C\textsc{ii}] data. The trends they observed, especially in [C\textsc{ii}], provide evidence for an on-going cloud-cloud collision process which is a potential site for star formation activity. In a recent work, Beuther et al. (2020) studied the dynamical state of the infrared dark cloud G28 using [C\textsc{ii}] lines in addition to $^{13}$CO transitions. They identified a two-velocity component spectrum in the atomic lines, revealing a converging gas flow. They claim that this atomic emission originated from the diffuse, more extended part of the ISM surrounding the dense cloud. All the above are in good agreement with our results, e.g., as presented in Fig. 12, as well as with the results of Bisbas et al. (2017b, 2018).

---
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Figure 13. Ratios of various combinations between CO and [C\textsc{i}] versus $\zeta_{\text{CR}}$ and the FUV intensity for the dense (solid lines) and diffuse (dashed lines) clouds (see §7 for the corresponding nomenclature). The stripes correspond to observational estimates. In particular the stripes in the top left and top middle correspond to the Aravena et al. (2014) observations of the $R_{21} = 0.7 \pm 0.14$ ratio and the $R_{31} = 0.5 \pm 0.29$ ratio, respectively. The darker green stripe in the middle panel of the top row corresponds to the Lamperti et al. (2020) observations, giving $R_{31} = 0.55 \pm 0.03$. The stripe on the top right panel is the $R_{32} = 0.5 - 0.6$ ratio observed by Vlahakis et al. (2013) for the whole M51 disk and its spiral arms. The stripe in the left panel of the middle row corresponds to the Valentino et al. (2018, 2020) observations. In the central panel, the light-purple stripe corresponds to the Wright et al. (1991) and Oka et al. (2005a) observations of the $R_{\text{CO}1\text{CO}2} = 8$ ratio, while the dark purple stripe to the Krips et al. (2016) $R_{\text{CO}1\text{CO}2} = 6.25 \pm 3.75$ observations. The light-gray stripe on the right panel of the middle row is the Valentino et al. (2018) observations of $R_{\text{CI}1\text{CO}10}$. The light-pink stripe on bottom left panel corresponds to observations presented in Gullberg et al. (2016). The light-brown stripe in the bottom middle panel corresponds to the Israel & Baas (2002) observations and the darker-brown one to those of Hitschfeld et al. (2008). Overall we find very good agreement with observations.

7 LINE RATIOS

Line ratios are commonly used to study the physical state of the observed object, as well as to understand its molecular mass content. As we discuss in §8, the emission of CO $J = 1 \rightarrow 0$ and, recently, of [C\textsc{i}] (1-0) lines are frequently used to infer to the column density of H$_2$. However, in the extragalactic context mid-J CO lines are favoured since their higher frequencies offer better angular resolution for imaging. Moreover, the emission frequencies of CO $J = 7 \rightarrow 6$ and [C\textsc{i}] (2-1) transitions are so close that observing them simultaneously is entirely possible across any redshift. In a similar way, CO $J = 4 \rightarrow 3$ and [C\textsc{i}] (1-0) can be simultaneously observed with ALMA Bands 3-8. In addition, [C\textsc{i}] and [O\textsc{i}] 63\mu m can be simultaneously observed using the SOFIA-upGREAT. It is therefore important to study how the different line ratios behave under the different ISM environmental parameters considered here.

In doing so, we examine the ratios $R_{21} = W_{\text{CO}(2-1)}/W_{\text{CO}(1-0)}$, $R_{31} = W_{\text{CO}(3-2)}/W_{\text{CO}(1-0)}$, $R_{32} = W_{\text{CO}(3-2)}/W_{\text{CO}(2-1)}$, and $R_{\text{CI}1\text{CO}10}$. It is found that both the FUV intensity and the metallicity do not significantly change these ratios. Figure 13 shows the results of the line ratios with the cosmic-ray ionization rate as the free ISM parameter compared with observed values. Figures 14 and 15 show the results when the FUV intensity and the metallicity are the free parameters, respectively.
is, however, a weak dependency on the column density distribution. For instance, the ratio of $R_{21,\text{dense}}/R_{21,\text{diffuse}}$ between the dense and diffuse clouds is $\sim 1.5$. Similarly, for $R_{32}$ it is $\sim 1.5$ as well, and for $R_{31}$ it is $\sim 2.5$. Aravena et al. (2014) studied four massive star-forming galaxies at redshifts of $\sim 1.5 - 2.2$ and reported average line brightness temperature ratios of $R_{21} = 0.7 \pm 0.16$ and $R_{31} = 0.50 \pm 0.29$. Recently, Lamperti et al. (2020) studied this ratio for a sample of 98 galaxies (Star Forming, AGNs, LIRGs) and found a mean ratio of $R_{31} = 0.55 \pm 0.03$, which agrees remarkably well with our dense cloud for $\zeta_{\text{CR}} \geq 10^{-16}$ s$^{-1}$. The top right panel shows the $R_{32}$ ratio. Vlahakis et al. (2013) studied this ratio in the spiral galaxy M51 (NGC 5194) using the James Clerk Maxwell Telescope (JCMT). At a spatial resolution of $\sim 600$ pc, they reported an average value of $R_{32} \sim 0.5$ for the disk. Notably, they found $R_{32} \sim 0.2$ in interarm regions and $R_{32} \sim 0.6$ in arm and central regions. The simulated values of these ratios are in good agreement with observations in both cloud cases and for all ISM environmental parameters examined. In addition, our results are in agreement with the models of Peñaloza et al. (2018), who examined the behaviour of $R_{21}$, $R_{31}$, and $R_{32}$ under similar ISM conditions.

In the left panel of the middle row, the results for the $R_{\text{CI10}}^{\text{CI21}}$ ratio between [C\text{I}] (1-0) and (2-1) are presented. An interesting feature is that this ratio is found to be very weakly depending on the density distribution for all ISM environmental parameters. For $\zeta_{\text{CR}} > 10^{-16}$ s$^{-1}$ it is found to depend on the cosmic-ray ionization rate as $R_{\text{CI10}}^{\text{CI21}} \propto \zeta_{\text{CR}}^{-0.2}$. Interestingly, this ratio depends weakly on the $G_0$ intensity but strongly on metallicity following a relationship of the form $R_{\text{CI10}}^{\text{CI21}} \propto Z^{-0.37}$. This suggests that this ratio may be a promising new diagnostic for an estimation of $\zeta_{\text{CR}}$ and $Z$, which is particularly interesting for the upcoming CCAT-prime telescope. Observations of various galaxies (red stripe) including Local IR bright galaxies, Main Sequence at a redshift of $\sim 1 - 1.5$ and SMGs at a redshift of $\sim 2.5 - 4$ by Valentino et al. (2018, 2020) found a similar $R_{\text{CI10}}^{\text{CI21}}$ ratio throughout their sample, which matches with our simulations for an average $\zeta_{\text{CR}} \sim 10^{-14}$ s$^{-1}$. However, because the sample contains galaxies that have much higher star formation rates (SFRs) than the Galactic one it is reasonable to expect such boosts of $\zeta_{\text{CR}}$ (Papadopoulos et al. 2011). The calculated $R_{\text{CI10}}^{\text{CI21}}$ ratio as a function of $G_0$ does not match with the observational data of Valentino et al. (2018, 2020). Note, however, that the trends of the corresponding panel in Fig. 14 show that much higher FUV intensities may be also explaining these observations, although it is unlikely that such high $G_0$ can operate on a global scale in these systems. From Fig. 15 it can be seen that metallicities with $Z \lesssim 0.5 Z_\odot$ can lower the $R_{\text{CI10}}^{\text{CI21}}$, matching...
the observations. Assuming solar metallicity for the aforementioned sample of galaxies, we propose that the cosmic-ray ionization rate is enhanced compared to the Milky Way average.

The central panel of the middle row shows the $R_{\text{CO}10}^{\text{CI10}}$ ratio between CO (1-0) and [C\text{\textsc{i}}] (1-0). This ratio shows a strong dependency on the density distribution as it differs always by more than three times under all free parameters. In terms of the dependency on the free parameters, it is found that $R_{\text{CO}10}^{\text{CI10}}$ depends weakly on $G_0$ and $Z$ and more strongly on $\zeta_{\text{CR}}$. Early Milky Way observations of that ratio by Wright et al. (1991) and more recently by Oka et al. (2005a), show that in our Galaxy $R_{\text{CO}10}^{\text{CI10}} \approx 10$. These values are in good agreement with our calculations, particularly for the dense cloud and for $\zeta_{\text{CR}}$. We do not find a reasonable match of these observations with the diffuse cloud calculations. Recent observations by Krips et al. (2016) in NGC 253, found a global ratio of the order of $R_{\text{CO}10}^{\text{CI10}} \gtrsim 10$. These values are in good agreement with our calculations, particularly for the dense cloud and for $\zeta_{\text{CR}} \lesssim 10^{-16} \text{s}^{-1}$, $G_0 \sim 1$ and $Z \sim 1Z_\odot$. We do not find a reasonable match of these observations with the diffuse cloud calculations. Recent observations by Krips et al. (2016) in NGC 253, found a global ratio of the order of $R_{\text{CO}10}^{\text{CI10}} \sim 2.5 \sim 10$, which agrees with our simulations for higher $\zeta_{\text{CR}}$, higher $G_0$ and high metallicities, $Z > 1Z_\odot$ for which both clouds match the observations. This is in line with the Krips et al. (2016) suggestion that in NGC 253, which is a starburst galaxy therefore having a different and more energetic ISM environment than the local one, shocks and their associated radiation and/or an enhancement of cosmic-ray energy densities may explain such $R_{\text{CO}10}^{\text{CI10}}$ values. It is, furthermore, in agreement with Galliano et al. (2008) who estimate a metallicity of $\sim 2.19Z_\odot$ for NGC 253. Observations by Dunne et al. (in preparation) also report that $R_{\text{CO}10}^{\text{CI10}} = 3.97 \sim 11.11$ in Main Sequence galaxies and $R_{\text{CO}10}^{\text{CI10}} = 3.13\sim 6.67$ in SMGs having high star forming rates, which according to our models suggest the presence of high cosmic-ray energy densities and high intensities of FUV radiation field.

The right panel of the middle row shows the $R_{\text{CI10}^{\text{CO}21}}$ ratio between [C\text{\textsc{i}}] (1-0) and CO (2-1). This ratio varies with the density distribution (the dense cloud has overall a lower ratio), it increases with increasing $\zeta_{\text{CR}}$ (but remains unchanged for $\zeta_{\text{CR}} \gtrsim 10^{-15} \text{s}^{-1}$), slightly increases with increasing $G_0$ and slightly decreases with increasing $Z$. Observations of Valentino et al. (2018) of various galaxies including, Main Sequence, starbursts, Active Galactic Nuclei (all at $z \sim 1.2$), and SPT SMGs ($z \sim 4$) cover a similar range of the $R_{\text{CI10}^{\text{CO}21}}$ ratio. Valentino et al. (2018) also report that the particular SPT SMGs have the highest values of that ratio.

The interesting ratio of CO (7-6)/[C\text{\textsc{i}}] (2-1) is illustrated in the
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2 Both Wright et al. (1991) and Oka et al. (2005a) report on the [C\text{\textsc{i}}] (1-0)/CO (1-0) ratio which is the reverse of what is presented here; however we keep our nomenclature for consistency.
left panel of the bottom row in Figs. 13, 14 and 15 for \( \zeta_{\text{CR}} \), \( G_0 \) and \( Z \) as the free parameters, respectively. As can be seen, the \( R_{\text{CO76}/\text{CII}} \) ratio shows a strong dependency on the column density distribution as the differences between the two clouds can be between one and more-than-two orders of magnitude. In terms of the environmental parameters, both clouds show weak dependency on the \( G_0 \) intensity. The \( R_{\text{CO76}/\text{CII}} \) ratio of both clouds depend on the values of \( \zeta_{\text{CR}} \) and \( Z \) but they follow different patterns. The pink stripe corresponds to observations presented in Gullberg et al. (2016). They found a low CO (7-6)/[CII] (2-1) ratio (\( R_{\text{CO76}/\text{CII}} \sim 0.2 \)) for the Spiderweb radio galaxy at a redshift of \( z \approx 1.161 \), which may be attributed to high cosmic-ray energy densities. However, given that we have agreement of this ratio for all free parameters explored, it may well indicate that the \( R_{\text{CO76}/\text{CII}} \) is not a good tracer of the physical conditions and that additional observations may be needed to understand the properties of the ISM environment of that galaxy.

The middle panel of the bottom row shows the \( R_{\text{CO43}/\text{CII}_{10}} \) ratio, which does not appear to have a monotonic relationship with \( \zeta_{\text{CR}} \). Instead, for \( \zeta_{\text{CR}} \sim 10^{-15} \) it has a local minimum for the diffuse cloud. That particular ratio shows a strong dependence on the density distribution with a difference between the dense and diffuse clouds of approximately an order of magnitude (the ratio for the dense cloud is always higher). However, there is a very weak dependency on the intensity of FUV radiation field and on the metallicity. The light brown stripe corresponds to the observations of Israel & Baas (2002) in 13 spiral galaxies. The reported ratio of \( R_{\text{CO43}/\text{CII}_{10}} \sim 0.8 - 10 \) matches with the Kaufman et al. (2006) one-dimensional uniform field with \( Z \sim 1 \). However, there is a very weak dependency on the density distribution with a difference between the dense and diffuse clouds of approximately an order of magnitude (the ratio for the dense cloud is always higher). However, there is a very weak dependency on the intensity of FUV radiation field and on the metallicity. The light brown stripe corresponds to the observations of Israel & Baas (2002) in 13 spiral galaxies. The reported ratio of \( R_{\text{CO43}/\text{CII}_{10}} \sim 0.8 - 10 \) matches with the Kaufman et al. (2006) one-dimensional uniform field with \( Z \sim 1 \).

Finally, in the bottom right panel of Figs. 13, 14 and 15, the [CII]/[OIII] 63μm ratio is plotted. As can be seen, there is a weak dependency on the density distribution. This ratio does not vary strongly with \( \zeta_{\text{CR}} \) and it decreases with increasing \( G_0 \). For the dense cloud, it increases with increasing \( Z \), however for the diffuse cloud it peaks for \( Z = 1.7 \) but then decreases rapidly for \( 2 < Z < 10 \). The line of [OIII] 63μm is much more optically thick than the line of [CII] and suffers from self-absorption which has a significant impact on the resulting \( R_{\text{CII}_{10}/\text{OIII}_{63}} \) ratio. For instance, Schneider et al. (2018) report an \( R_{\text{CII}_{10}/\text{OIII}_{63}} \sim 0.03 - 0.04 \) in the massive star-forming region S106. This ratio is much lower than what we find for any ISM condition explored. However, Schneider et al. (2018) find that a radiation field with \( G_0 \sim 10^{10} \) is needed to model this ratio. Although we do not explore such high FUV intensities, it can be seen from the corresponding panel of Fig. 14 that it is in agreement with the trend we find against \( G_0 \). More recently, Kramer et al. (2020) reported an \( R_{\text{CII}_{10}/\text{OIII}_{63}} = 0.2 - 0.2 \) in M33 with a mean of 4.5 ± 2.6 which matches with the Kaufman et al. (2006) one-dimensional uniform density PDR models of \( n_H \sim 2 \times 10^4 \) cm\(^{-3} \) interacting with \( G_0 \sim 1.5 - 60 \). After experimenting with such simple PDR models, we also confirm the observed ratio of Kramer et al. (2020) using 3D- for in one-dimensional slabs but we are unable to reproduce this ratio with our full three-dimensional models. We therefore conclude that a ratio between these two lines is rather challenging to use as a diagnostic (see also Kraemer et al. 1998).

8 CONVERSION FACTORS

As discussed in §1, although being the most abundant molecule in the ISM, H\(_2\) does not emit significant radiation from most molecular clouds, as its lowest transition energy difference at \( \Delta E/k_B \sim 510 \) K above ground is much higher than the gas temperature typically found in the ISM at high column densities. The next most abundant molecule, CO, is frequently used to trace the H\(_2\)-rich gas via the velocity integrated emission of its \( J = 1 \rightarrow 0 \) transition as it corresponds to an energy difference of \( \Delta E/k_B \sim 25 \) K above ground. This emission is converted to a molecular column density via the \( X_{\text{CO}} \) factor (Strong & Mattson 1996; Dame et al. 2001; Bell et al. 2007; Bolatto et al. 2013; Szűcs, Glover & Klessen 2016), which is taken to be constant. Other tracers have been considered as alternatives to the CO \( J = 1 \rightarrow 0 \) emission with the [CII] 609μm (Papadopoulos et al. 2004) to become one of the most popular as it is bright, present in H\(_2\)-rich regions optically thinner than CO \( J = 1 \rightarrow 0 \) and its lowest transition energy difference corresponds to a temperature of \( \Delta E/k_B \sim 24 \) K. In this Section, it is examined how the \( X_{\text{CO}} \) and \( X_{\text{CII}} \) factors depend on the ISM parameters we consider. In all cases the conversion factor, \( X_{\text{CII}} \), is defined as:

\[
X_{\text{CII}} = \frac{\int N_{\text{H}2}dS}{\int W_{\text{CII}}dS}.
\] (8)

In general we find that both conversion factors depend on both the free ISM parameters and the density distribution. The best-fit functions we find obey the formula

\[
X_{\text{CII}} = \frac{\int N_{\text{H}2}dS}{\int W_{\text{CII}}dS} = \frac{\xi_{\text{CR}}}{\xi_0},
\]

where FP is the ISM free parameter (\( \xi_{\text{CR}}, G_0 \) or \( Z \)).

8.1 Dependency on the cosmic-ray ionization rate

The top panel of Fig. 16 shows the resultant conversion factors for CO (1-0) versus \( \xi_{\text{CR}} \). Solid lines correspond to the dense cloud and dashed to the diffuse cloud. As discussed in §2.1 and also in Bisbas et al. (2017a), the column density of CO is severely decreased with increasing \( \xi_{\text{CR}} \) while \( N(^1\text{H}_2) \) remains almost unaffected. Intuitively, this would imply a different \( X_{\text{CO}} \)-factor as \( W(CO \sim 1) \) may be affected. However, as discussed in §4.4, the increase in gas temperature increases the brightness temperature to high values even for low CO column densities. This, in turn, keeps the emission of CO (1-0) strong, leading to small changes in the \( X_{\text{CO}} \)-factor. As can be seen in this panel, \( X_{\text{CO}} \) increases by only a factor of \( \sim 2 \) between \( \xi_{\text{CR}} \sim 10^{-17} \) s\(^{-1} \) and \( 10^{-15} \) s\(^{-1} \), at which point it has a local maximum. In particular, for \( \xi_{\text{CR}} \sim 10^{-15} \) s\(^{-1} \) we find \( b=22.70 \) and \( k=0.15 \). For \( \xi_{\text{CR}} \sim 10^{-14} \) s\(^{-1} \), \( X_{\text{CO}} \) decreases by a factor of \( \sim 1.5 \). This is because CO has been destroyed in the low-density medium allowing the strong line of CO (1-0) to originate from the denser and warmer (due to cosmic-ray heating) gas. In this regime of \( 10^{-15} \leq \xi_{\text{CR}} \leq 10^{-14} \) s\(^{-1} \), we find \( b=17.49 \) and \( k=0.20 \). The dependency on the density distribution is minor; both dense and diffuse cloud appear to require a similar \( X_{\text{CO}} \)-factor to infer to the molecular mass content. Overall, \( X_{\text{CO}} \) varies from \( \sim 1.2 - 3.3 \times 10^2 \) cm\(^{-2} \) K\(^{-1} \) km\(^{-1} \) s\(^{-1} \) across the different \( \xi_{\text{CR}} \).

The blue stripe is the recommended Bolatto et al. (2013) value of \( X_{\text{CO}} = 2 \times 10^{20} \) cm\(^{-2} \) K\(^{-1} \) km\(^{-1} \) s\(^{-1} \) within the recommended \( \pm 30\% \) variation. Our results are in broad agreement with this value, particularly for \( \xi_{\text{CR}} \sim 10^{-16} \) s\(^{-1} \). Offner et al. (2014) studied a turbulent 600 M\(_{\odot}\) Milky Way star-forming cloud (presented in Offner et al. 2013) under two different interstellar radiation fields of \( \chi_0 = 1 \), 10 (normalized according to Draine 1978), the ‘full’ UMIST2012 chemical network of 215 species and a cosmic-ray ionization rate of
forming clouds including embedded protostellar clusters. This approach was used in a subsequent work (Gaches et al. 2019b) to examine the impact of cosmic-rays on both XCO and XCI (see below) conversion factors. For a Voyager spectrum of cosmic-rays, they found that XCO decreases with increasing \( \zeta_{CR} \) as opposed to our simulations. In particular, for \( \zeta_{CR} \lesssim 10^{-16} \text{s}^{-1} \) they found an XCO \( \gtrsim 5 \times 10^{20} \text{cm}^{-2} \text{K}^{-1} \text{km}^{-1} \text{s} \), which is higher than the Bolatto et al. (2013) recommended value. Recently, Gong et al. (2020) presented simulations of three clouds representing the Milky Way ISM and studied the dependency of XCO-factor in different environmental parameters. Contrary to our findings, they report a trend of decreasing XCO with increasing cosmic-ray ionization rate even for \( \zeta_{CR} \lesssim 5 \times 10^{-18} \text{s}^{-1} \). We argue that this difference may arise from a number of different factors such as the density distribution they modelled (512 pc scale clouds at a resolution of 2 pc), the attenuation of cosmic-rays as a function of the column density they assumed, and the chemical network they adopted (Gong et al. 2018).

On the other hand, the XCI-factor depends stronger on the value of cosmic-ray ionization rate and varies by approximately one order of magnitude between the two \( \zeta_{CR} \) extrema. In addition, XCI is higher for the dense cloud by a factor of \( \sim 2 - 3 \). We find that the dense cloud is best-fitted with \( b = 15.95 \) and \( k = -0.32 \) while the diffuse one with \( b = 17.92 \) and \( k = -0.18 \). This strong decrease of XCI with increasing \( \zeta_{CR} \) is due to the increase of the [C i] (1–0) emission, given also the fact that it is more optically thin than CO (1–0), as described in \S 4.1 and \S 4.4. Various computational efforts have been made to compute the value of XCI-factor. Offner et al. (2014) found that XCI \( \approx 1.1 \times 10^{21} \text{cm}^{-2} \text{K}^{-1} \text{km}^{-1} \text{s} \) (represented with the orange star in Fig. 16), a value confirmed observationally by Lo et al. (2014). The value of this conversion factor is in-between our modelled clouds. Similarly, simulations of a \( 10^4 \text{M}_\odot \) cloud with \( (n_H) \approx 276 \text{cm}^{-3} \) by Glover et al. (2015) under a \( \chi_0 = 1 \) isotropic radiation field and a \( \zeta_{CR} = 10^{-17} \text{s}^{-1} \) found an XCI \( \sim 1.1 \times 10^{21} \text{cm}^{-2} \text{K}^{-1} \text{km}^{-1} \text{s} \). The Glover et al. (2015) setup is very similar to our diffuse cloud and for that specified \( \zeta_{CR} \) we find good agreement. In the follow-up paper, Glover & Clark (2016) found also a decreasing XCI with increasing \( \zeta_{CR} \) which is in line with our findings. For instance, for \( \zeta_{CR} = 10^{-15} \text{s}^{-1} \) they find an XCI \( \approx 6.04 \times 10^{20} \text{cm}^{-2} \text{K}^{-1} \text{km}^{-1} \text{s} \) which is \( \sim 1.1 \) times higher than the one for the dense cloud and \( \sim 1.9 \) times higher than for the diffuse one. The trends of Gaches et al. (2019b) are also in accordance with our simulations, although in most cases its value surpasses the corresponding one of our dense cloud model.

Jiao et al. (2017) observed 71 galaxies with Herschel SPIRE-FTS, out of which 62 where LIRGs and 9 ULIRGs. They report a line ratio of \( R_{\text{CII}/\text{CO}} \approx 1–25 \), which matches with that of Krips et al. (2016), and an average C\text{-}to-H\text{$_2$} conversion factor of \( \alpha_{\text{[C}\text{I}\text{]}} = 7.6 \text{M}_\odot \text{pc}^{-2} \text{K}^{-1} \text{km}^{-1} \text{s} \) for XCI \( = 4.8 \times 10^{20} \text{cm}^{-2} \text{K}^{-1} \text{km}^{-1} \text{s} \) without accounting for Helium contribution. This value agrees with our models for values of \( \zeta_{CR} \) higher than the average Milky Way value; for a density distribution corresponding to the diffuse cloud, we estimate a \( \zeta_{CR} \gtrsim 5 \times 10^{-18} \text{s}^{-1} \). More recently, Crocker et al. (2019) studied 18 nearby galaxies also observed with Herschel SPIRE-FTS. They report a similar conversion factor with that of Jiao et al. (2017), of XCI \( = 3.7 \times 10^{20} \text{cm}^{-2} \text{K}^{-1} \text{km}^{-1} \text{s} \) (including He contribution), thus matching with our models for high \( \zeta_{CR} \). Such cosmic-ray ionization rates, higher than the Milky Way average, are further supported by the line ratios \( R_{\text{CII}/\text{CII}} \approx 0.2–1.7, R_{\text{CII}/\text{CO}} \approx 0.7–2 \) and \( R_{\text{CIII}/\text{CI}} \approx 0.2–0.6 \) they report (see \S 7). In all above cases, we argue that the observed galaxies have enhanced cosmic-ray energy densities.
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**Figure 16.** Conversion factors based on CO (1–0) (top panel) and [CI] (1–0) (bottom panel) for the dense (thick solid lines) and diffuse (thick dashed lines) clouds as a function of \( \zeta_{CR} \). The recommended value of XCO \( = 2 \times 10^{20} \text{cm}^{-2} \text{K}^{-1} \text{km}^{-1} \text{s} \pm 30\% \) spread (Bolatto et al. 2013) is shown in blueish stripe in the top panel. The values of XCI reported by Crocker et al. (2019) and Jiao et al. (2017) are shown in light and darker orange stripes in the bottom panel, respectively. Simulation results from Gaches et al. (2019b), Offner et al. (2014), Glover et al. (2015), Glover & Clark (2016) and Gong et al. (2020) are also shown. In particular, the thin dotted lines in Glover & Clark (2016) correspond to \( \chi_0 = 10 \), while the thick dotted to \( \chi_0 = 100 \). The upper dark blue solid line of the Gong et al. (2020) simulations correspond to their ‘R4’ model, while the lower one to their ‘R2’ model (Milky Way conditions at a radius of 4kpc and 2kpc, respectively). We find that XCI is more strongly depending on both XCO and column density distributions than XCO and that the observational data of Jiao et al. (2017) and Crocker et al. (2019) may be connected with galaxies with enhanced cosmic-ray energy densities.
Figure 17. As in Fig. 16 but for the FUV intensity as the free ISM parameter. We find that both $X_{\text{CO}}$ and $X_{\text{CI}}$ factors remain relatively unchanged as a function of $G_0$. The results of Glover & Clark (2016) (for both tracers) and Gong et al. (2020) (for CO (1-0); upper/lower dark blue solid lines are their ‘R4’/‘R2’ models, respectively) are illustrated for comparison.

8.2 Dependency on the intensity of the FUV radiation field

Figure 17 shows how the conversion factors depend on the intensity of FUV radiation field. We find that this dependency is a weak function of $G_0$. For $X_{\text{CO}}$, we further find that it depends weakly on the density distribution.

As can be seen from the upper panel, our results agree well with the Bolatto et al. (2013) average for all $G_0$ intensities. There is a slight increase of $X_{\text{CO}}$ as $G_0$ increases. We find that the CO-to-H$_2$ conversion factor for both clouds can be fitted with $b=20.15$ and $k=0.08$. The slope is similar to the one found by Glover & Clark (2016), whose results are plotted with dotted lines (their $x_0 = 10$ simulation). However, the best-fit slope of Gong et al. (2020) shows a decreasing $X_{\text{CO}}$ as $G_0$ increases, although their slope of $-0.03$ indicates a weak dependency on the FUV intensity as well. Similarly, Gaches & Offner (2018) report a weak dependency of $X_{\text{CO}}$ on $G_0$ when studying the effect of radiation field on ISM gas chemistry from embedded protostars.

The lower panel of Fig. 17 shows the $X_{\text{CI}}$ dependency on $G_0$. Here, both conversion factors remain relatively constant under all $G_0$ intensities, however there is a stronger dependency on the density distribution. For the diffuse cloud, $X_{\text{CI}} = 5.3 \times 10^{20}$ cm$^{-2}$ K$^{-1}$ km$^{-1}$ s$^{-1}$ (independent on $G_0$) and for the dense cloud it is fitted with $b=21.23$ and $k=0.06$. Glover & Clark (2016) find also similar values of $X_{\text{CI}}$, although their results indicate an increasing factor with $x_0$.

8.3 Dependency on the metallicity

Figure 18 shows the correlation of the conversion factors with metallicity which is arguably of great interest in studying high-redshift galaxies. The $X_{\text{CO}}$ factor depends strongly on metallicity, while $X_{\text{CI}}$ – depends much more weakly on $Z$, which is in agreement with numerous other observational (Israel 1997; Leroy et al. 2011; Genzel et al. 2012; Schruba et al. 2012; Shi et al. 2015, 2016; Amorín et al. 2016; Heintz & Watson 2020) and theoretical (Wolfire et al. 2010; Glover & Mac Low 2011; Narayanan et al. 2012; Feldmann et al. 2012; Sandstrom et al. 2013; Glover & Clark 2016; Accurso et al. 2017b; Gong et al. 2020; Madden et al. 2020) works.
We find that at low metallicities, the $X_{\text{CO}}$ factor additionally depends strongly on the density distribution. The diffuse cloud is best-fitted with $b=20.34$ and $k=1.32$. As shown in the top panel of Fig. 18, our results for the diffuse cloud are in agreement with the observations of Genzel et al. (2012) and Amorim et al. (2016) as well as with the theoretical works of Glover & Clark (2016) (their $G_0 = 10$ simulation is plotted here) and Accurso et al. (2017b). In this panel, it is further plotted the observations of Shi et al. (2015, 2016) on Sextans A and four DDO objects (70-A, 53-A, 50-A, 50-B), which are all very metal poor galaxies. All these galaxies provide evidence of stronger $Z - X_{\text{CO}}$ correlations than we find here. Considering that the slope of $X_{\text{CO}}$ between the two modelled clouds correlates remarkably strongly with the density distribution, we argue that the observed emission of CO (1-0) in the Shi et al. (2015, 2016) galaxies may be connected with their diffuse and extended ISM. Weaker correlations (for upper panel of Fig. 18 we plot the results of Gong et al. (2020) $\cdot$ $\cdot$ $\cdot$) and also from the models of Glover & Clark (2016), who compare the resultant conversion factor in different dynamical times and report such a dependency.

The dense cloud is best-fitted with $b=20.29$ and $k=-0.45$. This weaker dependency on $Z$ (when compared to the diffuse cloud) is due to the ability of the cloud to remain molecular and bright in CO (1-0), as the column densities can provide enough shielding against the FUV photons, even for the $0.1Z_{\odot}$ case. This is better illustrated in the corresponding column of Fig. 10 which shows how $\phi$(CO 1 – 0) builds versus $N$(H$_2$) (see §4.4) and also from the SLED presented in the bottom right panel of Fig. 11. In the upper panel of Fig. 18 we plot the results of Gong et al. (2020) (for $Z = 0.5 - 1Z_{\odot}$), which agrees better with our results for the dense cloud, as can be seen. Weaker correlations of $Z - X_{\text{CO}}$ have been reported in other works, including Narayanan et al. (2012); Feldmann et al. (2012); Sandstrom et al. (2013).

The lower panel of Fig. 18 shows the correlation of the C1-to-H$_2$ factor with metallicity. Overall there is a weaker dependency with $Z$ as well as with the density distribution. The dense cloud is best-fitted with $b=21.22$ and $k=-0.16$; thus it is nearly independent on metallicity. On the other hand, the diffuse cloud is best-fitted with $b=20.83$ and $k=-0.96$. This is in agreement with the correlation obtained by the models of Glover & Clark (2016) and the recent absorption-derived $X_{\text{CO}}$ observations of high-redshift star-forming galaxies by Heintz & Watson (2020).

9 CONCLUSIONS

In this paper we explored a range of different ISM environments by varying the cosmic-ray ionization rate spanning three orders of magnitude ($\zeta_{\text{CR}} = 10^{-17} - 10^{-14}$ s$^{-1}$), the FUV intensity spanning three orders of magnitude ($G_0 = 1 - 10^5$) and the metallicity from $Z = 0.1Z_{\odot}$ to $2Z_{\odot}$ in two snapshots of simulations examining the evolution of magnetised, turbulent, self-gravitating molecular clouds. This paper continues the studies of Bisbas et al. (2015a, 2017a) and of Wu et al. (2015, 2017); Bisbas et al. (2017b, 2018) in examining how the observables and the dynamical diagnostics change under different ISM environment, respectively. For our analysis we used 3D-MOOG 3d-phot to determine the abundances of species and level populations of the coolants explored in full thermal-balance calculations and a radiative transfer algorithm to estimate the velocity integrated emission of the most important coolants. Our results are summarized below.

9.1 Effect of cosmic-rays

Increasing the cosmic-ray ionization rate changes the carbon phases more rapidly than the H$_2$-to-H$_2$ transition. This results in a decrease in CO and an increase in CI and C$_2$ column densities, as well as in O$_i$. The gas temperature increases with $\zeta_{\text{CR}}$ as a result of cosmic-ray heating and number densities $\geq 10^3$ cm$^{-3}$ can be as warm as $\sim$40 – 50 K. The emission of all fine-structure lines ([CII] $158\mu$m, [CI] (1-0), (2-1), [O$_i$] 63$\mu$m, 146$\mu$m), brightens with increasing $\zeta_{\text{CR}}$. The line of [CII] is tightly connected with the distribution of H$_2$ column densities for $\zeta_{\text{CR}} \sim 10^{-14}$ s$^{-1}$ and its emission at these high cosmic-ray ionization rates becomes very bright. In our simulations, the isotope of [{}^{13}\text{C}] becomes bright only under ISM conditions of high $\zeta_{\text{CR}}$ values for which the optical depth of C$_2$ is also high. Similarly, both [CI] lines become bright for high $\zeta_{\text{CR}}$. On the other hand, both [OI] lines, although brightening with increasing $\zeta_{\text{CR}}$, remain much fainter as they are quite optically thick and suffer from self-absorption. For low values of $\zeta_{\text{CR}}$, low-J CO lines are more extended when compared to high $\zeta_{\text{CR}}$ models. This may cause extended ISM regions to appear much clumpier than they really are. Higher-J CO lines are emitted from high column densities and they become brighter as $\zeta_{\text{CR}}$ increases. The growth of CO (1-0) emission with H$_2$ column density is weakly dependent on the cosmic-ray ionization rate. On the other hand the line of [CI] (1-0) increases with $\zeta_{\text{CR}}$ and its optical depth decreases. This makes this line an excellent alternative H$_2$ gas tracer. The line of [CII] at $158\mu$m shows no correlation with H$_2$ column density when $\zeta_{\text{CR}} \leq 10^{-15}$ s$^{-1}$. However, for $\zeta_{\text{CR}} 10^{-14}$ s$^{-1}$ it shows an almost linear correlation with $N$(H$_2$) up to $\sim 3 \times 10^{22}$ cm$^{-2}$, also making it a potential alternative H$_2$ gas tracer in cosmic-ray dominated regions. Cosmic-ray heating, especially when $\zeta_{\text{CR}} \gtrsim 10^{-15}$ s$^{-1}$, may excite high-J CO lines and thus change the shape of SLEDs. We compared our results with the Pon et al. (2016) observations of three different IRDCs and found that, as an alternative to shock heating, cosmic-ray heating may also explain the observed high-J CO lines in such objects. When it comes to such CO SLED fitting, we found that the column density distribution also plays an important role and more exploration of different distributions is needed. The fine-structure line of [CII] remains a good diagnostic for cloud-cloud collisions for intermediate-to-low cosmic-ray ionization rates. For high $\zeta_{\text{CR}}$, the ‘bridge-effect’ feature that signals the cloud-cloud collision is diminished. Similarly to [CII], the [OI] 63$\mu$m line may be used as such a diagnostic, although its brightness temperature is much fainter. The increase of cosmic-rays decreases the line ratios of $R_{\text{CII}}^{11}$, $R_{\text{CO}}^{10}$, $R_{\text{CO}}^{43}$, while they increase the $R_{\text{CII}}^{11}$, $R_{\text{CI10}}^{11}$, $R_{\text{CI10}}^{10}$ line ratio. When the value of metallicity of an object is known, the particular ratio of the two atomic carbon lines appears to be a new promising diagnostic of cosmic-ray dominated regions, especially as it depends only weakly on the density distribution. The CO-to-H$_2$ conversion factor does not depend strongly on the cosmic-ray ionization rate or the column density distribution. Its value is in broad agreement with the Golbert et al. (2013) recommended value under all $\zeta_{\text{CR}}$ rates and we further find a local maximum of $X_{\text{CO}}$ for $\zeta_{\text{CR}} = 10^{-15}$ s$^{-1}$. On the other hand, the C1-to-H$_2$ factor decreases with increasing $\zeta_{\text{CR}}$ and depends more strongly on the density distribution.
9.2 Effect of intensity of FUV radiation field

Increasing the intensity of the FUV radiation field boosts the photodissociation of CO and creates a surplus of C\textsubscript{1} in (more compact and shielded regions) and C\textsubscript{2}, as well as an increase in O\textsubscript{16} abundances and therefore their column densities. The H\textsubscript{2}-to-H\textsubscript{2} transition shifts to higher column densities as a result of the photodissociation of H\textsubscript{2}. The gas temperature remains as low as \( \approx 10 \) K at high column densities, even for \( G_0 = 10^3 \), since the FUV photons attenuate rapidly as a function of visual extinction. However, the gas temperature increases at the outer parts of both clouds as \( G_0 \) increases. As a consequence of the abundance and gas temperature changes, the emissions of [C\textsubscript{2}], [C\textsubscript{1}] and [O\textsubscript{16}] become stronger as \( G_0 \) increases. However, they always arise from the gas surrounding the higher density medium. The relation of W(CO 1-0) and W(C\textsubscript{2} 1-0) with \( N(H_2) \) does not substantially change as a function of \( G_0 \). However, W(C\textsubscript{2}) and W(O\textsubscript{16} 63\$\mu$m) increase with \( G_0 \), but they do not scale as a function of the H\textsubscript{2} column. In regards to CO SLEDs, it is found that in diffuse gas, \( G_0 \) affects significantly only the low-\( J \) transitions; high \( G_0 \) leads to a suppression of these transitions. Since the origin of the [C\textsubscript{2}] and [O\textsubscript{16}] emission is always connected with the gas surrounding the filamentary structures in the dense cloud, we find that any potential signatures for cloud-cloud collisions remains relatively unchanged, even for \( G_0 = 10^3 \). We also find that the \( R_{\text{CII}/\text{H}} \) line ratio depends strongly on the value of the FUV intensity and that this ratio is rather challenging to use as a diagnostic in ISM studies. Strong \( G_0 \) may affect line ratios including atomic carbon by decreasing the \( R_{\text{CII}/\text{OII}} \) ratio and increasing the \( R_{\text{CII}/\text{H}} \) ratio. Finally, both \( X_{\text{CO}} \) and \( X_{\text{CII}} \) conversion factors remain relatively constant as a function of the FUV intensity.

9.3 Effect of metallicity

Low metallicities decrease the CO and H\textsubscript{2} shielding against FUV, as well as the H\textsubscript{2} formation rate on dust grains, therefore impacting the carbon cycle in relation to the H\textsubscript{2}-to-H\textsubscript{2} transition and increasing the overall gas temperature. We find that for \( Z = 0.1 Z_\odot \), the dense cloud remains molecular and becomes equally rich in C\textsubscript{2} and C\textsubscript{1} abundances as it is in CO abundance. The diffuse cloud becomes H\textsubscript{2}-dominated with the carbon abundance to be almost entirely in C\textsubscript{2} form. For super-solar metallicities, both clouds are entirely molecular CO-dominated. Consequently, the emission of all cooling lines modelled, change accordingly. For \( Z = 0.1 Z_\odot \) it is particularly interesting to note that the emission of [C\textsubscript{2}] originates from higher column densities corresponding to H\textsubscript{2}-rich gas, making this line a promising tracer for molecular gas in low-metallicity environments (see also Madden et al. 2020). As a result of the CO photodissociation in metal-poor ISM, low \( Z \) affect the mid- and low-\( J \) transitions of the CO line and hence the corresponding SLEDs. In regards to the bridge-effect signature, we find that its shape depends only weakly on metallicity for \( Z \geq 0.5 Z_\odot \), but it diminishes for \( \approx 0.1 Z_\odot \) as these fine structure lines originate from higher column densities that may not carry this collision information any longer. We find that as metallicity increases, the line ratios of \( R_{\text{CII}/\text{OII}} \) and \( R_{\text{CO}/\text{CII}} \) increase, while \( R_{\text{CII}/\text{OII}} \) decrease. Finally, we find that both \( X_{\text{CO}} \) and \( X_{\text{CII}} \) factors are depending strongly on metallicity in agreement with several observations, as well as on the density distribution of the ISM.

As a final conclusion, future studies using ALMA, SOFIA and the forthcoming CCAT-prime telescope of ISM environments that differ from the local one, such as the Galactic Centre, low-metallicity galaxies and galaxies with high star-formation rates, can provide data to help understand the ISM environment in the high-redshift Universe, particularly at \( z \approx 2-3 \) marking the ‘cosmic noon’ of galaxy assembly. The models we have presented will be helpful in the interpretation of such data.
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Figures A1 and A2 present emission maps for the lines of \([\text{C}]\) and \([\text{O}]\). Figures A3 – A6 show the average optical depth (\(\tau\)) weighted with the brightness temperature for the lines of \([\text{C}]\) and \([\text{O}]\), respectively. The aforementioned optical depth is given by the expression:

\[
\tau = \frac{f_{\text{max}}}{f_{\text{min}}} \frac{T_A dv}{\mu m \text{ km s}^{-1}}.
\]  

where \(\tau\) is the optical depth of a given velocity channel and the integration is over velocities as discussed in §2.3. In each panel we show a scatter plot of \(\tau\), coloured according to the probability density. High values of the probability density gives the dominant value of \(\tau\) under all ISM conditions explored.

Note that the probability density of the \(\tau\) in the dense cloud appears to contain four different ‘groups’. This occurs for the cases of the fiducial model, of \(\mathcal{Q}_{\text{IR}} = 10^{-17} \text{s}^{-1}\) and of \(Z = 2 Z_{\odot}\), and it is a result of edge effects in the boundaries of the map i.e. where the isotropic radiation impinges from. Furthermore, in the particular case of \(\tau_{\text{CO10}}\) in the diffuse cloud and at \(Z = 0.1 Z_{\odot}\), there are only a few scatter points as a result of the CO depletion and photodissociation.

APPENDIX A: ADDITIONAL EMISSION MAPS AND OPTICAL DEPTH DIAGRAMS
Figure A1. The rest of emission lines following Fig. 8 for the FUV intensity as the free parameter. From top-to-bottom, the lines of \([\text{C}\text{i}]\) (2-1), \([\text{O}\text{ii}]\) 146 μm and then \(\text{CO} \ J = 2 - 1 \) to \( J = 10 - 9 \) are presented.
Figure A2. The rest of emission lines following Fig. 9 for the metallicity as the free parameter. From top-to-bottom, the lines of [C\textsc{ii}] (2-1), [O\textsc{ii}] 146\textmu m and then CO $J = 2 - 1$ to $J = 10 - 9$ are presented.
Figure A3. Optical depth of the [Cu] 158μm line versus N(H$_2$) for all conditions explored.
Figure A4. Optical depth of the [CI] (1-0) line versus N(H$_2$) for all conditions explored.
Figure A5. Optical depth of the CO $J = 1 - 0$ line versus N(H$_2$) for all conditions explored.
Figure A6. Optical depth of the [O\textsc{i}] 63\,μm line versus N(H$_2$) for all conditions explored.