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Abstract

In this paper we consider a (reflected) Brownian motion with broken drift hitting a random boundary. Some dedicated calculations allow us to obtain the formula on the joint Laplace transform of the hitting time and hitting position. These develop the research on first rendezvous times of (reflected) Brownian motion and compound Poisson-type processes by Perry et al. (2004).
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1. Introduction

The reflected diffusion processes as a class of typical Markov processes have been widely applied in the subjects, such as queueing system, workload process, operation research and the others. Some references refer the reader to Harrison (1990), Jang & Shim (2008), Perry et al. (2004), etc. On the other hand, the threshold process with piecewise drift term or diffusion term has also been another interesting class of processes (see, Su & Chan (2015), Tong (1983), Yu et al. (2020)). Some specific threshold diffusion processes, for instance Brownian motion with alternative (broken) drift and Oscillating Brownian motion, were studied in Borodin & Salminen (2002) and Keilson & Wellner (1978).

The hitting boundary problem of a Markov process is a classical subject in the Markov process potential analysis. In recent years, most literature on the boundary crossing probability focuses on the linear or piecewise linear boundary (cf. Pötzelberger & Wang (2001), Wang & Pötzelberger (1997)). For a Markov process hitting a random boundary, Perry et al. (2004) formulated some results of the first rendezvous time of (reflected) Brownian motion (BM) and compound Poisson-type boundaries. Bo et al. (2011) extended the results in Perry et al. (2004) to the (reflected) Ornstein-Uhlenbeck process. Che & Dassios (2013) discussed the problems of some boundary crossing probabilities for a Brownian motion with different stochastic boundaries, in particular, including compound Poisson process boundaries. In this paper, we consider a reflected Brownian motion (RBM) with broken drift hitting a random boundary. We will develop the above results in this direction.

Let us begin with a reflected diffusion process. Assume that \((\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})\) is a probability space satisfying the usual conditions, and \(W = \{W_t, t \geq 0\}\) is a standard Brownian motion. Define the diffusion
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processes $X = \{X_t, t \geq 0\}$ and $\tilde{X} = \{\tilde{X}_t, t \geq 0\}$ via the following stochastic differential equations (SDEs):

\begin{align}
\label{eq:sde_X}
dX_t &= \mu(X_t)dt + dW_t, \\
\label{eq:sde_tilde_X}
d\tilde{X}_t &= \mu(\tilde{X}_t)dt + dW_t + dL_t,
\end{align}

where $\mu(x) = \mu_1 \mathbb{1}_{\{x < c\}} + \mu_2 \mathbb{1}_{\{x \geq c\}}$, $\mathbb{1}_{\{\cdot\}}$ is an indicator function, $\mu_1, \mu_2 \in \mathbb{R}$ are constants and $c$ is a positive constant. The process $L = \{L_t : t \geq 0\}$ is the local time process of $X$ at the boundary zero and $L_t$ satisfies the property that

$$L_t = \int_0^t \mathbb{1}_{\{\tilde{X}_s = 0\}} dL_s \quad \text{for all } t \geq 0,$$

please see Ata et al. (2005), Harrison (1990) for details. We call $X$ and $\tilde{X}$ as Brownian motion with broken drift and reflected Brownian motion with broken drift respectively. The existence and uniqueness of the SDEs (1.1) and (1.2) were proved in Pilipenko (2014).

Next we introduce a random boundary $C(t)$ by

$$C(t) \equiv b + Y \mathbb{1}_{\{T_1 \leq t\}},$$

where $b$ is a constant, $T_1$ admits an exponential law with parameter $\lambda > 0$, which is independent of the Brownian motion $W$. In addition, the random variable $Y$ is independent of $(T, W)$, which admits a distribution function given by $F(dy)$.

Define the hitting times:

\begin{align}
\tau &= \inf\{t \geq 0 : X_t = 0 \text{ or } X_t = C(t)\}, \\
\tilde{\tau} &= \inf\{t \geq 0 : \tilde{X}_t = C(t)\},
\end{align}

by convention, $\inf\emptyset = \infty$.

In Perry et al. (2004), they computed first rendezvous times in the case of the (reflected) BM. But for our case, due to the existence of the broken drift, using the conventional Meyer-Tanaka formula to construct martingale does not work. So we shall use time-dependent Meyer-Tanaka to derive first passage time of (reflected) BM hitting a random boundary in this paper.

The paper is organized as follows. In Section 2, we present and calculate some preliminary results of BM with broken drift and RBM with broken drift, respectively. In Section 3, we deal with the first passage time of a (reflected) Brownian motion with broken drift hitting a random boundary.

2. Preliminaries

In this section, we introduce some elementaries about the (reflected) BM with broken drift.

2.1. The BM with broken drift

Assume $X$ is the diffusion process defined in (1.1), then its infinitesimal generator defined on $C^2_b(\mathbb{R})$ should be

$$\mathcal{A} f(x) = \frac{1}{2} f''(x) + \mu(x) f'(x), \quad x \neq c.$$
It follows from Borodin & Salminen (2002, Page 128) that the speed measure of $X$ is

$$m(dx) = (2e^{2\mu_1 x}1_{\{x<c\}} + 2e^{2(\mu_1-\mu_2)c}e^{2\mu_2 x}1_{\{x\geq c\}})dx$$

and the scale density $s(x)$ is

$$s(x) = (e^{-2\mu_1 x}1_{\{x<c\}} + e^{2(\mu_2-\mu_1)c}e^{-2\mu_2 x}1_{\{x\geq c\}})dx.$$ 

Define

$$\psi_s(x) = \begin{cases} 
  e^{\lambda_1^+ x}, & x < c \\
  A_1 e^{\lambda_1^- x} + A_2 e^{\lambda_2^- x}, & x \geq c 
\end{cases}$$

and

$$\varphi_s(x) = \begin{cases} 
  B_1 e^{\lambda_1^- x} + B_2 e^{\lambda_2^- x}, & x < c, \\
  e^{\lambda_1^- x}, & x \geq c, 
\end{cases}$$

where the coefficients $\lambda_1^+, \lambda_1^-, \lambda_2^+, \lambda_2^-, A_1, A_2, B_1$ and $B_2$ are defined respectively by:

$$\lambda_1^+ = -\mu_1 + \sqrt{\mu_1^2 + 2s}, \quad \lambda_1^- = -\mu_1 - \sqrt{\mu_1^2 + 2s},$$

$$\lambda_2^+ = -\mu_2 + \sqrt{\mu_2^2 + 2s}, \quad \lambda_2^- = -\mu_2 - \sqrt{\mu_2^2 + 2s},$$

$$A_1 = \frac{\lambda_1^+ - \lambda_2^+}{\lambda_1^- - \lambda_2^-} e^{(\lambda_1^- - \lambda_2^-)c}, \quad A_2 = \frac{\lambda_1^- - \lambda_2^-}{\lambda_2^- - \lambda_1^-} e^{(\lambda_1^- - \lambda_2^-)c},$$

$$B_1 = \frac{\lambda_1^+ - \lambda_2^-}{\lambda_1^- - \lambda_1^-} e^{(\lambda_1^- - \lambda_1^-)c}, \quad B_2 = \frac{\lambda_2^- - \lambda_2^-}{\lambda_2^- - \lambda_1^-} e^{(\lambda_2^- - \lambda_1^-)c}.$$ 

Then we can check $\psi_s(.)$ and $\varphi_s(.)$ are the unique (up to a multiplicative constant) increasing and decreasing solutions of the following ordinary differential equation (ODE)

$$A f(x) = \frac{1}{2} f''(x) + \mu(x) f'(x) = sf(x), \; x \neq c, \quad (2.1)$$

which satisfy the boundary conditions $\mathcal{D}(A) = \{ f : \mathcal{F} f \in \mathcal{C}_b(\mathcal{R}), f \in \mathcal{C}_b^1(\mathcal{R}) \}$ (see the Theorem VII.3.12 in Revuz & Yor (1999) for details).

Let $p(t,x,y)$ be the transition density function of $X$, and define $G_s(x,y)$ by

$$G_s(x,y) = \int_0^\infty e^{-st} p(t;x,y) dt.$$ 

Then by Proposition 11 Borodin & Salminen (2002, Section 2.1), $G_s(x,y)$ can be formulated as

$$G_s(x,y) = \frac{m(y)}{\omega_s} \psi_s(x \wedge y) \varphi_s(x \vee y), \quad (2.2)$$

where the Wronskian $\omega_s$ is a constant independent of $x$ and

$$\omega_s = \frac{1}{s(x)} (\varphi_s(x) \psi_s'(x) - \varphi_s'(x) \psi_s(x)). \quad (2.3)$$

Next we can get the exact expression of the Green function $G_s(x,y)$.
Proposition 2.1. (1) for $x < c$,

$$G_s(x, y) = \begin{cases} 
\frac{2^{2s+1}y}{\omega_x}(B_1 e^{\lambda_1^+ x} + B_2 e^{\lambda_1^- x})e^{\lambda_1^+ y}, & y \leq x, \\
\frac{2^{2s+1}y}{\omega_x}(B_1 e^{\lambda_1^- y} + B_2 e^{\lambda_1^+ y})e^{\lambda_1^- x}, & x < y < c, \\
\frac{2^{2s+1}y}{\omega_x}(B_1 e^{\lambda_1^+ y} + B_2 e^{\lambda_1^- y})e^{\lambda_1^- x}e^{\lambda_2^+ y}, & y \geq c,
\end{cases}$$

(2) for $x \geq c$,

$$G_s(x, y) = \begin{cases} 
\frac{2^{2s+1}y}{\omega_x}e^{\lambda_2^- x}, & y < c, \\
\frac{2^{2s+1}y}{\omega_x}(A_1 e^{\lambda_2^- y} + A_2 e^{\lambda_2^+ y})e^{\lambda_2^- x}, & c \leq y \leq x, \\
\frac{2^{2s+1}y}{\omega_x}(A_1 e^{\lambda_2^- x} + A_2 e^{\lambda_2^+ x})e^{\lambda_2^- y}, & y > x,
\end{cases}$$

where the Wronskian is

$$\omega_s = (\lambda_1^+ - \lambda_2^-)e^{(\lambda_2^- - \lambda_1^-)c}.$$ 

Thus the transition density function $p(t; x, y)$ of $X$ can follows from inverse Laplace transform as

$$p(t; x, y) = \mathcal{L}^{-1}(G_s(x, y))(t). \quad (2.4)$$

This will be used in our derivations below.

2.2. RBM with broken drift

Recall $\tilde{X}$, a reflected Brownian motion $X$ with broken drift, defined in (1.2), and its infinitesimal generator for $f \in C_b^2(\mathbb{R})$ should be

$$\mathcal{A}f(x) = \frac{1}{2}f''(x) + \mu(x)f'(x), \quad x > 0 \text{ and } x \neq c.$$ 

The speed measure of $\tilde{X}$ is

$$m(dx) = (2e^{2\mu_1 x}1_{[0, c)} + 2e^{2(\mu_1 - \mu_2)c}e^{2\mu_2 x}1_{[c, \infty)})dx$$

and the scale density $\tilde{s}(x)$ is

$$\tilde{s}(x) = (e^{-2\mu_1 x}1_{[0, c)} + e^{2(\mu_2 - \mu_1)c}e^{-2\mu_2 x}1_{(c, \infty)})dx.$$ 

Set

$$\tilde{\psi}_s(x) = \begin{cases} 
\lambda_1^+ e^{\lambda_1^+ x} - \lambda_1^- e^{\lambda_1^- x}, & 0 \leq x < c, \\
\tilde{A}_1 e^{\lambda_2^- x} + \tilde{A}_2 e^{\lambda_2^+ x}, & x \geq c,
\end{cases} \quad (2.5)$$

and

$$\tilde{\varphi}_s(x) = \begin{cases} 
\tilde{B}_1 e^{\lambda_2^- x} + \tilde{B}_2 e^{\lambda_2^+ x}, & 0 \leq x < c, \\
e^{\lambda_2^- x}, & x \geq c,
\end{cases}$$

where the coefficients $\lambda_1^+, \lambda_1^-, \lambda_2^+, \lambda_2^-, \tilde{A}_1, \tilde{A}_2, \tilde{B}_1$ and $\tilde{B}_2$ are explicitly expressed by:

$$\lambda_1^+ = -\mu_1 + \sqrt{\mu_1^2 + 2s}, \quad \lambda_1^- = -\mu_1 - \sqrt{\mu_1^2 + 2s},$$
\[ \lambda_2^+ = -\mu_2 + \sqrt{\mu_2^2 + 2s}, \quad \lambda_2^- = -\mu_2 - \sqrt{\mu_2^2 + 2s}, \]
\[ \tilde{A}_1 = \lambda_1^+ \frac{\lambda_2^+ - \lambda_2^-}{\lambda_2^+ - \lambda_2^-} e^{(\lambda_1^- - \lambda_2^-)c} - \lambda_1^+ \frac{\lambda_2^+ - \lambda_2^-}{\lambda_2^+ - \lambda_2^-} e^{(\lambda_1^+ - \lambda_2^+)c}, \]
\[ \tilde{A}_2 = \lambda_1^+ \frac{\lambda_2^+ - \lambda_2^-}{\lambda_2^+ - \lambda_2^-} e^{(\lambda_1^- - \lambda_2^-)c} - \lambda_1^+ \frac{\lambda_2^+ - \lambda_2^-}{\lambda_2^+ - \lambda_2^-} e^{(\lambda_1^+ - \lambda_2^+)c}, \]
\[ \tilde{B}_1 = \lambda_1^+ \frac{\lambda_2^+ - \lambda_2^-}{\lambda_2^+ - \lambda_1^+} e^{(\lambda_2^- - \lambda_1^+)c}, \quad \tilde{B}_2 = \lambda_2^- \frac{\lambda_2^+ - \lambda_2^-}{\lambda_2^+ - \lambda_1^+} e^{(\lambda_2^- - \lambda_1^+)c}. \]

Then we can check \( \tilde{\psi}_s(.) \) and \( \tilde{\varphi}_s(.) \) are the unique (up to a multiplicative constant) increasing and decreasing solutions of the following ordinary differential equation (ODE)
\[ \mathcal{L}f(x) = \frac{1}{2} f''(x) + \mu(x) f'(x) = sf(x), \quad x > 0 \text{ and } x \neq c, \]
which satisfy the boundary conditions \( \mathcal{D}(\mathcal{L}) = \{ f : f, f' \in C_0([0, +\infty)), \ f'(0^+) = 0, \ f'(c^-) = f'(c^+). \}

Similarly, from (2.2) and (2.3) we can get the Green function \( \tilde{G}_s(x, y) \).

**Proposition 2.2.** (1) for \( 0 < x < c, \)
\[ \tilde{G}_s(x, y) = \begin{cases} \frac{2e^{\mu_1 y}}{\omega_s}(\tilde{B}_1 e^{\lambda_1^- y} + \tilde{B}_2 e^{\lambda_1^+ y})(\lambda_1^+ e^{\lambda_1^- y} - \lambda_1^- e^{\lambda_1^+ y}), & 0 < y \leq x, \\ \frac{2e^{\mu_1 y}}{\omega_s}(\tilde{B}_1 e^{\lambda_1^- y} + \tilde{B}_2 e^{\lambda_1^+ y})(\lambda_1^+ e^{\lambda_1^- x} - \lambda_1^- e^{\lambda_1^+ x}), & x < y < c, \\ \frac{2e^{(\omega_1^1 - \mu_2^2)c} e^{\mu_2 y}}{\omega_s}(\lambda_1^+ e^{\lambda_1^- x} - \lambda_1^- e^{\lambda_1^+ x}) e^{\lambda_2^- y}, & y \geq c, \end{cases} \]

(2) for \( x \geq c, \)
\[ \tilde{G}_s(x, y) = \begin{cases} \frac{2e^{\mu_1 y}}{\omega_s}(\lambda_1^+ e^{\lambda_1^- y} - \lambda_1^- e^{\lambda_1^+ y}) e^{\lambda_2^- x}, & 0 < y < c, \\ \frac{2e^{(\omega_1^1 - \mu_2^2)c} e^{\mu_2 y}}{\omega_s}(\tilde{A}_1 e^{\lambda_2^- y} + \tilde{A}_2 e^{\lambda_2^+ y}) e^{\lambda_2^- x}, & c \leq y \leq x, \\ \frac{2e^{(\omega_1^1 - \mu_2^2)c} e^{\mu_2 y}}{\omega_s}(\tilde{A}_1 e^{\lambda_2^- x} + \tilde{A}_2 e^{\lambda_2^+ x}) e^{\lambda_2^- y}, & y > x, \end{cases} \]

where the Wronskian
\[ \omega_s = -\lambda_1^+ (\lambda_2^- - \lambda_1^-) e^{(\lambda_2^- - \lambda_1^-)c} - \lambda_1^- (\lambda_1^+ - \lambda_2^-) e^{(\lambda_1^+ - \lambda_2^-)c}. \]

Thus the transition density function \( \tilde{p}(t; x, y) \) of \( \tilde{X} \) is denoted by
\[ \tilde{p}(t; x, y) = \mathcal{L}^{-1}(\tilde{G}_s(x, y))(t). \tag{2.6} \]

3. Hitting problems of BM with broken drift and RBM with broken drift

3.1. Hitting problem of BM with broken drift

In this subsection, we shall study the first passage time \( \tau \) defined in (1.4). As in Perry et al. (2004), we will compute the joint Laplace transform of the random vector \( (X_\tau, \tau), \) i.e.,
\[ \Psi(\alpha, \theta; x) = \mathbb{E}_x \left[ e^{-\alpha X_\tau - \theta \tau} \right], \]
where \( E_x[\cdot] = E[\cdot \mid X_0 = x] \). For this purpose, we are first to compute the following four Laplace transforms:

\[
\Phi_1(\alpha, \theta; x) = E_x \left[ e^{-\alpha X_t - \theta T_1} 1_{\{X_t < \theta\}} \right]; \\
\Phi_2(\alpha, \theta; x) = E_x \left[ e^{-\alpha X_t - \theta T_1} 1_{\{X_t \geq \theta\}} \right]; \\
\Phi_3(\alpha, \theta; x) = E_x \left[ e^{-\alpha X_t - \theta T_1} 1_{\{X_t < \theta\}} 1_{\{T_1 < \theta\}} \right]; \\
\Phi_4(\alpha, \theta; x) = E_x \left[ e^{-\alpha X_t - \theta T_1} 1_{\{X_t \geq \theta\}} 1_{\{T_1 < \theta\}} \right].
\]

On the other hand, we need these two identities:

\[
\omega_1(\theta; b, x) = E_x \left[ e^{-\theta R_0} 1_{\{R_0 < R_b\}} \right], \tag{3.1}
\]

\[
\omega_2(\theta; b, x) = E_x \left[ e^{-\theta R_0} 1_{\{R_0 > R_b\}} \right], \tag{3.2}
\]

where \( R_a \) denotes the first passage time of the stochastic process \( X = \{X_t : t \geq 0\} \) over a constant boundary, i.e., \( R_a = \inf \{t \geq 0 : X_t = a\} \) for \( a \in \mathbb{R}^1 \).

If \( 0 < x < b \), since the function \( \psi_\theta(x) \) and \( \varphi_\theta(x) \) are the solutions to the ordinary differential equation (ODE) (2.1), applying Itô’s formula and the optional stopping theorem yields:

\[
E_x \left[ e^{-\theta (R_0 \land R_b)} \psi_\theta(X_{R_0 \land R_b}) \right] = \psi_\theta(x),
\]

\[
E_x \left[ e^{-\theta (R_0 \land R_b)} \varphi_\theta(X_{R_0 \land R_b}) \right] = \varphi_\theta(x).
\]

So we can obtain

\[
\psi_\theta(x) = \psi_\theta(0) \omega_1(\theta; b, x) + \psi_\theta(b) \omega_2(\theta; b, x), \tag{3.3}
\]

\[
\varphi_\theta(x) = \varphi_\theta(0) \omega_1(\theta; b, x) + \varphi_\theta(b) \omega_2(\theta; b, x). \tag{3.4}
\]

Solving \( \omega_1(\theta; b, x), \omega_2(\theta; b, x) \) in (3.3) and (3.4), we yield the expression of \( \omega_1(\theta; b, x), \omega_2(\theta; b, x) \):

\[
\omega_1(\theta; b, x) = \frac{\varphi_\theta(x) \psi_\theta(b) - \psi_\theta(x) \varphi_\theta(b)}{\varphi_\theta(0) \psi_\theta(b) - \psi_\theta(0) \varphi_\theta(b)} \tag{3.5}
\]

and

\[
\omega_2(\theta; b, x) = \frac{\varphi_\theta(x) \psi_\theta(0) - \psi_\theta(x) \varphi_\theta(0)}{\varphi_\theta(b) \psi_\theta(0) - \psi_\theta(b) \varphi_\theta(0)}. \tag{3.6}
\]

We introduce the following time-dependent Meyer-Tanaka formula derived in Elworthy et al. (2007).

**Lemma 3.1.** If \( f(t, x) \) satisfies the following conditions.

1. \( f \) is absolutely continuous in each variable.
2. \( \partial_t^- f \) and \( \partial_x^- f \) exist, are left-continuous and locally bounded.
3. \( \partial_x^- f \) is of locally bounded variation in \( \mathbb{R}_+ \times \mathbb{R} \) and \( \partial_x^- f(0, \cdot) \) is of locally bounded variation in \( \mathbb{R} \).

Then we have the following extension meyer-tanaka formula to time-dependent functions:

\[
f(t, X_t) = f(0, X_0) + \int_0^t \partial_t^- f(s, X_s) ds + \int_0^t \partial_x^- f(s, X_s) dX_s \\
+ \int_{\mathbb{R}} L^X(t, y) d_y \partial_x^- f(t, y) - \int_{\mathbb{R}} \int_0^t L^X(s, y) d_s d_y \partial_x^- f(s, y),
\]
where the local time is defined by the limit in probability:

\[ L^X(t, y) = \frac{1}{2} \int_0^t \delta(X_s - y) d(X)_s \]  

(3.7)

where \( \delta(x) = 0, \ (x \neq 0) \) and \( \int_{-\infty}^{\infty} \delta(x) dx = 1 \). The notations \( d_y \) and \( d_s,y \) mean integration with respect to the \( y \) variable and the \((s,y)\) variables, respectively.

According to the Theorem 2.1 of Bo et al. (2011) and Theorem 3.1 of Perry et al. (2004), we have the following result.

**Theorem 3.1.** Let \( 0 < x < b \). Then the joint LT of \((X_\tau, \tau)\) is given by

\[ \Psi(\alpha, \theta; x) = \omega_1(\lambda + \theta; b, x) + e^{-\alpha b} \omega_2(\lambda + \theta; b, x) + \mathbf{E}_x[e^{-\theta T_1} M(\theta, X_{T_1}, Y_1) \mathbf{1}_{\{\tau \geq T_1\}}], \]  

(3.8)

where the function \( M \) is defined by

\[ M(\theta, x, y) = \omega_1(\lambda + \theta; b + y, x) + e^{-\alpha(b+y)} \omega_2(\lambda + \theta; b + y, x), \ y > 0, \]

the functions \( \omega_1 \) and \( \omega_2 \) are defined in (3.5) and (3.6). The last term on the right side of (3.8) can be determined by the following Proposition 3.1 and Proposition 3.2.

Next, we are ready to prove the Theorem 3.1. By using the Lemma 3.1, we can obtain the LTs evaluated at the exponential random time \( T_1 \), i.e., \( \Phi_1(\alpha, \theta; x) \) and \( \Phi_2(\alpha, \theta; x) \).

**Proposition 3.1.** Let \( x \in \mathbb{R} \) and \( \alpha, \theta > 0 \). Then

\[ \Phi_1(\alpha, \theta; x) = \frac{\lambda (e^{-\alpha x} \mathbf{1}_{x < c} + e^{-\alpha c} \mathbf{1}_{x \geq c}) - (\lambda + \theta) e^{-\alpha c} g(\theta; x)}{\lambda + \theta + \alpha \mu_1 - \frac{1}{2} \alpha^2}, \]

(3.9)

\[ \Phi_2(\alpha, \theta; x) = \frac{\lambda (e^{-\alpha x} \mathbf{1}_{x \geq c} - e^{-\alpha c} \mathbf{1}_{x < c}) + (\lambda + \theta) e^{-\alpha c} g(\theta; x)}{\lambda + \theta + \alpha \mu_2 - \frac{1}{2} \alpha^2}, \]

(3.10)

where

\[ g(\theta; x) = \mathbf{E}_x \left[ e^{-\theta T_1} \int_c^\infty p(T_1; x, y) dy \right] \]

(3.11)

and \( p(t; x, y) \) is the transition density function for the BM with broken drift (i.e. stochastic process \( X \)) that can be obtained in (2.4).

**Proof.** By using Itô’s formula to \( e^{-\alpha X_t - \theta t} \), we have

\[ M_t = e^{-\alpha X_t - \theta t} - e^{-\alpha X_0} + (\theta - \frac{1}{2} \alpha^2) \int_0^t e^{-\alpha X_s - \theta s} ds + \alpha \int_0^t \mu(X_s) e^{-\alpha X_s - \theta s} ds \]

is a martingale. Now, applying the optional stopping time theorem to \( M \) and \( T_1 \), we obtain

\[ \Phi_1(\alpha, \theta; x) + \Phi_2(\alpha, \theta; x) - e^{-\alpha x} + (\theta - \frac{1}{2} \alpha^2) \mathbf{E}_x \left[ \int_0^{T_1} e^{-\alpha X_s - \theta s} ds \right] + \alpha \mathbf{E}_x \left[ \int_0^{T_1} \mu(X_s) e^{-\alpha X_s - \theta s} ds \right] = 0. \]

(3.12)

Since the exponential random variable \( T_1 \) is independent of the process \( X \), we have

\[ \mathbf{E}_x \left[ \int_0^{T_1} e^{-\alpha X_s - \theta s} ds \right] = \frac{1}{\lambda} (\Phi_1(\alpha, \theta; x) + \Phi_2(\alpha, \theta; x)) \]
and

\[ E_x \left[ \int_0^{T_1} \mu(X_s)e^{-\alpha X_s}ds \right] = \frac{1}{\lambda} E_x \left[ \mu(X_{T_1})e^{-\alpha X_{T_1}} - \theta T_1 \right]. \]

Thus, we yield the following equation

\[ \frac{\lambda + \theta + \alpha \mu_1 - \frac{1}{2} \alpha^2}{\lambda} \Phi_1(\alpha, \theta; x) = e^{-\alpha x} - \frac{\lambda + \theta + \alpha \mu_2 - \frac{1}{2} \alpha^2}{\lambda} \Phi_2(\alpha, \theta; x). \]  

(3.13)

Define the function \( h(t, x) \) by

\[ h(t, x) = e^{-\alpha x - \theta t}1_{x < c} + e^{-\alpha c - \theta t}1_{x \geq c}. \]

Obviously, \( h(t, x) \) satisfies the conditions in Lemma 3.1, as a consequence, we yield that

\[ N_t = e^{-\alpha X_t - \theta t}1_{X_t < c} + e^{-\alpha c - \theta t}1_{X_t \geq c} - e^{-\alpha x}1_{x < c} - e^{-\alpha c}1_{x \geq c} + (\alpha \mu_1 + \theta) \int_0^t e^{-\alpha X_s - \theta s}1_{X_s \leq c} ds + \theta \int_0^t e^{-\alpha c - \theta s}1_{X_s > c} ds - \alpha^2 \int_\mathbb{R} L^X(t,y) e^{-\alpha y - \theta t}1_{y \leq c} ds dy, \]

is a martingale. By using the occupation times formula, we obtain

\[ \int_\mathbb{R} L^X(t,y) e^{-\alpha y - \theta t}1_{y \leq c} ds dy = \frac{1}{2} e^{-\theta t} \int_0^t e^{-\alpha X_s}1_{X_s \leq c} ds \]

and similarly

\[ \int_\mathbb{R} \int_0^t L^X(s,y) e^{-\alpha y - \theta s}1_{y \leq c} ds dy = \frac{1}{2} \int_0^t \int_0^s e^{-\alpha X_s}1_{X_s \leq c} ds e^{-\theta s} ds. \]

Then, applying the optional stopping time theorem to \( N \) and \( T_1 \), we obtain

\[ E_x \left[ e^{-\alpha X_{T_1} - \theta T_1}1_{X_{T_1} < c} \right] + E_x \left[ e^{-\alpha c - \theta T_1}1_{X_{T_1} \geq c} \right] = e^{-\alpha x}1_{x < c} + e^{-\alpha c}1_{x \geq c} - \frac{\alpha \mu_1 + \theta}{\lambda} \]

(3.14)

Note that we use two facts in the last equality. One is that \( T_1 \) is an exponential random variable which is independent of process \( X \) and the other is \( E_x \left[ e^{-\alpha X_{T_1} - \theta T_1}1_{X_{T_1} = c} \right] = 0 \) and \( E_x \left[ e^{-\theta T_1}1_{X_{T_1} = c} \right] = 0 \).

In addition, because of the definition of the function \( g(\theta; x) \), i.e., (3.11), we have

\[ g(\theta; x) = E_x \left[ e^{-\theta T_1}1_{X_{T_1} \geq c} \right]. \]

Moreover,

\[ E_x \left[ e^{-\theta T_1} \int_0^{T_1} e^{-\alpha X_s}1_{X_s \leq c} ds \right] = E_x \left[ \int_0^{T_1} e^{-\alpha X_s}1_{X_s \leq c} ds + \int_0^{T_1} e^{-\alpha X_s}1_{X_s \leq c} dt \right] \]

\[ = - \frac{\theta}{\lambda} E_x \left[ e^{-\theta T_1} \int_0^{T_1} e^{-\alpha X_s}1_{X_s \leq c} ds \right] + \frac{1}{\lambda} \Phi(\alpha, \theta; x) \]

Hence we have

\[ E_x \left[ e^{-\theta T_1} \int_0^{T_1} e^{-\alpha X_s}1_{X_s \leq c} ds \right] = \frac{1}{\lambda + \theta} \Phi(\alpha, \theta; x). \]  

(3.15)

Combining (3.14) and (3.15), we arrive at (3.9). Finally we can derive (3.10) from (3.9) and (3.13). □
Remark 3.1. If there is no broken phenomenon in drift term, the equation (3.12) will be same as the equation (3.17) in Perry et al. (2004). Because of the broken phenomenon, the computations used in Perry et al. (2004) cannot be applied to this case. We need to construct a function by using time-dependent tanaka formula to deal with the problem.

Proposition 3.2. For $0 < x < b$, we can yield that

$$
\Phi_3(\alpha, \theta; x) = \Phi_1(\alpha, \theta; 0) \omega_1(\lambda + \theta; b, x) + \Phi_1(\alpha, \theta; b) \omega_2(\lambda + \theta; b, x),
$$

$$
\Phi_4(\alpha, \theta; x) = \Phi_2(\alpha, \theta; 0) \omega_1(\lambda + \theta; b, x) + \Phi_2(\alpha, \theta; b) \omega_2(\lambda + \theta; b, x).
$$

where $\omega_1(\lambda + \theta; b, x)$ and $\omega_2(\lambda + \theta; b, x)$ are given in (3.5) and (3.6) respectively, and $\Phi_1(\alpha, \theta; 0), \Phi_2(\alpha, \theta; 0)$ are given in Proposition 3.1.

Proof. Firstly, we divide $\Phi_1(\alpha, \theta; x)$ into two parts.

$$
\Phi_3(\alpha, \theta; x) = E_x \left[ e^{-\alpha X_{T_1} - \theta T_1} 1_{\{T_1 < c\}} \right] 1_{\{\tau < T_1, x = 0\}} + E_x \left[ e^{-\alpha X_{T_1} - \theta T_1} 1_{\{T_1 < c\}} \right] 1_{\{\tau = 0\}}.
$$

By using the strong Markov property of the process $X$, the memoryless property of the exponential distribution and the two equalities $T_1 = \tau + T_1 \circ \zeta_T$ and $X_{T_1} = X_{T_1 \circ \zeta_T}$ on the event $\{\omega : \tau(\omega) < T_1(\omega)\}$, where $\zeta_T$ is the shift operator, we have that

$$
E_x \left[ e^{-\alpha X_{T_1} - \theta T_1} 1_{\{T_1 < c\}} \right] 1_{\{\tau < T_1, x = 0\}} = E_x \left[ e^{-\alpha X_{T_1} - \theta T_1} 1_{\{T_1 < c\}} \right] 1_{\{\tau < T_1, x = 0\}} | F_T
$$

and

$$
E_x \left[ e^{-\alpha X_{T_1} - \theta T_1} 1_{\{T_1 < c\}} \right] 1_{\{\tau = T_1, x = 0\}} = E_x \left[ e^{-\alpha X_{T_1} - \theta T_1} 1_{\{T_1 < c\}} \right] 1_{\{\tau = T_1, x = 0\}} | F_T
$$

Recall the definition of the function $\omega_1(\theta; b, x)$ in (3.1), we obtain

$$
E_x \left[ e^{-\alpha X_{T_1} - \theta T_1} 1_{\{T_1 < c\}} \right] 1_{\{\tau < T_1, x = 0\}} = \Phi_1(\alpha, \theta; 0) \omega_1(\lambda + \theta; b, x).
$$

(3.16)

Similarly,

$$
E_x \left[ e^{-\alpha X_{T_1} - \theta T_1} 1_{\{T_1 < c\}} \right] 1_{\{\tau = T_1, x = 0\}} = \Phi_1(\alpha, \theta; b) \omega_2(\lambda + \theta; b, x).
$$

Combining (3.16) and (3.17), we arrive at the expression of $\Phi_3(\alpha, \theta; x)$. Analogously, we can obtain the expression of $\Phi_4(\alpha, \theta; x)$. This completes the proof.

3.2. Hitting problem of RBM with broken drift

In this subsection, we shall study the first passage time $\bar{\tau}$ defined in (1.5) and our main aim is to determine the joint Laplace transform:

$$
\tilde{\Psi}(\alpha, \theta; x) = E_x \left[ e^{-\alpha X_{\bar{\tau}} - \theta \bar{\tau}} \right].
$$
and similarly as the last section, we need to compute the following four Laplace transforms,

\[
\Phi_1(\alpha, \theta; x) = \mathbb{E}_x \left[ e^{-\alpha \tilde{X}_{T_1} - \theta T_1} 1_{\{\tilde{X}_{T_1} < \tilde{\tau}\}} \right], \\
\Phi_2(\alpha, \theta; x) = \mathbb{E}_x \left[ e^{-\alpha \tilde{X}_{T_1} - \theta T_1} 1_{\{\tilde{X}_{T_1} \geq \tilde{\tau}\}} \right], \\
\Phi_3(\alpha, \theta; x) = \mathbb{E}_x \left[ e^{-\alpha \tilde{X}_{T_1} - \theta T_1} 1_{\{\tilde{X}_{T_1} < \tilde{\tau}\}} 1_{\{\tilde{\tau} < T_1\}} \right], \\
\Phi_4(\alpha, \theta; x) = \mathbb{E}_x \left[ e^{-\alpha \tilde{X}_{T_1} - \theta T_1} 1_{\{\tilde{X}_{T_1} \geq \tilde{\tau}\}} 1_{\{\tilde{\tau} < T_1\}} \right].
\]

**Theorem 3.2.** Let \(0 < x < b\). Then the joint LT of \((\tilde{X}_{\tilde{\tau}}, \tilde{\tau})\) is given by

\[
\tilde{\Psi}(\alpha, \theta; x) = e^{-\alpha \tilde{\tau}} \frac{\tilde{\psi}_{\theta + \lambda}(x)}{\tilde{\psi}_{\theta + \lambda}(b)} + e^{-\alpha \theta} \mathbb{E}_x \left[ e^{-\theta T_1 - \alpha Y_1} \frac{\tilde{\psi}_{\theta}(x)}{\tilde{\psi}_{\theta}(b + Y_1)} 1_{\{\tilde{\tau} \geq T_1\}} \right],
\]

where the last term on the right side can be determined by the following Proposition 3.3 and Proposition (3.4) \(\tilde{\psi}_{\theta + \lambda}(x)\) is given in (2.5).

**Proposition 3.3.** Let \(x \in \mathbb{R}\) and \(\alpha, \theta > 0\). Then

\[
\Phi_1(\alpha, \theta; x) = \frac{\lambda (e^{-\alpha x} 1_{\{x < \tilde{\tau}\}} + e^{-\alpha c} 1_{\{x \geq \tilde{\tau}\}}) - (\lambda + \theta) e^{-\alpha g_0(\theta; x)} - \lambda \alpha g_1(\theta; x)}{\lambda + \theta + \alpha \mu_1 - \frac{1}{2} \alpha^2},
\]

\[
\Phi_2(\alpha, \theta; x) = \frac{\lambda (e^{-\alpha x} 1_{\{x \geq \tilde{\tau}\}} - e^{-\alpha c} 1_{\{x \leq \tilde{\tau}\}}) - (\lambda + \theta) e^{-\alpha g_0(\theta; x)}}{\lambda + \theta + \alpha \mu_2 - \frac{1}{2} \alpha^2},
\]

where \(g_0(\theta; x) = \mathbb{E}_x \left[ e^{-\theta T_1} \tilde{p}(T_1; x, y) dy \right], g_1(\theta; x) = \frac{1}{2\lambda} \mathbb{E}_x \left[ e^{-\theta T_1} \tilde{p}(T_1; x, 0) \right]\) and \(\tilde{p}(t; x, y)\) is the transition density function for the RBM with broken drift (i.e. stochastic process \(\tilde{X}\)) that can be obtained in (2.6).

**Proof.** By applying Itô formula to \(e^{-\alpha \tilde{X}_t - \theta t}\), we have

\[
\tilde{M}_t = e^{-\alpha \tilde{X}_t - \theta t} - e^{-\alpha \tilde{X}_0} + (\theta - \frac{1}{2} \alpha^2) \int_0^t e^{-\alpha \tilde{X}_s - \theta s} ds + \alpha \int_0^t \mu(\tilde{X}_s) e^{-\alpha \tilde{X}_s - \theta s} ds + \alpha \int_0^t e^{-\alpha \tilde{X}_s - \theta s} dL_s
\]

is a martingale. Then, applying the property of the local time \(L_t\) in (1.3), we obtain

\[
\Phi_1(\alpha, \theta; x) + \Phi_2(\alpha, \theta; x) - e^{-\alpha x} + (\theta - \frac{1}{2} \alpha^2) \mathbb{E}_x \left[ \int_0^{T_1} e^{-\alpha \tilde{X}_s - \theta s} ds \right] + \alpha \mathbb{E}_x \left[ \int_0^{T_1} \mu(\tilde{X}_s) e^{-\alpha \tilde{X}_s - \theta s} ds \right] + \alpha \mathbb{E}_x \left[ \int_0^{T_1} e^{-\theta s} dL_s \right] = 0.
\]

Similarly as the proof of the Proposition 3.1, we yield

\[
\frac{\lambda + \theta + \alpha \mu_1 - \frac{1}{2} \alpha^2}{\lambda} \Phi_1(\alpha, \theta; x) = e^{-\alpha x} - \alpha g_1(\theta; x) - \frac{\lambda + \theta + \alpha \mu_2 - \frac{1}{2} \alpha^2}{\lambda} \Phi_2(\alpha, \theta; x),
\]

where the function \(g_1(\theta; x)\) is defined by

\[
g_1(\theta; x) = \mathbb{E}_x \left[ \int_0^{T_1} e^{-\theta s} dL_s \right].
\]

According to the equation (3.9) of Bo et al. (2011), the function \(g_1(\theta; x)\) should be formulated by

\[
g_1(\theta; x) = \frac{1}{2\lambda} \mathbb{E}_x \left[ e^{-\theta T_1} \tilde{p}(T_1; x, 0) \right].
\]
Since \( h(t, x) = e^{-\alpha x - \theta t} 1_{[x < c]} + e^{-\alpha c - \theta t} 1_{[x \geq c]} \) and \( h(t, x) \) satisfies the conditions in Lemma 3.1, as a consequence, we get that

\[
\begin{align*}
\tilde{N}_t &= e^{-\alpha \tilde{X}_t - \theta t} 1_{[\tilde{X}_t < c]} + e^{-\alpha c - \theta t} 1_{[\tilde{X}_t \geq c]} - e^{-\alpha x} 1_{[x < c]} - e^{-\alpha c} 1_{[x \geq c]} + (\alpha \mu_1 + \theta) \\
&= \frac{\lambda(e^{-\alpha x} 1_{[x < c]} + e^{-\alpha c} 1_{[x \geq c]})}{\lambda + \theta + \alpha \mu_1 - \frac{1}{2} \alpha^2}.
\end{align*}
\]

Combining (3.20) and (3.21), we arrive at (3.19).

**Proposition 3.4.** For \( 0 < x < b \), we have that

\[
\tilde{\Phi}_3(\alpha, \theta; x) = \tilde{\Phi}_1(\alpha, \theta; b) \frac{\tilde{\psi}_{\theta + \lambda}(x)}{\tilde{\psi}_{\theta + \lambda}(b)}
\]

\[
\tilde{\Phi}_4(\alpha, \theta; x) = \tilde{\Phi}_2(\alpha, \theta; b) \frac{\tilde{\psi}_{\theta + \lambda}(x)}{\tilde{\psi}_{\theta + \lambda}(b)}
\]

where \( \tilde{\psi}_{\theta + \lambda}(x) \) is given in (2.5), and \( \tilde{\Phi}_0(\alpha, \theta; 0) \) is given in Proposition 3.3.

**Proof.** The proof is similar to that of Proposition 3.2.
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