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Abstract
In this article, we extend the result of Boltzmann on the characterization of collision invariants from the case of hard disks to a class of two-dimensional compact, strictly convex particles. © 2018 Wiley Periodicals, Inc.

1 Introduction
Understanding the statistical behavior of dynamical systems comprised of identical interacting particles has been a well-studied problem since the work of Boltzmann [5] in the kinetic theory of rarified gases. By studying the precise way in which particles scatter from each other following a collision, one is able to derive information about macroscopic properties of the system, such as the evolution of the local density of the gas or local propagation of heat. A great portion of the kinetic theory literature is devoted to the study of systems in which the identical particles are perfect spheres. However, it is a very natural question to understand in what ways the statistical properties of systems of nonspherical particles differ from those composed of their perfectly spherical counterparts.

In this article, we offer a preliminary contribution to the extension of the theory of the Boltzmann equation from hard spheres to general hard particles. In the first part of this work, we study the physical dynamics of compact, strictly convex bodies that do not interpenetrate. Moreover, we restrict our attention to systems of two identical particles, thereby considering binary particle interactions alone. The first important step in studying such systems is to construct suitable physical boundary conditions for a dynamics (by means of scattering maps) when the two hard particles collide, in order that trajectories in phase space may be defined globally in time. By “physical” boundary conditions, we mean that (i) the particles should not interpenetrate following collision, and (ii) there should also be conservation of total linear momentum, angular momentum, and kinetic energy of the two particles through any collision event.

The second and principal part of this paper is devoted to the important topic of collision invariants for nonspherical particle scattering in kinetic theory. To
illustrate the importance of collision invariants, we turn very briefly to the case of hard particles with spherical symmetry in $\mathbb{R}^d$ (which are hard disks in the case $d = 2$, but hard spheres in the case $d = 3$) and the classical Boltzmann equation.

1.1 The Boltzmann Equation and Collision Invariants

It is well-known that the Boltzmann equation for the 1-particle density function $f = f(x,v,t)$ given by

\begin{equation}
\frac{\partial f}{\partial t} + (v \cdot \nabla_x) f = C(f,f) \quad \text{for } (x,v) \in \mathbb{R}^d \times \mathbb{R}^d
\end{equation}

is a candidate PDE to describe the statistical properties of systems of $N$ hard particles with spherical symmetry in the Boltzmann-Grad limit as $N \to \infty$ and $\varepsilon \to 0$ with $N \varepsilon^d = 1$, where $\varepsilon > 0$ denotes the radius of any given particle. The unique family of scattering matrices $\{\sigma_n\}_{n \in S^{d-1}}$ that resolves a collision between two spherical particles in such a way that properties (i) and (ii) above are satisfied are the reflection matrices

$$\sigma_n := I - 2\hat{n} \otimes \hat{n} \in O(2d),$$

with $\hat{n} := (1/\sqrt{2})[n,-n]$, where $n \in S^{d-1}$ denotes the direction connecting the centers of mass of the two spheres at collision. The collision operator $C(f,f)$ that appears in (1.1) is given by

\begin{equation}
C(f,f) := \frac{1}{2} \int_{\mathbb{R}^d} \int_{S^{d-1}} |(v - \bar{v}) \cdot n| \left((f(x,v_n',t)f(x,v_n,t) - f(x,v,t)f(x,\bar{v},t))dn d\bar{v},
\end{equation}

where the “postcollisional” velocities $[v_n',\bar{v}_n'] := \sigma_n[v,\bar{v}] \in \mathbb{R}^{2d}$ are

$$v_n' = v - [(v - \bar{v}) \cdot n]n \quad \text{and} \quad \bar{v}_n' = \bar{v} + [(v - \bar{v}) \cdot n]n.$$

In order to derive laws for the local conservation of mass, linear momentum, and kinetic energy associated to the Boltzmann equation, one must consider velocity averages of solutions of (1.1) with respect to an appropriate integrable function $f : \mathbb{R}^d \to \mathbb{R}$ and in turn use elementary properties of the family of Boltzmann scattering matrices $\{\sigma_n\}_{n \in S^{d-1}}$. Indeed, one can show formally that

$$\frac{\partial}{\partial t} \int_{\mathbb{R}^d} \phi f dv + \nabla_x \cdot \int_{\mathbb{R}^d} \phi f v dv =$$

$$\frac{1}{4} \int_{\mathbb{R}^d} C(f,f)(\phi(v) + \phi(v_n') - \phi(v_n') - \phi(\bar{v}_n))dv,$$

whence

$$\frac{\partial}{\partial t} \int_{\mathbb{R}^d} \phi f dv + \nabla_x \cdot \int_{\mathbb{R}^d} \phi f v dv = 0$$

if $\phi$ satisfies the identity

$$\phi(v_n') + \phi(\bar{v}_n') = \phi(v) + \phi(\bar{v})$$

(1.3)
for all \( V = [v, \bar{v}] \in \mathbb{R}^{2d} \) and \( n \in S^{d-1} \). By choosing \( \phi = \phi(v) \) to be 1, \( v \), or \( \frac{1}{2}|v|^2 \), one recovers a PDE expressing the local conservation of mass, linear momentum, and kinetic energy for \( f \), respectively.

Another important observation in the theory of the Boltzmann equation is that the entropy map
\[
f \mapsto \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f \log f \, dx \, dv
\]
is a formal Lyapunov functional for the dynamics generated by (1.1), since it can be shown that
\[
\int_{\mathbb{R}^d} \mathcal{C}(f, f) \log f \, dv = -\frac{1}{4} \int_{\mathbb{R}^d} \mathcal{C}(f, f) \log \left( \frac{f \, \overline{f}}{f \, f} \right) \, dv \leq 0
\]
with equality holding if and only if \( f \) is a Maxwellian distribution \( f_M \).

\[
f_M(v) = \frac{\rho}{(2\pi\Theta)^{d/2}} \exp \left( -\frac{|v - u|^2}{2\Theta} \right)
\]
for some \( \rho, \Theta > 0 \) and \( u \in \mathbb{R}^d \).

In order to demonstrate that all minimizers of the entropy functional (1.4) (amongst a suitable class of admissible functions) are indeed Maxwellian, one also needs to characterize all solutions \( \phi : \mathbb{R}^d \to \mathbb{R} \) of the functional equation (1.3). Knowledge of all collision invariants also provides us with the nullspace of \( \mathcal{L}_{f_M} \), the linearization of the collision operator (1.2) about a global Maxwellian \( f_M \), which is crucial when it comes to investigating the behavior of perturbations of equilibrium solutions of the Boltzmann equation (1.1). Moreover, characterization of collision invariants is important for establishing rigorous connections between the Boltzmann kinetic equation and the Euler and Navier-Stokes equations of fluid dynamics; see Bardos, Golse, and Levermore [3, 4] for more on such ideas.

Under various assumptions on \( \phi \), it has been shown in the work of many authors (for instance, Boltzmann [5] for the \( C^1 \) case, Grönwall [11] for the \( C^0 \) case, Cercignani [6] for the Maxwellian-weighted \( L^2 \) case, and Arkeryd [1] for the \( L^1_{\text{loc}} \) case) that if a scalar function \( \phi : \mathbb{R}^d \to \mathbb{R} \) satisfies \( \phi(v_n') + \phi(\bar{v}_n') = \phi(v) + \phi(\bar{v}) \) for all \( V = [v, \bar{v}] \in \mathbb{R}^{2d} \) and \( n \in S^{d-1} \), it is necessarily of the form
\[
\phi(v) = a + b \cdot v + c|v|^2
\]
for some constants \( a, b_1, \ldots, b_d, c \in \mathbb{R} \). Any such function \( \phi \) is known as a collision invariant, as the value of the map \( [v, \bar{v}] \mapsto \phi(v) + \phi(\bar{v}) \) does not change when “precollisional velocities” are changed to their “postcollisional” values by \( \sigma_n \) for any \( n \in S^{d-1} \). In this article, we will focus our efforts on establishing the analogue of this result when the particles in the underlying dynamical system are no longer perfectly spherical.

Although the motivation for studying collision invariants can be found at the kinetic level, we make no further study of the Boltzmann equation in what follows. In all that follows, we focus our attention solely at the level of particles.
1.2 Informal Statements of Main Results

As it takes quite some effort to set up precise statements of the main results of this article, we state them at first in a somewhat informal manner. For simplicity, we work in two spatial dimensions in all that follows; i.e., we consider the motion of two-dimensional particles evolving in the whole space $\mathbb{R}^2$. However, all results in this article can be extended to the case of three-dimensional particles evolving in the whole space $\mathbb{R}^3$.

We study the dynamics of systems of nonspherical particles $\mathcal{P}$ consisting of two identical compact, strictly convex subsets with analytic boundaries; i.e., $\partial \mathcal{P}$ is of class $C^\omega$. Naturally, we stipulate that at no time should the particles interpenetrate. As such, we must construct a dynamics on a suitable phase space of hard particles (see Section 3 below for the precise definition of “hard particle phase space”). The dynamics of the hard particles is governed by Euler’s laws of motion, the analogue of Newton’s laws for continuum rigid bodies. The first result of this article concerns the existence of solutions to Euler’s equations for their evolution that conserve the total linear momentum, angular momentum, and kinetic energy of initial data for all time, and which also ensure nonpenetration of the particles for all time. Informally stated, we establish the following result:

**Theorem 1.1.** Consider two identical compact, strictly convex particles with analytic boundary. For almost every initial condition, there exist global-in-time classical solutions to Euler’s equations of motion on the phase space of all particle configurations for which there is no particle interpenetration. Moreover, these classical solutions conserve the total linear momentum, angular momentum, and kinetic energy of any given initial datum for all time.

The precise version of Theorem 1.1 is stated as Theorem 3.10 below. The proof of this result makes use of the general existence theory of Ballard [2] for dynamics of rigid bodies with nonpenetration constraints. However, in order to invoke his theory one must first construct scattering matrices that resolve collisions between two compact, strictly convex sets in such a way that total linear momentum, angular momentum, and kinetic energy are conserved. This construction is performed in Section 3.3 below. We draw the reader’s attention to the fact that it may, at first glance, seem that our choice of dynamics is somewhat arbitrary, since one can construct distinct families of solution operators $\{T_t\}_{t \in \mathbb{R}}$ associated to Euler’s equations that conserve total linear momentum, angular momentum, and kinetic energy for all time. We justify our particular choice of dynamics $\{T_t\}_{t \in \mathbb{R}}$ in Section 3.5 below.

While the spatial collision configuration of two hard disks can be characterized by the single angle that the line connecting their centers of mass makes with a given reference line, we note that an element $\beta$ of the 3-torus $\mathbb{T}^3$ is required to characterize the spatial collision configuration of two compact, strictly convex particles that are not disks. To see this, one might wish to consult Figure 3.2 below. With this in mind, we present an informal statement of the main result of this article.
THEOREM 1.2. Suppose a measurable map \( \varphi : \mathbb{R}^2 \times \mathbb{R} \times S^1 \to \mathbb{R} \) satisfies the functional identity for collision invariants given by
\[
\varphi(v'_\beta, \omega'_\beta, \vartheta) + \varphi(\tilde{v}'_\beta, \tilde{\omega}'_\beta, \tilde{\vartheta}) = \varphi(v, \omega, \vartheta) + \varphi(\tilde{v}, \tilde{\omega}, \tilde{\vartheta})
\]
for every \( V = [v, \tilde{v}, \omega, \tilde{\omega}] \in \mathbb{R}^6 \) and all \( \beta \in T^3 \), where \( [v'_\beta, \tilde{v}'_\beta, \omega'_\beta, \tilde{\omega}'_\beta] \in \mathbb{R}^6 \)
denotes the postcollisional values of the vector \( V \) corresponding to the spatial configuration \( \beta \). Then \( \varphi \) is necessarily of the form
\[
\varphi(v, \omega, \vartheta) = a(\vartheta) + b \cdot v + c(m|v|^2 + J\omega^2)
\]
for some constants \( b_1, b_2, c \in \mathbb{R} \) and some measurable function \( a : S^1 \to \mathbb{R} \).

The precise statement of this result appears as Theorem 4.3 below.

1.3 Structure of the Article

In Section 2, we revisit the case of hard disk scattering and present a new proof of characterization collision invariants. We derive the equations of motion for the physical evolution of hard particles in Section 3. The concept of scattering map and regularity of solutions of Euler’s equations are intimately linked, so in Sections 3.3 and 3.5 we construct families of scattering maps and, in turn, classical solutions to Euler’s equations of motion. In the final part of the paper, namely Section 4, we characterize collision invariants for compact, strictly convex nonspherical particles. New results by C. Viterbo on generators of orthogonal groups of matrices, which allow us to establish the proof of Theorem 1.2, are stored in the Appendix (p. 1531).

2 Characterization of Collision Invariants for Hard Disks: A New and Simple Method

Before we embark upon the problem of characterizing collision invariants for general convex particle scattering maps, it will be helpful to recall the theory that has been established in the case of spherical particles (or, more appropriately in our two-dimensional setting, particles that are disks). Our approach to this problem appears to be new, and has the advantage of requiring no regularity or integrability conditions on the collision invariant \( \phi \), only that it be measurable. Although we only discuss scattering of hard disks in \( \mathbb{R}^2 \) in this section, all our results also hold for the scattering of hard spheres in \( \mathbb{R}^3 \).

2.1 State of the Art of Previously Established Results

For any \( \psi \in S^1 \), consider the associated Boltzmann scattering map \( \sigma_\psi : \mathbb{R}^4 \to \mathbb{R}^4 \) for two hard disks given by
\[
(2.1) \quad \sigma_\psi[V] := (I - 2\hat{\psi} \otimes \hat{\psi})V \quad \text{with} \quad V = [v, \tilde{v}] \in \mathbb{R}^4,
\]
where
\[
\hat{\psi} := \frac{1}{\sqrt{2}} \begin{bmatrix} e(\psi) \\ -e(\psi) \end{bmatrix}
\]
with \( e(\psi) := (\cos \psi, \sin \psi) \in \mathbb{R}^2 \) and \( \psi \) denoting the angle that the line connecting the centers of mass of the colliding disks makes with the positive \( x \)-axis. One can check that for every choice of \( \psi \in \mathbb{S}^1 \), the scattering map \( \sigma_\psi \) conserves total linear momentum, angular momentum, and kinetic energy of any given velocity vector \( V \in \mathbb{R}^4 \). Under the assumptions that \( \phi : \mathbb{R}^2 \rightarrow \mathbb{R} \) is in \( L^1_{\text{loc}}(\mathbb{R}^2) \) and satisfies the functional equation

\[
(2.2) \quad \phi(v'_\psi) + \phi(\tilde{v}'_\psi) = \phi(v) + \phi(\tilde{v})
\]

pointwise almost everywhere on \( \mathbb{R}^4 \times \mathbb{S}^1 \), where the postcollisional velocities \( v'_\psi \) and \( \tilde{v}'_\psi \) are given in terms of \( \sigma_\psi[V] = (\sigma_\psi[V]^1, \ldots, \sigma_\psi[V]^4) \) as

\[
v'_\psi := \begin{pmatrix} \sigma_\psi[V]^1 \\ \sigma_\psi[V]^2 \end{pmatrix} \quad \text{and} \quad \tilde{v}'_\psi := \begin{pmatrix} \sigma_\psi[V]^3 \\ \sigma_\psi[V]^4 \end{pmatrix},
\]

it has been shown by Arkeryd [1, lemma 2.8] that \( \phi \) is necessarily of the form \( \phi(v) = a + b \cdot v + c|v|^2 \) almost everywhere for some constants \( a, b_1, b_2, c \in \mathbb{R}^2 \). Our new proof of characterization of collision invariants covers the case where \( \phi \) is only measurable on \( \mathbb{R}^2 \), as opposed to being of class \( L^1_{\text{loc}}(\mathbb{R}^2) \). On the other hand, we ask that the identity (2.2) hold for all \( \psi \in \mathbb{S}^1 \) and for all \( V \in \mathbb{R}^4 \). In order to produce the most general result possible, one would need to extend our argument to the case where (2.2) holds for almost every \( \psi \in \mathbb{S}^1 \) and almost every \( V \in \mathbb{R}^4 \), as opposed to everywhere on \( \mathbb{S}^1 \) and \( \mathbb{R}^4 \), respectively. We do not attempt to do this here.

2.2 Orbits of Scattering Groups on \( \mathbb{R}^4 \)

In order to motivate our new group-theoretic approach in the case of general strictly convex particles, let us rewrite identity (2.2) as

\[
(2.3) \quad \Phi_\phi(\sigma_\psi[V]) = \Phi_\phi(V)
\]

for \( V \in \mathbb{R}^4 \) and \( \psi \in \mathbb{S}^1 \), where

\[
\Phi_\phi(V) := \phi(v) + \phi(\tilde{v}).
\]

with \( V = [v, \tilde{v}] \in \mathbb{R}^4 \), where we assume that \( \phi \) is only measurable and, without loss of generality, that \( \phi(0) = 0 \) and thus \( \Phi_\phi(0) = 0 \). In particular, identity (2.3) implies that for any fixed choice of \( V \) and any collection of angles \( \psi_1, \ldots, \psi_k \in \mathbb{S}^1 \), one has

\[
\Phi_\phi(\sigma_{\psi_k} \cdots \sigma_{\psi_1}[V]) = \Phi_\phi(V),
\]

namely, that the map \( \Phi_\phi \) is constant on the left group orbits \( GV \subset \mathbb{R}^4 \) for any given \( V \in \mathbb{R}^4 \), where \( G \subset O(4) \) is the group generated by the 1-parameter family of reflection matrices \( \{I - 2\tilde{\gamma}_\psi \otimes \gamma_\psi : \psi \in \mathbb{S}^1\} \), namely,

\[
(2.4) \quad G := \{I - 2\tilde{\gamma}_\psi \otimes \gamma_\psi : \psi \in \mathbb{S}^1\}.
\]
Let us now find the group orbits \( GV \) for any \( V \in \mathbb{R}^4 \). For \( e > 0 \) and \( p \in \mathbb{R}^2 \) satisfying \( e^2 > |p|^2/2 \), we define \( M(e, p) \) to be the subset of \( \mathbb{R}^4 \) given by

\[
M(e, p) := \left\{ Y \in \mathbb{R}^4 : |Y|^2 = e^2 \quad \text{and} \quad \frac{Y_1 + Y_3}{Y_2 + Y_4} = p \right\},
\]

which is evidently homeomorphic to \( S^1 \). When \( e^2 = |p|^2/2 \), \( M(e, p) \) is a singleton, and when \( e^2 < |p|^2/2 \), one can check that \( M(e, p) \) is empty. It is clear that when \( V \in \mathbb{R}^4 \) is given, the Boltzmann scattering matrix \( \sigma_\psi \) maps \( M(e, p) \) to itself for any \( \psi \in S^1 \), where \( e = |V| \) and \( p = (V_1 + V_3, V_2 + V_4) \).

### 2.3 Reduction to Canonical Form

As the sets \( M(e, p) \) are homeomorphic to \( S^1 \) for \( e^2 > |p|^2 \), we can expect to reduce our study of scattering groups acting on \( M(e, p) \) to the study of some other group acting on \( S^1 \). To show this, we reduce our problem to a kind of canonical form. Indeed, for \( e^2 > |p|^2/2 \), we consider the bijection \( h_{e,p} : M(e, p) \to S^1 \) given by

\[
h_{e,p}[V] := \frac{1}{\sqrt{(V_1 - V_3)^2 + (V_2 - V_4)^2}} \begin{pmatrix} V_1 - V_3 \\ V_2 - V_4 \end{pmatrix} \quad \text{for } V \in M(e, p),
\]

with inverse given by

\[
h_{p,e}^{-1}[\xi] := \frac{1}{2} \begin{pmatrix} \sqrt{2e^2 - |p|^2}\xi_1 + p_1 \\ \sqrt{2e^2 - |p|^2}\xi_2 + p_2 \\ p_1 - \sqrt{2e^2 - |p|^2}\xi_1 \\ p_2 - \sqrt{2e^2 - |p|^2}\xi_2 \end{pmatrix} \quad \text{for } \xi = (\xi_1, \xi_2) \in S^1.
\]

One has that \( \sigma_\psi \in \mathbb{R}^{4 \times 4} \) maps \( V \) to \( (I - 2\hat{\gamma}_\psi \otimes \hat{\gamma}_\psi)V \) if and only if the matrix

\[
s_\psi := I - 2e(\psi) \otimes e(\psi) \in \mathbb{R}^{2 \times 2}
\]

maps \( h_{e,p}[V] \) to \( (I - 2e(\psi) \otimes e(\psi))h_{e,p}[V] \). Thus, if the group \( \{s_\psi : \psi \in S^1\} \subseteq O(2) \) acts transitively on the circle \( S^1 \), it will follow immediately that the group orbit \( GV \) is identically equal to \( M(e, p) \). This is indeed the case, as the following elementary result shows.

**Proposition 2.1.** The group \( \{I - 2e(\psi) \otimes e(\psi) : \psi \in S^1\} \subseteq O(2) \) acts transitively on \( S^1 \).

**Proof.** For any two points \( \zeta_1 = e(\psi_1) \) and \( \zeta_2 = e(\psi_2) \) for \( \psi_1, \psi_2 \in S^1 \), we set \( \psi' := (\psi_1 + \psi_2)/2 \in S^1 \). One can check that \( \zeta_2 = (I - 2e(\psi')^\perp \otimes e(\psi')^\perp)\zeta_1 \), and so we are done. \( \square \)

Transforming back to \( \mathbb{R}^4 \), we immediately infer that the orbits of points of \( \mathbb{R}^4 \) under the action of the scattering group \( G \) in (2.4) above are given by

\[
GV = \begin{cases} 
M(e, p) & \text{if } e^2 > \frac{|p|^2}{2}, \\
\{\frac{1}{2}p, \frac{1}{2}p\} & \text{if } e^2 = \frac{|p|^2}{2}.
\end{cases}
\]
Since $\Phi_{\phi}$ is constant on each left orbit $GV$, it follows that

$$\Phi_{\phi}(V) = \Phi_{\phi}(v + \overline{v}, |v|^2 + |\overline{v}|^2)$$

for some new measurable function $\Phi_{\phi} : \mathbb{R}^2 \times \mathbb{R} \to \mathbb{R}$. One may then check (using the fact that $\phi(0) = 0$) that $\Phi_{\phi}$ satisfies the identity

$$\Phi_{\phi}(v, |v|^2) + \Phi_{\phi}(\overline{v}, |\overline{v}|^2) = \Phi_{\phi}(v + \overline{v}, |v|^2 + |\overline{v}|^2)$$

for all $V = [v, \overline{v}] \in \mathbb{R}^4$. It is at this point we appeal to results on the characterization of solutions to Cauchy’s functional equation (see, for instance, the book of Kuczma [13]).

2.4 Results on Cauchy’s Functional Equation

We recall that, under the assumption $f : \mathbb{R}^2 \to \mathbb{R}$ is a measurable function, any solution of the functional identity

$$f(x) + f(y) = f(x + y) \quad \text{for all } x, y \in \mathbb{R}^2$$

is necessarily of the form $f(x) = cx$ for some $c \in \mathbb{R}$. We remark in passing that one cannot weaken the assumption that $\phi$ is measurable if one wishes to avoid dealing with “pathological” solutions of Cauchy’s functional equation. Indeed, by dropping the assumption of measurability and assuming the axiom of choice, it has been shown by Hamel [12] that there exist discontinuous solutions of (2.6).

One can use the fact that all measurable solutions of (2.6) are of the form $f(x) = cx$ to characterize all measurable maps satisfying the functional equation (2.5) for $\Phi_{\phi}$ above. We now quote a result contained in Truesdell and Muncaster [16, pp. 72–73, 88–89], whose proof we revisit in detail in Section 4.5.

**Proposition 2.2.** Suppose that a measurable map $\Phi : \mathbb{R}^2 \times \mathbb{R} \to \mathbb{R}$ satisfies the identity

$$\Phi(v, |v|^2) + \Phi(\overline{v}, |\overline{v}|^2) = \Phi(v + \overline{v}, |v|^2 + |\overline{v}|^2)$$

for all $v, \overline{v} \in \mathbb{R}^2$. It follows that $\Phi$ is necessarily of the form $\Phi(v, |v|^2) = b \cdot v + c|v|^2$ for some constants $b_1, b_2, c \in \mathbb{R}$.

Using the additional observation that any constant function is also a collision invariant, it quickly follows that if a measurable function $\phi : \mathbb{R}^2 \to \mathbb{R}$ is a collision invariant, it quickly follows that if a measurable function $\phi : \mathbb{R}^2 \to \mathbb{R}$ satisfies the identity

$$\phi(v') + \phi(\overline{v'}) = \phi(v) + \phi(\overline{v}) \quad \text{for all } v \in \mathbb{R}^3 \text{ and } \psi \in S^1,$$

then it is necessarily of the form $\phi(v) = a + b \cdot v + c|v|^2$. As such, one can view the problem of characterization of collision invariants as the problem of classifying all scalar invariants of a given group action (namely, that of the scattering group $G$) on euclidean space $\mathbb{R}^4$. It appears that this perspective on the problem is new. In particular, we emphasize that we placed only minimal assumptions on $\phi$, namely that it be measurable only on $\mathbb{R}^2$. It is this group-theoretic perspective on the
problem we adopt in order to prove the main result of this article, namely Theorem 1.2 (restated precisely as Theorem 4.3 below).

We now leave the case of hard disks to study general compact, strictly convex sets with $C^\alpha$ boundaries.

3 Dynamics of Compact, Strictly Convex Particles

Although collision invariants themselves have no relationship to particle dynamics, what constitute pre- and postcollisional velocities at collision is, however, inherently a dynamical issue. It is for this reason we must address the dynamics of particles in this article. As collision invariants only involve two-particle interactions, we study in all that follows the evolution of two compact, strictly convex sets $t \mapsto P(t)$ and $t \mapsto \overline{P}(t)$ in the plane $\mathbb{R}^2$ that do not interpenetrate. We assume that their boundary curves are of class $C^\alpha$ and that the motion of $P$ and $\overline{P}$ takes place in the absence of external forces. We subsequently refer to compact, strictly convex subsets of $\mathbb{R}^2$ as hard particles. As there are no externally imposed forces in our systems under consideration, the evolution of the sets $P(t)$ and $\overline{P}(t)$ before collision is determined by their initial states, namely their initial spatial configurations (centers of mass and orientations) and initial velocities (both linear and angular). In order to construct a "physical" evolution for these two hard particles on $\mathbb{R}^2$, we appeal to Euler's laws of motion for continuum rigid-body classical mechanics. We recall that Euler's laws are the appropriate extension of Newton's laws of motion to the study of continuum rigid bodies. We refer the reader to Truesdell [15] for more on this topic.

Let us now set up the basic objects with which we work throughout this article. Suppose that $P_\ast \subset \mathbb{R}^2$ is a compact, strictly convex set with boundary of class $C^\alpha$. Moreover, suppose that its center of mass lies at the origin, i.e.,

$$\int_{P_\ast} y \, dy = 0.$$  

We shall subsequently call any such set a reference particle. When an arbitrary center of mass $x \in \mathbb{R}^2$ and orientation $\vartheta \in \mathbb{S}^1$ have been given, we write the $x$-translate and $\vartheta$-rotation of $P_\ast$ as

$$P(x, \vartheta) := R(\vartheta)P_\ast + x,$$

where $R(\alpha) \in \text{SO}(2)$ is the rotation matrix

$$R(\alpha) := \begin{pmatrix} \cos \alpha & -\sin \alpha \\ \sin \alpha & \cos \alpha \end{pmatrix}.$$  

The evolution of the sets $P(t)$ and $\overline{P}(t)$ is expressed by

$$P(t) := R(\vartheta(t))P_\ast + x(t) \quad \text{and} \quad \overline{P}(t) := R(\overline{\vartheta}(t))P_\ast + \overline{x}(t),$$

with the centers of mass $x(t), \overline{x}(t) \in \mathbb{R}^2$ and orientations $\vartheta(t), \overline{\vartheta}(t) \in \mathbb{S}^1$ being related to the linear velocities $v(t), \overline{v}(t) \in \mathbb{R}^2$ and angular speeds $\omega(t), \overline{\omega}(t) \in \mathbb{R}$.
by the formal differential relations

\[ \frac{dx}{dt} = v \quad \text{and} \quad \frac{d\bar{x}}{dt} = \bar{v}, \]

together with

\[ \frac{d\bar{\vartheta}}{dt} = \omega \quad \text{and} \quad \frac{d\bar{\bar{\vartheta}}}{dt} = \bar{\omega}. \]

We gather the spatial and velocity data into single-phase vectors \( z \) and \( \bar{z} \) given by

\[ z(t) = [x(t), \bar{x}(t), v(t), \omega(t)] \in \mathcal{M} := \mathbb{R}^2 \times S^1 \times \mathbb{R}^2 \times \mathbb{R}, \]

and also

\[ \bar{z}(t) = [\bar{x}(t), \bar{\bar{x}}(t), \bar{v}(t), \bar{\omega}(t)] \in \mathcal{M} := \mathbb{R}^2 \times S^1 \times \mathbb{R}^2 \times \mathbb{R}. \]

We define the single-phase vector that characterizes the state of the whole system at time \( t \in \mathbb{R} \) by

\[ \mathcal{Z}(t) := \mathcal{Y}(t) \oplus x(\mathcal{Z}(t)) \in \mathcal{M} \]

where \( \mathcal{Z} = [z, \bar{z}] \), with \( z = [x, \vartheta, v, \omega] \) and \( \bar{z} = [\bar{x}, \bar{\vartheta}, \bar{v}, \bar{\omega}] \). As it will be useful in what follows, we define the associated spatial projection operator \( \Pi_1 : \mathcal{D}_2 \rightarrow \mathbb{R}^4 \times \mathbb{T}^2 \) by the rule

\[ \Pi_1 \mathcal{Z} := [x, \bar{x}, \vartheta, \bar{\vartheta}] \quad \text{when} \quad \mathcal{Z} = [z, \bar{z}] \in \mathcal{D}_2. \]

We also define the velocity projection operator \( \Pi_2 : \mathcal{D}_2 \rightarrow \mathbb{R}^6 \) by the rule

\[ \Pi_2 \mathcal{Z} := [v, \bar{v}, \omega, \bar{\omega}] \quad \text{when} \quad \mathcal{Z} = [z, \bar{z}] \in \mathcal{D}_2. \]

In order to be completely correct, we note that the differential relations (3.1) and (3.2) only hold in general at those times \( t \in \mathbb{R} \) for which \( P(t) \cap \bar{P}(t) = \emptyset \); i.e., the two-sided derivative limits in (3.1) and (3.2) hold at those times \( t \) when \( P(t) \) and \( \bar{P}(t) \) are not in collision with one another. At this point, it will prove helpful to make the following definition.

**Definition 3.1.** For any \( Z_0 \in \mathcal{D}_2 \) and a map \( Z : \mathbb{R} \rightarrow \mathcal{D}_2 \) satisfying \( Z(0) = Z_0 \), we define the associated set of collision times \( \mathcal{T}(Z_0) \subseteq \mathbb{R} \) to be

\[ \mathcal{T}(Z_0) := \{ t \in \mathbb{R} : \text{card } P(t) \cap \bar{P}(t) = 1 \}. \]

In order to derive the equations of motion that govern the particles \( P(t) \) and \( \bar{P}(t) \), we first of all consider a class of 1-parameter families of operators \( \{ T_t \}_{t \in \mathbb{R}} \) \( T_t : \mathcal{D}_2 \rightarrow \mathcal{D}_2 \) for each \( t \in \mathbb{R} \) for which the maps \( t \mapsto \Pi_1 T_t Z_0 \) and \( t \mapsto \Pi_2 T_t Z_0 \) have “reasonable” analytical properties. Indeed, in order to make concrete the primary objects of interest in this article, we make the following important definition.
DEFINITION 3.2. We shall call a family of operators \( \{T_t\}_{t \in \mathbb{R}} \) with \( T_t : D_2 \to D_2 \) for each \( t \in \mathbb{R} \) a \textit{hard particle flow} on \( D_2 \) if and only if, for any \( Z_0 \in D_2 \), the map \( t \mapsto \Pi_1 T_t Z_0 \) is continuous and both left- and right-differentiable on \( \mathbb{R} \) and the map \( t \mapsto \Pi_2 T_t Z_0 \) is lower-semicontinuous and left-differentiable on \( \mathbb{R} \). Moreover, we stipulate that both \( t \mapsto \Pi_1 T_t Z_0 \) and \( t \mapsto \Pi_2 T_t Z_0 \) be differentiable at all times \( t \) for which \( T_t Z_0 \in D_2 \setminus \partial D_2 \).

The class of hard particle flows on \( D_2 \) is evidently a rather large one. A basic question in classical mechanics is the following: “Which hard particle flows on \( D_2 \) can one consider to be \textit{physical}?” To answer this question, and to specify in precise mathematical terms what we mean by \textit{physical}, we appeal to Euler’s laws of motion. When deriving an appropriate set of ODEs that govern the evolution of the phase map \( t \mapsto Z(t) \), we divide our considerations into two cases, namely those times during which the dynamics is collision free, and those times at which a collision takes place.

3.1 Deriving the Equations of Motion When \( P(t) \cap \bar{P}(t) = \emptyset \)

Suppose a hard particle flow \( \{T_t\}_{t \in \mathbb{R}} \) on the phase space \( D_2 \) has been given. This flow gives rise naturally to a map \( U : \mathbb{R}^2 \times \mathbb{R} \times D_2 \to \mathbb{R}^2 \), which provides the instantaneous linear velocity of any material point \( x \) in \( \mathbb{R}^2 \) at any time \( t \) once an initial condition \( Z_0 \in D_2 \) has been provided. Indeed, recall that if the center of mass \( x(t) \) of a planar rigid body \( P(t) \) translates with linear velocity \( v(t) \), and \( P(t) \) rotates with angular speed \( \omega(t) \), then the linear velocity of any other point on the body is expressed by the formula

\[
v(y, t) = v(t) + \omega(t)(y - x(t))^\perp \quad \text{for } y \in R(\partial(t))P_\ast + x(t),
\]

where \( y^\perp := (-y_2, y_1) \) for any given \( y = (y_1, y_2) \in \mathbb{R}^2 \). As such, the map \( U \) is given explicitly in terms of \( \{T_t\}_{t \in \mathbb{R}} \) by

\[
U(x, t; Z_0) = \begin{cases} 
v(t) + \omega(t)(x - x(t))^\perp & \text{if } x \in P(t), \\
\bar{v}(t) + \bar{\omega}(t)(x - \bar{x}(t))^\perp & \text{if } x \in \bar{P}(t), \\
0 & \text{otherwise,}
\end{cases}
\]

where \( \Pi_1 T_t Z_0 = [x(t), \bar{x}(t), \partial(t), \bar{\partial}(t)] \) and \( \Pi_2 T_t Z_0 = [v(t), \bar{v}(t), \omega(t), \bar{\omega}(t)] \). Since \( \{T_t\}_{t \in \mathbb{R}} \) is a hard particle flow (Definition 3.2), it follows that \( t \mapsto U(x, t, Z_0) \) is a differentiable function at all times \( t \) for which \( T_t Z_0 \in D_2 \setminus \partial D_2 \).

We appeal to Euler’s laws of motion in order to partition the class of hard particle flows into “physical” and “unphysical” flows. We henceforth assume that the motion of the hard particles \( P \) and \( \bar{P} \) takes place in the absence of external forces. Consider any \( Z_0 \in D_2 \) for which \( T(Z_0) \neq \mathbb{R} \), and let us restrict our attention to the open set \( I(Z_0) \subseteq \mathbb{R} \) on which \( P(t) \cap \bar{P}(t) = \emptyset \), i.e., where the map \( t \mapsto \Pi_2 T_t Z_0 \) is differentiable. We now consider Euler’s first law of motion (Truesdell [15]), which states that for any smooth evolution of smooth subsets
a physical hard particle flow should satisfy

\begin{equation}
\frac{d}{dt} \int_{\Omega(t)} U(x, t; Z_0) dx = 0 \quad \text{for } t \in I(Z_0).
\end{equation}

Since we are free to choose the family of testing sets \( \{\Omega(t) : t \in I(Z_0)\} \) as we wish, we first pick it to be a family of smooth open sets such that \( \mathcal{P}(t) \subset \Omega(t) \) together with \( \Omega(t) \cap \overline{\mathcal{P}(t)} = \emptyset \) for all \( t \in I(Z_0) \). Similarly, we can also choose \( \Omega(t) \) to contain particle \( \overline{\mathcal{P}(t)} \) alone. As \( t \mapsto T_t Z_0 \) is differentiable on \( I(Z_0) \), identity (3.3) reduces under these two choices to the ODEs

\begin{equation}
\frac{dv}{dt} = 0 \quad \text{and} \quad \frac{d\bar{v}}{dt} = 0,
\end{equation}

where \( m = \int_{\mathcal{P}_*} dy \) is the mass of the reference particle \( \mathcal{P}_* \). This implies in particular that the total linear momentum of the initial datum \( Z_0 \) is conserved on \( I(Z_0) \). Thus, in the absence of external forces and collisions, Euler’s first law simply reduces to the conservation of linear momentum.

Now we turn to Euler’s second law of motion (Truesdell [15]), which states that

\begin{equation}
\frac{d}{dt} \int_{\Omega(t)} (x - a) \cdot U(x, t; Z_0) dx = 0.
\end{equation}

By appropriate choices of \( \Omega(t) \), we discover that Euler’s second law of motion reduces to

\begin{equation}
\frac{d}{dt} \left( -m(a - x(t)) \cdot v(t) + J \omega(t) \right) = \frac{d}{dt} \left( -m(a - \bar{x}(t)) \cdot \bar{v}(t) + J \bar{\omega}(t) \right) = 0,
\end{equation}

where \( J := \int_{\mathcal{P}_*} |y|^2 dy \) is the moment of inertia of the reference particle \( \mathcal{P}_* \). By appealing to the ODEs (3.4) derived above, we may infer that

\begin{equation}
\frac{d\omega}{dt} = 0 \quad \text{and} \quad \frac{d\bar{\omega}}{dt} = 0.
\end{equation}

Therefore, it is clear that Euler’s first and second laws together imply the conservation of linear and angular momentum for \( T_t Z_0 \) on \( I(Z_0) \). Importantly, one may check that Euler’s first and second law imply that total kinetic energy is conserved in time in the sense that

\begin{equation}
\frac{d}{dt} \int_{\mathbb{R}^2} |U(x, t; Z_0)|^2 dx = 0 \quad \text{for all } t \in I(Z_0).
\end{equation}

With this discussion in place, we now specify in precise terms what we mean by a classical solution to the ODEs derived from Euler’s laws.

### 3.2 A Dynamical System and Its Boundary Conditions

Due to the possibility of particle collisions, we cannot expect the velocity maps \( t \mapsto \Pi_2 T_t Z_0 \) to be differentiable both on the left and on the right on \( \mathbb{R} \). As such, we separate out the information contained in Euler’s ODEs into its left and right limits. We consider the following class of dynamical system, namely the evolution of two identical compact, strictly convex sets \( \mathcal{P} \) and \( \overline{\mathcal{P}} \) (which are translations and
rotations of the reference particle $P$, whose phase trajectory $t \mapsto Z(t) \in D_2$ satisfies the system of one-sided ODEs

$$\frac{d}{dt_-} \begin{bmatrix} x \\ \dot{\vartheta} \\ v \\ \omega \end{bmatrix} = \begin{bmatrix} v_- \\ 0 \\ 0 \\ 0 \end{bmatrix} \quad \text{and} \quad \frac{d}{dt_-} \begin{bmatrix} \dot{x} \\ \dot{\vartheta} \\ \dot{v} \\ \dot{\omega} \end{bmatrix} = \begin{bmatrix} v_- \\ 0 \\ 0 \\ 0 \end{bmatrix},$$

in the classical sense for all $t \in \mathbb{R}$, where

$$v_-(t) := \lim_{h \to 0-} \frac{x(t + h) - x(t)}{h} \quad \text{and} \quad \omega_-(t) := \lim_{h \to 0-} \frac{\vartheta(t + h) - \vartheta(t)}{h},$$

and similarly for the barred variables $\bar{v}_-$ and $\bar{\omega}_-$. We also ask that $t \mapsto Z(t)$ satisfy the system

$$\frac{d}{dt_+} \begin{bmatrix} x \\ \dot{\vartheta} \\ v \\ \omega \end{bmatrix} = \begin{bmatrix} v_+ \\ 0 \\ 0 \\ 0 \end{bmatrix} \quad \text{and} \quad \frac{d}{dt_+} \begin{bmatrix} \dot{x} \\ \dot{\vartheta} \\ \dot{v} \\ \dot{\omega} \end{bmatrix} = \begin{bmatrix} v_+ \\ 0 \\ 0 \\ 0 \end{bmatrix},$$

in the classical sense for $t \in \mathbb{R} \setminus T(Z_0)$, where

$$v_+(t) := \lim_{h \to 0+} \frac{x(t + h) - x(t)}{h} \quad \text{and} \quad \omega_+(t) := \lim_{h \to 0+} \frac{\vartheta(t + h) - \vartheta(t)}{h},$$

and similarly for the barred variables. With this in place, we make the following definition.

**Definition 3.3.** For a given initial datum $Z_0 \in D_2$, we say that $Z : \mathbb{R} \to D_2$ is a (global-in-time) classical solution of the above system of Euler’s equations of motion if and only if $x, \bar{x}, \vartheta, \bar{\vartheta}$ are continuous piecewise linear on $\mathbb{R}$, and $v, \bar{v}, \omega, \bar{\omega}$ are lower-semicontinuous piecewise constant. Moreover, these maps satisfy the above ODEs pointwise on $\mathbb{R}$ for the left-derivatives, and pointwise on $\mathbb{R} \setminus T(Z_0)$ for the right-derivatives. Finally, $Z(0) = Z_0$.

Evidently, the system of ODEs above is not enough to determine a family of flow operators $\{T_t\}_{t \in \mathbb{R}}$ on $D_2$ uniquely. Indeed, one must specify how to update the dynamics at all collision times $t \in T(Z_0)$, i.e., for all $t$ such that

$$\text{card } \mathcal{P}(x(t), \vartheta(t)) \cap \mathcal{P}(\bar{x}(t), \bar{\vartheta}(t)) = 1.$$

When two compact, strictly convex nonspherical particles are in contact at a single point, their configuration can be characterized (with respect to the reference particle $P$) by an element $\beta$ of the 3-torus $T^3$. In order to be able to construct a flow on $D_2$, one must in turn construct an associated family of velocity scattering maps $\{\sigma_\beta\}_{\beta \in T^3}$ on $\mathbb{R}^6$, each member of which sends elements in a set of “precollisional” velocity vectors to elements in a set of “postcollisional” velocity vectors (see Section 3.3 below for the precise definition of these sets).

Before we can construct any flow associated with the above ODEs on $D_2$, we must first find a convenient way by which to parametrize collision configurations. This is the subject of Section 3.3 below.
3.3 Scattering Maps on $\mathbb{R}^6$

Scattering maps are the fundamental objects with which we work in this article. In particular, they must be constructed if one is to employ the existence theory for rigid body mechanics due to Ballard (see, in particular, [2, hypothesis H3, p. 212]). In order to construct scattering maps, we must first find a careful parametrization of all possible two-particle collision configurations, and then in turn specify what one means by pre- and postcollisional velocity vectors.

Parametrizing Collision Configurations

Here we now parametrize the set of all $Z \in \mathcal{D}_2$, up to translation, so that $\text{card} \ P(x, \theta) \cap P(\bar{x}, \bar{\theta}) = 1$. In this direction, we consider what we call a reference collision configuration, which will allow us to parametrize a general collision configuration of two particles by an element of the 3-torus $T^3$. By considering the plane $\mathbb{R}^2$ furnished with polar coordinates, we make the problem of describing collision configurations considerably simpler. Indeed, as previously indicated, it will be of some help to consider the center of mass of the reference particle $P_*$ as at the origin of $\mathbb{R}^2$, which the polar map $x(\rho, \psi) = (\rho \cos \psi, \rho \sin \psi)$ when $(\rho, \psi) \in (0, \infty) \times S^1$, $(0, 0)$ otherwise, coordinatizes. We shall use $P_*$ to define reference collision maps that are functions of the polar angle $\psi \in S^1$ and the orientation $\theta \in S^1$ of the particle exterior to the reference particle $P_*$, namely, $n_\theta = n_\theta(\psi)$, $N_\theta = N_\theta(\psi)$, $p_\theta = p_\theta(\psi)$, $q_\theta = q_\theta(\psi)$, and $d_\theta = d_\theta(\psi)$; see Figure 3.1 below for an illustration of these quantities. They constitute the essential spatial data used to construct postcollisional velocities in a collision between two particles.

We begin by making the following definition.

**Definition 3.4.** Let $\psi, \theta \in S^1$ be given. The distance of closest approach $d_\theta(\psi)$ of the centers of mass of $P_*$ and $P(\cdot, \theta)$ for the given elevation angle $\psi$ is defined to be

$$d_\theta(\psi) := \inf \{d > 0 : \text{card} P_* \cap (R(\theta)P_* + d e(\psi)) = 0\},$$

where $e(\psi) := (\cos \psi, \sin \psi)$.

With this basic and important quantity defined, we make another important definition.

**Definition 3.5.** We say that two particles $P_1, P_2 \subset \mathbb{R}^2$ are in a reference collision configuration whenever $P_i = P_*$ (for some $i \in \{1, 2\}$) and there exist $\theta \in S^1$ and $\psi \in S^1$ such that $P_j = R(\theta)P_* + d_\theta(\psi)e(\psi)$ for $j \neq i$.

The other basic collision configuration quantities are now straightforward to characterize. We define the collision vector $p = p_\theta(\psi)$ to be the unique element of the set

$$P_* \cap (R(\theta)P_* + d_\theta(\psi)e(\psi)),$$
and the conjugate collision vector \( q = q_\theta(\psi) \) by
\[
q_\theta(\psi) := p_\theta(\psi) - d_\theta(\psi)e(\psi).
\]
Since \( \partial P_* = P_* \setminus \text{int}(P_*) \) is a closed \( C^\omega \) curve in \( \mathbb{R}^2 \) and can therefore be described locally by a smooth polar map \( h_{P_*} \), one can speak of the (outward) contact normal \( n = n_\theta(\psi) \) to the point of collision \( p = p_\theta(\psi) \), which is given by
\[
n_\theta(\psi) := \frac{h_{P_*}'(\alpha_\theta(\psi))^\perp}{|h_{P_*}'(\alpha_\theta(\psi))^\perp|} \quad \text{where} \quad \alpha_\theta(\psi) := \arctan\left(\frac{p_\theta(\psi)_2}{p_\theta(\psi)_1}\right).
\]
The exclusion normal \( N_\theta = N_\theta(\psi) \) is defined to be the (outward) unit normal to the closed \( C^\omega \) curve \( C_\theta \) given by
\[
C_\theta := \{d_\theta(\psi)e(\psi) : \psi \in S^1\}.
\]
Notice that in the case of hard disks (when \( P_* = B(0, r) \) for some \( r > 0 \)), this curve is simply a circle of radius \( 2r \), whence \( N_\theta \) coincides identically with \( n_\theta \).

These basic vectors are illustrated in Figure 3.1.

**General Collision Configurations**

When two particles \( P \) and \( \bar{P} \) in the dynamical system described above satisfy \( \text{card} \ P(\tau) \cap \bar{P}(\tau) = 1 \) for some \( \tau \in \mathbb{R} \), we shall say they are in a general collisional configuration. Of course, it is not the case that they are necessarily in a reference collision configuration as defined above in Definition 3.5. In order to solve for the postcollisional linear velocities and angular speeds of two particles with arbitrary orientations (described by \( \vartheta, \bar{\vartheta} \in S^1 \)) and arbitrary relative position (described by...
ψ ∈ S¹), it is expedient to relate general collisional configurations to the reference configuration introduced above.

If P* remains the standard reference particle, suppose P, P are of the form

\[ P = R(\vartheta)P_\ast \quad \text{and} \quad \bar{P} = R(\bar{\vartheta})P_\ast + x, \]

with \( x \in \mathbb{R}^2 \) such that card \( P \cap \bar{P} = 1 \); i.e., P and P are in a collisional configuration. Thus, there exists an angle of elevation \( \psi \in S^1 \) and a constant \( \varrho = \varrho(\vartheta, \bar{\vartheta}, \psi) > 0 \) such that

\[ (3.5) \quad P = R(\vartheta)P_\ast \quad \text{and} \quad \bar{P} = R(\bar{\vartheta})P_\ast + \varrho(\vartheta, \bar{\vartheta}, \psi)e(\psi). \]

In order to write down the appropriate distance of closest approach \( d_\vartheta \), together with the analogous collision vector \( p_\vartheta \), its conjugate \( q_\vartheta \), and the normals \( n_\vartheta \) and \( N_\vartheta \) in terms of the respective quantities \( d_\vartheta, p_\vartheta, q_\vartheta, n_\vartheta, \) and \( N_\vartheta \) defined above, we perform some rotations. Acting on the system described in (3.5) by the rotation matrix

\[ R(\vartheta)^T = \begin{pmatrix} \cos \vartheta & \sin \vartheta \\ -\sin \vartheta & \cos \vartheta \end{pmatrix}, \]

we map P to \( P_\ast \) and \( \bar{P} \) to \( R(\bar{\vartheta} - \vartheta)P_\ast + \varrho(\vartheta, \bar{\vartheta}, \psi)e(\psi - \vartheta) \). This transformed system is now in a reference collision configuration. In particular, \( \varrho(\vartheta, \bar{\vartheta}, \psi) = d_{\vartheta_\ast - \vartheta}(\psi - \vartheta) \). Finally, by rotating back to the original configuration described by (3.5), it is clear that the basic collision quantities for two identical particles of orientations \( \vartheta, \bar{\vartheta} \in S^1 \) whose centers of mass define a line of elevation \( \psi \) with respect to the polar axis are the following:

- **Distance between centers of mass:** \( d_\vartheta = d\vartheta(\psi) := d_{\vartheta_\ast - \vartheta}(\psi - \vartheta). \)
- **Collision vector:** \( p_\vartheta = p\vartheta(\psi) := R(\vartheta)p_{\vartheta_\ast - \vartheta}(\psi - \vartheta). \)
- **Conjugate collision vector:** \( q_\vartheta = q\vartheta(\psi) := R(\vartheta)q_{\vartheta_\ast - \vartheta}(\psi - \vartheta). \)
- **Exclusion normal:** \( N_\vartheta = N\vartheta(\psi) := R(\vartheta)N_{\vartheta_\ast - \vartheta}(\psi - \vartheta). \)
- **Outward contact normal:** \( n_\vartheta = n\vartheta(\psi) := R(\vartheta)n_{\vartheta_\ast - \vartheta}(\psi - \vartheta). \)

These are illustrated in Figure 3.2 below. We work with these five fundamental vectors in all that follows.

**Remark 3.6.** As we have done above, we shall often write the quantities such as \( d\vartheta(\psi) \) simply as \( d_\beta \) with \( \beta = (\vartheta, \bar{\vartheta}, \psi) \) when the values of \( \vartheta, \bar{\vartheta}, \psi \in S^1 \) are understood. It will often be convenient to use the notation \( d\vartheta(\psi) \) whenever we emphasize that the parameters \( (\vartheta, \bar{\vartheta}) \in T^2 \) have been fixed, and \( \psi \mapsto d\vartheta(\psi) \) is considered a function of \( \psi \) alone. In this case, when the values of \( (\vartheta, \bar{\vartheta}) \in T^2 \) are
understood, we shall simply write $d(\psi)$. This allows us to make the presentation of our arguments (especially those in Section 3.7) less cumbersome.

**Pre- and Postcollisional Velocities in $\mathbb{R}^6$**

We now construct *scattering maps* on $\mathbb{R}^6$ that assign postcollisional velocities to precollisional velocities of two particles in a collision configuration in such a way that

$$\text{card} \mathcal{P}(x(t), \theta(t)) \cap \mathcal{P}(\bar{x}(t), \bar{\theta}(t)) \leq 1$$

for all $t$ in a sufficiently small neighborhood of a given collision time $\tau \in \mathcal{T}(Z_0)$. Once we have such a map that uniquely updates the particle velocities, we may construct a global flow on phase space $D_2$ corresponding to a classical solution of the system of governing ODEs introduced in Section 3.2 above using techniques from [2].

We now derive sets of pre- and postcollisional velocity vectors, and define what we mean by a scattering map. In order to do this, let us consider the auxiliary map $F : \mathbb{R}^4 \times \mathbb{T}^2 \to \mathbb{R}$ given by

$$F(x, \bar{x}, \theta, \bar{\theta}) := |x - \bar{x}| - d_{\theta} \left( \arctan \left( \frac{x_2 - \bar{x}_2}{x_1 - \bar{x}_1} \right) \right).$$

Clearly, $F(x, \bar{x}, \theta, \bar{\theta}) > 0$ if and only if $\mathcal{P}(x, \theta) \cap \mathcal{P}(\bar{x}, \bar{\theta}) = \emptyset$; moreover, $F(x, \bar{x}, \theta, \bar{\theta}) = 0$ if and only if $\text{card} \mathcal{P}(x, \theta) \cap \mathcal{P}(\bar{x}, \bar{\theta}) = 1$. We now introduce a hard particle dynamics $\{T_t\}_{t \in \mathbb{R}}$ associated with the ODE system in Section 3.2 above. Consider the maps $(x, \theta) : \mathbb{R} \to \mathbb{R}^2 \times S^1$ and $(\bar{x}, \bar{\theta}) : \mathbb{R} \to \mathbb{R}^2 \times S^1$.
(with $\Pi_1 T_t Z_0 = \{x, \overline{x}, \vartheta, \overline{\vartheta}\}$) that satisfy
\[
\text{card } P(x(t), \vartheta(t)) \cap P(\overline{x}(t), \overline{\vartheta}(t)) \leq 1
\]
for all time $t \in \mathbb{R}$. We recall that, by assumption, $Z(t) = \Pi_1 T_t Z_0$ is both left- and right-differentiable at all times, the only points at which right-derivatives do not necessarily agree with those on the left being the set of collision times $T(Z_0)$.

Consider now any collision time $\tau \in T(Z_0)$. Using the assumption of left-differentiability of the relevant phase maps, we have
\[
\frac{d}{dt} F(x(t), \overline{x}(t), \vartheta(t), \overline{\vartheta}(t)) \bigg|_{t=\tau} \leq 0
\]
for arbitrary $\tau \in T(Z_0)$, which a calculation reveals to be
\[
\left( e(\psi) - \frac{1}{d_{\vartheta}^\psi(\psi)} \frac{\partial d_{\vartheta - \vartheta}^\psi(\psi - \vartheta)}{\partial \psi} e(\psi) \right) \cdot v_- - \left( e(\psi) - \frac{1}{d_{\vartheta}^\psi(\psi)} \frac{\partial d_{\vartheta - \vartheta}^\psi(\psi - \vartheta)}{\partial \psi} e(\psi) \right) \cdot \overline{v}_-
\]
\[
+ \left( \frac{\partial d_{\vartheta - \vartheta}^\psi \omega_-}{\partial \psi} + \frac{\partial d_{\vartheta - \vartheta}^\phi \omega_-}{\partial \vartheta} \right) e(\psi) - \frac{\partial d_{\vartheta - \vartheta}^\psi \omega_-}{\partial \psi} \leq 0,
\]
with $x(\tau)$, $\overline{x}(\tau)$, $\vartheta(\tau)$, and $\overline{\vartheta}(\tau)$ simply denoted by $x$, $\overline{x}$, $\vartheta$, and $\overline{\vartheta}$, respectively. Moreover, since the particles are in a collision configuration, there exists $\psi \in S^1$ satisfying the identity $x - \overline{x} = d_{\vartheta}^\psi(\psi)e(\psi)$. Now, we notice that the curve of closest approach
\[
C_{\vartheta}^\psi := \{d_{\vartheta}^\psi(\psi)e(\psi) : \psi \in S^1\}
\]
has (nonnormalized) normal vectors
\[
\tilde{N}_{\vartheta}^\psi(\psi) := e(\psi) - \frac{1}{d_{\vartheta}^\psi(\psi)} \frac{\partial d_{\vartheta - \vartheta}^\psi(\psi - \vartheta)}{\partial \psi} e(\psi),
\]
whose normalization we denote by $N_{\vartheta}^\psi(\psi) := \tilde{N}_{\vartheta}^\psi(\psi)/|\tilde{N}_{\vartheta}^\psi(\psi)|$. Moreover, we make the observation that
\[
d_{\vartheta}^\psi(\psi)e(\psi) \cdot \tilde{N}_{\vartheta}^\psi(\psi) = -\frac{\partial d_{\vartheta - \vartheta}^\psi \omega_-}{\partial \psi} (\psi - \vartheta).
\]
We therefore write the above inequality in the more compact form
\[
N_{\vartheta}^\psi(\psi) \cdot v_- - N_{\vartheta}^\psi(\psi) \cdot \overline{v}_-
\]
\[
+ \left( r_{\vartheta}^\psi(\psi) \cdot N_{\vartheta}^\psi(\psi) - d_{\vartheta}^\psi(\psi)e(\psi) \cdot N_{\vartheta}^\psi(\psi) \right) \omega_- - r_{\vartheta}^\psi(\psi) \cdot N_{\vartheta}^\psi(\psi) \omega_- \leq 0,
\]
where $r_{\beta}^\vartheta(\psi)$ is the vector

$$r_{\beta}^\vartheta(\psi) := -\frac{\partial d_{\beta} - \vartheta}{\partial \vartheta} (\psi - \vartheta) e(\psi)^\perp.$$ 

As it is one of the most important quantities in all that follows, we make the following definition.

**Definition 3.7.** For any $\beta \in \mathbb{T}^3$, the collision normal $\gamma_\beta \in \mathbb{R}^6$ is defined to be

$$\gamma_\beta := \frac{1}{\Lambda_\beta} \begin{bmatrix} -N_\beta \\ N_\beta \\ -(r_\beta^\vartheta - d_\beta e(\psi))^\perp \cdot N_\beta \\ r_\beta^\vartheta \cdot N_\beta \end{bmatrix},$$

where

$$\Lambda_\beta := \frac{2}{m} + \frac{1}{J} |(r_\beta^\vartheta - d_\beta e(\psi))^\perp \cdot N_\beta|^2 + \frac{1}{J} |r_\beta^\vartheta \cdot N_\beta|^2. \tag{3.7}$$

**Remark 3.8.** A quick calculation reveals that the collision normal $\gamma_\beta$ is not of unit norm. It will be useful rather often to employ the unit collision normal $\gamma_\beta^\circ := M^{-1} \gamma_\beta$ in what follows.

In the language of Definition 3.7 one then has that

$$\left. \frac{d}{dt_-} F(x(t), \vartheta(t), \omega(t)) \right|_{t=\tau} \leq 0 \quad \text{if and only if} \quad \gamma_\beta \cdot V_- \leq 0,$$

where $V_- = [v_-, \omega_-, \omega_-]$. In a similar way, one can treat the postcollisional case and deduce that

$$\left. \frac{d}{dt_+} F(x(t), \vartheta(t), \omega(t)) \right|_{t=\tau} \geq 0 \quad \text{if and only if} \quad \gamma_\beta \cdot V_+ \geq 0.$$

Let a spatial configuration point $\beta \in \mathbb{T}^3$ be given and fixed. With the above discussion in mind, we define the set of precollisional velocities associated with the spatial configuration $\beta \in \mathbb{T}^3$ to be

$$\Sigma^-_\beta := \{ V \in \mathbb{R}^6 : V \cdot \gamma_\beta \leq 0 \},$$

and the set of all postcollisional velocities to be

$$\Sigma^+_\beta := \{ V \in \mathbb{R}^6 : V \cdot \gamma_\beta \geq 0 \}.$$

Evidently, $\mathbb{R}^6 = \Sigma^-_\beta \cup \Sigma^+_\beta$. We denote the intersection $\Sigma^+_\beta \cap \Sigma^-_\beta$ of these two half-spaces by $\Sigma^0_\beta$. With these definitions in place, we can now say what we mean by a scattering map on $\mathbb{R}^6$.

**Definition 3.9.** We say that a bijective map $\sigma_\beta : \mathbb{R}^6 \to \mathbb{R}^6$ is a scattering map corresponding to the spatial configuration $\beta \in \mathbb{T}^3$ if and only if $\sigma_\beta(\Sigma^-_\beta) = \Sigma^+_\beta$ and $\sigma_\beta \circ \sigma_\beta = \iota$ on $\mathbb{R}^6$. 

Suppose $\beta \in T^3$; i.e., let the orientations and centers of mass of two particles in a collision configuration be given, and let $\sigma_\beta$ be an associated scattering map. By definition,

\begin{equation}
V \cdot \gamma_\beta \leq 0 \implies \sigma_\beta[V] \cdot \gamma_\beta \geq 0,
\end{equation}

and also

\begin{equation}
V \cdot \gamma_\beta \geq 0 \implies \sigma_\beta[V] \cdot \gamma_\beta \leq 0.
\end{equation}

It will be convenient in the rest of this article to write the above inequalities in what we shall call *quasi-momentum variables*. Consider the mass-inertia matrix $M \in \mathbb{R}^{6 \times 6}$ given by

\[ M := \text{diag}(\sqrt{m}, \sqrt{m}, \sqrt{m}, \sqrt{m}, \sqrt{J}, \sqrt{J}). \]

Writing $P := MV$ for a given $V \in \mathbb{R}^6$, and recalling that $\hat{\gamma}_\beta = M^{-1} \gamma_\beta$, we can recast the above conditions as

\begin{equation}
P \cdot \hat{\gamma}_\beta \leq 0 \implies \rho_\beta[P] \cdot \hat{\gamma}_\beta \geq 0,
\end{equation}

and

\begin{equation}
P \cdot \hat{\gamma}_\beta \geq 0 \implies \rho_\beta[P] \cdot \hat{\gamma}_\beta \leq 0,
\end{equation}

where the transformed scattering map $\rho_\beta$ is given by

\[ \rho_\beta[P] := M \sigma_\beta[M^{-1} P]. \]

We write the associated transformed set of precollisional velocities as $\hat{\Sigma}_\beta^-$, and the postcollisional velocities as $\hat{\Sigma}_\beta^+$. There are many involutions $\sigma_\beta : \mathbb{R}^6 \to \mathbb{R}^6$ that map the lower half-space $\Sigma^\beta_-$ to the upper half-space $\Sigma^\beta_+$. We now specify some conservation laws from classical mechanics, attributed to Euler's laws of motion, which should be respected by the hard particle flow $\{T_t\}_{t \in \mathbb{R}}$ on phase space $D_2$. We stipulate that the flow should conserve total linear momentum, angular momentum, and kinetic energy of given initial data $Z_0 \in D_2$.

### 3.4 Derivation of the Algebraic Constraints

Suppose the particles in collisional contact $P := R(\vartheta)P_*$ and $\bar{P} := R(\bar{\vartheta})P_*$ + $d\vartheta_\beta(\psi)\epsilon(\psi)$ are given, together with their respective linear velocities and angular speeds $V \in \Sigma^-_\beta$, with $\beta = (\vartheta, \bar{\vartheta}, \psi)$. We seek postcollisional linear velocities and angular speeds $V' \in \Sigma^+_\beta$ such that there is conservation of momenta and there is no loss of kinetic energy following collision. In what follows, unprimed quantities will denote precollisional ones, while those that are primed denote postcollisional ones.
Adhering to Euler’s first law of motion, we stipulate that the values of the pre- and postcollisional velocities should satisfy the conservation of linear momentum, i.e.,

\[
(COLM) \quad \int_{P(z(t))} v'_\beta(y, \tau) dy + \int_{P(\bar{z}(t))} \bar{v}'_\beta(y, \tau) dy = \int_{P(z(t))} v(y, \tau) dy + \int_{P(\bar{z}(t))} \bar{v}(y, \tau) dy,
\]

which since \(v(y, t) = v(t) + \omega(t)(y - x(t))^\perp\) and \(\bar{v}(y, t) = \bar{v}(t) + \bar{\omega}(t)(y - \bar{x}(t))^\perp\) (and similarly for the primed variables) reduces to

\[
(3.12) \quad m v'_\beta + m \bar{v}'_\beta = m v + m \bar{v}.
\]

Also adhering to Euler’s second law of motion, we require that the pre- and postcollisional velocities should satisfy the conservation of angular momentum with respect to an arbitrary point of measurement, i.e.,

\[
(COAM) \quad \int_{P(z(t))} (y - a)^\perp \cdot v'_\beta(y, \tau) dy + \int_{P(\bar{z}(t))} (y - a)^\perp \cdot \bar{v}'_\beta(y, \tau) dy = \int_{P(z(t))} (y - a)^\perp \cdot v(y, \tau) dy + \int_{P(\bar{z}(t))} (y - a)^\perp \cdot \bar{v}(y, \tau) dy
\]

Figure 3.3. A locus of closest approach with the exclusion and contact normals.
We also require that total kinetic energy be unchanged after the collision of the two particles. The conservation of kinetic energy takes the form

\[ \int_{p(x(t))} |v'_{\beta}(y, \tau)|^2 dy + \int_{p(x(t))} |\bar{v}'_{\beta}(y, \tau)|^2 dy = \int_{p(x(t))} |v(y, \tau)|^2 dy + \int_{p(x(t))} |\bar{v}(y, \tau)|^2 dy, \]

which reduces to

\[ m|v'_{\beta}|^2 + J(\omega'_{\beta})^2 + m|\bar{v}'_{\beta}|^2 + J(\bar{\omega}'_{\beta})^2 = m|v|^2 + J\omega^2 + m|\bar{v}|^2 + J\bar{\omega}^2. \]

Expressing the above conservation laws in scattering map notation, we find that (3.12) takes the form

\[ \sigma_{\beta}[V]_1 + \sigma_{\beta}[V]_3 \]

\[ \sigma_{\beta}[V]_2 + \sigma_{\beta}[V]_4 \]

\[ = \begin{pmatrix} V_1 + V_3 \\ V_2 + V_4 \end{pmatrix}, \]

and setting \( a = 0 \), (3.13) takes the form

\[ \sigma_{\beta}[V] \cdot \Gamma_{\beta} = V \cdot \Gamma_{\beta} \]

for \( \Gamma \in \mathbb{R}^6 \) given by

\[ \Gamma_{\beta} := \begin{bmatrix} 0 \\ d\beta e(\psi) \\ J \end{bmatrix}, \]

while (3.14) takes the form

\[ |M\sigma_{\beta}[V]|^2 = |M V|^2, \]

where \( V = [v, \bar{v}, \omega, \bar{\omega}] \). As claimed above, in order to prove Theorem 1.1 (or, rather, the more precise statement 3.10), we must first construct a family of scattering maps \( \{\sigma_{\beta}\}_{\beta \in \mathbb{T}^3} \) on \( \mathbb{R}^6 \), each member of which conserves total linear momentum, angular momentum, and kinetic energy. This is the aim of the following section.

### 3.5 Construction of a Dynamics for Euler’s Equations on \( \mathcal{D}_2 \)

We now aim to prove the following more precisely stated form of Theorem 1.1.
are, however, unique. As such, we must make a choice regarding with which family of scattering matrices has been chosen and fixed, for any $f$.

One could construct solutions of the ODEs in the case when the scattering family $\sigma$ satisfies (3.12), and (3.13), and (3.14) for all $V \in \mathbb{R}^6$. Then $\sigma$ is necessarily of the form

$$\sigma = M^{-1} \left( \hat{E}_1 \otimes \hat{E}_1 + \hat{E}_2 \otimes \hat{E}_2 + \sum_{i=3}^{5} \lambda_i(\beta) \hat{E}_i(\beta) \otimes \hat{E}_i(\beta) - \hat{g}_\beta \otimes \hat{g}_\beta \right) M.$$
where $\hat{E}_1 = (1/\sqrt{2}, 0, 1/\sqrt{2}, 0, 0, 0)$, $\hat{E}_2 = (0, 1/\sqrt{2}, 0, 1/\sqrt{2}, 0, 0)$, $\{\hat{E}_i(\beta)\}_{i=3}^5$ is any orthonormal basis for $\text{span}\{\hat{E}_1, \hat{E}_2, \hat{\gamma}_\beta\}$. Indeed, given the scattering map we define the map \( y_{\beta} \) whence the unit collision normal $(3.7)$.

**Proof.** It will be convenient to consider the problem cast in quasi-momentum variables as introduced above in Section 3.3. Indeed, given the scattering map $\sigma_\beta$ we define the map $\rho_\beta[P] := M\sigma_\beta[M^{-1}P]$ for $P \in \mathbb{R}^6$. Since $\sigma_\beta$ is linear if and only if $\rho_\beta$ is linear, we may suppose that $\rho_\beta[P] = R_\beta P$ for some $R_\beta \in \text{GL}(6)$. Moreover, we also infer that $\rho_\beta$ is an involution on $\mathbb{R}^6$, whence $R_\beta^2 = I$. It will now prove useful to consider the spectral structure of $R_\beta$.

We first note that since the conservation of kinetic energy $(3.14)$ implies that $|R_\beta P|^2 = |P|^2$ for all $P \in \mathbb{R}^6$, it follows that $R_\beta \in \text{O}(6)$. Moreover, $R_\beta$ can only have real eigenvalues $\lambda$ with $|\lambda| = 1$. Now, the conservation of linear momentum

$$
\begin{pmatrix}
\sigma_\beta[V]_1 + \sigma_\beta[V]_3 \\
\sigma_\beta[V]_2 + \sigma_\beta[V]_4
\end{pmatrix}
= \begin{pmatrix}
V_1 + V_3 \\
V_2 + V_4
\end{pmatrix}
$$

implies that

$$
R_\beta P \cdot E_1 = P \cdot E_1 \quad \text{and} \quad R_\beta P \cdot E_2 = P \cdot E_2 \quad \text{for all} \quad P \in \mathbb{R}^6,
$$

where $E_1 = (1, 0, 1, 0, 0, 0)$ and $E_2 = (0, 1, 0, 1, 0, 0)$. We immediately infer that $E_1$ and $E_2$ are eigenvectors of $R_\beta$, both with eigenvalue 1, since $R_\beta^2 = R_\beta$. Appealing to the fact that $R_\beta$ must satisfy the inequalities $(3.10)$ and $(3.11)$ above, since $\sigma_\beta$ was assumed to be a scattering map, we deduce that $R_\beta \hat{\gamma}_\beta = -\hat{\gamma}_\beta$, whence the unit collision normal $\hat{\gamma}_\beta$ is another eigenvector of $R_\beta$ with eigenvalue $-1$.

We restrict our attention to the subspace of $\mathbb{R}^6$ orthogonal to $\hat{\gamma}_\beta$, namely $\hat{\Sigma}_\beta^0 := \hat{\Sigma}_\beta^- \cap \hat{\Sigma}_\beta^+$. Setting

$$
(3.16) \quad \hat{E}_1 := \left(\frac{1}{\sqrt{2}}, 0, \frac{1}{\sqrt{2}}, 0, 0, 0\right) \quad \text{and} \quad \hat{E}_2 := \left(0, \frac{1}{\sqrt{2}}, 0, \frac{1}{\sqrt{2}}, 0, 0\right),
$$

one may check that $\hat{E}_1 \cdot \hat{\gamma}_\beta = \hat{E}_2 \cdot \hat{\gamma}_\beta = 0$, while evidently $\hat{E}_1 \cdot \hat{E}_2 = 0$. Let us consider any orthonormal basis of $\hat{\Sigma}_\beta^0$ containing $\hat{E}_1$ and $\hat{E}_2$, namely $B_\beta := \{\hat{E}_1, \hat{E}_2\} \cup \{\hat{E}_3(\beta), \hat{E}_4(\beta), \hat{E}_5(\beta)\}$, where each $\hat{E}_i(\beta)$ is allowed to depend on the spatial configuration $\beta \in \mathbb{T}^3$. One may then verify that any matrix of the form

$$
R_\beta := \hat{E}_1 \otimes \hat{E}_1 + \hat{E}_2 \otimes \hat{E}_2 + \sum_{i=3}^5 \lambda_i(\beta) \hat{E}_i(\beta) \otimes \hat{E}_i(\beta) - \hat{\gamma}_\beta \otimes \hat{\gamma}_\beta
$$

with $\lambda_i(\beta) \in \{-1, 1\}$ is a bijective linear involution that maps $\hat{\Sigma}_\beta^-$ to $\hat{\Sigma}_\beta^+$. Moreover, transforming back from quasi-momentum variables, the associated scattering matrix $\sigma_\beta := M^{-1} R_\beta M$ conserves the total linear momentum and kinetic energy of its argument. The proof of the proposition follows. \( \Box \)
Evidently, it is prudent to specify another natural condition on each matrix $\sigma_\beta$ to obtain a unique family of matrices $\{\sigma_\beta\}_{\beta \in \mathbb{T}^3}$ to which we can turn our attention. At this point, it is helpful to consider the case of hard disks.

**Comparison with the Case of Hard Disks**

If we have developed a suitable extension of the classical scattering of hard disks to the more general compact, strictly convex particle setting, the associated scattering matrix $\sigma_\beta$ should reduce essentially to the classical Boltzmann scattering matrix (2.1) when $P_\bullet$ is chosen to be a disk. We consider the case $P_\bullet = B_\bullet$ (the closed unit disk in $\mathbb{R}^2$). As the classical Boltzmann scattering matrices are unique in the class of all maps on $\mathbb{R}^4$ that conserve total linear momentum, angular momentum, and kinetic energy of particles (and that also enforce nonpenetration), we do not have mixing of precollisional linear velocities and angular speeds following collision. With this observation in mind, we consider the block scattering matrix defined on $\mathbb{R}^6$ by

$$\left( \begin{array}{cc} I_4 - 2\gamma(\psi) \otimes \gamma(\psi) & 0_2 \\ 0_4 & I_2 \end{array} \right) \in \mathbb{R}^{6 \times 6} \quad \text{for } \psi \in S^1,$$

with $0_m, I_m \in \mathbb{R}^{m \times m}$ and $\gamma(\psi) = \frac{1}{\sqrt{2}}[e(\psi), -e(\psi)]$. Notably, this matrix is the identity map when restricted to the set $\Sigma^0_\beta$. Motivated by this observation, we have the following corollary to Proposition 3.11 above.

**Corollary 3.12.** Suppose $\sigma_\beta$ is a scattering matrix satisfying the hypotheses of Proposition 3.11, which is the identity map when restricted to $\Sigma^0_\beta = \Sigma^-_\beta \cap \Sigma^+_\beta$. Then $\sigma_\beta$ is necessarily of the form $\sigma_\beta = M^{-1}(I - 2\gamma_\beta \otimes \gamma_\beta)M$.

**Proof.** Let $B_\beta = \{\hat{E}_i\}_{i=1}^5$ be any orthonormal basis for $\Sigma^0_\beta$ that contains the vectors $\hat{E}_1$ and $\hat{E}_2$ given above by (3.16). Since by assumption $\sigma_\beta|_{\Sigma^0_\beta} = I$, it follows that $\lambda_i(\beta) = 1$ for $i = 3, 4, 5$. Now, using the fact that

$$I = \sum_{i=1}^5 \hat{E}_i \otimes \hat{E}_i + \gamma_\beta \otimes \gamma_\beta,$$

we find $R_\beta = I - 2\gamma_\beta \otimes \gamma_\beta$. Transforming back to velocity variables $V$ from quasi-momentum variables $P$, we obtain $\sigma_\beta[V] = M^{-1}(I - 2\gamma_\beta \otimes \gamma_\beta)M$, which yields the assertion of the corollary. \qed

As such, the derived family of scattering matrices reduces to the family of Boltzmann scattering matrices (which is the identity map when restricted to the factors of $\mathbb{R}^6$ describing angular speed) when the reference particle $P_\bullet$ is chosen to be a disk. With this concrete family of scattering matrices in hand, we now look to construct global-in-time classical solutions to Euler’s equations on $\mathcal{D}_2$. 

Construction of Global-in-Time Classical Solutions on $D_2$

We now offer some brief comments that establish Theorem 3.10, the proof of which follows swiftly from the construction of the scattering matrices $\sigma_\beta = M^{-1}(1 - 2\hat{\eta}_\beta \otimes \hat{\eta}_\beta)M$ and an application of theorem 10 in Ballard [2]. We do not discuss technical details of the proof here, and refer the reader to [2, sec. 4] for details. Given that $\partial \mathcal{P}_\ast$ is of class $C^\infty$ and that there is no externally imposed force in the equations of motion $(S^-)$ and $(S^+)$, it follows that for almost every initial datum $Z_0 \in D_2$ there exists a unique piecewise linear map $t \mapsto [x(t), \bar{x}(t), \vartheta(t), \bar{\vartheta}(t)]$ with

$$[x(0), \bar{x}(0), \vartheta(0), \bar{\vartheta}(0)] = \Pi_1 Z_0, \quad \frac{d}{dt} [x(t), \bar{x}(t), \vartheta(t), \bar{\vartheta}(t)] \bigg|_{t=0} = \Pi_2 Z_0,$$

which satisfies $(S^-)$ and $(S^+)$ on $\mathbb{R}$ and $\mathbb{R} \setminus T(Z_0)$, respectively. Moreover, for every such initial datum $Z_0 \in T(Z_0)$ the set of all collision times $T(Z_0)$ is either all of $\mathbb{R}$ or a finite set, i.e., $T(Z_0) = \{\tau_j\}_{j=1}^M$ with $M = M(Z_0) \in \mathbb{N}$, with the property that for each $t \in (\tau_j, \tau_{j+1}]$, there exists a left-neighborhood of $t$ on which $t \mapsto [x(t), \bar{x}(t), \vartheta(t), \bar{\vartheta}(t)]$ is analytic. Importantly, uniqueness of classical solutions allows us to define a hard particle flow $\{T_t\}_{t \in \mathbb{R}}$ on $D_2$ with the property that total linear momentum, angular momentum, and kinetic energy of initial data are conserved for all time, and for which the colliding particles experience at most finitely many collisions on bounded time intervals.

It is also important to emphasize that in order to make use of the general existence theory in [2], a family of scattering maps must be provided as data for the problem. As such, classical solutions are only unique with respect to the given family of scattering maps under consideration. It may be possible to construct another distinct hard particle flow on $D_2$ that conserves total linear momentum, angular momentum, and kinetic energy if one constructs a family of nonlinear scattering maps $\{\sigma_\beta\}_{\beta \in \mathbb{T}^3}$ on $\mathbb{R}^6$ satisfying the same property. As intimated above, we do not address this problem in this article.

An “Almost Physical” Family of Matrices

We record the fact here that the matrix $u_\beta := M^{-1}(1 - 2\hat{\eta}_\beta \otimes \hat{\eta}_\beta)M \in \mathbb{R}^{6 \times 6}$, where the unit vector $\hat{\eta}_\beta \in \mathbb{R}^6$ is given by

$$\hat{\eta}_\beta := \frac{1}{\sqrt{\frac{2}{m} + \frac{1}{f} |p_\beta^\perp \cdot n_\beta|^2 + \frac{1}{f} |q_\beta^\perp \cdot n_\beta|^2}} M^{-1} \begin{bmatrix} n_\beta \\ -n_\beta \\ p_\beta^\perp \cdot n_\beta \\ q_\beta^\perp \cdot n_\beta \end{bmatrix} \in \mathbb{R}^6,$$

conserves the total linear momentum, angular momentum, and kinetic energy of its argument, but it is not known to a scattering map in the sense of Definition 3.9

To be precise, if $Z_0$ is taken to lie in $\partial D_2$ (namely the initial condition describes a collision configuration), then for consistency we should only allow for initial velocities $\Pi_2 Z_0$ to lie in $\Sigma_\beta$, where $\beta \in \mathbb{T}^3$ is determined by $\Pi_1 Z_0$. 

\[1\]
above. As a result, it cannot yet be used to construct a hard particle flow on \( D_2 \), but it can be used to construct a family of flow operators on \( M^2 \) corresponding to Euler’s equations presented in Section 3.2.

4 Collision Invariants for Compact, Strictly Convex Particles

We now turn to the proof of the main result of this article. We firstly define the analogue of classical collision invariants in the case when the underlying particles are not disks.

**Definition 4.1.** Let \( \mathcal{S} = \{\sigma_\beta\}_{\beta \in \mathbb{T}^3} \) be a family of maps on \( \mathbb{R}^6 \). A measurable function \( \psi : \mathbb{R} \times \mathbb{R} \times \mathbb{S} \rightarrow \mathbb{R} \) is said to be an \( \mathcal{S} \)-collision invariant if and only if it satisfies the functional equation

\[
\psi(v', \omega', \vartheta) + \psi(\bar{v}', \bar{\omega}', \bar{\vartheta}) = \psi(v, \omega, \vartheta) + \psi(\bar{v}, \bar{\omega}, \bar{\vartheta})
\]

for every \( V = [v, \bar{v}, \omega, \bar{\omega}] \in \mathbb{R}^6, \beta = (\vartheta, \bar{\vartheta}, \psi) \in \mathbb{T}^3 \), where

\[
v'_\beta := \begin{pmatrix} \sigma_\beta[V_1] \\ \sigma_\beta[V_2] \end{pmatrix}, \quad \bar{v}'_\beta := \begin{pmatrix} \sigma_\beta[V_3] \\ \sigma_\beta[V_4] \end{pmatrix}, \quad \omega'_\beta := \sigma_\beta[V_5], \quad \bar{\omega}'_\beta := \sigma_\beta[V_6].
\]

We also make one more definition.

**Definition 4.2.** We define \( P(\mathbb{Z}_2^2) \) to be the class of reference particles \( \Pi_\ast \subset \mathbb{R}^2 \) that have reflection symmetries in the two canonical orthogonal axes of \( \mathbb{R}^2 \).

We are now ready to state in precise terms the main result of this article.

**Theorem 4.3 (Characterization of Collision Invariants).** Suppose \( \Pi_\ast \in P(\mathbb{Z}_2^2) \) has the property that \( \partial \Pi_\ast \) is analytic, i.e., of class \( C^\omega \). Let \( \mathcal{S} \) be the associated family of matrices

\[
\{M^{-1}(I - 2\hat{\gamma}_\beta \otimes \hat{\gamma}_\beta)M\}_{\beta \in \mathbb{T}^3} \quad \text{or} \quad \{M^{-1}(I - 2\hat{\gamma}_\beta \otimes \hat{\gamma}_\beta)M\}_{\beta \in \mathbb{T}^3}.
\]

If a measurable map is an \( \mathcal{S} \)-collision invariant, then it is necessarily of the form

\[
\phi(v, \omega, \vartheta) = a(\vartheta) + b \cdot v + c(m|v|^2 + J\omega^2)
\]

for some \( b_1, b_2, c \in \mathbb{R} \) and some measurable \( a : \mathbb{S} \rightarrow \mathbb{R} \).

**Remark 4.4.** For the proof of this theorem, we need only restrict our attention to the family of maps \( \{\sigma_\beta\}_{\beta \in \mathbb{T}^3} \) with \( \sigma_\beta = M^{-1}(I - 2\hat{\gamma}_\beta \otimes \hat{\gamma}_\beta)M \), as the proof for the family \( \sigma_\beta = M^{-1}(I - 2\hat{\gamma}_\beta \otimes \hat{\gamma}_\beta)M \) follows directly thereafter. This will become clear in Section 4.4 below.

4.1 Rewriting the Functional Identity

It will prove useful to rewrite the functional identity \((4.1)\) in a way that allows us to employ properties of reflection matrices, to which each scattering matrix \( \sigma_\beta = M^{-1}(I - 2\hat{\gamma}_\beta \otimes \hat{\gamma}_\beta)M \) is conjugate. Indeed, given a collision invariant \( \phi \), we define

\[
\phi_0(v, \omega, \vartheta) := \phi(v, \omega, \vartheta) - \phi(0, 0, \vartheta),
\]
together with an associated map $\Phi_\varphi : \mathbb{R}^6 \times \mathbb{T}^2 \to \mathbb{R}$ by
\[
\Phi_\varphi(V; \vartheta, \bar{\vartheta}) := \varphi_0(v, \omega, \vartheta) + \varphi_0(\bar{v}, \bar{\omega}, \bar{\vartheta}),
\]
noting that $\Phi_\varphi(0; \vartheta, \bar{\vartheta}) = 0$ for all $(\vartheta, \bar{\vartheta}) \in \mathbb{T}^2$. It follows that $\varphi$ is a collision invariant if and only if
\[
\Phi_\varphi(\sigma_\beta V; \vartheta, \bar{\vartheta}) = \Phi_\varphi(V; \vartheta, \bar{\vartheta})
\]
for all $\beta \in \mathbb{T}^3$. Setting $P := MV$, and also defining the new map $\Phi^*_\varphi : \mathbb{R}^6 \times \mathbb{T}^2 \to \mathbb{R}$ by
\[
\Phi^*_\varphi(V; \vartheta, \bar{\vartheta}) := \Phi_\varphi(M^{-1}V; \vartheta, \bar{\vartheta}),
\]
we find that $\varphi$ is a collision invariant if and only if
\[
\Phi^*_\varphi([I - 2\tilde{\gamma}_\beta \otimes \tilde{\gamma}_\beta]P; \vartheta, \bar{\vartheta}) = \Phi^*_\varphi(P; \vartheta, \bar{\vartheta})
\]
for all $\beta \in \mathbb{T}^3$ and $P \in \mathbb{R}^6$. It is now we make the important observation that if the orientations $(\vartheta, \bar{\vartheta})$ are fixed, then (4.3) implies that
\[
\Phi^*_\varphi(\cdot; \vartheta, \bar{\vartheta})
\]
for any chosen $P \in \mathbb{R}^6$, where $G^\vartheta_{\bar{\vartheta}} \subseteq \text{O}(6)$ is the subgroup generated by the 1-parameter family of reflection matrices $\{[I - 2\tilde{\gamma}_\beta \otimes \tilde{\gamma}_\beta : \psi \in \mathbb{S}^1]\}$, namely,
\[
G^\vartheta_{\bar{\vartheta}} := \{[I - 2\tilde{\gamma}_\beta \otimes \tilde{\gamma}_\beta : \psi \in \mathbb{S}^1]\}.
\]
Transforming back to $V$-variables and observing identity (4.2), we obtain the following result.

**Proposition 4.5.** The map $\varphi$ is a collision invariant if and only if for each $(\vartheta, \bar{\vartheta}) \in \mathbb{T}^2$, the map $\Phi_\varphi(\cdot; \vartheta, \bar{\vartheta})$ is constant on the group orbits $G^\vartheta_{\bar{\vartheta}} P$ for every $V \in \mathbb{R}^6$, where $G^\vartheta_{\bar{\vartheta}} := M^{-1}G^\vartheta_{\bar{\vartheta}} M$.

The basic problem is now to characterize the orbits of every point in $\mathbb{R}^6$ under the action of $G^\vartheta_{\bar{\vartheta}}$ for each $(\vartheta, \bar{\vartheta}) \in \mathbb{T}^2$. This leads us to the concept of energy-momentum submanifolds of $\mathbb{R}^6$, which we introduce now.

**4.2 Energy-Momentum Submanifolds of $\mathbb{R}^6$**

We recall from Section 3.4 above that the scattering matrices $\sigma_\beta$ under study conserve total kinetic energy, i.e.,
\[
|M_\sigma V|^2 = |MV|^2,
\]
along with total linear momentum of the particles,
\[
m\left((\sigma_\beta V)_1 \right) + m\left((\sigma_\beta V)_3 \right) = m\left(V_1 \right) + m\left(V_3 \right)
\]
for all \( \beta \in \mathbb{T}^3 \), once \( V \in \mathbb{R}^6 \) has been prescribed. Writing these in the language of the previous section, we have that

\[
Y \mapsto |MY|^2 \text{ is constant on the group orbits } G^\beta V
\]

together with

\[
Y \mapsto Y_1 + Y_3 \text{ and } Y \mapsto Y_2 + Y_4 \text{ are constant on the group orbits } G^\beta V
\]

for \( Y \in \mathbb{R}^6 \). On the basis of these observations for the family of scattering matrices

\[
\{M^{-1}(I - 2\tilde{\gamma}_\beta \otimes \tilde{\gamma}_\beta)M\}_{\beta \in \mathbb{T}^3},
\]

it seems reasonable to postulate that the orbits \( G^\beta V \) are simply those subsets of \( \mathbb{R}^6 \) that are realized as the intersection of energy ellipsoids

\[
E(V) := \{ Y \in \mathbb{R}^6 : |MY|^2 = |MV|^2 \}
\]

with momentum planes

\[
\Pi_1(V) := \{ Y \in \mathbb{R}^6 : Y_1 + Y_3 = V_1 + V_3 \},
\]

\[
\Pi_2(V) := \{ Y \in \mathbb{R}^6 : Y_2 + Y_4 = V_2 + V_4 \}.
\]

Indeed, this is what we prove in Section 4.4 below by using group-theoretic techniques and a careful analysis of properties of the collision normals \( \gamma_\beta \).

Firstly, let us put the previous argument in precise terms. For a given energy \( e > 0 \) and momentum vector \( p \in \mathbb{R}^2 \) satisfying \( e^2 > |p|^2/2m \), we define the associated energy-momentum manifold \( M(e, p) \subset \mathbb{R}^6 \) by

\[
M(e, p) := \left\{ Y \in \mathbb{R}^6 : |Y|^2 = e^2 \text{ and } \begin{pmatrix} Y_1 + Y_3 \\ V_2 + V_4 \end{pmatrix} = \frac{p}{m} \right\}.
\]

It is now our aim to show that if \( V \in \mathbb{R}^6 \) is arbitrary, and we denote

\[
e^2 = |MV|^2 \quad \text{and} \quad p = m \begin{pmatrix} V_1 + V_3 \\ V_2 + V_4 \end{pmatrix},
\]

then the group orbits of points \( V \in \mathbb{R}^6 \) are given by

\[
G^\beta V = \begin{cases} 
M(e, p) & \text{if } e^2 > \frac{|p|^2}{2m}, \\
\left\{ \left[ \frac{p}{2m}, \frac{p}{2m}, 0, 0 \right] \right\} & \text{if } e^2 = \frac{|p|^2}{2m},
\end{cases}
\]

for any choice of orientations \( (\theta, \bar{\theta}) \in \mathbb{T}^2 \); i.e., the group orbits are independent of the choice of particle orientations. In other words, we want to show the restriction map \( \Phi(\cdot, \theta, \bar{\theta})|_{M(e, p)} \) is a constant function for all suitable \( e > 0 \) and \( p \in \mathbb{R}^2 \) by identity (4.2). Since we have nothing to show in the case that \( G^\beta V \) is a singleton set, we assume henceforth that \( e^2 > |p|^2/2m \). As the energy-momentum submanifolds are homeomorphic to the 3-sphere, one can expect to reduce the study of the subgroup \( G^\beta \subset O(6) \) acting on \( M(e, p) \) to one of a group acting on \( \mathbb{S}^3 \). As done
before in Section 2.3 above, let us now reduce our problem to a kind of canonical form.

4.3 Transformation to Canonical Form

Let both energy $e$ and momentum $p$ be given which satisfy $e^2 > |p|^2/2m$, and suppose them to be fixed. We now define $h_{e,p} : M(e, p) \to S^3$ by

$$h_{e,p}[V] := \frac{1}{r(V)} \begin{pmatrix} (MV)_1 - (MV)_3 \\ (MV)_2 - (MV)_4 \\ \sqrt{2}(MV)_5 \\ \sqrt{2}(MV)_6 \end{pmatrix},$$

where

$$r(V) := \sqrt{((MV)_1 - (MV)_3)^2 + ((MV)_2 - (MV)_4)^2 + 2(MV)_5^2 + 2(MV)_6^2},$$

thereby considering $S^3$ as embedded in $\mathbb{R}^4$. Notice also that since $e^2 > |p|^2/2m$, the radicand of $r(V)$ is strictly positive. One can check that $h_{e,p}$ is a bijection between $M(e, p)$ and $S^3$ whose inverse is given explicitly by

$$h^{-1}_{e,p}[w] = \frac{1}{2} \begin{pmatrix} \sqrt{2e^2 - \frac{|p|^2}{m}w_1} + \frac{p_1}{\sqrt{m}} \\ \sqrt{2e^2 - \frac{|p|^2}{m}w_2} + \frac{p_2}{\sqrt{m}} \\ \frac{p_1}{\sqrt{m}} - \sqrt{2e^2 - \frac{|p|^2}{m}w_1} \\ \frac{p_2}{\sqrt{m}} - \sqrt{2e^2 - \frac{|p|^2}{m}w_2} \\ \sqrt{\frac{e^2}{2} - \frac{|p|^2}{4m}w_3} \\ \sqrt{\frac{e^2}{2} - \frac{|p|^2}{4m}w_4} \end{pmatrix}$$

for $w = (w_1, w_2, w_3, w_4) \in S^3$.

We now consider the orbits $G_{\gamma}V$ as images of another group action on $S^3$ under the map $h_{e,p}$. A quick calculation reveals that

$$\sigma_{\beta} : V \mapsto M^{-1}(I - 2\hat{\gamma}_\beta \otimes \hat{\gamma}_\beta)MV \quad \text{for } V \in M(e, p)$$

if and only if

$$s_\beta : w \mapsto (I - 2\hat{\mu}_\beta \otimes \hat{\mu}_\beta)w \quad \text{for } w = h_{e,p}(V),$$

where $\hat{\mu}_\beta \in S^3$ is the unit vector

$$\hat{\mu}_\beta := \sqrt{\frac{2}{\Lambda_\beta}} M_1^{-1} \begin{pmatrix} (N_\beta)_1 \\ (N_\beta)_2 \\ \frac{1}{\sqrt{2}} (r_\beta - d_\beta e(\psi))^\perp \cdot N_\beta \\ -\frac{1}{\sqrt{2}} r_\beta^\perp \cdot N_\beta \end{pmatrix}.$$
\[ \Lambda_\beta > 0 \] is given in (3.7) above, and the reduced mass-inertia matrix \( M_1 \in \mathbb{R}^{4 \times 4} \) is given by
\[
M_1 := \begin{pmatrix}
\sqrt{m} & 0 & 0 & 0 \\
0 & \sqrt{m} & 0 & 0 \\
0 & 0 & \sqrt{J} & 0 \\
0 & 0 & 0 & \sqrt{J}
\end{pmatrix}.
\]

It will be crucial for the proof of characterization of collision invariants in what follows to show that the \((\vartheta, \bar{\vartheta})\)-dependent family of unit vectors \( \{\hat{\mu}_\beta : \psi \in S^1\} \) lies in no single hyperplane in \( \mathbb{R}^4 \). Indeed, we address this problem in Proposition 4.8 below. With this observation that we may essentially work on the sphere \( S^3 \) for any pair of orientations \((\vartheta, \bar{\vartheta}) \in T^2\), we define the group \( H_{\vartheta}^\beta \subseteq O(4) \) by
\[
H_{\vartheta}^\beta := \langle \{I - 2\hat{\mu}_\beta \otimes \hat{\mu}_\beta : \psi \in S^1\} \rangle,
\]
which is now the primary object of study. We have the following proposition, which crystallizes the above discussion.

**Proposition 4.6.** Let \((\vartheta, \bar{\vartheta}) \in T^2\) be given. The group \( H_{\vartheta}^\beta \subseteq O(4) \) acts transitively on \( S^3 \) if and only if \( G_{\vartheta}^\beta \subseteq O(6) \) acts transitively on \( \mathcal{M}(\mathbf{e}, \mathbf{p}) \) for any single pair \((\mathbf{e}, \mathbf{p})\) satisfying \( e^2 > |p|^2/2m \).

If the orbits under \( G_{\vartheta}^\beta \) of any given point in \( \mathbb{R}^6 \) are indeed the corresponding energy-momentum manifold, we may immediately infer the existence of another measurable function \( \tilde{\Phi}_{\varphi} : \mathbb{R}^2 \times \mathbb{R} \rightarrow \mathbb{R} \) such that
\[
\Phi_{\varphi}(V; \vartheta, \bar{\vartheta}) = \tilde{\Phi}_{\varphi}(mv + m\bar{v}, m|\nu|^2 + J\omega^2 + m|\bar{\nu}|^2 + J\bar{\omega}^2)
\]
for all \( V \in \mathbb{R}^6 \). To show that (4.4) holds for some \( \tilde{\Phi}_{\varphi} \), we employ some new results contained in the appendix of this article on generators of the rotation group \( O(4) \), which are due to C. Viterbo.

### 4.4 The Transitive Group Action of \( H_{\vartheta}^\beta \) on \( S^3 \)

The key result is the following, whose proof can be found in the Appendix (p.153).

**Theorem 4.7.** Suppose that \( \mu : S^1 \rightarrow S^3 \) is a continuous, nonconstant map. Let \( H \subseteq O(4) \) denote the group
\[
H := \langle \{I - 2\mu_{\psi} \otimes \mu_{\psi} : \psi \in S^1\} \rangle.
\]
Then \( H \) acts transitively on \( S^3 \) unless the image set \( \{\mu_{\psi} : \psi \in S^1\} \) is strictly contained in some hyperplane in \( \mathbb{R}^4 \).
Using this result directly, we are able to prove that $H_\theta^\phi$ defined above does indeed act transitively on $S^3$. In fact, the proof of Proposition 4.6 follows immediately from the following result, which says that the image set $\{\mu_\beta : \psi \in \Sigma^1\}$ cannot lie in any one fixed hyperplane for any choice of orientations $(\vartheta, \bar{\vartheta}) \in \mathbb{T}^2$.

**Proposition 4.8.** For any $(\vartheta, \bar{\vartheta}) \in \mathbb{T}^2$, we have $\text{span}\{\mu_\beta : \psi \in \Sigma^1\} = \mathbb{R}^4$.

**Proof.** Let $(\vartheta, \bar{\vartheta}) \in \mathbb{T}^2$ be given. We suppose, for a contradiction, that there exists a vector $W(\vartheta, \bar{\vartheta}) \in \mathbb{R}^4 \setminus \{0\}$, written componentwise as

$$W(\vartheta, \bar{\vartheta}) = (w_1(\vartheta, \bar{\vartheta}), w_2(\vartheta, \bar{\vartheta}), w_3(\vartheta, \bar{\vartheta}), w_4(\vartheta, \bar{\vartheta})).$$

such that

$$(4.5) \quad \mu_\beta \cdot W(\vartheta, \bar{\vartheta}) = 0 \quad \text{for all } \psi \in \Sigma^1.$$ 

However, we note that this is equivalent to the statement that

$$\gamma_\beta \cdot V(\vartheta, \bar{\vartheta}) = 0 \quad \text{for all } \psi \in \Sigma^1,$$

where

$$V(\vartheta, \bar{\vartheta}) := (0, 0, -\sqrt{2/m} w_1, -\sqrt{2/m} w_2, \sqrt{1/J} w_3, \sqrt{1/J} w_4).$$

Importantly, assumption (4.5) implies that

$$\bigcap_{\psi \in \Sigma^1} \Sigma_\beta^0 \neq \{0\},$$

where $\Sigma_\beta^0 = \Sigma_\beta \cap \Sigma_\beta^+$. In particular, there is at least one nonzero velocity vector $V(\vartheta, \bar{\vartheta})$ that is *both* pre- and postcollisional for *every* choice of elevation angle $\psi \in \Sigma^1$. As the notion of pre- and postcollisional velocities is inherently dynamic, we must now appeal to the existence results established in Section 3.5.

Consider the following 1-parameter family of initial data $Z_0(\psi) = [z_0, \zeta_0(\psi)]$ (parametrized by $\psi \in \Sigma^1$) for the ODEs presented in Section 3.2 where

$$z_0 = [0, \vartheta, 0, \omega] \quad \text{and} \quad \zeta_0(\psi) = [d_\vartheta^\phi(\psi)e(\psi), \bar{\vartheta}, \bar{\psi}, \bar{\omega}].$$

with

$$\bar{\psi} := -\sqrt{\frac{2}{m}} (w_1), \quad \omega := \sqrt{\frac{1}{J}} w_3, \quad \text{and} \quad \bar{\omega} := -\sqrt{\frac{1}{J}} w_4.$$

It then follows that for the initial data $[z_0, \zeta_0(\psi)]$ and their associated phase trajectories $t \mapsto x_\varphi(t), t \mapsto \bar{x}_\varphi(t)$ and $t \mapsto \bar{x}_\varphi(t), t \mapsto \bar{\varphi}_\psi(t)$ (which are smooth, by the results in [2]) there exists $\delta > 0$ independent of $\psi$ such that

$$(4.6) \quad F(x_\varphi(t), \bar{x}_\varphi(t), \varphi_\psi(t), \bar{\varphi}_\psi(t)) \geq 0 \quad \text{for all } -\delta < t < \delta,$$

We use this deduction to derive our contradiction by reducing our considerations to properties of the motion of the point of contact on particle $P$ both before and after collision. In what follows, we often suppress the dependence on $\vartheta, \bar{\vartheta}$ for all
relevant quantities of interest in order to make the presentation of our arguments clearer.

We perform a time-dependent change of variables so that particle $\mathcal{P}$ is stationary for all time, and the dynamics of $\bar{\mathcal{P}}$ takes place in the exterior domain $\mathbb{R}^2 \setminus \bar{\mathcal{P}}$. It will be convenient to take the view of material point trajectories that evolve on the particles $\mathcal{P}$ and $\bar{\mathcal{P}}$. Firstly, let $X_P(t; x_0)$ denote the position of the point on particle $\mathcal{P}$ at time $t \in \mathbb{R}$ whose initial position at time $t = 0$ is $x_0$, namely,

$$X_P(t; x_0) := R(\omega t)x_0$$

for any $x_0 \in \mathcal{P}$. Similarly, let $\bar{X}_P(t; x_0)$ denote the position of the analogous point on particle $\bar{\mathcal{P}}$ at time $t \in \mathbb{R}$, i.e.,

$$\bar{X}_P(t; x_0) := R(\bar{\omega} t)(x_0 - d(\psi)e(\psi)) + d(\psi)e(\psi) + \bar{v}t$$

for any $x_0 \in \bar{\mathcal{P}}$. Transforming to the time-dependent reference frame from which $\mathcal{P}$ is viewed as stationary,

$$X_P(t; x_0) = x_0 \quad \text{for } x_0 \in R(\hat{\vartheta})\mathcal{P}_*$$

for all time $t \in \mathbb{R}$, and

$$\bar{X}_P(t; x_0) = R((\bar{\omega} - \omega)t)(x_0 - d(\psi)e(\psi)) + R(-\omega t)(d(\psi)e(\psi) + \bar{v}t)$$

for $x_0 \in R(\hat{\vartheta}(t))\mathcal{P}_* + \bar{v}(t)$. As such, we may conveniently view the motion of individual points on the particle $\mathcal{P}$ as taking place in the exterior domain $\mathbb{R}^2 \setminus R(\hat{\vartheta})\mathcal{P}_*$. In order to derive our contradiction, namely that $T_2 S_1^\dagger 0 \hat{\vartheta}$ must indeed be the singleton $\{0\}$, we focus our attention on the trajectory of the point of collision that lies on particle $\bar{\mathcal{P}}(t)$. For the $C^1(-\delta, \delta)$ trajectory $t \mapsto \bar{X}_P(t; p(\psi))$ to satisfy

$$\{\bar{X}_P(t; p(\psi)) : t \in (-\delta, \delta)\} \subset \mathbb{R}^2 \setminus R(\hat{\vartheta})\mathcal{P}_* \quad \text{for all } \psi \in S^1,$$

it is necessary that the normal component of the curve $\{\bar{X}_P(t; p(\psi)) : t \in (-\delta, \delta)\}$ vanish at $t = 0$, i.e.,

$$\frac{d}{dt}\bar{X}_P(t; p(\psi)) \cdot n(\psi) = 0 \quad \text{for all } \psi \in S^1.$$

A calculation reveals that this holds if and only if

$$(4.7) \quad \xi(\psi) \cdot W = 0 \quad \text{for all } \psi \in S^1,$$

where $\xi = \xi_{\hat{\vartheta}}(\psi) \in \mathbb{R}^4$ is given by

$$\xi_{\hat{\vartheta}}(\psi) := \begin{bmatrix} n_{\hat{\vartheta}}(\psi) \\ -p_{\hat{\vartheta}}(\psi)^\perp \cdot n_{\hat{\vartheta}}(\psi) \\ (p_{\hat{\vartheta}}(\psi) - d_{\hat{\vartheta}}(\psi)e(\psi))^\perp \cdot n_{\hat{\vartheta}}(\psi) \end{bmatrix}.$$ 

We now show that the linear span of the set $\{\xi_{\hat{\vartheta}}(\psi) : \psi \in S^1\}$ is the whole space $\mathbb{R}^4$ for any choice of $(\hat{\vartheta}, \bar{\vartheta}) \in T^2$, which implies that $W \in \mathbb{R}^4$ must indeed be the zero vector by (4.7) above. We require the result of the following simple lemma.
Lemma 4.9. Suppose \( P_\ast \in P(Z_2^2) \). There exist at least two angles \( \psi_1 = \psi_1(\bar{\vartheta}, \bar{\vartheta}) \) and \( \psi_2 = \psi_2(\bar{\vartheta}, \bar{\vartheta}) \in S^1 \) such that \( p^\vartheta_\bar{\vartheta}(\psi_1) \perp n^\vartheta_\bar{\vartheta}(\psi_1) = 0 \).

Proof. We recall that one axis of symmetry of \( P_\ast \) lies along the \( x \)-axis, and the other lies along the \( y \)-axis. We denote by \( \delta_x > 0 \) and \( \delta_y > 0 \) the largest positive values of the \( x \)- and \( y \)-coordinates that lie on these axes of symmetry, respectively.

Consider the angle \( \psi_1 = \psi_1(\bar{\vartheta}, \bar{\vartheta}) \in S^1 \) that gives rise to the point \( p^\vartheta_\bar{\vartheta}(\psi_1) = R(\bar{\vartheta})(\delta_x, 0) \) and the associated normal vector \( n^\vartheta_\bar{\vartheta}(\psi_1) \) to \( P \) at \( p^\vartheta_\bar{\vartheta}(\psi_1) \). Since the reference particle \( P_\ast \) has \( Z_2 \times Z_2 \) symmetry, it follows that \( R(\bar{\vartheta})K_1 R(\bar{\vartheta})^T P = P \). Moreover, as \( \partial P_\ast \) is of class \( C^\omega \) and so the outward normal at \( p^\vartheta_\bar{\vartheta}(\psi_1) \) is unique, it follows that \( n^\vartheta_\bar{\vartheta}(\psi_1) = R(\bar{\vartheta})(1, 0) \), whence \( p^\vartheta_\bar{\vartheta}(\psi_1) \perp n^\vartheta_\bar{\vartheta}(\psi_1) = 0 \). The other case follows by considering \( \psi_2 = \bar{\vartheta} + \pi/2 \), and arguing similarly by using the fact that \( R(\bar{\vartheta})K_2 R(\bar{\vartheta})^T P = P \). \( \square \)

We now make the following four judicious choices of the angle of elevation \( \psi \in S^1 \) to produce vectors \( \{ \xi_1, \xi_2, \xi_3, \xi_4 \} \), which are candidates for a basis. Using the result of the above lemma, we choose \( \psi_1 \in S^1 \) with the property that \( p^\vartheta_\bar{\vartheta}(\psi_1) = R(\bar{\vartheta})(\delta_x, 0) \) and \( p^\vartheta_\bar{\vartheta}(\psi_1) \perp n^\vartheta_\bar{\vartheta}(\psi_1) = 0 \), which yields the vector \( \xi_1 := \xi^\vartheta_\bar{\vartheta}(\psi_1) \) given by

\[
\begin{pmatrix}
1 \\
0 \\
0 \\
\alpha^\vartheta_\bar{\vartheta}(\psi_1) \sin \psi_1
\end{pmatrix}
\]

where \( Q_\vartheta \in O(4) \) is the rotation matrix

\[
Q_\vartheta :=
\begin{pmatrix}
\cos \vartheta & -\sin \vartheta & 0 & 0 \\
\sin \vartheta & \cos \vartheta & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

Choosing \( \psi_2 = \psi_1 + \pi/2 \) and following similar reasoning, we obtain \( \xi_2 = \xi^\vartheta_\bar{\vartheta}(\psi_2) \) given by

\[
\begin{pmatrix}
0 \\
1 \\
\alpha^\vartheta_\bar{\vartheta}(\psi_1 + \frac{\pi}{2}) \sin \psi_1
\end{pmatrix}
\]

Next, we choose any \( \psi_3 \) with \( \psi_1 < \psi_3 < \psi_2 \) satisfying the property that

\[
\begin{pmatrix}
\alpha^\vartheta_\bar{\vartheta}(\psi_1) \sin \psi_1 \\
\alpha^\vartheta_\bar{\vartheta}(\psi_1 + \frac{\pi}{2}) \sin \psi_1
\end{pmatrix} \cdot n_{\bar{\vartheta}} - \vartheta(\psi_3 - \vartheta) \neq 0.
\]
together with \( p_{\theta}^\perp (\psi_3) \cdot n_{\theta}^\perp (\psi_3) \neq 0 \); we note that this is always possible since \( p_{\theta}^\perp (\psi) \cdot n_{\theta}^\perp (\psi) = 0 \) for all \( \psi \) satisfying \( \psi_1 < \psi < \psi_2 + \pi/2 \) if and only if \( P_\ast \) is a disk. Indeed, for such a \( \psi_3 \in S^1 \), we set \( \xi_3 := \xi_3^\theta (\psi_3) \), where

\[
\xi_3 := Q_{\theta} \begin{pmatrix}
    n_{\theta}^\perp (\psi_3 - \bar{\theta})_1 \\
    n_{\theta}^\perp (\psi_3 - \bar{\theta})_2 \\
    -p_{\theta}^\perp (\psi_3) \cdot n_{\theta}^\perp (\psi_3) \\
    \left( p_{\theta}^\perp (\psi_3) - d_{\theta}^\perp (\psi_3) e(\psi_3) \right) \cdot n_{\theta}^\perp (\psi_3)
\end{pmatrix}.
\]

Finally, we choose \( \psi_4 = \psi_3 + \pi \) and set \( \xi_4 := \xi_4^\theta (\psi_4) \), which yields by symmetry that

\[
\xi_4 := Q_{\theta} \begin{pmatrix}
    -n_{\theta}^\perp (\psi_3 - \bar{\theta})_1 \\
    -n_{\theta}^\perp (\psi_3 - \bar{\theta})_2 \\
    -p_{\theta}^\perp (\psi_3) \cdot n_{\theta}^\perp (\psi_3) \\
    \left( p_{\theta}^\perp (\psi_3) - d_{\theta}^\perp (\psi_3) e(\psi_3) \right) \cdot n_{\theta}^\perp (\psi_3)
\end{pmatrix}.
\]

With these observations in place, we approach the following lemma.

**Lemma 4.10.** The set \( \{ \xi_i \}^4_{i=1} \) is a basis for \( \mathbb{R}^4 \) if and only if \( \sin \psi_1 \neq 0 \).

**Proof.** We need only show that \( \{ \xi'_1, \xi'_2, \xi'_3, \xi'_4 \} \) is a basis for \( \mathbb{R}^4 \) when \( \sin \psi_1 \neq 0 \), where \( \xi'_j := Q_{\theta}^\perp \xi_j \). Evidently, \( \{ \xi'_1, \xi'_2, \xi'_3 \} \) is a set of linearly independent vectors. Assume for the moment there exist constants \( (c_1, c_2, c_3) \in \mathbb{R}^3 \setminus \{0\} \) such that

\[
\xi'_4 = c_1 \xi'_1 + c_2 \xi'_2 + c_3 \xi'_3.
\]

By necessity, \( c_3 = 1 \), since \( \psi_3 \in S^1 \) was chosen so that \( p_{\theta}^\perp (\psi_3) \cdot n_{\theta}^\perp (\psi_3) \neq 0 \). This immediately yields that \( c_1 = -2n_{\theta}^\perp (\psi_3 - \bar{\theta})_1 \) and \( c_2 = -2n_{\theta}^\perp (\psi_3 - \bar{\theta})_2 \). However, with these values of constants \( c_i \) it must be that

\[
\left( \begin{array}{c}
    d_{\theta}^\perp (\psi_1) \sin \psi_1 \\
    d_{\theta}^\perp (\psi_1 + \frac{\pi}{2}) \sin \psi_1
\end{array} \right) \cdot n_{\theta}^\perp (\psi_3 - \bar{\theta}) = 0,
\]

which contradicts the properties of the elevation angle \( \psi_3 \). Thus, \( \xi'_4 \) cannot be a linear combination of \( \xi'_1, \xi'_2, \xi'_3 \), and so the set \( \{ \xi'^4_{i=1} \} \) constitutes a basis for \( \mathbb{R}^4 \) in the case where \( \sin \psi_1 \neq 0 \).

To conclude the proof of the proposition, we need to consider the construction of another basis in the case when \( \sin \psi_1 = 0 \). To do this, we consider the auxiliary function on \( S^1 \) given by the rule

\[
\psi \mapsto \frac{p_{\theta}^\perp (\psi) \cdot n_{\theta}^\perp (\psi)}{d_{\theta}^\perp (\psi) e(\psi) \cdot n_{\theta}^\perp (\psi)}.
\]
Notably, this function vanishes when \( \psi = \psi_1 \) or \( \psi = \psi_2 \). Importantly, the numerator and denominator are both identically 0 for all \( \psi \in S^1 \) if and only if \( P_* \) is a disk. Since, by assumption, \( P_* \) is not a disk and its boundary \( \partial P_* \) is \( C^\infty \), this function is nonconstant and smooth away from those points where the denominator vanishes. We therefore choose any two distinct \( \psi_3, \psi_4 \in S^1 \) with the property that
\[
p_\theta^\psi(\psi_i) \cdot n_\theta^\psi(\psi_i) \neq 0 \quad \text{for } i = 3, 4
\]

Using this observation, it follows from an argument identical to that found in the proof of Lemma 4.10 that the family \( \{ \xi_1, \xi_2, \tilde{\xi}_3, \tilde{\xi}_4 \} \) constitutes a basis for \( \mathbb{R}^4 \), where
\[
\tilde{\xi}_3 := Q_\theta \begin{pmatrix}
n_\theta^\psi(\psi_3)_1 \\
n_\theta^\psi(\psi_3)_2 \\
-p_\theta^\psi(\psi_3) \cdot n_\theta^\psi(\psi_3) \\
q_\theta^\psi(\psi_3) \cdot n_\theta^\psi(\psi_3)
\end{pmatrix},
\tilde{\xi}_4 := Q_\theta \begin{pmatrix}
n_\theta^\psi(\psi_4)_1 \\
n_\theta^\psi(\psi_4)_2 \\
-p_\theta^\psi(\psi_4) \cdot n_\theta^\psi(\psi_4) \\
q_\theta^\psi(\psi_4) \cdot n_\theta^\psi(\psi_4)
\end{pmatrix}.
\]

Thus, we have shown that the span of the set \( \{ \tilde{\mu}_\theta(\psi) : \psi \in S^1 \} \) is indeed \( \mathbb{R}^4 \), which completes the proof of the proposition.

We conclude by noticing that by Theorem 4.7, the group \( H^\theta_\psi \) acts transitively on \( S^3 \) for every \( \theta \in S^1 \), which immediately yields that \( G^\theta_\psi \) acts transitively on energy momentum manifolds for any choice of orientation pair \( (\theta, \bar{\theta}) \in \mathbb{T}^2 \). As a result, there exists a measurable map \( \Phi_\psi \) such that
\[
\Phi_\psi(V; \theta, \bar{\theta}) = \tilde{\Phi}_\psi(mv + m\bar{v}, m|v|^2 + J\omega^2 + m|\bar{v}|^2 + J\bar{\omega}^2).
\]

We now prove that this representation formula implies that collision invariants \( \psi \) are necessarily of the form
\[
\psi(v, \omega, \theta) = a(\theta) + b \cdot v + c(m|v|^2 + J\omega^2)
\]
for any constants \( b_1, b_2, c \in \mathbb{R} \) and any function \( a : S^1 \rightarrow \mathbb{R} \). To do this, we appeal to classical results on Cauchy’s functional equation.

**Remark 4.11.** We believe that Proposition 4.8 holds true for an arbitrary compact, strictly convex reference particle \( P_* \) in \( \mathbb{R}^d \) with \( C^\infty \) boundary, although we have chosen not to explore this particular extension of Proposition 4.8.

### 4.5 Cauchy’s Functional Equation

The last remaining step in the proof of Theorem 4.3 is proving the following proposition.
Proposition 4.12. Let \( e > 0 \) and \( p \in \mathbb{R}^2 \) be such that \( e^2 > |p|^2/2m \), and let \( \varphi \) be a collision invariant. Suppose that \( \Phi_\varphi(\cdot, \bar{\vartheta}, \bar{\vartheta}) |_{M(e, p)} \) is a constant function. Then \( \varphi \) is necessarily of the form

\[
\varphi(v, \omega, \vartheta) = a(\vartheta) + b \cdot v + c(m|v|^2 + J\omega^2) \quad \text{for } V \in \mathbb{R}^6
\]

for constants \( b_1, b_2, c \in \mathbb{R} \) and a function of orientation \( a : S^1 \to \mathbb{R} \).

Proof. The main idea of the proof is to transform identity (4.1) for collision invariants into Cauchy’s well-known functional equation for a real-valued function \( g \) on \( \mathbb{R} \), namely,

\[
g(x) + g(y) = g(x + y) \quad \text{for } x, y \in \mathbb{R}.
\]

(4.8)

It is well-known (see Darboux [7]) that under the assumption \( g \) is continuous at a single point of \( \mathbb{R} \), the only possible solutions of (4.8) are linear functions \( g(z) = cz \), where \( c \in \mathbb{R} \). Since we assume \( \varphi \) to be measurable, Lusin’s theorem immediately gives us enough continuity of \( \varphi \) on \( \mathbb{R}^3 \times S^1 \) for the following arguments to be valid. Indeed, since (4.1) is equivalent to identity (4.2), we notice that if \( \Phi_\varphi(\cdot, \bar{\vartheta}, \bar{\vartheta}) \) is constant, then \( \Phi_\varphi \) is necessarily of the form

\[
\Phi_\varphi(V; \vartheta, \bar{\vartheta}) = \Phi_\varphi(mv + m\bar{v}, m|v|^2 + J\omega^2 + m|\bar{v}|^2 + J\bar{\omega}^2; \vartheta, \bar{\vartheta})
\]

for some measurable auxiliary function \( \tilde{\Phi}_\varphi \). Since it then holds by definition of \( \Phi_\varphi \) that

\[
\tilde{\Phi}_\varphi(mv + m\bar{v}, m|v|^2 + J\omega^2 + m|\bar{v}|^2 + J\bar{\omega}^2; \vartheta, \bar{\vartheta}) = \varphi_0(v, \omega, \vartheta) + \varphi_0(\bar{v}, \bar{\omega}, \bar{\vartheta}),
\]

setting \( \bar{v} = 0 \) and \( \bar{\omega} = 0 \), we find that

\[
\varphi_0(v, \omega, \vartheta) = \tilde{\Phi}_\varphi(mv, m|v|^2 + J\omega^2; \vartheta, \bar{\vartheta}),
\]

namely, that the value of \( \tilde{\Phi}_\varphi \) is independent of its second parameter \( \bar{\vartheta} \). By repeating this argument by instead setting \( v = 0 \) and \( \omega = 0 \), we conclude that \( \tilde{\Phi}_\varphi \) is independent of both \( \vartheta \) and \( \bar{\vartheta} \), namely, that

\[
\varphi_0(v, \omega, \vartheta) + \varphi_0(\bar{v}, \bar{\omega}, \bar{\vartheta}) = \Psi_\varphi\left(v + \bar{v}, |v|^2 + \frac{J}{m}\omega^2 + |\bar{v}|^2 + \frac{J}{m}\bar{\omega}^2\right)
\]

(4.9)

for some new measurable function \( \Psi_\varphi \). Since \( \varphi \) is assumed to be a collision invariant, it follows that \( \Psi_\varphi \) satisfies the identity

\[
\Psi_\varphi\left(v, |v|^2 + \frac{J}{m}\omega^2\right) + \Psi_\varphi\left(\bar{v}, |\bar{v}|^2 + \frac{J}{m}\bar{\omega}^2\right) = \Psi_\varphi\left(v + \bar{v}, |v|^2 + \frac{J}{m}\omega^2 + |\bar{v}|^2 + \frac{J}{m}\bar{\omega}^2\right).
\]

Finally, setting \( \omega = \bar{\omega} = 0 \), we infer that

\[
\Psi_\varphi(v, |v|^2) + \Psi_\varphi(\bar{v}, |\bar{v}|^2) = \Psi_\varphi(v + \bar{v}, |v|^2 + |\bar{v}|^2).
\]

(4.10)
It is at this point we invoke an argument from Truesdell and Muncaster [16]. Let us now make the choice \( \bar{v} = -v \), which yields from (4.10) that

\[
\Psi_\varphi(0, 2|v|^2) = \Psi_\varphi(v, |v|^2) + \Psi_\varphi(-v, |v|^2).
\]

Next, selecting any two orthogonal vectors \( v, \bar{v} \), we deduce from (4.10) that

\[
\Psi_\varphi(0, 2|v|^2 + 2|\bar{v}|^2) = \Psi_\varphi(0, 2|v + \bar{v}|^2)
\]

Thus, the map \( g_1(s) := \Psi_\varphi(0, s) \) satisfies Cauchy’s functional equation on \([0, \infty)\) and is therefore necessarily of the form \( g_1(s) = cs \) for some \( c \in \mathbb{R} \).

Now consider the map \( g_2(v) := \Psi_\varphi(v, |v|^2) - g_1(|v|^2) \). One may check that \( g_2 \) is measurable and odd on \( \mathbb{R}^2 \), and by (4.10) and (4.12) above is additive on orthogonal pairs of vectors in \( \mathbb{R}^2 \). It follows from (Truesdell and Muncaster [16, p. 88]) that \( g_2 \) is necessarily of the form \( g_2(v) = b \cdot v \) for some \( b \in \mathbb{R}^2 \). As \( \Psi_\varphi(0, |v|^2) = g_1(|v|^2) + g_2(v) \), it follows that

\[
\Psi_\varphi(v, |v|^2) = b \cdot v + c|v|^2.
\]

Thus, setting \( \bar{v} = 0 \) and \( \bar{w} = 0 \) in (4.9) above, we deduce that \( \varphi_0 \) satisfies

\[
\varphi_0(v, \omega, \vartheta) = b \cdot v + c(m|v|^2 + J\omega^2)
\]

for some \( b \in \mathbb{R}^2 \) and \( c \in \mathbb{R} \). Since any function of \( \vartheta \in S^1 \) is a collision invariant, the claim of the proposition is proved.

Appendix: On Groups Generated by Reflections (by Claude Viterbo)

We shall here prove the following result about the transitive group action of \( H^3_\varphi \) on \( S^3 \). Let \( \mu : S^1 \to S^3 \) be a continuous curve and \( s : S^1 \to O(4) \) be the associated hyperplane symmetries with respect to \( \mu \perp \), namely, \( s_\psi = I - 2\mu_\psi \otimes \mu_\psi \) for \( \psi \in S^1 \).

**Proposition A.1.** The group generated by the reflection matrices \( \{s_\psi : \psi \in S^1\} \) acts transitively on \( S^3 \) unless the image of \( \mu \) is contained in a hyperplane of \( \mathbb{R}^4 \).

It is important to mention that Proposition A.1 extends the work of Eaton and Perlman [8, theorem 1] in the sense that we do not need to take the euclidean closure of \( \{s_\psi : \psi \in S^1\} \) in order to infer that it is indeed the whole group \( O(4) \). In what follows, we actually prove the following more general result, from which A.1 follows.
**Proposition A.2.** Let $\mu : A \rightarrow \mathbb{S}^{n-1}$ be a continuous map where $A$ is connected and not reduced to a point. Let $s_\psi := I - 2\mu_\psi \otimes \mu_\psi$ be hyperplane symmetry matrices with respect to $\mu_\psi^{-1}$. The group $G$ generated by $\{s_\psi : \psi \in A\} \subseteq O(n)$ is identically equal to $O(n)$ unless there is a $k$-dimensional hyperplane $\Pi \subset \mathbb{R}^n$ $(k \leq n - 1)$ such that $\mu_\psi \in \Pi$ for all $\psi \in A$.

Note that if the image of $\mu$ is contained in a hyperplane $\Pi$, the orthogonal set $\Pi^\perp$ is invariant by all elements of the group generated by $\{s_\psi : \psi \in A\} \subseteq O(n)$, and thus the associated action on $\mathbb{S}^{n-1}$ cannot be transitive.

The following result has been proved in [8]: if the group $G$ is infinite, then its closure is equal to $O(n)$. But since the map $s$ is nonconstant, the group generated by the elements $s_\psi$ is necessarily infinite. We may thus assume $G$ is dense in $O(n)$.

We note that the hyperplane symmetries $s_\psi$ have determinant $-1$. It will be useful to consider the group $K$, the intersection of $G$ with all proper rotations of 4-space $SO(4)$. Since every element of $K$ can be written as the product of an even number of matrices $s_\psi$, we have the following:

**Lemma A.3.** The group $K$ is arcwise connected.

**Proof.** As $\mathbb{S}^1$ is arcwise connected, we have $g = s_{\psi_1}s_{\psi_2}\cdots s_{\psi_{2p-1}}s_{\psi_{2p}}$ is homotopic to $s_1s_1\cdots s_1s_1 = s_1^{2p} = I$ in $SO(4)$ for any $g \in K$, where $I$ denotes the identity element of $\mathbb{S}^1$. $\Box$

We shall also need the following theorem.

**Theorem A.4 (Kuranishi-Yamabe-Goto).** Let $H$ be any connected subgroup of a Lie group $G$. Then $H$ is a Lie group. Moreover, there is a Lie subalgebra $\mathfrak{h}$ of $\mathfrak{g}$ such that there exists a neighborhood $V$ of the identity $e$ in $H$ and $U \subset \mathfrak{h}$ with $V = \exp(\mathfrak{h} \cap U)$.

**Proof.** We refer the reader to [10] (see also [9, theorem 11, p. 292, and p. 196]). $\Box$

Finally, if $G$ is a Lie group and $H$ a connected subgroup, there is a (proper) maximal connected subgroup of $G$ containing $H$. We do not require Zorn’s lemma, since we may simply take a subgroup of maximal dimension strictly less than $\dim(G)$ containing $H$.

**Lemma A.5.** A connected maximal subgroup of $SO(n)$ is necessarily closed, and hence compact.

**Proof.** A maximal subgroup is either closed or dense. We could use [14, theorem 1.3, p. 628] applied to the special case of $SO(n)$, which has the property that the connected component of its center is trivial. This result states the following: if $G$ is a connected Lie group and $h : G \rightarrow SO(n)$ is a Lie group homomorphism with dense image, then $h(G) = SO(n)$. $\Box$
Remark A.6. In the case $n \neq 4$ when the group $SO(n)$ is simple, we have a simpler proof. Indeed, according to Theorem A.4, such a subgroup corresponds to a Lie algebra of $so(n)$. Let then $\mathfrak{h}$ be a Lie subalgebra of $so(n)$ corresponding to a dense subgroup $H$. Since $\text{Ad}(g)\mathfrak{h} = \mathfrak{h}$ for all $g \in H$, we have by density that this still holds for any $g \in SO(n)$; hence $\mathfrak{h}$ is an ideal of $so(n)$ and $H$ is a connected normal subgroup of $SO(n)$. But this is impossible, since $so(n)$ is a simple Lie algebra.

Proof of Proposition A.1. The group $K$ is dense, connected, and contained in a maximal connected subgroup, which is of course dense. Thus $K = SO(n)$. It then follows at once that $G = O(n)$. □

Acknowledgments. We would like to thank Claude Viterbo for his valuable contribution to this article. We would also like to thank Paul Seidel for comments related to the group-theoretic arguments employed in this article. MW would like to thank the Fondation Sciences Mathématiques de Paris for its support of a postdoctoral fellowship, which allowed him to carry out this research at the École Normale Supérieure de Paris; he would also like to thank Harvard University, where a part of this work was completed.

Bibliography

[1] Arkeryd, L. On the Boltzmann equation. II. The full initial value problem. Arch. Rational Mech. Anal. 45 (1972), 17–34. doi:10.1007/BF00253393
[2] Ballard, P. The dynamics of discrete mechanical systems with perfect unilateral constraints. Arch. Ration. Mech. Anal. 154 (2000), no. 3, 199–274. doi:10.1007/s002050000105
[3] Bardos, C.; Golse, F.; Levermore, D. Fluid dynamic limits of kinetic equations. I. Formal derivations. J. Statist. Phys. 63 (1991), no. 1-2, 323–344. doi:10.1007/BF01026608
[4] Bardos, C.; Golse, F.; Levermore, C. D. Fluid dynamic limits of kinetic equations. II. Convergence proofs for the Boltzmann equation. Comm. Pure Appl. Math. 46 (1993), no. 5, 667–753. doi:10.1002/cpa.3160460503
[5] Boltzmann, L. Wissenschaftliche abhandlungen. Cambridge University Press, Cambridge, 2012.
[6] Cercignani, C. Are there more than five linearly-independent collision invariants for the Boltzmann equation? J. Statist. Phys. 58 (1990), no. 5-6, 817–823. doi:10.1007/BF01026552
[7] Darboux, G. M. Sur la composition des forces en statique. Bulletin des Sciences Mathématiques et Astronomiques 9 (1875), 281–288.
[8] Eaton, M. L.; Perlman, M. Generating $O(n)$ with reflections. Pacific J. Math. 73 (1977), no. 1, 73–80.
[9] Godement, R. Introduction à la théorie des groupes de Lie. Springer, Berlin, 2004.
[10] Goto, M. On an arcwise connected subgroup of a Lie group. Proc. Amer. Math. Soc. 20 (1969), 157–162. doi:10.2307/2035979
[11] Gronwall, T. H. A functional equation in the kinetic theory of gases. Ann. of Math. (2) 17 (1915), no. 1, 1–4. doi:10.2307/2035979
[12] Hamel, G. Eine Basis aller Zahlen und die unstetigen Lösungen der Funktionalgleichung: $f(x + y) = f(x) + f(y)$. Math. Ann. 60 (1905), no. 3, 459–462. doi:10.1007/BF01457624
[13] Kuczma, M. An introduction to the theory of functional equations and inequalities. Birkhäuser, Basel, 2009. doi:10.1007/978-3-7643-8749-5
[14] Poguntke, D. Dense Lie group homomorphisms. J. Algebra 169 (1994), no. 2, 625–647. doi:10.1006/jabr.1994.1300
[15] Truesdell, C. A., III. *A first course in rational continuum mechanics. Vol. 1*. Second edition. Pure and Applied Mathematics, 71. Academic Press, Boston, 1991.
[16] Truesdell, C.; Muncaster, R. G. *Fundamentals of Maxwell’s kinetic theory of a simple monatomic gas*. Pure and Applied Mathematics, 83. Academic Press, New York–London, 1980.

LAURE SAINT-RAYMOND
École Normale Supérieure de Lyon
65 Allée d’Italie
697007 Lyon
FRANCE
E-mail: laure.saint-raymond@ens-lyon.fr

MARK WILKINSON
Department of Mathematics
Heriot-Watt University
Edinburgh, EH14 4AS
SCOTLAND
E-mail: mark.wilkinson@hw.ac.uk

Received July 2015.