ESTIMATES FOR THE CONCENTRATION FUNCTIONS IN THE LITTLEWOOD–OFFORD PROBLEM
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ABSTRACT. Let $X, X_1, \ldots, X_n$ be independent identically distributed random variables. In this paper we study the behavior of the concentration functions of the weighted sums $\sum_{k=1}^{n} a_k X_k$ with respect to the arithmetic structure of coefficients $a_k$. Such concentration results recently became important in connection with investigations about singular values of random matrices. In this paper we formulate and prove some refinements of a result of Vershynin (R. Vershynin, Invertibility of symmetric random matrices, arXiv:1102.0300. (2011). To appear in Random Structures and Algorithms).

1. Introduction

This paper is an extended and modified version of preprint [6].

Let $X, X_1, \ldots, X_n$ be independent identically distributed (i.i.d.) random variables with common distribution $F = \mathcal{L}(X)$. The Lévy concentration function of a random variable $X$ is defined by the equality

$$Q(F, \lambda) = \sup_{x \in \mathbb{R}} F\{[x, x + \lambda]\}, \quad \lambda > 0.$$ 

Let $a = (a_1, \ldots, a_n) \in \mathbb{R}^n$, $a \neq 0$. In this paper we study the behavior of the concentration functions of the weighted sums $S_a = \sum_{k=1}^{n} a_k X_k$ with respect to the arithmetic structure of coefficients $a_k$. Refined concentration results for these weighted sums play an important role in the study of singular values of random matrices (see, for instance, Nguyen and Vu [19], Rudelson and Vershynin [22, 23], Tao and Vu [24, 25], Vershynin [26]). In this context the problem is referred to as the Littlewood–Offord problem (see also [7, 13, 16]).

In the sequel, let $F_a$ denote the distribution of the sum $S_a$, and let $G$ be the distribution of the symmetrized random variable $\tilde{X} = X_1 - X_2$. Let

$$M(\tau) = \tau^{-2} \int_{|x| \leq \tau} x^2 G(dx) + \int_{|x| > \tau} G(dx) = E \min \{\tilde{X}^2 / \tau^2, 1\}, \quad \tau > 0. \quad (1)$$

The symbol $c$ will be used for absolute positive constants. Note that $c$ can be different in different (or even in the same) formulas. We will write $A \ll B$ if $A \leq cB$. Also we will write
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$A \preceq B$ if $A \ll B$ and $B \ll A$. For $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$ we will denote $\|x\|^2 = x_1^2 + \cdots + x_n^2$ and $\|x\|_\infty = \max_j |x_j|$.

The elementary properties of concentration functions are well studied (see, for instance, [2, 14, 20]). In particular, it is obvious that
\[ Q(F, \mu) \leq (1 + \lfloor \mu/\lambda \rfloor) Q(F, \lambda) \]
for any $\mu, \lambda > 0$, where $\lfloor x \rfloor$ is the integer part of a number $x$. Hence, \[ Q(F, c\lambda) \preceq Q(F, \lambda) \quad (2) \]
and \[ \text{if } Q(F, \lambda) \ll B, \text{ then } Q(F, \mu) \ll B (1 + \mu/\lambda). \quad (3) \]

The problem of estimating the concentration function of weighted sums $S_a$ under different restrictions on the vector $a \in \mathbb{R}^n$ and distributions of summands has been studied in [10, 19, 23, 22, 25, 26]. Eliseeva and Zaitsev [5] (see also [4]) obtained some improvements of the results [10, 23]. In this paper we formulate and prove similar refinements of a result of Vershynin [26].

Note that a relation between the rate of decay of the concentration function and the arithmetic structure of distributions of independent random variables was discovered for arbitrary distributions of summands in a paper of Arak [1] (see also [2, 27]). Much later, similar relations was found in [19, 22, 23, 24, 25, 26] in the particular case of distributions involved in the Littlewood–Offord problem. The authors of the present paper are going to devote a separate publication to compare the results of aforementioned papers.

Let $\log_+ (x) = \max \{0, \log x\}$. The result of Vershynin [26], related to the Littlewood–Offord problem, is formulated as follows.

**Proposition 1.** Let $X, X_1, \ldots, X_n$ be i.i.d. random variables and $a = (a_1, \ldots, a_n) \in \mathbb{R}^n$ with $\|a\| = 1$. Assume that there exist positive numbers $\tau, p, K, L, D$ such that $Q(L(X), \tau) \leq 1 - p$, $E |X| \leq K$, and
\[ \|ta - m\| \geq L \sqrt{\log_+ (t/L)} \quad \text{for all } m \in \mathbb{Z}^n \text{ and } t \in (0, D]. \quad (4) \]
If $L^2 \geq 1/p$, then
\[ Q(F_a, \frac{1}{D}) \leq \frac{CL}{D}, \quad (5) \]
where the quantity $C$ depends on $\tau, p, K$ only.

**Corollary 1.** Let the conditions of Proposition 1 be satisfied. Then, for any $\varepsilon \geq 0$,
\[ Q(F_a, \varepsilon) \ll CL \left( \varepsilon + \frac{1}{D} \right). \quad (6) \]

It is clear that if
\[ 0 < D \leq D(a) = D_L(a) = \inf \left\{ t > 0 : \text{dist}(ta, \mathbb{Z}^n) < L \sqrt{\log_+ (t/L)} \right\}, \quad (7) \]
where
\[ \text{dist} \left( ta, Z^n \right) = \min_{m \in Z^n} \| ta - m \| = \left( \sum_{k=1}^{n} \min_{m_k \in Z} | ta_k - m_k |^2 \right)^{1/2}, \]
then condition (1) holds. In paper [26] the quantity \( D(a) \) is called the least common denominator of the vector \( a \in \mathbb{R}^n \) (see also [22, 23] for similar definitions).

Note that for \( |t| \leq 1/2 \|a\|_{\infty} \) we have
\[ \left( \text{dist}(ta, Z^n) \right)^2 = \sum_{k=1}^{n} |ta_k|^2 = \|a\|^2 t^2 = t^2. \] (8)

By definition, \( D(a) > L \). Moreover, equality (8) implies that \( D(a) \geq 1/2 \|a\|_{\infty} \) (see [26], Lemma 6.2).

Note that just the statement of Corollary 1 with \( D = D(a) \) is presented as the corresponding concentration result for the Littlewood–Offord problem in [26]. The formulation of Proposition 1 is more natural than the statement of Corollary 1. Furthermore, Proposition 1 implies Corollary 1 using relations (3) and (7). Minimal \( L \), for which Proposition 1 holds, depends on \( a \) and \( D \). Moreover, generally speaking, it can be essentially larger than \( p^{-1/2} \).

In the formulation of Proposition 1 w.l.o.g. we can replace assumption (4) by the following:
\[ \| ta - m \| \geq f_L(t) \quad \text{for all } m \in Z^n \text{ and } t \in \left[ \frac{1}{2 \|a\|_{\infty}}, D \right], \] (9)
where
\[ f_L(t) = \begin{cases} t/6, & \text{for } 0 < t < eL, \\ L \sqrt{\log(t/L)}, & \text{for } t \geq eL. \end{cases} \] (10)

Note that equality (8) justifies why the assumption \( t \geq 1/2 \|a\|_{\infty} \) in condition (9) is natural. For \( 0 < t < 1/2 \|a\|_{\infty} \), inequality (9) is satisfied automatically.

Formally, condition (9) can be more restrictive than condition (4). However, if condition (4) is satisfied, but condition (9) is not satisfied, then inequality (6) holds for trivial reasons.

Indeed, if \( t \geq eL \), then condition (9) for such a \( t \) follows from assumption (4). If \( 0 < t < eL \) and there exists an \( m \in Z^n \) such that \( \| ta - m \| < t/6 \), then, denoting \( k = \lfloor eL/t \rfloor + 1 \), we have \( tk \geq eL \) and
\[ \| tk - m \| < tk/6 \leq 2eL/6 < L \leq L^{\sqrt{\log_+ (tk/L)}}. \]

Since \( km \in Z^n \), we have \( D \leq D(a) \leq tk < 6L \) and the required inequality (3) is a consequence of \( Q(F_a, 1/D) \leq 1 \).

Note that there may be a situation such that condition (9) is satisfied, but condition (4) is not satisfied, for some \( t \) from the interval \( L < t < eL \). Then the estimates for the concentration functions in Proposition 1 and Corollary 1 still hold. This follows from Theorem 1 of this paper.
The above argument justifies that it would be reasonable to define the alternative least common denominator as
\[ D^*(a) = \inf \left\{ t > 0 : \text{dist}(ta, Z^n) < f_L(t\|a\|) \right\}. \tag{11} \]
This definition will be also used below in the case when \( \|a\| \neq 1 \). Obviously,
\[ D^*(\lambda a) = D^*(a)/\lambda, \quad \text{for any } \lambda > 0, \tag{12} \]
and equality (8) implies again that \( D^*(a) \geq 1/2 \|a\|_\infty \).

Now we formulate the main result of this paper.

**Theorem 1.** Let \( X, X_1, \ldots, X_n \) be i.i.d. random variables. Let \( a = (a_1, \ldots, a_n) \in \mathbb{R}^n \) with \( \|a\| = 1 \). Assume that condition (9) is satisfied. If \( L^2 \geq 1/M(1) \), where the quantity \( M(1) \) is defined by formula (1), then
\[ Q \left( F_a, \frac{1}{D} \right) \ll \frac{1}{D\sqrt{M(1)}}. \tag{13} \]

Let us reformulate Theorem 1 for arbitrary \( a \), without assuming that \( \|a\| = 1 \).

**Corollary 2.** Let the conditions of Theorem 1 be satisfied with condition (9) replaced by the condition
\[ \|ta - m\| \geq f_L(t\|a\|) \quad \text{for all } m \in Z^n \text{ and } t \in \left[ \frac{1}{2\|a\|_\infty}, D \right], \tag{14} \]
and without the assumption \( \|a\| = 1 \). If \( L^2 \geq 1/M(1) \), then
\[ Q \left( F_a, \frac{1}{D} \right) \ll \frac{1}{\|a\|D\sqrt{M(1)}}. \tag{15} \]

The proofs of our Theorem 1 and Corollary 2 are similar to the proof of the main results of [5]. They are in a sense more natural than the proofs of Vershynin [26], since they do not use unnecessary assumptions like \( E|X| \leq K \). This is achieved by an application of relation (16). Our proof differs from the arguments used in [10, 23, 26]. We apply the methods developed by Essén [9] (see the proof of Lemma 4 of Chapter II in [20]).

Applying Corollary 2 to the random variables \( X_k/\tau, \tau > 0 \), we obtain the following result.

**Corollary 3.** Let \( V_{a,\tau} = L \left( \sum_{k=1}^n a_kX_k/\tau \right), \tau > 0 \). Then, under the conditions of Corollary 2 with the condition \( L^2 \geq 1/M(1) \) replaced by the condition \( L^2 \geq 1/M(\tau) \), we have
\[ Q \left( V_{a,\tau}, \frac{1}{D} \right) = Q \left( F_a, \frac{\tau}{D} \right) \ll \frac{1}{\|a\|D\sqrt{M(\tau)}}. \tag{16} \]
In particular, if \( \|a\| = 1 \), then
\[ Q \left( F_a, \frac{\tau}{D} \right) \ll \frac{1}{D\sqrt{M(\tau)}}. \tag{17} \]
Estimates for the Concentration Functions

For the proof of Corollary 3, it suffices to use Corollary 2 and relation (1). It is evident that
\[ M(\tau) \gg 1 - Q(G, \tau) \geq 1 - Q(F, \tau) \geq p, \]
where \( p \) is introduced in Proposition 1. Note that \( M(\tau) \) can be essentially larger than \( L \) under the conditions of Corollary 3. Moreover, there is an unnecessary assumption \( \mathbb{E} |X| \leq K \) in the formulation of Proposition 1. Finally, the dependence of constants on the distribution \( L(Y) \) is stated explicitly, in inequalities (13), (15), (17) constants are absolute as opposed to inequalities (5), (6), where the value \( C \) depends on \( \tau, p, K \) not explicitly. An improvement of Corollary 1 is given below in Theorem 2.

We recall now the well-known Kolmogorov–Rogozin inequality (see [2, 14, 20, 21]).

**Proposition 2.** Assume that \( Y_1, \ldots, Y_n \) are independent random variables with the distributions \( W_k = L(Y_k) \). Let \( \lambda_1, \ldots, \lambda_n \) be positive numbers such that \( \lambda_k \leq \lambda \), for \( k = 1, \ldots, n \). Then
\[
Q(L\left(\sum_{k=1}^{n} Y_k\right), \lambda) \ll \lambda \left(\sum_{k=1}^{n} \lambda_k^2 \left(1 - Q(W_k, \lambda_k)\right)\right)^{-1/2}.
\]

Esséen [9] (see [20], Theorem 3 of Chapter III) has improved this result. He has shown that the following statement is true.

**Proposition 3.** Under the conditions of Proposition 2 we have
\[
Q(L\left(\sum_{k=1}^{n} Y_k\right), \lambda) \ll \lambda \left(\sum_{k=1}^{n} \lambda_k^2 M_k(\lambda_k)\right)^{-1/2},
\]
where \( M_k(\tau) = \mathbb{E} \min \{ \wedge_k^2 / \tau^2, 1 \} \).

Further improvements of (18) and (19) may be found in [11, 12, 15, 17, 18, 28].

It is clear that Theorem 1 is related to Proposition 1 in a similar way as Esséen’s inequality (19) is related to the Kolmogorov–Rogozin inequality (18). Moreover, in inequalities (5) and (6), the dependence of \( C \) on \( \tau, p \) and \( K \) is not written out explicitly.

If we consider a special case, where \( D = 1/2 \|a\|_\infty \), then no restrictions on the arithmetic structure of the vector \( a \) are made, and Corollary 3 implies the bound
\[
Q(F_a, \|a\|_\infty \tau) \ll \frac{\|a\|_\infty}{\|a\| \sqrt{M(\tau)}}.
\]
This result follows from Esséen’s inequality (19) applied to the sum of non-identically distributed random variables \( Y_k = a_k X_k \) with \( \lambda_k = a_k \tau, \lambda = \|a\|_\infty \tau \). For \( a_1 = \cdots = a_n = n^{-1/2} \), inequality (20) turns into the well-known particular case of Proposition 3:
\[
Q(F^{*n}, \tau) \ll \frac{1}{\sqrt{n M(\tau)}}.
\]
Inequality (21) implies as well the Kolmogorov–Rogozin inequality for i.i.d. random variables:

\[ Q(F^{*n}, \tau) \ll \frac{1}{\sqrt{n} (1 - Q(F, \tau))}. \]

Inequality (20) is not able to yield a bound of better order than \( O(n^{-1/2}) \), since the right-hand side of (20) is at least \( n^{-1/2} \). The results stated above are more interesting if \( D \) is essentially larger than \( 1/2 \|a\|_\infty \). In this case one can expect the estimates of better order than \( O(n^{-1/2}) \). Just such estimates of \( Q(F_a, \lambda) \) are required to study the distributions of eigenvalues of random matrices.

For \( 0 < D < 1/2 \|a\|_\infty \), the inequality

\[ Q(F_a, \frac{\tau}{D}) \ll \frac{1}{\|a\|D \sqrt{M(\tau)}} \]  

holds assuming the conditions of Corollary 3 too. In this case it follows from (3) and (20).

Under the conditions of Corollary 3, there exist many possibilities to represent a fixed \( \varepsilon \) as \( \varepsilon = \tau/D \) for an application of inequality (16). Therefore, for a fixed \( \varepsilon = \tau/D \) we can try to minimize the right-hand side of inequality (16) choosing optimal \( \tau \) and \( D \). This is possible, and the optimal bound is given in the following Theorem 2.

**Theorem 2.** Let the conditions of Corollary 2 for \( D \leq D^*(a) \) be satisfied except the condition \( L \geq 1/M(1) \). Let \( L > 1/P \), where

\[ P = \mathbb{P}(\bar{X} \neq 0) = \lim_{\tau \to 0} M(\tau). \]

Then there exists a \( \tau_0 \) such that \( L^2 = 1/M(\tau_0) \). Moreover, the bound

\[ Q(F_a, \varepsilon) \ll \frac{1}{\|a\|D^*(a) \sqrt{M(\varepsilon D^*(a))}} \]  

is valid for \( 0 < \varepsilon \leq \varepsilon_0 = \tau_0/D^*(a) \). Furthermore, for \( \varepsilon \geq \varepsilon_0 \), the bound

\[ Q(F_a, \varepsilon) \ll \frac{\varepsilon L}{\varepsilon_0 \|a\|D^*(a)} \]  

holds.

In the statement of Theorem 2, the quantity \( \varepsilon \) can be arbitrarily small. If \( \varepsilon \) tends to zero and \( L^2 > 1/P \), we obtain

\[ Q(F_a, 0) \ll \frac{1}{\|a\|D^*(a) \sqrt{P}} \]  

Applying inequalities (23)–(25), we should take into account that \( \|a\|D^*(a) = D^*(a/\|a\|) \) by virtue of (12).
Theorem 2 follows easily from Corollary 3. Indeed, denoting \( \varepsilon = \tau / D \), we can rewrite inequality (16) as

\[
Q(F_a, \varepsilon) \ll \frac{1}{\|a\| D \sqrt{M(\varepsilon D)}}.
\]  

(26)

Inequality (26) holds if \( L^2 \geq 1/M(\varepsilon D) \) and \( 0 \leq D \leq D^*(a) \). If \( L^2 \geq 1/M(\varepsilon D^*(a)) \), then the choice \( D = D^*(a) \) is optimal in inequality (26) since

\[
D^2 M(\varepsilon D) = E \min \{ \tilde{X}^2 / \varepsilon^2, D^2 \}
\]

is increasing when \( D \) increases. For the same reason, if \( L^2 < 1/M(\varepsilon D^*(a)) \), the optimal choice of \( D \) in inequality (26) is given by the solution \( D_0(\varepsilon) \) of the equation \( L^2 = 1/M(\varepsilon D) \). This solution exists and is unique if \( L^2 > 1/P \), since the function \( M(\tau) \) is continuous and strictly decreasing if \( M(\tau) < P \). Moreover, \( M(\tau) \to 0 \) as \( \tau \to \infty \). In this case inequality (26) turns into

\[
Q(F_a, \varepsilon) \ll \frac{L}{\|a\| D_0(\varepsilon)}.
\]  

(27)

Furthermore, choosing \( \tau_0 \) to be the solution of the equation \( L^2 = 1/M(\tau) \), we see that inequality (24) is valid for \( 0 < \varepsilon \leq \varepsilon_0 = \tau_0 / D^*(a) \). It is clear that \( D_0(\varepsilon_0) = D^*(a) \). Moreover, for \( \varepsilon \geq \varepsilon_0 \), we have

\[
M(\varepsilon D_0(\varepsilon)) = M(\varepsilon_0 D_0(\varepsilon_0)) = L^{-2}
\]

and, hence, \( \varepsilon D_0(\varepsilon) = \varepsilon_0 D_0(\varepsilon_0) \). Therefore, for \( \varepsilon \geq \varepsilon_0 \), inequality (24) holds. The right-hand side of the inequality (24) with \( \|a\| = 1 \) admits the following representations

\[
\frac{\varepsilon L}{\varepsilon_0 D^*(a)} = \frac{L}{D_0(\varepsilon)} = \frac{1}{D_0(\varepsilon) \sqrt{M(\varepsilon D_0(\varepsilon))}}.
\]

Obviously, inequality (24) could be derived from (26) with \( \varepsilon = \varepsilon_0 \) by an application of inequality (3). On the other hand, for \( 0 < \varepsilon_1 < \varepsilon \leq \varepsilon_0 \), we could apply inequality (3) to inequality (23) obtaining the bound

\[
Q(F_a, \varepsilon) \ll \frac{\varepsilon L}{\varepsilon_1 D^*(a)} \ll \frac{\varepsilon}{\varepsilon_1 \|a\| D^*(a) \sqrt{M(\varepsilon_1 D^*(a))}}.
\]  

(28)

However, inequality (28) is weaker than inequality (23) since, evidently,

\[
\varepsilon^2 M(\varepsilon \mu) = E \min \{ \tilde{X}^2 / \mu^2, \varepsilon^2 \} \geq E \min \{ \tilde{X}^2 / \mu^2, \varepsilon_1^2 \} = \varepsilon_1^2 M(\varepsilon_1 \mu),
\]

(29)

for any \( \mu > 0 \).

Theorem 2 is an essential improvement of Corollary 1. In particular, in contrast with inequality (6) of Corollary 1 for small \( \varepsilon \), the right-hand side of inequality (23) of Theorem 2 may be decreasing as \( \varepsilon \) decreases. Moreover, we have just shown that an application of inequality (3) would lead to a loss of precision. Recall that just an application of inequality (3) allows us to derive Corollary 1 from Proposition 1.
Consider a simple example. Let $X$ be the random variable taking values 0 and 1 with probabilities
\[ P\{X = 1\} = 1 - P\{X = 0\} = p > 0. \] (30)
Then
\[ P\{\tilde{X} = \pm 1\} = p(1 - p), \quad P\{\tilde{X} = 0\} = 1 - 2p(1 - p), \] (31)
and the function $M(\tau)$ has the form
\[ M(\tau) = \begin{cases} 2p(1 - p), & \text{for } 0 < \tau < 1, \\ \frac{2p(1 - p)}{\tau^2}, & \text{for } \tau \geq 1. \end{cases} \] (32)
Assume for simplicity that $\|a\| = 1$. If $L^2 > 1/2p(1 - p)$, then $\tau_0 = L\sqrt{2p(1 - p)}$ and, for $\varepsilon \geq \varepsilon_0 = L\sqrt{2p(1 - p)}/D^*(a)$, we have the bound
\[ Q(F_a, \varepsilon) \ll \frac{\varepsilon}{\sqrt{p(1 - p)}}. \] (33)
The same bound (33) follows from inequality (23) of Theorem 2 for $1/D^*(a) \leq \varepsilon \leq \varepsilon_0$. For $0 < \varepsilon \leq 1/D^*(a)$, inequality (23) implies the bound
\[ Q(F_a, \varepsilon) \ll \frac{1}{D^*(a)\sqrt{p(1 - p)}}. \] (34)
Thus,
\[ Q(F_a, \varepsilon) \ll \min \left\{ \frac{1}{\sqrt{p(1 - p)}}(\varepsilon + \frac{1}{D^*(a)}) \right\}, \quad \text{for all } \varepsilon \geq 0. \] (35)
Inequality (35) cannot be essentially improved. Consider, for example,
\[ a = (s^{-1/2}, \ldots, s^{-1/2}, 0, \ldots, 0) \] (36)
with the first $s \leq n$ coordinates equal to $s^{-1/2}$ and the last $n - s$ coordinates equal to zero. In this case $D^*(a) \asymp s^{1/2}$, the random variable $s^{1/2}S_a$ has binomial distribution with parameters $s$ and $p$, and it is well-known that
\[ Q(F_a, \varepsilon) \gg \min \left\{ \frac{1}{\sqrt{p(1 - p)}}(\varepsilon + \frac{1}{\sqrt{s}}) \right\}, \quad \text{for all } \varepsilon \geq 0. \] (37)
Comparing the bounds (35) and (37), we see that Theorem 2 provides the optimal order of $Q(F_a, \varepsilon)$ for all possible values of $\varepsilon$. Moreover, the corresponding constant depend on $p$ optimally.

It would seem that the last example may be reduced to the trivial case $n = s$. This is not quite right. It is clear that the value $Q(F_a, 1)$ does not change significantly after a small perturbation of the vector $a$ (defined in (36)), if the absolute values of the last $n - s$ coordinates of vector $a$ are small but nonzero. Moreover, the order of smallness of the last $n - s$ coordinates can be chosen in such a way that inequalities (35) and (37) are satisfied with $\varepsilon \gg s^{-1}$ and $D^*(a) \asymp s^{1/2}$. 
For the sake of completeness, we give below a short proof of inequality (37). It is easy to see that
\[
\text{Var} S_a = p(1 - p).
\]
The random variable \( S_a \) takes values which are multiples of \( s^{-1/2} \). Therefore, if \( s p(1 - p) \leq 1 \), then inequality (38) implies that \( Q(F_a, 0) \approx 1 \) and inequality (37) is trivially valid.

Assume now \( s p(1 - p) > 1 \). If \( 0 < \varepsilon \leq 4 \sqrt{p(1 - p)} \), then, using (3) and (38), we obtain
\[
3/4 \leq Q(F_a, 4 \sqrt{p(1 - p)}) \ll \varepsilon^{-1} \sqrt{p(1 - p)} Q(F_a, \varepsilon),
\]
and, hence,
\[
Q(F_a, \varepsilon) \gg \frac{\varepsilon}{\sqrt{p(1 - p)}}.
\]
It is clear that (2), (3) and (40) imply that \( Q(F_a, \varepsilon) \approx 1 \), for \( \varepsilon \geq 4 \sqrt{p(1 - p)} \). Applying inequality (40) for \( \varepsilon = s^{-1/2} \) and using the lattice structure of the support of distribution \( F_a \), we conclude that, for \( 0 \leq \varepsilon < s^{-1/2} \),
\[
Q(F_a, \varepsilon) \geq Q(F_a, 0) \gg \frac{1}{\sqrt{s p(1 - p)}}.
\]
Thus, inequalities (2), (3), (40) and (41) imply (37).

The results of this paper are formulated for a fixed \( L \). It is clear that in their application we should try to choose the optimal \( L \), which satisfies the conditions and minimizes the right-hand sides of inequalities for the concentration functions. Recall that the least common denominator \( D^*(a) \) depends on \( L \).

The quantity \( \tau_0 = \varepsilon_0 D^*(a) \) (which is the solution of the equation \( L^2 = 1/M(\tau) \)) may be interpreted as a quantity depending on \( L \) and on the distribution \( L(X) \). Moreover, comparing the bounds (33) and (24) for relatively large values of \( \varepsilon \), we see that \( \tau_0 \to \infty \) as \( L \to \infty \). Therefore, the factor \( L/\tau_0 \) is much smaller than \( L \) for large values of \( L \). In particular, in the example above we have \( \tau_0 = L \sqrt{2 p(1 - p)} \).

Another example would be a symmetric stable distribution with parameter \( \alpha \), \( 0 < \alpha < 2 \). In this case the characteristic function \( \hat{F}(t) = \mathbb{E} \exp(itX) \) has the form \( \hat{F}(t) = \exp(-c|t|^\alpha) \). It could be shown that then \( \tau_0 \) behaves as \( L^{2/\alpha} \) as \( L \to \infty \).

Inequality (33) can be rewritten in the form
\[
Q(F_a, \varepsilon) \ll \frac{\varepsilon}{\sigma}, \quad \text{for} \ \varepsilon \geq \varepsilon_0,
\]
where \( \sigma^2 = \text{Var } X \). It is clear that a similar situation occurs for any random variable \( X \) with finite variance.

In particular, inequality (12) is obviously satisfied for all \( \varepsilon \geq 0 \), if \( \|a\| = 1 \) and \( X \) has a Gaussian distribution with \( \text{Var } X = \sigma^2 \). Moreover, the order of the right-hand side of the
inequality is optimal. In this particular case, for any \( \tau > 0 \) the relation
\[
\frac{1}{\sqrt{M(\tau)}} \asymp 1 + \frac{\tau}{\sigma},
\]
holds. The use of this inequality and of Theorem 2 with \( \|a\| = 1 \) implies easily that
\[
Q(F_a, \varepsilon) \ll \frac{\varepsilon}{\sigma}, \quad \text{for} \quad \varepsilon \geq \frac{\sigma}{D^*(a)}.
\]
Inequality (43) provides the correct dependence of the concentration function on \( \sigma \) for \( \sigma/D^*(a) \leq \varepsilon \leq \sigma \). It is impossible to obtain estimates of such order from inequality (6). Estimate (43) cannot be deduced from Theorem 2 for small \( \varepsilon \), since in Theorem 2 the distribution \( F = \mathcal{L}(X) \) is arbitrary and the concentration function \( Q(F_a, \varepsilon) \) may be not tending to zero as \( \varepsilon \to 0 \) (see (37)).

2. Proofs

We will use the classical Esséen inequalities ([8], see also [14] and [20]):
\[
Q(F, \lambda) \ll \lambda \int_0^{\lambda^{-1}} |\hat{F}(t)| \, dt, \quad \lambda > 0,
\]
where \( \hat{F}(t) \) is the corresponding characteristic function. In the general case, \( Q(F, \lambda) \) cannot be estimated from below by the right hand side of inequality (44). However, if we assume additionally that the distribution \( F \) is symmetric and its characteristic function is non-negative for all \( t \in \mathbb{R} \), then we have the lower bound:
\[
Q(F, \lambda) \gg \lambda \int_0^{\lambda^{-1}} \hat{F}(t) \, dt
\]
and, therefore,
\[
Q(F, \lambda) \asymp \lambda \int_0^{\lambda^{-1}} \hat{F}(t) \, dt
\]
(see [2], Lemma 1.5 of Chapter II). The use of relation (46) allows us to simplify the arguments of [10, 23, 26] which were applied to the Littlewood–Offord problem (see also [4, 5]).

Proof of Theorem 1. Let \( r \) be a fixed number satisfying \( 1 < r \leq \sqrt{2} \). Represent the distribution \( G = \mathcal{L}(\tilde{X}) \) as a mixture
\[
G = qE + \sum_{j=0}^{\infty} p_j G_j,
\]
where \( q = \mathbf{P}(\tilde{X} = 0) \),
\[
p_j = \mathbf{P}(\tilde{X} \in A_j), \quad j = 0, 1, 2, \ldots,
\]
$A_0 = \{x : |x| > 1\}, \ A_j = \{x : r^{-j} < |x| \leq r^{-j+1}\}, \ E$ is probability measure concentrated in zero, $G_j$ are probability measures defined for $p_j > 0$ by the formula

$$G_j \{X\} = G\{X \cap A_j\}/p_j,$$

for any Borel set $X$. In fact, $G_j$ is the conditional distribution of $\tilde{X}$ provided that $\tilde{X} \in A_j$. If $p_j = 0$, then we can take as $G_j$ arbitrary measures.

For $z \in \mathbb{R}$, $\gamma > 0$, introduce the distribution $H_{z,\gamma}$, with the characteristic function

$$\hat{H}_{z,\gamma}(t) = \exp\left(-\frac{\gamma}{2} \sum_{k=1}^{n} \left(1 - \cos(2a_kzt)\right)\right). \quad (47)$$

It is clear that $H_{z,\gamma}$ is a symmetric infinitely divisible distribution. Therefore, its characteristic function is positive for all $t \in \mathbb{R}$.

For the characteristic function $\hat{F}(t) = \mathbb{E}\exp(itX)$, we have

$$|\hat{F}(t)|^2 = \mathbb{E}\exp(it\tilde{X}) = \mathbb{E}\cos(t\tilde{X}),$$

where $\tilde{X} = X_1 - X_2$ is the corresponding symmetrized random variable. Hence,

$$|\hat{F}(t)| \leq \exp\left(-\frac{1}{2} (1 - |\hat{F}(t)|^2)\right) = \exp\left(-\frac{1}{2} \mathbb{E}\left(1 - \cos(t\tilde{X})\right)\right). \quad (48)$$

According to (44) and (48), we have

$$Q(F_a, 1/D) = Q(F_{2a}, 2/D) \leq 2Q(F_{2a}, 1/D)$$

$$\ll \frac{1}{D} \int_{0}^{D} |\hat{F}_{2a}(t)| \ dt$$

$$\ll \frac{1}{D} \int_{0}^{D} \exp\left(-\frac{1}{2} \sum_{k=1}^{n} \mathbb{E}\left(1 - \cos(2a_k t\tilde{X})\right)\right) \ dt = I. \quad (49)$$

It is evident that

$$\sum_{k=1}^{n} \mathbb{E}(1 - \cos(2a_k t\tilde{X})) = \sum_{k=1}^{n} \int_{-\infty}^{\infty} (1 - \cos(2a_k tx)) G\{dx\}$$

$$= \sum_{k=1}^{n} \sum_{j=0}^{\infty} \int_{-\infty}^{\infty} (1 - \cos(2a_k tx)) p_j G_j\{dx\}$$

$$= \sum_{j=0}^{\infty} \sum_{k=1}^{n} \int_{-\infty}^{\infty} (1 - \cos(2a_k tx)) p_j G_j\{dx\}. $$
We denote $\beta_j = r^{-2j}p_j$, $\beta = \sum_{j=0}^\infty \beta_j$, $\mu_j = \beta_j/\beta$, $j = 0, 1, 2, \ldots$. It is clear that $\sum_{j=0}^\infty \mu_j = 1$ and $p_j/\mu_j = r^{2j}\beta$ (for $p_j > 0$).

Let us estimate the quantity $\beta$:

$$
\beta = \sum_{j=0}^\infty \beta_j = \sum_{j=0}^\infty r^{-2j}p_j = P\{|\widetilde{X}| > 1\} + \sum_{j=1}^\infty r^{-2j}P\{r^{-j} < |\widetilde{X}| \leq r^{-j+1}\}
$$

$$
\geq \int G\{dx\} + \sum_{j=1}^\infty \int_{r^{-j}<|x|\leq r^{-j+1}} \frac{x^2}{r^2} G\{dx\}
$$

$$
\geq \frac{1}{r^2} \int_{|x|>1} G\{dx\} + \frac{1}{r^2} \int_{|x|\leq1} x^2 G\{dx\} = \frac{1}{r^2} M(1).
$$

Since $1 < r \leq \sqrt{2}$, this implies

$$
\beta \geq \frac{1}{2} M(1). \quad (50)
$$

Inequality (50) and condition $L^2 \geq 1/M(1)$ give the bound

$$
L^2 \beta \geq \frac{1}{2}. \quad (51)
$$

We now proceed similarly to the proof of a result of Esséen [9] (see [20], Lemma 4 of Chapter II). Using the Hölder inequality, it is easy to see that

$$
I \leq \prod_{j=0}^\infty I_j^{\mu_j}, \quad (52)
$$

where

$$
I_j = \frac{1}{D} \int_0^D \exp \left( - \frac{p_j}{2 \mu_j} \sum_{k=1}^n \int_{-\infty}^\infty (1 - \cos(2a_ktx)) G_j\{dx\} \right) dt
$$

$$
= \frac{1}{D} \int_0^D \exp \left( - \frac{1}{2} r^{2j} \beta \sum_{k=1}^n \int_{A_j} (1 - \cos(2a_ktx)) G_j\{dx\} \right) dt
$$

if $p_j > 0$, and $I_j = 1$ if $p_j = 0$. 
Applying Jensen's inequality to the exponential in the integral (see \[20\], p. 49), we obtain

\[
I_j \leq \frac{1}{D} \int_0^D \int_{A_j} \exp \left( -\frac{1}{2} r^{2j} \beta \sum_{k=1}^n (1 - \cos(2a_ktx)) \right) G_j \{dx\} dt
\]

\[
= \frac{1}{D} \int_0^D \int_{A_j} \exp \left( -\frac{1}{2} r^{2j} \beta \sum_{k=1}^n (1 - \cos(2a_ktx)) \right) dt G_j \{dx\}
\]

\[
\leq \sup_{z \in A_j} \frac{1}{D} \int_0^D \hat{H}_{z,1}^{r^{2j} \beta} (t) dt.
\]

(53)

Let us estimate the characteristic function \(\hat{H}_{\pi,1}(t)\) for \(|t| \leq D\). We can proceed in the same way as the authors of \[10, 23, 26\]. It is evident that

\[1 - \cos x \geq \frac{2x^2}{\pi^2}, \quad \text{for } |x| \leq \pi.\]

For an arbitrary \(x\), this implies that

\[1 - \cos x \geq 2 \pi^{-2} \min_{m \in \mathbb{Z}} |x - 2\pi m|^2.\]

Substituting this inequality into (47), we obtain

\[
\hat{H}_{\pi,1}(t) \leq \exp \left( -\frac{1}{\pi^2} \sum_{k=1}^n \min_{m_k \in \mathbb{Z}} \left| 2\pi t a_k - 2\pi m_k \right|^2 \right)
\]

\[
= \exp \left( - 4 \sum_{k=1}^n \min_{m_k \in \mathbb{Z}} |t a_k - m_k|^2 \right)
\]

\[
= \exp \left( - 4 \left( \text{dist}(ta, \mathbb{Z}^n) \right)^2 \right).
\]

(54)

Using (8), we see that, for \(|t| \leq 1/2 \|a\|_\infty\), inequality (54) turns into

\[
\hat{H}_{\pi,1}(t) \leq \exp(-4 t^2).
\]

(55)

Now we can use relations (9), (54) and (55) to estimate the integrals \(I_j\). First we consider the case \(j = 1, 2, \ldots\). Note that the characteristic functions \(\hat{H}_{z,\gamma}(t)\) satisfy the equalities

\[
\hat{H}_{z,\gamma}(t) = \hat{H}_{y,\gamma}(zt/y) \quad \text{and} \quad \hat{H}_{z,\gamma}(t) = \hat{H}_{z,1}^\gamma(t).
\]

(56)

The first equality (56) implies that

\[
\text{if } H_{z,\gamma} = \mathcal{L}(\xi), \quad \text{then } H_{y,\gamma} = \mathcal{L}(y \xi/z).
\]

(57)

For \(z \in A_j\) we have \(r^{-j} < |z| \leq r^{-j+1} < \pi\). Hence, for \(|t| \leq D\), we have \(|zt/\pi| < D\). Therefore, using the properties (56) with \(y = \pi\) and aforementioned estimates (9), (54)
and (55), we obtain, for \( z \in A_j \) and for \( z = \pi \),

\[
\hat{H}_{z,1}(t) \leq \exp \left( -4 f_2^2(zt/\pi) \right)
= \begin{cases} 
\exp \left( -(zt/\pi)^2/9 \right), & \text{for } 0 < t \leq cL\pi/z, \\
\exp \left( -4 L^2 \log(zt/L\pi) \right), & \text{for } t > cL\pi/z.
\end{cases}
\]

Hence,

\[
\sup_{z \in A_j} \int_0^D \hat{H}_{z,1}^{2\beta}(t) \, dt \leq \int_0^D \exp \left( -t^2\beta/9\pi^2 \right) \, dt + \int_{r^{j-1}L\pi e}^\infty \left( \frac{r^j L\pi}{t} \right)^{4r^j \beta L^2} \, dt \ll \frac{1}{\sqrt{\beta}}.
\]

In the last inequality we used inequality (51).

Consider now the case \( j = 0 \). The relation (57) yields, for \( z > 0, \gamma > 0, \)

\[
Q(H_{z,\gamma}, 1/D) = Q(H_{1,\gamma}, 1/Dz).
\]

Thus, according to (2), (46), (56) and (59), we obtain

\[
\sup_{z \in A_0} \frac{1}{D} \int_0^D \hat{H}_{z,1}^{\beta}(t) \, dt = \sup_{z>1} \frac{1}{D} \int_0^D \hat{H}_{z,\beta}(t) \, dt \asymp \sup_{z>1} Q(H_{z,\beta}, 1/D) \leq Q(H_{1,\beta}, 1/D) \leq Q(H_{\pi,\beta}, 1/D) \asymp \frac{1}{D} \int_0^D \hat{H}_{\pi,\beta}(t) \, dt = \frac{1}{D} \int_0^D \hat{H}_{\pi,1}^{\beta}(t) \, dt.
\]

Using the bounds (9), (54) and (55) for the characteristic function \( \hat{H}_{\pi,1}(t) \) and taking into account inequality (51), we have:

\[
\int_0^D \hat{H}_{\pi,1}^{\beta}(t) \, dt \leq \int_0^D \exp(-t^2\beta/9) \, dt + \int_{L e}^\infty \left( \frac{L}{t} \right)^{4\beta L^2} \, dt \ll \frac{1}{\sqrt{\beta}}.
\]

According to (53), (58), (60) and (61), we obtained the same estimate

\[
I_j \ll \frac{1}{D \sqrt{\beta}}
\]

for all integrals \( I_j \) with \( p_j \neq 0 \). In view of \( \sum_{j=0}^{\infty} \mu_j = 1 \), from (52) and (62) it follows that

\[
I \leq \prod_{j=0}^{\infty} I_j^{\mu_j} \ll \frac{1}{D \sqrt{\beta}}
\]
Using (49), (50) and (63), we complete the proof. □

Now we will deduce Corollary 2 from Theorem 1.

Proof of Corollary 2. We denote $b = a/\|a\| \in \mathbb{R}^n$. Then the equality $Q(F_a, \lambda) = Q(F_b, \lambda/\|a\|)$, for all $\lambda \geq 0$, holds. The vector $b$ satisfies the conditions of Theorem 1 which hold for the vector $a$ when replacing $D$ by $D\|a\|$. Indeed, $\|ub - m\| \geq f_L(u)$ for $u \in \left[\frac{1}{2\|b\|_\infty}, D\|a\|\right]$ and for all $m \in \mathbb{Z}^n$. This follows from condition (9) of Theorem 1, if we denote $u = t\|a\|$. It remains to apply Theorem 1 to the vector $b$. □
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