Flux tube widening in compact $U(1)$ lattice gauge theory computed at $T < T_c$ with the multilevel method and GPUs.
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We utilize Polyakov loop correlations to study $d=3+1$ compact $U(1)$ flux tubes and the static electron-positron potential in lattice gauge theory. With the plaquette field operator, in $U(1)$ lattice gauge theory, we probe directly the components of the electric and magnetic fields. In order to improve the signal-to-noise ratio in the confinement phase, we apply the Lüscher-Weiss multilevel algorithm. Our code is written in CUDA, and we run it in NVIDIA FERMI generation GPUs, in order to achieve the necessary efficiency for our computations. We measure in detail the quantum widening of the flux tube, as a function of the intercharge distance and at different finite temperatures $T < T_c$. Our results are compatible with the Effective String Theory.

I. INTRODUCTION

A. Confinement and flux tubes

Lattice Quantum Field Theory opens the way for a deeper understanding of the details of confinement, which remains a central problem of strong interactions. In the context of this formalism we study the static-antistatic interaction and flux tube formation, providing data to be compared with theoretical models of confinement.

A very interesting model for flux tubes is Effective String Theory, where the flux tube intrinsic width is assumed to be vanishing. The Effective String Theory shows that many properties of confining gauge theories are universal, independent of the exact gauge group describing the interaction. One of the earlier examples of this is the derivation by Lüscher of the form of the potential for an effective string [1]

$$V(r) = V_0 + \sigma r - \frac{\gamma}{r} + \mathcal{O}(1/r^3) \quad (1)$$

where $\gamma = \frac{(d-2)\pi}{24}$, known as the Lüscher term, is independent of the gauge group ruling the interaction depending only on the dimension $d$ of spacetime. Effective String Theory has also predicted how the string tension $\sigma$ and the width $w$ of the confining string should depend on temperature. Even with a vanishing intrinsic width, quantum fluctuations force the string to have a finite width $w$ inasmuch as the zero mode of a quantum harmonic oscillator. This subject was introduced by Lüscher, Munster and Weisz in 1981 [2], defining the concept of flux tube widening, showing the width $w$ diverges logarithmically in chromoelectric flux tubes.

In this work, we aim to study numerically, in $U(1)$ lattice gauge theory, the flux tubes, their different logarithmic and linear behaviors respectively of zero and finite temperatures, and to compare our numerical results with the effective string theory predictions.

B. Widening of in effective string theories

The string width can be defined in different ways. We follow the definition used in [3] which is

$$w^2(r/2) = \langle h^2(r, \perp, t) \rangle \quad (2)$$

where $h(r, \perp, t)$ is the string representing the flux tube and the average is evaluated in the mediator plane of the charges. $r$ is the intercharge distance, and $\perp$ is the cylindrical coordinate perpendicular to the intercharge axis.

Effective string theory results for the width of flux tubes appearing in confining gauge theories have been determined in the zero and finite temperature regimes, [4, 5], as

- at zero temperature

$$w^2_{lo}(r/2) = \frac{d-2}{2\pi\sigma} \log\left( \frac{r}{\rho_0} \right) \quad (3)$$

- at finite temperature

$$w^2_{ho}(r/2) = \frac{d-2}{2\pi\sigma} \log\left( \frac{1}{4T\rho_0} \right) + \frac{d-2}{4\sigma} Tr + O(e^{-2\pi Tr}) \quad (4)$$

where $d$ is the dimension of space-time and $\rho_0$ is some distance scale to be fitted. These results have been recently generalized by Gliozzi et al., [3, 6], who obtained the exact expression at 2-loop order, incorporating the temperature dependence. Analytic results also exist for more complex systems, such as boundstates of $k$-strings [7]. Since we have finite error bars, to compare with our lattice QCD results, the tree level result [3, 6] is sufficient,

$$w^2_{lo}(r/2) = \frac{d-2}{2\pi\sigma} \log\left( \frac{r}{\rho_0} \right) + \frac{d-2}{\pi\sigma} \log\left( \frac{\eta(2iu)}{\eta^2(iu)} \right) \quad (5)$$

where $\eta$ is Dedekind $\eta$ function [3, 6] and $u = 1/(2Tr)$ incorporates the temperature dependence. Eq. (5) constitutes the ansatz for our fits to the widths we compute in $U(1)$ lattice gauge theory.
C. Flux tube widening in Lattice gauge theory

Lattice gauge theory is actively progressing in checking the widening predictions of Effective String Theory in Lattice gauge theory. Different gauge groups have been used.

The flux tubes are already studied in great detail in \( d = 2 + 1 \) dimensions for the \( SU(2) \) gauge group and some other groups (like \( Z_2 \)) and some studies are being conducted in this moment like with \( SU(3) \) gauge group.

The intrinsic width of \( k \)-strings have been found [8] to show little variations in \( k \) for \( SU(4) \) and \( SU(5) \) in \( d = 3 + 1 \) and for \( SU(4) \) and \( SU(6) \) in \( d = 2 + 1 \). The study of higher representations of \( Z_4 \) in \( d = 2 + 1 \) show the width of flux tubes is independent of the specific representation of the source or of its \( N \)-ality and is universal.

One of the first studies demonstrating linear widening at finite temperature [9] has been performed in \( d = 2 + 1 \) Ising model \( Z_2 \). The finite temperature widening was also verified [3] in detail with the \( SU(2) \) group in \( d = 2 + 1 \) dimensions. Moreover the connection between the zero temperature widening and the finite temperature widening was demonstrated [4]. Independence of the flux tube width on the lattice operators defining width was also demonstrated [10].

Moreover, widening in \( SU(3) \) in \( d = 3 + 1 \), the gauge group of QCD in the Standard Mode was also studied. In Ref. [11] the Ultraviolet filtering of QCD was explored at finite temperature, and the results exhibit a linearly divergent widening in agreement with the string picture predictions. At zero temperature, Ref. [12] demonstrated logarithmic widening, and was also able to identify the intrinsic width, nonexistent in effective field theory. So far, the widening studies in \( SU(3) \) have not yet applied the multilevel technique, resorting to simpler techniques to implement numerically such as smearing, multihit and groundstate amplification [12], or Schwinger lines [13, 14].

In what concerns the Abelian group \( U(1) \), previous studies have not completely settled its flux tubes. In Ref. [15], with the dual transformation technique, a logarithmic widening was found at \( T = 0 \). In Ref. [16], \( d = 3 + 1 \) \( U(1) \) was studied with the multilevel technique, however no clear signal of widening was found.

The \( U(1) \) lattice gauge theory (also known as compact QED) is an abelian gauge theory whose group elements can be parametrized as a complex phase \( U_\mu(x) \equiv e^{i\theta_\mu(x)} \). This gauge theory presents two phases separated by a phase transition [17]. In the first phase the theory is confining, featuring a string-like flux tube connecting any two quarks, while in the second one the flux tube disappears with the string tension going to zero. This phase is usually known as Coulomb phase due to including the normal electromagnetic Coulomb interaction in the weak coupling region.

Unlike the \( Z_N \) groups, the \( U(1) \) group is continuous. It is easier to study in Lattice QCD than the \( SU(N) \) continuous groups since it uses less computer memory. An interesting feature of \( U(1) \) is that the electric and
magnetic fields are gauge-invariant - unlike in the $SU(N)$ groups - and thus the electric and magnetic fields can be directly measured in lattice QCD with no gauge fixing. In Fig. 1 we illustrate both two phases of the $U(1)$ theory, plotting our results for the electric field lines produced by a static charge and anticharge.

D. Summary

In this work we focus on the numerical study of the string width for the $U(1)$ gauge group for different temporal extents. We aim to observe how the logarithmic widening at zero temperature changes into the linear widening of finite temperatures. We continue in the direction of Ref. [16], studying the widening of $d = 3 + 1$ flux tubes, at finite $T$, and utilizing the multilevel technique.

In this Section we motivate our work and introduce the results of Effective String Theory for the widening of the flux tube. In Section II we define the numerical methods used in our calculations. To enhance the efficiency of our numerical computations, we write our codes in CUDA and run them on Graphics Processing Units (GPUs). We present the results in Section III. Finally a in Section IV we summarize our results and present some paths worth exploring in the sequence of this work.

II. LATTICE SETUP AND METHODS

We implement a lattice sized $24^3 \times N_t$ with periodic boundary conditions. In this way, varying $N_t$ we obtain different time extents of the lattice in time direction thus different temperatures (we study $N_t = 4, 8, 12$ and 24).

The gauge group elements are parametrized as a complex phase $U_\mu(x) \equiv e^{i\theta_\mu(x)}$ and we use a standard Wilson action

$$S_g = \beta \sum_{x} \sum_{\mu<\nu} \text{Re}[1 - P_{\mu\nu}(x)]$$

where $\beta$ is the inverse squared of the coupling constant $\frac{1}{g^2}$ and $P_{\mu\nu}(x) \equiv U_\mu(x) U_\nu(x + \hat{\mu}) U_\mu^{-1}(x + \hat{\nu}) U_\nu^{-1}(x)$ is the plaquette operator. Notice that, unlike $SU(N)$ theories, no trace appears in the definition of the action due to the abelian nature of this theory.

For generating configurations we use the standard Metropolis algorithm combined with 3 steps of overrelaxation [18, 19] per iteration.

After lattice thermalization, we calculate the fields every 200 sweeps in order to ensure that the correlations between the various configurations we use are sufficiently low.

A. Temperature

Temperature in lattice is defined as the inverse length of the lattice temporal extension,

$$T(N_t, \beta) = \frac{1}{N_t a(\beta)}$$

with $a(\beta)$ the lattice spacing. The critical temperature $T_c$ above which the system is no longer in confining phase, is defined as

$$T_c = T(N_t, \beta_c)$$

where $\beta_c$ is the critical $\beta$ (for our setup we determine $\beta_c \approx 1.003$).

For determining the temperature we need to introduce a scale in the lattice which allows us to estimate lattice spacing. We do this by calculating Sommer scaler $r_0$. This scale was introduced by Sommer in 1993 [20] as an alternative to the string tension as scale parameter. He argues that this parameter has lower systematical and statistical errors than the traditional methods.

It consists of choosing a specific point in the force, taken as the derivative of the potential, and using it as reference distance to normalize quantities. $r_0$ is defined through the relation $r_0^2 F(r_0) = 1.65$.

We interpolate a function $F(r) = f_1 + \frac{f_2}{r^2}$ which constitutes a good local approximation to the force [20]. To do so we compute the force $F(\bar{r}) = V(r) - V(r - 1)$, as a discretized derivative of the potential and numerically solve the system

$$f_1 + \frac{f_2}{\bar{r}^2} = V(r) - V(r - 1)$$

$$f_1 + \frac{f_2}{(r + 1)^2} = V(r + 1) - V(r)$$

$$r_0^2 \left( f_1 + \frac{f_2}{r_0^2} \right) = 1.65$$

to obtain the $r_0$ value. The value of $\bar{r}_r$ is chosen to be a tree-level improved variable as to eliminate the $O(a^2)$
where the lattice is the Polyakov loop transition) in order to obtain

The operator we consider to place a static charge in lattice space. The expectation value of a single Polyakov loop is given by

\[ \langle P \rangle \equiv \left\{ \frac{1}{N_x} \sum_x P(x) \right\}, \tag{16} \]

where \( N_x = N_x \times N_y \times N_z \) is the lattice spatial volume.

The Polyakov loop average value [21] follows \( \langle P \rangle \sim e^{aN_t F_0} \), associated with the presence of a static, or infinitely heavy, charge with free energy \( F_0 \) in the system. In the confining phase the average value of the Polyakov loop is vanishing, becoming non zero in the non confining-phase. As such it can be used as a parameter to study the phase transition between the confining and non confining phases.

The operator we choose to measure the fields in the lattice is the plaquette \( P_{\mu \nu}(x) \). Expanding the plaquette as a function of the fields \( F_{\mu \nu}(x) \) we obtain,

\[ P_{\mu \nu}(x) = e^{\alpha^2 g F_{\mu \nu} + iO(a^3)} = 1 + i\alpha^2 g F_{\mu \nu} + \frac{\alpha^4 g^2}{2} F_{\mu \nu}^2 + iO(a^3) + O(a^5). \tag{17} \]

Separating the real and imaginary parts of this equation we obtain

\[ \text{Re} P_{\mu \nu}(x) = 1 - \frac{\alpha^4 g^2}{2} F_{\mu \nu}^2 + O(a^5) \tag{18} \]

\[ \text{Im} P_{\mu \nu}(x) = \alpha^2 g F_{\mu \nu} + O(a^3). \tag{19} \]

\[ T_c = \frac{r(\beta_c)}{4r_0}. \]
and therefore the real part gives $F_{\mu\nu}^2(x) = 1 - \text{Re} P_{\mu\nu}(x) + O(a^2)$. On the other hand, the imaginary part of the plaquette yields the value of $F_{\mu\nu}(x)$. Note that this imaginary term is not be accessible in non-Abelian groups because it would give $\text{Tr} F_{\mu\nu}(x) = 0$. Therefore, in $U(1)$ we can measure both the expectation value of any component of the field directly and the expectation value of the square of any component.

At finite temperature, we can measure the squared field using the correlation between the Polyakov loop and the plaquette,

$$\langle F_{\mu\nu}^2(x) \rangle_{PP^1} = \frac{\langle F_{\mu\nu}^2(x) PP^1 \rangle}{\langle PP^1 \rangle} - \langle F_{\mu\nu}^2(x) \rangle. \quad (20)$$

The width of the flux tube then translates to,

$$w^2(r/2) = \frac{\int d^2 x_\perp x^2 \langle F_{\mu\nu}^2(r, x_\perp) \rangle_{PP^1}}{\int d^2 x_\perp \langle F_{\mu\nu}^2(r, x_\perp) \rangle_{PP^1}} \quad (21),$$

where $F_{\mu\nu}^2$ is extracted from a correlation between the Polyakov loop and the plaquette operator.

C. Multilevel

Some of the correlations that we need have a small average and a large variance, and thus a large relative error. For instance, in a $24^4$ lattice with $\beta = 1.00$ and $r = 6$ we see the signal we want to measure is of the order of $\sim 10^{-15}$ for the Polyakov loop average, cf. Fig. 4. Hence we are forced to apply some method to reduce the relative errors faster than the $1/\sqrt{N_{cf}}$ we would have from pure Metropolis.

We opt for implementing a Lüscher and Wiese multilevel algorithm [16, 22] in order to reduce the number of configurations needed to obtain numerically stable results.

Moreover, when calculating the Polyakov loop average we also apply the analytical multi-hit integration technique [16, 23].

The multilevel method was introduced by Lüscher and Wiese in 2001 [22], inspired in a generalization of multi-hit method. It is useful for the calculation of the Polyakov or Wilson loops or other derivated quantities that involve products of links along the temporal direction (like the plaquette correlating with the Polyakov loop we use for measuring the field). Multilevel method explores the locality of the action by factorizing the path integral into smaller integrals calculated over sublattices.

1. Hierarchy in multilevel

We now review the multilevel technique. We start by introducing two-link operators since they play an essential role in this formulation. Two-link operators are structures defined from the tensor product of two links in the same time layer at a certain distance $r$ (cf. figure 2). This structure represents the propagation in time of a pair of fermions from time $t$ to time $t+1$ and they can be regarded as the basic constituents of the Polyakov loop correlation or of the temporal part of Wilson loop. They are defined as the following

$$T(x, t, r\tilde{\mu}) = U_0^t(x + t\tilde{\mu}) U_0(x + r\tilde{\mu} + t\tilde{\mu}). \quad (22)$$

Notice that the two-link operator is a tensor in non-Abelian theories. In $U(1)$ the tensor product is simpler since it reduces to the product of two complex numbers.

Now we can rewrite the Polyakov loop correlation, in terms of these newly defined variables, as

$$P(x)^\dagger P(x + r\tilde{\mu}) = \left(U_0(x) \cdots U_0(x + N_t\tilde{\mu})\right)^\dagger \times \left(U_0(x + r\tilde{\mu}) \cdots U_0(x + N_t\tilde{\mu} + r\tilde{\mu})\right)$$
$$= T(x, 0, r\tilde{\mu}) \cdots T(x, t, r\tilde{\mu}) \cdots T(x, N_t, r\tilde{\mu}). \quad (23)$$

The next step is to break this Polyakov loop correlation in a product of averages over sublattices. To do so we need to find a way of isolating sublattices from within our
lattice. These sublattices are time-slices of our original lattice, contained between two hyperplanes of constant time \( x_0 \) and \( y_0 \). If we take two of those hyperplanes and hold their spatial links constant we can isolate the dynamics of the sublattice from the rest of the lattice. This can be done thanks to the locality of the action (since the action on a link only depends on the plaquettes adjacent to it). This allows us to calculate subaverages of quantities inside the smaller lattices, sublattices. Following the usual convention, the sublattice expectation values are denoted by square brackets \([\cdots]\) and the expectation values over the whole lattice by \(<\cdots>\).

It is now possible to separate the integral in a hierarchical integration process with several intermediate levels. Since these integrals satisfy identities like
\[
\langle T(x,t,r\hat{\mu}) T(x,t+1, r\hat{\mu}) \rangle = \langle [T(x,t,r\hat{\mu})] T(x,t+1, r\hat{\mu})] \rangle,
\]
the Polyakov loop correlation average can be calculated as
\[
\langle P^\dagger P \rangle = \langle [T(x,t,r\hat{\mu})] T(x,t+1, r\hat{\mu})] \rangle \\
\times \langle [T(x,t+2, r\hat{\mu})] T(x,t+3, r\hat{\mu})] \rangle \\
\cdots \langle [T(x,N_t-2, r\hat{\mu})] T(x,N_t-1, r\hat{\mu})] \rangle. \tag{24}
\]

It is easy to check that the innermost average corresponds to a multihit process because it fixes the spatial links everywhere and averages the link. In this way the multilevel algorithm can be seen as a generalization of multihit.

2. Polyakov loop correlation

To calculate the Polyakov loop correlation, it is useful to introduce auxiliary quantities that we average in the sublattices. Here we follow approximately the notation defined in [16]. We start by defining the operator
\[
\langle T^{(2)}(x,t,r\hat{\mu}) = \langle T(x,t,r\hat{\mu}) T(x,t+1, r\hat{\mu}) \rangle. \tag{25}
\]

Defining the first average as an average in sublattices of thickness 2, we then have the Polyakov loop correlation,
\[
\langle P^\dagger P \rangle = \langle [T^{(2)}(x,0, r\hat{\mu})] T^{(2)}(x,2, r\hat{\mu}) \rangle \\
\cdots \langle T^{(2)}(x,N_t-2, r\hat{\mu})] \rangle. \tag{26}
\]

In our code we implement one more level in order to achieve a further reduction on errors, calculating
\[
\langle P^\dagger P \rangle = \langle [T^{(2)}(x,0, r\hat{\mu})] T^{(2)}(x,2, r\hat{\mu}) \rangle \\
\cdots [T^{(2)}(x,N_t-4, r\hat{\mu})] T^{(2)}(x,N_t-2, r\hat{\mu})]\rangle. \tag{27}
\]

In practice the algorithm proceeds in a nested scheme as described in Alg. 1.

3. Electromagnetic Field

From Eqs. (18) and (19) we see how we can measure electromagnetic field tensor components, as well as its squares, from the plaquette operator,
\[
a^2 F_{\mu\nu} = \sqrt{\beta} \text{Im} P_{\mu\nu} + O(a^3) \tag{28}
\]
and
\[
a^4 F_{\mu\nu}^2 = 2\beta (1 - \text{Re} P_{\mu\nu}) + O(a^6). \tag{29}
\]

We want to study the field produced by static charges at a certain distance of each other so we correlate our operator with a Polyakov loop correlation representing those charges, getting
\[
\langle O \rangle_{P^\dagger P} = \frac{\langle P^\dagger P O \rangle}{\langle P^\dagger P \rangle} - \langle O \rangle \tag{30}
\]
where \( O \) stands for the operator we want to measure (either \( F_{\mu\nu} \) or \( F_{\mu\nu}^2 \)) and \( \langle O \rangle_{P^\dagger P} \) stands for the expectation value of \( O \) produced by the charges represented by \( P^\dagger P \).
To implement a multilevel algorithm for this calculation it is useful to introduce some more quantities, besides $T$ and $T^{(2)}$;

$$T \mathcal{O}^{(2)}(x_0, x, t, r \hat{\mu}) = [T(x, t, r \hat{\mu})T(x, t + 1, r \hat{\mu})O(x_0, t) + T(x, t, r \hat{\mu})T(x, t + 1, r \hat{\mu})O(x_0, t + 1)]$$

$$T^{(4)}(x, t, r \hat{\mu}) = [T^{(2)}(x, t, r \hat{\mu})][T^{(2)}(x, t + 2, r \hat{\mu})]$$

$$T \mathcal{O}^{(4)}(x_0, x, t, r \hat{\mu}) =$$

$$= [T^{(2)}(x, t, r \hat{\mu})][T \mathcal{O}^{(2)}(x_0, x, t + 1, r \hat{\mu})] +$$

$$+ [T \mathcal{O}^{(2)}(x_0, x, t, r \hat{\mu})][T^{(2)}(x, t + 1, r \hat{\mu})].$$

With this notation we get,

$$\langle P^{(0)}P(r \hat{\mu})O(x_0) \rangle = \frac{1}{N_a N_t (d - 1)} \sum_x \sum_\mu$$

$$\left[ T \mathcal{O}^{(4)}(x_0, x, 0, r \hat{\mu}) \right][T^{(4)}(x, 4, r \hat{\mu})] \cdots \left[ T^{(4)}(x, N_t - 4, r \hat{\mu}) \right]$$

$$+ \left[ T^{(4)}(x, 0, r \hat{\mu}) \right][T \mathcal{O}^{(4)}(x_0, x, 4, r \hat{\mu})] \cdots \left[ T^{(4)}(x, N_t - 4, r \hat{\mu}) \right]$$

$$+ \cdots$$

$$+ \left[ T^{(4)}(x, 0, r \hat{\mu}) \right][T^{(4)}(x, 4, r \hat{\mu})] \cdots \left[ T \mathcal{O}^{(4)}(x_0, x, N_t - 4, r \hat{\mu}) \right]$$

$$+ \left[ T \mathcal{O}^{(2)}(x_0, x, t, r \hat{\mu}) \right][T^{(2)}(x, t + 1, r \hat{\mu})].$$

and we compute it in a similar way to the Polyakov loop correlation.

### D. Numerical Implementation in GPUs

In our case, we notice in Fig. 4 that the number of multilevel iterations needed to stabilize the result grows exponentially with the charge separation, since the correlations themselves fall exponentially with it. Moreover we want to work with large lattices and need many configurations to compensate high statistical errors. Thus we need to achieve high efficiency in our calculations.

As such we implement our code in CUDA and run it in GPUs, where we can achieve high efficiency in parallel computations. The GPUs we use are NVIDIA GTX 580 upgraded to 3 Gb memory, and NVIDIA Tesla C2070 with 6 Gb Memory, both FERMI generation GPUs (specifications in table I).

The GPU architecture is suited for lattice computations since it allows writing parallel kernels that can launch as many threads as the number of lattice sites, instead of utilizing cycles. This way we can take advantage of the high capacity of parallel computation of GPUs.

In our implementation we use the CUDA standard libraries, CUDA library CURAND, for the generation of random numbers, and the standard C++ libraries.

We work with double precision floating point numbers in all our computations. The $U(1)$ elements are parametrized by a phase which ensures that our links are always correctly projected on $U(1)$ manifold, except when we need to accumulate several links (e.g. for the calculation of averages), where we use a representation with two real numbers (for the real and imaginary parts). Double precision used to have a significantly lower performance compared to single precision in GPUs, but this fact has been considerably improved in the FERMI architecture.

We update the lattice in two steps: first the even points and then the odd points. This has the advantage of allowing us not to use a buffer lattice that would double the necessary memory on GPU effectively cutting the maximum size of the lattice we can run.

For the multilevel algorithm we need to accumulate results for the averages so we need to allocate extra lattices for that, making multilevel an algorithm that requires high availability of memory.

To measure the field with multilevel over a plan of the lattice we need to allocate a memory of $2 \times (\text{size of double}) \times (\text{lattice volume}) \times (\text{area of the plan}) / (\text{multilevel iterations})$.
From the fit to the peak of plaquette susceptibility we obtain a value for critical $\beta$ in this lattice of $\beta_c \approx 1.003$. This corresponds to a value of $r_0/a = 9.10 \pm 0.97$, which yields $T_c \approx 2.3/r_0$.

Then we compute $r_0/a$ for $\beta = 1$ and $N_t = 48$, corresponding to $r_0/a$ at vanishing temperature, obtaining $r_0/a(1) = 2.8872 \pm 0.0002$. With this value we obtain the temperatures for different lattice temporal sizes in Table II. The main source of error in the temperature is $r_0/a(\beta_c)$ determination since this is computed near the phase transition.

For $U(1)$ in compact QED there is no experimental data to compare with but if we take $r_0$ to have the same value as in QCD ($r_0 \approx 0.5 fm$ [20]) we would find a value of $a \approx 0.2 fm$ for $\beta = 1$.

B. Flux tube profile

As an illustration of the technique we use to calculate the field, we show figures of the electric field in the plane of the charges in confining and non-confining (Coulomb) phase (cf. Fig. 1).

Applying the techniques described in Section II we obtain the profile of $\langle F_{\mu\nu}(x) \rangle_{PP}$ in the mediator plane of the charge and anti-charge. Considering all components of the fields, we compute the expectation value of the energy density $\langle E^2 + B^2 \rangle_{PP}$. We consider different $N_t = 4, 8, 12$ and 24 in order to obtain a significant range of temperatures.

The mediator plane profiles are necessary for the computation of the width of the flux tube. An example of the profiles we obtain is in Fig. 5. In this example we generate 100 multilevel configurations.
In what concerns the parameters $\sigma$ and $\rho_0$ of our ansatz in Eq. (5), they fluctuate with $T$. Although with fluctuations slightly larger than the error bars, they may be compatible with being constant in the considered temperature range $T \in [0, T_c/3]$. Moreover, the string tension $\sigma$ is comparable to the string tension $\sigma = 0.180 \pm 0.013$ we obtain fitting Eq. (1) with the charge-anticharge potential computed on the lattice. Thus we find reasonable agreement with the effective string theory.

**IV. CONCLUSION AND FOREWORD**

We compute the width $w$ of the $U(1)$ flux tube in the mediator plane of the charge and anticharge, for different temperatures and different intercharge distances, and exhibit our results in Figs. 3, 5 and 6 and Table II.

It occurs that the $U(1)$ group is not trivial to study although it is Abelian. We find the fluctuations are surprisingly large in the confining sector. The non-confining Coulomb phase is quite different from the confining phase, since its numerical results are quite stable. Therefore the confining phase requires a large number of configurations, and a very efficient numerical noise suppression technique. We apply the multilevel method, and to maximize the efficiency or our numerical calculations, we run our lattice gauge theory computations in GPUs.

Clearly, the flux tube width consistently grows with the charge separation. It is also interesting to observe in Fig. 6 how the logarithmic behavior at low temperature shifts to the high temperature linear behavior.

With $N_t = 24$, close to zero temperature regime, we obtain the expected almost pure logarithmic behavior. When decreasing the temporal extent of the lattice, thus increasing the temperature, we progressively start observing deviations from pure logarithmic behavior, tending to the linear high temperature limit. With $N_t = 4$, the highest temperature studied, the linear behavior of the curve already sets in most of the range of studied distances.

### Table II: Temperature, widths, and parameters fitting the widening with the effective string theory prediction.

| $N_t$ | $T/T_c$ | $R$ | $\sigma^2 w^2(r/a)$ | $\sigma^2 \rho$ | $\rho_0/a$ | $\chi^2$/dof |
|-------|---------|-----|---------------------|----------------|-------------|--------------|
| 24    | 0.053 ± 0.006 | 2   | 4.62 ± 0.53        | 0.174 ± 0.020   | 0.155 ± 0.052 | 0.048        |
|       |          | 4   | 6.10 ± 0.58        |                |             |              |
|       |          | 6   | 6.63 ± 0.45        |                |             |              |
|       |          | 8   | 7.21 ± 0.50        |                |             |              |
| 12    | 0.105 ± 0.011 | 2   | 4.88 ± 0.81        | 0.094 ± 0.017   | 0.459 ± 0.152 | 0.080        |
|       |          | 4   | 7.38 ± 0.53        |                |             |              |
|       |          | 6   | 8.82 ± 1.36        |                |             |              |
|       |          | 8   | 9.03 ± 2.10        |                |             |              |
| 8     | 0.159 ± 0.017 | 2   | 4.90 ± 0.36        | 0.114 ± 0.011   | 0.343 ± 0.078 | 0.186        |
|       |          | 4   | 7.08 ± 0.55        |                |             |              |
|       |          | 6   | 7.74 ± 0.88        |                |             |              |
|       |          | 8   | 9.38 ± 0.85        |                |             |              |
| 4     | 0.317 ± 0.034 | 2   | 9.16 ± 3.96        | 0.094 ± 0.019   | 0.124 ± 0.140 | 0.117        |
|       |          | 4   | 12.36 ± 0.64       |                |             |              |
|       |          | 6   | 16.10 ± 2.17       |                |             |              |
|       |          | 8   | 17.73 ± 0.27       |                |             |              |

**C. Width determination and comparison with theoretical results**

To this profile we fit the Ansatz suggested in [4]

$$\langle P^i P F_{\mu
u} \rangle \left( \frac{P^1 P}{P^1} \right) = C_1 \exp(-x_1^2/s) \frac{1 + C_2 \exp(-x_2^2/s)}{1 + C_3 \exp(-x_2^2/s)}$$  \hspace{1cm} (35)

in order to interpolate between the points we measure. Fitting the results for the profiles with Eq. (21), and integrating them we calculate the square widths of the flux tubes. To obtain an error estimation of the square width $w$, $w^2(r/a)$, we use the jackknife method. Our results are presented in Table II and Fig. 6.

**D. Width of the flux tube for different temperatures**

To the results of the width, we fit the theoretical expression Eq. (5) from effective string theory, as a function of the intercharge distance. Again we apply the jackknife method for the estimation of the errors of our fit parameters.

Clearly, the flux tube width consistently grows with the charge separation. It is also interesting to observe in Fig. 6 how the logarithmic behavior at low temperature shifts to the high temperature linear behavior.

With $N_t = 24$, close to zero temperature regime, we obtain the expected almost pure logarithmic behavior. When decreasing the temporal extent of the lattice, thus increasing the temperature, we progressively start observing deviations from pure logarithmic behavior, tending to the linear high temperature limit. With $N_t = 4$, the highest temperature studied, the linear behavior of the curve already sets in most of the range of studied distances.
ory. It would be very interesting to compare $\langle F_{\mu\nu}(x) \rangle_{PP}$ with $\langle F_{\mu\nu}(x) \rangle_{PP}^2$, to study the widening close to $T_c$ where the string tension $\sigma$ is expected to decrease, or to extract the intrinsic width of the flux tube. Moreover confinement in $U(1)$ can also be applied, possibly coupling the electromagnetic field with a scalar Higgs field, to superconductivity.
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