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Exploring causal physical mechanisms via non-gaussian linear models and deep kernel learning: applications for ferroelectric domain structures

Yongtao Liu,¹ Maxim Ziatdinov,¹,² and Sergei V. Kalinin¹

¹ Center for Nanophase Materials Sciences, Oak Ridge National Laboratory, Oak Ridge, TN 37831
² Computational Sciences and Engineering Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA

Rapid emergence of the multimodal imaging in scanning probe, electron, and optical microscopies have brought forth the challenge of understanding the information contained in these complex data sets, targeting both the intrinsic correlations between different channels and further exploring the underpinning causal physical mechanisms. Here, we develop such analysis framework for the Piezoresponse Force Microscopy. We argue that under certain conditions, we can bootstrap experimental observations with the prior knowledge of materials structure to get information on certain non-observed properties, and demonstrate linear causal analysis for PFM observables. We further demonstrate that this approach can be extended to complex descriptors using the deep kernel learning (DKL) model. In this DKL analysis, we use the prior information on domain structure within the image to predict the physical properties. This analysis demonstrates the correlative relationships between morphology, piezoresponse, elastic property, etc. at nanoscale. The prediction of morphology and other physical parameters illustrates a mutual interaction between surface condition and physical properties in ferroelectric materials. This analysis is universal and can be extended to explore the correlative relationships of other multi-channel datasets.
Ferroelectric materials have remained a source of fascinating physical discovery through ~100 years history of the field.\(^1\)\(^-\)\(^2\) The early discoveries of the piezoelectric, pyroelectric, and electrooptical effects enabled the broad applications of the ferroelectric single crystals and ceramics. Later, the presence of switchable polarization led to multiple concepts for ferroelectric-based data storage, including random access memories,\(^3\) field-effect devices,\(^4\)\(^-\)\(^5\) and ferroelectric tunneling devices.\(^6\)\(^-\)\(^7\) Further opportunities emerged in the context of devices integrating ferroelectric and ferromagnetic components to enable multiferroic functionalities.\(^8\)\(^-\)\(^9\)

The continuous progress in the field has brought forth the understanding of the crucial role of domain walls in emergent macroscopic functionalities. In particular, domain nucleation, wall motion, and pinning are directly responsible for the polarization switching phenomena, and are closely tied to dielectric properties of multidomain ferroelectrics.\(^10\)\(^-\)\(^12\) The dynamics of the ferroelectric domain walls underpins the giant electromechanical responses in polycrystalline ceramics, morphotrophic phase boundary materials,\(^13\)\(^-\)\(^17\) and ferroelectric relaxors.\(^18\)\(^-\)\(^21\) Interestingly, the domain structure of ferroelectric materials can be engineered via macroscopic poling conditions, allowing for the development of materials with enhanced properties.\(^22\)\(^-\)\(^23\) Similarly, rapid progress in scattering techniques including the X-Ray and neutrons have enabled fundamental studies of these phenomena.\(^24\)\(^-\)\(^26\)

Rapid progress in macroscopic studies of the polarization dynamics and its relationship with functional electromechanical, dielectric, and elastic properties have stimulated the interest in associated local mechanisms. While phase-field studies can be used to explore the domain structure evolution under the action of external fields,\(^27\)\(^-\)\(^28\) realistic materials tend to contain defects and imperfections absent in phase-field models. Similarly, strong polarization-lattice pinning in ferroelectrics leading to Muller-Weinreich mechanisms for domain wall motion is difficult to represent via theoretical models.\(^29\)\(^-\)\(^32\) In addition, the polarization dynamics on open ferroelectric surfaces is strongly affected by the ionic and internal screening.\(^33\)\(^-\)\(^34\)

The development of scanning probe microscopy techniques including friction force microscopy, piezoresponse force microscopy (PFM),\(^35\) and charge gradient microscopy\(^36\) has opened a window into surface functionalities of ferroelectrics. The PFM allowed visualization of domain structure and its evolution under applied tip bias,\(^37\) top electrode or lateral electrodes.\(^38\)\(^-\)\(^39\) The band excitation (BE) PFM and acoustic force microscopy allowed to map the elastic properties,\(^40\) whereas the charge collection microscopy have provided insight into the ionic screening.\(^41\)\(^-\)\(^42\)

However, this emergence of large volumes of data in multiple information channels, in turn, necessitates understanding individual coupling mechanisms. Previously, we developed the \emph{im2spec} and \emph{spec2im} approach establishing the relationships between domain structure and hysteresis loops.\(^43\) We have also explored the functional relationships between low-dimensional descriptors using Gaussian Process (GP) approach and postulated that GP uncertainty can be interpreted as sign of new physical phenomena.\(^44\) Here, we extend this approach towards the exploration of the causal relationship between the surface parameters and establish the predictability of target functionalities from spatially distributed descriptors.
As a model system, we chosen a PbTiO$_3$ (PTO) thin film grown by metalorganic chemical vapor deposition (MOCVD) method on (001) KTaO$_3$ substrates with a SrRuO$_3$ buffer layer, as reported by H. Morioka et al.\textsuperscript{45} Figure 1a shows the topography image of this PTO sample. Figure 1b-f show the corresponding band excitation (BE) PFM results. In BEPFM measurements, amplitude and phase vs. frequency curves were acquired at each spatial location, allowing for full probing of tip-surface interactions.\textsuperscript{41, 46-47} Figure 1f shows several example amplitude vs. frequency curves from the locations marked on Figure 1b. These curves are fitted by a simple harmonic oscillator (SHO) model to extract the relevant parameters. Here, amplitude, resonance frequencies, and quality (Q)-factors are determined and are displayed as images. Shown in Figure 1b-c are the amplitude and phase images indicating the existence of both in-plane a domains and out-of-plane c domains. Shown in Figure 1d is the resonance frequency determined by tip-surface spring constants, which is proportional to the elastic property. Shown in Figure 1e is the Q-factor measuring the dissipative tip-surface interactions. In addition, the error for SHO fitting is a measure of nonlinearity.

Figure 1. BE PFM of the PTO film. (a) Topography, (b) amplitude and (c) phase maps show c/c and a/c domains. (d) Resonance frequency map and (e) Q-factors maps. (f) Several examples of amplitude vs. frequency curves from the locations marked in (b).

To explore the relationship between the ferroelectric/ferroelastic domain structure and physical properties of the material, we seek to explore the causal relationships\textsuperscript{48-52} between domain structure and parameters such as local elastic properties, energy dissipation, and nonlinearity. These parameters can be determined directly from the BE signals as illustrated above.
Figure 2. Causal relationships between intrinsic functionalities, ideal detected signals, and real detected signals for single frequency and band-excitation Piezoresponse Force Microscopy. Note that additional couplings such as polarization dependence of contaminant density can emerge, leading to the associated changes in observed signals. We also argue that under some conditions, we can use the observables as proxies for intrinsic functionalities (causal bootstrapping). For example, for material with a known crystallographic structure and high crystalline quality PFM image can be used as a proxy for polarization distribution.

Given that causal analysis is a relatively new development in physical sciences and to date most of the relevant frameworks have been developed in the context of sociology, medicine, and economic sciences, here we briefly illustrate application of these concepts for physical systems. The general structural causal model approach has been developed by Pearl over 30 years, and provides the principled way of reconstructing the causal mechanisms encoded in
the form of the directed acyclic graphs from observational and experimental data. Comparatively in physical sciences, the causal mechanisms are postulated, derived based on the theoretical considerations or from correlative observations. However, the discovery of causal structure from multimodal observational data is uncommon. We further note that physical sciences typically have a much more rigid structure of descriptors including the intrinsic materials parameters, observables, and coupling equations that comport to relevant physical mechanisms.

Here, we illustrate the causal relationships between intrinsic materials parameters, ideal functionalities, and measured signals for the single-frequency and band excitation PFM as shown in Figure 2. In both cases, the intrinsic physical descriptors are introduced as polarization distribution in the system (i.e. local domain state), morphology of the paraelectric phase (i.e. what the surface topography would have been if the material was not ferroelectric), and potential presence of surface contaminants. For ideal PFM imaging, the observables include the effective electromechanical response \( d_{33} \), elastic properties of the tip-surface junction, and surface topography. The relationship between these two groups of variables is defined by the physics of the PFM and SPM imaging. Here, the relationship between local polarization and \( d_{33} \) is defined via contact mechanics of piezoelectric solid, and is the dominant coupling mechanism that can be analyzed via uncoupled and coupled models. The relationship between the polarization and elastic properties of the material is defined via the secondary coupling that can be analyzed both via rigid continuum mechanic models and Ginzburg-Landau type models. However, the contact resonance frequency is determined not only by effective Young’s modulus, but also the surface morphology via the local radius of curvature. Correspondingly, local elastic properties are determined both by morphology and polarization, with the former being the primary effect. Finally, the surface contaminates are known to strongly affect elastic properties, and can reduce PFM signal via the dielectric gap effect. Note that this analysis excludes the mechanisms in which the polarization density is coupled to the contamination (or adsorbates) via the formation of ferroionic phases.

With the relationships between the materials descriptors and idealized measurables having been constructed, we can further analyze the relationship between ideal observables and real measurables. In a single-frequency PFM, the measured amplitude and phase are determined both by the surface topography and piezoresponse signal as the result of direct topographic cross-talk. This coupling stems directly from the fundamental mechanics of the cantilever coupled to the surface and renders single frequency PFM in the vicinity of the resonance peak highly susceptible to topographic cross-talk. Comparatively, BE PFM allows to directly map the amplitude-frequency curve, allowing the resonance frequency and the amplitude to be separated and potentially allowing the contact non-linearities to be identified. Again, we note that the proposed diagram contains the physically determined causal links. At the same time, additional mechanisms such as non-linearities associated with polarization dynamics are possible.

Note that the diagrams in Figure 2 provide the physical mechanisms for single frequency and band excitation PFM. However, experimental observations are limited to the descriptors in the right column. However, here we pose that these observables can be used to bootstrap the material’s intrinsic functionality. In this case, under the assumption that material has a constant composition,
the observed PFM signal (right column) can be used as a proxy signal for intrinsic polarization distribution in the material (left column), allowing for causal analysis.

To explore this, we have first employed a linear non-gaussian acyclic model (LiNGAM) to construct the causal relationship of multiple channels in BEPFM dataset. LiNGAM was first proposed by Shimizu for the analysis of time series data. This model assumes that the relationships between the observed variables are linear, there are no non-observable confounders, and the external exogenous variables are non-Gaussian. In other words, the observations can be represented as:

$$z = Az + \epsilon$$  \hspace{1cm} (1)

where $z$ is the vector of observations, $A$ is the adjacency matrix establishing the relationships between them, and $\epsilon$ is the (non-Gaussian) noise vector. Under the assumption of the directed causal graph, the matrix, $A$, has the lower diagonal shape. Correspondingly, LiNGAM seeks to find the linear decomposition of data via the independent component analysis (ICA) approach. With the independent components established, the algorithm finds the optimal representation of the link matrix via permutations.

Shown in Figure 3a the LiNGAM causal chain and linear coefficient image based on normalized data with a directed path from morphology to morphology-curvature and no path between amplitude and phase. The variables in the LiNGAM causal map are generated from the BEPFM dataset, where the morphology corresponds to the topography and the morphology curvature is derived from morphology by calculating mean curvature. Generally, piezoresponse including amplitude and phase are found to be higher on the causal chain, elastic effect (i.e., frequency) being secondary, and surface geometry including morphology and morphology-curvature being the lower. Note that the LiNGAM without prior knowledge of directed path from morphology to morphology-curvature will lead to a path from morphology-curvature to morphology, as shown in Figure S1a, which is consistent with our known information (morphology-curvature is derived from morphology). In addition, by setting amplitude and phase as exogenous variables (in this case, we expect the piezoresponse is the major property and the primary driving force of this material’s behavior), we obtained an identical causal map (Figure S1c) by setting no-path between amplitude and phase. The consideration of no-path between amplitude and phase is that both amplitude and phase represent piezoresponse but just different aspects, so we believe amplitude and phase should be parallel in causal chain. Moreover, the LiNGAM analysis is also performed on the normalized data (Figure S2), which results in morphology being a higher level in causal map and the frequency still being a lower level. This can be understood as the role of surface and interface energy in affecting the elasticity of this material.

Based on these analyses, we established the relationship between the local observables and the material’s properties they represent on a single point level. However, this approach necessitates the creation of a large number of descriptors, including the gradients and curvature for topography, and potentially equivalent descriptors for the polarization. At the same time, of interest are the relationships between the observables represented by multidimensional descriptors such as local
polarization and topographic patches. While these can be expected to contain information on gradients, curvature, as well as more complex descriptors, it is not clear ad hoc which of these parameters are relevant. The simple dimensionality reduction methods, while in principle possible, will still generate a large number of potentially spurious descriptors.

Figure 3. Causal and DKL analysis. a) Causal chain and linear coefficient map by LiNGAM analysis with directed paths from morphology to morphology-curvature and no-paths between amplitude and phase. b) DKL prediction of morphology (topography) based on amplitude (top), phase (middle), and frequency (bottom). The DKL prediction and uncertainty are computed as mean and variance of the samples in Eq. 4.

To explore these relationships practically, we adapted a deep kernel learning (DKL)\textsuperscript{85} approach where a neural network converts high-dimensional input data into a set of low-dimensional descriptors on which a standard GP kernel operates. The DKL regression model for the inputs $X = (x_1, \ldots, x_N)$ and targets $y = (y_1, \ldots, y_N)$ can be defined the same way as a classical GP regression model, that is,

$$y_n = f(x_n) + \epsilon_n, \quad (1)$$

$$f \sim \mathcal{GP}(0, k_{DKL}), \quad (2)$$
where $\varepsilon_n$ represents normally distributed noise with zero mean and variance $s_n^2$. The $k_{\text{DKL}}$ is a deep kernel function combining the feedforward neural network ("feature extractor") and a standard GP kernel, here chosen as radial basis function (RBF),

$$k_{\text{DKL}}(x, x'|w, \theta) = k_{\text{RBF}}(g(x|w), g(x'|w)|\theta)$$ (3)

where $w$ are the weights of the neural network $g$, and $\theta$ are the hyperparameters (amplitude and length scale) of the RBF ‘base’ kernel. These parameters, together with the regression model noise $s_n^2$, are learned simultaneously by maximizing the log evidence via a stochastic variational inference. The DKL predictions for a set of new/test points $X_*$ are computed by sampling from the multivariate normal (MVN) posterior as

$$f_* \sim \text{MVN}(\mu_{\text{post}}, \Sigma_{\text{post}})$$ (4)

$$\mu_{\text{post}} = K(X_*, X)(K(X, X) + s_n^2 I)^{-1} y$$ (5)

$$\Sigma_{\text{post}} = K(X_*, X_*) - K(X_*, X)(K(X, X) + s_n^2 I)^{-1} K(X, X_*)$$ (6)

where $K_{ij} = k_{\text{DKL}}(x_i, x_j)$. Since in the DKL approach the GP operates in the latent (embedding) space learned by a neural network from the high-dimensional data, the overall structure can be understood as the data-informed (deep) kernel.

To explore the relationship between BEPFM channels, we generated image patches with domain structures from the full BEPFM images. As shown in Figure 4a-b, Figure 4a shows a full amplitude image and Figure 4b shows example small image patches (including amplitude, phase, morphology, and frequency) extracted from the region marked on Figure 4a. These image patches illustrating known domain structure are used as input in DKL analysis (shown in Figure 4c-d), the output of DKL is the property corresponding to these structures. In DKL train phase (Figure 4c), we feed the model with known structure and property, while in the prediction phase we only feed the model with known structure (Figure 4d) and allow the model to predict the corresponding property according to Eq. (4-6).

Based on the causal chain map, we performed DKL analysis to predict the morphology (lowest in causal map) from piezo properties and elastic property. Shown in Figure 3b is the DKL prediction of morphology based on amplitude (top), phase (middle), and frequency (bottom). All DKL predictions show a good consistency with the ground truth morphology. DKL uncertainty maps show that high variance mostly located in the large in-plane $a$ domain. Note that the causal chain map in Figure 3a is constructed from normalized data; the LiNGAM analysis on unnormalized data will result in a different causal chain map, as shown in Figure S1, where the morphology is sorted out from other physical properties. Nonetheless, amplitude and phase are still higher on the causal chain and frequency and Q-factor being lower.
Figure 4. Data processing and DKL analysis process. a), b), show the extraction of image patches from a full image; b), shows examples of image patch for amplitude, phase, topography, and frequency that include structural information. c), d), illustrates the DKL training and prediction processes based on the structural images.
To further illustrate this approach, we perform DKL analysis to predict the amplitude based on the polarization map. Shown in Figure 5a is the DKL prediction based on 1 % of the polarization data, where the data used for DKL analysis is marked as white dots in the ground truth amplitude in Figure 5a. The DKL prediction reconstructed the amplitude generally well when comparing with the ground truth. The DKL uncertainty map indicates higher variances in in-plane $a$ domains, which is reasonable as the in-plane polarization is not known in a vertical PFM dataset. The corresponding embedded latent variables shown in Figure 5a also illustrated nice domain structures consistent with those in the ground truth. Figure 5b shows the DKL prediction based on full polarization data. In this case, DKL reconstructed the amplitude very well and the uncertainty map shows mostly zero values everywhere. We also systematically investigated the performance of DKL prediction as a function of training data size, which are shown in Figure S3-S11. The predictive performance of DKL is represented as the mean squared error (MSE) between prediction and ground truth, with smaller MSE indicating better performance. As seen in Figure S3-S11, generally, < 10 % of data for DKL training results in a good reconstruction of the full image.
Figure 6: DKL prediction of piezoresponse based on morphology in comparison with ground truth, and corresponding DKL uncertainties and embedded latent variables. a), DKL prediction of amplitude. b) DKL prediction of phase. c) DKL prediction of polarization.

Figure 7. DKL prediction of elasticity and nonlinearity based on polarization in comparison with ground truth, and corresponding DKL uncertainties and embedded latent variables. a),
DKL prediction of elasticity that is reflected in resonance frequency map. b) DKL prediction of nonlinearity that is reflected in the SHO fitting $R^2$ map.

This approach is further extended to predict piezoresponse from morphology. In this case, large topographic patch size results in better reconstruction of piezoresponse. The results shown in Figure 6 is the prediction of amplitude, phase, and polarization from topography data with a patch size of 100*100. Shown in Figure 6a, the prediction of amplitude demonstrates a good reconstruction of a/c domains with distinct amplitude contrast in the vertical PFM. In the meantime, the DKL embedded latent variables illustrate the topographic background (compare embedded variable 1 with the topography in Figure 1a) and the a/c domain structures (embedded variable 2). In Figure 6b, the prediction of phase interestingly reconstructs the c/c domain contrast. It is generally believed that a/c ferroelastic domains are tied with topographic geometry, while this result (Figure 6b) indicates that there is also a potential relationship between c/c ferroelectric domains and topographic geometry. Embedded variables in Figure 6b also illustrate the topographic background (embedded variable 2) and the c/c domain structures. The prediction of polarization in Figure 6c is a combination of amplitude and phase, which reconstructs both a/c and c/c domains. Generally, in these DKL predictions (Figure 6), the embedded variables disentangle the pure topographic background and domain structures.

Moreover, this approach can be extended to predict elastic property and nonlinearity from piezoresponse. Shown in Figure 7a is the DKL prediction of resonance frequency from polarization, the DKL prediction mostly reconstructed the elastic variation over the image. Shown in Figure 7b is the DKL prediction of $R^2$ (R-squared for SHO fitting) of SHO fitting that is related to the nonlinearity, where the DKL prediction shows a good consistency with the ground truth. In both cases here, the embedded variables are almost identical illustrating the domain structures.

In summary, we utilized the non-gaussian linear models and deep kernel learning to analyze the causal relationships between the physical parameters in multi-channels BEPFM datasets. BEPFM offers diverse information including morphology, piezoresponse, elasticity, and nonlinearity at nanoscale levels. Our analyses using DKL demonstrated the correlation between these parameters. For example, the DKL prediction of piezoresponse from morphology and the prediction of morphology from piezoresponse indicate the mutual correlation between morphology and piezoresponse. It is generally believed that the a/c ferroelastic domains results in orientation contrast in morphology, while the effect of c/c ferroelectric domains on morphology is rarely considered. However, the DKL prediction of c/c domain structures from morphology reveals a potential interaction between c/c domains and surface geometry. This approach can also be extended to explore the physical correlations of other multi-channels datasets.
Methods:

Data analysis
The detailed methodologies of DKL analysis on BEPFM dataset are established in Jupyter notebooks and are available from https: https://git.io/Jwnqy.

PbTiO$_3$ sample
The PbTiO$_3$ film was grown by chemical vapor deposition on a SrRuO$_3$ bottom electrode on a KTaO$_3$ substrate.

BEPFM measurement
The PFM was performed using an Oxford Instrument Asylum Research Cypher microscope with Budget Sensor Multi75E-G Cr/Pt coated AFM probes (~3 N/m). Band excitation data are acquired with a National Instruments DAQ card and chassis operated with a LabView framework.
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