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Summary. — Operational risk is the risk relative to monetary losses caused by failures of bank internal processes due to heterogeneous causes. A dynamical model including both spontaneous generation of losses and generation via interactions between different processes is presented; the efforts made by the bank to avoid the occurrence of losses is also taken into account. Under certain hypotheses, the model can be exactly solved and, in principle, the solution can be exploited to estimate most of the model parameters from real data. The forecasting power of the model is also investigated and proved to be surprisingly remarkable.
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1. – Introduction

There have been many successful attempts to extend some crucial ideas and techniques of statistical mechanics to plenty of different fields, including several economic topics. The most studied subject in this context is the financial risk, related to the fluctuations of the prices of stocks and other products (see ref. [1]), while only more recently new kinds of risks [2] like credit risk and operational risk [3] have been investigated. In particular the
rise of interest in operational risk has started after that the New Basel Capital Accord [4], also known as Basel II, has prescribed banks to cope with it.

Operational risk is defined by Basel II as “the risk of [money] loss [in banks] resulting from inadequate or failed internal processes, people and systems or from external events” [4]. In this context the main goal is to determine the capital requirement, i.e. the capital that a bank has to put aside every year to cover operational losses. The capital requirement is usually identified with the Value-at-Risk (VaR) over the time horizon of one year with level of confidence 99.9%, defined as the 99.9 percentile of the yearly loss distribution, meaning that a loss larger than the VaR occurs with probability 0.01 in one year.

Perhaps the most widespread approach to operational risk is the Loss Distribution Approach (LDA) [5]. In the context of the LDA losses are classified by the business line in which the loss occurs and by its cause in 56 couples; the loss distribution of each couple is fitted from data of historical losses assuming that no correlations exist between the losses occurred in different couples. However it is easy to provide an example to show that such an hypothesis is not realistic; let us suppose that a failure occurs in the transaction control system at the time $t_1$ and repaired at the time $t_2 > t_1$, generating a loss equal to the cost of reparation; however from the time $t_1$ to the time $t_2$ some transactions may fail or may be wrongly authorized, resulting in other losses. The example shows that a crucial mechanism for the generation of losses is given by interactions which are non local in time (the time interval $[t_1, t_2]$ may last months) and non symmetrical (a failed transaction does not cause a failure in the transaction control system). There are several proposal to include the correlations among different couples in the LDA (see refs. [6, 7, 8]), but no one has reached a general consensus. Moreover the LDA is limited to give a static and purely statistical description of the losses, independent from the dynamical mechanisms behind their generation.

The approach presented in this contribution is based on a totally different framework [9]: the bank is regarded as a dynamical system whose degrees of freedom are variables representing the losses occurred in different processes (that can be thought as abstractions of the couples of the LDA) whose state is updated according to an equation of motion that includes several mechanisms for the generation of losses.

2. – The Model

The model can be considered a generalization of the one introduced in refs. [10, 11] and consists of $N$ positive real variables $l_i(t), i = 1, \ldots, N$, representing the amount of the monetary loss occurred at the time $t$ in the $i$-th process. The reason for defining $l_i(t)$ positive is that the databases of operational losses collected by banks have only positive entries: in other words the observable quantity is intrinsically positive. In the context of operational risk the most important quantity is the cumulative loss up to the time $t$: $z_i(t) = \sum_{s \leq t} l_i(s)$, since it can be taken as a measure of the capital requirement over the time horizon $t$. The values of the variables $l_i(t)$ are updated according to a discrete time equation of motion that includes two different mechanisms for the generation of losses: spontaneous generation via a noise term and interaction with other processes;
the possibility that the banks invest a fixed amount of money for unit of time to keep a process working is also taken into account. The equation of motion is:

\begin{equation}
I_i(t) = \text{Ramp} \left[ \sum_{j=1}^{N} \sum_{s=1}^{t_{ij}} J_{ij} \Theta (I_j(t-s)) + \theta_i + \xi_i(t) \right],
\end{equation}

where \( \text{Ramp}(x) = x \) for \( x > 0 \) and it is equal to zero elsewhere, while \( \Theta(x) = 1 \) for \( x > 0 \) and it is equal to zero elsewhere; the ramp function ensures that \( I_i(t) \) stays positive at all the times \( t \). As it can be seen from eq. (1), the value of \( I_i(t) \) depends on the interplay among the terms of the argument of the ramp function: the positive terms tend to generate a loss, while the negative terms tend to avoid the occurrence of a loss.

The first term accounts for potential losses generated from the interaction with other processes and it is build in the following way: if \( J_{ij} > 0 \), each loss occurred between the time steps \( t - t_{ij}^* \) and \( t - 1 \) in the \( j \)-th process generates a potential loss of amount \( J_{ij} \) in the \( i \)-th process at time \( t \); \( t_{ij}^* \) measures how much non-local in time the coupling between the \( i \)-th and the \( j \)-th process is; in general both \( J_{ij} \) and \( t_{ij}^* \) are not symmetrical. The noise term \( \xi_i(t) \) accounts for the spontaneous generation of losses (like those generated by failures or human errors) and thus must have a positive support; it is \( \delta \)-correlated in time, does not depend on time and its distribution is exponential: \( \rho(\xi_i) = \lambda_i e^{-\lambda_i \xi} \); provided that the variance of \( \xi_i(t) \) is finite, the qualitative results do not depend on its distribution and the quantitative results in ref. [12] can be easily extended. If \( \theta_i < 0 \), it can be interpreted as the amount of money per unit of time invested on the \( i \)-th process to keep it running: in fact the sum of the the interaction term and the noise has to be greater than a threshold equal to \( |\theta_i| \) to effectively generate a loss.

In ref. [12] it is shown that the model can be exactly solved, in the sense that all the moments of the distribution of \( I_i(t) \) can be calculated, provided that the matrix of couplings \( J \) satisfies the following hypothesis. Let us associate to each process a node in a graph and, if \( J_{ij} \neq 0 \), i.e. if the state of the \( i \)-th process is influenced by the state of the \( j \)-th process, let us draw a directed edge starting from the \( j \)-th node and ending to \( i \)-th node; if such graph has no loops, i.e. if it is a directed acyclic graph (see ref. [13] for some basic definitions about graphs), then the matrix of couplings \( J \) is said to have no casual loops, and all the moments of \( I_i(t) \) can be calculated. If \( J \) has no causal loops it is also true that \( z_i(t) \) is the sum of independent and identically distributed variables of finite variance and thus, via the central limit theorem, the asymptotic distribution of \( z_i(t) \) is Gaussian with \( \langle z_i(t) \rangle = t \langle I_i(t) \rangle \) and \( \text{var} z_i(t) = t \text{var} I_i(t) \). This is one of the results still holding for any distribution of \( \xi_i(t) \), provided that its variance is finite.

3. – Parameters Estimation

In ref. [12] it is shown that, in principle, some of the model parameters can be estimated from real data, i.e. from a database of operational losses. Such a database is a collection of the past losses registered inside the bank and, in order to be suitable for the estimation of the model parameters, for each loss both the process in which it has
occurred and the time at which it has occurred must have been recorded. In the estimation procedure the inverse of the frequency with which the losses have been recorded in the database is taken as the length of a time step of the model, so that the database of historical losses can be interpreted as a realization of eq. (1).

There two possible approaches to the estimation and in both of them the matrix \( t^* \) must be known; in the first one \( \lambda \) must be also known and \( \theta \) and \( J \) are estimated; in the second one \( J \) must have no causal loops and, in addition to \( \theta \) and to the non-zero elements of \( J \), the exact solution is exploited to estimate also \( \lambda \); it has to be stressed that the knowledge of the graph associated with \( J \) implies the knowledge only about which elements of \( J \) are equal to zero. Let us point out that some constraints on the possible values of the estimated parameters exist: for both the estimation approaches \( \theta \) must be negative, which is precisely the case we are interested in. Additional bounds on the values of the elements of \( J \) exist (see ref. [12]) and their interpretation is that the control exerted by the bank on the processes via \( \theta \) is so strong that the interactions alone (without the noise) are not sufficient to generate a loss.

4. – Forecasting Power and VaR

The forecasting power of the model is investigated using a simulated database of operational losses; the first step is to generate a trajectory (that will be called original trajectory) of \( T \) time steps from eq. (1), to interpret it as a database of operational losses and to estimate the parameters only from the first \( f T \) time steps \((0 < f \leq 1)\); the second step is to use the estimated parameters to calculate \( \langle z_i(t) \rangle \) and \( \text{var} z_i(t) \) by means of the exact solution (in the case in which \( J \) has no causal loops) or by sampling a great number of trajectories from eq. (1) and compare it to the original trajectory, also to the part not used to estimate the parameters. If \( f = 1 \) it reduces to a validation test for the estimation of the parameters.

The whole procedure is carried over in ref. [12] for \( N = 5 \), using the first approach to the estimation of parameters: we suggest to consult that reference for all the details, including the parameters used to generate the original trajectory which have been chosen to be compatible with the bounds illustrated in section 3. Here we present only the results relative to the process 4 and 5 discussed in ref. [12], the processes with the most complicated interactions. In fig. 1 it is shown that the cumulative loss relative to the original trajectory is indistinguishable from \( \langle z_i(t) \rangle \) within an error smaller than \( \sigma_{z_i}(t) = \sqrt{\text{var} z_i(t)} \), both for \( f = 0.75 \) and for \( f = 1 \), showing that the model has a remarkable forecasting power. Analogous results are obtained for the other processes.

As briefly discussed in section 1, the most widely used measure of the capital requirement is the VaR with level of confidence 99.9 over the time horizon of one year. For our model the VaR over the time horizon \( t \) is the 99.9 percentile of the distribution of \( z_i(t) \) and, since the distribution of \( z_i(t) \) is Gaussian, for large \( t \) the VaR is approximately equal to \( \langle z_i(t) \rangle + 3 \sigma_{z_i}(t) \); once the link between the length of a time step and the real time has been established as pointed out in section 3, the VaR over the desired time horizon can be calculated. However in our case the estimation procedure has been carried out with simulated data and, since no real time scale is available, it is reasonable to calculate
Fig. 1. – Cumulative loss of the original trajectory (solid line) and $\langle z_i(t) \rangle$, the average of $z_i(t)$ obtained estimating the parameters from the original trajectory, for $f = 1$ (dashed line) and $f = 0.75$ (dash-dotted line); the limits of the semi-transparent regions are $\langle z_i(t) \rangle \pm \sigma_{z_i}(t)$, for $f = 1$ (dark grey) and $f = 0.75$ (light grey); $z^*_i(t)$ is reproduced with an uncertainty which is far less than $\sigma_{z_i}(t)$ and the error regions overlap almost completely.

the VaR over the time horizon $T$. In ref. [12] it is shown that the relative error between the VaRs over the time horizon $T$ relative to $f = 1$ and $f = 0.75$ is $\simeq 10^{-3}$ for all the processes, showing that also the capital requirement can be reliably forecast.

* * *
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