Learning based multi-scale feature fusion for retinal blood vessels segmentation
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Abstract
Many eye-related diseases will lead to blindness or worse when it is lack of treatment in the early stages of the disease. Retinal vessel is important for doctors to detect eye diseases, even though the increase of some thin vessels may also mean the occurrence of certain diseases. Therefore, automatic retinal vessel segmentation is of great help to doctors in diagnosing diseases. In this paper, an automatic vessel segmentation method is proposed for retinal image, which is based on support vector machine combining multi-scale feature fusion model and B-COSFIRE filter response. Firstly, the inverted green channel image is enhanced by B-COSFIRE filter to strengthen bar-like vessel structures. Then the features are extracted by means of line operator in a multiresolution way, namely that each filtered image is down-sampled to cover a wider area, hence each sampled pixels can obtain not only the global but also local information. Then the final obtained features from three scales together along the depth direction are combined to train the SVM model. Finally, we use the classifier model to predict blood vessels. The proposed algorithm is evaluated on the public available fundus images datasets (DRIVE: Precision = 0.8657, Se = 0.7088, Sp = 0.9660 and ACC = 0.9900; STARE: Precision = 0.8782, Se = 0.6189, Sp = 0.9908 and ACC = 0.9494). The experiment results show that our proposed algorithm has effects on retinal vessels segmentation.
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Introduction
Automatic retinal blood vessels segmentation is good for the detection of vascular diseases such as cardiovascular and cerebrovascular diseases, diabetes, and ophthalmological diseases. But manual vessel segmentation for retinal image is time consuming and laborious tasks. Therefore, the automatic retinal vessel segmentation provides a convenient way to assist doctors’ analysis and follow-up treatment.\textsuperscript{3–5}

Many automatic retinal vessel segmentation methods\textsuperscript{5–7} have been proposed. The current retinal vessel segmentation methods are mainly divided into two categories: unsupervised methods and supervised methods.

The unsupervised methods mainly utilize the features to segment retinal blood vessels without training sample. Sahin et al.\textsuperscript{8} proposed a multi-scale segmentation algorithm combining hybrid region merging with watershed segmentation. Liu et al.\textsuperscript{9} proposed a threshold segmentation method based on principal component, which use singular value decomposition (SVD) algorithm to accurately locate the principal component and reduce the synthesis strength through threshold segmentation. Pin et al.\textsuperscript{10} utilized wavelet decomposition and multi-scale region-growing to derive regions of interest for accurate location. Dong et al.\textsuperscript{11} utilized a novel sub-Markov random walk algorithm with prior label to iron out slender object segmentation. Shafiullah et al.\textsuperscript{12} concatenated local and global information to do intensity inhomogeneous image segmentation. Montuoro et al.\textsuperscript{13} proposed a surface segmentation model based on graph theory algorithm. Saroj et al.\textsuperscript{14} used principal
component analysis (PCA) method to transform original color image into gray-scale image and designed Fréchet matched filter to select best parameters.

Compared with unsupervised methods, supervised learning methods are to learn vessel features from a plenty of labeled training images or to train vessel pixel classifier model for vessel segmentation. The existing supervised methods can be divided into deep learning related methods and traditional machine learning methods. Hinton et al.\cite{20} formally proposed the concept of deep learning in 2006 and the deep learning method immediately attracted great repercussions in the academic circle. Since Alexnet\cite{21} won the famous Imagenet image recognition competition in 2012, the deep learning algorithm has stood out in the world competition and once again attracted the attention of academia and industry in the field of deep learning. Deep learning algorithms have increasingly been developed. In deep learning related methods, deep convolutional neural network had superior performance on a variety of tasks in image processing and computer vision. Ronneberger et al.\cite{22} proposed a u-shaped deep learning network called U-net, which only need a small amount of image to train the model, and it can obtain good segmentation accuracy. Some similar networks have been proposed one after another, such as V-Net\cite{23}, Res-U-Net\cite{18}, U-Net++\cite{24}. Ma et al.\cite{25} proposed a multi-task segmentation method that can segment blood vessels while also distinguishing arteries and veins. Liskowski et al.\cite{7} used the deep learning method to do multi-pixel classification, which can train large samples. These methods can achieve satisfactory performance, but they need a highly configured running environment. Many traditional machine learning methods work well for medical image processing tasks. For instance, the support vector machine (SVM) is extensively used in retinal blood vessel segmentation owing to its great performance. Ricci et al.\cite{26} proposed a retinal vessels segmentation method with SVM. Aiping et al.\cite{27} proposed a novel pixel-wise SVM classifier to extract multiple morphological characteristics of tumor nests and segment tumor nests and stroma from images. Wang et al.\cite{28} proposed a method which possessed corrected morphological transformation and fractal dimension. Li et al.\cite{29} designed a new deep network to segment retinal blood vessels through cross-modality data conversion, which has strong induction ability. M. Liu et al.\cite{30} proposed a multi-template method based on relational induction to obtain important structural information in order to maximize performance.

In this paper, a supervised learning method based on the SVM is proposed, which combines B-COSFIRE (the Combination of Shifted Filter Responses with B standing for bar, which is an abstraction for a vessel) filter and multi-scale features fusion. Firstly, the B-COSFIRE filter is used for the retinal image to increase the contrast information of vascular structure and non-vascular areas. Secondly, considering the particularity of retinal vascular structure, the image features are extracted by improved line operator and the image is convoluted with 12 rotated versions of 2D matched filter impulse response. And the maximum response relative to angle is reserved. The multi-scale features fusion is used to obtain not only the global but also local information. Then the training dataset is composed of multi-scale feature vectors and filtered images to train the SVM classifier. Finally, vascular classification results for retinal vessel images are obtained by SVM classifier. And the image binarization operation is done by post processing operation for obtaining final vessel tree.

**Method**

Our goal here is to obtain satisfactory vessel segmentation result by SVM method\cite{32} for retinal image. In our proposed method, we adopt two stages retinal blood vessel segmentation method: train stage and test stage. There are four main processes. (1) Image enhancement. This is a preprocessing operation to increase the contrast information of vascular structure and non-vascular areas by B-COSFIRE filter for inverted green channel image. (2) Multi-scale features fusion. The features are extracted by means of line operator from filtered image in a multiresolution way to obtain not only the global but also local information. (3) Train SVM classifier. The filtered image and the corresponding extracted features are combined as the train data to train a SVM classifier. (4) Application of SVM classifier. The final segmentation image is obtained by SVM classifier from training stage. And the test data is done by using the same operation as the training stage. It includes image enhancement, multi-scale features fusion and train SVM classifier in training stage. It includes the image enhancement, multi-scale features fusion and application of SVM classifier in testing stage. The schematic illustration of the proposed segmentation process is showed in Figure 1, and we will elaborate on our proposed supervised learning method hereinafter.

**Train stage**

*Image enhancement.* Considering the linear characteristics of retinal blood vessels, two line operators are utilized to calculate the feature vector instead of one line operator. Firstly, we used the all-green channel image throughout the training and testing process considering the noise of red channel and blue channel. The results of image preprocessing are shown in Figure 2. Then the inversion method is used to increase the contrast information of vascular structure and non-vascular areas. Then B-COSFIRE filter\cite{31,33,34} is used for distinguishing blood vessels from non-vascular information, which is a kind of two line detectors and effective to detect strip structures.
The filter is defined by the product of a set of Gaussian differential (DoG) filter responses to achieve B-COSFIRE response. For a retinal image \( I(x, y) \), \((x, y)\) is the intensity in pixel point \( p \). And the filtering formula is defined as follow:

\[
\text{DoG}_\sigma(x, y) = \frac{1}{2\pi\sigma^2} \exp\left(-\frac{x^2 + y^2}{2\sigma^2}\right) - \frac{1}{2\pi(0.5\sigma)^2} \exp\left(-\frac{x^2 + y^2}{2(0.5\sigma)^2}\right) 
\]

(1)

Here, \( \sigma \) is the standard deviation of the Gaussian function. The convolution formula of DoG filter is defined as follow:

\[
C_\sigma(x, y) \overset{\text{def}}{=} |I \ast \text{DoG}_\sigma|^+
\]

(2)

\( C_\sigma(x, y) \) is obtained by convolution of the inverted green channel image and the DoG filter with kernel function \( \text{DoG}_\sigma(x - x', y - y') \). \((x', y')\) is the intensity in pixel point \( q \). Figure 3 shows the B-COSFIRE’s selective configuration for vertical bars. The support area center is symbolized by a cross sign “1”. The rest of points represent the points of interest where the strongest DoG response is obtained along a concentric circle. As shown in Figure 4, the black dot is DoG filter support center and each gray circle represents a DoG filter. The B-COSFIRE combines each group responses of DoG filters by multiplication. Fuzzy DoG response and shift operation are added to increase the fault tolerance of B-COSFIRE. The fuzzy operation is to calculate the maximum weighted threshold response of the DoG filter. The shift operation is to offset each fuzzy DoG response. According to different vessel directions, 12 directions of the rotating filter are set to select the maximum value. In principle, the B-COSFIRE cannot get a response at the end of the strip (or vessel). However, the B-COSFIRE can also obtain the information of vascular endings owing to the noise background in the retinal image. Then another B-COSFIRE filter is added to tack the problem. Therefore, the final feature map \( I' \) as shown in Figure 5 is obtained by two B-COSFIRE responses.

**Multi-Scale Feature Fusion.** Linear feature extraction is done by linear operator for the feature map images. These features are extracted by means of line operator in a
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**Figure 1.** The schematic illustration of the proposed segmentation process: (1) Image enhancement, (2) Multi-scale features fusion, (3) Train SVM classifier, and (4) Application SVM classifier.

![Figure 2](image2.png)  
**Figure 2.** The results of image preprocessing. From left to right, (a) is original image, (b) is the retinal image of the extracted green channel part, (c) is the inversion image after extracting green channel, respectively.
multi-resolution way, namely that each filtered image is
down-sampled to cover a wider area, hence each sampled
pixels can obtain not only the global but also local
information.

For calculating the corresponding line strength to each
pixel on the feature map, we first calculate the average gray
value of point in different directions to obtain the line inten-
sity $S(x, y)$ of each target pixel point $(x, y)$. When calculating
the average gray value of point $(x, y)$, we extract patches of
different sizes according to different scales. For instance,
when the scale is 15, the patch size is $15 \times 15$. The others are
$7 \times 7$ and $23 \times 23$, respectively. And 12 directions are used to
evaluate the line intensity of black point pixels (the angular
resolution is $15^\circ$) and find out the direction of the maximum
average gray level of point $(x, y)$ by the value of the
maximum average gray level. If the selected line is parallel
to the blood vessel, the line intensity will reach the
maximum value as shown in Figure 6(a). Otherwise,
the selected line would overlap with the blood vessel and
the intensity of corresponding line will decrease. Then the
vascular pixels and non-vascular pixels are distinguished by
calculating line strength.

$L(x, y)$ and $N(x, y)$ respectively represent the maximum
average gray value, the average gray value in the square
window that the size is equal to $L$. The calculation
formula of line strength is:

$$S(x, y) = L(x, y) - N(x, y)$$

(3)

The orthogonal line is also considered to distinguish the
large bright vessels and dark thin vessels since they have
similar intensity, which is showed in Figure 6(b). The
selected orthogonal line is 3 pixels and its average gray
level is represented by $L_0(x, y)$. By subtracting the
average intensity of the square window again, the orthog-
onal line intensity can be obtained:

$$S_0(x, y) = L_0(x, y) - N(x, y)$$

(4)

Next, for reducing errors of feature extraction in the optic
disc, a feature vector near $V = [S(x, y), S_0(x, y), I'(x, y)]$
is constructed. Where, $S(x, y),$ $S_0(x, y)$ and $I'(x, y)$ represent
line intensity, orthogonal line intensity, and gray value of
the pixel point $p$ in feature map, respectively.

Generally, smaller scale sampling can observe the details
of the image while larger scale sampling can grasp the
overall characteristics of the image. In the single scale seg-
mentation, the line operator of length 15 pixels performs

---

Figure 3. B-COSFIRE’s selective configuration.

Figure 4. Schematic diagram of B-COSFIRE.

Figure 5. The results of image enhancement with B-COSFIRE for two images from datasets DRIVE and STARE. And (a) is
original image from DRIVE, (b) is (a) corresponding filtered image, (c) is original image from STARE, (d) is (c) corresponding filtered image.
best. Compared with single scale sampling, multi-scale sampling can obtain the global and local information. We chose a lot of different scales and the three scales of 7, 15 and 23 works best. Then the final obtained features from three scales together along the depth direction with the feature map image is integrated to train the SVM classifier.

Train SVM classifier. The feature map of linear features extracted from three different scales and extracted gray image from original image are used for fusion operation, and the feature map obtained is used as the input of SVM classifier for image segmentation. Usually, SVM$^{32}$ is used for settling the problem of binary classification of data. N samples are input and the label of output samples is represented by $\{+1, -1\}$. Taking the training samples as the research object, a hyperplane $W^TX + b = 0$ is found in the feature space of the samples to effectively separate the labels $+1$ and $-1$ of the two types of samples.

Table 1. The performance for the proposed method on DRIVE dataset. The best results are shown in bold.

| Testing pictures | Precision | Sensitivity | Specificity | Accuracy       |
|------------------|-----------|-------------|-------------|----------------|
| 1                | 0.8480    | 0.7364      | 0.9876      | 0.9654         |
| 2                | **0.9404**| 0.6912      | **0.9950**  | 0.9645         |
| 3                | 0.8632    | 0.7195      | 0.9889      | 0.9649         |
| 4                | 0.9203    | 0.6755      | 0.994       | 0.9664         |
| 5                | 0.9125    | 0.7135      | 0.9940      | 0.9712         |
| 6                | 0.8850    | 0.6589      | 0.9912      | 0.9603         |
| 7                | 0.8328    | 0.7403      | 0.9885      | 0.9708         |
| 8                | 0.7535    | 0.7421      | 0.9827      | 0.9667         |
| 9                | 0.8581    | 0.6783      | 0.9901      | 0.9650         |
| 10               | 0.8467    | 0.7389      | 0.9897      | **0.9717**     |
| 11               | 0.8705    | 0.7098      | 0.9904      | 0.9671         |
| 12               | 0.8263    | 0.7580      | 0.9861      | 0.9678         |
| 13               | 0.9181    | 0.6216      | 0.9936      | 0.9561         |
| 14               | 0.8141    | 0.7682      | 0.9858      | 0.9696         |
| 15               | 0.8120    | 0.6769      | 0.9874      | 0.9642         |
| 16               | 0.8851    | 0.7272      | 0.9912      | 0.9687         |
| 17               | 0.8080    | **0.7729**  | 0.9853      | 0.9696         |
| 18               | 0.9056    | 0.7119      | 0.9925      | 0.9667         |
| 19               | 0.9198    | 0.6905      | 0.9934      | 0.9633         |
| 20               | 0.8944    | 0.6451      | 0.9922      | 0.9601         |
| Mean±std         | **0.8657±0.047** | **0.7088±0.1591** | **0.9900±0.2158** | **0.9660±0.2106** |

Figure 6. Linear feature extraction. (a) is the selected line (15 gray point pixels) of blood vessel, (b) is orthogonal line (3 gray point pixels).
Table 2. The performance for the proposed method on STARE dataset. The best results are shown in bold.

| Testing pictures | Precision   | Sensitivity | Specificity | Accuracy   |
|------------------|-------------|-------------|-------------|------------|
| 15               | 0.9253      | 0.6426      | 0.9926      | 0.9487     |
| 16               | **0.9640**  | 0.481       | **0.9968**  | 0.9182     |
| 17               | 0.9372      | 0.6107      | 0.9938      | 0.9436     |
| 18               | 0.8984      | **0.6990**  | 0.9948      | **0.9765** |
| 19               | 0.7820      | 0.6860      | 0.9872      | 0.9683     |
| 20               | 0.7623      | 0.5932      | 0.9795      | 0.9410     |
| Mean±std         | **0.8782±0.085** | **0.6189±0.078** | **0.9908±0.006** | **0.9494±0.021** |

**Table 3.** The comparison of experimental results between different other methods and our proposed method with and without B-COSFIRE(BC), with and without multiresolution manner(MSM) on DRIVE dataset. The best results are shown in bold.

| Algorithm         | Precision | Sensitivity | Specificity | Accuracy   |
|-------------------|-----------|-------------|-------------|------------|
| YAN\textsuperscript{35} | -         | 0.7631      | 0.9820      | 0.9538     |
| Fu\textsuperscript{36}  | -         | 0.7603      | -           | 0.9523     |
| Orlando\textsuperscript{37} | 0.7854    | **0.7897**  | 0.9684      | -          |
| Budai, A\textsuperscript{38} | -         | 0.644       | 0.987       | 0.9572     |
| Chakraborty\textsuperscript{39} | -         | 0.7205      | 0.9579      | 0.9370     |
| Our method w/o BC and MSM | 0.8409    | 0.615       | 0.9882      | 0.9554     |
| Our method w/o MSM        | 0.8572    | 0.6933      | 0.9889      | 0.9628     |
| **Our method**           | **0.8657**| **0.7088**  | **0.9900**  | **0.9660** |
sampled pixels obtain not only the global but also local information.

Then, we compared the performance of different procedures in our method with several state-of-the-art blood vessels segmentation methods by four evaluation criteria on DRIVE dataset: (1) our method without BC and MCM is single scale without B-COSFIRE, (2) our method without MCM is single scale with B-COSFIRE, (3) our method combines multi-scale and B-COSFIRE. We provided the vascular segmentation results of DRIVR dataset, as shown in Table 3, Figure 7 and Figure 8. And we also compared the performance of our best method with several state-of-the-art blood vessels segmentation methods by four evaluation criteria on STARE dataset. The segmentation results of retinal vessels in STARE dataset are shown in Table 4. It is shown that our method is effective for improving the performance including precision, specificity and accuracy by using B-COSFIRE operation and multiresolution manner.

The exemplar results of vessel segmentation are given in Figure 7. For the first row, it is the original retinal fundus image, the manual annotation, the segmented result, and the highlighted differences between the manual annotation and the segmented result, respectively. And for the second row, they are local enlarged results from the first row images. For the highlighted differences image, the red color pixels indicate that vessels are correctly classified as blood vessel pixels, while green color pixels indicate that background pixels are incorrectly classified as blood vessel pixels and the blue color pixels indicate that vessels pixels are incorrectly classified as background pixels.

The segmentation results are shown in Figure 8 and Figure 10. It shows segmentation results with our different procedures compared with the ground-truth, which is selected by the best and worst segmentation map among all segmentation evaluation criteria for test images in the DRIVE database. In Figure 8, column (a) are original retinal images, column (b) are manual segmentation images, column (c) are the segmentation images using single scale without B-COSFIRE filtering, column (d) are the segmentation images using single scale after B-COSFIRE filtering, respectively. Column (e) in Figure 8 are the segmentation images after B-COSFIRE filtering with multiresolution manner. And in column (e), the first row is the test image with the highest precision and specificity in the DRIVE testset, which are 0.9404

### Table 4. The comparison of experimental results between different other methods and our proposed method with B-COSFIRE(BC) and multiresolution manner(MSM) on STARE dataset. The best results are shown in bold.

| Algorithm     | Precision | Sensitivity | Specificity | Accuracy |
|---------------|-----------|-------------|-------------|----------|
| YAN\(^{35}\)  | 0.7735    | 0.9857      | 0.9636      |          |
| Fu\(^{36}\)   | 0.7412    | -           | -           | 0.9585   |
| Orlando\(^{37}\)  | 0.7740    | 0.7680      | 0.9738      | -        |
| Budai, A\(^{38}\) | -        | 0.58        | 0.982       | 0.9339   |
| Chakraborti\(^{39}\) | -        | 0.6786      | 0.9586      | -        |
| our method    | 0.8782    | 0.6189      | 0.9908      | 0.9494   |

**Figure 7.** Exemplar result of vessel segmentation on DRIVE. For the first row, from left to right: the retinal image, the manual annotation, the segmented result using our proposed method, and the highlighted differences between manual annotation and the segmented image using proposed method, respectively. For the second row, they are the locally enlarged results from the images of the first row.
and 0.9950 respectively. And the test images with the highest sensitivity and accuracy criteria are displayed in the second and third lines, with sensitivity and accuracy of 0.7729 and 0.9717 respectively. The fourth row is the test image with lowest precision and specificity, which are 0.7585 and 0.9827 respectively. And the last row is the test image with lowest sensitivity and accuracy criteria, which are 0.6216 and 0.9561 respectively. It is shown that, (1) the performance of the proposed procedure is gradually improved as more procedures are trained with additional features which are obtained by multiresolution manner. (2) The B-COSFIRE filtering can improve the performance for the vessel segmentation. And in Figure 9, it shows segmentation results with our best model procedure 3 compared with the

Figure 8. The vessel segmentation results for retinal images in DRIVE dataset. From left to right, (a) is original image, (b) is manual segmentation image, (c) is our method without BC and MCM, (d) is our method without MCM, (e) is our method, respectively.
Figure 9. The vessel segmentation results for retinal images in STARE dataset. From left to right, (a) is original image, (b) is manual segmentation image, (c) is the segmented image by our proposed method, (d) is the highlighted differences between manual annotation and the segmented image using our proposed method, respectively.

Figure 10. The comparison with different procedure in DRIVE dataset. Evaluation criteria are precision, sensitivity, specificity and accuracy, respectively.
ground-truth for test images in STARE dataset. From left to right in Figure 9, column (a) are original retinal images, column (b) are manual segmentation images, column (c) are the segmented images by our proposed method, column (d) are the highlighted differences between manual annotation and the segmented image using our proposed method, respectively.

Conclusion

In this paper, we propose an automatic vessel segmentation method for retinal fundus image, which is founded on support vector machine combining multi-scale feature fusion model and B-COSFIRE filter response. Firstly, the inverted green channel part of images are extracted and the B-COSFIRE filter was utilized to strengthen bar-like vessel structures. Then the features are extracted by line operator in a multiresolution manner. Then the final obtained features from three scales together along the depth direction is combined to train the SVM classifier model. Finally, the classifier is utilized to predict the vessel map. It is shown that our proposed procedure has effect on achieving higher performance from experimental results. And the decrease of sensitivity is mainly due to the omission of small blood vessels, which will be the key point of the future work. The effect of our method to strengthen the sensitivity in retinal fundus images which have lesions is scant. And deep learning algorithms, especially U-Net,22 and U-shaped improved network algorithms, have been proven to be effective way to segment medical image in recent years. In the future, we will investigate and study how to improve U-shaped networks instead of SVM to train more efficient models for better retinal images segmentation in the future work.
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