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Abstract. The so-called method of phase synchronization has been advocated in a number of papers as a way of decoupling a system of linear second-order differential equations by a linear transformation of coordinates and velocities. This is a rather unusual approach because velocity-dependent transformations in general do not preserve the second-order character of differential equations. Moreover, at least in the case of linear transformations, such a velocity-dependent one defines by itself a second-order system, which need not have anything to do, in principle, with the given system or its reformulation. This aspect, and the related questions of compatibility it raises, seem to have been overlooked in the existing literature. The purpose of this paper is to clarify this issue and to suggest topics for further research in conjunction with the general theory of decoupling in a differential geometric context.

1. Introduction. In a series of papers, a number of authors have discussed techniques for decoupling the equations of motion of \( n \)-degree-of-freedom damped linear systems. We will take [13] as our starting reference, merely because it contains an accessible survey of the main formulas involved in the so-called method of phase synchronization, to which we can refer also for notations. But the original ideas which lead to this method go back to [5, 6, 10, 11] and possibly more references therein.
There is no doubt that the elegant explicit formulas concerning this phase synchronization have great merits for actually solving linear second-order equations, more particularly for developing efficient computer algorithms for doing so numerically. Yet, from an intrinsic mathematical point of view, there are two features about this literature which look puzzling. One is that there is a fairly complete looking literature about decoupling general (non-linear) second-order equations, which seems to have remained unnoticed by the authors in this field (see e.g. the review paper [14] for a survey of some foundational references on this topic). Admittedly, this by itself is rather a side issue, because the method of phase synchronization for linear systems is a technique which would in a way be excluded from the start in this other part of the literature, where differential geometry is the proper environment for the
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study of second-order differential equations (SODEs). Briefly, a SODE lives on the tangent bundle of a differentiable manifold when it is autonomous, or on the first-jet bundle of a manifold fibred over $\mathbb{R}$ when explicit time-dependence is added to the picture. In both environments, it is natural to restrict coordinate transformations to be only of point-type, i.e. not depending on velocities, because these are the transformations which preserve the second-order character of SODEs. The linear transformations needed for phase synchronization, on the other hand, essentially depend on velocities. Yet, the authors in that field claim that the original linear SODE in such a way “is transformed into a new one which is completely decoupled”. This brings us to the second puzzling feature referred to above: it cannot be quite the right terminology to say this! The point is this: there are in fact two SODEs which are associated to the transformation under consideration (under appropriate regularity assumptions), one is solely determined by the transformation in itself, the other one comes from applying the transformation to the given SODE indeed. For this reason, the whole procedure is only unambiguously defined when certain compatibility conditions are satisfied. That again is a feature which seems to have remained completely unnoticed in the literature.

We start in the next section with a brief summary of the formulas involved in the method of phase synchronization for solving linear SODEs. In Section 3, we analyze the compatibility problem and illustrate different aspects of it by a number of examples in Section 4. In Section 5, we first present a brief overview of the differential geometric theory of separability of a SODE through an appropriate coordinate transformation. As indicated above, however, this cannot possibly cover what is happening in the method of phase synchronization. But we do succeed in presenting also a somewhat different differential geometric setting where such a mapping does make sense.

2. Phase synchronization for linear systems. To the best of our knowledge, the term phase synchronization was linked to a form of decoupling of linear SODEs for the first time in [5]. That may sound like a strange terminology for a method of decoupling, but its origin somehow simply comes from analyzing the solutions of the system under consideration. For the overlooked aspects of the method we wish to discuss in the next section, it is sufficient that we limit ourselves to the generic case of linear homogeneous SODEs with constant (real) coefficients. Also the case of so-called defective systems [4] is more like a side-issue here and will not be considered.

So, in the notations of [13], consider an autonomous linear system

$$\ddot{q} + C \dot{q} + K q = 0, \quad q \in \mathbb{R}^n.$$  \hfill (1)

Differential equations of this type model mechanical systems with both conservative ($-K q$) and non-conservative forces ($-C \dot{q}$). In the papers on the method of phase synchronization, it is often assumed that $C$ and $K$ are both symmetric; and the matrices are referred to as the damping and stiffness matrices. The classical terminology is that we have dissipation of Rayleigh type (see e.g. [3]). But, since systems (1) with a gyroscopic force (where $C$ is skewsymmetric) are of equal importance in the literature (see e.g. [1, 12]), we will make no assumption on $C$ (or $K$) here.

In the engineering literature, modal analysis is the term which is used when decoupling is possible by a point transformation. It requires that $C$ and $K$ commute plus some other conditions (cfr. our brief review in Section 5). Leaving that well-known situation aside, the basic idea of the phase synchronization approach is
simply: start by looking for a particular solution of the form \( q = (\exp \lambda t) v \). This gives rise to the following quadratic eigenvalue problem:

\[
(\lambda^2 I + \lambda C + K) v = 0,
\]

(2)

and we assume for simplicity that all its solutions are distinct (real or complex). The claim in the technique of phase synchronization then is that there is a linear invertible transformation of the form

\[
q = T_1 p + T_2 \dot{p},
\]

\[
\dot{q} = T_3 p + T_4 \dot{p},
\]

(3)

where the \( T_i \) are real \( n \times n \) matrices, which will transform (1) into a decoupled system:

\[
\ddot{p} + D \dot{p} + B p = 0,
\]

(4)

i.e. the matrices \( D \) and \( B \) will be real and diagonal. In fact, quite remarkably, an explicit solution is known for the matrices \( T_i \) that will do the job. Various qualitative aspects of solving the quadratic eigenvalue problem (2) and coming to the “state space formulation of phase synchronization” (3) were discussed in [5, 6, 10, 11]. The explicit results can be summarized as follows.

The quadratic eigenvalue problem (2) has \( 2n \) solutions. Complex ones appear in pairs (say \( 2c \)) of complex conjugate numbers. To fix the idea, denote the ones with positive imaginary part, in decreasing or increasing order by \( \lambda_1, \ldots, \lambda_c \), and their conjugates by \( \lambda_{n+j} = \bar{\lambda}_j, j = 1, \ldots, c \). Split the remaining \( 2r \ (r + c = n) \) real eigenvalues also in pairs \( (\lambda_j, \lambda_{n+j}) \) for \( j = c + 1, \ldots, n \) (preferably in a certain order). Denote corresponding eigenvectors by \( v_j, v_{n+j}, j = 1, \ldots, n \). Now introduce the following matrices:

\[
\Lambda_1 = \text{diag} [\lambda_1, \ldots, \lambda_n] \quad \Lambda_2 = \text{diag} [\lambda_{n+1}, \ldots, \lambda_{2n}],
\]

(5)

and

\[
V_1 = [v_1, \ldots, v_n] \quad V_2 = [v_{n+1}, \ldots, v_{2n}].
\]

(6)

Then the claim is that the original equations (1) are transformed into the decoupled ones (4), with

\[
D = -(\Lambda_1 + \Lambda_2), \quad B = \Lambda_1 \Lambda_2,
\]

(7)

and the transformation matrices \( T_i \) which do the job are given by

\[
T_1 = (V_1 \Lambda_2 - V_2 \Lambda_1)(\Lambda_2 - \Lambda_1)^{-1},
\]

\[
T_2 = (V_2 - V_1)(\Lambda_2 - \Lambda_1)^{-1},
\]

\[
T_3 = (V_1 - V_2)(\Lambda_1 \Lambda_2)(\Lambda_2 - \Lambda_1)^{-1},
\]

\[
T_4 = (V_2 \Lambda_2 - V_1 \Lambda_1)(\Lambda_2 - \Lambda_1)^{-1}.
\]

(8)

Explicit expressions for the matrices of the inverse transformation of (3) can be found e.g. in [13] as well.

In retrospect, it should perhaps not come as a surprise that every linear system like (1) can be replaced by a set of decoupled equations, once you have managed to solve the original equations explicitly. But what is extra appealing here is the availability of an explicit so-called state space transformation (3, 8), associated to this solution. That is why we think it is relevant to understand and be aware of some features of this transformation which have been hidden so far.
3. **Compatibility aspects.** Let’s have a closer look at transformations of the form (3) with constant coefficient matrices in all generality. Taking a derivative of the first relation $\mathbf{q} = T_1 \dot{\mathbf{p}} + T_2 \ddot{\mathbf{p}}$, we get

$$\dot{\mathbf{q}} = T_1 \dot{\mathbf{p}} + T_2 \ddot{\mathbf{p}}. \quad (9)$$

Identification with the second relation $\dot{\mathbf{q}} = T_3 \mathbf{p} + T_4 \dot{\mathbf{p}}$ then leads to

$$T_2 \ddot{\mathbf{p}} + (T_1 - T_4) \dot{\mathbf{p}} - T_3 \mathbf{p} = 0. \quad (10)$$

Hence, provided that $T_2$ is non-singular, the transformation under consideration defines a regular SODE by itself. This is of course a specific feature of the non-point character of the transformation, since (10) will not occur when $T_2 = T_3 = 0$ and $T_4 = T_1$.

On the other hand, taking a derivative of the second relation, we get

$$\ddot{\mathbf{q}} = T_3 \dot{\mathbf{p}} + T_4 \dddot{\mathbf{p}}. \quad (11)$$

Inserting (3) and (11) into the original equation (1), it transforms into

$$T_4 \dddot{\mathbf{p}} + (T_3 + C T_4 + K T_2) \dot{\mathbf{p}} + (C T_3 + K T_1) \mathbf{p} = 0, \quad (12)$$

which gives another regular SODE provided that $T_4$ is non-singular, and could be termed the transformed equation.

For this to make any sense, however, it is obvious that (10) and (12) must be compatible, in one of the two possible interpretations which will now be explored. In the generic case that both $T_2$ and $T_4$ are non-singular, the compatibility conditions read:

$$T_2^{-1}(T_1 - T_4) = T_4^{-1}(T_3 + C T_4 + K T_2)$$

$$-T_2^{-1}T_3 = T_4^{-1}(C T_3 + K T_1). \quad (13)$$

So in general, there seems to be some freedom in this process since we have two conditions for four unknowns. It might be tempting, for example, to say: $T_2$ and $T_4$ can be chosen arbitrarily (non-singular) and then (13) serves to find meaningful options for $T_1$ and $T_3$. Of course, we are not necessarily talking then about the specific purpose of arriving at decoupled equations.

Going back to the strategy leading to the specific transformation (8), it can be verified, always under the same regularity assumptions, that these explicit expressions for the $T_i$ effectively satisfy the conditions (13). However, the following immediate remarks naturally pop up then:

- The freedom of choice of a factor in selecting eigenvectors always makes it possible to make either $T_2$ or $T_4$ singular.
- It is not difficult to construct an example where both $T_2$ and $T_4$ are singular!

These are elements which make that it is not quite right to say that a ‘state space transformation’ like (3) transforms the original SODE (1) into decoupled equations (4). Let’s think for a moment about the case $n = 2$ for simplicity. When $T_4$ is singular, for example, the ‘transformed equation’ (12) contains only one expression and needs the assistance of (10) to arrive at a 2-dimensional SODE again. And when both $T_2$ and $T_4$ are singular, both (10) and (12) have only one independent expression, each possibly involving $p_1$ and $p_2$. It is then only after joining these two that we see a system emerge that can be rewritten into a decoupled form (see the examples in the next section).
The above observations prompt us for a second possible way of looking at the compatibility conditions. In fact, the claim is essentially that there exist two diagonal matrices $D$ and $B$, say of the form (7) which define a decoupled system (4) associated to the original SODE (1). Substitution of (4) into (10) and (12) leads to the requirements

\[
T_2 \ddot{p} + (T_1 - T_4) \dot{p} - T_3 p = T_2 (\dot{p} + D \dot{p} + B p), \\
T_4 \ddot{p} + (T_3 + C T_4 + K T_2) \dot{p} + (C T_3 + K T_1) p = T_4 (\dot{p} + D \dot{p} + B p).
\]

(14)

Identification of coefficients then requires

\[
T_3 = -T_2 B \quad \text{and} \quad T_1 = T_4 + T_2 D
\]

(15)

from the first, and likewise from the second:

\[
T_4 D = T_3 + C T_4 + K T_2 \quad \text{and} \quad T_4 B = C T_3 + K T_1.
\]

(16)

From this perspective, the compatibility requirements (13) are replaced, for example, by conditions which follow from substituting $T_3$ and $T_1$ from (15) into (16), which results in

\[
T_4 D + T_2 B = C T_4 + K T_2, \\
T_4 B = -C T_2 B + K (T_4 + T_2 D).
\]

(17)

There is then no problem to deal with situations where $T_2$ and/or $T_4$ are singular, but the main point we are making here is that there still is an interesting compatibility issue. In all generality, it could be the main tool for finding suitable transformations, whatever the specific objective is for the matrices $D$ and $B$ in the new equation. But let us stick to the purpose of decoupling here, meaning that $D$ and $B$ must be diagonal and thus can just as well be represented as sum and product of as yet undetermined diagonal matrices $\Lambda_i$ as in (7). We shall illustrate that one can then obtain the quadratic eigenvalue problem (2) purely from manipulations of the conditions (17).

Substituting (7) into (17), we are looking at linear homogeneous equations for $T_2$ and $T_4$, which will have solutions provided some $2n \times 2n$ determinant vanishes. But look what is happening if we introduce ‘new variables’, $W_1$ and $W_2$ say, by the following relations:

\[
T_2 = W_2 - W_1, \\
T_4 = W_2 A_2 - W_1 A_1.
\]

(18)

Needless to say, the transition $(T_2, T_4) \leftrightarrow (W_1, W_2)$ is inspired by the results (8) and we observe that it is invertible, provided that $A_2 - A_1$ is non-singular. The substitution at first gives rise to the equations

\[
W_1 A_1^2 - W_2 A_2^2 = C(W_2 A_2 - W_1 A_1) + K(W_2 - W_1), \\
W_2 A_1 A_2^2 - W_1 A_1^2 A_2 = C(W_1 - W_2) A_1 A_2 + K(W_1 A_2 - W_2 A_1).
\]

(19)

However, multiplying the first of these on the right by $A_1$ (respectively $A_2$) and adding the second, we obtain an equivalent system which reveals a rather unexpected effect! Indeed, both equations now look the same. That is to say, one is obtained from the other by simply interchanging the indices 1 and 2. Explicitly, after right multiplication by $(A_2 - A_1)^{-1}$, we in fact need two different solutions $(W_1, A_1)$ and $(W_2, A_2)$ of the single equation

\[
W A^2 + C W A + K W = 0.
\]

(20)
This is a drastic simplification, because the restrictions on suitable diagonal matrices \( \Lambda \) now come from a vanishing \( n \times n \) determinant. And if we look at what (20) tells us for each column of \( W \), we see that we are in fact facing the quadratic eigenvalue problem (2).

As is already clear from the preceding considerations (and of course also for example in [6]), for a given SODE (1) and its decoupled form (4), a transformation (3) which does the job is by far not unique. What’s more, due to the freedom of choice we already have when selecting the matrices of eigenvalues \( \Lambda_1 \) and \( \Lambda_2 \), one and the same SODE (1) can even be transformed into different decoupled equations of the form (4). In the next section we present a number of examples which illustrate most of the points we have raised so far.

4. Illustrative examples.

**Example 1.** Let’s start by picking an example which has been discussed in [6]. Suppose we have a 2-dimensional system (1) with

\[
C = \begin{pmatrix} 4 & -1 \\ -1 & 8 \end{pmatrix}, \quad K = \begin{pmatrix} 1 & 0 \\ 0 & 4 \end{pmatrix}.
\]

(21)

The solutions of the quadratic eigenvalue problem (2) are real and can be used to define matrices \( \Lambda_1 \) and \( \Lambda_2 \) for a decoupled system, for example as follows:

\[
\Lambda_1 = \begin{pmatrix} -2 + \sqrt{2} & 0 \\ -4 + \sqrt{14} & 2 \end{pmatrix}, \quad \Lambda_2 = \begin{pmatrix} -2 - \sqrt{2} & 0 \\ 0 & -4 - \sqrt{14} \end{pmatrix}.
\]

(22)

Following the pattern of the relations (6 - 8), we select corresponding eigenvectors and put

\[
V_1 = \begin{pmatrix} -2 + \sqrt{2} & -4 + \sqrt{14} \\ -1 & 15 - 4\sqrt{14} \end{pmatrix}, \quad V_2 = \begin{pmatrix} -2 - \sqrt{2} & -4 - \sqrt{14} \\ -1 & 15 + 4\sqrt{14} \end{pmatrix}.
\]

(23)

This results in transformation matrices \( T_i \), given by

\[
T_1 = \begin{pmatrix} 0 & 0 \\ -1 & -1 \end{pmatrix}, \quad T_2 = \begin{pmatrix} 1 & 1 \\ 0 & -4 \end{pmatrix}, \quad T_3 = \begin{pmatrix} -2 & -2 \\ 0 & 8 \end{pmatrix}, \quad T_4 = \begin{pmatrix} -4 & -8 \\ -1 & 31 \end{pmatrix}.
\]

(24)

The main point to observe now is that both \( T_2 \) and \( T_4 \) are non-singular here. Hence, the transformation by itself defines a regular SODE (10) and there is another one (12) which comes from the given equations. We leave it to the reader to verify that the two compatibility conditions (13) are effectively satisfied.

The eigenvectors in the columns of the \( V_i \) in (23) were chosen by sort of focussing on the first line in the vanishing determinant for the eigenvalues. If we rather look at the second line, another natural choice for the \( V_i \) reads:

\[
V_1 = \begin{pmatrix} -6 + 4\sqrt{2} & 2 \\ -2 + \sqrt{2} & -4 + \sqrt{14} \end{pmatrix}, \quad V_2 = \begin{pmatrix} -6 - 4\sqrt{2} & 2 \\ -2 - \sqrt{2} & -4 - \sqrt{14} \end{pmatrix}.
\]

(25)

Corresponding \( T_i \) which equally satisfy the compatibility conditions (13) then become:

\[
T_1 = \begin{pmatrix} 2 & 2 \\ 0 & 0 \end{pmatrix}, \quad T_2 = \begin{pmatrix} 4 & 0 \\ 1 & 1 \end{pmatrix}, \quad T_3 = \begin{pmatrix} -8 & 0 \\ -2 & -2 \end{pmatrix}, \quad T_4 = \begin{pmatrix} -14 & 2 \\ -4 & -8 \end{pmatrix}.
\]

(26)

Choosing for a mixture of the two ideas has the special effect here that \( T_2 \) becomes the unit matrix. We then have

\[
V_1 = \begin{pmatrix} -2 + \sqrt{2} & 2 \\ -1 & -4 + \sqrt{14} \end{pmatrix}, \quad V_2 = \begin{pmatrix} -2 - \sqrt{2} & 2 \\ -1 & -4 - \sqrt{14} \end{pmatrix}.
\]

(27)
and correspondingly
\[
T_1 = \begin{pmatrix} 0 & 2 \\ -1 & 0 \end{pmatrix} \quad T_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad T_3 = \begin{pmatrix} -2 & 0 \\ 0 & -2 \end{pmatrix} \quad T_4 = \begin{pmatrix} -4 & 2 \\ -1 & -8 \end{pmatrix}.
\] (28)

All three selections produce the same decoupled system (4) with
\[
D = \begin{pmatrix} 4 & 0 \\ 0 & 8 \end{pmatrix} \quad B = \begin{pmatrix} 2 & 0 \\ 0 & 2 \end{pmatrix}.
\] (29)

But let us also illustrate here that even the form of the decoupled equations depends on the freedom we have in the process. In this example, we might just as well combine the eigenvalues to define the \( \Lambda_i \) as
\[
\Lambda_1 = \begin{pmatrix} -2 + \sqrt{2} & 0 \\ 0 & -2 - \sqrt{2} \end{pmatrix} \quad \Lambda_2 = \begin{pmatrix} -4 + \sqrt{14} & 0 \\ 0 & -4 - \sqrt{14} \end{pmatrix}.
\] (30)

The decoupled \( p \)-equations then are determined by
\[
D = \begin{pmatrix} 6 - \sqrt{2} - \sqrt{14} & 0 \\ 0 & 6 + \sqrt{2} + \sqrt{14} \end{pmatrix} \quad B = \begin{pmatrix} 8 - 2\sqrt{14} - 4\sqrt{2} + 2\sqrt{7} & 0 \\ 0 & 8 + 2\sqrt{14} + 4\sqrt{2} + 2\sqrt{7} \end{pmatrix}.
\] (31)

A possible selection of associated eigenvectors leads to
\[
V_1 = \begin{pmatrix} -2 + \sqrt{2} \\ -1 \end{pmatrix} \quad V_2 = \begin{pmatrix} -4 + \sqrt{14} \\ 15 - 4\sqrt{14} \end{pmatrix},
\] (32)

and we spare the reader the exotic expressions of the resulting matrices \( T_i \).

**Example 2.** Consider the following SODE:
\[
\ddot{q}_1 = \dot{q}_1 + \dot{q}_2 - q_1 - \frac{1}{2}q_2 \\
\ddot{q}_2 = \dot{q}_2 - 4\dot{q}_1 - q_2 + 2q_1.
\] (33)

This is the linear subsystem of an example mentioned in [16, 15] for reasons which will be briefly touched upon in the next section. We have
\[
C = \begin{pmatrix} -1 & -1 \\ 4 & -1 \end{pmatrix} \quad K = \begin{pmatrix} 1 & 1/2 \\ -2 & 1 \end{pmatrix}.
\] (34)

An interesting feature here is that \( C \) and \( K \) actually commute. Yet, ‘modal analysis’ does not apply because \( C \) is not diagonalizable over the reals (cfr. next section).

The solutions of the quadratic eigenvalue problem (2) are complex here. We need to make sure that the matrices \( \Lambda_1 \) and \( \Lambda_2 \) are complex conjugate, so that their sum and product in the resulting \( p \)-equations (4) become real. So, let’s take
\[
\Lambda_1 = \begin{pmatrix} \frac{i}{2} + \frac{i}{2} (2 + \sqrt{7}) & 0 \\ 0 & \frac{i}{2} + \frac{i}{2} (\sqrt{7} - 2) \end{pmatrix} \quad \Lambda_2 = \overline{\Lambda_1}.
\] (35)

In the same way, if we arrange corresponding eigenvectors in such a way that the matrices \( V_1 \) and \( V_2 \) are complex conjugate, then the structure of the formulas (8) will guarantee that also all \( T_i \) become real. Let’s choose
\[
V_1 = \begin{pmatrix} -\frac{1}{2} + \frac{i}{2} \\ -1 - i \end{pmatrix} \quad V_2 = \overline{V_1}.
\] (36)
Then, the key matrices $T_2$ and $T_4$ for the sodes (10) and (12) are non-singular and read:

$$T_2 = \begin{pmatrix} \frac{1}{4}(\sqrt{7} - 2) & \frac{1}{3}(\sqrt{7} + 2) \\ -\frac{2}{3}(\sqrt{7} - 2) & \frac{2}{3}(\sqrt{7} + 2) \end{pmatrix}, \quad T_4 = \begin{pmatrix} -\frac{1}{3}(5 - \sqrt{7}) & -\frac{1}{3}(1 - \sqrt{7}) \\ -\frac{1}{3}(1 + \sqrt{7}) & \frac{1}{3}(5 + \sqrt{7}) \end{pmatrix}. \quad (37)$$

For completeness, we further have

$$T_1 = \begin{pmatrix} -\frac{1}{6}(1 + \sqrt{7}) & -\frac{1}{6}(5 + \sqrt{7}) \\ -\frac{1}{3}(5 - \sqrt{7}) & \frac{1}{3}(1 - \sqrt{7}) \end{pmatrix}, \quad T_3 = \begin{pmatrix} -\frac{1}{3}(1 + \sqrt{7}) & \frac{1}{3}(1 - \sqrt{7}) \\ \frac{2}{3}(1 + \sqrt{7}) & \frac{2}{3}(1 - \sqrt{7}) \end{pmatrix}. \quad (38)$$

It is tedious but straightforward to verify the compatibility conditions, and the decoupled $p$-equations (4) become

$$\ddot{p}_1 = \dot{p}_1 - (3 + \sqrt{7}) p_1, \quad \ddot{p}_2 = \dot{p}_2 - (3 - \sqrt{7}) p_2. \quad (39)$$

Remark: It is not difficult here to choose eigenvectors in such a way that either $T_2$ or $T_4$ become singular, so that compatibility can no longer be checked via (13). But we will give a more systematic discussion of such issues in the next example.

**Example 3.** Consider a system (1) with

$$C = \begin{pmatrix} 2 & 0 \\ -2 & 2 \end{pmatrix}, \quad K = \begin{pmatrix} 4 & 0 \\ -2 & 2 \end{pmatrix}. \quad (40)$$

All solutions of the quadratic eigenvalue problem are complex now. In such a case, the freedom of using them in choosing $\Lambda_1$ is of course not unlimited, as we wish sum and product of the $\Lambda_1$ to be real in accordance with (7). So let’s take

$$\Lambda_1 = \begin{pmatrix} -1 + i & 0 \\ 0 & -1 + i\sqrt{3} \end{pmatrix}, \quad \Lambda_2 = \begin{pmatrix} -1 - i & 0 \\ 0 & -1 - i\sqrt{3} \end{pmatrix}. \quad (41)$$

But there remains a lot of freedom in selecting appropriate matrices $V_i$ in view of the free factor for each eigenvector. Let’s put

$$V_1 = \begin{pmatrix} 0 \\ \rho_1 \mu_1 \end{pmatrix}, \quad V_2 = \begin{pmatrix} 0 \\ \rho_2 \mu_2 \end{pmatrix}, \quad (42)$$

with the $\rho_i$, $\mu_i$ as yet undetermined. The main issue next is to look at the structure of $T_2$ and $T_4$ in (8). We want the transformation (3) to be real as well and if we make sure that this is the case for $T_2$ and $T_4$, it follows from (15) that $T_1$ and $T_3$ will be real also. It is fairly easy to see that for this purpose, it suffices to require that both the couple ($\rho_1, \rho_2$) and the couple ($\mu_1, \mu_2$) are equal if real, and complex conjugate when complex. We shall use this example to illustrate in greater detail the effects of having singularity in $T_2$ and/or $T_4$.

First we choose the free factors to be all real, for example simply $\rho_1 = \rho_2 = \mu_1 = \mu_2 = 1$. Then it is easy to verify that the resulting $T_i$ matrices become:

$$T_1 = \begin{pmatrix} 0 & 1 \\ 1 & -1 \end{pmatrix}, \quad T_2 = \begin{pmatrix} 0 & 0 \\ 0 & -1 \end{pmatrix}, \quad T_3 = \begin{pmatrix} 0 & 0 \\ 0 & 4 \end{pmatrix}, \quad T_4 = \begin{pmatrix} 0 & 1 \\ 1 & 1 \end{pmatrix}. \quad (43)$$

$T_2$ is singular while $T_4$ is not. Therefore, the equations (12) define a regular SODE which should decouple when written in normal form; (10) on the other hand will produce only one equation which is hopefully consistent with the other two. Explicitly, when we write the $p$-equations exactly in the formats (10), (12), we get the single equation

$$-\ddot{p}_2 - 2\dot{p}_2 - 4p_2 = 0 \quad (44)$$
for the first, and the system
\[
\ddot{p}_2 + 2\dot{p}_2 + 4p_2 = 0 \\
\ddot{p}_1 + \ddot{p}_2 + 2(\dot{p}_1 + \dot{p}_2) + 2p_1 + 4p_2 = 0
\]  
for the second. The latter indeed produces the decoupled SODE (4) and (44) is compatible as expected.

Secondly, let’s choose factors $\rho_i, \mu_i$ which are all complex, say $\rho_1 = 1 + i, \rho_2 = 1 - i, \mu_1 = 1 + \sqrt{3}, \mu_2 = 1 - i\sqrt{3}$. (46)

Then, the resulting $V_i$ from (42) give rise to the following $T_i$:
\[
T_1 = \begin{pmatrix} 0 & 2 \\ 2 & 2 \end{pmatrix} \\
T_2 = \begin{pmatrix} 0 & 1 \\ 1 & -1 \end{pmatrix} \\
T_3 = \begin{pmatrix} 0 & -4 \\ -2 & 4 \end{pmatrix} \\
T_4 = \begin{pmatrix} 0 & 0 \\ 0 & 4 \end{pmatrix}
\]  
(47)

Clearly now, $T_4$ is singular while $T_2$ is not. This time, it is (10)
\[
\ddot{p}_2 + 2\dot{p}_2 + 4p_2 = 0 \\
\ddot{p}_1 - \ddot{p}_2 + 2(\dot{p}_1 - \dot{p}_2) + 2p_1 - 4p_2 = 0
\]  
(48)

which generates a decoupled SODE, and (12) is compatible again.

Finally, we try a mixture of complex and real proportionality factors, say $\rho_i = 1 \pm i, \mu_i = 1$. This time, we get
\[
T_1 = \begin{pmatrix} 0 & 1 \\ 2 & -1 \end{pmatrix} \\
T_2 = \begin{pmatrix} 0 & 0 \\ 1 & -1 \end{pmatrix} \\
T_3 = \begin{pmatrix} 0 & 0 \\ -2 & 4 \end{pmatrix} \\
T_4 = \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix}
\]  
(49)

So both $T_2$ and $T_4$ are singular now, meaning that neither (10) nor (12) are proper SODEs: (10) gives us the second of (48), and (12) the first and joining forces they produce the decoupled system.

5. The differential geometric results about separability of SODEs. The study of separability of SODEs in a differential geometric context is an interesting application of the theory of derivations of vector-valued forms along the tangent bundle projection, which was launched in the PhD work of Eduardo Martínez. The interested reader might have a look at [7] and [8] for the basics of this theory. Necessary and sufficient conditions for separability of a SODE were first obtained in a strictly autonomous framework in [9], and later extended to time-dependent situations in [2]. A key issue in this theory is the diagonalizability of a type (1,1) tensor field $\Phi$ and only real eigenfunctions were taken into consideration in the preceding references. A further extension of the theory for the case of complex eigenfunctions was developed in [16].

As said in the introduction, there is no direct overlap in those theories with the content of the preceding sections. We will therefore limit ourselves here, for comparison, to a brief sketch of the theory in the autonomous set-up and see what it tells us about the special case of linear systems. But we do need to introduce some basic intrinsic operations in order to be able to formulate the relevant theorems.

An autonomous SODE
\[
\ddot{q}^i = f^i(q, \dot{q}) \quad i = 1, \ldots, n
\]  
(50)

is governed by a vector field $\Gamma$ on the tangent bundle $\tau : TM \to M$ (coordinates $(q, v)$) of a differentiable manifold $M$, which has the form (with summation convention)
\[
\Gamma = v^i \frac{\partial}{\partial q^i} + f^i(q, v) \frac{\partial}{\partial v^i}
\]  
(51)
Γ intrinsically defines a \textit{horizontal distribution}, spanned by the vector fields

\[ H_i = \frac{\partial}{\partial q^i} - \Gamma^j_i \frac{\partial}{\partial v^j}, \quad \text{where} \quad \Gamma^j_i = -\frac{1}{2} \partial f^j \partial v^i. \]  

(52)

That horizontal distribution defines a so-called \textit{non-linear connection} on the tangent bundle and the $\Gamma^j_i$ are its connection coefficients. In turn, there is an associated \textit{linear connection} on what is called the pull-back bundle $\pi^*TM \to TM$, which basically has three constituents: a \textit{horizontal} and \textit{vertical covariant derivative}, denoted by $D^h_X$ and $D^v_X$ with $X \in \mathcal{X}(\tau)$, the set of vector fields along $\tau$, plus what is called the \textit{dynamical covariant derivative} $\nabla$. These act as degree zero derivations on arbitrary vector-valued forms along the tangent bundle projection $\tau$. Tensor fields along $\tau$ look like tensors on the base manifold $M$, but with coefficients which depend on the coordinates $(q,v)$ of the full space $TM$. $X \in \mathcal{X}(\tau)$, for example, has the coordinate representation $X = X^i(q,v) \partial/\partial q^i$. The last thing we need for introducing all relevant objects is the concept of horizontal and vertical lifts from $\mathcal{X}(\tau)$ to $\mathcal{X}(TM)$. With $V_i$ as shorthand for the coordinate vectorfields $\partial/\partial v^i$, they are defined by

\[ X^H = X^i H_i, \quad X^V = X^i V_i = X^i \quad \forall X \in \mathcal{X}(\tau). \]  

(53)

$D^v_X$ and $D^h_X$ can now be defined by decomposition of the Lie-bracket of a horizontal and vertical lift into its horizontal and vertical part:

\[ [X^H, Y^V] = (D^V_H X)(Y) - (D^V_Y X)^H. \]  

(54)

Likewise, $\nabla$ and $\Phi$ referred to above are fully determined by the bracket decomposition

\[ [\Gamma, X^H] = (\nabla X)^H + \Phi(X)^V. \]  

(55)

Coordinate expressions will now further clarify these concepts. For the derivations, it is sufficient to know that

\[ D^h_X (F) = X^V (F), \quad D^v_X (F) = X^H (F), \quad \nabla (F) = \Gamma (F), \quad \text{with} \ F \in C^\infty(TM) \]  

(56)

and

\[ D^h_X \frac{\partial}{\partial q^i} = 0, \quad D^v_X \frac{\partial}{\partial q^i} = X^V (\Gamma^j_i) \frac{\partial}{\partial q^j}, \quad \nabla \frac{\partial}{\partial q^i} = \Gamma^j_i \frac{\partial}{\partial q^j}, \]  

(57)

while the action on 1-forms along $\tau$ subsequently follows by duality. As said before, an important element for our statements about the SODE $\Gamma$ is the associated type $(1,1)$ tensor field $\Phi$ along $\tau$ which pops up in $(55)$. It is called the \textit{Jacobi endomorphism} and has components

\[ \Phi^i_j = -\frac{\partial f^i}{\partial q^j} - \Gamma^k_i \Gamma^j_k - \Gamma^i_j. \]  

(58)

$\Phi$ determines the curvature $R$ of the non-linear SODE-connection:

\[ 3R(X,Y) = D^v_Y \Phi (Y) - D^v_Y \Phi (X). \]  

(59)

Another derived type $(1,2)$ tensor of interest is

\[ C^h_{\Phi} (X,Y) = [D^h_X \Phi, \Phi (Y)]. \]  

(60)

Its vanishing will tell us that eigenspaces of $\Phi$ are spanned by basic vector fields, i.e. vector fields on $M$. Finally, when $\Phi$ cannot tell us much because it is a multiple
of the identity, we need assistance of another tensor, called the tension $t$, a type $(1,1)$ tensor field along $\tau$, with components
\[ t_{ij} = \Gamma^i_j - v^k \frac{\partial \Gamma^i_j}{\partial v^k}. \] (61)

**Main Theorem.** Assume that $\Phi$ is diagonalizable with real eigenfunctions and that
\[ C^k_\Phi = 0 \quad [\nabla \Phi, \Phi] = 0 \quad R = 0, \] (62)
then the system separates into single equations, one for each 1-dimensional eigenspace of $\Phi$ and into individual subsystems for each degenerate eigenfunction, which is then necessarily constant. Each subsystem further decouples if, and only if, the tension $t$ is diagonalizable (over $\mathbb{R}$) and $C^\nu_t = 0$.

**Remarks.**
- Constructing appropriate coordinates boils down to integrating distributions which are Frobenius integrable.
- It is the $\nabla$-invariance which guarantees that the basic eigendistributions of $\Phi$ are integrable and that connection coefficients relating to different eigendistributions are zero.
- The zero curvature guarantees that degenerate eigenvalues are constant.

Finally, the following general result, also established in [9], will provide extra information when we turn to the special case of linear systems.

**Proposition.** Let $D$ be a self-dual derivation. The eigendistributions of a diagonalizable type $(1,1)$ tensor field $U$ along $\tau$ are invariant under $D$ if, and only if, $[DU, U] = 0$. It follows that $DU$ is diagonalizable with eigenvalues which are the $D$-derivatives of the eigenvalues of $U$.

So let’s have a look at the particular case of linear systems now, when the equations (50) get the form (1):
\[ \ddot{q}^i = -C^i_j \dot{q}^j - K^i_j q^j. \] (63)

It is straightforward to verify from the above coordinate expressions that the tensorial objects figuring in the main theorem take the form
\[ \Phi = K - \frac{1}{4} C^2, \quad \nabla \Phi = \frac{1}{2} [C, K], \quad t = (\Gamma^i_j) = \frac{1}{2} C, \] (64)
and obviously
\[ R \equiv 0, \quad C^\nu_\Phi \equiv 0. \quad C^\nu_t \equiv 0. \] (65)

But the above proposition gives us some extra information. Indeed, with $\nabla$ and $\Phi$ in the role of $D$ and $U$, since the eigenvalues of $\Phi$ will be constants and thus have zero $\nabla$-derivatives, it tells us that a condition like $[\nabla \Phi, \Phi] = 0$ will actually imply that $\nabla \Phi = 0$.

The conclusion for linear systems therefore reads: If $K - \frac{1}{4} C^2$ has distinct real eigenvalues, then a coordinate transformation will decouple the SODE, provided that $[C, K] = 0$; if some eigenvalues are degenerate, but $K - \frac{1}{4} C^2$ remains diagonalizable, then decoupling can be achieved, provided that also $C$ is diagonalizable. Obviously, this is consistent with the case of modal analysis for decoupling.

Just a few words about the extensions in [2] and [16]. The extension in [2] is in a way the fully time-dependent version of what we have sketched above. But it has an impact on autonomous equations as well, in the sense that there are examples of autonomous systems which fail to satisfy the above requirements for complete separability, but can be decoupled anyway if time-dependent transformations are
allowed into the picture. On the other hand, example 2 of the preceding section is a case where $\Phi$ is a multiple of the identity, but the tension $t$ happens to have complex eigenvalues so that the above result does not apply. The extension in [16] covers the case of complex eigenfunctions for $\Phi$ or $t$ and leads to a conclusion where ‘separability’ does not refer to single equations, but to pairs of equations which together form a single complex equation. For the equations (33), it means that after a suitable change of coordinates, the system takes the form of the single complex equation

$$\ddot{z} = -(1 + i)z + (1 + 2i)\dot{z}.$$  

(66)

The technique of phase synchronization of course has shown us that complete decoupling can be achieved anyway, in some sense. We now finally develop a model that explains how one can interpret this in geometrical terms. For the current situation, where we are dealing with linear differential equations and a linear transformation such as (3), it would be sufficient to talk about SODEs living on $\mathbb{R}^{2n}$ and to see (3) as a coordinate change on that space. But we choose to describe the process in a more general set-up, just in case there would be a chance for generalizations in the future. Roughly, the idea is that we are looking at two different SODEs, potentially living on different tangent bundles, and then a diffeomorphism $f$ between those manifolds which makes that the two SODE vector fields are, what is called, $f$-related. This means that the scheme drawn below is commutative, in the sense that $Tf \circ \Gamma_C = \Gamma_D \circ f$.

\[
\begin{array}{c}
TTM \leftrightarrow Tf \\
\Gamma_C \downarrow \\
TM \leftrightarrow f \\
\Gamma_D \\
TTN
\end{array}
\]

Let’s denote coordinates on the tangent bundle $TM$ by $(q^i, \dot{q}^i)$ now; likewise, coordinates on $TN$ are $(p^i, \dot{p}^i)$ say; $f$ represents the map (3), and $Tf$ is its associated tangent map; $\Gamma_C$ is a notation for the SODE (1) with damping matrix $C$, and $\Gamma_D$ likewise refers to (4). As is well known, an equivalent way of expressing that the vector fields are $f$-related is saying that for any function $h(q, \dot{q})$ on $TM$, we have that $\Gamma_C(h) \circ f = \Gamma_D(h \circ f)$. Let’s see what that tells us in coordinates. We have

$$\Gamma_C(h) = \dot{q}^i \frac{\partial h}{\partial q^i} - (C^i_j \dot{q}^j + K^i_j q^j) \frac{\partial h}{\partial q^i},$$

and subsequently

$$\Gamma_C(h) \circ f = (T^i_k p^k + T^i_k \dot{p}^k) \frac{\partial h}{\partial q^i}$$

$$- (C^i_j (T^i_k p^k + T^i_k \dot{p}^k) + K^i_j (T^i_k p^k + T^i_k \dot{p}^k)) \frac{\partial h}{\partial q^i},$$

(67)

where the arguments in the derivatives of $h$ should be thought of now as being expressed in terms of the $(p, \dot{p})$ also. Likewise, we have

$$\Gamma_D(h \circ f) = p^k \left( \frac{\partial h}{\partial q^1} T^1_k + \frac{\partial h}{\partial q^3} T^3_k \right) - (D^1_k \dot{p}^k + B^1_k p^k) \left( \frac{\partial h}{\partial q^1} T^1_i + \frac{\partial h}{\partial q^3} T^3_i \right),$$

(68)
The function $h$ being arbitrary, we have to identify the coefficients of $\partial h/\partial q^i$ in (67) and (68), and likewise for the coefficients of $\partial h/\partial \dot{q}^i$. This produces two linear expressions in $p^k$ and $\dot{p}^k$, which have to be identically satisfied. In turn, the implication is that the respective coefficients have to be zero. It is straightforward to verify that this gives rise to four matrix relations, which are exactly the conditions (15) and (16) derived in Section 3.

6. Concluding remarks. The technique of phase synchronization appears to be an effective computational tool to establish a link between an arbitrary system of linear second-order differential equations and a related system of decoupled equations. It is not a surprise that this technique does not make its appearance in earlier work on separability of general (non-linear) second-order equations, because the differential geometric framework for those studies does not allow transformations depending on velocities. However, from the purely analysis point of view, nobody seems to have picked up certain aspects of ambiguity in the phase synchronization analysis. To begin with, there is the question: how should one understand that the linear relations (3) “transform” the given equations (1) into the decoupled equations (4)? The point there is that one can think of two systems of second-order equations coming from manipulations with (3), one which has nothing to do with the given equations and one which does, so there is an issue of compatibility. Another question is that there seems to be a lot of freedom in selecting matrices $T_i$ which have the same effect. We have illustrated various aspects of these questions. It seems to us that there is room for a deeper study of the compatibility question in the format (15,16), which could lead for example to an understanding of the mathematical structure of the set of $T_i$ having that same effect. And since we managed to give a geometrical interpretation of these conditions, a more challenging idea is to look for possible generalizations to non-linear equations. Allow us finally a more critical remark: we have gratefully used survey formulas from [13] for notational convenience, but it seems to us, for example in view of the non-uniqueness of the $T_i$, that it is highly questionable whether linking a transformation like (3) to a kind of generalized inverse problem of Lagrangian mechanics can make any sense!
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