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Abstract
Exoplanet CoRoT-1 b is intriguing because we predict it to be a transitional planet between hot Jupiters (equilibrium temperatures ~1500 K) and ultrahot Jupiters (equilibrium temperatures >2000 K). In 2012, observations of CoRoT-1 b included one primary transit and three secondary eclipses with the Hubble Space Telescope (HST) Wide Field Camera 3 (WFC3) combined with the G141 grism (1.1–1.7 μm) in stare mode. We aimed to further investigate CoRoT-1 b through its secondary eclipses, producing spectrophotometric light curves corrected for charge trapping, also known as the ramp effect in time-series observations with the WFC3. We found that, when correcting for the ramp effect and using the typically discarded first orbit, we are better capable of constraining and optimizing the emission and transmission spectra. We did a grid retrieval in this transitional temperature regime and found the spectra for CoRoT-1 b to be featureless and to agree with an inverted temperature–pressure (T–P) profile. We note, however, that the contribution function for the WFC3 indicates pressures probed near 10^{-3} to 10^{0} bar, which correspond to a nearly isothermal region in our T–P profile, thereby indicating that the inversion at high altitude is model-dependent. Despite no distinct features, the analysis done on CoRoT-1 b paves the way to high-precision results with stare mode spectroscopy. As a new generation of observations from the James Webb Space Telescope (JWST) approaches, CoRoT-1 b might be an interesting follow-up target because the time-series spectroscopic modes of JWST’s NIRSpec, MIRI, and NIRCam instruments will be analogous to HST’s stare mode.

Unified Astronomy Thesaurus concepts: Exoplanet atmospheres (487); Exoplanets (498); Eclipses (442); Spectroscopy (1558); Hubble Space Telescope (761); Hot Jupiters (753)

1. Introduction

Despite the inability to spatially resolve transiting exoplanets from their host stars, their atmospheres contain a wealth of information that has subsequently placed priority on the spectroscopic analysis of atmospheres and the development of interpretive tools. The spectroscopy of exoplanets can be achieved with several techniques but requires a geometrically favorable system. These transiting exoplanets present a unique insight into their atmospheres. During a primary transit, a small fraction of stellar flux is blocked and filtered through the planet’s atmosphere, while, during a secondary eclipse, the planet’s thermal radiation and reflected light disappear and then reappear. For a detailed review see Winn (2010) and Kreidberg (2018). Probing these environments has returned numerous insightful measurements on wavelength-dependent transit and eclipse depths, unveiling atmospheric chemical compositions and thermal structures. The interpretations of these results can further yield the physics and chemistry that govern these atmospheres alongside feasible constraints on the formation, evolution, and climate of these exoplanets (e.g., Öberg et al. 2011; Kreidberg et al. 2014; Mordasini et al. 2016; Sing et al. 2016; Espinoza et al. 2017; Baxter et al. 2020).

In the spectroscopy of exoplanets, many species in the atmospheres of these planets are potentially detectable due to strong absorption features. In particular, with hot Jupiters, sodium and potassium are dominant absorbers in the optical wavelength range; water and carbon monoxide are dominant absorbers in the near-infrared wavelength range (Kreidberg 2018). Transmission and emission spectra have already detected Na (Charbonneau et al. 2002; Nikolov et al. 2014), K (Sing et al. 2011), H (Vidal-Madjar et al. 2003; Ehrenreich et al. 2015), and H2O (Deming et al. 2013; Huitson et al. 2013; Birkby et al. 2013; Fraine et al. 2014; Kreidberg et al. 2014, 2015; McCullough et al. 2014; Line et al. 2016; Evans et al. 2016b; Stevenson et al. 2016). The water absorption feature at 1.4 μm is the most commonly observed molecular species, with most spectra coming from the Hubble Space Telescope (HST) Wide Field Camera (WFC3) G141 grism operating in the near-infrared (1.1–1.7 μm). Furthermore, the transmission and emission spectra can also constrain absolute abundance and abundance ratios for these species in the atmospheres of exoplanets. One particular atmospheric abundance ratio to consider is the carbon-to-oxygen ratio, C/O, a critical ratio to trace formation pathways (Öberg et al. 2011; Madhusudhan 2012; Madhusudhan et al. 2016).

These techniques favor large, hot gas giants classified as hot Jupiters. Many of the mentioned molecular detections have been from hot Jupiters, a planetary class characterized by short orbital periods, proximity to their host stars, high temperatures, and a similar mass to Jupiter, and they are relatively easy to detect (Fortney et al. 2021). Hot Jupiters are usually tidally
locked, having a synchronous rotation of the planet’s orbit and spin, with a permanent dayside and permanent nightside. These tidally locked hot Jupiters allow for the measurement of dayside thermal flux determined by the temperature–pressure ($T$–$P$) profile and atmospheric opacities (Baxter et al. 2020). Typical hot Jupiters have an equilibrium temperature around 1500 K with a non-inverted $T$–$P$ profile; the temperature decreases with altitude. Ultrahot Jupiters are thought to exhibit different atmospheric properties with equilibrium temperatures $>2000$ K and may have inverted $T$–$P$ profiles: the temperature increases with altitude (Baxter et al. 2020). For example, in HST WFC3 observations of WASP-33 b, the best-fit modeled $T$–$P$ profile was inverted around a pressure of $\sim$0.1 bar (Haynes et al. 2015). Temperature inversions are thought to be a result of the presence of titanium oxide and vanadium(II) oxide (TiO/VO), which are expected to be found in the hottest of atmospheres, or other absorbers of stellar radiation (Deming et al. 2011). Even in small amounts, these elements are strong absorbers capable of heating the upper atmospheres of these hot Jupiters (Kreidberg 2018).

Hot Jupiter CoRoT-1 b, a discovery reported in Barge et al. (2008), orbits a metal-poor G0V star of magnitude $V = 13.6$ and effective temperature $T = 5950$ K in a period of about 1.5 days. CoRoT-1 b is notably interesting as we predict it to be in the transitional realm between hot Jupiters and ultrahot Jupiters, with an initially reported equilibrium temperature of $1898 \pm 50$ K (Barge et al. 2008). In Deming et al. (2011), the Warm Spitzer mission with the Infrared Array Camera (IRAC) observed secondary eclipses of CoRoT-1 b at 3.6 and 4.5 $\mu$m, with observations of stronger eclipses at 4.5 $\mu$m, often indicative of an atmospheric temperature inversion. The multiband photometry found matched a 2460 K blackbody, a indicative of an atmospheric temperature inversion. These observations determined by the temperature and atmospheric opacities (Deming et al. 2011).

We organize the paper as follows. We describe our HST observations in Section 2. Section 3 details methods for our data reduction, correction of the systematic ramp effect, and optimization of light curve fits. In Section 4, we present our modeled light curve fits with their corresponding statistically optimal parameters and resulting spectra. Additionally, we describe our analysis of CoRoT-1 b’s properties based on atmospheric grid retrievals for the emission spectrum and comparisons with previously published results for the transmission spectrum. Finally, we conclude and note the potential benefits of a follow-up with the James Webb Space Telescope (JWST) in Section 5.

2. Observations

We utilized time-series spectroscopy during one primary transit and three secondary eclipses of CoRoT-1 b between UT 2012 January 17 and February 5 with the Wide Field Camera 3 (WFC3) infrared (IR) detector aboard the Hubble Space Telescope (HST) as part of GO Program 12181. While the single primary transit was published previously by Ranjan et al. (2014), the three secondary eclipses were not.

The IR channel of the WFC3 is a 1 K $\times$ 1 K HgCdTe detector with an assemblage of 17 filters and two grisms. All four visits of CoRoT-1 b used grism G141, which is widely used for exoplanet spectroscopy (e.g., Wakeford et al. 2016) and spans 1.1–1.7 $\mu$m at $R = \lambda/\Delta \lambda \approx 130$. Each visit consisted of four HST orbits of $\sim$96 minutes with $\sim$51 minutes of observing time and $\sim$45 minute data gaps between orbits due to Earth occultation. At the beginning of each visit, a direct image was taken with the F139M filter for wavelength calibrations following the method outlined in Wilkins et al. (2014). The spectroscopic data collected were obtained in stare mode prior to the implementation of the popular technique of spatially scanning the telescope (McCullough & MacKenty 2012) with the $128 \times 128$ subarray, using the SPARS10, NSAMP = 16 readout pattern, which corresponds to an exposure time of 100.651947 s. Table 1 summarizes our observations.

| Visit Number | Number of Orbits | Start Date (UT) | Orbital Phase Range |
|--------------|------------------|-----------------|---------------------|
| 1            | 4                | January 23      | 0.028–0.876         |
| 2            | 4                | January 17      | 0.379–0.531         |
| 3            | 4                | January 27      | 0.388–0.542         |
| 4            | 4                | February 5      | 0.384–0.537         |

Note. We denote the primary transit as visit number 1 despite the observation date.

3. Data Reduction

3.1. Spectral Extraction

We reduced the HST WFC3 data utilizing a spectroscopic data-reduction pipeline with the Time Series Helper and Integration Reduction Tool (tshirt), which is a general-purpose tool for time-series science. We begin with flt image files generated from the calw3 pipeline. These flt image files are bias-subtracted, dark-current-corrected, cosmic-ray-rejected, and gain-calibrated. The science images are also corrected for the nonlinear response of the detectors, flagging pixels that extend into saturation to compute the count rate per pixel. Therefore, each pixel is in units of electrons/second. We also converted the Modified Julian Date (MJD) = JD – 2,400,000.5 timestamp on the images to Barycentric Julian Date (BJD) to correct for differences in the Earth’s orbital position with respect to the barycenter of the solar system.

3.2. Background Subtraction

As our rectangular source aperture includes some background flux, and as the background flux varies with time, subtraction of the background from our time-series spectra is required to produce an accurate light curve. Our background estimation areas were rectangular with the same center position of dispersion ($x$-value) as the source aperture and matched the wavelength range of the spectrum. We identified these background estimation areas by choosing areas on the detector free of object flux and neighboring objects in each 2D flt image file as seen in Figure 1. We subtracted in the spatial direction ($y$-direction) column-by-column with a linear fit. The rectangular background subtraction areas varied in width and number between visits, based on flux sources present in the background, to reduce residuals in the light curves. Figure 1 shows an image of CoRoT-1 b with the area of spectral
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Table 1: Summary of Observations for CoRoT-1 b

| Visit Number | Number of Orbits | Start Date (UT) | Orbital Phase Range |
|--------------|------------------|-----------------|---------------------|
| 1            | 4                | January 23      | 0.028–0.876         |
| 2            | 4                | January 17      | 0.379–0.531         |
| 3            | 4                | January 27      | 0.388–0.542         |
| 4            | 4                | February 5      | 0.384–0.537         |

Note. We denote the primary transit as visit number 1 despite the observation date.
3.3. Spectral Image Alignment

We aligned all flt image files along the x-axis corresponding to wavelength. This alignment was achieved by first filtering the spectra with a digital high- and low-pass filter and then cross-correlating the results to find the sub-pixel shift value. For the high-pass filter, we use a scipy Butterworth signal filter with a bandpass from 0.05 to 0.55 of the Nyquist frequency. The maximum frequency removes any pixel-to-pixel flat-field residuals, and the minimum frequency flattens the spectrum to ensure the cross-correlation peak is well defined. After locating the cross-correlation peak, the spectra were linearly interpolated onto a common grid set by a reference spectrum in the middle of the time series. Without the alignment of the flt image files, spikes in the flux might have been noticeable at the start of visits because of small shifts in the x-direction. These are most noticeable where the slope of the spectrum is steepest.

3.4. Wavelength-dependent Time Series

We extracted all spectroscopic data from the flt image files, accounting for background subtraction, utilizing tshirt’s optimal extraction method (Horne 1986) in order to create a wavelength-dependent time series. We binned our time series into ten wavelength channels. We binned the time series by wavelength to analyze the light curves in smaller regions of the wavelength range to increase the signal-to-noise ratio, decrease the number of free parameters in our model, and produce a transmission spectrum and emission spectra for CoRoT-1 b. Tables 4 and 5 contain the wavelength boundaries corresponding to all visits for each bin.

3.5. Correction of Systematics

In time-resolved observations with the WFC3 IR channel, the “ramp effect” is a dominant source of systematics, limiting photometric precision (Deming et al. 2006; Berta et al. 2012; Zhou et al. 2017). The ramp effect is an exponentially shaped signal in the time domain more severe in the first orbit with HST data. Charge trapping, attributed as the major cause of the ramp effect, is due to defects in near-IR detectors (Smith et al. 2008a; 2008b; Zhou et al. 2017). At the beginning of observations, a fraction of the stimulated charges is trapped in these defects, leading to reduced flux measurements. As the traps fill, the ramp profile flattens. Now, the systematics between orbits is not fully understood. Pointing the telescope at a new target, changing the insolation of the spacecraft, and beginning to fill charge traps, it takes time for the instrumentation to settle into a repeatable configuration. Consequently, this leads to discarding the first orbit in many visits, and many use a divide-out-of-transit method with an exponential model (Berta et al. 2012). Instead, this paper will focus on the use of the Ramp Effect Charge Trapping Eliminator (RECTE), described in Zhou et al. (2017) as a physically motivated model that takes into account the number of charge carrier traps, the trapping efficiency, and the trap lifetimes of every pixel on the detector. Zhou et al. (2017) developed RECTE to model the charge trapping procedure. This model provides a theoretical ramp profile, which is a function of the detector irradiation level, the initial state of the WFC3 detector, and the additional charges trapped during the Earth occultation. We used RECTE to study all orbital data on CoRoT-1 b and to analyze its transmission spectrum and emission spectra.

Initially, we plotted the extracted light curves following background subtraction, but before dividing out any systematic ramps. As seen in the leftmost panel of Figures 2, 3, 4, and 9, the characteristic ramp is visible in each visit’s raw light curves, with the ramps on the first orbits of each observation having greater amplitudes. These ramp profiles also vary between wavelength channels as a result of the different charge trapping rates from variations in flux intensity. As Zhou et al. (2017) explains in further detail, RECTE allows one to quantitatively model the charge carrier trapping process on a channel-to-channel basis. This ability allows one to precisely calibrate the ramp-effect-impacted time-resolved observations made with the WFC3 as opposed to fitting empirically derived exponential functions.

RECTE can be applied to both scanning and stare mode observations but with notable differences in the application. In stare mode, used in our observations of CoRoT-1 b, pixels are illuminated at vastly different levels, producing vastly different count levels not reflected by an average. Illumination levels are a critical factor in determining the ramp profile. At high illumination levels, traps fill faster, and the ramp rises faster, and vice versa. The large variations between pixels mean that each pixel will have a significantly different ramp profile. Therefore, one must loop through each pixel and model it individually to calculate the combined ramp profile in stare mode. We determined the illumination level for CoRoT-1 b by calculating the median fits file. From the 128 × 128 pixel subarray, we implemented a bounding box around the source, for RECTE calculations, from 0 to 128 pixels in the x-direction and 59 to 89 pixels in the y-direction, a total of 3840 pixels involved. We calculated the charge trap evolution for each pixel independently and did an aperture sum of the bounding-
Figure 2. Secondary eclipse light curves of CoRoT-1 b, Visit 2. The first (leftmost) panel displays the raw light curves (the eclipse, baseline, and ramp profile) for the ten wavelength channels. One hundred randomly sampled light curves are drawn from the posterior distribution and overlaid with the median model shown as a solid black line. The second (middle) panel displays the astrophysical signal (the eclipse) with the ramp profile and baseline divided out of both the data and the randomly sampled light curves. The third (rightmost) panel displays the residuals from the median model. The residuals in any wavelength channel maximally varied by \( \sim 1001 \text{ ppm} \) from the median model. Additionally, Table 4 notes the correlation coefficients between wavelengths. All panels display an applied flux offset in between wavelength channels for clarity. Notice here that the traditionally discarded first orbit remains included within these model fits.

Figure 3. Secondary eclipse light curves of CoRoT-1 b, Visit 3. The residuals in any wavelength channel maximally varied by \( \sim 924 \text{ ppm} \) from the median model. Additionally, Table 4 notes the correlation coefficients between wavelengths. Other comments are the same as for Figure 2.
box pixels in the spatial direction. When applying RECTE, there are four degrees of freedom (see Section 3.7) that deal with the initial number of charge carrier traps and the additional number of charge carriers trapped during the gaps between orbits (Zhou et al. 2017). For a detailed description and correction, see Zhou et al. (2017). For each trap population, the charge trapping process is controlled by the total number of traps \( n_{\text{Trap}_s} = 1525.38 \text{ traps}, \ n_{\text{Trap}_f} = 162.38 \text{ traps} \), the trapping efficiencies [unitless] \( \eta_s = 0.013318, \ \eta_f = 0.008407 \), and the trap lifetimes/ timescales \( (\tau_s = 16.3 \text{ ks}, \tau_f = 281.463 \text{ s}) \). The parameter names in parenthesis are defined and have fixed values as used in Zhou et al. (2017). Additionally, we assume that all pixels within each wavelength channel share the same initial numbers of trapped charges and additional charges trapped during Earth occultations. The illumination level of the pixels determines their individual ramp profiles. Since we are unaware of the precise charge trap values (initial and additional charges), we optimized these values simultaneously with transit-related parameters when applying light curve fits for both the transit and eclipses of CoRoT-1 b.

3.6. Spitzer Reanalysis

Spitzer secondary eclipse depths for CoRoT-1 b were published by Deming et al. (2011). Those authors used a simple quadratic function of \( X \)- and \( Y \)-positions of the star on the detector to decorrelate Spitzer’s intrapixel photometric variations. In the past decade, significant advances have been made in techniques used to remove Spitzer’s intrapixel effect and (sometimes) temporal ramps (e.g., Stevenson et al. 2012; Deming et al. 2015; Ingalls et al. 2016; Garhart et al. 2020).

We have therefore updated CoRoT-1 b’s Spitzer eclipse depths. One of us (D.D.) is pursuing a large population study of hot Jupiter emission that involves a comprehensive reanalysis of all Spitzer secondary eclipse data for gaseous exoplanets. We adopted updated eclipse depths from that study. It uses a pixel-level decorrelation methodology (Deming et al. 2015), and codes identical to those used by Garhart et al. (2020). One difference is that the population study adopts slightly different orbital parameters for CoRoT-1 b than in our Table 3 (e.g., it uses \( i = 83.8^\circ \) and \( a/R = 4.751 \)). We performed some additional analyses of Spitzer’s CoRoT-1 data to verify that the small difference in orbital parameters does not significantly affect the eclipse depths. Our new eclipse depths are \( 4602 \pm 477 \) and \( 4380 \pm 440 \) ppm at 3.6 and 4.5 \( \mu \)m, respectively. Both values agree with the original values from Deming et al. (2011) to within 1\( \sigma \).

3.7. Optimizing Light Curve Fits

The basis of the light curve fitting process jointly implements RECTE and BAsic Transit Model cAlculatioN (batman), a Python package for modeling exoplanet transit and secondary eclipse light curves outlined in Kreidberg (2015). While batman is capable of modeling transit and secondary eclipse light curves based on given planet parameters, it does not account for the ramp systematic or the linear trend in the baseline present in the data. Therefore, we scaled the modeled flux from batman by the ramp profile calculated with RECTE and a linear regression as follows:

\[
F_{\text{modeled}} = F_{\text{batman}}(t, \delta) \\
\times F_{\text{RECTE}}(t, T) \times (a + bX),
\]
The planet-to-star ratio, denoted as $\frac{R_p}{R_\star}$, where $R_p$ is the planet radius and $R_\star$ is the star radius, is a fundamental parameter in exoplanet studies. It provides insights into the planet's size relative to its host star. The study also explores the effect of additional trapped charge carriers on the light curves of exoplanets. These carriers can introduce variability in the transit and eclipse depths, affecting the accuracy of the derived parameters.

### Table 2: Summary of Modeled Free Parameters

| Parameter  | Definition                                      |
|------------|-------------------------------------------------|
| $f_p$      | The planet-to-star flux ratio                   |
| $r_p$      | The planet-to-star radius ratio                 |
| $a$        | Linear regression y-intercept                   |
| $b$        | Linear regression slope                          |
| $\text{trap}_{\text{pop}_s}$ | The initial number of occupied charge carrier traps for the slow population |
| $\text{trap}_{\text{pop}_f}$ | The initial number of occupied charge carrier traps for the fast population |
| $d_{\text{trap}_s}$ | Additional trapped charge carriers added in the middle of two orbits for slow population |
| $d_{\text{trap}_f}$ | Additional trapped charge carriers added in the middle of two orbits for fast population |

Note. All names of free parameters are defined as used in the Python script. For a more detailed description of how these parameters are used in the modeling process, see Section 3.7.

### Table 3: Star and Planet Parameters for CoRoT-1 b

| Parameter          | Value                           |
|--------------------|---------------------------------|
| $T_{\text{batman}}$ | 1.0 (full)                      |
| $T_\star$          | 2017                            |
| $T_{\text{RE}}$     | 2014                            |

Note. Physical properties of the star and planet we obtained from Southworth (2011) and Bonomo et al. (2017). Equilibrium temperature calculations for various day–night heat redistributions reference an equation similarly introduced in Line et al. (2013). In Line et al. (2013), the heat redistribution parameter is denoted as $\beta$. The heat redistribution parameter $f$ that we use is specifically introduced in Arcangeli et al. (2018). All equilibrium temperature calculation assume zero albedo.

The models incorporate the effects of charge trapping within our models, established realistic bounds as priors for the charge trapping parameters. Assumed to be uniformly distributed, the initial slow trap population, having longer trapping lifetimes, was given a range of 0–500 counts, whereas the initial fast trap population, having shorter trapping lifetimes, was given a range of 0–200 counts. The combination of these priors on our parameters and the likelihood distribution from observed data returns a posterior distribution. Performing Markov Chain Monte Carlo (MCMC) analysis, as done in this study with the Python package emcee outlined in Foreman-Mackey et al. (2013), allows one to estimate (sample) the posterior distribution to generatively model the data. Each random sample, generated by a sequential process, is used as a stepping stone to produce the next random sample (the chain). For each visit, we generated a chain for each of the ten wavelength channels. To ensure sufficiently converged chains (chains that have reached some equilibrium), we generated chains long enough to satisfy the recommended 50 times the integrated autocorrelation time for each parameter following methods in Goodman & Weare (2010) as used in emcee (Foreman-Mackey et al. 2013). We ran each chain up to 20,000 steps. Using the autocorrelation times calculated from emcee, we established a burn-in and a thinning parameter.
The burn-in—the early steps to be discarded because the chain has not yet converged—we defined as two times the parameter with the longest autocorrelation time. The thinning parameter thins the sample by every $n$th step from the chain, and we defined it as half the parameter with the minimum autocorrelation time. Additionally, we flattened our 3D chains into 2D for plotting purposes. We used these flattened samples to create corner plots, 2D projections of the likelihood function (Foreman-Mackey 2016), as seen in Figure A1 of Appendix A.

4. Results and Discussion

In this section, we present the emission and transmission spectra for exoplanet CoRoT-1 b and compare them against model emission spectra and previously published transmission spectra to constrain the atmospheric properties of this hot Jupiter. We generate a grid of self-consistent, 1D, radiative–convective–thermochemical equilibrium, cloud-free atmosphere models using the Self-consistent Caltech Inverse Modeling and Retrieval Algorithms (Sc-CHIMERA) code described in Piskorz et al.
The original CHIMERA framework is outlined in Line & Yung (2013) and Line et al. (2014). Models utilize the two-stream approach (Toon et al. 1989) to calculate layer-by-layer fluxes from an internal source function and incident stellar flux using PHOENIX stellar spectral models (Husser et al. 2013). A Newton–Raphson iteration method (McKay et al. 1989) is used to achieve equilibrium vertical temperature profiles, and opacities are computed using the correlated-K method (Amundsen et al. 2017). Molecular abundances are determined with the NASA CEA2 (Gordon & McBride 1994) Gibbs free energy minimization code, and condensate rainout is accounted for by depleting abundances in overlying layers (Burrows & Sharp 1999).

4.1. Emission Spectra

Figures 2, 3, and 4 present the secondary eclipse light curves with the optimized fits superimposed. For visualization purposes, the light curves, and their corresponding fits, are separated into three panels for raw data, corrected light curves, and residuals. Given observational uncertainties, MCMC returns random samples from the posterior distribution, each sample having an associated light curve. Considering 100 representative model fits, we determined the median model of these representative fits to calculate the residuals.

As seen in the upper panel of Figure 5, each secondary eclipse visit was consistent with each other to within 1.4σ. Therefore, for our emission spectrum, we averaged the three secondary eclipse visits to increase the signal-to-noise ratio. In addition to the averaged spectrum, we fit the three secondary eclipses simultaneously with a single model to check for consistency. Instead of modeling each visit separately, emergent light curves were phase-folded. In this method, each light curve requires correction for the ramp effect before phase-folding. We used the previously calculated data from our

Figure 6. Sc-CHIMERA modeled thermal emission spectra for CoRoT-1 b. The median fit closely corresponds to a retrieved maximum value of the heat redistribution parameter (f), i.e., no redistribution, [M/H] = -0.8, log(C/O) = -1.2, and a = 0.87. However, constraints on [M/H] and log(C/O) are not significant. The scaling factor, a, scales the resulting emission spectrum to account for a hot spot dominating the spectrum (Taylor et al. 2020). Overlaid are four additional spectra with noted values for f, [M/H], log(C/O), and a. A heat redistribution parameter of 1.0 represents full redistribution, 2.0 represents dayside redistribution only, and 2.66 represents no heat redistribution with a concentrated hot spot at the substellar point. Finally, the points shown are the resulting average emission spectrum at HST wavelengths and corresponding Spitzer points at 3.6 and 4.5 μm. We updated Spitzer eclipse depths from Deming et al. (2011) as mentioned in Section 3.6. In the bottom panel, the median fit has been multiplied by the stellar flux to isolate the planet flux and to highlight that the HST data probes the peak of the planet’s flux.
corrected light curves, as seen in the second panels of Figures 2, 3, and 4, as they only contain the eclipse. We phase-folded the corrected light curves and performed an MCMC analysis to optimize the singular phase-folded eclipse model. To ensure the accuracy of our averaging method, we confirmed that the two methods agree well. Between the two methods, the planet-to-star flux ratio at any wavelength channel maximally varied by $\sim 211$ ppm. Comparing posterior uncertainties, the largest error was $\sim 160$ ppm, so the two methods are consistent within $1.3\sigma$. Figure 5 presents the averaged emission spectrum from HST/WFC3 data on CoRoT-1 b. Table 4 contains the best-fitting eclipse and charge trapping parameters in tabular form.

Observing the emission spectrum we obtained for CoRoT-1 b, it appears to be generally featureless, similar to a blackbody-like emission as seen in Figure 5. This HST/WFC3 emission spectrum does not exhibit any expected spectral features such as H$_2$O or TiO. Sc-CHIMERA 1D grid modeling of the thermal emission spectrum for CoRoT-1 b suggests that the atmosphere’s best-fitting model has a heat redistribution parameter (defined in Arcangeli et al. 2018) $f$ = 2.73$^{+0.28}_{-0.31}$ (see Figure 8), indicating no heat redistribution, and contains a model-dependent thermal inversion (see Figures 6 and 7). Model constraints on the metallicity $[M/H] = -0.82^{+1.29}_{-0.78}$ and carbon-to-oxygen ratio $\log(C/O) = 1.2^{+0.73}_{-0.53}$ (see Figure 8) are not significant due to the absence of spectrally resolved molecular features.

Thermal inversions are typically indicated by the presence of molecular emission bands. In similar HST/WFC3 studies, the ultrahot Jupiter WASP-12 b (equilibrium temperature $\sim 2500$ K) presented evidence for the presence of a stratosphere and H$_2$O in emission, and the ultrahot Jupiter WASP-33 b (equilibrium temperature $\sim 2700$ K) presented evidence for a temperature inversion caused by TiO (Haynes et al. 2015; Evans et al. 2017). Blackbody-like emission spectra have also shown up in similar HST/WFC3 studies. The ultrahot Jupiters WASP-12 b and WASP-103 b (equilibrium temperatures $\sim 2990$ K and $\sim 2890$ K respectively) have returned blackbody-like emission spectra, indicating potential isothermal $T$–$P$ profiles at the depths probed by HST wavelengths (Crossfield et al. 2012; Cartier et al. 2017). WASP-103 b also suggests the idea of a pseudo-isothermal profile potentially explained by an overlying thermal inversion layer or an upper atmosphere of clouds or haze (Cartier et al. 2017). Additionally, a study with Spitzer on ultrahot Jupiter WASP-18 b (equilibrium temperature $\sim 2400$ K) has also presented a potential isothermal $T$–$P$ profile. Also, Spitzer’s analysis of WASP-12 b suggests the molecular absorption of CO in the 4.5 $\mu$m channel, despite the reported blackbody-like spectrum in the HST bandpass (Crossfield et al. 2012).

Now, delving deeper into emissions, within the near-IR atmospheric emission between hot Jupiters and ultrahot Jupiters, a transition between inverted and non-inverted thermal profiles, predicted in Mansfield et al. (2018), has been reported around an equilibrium temperature of 1700 K (assuming zero albedo and full redistribution) by Baxter et al. (2020). The Spitzer IRAC-based transition at 1700 K was reported based on deviations from a blackbody, defined by the brightness temperature measured from eclipse depths at 3.6 $\mu$m, from observed 4.5 $\mu$m eclipse depths, with greater observed deviations indicating stronger thermal inversions (Baxter et al. 2020). The 1700 K equilibrium temperature transition, interestingly enough, corresponds to the condensation temperatures of TiO and VO, suggesting the idea that the presence of these high-altitude absorbers can potentially introduce temperature inversions to the $T$–$P$ profile (Hubeny et al. 2003; Fortney et al. 2008; Baxter et al. 2020). Even in small amounts, these species are strong absorbers capable of heating the upper atmosphere of these hot Jupiters (Kreidberg 2018). These inversions can also
be a result of other absorbers in the upper atmosphere. According to Schlawin et al. (2014), based on their Infrared Telescope Facility (IRTF) spectrum and CoRoT-1 b photometry for the primary transit, strong absorption caused by TiO/VO is disfavored but high-altitude hazes could affect the transmission spectrum. In this paper, however, our SCCHIMERA modeled thermal emission spectrum is cloud-free. Baxter et al. (2020) reported CoRoT-1 b to have an equilibrium temperature equal to 1900 K (assuming zero albedo and full redistribution), supporting what we calculated in Table 3, which places CoRoT-1 b, initially, in a transitional realm between hot Jupiters and ultrahot Jupiters. This transitional realm poses the possibility of observing a temperature inversion alongside corresponding spectral features. However,

---

**Figure 9.** Primary transit light curves of CoRoT-1 b, Visit 1. The residuals in any wavelength channel maximally varied by $\sim$1247 ppm from the median model. Additionally, Table 5 notes the correlation coefficients between wavelengths. Other comments are the same as for Figure 2.

**Figure 10.** Comparison of CoRoT-1 b transmission spectrum with results from Ranjan et al. (2014).
Table 5
Optimized Primary Eclipse Parameters

| Bin No. | Wavelength (μm) | Planet-to-Star Radius Ratio (R_p/R_*) | Slow Trap Population No. | Δ Slow Trap Population No. | Fast Trap Population No. | Δ Fast Trap Population No. |
|---------|----------------|-------------------------------------|--------------------------|---------------------------|--------------------------|---------------------------|
| 0       | 1.117–1.164    | 0.1455±0.0012                      | 443±22                   | 13±22                     | 17±11                    | 31±6                      |
| 1       | 1.164–1.215    | 0.1442±0.0012                      | 367±88                   | 19±30                     | 14±14                    | 10±5                      |
| 2       | 1.215–1.266    | 0.1435±0.0011                      | 415±107                  | 36±28                     | 24±16                    | 14±6                      |
| 3       | 1.266–1.318    | 0.1457±0.0012                      | 440±38                   | 17±12                     | 5±3                      | 6±3                       |
| 4       | 1.318–1.369    | 0.1439±0.0013                      | 341±94                   | 21±15                     | 5±3                      | 15±3                      |
| 5       | 1.369–1.416    | 0.1476±0.0014                      | 218±103                  | 39±28                     | 7±3                      | 11±3                      |
| 6       | 1.416–1.467    | 0.1472±0.0015                      | 252±110                  | 18±13                     | 7±3                      | 16±3                      |
| 7       | 1.467–1.518    | 0.1420±0.0012                      | 392±109                  | 17±12                     | 11±3                     | 24±3                      |
| 8       | 1.518–1.570    | 0.1385±0.0012                      | 256±113                  | 14±12                     | 12±13                    | 48±5                      |
| 9       | 1.570–1.622    | 0.1360±0.0014                      | 245±141                  | 23±14                     | 40±16                    | 39±6                      |

Note. All values pulled from the median model for each wavelength bin. Additionally, we calculated wavelength correlation coefficients between 0 and 0.3, extrapolating that a similar level of correlation may exist in the transmission spectrum.

evidence of low heat redistribution efficiencies on CoRoT-1 b has been indicated and could suggest an atmosphere exhibiting different behaviors from its cooler counterparts (T < 1500 K) (Fortney et al. 2008; Zhao et al. 2011; Baxter et al. 2020).

Previously published results from the IR wavelength range have already found CoRoT-1 b to be consistent with a blackbody, a spectrum not typically indicative of a thermal inversion, based on measurements at 3.6 and 4.5 μm with the Spitzer IRAC (Deming et al. 2011; Baxter et al. 2020). Specifically, Baxter et al. (2020) references Spitzer eclipse depth values of \( F_p/F_\ast = 4150 \pm 420 \text{ ppm} \) and \( F_p/F_\ast = 4820 \pm 420 \text{ ppm} \) for 3.6 and 4.5 μm respectively on CoRoT-1 b from Deming et al. (2011). Deming et al. (2011) reported that CoRoT-1 b was best reproduced by a 2460 K blackbody, while Baxter et al. (2020) reported brightness temperatures between 2200 and 2300 K. These reported temperatures support our SCHIMERA modeled thermal emission spectrum corresponding to no heat redistribution, with a calculated equilibrium temperature of 2450 K (assuming zero albedo and no heat redistribution; see Table 3). Lower efficiency in heat redistribution would return higher equilibrium temperatures on the dayside as well as higher brightness temperatures. The low efficiency is an expectation from circulation models, which predict that radiative cooling causes large day and night temperature differences for planets with \( T > 2000 \text{ K} \) (Komacek et al. 2017). Calculated equilibrium temperatures for various redistribution efficiencies are in Table 3. Although blackbody-like spectra do not typically indicate thermal inversions, thermal inversions are highly likely in high-temperature bodies, and the blackbody-like spectra produced are likely due to molecular dissociation of water as well as H₂ opacity. Dominant opacity sources in the near-IR for hot Jupiters include H₂O and CO. In ultrahot Jupiters with temperatures around 2500 K, water begins to thermally dissociate on the dayside and becomes depleted beyond 2700 K (Arcangeli et al. 2018; Parmentier & Crossfield 2018). As water dissociates, opacities from hydrogen ions become dominant on the daysides of these hot Jupiters (Arcangeli et al. 2018; Parmentier & Crossfield 2018). On the other hand, CO, a strongly bonded molecule, is difficult to dissociate, and according to Arcangeli et al. (2018) it should be present below 4000 K. Therefore, a temperature inversion should result in observable CO emission (Baxter et al. 2020). We begin to see this emission in the upper wavelength range toward the Spitzer 4.5 μm channel of our model of the thermal emission spectrum (Figure 6). We note that a more recent pipeline and analysis (see Section 3.6) returns Spitzer eclipse depth values of \( F_p/F_\ast = 4602 \pm 477 \text{ ppm} \) and \( F_p/F_\ast = 4380 \pm 440 \text{ ppm} \) for 3.6 and 4.5 μm respectively on CoRoT-1 b. Figure 6 reflects these updated values. Noticeably different from the previously reported wavelength values is the flip in the 3.6 and 4.5 μm values from Deming et al. (2011). Contrary to the emission in the model, the new reduction could indicate CO absorption at 4.5 μm; however, given the emission spectrum and the \( T-P \) of the planet, a CO absorption could be challenging. Given that this is from a single point in the spectrum we do not draw any firm conclusions about the CO feature. A spectrum from JWST, which has the capacity to span the wavelength range from 0.6 μm to 28 μm, could provide more insight.

4.2. Transmission Spectra

In addition to the HST/WFC3 emission spectra, we briefly analyzed the single primary transit, previously studied and published. Figure 9 presents the corresponding light curve, with optimized fits superimposed. The same analysis process as with the secondary eclipse light curves was done for the primary transit light curve, with the exception of a limb darkening model. We assumed the same four-parameter limb darkening profile as in Ranjan et al. (2014) with coefficient values [0.396, 0.571, -0.748, 0.286]. We pulled the required values from Ranjan et al. (2014) and used the Exoplanet Characterization Toolkit (ExoCTK) Limb Darkening Calculator to obtain the profile. Figure 10 presents the transmission spectrum from HST/WFC3 data on CoRoT-1 b. Table 5 contains best-fit spectra and the charge trapping parameters in tabular form. In the first report of primary transit detection of exoplanet CoRoT-1 b, Barge et al. (2008) reported \( R_p/R_\ast = 0.1388 \pm 0.0021 \). However, throughout the literature this value has fluctuated, with near-UV \( R_p/R_\ast = 0.1439\pm0.0018 \) (Turner et al. 2016), optical \( R_p/R_\ast = 0.1381\pm0.0015 \) (Gillon et al. 2009), infrared \( R_p/R_\ast = 0.147 \pm 0.002 \) (weighted average) (Schlawin et al. 2014), and \( R_p/R_\ast = 0.1433 \pm 0.0010 \) (Bean 2009). In this study, we compared the planet-to-star radius ratios for each wavelength bin (found in Table 5) to results from Ranjan et al. (2014). Figure 10 presents the resulting and the comparison transmission spectra. It is clear there is an offset between the two sets of data, and even if different aperture sizes are used,
CoRoT-1 b does not appear to have any companions nearby causing transit depth discrepancies, according to the HST direct image. There are also no companions reported in Evans et al. (2016a). Therefore, we can only assume the offset is due to discrepancies in the detector systematic corrections or pipeline, which also caused a 0.0045 $R_p/R_\star$ offset between Bean (2009) and Barge et al. (2008; both observed at the same wavelength). One specific difference between the two analyses done is the use of the divide-out-of-transit method (Berta et al. 2012) to correct for the prominent ramp effect systematic in Ranjan et al. (2014). We implemented RECTE to account for this systematic in our results. Despite the offset and different method of analysis, our transmission spectrum also supports conclusions reflected in our comparison with Ranjan et al. (2014)—a generally featureless spectrum, consistent with a flat line. We also see the same small drop in $R_p/R_\star$ toward 1.55 μm, which may have to do with the partial transit, i.e., no baseline following the transit.

5. Conclusion

We derived an emission spectrum and a transmission spectrum for exoplanet CoRoT-1 b using the WFC3 instrument aboard the HST. Contrary to popular dividing-out-of-transit methods, which discard the first orbit’s flux data due to the ramp effect, we generated light curve models implementing RECTE’s physically motivated solutions. As a new generation of observations with JWST approaches, which will also host stare mode, a better understanding of the effects of systematics is critical for characterizing exoplanets.

The HST/WFC3 emission and transmission spectra both indicate that CoRoT-1 b is a featureless blackbody. According to Sc-CHIMERA models of thermal emission spectra, the blackbody-like spectrum corresponds best to an atmosphere with no heat redistribution. We calculated the equilibrium temperature (assuming zero albedo and no heat redistribution) as 2450 K. We note from Garhart et al. (2020) that the common practice is to estimate temperatures of hot Jupiters assuming zero albedo and a uniform heat redistribution. However, based on a statistical characterization of hot Jupiter atmospheres using Spitzer secondary eclipses, Garhart et al. (2020) found that uniform dayside redistribution was a more accurate reflection of the temperature. Applying CoRoT-1 b’s degree of heat redistribution to this larger population of planets (Garhart et al. 2020), we note that it falls outside of the median results of the study. We consider the possibility that the blackbody-like spectrum results from an isothermal atmosphere, which is supported in the pressure region probed by the WFC3 but, based on Sc-CHIMERA models, CoRoT-1 b returns an inverted $T$–$P$ profile. Inverted $T$–$P$ profiles are predictively indicative of an absorber in the upper layer of the atmosphere. However, based on the featureless spectra and the temperature of CoRoT-1 b, we assume that the thermal dissociation of water and H$^+$ opacity is responsible. As our spectra did not return any features, further investigation will be needed to constrain the atmospheric properties of CoRoT-1 b. While we expect to see the dissociation of water, CO is an emission feature we expect in this temperature regime. Looking forward, we expect the JWST to probe new pressure levels in and around the CO bands where deviations from a blackbody will be more apparent, providing stronger evidence for these thermal inversions. These observations and analysis pave the way to high-precision results with stare mode spectroscopy. The time-series spectroscopic modes of JWST’s NIRSpec, MIRI, and NIRCam instruments will be analogous to HST’s stare mode used in this study.

Thanks to Rafia Bushra, whose thesis provided a valuable springboard for the results of the paper. Funding for E. Schlawin and K. Glicic is provided by NASA Goddard Space Flight Center. We respectfully acknowledge the University of Arizona is on the land and territories of Indigenous peoples. Today, Arizona is home to 22 federally recognized tribes, with Tucson being home to the O’odham and the Yaqui. Committed to diversity and inclusion, the University strives to build sustainable relationships with sovereign Native Nations and Indigenous communities through education offerings, partnerships, and community service.

Facility: HST(WFC3).

Software: astropy (Astropy Collaboration et al. 2013), batman (Kreidberg 2015), corner (Foreman-Mackey 2016), emcee (Foreman-Mackey et al. 2013), matplotlib (Hunter 2007), numpy (van der Walt et al. 2011), RECTE (Zhou et al. 2017), scipy (Virtanen et al. 2020), tshirt (https://tshirt.readthedocs.io/en/latest/).

Appendix

As we refer to a few plots and their implications to our results without directly inserting them, we take this opportunity to provide additional commentary on the aforementioned figures.

Appendix A

Corner Plots

The corner plot, first mentioned in Section 3.7, is used to visualize the results of our MCMC light curve fits. In a corner plot, the posterior probability distribution of each parameter is projected in a one- and two-dimensional space. 1D histograms are along the diagonal, representing the marginalized distribution for each parameter. The remaining panels display the marginalized 2D distributions (Foreman-Mackey et al. 2013; Foreman-Mackey 2016). The 2D distributions demonstrate the covariance between parameters (how the different parameters vary together). Figure A1 of Appendix A shows a representative corner plot with the seven parameters considered in our models.
Figure A1. Representative secondary eclipse model corner plot of the posterior distributions pulled from Visit 4, wavelength channel 2 (1.164–1.215 μm). The parameter names are defined as used in the Python script. Parameter $f_p$ is the planet-to-star flux ratio. Parameters $a$ and $b$ are the $y$-intercept and the slope of the linear regression we applied to the models respectively. The four RECTE charge trap parameters are: the initial number of occupied charge carrier traps for the fast and slow populations ($\text{trap}_{\text{pop}_s}$, $\text{trap}_{\text{pop}_f}$) and the number of extra trapped charge carriers added in the middle of two orbits ($\text{dtrap}_s$, $\text{dtrap}_f$) for each population respectively. In the 1D histograms, the middle dashed line represents the mean result while the two adjacent lines represent 1σ from the mean.
Appendix B
Lomb–Scargle Periodograms

The Lomb–Scargle periodogram in Figure B1 of Appendix B, first mentioned in Figure 4, is used to support our conclusion that the time correlation in our residuals is minor. Lomb–Scargle periodograms compute Fourier-like power spectra that detect and characterize periodic signals in unevenly sampled data (Lomb 1976; Scargle 1982; VanderPlas 2018). In Figure B1 we utilized the astropy LombScargle function to specifically search for periodic signatures and any other deviations from white noise in our light curve residuals.

Figure B1. Lomb–Scargle residual periodograms for each wavelength channel in Visit 4. Additionally overlaid are the smoothed residual and independently and identically distributed (IID) white noise periodograms, done with the astropy 1D Gaussian filter kernel with a standard deviation of 50. The smoothed residual and IID white noise periodograms show a slight statistical deviation that, overall, supports very minor residual time-correlated noise in the light curves of Figure 4.
