A Phase Filtering Method with Scale Recurrent Networks for InSAR
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Abstract: Phase filtering is a key issue in interferometric synthetic aperture radar (InSAR) applications, such as deformation monitoring and topographic mapping. The accuracy of the deformation and terrain height is highly dependent on the quality of phase filtering. Researchers are committed to continuously improving the accuracy and efficiency of phase filtering. Inspired by the successful application of neural networks in SAR image denoising, in this paper we propose a phase filtering method that is based on deep learning to efficiently filter out the noise in the interferometric phase. In this method, the real and imaginary parts of the interferometric phase are filtered while using a scale recurrent network, which includes three single scale subnetworks based on the encoder-decoder architecture. The network can utilize the global structural phase information contained in the different-scaled feature maps, because RNN units are used to connect the three different-scaled subnetworks and transmit current state information among different subnetworks. The encoder part is used for extracting the phase features, and the decoder part restores detailed information from the encoded feature maps and makes the size of the output image the same as that of the input image. Experiments on simulated and real InSAR data prove that the proposed method is superior to three widely-used phase filtering methods by qualitative and quantitative comparisons. In addition, on the same simulated data set, the overall performance of the proposed method is better than another deep learning-based method (DeepInSAR). The runtime of the proposed method is only about 0.043s for an image with a size of 1024 × 1024 pixels, which has the significant advantage of computational efficiency in practical applications that require real-time processing.
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1. Introduction

In recent decades, the spatial resolution of synthetic aperture radar (SAR) images acquired from space has continuously improved, thanks to the precise orbit control, hardware upgrades, and algorithm advancements in the signal processing field [1]. For example, the spotlight mode of TerraSAR-X has a spatial resolution of 1 m, and its staring spotlight mode even reaches 0.25 m [2]. This breakthrough has brought life to interferometric SAR (InSAR) applications, such as topography mapping and deformation monitoring. Because the acquisition of high-resolution SAR images has become possible, the high-precision measurement of useful geophysical parameters (such as terrain height and surface deformation) can be achieved while using InSAR techniques. Therefore, InSAR is bursting with new research vitality.
In the whole InSAR processing chain, the accuracy of the obtained terrain height is highly related to phase unwrapping, but the presence of noise in the interferometric phase increases the difficulty of unwrapping and reduces the accuracy of unwrapping. Therefore, it is necessary to filter the interferometric phase before unwrapping to reduce noise. In the process of filtering noise, it is essential to preserve good phase detail features (such as phase fringe edges), which determines the accuracy of the obtained terrain height. At the same time, in order to meet the requirements of quickly obtaining height products in practical applications, the computational efficiency of the filtering algorithm should be as high as possible. It is worth noting that the ideal filtering effect is to completely separate the phase and noise from the noisy interferometric phase, but the filtering algorithm cannot achieve this ideal state [3]. Therefore, researchers are committed to continuously developing filtering algorithms that can efficiently filter out noise as much as possible while preserving the fine detail features.

The widely-used phase filtering methods can be grouped into three categories: spatial domain, transform domain, and nonlocal (NL) methods. One typical spatial domain method is the Lee filter which filters out noise along fringes adaptively according to the local noise statistics and directionally dependent windows [4]. Based on the basic Lee filter, several improved versions have appeared afterward [5–8]. For example, a directionally adaptive method is proposed in [6]. The length and width of the filter window can continuously change with the fringe density, and the direction can be changed according to the fringe direction. Examining these filters carefully, they are trying to increase the capacity to preserve the phase detail based on an adaptive windowing process of the interferometric phase, but this window processing operation may cause fringe detail loss due to excessive smoothing and it requires heavy processing time.

The transform domain method is usually divided into the frequency domain and wavelet domain. The first frequency domain method was proposed by Goldstein and Werner in [9]. The method can smooth the interferometric phase while using the bandpass characteristic of the filter, because the power spectrum of the interferometric phase is typically the sum of a narrow-band component combined with broad-band noise. A modified version of the Goldstein filter is presented in [10], which enhances the filtering capacity for areas of low coherence by modifying the Goldstein filter parameter according to the value of coherence. Most of the frequency domain methods consider the area with different values of coherence in the filtering process to improve filtering effect, but the filtering result of the low coherence area still needs to be improved [10–13]. Besides, the first wavelet domain method for interferometric phase filtering is proposed in [14], which reduces noise in the complex wavelet plane. This work has important implications for subsequent research [15,16]. Generally speaking, wavelet domain filters have a better capacity to preserve spatial resolution when compared with spatial domain methods.

Generally speaking, when comparing the above two types of methods, the transform domain method may have a stronger capacity to preserve phase details, while the spatial domain method has a stronger capacity to suppress noise. Therefore, researchers continue to pursue better performance by fully mining more useful information from the interferometric phase. In order to improve the capacity to preserve phase details, the NL-means algorithm [17–19] has been successfully applied to the fields of InSAR [20–24]. The first NL-InSAR approach for the estimation of the interferometric phase is proposed in [20], which derives a patch-similarity criterion that is suitable for the interferogram and performs the weighted averaging of similar pixels defined by the criterion. In order to address the inherent diversity of natural terrain in generating digital elevation models (DEMs) process, an NL-InSAR filter is proposed in [25], which can adjust the filtering parameters adaptively to ensure the fine filtering effect. Combining the non-local approach, wavelet transform, and Wiener filtering, an InSAR block-matching 3D filtering method, called InSAR-BM3D, is proposed in [26], which preserves phase structures well. When compared with the above two types of methods, this type of method may achieve better filtering effects. However, due to a large number of similar area search operations, this type of method sacrifices computational efficiency.
In recent years, deep learning has been successfully applied to many fields, such as machine vision, optical image processing [27–30], and SAR image denoising [31–33]. In addition, the research of deep learning in the field of interferometric SAR has also begun to sprout [34–36]. In this paper, we propose a deep learning-based method to filter the interferometric phase for InSAR, which can better balance the noise suppression capacity and phase detail preservation capacity in order to obtain higher-precision results and ensure computational efficiency. In order to preserve the range \((-\pi, \pi]\) of the interferometric phase, the filtering is implemented on the real and imaginary parts of the interferometric phase. In this method, the real and imaginary parts of the interferometric phase are filtered using a scale recurrent network, called phase filtering network (PFNet), which includes three single scale subnetworks that are based on the encoder-decoder architecture. The network can utilize the global structural phase information that is contained in the different-scaled feature maps, because RNN units are used to transmit current state information among different subnetworks. The encoder part is used for extracting the phase features, and the decoder part restores detailed information from the encoded feature maps and makes the size of the output image the same as that of the input image. Experiments on simulated and real InSAR data prove that the proposed method is superior to three widely-used phase filtering methods by qualitative and quantitative comparisons and it has the significant advantage of computational efficiency.

The remainder of the paper is organized, as follows. In Section 2, we describe the necessity and particularity of the interferometric phase filtering in InSAR. A data generation method, the proposed method, and evaluation indexes are described in Section 3, and experiments that are based on simulated and real InSAR data are implemented in order to evaluate the proposed method with the other three widely-used methods in Section 4. The conclusion is presented in Section 5.

2. Problem Description

This section describes, in detail, why the interferometric phase filtering is required in the InSAR processing chain, the particularity of the interferometric phase filtering when compared to general image filtering, and the noise model of the interferometric phase in InSAR. At the same time, this section provides a theoretical basis for generating simulated data.

InSAR is a technique that exploits the interferometric phase of two or more coregistered single look complex (SLC) SAR images to acquire useful information, such as relative height and surface deformation [37]. These images are usually obtained by means of different antennas or repeat-pass. Figure 1 shows the commonly used InSAR geometry model in the case of two antennas or passes [1]. The flight direction of the platform is perpendicular to the paper.

Consider any scatterer point \(s\) with the surface height \(h\) in Figure 1, the unwrapped phase \(\varphi_u = -\frac{2Q\pi}{\lambda} (R_1 - R_2)\) contains two parts: the unwrapped flat-earth phase \(\varphi_{\text{flat}} = -\frac{2Q\pi}{\lambda} \cdot \frac{B_{\perp} \cos(\beta - \alpha)}{R_1 \tan(\theta)} (R_1 - R_2)\) and the unwrapped height phase \(\varphi_h\), which can be expressed [1,38] as

\[
\varphi_h = \varphi_u - \varphi_{\text{flat}} = -\frac{2Q\pi}{\lambda} \cdot \frac{B_{\perp} h}{R_1 \sin(\theta)},
\]

where \(\lambda\) is the wavelength of the transmit signal, \(R_1\) and \(R_2\) are the range from the scatterer point \(s\) to the two antenna phase center positions, \(\theta\) is the local incident angle, \(\alpha\) is the angle of the baseline relative to the reference horizontal plane, \(B_{\perp}\) is the baseline perpendicular to the line of sight, and the factor \(Q\) depends on the working model of the antenna. When \(Q = 1\), one antenna transmits a signal while the two antennas receive the echo at the same time. When \(Q = 2\), each antenna transmits and receives signals separately, such as space-borne repeat-pass modes. According to Equation (1), as long as \(\varphi_h\) is known, the height \(h\) can be obtained, because other parameters can be easily obtaining according to system parameters and
geometry model. The unwrapped phase $\phi_h$ can be obtained by unwrapping the ideal interferometric phase $\phi_c$ after removing the flat-earth phase, and their relationship can be expressed as

$$\phi_c = \text{angle}(\exp(j\phi_h)), \quad (2)$$

where $\text{angle}(\cdot)$ returns the phase angle. The real interferometric phase typically contains noise, and the presence of noise increases the difficulty of phase unwrapping and reduces its accuracy, which directly affects the accuracy of the obtained height $h$. Therefore, interferometric phase filtering is a critical step before unwrapping.

Figure 1. InSAR geometry model.

After removing the flat-earth phase, the phase noise can be modeled [4,14,16] as

$$\phi = \text{angle}(s_1 \cdot s_2^*) - \text{angle}(\exp(j\phi_{flat})) = \phi_c + \phi_n, \quad (3)$$

where $\phi$ is the real interferometric phase, $s_1$ and $s_2$ are two complex SAR images, $\ast$ represents the complex conjugate, and $\phi_n$ is the zero-mean additive Gaussian noise and independent from $\phi_c$. Figure 1 also shows this process of adding noise. The process of retrieving $\phi_c$ from $\phi$ is called phase filtering. In simulation experiments, the ideal interferometric phase can be used in order to evaluate the accuracy of filtering.

Because of the periodicity of trigonometric functions, the range of the interferometric phase is $(-\pi, \pi]$, which forms phase fringes in interferometric phase images. In order to correctly calculate the phase gradient in phase unwrapping, phase jumps where the phase goes from $-\pi$ to $\pi$ or $\pi$ to $-\pi$ should be preserved. Therefore, the direct filtering for the interferometric phase cannot be adopted in the real domain. The interferometric phase is filtered in the complex domain in order to solve this problem. An interferometric phase in the complex domain can be expressed as

$$\exp(j\phi) = R + jI. \quad (4)$$

The real and imaginary parts of the interferometric phase can be expressed as

$$R = \phi_{\text{real}} = \cos(\phi), I = \phi_{\text{imag}} = \sin(\phi). \quad (5)$$

After the real and imaginary parts are filtered, the filtered interferometric phase can be obtained by

$$\phi' = \text{angle}(\phi'_{\text{real}} + j\phi'_{\text{imag}}), \quad (6)$$
where $\phi'_{\text{real}}$ and $\phi'_{\text{imag}}$ are the filtered interferometric phase and its real part and imaginary part, respectively. In the above process, it is ensured that the range of the interferometric phase is not changed while the noise is filtered out. Furthermore, phase jumps are preserved without being smoothed, which is beneficial to the phase gradient estimation in phase unwrapping.

3. Materials and Methods

3.1. Dataset

In practice, it is very difficult to obtain a large number of real interferometric phase images with corresponding clean phase images, while network training usually requires a large number of labeled samples. Therefore, we use a simulation method to generate samples in order to verify the effectiveness of the proposed method and evaluate its performance. This section describes the detailed sample generation process.

In experiments on simulated data, the Gaussian distributed random matrix is used to generate unwrapped phase in order to simulate the diversity of real terrain in nature [39]. When the unwrapped phase is known, we can easily obtain the interferometric phase according to Equation (2). The detailed data generation steps are as follows.

1. Generate an initial Gaussian distributed random matrix. The size of the initial matrix is $7 \times 7$ for our simulation experiments.
2. Enlarge the matrix to a larger matrix ($256 \times 256$ pixels for our experiments) using bicubic interpolation and scale its range of values to a larger range (0 to 20 rad for our simulation experiments). The large matrix is considered as the unwrapped phase.
3. Get the clean and noisy interferometric phase according to Equations (2) and (3).
4. The real and imaginary parts of the clean and noisy interferometric phase are generated according to Equation (5).

During the generation process, there are three variable parameters, namely the size of the initial random matrix, the range of the unwrapped phase, and the level of added noise. The size of the initial random matrix determines the number of extreme points in the unwrapped phase, so the terrain complexity can be adjusted according to this value. When comparing Figure 2a–c and Figure 2d–f, we can see that, the larger the initial random matrix, the more complex the terrain. Given a fixed size of the initial random matrix, the range of the unwrapped phase determines the fringe density of the corresponding interferometric phase. When comparing Figure 2e,f and Figure 2g,h, it can be seen that the larger the range of the unwrapped phase, the denser the interferometric phase fringe. Furthermore, the level of added noise determines the clarity of the interferometric phase fringe. Figure 3 shows the interferometric phase images containing different levels of noise. Their signal-to-noise ratio (SNR) are 1.17 dB, $-0.87$ dB and $-2.1$ dB, respectively. We can see that the stronger the noise, the less clear the phase fringe. Based on the above analysis, it can be seen that these three parameters affect the difficulty of filtering and, the greater their value, the greater the difficulty of filtering.

In experiments on real InSAR data, the real DEM is used to generate training samples [40], which can make the training samples similar to the real terrain. This increase in similarity helps to obtain a better filtering performance, because more details can be learned by the network. The real DEM used in this paper comes from EU-DEM v1.1 and it can be downloaded from https://www.eea.europa.eu/data-and-maps/data/copernicus-land-monitoring-service-eu-dem. To augment the training set, we obtain a group of training samples corresponding to different fringe density from one real DEM (etna Volcano, $1536 \times 1536$ pixels) by scaling its elevation to different degrees. The maximum elevation of the real DEM are scaling from 150 m to 250 m with an interval of 10 m in order to obtain eleven different elevation images considered as unwrapped
phase images \(((250 - 150)/10 + 1)\). The unwrapped phase image is converted to the interferometric phase images according to Equation (2), and each interferometric phase image is split into thirty-six small sections \((256 \times 256\) pixels\). Therefore, 396 \((36 \times 11)\) interferometric phase images can be obtained. According to the aforementioned steps, 396 \((36 \times 11)\) pairs of real part images and 396 pairs of imaginary part images are generated and used as the training set in Section 4.2. Figure 4 shows two examples of using DEMs to generate samples.

![Figure 2](image_url)

**Figure 2.** Two examples of the random matrices and the corresponding unwrapped phases and interferometric phases. (a) A random matrix \((3 \times 3)\). (b,c) are the corresponding unwrapped phase and interferometric phase, respectively, when the range of the unwrapped phase is 0–20 rad. (d) A random matrix \((7 \times 7)\). (e,f) are the corresponding unwrapped phase and interferometric phase respectively when the range of the unwrapped phase is 0–20 rad. (g,h) are the corresponding unwrapped phase and interferometric phase, respectively, when the range of the unwrapped phase is 0–30 rad.

![Figure 3](image_url)

**Figure 3.** Interferometric phase images with different levels of noise. (a) 1.17 dB. (b) −0.87 dB. (c) −2.1 dB.
3.2. Proposed Method

In this paper, an interferometric phase filtering method that is based on deep learning is proposed. The method has two stages, as shown in Figure 5: training and testing process. For the training process, PFNet takes the real part and imaginary part images of the interferometric phase as input and produces the corresponding filtered real part and imaginary part images. The trainable parameters are updated by minimizing the loss function calculated from the network output and the real part and imaginary part images of the clean interferometric phase (ground truth). Adam optimizer [41] is used and the loss function is introduced in the next subsection. For the testing process, the real part and imaginary part images of a noisy interferometric phase are separately fed into the trained PFNet to obtain the filtered real part and imaginary part images. Finally, the corresponding filtered interferometric phase image is obtained according to Equation (6) and it is compared with the clean interferometric phase image in order to analyze filtering performance by performance evaluation functions. Next, we first introduce the overall architecture of PFNet and then describe the network details via the single scale subnetwork.

Figure 6 illustrates the overall architecture of PFNet. The network is built based on a scale recurrent structure including three single scale subnetworks, and different subnetworks correspond to different scales of inputs and outputs. The scale of the three subnetworks are $64 \times 64$, $128 \times 128$, and $256 \times 256$, respectively. Each subnetwork consists of input, output, encoder, decoder, and RNN unit. The input of the first subnetwork (Input-1) is two identical down-sampled original images, and the input of the second and third networks (Input-2 and Input-3) is the output of the previous subnetwork and a scaled original image. The un-sampling and down-sampling operation are completed while using bilinear interpolation. RNN units are used to connect different subnetworks, which can transmit the current state information to the RNN unit of the next subnetwork, in order to utilize the global structural phase information contained in the different-scaled feature maps. This facilitates the restoration of a full-resolution clean phase image across scales. RNN units can be different forms, such as long-short term memory (LSTM) [42], gated recurrent unit (GRU) [43], and simple recurrent unit (SRU) [44]. In our method, GRU is selected.
since its performance is best in our experiments. In addition, the trainable parameters of each subnetwork are shared, rather than independent, in order to reduce the number of parameters.

Figure 5. (a) Training and (b) testing process of the proposed method.

Figure 6. Overall architecture of PFNet.

Figure 7 illustrates the detailed structure of each subnetwork and Table 1 lists the detailed parameter configuration. Because the input size of different subnetworks are different, for convenience, the width and height of the image are expressed by $M \times N$. The encoder part transforms the input image into the feature maps with a smaller size and more channels, and it contains five encoder blocks. As shown by different colored modules in Figure 7, each encoder block consists of a convolution (Conv) layer, a residual network
(ResBlock) [27], and a convolution layer. A convolution layer includes two operations: convolution and rectified linear unit (Relu). In the latter four encoder blocks, the first convolution layer doubles the number of channels of the previous layer and halves the size of its feature map. In the encoder process, the main phase fringe information is captured and, meanwhile, noise is gradually suppressed after each block. On the other hand, the size of the feature map is reduced, which helps to increase the training speed and reduce the demand for computing power. The decoder part restores detailed information from the encoded feature maps and makes the size of the output image the same as that of the input image. It also contains five decoder blocks. The first decoder block consists of a ResBlock and a convolution layer, and the other four blocks have one more deconvolution (Deconv) layer. A deconvolution layer includes two operations: deconvolution and rectified linear unit. In the last four decoder blocks, the first deconvolution layer halves the number of channels of the previous layer and doubles the size of its feature map. In the decoder process, the detail phase information and image size are gradually restored after each block and the size of feature maps gradually returns to that of the input image.

Table 1. Detailed parameter configuration of each subnetwork.

| #  | Layer Name     | Filter Size | # Channels | Stride | Padding | Output Size          |
|----|----------------|-------------|------------|--------|---------|----------------------|
|    | Encoder block 1| Conv + Relu  | 5 × 5      | 8      | 1       | M × N × 8            |
|    |                | Resblock    | 5 × 5      | 8      | 1       | M × N × 8            |
|    |                | Conv + Relu | 5 × 5      | 8      | 1       | M × N × 8            |
|    | Encoder block 2| Conv + Relu  | 5 × 5      | 16     | 2       | M/2 × N/2 × 16       |
|    |                | Resblock    | 5 × 5      | 16     | 1       | M/2 × N/2 × 16       |
|    |                | Conv + Relu | 5 × 5      | 16     | 1       | M/2 × N/2 × 16       |
|    | Encoder block 3| Conv + Relu  | 5 × 5      | 32     | 2       | M/4 × N/4 × 32       |
|    |                | Resblock    | 5 × 5      | 32     | 1       | M/4 × N/4 × 32       |
|    |                | Conv + Relu | 5 × 5      | 32     | 1       | M/4 × N/4 × 32       |
|    | Encoder block 4| Conv + Relu  | 5 × 5      | 64     | 2       | M/8 × N/8 × 64       |
|    |                | Resblock    | 5 × 5      | 64     | 1       | M/8 × N/8 × 64       |
|    |                | Conv + Relu | 5 × 5      | 64     | 1       | M/8 × N/8 × 64       |
|    | Encoder block 5| Conv + Relu  | 5 × 5      | 128    | 2       | M/16 × N/16 × 128    |
|    |                | Resblock    | 5 × 5      | 128    | 1       | M/16 × N/16 × 128    |
|    |                | Conv + Relu | 5 × 5      | 128    | 1       | M/16 × N/16 × 128    |
|    | Decoder block 1| RNN unit    | -          | -      | -       | M/16 × N/16 × 128    |
|    |                | Resblock    | 5 × 5      | 128    | 1       | M/16 × N/16 × 128    |
|    |                | Conv + Relu | 5 × 5      | 128    | 1       | M/16 × N/16 × 128    |
|    | Decoder block 2| Deconv + Relu| 4 × 4      | 64     | 2       | M/8 × N/8 × 64       |
|    |                | Resblock    | 5 × 5      | 64     | 1       | M/8 × N/8 × 64       |
|    |                | Conv + Relu | 5 × 5      | 64     | 1       | M/8 × N/8 × 64       |
|    | Decoder block 3| Deconv + Relu| 4 × 4      | 32     | 2       | M/4 × N/4 × 32       |
|    |                | Resblock    | 5 × 5      | 32     | 1       | M/4 × N/4 × 32       |
|    |                | Conv + Relu | 5 × 5      | 32     | 1       | M/4 × N/4 × 32       |
|    | Decoder block 4| Deconv + Relu| 4 × 4      | 16     | 2       | M/2 × N/2 × 16       |
|    |                | Resblock    | 5 × 5      | 16     | 1       | M/2 × N/2 × 16       |
|    |                | Conv + Relu | 5 × 5      | 16     | 1       | M/2 × N/2 × 16       |
|    | Decoder block 5| Deconv + Relu| 4 × 4      | 8      | 2       | M × N × 8            |
|    |                | Resblock    | 5 × 5      | 8      | 1       | M × N × 8            |
|    |                | Conv + Relu | 5 × 5      | 8      | 1       | M × N × 8            |
Deep networks are good for enriching the level of features and integrating low/mid/high-level features, but it may be difficult to train [45]. Therefore, two methods are used to avoid the problem. First, in each encoder or decoder block, a Resblock is connected after the first convolution or deconvolution layer in order to accelerate convergence and avoid gradient explosion or gradient disappearance when deepening the network [46]. Besides, a convolution or deconvolution layer is inserted after each Resblock to further increase the network depth. Second, between the encoder and decoder, the feature maps with the same size are added by skip connections [47], which can pass detailed phase information to the top layer and facilitate the gradient propagation. In the decoder process, the feature maps from convolution layers can compensate the main detailed phase information. In other words, these added skip connections can improve network performance and make training easier and more efficient.

3.3. Loss Function

The mean-square error (MSE) between the filtered real part or imaginary part image (network output) and the clean real part or imaginary part image (ground truth) is adopted as the loss function. It can be expressed as

$$L = \sum_{i=1}^{n} \frac{\| \phi^i - \phi'^i \|^2}{M_i^i}$$

where $n$ is the scale number of the scale recurrent network, $M_i$ is the number of pixels of the $i$-th scaled images, $\phi^i$ and $\phi'^i$ are the ground truth and network output in the $i$-th scale, respectively.

3.4. Performance Evaluation Index

The evaluation of the filtering performance is divided into two aspects: filtering accuracy and computational efficiency, in which the filtering accuracy is evaluated by comprehensively considering the capacities of noise suppression and phase detail preservation. An excellent phase filtering method is usually efficient and it has a sufficient capacity to suppress noise while preserving fine phase detail information. In this paper, qualitative and quantitative evaluation methods are adopted to complete the evaluation task. Qualitative evaluation means that the evaluator performs filtering quality judgment based on visual effects. Therefore, the noisy and filtered interferometric phase images are simultaneously provided for qualitative evaluation. In this evaluation process, it is mainly examined whether the noise is suppressed, whether the phase fringe is preserved, and whether other unnecessary information is introduced. This method is subjective, so that the evaluation results vary from person to person and have no stability. In order to objectively evaluate the filtering performance, five commonly used evaluation indexes are adopted for
quantitative evaluation, namely the number of residues (NOR) [9], MSE, mean structural similarity index (MSSIM) [48], no-reference metric Q [49], and runtime (T).

NOR can reflect the capacity to suppress noise of the filtering method. The smaller the NOR of the filtered interferometric phase, the stronger the capacity to suppress noise. The definition of residues depends on the loop integration of the phase gradient of 2x2 neighboring pixels. For an interferometric phase image, the phase gradient between adjacent pixels can be obtained by

$$\nabla \phi(p, p - 1) = \begin{cases} 
\phi(p) - \phi(p - 1), & |\phi(p) - \phi(p - 1)| \leq \pi \\
\phi(p) - \phi(p - 1) - 2\pi, & |\phi(p) - \phi(p - 1)| > \pi \\
\phi(p) - \phi(p - 1) + 2\pi, & \phi(p) - \phi(p - 1) < -\pi 
\end{cases} , \quad (8)$$

where $\phi(p)$ and $\phi(p - 1)$ is the interferometric phase of adjacent pixel $p$ and pixel $p - 1$, respectively.

As shown in Figure 8, given a pixel $(m, n)$, whether this point is a residue can be determined by

$$F = \nabla \phi_1((m + 1, n), (m, n)) + \nabla \phi_2((m + 1, n + 1), (m + 1, n)) + \nabla \phi_3((m, n + 1), (m + 1, n + 1)) + \nabla \phi_4((m, n), (m, n + 1)). \quad (9)$$

There are three possible values for $F$, namely 0 and $\pm 2\pi$, which correspond to a non-residue, a positive residue, and a negative residue, respectively. After judging each pixel in an interferometric phase image, its NOR can be obtained.

MSE is an index for measuring the difference between the filtered and clean interferometric phase. The smaller MSE means that the filtered interferometric phase is closer to the clean interferometric phase, but it does not consider the correlation between pixels in images. Therefore, MSSIM is employed to evaluate the structural similarity of the filtered and clean images. A higher MSSIM means that the structural information is kept better during the filtering process. For a clean interferometric phase patch $x$ and the corresponding filtered patch $y$, the SSIM can be expressed as

$$\text{SSIM}(\mu_x, \mu_y) = \frac{(2\mu_x \mu_y + C_1)(2\sigma_{xy} + C_2)}{\left(\mu_x^2 + \mu_y^2 + C_1\right)\left(\sigma_x^2 + \sigma_y^2 + C_2\right)}, C_1 = (K_1L)^2, C_2 = (K_2L)^2, \quad (10)$$

Figure 8. Schematic diagram of residue calculation.
where $\mu_x$, $\mu_y$, $\sigma_x$, $\sigma_y$, $\sigma_{xy}$ are the local means, standard deviations and cross-covariance, $C_1$ and $C_2$ are constants and used to avoid instability when $\mu_x^2 + \mu_y^2$ or $\sigma_x^2 + \sigma_y^2$ is very close to zero, $L$ is the dynamic range of the pixel values, and $K_1 \ll 1$ and $K_2 \ll 1$ are both small constants [48]. In order to evaluate the overall filtering quality of a filtered image, the MSSIM is adopted and it can be expressed as

$$\text{MSSIM} = \frac{1}{K} \sum_{i=1}^{M} \text{SSIM}(x_i, y_i),$$

(11)

where $K$ is the number of patches, and $x_i$ and $y_i$ are the $i$-th patch in a clear interferometric phase image and the corresponding filtered image, respectively.

For real InSAR data, the no-reference metric $Q$ is adopted, because the clean/reference interferometric phase is usually unknown. The index can comprehensively reflect the capacities of noise suppression and detail preservation of the filtering method [16,49], so it is suitable for our evaluation. According to [49], the local dominant orientation is calculated by the singular value decomposition of local interferometric phase image gradient matrix $G$

$$G = USV^T = U \begin{bmatrix} s_1 & 0 \\ 0 & s_2 \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \end{bmatrix}^T,$$

(12)

where $v_1$ is the dominant orientation of the gradient field and $v_2$ is orthogonal to $v_1$, $s_1 \geq s_2 \geq 0$ are the singular values that represent the energy of phase gradient in the directions $v_1$ and $v_2$, respectively. According to the singular values, the metric $Q$ can be defined as

$$Q = s_1 R = s_1 \frac{s_1 - s_2}{s_1 + s_2}.$$

(13)

For a clean interferometric phase region, $R$ is near 1, because $s_1$ is much larger than $s_2$. When there is noise, $R$ would decrease due to the destruction of the structure of this region. Therefore, a higher $Q$ means that the accuracy of the filtering method is better.

4. Results and Discussion

We carry out a series of experiments on simulated and real data and compare our proposed method with the Lee filter, Goldstein filter, and InSAR-BM3D filter under the same experimental conditions in order to verify the effectiveness and robustness of the proposed method. For a clear comparison, qualitative and quantitative indexes are used for performance evaluation. All of the experiments were implemented on a PC with an i9-9900k CPU and an NVIDIA GeForce GTX 2080Ti GPU, and our proposed method is implemented on TensorFlow platform based on Python 3.6.6.

4.1. Experiments on Simulated Data

The data set was generated while using the simulated method that is described in Section 3.1. The size of the initial Gaussian distributed random matrix, the range of the unwrapped phase and the level of added noise are set to $7 \times 7$, 0–20 rad and $-1.49$ dB, respectively. The training set contains 10,000 pairs of real part images and 10,000 pairs of imaginary part images, and the testing set contains additional 2500 pairs of real part images and 2500 imaginary part images. We use Adam optimizer with a mini-batch size of 10 [41] and Glorot’s method [50] to initialized all trainable variables. The learning rate is exponentially decayed from an initial value of $1 \times 10^{-4}$ to 0 with a power of 0.3. Early Stopping [51,52] is used to choose when to stop iteration, and 120,000 iterations are enough for convergence in our experiment that takes about six hours. In each iteration, the input training samples are randomly selected. After training, the trained
PFNet was tested by the testing samples. We first randomly select a testing sample in order to visually analyze the filtering performance and then calculate the average evaluation indexes of all testing samples for quantitative analysis.

A clean interferometric phase image and its real part and imaginary part images are shown in Figure 9a–c, respectively. After noise is added, the corresponding noisy interferometric phase image and its real part and imaginary part images are shown in Figure 9d–f, respectively. The noisy real part and imaginary part images are filtered using the trained PFNet, and the filtered versions and the phase differences between the filtered version and the clean version are shown in Figure 10. We can observe that the filtered real part and imaginary part images are very close to the corresponding clean real part and imaginary part images, because most of the pixels of the phase difference images are close to zero. In order to more intuitively and clearly show this phase difference, the fitted histogram curves of the phase differences are shown in Figure 11. The histogram curve is plotted according to the value of the phase difference histogram, which reflects the distribution density of the phase difference. The vertical axis is the number of pixels and the horizontal axis is the value of the phase difference. From Figure 11, it can be seen that the two curves are sharp near zero, which indicates that the differences are small and concentrated near zero, that is, the noise is well suppressed in the real and imaginary parts of the noisy interferometric phase. According to the filtered real and imaginary parts, the filtered interferometric phase can be obtained using Equation (6).

![Figure 9. Simulated interferometric phase. (a) Clean interferometric phase, and its (b) real part and (c) imaginary part. (d) Noisy version of (a), and its (e) real part and (f) imaginary part.](image)

We compare our proposed method with three widely-used methods in order to further analyze the performance of the proposed method: the Lee filter, Goldstein filter, and InSAR-BM3D filter. Figure 12 shows the filtered interferometric phase images and the phase difference between the clean phase and filtered phase. We can see that the result of the proposed method is very close to the clean interferometric phase and is better than the other three methods from the naked eye, because its phase difference image is closer to zero. In order to more intuitively and clearly show this phase difference, the fitted histogram curves of the phase differences are shown in Figure 13. We can see that the fitted curve of the proposed method is sharper near zero than that of other methods, which indicates that the phase difference of
the proposed method is more centered on zero, that is, the proposed method is significantly better from the perspective of the phase difference. Furthermore, the four aforementioned evaluation indexes, namely NOR, MSSIM, MSE, and \( T \), are adopted and listed in Table 2. We can see that the proposed method obtains the lowest NOR and MSE, and the highest MSSIM, which reveals that the proposed method filters out the most noise and maintains the most detailed information among the four methods, which is, the proposed method has the strongest noise suppression capacity and the detail preservation capacity. In more detail, when compared with the InSAR-BM3D filter, the MSSIM and MSE of the proposed method are improved by 19.62% and 51.15%. Meanwhile, the proposed method has the smallest runtime \( (T) \), which means that it has a great advantage in computational efficiency. From another perspective, the proposed method has the highest accuracy, because the comprehensive evaluation of MSSIM and MSE reflects the accuracy of phase filtering. Combining accuracy and computational efficiency to analyze, we note that, although the runtime of the Lee filter and the Goldstein filter are less than the InSAR-BM3D filter, their MSSIM and MSE is not as good as the InSAR-BM3D filter. This contradiction between accuracy and computational efficiency has been resolved in the proposed method, because the runtime of the proposed method is the smallest and its accuracy is highest among the four methods. In summary, the proposed method is superior to the other three methods from qualitative and quantitative perspectives.

Figure 10. Filtered results and phase differences of Figure 9e,f using PFNet. (a) Filtered result of the real part. (b) Filtered result of the imaginary part. (c) Phase difference of the real part. (d) Phase difference of the imaginary part.

Figure 11. Fitted phase difference histogram curves of Figure 10c,d.
Figure 12. Filtered results (Top) and phase difference (Bottom) of four methods on simulated data. (a) Lee filter. (b) Goldstein filter. (c) InSAR-BM3D filter. (d) Proposed method.

Figure 13. Fitted phase difference histogram curves of four methods.

Table 2. Quantitative indexes of four methods on simulated data.

| Method               | NOR   | MSSIM  | MSE      | T (s) |
|----------------------|-------|--------|----------|-------|
| No filtering         | 10,572| 0.0251 | 4.6494   | -     |
| Lee Filter           | 369   | 0.2008 | 2.3631   | 3.3   |
| Goldstein Filter     | 16    | 0.4617 | 1.4839   | 4.1   |
| InSAR-BM3D Filter    | 0.012 | 0.7366 | 0.8227   | 6.9   |
| Proposed method      | 0.004 | 0.8811 | 0.4019   | 0.015 |

In the above experiments, the SNR of all testing samples is the same as the training samples, but, in practical applications, the SNR of the testing sample may be different from the training sample. Therefore, we next analyze the robustness of the proposed method when processing images with different values of SNR. We select four situations covering the range of noise from strong to weak for visual display, and the filtered results of four methods are shown in Figure 14. It can be seen that the proposed
method and InSAR-BM3D filter outperform the other two methods in these four cases because their phase difference is closer to zero. Furthermore, when the SNR (−2.1 dB, 0.08 dB) of the testing sample is close to that of the training sample (−1.49 dB), the proposed method outperforms the InSAR-BM3D filter, and when the SNR (2.74 dB, 5.55 dB) of the testing sample is far from that of the training sample, the performance of the InSAR-BM3D filter is better than the proposed method. In order to quantitatively analyze the above-mentioned inferences, we calculated the MSSIM and MSE of each method according to the filtered results in the SNR range of (−2.1, 5.55) dB, as shown in Figure 15. It can be seen that the MSSIM of the proposed method and the InSAR-BM3D filter is significantly higher than the other two methods, and their MSE is significantly lower than the other two methods, which indicates that the capacities of noise suppression and detail preservation of the proposed method and InSAR-BM3D filter are significantly better. Next, comparing the proposed method with the InSAR-BM3D filter, the proposed method is significantly better than the InSAR-BM3D filter when the SNR of the testing sample is close to that of the training sample, which reveals that as long as the SNR of the testing sample keeps within a certain interval with that of the training sample, the proposed method can obtain better performance than the InSAR-BM3D filter. Moreover, it is worth noting that the difficulty of filtering is greatly reduced in the case of high SNR, and the performance of the filtering algorithm in the case of low SNR is more worthy of attention. This is also the reason for choosing a lower SNR of training samples.

![Figure 14. Filtered results of four methods for images with different values of SNR. (a) Noisy interferometric phase. (b) Clean interferometric phase. (c) Phase difference of the Lee filter. (d) Phase difference of the Goldstein filter. (e) Phase difference of the InSAR-BM3D filter. (f) Phase difference of the proposed method.](image-url)
Figure 15. Quantitative indexes of four methods on simulated images with different values of signal-to-noise ratio (SNR). (a) Mean structural similarity index (MSSIM). (b) Mean-square error (MSE).

We carry out four experiments under the same condition, and each experiment halves the number of training samples in order to test the impact of the sample reduction on the performance of the proposed method. Their MSSIM and MSE are calculated and listed in Table 3. From Tables 2 and 3, we can find that as the number of training samples decreases, the performance of the proposed method decreases slightly, but it is still better than the other three methods. That is to say, the performance of the proposed method is still better than the other three methods when the number of training samples is reduced by eight times.

Table 3. Quantitative indexes of the proposed method in the case of different numbers of training samples.

| # Training Samples | MSSIM   | MSE    |
|--------------------|---------|--------|
| 20,000             | 0.8811  | 0.4019 |
| 10,000             | 0.8652  | 0.4645 |
| 5000               | 0.8434  | 0.5392 |
| 2500               | 0.8374  | 0.5502 |

In order to further demonstrate the performance of the proposed method, we compare it with another deep learning filtering method (called DeepInSAR) [35]. For a fair comparison, the data set used in this paper is the same as the data set used in [35] in terms of the data simulation method and number of images. The code of the simulation method can be downloaded from https://github.com/Lucklyric/InSAR-Simulator. The training set contains 28,800 pairs of real part images of simulated interferometric phases and 28,800 pairs of imaginary part images of simulated interferometric phases with a size of 256 × 256, and the testing set contains additional 900 pairs of simulated real part images and 900 pairs of simulated imaginary part images with a size of 1024 × 1024. In this experiment, the proposed method converges after 345,600 iterations, and the filtered results are obtained by the testing process. For quantitative analysis, the MSSIM and Root Mean Square Error (RMSE) of DeepInSAR are taken from [35], and the indexes of the two methods are listed in Table 4. From Table 4, it can been seen that the MSSIM of the proposed method is comparable to DeepInSAR, and its RMSE is greatly improved by 21.47%. Therefore, the overall performance the proposed method is better than DeepInSAR on the same data set.
Table 4. Quantitative indexes of the proposed method and DeepInSAR.

| Method        | MSSIM | RMSE |
|---------------|-------|------|
| DeepInSAR     | 0.8666| 0.8536|
| Proposed Method | 0.8606| 0.6703|

4.2. Experiments on Real Data

In this section, we use the training samples that were generated by the real DEM to train the proposed network. The detailed sample generation process is described in Section 3.1. The learning rate and mini-batch size are the same as in Section 4.1, and 31,600 iterations are enough for convergence. After training, two interferograms (SIR-C/X-SAR data and TerraSAR-X data) are processed in order to evaluate the performance and generalization ability of the proposed method.

4.2.1. SIR-C/X-SAR Data

In this subsection, a real interferometric phase image with a size of $1024 \times 1024$ pixels (SIR-C/X-SAR, Etna Volcano, Italy) was used as a testing sample, as shown in Figure 16. The interferogram was obtained from two SLC images acquired by two shuttle passes on 9 and 10 October 1994 [53], and no multilook processing was performed. For a better comparison of the detailed filtering effects of areas with different values of coherence, a low coherence area (labeled A) and a high coherence area (labeled B) are enlarged in Figure 16. For qualitative evaluation, the filtered results of Figure 16 using the Lee filter, Goldstein filter, InSAR-BM3D filter, and the proposed method are shown in Figures 17 and 18. From these two figures, we can infer that the results of the Lee filter and Goldstein filter preserve more noise, which is, the noise suppression capacity is not enough, while the result of InSAR-BM3D smooths the fringe edges excessively, that is, the detail preservation capacity is insufficient. Note that the filtering result of the proposed method reaches a balance between the two states among the four methods.

![Figure 16. SIR-C/X-SAR data: a real interferometric phase image and its a low coherence area (labeled A) and a high coherence area (labeled B).](image-url)
To confirm the above-mentioned inference, the quantitative evaluation indexes of Figure 16 and the corresponding filtered results are calculated and listed in Table 5. Because the corresponding clean interferometric phase is unknown, MSE is no longer used, but the no-reference metric $Q$ that can comprehensively reflect the capacities of noise suppression and detail preservation is used. In addition, due to the residues of Figure 16 can not completely be filtered, the percentage of the reduced residues (PRR) is also calculated to show the noise suppression capacity more clearly. From Table 5, we can see that the PRR and metric $Q$ of the Lee filter and Goldstein filter are significantly lower than the InSAR-BM3D filter and proposed method. When comparing the latter two methods, although the InSAR-BM3D filter has a higher PRR, its $Q$ is lower, which means that its noise suppression capacity is too strong and some detailed information is lost. In more detail, the metric $Q$ of the proposed method increases by 70.76% as compared with the InSAR-BM3D filter. Therefore, it can be seen that the proposed method maintains the best balance between the two capacities among the four methods, which is consistent with the above-mentioned qualitative inference from images. In addition, although the InSAR-BM3D filter has higher MSSIM and PRR than the Lee filter and Goldstein filter, it consumes multiple runtime, which shows the same contradiction between accuracy and computational efficiency as in the simulation.
experiments. However, the runtime of the proposed method is only about 0.043 s while ensuring the best balance between the noise suppression capacity and detail preservation capacity among the four methods. When compared with the runtime of InSAR-BM3D filter (125.2 s), this thousand-fold improvement in computational efficiency has a great advantage in practical applications that require real-time processing.

![Figure 18. Filtered results of area A (Top) and area B (Bottom) using four methods.](a) Lee filter. (b) Goldstein filter. (c) InSAR-BM3D filter. (d) Proposed method.](image)

Table 5. Quantitative indexes of four methods on SIR-C/X-SAR data.

| Method                  | NOR   | PRR (%) | Metric Q | T(s)  |
|-------------------------|-------|---------|----------|-------|
| No filtering            | 218,168 | 0       | 0.4776   | -     |
| Lee Filter              | 36,583  | 83.23   | 21.2007  | 50.9  |
| Goldstein Filter        | 14,911  | 93.17   | 38.3316  | 68.1  |
| InSAR-BM3D Filter       | 1219   | 99.44   | 46.5475  | 125.2 |
| Proposed method         | 11,306  | 94.82   | 79.4867  | 0.043 |

4.2.2. TerraSAR-X Data

A real interferometric phase image with a size of 3072 × 3072 pixels (TerraSAR-X, Uluru, Australia) was used as a testing sample in order to further evaluate the generalization ability of the proposed method on real InSAR data, as shown in Figure 19. The interferogram was obtained from two SLC images acquired by two satellite passes on 12 and 23 February 2009 [54], and no multilook processing was performed. The interferogram was processed by the proposed method as a whole. The filtered results are shown in Figure 20 and the quantitative indexes are listed in Table 6. From Figure 20 and Table 6, we can see that the PRR and metric Q of the Lee filter and Goldstein filter are lower than the InSAR-BM3D filter and proposed method. When comparing the latter two methods, although the InSAR-BM3D filter has a higher PRR, its Q is lower, which means that it lost some detailed information due to its strong noise suppression capacity. In more detail, the metric Q of the proposed method increases by 14.84% as compared with the InSAR-BM3D filter. Therefore, it can be seen that the proposed method maintains the best balance between detail preservation and noise suppression among the four methods, which is consistent with the
Conclusion presented in Section 4.2.1. Through the above analysis, it can be seen that the performance of the proposed method is still better than the other three methods, which further verifies its generalization ability. In addition, comparing the runtime of the InSAR-BM3D filter and the proposed method, the efficiency advantage of the proposed method has been verified again.

![Image of TerraSAR-X data: a real interferometric phase image.](image)

**Figure 19.** TerraSAR-X data: a real interferometric phase image.

**Table 6.** Quantitative indexes of four methods on TerraSAR-X data.

| Method           | NOR      | PRR (%) | Metric Q | T(s)   |
|------------------|----------|---------|----------|--------|
| No filtering     | 327,488  | 0       | 18.4225  | -      |
| Lee Filter       | 199,399  | 39.11   | 19.6906  | 425.4  |
| Goldstein Filter | 139,356  | 57.45   | 18.4413  | 605.9  |
| InSAR-BM3D Filter| 27,900   | 91.48   | 21.8857  | 1078.1 |
| Proposed method  | 69,455   | 78.79   | 25.1338  | 0.398  |
5. Conclusions

An interferometric phase filtering method based on deep learning is proposed in this paper in order to better balance the noise suppression capacity and the phase detail preservation capacity and ensure computational efficiency when compared with the widely-used phase filtering methods. In this method, PFNet is used to filter the real and imaginary parts of the interferometric phase. With a scale recurrent strategy, the network includes three single scale subnetworks based on the encoder-decoder architecture. Because the three subnetworks are connected by RNN units that can transmit current state information among different subnetworks, the method can utilize the global structural phase information contained in the different-scaled feature maps. The encoder part is used for extracting the phase features, and the decoder part restores detailed information from the encoded feature maps and makes the size of the output image the same as that of the input image. Experiments on simulated and real InSAR data prove that the proposed method is superior to three widely-used phase filtering methods by qualitative and quantitative comparisons. When compared with the InSAR-BM3D filter, MSSIM and MSE of the proposed method in simulation experiments are improved by 19.62% and 51.15%. In addition, when the SNR of the testing sample is close to the SNR of the training sample, the proposed method can obtain better performance.
When the number of training samples is reduced by eight times, the performance of the proposed method is still better than the other three methods. Moreover, on the same data set, the overall performance the proposed method is better than DeepInSAR, because the MSSIM of the proposed method is comparable to DeepInSAR, while its RMSE is improved by 21.47%. When processing SIR-C/X-SAR data, the metric $Q$ of the proposed method increases by 70.76% as compared with the InSAR-BM3D filter, and the runtime of the proposed method is only about 0.043 s for a real interferometric image with a size of $1024 \times 1024$ pixels, which has the significant advantage of computational efficiency in practical applications that require real-time processing. Furthermore, when processing TerraSAR-X data without retraining, the metric $Q$ of the proposed method increases by 14.84% compared with the InSAR-BM3D filter, which further verifies the generalization ability of the proposed method.

The proposed method successfully introduces scale recurrent networks into the field of InSAR phase filtering. This suggests a path for future research that may focus on new networks with the capacity for better detail preservation and noise suppression. A second topic of future work will be to apply the proposed method to more real data sets.
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