1. Introduction

Modern goniometric systems that represent complex program-technical complexes [1] are considered the most accurate optical measuring systems. Goniometric systems are used for contactless measurement of angles in different industrial fields, navigation, scientific research, at testing and calibration laboratories, as well as metrological centers.

As an example, the goniometric systems could be applied for setting navigation sensitive elements (accelerometers or gravimeters) in the electronic stability systems for cars, stabilizers for weaponry, etc.

Contemporary goniometric systems represent complex software-technical complexes, organized as a set of various technical tools with diverse properties. Specifically, they include sensors, measuring transducers, analog and digital input and output modules [1], etc. At the same time, the main trend in the development of modern measuring equipment implies the search for improving the effectiveness of its functioning. The indicators of operational effectiveness of measuring systems are, among others, the accuracy, reliability and performance efficiency of measurements. In this case, accuracy can be enhanced by improving the methods of measurement, computational algorithms and other procedures, which ensure achieving the specified accuracy via less
expensive but not less effective techniques. Ensuring high reliability of measurements, in addition to the use of technical means with high instrumental precision, is achieved by additional application of the entire complex of specialized activities. Particularly, by increasing requirements for qualification of personnel, strict compliance with schedules for equipment verification, thorough performance of standard and certification tests, compliance with measurement procedures, calculation and normalization of measurement error components. As is known, the sources of measurement errors that emerge in all measuring equipment and systems, including goniometric, are methodological, instrument and subjective errors. Goniometric systems manifest in the results of measurements in the form of systematic and random components [2] whose change over time is a non-stationary random process [3]. Procedures for processing measurement results, as well as normalization of systematic and random components of measurement errors, are known, they have been practically applied for many years, they are well substantiated, maximally formalized, they are fundamentally different and are regulated by relevant normative documents [4, 5]. Thus, a random component of the measurement error changes randomly in its sign and value at repeated measurement of the same physical magnitude, performed with the same diligence under the same conditions. Random errors cannot be eliminated and are impossible to avoid. Normalization of random errors is conducted applying the theory of probability and mathematical statistics based on the results of multiple measurements. Random errors, in contrast to systematic, cannot be excluded from measurement results. However, the magnitude of random errors is significantly reduced by increasing the number of observations that can be determined, for example, from a known procedure [6]. The systematic component of a measurement error, as opposed to random, remains constant or naturally changes during repeated measurements of the same physical quantity. A systematic error can be predicted, identified, and almost completely eliminated by the introduction of the relevant corrections. However, the systematic component of an error, according to data from the scientific literature [3], is considered to be a specific, «degenerate» random quantity, which has some of the properties of a random magnitude, which are the subject of the theory of probability and mathematical statistics. In this case, procedures for the normalization and summation of systematic and random components of errors are fundamentally different. Specifically, according to standard [4], errors are summed up in one of the three techniques – algebraic, geometric, taking a correlation into consideration. Particularly, in the presence of a random component of measurement error, they use geometric summation. When there is a systematic component of measurement error, selecting a technique for summation is ambiguous. This is predetermined by the lack of complete information about the law of its distribution. In this case, the choice of a summing technique is made based on considerations on the likelihood of danger to the life of people, significant economic losses, anthropogenic disasters, etc. Typically, this case implies the application of algebraic technique, although it often leads to overestimated assessment of the magnitude of the error.

Thus, there is an obvious need to analyze in advance measurement results in order to determine which component of the error is included in the set of measurement data. After all, correct determination of error components in the measurement results would subsequently make it possible to correctly apply appropriate methods for processing measurement data, to avoid mistakes and inaccuracies, and, consequently, improve the accuracy and reliability of measurements in general. That predetermines the relevance of such a research.

2. Literature review and problem statement

To determine the components of measurement errors, the scientific literature [3, 7] describes analytical-calculation methods based on the application of a Fisher’s dispersion criterion and a Wilcoxon criterion. Fisher’s dispersion criterion makes it possible to establish the fact of presence of a systematic component of measurement error and to analyze sources of its origin, while the Wilcoxon criterion is used to identify a systematic component of measurement error at the unknown distribution law of measurement results. It is believed that the most effective is the use of the Fisher’s dispersion criterion. At the same time, scientists [3, 7] indicate that determining the components of measurement errors when applying these analytical-calculation methods is a multi-stage [3] and routine [7] and, accordingly, a rather time-consuming process, which requires considerable time cost. Automation of determining the components of measurement errors and improving the efficiency of operations performed could be achieved by employing intelligent methods and systems, such as artificial neural networks (ANN). ANNs have been successfully applied for solving various problems on the processing and analysis of data under conditions of incompleteness, controversy, and the dynamic nature of input information based on the methods of its parallel processing. There are known cases of applying ANN in the algorithm for estimating angles of bending the knees [8], in the procedure for predicting a bending angle of the finger joint [10]. ANNs have been used in the procedure for estimating the angle and rotation speed of the generator’s rotor, specifically, to assess the stability and control over transient processes in real time [11]. There is also the system for automated measurement of the Cobb angle based on ANN, to assess scoliosis of the spine [12]. Papers argue that using ANN makes it possible to improve the performance efficiency, reliability, and accuracy of performed operations. Work [13] reports the algorithm of a neural network for deriving aerosol properties from the ground-based spectropolarimetric measurements and indicates that applying ANN allows for a more accurate assessment. Paper [14] reports a technique to determine angles in the Boler equation using ANN for the diagnosis and treatment of bone fractures. The results indicate high accuracy. Article [15] describes a method for automatic measurement of rotation angle of a two-dimensional object employing a single-layer neural network. Paper [16] reports a method for calibrating an angle sensor based on an artificial neural network. The authors proved that ANN has the advantage in that it demonstrates greater performance and higher accuracy. In addition, it is noted that ANN could be a new method to effectively correct errors.

There are several studies which solve the task on improving the accuracy of measurements by the automated determining of errors using ANN [17–20], genetic algorithms [21], as well as other means [22].

In paper [17], ANN is used to estimate an error in odometers of a mobile robot, in particular, to predict error behavior over time, however, the authors did not determine the systematic and random components of the error.

In study [18], ANN is applied for the automated detection of a systematic error during calibration of angle-measuring geodetic instruments. It is shown that using neural network
algorithms makes it possible to reduce the time and simplify the procedure. However, the task on the preliminary determining of error components when measuring with angle-measuring geodetic devices is not solved.

Paper [19] reports a model of the neural-network measuring converter for angular measurements. An analysis and compensation of error occurs at the level of elements and subsystems of the converter. ANN is used to highlight the impact of separate elements of the system on the magnitude of a systematic error in general. The random component of the error is not determined.

Study [20] describes results of research into an error of the optical method to control vibration frequency of technological equipment during its work, based on the genetic algorithm. It is shown that the application of an intelligent method makes it possible to significantly improve performance efficiency in measurements. However, components of the measurement error are not determined.

Paper [21] gives a structure of the genetic algorithm in order to improve accuracy and reduce disruptions in the work of an automated technological system. No analysis of errors in the system’s operation was performed.

Article [22] reports a method for the automated evaluation of a geometric measurement error using digital processing of images acquired from a video camera. The method allows the automated calculation of errors based on the regression estimations, as well as a geometric measurement error based on image processing, but does not make it possible to identify its components.

Thus, the task on the automated determining of components of measurement errors, including in real time, remains unresolved. Therefore, our work is necessitated by the lack of developments, which would make it possible to conduct highly efficient automated determining of components of measuring errors for their subsequent correct processing by personnel. The result could improve the accuracy and reliability of measurements in general.

3. The aim and objectives of the study

The aim of present study is to develop an artificial neural network to determine the components of angle measurement errors by automated geodetic systems in order to automate the determining of measurement error components in real time and to improve performance efficiency of executed operations.

To accomplish the aim, the following tasks have been set:

– to algorithmize the analytically-computational procedure for determining the components of measurement errors using the Fisher’s dispersion criterion;

– to synthesize an ANN model for the automated determining of measurement error components based on the analytical-computational procedure using the Fisher’s dispersion criterion;

– to explore the influence of ANN parameters on the quality of determining the components of a measurement error.

4. Algorithm for the procedure of determining the components of measurement errors using the Fisher’s dispersion criterion

The analytical-computational procedure for determining the components of measurement errors using the Fisher’s dispersion criterion, which is performed at the stage of analysis of measurement results, implies the execution of a number of steps and can be stated in the form of an explicit algorithm. A generalized block diagram of the algorithm, illustrating the work of this analytical-computational procedure, is shown in Fig. 1.

Fig. 1. Generalized block-diagram of the algorithm for an analytical-computational procedure of determining the components of a measurement error using the Fisher’s dispersion criterion
Its implementation implies the execution of 13 steps and emphasizes considerable complexity of the process of determining the components of a measurement error. As an example, Table 1 gives the results of determining the components of a measurement error analytically based on the proposed algorithm when deriving the flat angle of a 24-facet prism. We determined components of the measurement error based on the set of observation results, which was preliminary defined in line with known procedure [6]; in this case, the required set of observations is \( N = 37 \).

Table 1

| No. of entry | Angle measured values, \( \phi_k \) |
|--------------|-----------------------------------|
|              | degrees | minutes | seconds |
| 1            | 164     | 39      | 59.66   |
| 2            | 164     | 39      | 59.73   |
| 3            | 164     | 39      | 59.84   |
| 4            | 164     | 39      | 59.74   |
| 5            | 164     | 39      | 59.84   |
| 6            | 164     | 39      | 59.67   |
| 7            | 164     | 39      | 59.73   |
| 8            | 164     | 39      | 59.61   |
| 9            | 164     | 39      | 59.86   |
| 10           | 164     | 39      | 59.81   |
| 11           | 164     | 39      | 59.28   |
| 12           | 164     | 39      | 59.08   |
| 13           | 164     | 39      | 59.11   |
| 14           | 164     | 39      | 59.16   |
| 15           | 164     | 39      | 59.18   |
| 16           | 164     | 39      | 59.11   |
| 17           | 164     | 39      | 59.37   |
| 18           | 164     | 39      | 59.33   |
| 19           | 164     | 39      | 59.37   |
| 20           | 164     | 39      | 59.37   |
| 21           | 164     | 39      | 59.42   |
| 22           | 164     | 39      | 59.43   |
| 23           | 164     | 39      | 59.36   |
| 24           | 164     | 39      | 59.35   |
| 25           | 164     | 39      | 59.34   |
| 26           | 164     | 39      | 59.27   |
| 27           | 164     | 39      | 59.36   |
| 28           | 164     | 39      | 59.05   |
| 29           | 164     | 39      | 59.18   |
| 30           | 164     | 39      | 59.18   |
| 31           | 164     | 39      | 59.43   |
| 32           | 164     | 39      | 59.23   |
| 33           | 164     | 39      | 59.28   |
| 34           | 164     | 39      | 59.36   |
| 35           | 164     | 39      | 59.32   |
| 36           | 164     | 39      | 59.18   |
| 37           | 164     | 39      | 59.35   |

Fisher’s criterion value

| estimated \( F \) | tabular \( F \) |
|-------------------|----------------|
| \( F_{0.01(P=0.99)} \) | 2.39 |
| \( F_{0.05(P=0.95)} \) | 4.41 |
| \( F_{0.09(P=0.90)} \) | 2.88 |

Conclusion: the results of measuring contain a random component of the measurement error

It was established that the results of measurement contain a random component of the error. Therefore, when processing the results of measurements and normalizing the random error, we must employ methods of mathematical statistics and probability theory; summing should be performed by a geometric technique, which is regulated by normative documents [4, 5]:

\[
\sigma_x = \sqrt{\sum_{i=1}^{N} \sigma_i^2},
\]

where \( \sigma_x \) is the total magnitude of the random error based on all results of the observation; \( \sigma_i \) is the mean-square value of the \( i \)-th error; \( N \) is the number of measurement results.

When applying the analytical-computational procedure for determining the components of measurement errors, the operator must perform 223 mathematical operations, including 114 operations of addition, 46 – subtraction, 46 – multiplication, and 17 – division. That points to significant complexity of a given procedure. In addition, given that measurements typically imply multiple observations, the number \( N \) of whose results could be quite big (Table 1), then there is a significant increase in time required to perform measurements and process the results obtained. Therefore, automating the determination of components of measurement errors based on ANN would make it possible to reduce the labor intensity of performed operations, reduce the time, and improve performance efficiency of performed operations.

5. Model of artificial neural network for the automated determining of a measurement error components

ANN for the automated determining of measurement errors components is a set of mathematical and algorithmic methods for solving a wide range of problems on processing and analysis of data. In the context of problems being solved, ANN makes it possible to automate the analysis of a set of measured data in real time. In this case, high efficiency, probability of correct processing of information under conditions of its incompleteness and controversy, as well as ease of training and retraining, allow the timely transition to new types of problems to be solved when external factors change.

In order to determine the components of measurement errors automatically, the ANN with direct propagation were synthesized [24] that are called the multilayer perceptrons. ANN has significant computing power, as well as the capability to generalize the learning experience, which favorably distinguishes it from other ANN, for example, ANN by Hopfield, ANN with radial basis elements (RBF) and others. Schematic model of ANN for the automated determining measurement errors components is shown in Fig. 2.

The structure of the ANN model, specifically the number of layers and input and output neurons in layers, is predetermined by the conditions of the problem. We have chosen, as a function for activating the ANN, a sigmoid function (or Fermi function).

The first so-called «input» layer of ANN is formed by input neurons and is designed to accept input information in the form of input vector \( X = \{x_k|k = 1; N\} \), where \( N \) is the amount of measured data. Dimensionality of the input layer is defined by the dimensionality of input information and, accordingly, of the input vector. This is predetermined by the fact that the generally accepted means for submitting input signals is such at which all the neurons of the first (input) layer receive a single input signal. The dimensionality of input vector \( X \) in this case will be predetermined by the set of measurement results. For example, when measuring the angle of a 24-facet prism, the required number of \( N \) measurements, according to known procedure [6], is 37. In this case, the input vector will take the form \( X = \{x_k|k = 1; 37\} \). The structure and components of the input vector for this example are given in Table 2.
The vector representation of results of measuring the flat angle of a 24-facet prism according to the requirements of ANN technology is given in Table 2.

### Table 2

| No. of entry | Measured angle values, \( \phi_k \) | Vector alphabet |
|--------------|-----------------------------------|-----------------|
| 1            | 164° 59' 59.66"                  | \( x_1 \)       |
| 2            | 164° 59' 57.75"                  | \( x_2 \)       |
| 3            | 164° 59' 59.84"                  | \( x_3 \)       |
| 4            | 164° 59' 59.74"                  | \( x_4 \)       |
| 5            | 164° 59' 59.84"                  | \( x_5 \)       |
| 6            | 164° 59' 59.67"                  | \( x_6 \)       |
| 7            | 164° 59' 59.73"                  | \( x_7 \)       |
| 8            | 164° 59' 59.61"                  | \( x_8 \)       |
| 9            | 164° 59' 59.86"                  | \( x_9 \)       |
| 10           | 164° 59' 59.81"                  | \( x_{10} \)    |
| 11           | 164° 59' 59.28"                  | \( x_{11} \)    |
| 12           | 164° 59' 59.08"                  | \( x_{12} \)    |
| 13           | 164° 59' 59.11"                  | \( x_{13} \)    |
| 14           | 164° 59' 59.16"                  | \( x_{14} \)    |
| 15           | 164° 59' 59.18"                  | \( x_{15} \)    |
| 16           | 164° 59' 59.11"                  | \( x_{16} \)    |
| 17           | 164° 59' 59.37"                  | \( x_{17} \)    |
| 18           | 164° 59' 59.33"                  | \( x_{18} \)    |
| 19           | 164° 59' 59.37"                  | \( x_{19} \)    |
| 20           | 164° 59' 59.37"                  | \( x_{20} \)    |
| 21           | 164° 59' 59.42"                  | \( x_{21} \)    |
| 22           | 164° 59' 59.43"                  | \( x_{22} \)    |
| 23           | 164° 59' 59.36"                  | \( x_{23} \)    |
| 24           | 164° 59' 59.35"                  | \( x_{24} \)    |
| 25           | 164° 59' 59.34"                  | \( x_{25} \)    |
| 26           | 164° 59' 59.27"                  | \( x_{26} \)    |
| 27           | 164° 59' 59.36"                  | \( x_{27} \)    |
| 28           | 164° 59' 59.05"                  | \( x_{28} \)    |
| 29           | 164° 59' 59.18"                  | \( x_{29} \)    |
| 30           | 164° 59' 59.18"                  | \( x_{30} \)    |
| 31           | 164° 59' 59.43"                  | \( x_{31} \)    |
| 32           | 164° 59' 59.23"                  | \( x_{32} \)    |
| 33           | 164° 59' 59.28"                  | \( x_{33} \)    |
| 34           | 164° 59' 59.36"                  | \( x_{34} \)    |
| 35           | 164° 59' 59.32"                  | \( x_{35} \)    |
| 36           | 164° 59' 59.18"                  | \( x_{36} \)    |
| 37           | 164° 59' 59.35"                  | \( x_{37} \)    |

General structure of input vector \( X = \{ x_k ; k = 1 \ldots E \} \):

\[
X = \{ x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{12}, x_{13}, x_14, x_{15},
  x_16, x_17, x_18, x_19, x_20, x_21, x_22, x_23, x_24, x_25, x_26, x_27, x_28, x_29, x_30,
  x_31, x_32, x_33, x_34, x_35, x_36, x_37 \}
\]

The structure of the output vector defines dimensionality of the output layer of ANN for the automated determining of measurement errors components.

The «hidden» layer executes information intermediate processing in such a way that the output layer of neurons receives the linearly-separated sets. The dimensionality of the hidden layer was determined empirically in two stages and varied during the experimental study into ANN. Specifically, at the first stage of the ANN synthesis, the number of a hidden layer's neurons was accepted to be equal to the number of neurons at the input. At the second stage, when training the ANN, the number of a hidden layer's neurons was adjusted depending on the success of its learning. In this case, there are no computational procedures in the input layer and information is transmitted from the input to the output of neurons by changing the activation of neurons.
case, the boundary numbers of a hidden layer’s neurons were calculated from known heuristic formulae (1) and (2).

The required number of synaptic weights \( L_n \) was derived from expression (1).

\[
\frac{m - N}{1 + \log N} \leq L_n \leq m \left( \frac{N}{m + 1} \right) + m,
\]

where \( L_n \) is the number of synaptic weights; \( n \) is the dimensionality of the input layer; \( m \) is the dimensionality of the output layer; \( N \) is the number of elements in the training set in the learning database [23, 25, 26].

The numbers of a hidden layer’s neurons in ANN were computed depending on the number of synaptic weights from expression (2).

\[
L = \frac{L_n}{n + m},
\]

where \( L \) is the number of a hidden layer’s neurons.

In order to practically implement ANN, one can use specialized software tools – neuro-simulators, specifically, for a given case, we employed the neuro-simulator Neural Analyzer, which is part of the analytical software Professional Deductor made by BaseGroupLabs.

We trained the ANN using the method of «learning with a trainer» based on the algorithm of error back propagation. We compiled a training database (DB) as a set of pairs of vectors \( \{X_i, Y_i\} \), where \( i \) is the number of elements in the training database, \( \{X_i\} = \{x^1, ..., x^n\} \) is the condition of the problem in a vector form; \( \{Y_i\} = \{y^1, ..., y^n\} \) is the desired value of ANN outputs for a given condition. For example, for the case of determining the error components in measuring the flat angle of a 24-faceted prism, the size of the training database was 60 examples. The training database was compiled based on the results of actual multiple observations when measuring the plane angle of a 24-faceted prism and the results of simulation on a personal computer. A condition for establishing the size of the training database was a known argument on that the number of pairs of vectors \( \{X_i, Y_i\} \) in the training database should be such that running the algorithm could generate such a set of ANN parameters, which would produce the desired representation of transforming the signals of input vector \( X \) into output vector \( Y \). A fragment of the screen copy of software with the training set for ANN learning aimed at determining the error components of measuring the plane angle of a 24-faceted prism, chosen as an example, is shown in Fig. 3.

Training ANN implies a reduction of the mean square error \( E \) between the actual values of output signals \( Y' = \{y'_1, ..., y'_m\} \) and the desired values \( Y = \{y_1, ..., y_n\} \) for ANN outputs.

6. Examining the influence of parameters of the artificial neural network on the quality of determining the components of a measurement error

Experimental study into influence of the ANN parameters, specifically the dimensionality of its hidden layer, in terms of correct determination of measurement errors components was conducted using the neuro-simulator Neural Analyzer, analytical software Deductor Professional developed by BaseGroupLabs. To this end, we generated a training set (Fig. 3) in advance. The criterion for optimizing the learning algorithm was the magnitude of the mean square error \( E \) at 5 %, that is, \( E = 0.05 \). The step magnitude is 0.1; momentum is 0.9; steepness of activation function is 1.

The number of a hidden layer’s neurons changed in the range that was preliminary calculated from expression (2).

The results of experimental study into a change in the error during ANN operation depending on the number of a hidden layer’s neurons are given in tabular (Table 4) and graphical (Fig. 4) form.

To solve the set problem, we examined the work of ANN for the automated determining of measurement errors components with a different dimensionality of the hidden layer (Table 3). ANNs with a different dimensionality of the hidden layer was conditionally named ANN 1 – ANN 7. The results of experimental study in accordance with Table 4 and Fig. 4 revealed the following:

- at an insufficient quantity of neurons in the hidden layer ANN is poor at learning with the error during operation remaining quite large (ANN 6, ANN 7);
- an excessive increase in the number of a hidden layer’s neurons leads to that the well-trained ANN does not demonstrate generalizing properties with the error in operation becoming too great (ANN 3, ANN 4, ANN 5). In addition, the excessive increase in the number of a hidden layer’s neurons worsens the work of ANN, which manifests itself in a decrease in its high-speed performance (ANN 4, ANN 5).

| No. of example of the training set | Measurement result/ No. of measurement |
|-----------------------------------|---------------------------------------|
| Input vector                      | Systematic  | Random  |
| X1  | X2 | X3 | X4 | X5 | X6 | X7 | X8 | X9 | X10 | ... | X35 | X36 | X37 | X38 | X39 | X40 | Y1 | Y2 |
| 1   | 60 | 60 | 60.5 | 60 | 60 | 60 | 60 | 60.5 | 60 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 2   | 60 | 60 | 60.5 | 60 | 60 | 60 | 60 | 60.5 | 60 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 3   | 60 | 60 | 60.5 | 60 | 60 | 60 | 60 | 60.5 | 60 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 4   | 60 | 60 | 60.5 | 60 | 60 | 60 | 60 | 60.5 | 60 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 5   | 60 | 60 | 60.5 | 60 | 60 | 60 | 60 | 60.5 | 60 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 6   | 1.04 | 1.16 | 2.98 | 1.26 | 0.86 | 2.59 | 2.71 | 2.34 | 59.9 | 0.83 | 0.62 | 2.68 | 1.9 | 2.86 | 1.34 | 2.79 | 0 | 1 |
| 7   | 1.04 | 1.16 | 2.98 | 1.26 | 0.86 | 2.59 | 2.71 | 2.34 | 59.9 | 0.83 | 0.62 | 2.68 | 1.9 | 2.86 | 1.34 | 2.79 | 0 | 1 |
| 8   | 1.04 | 1.16 | 2.98 | 1.26 | 0.86 | 2.59 | 2.71 | 2.34 | 59.9 | 0.83 | 0.62 | 2.68 | 1.9 | 2.86 | 1.34 | 2.79 | 0 | 1 |
| 9   | 1.03 | 1.03 | 1.04 | 1.04 | 1.03 | 1.03 | 1.04 | 1.04 | 1.04 | 1.04 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 10  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1.03 | 1.03 | 1.04 | 1.04 | 1.04 | 1 | 0 |
| 11  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1.03 | 1.03 | 1.04 | 1.04 | 1.04 | 1 | 0 |

Fig. 3. Screen copy of software with a fragment of the training set for ANN learning in order to automatically determine components of measurement errors
The possibility to quickly and correctly determine measurement errors components at the stage of analysis of measuring information would make it possible to subsequently define methods for its further processing in accordance with regulatory requirements. In the long term, that would improve the accuracy and reliability of measurement results as it could help avoid incorrect and inaccurate calculations when normalizing measurement errors.

At present, there are several studies into automated determining of measurement errors components using ANN. However, there is no research into automated determining of measurement errors components applying ANN that could take place at the stage of analysis of measuring information.

It should be noted that the basic requirement when using ANN for the automated determining of measurement errors components is the high qualification of personnel, which, accordingly, could require additional training or even partially restrict the application of ANN.

8. Conclusions

1. We have algorithmized the analytical-computational procedure for determining the measurement errors components using the Fisher’s dispersion criterion. That made it possible to establish that when processing the results of measuring, for example, a 24-facet prism, the operator is required to perform 223 mathematical operations (including 114 operations to add, 46 to subtract, 46 to multiply, 17 to divide).

2. The ANN model has been synthesized intended for the automated determining of measurement errors components, which enables the high-speed (2 seconds for the example...
considered in this paper) determination of measurement errors components under automated mode. The time that could be taken by ANN to process information is obviously much smaller in comparison with the time required during application of the analytical-computational procedure using the Fisher’s dispersion criterion. That significantly reduces labor-intensity of performed operations while processing measuring information.

3. We have studied influence of ANN parameters on the quality of determining the components of a measurement error. It was established that at the insufficient number of a hidden layer’s neurons (Table 3), ANN is poor at learning with error during operation remaining quite large (Fig. 4). An excessive increase in the number of a hidden layer’s neurons leads to that the well-trained ANN does not demonstrate generalizing properties with an error of its operation being too great, while its performance would be compromised. We have experimentally determined the structure of ANN for the automated determining of measurement errors components. ANN is a three-layer perceptron with a dimensionality of the input layer of 37 neurons, the hidden layer – 40 neurons, the output layer – 2 neurons. The ANN neurons activation function is a sigmoid function. The ANN learning algorithm is an error back propagation algorithm [23, 25, 26].

References

1. Automated technological complex to precise angles measurement based on goniometer / Cherepanska I., Bezvesilna E., Sazonov A., Lavrischev A. // Technological Complexes. 2015. Issue 1/2 (12). P. 38–45.
2. Barinova E. A., Ivashchenko E. M., Pavlov P. A. Rezultaty issledovaniya pogreshnosti goniometriceskov sistemy // Izvestiya SPbGETU «LETT». 2010. Issue 5. P. 98–103.
3. Metrologiya intellektual’nyh izmeritel’nyh sistem: monografiya / Shevchuk V. P., Kaplya V. I., Zheltonogov A. P., Lyasin D. N. Volgograd. 2005. 210 p.
4. DSTU 8.009:2008. Derzhavna sistema zabezpechennia yednosti vymiriuvan. Normovani metrolohichni karakerystyky zasobiv vymiriuvan. Kyiv. 2008. 20 p.
5. DSTU-N RMH 63:2013. Derzhavna sistema zabezpechennia vymiriuvan. Zabezpechennia efektyvnosti vymiriuvan pry upravlinni teknolohichnymy protsesamy. Kyiv. 2013. 18 p.
6. The procedure for determining the number of measurements in the normalization of random error of an information measuring system with elements of artificial intelligence / Cherepanska I., Bezvesilna O., Sazonov A., Nechui S., Klyuchenko T. // Eastern-European Journal of Enterprise Technologies. 2017. Vol. 5. Issue 9 (89). P. 58–67. doi: https://doi.org/10.15587/1729-4061.2017.109957
7. Farrance I., Frenkel R. Uncertainty of Measurement: A Review of the Rules for Calculating Uncertainty Components through Functional Relationships // Clin. Biochem. Rev. 2012. Vol. 33, Issue 2. P. 49–75.
8. Bennett C. L., Odom C., Ben-Asher M. Knee Angle Estimation based on IMU data and Artificial Neural Networks // 2013 29th Southern Biomedical Engineering Conference. 2013. doi: https://doi.org/10.1109/sbec.2013.64
9. Cherepanska I., Bezvesilna E., Sazonov A. Artificial Neural Network as a Basic Element of the Automated Goniometric System // Advances in Intelligent Systems and Computing. 2016. P. 43–51. doi: https://doi.org/10.1007/978-3-319-48923-0_6
10. Shirrao N. A., Reddy N. P., Kosuri D. R. Neural network committees for finger joint angle estimation from surface EMG signals // BioMedical Engineering OnLine. 2009. Vol. 8. Issue 2. P. 2. doi: https://doi.org/10.1186/1475-9255-8-2
11. Angel A. D., Glavic M., Wehenkel L. Using Artificial Neural Networks to Estimate Rotor Angles and Speeds from Phasor Measurements. URL: http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.151.7413&rep=rep1&type=pdf
12. Computer-Aided Cobb Measurement Based on Automatic Detection of Vertebral Slopes Using Deep Neural Network / Zhang J., Li H., Lv L., Zhang Y. // International Journal of Biomedical Imaging. 2017. Vol. 2017. P. 1–6. doi: https://doi.org/10.1155/2017/9083916
13. Use of neural networks in ground-based aerosol retrievals from multi-angle spectropolarimetric observations / Di Noia A., Hase-kamp O. P., van Harten G., Rietjens J. H. H., Smit J. M., Snik F. et. al. // Atmospheric Measurement Techniques. 2015. Vol. 8. Issue 1. P. 281–299. doi: https://doi.org/10.5194/amt-8-281-2015
14. Bochler’s Angle Estimations in Calcaneus Bone by Using Artificial Neural Networks // Ota S., Aoki K., Adachi T., Tanaka Y., Yamasaki M. // Cumhuriyet Science Journal. 2015. Vol. 36, Issue 5. P. 57. doi: https://doi.org/10.17776/csj.56555
15. Manivannan N., Neil M. A. A. Automatic angle measurement of a 2D object using optical correlator-based neural networks hybrid system // Optical Pattern Recognition XXII. 2011. doi: https://doi.org/10.1117/12.883653
16. Biaxial Angle Sensor Calibration Method Based on Artificial Neural Network / Li Y., Fu P., Li Z., Li X., Lin Z. // Chemical Engineering Transactions. 2015. Vol. 46. P. 361–366. doi: http://doi.org/10.3301/CET1546061
17. Primenenie nerozvetevogo podhoda dlya ocenki pogreshnosti odometrov mobil’nogo robota / Kas’yanik V. V., Dunec A. P., Dunec I. P., Shut’ V. N. URL: http://robotics.bstu.by/mwiki/images/8/8d/Neuroinformatika_2012.pdf
18. Golygin N. H., Hinoeva O. B., Yambaev H. K. Vozmozhnosti povysheniya tochnost’i geodezicheskih izmereniy na osnove iskusstvennyh nerozvetey // Izv. VUZov. Geodeziya i aerofotos’emka. 2005. Issue 5. P. 17–27.
19. Skvorcov M. G., Zryunov E. A., Pronin S. P. Neryozeteyovsky izmeritel’nyy preobrazovat’el’ // Izvestiya VolgGTU. 2011. Vol. 6. Issue 5. P. 88–90.
20. Zryunov P. A. Issledovanie pogreshnosti opticheskogo metodov kontrolya chastoty vibracii ob’ekta, osnovannogo na primenenii geneticheskogo algoritma // Polzunovskiy al’manah. 2009. Issue 2. P. 123–125.
21. Herbert L. T., Hanson Z. N. L. Restructuring of workflows to minimise errors via stochastic model checking: An automated evolutionary approach // Reliability Engineering & System Safety. 2016. Vol. 145. P. 351–365. doi: https://doi.org/10.1016/j.ress.2015.07.002
1. Introduction

At present, there is a pressing issue related to the improvement of reliability of the gas transportation system of Ukraine (GTU), which is one of the major national achievements. Gas-turbine engines (GTE) are the most responsible functional nodes in GTU. Requirements aimed at improving the reliability and durability of structural elements and units...