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Abstract

Fingerprints are the oldest and most widely used form of biometric identification. Everyone is known to have unique, immutable fingerprints. As most Automatic Fingerprint Recognition Systems are based on local ridge features known as minutiae, marking minutiae accurately and rejecting false ones is very important. However, fingerprint images get degraded and corrupted due to variations in skin and impression conditions. Thus, image enhancement techniques are employed prior to minutiae extraction. A critical step in automatic fingerprint matching is to reliably extract minutiae from the input fingerprint images. This paper presents a review of a large number of techniques present in the literature for extracting fingerprint minutiae. The techniques are broadly classified as those working on binarized images and those that work on gray scale images directly.
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1. Introduction

Biometrics is the science of uniquely recognizing humans based upon one or more intrinsic physical or behavioral traits. Fingerprints are the most widely used parameter for personal identification amongst all biometrics. Fingerprint identification is commonly employed in forensic science to aid criminal investigations etc. A fingerprint is a unique pattern of ridges and valleys on the surface of a finger of an individual. A ridge is defined as a single curved segment, and a valley is the region between two adjacent ridges. Minutiae points (fig. 1) are the local ridge discontinuities, which are of two types: ridge endings and bifurcations. A good quality image has around 40 to 100 minutiae [1]. It is these minutiae points which are used for determining uniqueness of a fingerprint.

Automated fingerprint recognition and self authentication systems [2] can be categorized as verification or identification systems.
literature [20, 21] where evolutionary algorithms are used for matching minutiae of a fingerprint with that of a database of fingerprint images. The results of all such techniques depend on the quality of the input image. Thus, image enhancement techniques are often employed to reduce the noise and to enhance the definition of ridges against valleys so that no spurious minutiae are identified. In fact, matching latent fingerprints from crime scenes is difficult because of their poor quality and the fingerprint matching accuracy is improved by combining manually marked minutiae with automatically extracted ones [22]. Several methods have been proposed for enhancement of fingerprint images which are based on image normalization and Gabor filtering (Hong’s algorithm) [1], Directional Fourier filtering [23], Binarization Method [24], enhancement using directional median filter[25], fingerprint image enhancement using filtering techniques[26], image retrieval based on color histogram and textual features[27] and many others[28-32]. The Hong’s algorithm inputs a fingerprint image and applies various steps for enhancement. Several other enhancement techniques present in literature are based on fuzzy logic and neural networks [33-40]. Choonwoo et al [41] presented a novel approach to enhance feature extraction for low quality fingerprint images using stochastic resonance (SR). SR refers to a phenomenon where an appropriate amount of noise added to the original signal can increase the signal-to-noise-ratio. Experimental results show that Gaussian noise added to low quality fingerprint images enables the extraction of useful features for biometric identification. The rest of the paper is organized as follows: Section 2 discusses fingerprint features and section 3 explains fingerprint recognition. Section 4 lists the techniques available for minutiae extraction in the literature and finally, section 5 concludes the paper.

2. Fingerprint Features

Fingerprint features can be classified into three classes [1]. Level 1 features show macro details of the ridge flow shape, Level 2 features (minutiae point) are discriminative enough for recognition, and Level 3 features (pores) complement the uniqueness of Level 2 features.

2.1 Global Ridge Pattern

A fingerprint is a pattern of alternating convex skin called ridges and concave skin called valleys with a spiral-curve-like line shape (fig. 2). There are two types of ridge flows: the pseudo-parallel ridge flows and high-curvature ridge flows which are located around the core point and/or delta point(s). This representation relies on the ridge structure, global landmarks and ridge pattern characteristics. The commonly used global fingerprint features are:

- Singular points – They represent discontinuities in the orientation field. There are two types of singular points as shown in fig. 3. A core is the uppermost of the innermost curving ridge [1], and a delta point is the junction point where three ridge flows meet. They are usually used for fingerprint registration and classification.

- Ridge orientation map – This represents the local direction of the ridge-valley structure. It is commonly utilized for classification, image enhancement and minutia feature verification and filtering.

- Ridge frequency map – It is the reciprocal of the ridge distance in the direction perpendicular to local ridge orientation. It is extensively utilized for contextual filtering of fingerprint images.

2.2 Local Ridge Pattern

This is the most widely used and studied fingerprint representation. Local ridge details are the discontinuities of local ridge structure referred to as minutiae. Sir Francis Galton (1822-1922) was the first person who observed the structures and permanence of minutiae. Therefore, minutiae are also called “Galton details”. They are used by forensic experts to match two fingerprints. There are about 150 different types of minutiae [3] categorized based on their configuration. Among these minutia types, “ridge ending” and “ridge bifurcation” are the most commonly used, since all the other types of minutiae can be seen as
combinations of “ridge endings” and “ridge bifurcations”. Some minutiae are shown in fig. 4. The American National Standards Institute-National Institute of Standard and Technology (ANSI-NIST) proposed a minutiae-based fingerprint representation. It includes minutiae location and orientation [42]. Minutiae orientation is defined as the direction of the underlying ridge at the minutia location (fig. 5). Minutiae-based fingerprint representation can also assist privacy issues since one cannot reconstruct the original image from using only minutiae information. Actually, minutiae are sufficient to establish fingerprint individuality.

The minutiae are relatively stable and robust to contrast, image resolutions, and global distortion as compared to other fingerprint representations. However, to extract the minutiae from a poor quality image is not an easy task, although most of the automatic fingerprint recognition systems are designed to use minutiae as the main fingerprint feature for recognition.

3 What is Fingerprint Recognition?

The fingerprint recognition [43, 44, 45] problem can be grouped into three sub-domains: fingerprint enrollment, verification and fingerprint identification. In addition, as different from the manual approach for fingerprint recognition by experts, the fingerprint recognition here is referred as AFRS (Automatic Fingerprint Recognition System), which is program-based. Verification is typically used for positive recognition, where the aim is to prevent multiple people from using the same identity. Fingerprint verification is to verify the authenticity of one person by his fingerprint. There is one-to-one comparison in this case. In the identification mode, the system recognizes an individual by searching the templates of all the users in the database for a match. Therefore, the system conducts a one to many comparisons to establish an individual’s identity. Both verification and identification use certain techniques for fingerprint matching as indicated in the following subsection.

3.1 Techniques for Fingerprint Matching

Various fingerprint matching techniques discussed in literature are as follows:

- Minutiae based technique: Most of the fingerprint scan technologies are based on Minutiae. Minutia based techniques represent the fingerprint by its local features, like terminations and bifurcations [46-80]. Two fingerprints match if their minutiae points match. This approach has been intensively studied, also is the backbone of the current available fingerprint recognition products.

- Pattern Matching or Ridge Feature Based Techniques: Feature extraction and template generation are based on series of ridges as opposed to discrete points which forms the basis of Pattern Matching Techniques. This includes context aware similarity search techniques applicable to all types of content based image retrieval (CBIR) [81]. The advantage of Pattern Matching techniques [82, 83] over Minutiae based techniques is that minutiae points may be affected by wear and tear and the disadvantages are that these are sensitive to proper placement of fingerprint and need large storage for templates.

- Correlation Based Technique [84, 85, 86]: Let I(Δx, Δy, θ) represent a rotation of the input image I by an angle θ around the origin (usually the image center) and shifted by Δx and Δy pixels in directions x and y, respectively. Then the similarity between the two fingerprint images T and I can be measured as:

  \[ S(T, I) = \max_{\Delta x, \Delta y, \theta} \frac{CC(T, I(\Delta x, \Delta y, \theta))}{CC(T, T)} \]  

  (1)

  where \( CC(T, I) = T^T I \) is the cross-correlation between T and I. The cross-correlation is a well known measure of image similarity. It allows us to find the optimal registration. The direct application of eq. (1) rarely leads to acceptable results, mainly due to the following problems:

  a) Non-linear distortion makes impressions of the same finger significantly different in terms of global structure; the use of local or block-wise correlation techniques can help to deal with this problem.

  b) Skin condition and finger pressure cause image brightness, contrast, and ridge thickness to vary significantly across different impressions. The use of more sophisticated correlation measures may compensate for these problems.

  c) The technique is computationally very expensive. Local correlation and correlation in the Fourier domain can improve efficiency.

- Image Based Techniques: Image based techniques try to do matching based on the global features of a whole fingerprint image. It is an advanced and newly emerging method for fingerprint recognition. It is useful to solve some intractable problems of the first approach.
4. Minutiae Extraction

An accurate representation of the fingerprint image is critical to automatic fingerprint identification systems, because most deployed commercial large-scale systems are dependent on feature-based matching (correlation based techniques have problems as discussed in the previous section). Among all the fingerprint features, minutia point features with corresponding orientation maps are unique enough to discriminate amongst fingerprints robustly; the minutiae feature representation reduces the complex fingerprint recognition problem to a point pattern matching problem. In order to achieve high-accuracy minutiae with varied quality fingerprint images, segmentation algorithm needs to separate foreground from noisy background which includes all ridge-valley regions and not the background. Image enhancement algorithm needs to keep the original ridge flow pattern without altering the singularity, join broken ridges, clean artifacts between pseudo-parallel ridges, and not introduce false information. Finally minutiae detection algorithm needs to locate efficiently and accurately the minutiae points.

There are a lot of minutiae extraction methods available in the literature. We can classify these methods broadly into two categories (fig. 6):

- Those that work on binarized fingerprint images
- Those that work directly on gray-scale fingerprint images.

The following subsections elaborate on the above mentioned categories.

4.1 Minutiae detection from binarized fingerprints

A number of binary image based methods are available which detect minutiae by inspecting the localized pixel patterns. They can be further classified into two classes, those that work on unthinned binarized images and those that work on thinned binarized images.

4.1.1 Unthinned Binarized images

Most fingerprint minutia extraction methods are thinning-based where the skeletonization process converts each ridge to one pixel wide. Minutia points are detected by locating the end points and bifurcation points on the thinned ridge skeleton based on the number of neighboring pixels. The end points are selected if they have a single neighbor and the bifurcation points are selected if they have more than two neighbors. However, methods based on thinning are sensitive to noise and the skeleton structure does not conform to intuitive expectation. This category focuses on a binary image based technique of minutiae extraction without a thinning process. The main problem in the minutiae extraction method using thinning processes comes from the fact that minutiae in the skeleton image do not always correspond to true minutiae in the fingerprint image. In fact, a lot of spurious minutiae are observed because of undesired spikes, breaks, and holes. Therefore, post processing is usually adopted to avoid spurious minutiae, which is based on both statistical and structural information after feature detection. This category discusses three major techniques of minutiae extraction from unthinned binarized images based on chaincode processing [46], run based methods [47,48] and ridge flow and local pixel analysis based methods [49-51].

4.1.1.1 Chaincode processing

Chaincode representation of object contours is extensively used in document analysis. Unlike thinned skeletons, the pixel image can be fully recovered from the chaincode of its contour. In this method, the image is scanned from top to bottom and right to left. The transitions from white (background) to black (foreground) are detected. The contour is then traced counterclockwise and expressed as an array of contour elements [46]. Each contour element represents a pixel on the contour. It contains fields for the x, y coordinates of the pixel, the slope or direction of the contour into the pixel, and auxiliary information such as curvature.
In a binary fingerprint image, ridge lines are more than one pixel wide. Tracing a ridge line along its boundary in counterclockwise direction, a termination minutia (ridge ending) is detected when the trace makes a significant left turn. Similarly, a bifurcation minutia (a fork) is detected when the trace makes a significant right turn (fig. 7(a)).

Let a vector \( P_{\text{in}} \) go in to a contour point \( P \) and a vector \( P_{\text{out}} \) go out of \( P \). The computations of \( P_{\text{in}} \) and \( P_{\text{out}} \) use several neighboring contour points. This is to avoid local noise and at the same time obtain a better estimation of the vectors using the average of more than one point. The significance of the direction change at \( P \) is determined by the angle made between \( P_{\text{in}} \) and \( P_{\text{out}} \):

\[
\theta = \arccos \left( \frac{P_{\text{in}} \cdot P_{\text{out}}}{|P_{\text{in}}||P_{\text{out}}|} \right)
\]

After size normalizations, let the two vectors be \( P_{\text{in}} = (x_1,y_1) \) and \( P_{\text{out}} = (x_2,y_2) \). Then,

\[
\theta = \arccos(x_1y_1 + x_2y_2)
\]

A threshold \( T \) is selected so that any significant turn satisfies the condition:

\[
x_1y_1 + x_2y_2 < T
\]

If the vectors are placed in a Cartesian coordinate system with \( P_{\text{in}} \) along the x-axis (fig. 7(b)), then the threshold \( T \) is the x-coordinate of the thresholding line. The turning direction is determined by the sign of \( \sin \theta \) since the angle \( \theta \) is always in the range -90 to 90. Therefore, \( x_1y_2 - x_2y_1 > 0 \) indicates a left turn and \( x_1y_2 - x_2y_1 < 0 \) indicates a right turn.

This method of direction field generation using chaincode for image enhancement is more efficient and robust for the following reasons: (i) chaincode generation depends on a pre-binarization algorithm, (ii) the adaptive binarization algorithm and the chaincode generation algorithm are both efficient, and (iii) the orientation field is directly computed by tracing the chaincode over a discrete grid. The objective is to attain the ridge orientation for the entire window rather than at every pixel.

4.1.1.2 Run Representation

This method results in fast extraction of fingerprint minutiae that are based on the horizontal and vertical run-length encoding from binary images without a computationally expensive thinning process [47, 48]. Fingerprint images are represented by a cascade of runs after run-length encoding. Then runs' adjacency is checked and characteristic runs are detected. But all characteristic runs cannot be true minutiae. So, some geometric constraints are introduced for checking validity of characteristic runs. As shown in fig. 8, the image is preprocessed for enhancement, which is based on the convolution of the image with Gabor filters tuned to the local ridge orientation and frequency. Firstly, the image is segmented [87-90] to extract it from the background. Next, it is normalized so that it has a prespecified mean and variance. After calculating the local orientation and ridge frequency around each pixel, the Gabor filter is applied to each pixel location in the image. As a result the filter enhances the ridges oriented in the direction of local orientation. Hence the filter increases the contrast between the foreground ridges and the background, while effectively reducing noise to set the parameters with respect to the orientation and the frequency, respectively.

![Fig. 7 (a) Minutia location in chaincode contours, the counterclockwise tracing along the boundary of a ridge line turns left at a termination minutia and turns left at a bifurcation minutia. (b) To calculate the significant turns, the distance between the thresholding line and the y-axis gives a threshold for determining a significant turn [46].](image)

A threshold \( T \) is selected so that any significant turn satisfies the condition:

\[
x_1y_1 + x_2y_2 < T
\]

If the vectors are placed in a Cartesian coordinate system with \( P_{\text{in}} \) along the x-axis (fig. 7(b)), then the threshold \( T \) is the x-coordinate of the thresholding line. The turning direction is determined by the sign of \( \sin \theta \) since the angle \( \theta \) is always in the range -90 to 90. Therefore, \( x_1y_2 - x_2y_1 > 0 \) indicates a left turn and \( x_1y_2 - x_2y_1 < 0 \) indicates a right turn.

This method of direction field generation using chaincode for image enhancement is more efficient and robust for the following reasons: (i) chaincode generation depends on a pre-binarization algorithm, (ii) the adaptive binarization algorithm and the chaincode generation algorithm are both efficient, and (iii) the orientation field is directly computed by tracing the chaincode over a discrete grid. The objective is to attain the ridge orientation for the entire window rather than at every pixel.

![Fig. 8 Block diagram of proposed minutiae extraction algorithm using run-length encoding.](image)

Next, the image is binarized. The simplest way to use image binarization is to choose a threshold value, and classify all pixels with values above this threshold as white, and all other pixels as black. The problem is how to select the correct threshold. In many cases, finding one threshold compatible to the entire image is very difficult, and in many cases even impossible. Therefore, adaptive image binarization is needed where an optimal threshold is chosen for each image area [91, 92].

![Fig. 9 The minutiae in run representation. (a) Termination in horizontal runs (b) Bifurcation in horizontal runs.](image)

A run-length encoding is an efficient coding scheme for binary or labeled images because it can not only reduce memory space but also speed up image processing time. In
the binary image, successive black pixels along the scan line are defined as a run. Generally, a run-length encoding of a binary image is a list of contiguous horizontal runs of black-pixels. For each run a location of the starting pixel of a run and either its length or the location of its ending pixel must be recorded. Fig. 9 shows runs in a binary fingerprint image.

The following five cases are identified:

Case 1: There are no adjacent runs both on the previous and the next scan line.
Case 2: There are two adjacent runs on the previous and the next scan line.
Case 3: There is one adjacent run on either the previous or the next scan line.
Case 4: There are two adjacent runs on either the previous or the next scan line.
Case 5: There are more than two adjacent runs on either the previous or the next scan line.

The first case means the run is one pixel spot or an isolated line with more than one pixel width. The second case means the run is part of a ridge flow. The third case means the run is a ridge termination, either the starting or the ending points of ridge flow. The fourth case means two runs on the previous scan line are merging or one run is splitting into two runs on the next scan line. Finally, the fifth case has not been considered in the current experiment because a confluence point which is composed of more than two ridge flows is not a minutia in AFRS. The runs in both the third and the fourth cases are called characteristic runs, whereas the runs in the second case are called regular runs. Characteristic runs of the third case correspond to candidates for termination minutiae in a fingerprint image and those of the fourth case stand for bifurcation in a fingerprint image. Some false minutiae are also detected in the process (fig. 10), hence some post processing is necessary for their validation.

![Fig. 10 Examples of false run structures.](image)

4.1.1.3 Ridge flow and local pixel analysis

Gamassi et al [49] also proposed a square based method to extract minutiae from unthinned binarized images. Around each pixel in the fingerprint image, the method creates a 3x3 square mask and computes the average of pixels. If the average is less than 0.25, the pixel is identified as a ridge termination minutiae and if the average is greater than 0.75, the pixel is treated like a bifurcation minutiae. Alibeigi et al [50] further used this method and proposed a hardware scheme based on pipelined architecture for the same. Maddala et al [51] described the implementation and evaluation of an existing fingerprint recognition system developed by the National Institute of Standards and Technology (NIST). The fingerprints are first enhanced and binarized. The binarized image is then scanned both horizontally and vertically using a 2x3 pixel window size to identify ridge endings and bifurcations. A post processing stage is employed to minimize the number of false minutiae.

4.1.2 Skeletonization-based Minutiae Extraction (Minutiae Extraction from thinned binarized images with Image Post processing)

Here again the image is preprocessed for enhancement. As explained in the previous section the image is segmented and binarized. Next, the binarized image is thinned. The thinning algorithm removes pixels from ridges until the ridges are one pixel wide [93]. There are other methods also available for thinning [94, 95, 96]. Then the minutiae are extracted from the enhanced, binarized and thinned image. Following the extraction of minutiae, a final image post processing stage is performed to eliminate false minutiae. Most of the techniques in this category are based on the concept of crossing number while some are morphology based.

4.1.2.1 Crossing Number

The most commonly employed method of minutiae extraction in this category is the Crossing Number (CN) concept. A large number of techniques for minutiae extraction available in the literature [52-69] belong to this category.

![Fig. 11 3X3 neighbourhood](image)

This method is favored over other methods for its computational efficiency and inherent simplicity. This method involves the use of the skeleton image where the ridge flow pattern is eight-connected. The minutiae are extracted by scanning the local neighbourhood of each ridge pixel in the image using a 3X3 window (fig. 11). The CN value is then computed as follows:
where \( P_0 = P_1 \). It is defined as half the sum of the differences between pairs of adjacent pixels in the eight-neighbourhood. Using the properties of the CN as shown in fig. 12, the ridge pixel can then be classified as a ridge ending, bifurcation or non-minutiae point. For example, a ridge pixel with a CN of one corresponds to a ridge ending, and a CN of three corresponds to a bifurcation.

\[
CN = 0.5 \sum_{i=1}^{8} |P_{i} - P_{i+1}|	ag{4}
\]

Other authors such as Jain et al. [4] have also performed minutiae extraction using the skeleton image. Their approach involves using a 3X3 window to examine the local neighbourhood of each ridge pixel in the image. A pixel is then classified as a ridge ending if it has only one neighbouring ridge pixel in the window, and classified as a bifurcation if it has three neighbouring ridge pixels. Consequently, it can be seen that this approach is very similar to the Crossing Number method.

False minutiae may be introduced into the image due to factors such as noisy images, and image artifacts created by the thinning process. Hence, after the minutiae are extracted, it is necessary to employ a post processing stage in order to validate the minutiae. Fig. 13 illustrates some examples of false minutiae structures, which include the spur, hole, triangle and spike structures [52]. It can be seen that the spur structure generates false ridge endings; whereas both the hole and triangle structures generate false bifurcations. The spike structure creates a false bifurcation and a false ridge ending point.

The majority of the proposed approaches for image post processing in literature [52, 60, 61, and 62] are based on a series of structural rules used to eliminate spurious minutiae. For example, a ridge ending point that is connected to a bifurcation point, and is below a certain threshold distance is eliminated. However, rather than employing a different set of heuristics each time to eliminate a specific type of false minutiae, some approaches incorporate the validation of different types of minutiae into a single algorithm.
and Maltoni [71, 72] proposed extracting the minutiae directly from the gray-level image by following the ridge flow lines with the aid of the local orientation field. This method attempts to find a local maximum relative to the cross-section orthogonal to the ridge direction. From any starting point \( P_t(x_c, y_c) \) with local direction \( \theta_c \), in the fingerprint image, a new candidate point \( P_{tn}(x_n, y_n) \) is obtained by tracing the ridge flow along the \( \theta_c \), with fixed step of \( \mu \) pixels from \( P_t(x_c, y_c) \). A new section \( \Omega \) containing the point \( P_{tn}(x_n, y_n) \) is orthogonal to \( \theta_c \). The gray-level intensity maxima of \( \Omega \) becomes \( P_t(x_c, y_c) \) to initiate another tracing step. This procedure is iterated till all the minutiae are found. The optimal value for the tracing step \( \mu \) and section length \( \sigma \) is chosen based on the average width of ridge lines. Jiang et al. [73] improved the method of Maio and Maltoni by choosing dynamically the tracing step \( \mu \) according to the change of ridge contrast and bending level. A large step \( \mu \) is used when the bending level of the local ridge is low and intensity variations along the ridge direction are small. Otherwise a small step \( \mu \) value is used. Instead of tracing a single ridge, Liu et al. [74] proposed tracking a central ridge and the two surrounding valleys simultaneously. In each cross section \( \Omega \) a central maximum and two adjacent minima are located at each step, and the ridge following step \( \mu \) is dynamically determined based on the distance between the lateral minima from the central maximum. Minutiae are extracted where the relation <minimum, maximum, minimum> is changed. Linear Symmetry (LS) filter in [75, 76] is used to extract the minutiae based on the concept that minutiae are local discontinuities of the LS vector field. Two types of symmetries - parabolic symmetry and linear symmetry are adapted to model and locate the points in the gray-scale image where there is lack of symmetry (fig. 16). A window size of \( 9 \times 9 \) is used to calculate the symmetry filter response. Candidate minutiae points are selected if their responses are above a threshold.

**4.2 Minutiae Extraction from Gray-Level images**

Minutiae detection can also be done directly from gray-level fingerprint images. A number of techniques exist, but it is still a topic of research. Extracting features directly from a gray scale image without binarization and thinning is of great relevance because of the following reasons:

- A lot of information may be lost during binarization process.
- Binarization and thinning are time consuming.
- The aberrations and irregularity of the binary fingerprint image adversely affect the fingerprint thinning procedure and a relatively large number of spurious minutiae are introduced by the binarization thinning operations.
- Most of the binarization techniques prove to be unsatisfactory when applied to low quality images.

**4.2.1 Minutiae Extraction by following ridge flow lines**

Based on the observation that a ridge line is composed of a set of pixels with local maxima along one direction, Maio

\[ M_1 = I \otimes J \]

(5)

where, \( I \) is the thinned image and \( J \) is the sequence of structuring element pairs \( (J_1, J_2) \) shown in fig. 14. Ridge bifurcations are those pixels in an image which have only three neighbours in a 3X3 neighbourhood and these neighbours are not adjacent to each other. The minutiae image \( M_2 \) containing ridge terminations are given by:

\[ M_2 = I \otimes J \]

(6)

where, \( I \) is the thinned image and \( J \) is the sequence of structuring element pairs \( (J_1, J_2) \) shown in fig. 15. As mentioned earlier, the problem with other techniques is the generation of a large number of spurious minutiae together with true ones whereas this algorithm results in efficient generation of a large number of spurious minutiae as well as saving a lot of effort in the post processing stage.

**Fig. 15 (i) to (viii) The structuring element sequence \( J_1 = (J_1^1, J_1^2, J_1^3, J_1^4, J_1^5, J_1^6, J_1^7, J_1^8) \). (ix) to (xvi) The structuring element sequence \( J_2 = (J_2^1, J_2^2, J_2^3, J_2^4, J_2^5, J_2^6, J_2^7, J_2^8) \).**

The minutiae image \( M_1 \) containing ridge terminations is given by applying Hit or Miss transform on \( I \) as follows:

\[ M_1 = \begin{cases} 1 & \text{if } (I \otimes J) \text{ is true} \\ 0 & \text{otherwise} \end{cases} \]

(5)
image. A ridge segmentation algorithm based on a waveform projection is then used to accurately locate the ridges and a thinned ridge image is obtained and smoothed using morphological operators. Finally the minutiae are extracted from the thinned ridges based on the number of crossings and a post processing step applied to remove spurious minutiae.

4.2.2 Fuzzy techniques for minutiae extraction from gray level images

Some fuzzy techniques have also been suggested in literature to extract minutiae from gray scale images directly. Sagar et al [79, 80] proposed that a gray scale image consists of two distinct levels of gray pixels. The darker pixels, constituting the ridges form one such level. The lighter pixels, constituting the valleys and furrows form another such level. Using human linguistics, these two levels of gray can be described as DARK and BRIGHT levels correspondingly. By using fuzzy logic, these two levels are modeled and used along with appropriate fuzzy rules to extract minutiae accurately. For this purpose, rough line thinned structures for both ridges and valleys are obtained. Since bifurcations can be seen as valley endings, the same algorithm that determined ridge endings could be applied to determine valley endings. A 5x5 pixel test window is placed at every point of the line thinned structure. The average value of the 25 pixels is obtained. In addition, the average value of pixels within a 2-pixel border surrounding the test window is also obtained. These two averages form the linguistics variable of brightness. For ridge endings detection, the first average determines the DARK full membership and the second average determines the BRIGHT full membership. This is reversed for the bifurcation detection.

5. Conclusions

Image quality is related directly to the ultimate performance of automatic fingerprint authentication systems. Good quality fingerprint images need only minor preprocessing and enhancement for accurate feature detection algorithm. This paper reviewed a large number of techniques described in the literature to extract minutiae from fingerprint images. The approaches are distinguished on the basis of several factors like: the kind of input images they handle i.e. whether binary or gray scale, techniques of binarization and segmentation involved, whether thinning is required or not and the amount of effort required in the post processing stage, if exists. But low quality fingerprint images need preprocessing to increase contrast, and reduce different types of noises as noisy pixels also generate a lot of spurious minutiae as they also get enhanced during the preprocessing steps. Further, more emphasis is to be laid on defining the local criteria, in order to establish the validity of a minutia point, which is particularly useful during fingerprint matching and adopting more sophisticated identification models, for instance extending minutiae definition by including trifurcations, islands, bridges, spurs etc. Also, the paper leads to the further study of the statistical theory of fingerprint minutiae. In particular approaches can be investigated to determine the number of degrees of freedom within a fingerprint population which will give a sound understanding of the statistical uniqueness of fingerprint minutiae.
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