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Abstract

In a world where demand and supply can change instantaneously as demonstrated by the recent coronavirus pandemic, it is very important for our production lines to be able to handle abrupt changes very effectively. Flexible manufacturing systems (FMS) are designed to be able to ramp production up and down quickly to make this possible. In this paper, we propose a novel data-enabled method of modelling an FMS using mobile multi-skilled robots and evaluate its dynamic performance. We use permanent production loss as the performance metric and derive expressions for its evaluation and attribution and validate them using two case studies.

1. Introduction

Besides improving the ability of a manufacturing system to cope with internal and external disturbances [1], customizability, faster speed of delivery and future proofing are yet other needs of the current manufacturing industry especially with concepts such as Industry 4.0 and Industry 5.0 slowly becoming reality. Thus, manufacturing environments must be designed to cater to new challenges to survive and grow in the marketplace. This requirement of increased product variety, reduced manufacturing lead times, increased quality standards and competitive costs have been the key rationale for the development of flexible manufacturing systems (FMS) [2]. The first widely accepted definition of FMS was published by Browne et al. in his 1984 paper, ‘Classification of Flexible Manufacturing Systems’. He defined FMS as an integrated system that can process ‘medium-sized volumes of a variety of part types’, and such system possesses the flexibility in machine, process, and operation, etc [3]. As seen in the definition, FMS is not a very rigidly defined system since there is not a consensus on what ‘flexibility’ means. There could be several approaches on what flexibility means: the capability of producing different parts without major retooling; the ability to change a production schedule, to modify a part, or to handle multiple parts; or the ability to rapidly increase or decrease production levels or to shift capacity quickly from one product or service to another. Despite the flexibility of the term ‘flexible’, one thing that has been accepted as a key characteristic of FMS is its ability to adapt to changes and respond to various requirements with little penalty in time, effort, cost, or performance [4].

There have been many innovative designs of FMS [5]–[8], a key example being Toyota’s flexible assembly lines which have the ability to produce multiple vehicle models in any production sequence. Their FMS is able to respond to changes in market demand, shorten the lead time in production, and help
in production planning and production ordering [5]. [9] discusses the use of Autonomous Guided Vehicles (AGVs) for material handling to increase flexibility of a manufacturing system and the role of automation in FMSs has been discussed in [10]. Petri nets have been used to model and control a FMS in [8], [11]. Multi-skilled robots have also been used in flexible manufacturing systems. These are robots capable of performing multiple tasks through the use of multifunctional manipulators or quick-change end effectors. When mobile, such robots allow for flexibility to perform various tasks in different workstations spread throughout the plant floor [12]. Even though there has been quite a bit of research on flexibility of manufacturing systems [1], [2], [4]–[8], [12], there has been minimal performance evaluation of such systems. Traditional analytical and simulation methods focus mostly on steady state dynamics of manufacturing systems using simplistic models (e.g. Bernoulli process) [13]–[15] while the available literature on transient dynamics only consider fixed configuration production systems [16]–[20]. Thus, we propose a novel data-enabled approach to modelling an FMS using mobile multi-skilled robots and derive expressions for transient performance metrics: real-time permanent production loss (PPL) evaluation and attribution. The novelty of this approach comes from the fact that unlike other models for an FMS, this one uses a real time performance metric, i.e., PPL, to determine how well the system is doing at any given time and therefore makes control design easier.

The remainder of the paper is organized as follows. Section 2 introduces the notations and assumptions applied in the paper. In Section 3, a data-enabled mathematical model of the proposed FMS is developed. Opportunity window evaluation, permanent production loss evaluation and permanent production loss attribution for the production line model is discussed in section 4. Based on previous sections, a numerical case study is demonstrated in Section 5 and finally Section 6 summarizes the work in a brief conclusion and mentions future work.

2. System Description

We consider a flexible serial production line with \( w \) workstations and \( w - 1 \) intermediate buffers. Here, each workstation is operated entirely by mobile multi-skilled robots which can move from one workstation to another. Fig.1. illustrates the model where workstations are represented by rectangles and buffers by circles. Each workstation accommodates a certain number of robots which can freely move from one workstation to another. The following notation is adopted in the model:

1. \( S \) is the set of all workstations in the production line such that each element \( S_i \) denotes the \( i^{th} \) workstation, where \( i = 1, 2, ..., w; \)
2. \( R \) is the set of all robots in the production line such that, each element, \( R_j \) denotes the \( j^{th} \) robot in the production line, where \( j = 1, 2, ..., r; \)
3. Each workstation relies entirely on multi-skilled robots for production, so we define \( S_i(t) \subseteq R \) as the set of all robots assigned to workstation \( i \) at time \( t \) where \( i = 1, 2, 3, ..., w \). We use an \( r \times 1 \) indicator vector, \( \mathbf{u}_i(t) = [u_{i1}(t), ..., u_{ir}(t)]^T \) to denote robot assignment of each workstation \( i \) at time \( t \). Each element \( u_{ij}(t) = 1 \) if \( R_j \in S_i(t) \) and 0 otherwise, where \( i = 1, 2, ..., w \) and \( j = 1, 2, ..., r \). All the indicator vectors can be merged to form the assignment matrix, \( U(t) = [\mathbf{u}_1, ..., \mathbf{u}_w] \) which represents the assignment of all robots in the production line.
4. The total number of robots assigned to a workstation is defined by \( m_i(t) = |S_i(t)| \), where \( |S_i(t)| \) is the cardinality of the set. This number has an upper limit of \( m^{[i]} \) due to workstation size and user preference. Therefore, \( m_i(t) \leq m^{[i]} \forall t; \)
5. Each workstation has a specified base cycle time \( T_i \), where \( i = 1, 2, ..., w \). This is the time workstation \( i \) takes to produce one part with only a single robot working. However, since each workstation can have more than one robot working, the total cycle time for each workstation at any time \( t \) is \( \frac{T_i}{m_i(t)} \) where \( m_i(t) \) is the number of robots working in workstation \( i \) at time \( t \). This proportionality is a simplification for ease of mathematical formulation. A different relation between base cycle time and number of robots working does not change the model in any way. Note that \( \frac{T_i}{m_i(t)} \leq \frac{T_i}{m_i(t)} \forall t \) because it is not necessarily true that all assigned robots will be working.
6. The \( 1 \times w \) vector of \( m_i(t) \) and \( \overline{m}_i(t), \mathbf{M}(t) \) and \( \overline{\mathbf{M}}(t) \) respectively are referred to as the assignment configuration and working configuration of the production line at time \( t \).
7. The configuration of the production line in the absence of disruption events is called the ideal clean configuration, \( \mathbf{M}_c = [m_{c,1}, ..., m_{c,w}] \). Similarly, \( U_c \) is the ideal clean assignment matrix of the system.
8. Each buffer has a finite capacity denoted by \( B_l \) where \( l = 2, 3, ..., w; \)
9. \( \mathbf{b}(t) = [b_2(t), b_3(t), ..., b_w(t)]^T \) are the buffer levels at time \( t \);
10. \( \overline{e}_{ij} = (j, t_i, d_j) \) denotes the \( i^{th} \) disruption event where robot \( j \) is down at time \( t_i \) for \( d_j \) time period, where \( i = 1, 2, ..., n \) and \( j = 1, 2, ..., r \). \( n \) represents the total number of disruption events;
11. \( E = [\vec{e}_i, ..., \vec{e}_n] \) denotes a sequence of disruption events;
12. \( MTBF_i \) denotes the mean time between failure of robot \( R_j \) and \( MTTR_{ij} \) denotes the mean time to repair;
13. \( S_m(t) \) denotes the slowest workstation and \( T_m^t \) denotes the cycle time for the slowest workstation.

We make the following assumptions in the paper:
1. The total number of robots in the system remains constant, i.e., \( \sum_{i=1}^{m_i} m_i(t) = r \).
2. A robot is considered working in workstation \( i \) if it is assigned to the workstation and is operational.
3. A workstation is down if there are no robots working on it, i.e., \( m_i = 0 \) and slowed down if the number of robots working on it is less than the number of robots assigned to it, i.e., \( m_i \leq m_i \).
4. A workstation is partially blocked if it is operational, its downstream buffer is full and its downstream workstation is slowed down and fully blocked if it is operational, its downstream buffer is full, and its downstream workstation is down.
5. A workstation is partially starved if it is operational, and its upstream buffer is empty and its upstream workstation is slowed down and fully starved if it is operational, and its upstream buffer is empty, and its upstream workstation is down.
6. The first workstation, \( S_1 \) is never starved and the last workstation, \( S_n \) is never blocked since the performance of the isolated production line is to be studied.

3. Data-Driven Mathematical Model

A manufacturing system is a dynamic system operating under control inputs and random disturbances. Thus, it can be modelled using a state space equation. However, since we have two different dynamics involved: Robot motion and workstation dynamics in part production, we need to define two state space equations and one output equation. Here, we will be considering the assignment matrix \( U = [u_1, ..., u_n] \) as our control input and the production count of the final product as the output.

3.1. State Equation for Robot Motion

\[
\dot{X}_R(t) = \bar{F} \left( X_R(t), X_{Rf}(t), W(t), \tau_{move}(t) \right)
\] (1)

Each component of Eq. (1) is defined as:

- \( X_R(t) = [X^1_R(t), X^2_R(t), ..., X^n_R(t)]^T \), where \( X^j_R(t) \) is the distance of the \( j \)th robot from a reference which determines the workstation the robot is currently working on.
- \( \bar{F}(\cdot) \) is the function that defines each robot’s movement.
- \( W(t) = [W_1(t), W_2(t), ..., W_r(t)]^T \) is the robot status variable at time \( t \) which determines if robot \( j \) suffers a disruption event. \( W_j(t) = 1 \) if robot \( j \) is down at time \( t \) and \( W_j(t) = 0 \) if it is operational.

- \( X_{Rf}(t) = [X^1_{Rf}(t), X^2_{Rf}(t), ..., X^n_{Rf}(t)]^T \), where \( X^j_{Rf}(t) \) is the final assignment of robot \( j \) at time \( t \). It determines the final position of \( j \)th robot at time \( t \) and changes due to system control action.
- \( \tau_{move}(t) = \left[ \tau_{move,1}(t), \tau_{move,2}(t), ..., \tau_{move,r}(t) \right]^T \) is the time it takes for robot \( j \) to get to \( X^k_{Rf} \) from \( X^k_R \) at time \( t \).

Using Eq. (2) we can solve for the \( \tau_{move}(t) \) of all robots:

\[
\tau_{move}(t) = \left( \frac{X^1_{Rf}(t) - X^1_R(t)}{X^1_R(1 - W_1(t))} \right) \left( \frac{X^2_{Rf}(t) - X^2_R(t)}{X^2_R(1 - W_2(t))} \right) \cdots \left( \frac{X^n_{Rf}(t) - X^n_R(t)}{X^n_R(1 - W_n(t))} \right)
\] (3)

The robot velocity here is considered a system parameter and the term \( (1 - W_i(t)) \) is added to account for the fact that it takes an indeterminate amount of time for a robot to get to its final assignment if it is down.

3.2. State Equation for Part Production

\[
\dot{X}_W(t) = F \left( X_W(t), \bar{M}(t) \right)
\] (4)

Where each component of Eq. (4) is defined as:

- \( X_W(t) = [X^1_W(t), X^2_W(t), ..., X^n_W(t)]^T \), where \( X^j_W(t) \) is the production count of the \( i \)th workstation up until time \( t \).
- \( F(\cdot) \) here is a function that defines the production dynamics of each workstation.
- \( \bar{M}(t) = [\bar{m}_1(t), \bar{m}_2(t), ..., \bar{m}_n(t)]^T \), where \( \bar{m}_i(t) \) is the number of robots working in the \( i \)th workstation at time \( t \).
- To account for the time delay caused by the movements of robots in the assigned workstation, we define a vector \( \tau_{delay}(t) = [\delta_1(t), \delta_2(t), ..., \delta_n(t)]^T \). Here, each \( \delta_i(t) = \delta_k(\tau_{move,j}(t),0) \) where \( \delta_k \) is the Kronecker delta which is defined as \( \delta_k(u,v) = 1 \) if \( u = v \) and 0 otherwise.
We define a $r \times 1$ vector $\Theta(t) = u_i(t) \circ \Theta(t)$ called the working robot status where $\circ$ is the Hadamard product operator and $I_{r \times 1}$ is a $r \times 1$ vector of ones. $\Theta_i(t) = \Theta(t) \circ [I_{r \times 1} - W_i(t)] \circ \delta(t)$ is the working robot status where $\circ$ is the Hadamard product operator and $I_{r \times 1}$ is a $r \times 1$ vector of ones.

$\Theta_i(t) = [\theta_{1}(t), \ldots, \theta_{r}(t)]$ where $\theta_{j}(t) = 1$, if robot $j$ is working in workstation $i$ at time $t$ and 0 otherwise.

$\Theta(t) = [\Theta_1(t), \ldots, \Theta_w(t)]$ is the working robot status matrix which comprises of the working robot status of the production line.

The number of robots working in workstation $S_i$ can be calculated by $m_i(t) = \sum \Theta_i(t)$ and the number of robots assigned to workstation $S_i$ can be calculated by $m(t) = \sum U_j \Theta_j(t)$.

The accumulated production difference between two workstations $S_i$ and $S_j$ with $i < j$ is defined by $\tau_{ij}(t) = X_{i}^{W}(t) - X_{j}^{W}(t)$

This quantity is bounded by a condition that all buffers between $S_i$ and $S_j$ might get full $(i < j)$ or empty $(i > j)$. If we call this boundary $\beta_{ij}$,

$\beta_{ij} = \begin{cases} \sum_{k=j+1}^{i} b_k(t) & i > j \\ \sum_{k=i+1}^{j} b_k(t) - \sum_{k=i+1}^{j} b_k(0) & i < j \end{cases}$

Extending the same idea to all the workstations, we have

$X_{i}^{W}(t) = \min \left\{ \frac{\zeta \left( X_{i}^{W}(t) - X_{j}^{W}(t) \right) - \beta_{ij} \cdot \overline{m}_i(t)}{T_1}, \frac{\zeta \left( X_{i}^{W}(t) - X_{j}^{W}(t) \right) - \beta_{ij} \cdot \overline{m}_j(t)}{T_2} \right\}$

$\tau_{ij}(t) = X_{i}^{W}(t) - X_{j}^{W}(t) - \beta_{ij} \cdot \overline{m}_i(t)$

The buffer level in any buffer $B_{i+1}$ at time $t$ can be calculated as:

$\beta_{i+1}(t) = X_{i+1}^{W}(t) + X_{i+1}^{W}(t) + b_{i+1}(0)$

Since we focus on the modelling and performance evaluation of the FMS, we assume that the control $U(t)$ is known. So, we can calculate $X_{t_f}^{R}(t)$ by first calculating the matrix $\Delta U = U(t_k) - U(t_{k-1})$. Here $t_k$ represents the time when the $k$th control action is taken. Sum of all rows in $\Delta U$ sum to zero since the same robot cannot be in more than one workstation. For each row which represents a robot, the column with -1 is the workstation where it currently is and the column with +1 is the workstation it needs to go to. So, $X_{t_f}^{R}(t)$ of the robots with -1 values is updated to the distance of the workstation with the +1 value every time a control action is taken.

### 4. System Performance Evaluation

#### 4.1. Ideal Clean Case

The mathematical model in Eq. (1)-(12) represents a robot operated flexible production line subjected to disruption events. However, to accurately evaluate system performance, it is necessary to choose a reference to which the system in
This clean case model describes a virtual scenario that no random disruptions occur in a production line. In such a scenario, the system will reach a steady state where the production rate of each machine and buffer level of each buffer is constant, i.e., \( \bar{m}_c(t) = \bar{m}_c \). One thing to note is that for the ideal clean configuration is constant, i.e., \( \bar{M}_c(t) = \bar{M}_c \). One thing to note is that for the ideal clean case, \( \bar{M}(t) = \bar{M}(t) \) and \( \bar{U}(t) = \bar{U}(t) \) since all assigned robots are working. The Ideal clean case can be obtained by optimizing the control input, \( \bar{U} \) for maximum throughput, \( X_W(t) \) over the time horizon \( [0, T] \) which will not be discussed here in detail.

### 4.2. Permanent Production Loss (PPL) Evaluation

For serial production lines with finite buffer capacities, permanent production loss is an extremely valuable metric to gauge the transient performance of the system. This is because, due to variation of cycle time in each machine/workstation, there can be disruption events which do not cause permanent production loss and such transient events are left out by steady state analytic metrics like system throughput.

**Definition 1.** The permanent production loss of a manufacturing system can be defined as the difference between the ideal clean case output, \( Y_c(T) \) and the real output, \( Y(T) \) that cannot be recovered.

\[
PPL_i = Y_c(T) - Y_i(T) = PPL_{i, \text{cont}} + PPL_{i, \bar{e}}
\]

Permanent production loss can be further divided into two parts, permanent production loss due to control, \( PPL_{i, \text{cont}} \) and permanent production loss due to disruption events, \( PPL_{i, \bar{e}} \). The permanent production loss due to control is caused by the inefficiency of the control algorithm used and will not be discussed in this paper. \( PPL_{i, \bar{e}} \) is caused due to the presence of disruption events which cause downtime in robots. In order to focus on \( PPL_{i, \bar{e}} \), we will define a pre-determined control scheme which prescribes an \( U(t) \) for every \( t \) in \([0, T]\). This control scheme is randomly generated within constraints of constant robot number (assumption 1) and maximum robots within each workstation (notation 4). Henceforth, unless otherwise specified, \( PPL \) refers to the permanent production loss due to disruption events.

Evaluation of production loss can be done based on the status of the last slowest machine as explained in [17]–[19]. If the last slowest machine is partially or fully blocked/starved, permanent production loss will start to accrue. Before we define \( PPL \) mathematically, it is important to understand the concept of opportunity window. Opportunity window of a workstation \( S_j \), denoted as \( OW_j(T_d) \), is the longest possible downtime/slow-down at time \( T_d \) that would not result in permanent production loss at the end of the line machine. It is defined as:

\[
\begin{align*}
OW_j(T_d) &= \sup\{d \geq 0 : s.t. \exists T^*(d) \} \\
\int_0^T S_j(t) dt' &= \int_0^T S_j(t', \bar{e}) dt', \forall T' \geq T^*(d)
\end{align*}
\]

Previous studies [17]–[20] have shown that for a serial production line with finite buffer capacity, the opportunity window of workstation \( S_j \) is the time it takes for the buffers between \( S_j \) and the last slowest workstation \( S_{w^*} \) to become full/empty when \( S_j \) is down.

Further, the same studies have also shown that only disruption events longer than the opportunity window cause permanent production loss. If the duration of a disruption event \( \bar{e} = (i, t, d) \) is greater than the \( OW_j(t) \) of workstation \( R_i \in S_j(t) \), then for any workstation \( S_j \) in the line, there exists \( T^* \geq t + d \), which may depend on the relative location of workstation \( S_j \) with respect to the slowest workstation \( S_{w^*} \), such that:

\[
\begin{align*}
\int_0^T S_j(t') dt' - \int_0^T S_j(t', \bar{e}) dt' &= \left( \frac{d - OW_j(t)}{T_{w^*}} \right) m_{w^*} \\
\forall T > T^*
\end{align*}
\]

However, this is only true if the disruption event causes a downtime. In our case, disruption events can cause slowdowns as well. To take this into account, opportunity window can alternatively be defined as the time it takes the slowest workstation \( S_{w^*} \) to slow down to the disrupted workstation’s \( S_j \) speed.

\[
\begin{align*}
\int_0^T S_j(t') dt' - \int_0^T S_j(t', \bar{e}) dt' &= \left( \frac{d - OW_j(t)}{T_{w^*}} \right) \left( m_{w^*} - \bar{m}_j \right) \\
\forall T > T^*
\end{align*}
\]

Since our control input is the assignment matrix \( U(t) \), every time the system undergoes a control action, the slowest machine changes (due to the change in \( \bar{m}_j \)). To take such a condition into consideration, [18] has developed the notion of slowest machine switching interval. The assumption is that the slowest machine switches \( K \) times during a time interval \([0, T]\)
with the time point at which this change happens being \( t_k, k = 1, 2, \ldots, K \). This allows for the time period to be segmented into time intervals \([t_k, t_{k+1}],[t_{k+1}, t_{k+2}], \ldots\). This notion can be extended to our model as well. In our model each slowest machine switch is associated with the change in assignment where the slowest workstation switches, and the time of switch \( t_k \) is the time at which the \( k^{th} \) control action is taken.

Using this concept, we can derive the expression for \( \text{PPL} \) of workstation \( S_j \) in the production line subject to assignment changes during \([0, T]\) as the sum of production losses over all slowest machine switching intervals:

\[
\int_0^T S_j(t') dt' - \int_0^T S_j(t', \tilde{e}) dt' = \sum_{k=1}^K (d_k - OW_p(t_k)) \left( \frac{m_{w,k}}{T_{w'}} - \frac{m_{l,k}}{T_f} \right) \quad \forall T > T^*
\]  

### 4.3. Permanent Production Loss (PPL) Attribution

In a deterministic scenario where we know when the disruption events occur and which robots they happen in, we can attribute the permanent production loss to each event, robot and each workstation. Attribution to each event helps understand which event has the biggest impact in production and the attribution to each robot and workstation elucidates the idea that there are weak links in the production line, the disruption of which cause the most permanent production loss. Therefore, using this attribution we can rank each robot and workstation based on their capability to cause permanent production loss.

Given a sequence of disruption events \( E = [\tilde{e}_1, \ldots, \tilde{e}_n] \) in an interval \([t_a, t_b]\), the PPL attributed to each disruption event \( \tilde{e} = (p, t_p, d_i) \), \( 1 \leq i \leq n \), \( p \in S_j(t) \), is the total sum of PPL caused by that event in each slowest machine switching interval. That can be summarized as:

\[
P_{L_{\tilde{e}i}}[t_a, t_b] = \sum_{k=1}^K P_{L_{\tilde{e}i}}[tt_k, tt_{k+1}]
\]

Now, within each machine switching interval \([tt_k, tt_{k+1}]\), PPL is attributed to the event whose corresponding workstation has the smaller opportunity window and divided equally if more than one disruption event corresponding to the same smallest opportunity window [18]. Further, if more than one robot from the same workstation is down, PPL is attributed to each robot equally since both are identical when working at the same workstation.

\[
P_{L_{\tilde{e}i}}[tt_k, tt_{k+1}] = \begin{cases} 
\max\{0, (tt_{k+1} - tt_k) \left( \frac{m_{w,k}}{T_{w'}} - \frac{m_{l,k}}{T_f} \right) - \psi \} & \text{Cond. A} \\
0, & \text{Cond. B}
\end{cases}
\]

Where \( \psi = X_{ji}^W(tt_k) - X_{ji}^W(tt_k) + \beta_{ji,w}^* \), condition A is

\[
\min_1 \left\{ \begin{array}{l}
X_{ji}^W(tt_k) + \beta_{ji,w}^* \\
X_{ji}^W(tt_k) + \beta_{ji,w}^* \\
\vdots \\
X_{ji}^W(tt_k) + \beta_{ji,w}^*
\end{array} \right\} = X_{ji}^W(tt_k) + \beta_{ji,w}^* 
\]

\[ \rho \] is the total number of workstations satisfying the condition during \([tt_k, tt_{k+1}]\), and condition B is

\[
\min_1 \left\{ X^W_{ji}(tt_k) + \beta_{ji,w}^* \right\} < X^W_{ji}(tt_k) + \beta_{ji,w}^* 
\]

Given a sequence of disruption events that occur in robot \( R_j \) denoted as \( \tilde{e}_{j1}, \ldots, \tilde{e}_{jn} \) during time period \([0, T]\), attribution to each robot can be done by summing up the permanent production loss of all events corresponding to the robot.

\[
P_{L_{j}}[0, T] = \sum_{q=1}^n P_{L_{\tilde{e}j,q}} \text{ for } j = 1, 2, \ldots, r
\]

Attribution to each workstation is complex since robots move from one workstation to another after every control action. This means the set of robots in workstation \( j \) is dependent on the machine switching interval, \( k \). We call \( S_{j,k} \), the set of all robots in \( j^{th} \) workstation at the \( k^{th} \) machine switching interval. The PPL attributed to each workstation can be calculated as the sum of permanent production loss of all the disrupted robots belonging to that workstation in the time horizon \([0, T]\).

\[
P_{L_{j}}[0, T] = \sum_{q=1}^n \sum_{k=1}^K \sum_{R_{j,k}} P_{L_{\tilde{e}j,q}}[tt_k, tt_{k+1}]
\]
5. Case Study

To demonstrate the effectiveness of the proposed PPL evaluation and attribution methods, two studies are performed in generally reliable 50 different production lines, parameters for which are chosen from practical industries, such as automotive assembly lines, semi-conductor production lines, battery lines etc. The first study is done to verify PPL evaluation using Eq. (20) and the second study is done to validate the proposed PPL attribution method. For the first study we find $PPL_{I,E}$ using a recursive simulation based on the conservation of flow and Eq. 20 from the mathematical model. The values must be consistent for validation. For the second study, we first record the output of each workstation/robot with the presence of disruption events and then one by one remove disruption events on individual workstations/robots. The idea here is that if the PPL is attributed correctly, the overall performance improvement due to the removal of disruption events in simulation will be equal or very close to the PPL calculated using Eq. (23) and Eq. (24) in the mathematical model.

To demonstrate the validation process, a segment of a robot assembly line consisting of 5 workstations, 4 buffers and 10 robots is considered. The data used in the process are mocked up for confidential consideration. Workstation parameters, buffer parameters and robot parameters are presented in table 1, 2 and 3 respectively.

| Workstation Number | $S_1$ | $S_2$ | $S_3$ | $S_4$ | $S_5$ |
|--------------------|-------|-------|-------|-------|-------|
| Base Cycle Time    | 4     | 5     | 6     | 7     | 5     |

| Buffer Number | $B_1$ | $B_2$ | $B_3$ | $B_4$ |
|---------------|-------|-------|-------|-------|
| Initial Buffer Level | 2     | 3     | 3     | 12    |
| Buffer Capacity | 12    | 48    | 32    | 15    |

A simulation is run for 5000 minutes to accurately replicate real-world manufacturing plant schedule. The ideal clean case is first found using an exhaustive search due to the small size of the line. Then, a pre-determined control scheme is used with no disruption events, and the final output is recorded. This case, we will call the “Real clean case”. Finally, randomly generated disruption events are added along with the control scheme. The disruption events are generated using an exponential distribution of MTTR and MTBF of individual robots. This is the real output. $PPL_{I,E}$ is calculated using Eq. (16) from simulation and this result is compared to the PPL calculated using Eq. (20) from the mathematical model. The results shown in Fig. 2. clearly show $PPL_{I,E} = 54.07$ and using Eq. (20) we get a value of 53.06 which is very close. Therefore our PPL evaluation method is validated. Another important conclusion drawn from this study is that the control has a very big impact on the total PPL of the system. This conclusion will lead into our future work using this model.

$PPL$ attribution is also validated as seen in Fig. 3. and Fig. 4. The performance improvement (in orange) is very close to the $PPL$ attributed to individual robot/workstation (in blue) which validates our method.

6. Conclusion and Future Work

In this paper, a novel flexible manufacturing system model using multi-skilled robots is proposed and expressions for Permanent production loss evaluation and attribution are derived. These expressions are then validated using two case studies. An important conclusion drawn from the case study is that control has a big impact on the $PPL$ of the system. Thus, our future work will include Permanent production loss prediction using the model and a real-time control strategy utilizing sensor data and the expressions derived here. Control strategies such as Model Predictive Control (MPC) and distributed multi agent control as well as reinforcement
learning methods will be considered for establishing an effective control framework.
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