Nonradiative emission and absorption rates of quantum emitters embedded in metallic systems: microscopic description and their determination from electronic transport
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We investigate nonradiative emission and absorption rates of two-level quantum emitters embedded in a metal at low temperatures. We obtain the expressions for both nonradiative transition rates and identify a unique, experimentally accessible way to obtain the nonradiative decay rates via electronic transport in the host metallic system. Our findings not only provide a microscopic description of nonradiative decay channels in metals, but they also allow one to identify and differentiate them from other decay channels, which is crucial to understand and control light-matter interactions at the nanoscale.

I. INTRODUCTION

Controlling and understanding light-matter interactions at the nanoscale is key for a broad range of applications, including biosensing, imaging, and quantum information processing. Among the several processes that govern light-matter interactions, spontaneous emission from Quantum Emitters (QE) (atoms, molecules, and quantum dots) is one of the most important for applications in nanophotonics. This radiative process strongly depends on the electromagnetic environment of the QE, as discovered in the pioneering work by Purcell [1], and it has been extensively investigated in several photonic systems, such as photonic cavities [2,3], planar interfaces [4,5], photonic crystals [6,7], metamaterials [8–11], and waveguides [12,13].

In addition to the radiative relaxation, when the QE is placed near or inside metallic structures other decay pathways are available, see Fig. (I). In this case the energy of the QE can be dissipated in a plasmonic channel. For instance, the proximity of a QE to metal-dielectric interfaces facilitates the excitation of surface plasmon polaritons, electromagnetic excitations related to the charge density waves on the surface of the metallic structure. This mechanism leads to a strong confinement of the electromagnetic field at metal-dielectric interfaces, which is the basis of many applications to enhance light-matter interactions, such as single optical plasmon generation [14,15], single molecule detection with surface-enhanced Raman scattering [16], and nanostuctured modified spontaneous emission [17].

Nonradiative relaxation is another decay pathway, where the QE energy can be dissipated via coupling to phonons, resistive heating, or quenching by other quantum emitters. Nonradiative relaxation is particularly important in metallic systems, where emission quenching may occur due to unavoidable dissipation even in systems with high spontaneous emission rate. In many cases of practical interest increasing the ratio between radiative and nonradiative decay channels is of great importance since the former actually determines the efficiency of photonic devices, such as LEDs [18], and single-photon sources [19]. In other situations it is very important to identify the nonradiative mechanism, distinguishing it from the plasmonic channel as it is the case of applications involving the excitation of single plasmon polaritons and subsequent controlled coupling between metallic nanowires [20,21].

In the present paper we identify a unique, experimentally accessible way to identify the nonradiative contribution to the total decay of QE inside metals. The situation in which the QE is embedded in metallic systems is within the reach of current nanofabrication techniques and is of increasing importance in applications involving metamaterials [22]. By means of a microscopic, analytical approach, we compute the nonradiative decay channel of a QE embedded in a metal, in which dissipation is due to inelastic scattering of electrons close to the Fermi surface, see Fig. (I) [23]. After computing the transition rates for both nonradiative emission and absorption, we demonstrate that such quantities can be directly determined by the knowledge of experimentally accessible transport quantities, such as the optical and ac-conductivity, and even the dc-resistivity. This result not only provides a microscopic description of nonradiative decay channels in metals, but also allows one to identify and differentiate it to other decay channels, which is crucial for the development of disruptive optoelectronic plasmonic applications.

This paper is organized as follows. In Sec. II we describe the methodology to microscopically calculate the transition rates for both nonradiative emission and absorption. In Sec. III we discuss and analyze the behavior of the decay rates as a function of the temperature, whereas Sec. IV is devoted to the conclusions.
II. METHODOLOGY

We consider a two-level QE embedded in a metal in which relaxation can occur via the inelastic scattering of electrons close to the Fermi surface, as it is schematically illustrated at the right side of Fig. (I). To model the coupling between the QD with the band electrons in a metal, let us considering the following interaction Hamiltonian:

\[ H = \hbar \omega_0 |e\rangle \langle e| + \sum_k \epsilon_k c_k^\dagger c_k + H_{\text{int}}, \]

where \( \hbar \omega_0 \) is the energy splitting of the two level system, \( \epsilon_k \) is the band dispersion relation for the electrons in the metal, \( c_k^\dagger \) and \( c_k \) are creation and annihilation operators such that

\[ c_k |FS\rangle = \sqrt{f^0(\epsilon_k)} |h_k\rangle, \]
\[ c_k^\dagger |FS\rangle = \sqrt{1 - f^0(\epsilon_k)} |p_k\rangle, \]

with \(|FS\rangle\) representing the Fermi sea, \(|h_k\rangle\) representing the hole state, \(|p_k\rangle\) representing the particle state, and with \( f^0(\epsilon_k) \) being the Fermi-Dirac occupation probability. For simplicity, we shall omit spin indices since we will be considering solely spin preserving scattering processes. The interaction part of the Hamiltonian reads

\[ H_{\text{int}} = \sum_{\ell,m=g,e} \sum_{k,k'} c_k^\dagger c_{k'} S(k' - k) \tilde{V}_{QD}^g(k' - k) |\ell\rangle \langle m|, \]

and describes the electrostatic interaction between an electron charge density for electrons in a metal and the potential generated by the two level system. Here \(|g\rangle \langle g|\) and \(|e\rangle \langle e|\) are the projection operators onto the ground, \(|g\rangle\), and excited, \(|e\rangle\), states, while \(|e\rangle \langle g|\) and \(|g\rangle \langle e|\) describe the electronic tunneling between the two levels. We have also introduced the impurity structure factor

\[ S(k' - k) = \sum_{R_i} P_{R_i} e^{i(k' - k) \cdot R_i}, \]

where \( P_{R_i} \) gives the probability of having an emitter at \( R_i \).

In what follows we shall be interested in calculating the nonradiative emission and absorption rates and, for this reason, we will restrict our calculations to the \( e \rightarrow g \) and \( g \rightarrow e \) processes only, both associated to the matrix element (within the dipole approximation of the electrostatic Coulomb potential)

\[ \tilde{V}_{QD}^g(k' - k) = -\frac{i}{V} \varepsilon_0 \varepsilon_r(k - k') \frac{1}{|k - k'|} \xi_{k-k'} \cdot (g |\mu| e), \]

(5)

describing the electron-atom coupling, where \( e \) is the electric charge, \( V \) is the volume, \( \varepsilon_0 \) is the vacuum dielectric constant, \( \varepsilon_r(k - k') \) is the relative permittivity in the medium, \( \mu \) is the electric dipole moment of the emitter and

\[ \xi_{k-k'} = \frac{k - k'}{|k - k'|}. \]

is the unit vector along the direction of \( k - k' \). For future purposes it will be interesting to observe that the interacting part of the Hamiltonian has the general structure

\[ H_{\text{int}} = \sum_{k,k'} c_{k'}^\dagger c_k \tilde{V}_{QD}^g(k' - k) S(k' - k) |g\rangle \langle e|, \]

and that the eigenstates of the free Hamiltonian are written as

\[ |\ell, FS\rangle = |\ell\rangle \otimes |FS\rangle, \]

where \(|\ell\rangle\) with \( \ell = e, g \) are the eigenvectors of the TLS Hamiltonian, and \(|FS\rangle\) are the eigenvectors of the electron Hamiltonian in the number operator representation.

III. RESULTS AND DISCUSSIONS

A. General structure for the non radiative decay rate

For the above interaction Hamiltonian, with initial and final states corresponding to

\[ I \equiv |e, FS\rangle = |e\rangle \otimes |FS\rangle \rightarrow |g, h_k p_{k'}\rangle = |g\rangle \otimes |h_k p_{k'}\rangle \equiv F, \]

where \( \ell, m = g, e \), and with energies

\[ E_I = \hbar \omega_0, \]
\[ E_F = \epsilon_{k'} - \epsilon_k, \]

the transition amplitude can be calculated from Fermi’s golden rule

\[ \Gamma(k, k'; e, g) = \left( \frac{2\pi}{\hbar} \right) \left| \langle F | c_{k'}^\dagger c_k \tilde{V}_{QD}^g(k' - k) |g\rangle \langle e| I \rangle \right|^2 \times \langle S(k' - k) S(k' - k) \rangle \delta (E_F - E_I). \]

The matrix element can be calculated with the use of the fermionic algebra and from the fact that \( \langle S(k' - k) S(k' - k) \rangle = N_{\text{imp}} \), for a small number of dilute impurities (emitters). We are now ready to rewrite the transition amplitude in terms of the initial and final momentum states, \(|h_k\rangle\) representing the hole state, \(|p_{k'}\rangle\) representing the electron state, and in terms of the occupation probabilities for the ground, \( n_g \), and excited, \( n_e \), states in the two-level system

\[ \Gamma(k, k'; e, g) = \left( \frac{2\pi}{\hbar} \right) N_{\text{imp}} f^0(\epsilon_k) [1 - f^0(\epsilon_{k'})] n_e (1 - n_g) \times \left| \tilde{V}_{QD}^g(k' - k) \right|^2 \delta (\epsilon_{k'} - \epsilon_k - \hbar \omega_0). \]

(10)

The next step is to calculate the relaxation rates through summing up transition amplitudes using the relation

\[ \sum_{k,\sigma} \rightarrow V \times 2 \times \int \frac{dk}{\hbar v_k} \int \frac{d\Omega_k}{(2\pi)^3}, \]

(11)

where the factor 2 accounts for spin degeneracy, \( v_k = \hbar k/m^* \) is the velocity for a nearly free electron, parabolic band approximation with effective mass \( m^* \), and

\[ d\Omega_k = k^2 d\Omega = k^2 \sin \varphi d\varphi d\varphi. \]

(12)
For the nonradiative (nr) decay from the excited to ground states we thus have

\[
\Gamma_{nr}^{e \rightarrow g}(T) = \sum_{k,k',\sigma,\sigma'} \Gamma(k,k';e,g)
\]

\[
= V^2 \times 4 \times \left( \frac{2\pi}{h} \right) N_{imp} n_e (1 - n_g) \times \left\{ \int \frac{d\epsilon_k}{\hbar \epsilon_k} \int \frac{d\epsilon_{k'}}{\hbar \epsilon_{k'}} f^0(\epsilon_k)[1 - f^0(\epsilon_{k'})] \right\} \times \left\{ \int \frac{d\Omega_k}{(2\pi)^3} \int \frac{d\Omega_{k'}}{(2\pi)^3} \left| \frac{\mathcal{G}_{QD}(k') - k} {\sqrt{\epsilon_{k}}} \right|^2 \right\}
\]

\[
= \left( \frac{2\pi}{h} \right) \left( \frac{m^* k_F}{\pi^2 \hbar^2} \right)^2 N_{imp} n_e (1 - n_g) \left[ \frac{\hbar \omega_0}{1 - e^{-\beta \hbar \omega_0}} \right] \times \left( \frac{e^2 \mu^2}{\varepsilon_0^2} \right) \left[ \int d\Omega \int d\Omega' \left| k - k' \right|^2 \right].
\]

We identify the electronic density of states at the Fermi level

\[
N(\epsilon_F) = \frac{m^* k_F}{\pi^2 \hbar^2}
\]

and we have defined the quantity

\[
g_{nr}^2 = \frac{e^2 \mu^2}{\varepsilon_0^2} \frac{\hbar \omega_0}{3 \left( k_F^2 \right)} \left[ \frac{1}{1 + 2 k_F^2 \lambda_{TF}^2} + \ln \left( 1 + 2 k_F^2 \lambda_{TF}^2 \right) - 1 \right],
\]

in terms of the Thomas-Fermi screening length \(\lambda_{TF}\). Now the nonradiative decay rate is simply

\[
\Gamma_{nr}^{e \rightarrow g}(T) = \left( \frac{2\pi}{h} \right) N^2(\epsilon_F) N_{imp} n_e (1 - n_g) \left[ \frac{1}{1 - e^{-\beta \hbar \omega_0}} \right] g_{nr}^2.
\]

To arrive at the above result we have used that, at low temperatures, the function

\[
f^0(\epsilon_k) \left[ 1 - f^0(\epsilon_k + \hbar \omega_0) \right]
\]

is strongly peaked around the Fermi energy and thus we projected all states \(k \rightarrow k_F\) and \(k' \rightarrow k_F\). Furthermore, we calculated

\[
\int d\epsilon_k f^0(\epsilon_k)[1 - f^0(\epsilon_k + \hbar \omega_0)] = \frac{\hbar \omega_0}{1 - e^{-\beta \hbar \omega_0}}.
\]

**B. General structure for the non radiative absorption rate**

Similarly to the result obtained above, the nonradiative absorption rate is given by

\[
\Gamma_{nr}^{g \rightarrow e}(T) = \left( \frac{2\pi}{h} \right) N^2(\epsilon_F) N_{imp} n_g (1 - n_e) \left[ \frac{1}{e^{\beta \hbar \omega_0} - 1} \right] g_{nr}^2,
\]

where \(n_e\) and \(n_g\) have been interchanged and the thermal factor is also different

\[
\frac{1}{1 - e^{-\beta \hbar \omega_0}} \rightarrow \frac{1}{e^{\beta \hbar \omega_0} - 1},
\]

satisfying detailed balance.

\[
\Delta \Gamma_{nr} = \frac{\Gamma_{nr}^{g \rightarrow e}(T) - \Gamma_{nr}^{e \rightarrow g}(T)}{\Gamma_{nr}^{sat}},
\]

which is a quantity between 0 and 1 and is plotted as the main panel in Fig. 2.

Figure 2 reveals that the absorption processes, in which a recombination of a particle and a hole provides energy for the \(g \rightarrow e\) transition, dominates for \(k_B T \ll \hbar \omega_0\). Absorption rapidly increases with temperature, but eventually saturates due to the decrease in the thermal occupation of the ground state for \(k_B T \gg \hbar \omega_0\). On the other hand, emission processes

**C. Normalized decay and absorption rates**

A meaningful quantity to be defined is the nonradiative decay rate normalized by its saturation value

\[
\Gamma_{nr}^{sat} (\hbar \omega_0 \ll k_B T \ll \epsilon_F) = \left( \frac{2\pi}{h} \right) N_{imp} \frac{1}{4} N^2(\epsilon_F) \left( \frac{\mu^2}{\beta \hbar \omega_0} \right),
\]

since, for \(\hbar \omega_0 \ll k_B T \ll \epsilon_F\), \(n_g \rightarrow 1/2\) and \(n_e \rightarrow 1/2\).

With this definition we arrive at

\[
\frac{\Gamma_{nr}^{e \rightarrow g}(T)}{\Gamma_{nr}^{sat}} = 4 n_e (1 - n_g) \left[ \frac{\beta \hbar \omega_0}{1 - e^{-\beta \hbar \omega_0}} \right],
\]

which is a dimensionless number between 0 and 1. The same is valid for the absorption rate

\[
\frac{\Gamma_{nr}^{g \rightarrow e}(T)}{\Gamma_{nr}^{sat}} = 4 n_g (1 - n_e) \left[ \frac{\beta \hbar \omega_0}{e^{\beta \hbar \omega_0} - 1} \right].
\]

The results for both nonradiative emission and absorption rates, as well as their sum, are plotted in the inset of Fig. 2. We can also study the difference between the nonradiative absorption and emission rates

\[
\Delta \Gamma_{nr} \equiv \frac{\Gamma_{nr}^{g \rightarrow e}(T) - \Gamma_{nr}^{e \rightarrow g}(T)}{\Gamma_{nr}^{sat}},
\]

Figure 2 reveals that the absorption processes, in which a recombination of a particle and a hole provides energy for the \(g \rightarrow e\) transition, dominates for \(k_B T \ll \hbar \omega_0\). Absorption rapidly increases with temperature, but eventually saturates due to the decrease in the thermal occupation of the ground state for \(k_B T \gg \hbar \omega_0\). On the other hand, emission processes
in which a particle and a hole are created, receiving energy from the 
\( e \rightarrow g \) transition, are less frequent at all tempera-
tures because of the lower thermal occupation in the excited
state of the emitter. Nevertheless, it also increases with the
temperature and also saturates for \( k_B T \gg \hbar \omega_0 \). Remark-
ably, let us point out that such large difference between the
absorption and emission rates indicates that the phenomenon
of generation is occurring at the emitter due to the inelastic
scattering from Fermi surface states at low temperatures. This
result suggests one can prepare the emitter in excited state
by setting the temperature around \( k_B T \leq \hbar \omega_0 \), which may find
potential applications in quantum nanophotonics.

IV. CONNECTION TO ELECTRONIC TRANSPORT

Let us now see how we can extract information about the
non radiative transition rates from dc- and magneto-transport
experiments. We shall first look into the dc-transport, with an
externally applied electric field, \( E \neq 0 \), where the resistivity
\[
\rho = \frac{m^*}{ne^2} \frac{1}{\tau_{tr}},
\]
is given in terms of the inverse transport lifetime, \( 1/\tau_{tr} \), with
\( m^* \) being the effective mass, \( n \) the electronic density and \( e \)
the electric charge. The quantity of interest will be the in-
verse transport lifetime, \( 1/\tau_{tr} \), which can be calculated us-
ing a variational approach to the linearized Boltzmann’s equa-
tions within the relaxation time approximation [24].

Next, we shall focus on the magneto-transport, with externally
applied electric, \( E \neq 0 \), and magnetic, \( B \neq 0 \), fields, where the Shubnikov-de-Haas
oscillations [25, 26]

\[
\Delta R_{xx}(\omega_c) = 4R_0 e^{-\pi/\omega_c \tau_q} \cos \left( \frac{2\pi^2 n}{m^* \omega_c} \right) \chi(T),
\]
are given in terms of the quantum lifetime, \( \tau_q \), with \( R_0 \) being
the zero field resistance, \( \omega_c = eB/m^* \) the cyclotron
frequency, and \( \chi(T) = (2\pi^2 k_B T / \hbar \omega_c) \sinh (2\pi^2 k_B T / \hbar \omega_c) \), a
the thermal damping factor. The quantity of interest here is the
inverse quantum lifetime, \( 1/\tau_q \), which can also be calcu-
lated using a variational procedure [24]. For both cases (dc-
and magneto-transport) we shall explain how the non radi-
ative transition rates calculated earlier can be extracted from
experiments.

A. Connection to transport lifetime \( \tau_{tr} \)

According to the interaction Hamiltonian [3] there are four
channels for scattering between the emitter and Fermi surface
electrons: two elastic channels, \( g \rightarrow g \) and \( e \rightarrow e \), and two
inelastic channels, \( g \rightarrow e \) (absorption) and \( e \rightarrow g \) (emission).
The inverse transport lifetime, \( 1/\tau_{tr} \), can thus be calculated
using Mathiessen’s rule

\[
\frac{1}{\tau_{tr}} = \frac{1}{\tau_{gg}} + \frac{1}{\tau_{ge}} + \frac{1}{\tau_{eg}} + \frac{1}{\tau_{ee}},
\]
in which each individual contribution, \( 1/\tau_{tr} \), to the total in-
verse scattering time can be calculated from a variational prin-
ciple to the linearized Boltzmann’s equations within the relax-
aton time approximation [24]

\[
\frac{1}{\tau_{tr}} = \frac{1}{2k_B T} \sum_{k,k'} \frac{\langle \vec{u} \cdot (\vec{v}_k - \vec{v}_{k'}) \rangle^2}{\tau_{tr}^{k,k'}},
\]
where \( \vec{u} \) corresponds to the direction of the applied electric
field, and \( \tau_{tr}^{k,k'} \) are the scattering amplitudes from \( k \) to \( k' \),
between states labelled by \( \ell, m \), where

\[
\sum_{k,\sigma} (\vec{u} \cdot \vec{v}_k)^2 \left( \frac{\partial f_0^{\sigma}}{\partial \epsilon_k} \right) = \frac{1}{3\pi^2} \frac{e_F}{\hbar} = \frac{n}{m^*},
\]

where \( n \) is the electronic density of the Fermi system, and the
factor \( 1/3 \) arises from the spherical symmetry of the problem.
As for the numerator in (27) we shall write

\[
\langle P^{\ell m}_{tr} \rangle = \frac{1}{2k_B T} \sum_{k,k'} \frac{\langle \vec{u} \cdot (\vec{v}_k - \vec{v}_{k'}) \rangle^2}{\tau_{tr}^{k,k'}}
\]

where the scattering amplitudes are

\[
P^{gg}_{k',k} = \left( \frac{2\pi}{\hbar} \right) N_{imp} \left[ \tilde{\mathcal{V}}_{QD}^{gg}(k' - k)^2 \delta(\epsilon_k - \epsilon_{k'}) f_0^\ell(1 - f_0^g)n_g,
\]

\[
P^{ge}_{k',k} = \left( \frac{2\pi}{\hbar} \right) N_{imp} \left[ \tilde{\mathcal{V}}_{QD}^{ge}(k' - k)^2 \delta(\epsilon_k - \epsilon_{k'} - \hbar \omega_0) f_0^\ell(1 - f_0^g)n_e(1 - n_g),
\]

\[
P^{eg}_{k',k} = \left( \frac{2\pi}{\hbar} \right) N_{imp} \left[ \tilde{\mathcal{V}}_{QD}^{eg}(k' - k)^2 \delta(\epsilon_k - \epsilon_{k'} - \hbar \omega_0) f_0^\ell(1 - f_0^g)n_e(1 - n_g),
\]

\[
P^{ee}_{k',k} = \left( \frac{2\pi}{\hbar} \right) N_{imp} \left[ \tilde{\mathcal{V}}_{QD}^{ee}(k' - k)^2 \delta(\epsilon_k - \epsilon_{k'}) f_0^\ell(1 - f_0^e)n_e.
\]

In this case, for the two elastic scattering processes we find

\[
\langle P^{gg} \rangle_{tr} = \frac{4V^2}{2k_B T} \int \frac{d^3k'}{(2\pi)^3} \int \frac{d^3k}{(2\pi)^3} \frac{1}{(1 - 2f_0^g)^2} \langle \vec{u} \cdot (\vec{v}_k - \vec{v}_{k'}) \rangle^2 P^{gg}_{k,k'}/2,
\]

\[
= \left( \frac{2\pi}{\hbar} \right) N^2(\epsilon_F) N_{imp} n_g g_{el},
\]

and

\[
\langle P^{gg} \rangle_{tr} = \frac{4V^2}{2k_B T} \int \frac{d^3k'}{(2\pi)^3} \int \frac{d^3k}{(2\pi)^3} \frac{1}{(1 - 2f_0^g)^2} \langle \vec{u} \cdot (\vec{v}_k - \vec{v}_{k'}) \rangle^2 P^{gg}_{k,k'}/2,
\]

\[
= \left( \frac{2\pi}{\hbar} \right) N^2(\epsilon_F) N_{imp} n_g g_{el},
\]

where

\[
g_{el} = \frac{e^2}{6c_0} \left( \frac{\hbar}{k_B T} \right)^2 \frac{1}{k_F} \left[ \frac{1}{1 + 2k_F^2 \lambda_{TF}^2} + \ln \left( 1 + 2k_F^2 \lambda_{TF}^2 \right) - 1 \right].
\]
Figure 3. Temperature dependence of the dc-resistivity, $\rho(T)$, normalized by its zero temperature value, $\rho_0$. Main panel: inelastic channels, red (dotted) representing absorption, $g \rightarrow c$, blue (dashed) representing emission, $c \rightarrow g$, and black (solid) representing the sum of the two inelastic (emission and absorption) contributions. Inset: elastic channels, red (dotted) representing $e \rightarrow c$ processes, blue (dashed) representing $g \rightarrow g$ processes, and black (solid) representing the sum of the two elastic contributions to transport.

The elastic contributions to the resistivity are shown in the inset of Fig. 3. As we can see, the sum of the two elastic contributions is temperature independent mostly because $n_g + n_e = 1$ and $V^{gg} = V^{ee}$, even though each of the two individual scattering channels exhibits a characteristic evolution with the temperature until saturation at $n_e = n_g = 1/2$ for $k_BT \gg \hbar\omega_0$. Furthermore, since this contribution has its origins in elastic processes, $1/\tau_{gg}$ and $1/\tau_{ee}$ do not contain information about the structure of the emitter, neither through the electric dipole moment, $\vec{\mu}$, nor through the characteristic energy of the emitter, $\hbar\omega_0$. Hence the elastic contributions to the resistivity have no connection to the transition rates calculated earlier.

For the two inelastic scattering processes we have

$$
\langle P^{gg}\rangle_{tr} = \frac{4V^2}{2k_BT} \int \frac{d^3k'}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} \left[i \cdot (\vec{v}_k - \vec{v}_{k'}) \right]^2 P^{gg}_{k,k'}
= \left(\frac{2\pi}{\hbar}\right)^N N^2 (\epsilon_F) N_{imp} n_g (1 - n_e) \left[\frac{\beta}{e^{\beta\hbar\omega_0} - 1}\right] \frac{g_{nn}^2}{\beta}\n$$

and

$$
\langle P^{eg}\rangle_{tr} = \frac{4V^2}{2k_BT} \int \frac{d^3k'}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} \left[i \cdot (\vec{v}_k - \vec{v}_{k'}) \right]^2 P^{eg}_{k,k'}
= \left(\frac{2\pi}{\hbar}\right)^N N^2 (\epsilon_F) N_{imp} n_e (1 - n_g) \left[\frac{\beta}{1 - e^{-\beta\hbar\omega_0}}\right] \frac{g_{nn}^2}{\beta}\n$$

where

$$
g_{nn}^2 = \frac{\epsilon^2 \mu^2 \hbar\omega_0}{\varepsilon_0^2 3} \lambda^2_{TF} \beta \left\{ \frac{\hbar}{m^*} \right\}^2 \left[ 2k_F^2 \lambda^2_{TF} \left( 1 + k_F^2 \lambda^2_{TF} \right) - \ln \left( 1 + 2k_F^2 \lambda^2_{TF} \right) \right]\n$$

The inelastic contributions to the resistivity are shown in the main panel of Fig. 3. In contrast to the elastic case, both the individual contributions to the resistivity, as well as their sum, have a strong temperature dependence that is analogous to the temperature dependence of the normalized emission and absorption rates shown in Fig. 2.

Also differently to the elastic case, the inelastic contributions $1/\tau_{eg}$ and $1/\tau_{ge}$ do carry information about the structure of the emitter, through both the electric dipole moment, $\vec{\mu}$, and the characteristic energy, $\hbar\omega_0$. Indeed, it is important to note the direct connection that exists between the nonradiative decay rate, given by (14) and (15), and the inelastic scattering process given by (38). Both quantities are proportional to $\mu^2 \hbar\omega_0$ and only differ by a constant factor that is fixed by the Fermi wave vector, $k_F$, and the Thomas-Fermi screening length, $\lambda_{TF}$, see $g_{nn}^2$ in (14) and $g_{nn}^2$ in (39). By the same token, a similar mapping exists between the nonradiative absorption rate (18) and the other inelastic scattering process, given by (37). Again, these two quantities only differ by a constant factor. Altogether these findings unveil the relation between nonradiative decay and absorption rates and the inelastic scattering processes, suggesting that one can obtain information about nonradiative decay by means of electronic transport.

B. Connection to quantum lifetime $\tau_q$

Similar to the case of the dc-resistivity, the quantum lifetime can also be calculated, using Mathiessen’s rule

$$
\frac{1}{\tau_q} = \frac{1}{\tau_{gg}} + \frac{1}{\tau_{ge}} + \frac{1}{\tau_{eg}} + \frac{1}{\tau_{ee}}, \tag{40}
$$

where now each contribution corresponds to $\tau_{nm}$

$$
\frac{1}{\tau_{nm}} = \frac{1}{k_BT} \sum_k \frac{P^{nm}_{k,k'}}{\sum_k P^{nm}_{k,k'}}. \tag{41}
$$

Again, for the numerator in (41) we define

$$
\langle P^{nm}\rangle_{q} = \frac{1}{k_BT} \sum_{k,k'} P^{nm}_{k,k'}. \tag{42}
$$

For the two inelastic scattering processes we obtain

$$
\langle P^{gg}\rangle_{q} = \frac{4V^2}{k_BT} \int \frac{d^3k'}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} \left\{ \frac{\beta}{e^{\beta\hbar\omega_0} - 1}\right\} \frac{g_{nn}^2}{\beta}\n$$

and

$$
\langle P^{eg}\rangle_{q} = \frac{4V^2}{k_BT} \int \frac{d^3k'}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} \left\{ \frac{\beta}{1 - e^{-\beta\hbar\omega_0}}\right\} \frac{g_{nn}^2}{\beta}\n$$

where

$$
g_{nn}^2 = \frac{\epsilon^2 \mu^2 \hbar\omega_0}{\varepsilon_0^2 3} k_F^2 \beta \left\{ \frac{1}{1 + 2k_F^2 \lambda^2_{TF}} + \ln \left( 1 + 2k_F^2 \lambda^2_{TF} \right) \right\}. \tag{43}
$$
tion processes dominate, as demonstrated in Fig. (2), we can look at the Shubnikov-de-Haas oscillations from the pure elastic case. Inelastic contributions to the quantum lifetime, \( \tau \), are governed by the nonradiative emission and absorption rates, \( \Gamma_{nr,ge} \) and \( \Gamma_{nr,eg} \), and the inelastic contributions to electron-impurity scattering processes, \( 1/\tau_{eg} \) and \( 1/\tau_{ge} \). These results confirm our predictions that one can determine the nonradiative emission and absorption rates by means of magneto-transport observables, such as, for example, the amplitude of the Shubnikov-de-Haas oscillations which is given by [27]

\[
\Delta R(\omega_c) / R_0(T) = 4R_0\chi(T) e^{-\pi/\omega_c \tau_\omega},
\]

which is governed by \( \tau_\omega \), and it is shown in the main panel of Fig. (4). From such a Dingle plot [27], we see that, already at small magnetic fields, \( \omega_0/\omega_c \gg 1 \), even the smallest contributions to the quantum lifetime, \( \tau_\omega \), from nonradiative transitions may lead to sizeable deviations of the amplitude of the Shubnikov-de-Haas oscillations from the pure elastic case at \( k_B T \ll \hbar \omega_0 \). If we recall that, for \( k_B T \leq \omega_0 \), absorption processes dominate, as demonstrated in Fig. (2), we can promptly identify that the deviation of the dashed (blue) curve from the solid (black) curve in Fig. (4) is predominantly due to absorption processes, \( \Gamma_{nr,ge} \gg \Gamma_{nr,eg} \). On the other hand, for the dotted (red) curve in Fig. (4), valid for \( k_B T \gg \hbar \omega_0 \), both emission and absorption processes contribute equally, so that \( \Gamma_{nr,ge} \approx \Gamma_{nr,eg} \). These findings suggest one can only extract nonradiative decay rates from the Shubnikov-de-Haas oscillations via the quantum lifetime, but also detect the presence of the emitters inside a metallic system, as nonradiative decay rates strongly depend on temperature, as we previously demonstrate.

V. CONCLUSIONS

In summary, we investigate nonradiative emission and absorption rates of two-level quantum emitters embedded in a metal at low temperatures. Using Fermi’s golden rule, we derive expressions for both nonradiative transition rates, showing they are intrinsically related to electronic transport in the host metallic material. Indeed, we demonstrate nonradiative emission and absorption rates could be directly determined by the knowledge of experimentally accessible transport quantities, such as the optical and ac-conductivity, and even the dc-resistivity. For concreteness, we consider the case of Shubnikov-de-Haas oscillations, governed by the quantum lifetime, which we demonstrate to be proportional to the nonradiative emission and absorption rates. Altogether our results not only provide a microscopic description of nonradiative decay channels in metals, but they also allows one to identify and differentiate them to other decay channels, which is crucial to understand and control light-matter interactions at the nanoscale.
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