Adaptive Approach Phase Guidance for a Hypersonic Glider via Reinforcement Meta Learning
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We use Reinforcement Meta Learning to optimize an adaptive guidance system suitable for the approach phase of a gliding hypersonic vehicle. Adaptability is achieved by optimizing over a range of off-nominal flight conditions including perturbation of aerodynamic coefficient parameters, actuator failure scenarios, and sensor noise. The system maps observations directly to commanded bank angle and angle of attack rates. These observations include a velocity field tracking error formulated using parallel navigation, but adapted to work over long trajectories where the Earth’s curvature must be taken into account. Minimizing the tracking error keeps the curved space line of sight to the target location aligned with the vehicle’s velocity vector. The optimized guidance system will then induce trajectories that bring the vehicle to the target location with a high degree of accuracy at the designated terminal speed, while satisfying heating rate, load, and dynamic pressure constraints. We demonstrate the adaptability of the guidance system by testing over flight conditions that were not experienced during optimization. The guidance system’s performance is then compared to that of a linear quadratic regulator tracking an optimal trajectory.

I. Introduction

Due to the extreme aero-thermal environment associated with hypersonic flight, vehicle structures undergo stress caused by coupling of Fluid-Thermal-Structural Interactions (FTSI) and significant aerodynamic heating typical in hypersonic regimes [1]. This results in non-deterministic time-varying distortions to the airframe and control surfaces that are functions of both peak and integrated heating, which leads to vehicle aerodynamics differing substantially from that assumed during the design of the guidance system. Moreover, the hypersonic flow field exhibits viscous interaction, thin shock layers, an entropy layer, and high-temperature flows that make real gas effects important. Consequently, accurate modeling requires computational fluid dynamics simulators that are orders of magnitude too computationally expensive to use directly for optimizing and testing a guidance and control system. Thus, even without the challenge of structural deformation, the model used for optimization and validation will likely differ substantially from the actual deployment environment. Finally, there is the challenge of a large flight envelope, requiring control over a wide range of dynamic pressure. Clearly, mission risk can be reduced through the use of a guidance system that can adapt in real time to the challenging aero-thermal environment inherent in hypersonic flight that differs substantially from the optimization and testing environment.

Prior work with hypersonic glide guidance in three degrees of freedom that demonstrate robustness to aerodynamic parameter perturbation includes [2], which also respects no fly zones, [3], and [4]. Other published work on 3-DOF glide guidance that does not demonstrate robustness to aerodynamic parameter perturbation includes [2, 5–7]. Most of these implementations required direct control over bank angle and angle of attack, whereas a more realistic system would only give control over bank angle and angle of attack rates, and none of the listed work considers actuator lag, actuator
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failure, or sensor noise. In [8], the authors consider longitudinal dynamics of an air breathing hypersonic vehicle, and apply reinforcement learning (RL) to disturbance estimation, but do not use RL to optimize the full guidance system. Although there has been recent work in using RL to optimize integrated guidance and control systems for aerospace applications in high fidelity six degrees of freedom (6-DOF) environments [9–12], to date, work in guidance and control for hypersonic vehicles has not taken advantage of recent advancements in RL.

In this work we consider a scenario where over a wide range of initial longitude and latitude, the boost-glide hypersonic vehicle separates from a booster at 100 km altitude and an initial speed of 7450 m/s. The guidance system must then guide the vehicle to randomized locations 8000 km from the initial position, at a terminal altitude and speed of 25 km and 1500 m/s respectively. The guidance system is implemented as a policy optimized using reinforcement meta-learning [13–15] (meta-RL) in a three degrees of freedom (3-DOF) simulated environment, leaving the 6-DOF problem for future work. The policy maps observations to commanded bank angle and angle of attack rates, with the observations including a velocity field tracking error formulated using parallel navigation [16], but adapted to work over long trajectories where the Earth’s curvature must be taken into account, and modified to allow specification of a trajectory speed profile. Minimizing this tracking error keeps the curved space line of sight to the target location aligned with the vehicle’s velocity vector. The optimized guidance system will then induce trajectories that bring the vehicle to the target location with a high degree of accuracy at the designated terminal speed, while satisfying heating rate, load, and dynamic pressure constraints.

In the meta-RL framework, an agent instantiating the policy learns through episodic simulated experience over an ensemble of environments covering the expected distribution of mission scenarios, aerodynamic regimes, sensor and actuator degradation, variation in system time constants, and other factors. The policy is implemented as a deep neural network parameterized by $\theta$ that maps observations to actions $u = \pi_{\phi}(o)$, and is optimized using a customized version of proximal policy optimization (PPO) [17]. PPO has been shown to provide state of the art performance in applications ranging from robotic controllers to aerospace integrated guidance and control systems. Adaptation is achieved by including a recurrent network layer [18] with hidden state $h$ in both the policy and value function networks. Maximizing the PPO objective function requires learning hidden layer parameters $\theta_h$ that result in $h$ evolving in response to the history of $o$ and $u$ in a manner that facilitates fast adaptation to an environment sampled from the ensemble, and generalization to novel environments. The deployed policy will then adapt to off-nominal conditions during flight. Importantly, the network parameters remain fixed during deployment with adaptation occurring through the evolution of $h$. This is in contrast with the recent work in adaptive control using deep neural networks in an MRAC architecture [19], where parameter learning occurs during deployment, which can be slow, and requires guarantees that a parameter update does not adversely impact stability.

Although in the 3-DOF setting we cannot accurately model hypersonic flight, we attempt to capture the essence of the problem by simulating the vehicle in an environment that at the start of each episode randomly perturbs variables in the dynamics model such as aerodynamic coefficient parameters and atmospheric density. Prior to starting this research, we hypothesized that an integrated guidance and control system based off of a guidance law would be more robust than tracking an optimal trajectory. Our rationale was that an optimal trajectory is only optimal given the dynamics it is optimized with, and can become sub-optimal (and even infeasible) if the deployment environment differs substantially from the optimization environment. In the experiments (Section V) we present evidence that supports this hypothesis, and discuss the issue further in Section V.C. However, it is worth noting that if the optimal trajectory is recomputed at every step of the guidance system, tracking becomes much more robust to off-nominal flight conditions, as was shown in [4]. Nevertheless, it is not clear as to whether this would be feasible real time in six degrees of freedom. Although guidance systems implementing some form of guidance law (typically proportional navigation) are state of the art for homing phase missile guidance, implementing such a guidance law over long trajectories where the curvature of the Earth must be considered can present difficulties. A significant contribution of this work is a method of implementing parallel navigation [16] in curved space in a manner that also allows specifying a speed versus distance profile over the trajectory, and creates a robust and adaptive mapping between navigation outputs and commanded bank angle and angle of attack rates that respects path constraints.

II. Problem Formulation

A. Equations of Motion

Figure 1 provides a diagram of the reference frame. The vehicle’s position is described in spherical Earth centered coordinates $r = [R, \theta, \phi]$, where $R$ is the distance between the vehicle and the origin of the Earth centered coordinate
system, and $\theta$ and $\phi$ the vehicle’s longitude and latitude, respectively. We describe the vehicle’s velocity vector $v = [V, \gamma, \psi]$ in a local vertical local horizontal (LVLH) frame [20] where $V$ is the magnitude of the vehicle’s velocity. The flight-path angle $\gamma$ is the angle between the local horizontal plane (i.e., the plane passing through the vehicle and orthogonal to the vector $r$). The heading angle $\psi$ is the angle between the local parallel of latitude and the projection of $v$ on the horizontal plane. Combining the position and velocity variables into a state vector, the kinematic (Eq. (1a-1c)) and force equations (Eq. (1d-1f)) for the vehicle are as follows, where $D$ and $L$ are the drag and lift forces, $\sigma$ and $\alpha$ the bank angle and angle of attack. $\Omega = 7.292 \times 10^{-5}$ rad/s is the Earth’s angular velocity, and $g = \mu/R$ the Earth’s gravitational acceleration, where $\mu$ is Earth’s gravitational parameter. $\Delta \sigma$ and $\Delta \alpha$ are the perturbed and lagged commanded change to the bank angle and angle of attack as given in Section II.B.
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**Fig. 1** Coordinate systems

\[
\begin{align*}
\frac{dR}{dt} &= V \sin(\gamma) \quad (1a) \\
\frac{d\theta}{dt} &= \frac{V \cos(\gamma) \cos(\psi)}{R \cos(\phi)} \quad (1b) \\
\frac{d\phi}{dt} &= \frac{V \cos(\gamma) \sin(\psi)}{R} \quad (1c) \\
\frac{dV}{dt} &= -\frac{D}{m} - g \sin(\gamma) + \Omega^2 R \cos(\phi) (\sin(\gamma) \cos(\phi) - \cos(\gamma) \sin(\phi) \sin(\psi)) \quad (1d) \\
V \frac{d\gamma}{dt} &= \frac{L \cos(\sigma)}{m} - g \cos(\gamma) + \frac{V^2}{R} \cos(\gamma) + 2\Omega V \cos \phi \cos \psi + \\
&\quad \Omega^2 R \cos(\phi) (\cos(\gamma) \cos(\phi) + \sin(\gamma) \sin(\phi) \sin(\psi)) \quad (1e) \\
V \frac{d\psi}{dt} &= \frac{L \sin(\sigma)}{m \cos(\gamma)} - \frac{V^2}{R} \cos(\gamma) \cos(\psi) \tan(\phi) + 2\Omega V (\tan \gamma \cos \phi \sin \psi - \sin \phi) + \\
&\quad \Omega^2 R \sin(\phi) \cos(\phi) \cos(\psi) \quad (1f) \\
\dot{\alpha} &= \Delta \alpha \quad (1g) \\
\dot{\sigma} &= \Delta \sigma \quad (1h)
\end{align*}
\]
\[ D = \frac{\rho V^2 S_{\text{ref}} C_D}{2} \]
\[ L = \frac{\rho V^2 S_{\text{ref}} C_L}{2} \]  

The atmospheric density \( \rho \) is calculated using the exponential atmosphere model \( \rho = \rho_0 e^{-(r-R_E)/h_s} \), where \( \rho_0 = 1.225 \text{ kg/m}^3 \) is the density at sea level, \( R_E = 6378 \text{ km} \) is the Earth's radius, and \( h_s = 7018.00344 \text{ m} \) is the density scale-height. The reference area of the vehicle is \( S_{\text{ref}} \), and \( C_D \) and \( C_L \) are the drag and lift coefficients. These equations of motion are integrated using fourth order Runge-Kutta integration with an integration step size of 1 s. In order to better measure terminal accuracy, once the vehicle is within 10 km of the target, the integration step size is reduced by a factor of 20, which at 1500 m/s gives a minimum achievable average miss distance of 75 m.

B. Control

The output of the guidance policy \( \mathbf{u} = \pi(\mathbf{o}) \in \mathbb{R}^2 \) can be split into two components, the commanded changes to the bank angle and angle of attack. These control inputs are then clipped and scaled as shown in Eqs. (3a) through (3b), where \( \Delta \sigma_{\text{max}} \) and \( \Delta \alpha_{\text{max}} \) are the limits on control input.

\[ \Delta \sigma_{\text{cmd}} = \Delta \sigma_{\text{max}} \text{clip}(\mathbf{u}[0], -\Delta \sigma_{\text{max}}, \Delta \sigma_{\text{max}}) \]
\[ \Delta \alpha_{\text{cmd}} = \Delta \alpha_{\text{max}} \text{clip}(\mathbf{u}[1], 0, \Delta \alpha_{\text{max}}) \]

We model actuator failure and Gaussian actuator noise as shown in Eqs. (4a) and (4b), where in the case of actuator failure, \( \epsilon_{\text{ctrl}} \) are the bounds for biasing the control inputs, and \( \mathcal{N}(\mu, \sigma, n) \) denotes an n-dimensional Gaussian random variable with mean \( \mu \) and standard deviation \( \sigma \). \( \mathcal{U}(a, b, n) \) denotes an n-dimensional uniformly distributed random variable bounded by \( a, b \). Finally, \( \sigma_{\text{ctrl}} \) is Gaussian actuator noise.

\[ \Delta \sigma_{\text{AF}} = \begin{cases} \Delta \sigma_{\text{cmd}} \mathcal{U}(\epsilon_{\text{ctrl}}[0], \epsilon_{\text{ctrl}}[1], 1) + \mathcal{N}(0, \sigma_{\text{ctrl}}, 1), & \text{if } \mathcal{U}(0, 1, 1) < p_{\text{fail}} \\ \Delta \sigma_{\text{cmd}} + \mathcal{N}(0, \sigma_{\text{ctrl}}, 1), & \text{otherwise} \end{cases} \]  
\[ \Delta \alpha_{\text{AF}} = \begin{cases} \Delta \alpha_{\text{cmd}} \mathcal{U}(\epsilon_{\text{ctrl}}[0], \epsilon_{\text{ctrl}}[1], 1) + \mathcal{N}(0, \sigma_{\text{ctrl}}, 1), & \text{if } \mathcal{U}(0, 1, 1) < p_{\text{fail}} \\ \Delta \alpha_{\text{cmd}} + \mathcal{N}(0, \sigma_{\text{ctrl}}, 1), & \text{otherwise} \end{cases} \]

Actuator delay is then modeled by integrating Eqs. (5a) through (5b), where \( \tau_{\text{ctrl}} \) is the actuator time constant, and \( \Delta \sigma \) and \( \Delta \alpha \) are the control inputs used in Eqs. (1g) and (1h).

\[ \dot{\Delta \sigma} = \frac{\Delta \sigma_{\text{AF}} - \Delta \sigma}{\tau_{\text{ctrl}}} \]
\[ \dot{\Delta \alpha} = \frac{\Delta \alpha_{\text{AF}} - \Delta \alpha}{\tau_{\text{ctrl}}} \]

C. Vehicle Model and Mission

As reference model, we chose a configuration similar to the space shuttle [21] and scaled mass and reference area by a factor of 100. We use the drag polar aerodynamic model given in [21], where \( C_L \) is a function \( \alpha \) (in degrees), \( C_D \) a function of \( C_L \), and the coefficient values are given in Table 3. Note that angle of attack is held at a constant 40 degrees from the entry interface to \( V = 4570 \text{ m/s} \) for thermal protection, after which it varies depending on the commanded change in angle of attack.

\[ C_L = C_{L_0} + C_{L_1} \alpha + C_{L_2} \alpha^2 \]  
\[ C_D = C_{D_0} + C_{D_1} C_L + C_{D_2} C_L^2 \]
We impose path constraints for heating rate $\dot{Q}$, dynamic pressure $q$, and load constraint $n$, with the three path constraints listed in Eqs. (8a) through (8a), where $\dot{Q}_{\text{max}} = 3000\text{kW/m}^2$, $q_{\text{max}} = 50\text{kN/m}^2$, and $n_{\text{max}} = 7g$. Using the Stephan-Boltzmann equation $T_w = \left(\frac{\dot{Q}}{\epsilon \sigma_{\text{SB}}}ight)^{1/4}$ (where $\epsilon$ is the surface emissivity, and $\sigma_{\text{SB}}$ the Stefan-Boltzmann constant), a heating rate of 3000 kW would correspond to a wall temperature of 2808 K. Assuming the vehicle has a carbon aeroshell with a melting point of 3500 K, this leaves significant margin. It is worth noting that any vehicle that would be able to survive the subsequent dive phase would experience a significantly higher heating rate, and would likely need some form of active cooling.

$$\dot{Q} = 1.65 \times 10^{-4} \sqrt{\rho V^3} \leq \dot{Q}_{\text{max}}$$  \hspace{1cm} (8a)

$$q = \frac{1}{2} \rho V^2 \leq q_{\text{max}}$$  \hspace{1cm} (8b)

$$n = \sqrt{L^2 + D^2} \leq n_{\text{max}}$$  \hspace{1cm} (8c)

The vehicle initial state is randomly generated as shown in Table 1, and the goal is to reach the randomly generated target position given in Table 2, with flight time unconstrained. Note that the target longitude is automatically generated so that the initial Haversine distance to target $d$ is as given in Table 1. In Section V we demonstrate that the optimized guidance system can generalize to an extended range of $d_{\text{init}}$ by varying initial altitude and flight path angle. The ideal initial heading puts the vehicle on a great circle arc to the target (See Section IV.A), and the heading error perturbs this ideal heading. Note that the ideal heading is actually non ideal when considering the Coriolis force, but works well in practice.

### Table 1 Initial Conditions

| Parameter         | min  | max  |
|-------------------|------|------|
| Range $d_{\text{init}}$ (km) | 8000 | 8000 |
| Altitude $h_{\text{init}}$ (km) | 99.8 | 100.2 |
| Speed $V_{\text{init}}$ (m/s) | 7430 | 7470 |
| Longitude $\theta_{\text{init}}$ (degrees) | 0 | 50 |
| Latitude $\phi_{\text{init}}$ (degrees) | -30 | 30 |
| Flight Path Angle $\gamma_{\text{init}}$ (degrees) | -0.55 | -0.45 |
| Heading Error $\psi_{\text{error_{init}}}$ (degrees) | -0.1 | 0.1 |

### Table 2 Targeted Location

| Parameter         | min  | max  |
|-------------------|------|------|
| Speed $V_{\text{targ}}$ (m/s) | 1500 | 1500 |
| Altitude $h_{\text{targ}}$ (km) | 25 | 25 |
| Latitude $\phi_{\text{targ}}$ (degrees) | -30 | 30 |

The vehicle parameters are given in Table 3, and Table 4 shows the range over which selected parameters in the dynamics model are perturbed during optimization. Each parameter $p \in \mathbb{R}^d$ has its value randomly set at the start of an episode as $p = U(-\nu, \nu, d)$, where $\nu$ is the bound in the "Value" column of Table 4. This perturbation is meant to capture differences between the dynamics model used for optimization and the actual dynamics encountered in deployment. For example, the aerodynamic coefficients used in optimization will likely not reflect the aerodynamics experienced during deployment due to airframe distortion and surface ablation. The impact of aerodynamic variation is illustrated in Figure 2, where an open loop glide with zero initial heading and flight path error is plotted. The sensor scale factor error is applied to the observation used by the guidance system, specifically $\hat{o} = o(1 + U(-\epsilon_{\text{obs}}, \epsilon_{\text{obs}}, n))$, where $o \in \mathbb{R}^n$. We optimize with $\epsilon_{\text{obs}} = 0$ in order to test the ability of the optimized policy to generalize to non-zero $\epsilon_{\text{obs}}$ in Section V. The guidance system maps observations to actions at a guidance frequency of 0.2 Hz, i.e., the update occurs every 5 seconds.
Table 3  Vehicle Parameters

| Parameter                              | Value            |
|----------------------------------------|------------------|
| Mass $m$ (kg)                          | 1043.05          |
| Area Reference $S_{ref}$ (m$^2$)       | 3.9122           |
| Guidance Period (s)                    | 5                |
| Bank Angle Limits $\alpha_{\text{max}}$ (degrees) | (-150,150)       |
| Lift Coefficient Parameters $[C_{L_0}, C_{L_2}, C_{L_4}]$ | [-0.041065, 0.016292, 0.0002602] |
| Drag Coefficient Parameters $[C_{D_0}, C_{D_2}, C_{D_4}]$ | [0.080505, -0.03026, 0.86495] |
| Angle of Attack Limits $\alpha_{\text{max}}$ (degrees) | (0.40)           |
| Angle of Attack Rate Limit $\Delta\alpha_{\text{max}}$ (degrees / s) | 4.0              |
| Bank Angle Rate Limit $\Delta\alpha_{\text{max}}$ (degrees / s) | 10.0             |
| Actuator lag time constant $\tau_{\text{ctrl}}$ (s) | 1                |
| Actuator Noise Standard Deviation $\sigma_{\text{ctrl}}$ (degrees / s) | 0.05 $\Delta\alpha_{\text{max}}$ |
| Actuator Failure Bias Range $\epsilon_{\text{ctrl}}$ | (-0.3, 0.0)      |
| Actuator Failure Probability $p_{\text{fail}}$ | 0.5              |
| Sensor Scale Factor Error $\epsilon_{\text{obs}}$ | 0.0              |

Table 4  Dynamics Model Variation

| Parameter                                          | Value             |
|----------------------------------------------------|-------------------|
| Aerodynamic lift coefficient $C_L$ variation       | 3%                |
| Aerodynamic drag coefficient $C_D$ variation       | 3%                |
| Atmospheric density $\rho$ variation               | 3%                |

Fig. 2  Open Loop Glide Trajectories Demonstrating Impact of 3% Parameter Variation

III. Background: Reinforcement Learning Framework

In the reinforcement learning framework, an agent learns through episodic interaction with an environment how to successfully complete a task using a policy that maps observations to actions. The environment initializes an episode by randomly generating a ground truth state, mapping this state to an observation, and passing the observation to the agent. The agent uses this observation to generate an action that is sent to the environment; the environment then uses the action and the current ground truth state to generate the next state and a scalar reward signal. The reward and the observation corresponding to the next state are then passed to the agent. The process repeats until the environment terminates the episode, with the termination signaled to the agent via a done signal. Trajectories collected over a set of episodes (referred to as rollouts) are collected during interaction between the agent and environment, and used to update the policy and value functions. The interface between agent and environment is depicted in Fig. 3.
A Markov Decision Process (MDP) is an abstraction of the environment, which in a continuous state and action space, can be represented by a state space $S$, an action space $A$, a state transition distribution $P(x_{t+1}|x_t, u_t)$, and a reward function $r = R(x_t, u_t)$, where $x \in S$ and $u \in A$, and $r$ is a scalar reward signal. We can also define a partially observable MDP (POMDP), where the state $x$ becomes a hidden state, generating an observation $o$ using an observation function $O(x)$ that maps states to observations. The POMDP formulation is useful when the observation consists of sensor outputs. In the following, we will refer to both fully observable and partially observable environments as POMDPs, as an MDP can be considered a POMDP with an identity function mapping states to observations.

Meta-RL differs from generic reinforcement learning in that the agent learns over an ensemble of POMDPs. These POMDPs can include different environmental dynamics, aerodynamic coefficients, actuator failure scenarios, mass and inertia tensor variation, and varying amounts of sensor distortion. Optimization within the meta-RL framework results in an agent that can quickly adapt to novel POMDPs, often with just a few steps of interaction with the environment. There are multiple approaches to implementing meta-RL. In [22], the authors design the objective function to explicitly make the model parameters transfer well to new tasks. In [13], the authors demonstrate state of the art performance using temporal convolutions with soft attention. And in [14], the authors use a hierarchy of policies to achieve meta-RL. In this work, we use an approach similar to [15] using a recurrent policy and value function. Note that it is possible to train over a wide range of POMDPs using a non-meta RL algorithm. Although such an approach typically results in a robust policy, the policy cannot adapt in real time to novel environments. In this work, we implement meta-RL using proximal policy optimization (PPO) [17] with both the policy and value function implementing recurrent layers in their networks. After training, although the recurrent policy’s network weights are frozen, the hidden state will continue to evolve in response to a sequence of observations and actions, thus making the policy adaptive. In contrast, a policy without a recurrent layer has behavior that is fixed by the network parameters at test time.

The PPO algorithm used in this work is a policy gradient algorithm which has demonstrated state-of-the-art performance for many reinforcement learning benchmark problems. PPO approximates the Trust Region Policy Optimization method [23] by accounting for the policy adjustment constraint with a clipped objective function. The objective function used with PPO can be expressed in terms of the probability ratio $p_k(\theta)$ given by,

$$p_k(\theta) = \frac{\pi_\theta(u_k|o_k)}{\pi_{\text{old}}(u_k|o_k)}$$

The PPO objective function is shown in Equations (10a) through (10c). The general idea is to create two surrogate objectives, the first being the probability ratio $p_k(\theta)$ multiplied by the advantages $A^g_{2a}(o_k, u_k)$ (see Eq. (11)), and the second a clipped (using clipping parameter $\epsilon$) version of $p_k(\theta)$ multiplied by $A^g_{2a}(o_k, u_k)$. The objective to be maximized $J(\theta)$ is then the expectation under the trajectories induced by the policy of the lesser of these two surrogate objectives.

$$\text{obj1} = p_k(\theta)A^g_{2a}(o_k, u_k)$$

(10a)
$$\text{obj2} = \text{clip}(p_k(\theta)A^g_{2a}(o_k, u_k), 1 - \epsilon, 1 + \epsilon)$$

(10b)
$$J(\theta) = \mathbb{E}_{\pi(\tau)}[\min(\text{obj1}, \text{obj2})]$$

(10c)

This clipped objective function has been shown to maintain a bounded Kullback-Leibler (KL) divergence [24] with respect to the policy distributions between updates, which aids convergence by ensuring that the policy does not change...
drastically between updates. Our implementation of PPO uses an approximation to the advantage function that is the difference between the empirical return and a state value function baseline, as shown in Equation 11, where \( \gamma \) is a discount rate and \( r \) the reward function, described in Section IV.B.

\[
A^\pi_w(x_k, u_k) = \left[ \sum_{t=k}^{T} \gamma^{t-k} r(o_t, u_t) \right] - V^\pi_w(x_k)
\] (11)

Here the value function \( V^\pi_w \) is learned using the cost function given by

\[
L(w) = \sum_{i=1}^{M} \left( V^\pi_w(o^i_k) - \left[ \sum_{t=k}^{T} \gamma^{t-k} r(u^i_t, o^i_t) \right] \right)^2
\] (12)

In practice, policy gradient algorithms update the policy using a batch of trajectories (roll-outs) collected by interaction with the environment. Each trajectory is associated with a single episode, with a sample from a trajectory collected at step \( k \) consisting of observation \( o_k \), action \( u_k \), and reward \( r_k(o_k, u_k) \). Finally, gradient ascent is performed on \( \theta \) and gradient descent on \( w \) and update equations are given by

\[
w^+ = w^- \beta_w \nabla_w L(w)_{w=w^-}
\] (13)

\[
\theta^+ = \theta^- + \beta_\theta \nabla_\theta J(\theta)_{\theta=\theta^-}
\] (14)

where \( \beta_w \) and \( \beta_\theta \) are the learning rates for the value function, \( V^\pi_w(o_k) \), and policy, \( \pi_\theta(u_k|o_k) \), respectively.

In our implementation of PPO, we adaptively scale the observations and servo both \( \epsilon \) and the learning rate to target a KL divergence of 0.001.

### IV. Methods

#### A. Guidance Law Formulation

The theoretical basis for our guidance law is taken from parallel navigation [16]. Parallel navigation (constant bearing, decreasing range) attempts to keep the line of sight to target constant for the duration of the engagement. This is equivalent to keeping the vehicle’s velocity vector colinear with the line of sight to target [16]. Since in our application we do not have line of sight to target except in the end game, our method calculates new heading and flight path reference angles \( \psi_{ref} \) and \( \gamma_{ref} \) at each step of the guidance law. These reference heading and flight path angles keep the vehicle’s velocity vector \( v \) in the LVLH frame aligned with the line of sight to target taking into account the Earth’s curvature, using a linear approximation to the curved space line of sight at each step of the guidance law.

Nullifying the heading and flight path errors \( \psi_{err} = \psi - \psi_{ref} \) and \( \gamma_{err} = \gamma - \gamma_{ref} \) will create a trajectory that brings the vehicle to the desired target longitude and latitude. However, the mission described in Section II.C requires targeting using a linear approximation to the curved space line of sight at each step of the guidance law.

To meet the terminal speed requirement, we construct a reference velocity field \( v_{ref} = \mathcal{F}(r_{curr}, r_{target}) = [v_{ref}, \psi_{ref}, \gamma_{ref}] \) that specifies a full reference velocity rather than a direction vector, with \( v_{ref} \) a speed profile that is a function of Haversine distance to target \( d \). \( v_{ref} \) is used to create shaping rewards, and the terminal reward encourages the agent to meet the terminal altitude requirement, as discussed later in Section IV.B. It might seem that including a reference speed in the guidance law would be a bad idea, as it could induce heating rate and dynamic pressure constraint violations. However, although the meta-RL guidance system is optimized to track this velocity field, it is also optimized to satisfy constraints (See Section IV.B), and can deviate from the reference velocity field to the extent required to satisfy constraints.

In the following, the \( \cdot \)^U superscript denotes the unit sphere reference frame, the \( \cdot \)^C superscript the Cartesian Earth centered reference frame, and no superscript denotes the Earth centered spherical reference frame. The heading reference angle \( \psi_{ref} \) is the heading that keeps the vehicle on a great circle arc from its current position \( r_{curr} \) to the target position \( r_{target} \). To calculate \( \psi_{ref} \), we first transform \( r_{curr} \) and \( r_{target} \) to \( r_{curr}^U \) and \( r_{target}^U \). Next we interpolate a short distance \( dr = 1 \times 10^{-3} \) following the great circle arc along the unit sphere using Eqs. (15a) and (15b), where \( r_{WP} \) is a waypoint that is a distance \( dr \) along the unit sphere great circle arc from \( r_{curr}^U \) to \( r_{target}^U \).

\[
\Omega = \arccos \left( r_{curr}^U \cdot r_{target}^U \right)
\] (15a)

\[
r_{WP}^U = r_{curr}^U \frac{\sin (1 - dr) \Omega}{\sin \Omega} + r_{target}^U \frac{\sin (dr)}{\sin (\Omega)}
\] (15b)
We then calculate the unit direction vector $\hat{\mathbf{dx}}$ from $\mathbf{r}_{\text{curr}}^U$ to $\mathbf{r}_{\text{wp}}^U$ and define $\hat{n} = \mathbf{r}_{\text{curr}}^U$ as the normal vector to a plane tangent to the unit sphere at $\mathbf{r}_{\text{curr}}^U$ (this plane has the same normal unit vector as the local horizontal plane used to define the LVLH coordinate system). The expression $\mathbf{dx}_{\text{proj}} = \mathbf{dx} - (\mathbf{dx} \cdot \hat{n}) \hat{n}$ is the projection of $\mathbf{dx}$ onto the plane with unit normal $\hat{n}$, and we calculate $V_{\text{ref}}^C = V \mathbf{dx}_{\text{proj}}$ as the velocity vector that keeps the vehicle on the great circle arc at the vehicle's current speed $V$.

Now let $\hat{z}$ be the $z$-axis of the Earth centered reference frame. The intersection of the plane of local latitude and the local horizontal plane can be found as $\hat{x} = \hat{n} \times \hat{z}$. Both the required heading associated with $V_{\text{ref}}^C$ and the heading error $\psi_{\text{err}}$ can then be found as shown in Equations (16a) through (16e).

$$\hat{\psi}_{\text{ref}}^C = \frac{V_{\text{ref}}^C}{||V_{\text{ref}}^C||}$$  \hspace{1cm} (16a)  

$$|\psi_{\text{ref}}| = \arccos \left( V_{\text{ref}}^C \cdot \hat{x} \right)$$  \hspace{1cm} (16b)  

$$e = \hat{\psi}_{\text{ref}}^C \times \hat{x}$$  \hspace{1cm} (16c)  

$$\psi_{\text{ref}} = \begin{cases} -\psi_{\text{ref}}, & \text{if } \hat{e} \cdot \hat{x} > 0 \\ \psi_{\text{ref}}, & \text{otherwise} \end{cases}$$  \hspace{1cm} (16d)  

$$\psi_{\text{err}} = \psi - \psi_{\text{ref}}$$  \hspace{1cm} (16e)  

To calculate the reference flight path angle, let $h_{\text{curr}}$ and $h_{\text{targ}}$ be the vehicle’s current altitude and target altitude, respectively. Then the reference flight path angle and flight path error are derived via Eqs. (17a) through (17c). It is worth noting that we also experimented with formulating the reference flight path using the quasi-equilibrium guidance condition framework [3], but our approach had superior performance.

$$dh = h_{\text{curr}} - h_{\text{targ}}$$  \hspace{1cm} (17a)  

$$\gamma_{\text{ref}} = \arcsin \left( \frac{dh}{d} \right)$$  \hspace{1cm} (17b)  

$$\gamma_{\text{err}} = \gamma - \gamma_{\text{ref}}$$  \hspace{1cm} (17c)  

We can now construct the reference velocity field $V_{\text{ref}}^C = F(\mathbf{r}_{\text{curr}}, \mathbf{r}_{\text{targ}})$ that is a function of the vehicle relative position with respect to the target. Specifically, we first define a reference speed $V_{\text{ref}}$ that is a function of the Haversine distance to target $d$, the vehicle initial speed $V_{\text{init}}$, desired terminal speed $V_{\text{targ}}$, and a distance scaling parameter $\tau$. We then construct a reference velocity vector in Cartesian coordinates $V_{\text{ref}}^C$ and the velocity error $V_{\text{err}}$ as shown in Equations (18a) through (18b). For an initial distance to target of 8000 km, we found setting $\tau = 2000$ km worked well.

$$V_{\text{ref}} = V_{\text{targ}} + (V_{\text{init}} - V_{\text{targ}}) \left( 1 - \exp \left( -\frac{d}{\tau} \right) \right)$$  \hspace{1cm} (18a)  

$$V_{\text{ref}}^C = \begin{bmatrix} V_{\text{ref}} & \gamma_{\text{ref}} & \psi_{\text{ref}} \end{bmatrix}$$  \hspace{1cm} (18b)  

$$V = \begin{bmatrix} V & \gamma & \psi \end{bmatrix}$$  \hspace{1cm} (18c)  

$$V_{\text{err}} = V_{\text{ref}}^C - V_{\text{ref}}^C$$  \hspace{1cm} (18d)  

As stated, the guidance law results in trajectories that follow a great circle arc to the target. However, it is also possible to create curved trajectories that result in large lateral diverges. These curved trajectories are calculated by first specifying a series of waypoints between the initial and target positions. Then at each navigation step, cubic splines are used to create a curve starting at the vehicle’s current position and passing through the waypoints and target location. The reference heading $\psi_{\text{ref}}$ is then calculated as the angle between the local latitude and the tangent to the curve at the vehicle’s current position.
B. Meta-RL Problem Formulation

An episode terminates if the vehicle altitude falls below 10 km, the heading error is greater than 90 degrees (this occurs during a successful mission as the vehicle flies by the targeted position), or upon violation of the heating rate, dynamic pressure, or load constraints. Trajectories are collected over 60 episodes and used to update the policy and value functions. The agent observation is given in Eq. (19), where $v_{err}$ is the velocity field tracking error from Eq. (18d), $\psi_{err}$ the heading error from Eq. (16e), $d$ is the Haversine distance between the vehicle’s current position and target position, $V$ the vehicle speed, $h_{err}$ the difference between the vehicle current and target altitude, $\alpha$ the angle of attack, and $\sigma$ the bank angle. The action space is $u \in \mathbb{R}^2$, where each element of $u$ is scaled and clipped to obtain the commanded rates of change in angle of attack $\Delta \alpha_{cmd}$ and bank angle $\Delta \sigma_{cmd}$, as was discussed in Section II.B.

$$o = \left[ v_{err} \ d \ \psi_{err} \ h_{err} \ \alpha \ \sigma \right]$$  (19)

The reward function is shown below in Equations (20a) through (20d). $r_{shaping}$ is a shaping reward given at each step in an episode. These shaping rewards take the form of a Gaussian-like function of the norm of the velocity field tracking error $v_{err}$. $r_{ctrl}$ is a control effort penalty, again given at each step in an episode, and $r_{bonus}$ is a bonus given at the end of an episode if certain conditions are met. Here $d$ is the Haversine distance between the vehicle and target longitude and latitude at the end of the episode (calculated at the target altitude), and $h_{err}$ is the difference between the targeted altitude and vehicle altitude at the end of the episode. Importantly, the current episode is terminated if a constraint is violated, in which case the stream of positive shaping rewards is terminated, and the agent does not receive the terminal reward. It turns out that this is enough to incentivize the agent to meet the constraints, and it is not necessary to give the agent a negative reward when a constraint is violated. We use $\alpha = 1$, $\beta = -0.1$, $\epsilon = 20$, $r_{lim} = 1000m$, $h_{lim} = 1000m$, $\sigma_v = 0.1V$.

$$r_{shaping} = \alpha \exp \left( -\frac{\|v_{err}\|^2}{\sigma_v^2} \right)$$  (20a)

$$r_{ctrl} = \left\| \frac{\Delta \alpha_{cmd}}{\Delta \alpha_{max}} - \frac{\Delta \sigma_{cmd}}{\Delta \sigma_{max}} \right\|$$  (20b)

$$r_{bonus} = \begin{cases} \epsilon, & \text{if } d < r_{lim} \text{ and } |h_{err}| < h_{lim} \text{ and done} \\ 0, & \text{otherwise} \end{cases}$$  (20c)

$$r = r_{shaping} + r_{ctrl} + r_{bonus}$$  (20d)

The policy and value functions are implemented using four layer neural networks with tanh activations on each hidden layer. Layer 2 for the policy and value function is a recurrent layer implemented using gated recurrent units [18]. The network architectures are as shown in Table 5, where $n_i$ is the number of units in layer $i$, obs_dim is the observation dimension, and act_dim is the action dimension. The policy and value functions are periodically updated during optimization after accumulating trajectory rollouts of 60 simulated episodes.

| Table 5  | Policy and Value Function network architecture |
|----------|-----------------------------------------------|
| Layer    | Policy Network                  | Value Network                  |
|          | # units | activation | # units | activation |
| hidden 1 | 10 * obs_dim | tanh | 10 * obs_dim | tanh |
| hidden 2 | $\sqrt{n_{h1} \cdot n_{h3}}$ | tanh | $\sqrt{n_{h1} \cdot n_{h3}}$ | tanh |
| hidden 3 | 10 * act_dim | tanh | 5 | tanh |
| output   | act_dim | linear | 1 | linear |

C. Optimization

Optimization uses the initial conditions and vehicle parameters given in Section II.C. At first the agent learns to avoid violating the heating rate constraint, which leads to longer trajectories, allowing the agent to enter regions of state space where dynamic pressure and load constraints are violated. After around 10,000 episodes of learning, the agent learns to satisfy all constraints, after which the agent adjusts its policy to maximize both shaping and terminal rewards.
while continuing to satisfy constraints. Learning curves are given in Figures 4 and 5. Fig. 4 plots the mean ("Mean R"), mean minus 1 standard deviation ("SD R"), and minimum ("Min R") rewards on the primary y-axis, with the mean and maximum number of steps per episode plotted on the secondary y-axis. Similarly, Fig. 5 plots terminal miss statistics, with the miss computed as the terminal Haversine distance between vehicle and target measured at the target altitude. These statistics are computed over a batch of rollouts (60 episodes).

![Fig. 4 Optimization Reward History](image)

![Fig. 5 Optimization Miss History](image)

V. Experiments

Once the Meta-RL policy was optimized, we conducted multiple experiments to determine the performance of the Meta-RL guidance system and analyze its generalization capability. For the reader’s convenience the labels and descriptions of all of the test scenarios we carried out are given in Table 6. Note that in order to allow separation of accuracy metrics from constraint satisfaction, the path constraints were inactive during testing, i.e., a constraint violation did not terminate the episode. However, constraint violations were monitored. The “Optim” case is identical to the conditions used for optimization. The rows in Table 6 following the “Optim” row test the ability of the policy to generalize to conditions not experienced during optimization.

We measure performance using three metrics. The first metric is the terminal Haversine distance between vehicle and target measured at the target altitude, the second metric is the difference between the vehicle terminal altitude and targeted terminal altitude, and the third metric is the difference between the targeted terminal speed and the actual targeted speed. In the following, these metrics are referred to as the *miss distance*, *altitude error*, and *speed error*, respectively.

A. Performance of Meta-RL Guidance System

To test the meta-RL guidance system, we ran 5000 episodes over the scenarios given in Table 6. Statistics for terminal miss distance, magnitude of terminal altitude error, and magnitude of terminal speed error are tabulated in
Table 6 Experiment Descriptions

| Label   | Description                                                                 |
|---------|-----------------------------------------------------------------------------|
| Ideal   | Ideal conditions are modeled: no parameter variation, actuator failure, sensor noise, actuator noise, or initial state/condition variation. |
| ICV     | Similar to the "Ideal" experiment, except that initial state/conditions are varied according to Table 1. |
| Optim   | Models parameter variation, actuator failure, actuator noise, and initial state/condition variation. Tables 3 and 4, i.e., the same conditions used for optimization. |
| Divert Δ-T | Similar to the "Optim" experiment, but with a random divert maneuver T seconds into the trajectory, where the target location longitude and latitude are randomly shifted by +/- Δ degrees, i.e., \( \theta_{\text{divert}} = \theta + \mathcal{U}(-\Delta, \Delta, 1) \) and \( \phi_{\text{divert}} = \phi + \mathcal{U}(-\Delta, \Delta, 1) \). |
| PV=Δ    | Branches off of the "Optim" experiment, but perturbs aerodynamic parameters and atmospheric density by +/- Δ% rather than 3%. |
| Short   | Similar to the "Optim" experiment, except that the initial distance to target is set to 6500 km |
| SN=1    | Stems from the "Optim" case, except sensor noise is included where \( \epsilon_{\text{obs}} = 0.01 \) (see Section II.C). |
| MV/SV=10% | Similar to the "Optim" experiment, but with the vehicle mass and reference area randomly biased in the range +/-10% at the start of each episode. |
| Optim-noAF | Similar to the "Optim" experiment, but no actuator failure. This is only used for the LQR benchmark, as performance deteriorated significantly when actuator failure was considered. |

Table 7. The last two columns are highlighted due to their importance: they indicate the success rate and percentage of constraint violations. We consider a mission successful if the miss distance is less than 1 km and the altitude error is less than 1 km. The rows in Table 7 following the "Optim" row are associated with conditions not experienced during optimization, and we see that performance degrades. The only scenario resulting in constraint violations is the PV=10 case. Note that it would be possible to extend the range of initial distance to target beyond that tested in these experiments by varying initial altitude and flight path angle.

Table 8 gives statistics for the heating rate, load, and dynamic pressure constraints for the "Optim" case. Figure 6 shows a miss distance scatter plot in the "North-East-Down" (NED) frame and and histograms for terminal altitude error and speed for the "Optim" case. Note that the NED frame is centered at the target longitude and latitude, and is therefore unique for each episode. The asymmetric scatter distribution is due to terminating the episode when heading error is greater than 90 degrees, which occurs when the vehicle passes the target location. Figure 7 illustrates a sample trajectory. The transient heading error is due to the fact that keeping the curved space line of sight to target aligned with the reference velocity field requires keeping the vehicle speed consistent with that of the velocity field. Specifically, to reduce speed, the vehicle must bank, which also induces a heading error, which must be corrected, which in turn creates a speed tracking error, and so on. Note that the terminal spikes in heading and flight path error, as well as velocity field tracking error, occur as the vehicle flies past the target location, terminating the episode. Finally, Figure 8 illustrates the evolution of heating, dynamic pressure, and load for the same trajectory shown in Figure 7.
Table 7  Meta-RL Performance

| Case         | Miss (m) | |Alt Err (m)| | |Verr| (m/s)| |Success| |Violation|
|--------------|----------|-----|-----------|-----|--------|-----|--------|-----|-----|-----|
|              | \(\mu\) | \(\sigma\) | Max | \(\mu\) | \(\sigma\) | Max | \(\mu\) | \(\sigma\) | Max | %  | %  |
| Ideal        | 19       | 0   | 19       | 26  | 0       | 26  | 18     | 0   | 18  | 100.0 | 0.0 |
| ICV          | 47       | 20  | 99       | 13  | 43      | 191 | 33     | 17  | 110 | 100.0 | 0.0 |
| Optim        | 47       | 20  | 135      | 40  | 95      | 585 | 44     | 37  | 227 | 100.0 | 0.0 |
| Divert=1.0-480 | 49   | 23  | 369      | 20  | 117     | 2369 | 40    | 44  | 279 | 99.88 | 0.0 |
| Divert=1.0-720 | 49   | 23  | 470      | 48  | 107     | 797 | 49    | 43  | 260 | 100.0 | 0.0 |
| PV=5         | 50       | 26  | 1047     | 47  | 127     | 747 | 46    | 51  | 424 | 99.98 | 0.0 |
| PV=10        | 74       | 100 | 3891     | 70  | 263     | 6658 | 352   | 96  | 1274 | 99.90 | 0.1 |
| Short        | 49       | 21  | 151      | 10  | 105     | 763 | 33    | 42  | 206 | 100.0 | 0.0 |
| SN=1         | 48       | 26  | 1178     | 34  | 99      | 589 | 42    | 38  | 229 | 99.98 | 0.0 |
| MV/SV=10%    | 53       | 23  | 164      | 42  | 100     | 556 | 44    | 57  | 276 | 100.0 | 0.0 |

Table 8  Meta-RL Guidance Constraint Statistics ("Optim" Case)

| Constraint | \(\mu\) | \(\sigma\) | Max | Limit |
|------------|---------|---------|-----|-------|
| Heating Rate (KW/s) | 678 | 258 | 2575 | 3000 |
| Load (m/s²) | 6.5 | 5.1 | 47.0 | 68.7 |
| Dynamic Pressure (Pa) | 4582 | 8042 | 42635 | 50000 |

Fig. 6  Meta-RL Guidance Accuracy ("Optim" Case, NED frame)
Fig. 7  Meta-RL Guidance Sample Trajectory ("Optim" Case)

Fig. 8  Meta-RL Guidance Sample Constraints ("Optim" Case)
B. LQR Benchmark

Separate trajectory generation and tracking appears to be common practice for guidance and control of hypersonic vehicles. Here we develop a linear quadratic regulator (LQR) tracker to track an optimal trajectory produced by GPOPS-II that hits a predefined final position while satisfying path constraints for heating rate, dynamic pressure, and load, as were given in Eq. (8). We used GPOPS-II to generate two reference trajectories, one for an 8000 km trajectory beginning and ending at a latitude of zero degrees, and another 8000 km trajectory beginning and ending at a latitude of 30 degrees. For both trajectories, the initial vehicle speed, range to target, and target altitude is identical to that used to optimize and test the meta-RL guidance system, as described in Table 1.

The LQR takes an observed state \( x = \begin{bmatrix} R & \theta & \phi & V & \gamma & \psi & \sigma & \alpha \end{bmatrix} \) and maps it to an action \( u = \begin{bmatrix} \sigma & \dot{\alpha} \end{bmatrix} \). The LQR tracker requires a dedicated dynamics model with scaled variables and nominal aerodynamic parameter values. Nonetheless, once the LQR control is calculated for each guidance cycle, the simulations use the same dynamics model as for meta-RL. The LQR controller also has no knowledge of the current values of the perturbed atmospheric density and aerodynamic parameters, which would be the case in practice.

In order to perform the LQR trajectory tracking technique the equations of motion must first be linearized, and we redefine the trajectory tracking problem in terms of deviation variables of state and control given by

\[
\delta x = x - x_N
\]

and maps it to an action

\[
\delta u = u - u_N
\]

subject to

\[
\delta \dot{x} = A(t) \delta x + B(t) \delta u
\]

From Eq. (22), \( A(t) \) and \( B(t) \) are approximated at discrete time points \( t_k \) as constants. Thus, Eq. (22) is locally time invariant at each time constant and the linear control law is shown in Eq. (23), where \( K(t_k) \) are constant feedback gains at each \( t_k \). The feedback gains are found by propagating the Riccati equation backwards in time from the the final condition as shown in Eq. (24), with \( K(t_k) \) is shown Eq. (25).

\[
\delta u = -K(t_k) \delta x
\]

\[
- \dot{P}(t) = A^T P(t) + P(t) A - P(t) B R^{-1} P(t) + Q, \quad t \leq t_f, \quad \text{given} \ P(t_f)
\]

\[
K(t_k) = -R^{-1} B^T P(t_k)
\]

Once the feedback gains at the selected discrete time points are known, they can be used to find the feedback gains throughout the trajectory via interpolation. The actual guidance commands \( u_c \) with respect to the reference values are given in Eq. (26).

\[
u_c = u_{ref} + \delta u
\]

Any application of LQR tracking represents a trade off between hitting the terminal state, tracking the reference state throughout the time span, and mimicking the nominal guidance commands. This trade off is represented by the weighted matrices shown in Eq. (21), e.g., \( P(t_f) \), \( Q \), and \( R \). The importance of tracking each element of the reference state and mimicking the reference control are chosen by the engineer through their selection of the \( Q \) and \( R \) diagonal matrices. The final condition of the Riccati equation \( P(t_f) \) is a diagonal matrix that simply weights the importance of hitting the terminal state. In our study the weighting matrices were selected according to Bryson’s rule [25], i.e., they were determined from maximum allowed deviations from the reference. The LQR weighted matrix values that we used are given in Table 9.

Performance is tabulated in Table 10, where statistics were generated using 5000 simulated episodes. We found that the LQR tracker’s performance deteriorated significantly when the initial altitude and speed were perturbed as in the “ICV” case. Moreover, the LQR performance deteriorated significantly when modeling actuator failure. Consequently, for the results given in Table 10, the initial variation of altitude and speed were set to zero, and actuator failure was not modeled. This is indicated by the “-E” suffix (for easy) in the cases in Table 10. We found that the performance
Table 9  LQR Matrix Values

| LQR Matrices | Values |
|--------------|--------|
| $P(t_f)$     | $\operatorname{diag} \left( 1 \times 10^4 \ 1 \times 10^6 \ 1 \times 10^6 \ 1 \times 10^4 \ 1 \ 1 \ 1 \ 1 \ 1 \right)$ |
| $Q$          | $\operatorname{diag} \left( 1 \times 10^4 \ 1 \times 10^6 \ 1 \times 10^6 \ 1 \times 10^4 \ 1 \ 1 \ 1 \ 1 \ 1 \right)$ |
| $R$          | $\operatorname{diag} \left( 1 \ 1 \right)$ |

was similar between the 0 degree and 30 degree latitude trajectories, and the results shown in Table 10 are for the zero latitude optimal trajectory. Also note in all cases the actuator time constant was set to "None", which disables actuator delay, making the conditions exactly the same as that used for optimization with GPOPS. Table 11 gives statistics for the heating rate, load, and dynamic pressure constraints for the "Optim-E" case. We also ran a scenario with 1% scale factor noise, results are omitted as performance was so poor as to make the statistics meaningless. This could be important in that in the initial glide phase at high re-entry speeds, navigation might initially be inertial, and inertial measurement unit rate gyro and accelerometer bias results in increasing amounts of scale factor noise as the trajectory progresses. Note that to make a fair comparison, we did not apply the scale factor error to $R$, but instead first subtracted the earth's radius (giving us the altitude), applied the scale factor error to the altitude, and then added back the earth's radius. It is worth noting that we ran some experiments where we did not consider Coriolis force, and the results were much improved, although performance was still inferior to that of the meta-RL policy.

Table 10  LQR Performance

| Case     | Miss (m) | $|\text{Alt Err (m)}|$ | $|V_{\text{err}}| \text{ (m/s)}$ | Success | Violation |
|----------|----------|------------------------|-----------------------------|---------|-----------|
| -        | $\mu$    | $\sigma$ | Max | $\mu$ | $\sigma$ | Max | $\mu$ | $\sigma$ | Max | % | % |
| Ideal    | 69       | 0         | 69  | 24  | 0         | 24  | 0 | 0   | 0 | 100.0 | 0.0 |
| ICV-E    | 145      | 95        | 352 | 183 | 581       | 2497 | 1 | 1.2 | 22 | 89.2 | 3.5 |
| Optim-E  | 1234     | 1340      | 13004 | 298 | 1522      | 8238 | 1 | 18 | 189 | 39.5 | 8.9 |
| PV=5-E   | 3053     | 6090      | 232920 | 728 | 2786      | 15000 | 27 | 75 | 1192 | 19.75 | 42.1 |

Table 11  LQR Constraint Statistics tracking GPOPS ("Optim-E" case)

| Constraint                  | $\mu$ | $\sigma$ | Max | Limit |
|-----------------------------|-------|----------|-----|-------|
| Heating Rate (KW/s)         | 591   | 469      | 3307 | 3000 |
| Load (m/s$^2$)              | 8.1   | 12.6     | 110.9 | 68.7 |
| Dynamic Pressure (Pa)       | 3567  | 7847     | 97330 | 50000 |

C. Discussion

A major difference between the meta-RL guidance policy and tracking an optimal trajectory is that in the first case, the trajectory itself can be adapted to the environment. Indeed, in the experiments using an LQR controller to track an optimal trajectory, we found performance deteriorated when the deployment environment differed from the optimization environment, violating constraints that were satisfied under nominal flight conditions. Interestingly, in [4], the authors track an optimal trajectory but obtain better performance under off-nominal flight conditions as compared to our LQR tracking experiments, and completely avoid constraint violations. The major difference is that in [4], a new reference trajectory is generated at each time step. Thus, the guidance system in [4] is a form of model predictive control, making it more robust to off-nominal flight conditions. Another way to view the difference between the guidance system and trajectory tracking approaches is to consider it a comparison between integrated guidance and control versus separate guidance and control systems "bolted together". In the latter case, both systems might be optimal when considered
separately, but can be sub-optimal when combined into a larger system.

To better test the hypothesis that maximizing performance requires the trajectory to adapt to the environment, we optimized an adaptive tracking controller by making a simple change to the meta-RL guidance optimization environment: instead of creating the reference velocity field using the heuristics of Section IV.A, the reference velocity field is taken from the speed, flight path angle, and heading angle of a reference trajectory created using the "Ideal" scenario. By using a reference trajectory created by the meta-RL guidance system under ideal conditions, we can quantify the performance difference between an adaptive guidance system and an adaptive tracking controller tracking a static reference trajectory. We found that the adaptive guidance system (Section V.A) outperformed the adaptive trajectory tracking controller by a large margin.

Solving the 3-DOF problem posed in this paper using optimal control was computationally tractable. However, solving the problem in 6-DOF may not be possible in real time (which would be required for divert maneuvers or for re-calculating the trajectory at each navigation step) unless the problem can be convexified in a way that does not overly simplify the problem. Moreover, the tracking controller in [4] linearizes the dynamics, but when structural dynamics (i.e., body bending) are taken into account the linearized dynamics can become unstable ([26]). Thus, there are multiple advantages of the meta-RL approach as compared to tracking an optimal trajectory. First, the policy can be run forward in a few milliseconds even for complex 6-DOF problems [11, 12], and second, there is no need for constraint convexification or linearizing dynamics. Other benefits of the meta-RL approach include the ability to optimize an integrated guidance and control system, and in some cases integrate navigation as well [10]. Finally, the ability to adapt to off-nominal flight conditions has the potential to improve the performance of hypersonic vehicles.

VI. Conclusion

We used reinforcement meta learning to optimize a guidance system suitable for the approach phase of a hypersonic vehicle. The guidance system maps navigation system outputs to commanded rates of change for the bank angle and angle of attack, and implements parallel navigation, keeping the vehicle’s velocity vector aligned with the line of sight to target in curved space while satisfying path constraints. The optimized system was tested over a range of scenarios inducing off-nominal flight conditions, including perturbation of aerodynamic coefficients, sensor noise, and actuator failure scenarios. Performance was then compared to a benchmark where a linear quadratic regulator is used to track an optimal trajectory, and we found that the guidance system outperformed the benchmark by a large margin. To further investigate the performance difference between guidance system and trajectory tracking approaches, we developed a meta-RL tracking controller and used the controller to track a trajectory induced by the meta-RL guidance system. Again, we found that the guidance law outperformed the trajectory tracker. Although not demonstrated in this work, in Section IV.A we outlined a method that would allow the optimized policy to implement large lateral diverts on the order of 25% of the initial distance to target. To our knowledge this is the first published work applying reinforcement meta learning to the optimization of a guidance system suitable for hypersonic vehicles. Future work will apply meta reinforcement learning to integrated and adaptive guidance systems (six degrees of freedom) for both approach and terminal phase hypersonic vehicle guidance, and explore novel sensing and actuation methods.
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