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Abstract: This paper presents a methodology to maximize the self-sufficiency or cost-effectiveness of grid-connected prosumers by optimizing the sizes of photovoltaic (PV) systems and electrochemical batteries. In the optimal sizing procedure, a limitation on the maximum injection in the grid can affect the energy flows, the economic effectiveness of the investments, and thus the sizing results. After the explanation of the procedure, a case study is presented, and a parametric analysis of the effect of possible injection limits is shown. The procedure is applied to size plants for an Italian domestic prosumer, whose electric load profile was measured for a year. A software program developed using the proposed methodology is also briefly presented. It is used for both research and educational purposes, both in laboratory classes and in remote lessons.
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1. Introduction

In recent years, energy policies and the established urgency of reducing CO2 emissions have resulted in increasing progress in the generation of energy from renewable sources, such as photovoltaic (PV) systems, both in terms of implementation and in reducing its costs. This goal raises new challenges for national and international policy systems by addressing not only industrial or large-scale users, and therefore businesses, but also small users, namely households, in order to meet all or part of the needs of their energy demand. In this way, passive consumers, thanks to the process of self-consumption, i.e., on-site energy production and consumption, are gradually becoming active prosumers [1]. The presence of active prosumers has impacts on the network operation: it introduces new challenges and opens new scenarios, by introducing also novel roles for the system operators in the future [2]. Moreover, also the role of the prosumer as actively involved in the network operation must be taken into consideration, thanks to the implementation of new control systems [3] and novel measurement approaches (such as the net metering [4]), enabling the complete integration of intermittent energy sources in the system.

The self-production of electricity from renewable sources for self-consumption generates immediate positive effects, such as the reduction of grid energy losses, the mitigation of congestion problems, and a reduced need for modernization of electrical infrastructures by integrating renewable distributed generation into the electricity system [5]. Green energy, thanks to the growing success of self-consumption, therefore plays a strategic role of fundamental importance, creating a model of energy transition that aims
to combine technological innovation and respect for the environment with employment benefits and economic, as well as health and environmental, advantages. In some countries, renewable electricity has reached grid parity, which means that the projected unit cost of self-generated electricity is equal to or lower than the unit cost of electricity obtained from the grid [1].

In future distribution systems, the high renewable penetration will increase peaks of generation. As a consequence, reverse power flows, i.e., the power coming from the distributed generation going to the distribution Medium Voltage/Low Voltage (MV/LV) transformer, will be high, with issues in the management of the grid [6,7]. For this reason, PV systems with low injection in the grid will be probably preferred in the future; in other cases, injections could be prohibited.

The present paper proposes a methodology to optimize the self-sufficiency and the self-consumption, or the economic return, of a PV storage system. However, with respect to most of the works in the literature, the effects for domestic users due to imposing different levels of limitation on the maximum injection into the grid are evaluated. In particular, an additional constraint regarding the maximum power injected into the grid is added into the optimization problem, and results are investigated. Furthermore, the impact of production and consumption profiles with different time steps is analyzed. Indeed, the energy outputs from simulations with different time steps are compared in order to determine the acceptable resolution of power profiles for the planning of PV storage systems.

The paper is organized as follows. Section 2 defines the concept of self-consumption and self-sufficiency and presents a brief review of the main strategies to maximize these quantities in the literature. Section 3 shows the procedure to simulate PV production and energy flows exchanged with the grid, useful to calculate the self-consumption and self-sufficiency. Section 4 presents a residential case study with the analysis of the variation in self-consumption and self-sufficiency levels and on the financial assessment in case of storage and curtailment in grid injection. Section 5 includes the conclusions.

2. Review of the Most Common Strategies to Maximize Self-Consumption and Self-Sufficiency

2.1. Definition of Self-Consumption and Self-Sufficiency

As stated in the Introduction, the proper integration of distributed renewable generators may benefit the entire energy system, and the use of the energy close to the production site contributes to the achievement of this goal. In this context, self-consumption and self-sufficiency are two energy indicators to quantify the exploitation of energy generation at local level.

The self-consumption (SC) is defined as the amount of electricity locally generated and consumed (Eloc) with respect to the total local generation (Egen) [5]:

\[
SC_x = \frac{E_{loc,x}}{E_{gen,x}}
\]

where \(x\) is the time duration in which the ratio is calculated on a daily, monthly, and yearly basis.

The self-sufficiency (SS) measures the consumption amount supplied by local generation \(E_{loc}\) the same numerator of the SC with respect to the total consumption \(E_{load}\). It quantifies user independence from the grid [8] and it is calculated according to:

\[
SS_x = \frac{E_{loc,x}}{E_{load,x}}
\]

Figure 1 shows an example of a generic domestic user with PV generation and load daily profiles with the aim of clarifying the difference between self-consumption and self-sufficiency. The yellow and orange striped area is the PV energy locally consumed, while the green area identifies the surplus energy generated by the PV system. The red area
indicates the energy absorbed from the grid, i.e., the energy locally consumed from the grid. SC is given by the ratio between the PV energy locally consumed and the total PV generation. The total PV generation is the sum between the PV energy locally consumed and the surplus energy generated by the PV system. Instead, SS is the ratio between the PV energy locally consumed and the total load. The total load is the sum of the PV energy locally consumed (striped area) and energy absorbed from the grid (red area). In the example analyzed in the figure, SC and SS reach, respectively, 62% and 53% on a daily basis. Obviously, the values of SC and SS are subject to daily variations based on the different profiles of PV production and load.
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**Figure 1.** Generic example of PV generation and load profiles of a domestic user.

Generally, production and consumption profiles rarely coincide: in this case, low values of SS or SC are obtained due to this mismatch. In case of surplus (generation higher than consumption), the unused Renewable Energy Sources (RES) production may be injected into the electrical grid or wasted, resulting in low SC. On the contrary, deficit condition (generation lower than consumption) occurs, causing energy absorption from the grid and low SS. The maximization of the SC, along with the SS, determines benefits for the users and the electricity grid.

2.2. **Main Strategies to Maximize the Self-Consumption and the Self-Sufficiency**

In the literature, many techniques are presented to achieve high levels of self-sufficiency and self-consumption. The most common solution to increase self-consumption and self-sufficiency is the integration of energy storage. An overview of the main energy storage technologies used in electric power systems is presented in [9] and [10]. The adopted technologies to store energy may vary, and their specific characteristics (duration, costs, energy density, charging/discharging power, and efficiency) vary as well. For example, batteries have a fast response (fractions of a second), while pumped hydroelectric stockpiles are able to store a higher amount of energy but they require a specific setting regarding the geographical location. The selection of the most adequate technology depends on the application: for example, recent works have investigated the integration of electric vehicles, which may perform similarly to stationary batteries, to increase prosumer self-sufficiency [11]. Nevertheless, it is possible to combine different typologies in the same system; however, in this case, it is fundamental to state their order of intervention. An energy storage aims to fill the gap between renewable energy source (RES) generation and load [12], mitigating grid instability and power quality issues [13]. Actually, the production and consumption profiles rarely coincide; thus, the energy...
produced may not meet the users’ needs. In case of surplus (RES generation higher than consumption), a part of the production is not exploited to fulfil the energy demand. This contribution can be stored in energy storage, if any, to increase the self-consumption, or can be injected into the grid. The first strategy, named “peak shaving”, adjusts the production (production peak shaving, PPS) or the consumption profiles (demand peak shaving, DPS), obtaining a total match without injecting into the grid. For industrial customers [14,15], residential applications [16], and tertiary users [17], electrochemical storage is recommended to shave the production and consumption peaks. Moreover, the same effect may be achieved without storage systems.

2.3. Description of Peak Shaving Techniques without Energy Storage

In the case of PPS, the energy generated by RES is reduced in order to avoid overload and overvoltage events and to provide a valuable benefit to the electricity grid [18]. In the literature, many strategies are described to reduce the energy surplus of wind generators [19–21]; for example, the selected orientation of the turbine blades may not be the optimal one. Regarding PV systems, their energy reduction is performed by modifying their operating point; in particular, they are forced to work not in their maximum power point (MPP) in the current-voltage characteristic [22]. These solutions are the simplest, but not the most efficient; indeed, they do not take into account the energy balance with local loads and battery operation.

In the case of DPS, the peak load is reduced: the exploitation of expensive peak generation systems (such as fossil fuel plants) is avoided. This condition allows better forecasting and easier management of the electricity grid, increasing the safety of supply for the users. Moreover, energy suppliers provide economic incentives to users in order to lower their peak loads [23]. Examples of DPS are proposed in [24] and [25].

2.4. Review of Methodologies Maximizing Self-Consumption or Self-Sufficiency

In the literature, many methodologies are used to maximize the self-consumption or the self-sufficiency of RES systems. One paper [26] proposes a methodology to optimize the levelized cost of electricity and the pollutant emissions of an RES-based microgrid. However, the paper shows that the solution corresponding to the maximum self-sufficiency leads to a huge overcapacity of RES generation. Thus, this solution does not coincide with the optimal one from economic and environmental points of view. In [27], a methodology is proposed to evaluate the energetic/economic performance of prosumers with PV modules and electrochemical storage, maximizing their self-consumption and sufficiency. In [28], the integration of PV arrays on the roof and façades of a building in France is optimized, maximizing the self-consumption of the building. In particular, three mono-objective optimizations are performed, with different objective functions. However, a global optimization for PV design, taking into account these factors, is not analyzed and batteries are not included in the work. In another paper [29], the self-consumption and the self-sufficiency for a supermarket in Germany are optimized, with sensitivity analyses of the main parameters in the PV storage system (cost, size, and interest rates). Another work [30] investigates the optimal PV battery configuration in terms of self-consumption/self-sufficiency and economic savings using a two-step assessment.

In such methodologies, limits on maximum injection into the grid are not included: peak shaving strategies are integrated in the analysis using storage systems only (electrochemical batteries or the water catchment area of hydropower plants). For sites with favorable weather conditions, during sunny days, RES generation may be much larger than electric consumption. In this case, the surplus energy produced may be stored in the batteries or other storage facilities. However, their energy capacity is limited: if surplus energy may be still exploited but the maximum state of charge is reached, this energy cannot be stored, being injected into the grid. Actually, domestic users have specific contracts with grid operators, and their economic costs are affected by the maximum power that prosumers may inject into the grid. In this context, users may want to install RES systems
without modifying their contracts, or they may wish to increase this value (thus, the economic expense of the contract) up to a specific value. On the contrary, in some countries [31], grid operators may not accept power injection into the grid in order to improve its stability and reliability. In this case, if the storage is totally charged, the surplus energy from RES generators is wasted. The present paper proposes a procedure to maximize self-sufficiency/self-consumption or the economic return. However, with respect to most of the works in the literature, it investigates different levels of limitation on the maximum injection into the grid from domestic users, evaluating the energy and economic benefits for the prosumers. In particular, an additional constraint regarding the maximum power injected into the grid is added in the optimization problem, and results are investigated.

Other works, including [32] and [33], contain procedures aiming to optimize the integration of RES-distributed generators into the electrical grid; effective peak shaving strategies are considered in the analysis, but they are related to the demand (DPS).

3. A Methodology for the Optimal Sizing of PV and Batteries

The proposed procedure aims to optimize the self-sufficiency or cost-effectiveness of grid-connected prosumers equipped with intermittent RES generators and electrochemical storage. The simulations can be performed for plants of any size. The present work focuses on PV systems and electrochemical batteries. The procedure is described step by step in the following subparagraphs. For the sake of clarity, the corresponding flow chart is shown in Figure 2.

![Figure 2](image_url)

**Figure 2.** Scheme of the procedure used in the tool with indication of the inputs/outputs.

3.1. **STEP #1—Import of the Energy Inputs**

Different weather databases exist [34,35]; above all, the Photovoltaic GIS database (PVGIS), from the EU Commission, is one of the most used. It contains data about solar radiation, air temperature, and wind speed for large areas of the world. The user has to select the site in which the simulation and planning of PV, Wind Turbines (WTs), and storage will be performed. The weather data consist of profiles for an entire year for solar irradiance (kW/m²) on a surface with a defined tilt and azimuth, air temperature (°C), and wind speed (m/s) at a defined measurement height. Regarding the time step, PVGIS provides hourly profiles. Nevertheless, the proposed procedure works also with smaller time steps, according to data availability and the accuracy required by the analysis.
In addition to the data related to generation from renewables, the consumption profile has to be included to compare them, simulate the storage operation, and calculate the exchanges with the electrical grid. In order to obtain the load profiles, a possible solution is to measure actual consumption profiles by using meters or to find typical consumption profiles (e.g., from [36]).

Energy balances between PV generation and electrical consumption are often performed using profiles with 1-h time steps [37,38]. In fact, in most applications, hourly profiles are easier to obtain, requiring a lower computational cost with respect to data with lower time steps, e.g., from seconds to minutes. The impact of time resolution (up to 1-h values) becomes almost negligible for the planning and sizing of PV systems in the case of storage installation. In particular, the optimal PV-rated power is not affected by time resolution, while the sizing of batteries may be affected by negligible errors (up to =2% in the case of 1-h time steps). Moreover, the estimation of yearly savings on the electricity bill is not affected by time resolution either [39]. In [37], it is analyzed how the presence of storage reduces the error on yearly SC and SS evaluation, taking into account profiles with time steps from 15 min to 1 h. With respect to 15-min profiles, hourly data introduce errors lower than 1%. Obviously, if the goal of the study consists of a detailed analysis of power flows, SC, and SS within the hour, the use of data with lower time resolution is required. In particular, load profiles with a time step below 30 s and PV profiles with 10-min resolution or above are suggested for PV systems without storage. On the contrary, if batteries are installed, load profiles with a minimum resolution of 5 min are recommended [40,41].

In the present work, the procedure to find the optimal size of PV and storage is based on the comparison between yearly SC, SS, and NPV values of different configurations; the used profiles have 1-h time steps.

Figure 3 (top chart) shows an example of consumption and generation profiles for a household in North Italy. Profiles are shown for an entire day, and they are measured with a time step of 5 min. The 5-min profiles are averaged to obtain 15-min and 1-h profiles; their graphs are shown in the middle and in the bottom of Figure 3, respectively. Injections and absorptions from the grid are also shown; in every case, they are calculated as result of the balance between generation and load.
Figure 3. Comparison of power profiles with different time-steps: 5 min (top), 15 min (in the middle), and 1 h (bottom).

The comparison of the profiles demonstrates that a lower time resolution leads to a reduction in consumption peaks and in a mitigation of generation fluctuations. As a result, the obtained smoother profiles lead to overestimations of SC and SS. The overestimations related to the profiles in Figure 3 are quantified in Table 1. The SS is 56% in the case of 5-min measured data; it increases to 57% for 15-min profiles and reaches 61% for hourly profiles. The relative deviation with respect to the measured profiles is ≈2% and ≈10%, respectively. The same relative deviations also occur for self-consumption.

The same analysis is performed on an entire year and results are presented in Table 2. Obviously, during both a single day and the entire year, the consumption and production energies do not change when varying the time step of the profiles. The difference is in the balance among them, leading to different exchanges with the grid. For example, moving from 5-min to 1-h profiles, the injection into the grid decreases by 7%, while the absorption decreases by 5%; as a result, the yearly relative increment for both self-sufficiency and self-consumption is ≈9%.

It is worth noting that in most countries, the balance settlement period is 1 h. In Europe, the European Commission is working towards the harmonization of the balance settlement period, imposing a common value of 15 min [42]. The imbalance within 15 min is compensated by the electric grid, which can be considered by the prosumer as a storage facility with infinite capacity. Thus, 15-min profiles should be used as a reference for the calculation of the energy results. In the case study presented in Table 2, the grid injection is 3254 kWh/year with the 15-min profiles, and it decreases to 3102 with 1-h profiles (~4.7%). The grid absorption decreases from 4238 to 4087 kWh/year (~3.6%). As a result, the relative deviation in SS and SC is ≈6% between 15-min and 1-h profiles. In conclusion, the proposed methodology is slightly affected by the use of hourly time steps, and it can be used for planning purposes.
Table 1. Energy quantities related to the example in Figure 3: daily balances.

| Energy Quantities                  | Measurement Unit | Time Step |
|------------------------------------|------------------|-----------|
|                                    |                  | 5 min     | 15 min | 1 h |
| Consumption                        | kWh              | 9.6       | 9.6    | 9.6 |
| PV generation                      | kWh              | 29.6      | 29.6   | 29.6 |
| Injection in the grid              | kWh              | 24.2      | 24.1   | 23.7 |
| Absorption from the grid           | kWh              | -4.3      | -4.2   | -3.8 |
| Self-sufficiency                   | -                | 55.6%     | 56.6%  | 61.1% |
| Self-consumption                   | -                | 18.1%     | 18.5%  | 19.9% |

Table 2. Energy quantities related to the example in Figure 3: yearly balances.

| Energy Quantities                  | Measurement Unit | Time Step |
|------------------------------------|------------------|-----------|
|                                    |                  | 5 min     | 15 min | 1 h |
| Consumption                        | kWh              | 6700      | 6700   | 6700 |
| PV generation                      | kWh              | 5715      | 5715   | 5715 |
| Injection in the grid              | kWh              | 3318      | 3254   | 3102 |
| Absorption from the grid           | kWh              | -4303     | -4238  | -4087 |
| Self-sufficiency                   | -                | 35.8%     | 36.7%  | 39.0% |
| Self-consumption                   | -                | 41.9%     | 43.1%  | 45.7% |

3.2. STEP #2 — Selection of the Technologies and of the Parameters of the Energy Models

Regarding the photovoltaic technology, the production is evaluated according to the model described in [43]. In particular, PV power is proportional to irradiance \( G \) by means of the PV efficiency \( \eta_{PV} \). However, \( \eta_{PV} \) has a nonlinear dependence on irradiance: in fact, a PV system requires a minimum irradiance (a threshold irradiance \( G_0 \), which is around 17 W/m\(^2\)) to generate power. Thus, PV efficiency can be calculated starting from the rated efficiency in standard test conditions (STC, corresponding to irradiance \( G_{STC} = 1000 \) W/m\(^2\) and module temperature \( T_{STC} = 25 \) °C), as follows:

\[
\eta_{PV}(G) = \eta_{STC} \cdot \frac{G - G_0}{G} \cdot \Pi_{th}
\]

with \( \Pi_{th} = \eta_{th} \cdot (1 - \xi_{mix}) \cdot \eta_{DC/AC} \) (3)

where \( \eta_{STC} \) is a function of rated power at STC \( P_{STC} \), of irradiance \( G_{STC} \), and of the PV surface \( A_{PV} \) (\( \eta_{STC} = P_{STC}/(A_{PV} \cdot G_{STC}) \)), and it is \( \approx 21\% \) in actual commercial modules. The quantity \( \Pi_{th} \) is an equivalent efficiency calculated as the product of the thermal efficiency (\( \eta_{th} \)), the efficiency in the DC/AC conversion (\( \eta_{DC/AC} \)), and the other sources of losses \( (1 - \xi_{mix}) \approx 92\% \). In particular, \( \eta_{th} \) can be estimated as:

\[
\eta_{th}(T_c) = 1 + \gamma \cdot (T_c - T_{STC})
\]

where \( \gamma \) is the thermal coefficient for power, which is provided by the manufacturer, and it ranges between \( \approx -0.45 \) and \( \approx -0.35\%/\degree C \) [44,45], and \( T_c \) is the module temperature.

The effect of temperature on PV efficiency is shown in Figure 4a; increasing temperature leads to worse PV efficiency. Moreover, the DC/AC efficiency is a nonlinear term as well (Figure 4b), because it depends on the load factor, which is the ratio between the actual PV power and the maximum value.
Figure 4. PV efficiency as function of irradiance and temperature (a) and DC/AC conversion efficiency (b).

In particular, the efficiency of DC/AC conversion increases with the load factor, reaching a value up to ~99% at full load in the most recent commercial devices. Finally, \( \xi_{\text{mix}} \approx 8\% \) is a miscellaneous factor that takes into account losses due to dirt, glass reflection, Joule effect in cables, and the MPP tracking.

PV manufacturers guarantee the efficiency \( \eta_{\text{PSTC}} \) to be at least higher than 80% after 20 years, corresponding to a linear decrease of \(-1\%/\text{year}\). However, in recent years, several experimental campaigns have stated that the degradation of crystalline silicon modules may be lower, if there are no damages. In particular, in the present paper, the decrease has been assumed to be \(-0.5\%/\text{year}\) [46,47].

As a result of the above-described model, it is possible to calculate, for each time step, the electricity production from PV arrays of whatever size; thus, it can be calculated the productivity \( Y_{\text{PV}} \) of the generator, e.g., the annual energy production per unit of power installed in kWh/kW/year.

Regarding storage modeling, the performance of batteries is described by the state of charge (SOC) estimation, because it is an adequate compromise between accuracy and simplicity [48]. In particular, the SOC at a time \( t \) can be evaluated as a function of the SOC at the previous instant \( t-1 \) (SOC\(_{t-1}\)) [49]:

\[
SOC(t) = SOC(t_{i-1}) - \frac{P_{\text{bat}}(t_i) \cdot \Delta t}{C_{E,\text{bat}}} \quad P_{\text{bat}} > 0 \quad (5)
\]

\[
SOC(t) = SOC(t_{i-1}) - \eta_{\text{bat}} \cdot \frac{P_{\text{bat}}(t_i) \cdot \Delta t}{C_{E,\text{bat}}} \quad P_{\text{bat}} < 0 \quad (6)
\]

where \( P_{\text{bat}} \) is the average power exchanged between the batteries and the system in the time step \( \Delta t \) (\( P_{\text{bat}} \) is assumed negative in charging phase and positive during discharge), \( \eta_{\text{bat}} \) is the charge/discharge efficiency of the storage in charging operation, and \( C_{E,\text{bat}} \) is the energy capacity of the storage facility. The performance of batteries decreases over time due to degradation: their state of health (SOH), which is the ratio between actual energy capacity and rate value [50], decreases while cycling and the manufacturer provides two additional limits in order to avoid too low values of SOH. In particular, the manufacturer provides a maximum number of cycles and a maximum number of operating years: the replacement of batteries is recommended after exceeding the minimum between the two limits. For the sake of clarity, an example is provided. For commercial lithium batteries for stationary purposes, a typical maximum age before replacement is 10 years, and the maximum number of charge–discharge cycles is equal to 10,000 [51]. Supposing a single charge–discharge cycle per day (average value), during one whole year, the storage performs 365 cycles, and after 10 years, it is 3650. This value is lower than the 10,000, but the battery is substituted, because it worked for 10 years. On the contrary, in the case of five cycles per day, after 6 years, the battery has performed 10,950 cycles and has to be changed. In the proposed methodology, dynamics for frequent charging and discharging
are not investigated. Actually, the safety parameters provided by manufacturers (maximum/minimum SOC, maximum power) are respected. Moreover, the replacement of batteries after their lifetime is performed to avoid a huge decrease in their SOH over time.

The converters also have a shorter life than the PV modules; they are substituted after 10 years.

Regarding the logic to control the charge–discharge of batteries, in the present study, it works as follows. The energy from the storage has priority over energy from the grid in meeting the energy demand, when production from renewables is not sufficient. In the same way, first, batteries are charged; then, energy is injected into the grid. Other discharge logics, also depending on PV production forecast, can be integrated into the proposed procedure depending on the goal to be achieved [52].

In addition to the simulation of PV systems and batteries, it is also possible to include other typologies of renewables, such as wind power systems. For such generators, the calculation of their produced energy requires the wind speed profile of the site under study and the “wind speed–power output” relationship, or power curve, of the selected turbine [53]. Then, the wind speeds are corrected to the height of the turbine hub and the resulting values are used in the power curve to obtain the corresponding output power [48].

3.3. STEP #3—Selection of the Parameters for the Financial Calculation

Regarding the economic analysis, the parameters to be calculated are the net present value (NPV) and the internal rate of return (IRR). In particular, the NPV can be calculated as follows [54]:

\[
NPV = -C_i - \sum_{n=1}^{N} \frac{C_i}{(1+i)^n} + \sum_{n=1}^{N} \frac{R}{(1+i)^n} \tag{7}
\]

where \( N \) is the expected lifetime of the system, \( n \) is the number of years, \( i \) is the discount rate, \( C_i \) is the investment cost, \( C \) is the absolute value of the negative cash flow for the \( n \)th year, and \( R \) is the positive cash flow for the \( n \)th year. In the case of PV and battery systems, the negative cash flow \( C \) includes planned maintenance and extraordinary maintenance, e.g., replacement of batteries, inverters, or damaged PV modules. The positive cash flow (revenue) \( R \) takes into account the earnings from the sale of electricity injection into the grid. In the case of prosumers, the self-sufficiency reduces the absorption from the grid; thus, another positive cash flow is the saving due to a lower electricity bill. In the case of economic incentives (e.g., tax discounts) or feed-in tariffs, they can be taken into account.

The IRR is the discount rate that permits the NPV to be set equal to zero, i.e., it permits the costs of the system to be counterbalanced, after its lifetime. As suggested in [55], investment in renewables with IRR > 6% can be considered acceptable.

In addition to the financial parameters, the literature presents different environmental factors that can be included. Among all of them, the avoided CO₂ emission, the energy payback time, and the life cycle conversion efficiency are the most important [56].

3.4. STEP #4—Planning of Renewable Generation and Storage Systems

The proposed sizing of plants and storage is an iterative top-down analysis. First, the user decides on the goal. For example, generators and storage could be sized to better match the load without increasing too much the exchange with the grid [57], or the goal could be the highest economic return. In these cases, the analysis should start with the selection of reasonable starting sizes. The generators have the priority. The starting size is the value that permits the production of the equivalent of the annual load. In the case of PV systems, it can be calculated as the ratio between the productivity of the plant \( Y_{PV} \) and the electric load. Regarding storage, a reasonable starting size can be that to store the daily requirement from the load. It corresponds to the average daily consumption of the user during the year.
After the definition of the starting values, the PV production profile can be generated according to the models described in the previous subparagraph. Production profile has to be compared with the load. For each time step, the operation of the battery is calculated and the SOC is updated. Batteries cannot always balance production and load: in this case, the remaining surplus or deficits between load $E_{\text{load}}$, generation $E_{\text{gen}}$, and battery charge/discharge $E_{\text{bat}}$ are the injections and absorptions from the grid $E_{\text{grid}}$ (with the generation convention):

$$E_{\text{gen}} + E_{\text{bat}} + E_{\text{grid}} = E_{\text{load}} \tag{8}$$

with

$$E_{\text{bat}} > 0 \text{ during battery discharge;}$$
$$E_{\text{grid}} > 0 \text{ during absorption from the grid.}$$

After performing the energy balance for each time step of the simulation, power flows have to be integrated to obtain yearly quantities. The analysis of yearly results permits an overview of the situation. The main yearly energies to be computed are the total production from renewables, the load, storage charge and discharge, the quota of energy locally produced and consumed, injection into the grid, and absorption from the grid. On the basis of these quantities, self-sufficiency and self-consumption levels can be calculated. In the case of low self-sufficiency, the reason could be an undersized plant or a bad match between load and generation.

The bad match could be at seasonal level or on a daily/hourly basis. The check of monthly quantities shows immediately if there are seasonal differences. For example, in the case of a domestic prosumer with a PV installed on the rooftop, high production can be generally expected in summer, with a very low contribution in winter. In this case, the prosumer could install a generator with different tilt and azimuth, to change the seasonal production [58]. Another possible solution is a heterogeneous portfolio of generators (e.g., PV, wind, hydro), which could help in achieving a better seasonal match [59]. The analysis of daily profiles permits the mismatch to be studied. It has to be performed with a time step of hours or less, depending on the accuracy required for the results [40]. For example, PV generation is concentrated in sunlight hours, but domestic loads generally occur during early morning and evening (typical for families with working people not at home in the central hours of the day). In this case, the increase in batteries can reduce the day–night mismatch, and/or the load shifting should be applied.

Figure 5 shows a generic example of a graph to be generated in order to study the daily balances. It shows an aggregated hourly generation profile from WTs and PV plants, along with load profiles and storage operation during a summer day. The storage is charged in the morning (when production is higher than the consumption). When it is full (at 9:00 a.m.), the surplus is injected into the grid. In the evening (after 9:00 p.m.), PV modules are not active and only WTs generate power; however, production from renewables cannot supply the entire consumption and the storage is discharged.

![Figure 5. Example of energy flows during a summer day.](image-url)
In this case, the energy contained in the storage is not enough to supply the loads and grid absorption is required. The same analysis should be performed on a typical day during the other seasons. Based on the analysis of these results, the user decides how to change the portfolio of generation and storage.

3.5. Considerations Related to the Optimization Criterion

The sizing of generators and storage may be performed to obtain different goals. In the present work, the two optimizations aim to maximize two objective functions \( \Gamma \): the self-sufficiency \( (\Gamma_1) \) and the economic return \( (\Gamma_2) \), respectively. They are defined according to Sections 2.1 and 3.3, respectively, and the optimization variables are the size of PV system \( (P_{PV}) \) and the energy capacity of batteries \( (C_{E,bat}) \):

\[
\max \left[ \Gamma_1(P_{PV}, C_{E,bat}) \right] \text{ or } \max \left[ \Gamma_2(P_{PV}, C_{E,bat}) \right]
\]

with

\[
\text{IRR} > 6\%
\]

\[
P_{mj} \leq P_{mj,\text{limit}}
\]

\[
0 \leq P_{PV} \leq P_{PV,\text{max}}
\]

\[
0 \leq C_{E,bat} \leq C_{E,bat,\text{max}}
\]

This definition of the objective function may be extended to other renewable systems, such as wind power plants; in this case, the new extended objective functions also depend on the main variables of these systems (e.g., the nominal power of the wind turbine to be installed).

The constraints of the optimization are twofold: the first one consists of setting \( \text{IRR} > 6\% \), which is a reasonable value to guarantee the cost-effectiveness of investments. This limit automatically guarantees a positive net present value. The second constraint is the limit \( P_{mj,\text{limit}} \) to the injection into the grid \( P_{mj} \), i.e., the maximum power that may be injected into the electricity grid for a specific site. As described in Section 2.4, the proposed methodology takes into account the adoption of peak shaving strategy on generation profiles in order to increase the energy and economic benefits for the users. The effect of different values of \( P_{mj,\text{limit}} \) is investigated by a sensitivity analysis; different injection limits are imposed, and, for each case, the optimal sizes are calculated and compared.

Regarding the limitations of the optimization variables, the maximum limits required by the algorithm \( P_{PV,\text{max}} \) and \( C_{E,bat,\text{max}} \) are always selected to be far from the optimal values.

The aim of the first goal is producing as much energy as possible while avoiding too high exchanges with the grid. For this purpose, the maximization of the self-consumption is not suitable, because high levels of SC can be obtained with undersized plants, which do not decrease significantly the energy dependency from the grid. Indeed, a high amount of energy could be absorbed from the grid even with the highest SC rate. On the other hand, a high SS could be obtained with the installation of an oversized generation plant, which causes high energy injection in the grid. Thus, both SS and SC must be high.

The second goal considered in the present work is the cost-effectiveness; it is affected by the price of electricity sold to the grid, and by the economic value of self-consumed electricity. If the electricity sale is more profitable, the result of the economic return maximization will be an oversized generation system. On the other hand, if self-consumption is more profitable, while grid injection is paid little (as in Italy), the generation system will be sized on the basis of the user’s annual consumption.

In this work, the nonlinearity of the optimization problem is due to the financial analysis. In particular, Equation (7) permits the evaluation of the \( \text{NPV} \), which is one of the objective functions \( (\Gamma_3) \) in the paper. Moreover, one constraint of the optimization is related to the \( \text{IRR} \), which is evaluated according to the following implicit formulation:
\[-C_I = \sum_{n=1}^{N} \frac{C}{(1 + IRR)^n} + \sum_{n=1}^{N} \frac{R}{(1 + IRR)^n} = 0 \quad (10)\]

where

\[C_I = f(P_{PV}, C_{E, bat}), C = f(P_{PV}, C_{E, bat}) \text{ and } R = f(P_{PV}, C_{E, bat})\]

The dependence of the NPV and the IRR on the optimization variables (the size of PV system, \(P_{PV}\), and the energy capacity of batteries, \(C_{E, bat}\)) is implicit. Actually, these variables impact on the NPV and the IRR by affecting the energy exchanges of the system and its cash flows. In this context, the optimization problem is solved using sequential quadratic programming (SQP). It is an iterative algorithm that, at each iteration, approximates the nonlinear problem as a quadratic one, linearizing the equality/inequality constraints. The SQP is one of the best choices for constrained optimization problems because it does not require high computational cost, providing comparable accuracy with other nonlinear programming algorithms [60]. In order to check the correct operation of the SQP, the results were also calculated by following an exhaustive but with slow calculation of the results of all the possible sizes of PV and storage. It consists of an iterative method. Actually, the initial ranges and the discrete steps for the variables are large, while they become lower when solutions approach the optimum one. The result of this analysis demonstrates the correct operation of the SQP algorithm.

3.6. Application of the Procedure in a Software Program for Research and Remote Teaching

The proposed methodology was integrated into a software program that is currently used in the course “Power Generation from Renewable Sources” for students of Politecnico di Torino, and in e-learning courses [61,62] of the project “Euro-Mongolian cooperation for modernization of engineering”. This project, coordinated by the Technical University of Sofia, started in 2018 and it is funded by the European Commission (the partners are four European universities/institutions — Technical University of Sofia as the coordinator, Politecnico di Torino, Technical University of Berlin, National Institute of Solar Energy from France — and three Mongolian universities — National University of Mongolia, Mongolian University of Science and Technology, National Technical University) in the framework of “competence building in higher education”. The goal of the project is the modernization of electrical and electronic engineering curricula in Mongolia. E-learning courses are created within the project and they aim to provide new opportunities for cooperation between Mongolian and EU universities. Thus, features that encourage effective learning in both frontal and remote lectures are required. In order to permit the worldwide use of the software, it is realized in the form of an “.xls” spreadsheet file, which is the most common format for calculations. This extension can be used by third-party applications, available for every operating system. The “.xls” file can be downloaded and used also in offline configuration. In order to avoid the presence of dangerous software, the spreadsheet file does not contain macros, i.e., code in visual basic language. Thus, all the calculations are performed using spreadsheet formulae. In this way, students can access all the calculations performed in the software without knowing programming codes.

4. Case Study for the Calculation of Self-Consumption and Self-Sufficiency

A case study is used to better explain the proposed procedure. The case study deals with a residential user in Northern Italy. It will be equipped with a PV system, which could be coupled to a battery energy storage system (BESS). The correlation between PV plant size, self-sufficiency, self-consumption, and economic return is investigated. Then, the maximization of the self-sufficiency or of the economic return is carried out, in compliance with economic and technical constraints. Finally, the impact of the change in BESS investment cost on the self-sufficiency maximization is analyzed. To account for the rules
of power generation curtailment (see Section 2.4), the calculations are performed for different values of power injection limits.

4.1. Calculation Inputs

The analyzed residential user is located in the province of Turin (Piedmont), with an annual electrical consumption of around 7000 kWh. This value is higher than the average annual electricity consumption for Italian families of four, which is ≈3000 kWh [63]. This is due to the electrification of users’ energy consumption for cooking, domestic hot water (DHW) production, and heating. Indeed, the consumption of an induction cooktop and of an electric heat pump adds up to that one of the classic household appliances, such as a refrigerator, washing machine, dishwasher, or lights. The use of induction cookers causes electricity consumption peaks from 12:00 to 14:00 and from 18:00 to 20:00, during the main mealtimes. An electric heat pump, characterized by a nominal power of 3 kW, is used to produce DHW. In addition, it contributes to satisfying the heating demand, for non-rigid external air temperatures (higher than 5 °C). In the case of lower external temperatures, a natural gas boiler is used.

The monthly electricity consumption of the user is strongly affected by the heat pump (Figure 6). They are high in the mid-seasons, because the heat pump is used for both DHW production and heating. Indeed, the consumption reached the highest annual values in March (797 kWh) and November (723 kWh). Instead, loads in the winter months are between 600 and 700 kWh/month, since most of the heating demand is fulfilled by the gas boiler. Lastly, summer consumption is below 400 kWh/month, as the heat pump deals only with DHW production, reaching a minimum consumption of 335 kWh in July.

![Electricity consumption chart](image)

**Figure 6.** Monthly electricity consumption of the analyzed residential user.

In Figure 7, load profiles of a day in February and July are presented. The energy consumption is higher in February due to space heating and hot water production by the heat pump, while in July, peaks are due to induction platers, oven use, and hot water heating. Thanks to high external temperatures, the water heating requires a lower amount of energy with respect to February. Consumption profiles are measured using a commercial meter, adequate to measure the nominal AC voltage of 230 V and a current up to 45 Amps. The accuracy is 0.5% for both voltage and current, and 1% for power. The meter has an RS485 port for remote communication, and it is connected to a personal computer to store the data.

![Load profile chart](image)

**Figure 7.** Load power profiles of a day in February and July.
Solar irradiance and air temperature hourly data were downloaded from PVGIS. To calculate the PV production, the irradiance on a south-oriented surface inclined by 30°, an optimal slope for Northern Italy, was used. In the selected site, a surface with these features is characterized by an annual irradiation of \( \approx 1500 \text{ kWh/m}^2 \) and an annual productivity of \( \approx 1200 \text{ kWh/kW} \) per year.

This case study does not represent the best situation in Italy. From the point of view of productivity, it is lower than in Southern Italy, where it can exceed 1500 kWh/kW-per year with the same installation conditions. Regarding the load, the analyzed prosumer uses heat pumps for heating purposes, with higher consumption from November to April, when the solar source is lower. On the contrary, in Southern Italy, the heating load is low, while the use of heat pumps is higher in summer for cooling. The good match between solar source and cooling load leads to higher values of self-sufficiency. Regarding the financial parameters, as described in the next subparagraphs, the differences are negligible.

### 4.2. Financial Parameters

The economic calculations carried out are valid for the country of Italy. The installation cost of the PV system was set to 1800 EUR/kW, typical of domestic plants up to few tens of kW, and its O&M cost was supposed to be 10 EUR/kW/year. The installation cost of Li-ion batteries was assumed equal to 300 EUR/kWh [42] and their charge efficiency was assumed equal to 90%. Their replacement occurs after exceeding 10,000 cycles or after 10 operation years. The DC/AC converters’ replacement occurs after 10 years. In Italy, currently, there are no feed-in tariffs for new PV plants of a few kW (lower than 20 kW) [64]. However, PV plants with a nominal power lower than 500 kW can access a net billing service called “Scambio sul posto” (on-site exchange). According to this service, the grid is used as a virtual storage facility for the electricity that is produced but not locally consumed by the user. It is a particular form of self-consumption that compensates for the electricity generated and injected into the grid at a certain time with the electricity that is absorbed from the grid and consumed at a different time [65]. Through the monthly electricity bill, the prosumer pays for the electricity absorbed from the grid. However, with renewable generation, the bills are lower due to self-consumed (or battery-stored) electricity, which is not measured by the electricity meter. At the end of the year, the energy service operator refunds the user with an economic contribution, which is the sum of two terms: the minimum economic value between the annual absorbed and injected electricity, and the cost of the use of the grid related to the minimum energy between absorption and injection.

In the case study, both the absorbed and injected electricity were valorized at the same price (0.11 EUR/kWh). Instead, the surplus electricity, i.e., the energy produced but not self-consumed, is sold to the grid at 0.04 EUR/kWh [66].

In addition to these positive annual cash flows, there is the saving related to the direct use of the self-generated electricity and to the deferred self-consumption through the BESS. This saving is equal to the avoided purchase of electricity from the grid, the cost of which is 0.20 EUR/kWh [67]. Thus, self-consumption is more convenient than using the grid as virtual storage (on-site exchange) or selling electricity to the grid. Another saving is related to the annual tax reduction: for the case study, it is set to 5% of the initial investment of the PV plant and the BESS, and it lasts 10 years.

In order to explain the net billing mechanism, a general example of its application is reported in Figure 8 without considering tax reduction. A user’s annual electricity consumption \( (E_{\text{cond}}) \) is 7000 kWh and their PV system produces \( E_{\text{PV}} = 7300 \text{ kWh/year} \). The self-consumption is 40%; the energy locally produced and consumed \( (E_{\text{lg}}) \) is 2920 kWh. At the end of the year, 4380 kWh is injected into the grid, while 4080 kWh is absorbed from the grid.
The annual net injection (E_{surplus}) in the grid is equal to 300 kWh. The economic values of injection and absorption flows are, respectively, EUR ≈482 and EUR ≈449 (0.11 EUR/kWh); thus, GSE pays EUR ≈449 to the user. In addition, EUR 12 are obtained from the sale of E_{surplus} to the grid (0.04 EUR/kWh), resulting in a total annual gain of EUR ≈461. The saving on the electricity bill is given by the avoided purchase of E_{lst} from the grid at 0.20 EUR/kWh (EUR 584): the passive user pays EUR 1400 (7000 kWh with a unitary cost of 0.20 EUR/kWh) for electricity, while the prosumer pays EUR 816 (4080 kWh × 0.20 EUR/kWh). Thus, the total economic benefit for the prosumer is EUR ≈1045. Since investments must be cost-effective, two economic constraints were considered in the optimizations: the NPV over the plant lifetime of 25 years (assuming a discount rate of 3%) must be positive, and the IRR must be higher than 6%.

4.3. Reference Case

As a reference, the installation of a PV system without BESS is analyzed. Figure 9 shows that the increase in PV nominal power brings an increase in self-sufficiency. Starting from an SS of 38% with a PV system of 4 kW, it approaches 50% asymptotically for bigger sizes. However, the investment is cost-effective up to 14 kW (SS = 49%). For bigger plants, the IRR (violet dashed line) is lower than the limit value of 6% (red horizontal line). Unlike self-sufficiency, the increase in the PV nominal power reduces the self-consumption. The violet dashed line in Figure 10 shows that SC is equal to 53% for a PV nominal power of 4 kW and it decreases to 23% in correspondence to the maximum acceptable SS. Indeed, the increase in PV production due to a bigger power plant does not imply the same increase in the energy locally consumed, because PV production may not coincide with the energy demand profile.

As shown in Figure 11, the investment with the highest economic return is a PV system of 6 kW (violet dashed line). In this configuration, the ratio between energy production and load is around 100%; the PV plant is properly sized with respect to the consumptions, and the injections into the grid, which are not really profitable, are limited. Figure 10 confirms that 6 kW is a good compromise between the SS and the SC levels.

Currently, in Italy, the limit on injection corresponds to the nominal power of the installed PV array. If a limit lower than the nominal power is imposed, the PV size that maximizes the SS would decrease as the limit becomes more restrictive. As the optimal PV nominal power decreases, the maximum SS is reduced; on the contrary, the injection limit causes an increase in SC (Figure 10). For each PV nominal power, the curtailment of renewable energy production due to the limit on grid injection means a better match between on-site consumption and PV generation, enhancing SC. From an economic point of view, the optimal PV nominal power is 6 kW for injection limits higher than 1 kWh/h.
More restrictive injection limits lead to undersized plants to avoid unprofitable energy curtailments.

In Table 3, the main results of the maximization of self-sufficiency or the economic return are summarized for a set of injection limits \( (I.L.) \) in the grid. In the first three columns, there are the PV nominal powers that maximize the self-sufficiency, with different injection limits (no limits, \( I.L. = 2 \text{ kWh/h} \), and \( I.L. = 0 \text{ kWh/h} \)). In every case, the economic constraint \( IRR > 6\% \) has to be respected. From the fourth to the sixth column, there are the results of the maximization of the NPV over 25 years with a discount rate of 3\%, with the three different injection limits defined above. For example, to maximize the SS with an \( I.L. = 2 \text{ kWh/h} \), a PV plant with nominal power of 10 kW has to be installed; thus, the corresponding SS for this plant is 48\%.

![Figure 9](image9.png)

**Figure 9.** Self-sufficiency and \( IRR \) as functions of PV nominal power for different injection limits.

![Figure 10](image10.png)

**Figure 10.** SC and SS as functions of PV nominal power with different injection limits.
In conclusion, the injection limit affects the size of the PV plant to be installed and the related self-sufficiency level.

Table 3. Main results of the reference case.

| Energy and Economic Quantities | Maximization of Self-Sufficiency | Maximization of NPV |
|--------------------------------|---------------------------------|--------------------|
|                                | No I.L. | I.L. = 2 kWh/h | I.L. = 0 kWh/h | No I.L. | I.L. = 2 kWh/h | I.L. = 0 kWh/h |
| PV nominal power               |         |                |                |         |                |                |
| SS                             | 49%     | 48%            | 41%            | 43%     | 43%            | 38%            |
| SC                             | 21%     | 40%            | 100%           | 40%     | 45%            | 100%           |
| IRR                            | 6.4%    | 6.3%           | 6.5%           | 11.2%   | 10.5%          | 8.0%           |
| NPV                            | EUR 7423 | EUR 5657      | EUR 2996       | EUR 9594 | EUR 8663       | EUR 3571       |

4.4. PV Plant Coupled to BESS

The installation of a BESS increases the SS and the SC. However, it causes a reduction in the economic indicators due to the high actual cost of batteries. For this reason, the maximization of NPV results in a configuration without BESS for any power injection limit in the grid.

The PV and BESS sizes that maximize SS are, respectively, 6 kW and 7 kWh. In such conditions, a self-sufficiency of 64% is achieved, which is 31% larger than the SS of the optimal case with a PV system of 13 kW and without a battery, and the self-consumption reaches 59%. On the other hand, regarding economic indicators, the NPV decreases by 46%. Figure 12 shows the daily hourly curves of PV generation, user’s load, BESS charge and discharge, and electricity exchanges with the grid during a sunny day in autumn. The use of the BESS helps to achieve higher self-sufficiency, and, in this case study, the storage intervenes before the grid. In particular, the BESS is economically preferable for providing energy to fulfill the users’ loads and store surplus energy from the PV system. This assumption is valid if PV modules are designed with the correct inclination and orientation [68]. At the beginning of the day, the battery is empty and PV generation is lower than electric load; in such conditions, power is absorbed from the grid to fulfill the consumption. Then, the battery is charged during the sunlight hours with low consumption and discharged in the evening, avoiding electricity absorption from the grid. However, storing energy in the BESS does not prevent absorption from the grid during the night: sunlight
hours are fewer than summertime, while consumption is higher. Thus, the energy stored in the battery is totally used in the afternoon hours. Figure 13 shows the effect of a curtailment in the grid injection $I.L. = 1 \text{ kWh/h}$ on the profiles described in Figure 12. After the complete charge of the batteries, the surplus is injected into the grid, without exceeding this limit. It does not affect the operation of the storage or the absorption from the grid, such as the self-sufficiency.

![Figure 12. Example of hourly energy profiles of the analyzed residential user during an autumn day.](image)

![Figure 13. Hourly energy profiles of Figure 11 with a curtailment in the grid injection $I.L. = 1 \text{ kWh/h}$.](image)

The energy quota that cannot be injected into the grid is wasted; in this example, the PV production is 22% less. This wasted energy cannot be sold or used in the annual compensation in the framework of the on-site exchange, and the cost-effectiveness of the systems decreases. In conclusion, the injection curtailment indirectly affects the optimization of the sizes of the plants. The simulation shows that the introduction of the limit on power injection into the grid impacts the SS optimization for thresholds lower than 3 kWh/h. In particular, in the configuration without injection, the maximum SS is 52%, achieved with a PV system of 4 kW and a battery capacity of 4 kWh. Over the 3 kWh/h limit, the optimal solution corresponds to the case without injection limits (PV system of 7 kW and BESS of 6 kWh). The achieved SS is 65% and this quantity shows an asymptotic trend due to an economic reason: a further increase in PV or battery size is not cost-effective because the IRR becomes lower than its minimum limit.

In Table 4, the main results of the self-sufficiency maximization with a PV plant coupled to BESS are reported for a set of injection limits in the grid.

| Energy and Economic Quantities | Maximization of Self-Sufficiency |
|-------------------------------|----------------------------------|
| No $I.L.$                     | $I.L. = 1 \text{ kWh/h}$         |
| $3 \text{ kWh/h}$            | $2 \text{ kWh/h}$               |
| $1 \text{ kWh/h}$            | $0 \text{ kWh/h}$               |
| PV nominal power | 7 kW | 7 kW | 7 kW | 6 kW | 4 kW |
|------------------|------|------|------|------|------|
| BESS nominal energy | 6 kWh | 6 kWh | 5 kWh | 4 kWh | 4 kWh |
| SS               | 65%  | 65%  | 62%  | 58%  | 52%  |
| SC               | 51%  | 54%  | 59%  | 71%  | 98%  |
| IRR              | 6.4% | 6.1% | 6.4% | 6.4% | 6.2% |
| NPV              | EUR 4364 | EUR 4028 | EUR 4278 | EUR 3654 | EUR 2367 |

### 4.5. Variation in BESS Investment Cost

At present, the high cost of BESS represents an obstacle to their integration: only a low capacity can be installed to increase the self-sufficiency while maintaining an acceptable economic return. In coming years, the cost of batteries will decrease; thus, an analysis investigating the impact of the variation in BESS investment cost on the maximum SS is carried out. Figure 13 shows the sizes of plants to maximize SS as a function of battery cost; IRR has to be > 6% and there are no injection limits. Results confirm that, in the sizing procedure, the priority is the sizing of the generators, while the size of the storage can be defined according to PV size. In this case, the optimal size of PV is 7 kW. The installation of large storage sizes is cost-effective to maximize the self-sufficiency as the unit battery cost decreases. In particular, a very low storage cost (90 EUR/kWh) allows a self-sufficiency level of 75% to be achieved by installing 7 kW of PV and high BESS of 17 kWh. Assuming a lower cost reduction—for example, 150 EUR/kWh (half of the current cost)—an SS of 71% could be obtained by installing 7 kW of PV and 11 kWh of battery. In terms of self-consumption, all these combinations of PV systems and batteries allow SC levels between 51% and 60% to be achieved. In the cases presented in Figure 14, the IRR is in the range 6%–6.4%; this small range is due to the discrete simulation step of 1 kW for PV and 1 kWh for batteries.

![Figure 14. PV nominal power, BESS nominal energy, and maximum SS for different BESS costs.](image)

### 5. Conclusions

In the future, the use of fossil fuels will be strongly reduced, while the integration of renewable generation will rapidly increase. In particular, the systems that can satisfy local load and reduce the energy exchange of the grid will be promoted, because they do not create problems in the management of the grid. Thus, it is important to find the optimal sizes of renewable generators and storage to maximize their self-sufficiency and self-consumption. Energy and economic constraints, such as curtailments in grid injection and the cost-effectiveness of the investment, have to be considered. Actually, with respect to most of the works in the literature, the effects for domestic users due to imposing different levels of limitation on the maximum injection into the grid are evaluated by the proposed methodology. It consists of a top-down approach. First, the yearly balances are analyzed; then, monthly and daily trends are studied to check the seasonal and daily mismatch between generation and load. In this way, the user can approach the optimal solution, which is then refined by an iterative non-automatic procedure, or by an optimization algorithm.

An Italian residential case study is used as example. In this case, results show that the cost-effectiveness of photovoltaic generators is so high that it permits also the
installation of expensive batteries and reaches a level of self-sufficiency of around 64%, keeping the internal rate of return higher than a threshold of 6%. Results are strongly affected by the installation costs of batteries, and it is shown that with a future decrease from current costs of ~300 EUR/kWh down to ~100 EUR/kWh, it will be possible to reach self-sufficiency levels of ~75%.

These calculations are performed by a tool designed not only for research/work purposes but also for educational purposes. It is built to be complete, as user-friendly as possible, portable, and usable in remote lectures. In this way, it is possible to use it for e-learning, such as in the case of collaboration with faraway countries (e.g., the Euro-Mongolian cooperation for modernization of engineering project). The use of spreadsheet files, commonly used in daily working activities, has different advantages. Students easily learn the concept of self-sufficiency and related topics; they can also check each individual calculation and better understand the energy balances.

Future works will consist of an update of the procedure, by including advanced charge and discharge logics for storage, and further economic and technical indicators. The related software will be updated to increase its educational effectiveness.

Author Contributions: Conceptualization, F.S.; methodology, F.S., A.C., A.A.; writing—original draft preparation, A.C., G.M., A.A.; writing—review and editing, F.S., A.C., S.F., G.M., P.D.L., S.T.; visualization, F.S., A.C., S.F., G.M., A.A., P.D.L., S.T.; supervision, F.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data are not available on a publicly accessible repository and they cannot be shared under request.

Acknowledgments: The project “Euro-Mongolian cooperation for modernization of engineering education” 585336-EPP-1-2017-1-BG-EPPKA2-CBHE-JP is co-funded by the European Commission program, Erasmus+ Capacity Building in Higher Education. “The European Commission support for the production of this publication does not constitute an endorsement of the contents which reflects the views only of the authors, and the Commission cannot be held responsible for any use which may be made of the information contained therein.”

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

| Acronym | Definition                      |
|---------|--------------------------------|
| BESS    | Battery energy storage system   |
| DHW     | Domestic hot water              |
| MPP     | Maximum power point             |
| O&M     | Operation and maintenance       |
| OS      | Operating system                |
| PV      | Photovoltaic                    |
| RES     | Renewable energy sources        |
| STC     | Standard test conditions        |
| WT      | Wind turbine                    |

| Symbol | Description                        |
|--------|------------------------------------|
| $A_{PV}$ | PV surface (m²)                     |
| $C_{Ebat}$ | Storage energy capacity (kWh)   |
| $C_I$    | Investment cost (EUR)              |
| $C$      | Negative cash flow (EUR)           |
| $E_{bat}$ | Energy from batteries (kWh)       |
| $E_{gen}$ | Local energy generation (kWh)     |
| $E_{grid}$ | Energy exchanged with the grid (kWh) |
| $E_{lec}$ | Locally generated and consumed energy (kWh) |
\( E_{\text{load}} \) Total energy consumption (kWh)

\( E_{PV} \) PV energy (kWh)

\( E_{\text{energy in}} \) PV energy injected into the grid (kWh)

\( \Gamma_1 \) Objective function maximizing self-sufficiency

\( \Gamma_2 \) Objective function maximizing economic return

\( G \) Solar irradiance (W/m²)

\( G_0 \) Threshold irradiance (W/m²)

\( G_{STC} \) Solar irradiance at STC (W/m²)

\( i \) Discount rate (%)

\( I.L. \) Injection limit (kW)

\( IRR \) Internal rate of return (%)

\( n \) Number of years (-)

\( N \) Expected lifetime of the system (years)

\( NPV \) Net present value (EUR)

\( P_{bat} \) Exchanged power of battery during charge/discharge (kW)

\( P_{STC} \) PV power at STC (kW)

\( P_{PV} \) Size of PV system (kW)

\( R \) Positive cash flow (EUR)

\( SC \) Self-consumption (%)

\( SOC \) State of charge (%)

\( SOH \) State of health (%)

\( SS \) Self-sufficiency (%)

\( t \) Time instant (s)

\( T_c \) PV module temperature (°C)

\( T_{STC} \) PV module temperature at STC (°C)

\( \gamma \) PV thermal coefficient for power (%/°C)

\( \Delta t \) Time step (s)

\( \eta_{bat} \) Battery efficiency (%)

\( \eta_{DC/AC} \) DC/AC conversion efficiency (%)

\( \eta_{misc} \) PV miscellaneous efficiency (%)

\( \eta_{PV} \) PV efficiency (%)

\( \eta_{STC} \) PV efficiency at STC (%)

\( \eta_{th} \) PV thermal efficiency (%)

\( \eta_{eq} \) PV equivalent efficiency (%)
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