**ABSTRACT**

**Background** The goal of our 4-phase research project was to test if a machine-learning-based loan screening application (5D) could detect bad loans: 1) in a subset of non-performing loans, and; 2) in a set of performing and non-performing loans, subject to the following constraints: a) utilize a minimal-optimal number of publicly available features unrelated to the credit history, gender, race or ethnicity of the borrower (BiMOPT features); b) comply with the European Banking Authority and EU Commission AI HLEG principles on trustworthy Artificial Intelligence (AI). **Methods** All datasets have been anonymized and pseudoanonymized. In Phase 0 we selected a subset of 10 BiMOPT features out of a total of 84 features; in Phase I we trained 5D to detect bad loans in a historical dataset extracted from a mandatory report to the Bank of Italy consisting of 7,289 non-performing loans (NPLs) closed in the period 2010-2021; in Phase II we assessed the baseline performance of 5D on a distinct validation dataset consisting of an active portfolio of 63,763 outstanding loans (performing and non-performing) for a total financed value of over EUR 11.5 billion as of December 31, 2021; in Phase III we will monitor the baseline performance for a period of 5 years (2023-27) to assess the prospective real-world bias-mitigation and performance of the 5D system and its utility in credit and fintech institutions. **Results** 5D correctly detected 1,461 bad loans out of a total of 1,613 (Sensitivity = 0.91, Prevalence = 0.0253, Positive Predictive Value = 0.19), and correctly classified 55,866 out of the other 62,150 exposures (Specificity = 0.90, Negative Predictive Value = 0.997). **Interpretation** Our preliminary results support the hypothesis that Big Data & Advanced Analytics applications based on AI can mitigate bias and improve consumer protection in the loan screening process without compromising the efficacy of the credit risk assessment. Further validation is required to assess the prospective performance and utility of 5D in credit and fintech institutions. **Funding** QuantumSPEKTRAL and Alba Leasing.
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1 Background

1.1 The European Banking Authority Report on Big Data & Advanced Analytics applications

The European Banking Authority (EBA) published in 2020 a report on big data and advanced analytics (BD&AA) where it observed a fast-growing interest in the use of BD&AA solutions, with two out of three EU credit institutions already deploying such solutions. EBA identified: i) the four functions of BD&AA applications; ii) the four key pillars of BD&AA applications, and; iii) the eleven fundamental trust elements of BD&AA applications based on Artificial Intelligence.

1.1.1 The four functions of BD&AA applications

EBA observed that all functions across institutions could benefit from BD&AA applications, as they can improve:

1. efficiency;
2. productivity;
3. the cost-effectiveness of existing services, and;
4. create new business opportunities.

EBA remarked that presently EU credit institutions are using software applications based on simpler algorithms than BD&AA, limiting themselves to leveraging on their existing core data but that the current landscape can evolve at a rapid pace in the next few years. This evolution introduces the necessity to define the key pillars and fundamental trust elements upon which BD&AA applications should be built.

1.1.2 The four key pillars of BD&AA applications

The EBA report identifies the four key pillars for the development, implementation, and adoption of BD&AA applications:

1. data management;
2. technological infrastructure;
3. analytics methodology, and;
4. organization and governance.

1.1.3 The eleven fundamental trust elements of BD&AA applications based on Artificial Intelligence

EBA finds that the roll-out of BD&AA applications based on artificial intelligence/machine learning is based on the principle of trustworthiness, and the European Commission notes that all BD&AA applications deployed by credit institutions in the EU should respect these eleven fundamental trust elements and that they have implications for all the four key pillars. These eleven trust elements are:

1. ethics;
2. explainability;
3. interpretability;
4. fairness;
5. avoidance of bias;
6. traceability;
7. auditability;
8. data protection;
9. data quality;
10. security;
11. consumer protection.

1.2 The position of the European Commission High-Level Expert Group on Artificial Intelligence

The European Commission High-Level Expert Group on Artificial Intelligence (AI HLEG) has also prepared a document which elaborates the Guidelines on trustworthy AI used. Machine Learning is a subcategory of AI.

1.2.1 The three principles of trustworthy Artificial Intelligence

According to the AI HLEG Guidelines, trustworthy AI should be:

1. lawful - respecting all applicable laws and regulations;
2. ethical - respecting ethical principles and values;
3. robust - both from a technical perspective while taking into account its social environment.

1.2.2 The seven key requirements of Artificial Intelligence systems

The Guidelines put forward by AI HLEG are a set of seven key requirements that AI systems should meet in order to be deemed trustworthy:

1. Human agency and oversight: AI systems should empower human beings, allowing them to make informed decisions and fostering their fundamental rights. At the same time, proper oversight mechanisms need to be ensured, which can be achieved through: i) human-in-the-loop; ii) human-on-the-loop, and; iii) human-in-command approaches;
2. Technical Robustness and safety: AI systems need to be resilient and secure. They need to be safe, ensuring a fall back plan in case something goes wrong, as well as being accurate, reliable and reproducible. That is the only way to ensure that also unintentional harm can be minimized and prevented;

3. Privacy and data governance: besides ensuring full respect for privacy and data protection, adequate data governance mechanisms must also be ensured, taking into account the quality and integrity of the data, and ensuring legitimized access to data;

4. Transparency: the data, system and AI business models should be transparent. Traceability mechanisms can help achieving this. Moreover, AI systems and their decisions should be explained in a manner adapted to the stakeholder concerned. Humans need to be aware that they are interacting with an AI system, and must be informed of the system’s capabilities and limitations;

5. Diversity, non-discrimination and fairness: Unfair bias must be avoided, as it could could have multiple negative implications, from the marginalization of vulnerable groups, to the exacerbation of prejudice and discrimination. Fostering diversity, AI systems should be accessible to all, regardless of any disability, and involve relevant stakeholders throughout their entire life circle;

6. Societal and environmental well-being: AI systems should benefit all human beings, including future generations. It must hence be ensured that they are sustainable and environmentally friendly. Moreover, they should take into account the environment, including other living beings, and their social and societal impact should be carefully considered;

7. Accountability: Mechanisms should be put in place to ensure responsibility and accountability for AI systems and their outcomes;

8. Auditable, which enables the assessment of algorithms, data and design processes plays a key role therein, especially in critical applications. Moreover, adequate an accessible redress should be ensured.

1.3 Definition of non-performing loans and their subcategories by the Bank of Italy

The definitions of non-performing loans (NPLs) and their subcategories adopted by the Bank of Italy have been harmonized within the Single Supervisory Mechanism (SSM) and meet the European Banking Authority (EBA) standards.

NPLs are exposures to debtors who are no longer able to meet all or part of their contractual obligations because their economic and financial circumstances have deteriorated.

The 3 subcategories of NPLs are:

1. Bad loans are exposures to debtors that are insolvent or in substantially similar circumstances.

2. Unlikely-to-pay exposures (aside from those included among bad loans) are those in respect of which banks believe the debtors are unlikely to meet their contractual obligations in full unless action such as the enforcement of guarantees is taken.

3. Overdrawn and/or past-due exposures (aside from those classified among bad loans and unlikely-to-pay exposures) are those that are overdrawn and/or past-due by more than 90 days and for above a predefined amount.

2 Methods

2.1 Purpose of the 5D research project

The goal of our research was to test if 5D, a machine-learning-based loan screening application, could detect a sub-subset of bad loans: 1) in a small subset of non-performing loans (bad loans, unlikely-to-pay, overdrawn and/or past-due exposures), and; 2) in a larger set of performing and non-performing loans subject to the following constraints: a) achieve a sensitivity and specificity not lower than 0.9: b) utilize a maximally relevant, minimally redundant number of publicly available features unrelated to the credit history, gender, race or ethnicity of the borrower (BiMOPT features); 3) comply with the European Banking Authority’s and EU AI HLEG’s Commission’s principles on Big Data & Advanced Analytics based on Artificial Intelligence.

2.2 Phases

The 5D research project is divided into 4 Phases as shown in Figure 1:

1. in Phase 0 we selected a subset of 10 BiMOPT features out of a total of 84 features;

2. in Phase I we trained 5D to detect bad loans in a historical dataset extracted from a mandatory report to the Bank of Italy consisting of 7,289 non-performing loans (NPLs) closed in the period 2010-2021;

3. in Phase II we assessed the baseline performance of 5D on a distinct validation dataset consisting of an active portfolio of 63,763 outstanding loans (performing and non-performing) for a total financed value of over EUR 11.5 billion as of December 31, 2021;

4. in Phase III we will monitor the baseline performance for a period of 5 years (2023-27) to assess the prospective real-world bias-mitigation and performance of the 5D system and its utility in credit and fintech institutions.

2.3 Timeline

The timeline of the 5D research project is shown in Figure 2.
2.4 Datasets

The 5D model has been trained and tested on the historical portfolio extracted from a mandatory report to the Bank of Italy and validated on the active portfolio:

- The historical portfolio extracted from a mandatory report to the Bank of Italy consists only of Non-performing Loans (NPLs) closed in the period 2010-2021 as shown in Figure 3: i) NPLs are exposures to debtors who are no longer able to meet all or part of their contractual obligations because their economic and financial circumstances have deteriorated; ii) Bad loans is the most severe sub-category of NPLs consisting of exposures to debtors that are insolvent or in substantially similar circumstances;
- The active portfolio consists of both Performing and Non-performing Loans (NPLs) as of December 31, 2021 as shown in Figure 4.

The historical portfolio (Train-Test Dataset) was balanced versus a highly imbalanced active portfolio (Baseline Validation Dataset) as shown in Figure 5 and Table 1.

2.5 EU GDPR Data Anonymization and Pseudonymization

All datasets have been anonymized and pseudonymized. We removed any references to an identifiable person/entity from all data sets, thus turning personal information into non-personal information. The remaining data have been pseudonymized by masking and noising, so that no person/entity can be identified from the information without reference to additional information. The additional information has been kept separately from the pseudonymized person/entity information and is subject to technical and organizational safeguards (such as access controls) to keep it secure.

2.6 Bias-mitigated minimal-optimal features

We performed data-based bias mitigation by removing features related to the credit history, gender, race or ethnicity of the borrower. We improved the performance of 5D by selecting maximally relevant, minimally redundant features. We referred to these new features as Bias-Mitigated Minimal-Optimal Features (BiMOPT) as shown in Figure 6 and Table 2.

2.7 Retrospective Performance of the 5D model on the Train-Test Dataset

We trained a scalable tree-based extreme gradient boosting meta-algorithm and assessed its performance and skill on the Train-Test Dataset by calibrating the predicted probabilities and by measuring the Brier Loss and Brier Skill Score (Figure 7).

1. The Expected Calibration Error (ECE) curve (reliability diagram) compares how well the probabilistic predictions of the 5D binary classifier are calibrated. It plots the true frequency of the positive label (Bad Loans) against its predicted probability, for binned predictions.

2. The Brier Loss Score (BS) measures the mean squared difference between the predicted probability and the actual outcome. The smaller the Brier score loss, the better, hence the naming with loss.

\[ BS = \frac{1}{N} \sum_{t=1}^{N} (f_t - o_t)^2 \quad (0 \leq BS \leq 1) \]  

The Brier Score always takes on a value between zero and one, since this is the largest possible difference between a predicted probability (which must be between zero and one) and the actual outcome (which can take on values of only 0 and 1). The Brier score is appropriate for binary and categorical outcomes.

3. The quality of the predictions and thus the reliability of probability predictions can be evaluated using the Brier Skill Score (BSS)

\[ BSS = 1 - \frac{BS}{BS_{ref}} \quad (BSS \leq 1) \]

Where BS is the Brier Score, BS_{ref} is the No-skill Brier Score, or the Brier Score resulting by just predicting the positive class (bad loans) based on prevalence, in this case 0.0253. The BSS indicates the degree of improvement of the classifier over a classifier with no skill. A skill score value less than zero means that the performance is even worse than that of the baseline or reference predictions.

3 Results

Using as little as 10 Bias-mitigated minimal-optimal features selected out of 84 total features, 5D correctly detected 1,461 bad loans out of a total of 1,613 (Sensitivity = 0.91, Prevalence = 0.0253), and correctly classified 55,866 out of the other 62,150 exposures (Specificity = 0.90). The low Positive Predictive Value (0.19) and high Negative Predictive Value (0.997) of bad loans by 5D at baseline is characteristic of a 'prudential' approach to the classification of bad loans, as banks are required to adopt 'prudential' credit risk models. Only in Phase III of the research project we will be able to update the baseline performances of the 5D system.
4 Limitations

To our present knowledge, our research findings suffer from the following limitations:

• 5D has been baseline validated on an 'active' portfolio. This means that the baseline performance values reported in the section can be 'terminally' estimated only when the loans they refer to are closed;
• the 5D classifier has been trained on the portfolio of a specific bank-related asset financing institution. This means that it might not 'generalize' to other credit institutions, even if trained on their specific datasets;
• the 10 BiMOPT features selected for the machine-learning-based predictions can be time-biased; in other words, they might contain information which has been updated in the period 2010-2021 to reflect the evolving status of the loan; that information would not have been available at the time of the decision, therefore 5D has an 'advantage' towards an original 'manual' decisor;
• the 10 BiMOPT features might be subject to 'data drift' both in the period 2010-2021 and in the Phase III period 2022-2027; drift is a distribution change between the training and deployment data, which can affect model performance for reasons not related to the actual predictive power of the algorithm

5 Interpretation

Our preliminary results support the hypothesis that Big Data & Advanced Analytics applications based on AI can mitigate bias and improve consumer protection in the loan screening process without compromising the efficacy of the credit risk assessment. Further validation is required; in Phase III of the research project we will monitor the baseline performance of 5D for a period of 5 years (2023-27) to assess the prospective real-world bias-mitigation and performance of the 5D system and its utility in credit and fintech institutions.
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7 Tables

Table 1: Distribution of Bad Loans in Train-Test and Validation Datasets

|                      | Total | Bad Loans | Bad Loans as % of Total | Bad Loans Distribution |
|----------------------|-------|-----------|-------------------------|------------------------|
| Train-Test Dataset   | 7,289 | 4,224     | 57.95                   | Balanced               |
| Validation Dataset   | 63,763| 1,613     | 2.53                    | Highly Imbalanced      |

Legend
Composition of the Train-Test and Baseline Validation Datasets. The Baseline Validation Dataset is heavily imbalanced.

Table 2: Bias-mitigated minimal-optimal features in Train-Test and Baseline Validation Datasets

|                      | In the Train-Test Dataset | In the Baseline Validation Dataset | BiMOPT Features |
|----------------------|---------------------------|-----------------------------------|-----------------|
| Number of Features   | 30                        | 84                                | 10              |

Legend
Bias-mitigated minimal-optimal features (BiMOPT) are bias-mitigated, maximum relevance, minimum redundancy, publicly available features unrelated to the credit history, gender, race or ethnicity of the borrower. They are a subset of the features in common between the Train-Test and Baseline Validation Datasets.

Table 3: Bias-mitigated minimal-optimal features in Train-Test and Baseline Validation Datasets

| Train-Test Performance | ECE  | BS   | BSS  |
|------------------------|------|------|------|
|                        | 0.04 | 0.19 | 0.2  |

Legend
Calibration, Brier Loss Score and Brier Skill Score of 5D in the training-testing retrospective Phase II.

1. Thus, Expected Calibration Error (ECE) is a weighted mean of the calibration errors of the single bins, where each bin weighs proportionally to the number of observations that it contains. We set the number of bins according to the Freedman-Diaconis rule designed for finding the number of bins that makes the histogram as close as possible to the theoretical probability distribution;

2. The Brier Loss Score (BS) measures the mean squared difference between the predicted probability and the actual outcome. The smaller the Brier score loss, the better, hence the naming with loss. The Brier score always takes on a value between zero and one, since this is the largest possible difference between a predicted probability (which must be between zero and one) and the actual outcome (which can take on values of only 0 and 1). The Brier score is appropriate for binary and categorical outcomes. The x axis represents the predicted probability. The y axis is the Brier Loss Score of the classifier for every predicted probability;

3. The quality of the predictions and thus the reliability of probability predictions can be evaluated using the Brier Skill Score (BSS). The BSS is based on the Brier Score (BS). BSS for a given underlying score is an offset and (negatively) scaled variant of the underlying score such that a skill score value of zero means that the score for the predictions is merely as good as that of a set of baseline or reference or default predictions, while a skill score value of one represents the best possible score. A skill score value less than zero means that the performance is even worse than that of the baseline or reference predictions.
Table 4: 5D Baseline Performance on the Validation Dataset

| Prevalence of Bad Loans | Sensitivity | Specificity | PPV   | NPV   |
|-------------------------|-------------|-------------|-------|-------|
| Baseline Performance    | 0.0253      | 0.90        | 0.91  | 0.19  | 0.997 |

**Legend**

Baseline Performance of 5D[3]

1. Prevalence: Serves to measure the balance of data within the total population. It is possible to measure the prevalence of positives or negatives and the sum of both quotients is = 1, a balanced data set would give coefficients close to 0.5. If, on the contrary, one of the factors is close to 1 and the other to 0, we are going to have an unbalanced data set;

2. Sensitivity measures the proportion of true positives that are correctly identified as such;

3. Specificity (also called the True Negative Rate) measures the proportion of true negatives that are correctly identified as such;

4. PPV - Positive Predictive Value or Precision describe the performance of a diagnostic test as the proportion of true positives in the predicted positives. PPV is not intrinsic to the test; it depends also on the Prevalence;

5. NPV - Negative predictive value describe the performance of a diagnostic test as the proportion of true negatives in the predicted negatives. NPV is not intrinsic to the test; it depends also on the Prevalence.
8 Figures

Figure 1: Phases of the 5D Research Project

Figure 2: Timeline of the 5D research project
Baseline validation of a bias-mitigated loan screening model based on the European Banking Authority’s trust elements of Big Data & Advanced Analytics applications using Artificial Intelligence

Draft 3.2

Legend
Composition of the Train-Test Dataset consisting only of Non-performing Loans (NPLs) closed in the period 2010-2021: i) NPLs are exposures to debtors who are no longer able to meet all or part of their contractual obligations because their economic and financial circumstances have deteriorated; ii) Bad loans is the most severe subcategory of NPLs consisting of exposures to debtors that are insolvent or in substantially similar circumstances.

Legend
Composition of the Validation Dataset consisting of both Performing and Non-performing Loans (NPLs) as of December 31, 2021: i) NPLs are exposures to debtors who are no longer able to meet all or part of their contractual obligations because their economic and financial circumstances have deteriorated; ii) Bad loans is the most severe subcategory of NPLs consisting of exposures to debtors that are insolvent or in substantially similar circumstances.
Baseline validation of a bias-mitigated loan screening model based on the European Banking Authority’s trust elements of Big Data & Advanced Analytics applications using Artificial Intelligence

Legend
Composition of the Train-Test Dataset consisting of:
- 0 = Unlikely-to-pay exposures (aside from those included among bad loans) are those in respect of which banks believe the debtors are unlikely to meet their contractual obligations in full unless action such as the enforcement of guarantees is taken;
- 1 = Bad loans is the most severe subcategory of NPLs consisting of exposures to debtors that are insolvent or in substantially similar circumstances.

Composition of the Baseline Validation Dataset consisting of:
- 0 = Performing and Non-performing exposures which are not Bad Loans;
- 1 = Bad loans.

Legend
Bias-mitigated minimal-optimal features (BiMOPT) are bias-mitigated, maximum relevance, minimum redundancy, publicly available features unrelated to the credit history, gender, race or ethnicity of the borrower. They are a subset of the features in common between the Train-Test and Baseline Validation Datasets.
Baseline validation of a bias-mitigated loan screening model based on the European Banking Authority’s trust elements of Big Data & Advanced Analytics applications using Artificial Intelligence

Legend
Calibration, Brier Loss Score and Brier Skill Score of 5D in the training-testing retrospective Phase II

1. The Calibration Curve (reliability diagram) compares how well the probabilistic predictions of the 5D binary classifier are calibrated. It plots the true frequency of the positive label (Bad Loans) against its predicted probability, for binned predictions. The x axis represents the average predicted probability in each bin. The y axis is the fraction of positives, i.e. the proportion of samples whose class is the positive class in each bin (Bad Loans);

2. Thus, Expected Calibration Error (ECE) is a weighted mean of the calibration errors of the single bins, where each bin weighs proportionally to the number of observations that it contains. We set the number of bins according to the Freedman-Diaconis rule designed for finding the number of bins that makes the histogram as close as possible to the theoretical probability distribution;

3. The Brier Loss Score (BS) measures the mean squared difference between the predicted probability and the actual outcome. The smaller the Brier score loss, the better, hence the naming with loss. The Brier score always takes on a value between zero and one, since this is the largest possible difference between a predicted probability (which must be between zero and one) and the actual outcome (which can take on values of only 0 and 1). The Brier score is appropriate for binary and categorical outcomes. The x axis represents the predicted probability. The y axis is the Brier Loss Score of the classifier for every predicted probability;

4. The quality of the predictions and thus the reliability of probability predictions can be evaluated using the Brier Skill Score (BSS). The BSS is based on the Brier Score (BS). BSS for a given underlying score is an offset and (negatively) scaled variant of the underlying score such that a skill score value of zero means that the score for the predictions is merely as good as that of a set of baseline or reference or default predictions, while a skill score value of one represents the best possible score. A skill score value less than zero means that the performance is even worse than that of the baseline or reference predictions.

Figure 7: Retrospective performance of the 5D model on the train-test dataset