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ABSTRACT
The 311 phone number is for reporting non-emergency service requests (SRs) to authorities. This service is available through web, e-mail, and text message as well. Through this service, citizens would describe the issue and its location and the authorities would determine its category and the responsible unit and track the problem until it is resolved. The number of 311 SRs would amount to hundreds of thousands every year in some cities and determining the category of SRs manually is time-consuming, burdensome, and prone to human error. Additionally, these categories are not standardized across the states. In this paper, we standardize these categories across two cities and study the recurrent neural network’s ability in automatically determining the category of SRs based on the transcript of customer-provided descriptions. According to our results, the automatic categorization of these descriptions is not only faster and less cumbersome, but also more accurate than manual categorization. A close look at the mistakes made by the machine in labeling SRs revealed that in many cases either the SR’s description was insufficient to infer its category or the category identified by the machine was correct but the ground truth label assigned to that SR was incorrect.

Introduction
The 311 phone number operates similar to 911, but for reporting non-emergency service requests (SRs). Using this service, citizens can inform authorities of non-emergency issues in their community and make sure that they are aware of their existence. Examples of non-emergency issues are potholes, trees down, broken streetlights or traffic signals, and general cleaning problems. Some cities rely on 311 SRs for reports of homeless people who might need assistance. With phone calls as the only way of reporting non-emergency problems initially, e-mails, web forms, and mobile applications were later developed to allow citizens to request services through Internet (DeMeritt and Writer 2011).

The original purpose of this service was to alleviate the large volume of 911 calls, separate non-emergency calls from emergency ones, and make municipalities aware of infrastructure problems in the city. However, the storage and
accumulation of SRs along with their location, time, and other descriptive attributes created a large and crowd-sourced database of non-emergency municipal problems. These data provide a live and evolving picture of citizens’ needs and city’s problems. This has triggered research in detecting, analyzing, and understanding patterns among SRs, some of which are reviewed in Section 2.

Although, the 311 system is a focus of many researchers from different disciplines, they focus less on providing an applicable tool for improved database management and service efficiency. This study’s contribution is to provide a practical tool for 311 service providers to improve their service operations by automatic categorization, which is time-consuming and cumbersome. A SR from a customer entails its location and customer-provided description and the agent has to determine its category. Considering that the number of SRs across the United States amounts to millions every year (Hashemi 2021a), manual labeling of these descriptions is cumbersome and prone to human error. Pamukcu, Zobel, and Ge (2021) highlighted the role and significance of categorizing 311 SRs in the system and the challenges posed by lack of a standard method across different cities. This study proposes an automatic labeling of these descriptions and shows that natural language processing (NLP) along with deep learning (Hashemi and Hall 2020) can achieve over 83% generalization accuracy in doing so, given that the categories of SRs are standardized and there are enough manually labeled samples to train the machine. The dataset of two different 311 systems in the United States is used to validate the practicality of the proposed method.

Section 3 describes the data deployed in this work. Section 4 explains the standardization of SR categories and the machine learning model for automatically detecting these categories. Section 5 provides insight into our results and Section 6 concludes this study and provides some future research venues.

Related Work

Xu et al. (2017) employed spatial-temporal kernel density estimation to forecast the daily number of sanitation SRs (e.g. garbage cart problems and general cleaning) in Chicago from 2011 to 2016. Wang et al. (2017) showed that SR types across New York City (NYC), Boston, and Chicago from 2012 to 2015, project each census tract’s socioeconomic features (obtained from U.S. Census 2014 American Community Survey) and each zip code’s real estate prices (obtained from Zillow). Socioeconomic features in their study include racial decomposition, education, income, and employment. They clustered census tracts into four categories based on the relative frequency of different SR types in each census tract, using k-means clustering. They showed that each cluster has distinctive socioeconomic features. Thus, socioeconomic features in each census tract could be predicted based on its relative frequency of SR types.
They also showed that the relative frequency of different SR types in each zip code could predict whether the average house price in that zip code will increase or decrease in the following year.

Kontokosta, Hong, and Korsberg (2017) used a gradient boosting classifier to predict whether or not heat and hot water problems would happen in a residential building based on its physical conditions and property characteristics across NYC. With property value, building shape, building age, ownership, building management, and physical relationship with the adjacent building turning out to be the most significant input features, they reached a 75% classification accuracy. They then compared their model’s predictions with 311 SRs to identify residential buildings where over- or under-reporting to 311 occurs. They showed that under-reporting is concentrated in upper Manhattan, the lower east side of Manhattan, and the Bushwick area in Brooklyn and over-reporting in the Upper East Side and Upper West Side of Manhattan, Midtown Manhattan, and parts of Brooklyn. They associated under-reporting to neighborhoods with higher proportions of male residents, unmarried population, minority population, higher unemployment rate, and non-English speakers. This population appear to under-use 311. They associated over-reporting to neighborhoods with higher rents and incomes, higher proportions of female, elderly, non-Hispanic White, and Asian residents, and higher educational attainment.

Wheeler (2018) found detritus- and infrastructure-related SRs to have a statistically significant positive effect, though negligible in magnitude, on serious crime, such as homicide and robbery, in Washington D.C. Based on this finding, they suggested that reducing physical disorder (measured by the number of 311 SRs in their study) is not viable as a crime control tactic.

Minkoff (2016) showed that, in NYC from 2007 to 2012, census tracts with older houses, lower rates of minorities, higher rates of homeownership, children under 18, and income, request more government-provided services, related to streets, trees, sidewalks, garbage, water, lighting, etc. and less noise and graffiti related services. Because of their stake in the neighborhood, people in those areas are more invested in the community’s success, justifying their higher rate of SRs. Additionally, they showed that higher population growth is positively correlated with the volume of government-provided services and complaints about noise and graffiti.

O’Brian (2016) showed that homeowners are three times more likely than renters to request 311 services in Boston. He also showed that most people request 311 services within two blocks of their home. White and Trump (2018) showed that the volume of SRs from different areas in NYC has a negative relationship with voter turnout and a positive relationship with campaign donations. Clark, Brudney, and Jang (2013) showed that the Hispanic population share has a significant negative relationship with the likelihood of using the 311 service in Boston. Lu and Johnson (2016) showed that the 311 reporting channel is increasingly shifting from phone calls (80% in 2015) to
Internet-based methods, i.e. mobile applications (8% in 2015), web forms (7% in 2015), and e-mails (5% in 2015) in Edmonton, Canada from 2013 to 2015. They showed that phone calls are more popular in large residential areas and among elderly and people without a diploma or college degree, while Internet-based methods are more popular in small industrial and institutional areas and among younger people with a diploma or college degree.

Although, the 311 system data have been the focus of research in pattern detection and knowledge extraction by researchers from different fields, they focus less on providing an applicable tool for improved database management and service efficiency. This study attempts to standardize the categories of non-emergency SRs and automate the process of assigning a category to SRs based on their customer-provided description, which is currently being done manually. Such categorization of SRs is not limited to the 311 service. Other government services, such as 911 also assign a category to each SR (e.g. fire, serious car incidents, fights, person with weapons, and break-ins), where our proposed method could be used for automation.

It is noteworthy that identifying categories based on citizen descriptions has similarities to labeling social media data. Automatic labeling of social media content is prevalent in the literature, such as automatic labeling and detection of topics related to oncology, Coronavirus, and political elections (Hashemi 2021a, 2021b, 2021c). Additionally, some 311 systems have integrated social media to collect SRs, for instance in San Francisco (Young 2021). This integration could result in significantly more requests, making the automation even more beneficial.

Data Description

We obtained 311 SR collections from the US City Open Data Census (USCODOC). Not all cities provide the customer-provided transcript of SRs in their dataset, which is needed because we intend to predict the SR type based on the description transcript provided by the customer. Also, some cities have a very small dataset which is not sufficient for training a deep neural network. With this consideration, two cities were selected: Cincinnati and San Diego. We collected the data for the years that it was available, shown in Table 1. Table 1 lists the number of SRs per city and year and the city’s population obtained from the US Census Bureau.

| Table 1. Number of SRs and population per city and year. |
|---|---|---|---|---|---|---|---|---|
| | 2012 | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 |
| Cincinnati, OH | | | | | | | | |
| SRs | 54,987 | 91,390 | 97,314 | 107,931 | 111,857 | 106,897 | 115,872 | 107,406 |
| Population | 296,758 | 297,775 | 298,509 | 299,338 | 299,707 | 301,648 | 302,605 | 302,605 |
| San Diego, CA | | | | | | | | |
| SRs | 144,404 | 182,781 | 309,202 |
| Population | 1,414,427 | 1,425,976 | 1,425,976 |
Methodology

Service Request Type Standardization

The names of SR types are not standardized across different cities. In other words, the same SR would be titled differently in two different cities. We need to standardize the names of SR types across cities. We used the description of each SR, metadata, and manuals describing the SR types for each city to understand and unify the names of SR types. We created 79 categories of standard SR types. We refer to these classes as minor standard types. We also categorized these 79 minor types into 12 major standard types. Table 2 lists the 12 major SR types in the top row and the 79 minor SR types under their corresponding major type. SR types with a single instance, as well as unspecific SR types, such as “Other,” “Request for service,” or “General” are standardized under the title of “Other.”

Table 3 shows the number of SR types in each city before and after they were standardized. As shown in this table, after standardization the number of SR types is reduced significantly, which makes it feasible for training a machine to automatically identify the major classes based on SR descriptions. Figure 1 shows the percentage of major SR types in each city. As shown in this figure, garbage and recycling is the most frequent category in Cincinnati, while streets/sidewalks is the most frequent category in San Diego.

Automatic Classification of SR Descriptions with LSTM RNN

Long short-term memory (LSTM) network (Hochreiter and Schmidhuber 1997) is a state-of-the-art recurrent neural network (RNN) architecture for sequence learning (Hashemi 2020; Hashemi and Hall 2020) that overcomes the RNN error back-flow problem. LSTM enforces constant error flow via truncating the gradient at special, self-connected units and uses multiplicative units that learn to gate access to the constant error flow and protect error flow from unwanted perturbations.

An LSTM network is composed of an input layer (shown with \( x_t \) in Figure 2), one or more hidden layers (the area marked as memory cell in Figure 2), and a multi-layer perceptron (MLP) with softmax output layer. The number of neurons in the input layer is equal to the number of features. Since we consider words as tokens, the number of features would be the size of the embedding vector for each word. The length of the embedding vector is set to 256. Creating an embedding vector requires that the input data be integer encoded, so that each word is represented by a unique integer. Encoding words into unique integers is performed using tokenization. Tokenization is the process of transforming a stream of characters into a stream of processing units called tokens, e.g. words (Jurafsky and Martin 2014). A one-dimensional spatial dropout rate of
Table 2. Standardized minor SR types under twelve major categories; the top row shows the major categories and the following rows show the minor types.

| Maintenance | Complaint | Streets/ Sidewalks | Transportation | Garbage and Recycling | Information | Parks and Trees | Public Mobility Services | Air and Water Quality | Poverty |
|-------------|-----------|--------------------|----------------|-----------------------|-------------|-----------------|-------------------------|-----------------------|---------|
| Construction and Plumbing | Residential/Street Noise | Street/Road Repair | Parking Violation | Missed Garbage/Recycling Pick-up | Information Request | Tree Care/Removal/ Debris and Tall | Bus Operator/ | Animal Control/ | Low-Income |
| Electrical | Aircraft/Helicopter Noise | Sidewalk/Curb Repair | Parking Permit | Garbage/Recycling Collection | Lost and Found | Manhole Cover Cleaning and Sanitation | Late/Safety Complaint | Care Dead | Senior |
| No Heat and Hot Water | No Heat and Hot Water Complaint | Street Light Repair/ Add | Parking Ticket Contest | Bulky Items | Online/Phone Payment Problem | Sanitation Rat and Rodent | New Tree Request | Air Quality Complaint | Homeless |
| No Water | Illegal Posting/ Signs | Street/Road Sign Repair/ Replacement/ New | Abandoned Vehicle | Illegal Dumping | Billing Address/ Name Incorrect | Park Maintenance | Shared Mobility Device Complaint | Animal Complaint About Animal Bite | Encampment |
| Vacant Property | Property Violations | Traffic/Pedestrian Signal Repair | Driving Violations | Garbage/Recycling Cart Repair/Replacement/ New Service | Benefit Card Replacement | Sewage/Storm Water | | | |
| Water Turn Off Request | Tenant and Landlord Dispute | Street/Sidewalk Sweeping | Street/Road Sidewalk Obstruction | Remove Unwanted Garbage/Recycling Cart | Business License Application | Mold | | | |
| Elevator | Drug Activity | Snow Removal and Icy Condition | Bus Stop Request | Hazardous Waste | FCCS Refund Request | | | | |
| Smoke Detector Repair/ Installation | Drinking | Parking Meter Repair/Request | Oversize Vehicle Complaint | Abandoned Toters/Cans/ Containers | | | | | |
| Boilers Inspection | Report Litterer | Bus Stop Shelter Repair | Derelict Bicycle | Recycling Enforcement | | | | | |
| Fire Hydrant Repair/ Request | Smoking | Speed Bump Request | | | | | | | |
| Vending Machine Complaint | Consumer about a Purchase | | | | | | | | |
10% is considered for the input layer. In regular dropout, individual elements are dropped out, but in spatial drop out, the entire embedding vector for a word is dropped out. This is equivalent to randomly removing 10% of the words from each document.

### Table 3. Number of SR types before and after standardization in each city.

| City     | Original Classes | Minor Classes | Major Classes |
|----------|------------------|---------------|--------------|
| Cincinnati | 670              | 41            | 10           |
| San Diego | 525              | 24            | 9            |

### Figure 1. Percentage of major SR categories in each city.

### Figure 2. LSTM memory cell architecture.
The hidden layer, also referred to as memory cell, produces a hidden state (shown with $h_t$ in Figure 2) at every time step. The number of memory cells are optimized using cross-validation in our network, where each cell has 256 neurons. A 20% dropout rate is considered for the linear transformation of the inputs. A 20% recurrent dropout rate is considered for the linear transformation of the recurrent state.

The output layer receives the hidden state generated by the memory cell (shown with $h_t$ in Figure 2) and produces a class label. In our network, this MLP has only one dense layer with 256 neurons, a 20% dropout rate, and an ReLU activation function. There are as many units in the output layer of this MLP as there are classes. Each class is locally represented by a binary target vector with one non-zero component.

Each memory cell consists of three gates whose values range from 0 to 1, acting as filters:

- the forget gate ($f_t$) specifies which information is erased from the cell state,
- the input gate ($i_t$) controls which information is added to the cell state, and
- the output gate ($o_t$) decides which information from the cell state is passed to the hidden state ($h_t$).

At every time step $t$, each of the three gates is presented with the input vector ($x_t$ which is equivalent to a word) at time step $t$ as well as the output vector of the memory cells at the previous time step ($h_{t-1}$). The equations in Figure 2 describe the update of the memory cells at every time step $t$. In these equations, $W_{f,x}, W_{f,b}, W_{c,x}, W_{c,b}, W_{i,x}W_{i,b}, W_{o,x},$ and $W_{o,h}$ are weight matrices, for instance $W_{f,x}$ is the weight matrix from the input vector to the forget gate, $b_f, b_o, b_p,$ and $b_o$ are bias vectors, $f_t, i_t,$ and $o_t$ are vectors for the activation values of respective gates, $\hat{c}_t$ and $\hat{c}_t$ are vectors for the cell states and candidate values thereof, $\circ$ denotes the element-wise product, and $\tanh$ refers to the element-wise hyperbolic tangent function.

Since we have a classification problem, we use the categorical cross-entropy as objective (cost) function and Adam optimization algorithm (Kingma and Ba 2014) with hyperparameters selected through cross-validation. We set the batch size to 512 and make use of early stopping to dynamically derive the number of training epochs and to further reduce the risk of overfitting. In this approach, training stops when the validation accuracy does not improve over a certain number of (5 in our experiments) consecutive epochs.

Results and Discussion

The network is trained and tested for each city separately, and also for combination of both cities. A ten-fold cross validation on 100,000 samples was used to optimize the number of memory cells in the network, which
Table 4. The vocabulary size of SR descriptions, the maximum length of SR descriptions, and the training and test classification accuracy, in each city.

| City     | Size of vocabulary | Maximum number of characters in the description | Number of minor classes | Training accuracy on minor classes | Generalization accuracy on minor classes | Number of major classes | Training accuracy on major classes | Generalization accuracy on major classes |
|----------|--------------------|-----------------------------------------------|-------------------------|-----------------------------------|----------------------------------------|-------------------------|-----------------------------------|-----------------------------------------|
| Cincinnati | 85,164             | 320                                           | 41                      | 81.34%                            | 71.33%                                 | 10                      | 86.79%                            | 78.44%                                  |
| San Diego  | 81,617             | 921                                           | 24                      | 92.02%                            | 80.85%                                 | 9                       | 93.37%                            | 83.03%                                  |
| Both cities | 139,630            | 921                                           | 46                      | 87.58%                            | 73.85%                                 | 12                      | 90.69%                            | 78.79%                                  |

resulted in one memory cell. Then the machine was trained on all 100,000 training samples and tested on an unseen set of 100,000 samples. The generalization accuracies in Table 4 are from the 100,000 test samples that have not been used for training.

According to Table 4, the classification accuracy for major classes is slightly higher than the classification accuracy of minor classes, which is justified by the much lower number of major classes than minor classes. Additionally, the accuracy of the classifier that is trained across both cities closely resembles the accuracy of the classifiers that are trained for individual cities. This indicates the transferability of the proposed model across cities, via pretraining. It is also noteworthy that the responsible municipal agency/department for each SR is usually determined by the minor classes assigned to SRs. Therefore, this automatic categorization of SRs would also determine the responsible agency.

An investigation of the misclassified SR descriptions showed that mistakes by the machine mostly happen due to three reasons: (A) inaccurate labeling of the SR in the original file, (B) insufficient description for the SR, and (C) border cases. In the first case, the machine predicts the class correctly but it does not match the ground truth class. The reason is that the class that is listed for that SR is inaccurate and does not match the description. In the second case, the SR description does not seem to sufficiently describe a SR. In the last case, a SR description belongs to one class but also has attributes of another class. Therefore, the machine assigns a high likelihood to both classes but a higher likelihood to the wrong class. Table 5 shows misclassified SR descriptions from different cities and the reason for their misclassification by the machine.

The proposed automatic labeling of SRs has multiple advantages: it saves time and effort that would be required for manual labeling and it is more accurate than manual labeling as the majority of mistakes made by the machine were due to reasons A and B above. The automatic labeling would help to standardize the non-emergency SR types across the states. The downside is when the machine makes a mistake of type C (described above), where the machine is to blame for the misclassification. However, this type of mistake was the rarest type and we observed that it becomes even rarer when more SRs are used to train the machine. Additionally, type C mistakes happen mostly when the machine is less certain about its prediction. In other words, after looking at a service description, machine assigns a likelihood to each category
and attributes the service request description to the category with the highest likelihood. In most type C mistakes, the likelihood assigned to the winning category is not much different than the likelihood assigned to the second class. Such cases are referred to as less certain predictions, which can be flagged for further investigation by an agent. This might help to alleviate type C mistakes.

Another important observation of misclassified cases was that the vast majority of mistakes happen when the ground truth class is Other but the predicted class is not. In other words, the machine tends to misclassify SRs of the type Other. This includes 37% of all mistakes for Cincinnati, 39% for San Diego, and 42% when cities are combined. In most of these cases, the predicted class by the machine is more specific and correct than the ground truth class, which is Other (this would fall under the mistake category A described above) and its examples are provided in Table 5. The second main type of mistake happens when the predicted class is Other but the ground truth class is not. This includes 13% of all mistakes for Cincinnati, 37% for San Diego, and 18% when cities are combined.
In most of these cases, either the actual label does not match the description (mistake type A) or the description is not sufficient to infer the actual label (mistake type B). Examples of this mistake are provided in Table 5, as well.

**Conclusions and Future Directions**

Although, 311 systems are well-established and integrate many technologies into their system, their operations can be improved with the automation of some functionalities. This study tackles a very important and practical problem of government service systems and call centers in general. It presents a deep learning algorithm to automatically standardize 311 non-emergency service request categories, which is currently being done manually by call center operators. Experimenting with the proposed model resulted in a misclassification rate of 23% in Cincinnati, 17% in San Diego, and 21% when cities are combined. In Cincinnati, 50% of misclassified cases had “Other” as either their ground truth or predicted class. This percentage was 75% in San Diego and 60% when cities were combined. The majority of mistakes were not the machine’s fault, but due to either the inaccurate labeling or insufficient description of the SR.

As proposed in this study, automatic identification of the category of non-emergency service requests (SRs) based on the description transcript provided by citizens, not only would reduce the required manual effort and human error and expedite their processing, but also would help to standardize the categorization of 311 SRs across the states. The downside is when the machine is to blame for the misclassification. Such cases happen mostly when the machine is less certain about its prediction, i.e. the winning class’s likelihood is not much different than the second class. Such cases could be flagged for further investigation by an agent. Another limitation of the proposed automatic categorization would rise, if a customer describes more than one services in one call (this is not a concern in the current dataset). In such cases, the machine would assign the description to only one category, but most likely the prediction would be of low certainty because multiple categories will end up having close likelihoods. Such cases will be referred to an agent for further investigation as well. An alternative is to use multi-label classification methods, which would detect the presence or absence of each category independently of other categories. In other words, categories will not be competing with each other to win a description. However, multi-label classification could result in a large false positive rate, i.e. detecting categories that are not necessarily present in the description.

Another question is how the automatic categorization of SRs would perform during disasters, when some SR types increase significantly and new SR types emerge. For instance, social distancing violation and face mask covering violation emerged as new SR types in New York City during the COVID-19
pandemic (Pamukcu and Zobel 2021). When SRs surge under disastrous conditions, automation would reduce the need for personnel. However, as a natural limitation of classification methods, it would not be able to detect a category for which it has not been trained. Therefore, new emerging categories will not be identified as such. In our future work, we will add a new component to our method to continuously and automatically look for new emerging SR categories. We will apply anomaly detection, one class learning, and clustering methods to investigate how closely new SRs fit into the existing categories and if a large number of them fall too far from the existing categories and are forming their own new cluster. In such cases, the new cluster(s) could be presented to human experts for further investigation and potentially creating new categories.
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