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Abstract

The telecommunication networks have become an indispensable part of our everyday life, providing support for such important areas as business, education, health care, finances, entertainment and social life. Alongside their continuous and uninterrupted operation is required while numerous new threats and attack scenarios emerge. The international security organisations warn against increasing likelihood of nuclear weapon or electro-magnetic pulse (EMP) attacks, which can be extremely harmful also for transport networks. On that background, we study efficient design of network resilient to EMP attack wherein the required protection level is provided by the application of multipath routing and military grade bunkers (advanced electro-magnetic radiation resilient approaches protecting whole network node) implementation. Formally, we define and study problem of bunkers location, routing and spectrum allocation (BLRSA) in elastic optical network (EON). In the problem objective we address two criteria – network resilience (measured by the average lost flow per potential attack) and spectrum usage. For that problem we propose integer linear programming (ILP) model and two dedicated heuristics – 1S-RSA and 2S-RSA. Then, we perform extensive numerical experiments divided into three parts: (i) tuning of the proposed approaches, (ii) comparison with reference methods, (iii) realistic case study – efficient EMP-resilient network design. In the case study we analyze benefits and costs of the proposed protection scheme. Moreover, we also analyze vulnerabilities of three realistic network topologies to EMP attacks and identify their critical nodes. The investigation proves high efficiency of the proposed approaches and shows that they allow to save up to 90% of traffic lost in the case of no protection against these types of attacks.
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1. Introduction

The beginnings of telecommunication networks can be found in 1960s when the ARPANET (advanced research project group network) was invented. It was a simple packet-forwarding network supporting only a few basic services. Since that, the networks have undertaken enormous changes whose were triggered by the changing and increasing requirements of the network users. One of the most important factors affecting the network development is growing number of network users and connected devices. Cisco company estimates that by the year 2023 there will be 5.3 billion global Internet users. On top of that, they assess that there will be 3.6 global devices and connections per capita [1]. Moreover, we also observe that users are increasingly interested in bandwidth intensive services such as cloud computing, content distribution or online audio/video streaming [1]. As a result of these trends, the overall traffic volume in the networks rises rapidly, which is especially noticeable in core networks. The solutions and techniques that are used nowadays are expected to be not efficient enough for near future networks. It, therefore, triggers urgent need for some improvements of currently applied approaches or completely new and more efficient technologies. One of the most promising solutions proposed for optical core networks is architecture of elastic optical network (EON) [2, 3]. EON provides superior spectrum utilization (compared to the previously deployed and still popular wavelength division multiplexing, WDM), as it operates within flexible frequency grids and supports for advance modulation and transmission techniques [4]. In more detail, EON introduces a new spectrum provisioning manner – the entire available spectrum width is divided into narrow and same-sized segments called slices. Then, communication channels, which can be tailored to the incoming demands’ bitrates, are created by grouping a number of adjacent slices.

Increasing popularity of telecommunication networks in our life and their support for variety of our activities (including business, education, medical care, financial, social networking and entertainment), implies a requirement of provisioning their uninterrupted operation. Networks rely on the imperfect devices (which are always prone to failures) and, as a crucial infrastructure for our society, may be a target of an attack. Hence, it is important to design and optimize them in such a way to minimize probability of their failures and mitigate inevitable failures’/attacks’ consequences [5, 6]. It is especially important to protect networks against potential attacks, considering they
are always planned to be the most harmful to network as it is possible \[2, 7\]. Depending on the size of attack-affected areas (and number of affected elements), we can distinguish small- and large-scale attacks (or generally failures). The former ones are trivial to be addressed by means of simple protection methods such as dedicated or shared path protection. The latter ones are more challenging and therefore need advanced and sophisticated methods.

Following the analysis of international security organizations the nuclear weapon and the electro-magnetic pulse (EMP) are becoming dangerous and likely to be performed threats \[8\]. Therefore, they should be addressed in various security and protection strategies, including transport network protection plans. A nuclear weapon attack is always targeted at a specific location. Due to the radioactive mass explosion, a specific area is then destroyed (i.e., attack zone). The size of that area depends mostly on the radioactive element mass and the explosion height. However, the attack is also followed by the EMP – a short burst of electro-magnetic energy. As a result, an excessive electro-magnetic (EM) radiation propagates over long distance through the attack zone and might affect various electronic and electric elements/devices. The range of the radiation is difficult to be determined, since it depends on plenty of various factors (i.e., initial pulse energy, explosion height above the ground, latitude and longitude of attacked target, shape terrain and buildings, weather conditions, etc.). Furthermore, realistic case studies cannot be performed \[9\]. Moreover, it is nearly impossible to predict the behaviour of an electronic device under such an excessive EM radiation level. Elements and modules of devices are tested in order to determine their vulnerability to the radiations. The results strongly depend on their construction (which may vary between the vendors), applied materials and elements’/modules’ assembly. It is worth-mentioning that it is possible to construct a device or system that is resistant to EM radiation at a specific level \[10, 11, 12\]. The realization relies on the military grade bunkers or protection approaches, which base on the shielding of equipment as well as entire rooms/building with protected infrastructure. For the sake of simplicity, we refer to these protection approaches as bunkers. The technology is limited when it comes to protecting network efficiently against destruction caused by the nuclear weapon explosion. Yet, we might design and optimize network to be resilient against the following EMP and excessive EM radiation.

First, considering to protect some network nodes (precisely – the equipment located in these nodes) by placing the equipment in the military grade bunkers or protection. But it significantly increases network cost, hence, the available budget will definitely limit number of bunkers possible to be implemented. Second, we can design dedicated path-based protection strategies for demands to improve their resilience to nuclear/EMP attacks.

In this paper, we focus on the efficient design of optical network, which simultaneously addresses issues of spectrum usage and protection against EMP attacks. To provide high network resilience, we combine benefits of bunkers’ implementation and multipath routing. As a case study optical network technology, we use promising elastic optical network. We define and analyze problem of bunkers location, routing and spectrum allocation (BLRSA) in elastic optical networks. Please note that BLRSA combines three optimization tasks: (i) bunkers location (BL), (ii) routing assignment (RA) and (iii) spectrum assignment (SA). We formulate that problem using integer linear programming (ILP) technique and, since it is very challenging, propose a bunch of heuristic solution methods which decompose BLRSA into at least two subsequent phases of BL and RSA. To solve BL task, we propose five different policies, wherein two of them are completely novel. To solve RSA, we propose two dedicated heuristics – 1S-RSA and 2S-RSA. Further, we adapt two reference methods given in the literature for similar problem versions. Next, we perform extensive numerical experiments focused on three aspects: (i) tuning of the proposed approaches, (ii) comparison of all solution methods and determination of best one, (iii) case study – efficient EON design considering spectrum usage and protection against EMP attacks. The case study is a vast part of experiments, in which we determine efficiency and costs of the proposed protection scheme. We also analyze vulnerabilities to EMP attacks for three realistic network topologies.

The rest of paper is organized as follows. In Section 2 we review the related works. In Section 3 we define optimization problem while in Section 4 we present solution algorithms. Next, in Section 5 we report and analyze results of numerical experiments. In the last Section 6 we conclude whole paper.

2. Related works

As a highly promising technology for optical networks, EONs have been extensively studied in the literature including their resiliency provisioning \[13, 14, 15\]. In terms of small-scale failures (i.e., a single or several elements failure), mainly dedicated/shared path-based and p-cycle methods were applied regardless of the failure reason. Concurrently, large scale failures can be classified as natural disasters or man-made attacks, depending on the failure cause \[7\]. In the case of natural disaster, it is possible to predict and precisely model the disaster scenario (such as earthquake, flood, hurricane, etc) and then use these approaches in order to design efficient protection/restoration strategies \[16, 17, 18, 19, 20\]. Note that most commonly addressed natural disaster scenario in transport networks is an earthquake \[18, 19\]. On the contrary to natural disasters, man-made attacks are always pre-planned in order to be most harmful, so they cannot be modeled in the same way as the natural disasters. In order to improve network resilience to such attacks it is necessary to identify potential attack scenarios, network vulnerabilities (including critical links/nodes) and then use these information to design/optimze efficient protection/restoration mechanisms \[20, 21, 22\]. It is also worth-mentioning, that majority of efficient protection/restoration algorithms makes use of identification of so called shared risk groups (SRGs). I.e., sets of nodes and links which might be affected simultaneously by a single disaster event \[23, 24, 25\]. The literature review shows also high efficiency of application of geodivergent routing, i.e., multipath demands allocation with paths that are geographically most distant \[23, 26\].
Concurrently, various aspects of EMPs and excessive EM radiation were investigated in the literature, where two most important of them are: modeling of EMP and corresponding EM radiation and assessment [9] of its harmful effects [11, 27, 12, 28]. The research related to modeling of EMP and its corresponding EM radiation aims mainly on the determination of the size and shape of the affected area (from the point source of radiation) and estimation of the radiation level in any point of the affected area. The related models are complex, while their formulas depend on plethora of factors such as characteristics of the radiation source, its exact location (longitude and altitude), characteristics of the propagation area (i.e., its topography, density, height and the structure of buildings), weather conditions, etc. Then, the research related to assessment of EM radiation harmful effects studies behaviour of various electronic elements, modules, devices and systems under some specific excessive radiation levels. They also provide guidelines on how to design EM radiation-resilient electronic equipment and how to protect existing components. The protection strategies might be costly and therefore are applied only for mission-critical equipment [11].

The research related to resilient transport networks lacks studies which directly address nuclear weapon/EMP attacks considering their specific characteristics (such as potential destructive and jamming ranges) and possibility to protect some network elements/nodes by means of bunkers. More precisely, the research focuses on the protection against large scale disasters, where an attack affects large geographically correlated areas and complete protection of selected devices/equipment is mostly not possible (note that in the case of EMP attack nodes can be protected by the bunkers). The only paper that directly addresses EMP attack is [29], however, it focuses on the post-disaster data evacuation from isolated data centers through LEO satellite. Therefore, this paper fills the literature gaps and study post nuclear attack EMP-resilient transport network design considering both destructive and jamming attack ranges and possibility to protect network nodes with bunkers.

3. BLRSA problem formulation

In this section, we define formally considered problem of bunkers location, routing and spectrum allocation (BLRSA).

EON is modeled as a directed graph \( G = (V, E) \), where \( v \in V \) are network nodes and \( e \in E \) are directed physical links. Each physical link \( e \) is given by its source node \( \alpha(e) \), destination node \( \gamma(e) \) and length in kilometres \( l(e) \). For each node \( v \), we identify sets of outgoing \( E^+(V) \) and incoming \( E^-(V) \) links. The spectrum width available on each physical link is divided into frequency slices \( s \in S \). By grouping adjacent slices we can create frequency channels \( c \in C \). Each channel \( c \) is characterized by the first slice index and number of involved slices \( B_c \).

Based on the preliminary studies, we are given with a set of identified potential nuclear attack scenarios \( A \). Each one targeted at a specific network node and, depending on the explosion height and radioactive mass, characterized by a destructive and jamming ranges. Please note that the destructive range is a direct result of the radioactive mass explosion while jamming range is a repercussion of the following EMP. Since optical network considered, it is assumed that links are resistant to EM radiation of excessive level and EMP might affect only devices located in network nodes. In turn, we have binary constants \( \alpha_v \) and \( \gamma_v \) which inform if node \( v \) is, accordingly, in the destructive or jamming range of a potential attack \( a \). It is assumed that all nodes located in the destructive region are destroyed and thus do not operate at all while nodes located only in the jamming region stopped to operate unless they are protected by a bunker. Please note that network link works properly only if both of its ends (i.e., source and destination node) operate correctly. Since bunkers are expensive, we can locate them only in at most \( |B| \) nodes while the decision where to place bunkers \( b \in B \) is part of the optimization task.

A set of point-to-point traffic demands \( d \in D \) is to be realized. Each demand \( d \) is characterized by its source node \( s_d \), destination node \( t_d \) and bitrate \( h_d \) given in Gbps. Since EON technology is considered, we have to tackle the problem of routing and spectrum assignment (RSA). In order to increase network resilience against attacks, multipath routing is applied. In turn, each demand has to be assigned with \( |P| \) different routing paths \( p \in P_d \). Then, each of these paths has to be assigned with a frequency channel tailored to the demand bitrate and path length. By these means, each demand has to be finally assigned with \( |P| \) different light-paths \( l \in L_d \).

To realize data transmission, four modulations \( m \in M \) are available – 32-QAM, 16-QAM, QPSK, BPSK. For a particular traffic demand \( d \) and its candidate routing path \( p \), we always select the most spectrally efficient modulation format which satisfies transmission on the path \( p \) (according to its length). For the purpose of modeling, let \( m=1 \) denotes the most spectrally efficient modulation format (32-QAM) and \( m=4 \) refers to the least efficient one (BPSK). Based on the model reported in Table 1, we calculate two sets of constants: (i) \( \alpha_{dn}, m \in M \) as a lower bound of the distance range supported by the modulation \( m \), (ii) \( \alpha_{d_m}, d \in D, m \in M \) as a number of slices required to realize demand \( d \) using modulation \( m \). Then, we define a set of constants \( h_{dn} \) indicating the number of additional slices required to realize demand \( d \) using modulation format \( m \) instead of \( m-1 \). Hence, \( h_{d_1} = n_{d_1} \) and \( h_{d_m} = n_{d_m} - n_{d(m-1)} \), \( m > 1, m \in M \).

Table 1: Supported bit-rate and transmission distance for a transponder operating within 37.5 GHz spectrum [30]

| Modulation | BPSK | QPSK | 32-QAM | 16-QAM |
|------------|------|------|--------|--------|
| supported bitrate [Gbps] | 30 | 100 | 130 | 200 |
| transmission reach [km] | 6300 | 3500 | 1200 | 600 |

Please also note that having information regarding \( n_{d_m} \), for each demand \( d \) and its routing path \( p \) (the path length determines applied modulation format), we can reduce the set of candidate channels to \( c \in C_{dp} \in C \) by considering only channels grouping \( n_{d_m} \) slices.

The aim of the optimization problem is to locate \( |B| \) bunkers in the network and assign each traffic demand with a set of \( |P| \) light-paths in such way it minimizes the spectrum usage and network vulnerability to any of the identified potential attack scenarios. Since both criteria cannot be optimized simulta-
neously, we introduce a weighted objective function (see formula (1)) with coefficients $c_{\text{spec}}$ and $c_{\text{res}}$ establishing priorities between two optimization criteria. Note that $0 \leq c_{\text{spec}}, c_{\text{res}} \leq 1$ and $c_{\text{spec}} + c_{\text{res}} = 1$. The criterion related to the spectrum usage is defined as the maximum obtained spectrum usage in the network (required to realize all demands) divided by the $\text{MAX}_{\text{SPEC}}$. Then, criterion related to the network resilience is defined as the average lost flow per attack divided by the $\text{MAX}_{\text{LOSS}}$. The values of $\text{MAX}_{\text{SPEC}}$ and $\text{MAX}_{\text{LOSS}}$ are set arbitrary based on characteristics of testing scenarios. Their values are selected in such way that satisfies the condition $c_{\text{spec}}, c_{\text{res}} \leq 1$ and make values of both criterions similar according to order of the magnitude.

The problem constraints are given by the formulas (2)–(15). Equation (2) is a flow conservation condition. Constraint (3) assures that at most $|B|$ bunkers are located. Formulas (4) and (5) define variable $q_{\text{ea}}$, which informs if node $v$ operates properly in the case of attack $a$. Formula (6) checks if node $v$ is in the destructive range of attack $a$ while formula (5) takes into account jamming range and potential protection by means of a bunker. Next, variable $z_{\text{ea}}$ is defined, which informs whether link $e$ works properly in the case of attack $a$. Recall that link is available when both source node (eq. (6)) and destination node (eq. (7)) operate properly. Formula (8) verifies availability of paths selected for demands in case of a specific attack scenario. Then, equation (9) checks if demand $d$ is realized in the case of attack $a$ taking into account selected paths and their availability. Constraint (10) assures that exactly one channel is selected for each demand on each selected path. Formula (11) calculates the length of each selected routing path. Constraint (12) is the modulation selection for each demand and routing path. Equation (13) assures that channel with appropriate size is selected for each demand and routing path. Eventually, constraints (14) and (15) control the spectrum usage and non-overlapping.

Sets and indices:
- $v \in V$ network nodes
- $e \in E$ network links
- $E^+(v)$ set of links that originate in node $v$
- $E^-(v)$ set of links that terminate in node $v$
- $d \in D$ traffic demands to be realized
- $p \in P$ routing paths required for each demand
- $s \in S$ frequency slices available on each network link
- $c \in C$ candidate frequency channels created for $|S|$ slices
- $m \in M$ available modulation formats
- $a \in A$ identified potential attack scenarios

Constants:
- $h_d$ bitrate (in Gbps) of demand $d$
- $s_d$ source node of demand $d$
- $t_d$ destination node of demand $d$
- $l_e$ length (in kilometers) of physical link $e$
- $s(e)$ source node of physical link $e$
- $t(e)$ destination node of physical link $e$
- $\beta_c$ size (number of involved slices) of channel $c$ (excluding a guard-band)
- $\delta_{cs}$ = 1, if channel $c$ involves slice $s$; 0, otherwise
- $n_{dm}$ number of slices required to realize demand $d$ using modulation $m$

Variables:
- $b_v$ = 1, if node $v$ is protected by a bunker; 0, otherwise (binary)
- $f_{dpe}$ = 1, if demand $d$ uses link $e$ on path $p$; 0, otherwise (binary)
- $w_{dpc}$ = 1, if demand $d$ uses channel $c$ on path $p$; 0, otherwise (binary)
- $u_{dpa}$ = 1, if path $p$ selected for demand $d$ is available in the case of attack $a$; 0, otherwise (binary)
- $x_{da}$ = 1, if demand $d$ is realized in the case of attack $a$; 0, otherwise (binary)
- $n_{dpm}$ = 1, if any modulation format $i < m$ cannot be applied for demand $d$ on its path $p$; 0, otherwise (binary)
- $v_{dp}$ length for path $p$ selected for demand $d$ (integer)
- $y_{dpec}$ = 1, if path $p$ selected for demand $d$ uses slice $s$ on link $e$; 0, otherwise (binary)
- $y_s$ = 1, if slice $s$ is used in the network; 0, otherwise (binary)
- $q_{\text{ea}}$ = 1, if node $v$ is available in the case of attack $a$; 0, otherwise (binary)
- $z_{\text{ea}}$ = 1, if link $e$ is available in the case of attack $a$; 0, otherwise (binary)

Objective

$$\min(c_{\text{spec}} \cdot \frac{\sum_{v \in V} y_s}{\text{MAX}_{\text{SPEC}}} + c_{\text{res}} \cdot \frac{\sum_{a \in A} \sum_{e \in E} (1 - x_{da}) \cdot h_d}{\text{MAX}_{\text{LOSS}}})$$ (1)

subject to

$$\sum_{e \in E^{+}(v)} f_{dpe} - \sum_{e \in E^{-}(v)} f_{dpe} = \begin{cases} 1 & \text{if } v = s_d \\ -1 & \text{if } v = t_d \\ 0 & \text{if } v \neq s_d, t_d \end{cases} \quad d \in D, p \in P, v \in V.$$ (2)

$$\sum_{e \in E} b_v \leq B.$$ (3)

$$q_{\text{ea}} \leq 1 - \alpha_{va}, a \in A, v \in V.$$ (4)
\[ q_{sv} \leq 1 - \gamma_{sv} + b_v, a \in A, v \in V. \] (5)

\[ z_{sv} \leq q_{s(e|v)}, e \in E, a \in A. \] (6)

\[ z_{sv} \leq q_{(e|v)}, e \in E, a \in A. \] (7)

\[ u_{dp} \leq z_{ve} - f_{dp} + 1, d \in D, p \in P, a \in A, e \in E. \] (8)

\[ x_{de} \leq \sum_{p \in P} w_{dp}, d \in D, p \in P. \] (9)

\[ \sum_{e \in E} w_{dp} = 1, d \in D, p \in P. \] (10)

\[ \sum_{e \in E} f_{dp} \cdot \lambda_{e} \leq v_{dp}, d \in D, p \in P. \] (11)

\[ v_{dp} - r_{m} \leq L \cdot n_{pm}, m \in M, d \in D, p \in P. \] (12)

\[ \sum_{m \in M} n_{pm} \cdot h_{de} \leq \sum_{e \in E} w_{dp} \cdot \beta_{e}, d \in D, p \in P. \] (13)

\[ d_{dp} + \sum_{e \in E} w_{dp} \cdot \delta_{es} - 1 \leq y_{dps}, d \in D, p \in P, s \in S, e \in E. \] (14)

\[ \sum_{e \in E} \sum_{p \in P} \sum_{s \in S} y_{dps} \leq y_r, r \in S. \] (15)

4. Heuristic algorithms

In this section, we present heuristic algorithms proposed to solve the BLRSA. Each algorithm solves BLRSA problem by dividing it into at least two subsequent tasks: (i) bunkers’ location, (ii) routing and spectrum assignment for a given set of already placed bunkers. For a bunkers’ location, we propose five different policies, which are discussed in Section 4.1. To solve RSA problem for a given set of already placed bunkers, we propose two completely novel algorithms called 1S-RSA (see Section 4.2) and 2S-RSA (see Section 4.3). 1S-RSA (1-step routing and spectrum assignment) method solves simultaneously problems of routing and spectrum assignment. 2S-RSA (2-steps routing and spectrum allocation) approach divides it into two subsequent tasks. In the first step it solves routing problem and then, in the second step, it assigns spectrum resources. In order to obtain reference methods, we also adapt two popular RSA algorithms for the problem formulation considered in this paper (see Section 4.4). Reference methods are called: first-fit routing and spectrum assignment (FF-RSA) and link-disjoint routing and spectrum assignment (LD-RSA).

4.1. Bunkers’ location policies

For the bunkers’ location task, we propose five different policies – AvgNeighbour, MinNeighbour, NodalDegree, Adaptive/Avg and Adaptive/Max.

Three first policies are based on the characteristics of the considered network topology. The main idea behind AvgNeighbour and MinNeighbour policies lays in the surmise that nodes that have close (in terms of geographical distance) neighbours will be potentially more frequently used as intermediate nodes for transmissions, and therefore might become a target of an attack. In turn, AvgNeighbour policy calculates an average distance to a neighbour (a directly connected node) for each network node. Then, it places bunkers in the nodes for which the obtained criterion is the smallest. MinNeighbour runs similarly, however, it calculates a minimum distance to a neighbour for each network node. The premise behind NodalDegree is fact that also nodes with high nodal degree might be selected as intermediate nodes of many selected paths and in turn – targets of attacks. Therefore, NodalDegree policy places bunkers in nodes with highest nodal degree.

Adaptive policy is a completely novel proposal which bases on the analysis of the network topology, already placed bunkers and identified potential attack scenarios. We consider two versions of that policy – Adaptive/Avg and Adaptive/Max. The idea behind these methods lays in the construction of the network vulnerability matrix \( VUL_M \), which estimates potential failure risk of each network link. The policy works in \(|B|\) iterations and in each iteration one bunker location is selected. In the beginning of each iteration, a network vulnerability matrix is constructed. This is a \(|V| \times |V|\) matrix, where element in \(i\)-th row and \(j\)-th column denotes vulnerability metric of the link connecting nodes \(i\) and \(j\). In the considered research, a link vulnerability metric is equal to the number of potential attacks (from the set of the identified attacks) which lead to the link unavailability according the attacks’ ranges and already located bunkers. Please note that in the \(i\)-th iteration, \((i-1)\) bunkers are already located in network nodes. Having network vulnerability matrix, we calculate a vulnerability metric for each network node as an average (for Adaptive/Avg) or maximum (for Adaptive/Max) link vulnerability metric among all incoming and outgoing links. Eventually, the first node with highest vulnerability metric is selected for a bunker location.

4.2. 1S-RSA

The idea of 1S-RSA is presented in Algorithm 1. In the beginning, the method calculates network vulnerability matrix \( VUL_M \) (Alg. 1, line 1) for a given topology and already located bunkers. Then, demands are sorted in decreasing bitrate (Alg. 1, line 2) and handled one by one. For each demand, a special function \textit{FindNextLightpath()} is run \(|P|\) times (Alg. 1, line 3) to find required light-paths wherein in each iteration \(i > 1\) all already selected light-paths are taken into account while finding next ones. The process of \textit{FindNextLightpath()} is presented in Algorithm 2. In each iteration, the method calculates \(\lambda\) candidate routing paths. It first tries to find paths link-disjoint with already selected light-paths (Alg. 2, line 5). If there are no such paths or the number of these paths is less than \(\lambda\), then a modified network vulnerability matrix \( VUL_M' \) is calculated (Alg. 2, line 5). Each element of that matrix (i.e., element in the \(i\)-th row and \(j\)-th column) is equal to the corresponding element of the network vulnerability matrix multiplied by the link \((i,j)\) popularity factor. For a particular network link, we define its popularity factor as a number of previously selected light-paths which use that link increased by 1.0. Then,
the set of candidate routing paths is filled to \( \lambda \) elements by finding shortest paths according to metrics from modified network vulnerability matrix (Alg. 3, line 3). Next, \( \lambda \) candidate light-paths are created by finding first-fit channels (i.e., a channel using lowest possible slices) for each of the selected routing paths (Alg. 3, line 5). To select best of candidate light-paths, a special metric \( \theta(l) \) is calculated according to formula (16), which should be minimized (Alg. 3, line 11).

\[
\theta(l) = c_{\text{spec}} \cdot \frac{S_{\text{MAX}}(l)}{|S|} + c_{\text{res}} \cdot \frac{\text{LEN}(l)}{\text{LEN}_{\text{MAX}}}
\]  

(16)

Where:

- \( \theta(l) \) cost of candidate light-path \( l \)
- \( c_{\text{spec}}, c_{\text{res}} \) weights of the spectrum usage and network resilience in objective function, \( 0.0 \leq c_{\text{spec}}, c_{\text{res}} \leq 1.0, c_{\text{spec}} + c_{\text{res}} = 1.0 \)
- \( S_{\text{MAX}}(l) \) index of the last allocated slice on light-path \( l \)
- \( |S| \) number of slices available in the network
- \( \text{LEN}(l) \) length of light-path \( l \) according to metrics from modified network vulnerability matrix
- \( \text{LEN}_{\text{MAX}} \) maximum length of a light-path in the network

**INPUT:** network topology, potential attack scenarios, bunkers’ locations, demands \( d \in D \) to be allocated, parameters: \( \lambda, c_{\text{spec}}, c_{\text{res}} \), and \( |P| \)

**OUTPUT:** allocation rules for all demands

1. calculate \( \text{VUL}_M \)
2. sort \( d \in D \) in decreasing \( h_d \)
3. for each \( d \in D \) do
4. \( L_d \leftarrow \emptyset \)
5. end for
6. for each \( d \in D \) do
7. for \( p \in P \) do
8. \( l \leftarrow \text{FindNextLightPath}(\ldots, \text{VUL}_M, L_d, \lambda, c_{\text{spec}}, c_{\text{res}}) \)
9. \( L_d = L_d \cup l \)
10. allocate light-path \( l \) for demand \( d \)
11. end for
12. end for

**Algorithm 1:** 1S-RSA algorithm

1S-RSA algorithm has one tuning parameter (i.e., \( \lambda \)) while values of \( c_{\text{spec}} \) and \( c_{\text{res}} \) characterize considered testing scenario. Please note that 1S-RSA solves problems of routing and spectrum allocation simultaneously, however, due to the existence of metric (16) it might prioritize two objective criteria (spectrum usage and resiliency) in a different ways.

4.3. 2S-RSA

The solving process of 2S-RSA is divided into two subsequent tasks – routing assignment and spectrum assignment. The main method idea is presented in Algorithm 3.

In the beginning, 2S-RSA constructs a network vulnerability matrix \( \text{VUL}_M \) (Alg. 3, line 1) and sorts demands in decreasing bitrate (Alg. 3, line 2). After that, the method moves to the routing assignment phase (Alg. 3, lines 6–11) in which the sorted demands are handled one by one. For each demand, a special function \( \text{FindNextPath}(l) \) is run \( |P| \) times to find required routing paths (Alg. 3, line 1). The idea of that method is presented in Algorithm 4. Initially, the procedure tries to find the shortest path (according to metrics from network vulnerability matrix) which is simultaneously link-disjoint with already selected paths (Alg. 4, line 1). If such a path does not exist, the method calculates a modified network vulnerability matrix \( \text{VUL}_M' \) (Alg. 4, line 2). Then, the shortest path is selected according to the metrics from modified vulnerability matrix (Alg. 4, line 3). In the next step, 2S-RSA moves to the spectrum assignment phase (Alg. 4, lines 14–17), which handles demands in the same order as previously. For each of the selected paths \( p \in P \), 2S-RSA finds first free spectrum channel (i.e., channel characterized by the minimum last slice index) and allocates demands (Alg. 4, lines 14–15).

Note that 2S-RSA solves first the routing assignment problem and therefore it prioritizes network resilience criterion over spectrum usage. The algorithm’s process does not depend on the values of \( c_{\text{spec}}, c_{\text{res}} \) coefficients.

4.4. RSA reference methods

Two reference methods are FF-RSA and LD-RSA [3, 31]. FF-RSA sorts demands in decreasing value of their bitrate and then allocates one by one using shortest possible paths and first-fit channels. LD-RSA applies the same ordering policy. Then, for each demand it finds 40 shortest paths and saves them as already selected paths. The first of these paths is saved as a first selected path and removed from the set of candidate paths. Then, LD-RSA runs \( |P| - 1 \) times a special procedure in order to select next routing paths (from the set of candidate paths) and prioritize link-disjointness. Let a similarity metric of two paths be equal to the number of their common links. To select \( i \)-th routing path (where \( i > 1 \)), the algorithm calculates a cost for each candidate path. To this end, LD-RSA calculates and sums similarity metrics with all already selected paths. The lowest-cost candidate path is then selected for allocation and removed from the set of candidate paths.
INPUT: network topology, potential attack scenarios, bunkers’ locations, demands \( d \in D \) to be allocated, parameter \( |P| \)

OUTPUT: allocation rules for all demands

1: \( \text{calculate } VUL_{M} \)
2: \( \text{sort } d \in D \text{ in decreasing } h_{d} \)
3: \( \text{for each } d \in D \text{ do} \)
   4: \( P_{d} \leftarrow \emptyset \)
   5: \( \text{end for} \)
   // Routing assignment
6: \( \text{for each } d \in D \text{ do} \)
   7: \( \text{for } p \in P_{d} \text{ do} \)
      8: \( p \leftarrow \text{FindNextPath}(\ldots, VUL_{M}, P_{d}) \)
      9: \( P_{d} = P_{d} \cup p \)
   10: \( \text{end for} \)
   \( \text{end for} \)
   // Spectrum assignment
11: \( \text{for each } d \in D \text{ do} \)
   12: \( \text{for } p \in P_{d} \text{ do} \)
      13: \( c \leftarrow \text{FindChannel}(\ldots, p) \)
      14: \( \text{allocate demand } d \text{ using path } p \text{ and channel } c \)
   15: \( \text{end for} \)
   \( \text{end for} \)

Algorithm 3: 2S-RSA algorithm

INPUT: network topology, potential attack scenarios, bunkers’ locations, network vulnerability matrix \( VUL_{M} \), demand \( d \), already selected paths \( p \in P_{d} \) for demand \( d \)

OUTPUT: selected routing path for demand \( d \)

1: \( p \leftarrow \text{FindSLDPath}(\ldots, P_{d}, VUL_{M}) \)
2: \( \text{if } p \neq \emptyset \text{ then} \)
   3: \( \text{return } p \)
4: \( \text{else} \)
   5: \( VUL_{M}' \leftarrow \text{FindModifiedVUL_{M}(P_{d}, VUL_{M})} \)
   6: \( p \leftarrow \text{FindShortestPath}(\ldots, VUL_{M}') \)
   7: \( \text{return } p \)
8: \( \text{end if} \)

Algorithm 4: FindNextPath() function

5. Results

This section presents results of extensive numerical experiments, which are divided into three parts: tuning of the 1S-RSA algorithm, comparison of heuristic methods dedicated to solve BLRSA problem and case study focused on the efficient design of EMP-resilient elastic optical network.

5.1. Simulation setup

We use three realistic network topologies: PL12 (12 nodes, 36 links, 199 km average link length), DT14 (14 nodes, 46 links, 186 km average link length) and Euro16 (16 nodes, 48 links, 322 km average link length). The first two topologies are models of national networks of, respectively, Poland and Germany while the last one is a model of European core network. The topologies are depicted in Fig. 1.

For each of the topologies, we define two groups of testing scenarios – small and large. The first group consists of unrealistic small problem instances for which optimal results can be found. Hence, it is used only for algorithms’ comparison. The latter group presents realistic test cases which are simultaneously too complex to be solved optimally in a reasonable time. However, these scenarios allow to present practical case study.

Small group of scenarios consists of 5 different demand sets with overall traffic volume equal to 1 Tbps. The demand end nodes are selected uniformly at random while their bitrates are randomly selected from the range of 50–400 Gbps. Each demand set is considered with one set of potential attack scenarios. It assumes one potential attack on each network node (i.e., \(|A| = |V|\)) with destructive range limited to the attack target. The values of jamming ranges, concurrently, are selected uniformly at random from the range 10 – X km, wherein we consider \( X = 50, 75, 100 \) km. In turn, we have 10 different test cases, whose can be considered assuming various values of parameters \(|P|\), \(|B|\), \(c_{\text{spec}}\) and \(c_{\text{res}}\). If not stated otherwise, all presented results for small scenarios are averaged over 10 test cases (separately for each value of \(|P|\), \(|B|\), \(c_{\text{spec}}\) and \(c_{\text{res}}\) parameters).

For the large group of scenarios we define 30 different demand sets with overall traffic volume equal to 40 Tbps and 30 different sets of identified potential attack scenarios. The demand end nodes are selected uniformly at random while their bitrates are randomly selected from the range of 50–500 Gbps. Next, each of the sets of identified attacks includes definition (i.e., attack target, destructive and jamming range) of \(|A| = 3 \cdot |V|\) attacks. The targets of the attacks are selected uniformly at random while all destructive ranges are limited to the target ones. The values of jamming ranges are selected uniformly at random from the range 10 – X km, wherein we consider \( X = 50, 100, 150, \ldots, 550, 600 \) km. For a particular \( X \) value, we have 30 demands sets and 30 sets of identified attack scenarios. Therefore, we have 900 different test cases. Moreover, each of these test cases can be considered assuming various values of parameters \(|P|\), \(|B|\), \(c_{\text{spec}}\) and \(c_{\text{res}}\). If not stated otherwise, all presented results for large scenarios are averaged over 900 test cases (separately for each value of \(|P|\), \(|B|\), \(c_{\text{spec}}\) and \(c_{\text{res}}\) parameters).
In the experiments, we analyze three optimization criteria: average lost flow (LF) per attack measured in Gbps (representing network resilience to EMP attacks), maximum slice (MS) index (denoting spectrum usage) and weighted objective function (given by eq. (1)) that combines both former criteria. Due to the limited size of this paper, in all parts of the experiments we present results only for selected configurations, which present the general observed trends.

Regarding EON physical realization, we work under the assumption that network nodes are equipped with coherent transceivers that operate at a fixed baudrate, where each transceiver transmits/receives an optical signal that occupies 3 frequency slices (i.e., 37.5 GHz). To calculate the number of slices required to realize a demand on a routing path, we use network physical model proposed in [30]. Four modulations are available (i.e., BPSK, QPSK, 16-QAM, 32-QAM) wherein always the most spectrally-efficient one is selected (which simultaneously supports transmission on the given path length). Table 1 presents supported bitrate and transmission distance for each modulation. To separate neighbouring connections, we use 12.5 GHz guard-band.

5.2. Tuning of 1S-RSA algorithm

The first part of the experiments is tuning of 1S-RSA method, i.e., selection of beneficial $\lambda$ value. The tuning is performed separately for each network topology and each bunkers’ location policy. Based on our previous experience with RSA optimization, we consider $\lambda \in \{5, 10, 15, 20, 25, 30\}$. We make use of large set of testing scenarios and perform analysis assuming $c\text{spec}/c\text{res} = 1.0/0.0, 0.9/0.1, ..., 0.0/1.0$. In Fig. 2 we present averaged results in terms of two optimization criteria – average lost flow (per attack) and spectrum width required to support all demands. For PL12 topology (see Fig. 2a), 1-RSA yields best results in terms of both criteria with $\lambda = 30$ for all studied $c\text{spec}/c\text{res}$ combinations. For DT14 and Euro16 the situation differs. We observe the decreasing spectrum usage and increasing lost flow with increasing $\lambda$ value. The selection of $\lambda$ value is therefore a trade-off between the both criteria. To face that problem and determine recommended $\lambda$ value, we use the weighted objective function given by formula (1). In the calculations we assume MAX\_SPEC to be the maximum spectrum usage obtained for any $\lambda$ value and MAX\_LOSS to be the maximum lost flow obtained for any $\lambda$. Fig. 3 presents results of the tuning process in terms of weighted objective function for the same configuration as Fig. 2b. For further experiments, we recommend $\lambda$ values minimizing that function. The tuning results (i.e., recommended $\lambda$ values) are summarized in Table 2.
Table 2: Results of 1S-RSA tuning – recommended values of $\lambda$ parameter accordingly for PL12/DT14/Euro16

| $c_{\text{spec}}/c_{\text{res}}$ | Adaptive/Avg | Adaptive/Max | AvgNeighbour | MinNeighbour | NodalDegree |
|-----------------------------|-------------|-------------|--------------|--------------|------------|
| 1.0/0.0                    | 30/30/30    | 30/30/30    | 30/30/30     | 30/30/30     | 30/30/30   |
| 0.9/0.1                    | 30/30/25    | 30/30/25    | 30/30/25     | 30/30/25     | 30/30/25   |
| 0.8/0.2                    | 30/30/25    | 30/30/25    | 30/30/25     | 30/30/25     | 30/30/25   |
| 0.7/0.3                    | 30/30/25    | 30/30/25    | 30/30/25     | 30/30/25     | 30/30/25   |
| 0.6/0.4                    | 30/30/15    | 30/30/15    | 30/30/15     | 30/30/15     | 30/30/15   |
| 0.5/0.5                    | 30/30/5     | 30/30/5     | 30/30/5      | 30/30/5      | 30/30/5    |
| 0.4/0.6                    | 30/30/5     | 30/30/5     | 30/30/5      | 30/30/5      | 30/30/5    |
| 0.3/0.7                    | 30/30/5     | 30/30/5     | 30/30/5      | 30/30/5      | 30/30/5    |
| 0.2/0.8                    | 30/30/5     | 30/30/5     | 30/30/5      | 30/30/5      | 30/30/5    |
| 0.1/0.9                    | 30/5/5      | 30/5/5      | 30/5/5       | 30/5/5       | 30/5/5     |
| 0.0/1.0                    | 30/5/5      | 30/5/5      | 30/5/5       | 30/5/5       | 30/5/5     |

5.3. Comparison of algorithms

In this section, we focus on the comparison of the heuristic algorithms dedicated to solve BLRSA problem. Four heuristic methods are compared. Two of them are completely novel proposals (i.e., 1S-RSA and 2S-RSA) and two approaches were proposed for other RSA formulations and adapted to solve the BLRSA (i.e., FF-RSA and LD-RSA). The comparison study is divided into two parts depending on the applied set of test cases – small or large. In the first part, we use small test cases for which optimal results can be obtained by means of mathematical model (see Section 3) implemented in IBM CPLEX Solver 12.1. Concurrently, for large test cases it is impossible to obtain optimal results in an acceptable time (up to several hours per test case) and using reasonable amount of computing resources (up to 20GB RAM memory). Therefore, only heuristic results are taken into consideration.

5.3.1. Small scenarios

Table 3 presents algorithms comparison for small group of testing scenarios and selected configurations. Taking into account network resilience criterion, 2S-RSA is the best while 1S-RSA is second best method. However, the differences between them are irrelevant. In case of spectrum usage criterion, 2S-RSA performs the best. On the second place there are 1S-RSA and LD-RSA, whose represent similar performance for small scenarios. The processing time of all heuristic methods is very short and acceptable (less than a second for a single test case). The ILP calculations take much longer especially when optimization covers network resiliency. Based on the comparison for small scenarios, we expect that 1S-RSA and 2S-RSA might be two best methods, however the thesis should be tested for larger and more realistic scenarios.

5.3.2. Large scenarios

Fig. 3 presents algorithms comparison for large group of testing scenarios. Results are shown as a function of $\lambda$ value: weighted objective function for DT14, AvgNeighbour bunkers’ policy. $X = 200km$, $|\mathcal{P}| = 3$, $|\mathcal{B}| = 2$.
where that criterion matters (i.e., $c_{\text{spec}} \neq 0$) 1S-RSA yields the best results. Based on the presented data we can state that 1S-RSA is best method for $c_{\text{spec}} = 1$ while 2S-RSA is the most suitable for $c_{\text{res}} = 1$. To determine best method for the rest of cases, we use weighted objective function (see eq. [1]), assuming MAX SPEC to be highest spectrum usage obtained by any of the comparing algorithms and MAX LOSS is the highest lost flow value obtained by any of the comparing algorithms. Fig. 5 presents algorithms’ comparison in terms of the weighted objective function for Euro16. 1S-RSA performs best for the majority of cases. Only for selected configurations with $0.9 \leq c_{\text{res}} \leq 0.9$, 2S-RSA yields better results. Table 4 summarizes the comparison by recommending most efficient method for further experiments based on the analysis of weighted objective function.

Eventually, in the Table 5 we compare average processing time of all of the algorithms. All methods are characterized by short and acceptable processing time – calculation takes up to 0.4 sec for a single test scenario.

### 5.4. Comparison of bunkers’ location policies

Here, we focus on the comparison of five bunkers’ location policies. To this end, we use group of large testing scenarios and two best algorithms (according to Section 5.3) – 1S-RSA and 2S-RSA. We present results for $|P| = 2$, $|B| = 4$, $X = 200$ km for PL12/DT14 and $X = 400$ km for Euro16.

Fig. 6 reports comparison for 1S-RSA presented as a function of $c_{\text{spec}} / c_{\text{res}}$. Considering average lost flow criterion, two policies are outstanding – the Adaptive/Max and the Adaptive/Avg. They bring best results for all studied $c_{\text{spec}} / c_{\text{res}}$ configurations. However, Adaptive/Avg is better for PL12 while Adaptive/Max is more suitable for DT14/Euro16. Taking into account spectrum usage criterion the significant differences between policies are observed only for PL12 and DT14. For PL12 best results are yielded for Adaptive/Avg. For DT14, they are observed for MinNeighbour policy (which does not perform satisfactory for the second criterion) while two Adaptive policies are second best. Based on the results for 1S-RSA, we reveal Adaptive/Avg to be the most efficient policy for PL12 and Adaptive/Max for DT14/Euro16. We also recommend that configuration for further experiments.

Fig. 7 presents comparison for 2S-RSA. The results follow very similar trends to these from 1S-RSA and also prove high efficiency of Adaptive policies.

### 5.5. EMP-resilient network design – case study

In the last part of experiments we focus on the realistic case study. We make use of the proposed optimization approaches
and study benefits of the considered protection scheme and costs of the EMP-resiliency provisioning. We also examine vulnerabilities of three realistic network topologies to nuclear weapon/EMP attacks and identify their critical nodes (taking into account that type of threat).

5.5.1. Protection efficiency as a function of the number of protecting paths and bunkers

In the first part of the case study, we evaluate influence of the number of available bunkers and number of applied routing paths on the network performance in terms of its resilience and the spectrum usage. We use group of large testing scenarios assuming $|B| = 0, 1, 2, ..., 8$ and $|P| = 1, 2, 3, 4$.

Fig. 6 presents network performance (measured using spectrum usage and average lost flow per attack) as a function of weapon vulnerabilities of three realistic network topologies to nuclear EMP attacks and identify their critical nodes (taking into account that type of threat).

Recall that $|P|$ denotes number of routing paths assigned for each demand while $|B|$ indicates the number of located bunkers in the network. As we can observe, the number of the applied paths influences both performance metrics, while the number of bunkers impacts in a noticeable way only the average lost flow value. Considering parameter $|P|$, we observe a decrease of both performance metrics with its increasing value. In case of $|B|$, we notice decrease of the lost flow value when the number of bunkers is higher.

The application of multipath routing brings higher reduction of the average lost flow compared to the bunkers’ implementation. In order to measure the benefits provided by these two elements of our protection approach, i.e., multipath routing ($|P| > 1$) and bunkers implementation ($|B| > 0$), we present in Tables 6 and 7 gains of the application of these elements. In more detail, Table 6 reports how much of the lost flow can be saved by applying $|P| > 1$ instead of $|P| = 1$. Similarly, Table 7 presents how much of the lost traffic can be saved by applying $|B| > 0$ instead of $|B| = 0$. According to Table 6, application of two bunkers (i.e., $|P| = 2$) increases the amount of saved flow up to 49.9% while six bunkers (i.e., $|B| = 6$) brings savings of about 76.8%. The application of more routing paths per demand allows to reach further savings. Then, according to Table 7, application of two bunkers (i.e., $|B| = 2$) allows to save 14.4% of the lost traffic in case of single-path routing. We can additionally increase the saved flow value by implementing some bunkers in the network nodes. For instance, the additional implementation of only two bunkers (i.e., $|P| = 2$, $|B| = 2$) increases the amount of saved flow up to 49.9% while six bunkers (i.e., $|P| = 2$, $|B| = 6$) achieves 76.8%.

Table 6: Gains provided by application of $|P| = 2$ instead of $|P| = 1$ for PL12. $X = 200km$, $c_{spec} = 0$ and $c_{res} = 1$

| $|P|$ | 2 | 3 | 4 |
|------|---|---|---|
| $|B|$ | 0 | 36.0% | 47.0% | 53.4% |
|      | 2 | 49.9% | 60.8% | 66.8% |
|      | 4 | 60.4% | 70.6% | 75.9% |
|      | 6 | 68.1% | 78.4% | 83.3% |
|      | 8 | 76.8% | 86.9% | 90.8% |
5.5.2. Cost of the proposed protection strategy

The proposed protection strategy consists of two important elements – bunkers location and multipath demands provisioning. Both of these elements provide very high network resilience, however, at extra cost. In case of bunkers implementation, the cost is determined by the financial cost of bunkers. In the case of multipath provisioning, it is mostly determined by the amount of required additional network resources. One of these resources is spectrum width. As presented in Fig. 8, required spectrum width increases meaningly with increasing number of applied paths per demand. In Table 8 we detail this dependence and indicate how many times spectrum width required for $|P| > 1$ is higher than the spectrum required for single-path allocation. The application of $|P| > 1$ needs approximately $|P|$ times more spectrum compared to the single-path allocation. The bunkers implementation reduces a little bit supplementary spectrum consumption. When the protection comes from two different mechanisms (i.e., multipath routing and bunkers), the allocation process can apply shorter and less geographically-distance paths, which can use more efficient modulation formats.

5.5.3. Analysis of network vulnerability to nuclear weapon/EMP attacks of various jamming range

Eventually, we analyze vulnerability of three realistic network topologies to EMP attacks of different jamming range. Fig. 9 presents average lost flow per attack as a function of jamming range and values of coefficients $c_{spec}/c_{res}$ for large testing scenarios. In order to better visualize lost traffic volume, we also mark three vertical lines referring to the specific ratio of overall traffic volume in the network – green (indicating 1% of overall traffic volume in the network), orange (indicating 5%) and red (indicating 10%).

The first obvious observation is fact that average lost flow increases with increasing attack jamming range, since more network elements are then affected. Mind that, the traffic loss does
not increase identically for all topologies. We observe that generally DT14 suffers the most from EMP effects, then PL12 and eventually Euro16. In all studied cases, the average traffic loss exceeds 1% (of overall traffic volume) for PL12 and DT14. For PL12, the efficient protection allows to reduce lost flow ratio to less than 5% when X ≤ 150 km and less than 7% for X ≤ 200 km. In all other cases, the loss exceeds 10%. In case of DT14, the loss reduction under 5% is achieved for X ≤ 150 km, while reduction below 6-7% for X ≤ 150 km. For the rest of cases, the loss is higher than 10%. In case of Euro16, however, the efficient protection allows to reduce lost flow ratio to below or approximately 1% for attacks with X ≤ 300 km, to 2% for X ≤ 400 km, 4% for X ≤ 500 km. Even for huge attacks with X ≤ 600 km, the loss flow value is smaller than 7% of overall traffic volume.

The obtained results prove high efficiency of the mechanisms of prioritization of network resilience criterion (i.e., application of high cre values) in 1S-RSA algorithm. The differences are clearly visible for DT14 and Euro16 topologies, where the application of cre = 1 instead of cre = 0 allows to save up to respectively, 12.5% (for X = 250 km) and 25% (for X = 500 km) of the traffic.

Let us now focus on the analysis of the examined network topologies in order to explain their different vulnerability to EMP-attacks. Table 9 presents comparison of their topological characteristics including links lengths (min, max and average). The topology the most prone to harmful EMP effects (i.e., DT14) has the shortest links, while the topology the most resilient (i.e., Euro16) has the longest links. We can draw the important conclusion, that network vulnerability to EMP-attacks strongly depends on the lengths of network links. In more detail, the lengths should be compared to the attack jamming range. The links that are shorter might be problematic, since in case of an attack both their end nodes are simultaneously affected by the excessive EM radiation. Hence, nodes related to short links (i.e., links shorter than potential/expected attack jamming range) are critical nodes in terms of EMP attacks. Additionally, nodes with relatively high nodal degree might be candidates for critical nodes, since the failure of these nodes entails failure of many network links. Based on these two criteria, we have identified critical nodes for PL12, DT14 and Euro16. They are depicted in Fig. 10.

Please note that each attack can be carefully planned, while each attacker might have different goals of the attack. For instance, the attacker may try to bypass all protection plans and mechanisms, so potentially negligible node would be affected. Therefore, the fully reliable network vulnerability analysis and protection against attacks is not possible.

### 6. Conclusions

In this paper, we studied efficient design of optical network resilient to EMP attacks (or EMP following nuclear attack) optimizing simultaneously network resilience (measured as the average lost flow per potential attack) and spectrum usage. In order to increase network resiliency, we proposed dedicated protection scheme which implements multipath routing and bunkers implementation in selected network nodes. We formulated (using ILP technique) problem of bunkers location, routing and spectrum allocation in elastic optical networks. Since the problem is very challenging, we proposed two solution algorithm – 1S-RSA and 2S-RSA. Next, we performed extensive numerical experiments using three realistic network topologies. The investigation was divided into three parts: (i) tuning of the proposed approaches, (ii) comparison of algorithms with respect to reference methods, (iii) case study focused on the efficient design of network resilient to EMP attacks. In case study, we examined benefits and costs of the proposed protection scheme. We also analyzed the vulnerabilities of three realistic network topologies to EMP attacks and identified their critical nodes. The results of experiments prove high efficiency of the proposed protection scheme. It allows to save up to 90% of traffic lost in the case of potential attack in an unprotected network. The efficiency of the proposed scheme is strongly determined by the number of applied routing paths per each demand and number of bunkers implemented in the network. Moreover, the case study shows that small local or national networks are prone to EMP attack effects due to relatively short link lengths. For that attack scenario, we identified three potential groups of critical nodes: (i) nodes having geographically close neighbours, (ii) nodes with high nodal degree, (iii) nodes representing very important network nodes (i.e., nodes related to important cities, data centers, aggregated tremendous amount of users and data).

In future work, we plan to further investigate bunkers location policies and BLRSA optimization using artificial intelligence and machine learning algorithms.
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Figure 10: Critical nodes (underlined and marked with red) of network topologies considering EMP-attack scenarios
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