Influence of non-collisional laser heating on the electron dynamics in dielectric materials
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Abstract
The electron dynamics in dielectric materials induced by intense femtosecond laser pulses is theoretically addressed. The laser driven temporal evolution of the energy distribution of electrons in the conduction band is described by a kinetic Boltzmann equation. In addition to the collisional processes for energy transfer such as electron–phonon–photon and electron–electron interactions, a non-collisional process for photon absorption in the conduction band is included. It relies on direct transitions between sub-bands of the conduction band through multiphoton absorption. This mechanism is shown to significantly contribute to the laser heating of conduction electrons for large enough laser intensities. It also increases the time required for the electron distribution to reach the equilibrium state as described by the Fermi–Dirac statistics. Quantitative results are provided for quartz irradiated by a femtosecond laser pulse with a wavelength of 800 nm and for intensities in the range of tens of TW cm$^{-2}$, lower than the ablation threshold. The change in the energy deposition induced by this non-collisional heating process is expected to have a significant influence on the laser processing of dielectric materials.
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1. Introduction

Short and intense laser pulses are widely used for various applications. For instance, femtosecond laser pulses are used for efficient material structuration, including metals [1, 2], semi-conductors [3] and dielectrics [4, 5]. They can also be used, through laser heating techniques, for studying of the structural properties of materials under high-pressure and high-temperature conditions as the equation of state, the phase diagram or the melting curves [6, 7]. In the particular case of large band gap dielectric materials (such as silica, quartz, sapphire, etc), applications go from laser structuration of materials (waveguides, gratings, etc) to new technologies for medicine [8–10]. The local changes in the material properties resulting from complex laser-matter interactions may be described as follows. First, the valence electrons are promoted to the conduction band (CB) through photons absorption or tunneling. The conduction electrons can then further absorb the laser energy to be driven to higher energy levels. In the same time, they undergo collisions with phonons or other electrons leading to their relaxation and the lattice heating on longer timescales. For laser intensities close to the material breakdown threshold or for non linear optical materials, the electron dynamics may in turn affect the pulse propagation, leading to a strong coupling between both the laser pulse propagation and the electron dynamics [11–16]. In all cases, the absorption of the laser pulse energy by the material, which the control is crucial for various experiments and applications, is directly related to the laser driven electron dynamics. Understanding the fundamental physical processes driving the electron dynamics is thus a key issue to make accurate predictions for the laser energy deposition.

In the case of femtosecond laser pulses, the interaction time is much shorter than the characteristic time of the electron–phonon coupling which is of the order of a few picoseconds. A significant energy transfer from the electrons to the lattice takes place for times significantly longer than the pulse duration. The electron dynamics on the pulse timescale is thus mainly
decorrelated from any significant lattice evolution. Various approaches allow one to describe the electron dynamics in dielectric materials on such timescales. The \textit{ab initio} calculations based on the time-dependent density functional theory (TDDFT) can describe the electron interaction with the laser electric field [17, 18]. However, within this approach, the electron–electron interactions are not described properly [19]. In addition, since TDDFT is very CPU-time consuming, its coupling to the Maxwell’s equations to describe the coupled laser pulse propagation and electron dynamics is not conceivable nowadays. Another approach, less cumbersome, is based on the kinetic Boltzmann's equation [4, 5, 20]. It describes Markovian interactions between electrons, photons, ions, and phonons in the bulk material. This approach renders it possible to describe the evolution of the electron energy distribution including all the possible collisional processes. Since the contribution of various interactions may be independently analysed, this model offers an efficient approach to understand the laser induced electron dynamics in dielectric materials.

Such an approach has been developed for studying the electron dynamics induced by intense femtosecond laser pulses in dielectrics [4] and metals [1]. The temporal evolution of the electron energy distribution due to various collisional processes and characteristic relaxation times have been obtained. In particular, the electron heating has been described by the ion or phonon-assisted absorption of photons in the CB [5]. However, experimental and theoretical investigations have shown that photon absorption in the CB through non-collisional processes may play an important role for the electron dynamics in solids [21–29]. Indeed, higher energies of photo-emitted electrons than expected with standard collisional processes were observed. The non-collisional process relies on direct transitions between sub-bands of the CB through multiphoton absorption, hereafter referred to as the multiphoton interband process (MIP). However, an accurate description of the electron dynamics, including the MIP, is not yet available.

The first proposed expression for the MIP rate only includes the transitions between the bottom of the conduction band to the first excited sub-band [21]. In section 2 of the present work, the expression for the MIP rate is revisited and generalized for transitions to various sub-bands with higher energies. This section also introduces this non-collisional heating mechanism into the Boltzmann kinetic equation in addition to all standard collisional interactions for electron excitation and relaxation. Predictions are made in section 3 for physical conditions of wide interest for many applications [10]: interaction of femtosecond laser pulses with intensities in the range of tens of TW cm$^{-2}$ at the wavelength of 800 nm (corresponding to the Ti:Saphir laser) with quartz (crystalline phase of SiO$_2$). It is shown that the interband process has a significant influence on the electron dynamics, confirming the above-mentioned experimental observations: the electrons can reach higher kinetic energies in the course of laser interaction. This also leads to an increase in the time required for the electrons to reach the thermal equilibrium as described by the Fermi–Dirac statistics. A summary of the present work and outlooks are drawn in section 4.

2. Theoretical model

2.1. Band structure and general model

The description of the electron dynamics including various collisions and the MIP first requires the knowledge of the band structure of the studied material. The most accurate description of the CB structure requires \textit{ab initio} calculations based on the density functional theory. While such an approach may describe the MIP [17, 18, 30], it is technically difficult to couple it to other collisional processes. The framework of a kinetic approach is better suited for description of such a coupling. Since the present study is relatively general and is only restricted by considering large band gap materials, the most general, representative, and simplest (to couple to a kinetic approach) structure to describe the conduction band is the multi-parabolic one. In case of large band gap material as quartz [31–33], the multi-parabolic model reproduces quite well the general appearance and energy gap between sub-bands. It is thus reasonable to think that the order of magnitude of the MIP rate can be predicted correctly within the multiple parabolic band structure, as shown in [23–25, 34, 35]. As described in the following section 2.2, each parabolic sub-band then corresponds to a multiple of the reciprocal lattice wavevector $\Gamma$.

The modeling of the electron dynamics is performed as follows. First, the full multiple parabolic band structure is used to evaluate the multiphoton interband rate which provides the density of electrons (in the bottom of the CB) promoted to an excited energy $E_x$ per unit time. The MIP rate, called $\partial \epsilon_{\text{mip}}/\partial p$, is derived in section 2.2. For the sake of simplicity, in order to describe the whole electron dynamics through the kinetic Boltzmann equation as developed in [4], only one parabolic sub-band ($\Gamma = \hat{0}$) is considered in the description of collisional operators. This assumption is relative to the removing of umklapp processes involving transitions assisted with the lattice wavevector. The latter process has been shown to increase the laser absorption by roughly 20% [36]. The multiphoton interband rate is then introduced in the kinetic model as an usual collisional operator only depending on the considered final electron energy, the details of the required more complex band structure being encapsulated. This procedure is similar to the one of introducing multiphoton ionization in the kinetic modeling [4]. The details of this procedure are provided in section 2.3.

2.2. Rate of the multiphoton interband process

The MIP accounts for direct transitions between electronic sub-bands of the CB through multiphoton absorption. The model proposed in [23, 24] accounts only for the transition between the first and the second band, limiting the highest energy that may be reached by electrons through this process. Here this model is generalized by accounting for transitions to upper bands. Transitions with higher multiphoton orders are then allowed, which are expected for sufficiently high laser intensities, typically in the range of tens of TW cm$^{-2}$. 
The proposed model for the interband multiphoton rate is then as follows. First, the description of the various sub-bands in the CB is obtained by considering one active electron in a 1D periodic potential. A simple cubic structure for the Bravais lattice is used in order to further simplify the calculations. Under this framework, the energy $E_b^{(0)}$ of the band $b$ in the first Brillouin zone depends on a multiple $j(b)$ of the reciprocal lattice wave vector $\overline{G} = 2\pi/a$, where $a$ is the size of the lattice cell in the real space. This energy reads [37]:

$$E_b^{(0)} = \frac{\hbar^2 k^2 - j(b)\overline{G}^2}{2m},$$ (1)

where $k$ is the electron momentum and $m$ is the effective electron mass in the CB. The value of $j(b)$ is such that $j(1) = 0, j(2) = 1, j(3) = -1, j(4) = 2, j(5) = -2$, etc [37]. An illustration of such a band structure for the CB is provided by figure 1 where the five lowest bands of the first Brillouin zone are shown. The first band, $b = 1$, is in the bottom of the CB. The electrons may be excited to higher sub-bands, with $b \geq 2$, through multiphoton absorption. Note that only the first sub-band is considered as an initial state since valence electrons are mainly promoted to the bottom of the CB during the ionization process.

The rate per unit volume, $w_{1f}$, for electron transitions from the lowest band ($b = 1$) to a higher band $b = f$ (with $f \geq 2$) through multiphoton absorption may then be derived following a formalism as developed in [24, 38, 39]. It is based on the evaluation of the quantum transition amplitude where Volkov states [40] are used to describe the multiphoton absorption. It is worth noting that intermediate states between initial and final sub-bands are not taken into here, neither intraband transitions [25, 41], their roles should be to further increase the influence of this process on the electron dynamics since the transition amplitude is expected to increase in that case [42–44]. As shown in the appendix, the MIP rate per unit momentum, which will be used in the kinetic approach, reads:

$$\frac{\partial w_{1f}}{\partial p} = \frac{m}{2\pi\hbar^2} \left| p \right| \sum_n \left| J_n^2(B_{1f})(p - p_n) \right| \Theta(p - p_n).$$ (2)

where $p = \hbar k$, $\Theta$ is the Heaviside function, and the other quantities are defined hereafter. As shown in the appendix, after integration over the momentum amplitude, the total MIP rate reads:

$$w_{1f} = \frac{m}{4\pi\hbar^2} \left| p \right| \sum_n \left| J_n^2(B_{1f}) \right| \left[ \left( \frac{\pi}{a} \right)^2 - k_n^2 \right],$$ (3)

where $I$ is the laser intensity, $V_{1f}$ is proportional to the dipolar matrix element, and $n$ is the number of photons bridging the initial bottom and final excited sub-bands of the CB. There are several allowed values of $n$ which account for the various allowed transition pathways depending on the electron wave vector $k_n$ in the Brillouin zone as illustrated in figure 1. The value of $k_n$ ($p_n = \hbar k_n$) is provided in the appendix. $J_n^2(B_{1f})$ is the derivative of the Bessel function with the argument:

$$B_{1f} = \frac{1}{\hbar\omega} \frac{e\bar{F}(t) \cdot (\bar{p}_f - \bar{p}_i)}{m\omega},$$ (4)

where $\hbar\omega$ is the photon energy, $\bar{F}(t)$ is the envelope of the laser electric field, and $\bar{p}_f = \hbar j(b)\overline{G}$. For a transition to the first excited sub-band $b = 2$, our expression of the MIP rate (3) is exactly the same as the one provided in [24] before integration over the momentum amplitude. For transitions to higher sub-bands, the mathematical structure of the presently derived rate remains similar but the number of photons to bridge the initial and final sub-bands is larger.

In order to evaluate the matrix element $V_{1f}$, numerical calculations solving a 1D time-dependent Schrödinger equation (TDSE) have been performed. Within this approach, one-active electron in a periodic pseudopotential is considered, and the wavefunction is expanded over a plane wave basis set. More details of this approach can be found in [22].

---

**Figure 1.** Structure of the conduction band in the first Brillouin zone as described in the multiple parabolic band model. The lattice period is set to 4.91 Å. An illustration of possible multiphoton transitions is depicted by the arrows. Depending on both the multiphoton order and the final sub-band, the wave vector is different according to energy conservation considerations.
With a lattice periodicity of 4.91 Å, a comparison of predictions of the analytical expression (3) with TDSE calculations indicate that \( V_2^0 \) is of the order of \( 9 \times 10^{-55} \text{ J} \cdot \text{m}^2 \cdot \text{s} \) within the range of intensities used in this work, which is consistent with the value reported in [24]. The order of magnitude of this value may also be found with simple considerations based on approximate wavefunctions.

2.3. Kinetic equation

The energy distribution \( f(E_k,t) \) of electrons in the CB is evaluated by solving the Boltzmann kinetic equation [4, 5]. In order to simplify this problem, first the laser field is considered as homogeneous in space so that transport processes are neglected. Second, external forces are not taken into account. Indeed, this study addresses interactions below the ablation threshold where the produced electron density in the CB remains small compared to the critical plasma density. Both the whole material and the electron system are thus not significantly perturbed by laser irradiation. Third, the electron system is assumed to be isotropic so that it may be described by its energy distribution. Then, the temporal evolution of the electron energy distribution function is given by:

\[
\frac{\partial}{\partial t} f(E_k,t) = \frac{\partial}{\partial t} f(E_k,t)_{\text{heat}} + \frac{\partial}{\partial t} f(E_k,t)_{\text{relax}} - \frac{f(E_k,t)}{\tau_e}.
\]

where the various terms of the right hand side correspond to the so-called collisional operators which account for various physical processes of energy exchange between particles. It is worth noting that these operators account for total energy and momentum conservation of colliding particles. The first term of the right side corresponds to the photo-ionization and impact ionization contribution, i.e. an electron transition from the valance band (VB) to the CB. The second term of equation (5) corresponds to the laser absorption mechanisms in the CB. The third term describes the relaxation of electrons which may lead to electron avalanche, is not introduced here since it is negligible for laser pulse duration shorter than roughly 100 fs [4]. Recent experimental investigations using time-resolved interferometry in fused silica confirm this statement [46]. Our choice not to include impact ionization is also motivated by keeping the simplest reliable modeling to clearly exhibit the role of the MIP on the electron dynamics.

Three contributions are included to account for the laser driven excitation of electrons in the CB, i.e. the laser heating of the conduction electrons. The collisional operator for this process can then be split into 3 terms and thus reads:

\[
\frac{\partial f(E_k,t)}{\partial t} = \frac{\partial f(E_k,t)}{\partial t}_{\text{heat}} + \frac{\partial f(E_k,t)}{\partial t}_{\text{ph-pt}} + \frac{\partial f(E_k,t)}{\partial t}_{\text{e-pt}} + \frac{\partial f(E_k,t)}{\partial t}_{\text{MIP}}.
\]

where the first and second terms account for phonon-assisted and ion-assisted simultaneous absorption or emission of photons by electrons, respectively. They correspond to three-particle collisions, hereafter referred to as e-ph–pt and e–i–pt collisions, respectively. These processes include the possibility for electrons to absorb simultaneously several photons whatever their kinetic energy. Note that the e–i–pt process is nothing but the inverse bremsstrahlung mechanism [47]. The last term of equation (7) corresponds to the MIP which rate has been provided in the previous section. Despite this process is described through a complex band structure, the transition rate provides a prediction only depending on the final electron energy \( E_k \). We may thus adopt an ad hoc procedure to include it in the kinetic approach by simply considering the contribution of this process as an usual rate \( W_p \) as it appears in equation (6). The multiphoton interband contribution in (5) thus reads:

\[
\frac{\partial f(E_k,t)}{\partial t} = \frac{\partial f(E_k,t)}{\partial t}_{\text{MIP}} = \frac{V}{(2\pi)^3} \left( \int_0^\infty \frac{\partial w_{\text{ph}}}{\partial k'} f(k',t)(1-f(k,t))k'^2dk' - \int_0^\infty \frac{\partial w_{\text{e-ph}}}{\partial k'} f(k',t)(1-f(k',t))k'^2dk' \right).
\]

with \( E_k = h^2k^2/2m \).

The relaxation processes in equation (5) are related to electron–electron (e–e) and electron–phonon (e–ph) interactions [4, 45]. These processes lead to the electron energy exchange from one to another or to the lattice, respectively. Here the
electron–ion interaction for relaxation is neglected due to the low ionization degree within the present laser parameters. In the case of e–e interaction, the total energy of the electron gas is conserved. Note that the characteristic time of energy transfer depends on the electron density in the CB and may be as long as tens of fs in dielectric materials due to a relatively low produced electron density in the CB for moderate intensities lower than the ablation threshold [4, 45]. Due to e–ph interactions, the total energy of the free electron gas may decrease, leading to an increase in the phonon population. In our model, only optical phonon modes are included with energies of 63 meV and 153 meV. Their distribution is set according to the equilibrium Bose–Einstein statistics at room temperature. Note that the contribution of acoustic phonons to the energy transfer from electrons to the lattice is assumed to be negligible since the energy of acoustic phonons is significantly lower than the one of optical phonons [45].

Finally, in order to calculate the electron density for a given energy, the electron distribution function \( f(E_k) \) is weighted by the density of states \( g(E_k) \). The latter is assumed to evolve as \( \sqrt{2Em_0^2/(\pi^2\hbar^2)} \) accounting for a 3D free electron gas.

3. Results and discussion

Here we consider a material with a bandgap of 9 eV. It is representative of silica or quartz for the crystalline phase. The influence of the band gap value is discussed at the end of this section. The laser pulse has a gaussian shape with a full width at half-maximum of 70 fs, an intensity in the range of tens of TW cm\(^{-2}\), and a wavelength of 800 nm. These parameters correspond to current laser facilities. Within these conditions, the absorption of 6 photons (\( h\omega = 1.55 \) eV) is required to bridge the bandgap in the multiphoton regime.

As a preliminary comment regarding the electron dynamics with the present laser parameters, the recombination of conduction electrons is neglected due to the short interaction time compared to the characteristic recombination time of 150 fs [48]. In addition, since the recombination time does not depend on the electron energy, it may only affect the total electron density but not the shape of the electron energy distribution. A weak influence of the recombination time on the forthcoming numerical results has been confirmed. We emphasize that the removing of non contributing processes in dedicated simulations allows us to better highlight the influence of the MIP.

Figure 2(a) shows the electron density in the CB as a function of the electron energy for four times during the interaction: 17 fs, 50 fs, 84 fs, and 134 fs. The inset depicts these times within the temporal pulse envelope. In that case, the maximum intensity is set to 20 TW cm\(^{-2}\). In order to evaluate the influence of the MIP, the electron energy distributions are calculated by using the above-presented model by including or not the multiphoton interband transitions (green or black curves, respectively). For the first studied time of 17 fs, which corresponds to the beginning of the interaction (solid curves), both distributions (with or without the MIP) are similar, and exhibit 2 peaks. The first peak close to the threshold corresponds to electrons directly promoted from the valence band through the simultaneous absorption of 6 photons. This first peak is followed by another one centered around 1.6 eV. It corresponds to the further absorption of one photon in the CB due to the e–ph–pt interaction. For this short time where the intensity remains very moderate (of the order of 1 TW cm\(^{-2}\)), an examination of the MIP rate shows that it is significantly smaller than the e–ph–pt rate, explaining the similar appearance of both distributions.

When the time is elapsing up to 50 fs (dashed curves), the total electron density increases and the distributions exhibit the same shape as the previous time but including more peaks. The latter are still separated by the photon energy, and their large number is due to more efficient photon absorption processes in the CB when the laser intensity is growing. Now, the predictions of the model including interband transitions significantly depart from the other. In that case, the contribution of direct vertical transitions in the Brillouin zone becomes significant leading to a population of electrons with higher energies. In order to better understand this behavior, the evolution of the MIP and e–ph–pt rates (term \( W_p \) appearing in equation (6)) are plotted as a function of the electron energy in figure 3 for \( I = 10 \) TW cm\(^{-2}\). Regarding the e–ph–pt rate, its value for each number of absorbed photons (from 1 to 8) is provided and has been plotted only to energy values consistent with the number of involved photons for an initial energy relevant of the first band. This case is comparable to the MIP where a state with energy \( E_k \) is filled from electrons located in the bottom of the CB (first band). It appears clearly that the MIP rate is higher than the e–ph–pt rate in all conditions. For the e–ph–pt process, note that a state with energy \( E_k \) may be filled by electrons with energy \( E_k = n\hbar \omega \) whatever \( n \). For instance, electrons with 21.55 eV may be generated from electrons of energy 20 eV through a one-photon absorption process. However, since the energy distribution decreases exponentially as a function of the electron energy, the contribution of such processes is also negligible compared to the MIP. The higher MIP rate compared to the e–ph–pt rate is explained by the fact that they involve 2 and 3 particles interaction, respectively: the higher the number of interacting particles, the lower the interaction probability.

The energy distribution in figure 2(a) including the MIP also exhibits a particular feature around 14 eV where an unexpected increase in the distribution takes place. As shown in figure 3, this behavior is a direct consequence of the evolution of the MIP rate with respect to the energy: such a non monotonic evolution is observed at the transition from the third to the fourth band. This is due to the non perturbative behavior of the multiphoton rate in conditions of large momentum transfer (see argument of the Bessel function in equation (4)).

At the peak intensity corresponding to the time of 84 fs, the appearance of the distribution function changes dramatically due to the influence of electron–electron and electron–phonon collisions which induce a relaxation of the electron gas. For this long enough interaction time, a significant energy exchange gives rise to a smoothing of the electron energy distribution, in particular of the photon absorption imprint. In the case where MIP is switched off, the distribution is close to a Fermi–Dirac distribution accounting for an equilibrium state.
This is demonstrated in figure 2(b) which shows the function \( -\ln(1/f(E_k) - 1) \) as a function of the electron kinetic energy for the times under consideration. Indeed, a linear behavior of this function corresponds to the equilibrium state [4]. When the MIP is allowed, the equilibrium is reached after a longer time close to 130 fs as shown in figure 2(b). Since the MIP heats more efficiently the electrons, more time is required for the electron gas to relax towards an equilibrium distribution.

This behavior is further highlighted in figure 4 that shows the evolution of the equilibrium time \( \tau_{EQ} \) as a function of the
maximum laser intensity, with and without the MIP (solid and dashed lines, respectively). $\tau_{EQ}$ is defined as the time needed for the electron energy distribution to reach the equilibrated Fermi–Dirac distribution within an accuracy of 5% (root mean square). Whatever the laser intensity, this figure confirms an increase in $\tau_{EQ}$ due to the introduction of the MIP which leads electrons to higher energies. Due to the non-monotonic evolution of the MIP rate with the intensity, the relative increase of $\tau_{EQ}$ also depends on the intensity and can reach up to 40% for 20 TW cm$^{-2}$. Now, whatever the introduced heating processes, the overall behavior of $\tau_{EQ}$ with respect to the intensity is the same: the higher the intensity, the shorter the relaxation time. Following the previous considerations, the opposite behavior would have been expected since higher intensities lead to higher electron energies. Actually, the increase in the intensity also leads to an increase in the electron density, thus decreasing the characteristic time for $e-e$ and $e-ph$ collisional relaxation processes. Since the electron production in the CB is a highly nonlinear process (at least 6 photons are required to bridge the band gap) with respect to the intensity, it turns out that its contribution to the value of $\tau_{EQ}$ is larger than the one of the heating processes in the CB. Despite the MIP is itself nonlinear, it includes lower order photon-absorption processes, which lead to moderate variations with respect to the intensity as long as the latter is not too high. Note that for the range of intensities under consideration, the produced electron density in the CB is of the order of $10^{19}$–$10^{20}$ cm$^{-3}$.

When the equilibrium is reached, a temperature of the electron gas can be defined. Figure 5 shows this temperature just after the interaction ($t = 190$ fs) as a function of the laser intensity with and without the MIP. Both curves exhibit a nonlinear increase with respect to the intensity, accounting for the multiphoton absorption in the conduction band. Regarding the additional influence of the MIP on the overall heating of the electron gas, it becomes significant for intensities above 20 TW cm$^{-2}$. For smaller intensities, despite a fraction of electrons may be promoted to higher energies, their contribution is not large enough to significantly modify the total energy of the electron gas. Indeed, despite the MIP rate is higher than the $e-ph$ rate for these intensities (see for instance figure 3 for $I = 10$ TW cm$^{-2}$), it only provides energy to electrons in the bottom of the CB (first band) whereas electrons may absorb one or more photons through the $e-ph$ process whatever their energy.

Figure 6 shows the electron maximum energy, $E_{max}$, at half the pulse duration (when relaxation processes are not yet important) as a function of the laser intensity. This energy is evaluated as follows. For a given intensity, the electron energy distribution is first divided by the total electron density to avoid any influence of the electron production. $E_{max}$ is defined as the value of the normalized distribution at the level of 0.5% of its maximum value. Note that small variations of the chosen
level lead to similar conclusions. As expected, figure 6 shows that the higher the intensity, the larger the maximum electron energy whatever the considered laser excitation process in the CB. The MIP also increases the maximum energy. This increase appears not to depend significantly on the intensity, with a mean value of the order of 100%, i.e. roughly a factor 2. As for the relaxation time, variations of the influence of the MIP heating with respect to the intensity are observed, accounting for the non monotonic behavior of the interband rate with respect to the electron energy. Despite the MIP is nonlinear with respect to intensity, thus providing a nonlinear evolution of $E_{\text{max}}$ with respect to the intensity, the increase in intensity also gives rise to a higher electron density and subsequently more effective relaxation processes. In particular, electron–electron collisions, which redistribute the electron energies, lead to lower maximum energy than with a pure MIP heating. In addition, the same argument as for the equilibration time explains the relatively slow variations of $E_{\text{max}}$ with respect to the intensity. It is close to a linear behavior.

Finally, let us discuss the influence of the value of the band gap on the significance of the MIP on the electron dynamics. The most notable influence of the band gap is on the value of the ionization rate, and the subsequent produced electron density in the conduction band: for given laser pulse parameters, the lower the band gap, the larger the ionization rate. However, there is no influence of the conduction electron density on the MIP rate since it corresponds to the interaction of a single electron with photons. It follows that the absorbed energy density through the MIP is proportional to the conduction electron density. Thus, the lower the band gap, the higher this absorbed energy density. The same argument stands for the heating through the electron–phonon–photon process. Within the present laser irradiation conditions, this is the two-interacting-electron process for relaxation which is expected to be the most influenced by the change in electron density: the lower the band gap, the larger the conduction electron density, the faster the electron–electron relaxation. However, this effect is expected to modify only slightly the electron population in the first sub-band from where electrons are promoted to higher energy levels through the MIP. Therefore, no significant influence on the laser heating through MIP is expected.

4. Conclusions

In the case of irradiation of dielectric materials by femtosecond laser pulses of moderate intensities of a few TW cm$^{-2}$, it has been suggested in [21–25] that direct multiphoton transitions between sub-bands of the conduction band may contribute to the electron dynamics, in particular to higher electron energies. The present work deals with the case of higher intensities in the range of tens of TW cm$^{-2}$. The expression for the multiphoton interband rate has been revisited and generalized to highly excited sub-bands of the conduction band. This non-collisional heating process has been introduced for the first time in a Boltzmann kinetic equation including the standard collisional heating and relaxation interactions. The way to introduce consistently this non-collisional process in the kinetic approach has also been provided. Under this framework, the electron dynamics in a wide bandgap dielectric material has been investigated. The multiphoton interband process has been shown to significantly modify the energy distribution of electrons compared to the standard collisional processes. The maximum electron energy is increased by roughly a factor two. That leads to a longer time for the electron gas to relax towards an equilibrium state. Calculations show this relative increase of the relaxation time may be of the order of 40% depending on the laser intensity. The main conclusion of the present work is that the overall electron dynamics is significantly modified by direct multiphoton interband transitions. This mechanism thus should be taken into account in future developments aiming at describing the electron dynamics in dielectric materials to predict local modifications and possible applications as described in the introduction. Based on the proposed framework, more accurate predictions could also be performed by improving
the description of the laser-induced electron transitions in the conduction band. In particular for future works dedicated to a given material with associated applications requiring an accurate estimation of the energy deposition, the exact band structure of the studied material should be evaluated (through DFT for instance) and coupled to the multiphoton interband model similarly as it was done in [30].

The present model provides predictions which can be compared to electron energy distributions obtained from photo-emission experiments [49, 50]. Such a comparison is in progress for laser intensities lower than the ablation threshold. Preliminary results show that the calculated evolution of the maximum electron energy with respect to the intensity is in a relatively good agreement with experimental results up to energies in excess of 50eV. This demonstrates the reliability of the present model and will be addressed in details in a forthcoming work.
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Appendix. Derivation of the multiphoton interband rate

In the presence of an external laser electric field, conduction electrons may be excited from a sub-band to another one through multiphoton absorption. Here is derived the expression electrons may be excited from a sub-band to another one based on previous works [21, 24, 34, 35, 51].

The rate per unit volume for the transition from an initial sub-band (1) to a final sub-band (f) is given by:

\[
w_{1f} = \frac{2\pi}{h(2\pi\hbar)^3} \sum_n \int \mathcal{M}_f(\vec{p}) \int \delta(E(\vec{p}(t), \vec{F}) - nh\omega) d\vec{p},
\]

(A.1)

where \(\mathcal{M}_f(\vec{p})\) is the matrix element for the considered transition, which depends on the momentum \(\vec{p}\) of the first Brillouin zone. The matrix element reads [21, 24, 34, 35, 51]:

\[
\mathcal{M}_f(\vec{p}) = \frac{1}{2\pi} \oint V_{lf}(\vec{p}(t)) e^{i\int_0^t \int \vec{E}(\vec{p}(t), \vec{F}) \cdot d\vec{a}} dt.
\]

(A.2)

The Dirac delta function provides selection rules for the absorption of n photons, accounting for the energy conservation. \(E(\vec{p}(t), \vec{F})\) is the average over the laser field phase of the time-dependent energy gap between the initial and final sub-bands, reading \(E(\vec{p}(t), \vec{F}) = E_i(\vec{p}(t), \vec{F}) - E_f(\vec{p}(t), \vec{F})\) where \(E_i(\vec{p}(t), \vec{F})\) is the electron energy of quasi-momentum \(\vec{p}\) in the band i. \(\vec{p}_i\) is a quasi-momentum of the reciprocal-lattice vector. For a cubic structure, \(\vec{p}\) is given by \(\frac{2\pi a}{\hbar} \vec{p}\) with \(a\) the lattice period and \(j_1 = 0, j_2 = 1, j_3 = -1, j_4 = 2, j_5 = -2, \ldots\) etc. The time-dependent momentum reads \(\vec{p}(t) = \vec{p} + \frac{F}{\omega} \sin(\omega t)\) where \(\vec{F}\) is the envelope of the laser electric field. It follows that:

\[
\dot{E}(\vec{p}(t), \vec{F}) = \frac{1}{2\pi} \int_{-\pi}^{\pi} E(\vec{p}(x/\omega), \vec{F}) dx = \frac{\vec{p} \cdot (\vec{p}_i - \vec{p}_f)}{m} + \frac{\vec{p}_f^2 - \vec{p}_i^2}{2m}.
\]

(A.3)

Using a cubic lattice structure, \(\vec{p}_1 = \vec{0}\) and considering that \(\vec{p} \cdot \vec{p}_f = p_f \cos \theta\) then

\[
\delta(E(\vec{p}(t), \vec{F}) - nh\omega) = \frac{m}{p_f \cos \theta} \left( p - \frac{p_n}{\cos \theta} \right).
\]

(A.4)

where \(p_n = \sqrt{2mE_n} = \frac{m p_f}{\hbar \omega} \cos \theta - nh\omega\). That permits to identify the energy \(E_n\):

\[
E_n = \left\{ \begin{array}{ll}
(1 - \frac{n}{\bar{n}})^2 E_0 & \text{if } n \in \{1; (\bar{n})\} \\
(1 - \frac{n}{\bar{n}})^2 E_0 & \text{if } n \in \{(\bar{n}); (2\bar{n})\} \\
(1 - \frac{n}{4\bar{n}})^2 E_0 & \text{if } n \in \{(2\bar{n}); (4\bar{n})\} \\
\ldots
\end{array} \right.
\]

(A.5)

with \(\bar{n} = \frac{4\bar{E}_0}{4\hbar \omega}\), \(E_0 = \frac{\pi \hbar^2 \bar{n}^2}{2m^2}\) being the limit of the first Brillouin zone of first sub-band. The different domains correspond to the transition to the sub-band 2, sub-band 3, etc.

By using the spherical coordinates to perform the integration over the momentum, equation (A.1) then reads:

\[
w_{1f} = \frac{4\pi^2}{h(2\pi\hbar)^3} \sum_n \int_0^{\pi/\omega} \int_0^{\pi} d\phi \sin \phi \left| \mathcal{M}_f(p, \cos \theta) \right|^2 \frac{m}{p_f \cos \theta} \delta(\cos \theta - \frac{p_n}{p_f})
\]

(A.6)

where the coordinates have been oriented such that the integration over the azimuthal angle \(\varphi\) is \(2\pi\). By using the properties of the Dirac Delta function, the integration over \(\theta\) leads to:

\[
w_{1f} = \frac{4\pi^2}{h(2\pi\hbar)^3} \sum_n \int_0^{\pi/\omega} \int_0^{\pi} d\phi \sin \phi \left| \mathcal{M}_f(p, p_n/p_f) \right|^2 \frac{m}{p_f \cos \theta} \delta(p - p_n)
\]

(A.7)

The last integration over the momentum may be performed by assuming conditions where the laser electric field is not too high, i.e. \(eF/\omega \ll 1\), \(V_{lf}(\vec{p}(t)) \approx V_{lf} \sqrt{\vec{F}}\) where \(V_{lf}\) is a constant and \(I\) is the laser intensity (related to the electric field as \(I = n_0 e^2 F^2/2\omega\), with \(n_0\) the index of refraction, \(e_0\) the vacuum permittivity, and \(c\) the speed of light in the vacuum). Since the wavefunction is unknown is the general case, \(V_{lf}\) may not be easily determined and is the only free parameter of the present analytical approach.
Now, the argument of the exponential function appearing in equation (A.2) may be calculated by using the variable change $v = \sin(x)$. By using the above-given definition of $p_n$, defining $B_{nf} = \frac{1}{b_n} F_\nu' - \frac{p_n}{b_n}$, and with $n' = n$, one gets:

\[
M_{ij}(p,p',p'') = M_{ij}(n) = V_f \sqrt{\Gamma} \frac{1}{2\pi} e^{-ib_{nf}} \int cos(x)e^{-i[n'(x-B_n \cos(x))]dx}. \tag{A.8}
\]

The previous expression includes the derivative of the Bessel function with respect to $B_{nj}$. Equation (A.8) then transforms into:

\[
M_{ij}(n) = -i V_f \sqrt{\Gamma} J_n'(B_{nj}) e^{inB_{nj}}. \tag{A.9}
\]

The squared modulus thus can be written as:

\[
\left| M_{ij}(n) \right|^2 = V_f^2 J_n'(B_{nj})^2. \tag{A.10}
\]

where $J_n'(B_{nj}) = J_n'(B_{nj})$. The squared modulus has been used. By using the relation of $J_n'(B_{nj}) - J_{n+1}(B_{nj})$, another form reads:

\[
\left| M_{ij}(n) \right|^2 = V_f^2 J_n'(B_{nj})h_{n+1}(B_{nj})^2. \tag{A.11}
\]

The remaining momentum integration is straightforward and the following expression for the rate per unit volume can be obtained:

\[
w_{j1} = \frac{m}{8\pi\hbar^2} V_f^2 \sqrt{\Gamma} \sum_n J_n'(B_{nj}) \left[ \frac{\pi^2}{a^2} - k_n^2 \right]. \tag{A.12}
\]
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