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We consider a Brownian motion with negative drift in the quarter plane with orthogonal reflection on the axes. The Laplace transform of its stationary distribution satisfies a functional equation, which is reminiscent from equations arising in the enumeration of (discrete) quadrant walks. We develop a Tutte’s invariant approach to this continuous setting, and we obtain an explicit formula for the Laplace transform in terms of generalized Chebyshev polynomials.

1. Introduction and main results

1.1. Reflected Brownian motion in the quadrant. The object of study here is the reflected Brownian motion with drift in the quarter plane

\[ Z(t) = Z_0 + \mathbf{W}(t) + \mathbf{\mu} t + \mathbf{RL}(t), \quad \forall t \geq 0, \]

associated to the triplet \((\Sigma, \mathbf{\mu}, R)\), composed of a non-singular covariance matrix, a drift and a reflection matrix, see Figure 1:

\[
\Sigma = \begin{pmatrix} \sigma_{11} & \sigma_{12} \\ \sigma_{12} & \sigma_{22} \end{pmatrix}, \quad \mathbf{\mu} = \begin{pmatrix} \mu_1 \\ \mu_2 \end{pmatrix}, \quad R = (R^1, R^2) = \begin{pmatrix} r_{11} & r_{12} \\ r_{21} & r_{22} \end{pmatrix}.
\]

In Equation (1), \(Z_0\) is any initial point in \(\mathbb{R}^2_+\), the process \((\mathbf{W}(t))_{t \geq 0}\) is an unconstrained planar Brownian motion with covariance matrix \(\Sigma\) starting from the origin, and for \(i = 1, 2\), \(L^i(t)\) is a continuous non-decreasing process, that increases only at time \(t\) such that \(Z^i(t) = 0\), namely

\[
\int_0^t \mathbf{1}_{\{Z^i(s) \neq 0\}} dL^i(s) = 0, \quad \text{for all } t \geq 0.
\]

The columns \(R^1\) and \(R^2\) represent the directions in which the Brownian motion is pushed when the axes are reached.

Figure 1. Drift \(\mathbf{\mu}\) and reflection vectors \(R^1\) and \(R^2\) in non-orthogonal and orthogonal cases
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The reflected Brownian motion \((Z(t))_{t \geq 0}\) associated with \((\Sigma, \mu, R)\) is well defined \([24, 30]\), and is a fundamental stochastic process, from many respects. There is a large literature on reflected Brownian motion in the quadrant (and also in orthants, generalization to higher dimension of the quadrant). First, it serves as an approximation of large queuing networks \([17, 1]\); this was the initial motivation for its study. In the same vein, it is the continuous counterpart of (random) walks in the quarter plane, which are an important combinatorial and probabilistic object, see \([3, 2]\). In other directions, it is studied for its Lyapunov functions \([15]\), cone points of Brownian motion \([26]\), intertwining relations and crossing probabilities \([14]\), and of particular interest for us, for its recurrence or transience \([25]\). Its stationary distribution exists and is unique if and only if the following (geometric) conditions are satisfied:

\[
    r_{11} > 0, \quad r_{22} > 0, \quad r_{11}r_{22} - r_{12}r_{21} > 0, \quad r_{22}\mu_1 - r_{12}\mu_2 < 0, \quad r_{11}\mu_2 - r_{21}\mu_1 < 0. \tag{2}
\]

(For orthogonal reflections, (2) is equivalent for the drift \(\mu\) to have two negative coordinates.) Moreover, the asymptotics of the stationary distribution (when it exists) is now well known, see \([21, 10, 19]\).

There exist, however, very few results giving an exact expression for the stationary distribution, and the main contribution of this paper is precisely to propose a method (based on boundary value problems) for deriving an explicit formula for the (Laplace transform of the) stationary distribution. Our study constitutes one of the first attempts to apply these techniques to reflected Brownian motion, after \([18]\) (under the strong symmetry condition \(\mu_1 = \mu_2, \sigma_{11} = \sigma_{22}\) and symmetric reflection vectors \(R^1, R^2\) in (1)), \([17]\) (with the identity covariance matrix \(\Sigma\)) and \([1]\) (with a diffusion having a quite special behavior on the boundary). We also refer to \([4]\) for the analysis of reflected Brownian motion in bounded domains by complex analysis techniques.

### 1.2. Laplace transform of the stationary distribution.

Under assumption (2), that we shall do throughout the manuscript, the stationary distribution is absolutely continuous w.r.t. the Lebesgue measure, see \([24, 5]\). We denote its density by \(\pi(x) = \pi(x_1, x_2)\). Let the moment generating function (or Laplace transform) of \(\pi\) be defined by

\[
    \varphi(\theta) = \mathbb{E}_\pi[e^{\theta Z}] = \int_{\mathbb{R}^2_+} e^{\theta x_1}\pi(x)dx.
\]

The above integral converges at least for \(\theta = (\theta_1, \theta_2) \in \mathbb{C}^2\) such that \(\Re \theta_1 \leq 0\) and \(\Re \theta_2 \leq 0\). We further define two finite boundary measures \(\nu_1\) and \(\nu_2\) with support on the axes, by mean of the formula

\[
    \nu_i(B) = \mathbb{E}_\pi\left[ \int_0^1 \mathbb{1}_{\{Z(t) \in B\}} dL^i(t) \right].
\]

The measure \(\nu_i\) is continuous w.r.t. the Lebesgue measure \([24]\), and may be viewed as the boundary invariant measure. We define the moment generating function of \(\nu_1\) and \(\nu_2\) by

\[
    \varphi_2(\theta_1) = \int_{\mathbb{R}_+} e^{\theta_1 x_1}\nu_2(x_1)dx_1, \quad \varphi_1(\theta_2) = \int_{\mathbb{R}_+} e^{\theta_2 x_2}\nu_1(x_2)dx_2.
\]

The functions \(\varphi_1\) and \(\varphi_2\) exist \textit{a priori} for values of the argument with non-positive real parts. There is a functional equation between the Laplace transforms \(\varphi\), \(\varphi_1\) and \(\varphi_2\), see \((5)\) in Section 2, which is reminiscent of the functional equation counting (discrete) quadrant walks \([3, 2]\).

### 1.3. Main result.

We derive an explicit expression for \(\varphi_1\), and therefore also for \(\varphi_2\) and \(\varphi\) by the functional equation \((5)\), in the particular case where \(R\) is the identity matrix, which means that the reflections are orthogonal (Figure 1, right). Define the generalized Chebyshev polynomial by (for \(a \geq 0\))

\[
    T_a(x) = \cos(a \arccos(x)) = \frac{1}{2} \left\{ (x + \sqrt{x^2 - 1})^a + (x - \sqrt{x^2 - 1})^a \right\}.
\]
It admits an analytic continuation on \( \mathbb{C} \setminus (\infty, -1) \), and even on \( \mathbb{C} \) if \( a \) is a non-negative integer. We also need to introduce
\[
\theta_\pm^2 = \frac{(\mu_1 \sigma_{12} - \mu_2 \sigma_{11}) \pm \sqrt{(\mu_1 \sigma_{12} - \mu_2 \sigma_{11})^2 + \mu_1^2 \det \Sigma}}{\det \Sigma}
\]
(notice that the sign of \( \theta_\pm^2 \) is \( \pm \), see Figure 2), as well as the angle (related to the correlation coefficient of the Brownian motion \( (W(t))_{t \geq 0} \))
\[
\beta = \arccos \left( -\frac{\sigma_{12}}{\sqrt{\sigma_{11} \sigma_{22}}} \right)
\]

**Theorem 1.** Let \( R \) be the identity matrix in (1). The Laplace transform \( \varphi_1 \) is equal to
\[
\varphi_1(\theta_2) = -\frac{\mu_1 w'(0)}{w(\theta_2) - w(0)} \theta_2,
\]
where the function \( w \) can be expressed in terms of the generalized Chebyshev polynomial \( T_{\frac{\pi}{2}} \) as follows:
\[
w(\theta_2) = T_{\frac{\pi}{2}} \left( -\frac{2\theta_2 - (\theta_1^+ + \theta_2^+)}{\theta_1^+ - \theta_2^+} \right).
\]
Accordingly, \( \varphi_1 \) can be continued meromorphically on the cut plane \( \mathbb{C} \setminus (\theta_2^+, \infty) \).

There exists, of course, an analogous expression for \( \varphi_2(\theta_1) \), and the functional equation (5) finally gives a simple explicit formula for the bivariate Laplace transform \( \varphi \).

Let us now give some comments around Theorem 1.

- It connects two *a priori* unrelated objects: the stationary distribution of reflected Brownian motion in the quadrant and a particular special function, viz, a generalized Chebyshev polynomial (which is a hypergeometric function). The expression that we obtain is quite tractable: as an example we will recover the well-known case of one-dimensional reflected Brownian motion (Section 3.5).
- To prove Theorem 1, we apply a constructive (and combinatorial in nature) variation of the boundary value method of [16], recently introduced in [2] as Tutte’s invariant approach [29], see our Section 3. This paper is one of the first attempts to apply boundary value techniques to (continuous) diffusions in the quadrant, after [17] (which concerns very particular cases of the covariance matrix, essentially the identity matrix) and [1] (on diffusions with completely different behavior on the boundary).
- The recent paper [19] obtains the exact asymptotic behavior of the stationary distribution along any direction in the quadrant. The constant in that asymptotics involves both functions \( \varphi_1 \) and \( \varphi_2 \) (see [19]), and can thus be made explicit with our Theorem 1.
- Theorem 1 is well suited for asymptotic analysis: we shall derive the asymptotics of the stationary distribution along the axes, by using classical arguments from singularity analysis of Laplace transforms (see the reference book [13]). See our Section 4.
- Theorem 1 implies that the Laplace transform is algebraic if and only if a certain group (to be properly introduced later on) is finite, see Section 5.3. This result has an analogue in the discrete setting, see [3]. In the same vein, the authors of [12] give necessary and sufficient conditions for the stationary density of two-dimensional reflected Brownian motion with negative drift in a wedge to have the form of a sum of exponentials. The intersection with our results is the polynomial case \( \frac{\pi}{2} \in \mathbb{Z} \).
- More that the Brownian motion in the quadrant, all results presented here (including Theorem 1) concern the Brownian motion in two-dimensional cones (by a simple linear transformation of the cones). This is a major and interesting difference of the continuous case in comparison with the discrete case, which also illustrates that the analytic approach is very well suited to that context.
Though being self-contained (this is one of the reasons why we focus on the case of orthogonal reflections), this paper is part of a larger project, dealing with any reflection matrix \( R \) (as in Figure 1, left). Let us finally mention that an extended abstract of this paper and of [19] may be found in [20].
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2. **Analytic preliminaries and continuation of the Laplace transforms**

In this section we state the key functional equation (a kernel equation, see Section 2.1), which is the starting point of our entire analysis. We study the kernel (a second degree polynomial in two variables) in Section 2.2. Finally, we continue the Laplace transforms to larger domains (Section 2.3), which will be used in Section 3 to state a boundary value problem (BVP).

2.1. **A kernel functional equation.** We have the following key functional equation between the Laplace transforms:

\[
-\gamma(\theta)\varphi(\theta) = \gamma_1(\theta)\varphi_1(\theta_2) + \gamma_2(\theta)\varphi_2(\theta_1),
\]

where

\[
\begin{align*}
\gamma(\theta) &= \frac{1}{2}(\theta|\theta) + (\theta|\mu) = \frac{1}{2}(\sigma_{11}\theta_1^2 + \sigma_{22}\theta_2^2 + 2\sigma_{12}\theta_1\theta_2) + \mu_1\theta_1 + \mu_2\theta_2, \\
\gamma_1(\theta) &= (R^1|\theta) = r_{11}\theta_1 + r_{21}\theta_2, \\
\gamma_2(\theta) &= (R^2|\theta) = r_{12}\theta_1 + r_{22}\theta_2.
\end{align*}
\]

By definition of the Laplace transforms, this equation holds at least for any \( \theta = (\theta_1, \theta_2) \) with \( \Re \theta_1 \leq 0 \) and \( \Re \theta_2 \leq 0 \).

To prove (5) the main idea is to use an identity called basic adjoint relationship (first proved in [23] in some particular cases, then extended in [8]), which characterizes the stationary distribution, see [9, 7, 6]. (It is the continuous analogue of the equation \( \pi Q = 0 \), with \( \pi \) the stationary distribution of a recurrent continuous-time Markov chain having infinitesimal generator matrix \( Q \).) This basic adjoint relationship connects the stationary distribution \( \pi \) and the corresponding boundary measures \( \nu_1 \) and \( \nu_2 \). We refer to [17, 8, 10] for the details.

As stated in [6, Open problem 1], it is an open problem to prove that there is no finite signed measure which satisfies the basic adjoint relationship (by signed we mean a measure taking positive and negative values). Going back to our case, we shall see that the functional equation (5) admits a unique solution (the stationary distribution); in particular there is no solution of the functional equation with sign changes.

2.2. **Kernel.** By definition, the kernel of Equation (5) is the polynomial

\[
\gamma(\theta_1, \theta_2) = \frac{1}{2}(\sigma_{11}\theta_1^2 + 2\sigma_{12}\theta_1\theta_2 + \sigma_{22}\theta_2^2) + \mu_1\theta_1 + \mu_2\theta_2.
\]

It can be alternatively written as

\[
\gamma(\theta_1, \theta_2) = \tilde{a}(\theta_2)\theta_1^2 + \tilde{b}(\theta_2)\theta_1 + \tilde{c}(\theta_2) = a(\theta_1)\theta_2^2 + b(\theta_1)\theta_2 + c(\theta_1),
\]

where

\[
\begin{align*}
\tilde{a}(\theta_2) &= \frac{1}{2}\sigma_{11}, & \tilde{b}(\theta_2) &= \sigma_{12}\theta_2 + \mu_1, & \tilde{c}(\theta_2) &= \frac{1}{2}\sigma_{22}\theta_2^2 + \mu_2\theta_2, \\
a(\theta_1) &= \frac{1}{2}\sigma_{22}, & b(\theta_1) &= \sigma_{12}\theta_1 + \mu_2, & c(\theta_1) &= \frac{1}{2}\sigma_{11}\theta_1^2 + \mu_1\theta_1.
\end{align*}
\]

The equation \( \gamma(\theta_1, \theta_2) = 0 \) defines a two-valued algebraic function \( \Theta_1(\theta_2) \) such that \( \gamma(\Theta_1(\theta_2), \theta_2) = 0 \), and similarly \( \Theta_2(\theta_1) \) such that \( \gamma(\theta_1, \Theta_2(\theta_1)) = 0 \). Their expressions are given by

\[
\Theta_1^+(\theta_2) = \frac{-\tilde{b}(\theta_2) \pm \sqrt{\tilde{d}(\theta_2)}}{2\tilde{a}(\theta_2)}, \quad \Theta_2^+(\theta_1) = \frac{-b(\theta_1) \pm \sqrt{d(\theta_1)}}{2a(\theta_1)},
\]

with

\[
\tilde{d}(\theta_2) = \tilde{b}(\theta_2)^2 - 4\tilde{a}(\theta_2)\tilde{c}(\theta_2), \quad d(\theta_1) = b(\theta_1)^2 - 4a(\theta_1)c(\theta_1).\]
where $\tilde{d}$ and $d$ are the discriminants of the kernel:

\[
\begin{align*}
\tilde{d}(\theta_2) &= \theta_2^2(\sigma_{12}^2 - \sigma_{11}\sigma_{22}) + 2\theta_2(\mu_1\sigma_{12} - \mu_2\sigma_{11}) + \mu_1^2, \\
d(\theta_1) &= \theta_1^2(\sigma_{11}^2 - \sigma_{12}\sigma_{22}) + 2\theta_1(\mu_2\sigma_{12} - \mu_1\sigma_{11}) + \mu_2^2.
\end{align*}
\]

The polynomials $\tilde{d}$ and $d$ have two zeros, real and of opposite signs, they are denoted by $\theta_2^\pm$ and $\theta_1^\pm$, respectively: $\theta_2^\pm$ is introduced in (3) and

\[
\theta_1^\pm = \frac{(\mu_2\sigma_{12} - \mu_1\sigma_{22}) \pm \sqrt{(\mu_2\sigma_{12} - \mu_1\sigma_{22})^2 + 4\mu_2^2\det\Sigma}}{2\det\Sigma}.
\]

Equivalently, $\theta_1^\pm$ and $\theta_2^\pm$ are the branch points of the algebraic functions $\Theta_2$ and $\Theta_1$.

Finally, notice that $d$ is positive on $(\theta_1^-, \theta_1^+)$ and negative on $\mathbb{R} \setminus [\theta_1^-, \theta_1^+]$. Accordingly, the branches $\Theta_2^\pm$ take real and complex conjugate values on these sets, respectively. A similar statement holds for $\Theta_1^\pm$.

2.3. **Continuation of the Laplace transforms.** In Section 3 we shall state a boundary condition for the functions $\varphi_1$ and $\varphi_2$, on curves which lie outside their natural domains of definition (the half-plane with negative real-part). We therefore need to continue these functions, which is done in the result hereafter.

**Lemma 2.** We can continue meromorphically $\varphi_1(\theta_2)$ to the open and simply connected set

\[
\{\theta_2 \in \mathbb{C} : \Re\theta_2 \leq 0 \text{ or } \Re\Theta_1^- (\theta_2) < 0\},
\]

by setting

\[
\varphi_1(\theta_2) = \frac{\gamma_2}{\gamma_1} (\Theta_1^- (\theta_2), \theta_2) \varphi_2(\Theta_1^- (\theta_2)).
\]

Lemma 2 is immediate (one can find a refined version of it in [19]). A similar statement holds for the Laplace transform $\varphi_1$. Anticipating slightly, we notice that the domain in (7) contains the domain $G_R$ in Figure 2.

3. Statement of the boundary value problem

3.1. **An important hyperbola.** For further use, we need to introduce the curve

\[
\mathcal{R} = \{\theta_2 \in \mathbb{C} : \gamma(\theta_1, \theta_2) = 0 \text{ and } \theta_1 \in (-\infty, \theta_1^-)\} = \Theta_2^\pm ((-\infty, \theta_1^-)).
\]

By the results of Section 2.2, $d$ is negative on the interval $(-\infty, \theta_1^-)$, and thus the curve $\mathcal{R}$ is symmetrical w.r.t. the real axis, see Figure 2. Furthermore, it has a simple structure, as shown by the following elementary result, taken from [1, Lemma 9]:

**Lemma 3.** The curve $\mathcal{R}$ in (8) is a (branch of a) hyperbola, given by the equation

\[
\sigma_{22}(\sigma_{12}^2 - \sigma_{11}\sigma_{22})x^2 + \sigma_{12}^2\sigma_{22}y^2 - 2\sigma_{22}(\sigma_{11}\mu_2 - \sigma_{12}\mu_1)x = \mu_2(\sigma_{11}\mu_2 - 2\sigma_{12}\mu_1).
\]

**Proof.** We saw in Section 2.2 that whenever $\theta_1 \in (-\infty, \theta_1^-)$, the branches $\Theta_2^\pm (\theta_1)$ and $\Theta_1^- (\theta_1)$ are complex conjugate. Define $x$ and $y$ by $\Theta_2^\pm (\theta_1) = x + iy$. Then from the identities

\[
\Theta_2^+ + \Theta_2^- = -\frac{b(\theta_1)}{a(\theta_1)} = -2\sigma_{12}\theta_1 + \frac{\mu_2}{\sigma_{22}} = 2x \quad \text{and} \quad \Theta_2^+ \cdot \Theta_2^- = \frac{c(\theta_1)}{a(\theta_1)} = \frac{\sigma_{11}\theta_1^2 + 2\mu_1\theta_1}{\sigma_{22}} = x^2 + y^2,
\]

we obtain that $x$ and $y$ are real solutions of (9).

We shall denote by $G_R$ the open domain of $\mathbb{C}$ bounded by $\mathcal{R}$ and containing 0, see Figure 3. Obviously $\overline{G_R}$, the closure of $G_R$, is equal to $\overline{G_R} \cup \mathcal{R}$. 
Figure 2. The curve $\mathcal{R}$ in (8) is symmetric w.r.t. the horizontal axis, and $\mathcal{G}_\mathcal{R}$ is the domain in green

3.2. BVP for orthogonal reflections. In the case of orthogonal reflections, $R$ is the identity matrix in (1), and we have $\gamma_1(\theta_1, \theta_2) = \theta_1$ and $\gamma_2(\theta_1, \theta_2) = \theta_2$. We set

$$\psi_1(\theta_2) = \frac{1}{\theta_2} \varphi_1(\theta_2), \quad \psi_2(\theta_1) = \frac{1}{\theta_1} \varphi_2(\theta_1). \tag{10}$$

**Proposition 4.** The function $\psi_1$ satisfies the following BVP:

(i) $\psi_1$ is meromorphic on $\mathcal{G}_\mathcal{R}$ with a single pole at 0, of order 1 and residue $\varphi_1(0)$, and vanishes at infinity,

(ii) $\psi_1$ is continuous on $\overline{\mathcal{G}_\mathcal{R}} \setminus \{0\}$ and

$$\psi_1(\theta_2) = \psi_1(\theta_2), \quad \forall \theta_2 \in \mathcal{R}. \tag{11}$$

**Proof.** Using the formula (10), Point (i) is equivalent to proving that $\varphi_1$ is analytic in $\mathcal{G}_\mathcal{R}$ and is bounded at infinity. Both properties are obvious in the half-plane $\{\theta_2 \in \mathbb{C} : \Re \theta_2 < 0\}$, thanks to the definition of $\varphi_1$ as a Laplace transform. In the domain of $\mathcal{G}_\mathcal{R}$ where $\Re \theta_2 \geq 0$, one can use the continuation formula given in Lemma 2, and the conclusion follows.

Let us now prove (ii). Evaluating the (continued) functional equation (5) at $(\theta_1, \Theta_2(\theta_1))$, we obtain

$$\psi_1(\Theta_2^+(\theta_1)) + \psi_2(\theta_1) = 0,$$

which immediately implies that

$$\psi_1(\Theta_2^+(\theta_1)) = \psi_1(\Theta_2^-(\theta_1)). \tag{12}$$

Choosing $\theta_1 \in (-\infty, 0^{-})$, the two quantities $\Theta_2^+(\theta_1)$ and $\Theta_2^-(\theta_1)$ are complex conjugate one of the other, see Section 2. Equation (12) can then be reformulated as (11), using the definition (8) of the curve $\mathcal{R}$. \hfill $\square$

3.3. Conformal gluing function and invariant theorem. The BVP stated in Proposition 4 is called a homogeneous BVP with shift (the shift stands here for the complex conjugation, but the theory applies to more general shifts, see [27]). Due to its particularly simple form, we can solve it in an explicit way, using the two following steps:

- Using a certain conformal mapping (to be introduced below), we can construct a particular solution to the BVP of Proposition 4.
The solution to the BVP of Proposition 4 is unique, see Lemma 5 below (taken from Lemma 2 in [27, Section 10.2]). In other words, two different solutions must coincide, and the explicit solution constructed above must be the function \( \psi_1 \).

**Lemma 5 (Invariant lemma).** The problem of finding functions \( f \) such that

(i) \( f \) is analytic in \( \mathcal{G} R \) and continuous in \( \overline{\mathcal{G}} R \),
(ii) \( f \) satisfies the boundary condition (11),

does not have non-trivial solutions in the class of functions \( f \) vanishing at infinity.

To construct a particular solution to the BVP of Proposition 4, we shall use the function

\[
 w(\theta_2) = T_{\frac{\pi}{2}} \left( -\frac{2\theta_2 - (\frac{\theta_2}{2} + \frac{\theta_2}{2})}{\theta_2^2 - \theta_2^2} \right)
\]  

(13)

introduced in Theorem 1. Let us first establish some of its properties.

**Lemma 6.** The function \( w \) in (13) is such that:

(i) \( w \) is analytic in \( \mathcal{G} \), continuous in \( \overline{\mathcal{G}} R \) and unbounded at infinity,
(ii) \( w \) is injective in \( \mathcal{G} \) (onto \( \mathbb{C} \setminus (-\infty, -1) \)),
(iii) \( w(\theta_2) = w(\theta_2) \) for all \( \theta_2 \in R \).

The function \( w \) is called a conformal gluing function. The conformal property comes from (i) and (ii), and the gluing from (iii): \( w \) glues together the upper and lower parts of the hyperbola \( R \). There are at least two ways for proving Lemma 6. First, it turns out that in the literature there exist expressions for conformal gluing functions for relatively simple curves: circles, ellipses, and also for hyperbolas, see [1, Equation (4.6)]. Following this way, we could obtain the expression (13) for \( w \) given above and its different properties stated in Lemma 6. Instead, we would like to use the Riemann sphere given by

\[
 \{(\theta_1, \theta_2) \in \mathbb{C}^2 : \gamma(\theta_1, \theta_2) = 0\}.
\]

Indeed, as we shall see in Section 5, many (not to say all) technical aspects, in particular finding the conformal mapping, happen to be quite simpler on that surface. The proof of Lemma 6 is thus postponed to Section 5.

Under the symmetry relation \((\mu_1 = \mu_2, \sigma_{11} = \sigma_{22} \) and symmetric reflection vectors \( R_1, R_2 \) in (1)), Foschini also obtained an expression for that conformal mapping, see [18, Figure 3].

3.4. **Proof of Theorem 1.** We are now ready to prove our main result. Let us introduce the function

\[
 f(\theta_2) = \psi_1(\theta_2) - \varphi_1(0) \frac{w'(0)}{w(\theta_2) - w(0)}.
\]

The key point is that \( f \) satisfies the assumptions of Lemma 5.

The first item (i) of Lemma 5 holds by construction: the only possible pole of \( f \) is at 0 (\( \psi_1 \) has a unique pole at 0, see Proposition 4, and since \( w \) is injective, see Lemma 6, the equation \( w(\theta_2) - w(0) = 0 \) has only one solution, viz, \( \theta_2 = 0 \)). However, a series expansion shows that the residue of \( f \) at 0 is 0, in other words 0 is a removable singularity.

Point (ii) is also clear, since both \( \psi_1 \) and \( w \) satisfy the boundary condition (11). Furthermore, \( f \) vanishes at infinity, since on the one hand \( \psi_1 \) does, and on the other hand \( w \) goes to infinity at infinity. Using Lemma 5, we conclude that \( f = 0 \). It remains to show that \( \varphi_1(0) = -\mu_1 \). For this it is enough to evaluate the functional equation (5), first at \( \theta_2 = 0 \), and then at \( \theta_1 = 0 \).

3.5. **Diagonal covariance and dimension one.** Assuming that the covariance matrix \( \Sigma \) is diagonal, we have \( \beta = \frac{\pi}{2} \) in (4), and \( T_{\frac{\pi}{2}} = T_2 \) is the second Chebyshev polynomial, given by

\[
 T_2(x) = 2x^2 - 1.
\]

The formula (13) for \( w \) together with the expression (3) of \( \theta_2^2 \)

\[
 w(\theta_2) - w(0) = \frac{8}{\mu_1^2 \sigma_{11} \sigma_{22} + \mu_2^2 \sigma_{22}} \theta_2 \left( \theta_2 + \frac{2\mu_2}{\sigma_{22}} \right).
\]
The formula of Theorem 1 then gives
\[ \varphi_1(\theta_2) = \frac{-\mu_1 w' (0)}{w(\theta_2) - w(0)} \theta_2 = -\frac{2\mu_1\mu_2}{\sigma_{22}} \frac{1}{\theta_2 + \frac{2\mu_2}{\sigma_{22}}} , \]
and finally, after some elementary computations and the use of functional equation (5), we obtain
\[ \varphi(\theta) = \frac{2\mu_1/\sigma_{11} - 2\mu_2/\sigma_{22}}{(\theta_1 + 2\mu_1/\sigma_{11}) (\theta_2 + 2\mu_2/\sigma_{22})} . \tag{14} \]

By inversion of the Laplace transform, we reach the conclusion that
\[ \nu_1(x_2) = \frac{2\mu_1\mu_2}{\sigma_{22}} e^{\frac{2\mu_2}{\sigma_{22}} x_2}, \quad \nu_2(x_1) = \frac{2\mu_1\mu_2}{\sigma_{11}} e^{\frac{2\mu_1}{\sigma_{11}} x_1}, \quad \pi(x_1, x_2) = \frac{4\mu_1\mu_2}{\sigma_{11}\sigma_{22}} e^{\frac{2\mu_1}{\sigma_{11}} x_1 + \frac{2\mu_2}{\sigma_{22}} x_2} . \]

Let us do two comments around (14). Firstly, the product-form expression (14) is easily explained by the skew-symmetric condition (see [22, Equation (10.2)])
\[ 2\Sigma = R \cdot \text{diag}(R)^{-1} \cdot \text{diag}(\Sigma + \Sigma) \cdot \text{diag}(R)^{-1} \cdot R^\top , \]
which is obviously satisfied if \( R \) is the identity matrix and \( \Sigma \) is diagonal (above, \( \text{diag}(R) \) denotes the diagonal matrix with same diagonal entries as \( R \) and \( R^\top \) is the transpose matrix of \( R \)).

Secondly, our method works also to study the one-dimensional case. Let indeed
\[ X_t = X_0 + W_t + \mu t + L_t^0 \]
be a one-dimensional reflected Brownian motion with drift \( \mu \), where \( W \) is a Brownian motion of variance \( \sigma > 0 \) and \( L_t^0 \) is the local time at 0. Applying Itô formula to \( e^{\theta X_t} \) and taking expected value over the invariant measure \( \pi \), we obtain, with \( \varphi(\theta) = \mathbb{E}_{\pi}[e^{\theta X_1}] \),
\[ \left( \frac{\sigma}{2} \theta + \mu \right) \varphi(\theta) = -\mathbb{E}_{\pi}[L_1^0] . \]
This is the functional equation in dimension one (compare with (5)). Evaluating this identity at 0 and remembering that \( \varphi(0) = 1 \) we find \( \mathbb{E}_{\pi}[L_1^0] = -\mu \), and then
\[ \varphi(\theta) = \frac{2\mu/\sigma}{\theta + 2\mu/\sigma} . \]
This coincides with (14).

3.6. Statement of the BVP in the general case. We would like to close Section 3 by stating the BVP in the case of arbitrary reflections (non necessarily orthogonal). Let us define for \( \theta_2 \in \mathcal{R} \)
\[ G(\theta_2) = \frac{\gamma_1}{\gamma_2} (\Theta_1(\theta_2), \theta_2) \frac{\gamma_2}{\gamma_1} (\Theta_1(\theta_2), \overline{\theta}_2) . \]
Using the same line of arguments as in the proof of Proposition 4, we obtain the following result:

**Proposition 7.** The function \( \varphi_1 \) satisfies the following BVP:

(i) \( \varphi_1 \) is meromorphic on \( \mathcal{G}_\mathcal{R} \) with at most one pole \( p \) of order 1, and is bounded at infinity,
(ii) \( \varphi_1 \) is continuous on \( \mathcal{G}_{\mathcal{R}} \setminus \{p\} \) and
\[ \varphi_1(\theta_2) = G(\theta_2) \varphi_1(\theta_2), \quad \forall \theta_2 \in \mathcal{R} . \tag{15} \]

Due to the presence of the function \( G \neq 1 \) in (15), this BVP (still homogeneous with shift) is more complicated than the one encountered in Proposition 4, and cannot be solved thanks to an invariant lemma. Instead, the resolution is less combinatorial and far more technical, and the solution should be expressed in terms of Cauchy integrals and the conformal mapping \( w \) of Lemma 6. This will be achieved in a future work.

From the viewpoint of the general BVP of Proposition 7, we thus solved in this note a case where the variables \( \theta_1 \) and \( \theta_2 \) could be separated in the quantity (the right-hand side of the functional equation (5))
\[ \gamma_1(\theta) \varphi_1(\theta_2) + \gamma_2(\theta) \varphi_2(\theta_1) . \]
Let us say a few words on another case (the only other case, in fact) where the variables can also be separated, namely, when \( \gamma_1 = \gamma_2 \). In this case the reflections are parallel, and the function \( \varphi_1 \) (instead of \( \psi_1 \)) satisfies the BVP of Proposition 4, with no pole in \( \mathcal{G}_R \). With Lemma 5, it has to be a constant. In other words, there is no invariant measure, which is in accordance with the fact that with parallel reflections the condition of ergodicity (2) is obviously not satisfied.

4. Singularity analysis

4.1. Statement of the result. In the literature, an important aspect of reflected Brownian motion in the quarter plane (and more generally in orthants) is the asymptotics of its stationary distribution, see indeed [10, 19] for the asymptotics of the interior measure, and [11] for the boundary measures. With our Theorem 1 and a classical singularity analysis of Laplace transforms (our main reference for this is the book [13]), we can easily obtain such asymptotic expansions.

Precisely, we identify three regimes, depending on the sign of \( \Theta_1(\theta_2^+) \). The fact that the latter quantity determines the asymptotics can be easily explained: as we shall see in Section 5, the pole \( \theta_2 \in \mathbb{C} \setminus \{\theta_2^+, \infty\} \) of \( \varphi_1 \) that is the closest to the origin is (provided it exists) a solution to \( \Theta_1^+(\theta_2) = 0 \). The relative locations of \( \Theta_1^+(\theta_2) \) and 0 will therefore decide which of that pole or of the algebraic singularity \( \theta_2^+ \) will be the first singularity of \( \varphi_1 \).

Define the constants

\[
C_1 = \frac{-\varphi_1(\theta_2^+)^2 \sin(\frac{\pi}{2})}{(w(\theta_2^+)^2 - w(0))\sqrt{\theta_2^+ - \theta_2^2}}, \quad C_2 = \frac{-\mu_1 w'(0)\theta_2^+ \sqrt{\theta_2^+ - \theta_2^2}}{2 \pi \sin(\frac{\pi}{2})}.
\]

Proposition 8. As \( x_2 \to \infty \), the asymptotics of \( \nu_1(x_2) \) is given by

\[
\nu_1(x_2) = \begin{cases} 
  x_2^{-\frac{3}{2}} e^{-\theta_2^+ x_2} \left( \frac{C_1}{2\sqrt{\pi}} + o(1) \right) & \text{if } \Theta_1(\theta_2^+) < 0, \\
  x_2^{-\frac{3}{2}} e^{-\theta_2^+ x_2} \left( \frac{C_2}{\sqrt{\pi}} + o(1) \right) & \text{if } \Theta_1(\theta_2^+) = 0, \\
  e^{\frac{-\mu_1 \theta_2^+}{\sigma_2^2} x_2} \left( \frac{2\mu_1 \mu_2}{\sigma_2^2} + o(1) \right) & \text{if } \Theta_1(\theta_2^+) > 0,
\end{cases}
\]

where the constants \( C_1 \) and \( C_2 \) are defined in (16).

Note that we obtain (for the particular case of orthogonal reflections) the asymptotic result of Dai and Miyazawa in [10, Theorem 6.1], with the additional information of the explicit expression for the constants.

Note that \( \beta = \pi/k \) for \( k \geq 2 \) implies \( \Theta_1(\theta_2^+) > 0 \) and that \( k \) cannot be 1 due to the condition on \( \Sigma \).

4.2. Proof of Proposition 8. Proposition 8 is an easy consequence of the singularity analysis of \( \varphi_1 \) and of classical transfer theorems, as [13, Theorem 37.1]. Due to the expression of \( \varphi_1 \) in Theorem 1, there are two sources of singularities: the singularities of \( w \) and the points \( \theta_2 \) where the denominator \( w(\theta_2) - w(0) \) of \( \varphi_1 \) vanishes.

Let us first study the singularities of \( w \). In fact, the function \( w \) can not only be analytically continued on \( \mathcal{G}_R \) as claimed in Lemma 6, but on the whole of the cut plane \( \mathbb{C} \setminus \{\theta_2^+, \infty\} \). Further, except if \( \pi/\beta \in \mathbb{Z} \), in which case \( w \) is a polynomial, \( w \) has an algebraic-type singularity at \( \theta_2^+ \), given by the following result:

Lemma 9. If \( \pi/\beta \notin \mathbb{Z} \), \( \varphi_1 \) has an algebraic-type singularity at \( \theta_2^+ \), in the neighborhood of which it admits the expansion:

\[
\varphi_1(\theta_2) = \begin{cases} 
  \frac{\varphi_1(\theta_2^+)^2 \sin(\frac{\pi}{2})}{(w(\theta_2^+)^2 - w(0))\sqrt{\theta_2^+ - \theta_2^2}} + O(1) & \text{if } w(\theta_2^+) - w(0) \neq 0, \\
  \frac{C_2}{\sqrt{\theta_2^+ - \theta_2^2}} + O(1) & \text{if } w(\theta_2^+) - w(0) = 0,
\end{cases}
\]
Lemma 10. \( a \) is an integer, the generalized Chebyshev polynomial \( T_a \) is the classical Chebyshev polynomial. If not, \( T_a \) is not a polynomial, and admits an analytic extension on \( \mathbb{C} \setminus (-\infty, -1] \). The point \(-1\) is an algebraic-type singularity, and there is the expansion
\[
T_a(x) = \cos(a\pi) + a\sqrt{2}\sin(a\pi)\sqrt{x+1} + O(x+1). \tag{17}
\]

Proof. The considerations on the algebraic nature of \( T_a \) are clear, and (17) comes from making an expansion of \( T_a(x) = \cos(a\arccos(x)) \) in the neighborhood of \(-1\).

We now turn to the singularities introduced by the denominator of \( \varphi_1 \); these singularities are poles.

Lemma 11. There are two cases concerning the poles of \( \varphi_1 \) in the cut plane \( \mathbb{C} \setminus [\theta_2^+, \infty) \):

- \( \Theta_1(\theta_2^+) \leq 0 \), then \( \varphi_1 \) is analytic on \( \mathbb{C} \setminus [\theta_2^+, \infty) \).
- \( \Theta_1(\theta_2^+) > 0 \), then \( \varphi_1 \) is meromorphic on \( \mathbb{C} \setminus [\theta_2^+, \infty) \), with poles on the segment \([0, \theta_2^+]\) only. The closest pole to the origin is at \(-2\theta_2^+\) and has order one.

The proof of Lemma 11 is postponed to Section 5, since the tools that we shall introduce there will simplify it. Then Proposition 8 is an easy consequence of Lemmas 9 and 11.

5. Riemann sphere and related facts

We have many objectives in this section, which all concern the set of zeros of the kernel
\[
\mathcal{S} = \{ (\theta_1, \theta_2) \in \mathbb{C}^2 : \gamma(\theta_1, \theta_2) = 0 \}.
\]
We add some complexity here, by using the framework of Riemann surfaces. In return, many technical aspects become more intrinsic and some key quantities admit nice and natural interpretations. We first (Section 5.1) study the structure of \( \mathcal{S} \), as a Riemann surface. Then we find a simple formula for the conformal mapping \( w \) (Section 5.2). We finally introduce the notion of group of the model (Section 5.3), similar to the notion of group of the walk in the discrete setting [28, 16, 3], and we prove that the algebraic nature of the solution is related to the finiteness of this group.

5.1. Uniformisation. Due to the degree of the kernel \( \gamma \), the surface \( \mathcal{S} \) has genus 0 and is a Riemann sphere \( \mathbb{C} \cup \{ \infty \} \), see [19]. It thus admits a rational parametrization (or uniformisation) \( \{(\theta_1(s), \theta_2(s)) : s \in \mathcal{S} \} \), given by
\[
\begin{align*}
\theta_1(s) &= \frac{\theta_1^+ + \theta_1^-}{2} + \frac{\theta_1^+ - \theta_1^-}{4} \left( s + \frac{1}{s} \right), \\
\theta_2(s) &= \frac{\theta_2^+ + \theta_2^-}{2} + \frac{\theta_2^+ - \theta_2^-}{4} \left( s + e^{i\beta} + \frac{1}{s} \right),
\end{align*} \tag{18}
\]
with \( \beta \) as in (4). The equation \( \gamma(\theta_1(s), \theta_2(s)) = 0 \) is valid for any \( s \in \mathcal{S} \). We will often represent a point \( s \in \mathcal{S} \) by the pair of coordinates \( (\theta_1(s), \theta_2(s)) \).

Any point \( \theta_1 \in \mathbb{C} \) has two images on \( \mathcal{S} \). More specifically, let \( s \in \mathcal{S} \) be defined by \( \theta_1(s) = \theta_1 \). Then the two points are given by \( (\theta_1(s), \theta_2(s)) \) and \( (\theta_1(s), \theta_2(1/s)) \). They are always different, except if \( \theta_1 \) is a branch point \( \theta_1^\pm \). Similarly, any \( \theta_2 \in \mathbb{C} \) corresponds to two points on \( \mathcal{S} \), viz, \( (\theta_1(s), \theta_2(s)) \) and \( (\theta_1(e^{2i\beta}/s), \theta_2(s)) \).

Any point or domain of \( \mathbb{C} \) can be represented on the Riemann sphere, and there is the following correspondence (which is easily proved by using the formulas (18)), see Figure 3:

- The branch points \( \theta_1^\pm \) and \( \theta_2^\pm \) are located at \( \pm 1 \) and \( \pm e^{i\beta} \);
- The point of coordinates \((0, 0)\) is at \( s_0 \), and \( \infty \) is at \( 0 \) and \( \infty \);
The real points \((\theta_1, \theta_2) \subset \mathbb{R}^2\) such that \(\gamma(\theta_1, \theta_2) = 0\) form the unit circle;

- The curve \(\mathcal{R}\) is sent to \((-\infty, 0)\), and if \(\theta_2 \in \mathcal{R}\) corresponds to \(s \in (-\infty, 0)\), then \(\theta_2' \in \mathcal{R}\) corresponds to \(1/s\); the domain \(\mathcal{G}_\mathcal{R}\) is the cone bounded by \((0, -\infty)\) and \((0, -e^{i\beta}\infty)\).

\[
\begin{align*}
\text{Figure 3. The set } \mathcal{S} \text{ viewed as the Riemann sphere, and important points and curves on it.}
\end{align*}
\]

5.2. Conformal mapping. In this section, we first show how to obtain the expression (13) of \(w\) in terms of generalized Chebyshev polynomials, and we prove Lemma 6. Let us first notice that any function \(f(\theta_2)\) can be lifted in a function of \(F(s)\), by mean of the formula \(F(s) = f(\theta_2(s))\).

In particular, \(W(s)\) stands for the lifted conformal mapping \(w(\theta_2(s))\). Reciprocally, for a function \(F(s)\) to define a univalent function \(f(\theta_2)\), the condition \(F(s) = F(e^{2i\beta}/s)\) needs to hold, due to the obvious identity \(\theta_2(s) = \theta_2(e^{2i\beta}/s)\).

**Proof of Lemma 6.** We first translate on \(W\) the properties of Lemma 6 stated for \(w\). First, \(W\) has to be analytic in the open cone \(\mathcal{G}_\mathcal{R}\) (in \(S\), this is the cone delimited by \((0, -\infty)\) and \((0, -e^{i\beta}\infty)\)) and continuous on the closed cone \(\overline{\mathcal{G}_\mathcal{R}}\) except at 0, see (i). Second, \(W\) has to be injective on \(\mathcal{G}_\mathcal{R}\), see (ii). Finally, the boundary condition (iii) has to be replaced by the pair of conditions

\[
\begin{align*}
\left\{ \begin{array}{l}
W(s) = W(1/s), \quad \forall s \in \mathcal{R}, \\
W(s) = W(e^{2i\beta}/s), \quad \forall s \in (0, -e^{i\beta}\infty).
\end{array} \right.
\end{align*}
\]

We easily come up with the (at this point: conjectured) formula

\[
W(s) = -\frac{1}{2}\left\{ (-s)^\frac{i\pi}{\beta} + (-s)^{-\frac{i\pi}{\beta}} \right\} = -\frac{1}{2}\left\{ e^{\frac{i\pi}{\beta} \log(-s)} + e^{-\frac{i\pi}{\beta} \log(-s)} \right\},
\]

where we make use of the principal determination of the logarithm. (Since the conditions (19) are invariant under multiplication by a constant, we can choose the constant in front of the right-hand side of (20). We choose \(-1/2\), so as to match the expression \(W(s)\) with \(w(\theta_2(s))\), \(w\) being as in Theorem 1: \(w(\Theta_2(\theta_1^-)) = T_{\frac{\beta}{\pi}}(\cos \beta) = \cos \pi = -1 = W(-1)\).
Let us briefly verify each property. First, the analyticity property (i) is clear from the properties of the logarithm. In order to show (ii), we first remark that \( W(s) = W(t) \) if and only if for some \( k \in \mathbb{Z} \),

\[
s = t^{\pm 1} e^{2ik\beta}.
\]

(21)

Since \( s \) and \( t \) both belong to the cone \( \mathcal{G}_R \), we must have \( s = t \), and therefore \( W \) is injective. Finally, (iii) is clear from the construction of \( W \).

To obtain the expression of \( w \) in terms of the generalized Chebyshev polynomial, we use the fact that \( \theta_2(s) = \theta_2 \) yields the formula

\[
s = \frac{e^{i\beta}}{\theta_2^{\pm 2}} \left( 2\theta_2 - (\theta_2^{+} + \theta_2^{-}) \pm 2\sqrt{(\theta_2^{+} - \theta_2)(\theta_2^{-} - \theta_2)} \right).
\]

The proof is complete.

Thanks to the expression (20) of \( W \) derived above, we can now prove Lemma 11, concerning the (eventual) poles of \( \varphi_1 \) in the cut plane \( \mathbb{C} \setminus [\theta^+_2, \infty) \).

Proof of Lemma 11. Using the expression of \( \varphi_1 \) obtained in Theorem 1, we conclude that the poles of \( \varphi_1 \) must be located at points \( \theta_2 \) where \( w(\theta_2) = w(0) \). Using the function \( W \) in (20), we reformulate the latter identity as \( W(s) = W(s_0) \), see Figure 3, and thanks to (21) we obtain \( s = (s_0)^{\pm 1} e^{2ik\beta} \). The closest pole to the origin \( s_0 \) is then \( 1/s_0 \), which corresponds to the point

\[
\theta_2 = -2\frac{\mu^2}{\sigma^2}
\]

such that \( \Theta^+_1(\theta_2) = 0 \), since \( \theta_1(s_0) = \theta_1(1/s_0) = 0 \). The sign of \( \Theta_1(\theta_2) \) then determines if \( 1/s_0 \) is before or after \( e^{i\beta} \) (which corresponds to \( \theta^+_2 \)) on the unit circle, see Figure 3. The conditions given in terms of sign of \( \Theta_1(\theta_2) \) follows. Finally, let us notice that \( w(\theta_2^+) = w(0) \) if \( \Theta_1(\theta_2^+) = 0 \) and that \( w(\theta_2^-) \neq w(0) \) if \( \Theta_1(\theta_2^-) < 0 \). □

5.3. Group of the model and nature of the solution. The notion of group of the model has been introduced by Malyshev [28] in the context of random walks in the quarter plane. It turns out to be an important characteristic of the model, in particular to decide whether generating functions or Laplace transforms are algebraic or D-finite functions, see [3].

It can be introduced directly on the kernel \( \gamma \): with the notation (6), this is the group \( \langle \zeta, \eta \rangle \) generated by \( \zeta \) and \( \eta \), given by

\[
\zeta(\theta_1, \theta_2) = \left( \theta_1, \frac{c(\theta_1)}{a(\theta_1)} \frac{1}{\theta_2} \right), \quad \eta(\theta_1, \theta_2) = \left( \frac{c(\theta_2)}{a(\theta_2)} \frac{1}{\theta_1} \right) \theta_2 \right).
\]

By construction, the generators satisfy \( \gamma(\zeta(\theta_1, \theta_2)) = \gamma(\eta(\theta_1, \theta_2)) = 0 \) as soon as \( \gamma(\theta_1, \theta_2) = 0 \). In other words, there are (covering) automorphisms of the surface \( S \). Since \( \zeta^2 = \eta^2 = 1 \), the group \( \langle \zeta, \eta \rangle \) is a dihedral group, which is finite if and only if the element \( \zeta \eta \) (or \( \eta \zeta \)) has finite order.

With the above definition, it is not clear how to see if the group is finite, nor to see if this has any implication on the problem. In fact, we have:

Proposition 12. The group \( \langle \zeta, \eta \rangle \) is finite if and only if \( \pi/\beta \in \mathbb{Q} \).

The proof of Proposition 12 is simple, once the elements \( \zeta \) and \( \eta \) have been reformulated on the sphere \( S \):

\[
\zeta(s) = \frac{1}{s}, \quad \eta(s) = \frac{e^{2i\beta}}{s}.
\]

These transformations leave invariant \( \theta_1(s) \) and \( \theta_2(s) \), respectively, see (18). In particular, we have the following result (consequence of the Lemma 14), which connects the nature of the solution of the BVP to the finiteness of the group. Such a result holds for discrete walks, see [3, 2].

Proposition 13. The solution $\varphi_1$ given in Theorem 1 is algebraic if and only if the group $\langle \zeta, \eta \rangle$ is finite.

The proof of Proposition 13 builds on the following elementary result:

Lemma 14. Let $a \geq 0$. The generalized Chebyshev polynomial $T_a$ is

- rational if $a \in \mathbb{Z}$,
- algebraic (and not polynomial) if $a \in \mathbb{Q} \setminus \mathbb{Z}$,
- not algebraic if $a \in \mathbb{R} \setminus \mathbb{Q}$.

However, even in the non-algebraic case, the Chebyshev polynomial $T_a$ always satisfies a linear differential equation with coefficients in $\mathbb{R}$, since it can be written as the particular hypergeometric function $2F_1([-a, a], [1/2], 1-x)$, where (with $(A)_k = A(A+1)\cdots(A+(k-1)))$

$$2F_1([A, B], [C], t) = \sum_{k=0}^{\infty} \frac{(A)_k(B)_k t^k}{(C)_k n!}.$$

References

[1] Baccelli, F. and Fayolle, G. (1987). Analysis of models reducible to a class of diffusion processes in the positive quarter plane. *SIAM J. Appl. Math.*, 47(6):1367–1385.

[2] Bernardi, O., Bousquet-Mélou, M., and Raschel, K. (2016). Counting quadrant walks via Tutte’s invariant method. In *28th International Conference on Formal Power Series and Algebraic Combinatorics (FPSAC 2016)*, Discrete Math. Theor. Comput. Sci. Proc., AK, pages 203–214. Assoc. Discrete Math. Theor. Comput. Sci., Nancy.

[3] Bousquet-Mélou, M. and Mishina, M. (2010). Walks with small steps in the quarter plane. In *Algorithmic probability and combinatorics*, volume 520 of *Contemp. Math.*, pages 1–39. Amer. Math. Soc., Providence, RI.

[4] Burdzy, K., Chen, Z.-Q., Marshall, D., and Ramanan, K. (2015). Obliquely reflected Brownian motion in non-smooth planar domains. *Preprint arXiv:1512.02323*, pages 1–60. *Ann. Probab.* (to appear).

[5] Dai, J. (1990). Steady-state analysis of reflected Brownian motions: Characterization, numerical methods and queueing applications. ProQuest LLC, Ann Arbor, MI. Thesis (Ph.D.)–Stanford University.

[6] Dai, J. and Dieker, A. (2011). Nonnegativity of solutions to the basic adjoint relationship for some diffusion processes. *Queueing Syst.*, 68(3-4):295–303.

[7] Dai, J., Guettes, S., and Kurtz, T. (2010). Characterization of the stationary distribution for a reflecting brownian motion in a convex polyhedron. *Tech. Rep., Department of Mathematics, University of Wisconsin-Madison*.

[8] Dai, J. and Harrison, J. (1992). Reflected Brownian motion in an orthant: numerical methods for steady-state analysis. *Ann. Appl. Probab.*, 2(1):65–86.

[9] Dai, J. and Kurtz, T. (1994). Characterization of the stationary distribution for a semi-martingale reflecting brownian motion in a convex polyhedron. *Preprint*.

[10] Dai, J. and Miyazawa, M. (2011). Reflecting Brownian motion in two dimensions: Exact asymptotics for the stationary distribution. *Stoch. Syst.*, 1(1):146–208.

[11] Dai, J. and Miyazawa, M. (2013). Stationary distribution of a two-dimensional SRBM: geometric views and boundary measures. *Queueing Syst.*, 74(2-3):181–217.

[12] Dieker, A. and Moriarty, J. (2009). Reflected Brownian motion in a wedge: sum-of-exponential stationary densities. *Electron. Commun. Probab.*, 14:1–16.

[13] Doetsch, G. (1974). *Introduction to the theory and application of the Laplace transformation*. Springer-Verlag, New York-Heidelberg.

[14] Dubédat, J. (2004). Reflected planar Brownian motions, intertwining relations and crossing probabilities. *Ann. Inst. H. Poincaré Probab. Statist.*, 40(5):539–552.
[15] Dupuis, P. and Williams, R. (1994). Lyapunov functions for semimartingale reflecting Brownian motions. *Ann. Probab.*, 22(2):680–702.

[16] Fayolle, G., Iasnogorodski, R., and Malyshev, V. (1999). *Random Walks in the Quarter-Plane*. Springer Berlin Heidelberg, Berlin, Heidelberg.

[17] Foddy, M. (1984). *Analysis of Brownian motion with drift, confined to a quadrant by oblique reflection (diffusions, Riemann-Hilbert problem)*. ProQuest LLC, Ann Arbor, MI. Thesis (Ph.D.)–Stanford University.

[18] Foschini, G. (1982). Equilibria for diffusion models of pairs of communicating computers—symmetric case. *IEEE Trans. Inform. Theory*, 28(2):273–284.

[19] Franceschi, S. and Kurkova, I. (2016). Asymptotic expansion for the stationary distribution of a reflected Brownian motion in the quarter plane. *Preprint arXiv:1604.02918*, pages 1–45.

[20] Franceschi, S., Kurkova, I., and Raschel, K. (2016). Analytic approach for reflected Brownian motion in the quadrant. In *27th Intern. Meeting on Probabilistic, Combinatorial, and Asymptotic Methods for the Analysis of Algorithms (AofA’16)*, Discrete Math. Theor. Comput. Sci. Proc., AQ. Assoc. Discrete Math. Theor. Comput. Sci., Nancy.

[21] Harrison, J. and Hasenbein, J. (2009). Reflected Brownian motion in the quadrant: tail behavior of the stationary distribution. *Queueing Syst.*, 61(2-3):113–138.

[22] Harrison, J. and Reiman, M. (1981). On the distribution of multidimensional reflected Brownian motion. *SIAM J. Appl. Math.*, 41(2):345–361.

[23] Harrison, J. and Williams, R. (1987a). Brownian models of open queueing networks with homogeneous customer populations. *Stochastics*, 22(2):77–115.

[24] Harrison, J. and Williams, R. (1987b). Multidimensional reflected Brownian motions having exponential stationary distributions. *Ann. Probab.*, 15(1):115–137.

[25] Hobson, D. and Rogers, L. (1993). Recurrence and transience of reflecting Brownian motion in the quadrant. In *Mathematical Proceedings of the Cambridge Philosophical Society*, volume 113, pages 387–399. Cambridge Univ Press.

[26] Le Gall, J.-F. (1987). Mouvement brownien, cônes et processus stables. *Probab. Theory Related Fields*, 76(4):587–627.

[27] Litvinchuk, G. (2000). *Solvability Theory of Boundary Value Problems and Singular Integral Equations with Shift*. Springer Netherlands, Dordrecht.

[28] Malyshev, V. (1972). An analytic method in the theory of two-dimensional positive random walks. *Sibirsk. Mat. Ž.*, 13:1314–1329, 1421.

[29] Tutte, W. (1995). Chromatic sums revisited. *Aequationes Math.*, 50(1-2):95–134.

[30] Williams, R. (1995). Semimartingale reflecting Brownian motions in the orthant. In *Stochastic networks*, volume 71 of *IMA Vol. Math. Appl.*, pages 125–137. Springer, New York.