Impact of the dark path on quantum dot single photon emitters in small cavities
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Incoherent pumping in quantum dots (QDs) can create a biexciton state through two paths: via the formation of bright or dark exciton states. The latter, dark-pumping, path is shown to enhance the probability of two-photon simultaneous emission, and hence increase $g(2)(0)$ by a factor $\propto 1/\gamma_S$, due to the slow spin relaxation rate $\gamma_S$ in QDs. The existence of the dark path is shown to impose a limitation on the single photon (SP) emission process, especially in nanocavities which exhibit a large exciton-cavity coupling and a Purcell enhancement for fast quantum telecommunications.

**Introduction**—A high quality single photon (SP) source is essential for the realization of secure telecommunication systems based on the principles of quantum mechanics, such as quantum key distribution (QKD) [1]. Semiconductor quantum dots (QDs) are promising candidates for solid-state single photon emitters, because of their well-defined atom-like quantized states [2–6], and a high controllability of their emission wavelength [7], by means of applied electric and magnetic fields. It is also possible to populate the states of QDs via both current injection and optical excitation. Interactions between QD excitons and photons are also controllable by embedding QDs in optical microcavities such as photonic crystal (Ph-C) nanocavities [8], in which cavity quantum electrodynamics (cavity QED) effects have been observed [9, 10].

The quality of a SP emitter is quantified by measuring the conditional probability to observe photons at a delay time $\tau$ after a photon counting event, $g(2)(\tau)$ [4, 12]. The value of $g(2)(\tau)$ at zero time delay, $g(2)(0)$, should be or be as close as possible to zero to obtain good SP emitters. This is equivalent to minimizing the probability of finding multiple-photon simultaneous emissions. For application in QKD, a high emission rate is also desired, which can be attained if QDs are combined with optical microcavities [13–17].

In this brief report, we investigate incoherent pumping processes in a QD SP emitter to find a “dark path”—a pumping path from ground to biexciton states via a dark exciton state that can strongly increase $g(2)(0)$, thus imposing a limit on the available single photon purity, especially in small cavities with a small mode volume, $V_{\text{mode}}$, and a large exciton-cavity coupling, $g \propto 1/\sqrt{V_{\text{mode}}}$. Several ways to reduce the effect of the dark path are also mentioned. In the following analysis, we define $\hbar = 1$ for simplicity.

**Impact of the dark path in QD SP emitters without cavities**—In order to see how the dark path increases the multiple photon emission probability, we first study a simple phenomenological model for a QD SP emitter without cavity coupling. Here, an undoped QD is pumped incoherently and continuously under a charge-neutral condition. The QD states relevant to our study are restricted to the neutral states with up to two electron-hole pairs (as shown in Fig. 4(a)). Excited carriers injected at high energy levels become trapped in the lowest QD level after fast relaxation from a continuum above the band gap and excited trapped states (which are truncated in our model). The whole process of injection and relaxation of the carriers (electron-hole pairs) to the lowest QD level is described by a single pumping rate $P$. Depending on the spins of carriers, the bright and dark exciton states (BX/DX) are randomly generated from the initial empty state (G) with the same rate $P$. Successive creations of two electron-hole pairs further excite the system to the biexciton state, XX. The single photon emission process is mainly governed by the recombination transition from BX to G with a spontaneous emission rate $\gamma_X$, and the two photon emission process by the cascaded emission from XX to G via BX (the energy difference between biexciton and single-exciton emissions is the binding energy $\Delta = E_{XX} - E_X$). In QDs, spin relaxation processes between BX and DX (the rate $\gamma_S$) are usually slow and often neglected compared to the other dynamics [18, 19], however they must be considered carefully to evaluate $g(2)(0)$ as shown below.

The rate equations for the populations at each QD lev-
els are \( \rho_G = -2P\rho_G + \gamma_X\rho_{BX}, \rho_{DX} = -(\gamma_S + P)\rho_{DX} + P\rho_G + \gamma_X\rho_{BX}, \rho_{BX} = -(\gamma_X + \gamma_S + P)\rho_{BX} + P\rho_G + \gamma_X\rho_{PX} + \gamma_S\rho_{DX}, \) and \( \rho_{XX} = -\gamma_X\rho_{XX} + P\rho_{DX} + P\rho_{BX} \), for which the steady state satisfies

\[
\rho_{XX} = \left(1 + \frac{\gamma_X}{4\gamma_S}\right) \frac{4P^2}{\gamma_X \gamma_S} + O(P^3),
\]

\[
\rho_{BX} = 2P/\gamma_X + O(P^2),
\]

\[
\rho_{DX} = (\gamma_S^{-1} + 2\gamma_X^{-1})P + O(P^2),
\]

in the linear regime at weak pumping. From this result, neglecting a factor of order unity related to the emission profiles, the normalized second order correlation function is given by \( g^{(2)}(0) = f_{XX} \times (\gamma_X\rho_{XX}/\gamma_X\rho_{BX})^2 \).

The expression for \( g^{(2)}(0) \) contains a factor \( \left(1 + \frac{\gamma_X}{4\gamma_S}\right) \) that becomes large when the spin relaxation is very slow \( \gamma_S \ll \gamma_X \). The enhancement of \( g^{(2)}(0) \) occurs due to an unwanted excitation of state XX through a “dark path”—a path via the excitation of DX. This can be verified by testing using another model without the dark path: We find that \( g^{(2)}(0) = \pi^{-1}\gamma_X E_W \gamma_X^{-2} \) if the DX state and the “dark” pumping path are not present (this result is also obtained when \( \gamma_S \gg \gamma_X \) in Eq. \((1)\)).

The above scenario can also be verified by considering the steady state population in Eq. \((1)\) and Eq. \((2)\): the dark state population \( \rho_{DX} \) and the ratio \( \rho_{DX}/\rho_{BX} \) diverge as \( \gamma_S/\gamma_X \to 0 \) so that the production rate of \( \rho_{XX} \) is largely enhanced when the dark pumping path is present.

Following the simple discussion above, we find that the dark path can act as a bottleneck when trying to purify the single photon generation in QDs, since the spin relaxation process is usually slower (typically 1-10 ns timescale) than the other processes \([13, 19]\): radiative recombination and dephasing, in QD systems.

The strong impact of a dark pumping path on \( g^{(2)}(0) \) has been shown for many two-level atoms or many QDs by Temnov et al. \([22]\), where the connection with cooperative spontaneous emission and superradiance are also discussed. Even though the system considered here is a single emitter, similar physics does exist and can reduce the quality of a SP emitter.

The interpretation of the other parts in Eq. \((0)\), \( \frac{1}{\pi} \frac{\gamma_X}{E_W} = g^{(2)}(0) \), is physically clear; \( g^{(2)}(0) \) can be made small if the biexciton and exciton emissions are energetically separated (large \( \gamma \)) \([23, 24]\) and the detector window \( E_W \) is small, by which the probability of counting unwanted photons fed by XX state into the window can be reduced.

**Impact of the dark path on high-speed SP emitters with cavities**— We next shift our discussion to how the use an optical microcavity \([13, 14, 16]\) (which increases the SP emission rate by Purcell effect) affects the single photon purity. The realization of high-quality SP sources in microcavities is an important issue, and a number of experiments have been reported on the fabrication and evaluation of such devices (for a recent review, see \([17]\)). Hence, it is important to understand what affect such a dark path may have on QDs in microcavities. From the result obtained in the previous section, (Eq. \((0)\)), one may guess that the Purcell enhancement in \( \gamma_X \) would result in the increase in \( g^{(2)}(0) \), and hence that the “dark path” pumping might be more troublesome than in a system without a cavity. However, the discussion without cavity cannot be applied directly to this case. Here we investigate the effect of a microcavity within the cavity QED framework with quantum master equations (QME) \([12]\), treating the dynamics of cavity mode photons as well.

We consider a system that consists of carriers inside a QD and photons interacting inside a cavity. Six electronic configurations of the QD are considered \([23]\): an empty state, \( |G \rangle \), two bright exciton states, \( |BX1 \rangle = e^{\dagger}_{1}h^{\dagger}_{2}|G \rangle \) and \( |BX2 \rangle = e^{\dagger}_{1}h^{\dagger}_{1}|G \rangle \), two dark exciton states, \( |DX1 \rangle = e^{\dagger}_{1}h^{\dagger}_{2}|G \rangle \) and \( |DX2 \rangle = e^{\dagger}_{1}h^{\dagger}_{1}|G \rangle \), and a biexciton state, \( |XX \rangle = e^{\dagger}_{1}e^{\dagger}_{2}h^{\dagger}_{1}h^{\dagger}_{2}|G \rangle \), where \( e_{\sigma} \) and \( h_{\sigma} \) (\( e^{\dagger}_{\sigma} \) and \( h^{\dagger}_{\sigma} \)) are annihilation (creation) operators of electrons and holes with spin \( \sigma = \uparrow, \downarrow \) in their respective lowest energy levels of the QD.

The number of cavity photons is given by \( a^\dagger a \), where \( a \) and \( a^\dagger \) are the photon annihilation and creation operators, respectively. Assuming the frequencies of the cavity \( (\omega_c) \) and exciton \( (\omega_X) \) are tuned to resonance, \( \omega_c = \omega_X \equiv \omega_0 \), the Hamiltonian of the coupled QD-cavity system \([26]\) can be written as

\[
H = \omega_0 N_{tot} - \chi |X\rangle\langle XX| + \sum_{i=2,3} g_X a_i^\dagger |G \rangle\langle i | + g_{XX} a_1^\dagger |i \rangle\langle XX| + \text{h.c.}, \tag{7}
\]

where \( N_{tot} = \sum_{\sigma = \uparrow, \downarrow} (e^{\dagger}_{\sigma} e_{\sigma} + h^{\dagger}_{\sigma} h_{\sigma})/2 + a^\dagger a \) is the total excitation number, and we put \( g_X = g_{XX} = g \) for simplicity in the simulations. Assuming the dynamics in the environment (pump and decay baths outside the coupled QD-cavity system) are fast and uncorrelated, the time evolution of the system density matrix is given by
FIG. 2: (a) A QD model with full consideration of carrier spin configurations for SP emitters with cavities. The image shows the Empty, exciton, and biexciton states (G, BX1, BX2, DX1, DX2, and XX), pumping (P), spontaneous emission into free space (γsp), spin relaxation (γS), exciton-cavity and biexciton-cavity couplings (gx, gXX) in an undoped QD as described in the text. We used γS = γS2 + γS2 and gx = gXX = g in the simulation. In the QME, Eq. (5), a dephasing rate Γph is also considered. (b,c) g(2)(0), and (d,e) a crossover photon emission rate, I*, plotted as a function of the cavity loss κ for (b,d) a microcavity with Vmode ∼ 15 × 15 × 1 μm^3 and g = 4.5 μeV, and for (c,e) a ultrasmall nanocavity with Vmode ∼ 1 × 1 × 1 μm^3 and g = 68 μeV. Three spin relaxation rates, γS = 0.1, 1, 10 GHz, are used as indicated in the plots. Typical values of InAs QDs are chosen for the spontaneous emission rate, dephasing rate, and biexciton binding energy: γsp = 0.77 μeV = 1/(0.85 ns), Γph = 15 μeV, and χ = 2 meV for all plots. Pale parts of the plots in (d,e) are corresponding to the regime where g(2)(0) > 1 in (b,c) and I* cannot be a measure of the maximum available emission rate as a quantum light source.

Markovian QME, \( \frac{d}{dt} \rho = i[\rho, H] + \mathcal{L} \rho \), where

\[
\mathcal{L} \rho = \left( \kappa \mathcal{L}_\sigma + P \sum_{\sigma, \sigma'} \mathcal{L}_{\sigma \sigma'}^{g \gamma_{\sigma \sigma'}} + \sum_{\sigma} \left( \gamma_{sp} \mathcal{L}_{\sigma \sigma}^{g \gamma_{\sigma \sigma}} + \Gamma_{ph} \mathcal{L}_{\sigma \sigma}^{g \gamma_{\sigma \sigma}} \right) \right) \rho.
\]

Using the standard notation for superoperators, \( \mathcal{L}_{AB} \equiv \frac{1}{2} \left( 2A \rho A^\dagger - A^\dagger A \rho - \rho A^\dagger A \right) \), we consider the following situation; the decay of the injected electron-hole pairs is dominated by the spontaneous emission into the cavity mode (whose couplings are gx and gXX) and free space (with a rate γsp) [27]; photons decay out of the cavity with rate κ; the polarizations suffers dephasing with rate Γph; the spin flip of electrons and holes (with the rates γS^5 and γS^6) results in the transitions between dark and bright exciton states with a rate γS = γS^5 + γS^6.

One could determine the non-equilibrium steady state numerically by a long-time evolution of the system, ρ∞, from an initial vacuum state \( \rho_0 = |G⟩⟨G| \otimes |0⟩⟨0|_cav \) after the pumping is switched on at P > 0 at t = 0. The obtained density matrix, ρ∞, can then be used to determine the photon number \( ⟨a^\dagger a⟩ \) and g(2)(0) = \( ⟨a^\dagger a^\dagger a a⟩/⟨a^\dagger a⟩^2 \). However, we choose an alternative analytic approach to find the photon correlation functions, which is allowed in a linear regime at weak pump rate, and can be performed by a perturbation method [28–30]. This analytic approach brings clear insights of the physics and greatly reduces the calculation time to obtain the properties of photons as a function of numbers of parameters (κ, P, γsp, Γph, γS, χ). See the supplementary material for details of the calculation [32].

Figures 2 (b,c) and (d,e) show the calculated g(2)(0) and the crossover photon emission rate I* (defined as the photon emission rate κ⟨a^\dagger a⟩ at the crossover pump rate P between the linear and nonlinear regime [32]) as a function of κ for a microcavity and a nanocavity, respectively. I* indicates the maximum available photon emission rate with g(2)(0) being kept low when g(2)(0) is less than unity in the weak pump limit. Figures 2 (b,d) are the calculation results for a microcavity structure as in [14] with Vmode ∼ 15 × 15 × 1 μm^3 and g = 4.5 μeV. Figures 2 (c,e) show the results for an ultrasmall nanocavity structure, e.g. a Ph-C nanocavity as in [10, 31], with Vmode ∼ 1 × 1 × 1 μm^3 and g = 68 μeV. In each plot, three spin relaxation rates, γS = 0.1, 1, and 10 GHz, are examined. The spontaneous emission rate γsp = 0.77 μeV = 1/(0.85 ns), dephasing rate Γph = 15 μeV, and the biexciton binding energy χ = 2 meV used in all calculations are typical.
values for InAs QDs.

Interestingly, the figures exhibit an optimal \( \kappa \equiv \kappa_{\text{opt},1} \) minimizing \( g^{(2)}(0) \) (\( \kappa_{\text{opt},1} \sim 300 \text{ mu eV} \) for both cavities with \( \gamma_S = 10 \text{ GHz} \).) They also exhibit an optimal \( \kappa \) (\( \equiv \kappa_{\text{opt},2} \)), which maximizes \( I^* \). This is in a remarkable contrast to cavity QED with a two-level atom [29, 30], in which \( g^{(2)}(0) \) decreases from two down to zero as \( \kappa \) increases from the good-cavity to bad-cavity limits. Thus, we understand that the existence of optimal cavity losses arises due to the existence of the biexciton (multiple excitation) state. The optimal loss is found in a range \( g < \kappa_{\text{opt},1} < \chi \). This is explained by connecting the two limits: (i) For good cavities with \( \kappa \ll g \), photons accumulate in the cavity resulting in the non-negligible multiphoton probability resulting in a decreasing \( g^{(2)}(0) \) with increasing \( \kappa \). (ii) In the weak coupling regime \( \kappa \gg g \), the rate of exciton and biexciton transitions into the cavity mode \( (W_X = 2g^2/\kappa, W_{XX} = 2g^2\kappa/(\kappa^2 + \chi^2)) \) become of similar order for \( \kappa \gg \chi \), leading to increased cascaded two-photon emission, and an increasing \( g^{(2)}(0) \) with \( \kappa \) (See Sec. I.C of the supplements [33]).

An Important finding is that for the larger microcavity in Fig. 2 (b, d), the values of \( g^{(2)}(0) \) at the minima do not change so much as the spin relaxation rate changes \( (\gamma_S = 0.1 - 10 \text{ GHz}) \). On the other hand, for the smaller nanocavity in Fig. 2 (c, e), one finds a large enhancement in \( g^{(2)}(0) \) for the slow spin relaxation rate \( (\gamma_S < 1 \text{ GHz}) \). QDs in a nanocavity with \( \gamma_S < 1 \text{ GHz} \) cannot be considered as a SP emitters since \( g^{(2)}(0) \) never falls below 0.5 (unless some means were taken as mentioned below)! Therefore, the impact of the “dark path” on the SP emission is stronger in smaller cavities, which agrees with the simple intuitive guess made at the beginning of this section. For comparison, we also show calculated results for the QD model without the dark states and dark paths [33] (solid black curves in Fig. 2 (b)-(e).) An increase in \( g^{(2)}(0) \) at \( \kappa = \kappa_{\text{opt},1} \) as \( \gamma_S \) changes from 1 to 0.1 GHz is clear in Fig. 2 (c). A reduction of \( I^* \) due to the dark path, claimed by Strauf et al. [14], is also found in Fig. 2 (d,e), and the reduction is much more pronounced for the nanocavity in Fig. 2 (e) (The nanocavity exhibits a more than 10-fold decrease at \( \kappa = \kappa_{\text{opt},2} \) for \( \gamma_S = 1 \text{ GHz} \).)

Figure 3 shows the \( \gamma_S \)-dependence of \( g^{(2)}(0) \) and \( I^* \) for a cavity loss \( \kappa = 300 \text{ mu eV} \) (chosen around \( \kappa = \kappa_{\text{opt},1} \)). For both cavities, \( g^{(2)}(0) \) is proportional to \( 1/\gamma_S \) at small \( \gamma_S \) due to the enhanced dark path effect. The \( 1/\gamma_S \)-dependency and an observation that the dark pumping path reduces the quality of QD SP emissions for slow spin relaxations originate from the same physics explained above. However, for the case of the microcavity, the \( 1/\gamma_S \)-dependency is not found in the typical parameter regime \( (0.1 \text{ GHz} < \gamma_S < 1 \text{ GHz}) \); the shaded region in Fig. 3, meaning the dark path rarely causes the unwanted effect of multiple photon emission. On the other hand, this effect is always important in the small Ph-C nanocavity, since the \( 1/\gamma_S \)-dependency is found in the typical regime.

Summary — The strong impact of the “dark path”—a pumping path via dark exciton states to biexciton states—on the quality of SP emitters has been shown to exist in QD systems. The observed increase in the value of \( g^{(2)}(0) \) indicates the dark path can reduce quality of QD SP emitters, especially those situated in small cavities like nanocavities. The effects of the dark path were investigated under cw excitation conditions, but will also manifest themselves under long-pulse excitation. The effect of short-pulse excitation will be discussed elsewhere.

Finally, we mention several ways to reduce the impact of the dark path for an application purpose. (i) The use of a charged exciton state \( X_\pm \) where there is no dark path [13, 31]. (ii) The use of resonant and coherent laser excitation [34, 35] which automatically selects to create bright states not the dark states. (iii) Enhancement of the spin relaxation rate [13] to suppress the unwanted multiple photon emission. (iv) Selection of QDs with a large biexciton binding energy [23] in order to limit the spectral overlap of cascaded photons. (v) The use of a spectral filter to further reduce the unwanted output from XX emission can partly reduce the impact of the dark path if the filter bandwidth were optimally selected [39].
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I. SUPPLEMENTARY INFORMATION

A. Derivation of coupled equations of motion for correlation functions

The derivation of the the closed set of coupled equations of motion for correlation functions for two-level laser systems is given in Ref. [28–30]. For our QD model (shown in Fig. 2a) a more complicated but similar analysis can be performed. To simplify the discussion, we assume that $g_X = g_{XX} \equiv g$, which does not affect the underlying physics (In real systems, $g_X \neq g_{XX}$, whose effect could be effectively incorporated by introducing an additional shift in $\chi = E_X - E_{XX}$.) The correlation functions that we need to consider are

$$G_k \equiv \text{Tr} \left( |G\rangle \langle G| (a^\dagger)^k a^k \rho \right),$$

$$B_{X,k} \equiv \text{Tr} \left( |BX1\rangle \langle BX1| (a^\dagger)^k a^k \rho \right),$$

$$D_{X,k} \equiv \text{Tr} \left( |DX1\rangle \langle DX1| (a^\dagger)^k a^k \rho \right),$$

$$X_{X,k} \equiv \text{Tr} \left( |XX\rangle \langle XX| (a^\dagger)^k a^k \rho \right),$$

$$t_{X,k+1} = -ig \text{Tr} \left( |G\rangle \langle BX1| (a^\dagger)^{k+1} a^k \rho \right),$$

$$t_{XX,k+1} = -ig \text{Tr} \left( |BX1\rangle \langle XX| (a^\dagger)^{k+1} a^k \rho \right),$$

$$R_{k+2} = g^2 \text{Tr} \left( |G\rangle \langle XX| (a^\dagger)^{k+2} a^k \rho \right),$$

$$B_{X12,k} = \text{Tr} \left( |BX1\rangle \langle BX2| (a^\dagger)^k a^k \rho \right),$$

$$N_k \equiv \text{Tr} \left( (a^\dagger)^k a^k \rho \right) = XX_k + 2BX_k + 2DX_k + G_k.$$

The relationship is used to obtain the second order coherence at zero time delay, $g^{(2)}(0) = N_2/N_1^2$. Derivation of the equation of motion for the correlation function is straightforward using $\frac{d}{dt} \rho = \text{Tr} \left( O \frac{d}{dt} \rho \right)$ with the QME, $\frac{d}{dt} \rho = i[\rho, H] + \mathcal{L} \rho$. Their explicit form is as follows:

$$\frac{d}{dt} G_k = -(\kappa k + 4P) G_k + 2\gamma_{sp} B_{X,k} + 4 \text{Re}(t_{X,k+1}) + 4k \text{Re}(t_{X,k}),$$

$$\frac{d}{dt} B_{X,k} = -(\kappa k + P + \gamma_S) D_{X,k} + \gamma_S B_{X,k} + P G_k,$$

$$\frac{d}{dt} D_{X,k} = -(\kappa k + P + \gamma_{sp} + \gamma_S) D_{X,k} + P G_k + \gamma_{sp} X_{X,k} + \gamma_S D_{X,k},$$

$$\frac{d}{dt} X_{X,k} = -(\kappa k + 2\gamma_{sp}) X_{X,k} + 2P B_{X,k} + 2P D_{X,k} - 4 \text{Re}(t_{XX,k+1}),$$

$$\frac{d}{dt} t_{X,k} = -\xi_k t_{X,k} + g^2 B_{X,k} + g^2 k B_{X,k-1} - g^2 G_k,$$

$$-R_{k+1} + (k - 1) R_k + g^2 B_{X12,k} + g^2 k B_{X12,k-1},$$

$$\frac{d}{dt} t_{XX,k} = (\kappa - \xi_k) t_{XX,k} + g^2 X_{X,k} + g^2 k X_{X,k-1} - g^2 B_{X,k} + R_{k+1} - g^2 B_{X12,k},$$

$$\frac{d}{dt} R_k = (\kappa - \xi_k) R_k + g^2 t_{X,k} - 2g^2 t_{XX,k} - 2g^2 k t_{XX,k-1},$$

$$\frac{d}{dt} B_{X12,k} = -\theta_k B_{X12,k} - 2 \text{Re}(t_{X,k+1}) + 2 \text{Re}(t_{XX,k+1}) + 2k \text{Re}(t_{X,k}).$$
where we define the exciton spin relaxation rate \( \gamma_S \equiv \gamma_S^0 + \gamma_S^2 \)
and the decay coefficients are given by

\[
\xi_k = \kappa \left( k - \frac{1}{2} \right) + \frac{5}{2} P + \frac{\gamma_S^0 + \Gamma_{\text{ph}} + \frac{\gamma_S}{2}}{2}, \quad (28)
\]

\[
\eta_k = \left( k - \frac{1}{2} \right) - \frac{1}{2} + \frac{3}{2} \gamma_S^0 + \Gamma_{\text{ph}} + \frac{\gamma_S}{2}, \quad (29)
\]

\[
\zeta_k = (k - 1) \kappa + 2 P + \gamma_S^0 + 2 \Gamma_{\text{ph}}, \quad (30)
\]

\[
\theta_k = \kappa k + P + \gamma_S^0 + 2 \Gamma_{\text{ph}} + \gamma_S. \quad (31)
\]

In the steady state \( \langle \mathcal{T} \rangle = 0 \), a balance relation is obtained for \( k \geq 1 \),

\[
\kappa N_k = 4 \text{Re}(t_{X,k}) + 4 \text{Re}(t_{XX,k}). \quad (32)
\]

For \( k = 1 \), the physical meaning is clearly the balance equation between “loss (l.h.s.)” and “gain (r.h.s.)”. The first and second terms on the r.h.s. correspond to the optical gain contributions from the exciton (BX1/BX2 \( \rightarrow \text{G} \)) and biexciton (XX \( \rightarrow \text{BX1/BX2} \)) transitions.

**B. Perturbative analytic solution in the linear regime**

The coupled equations of motion in Eqs. (18)-(27) produce an infinite series of equations from \( k = 0 \) to \( \infty \). These equations can be solved numerically if the high-order correlation functions are ignored by introducing a photon-number cutoff \( n_{\text{max}} \) i.e. by putting \( O_k = 0 \) for \( k \geq n_{\text{max}} \). However, this is unreasonable for the evaluation of the first \( (k = 1) \) and second order \( (k = 2) \) correlation functions in the linear regime at weak pumping. Here, we give a brief introduction to the perturbative treatment which we perform to evaluate the second-order coherence. This treatment allows us to calculate analytic expressions and provides more insight into the physics, and the dependence of QD populations, mean photon number, and \( g^{(2)}(0) \) on numbers of parameters \((\kappa, P, \gamma_S, \Gamma_{\text{ph}}, \gamma_S, \chi)\).

By assuming the following pump rate dependence, (for the linear regime):

\[
\begin{align*}
G_k &= O(P^k), \quad \text{BX}_k, \text{DX}_k = O(P^{k+1}), \\
XX_k &= O(P^{k+2}), \quad t_{X,k} = O(P^k), \quad t_{XX,k} = O(P^{k+1}), \\
R_k &= O(P^k), \quad \text{BX12}_k = O(P^{k+1}),
\end{align*}
\]

we are able to obtain these correlation functions perturbatively in powers of small \( P \). Hereafter, the perturbation series of the \( k \)-th order correlation function \( O_k \) is defined as

\[
O_k = \sum_j O_k^{(j)},
\]

where the \( j \)-th component is proportional to \( P^j \). In the zeroth order, \( G_0^{(0)} = 1 \), and all other quantities are of higher order in \( P \). For the first order, the resulting coupled equation of motions are

\[
\begin{align*}
\frac{d}{dt} G_0^{(1)} &= -4PG_0^{(0)} + 2g^2 \text{BX}_0^{(1)} + 2\text{Re}(t_{X,1}) = 0, \quad (33)
\end{align*}
\]

\[
\begin{align*}
\frac{d}{dt} \text{BX}_0^{(1)} &= -2g^2 \text{BX}_0^{(1)} + 2\text{Re}(t_{X,1}) = 0, \quad (34)
\end{align*}
\]

\[
\begin{align*}
\frac{d}{dt} \text{DX}_0^{(1)} &= -2g^2 \text{DX}_0^{(1)} + 2\text{Re}(t_{X,1}) = 0, \quad (35)
\end{align*}
\]

\[
\begin{align*}
\frac{d}{dt} G_1^{(1)} &= -2g^2 \text{DX}_0^{(1)} + 2\text{Re}(t_{X,1}) = 0, \quad (36)
\end{align*}
\]

with the first-order normalization condition \( N_0^{(1)} = 0 \) which reads

\[
G_0^{(1)} = -2\text{BX}_0^{(1)} + 2\text{DX}_0^{(1)}. \quad (38)
\]

Since \( \frac{d}{dt} \left( G_0^{(1)} + 2\text{BX}_0^{(1)} + 2\text{DX}_0^{(1)} \right) = 0 \) irrespective of the stationary conditions (from Eq. (38)), there are only two independent equations among Eqs. (33)-(36). The first-order equations are written in matrix form as

\[
\begin{pmatrix}
2\gamma_S^0 & 0 & 4 & 0 \\
\gamma_S & -\gamma_S & 0 & 0 \end{pmatrix}
\begin{pmatrix}
\text{BX}_0^{(1)} \\
\text{DX}_0^{(1)} \\
t_{X,1}^{(1)} \\
G_1^{(1)}
\end{pmatrix} = \begin{pmatrix}
4PG_0^{(0)} \\
-2PG_0^{(0)} \\
0 \\
0
\end{pmatrix}, \quad (39)
\]

where the coefficient \( C_1 \) given by

\[
C_1 = \frac{\kappa + \gamma_S + \gamma_S^2 + 2\Gamma_{\text{ph}}}{2} + \frac{2g^2}{\gamma_S + \gamma_S^2 + 2\Gamma_{\text{ph}}}. \quad (40)
\]

Now seen in an explicit form, the correlation function to first-order in \( P \) is given by the source term of the zeroth order, \( G_0^{(0)} = 1 \), and we find

\[
\begin{pmatrix}
\text{BX}_0^{(1)} \\
\text{DX}_0^{(1)} \\
t_{X,1}^{(1)} \\
G_1^{(1)}
\end{pmatrix} = \begin{pmatrix}
\frac{8g^2 + 2C_1}{C_1\gamma_S^0 + 2\gamma_S^0(2\gamma_S + \Gamma_{\text{ph}})} \\
\frac{C_1(2\gamma_S + \gamma_S^0) + 2g^2(4\gamma_S + 2\gamma_S^0 + \Gamma_{\text{ph}})}{C_1\gamma_S^0 + 2\gamma_S^0(2\gamma_S + \Gamma_{\text{ph}})} \\
\frac{C_1\gamma_S^0 + 2g^2(2\gamma_S + \Gamma_{\text{ph}})}{8g^2} \\
\frac{C_1\gamma_S^0 + 2g^2(2\gamma_S + \Gamma_{\text{ph}})}{8g^2}
\end{pmatrix} \times P. \quad (41)
\]
From Eqs. \(32\) and \(31\), and the assumption that the \(P\)-dependence is in the linear regime, we obtain the average photon number

\[
N_1^{(1)} = \frac{8g^2P}{C_1\gamma_{sp}\kappa + 2g^2(2\gamma_{sp} + \kappa)}. 
\tag{42}
\]

Being similar to the result for QD SP emitters without cavities in Eqs. \(14\) and \(23\), we found that only the dark state population \(D X_0^{(1)}\) (and also \(G_0^{(1)}\) from Eq. \(38\)) is divergent at \(\gamma_S \to 0\). Of course, this perturbation analysis applies only in the weak pumping limit, and the low-order perturbation treatment becomes unreliable if the contribution becomes of order unity. However, the ratio \(D X_0^{(1)}/B X_0^{(1)}\) can be arbitrarily large for small \(\gamma_S\) even in the linear regime. In a similar manner, a strong enhancement also occurs in \(g^{(1)}(0)\) as seen below.

By repeating carefully a similar analysis for the second-order correlation functions \(O_k^{(2)}\), we obtain the second-order correlation functions:

\[
\left(\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\gamma_S & 0 & \gamma_S & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 2\gamma_{sp} & 0 \\
0 & -g_p^2 & 0 & 0 & g_p^2 & 0 & -e^{-\gamma_{C} - \kappa} & 0 \\
0 & -g_p^2 & 0 & 0 & g_p^2 & 0 & -e^{-\gamma_{C} - \kappa} & 0 \\
0 & 0 & 0 & 0 & -g_p^2 & 0 & g_p^2 & e^{-\gamma_{C} + \kappa} \\
0 & 0 & 0 & 0 & 0 & -g_p^2 & 0 & e^{-\gamma_{C} + \kappa} \\
-2\kappa & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) \times \left(\begin{array}{c}
G_2^{(1)} \\
G_1^{(2)} \\
D X_0^{(1)} \\
D X_0^{(1)} \\
B X_0^{(2)} \\
B X_0^{(2)} \\
X X_0^{(2)} \\
t_{X,2}^{(2)} \\
t_{X,2}^{(2)} \\
t_{X,1}^{(2)} \\
t_{X,1}^{(2)} \\
t_{X,1}^{(2)} \\
t_{X,1}^{(2)}
\end{array}\right) = \left(\begin{array}{c}
4G_0^{(1)} - G_0^{(1)} \\
2B X_0^{(2)} + 2D X_0^{(2)} \\
\frac{5}{2} - \frac{2C^2}{\gamma_{sp} + \gamma_S + 2\Gamma_{ph}} t_{X,1}^{(1)} \\
\frac{5}{2} - \frac{2C^2}{\gamma_{sp} + \gamma_S + 2\Gamma_{ph}} t_{X,1}^{(1)} \\
0 \\
0 \\
0 \\
4G_1^{(1)} - G_1^{(1)} \\
-4G_1^{(1)} - G_1^{(1)} \\
0 \\
0 \\
0 \\
0
\end{array}\right) \times P, 
\tag{43}
\]

where the decay coefficients are

\[
C_2 = \frac{g_p^2}{\gamma_{sp} + \gamma_S + 2\Gamma_{ph}}; \tag{44}
\]

\[
C_3 = \frac{2g_p^2}{\kappa + \gamma_{sp} + 2\Gamma_{ph} - i\chi}; \tag{45}
\]

\[
C_4 = \frac{\kappa + \gamma_{sp} + \gamma_S + 2\Gamma_{ph}}{g_p^2}; \tag{46}
\]

\[
C_5 = \frac{\kappa + 3\gamma_{sp} + 2\Gamma_{ph} + \gamma_S}{2} - i\chi; \tag{47}
\]

\[
C_6 = \frac{3\kappa + 2\gamma_{sp} + \gamma_S + 2\Gamma_{ph}}{2}. \tag{48}
\]

A matrix inversion of Eq. \(43\) yields the second-order perturbation series with the first-order ones as source terms. Since the first-order source terms contain \(D X_0^{(1)}\) and \(G_0^{(1)} \propto 1/\gamma_S\), the second-order correlation functions relevant to \(N_2^{(2)} = 4\text{Re}(t_{X,2}^{(2)})/\kappa\) from Eq. \(32\) also contain the divergent factor \(\propto 1/\gamma_S\). The second-order normalization condition \(N_0^{(2)} = 0\) reads

\[
G_0^{(2)} = -2B X_0^{(2)} - 2D X_0^{(2)} - X X_0^{(2)}. \tag{49}
\]

By repeating the same steps, it is in principle possi-
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The evaluation of this is possible within the second order perturbation analysis presented here, and we mark \( P = P^* \) obtained by Eq. (50) in Fig. 3. We find that the calculated \( P^* \) agrees well with the numerical QME result, where the nonlinear \( P \)-dependence in \( N_1 \) and a deviation from the weak pump limit of \( g^{(2)}(0) \) are found. \( I^* \) evaluated in this way therefore gives a good estimate for a maximum available SP emission rate, above which the QD emitters have a degraded single photon purity.

Finally, we give analytic expressions for the correlation functions for a system without DX states, DX1 and DX2, and the dark pumping path via the DX states. Comparison between the results obtained with and without the dark path can be used to evaluate the increase in \( g^{(2)}(0) \) due to the path. In the no dark path case, the first-order normalization condition in Eq. (38) is replaced by

\[ G_0^{(1)} = -2Bx_0^{(1)}, \]

the first-order equation in Eq. (38) by

\[
\begin{pmatrix}
2\gamma_{sp} & 4 & 0 \\
g^2 & -C_1 & -g^2 \\
0 & 4 & -\kappa
\end{pmatrix}
\begin{pmatrix}
Bx_0^{(1)} \\
t_X^{(1)} \\
G_1^{(1)}
\end{pmatrix}
= \begin{pmatrix}
2PG_0^{(0)} \\
0 \\
0
\end{pmatrix},
\]

and the second-order equation in Eq. (39) by

![FIG. 4: Second-order coherence \( g^{(2)}(0) \) (blue) and mean cavity photon number \( N_1 \) (red) are shown as a function of pumping rate \( P/g \). The results evaluated by two different approaches, a perturbation analysis to their lowest order, \( g^{(2)}(0) \approx N_2^{(2)}/(N_1^{(1)})^2 \) and \( N_1 \approx N_1^{(1)} \) (solid), and a direct numerical simulation of the QME (points), are compared. The dashed lines are guide for eye. We set \( (g, \gamma_{sp}, \Gamma_{ph}, \chi, \kappa, \gamma_{S}) = (68, 10, 15, 2000, 200, 4, 13) \) in \( \mu eV \). The vertical grey line marks the definition of \( P^* \).]
where all the coefficients $C_i$ are evaluated at $\gamma_S = 0$. The crossover photon emission rate $I^*$ in this case is evaluated again by Eq. (50) in Fig. 2 and Fig. 3.

C. Rate equation analysis for SP emitters with cavities: the existence of an optimal cavity loss $\kappa$

In this section, we shall see why there is an optimal cavity loss $\kappa$. The existence of an optimal cavity loss $\kappa$ is given by Eq. (50) in Fig. 2 and Fig. 3.

$$
\begin{pmatrix}
0 & 0 & 2g^2 & 0 & 0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 2g^2 & 0 & 0 & 2 & 2 & 0 & 2 \\
0 & -g^2 & g^2 & 0 & -C_3 - C_4 & -C_4 & -C_1 + C_2 & -C_2 & C_2 + C_4 & C_2 + C_4 \\
0 & -g^2 & g^2 & 0 & -C_4 & -C_1 + C_4 & -C_2 & -C_1 + C_2 & C_2 + C_4 & C_2 + C_4 \\
0 & -g^2 & 0 & g^2 & C_3 + C_4 & C_4 & 0 & 0 & -2C_3 - C_4 - C_5 & -C_4 \\
0 & -g^2 & 0 & g^2 & C_4 & C_1^0 + C_4 & 0 & 0 & -C_4 & -2C_3^0 - C_4 - C_5^0 \\
0 & -\kappa & 2g^2 & 0 & 0 & 2 & 2 & 2 & 0 & 0 \\
0 & 0 & -\kappa - \gamma_{sp} & 0 & 0 & -1 & -1 & 0 & 0 & 1 & 1 \\
-\gamma^2 & 0 & 2g^2 & 0 & 0 & -C_3 - 2C_4 - C_6 & -2C_4 & 0 & 0 & 2C_3 + C_4 & 2C_4 \\
-\gamma^2 & 0 & 2g^2 & 0 & 0 & -2C_4 & -C_3^0 - 2C_4 - C_6 & 0 & 0 & 2C_4 & 2C_3^0 + C_4 \\
-2\kappa & 0 & 0 & 0 & 0 & 4 & 4 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\times
\begin{pmatrix}
C_{(2)}^2 \\
C_{(2)}^1 \\
BX_{(2)}^2 \\
BX_{(2)}^0 \\
XX_{(2)}^2 \\
t_{(2)}^{X,2} \\
t_{(2)}^{X,1} \\
t_{(2)}^{X,1} \\
t_{XX,1}^{(2)} \\
t_{XX,1}^{(2)*} \\
\end{pmatrix}
\times P,
$$

where all the coefficients $C_i$ are evaluated at $\gamma_S = 0$. The crossover photon emission rate $I^*$ in this case is evaluated again by Eq. (50) in Fig. 2 and Fig. 3.

In this section, we shall see why there is an optimal cavity loss parameter minimizing $g^{(2)}(0)$ as found in Figs. 2(b)-(c) in the main text.

As referred to in the main text, for good cavities with small $\kappa$, photons accumulating in cavity increase the multi-photon probability and hence $g^{(2)}(0)$. Therefore, $g^{(2)}(0)$ decreases with increasing $\kappa$. This is similar to cavity QED of two-level systems (cavity loss $\kappa$, spontaneous emission $\gamma$, coupling $g$). An expression for $g^{(2)}(0)$ is given by

$$
g^{(2)}_{TLS}(0) = \frac{2\kappa + \gamma}{3\kappa + \gamma} \frac{4g^2 + \kappa\gamma}{4g^2 + \kappa(\kappa + \gamma)}. \tag{54}
$$

in (30), for which one finds $g^{(2)}_{TLS}(0) = 2$ as $\kappa \to 0$.

Hereafter, we will focus on bad cavities in the weak coupling limit $\kappa \gg g$ to show the existence of the optimal $\kappa$. A rate equation analysis is presented by using the simplified QD model as shown in Fig. 5(a) for a qualitative discussion. The cavity mode is assumed to be in the weak pump regime, we take into account only the density matrix elements limited to those for a biexciton state with no photons, $\rho_{XX}(0)$, bright exciton states with zero and one photons, $\rho_{BBX}(0)$ and $\rho_{BX}(1)$, empty states with zero, one, two photons, $\rho_C(0)$, $\rho_G(1)$, and $\rho_G(2)$, and a dark exciton state with no photons $\rho_{XX}(0)$. From the probability flows in Fig. 5(b), we obtain the following set of rate equations:
exciton states with zero and one photons, \( \rho_0, \rho_1 \) of the transition rates 2
in the main text.) The prefactor is determined by the ratio of the radiative transitions between XX state and BX state and BX and G states into the cavity mode. The same notation is used for other parameters as in the main text. (a) Flow of the probabilities (diagonal parts of the density matrix) in the QD-cavity system. Assuming the weak pump limit (linear regime), elements of the density matrix relevant to the study is limited to a biexciton state with no photons, \( \rho_{XX}(0) \), bright exciton states with zero and one photons, \( \rho_{BX}(0) \) and \( \rho_{BX}(1) \), empty states with zero, one, two photons, \( \rho_G(0) \), \( \rho_G(1) \), and \( \rho_G(2) \), and a dark exciton state with no photons, \( \rho_{DX}(0) \).

The rate equations is solved with the normalization condition, \( \rho_{XX}(0) + \rho_{BX}(0) + \rho_{XX}(1) + \rho_G(0) + \rho_G(1) + \rho_G(2) + \rho_{DX}(0) = 1 \). For large \( \kappa \) where \( \kappa \gg \gamma_{sp}, \gamma_S \) and \( (W_X, W_{XX}) \), we have for the steady state,

\[
\dot{\rho}_{XX}(0) = -(W_{XX} + \gamma_{sp})\rho_{XX}(0) + P\rho_{BX}(0) + P\rho_{DX}(0) + W_{XX}\rho_{BX}(1),
\]

\[
\dot{\rho}_{BX}(1) = -(2W_X + W_{XX} + \gamma_{sp} + \kappa)\rho_{BX}(1) + W_{XX}\rho_{XX}(0) + P\rho_G(1) + 2W_X\rho_G(2),
\]

\[
\dot{\rho}_{BX}(0) = -(W_X + \gamma_{sp} + \gamma_S + P)\rho_{BX}(0) + \kappa\rho_{BX}(1) + \gamma_{sp}\rho_{XX}(0) + P\rho_G(0) + \gamma_S\rho_{DX}(0) + W_X\rho_G(1),
\]

\[
\dot{\rho}_G(2) = -(2\kappa + 2W_X)\rho_G(2) + 2W_X\rho_{BX}(1),
\]

\[
\dot{\rho}_G(1) = -(\kappa + P + W_X)\rho_G(1) + W_X\rho_{BX}(0) + \gamma_{sp}\rho_{BX}(1) + 2\kappa\rho_G(2),
\]

\[
\dot{\rho}_G(0) = -2P\rho_G(0) + \kappa\rho_G(1) + \gamma_{sp}\rho_{BX}(0),
\]

\[
\dot{\rho}_{DX}(0) = -(P + \gamma_S)\rho_{DX}(0) + P\rho_G(0) + \gamma_S\rho_{BX}(0).
\]

The rate equations is solved with the normalization condition, \( \rho_{XX}(0) + \rho_{BX}(0) + \rho_{XX}(1) + \rho_G(0) + \rho_G(1) + \rho_G(2) + \rho_{DX}(0) = 1 \). For large \( \kappa \) where \( \kappa \gg (\gamma_{sp}, \gamma_S) \) and \( (W_X, W_{XX}) \), we have for the steady state,

\[
g^{(2)}(0) = \frac{2W_{XX}}{W_X} \left( 1 + \frac{\gamma_{sp}}{4\gamma_S} \right)
\]

is small. For large \( \chi \gg \kappa \), \( g^{(2)}(0) \) vanishes, being analogous to the result in Eq. 6 in the main text. On the other hand, if \( \kappa \) is larger than \( \gamma_{sp}, \gamma_S, \), and \( g \) and \( \kappa \gg \chi \) as shown in Fig. 6(b), we find \( W_X = W_{XX} = 2g^2/\kappa \)

and the prefactor equals two. According to this result, for bad cavities \( \chi \gg \gamma_{sp}, \gamma_S \), \( g^{(2)}(0) \) increases with \( \kappa \) until \( \kappa \sim \chi \), where it begins to saturate at a value of \( 2(1 + \frac{2g^2}{\kappa^2\gamma_S}) \).

Now it is clear that there should be a minimum in \( g^{(2)}(0) \) as a function of \( \kappa \), from the 2 results: (i) \( g^{(2)}(0) \) decreases with increasing \( \kappa \) for small \( \kappa \), and (ii) increases with \( \kappa \) for large \( \kappa \). The optimal value of \( \kappa \equiv \kappa_{opt,1} \) is found in a range \( g < \kappa_{opt,1} < \chi \).
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FIG. 5: (a) Simple QD model: \( W_{XX} \) and \( W_X \) are the rates of the radiative transitions between XX state and BX state and between BX and G states into the cavity mode. The same notation is used for other parameters as in the main text. (b) Flow of the probabilities (diagonal parts of the density matrix) in the QD-cavity system. Assuming the weak pump limit (linear regime), elements of the density matrix relevant to the study is limited to a biexciton state with no photons, \( \rho_{XX}(0) \), bright exciton states with zero and one photons, \( \rho_{BX}(0) \) and \( \rho_{BX}(1) \), empty states with zero, one, two photons, \( \rho_G(0) \), \( \rho_G(1) \), and \( \rho_G(2) \), and a dark exciton state with no photons, \( \rho_{DX}(0) \).
FIG. 6: Spectral profiles of the QD-bad cavity system for a schematic explanation of the transition rates $W_{XX}$ and $W_X$: (a) $W_X \gg W_{XX}$ for $\kappa \ll \chi$, and (b) $W_X = W_{XX}$ for $\kappa \gg \chi$. 

(a) $\kappa \ll \chi$  \quad (W_X \gg W_{XX}) 

(b) $\kappa \gg \chi$  \quad (W_X = W_{XX})