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Abstract—Recently, autonomous driving has made substantial progress in addressing the most common traffic scenarios like intersection navigation and lane changing. However, most of these successes have been limited to scenarios with well-defined traffic rules and require minimal negotiation with other vehicles. In this paper, we introduce a previously unconsidered, yet everyday, high-conﬂict driving scenario requiring negotiations between agents of equal rights and priorities. There exists no centralized control structure and we do not allow communications. Therefore, it is unknown if other drivers are willing to cooperate, and if so to what extent. We train policies to robustly negotiate with opposing vehicles of an unobservable degree of cooperativeness using multi-agent reinforcement learning (MARL). We propose Discrete Asymmetric Soft Actor-Critic (DASAC), a maximum-entropy off-policy MARL algorithm allowing for centralized training with decentralized execution. We show that using DASAC we are able to successfully negotiate and traverse the scenario considered over 99% of the time. Our agents are robust to an unknown timing of opponent decisions, an unobservable degree of cooperativeness of the opposing vehicle, and previously unencountered policies. Furthermore, they learn to exhibit human-like behaviors such as defensive driving, anticipating solution options and interpreting the behavior of other agents.

Index Terms—Autonomous agents, reinforcement learning

I. INTRODUCTION

Recently, research on automated driving has focused on scenarios with a clearly defined set of traffic rules to which all vehicles are subject, such as intersection handling [1] and lane changing [2]. Yet, there also exist situations in which there are no well-deﬁned trafﬁc rules available. On residential roads, for instance, there might not be a dedicated lane per driving direction or sufﬁcient road width for two opposing vehicles to pass by each other simultaneously. This leads to a situation in which autonomous agents have to negotiate subsequent bidirectional lane usage in what we call a high-conﬂict scenario.

A. High-Conflict Scenarios

We consider a scenario simulating everyday neighborhood driving, as shown in Fig. [1]. Two vehicles travel down the same lane but in opposite directions, with gaps to pull into between cars parked at either curb. These cars locally reduce the width of the available road. It is up to the agents to negotiate the use of the available space in order to maneuver around each other without crashing into the parked vehicles. One can think of the resulting interactions as a game, even though both cars are constantly moving. The drivers are observing each other as well as their environment to make driving decisions. After one driver makes a decision, the other one is able to observe the trajectory of the ﬁrst vehicle and react accordingly, which in turn inﬂuences the ﬁrst driver’s next decision, and so on.

We model the proposed scenario as a decentralized partially observable Markov Decision Process (dec-POMDP) [3] where agents can only react to their local egocentric observations. There is no communication channel between them and no centralized control structure. Consequently, if one agent selects an action, there is no guarantee the other agent will select a compatible one. As in real-world driving, the control strategy as well as the degree of collaboration of the opposing vehicle is unknown.

B. Main Contributions

In this paper, we demonstrate how to enable agents to robustly negotiate in the presented high-conﬂict driving scenario. We model the interactions in a game-theoretic framework of discrete behavior decisions, which conventional control laws translate into throttle and steering commands. To facilitate the emergence of complex negotiation dynamics, we use an off-policy multi-agent reinforcement learning (MARL) approach. Our main contributions are: (1) Scenario: We examine an everyday and to the best of our knowledge so far unaddressed scenario challenging the social component of automated cars.
(2) Baselines: As no common baselines exist, we devise two approaches to solve the scenario using rule-based methods.
(3) Incentivizing Interaction: We introduce a reward function parametrized by a cooperativeness parameter which continuously incentivizes agents to interact. We further demonstrate that by tuning this parameter, we achieve a corresponding and interpretable change in an agent’s cooperativeness at the behavioral level.
(4) Algorithm: We propose Discrete Asym-
metric Soft Actor-Critic (DASAC). DASAC leverages asymmetric information in a maximum-entropy off-policy actor-critic algorithm. It allows for a centralized learning process while enabling decentralized execution in a general-sum game. We show that agents trained using our DASAC algorithm are highly robust to an unobservable degree of cooperativeness of the opposing vehicle.

II. PRELIMINARIES

A. Markov Games

A Markov Game [4] with $K$ agents and a finite set of states $S$ is defined as $< K, S, A_1, ..., A_K, T, r_1, ..., r_K >$, including action set $A_k$ available to each agent $k$ ($k \in [1, ..., K]$), transition function $T$ and reward function $r_k$ for each agent.

There are two predominant action-selection scheduling mechanisms: In static games, each player selects its action, then a step is taken in the environment. In dynamic games, agents select their actions at different time steps. One can think of it as a turn-based game, but in general we can employ any underlying time-schedule to determine when a player takes its turn. In this paper, we examine discrete behavior actions. These do not require a new behavior decision being made at every time step. Instead, we use conventional low-level controls to follow a selected behavior for multiple time steps.

A Markov game can have several reward-distribution mechanisms. When all agents receive the same reward $r_1 = ... = r_k = R$, a Markov game is called fully cooperative. In zero-sum games, one agent’s win is the other agent’s loss, such that the sum of rewards is zero. This is considered a zero-sum games, one agent's win is the other agent's loss, about the behaviors incentivized, they cannot expect certain actions based on their own reward.

B. Maximum-Entropy Reinforcement Learning

In single-agent reinforcement learning (RL), we want to learn a policy $\pi(a_t|s_t)$ which maximizes the cumulative discounted reward at each time-step $t$ ($a_t \in A, s_t \in S$). Maximum entropy RL augments the reward with an entropy term [5]. The optimal policy aims to maximize a trade-off between its entropy and the reward at each visited state:

$$\pi^*_\text{MaxEnt} = \arg \max_{\pi} \sum_{t} E_{(s_t,a_t) \sim \rho_\pi} [r_t + \alpha H(\pi(\cdot|s_t))]$$ (1)

Temperature $\alpha$ determines the relative importance of entropy and reward. The soft Bellman equation with discount factor $\gamma$ is consequently defined as:

$$Q^\pi(s_t, a_t) = r_t + \gamma (E_{s_{t+1}} Q^\pi(s_{t+1}, a_{t+1}) + \alpha \cdot H(\pi(\cdot|s_{t+1})))$$ (2)

The Boltzmann policy $\pi^H \propto \exp(Q/\alpha)$ is shown to be the optimal policy satisfying (2) [5].

III. RELATED WORK

The introduced problem of learning discrete high-level behavior strategies for automated driving in multi-agent systems is twofold. Firstly, we give a general overview of RL methods. Secondly, we present applications of single- and multi-agent learning to autonomous driving scenarios.

A. Reinforcement Learning

Within the class of discrete RL algorithms, Q-learning is a popular choice for its robustness. While the original approaches date back several decades, only recently Mnih et al. [6] were able to show that Q-learning can achieve super-human performance in playing Atari games when using a Neural Network to approximate the Q-function. Yet, many real-world problems cannot be sufficiently modeled by single-agent RL, as there are multiple actors. One approach to generate actions for several agents is to train one policy that perceives all observations and produces them jointly, generating highly coordinated behavior. However, two problems arise in this centralized setup: Firstly, it implies an immense amount of communication, making the approach infeasible for real-world automated driving. Secondly, it is not scalable to a large number of agents, as the dimension of the joint action-space increases exponentially with their number. Another approach is decentralized execution, where each agent follows its own independent policy. However, the action of a single agent can lead to different outcomes throughout the training process, making the transition of the environment non-stationary from the perspective of each agent. This so-called dec-POMDP problem is intractable [7], as there are no guarantees that all agents select compatible actions.

Several approaches for decentrally executed MARL in discrete action spaces exist. The naive approach is to train independent policies for each agent [8], [9]. Yet, this independent Q-learning approach is prone to instabilities originating in the non-stationarity of the environment. Fingerprinting samples in the replay buffer is shown to improve convergence [10]. We use this as a baseline to compare to later on. Centralized training with decentralized execution can improve convergence by providing a centralized critic with state information at training time, but allowing decentralized execution purely based on an agent’s local observations at test time. Existing discrete-action centralized learning approaches which allow decentralized execution are deterministic and place symmetry requirements on the reward function through assuming fully cooperative or fully competitive games [7], [11], [12]. There also exist various centralized training approaches in continuous action spaces, which can be executed decentrally [13]–[16]. These use policy iteration [17] for centralized training with decentralized execution by providing state information to a critic, but only local observations to an actor.

We bring the stability of centralized training with decentralized execution in a discrete general-sum game to a maximum-entropy framework. Such non-deterministic policies benefit from improved exploration, as actions are sampled from them rather than greedily selected, and are able to keep track of
multiple solution modes. This promises to be beneficial in our reward setting. We base our derivation of DASAC on Soft Q-learning (SQL) [5], a stochastic variant of discrete deep Q-learning. SQL can be transformed to continuous action spaces using Stein Variational Gradient Descent [5]. Subsequently, [18] proposed Soft Actor-Critic (SAC) to improve the performance. SAC can be adapted to work in discrete action spaces, as [19] showed for Atari. We found [19]'s algorithm to be the single-agent symmetric version of our approach. Yet, as [19] only compares performance to DQN and not SQL, the benefits of formulating SQL as an actor-critic algorithm for Atari environments remain unclear. The potential of our proposed algorithm is twofold: Firstly, it lies in the possibility of providing asymmetric observations to the actor and the critic. Secondly, due to the delay induced by policy improvement [17], the actions of other agents in a multi-agent setup change more slowly. Consequently, agents can learn to anticipate other agent’s behaviors from their observations, even though the underlying reward is unknown.

B. Learning for Automated Driving

Learning approaches are increasingly being researched in the field of automated driving since they generalize well to previously unencountered situations. Plenty of recent work addresses single-agent RL problems for automated driving, such as intersections [1] and lane changes [2]. Significantly less work applies multi-agent learning to autonomous driving.

The issue of unknown driver behaviors in a MARL setting is addressed by [20] and [21], who define driver type variables influencing aggressiveness of longitudinal control through a parametrized reward function. While they are able to show that traversal time decreases for a more aggressive ego-agent, they do not evaluate robustness towards different aggressiveness settings of the other vehicles. Our parametrized reward function incentivizes continuous interactions; they only focus on the behavior of the ego-agent [20] or only take other vehicles into account when safety-relevant actions, such as hard braking, were induced in them by the ego-agent [21].

The underlying game-theoretic interactions of an on-ramp merger are examined by [22] in a T-shaped grid-world environment. They evaluate turn-taking agents compared to simultaneously playing ones. While their approach of considering interactions is similar to ours, their turn-taking evaluation has severely limited applicability to real-world driving, as one vehicle waits for the other to take its turn. Furthermore, their merging vehicle has additional information on the vehicle in traffic. We take their game-theoretic approach a step further and randomize the action-schedule, representing the unknown timing of decisions in real-world driving, while allowing both vehicles to continuously move.

In contrast to the multi-agent works mentioned here, our work is geared more towards the high-level reasoning and interactions than learning low-level control strategies. We furthermore also learn lateral control, such as [23], which uses curriculum learning to address a MARL highway merger.

IV. Approach

A. Problem Formulation

The considered dec-POMDP high-conflict scenario for automated driving consists of a straight road, on which vehicles are parked at random positions at either curb. Two agents driving in opposing directions approach each other. Contrary to the previously discussed well-researched scenarios, the minimum set of environment features relevant to solving our scenario is unknown. Therefore, each agent perceives a high-dimensional egocentric sensor-realistic observation, as shown in Fig. 2 augmented by its cooperativeness, lateral and longitudinal position with respect to its driving direction, and steering and acceleration values. We allow agents to laterally position themselves in the shared lane ($y_{shared} = 4.5m$ from respective right curb), in which the opposing vehicle is approaching, or pull over to the right into their respective ego lane ($y_{ego} = 2.1m$ from respective right curb). No agent can pull into the lane to its far left, referred to as the opposing lane, making right-hand driving rules inherent to the problem statement. We model the goals and timing of decisions in our approach based on the hierarchical structure of the road user task shown in Fig. 3. It outlines how high-frequency controls are conditioned on lower-frequency behavior decisions. In real-world driving, it is unknown to each driver at the time of their decision, if the opposing driver also made a new decision or when the opposing driver’s last decision was. We transfer this to the model of our problem by, after each behavior generation, sampling the number of time-steps until the next decision from a uniform distribution $U \sim [4, 5, 6]$ in a 20Hz simulation.

![Fig. 2: Observation space of an agent. Visualized are the fields of view (fov) of ultrasonic sensors (green; returning distance of closest object in fov) and a radar (red; visualization scaled by 0.5; returning distance and relative velocity per ray).](image)

![Fig. 3: Hierarchical structure of the road user task (after [24]).](image)
B. Baselines

To the best of our knowledge, no rule-based decision makers exist for traversing our scenario. To allow comparison with our learning approach, we propose two baselines:

1) Threshold-Based: This driving policy pulls into the next available gap once the space to the right is free and the opposing vehicle is closer than some distance threshold.

2) Reachability-Based: We roll out a kinematic single-track model (i.e. [25]) of the ego-agent for a distance depending on the parked vehicles at either curb. For the opposing agent, we roll out the model for the same number of time-steps to identify possible points of collision. Decision parameters are visualized qualitatively in Fig. 4. This approach results in an agent continuously maximizing its progress towards the furthest reachable Nash-Equilibrium [4], [26].

C. Varying Driver Behaviors

We use a parametrized reward function \( r(c) \) to transfer a cooperativeness parameter \( c \) into varying driver behaviors. It continuously incentivizes agents to interact through taking both of their velocities into account, as shown in (3). Each agent is able to observe its own cooperativeness, but not that of the opposing vehicle. Highly cooperative agents with \( c = 0.5 \) are consequently indifferent to which agent makes progress first, and drive with more anticipation. Uncooperative agents with \( c = 0 \) are only rewarded for their own progress.

\[
    r(c) \propto (1-c) \cdot v_{ego} + c \cdot v_{opp} \quad c \in [0, 0.5]  
\]

D. Curriculum Learning

There exist two main challenges agents have to learn how to solve to successfully traverse the scenario presented: Firstly, they need to learn to negotiate bidirectional lane usage. Secondly, they need to learn to anticipate the other driver’s intentions. We decompose these into a curriculum learning approach. Intuitively, the more cars are parked at either curb, the fewer gaps allowing the vehicles to negotiate the use of the shared lane exist. Consequently, agents need to be more refined the more vehicles are parked on the road, as exploratory actions can easily prevent successful traversals. We show two example initializations in Fig. 5. The probabilities of vehicles sampled are shown in Table I. After learning basic driving capabilities in stage A, we iterate between stages B and C to prevent agents from associating a particular environment population with a behavior of the other agent, as that changes throughout the training process.

E. Discrete Asymmetric Soft Actor-Critic

The general idea of our DASAC is to reformulate SQL as an Actor-Critic algorithm where we explicitly represent the soft Q-function \( Q \) and the policy \( \pi \) with separate neural networks. This allows us to provide them with different perceptions. An acting policy \( \pi \) should, at test time, only have access to its local observations. A Q-function with state information through this knowledge of both vehicles’ long-term goals and immediate commands, our critic is able to predict the effect of environment non-stationarity in MARL. We therefore train a state-based Q-network in a maximum-entropy framework and minimize the divergence between the actions of the acting policy \( \pi \) and the Boltzmann policy. This can also be thought of as behavioral cloning on local observations.

We augment the observation space discussed in Sec. IV-A by the cooperativeness, steering angle, and acceleration of the opposing vehicle. We use this as the state-based perception of the Q-function. Through this knowledge of both vehicles’ long-term goals and immediate commands, our critic is able to stabilize and coordinate the learning process. As the policy \( \pi \) does not have access to this extra information, it learns to be robust towards varying behaviors of the opposing vehicle.

Reformulating (2), we can explicitly state this asymmetry of information through a policy depending on local observations \( \pi(\cdot|o) \) and a Q-function with state information \( Q(s, a) \). In policy iteration step \( k \), we update \( Q \) according to:

\[
    Q_k^\pi(s_t, a_t) = r_t + \gamma \sum_{a'} \pi_{k-1}(a'|o_{t+1}) \cdot [Q_{k-1}(s_{t+1}, a') - \alpha \cdot log(\pi_{k-1}(a'|o_{t+1}))]  
\]
We can convert the learned Q-values into a probability distribution over actions using the Boltzmann policy \( \pi^B_k \propto \exp(Q_k^B/\alpha) \), which in the discrete case is a softmax function. Using \( (4) \) as the current estimate of the true \( Q \), \( \pi^B_k \) is the policy which maximizes the soft Bellman equation in \( (2) \). Then, we update our policy \( \pi_k(\cdot|o) \) by minimizing its KL-divergence from \( \pi^B_k(\cdot|s) \).

\[
\pi_k(\cdot|o) = \arg\min_{\pi} KL(\pi(\cdot|o)||\pi^B_k(\cdot|s))
\] (5)

If we run \( (5) \) to convergence in every policy iteration step, the proof of convergence of SQL \( (5) \) still holds. If we do not, we have a soft policy iteration just like SAC, which \( (18) \) shows to converge. The update for one agent is given in Algorithm \( (11) \) In principle, this algorithm can be used whenever one might need to use different observations for a critic and an actor.

V. EXPERIMENTS

A. Setup

1) Action Space: The action space consists of three behavior decisions, namely following the shared lane \( (y_{goal} = y_{shared}, v_{goal} = 8\frac{m}{s}) \), pulling over \( (y_{goal} = y_{ego}, v_{goal} = 0) \) if distance to next parked car in ego-lane < 10m else \( v_{goal} = 2\frac{m}{s} \) and coming to a halt in the shared lane \( (y_{goal} = y_{shared}, v_{goal} = 0) \). We use conventional low-level controls \( (27) \) to translate these set-points into steering and throttle commands.

2) Reward Function: Once the opposing vehicle is closer than \( d_{opp} \), we incentivize interactions with ego-cooperativeness \( c \) using the reward function shown in \( (6) \). A physically inspired collision penalty leads the agent to drive more slowly in critical situations.

\[
r(t, c) = \begin{cases} 
(1-c)v_{opp}(t)+c v_{opp}(t) & \text{if } d_{opp} < 80m \\
+8 & \text{if success} \\
-max(3, v_{ego}(t)) & \text{if collision} \\
-3 & \text{if timeout} \\
v_{opp}(t)/10 & \text{else}
\end{cases}
\] (6)

B. Numerical Results

We train policies in self-play and randomly sample the cooperativeness of each vehicle from a uniform distribution \( \U \sim [0,0.5] \). The observed cooperativeness influences agent behavior in a distinct and intuitively explainable way, as visualized in Fig. 6. Highly cooperative agents drive with more anticipation than less cooperative ones, which instead attempt to maximize their own progress. Traversal times consequently increase with increasing cooperativeness.

We aim to identify an ego-cooperativeness value that is highly robust towards any cooperativeness of the opposing vehicle. For a trained policy, we evaluate six values of cooperativeness per vehicle, resulting in 36 cooperativeness pairings. Two full self-play evaluations of peak-performing policies are shown in Fig. 7. We find that our DASAC algorithm is significantly more robust towards an unobservable degree of cooperativeness of the opposing vehicle than a fingerprinted DQN policy. It arrives at a success rate of 99.5% at \( c_{ego} = 0.3 \) given any cooperativeness of the opposing vehicle and also completes traversals faster. We attribute both to the stabilized learning through centralized critics.

We compare various approaches by performing this analysis for every 100th policy in between training epoch 1500 and 2500 from three seeds per algorithm. Mean results are shown in Table \( (11) \) A training epoch consists of 32 environments simulated in parallel and 2000 gradient steps for DQN, SQL and DASAC-Q (two \( \pi \) updates per \( Q \) update). Besides DQN, we also evaluate a decentrally trained SQL to quantify the effect of maximum-entropy learning. We find that SQL performs comparably to the DQN, but with greater robustness. We assume this originates from the ability to keep track of multiple

![Fig. 6: Influence of cooperativeness on interaction \( c_{ego} \) vs. \( c_{opp} \). Ego-agent driving from left to right. Policy evaluated in self-play. Behavior-level decisions visualized in path.](image)

![Fig. 7: Self-play evaluations of peak-performing policies. We show success-rate and traversal time over cooperativeness of the ego-agent for various cooperativeness values of the opposing agent. Each data point results from a cooperativeness pairing simulated on a test set of 1000 stage \( B \) initializations.](image)
solution modes and the improved exploration. We furthermore observe that our DASAC quite significantly outperforms all other considered approaches. It achieves the highest success at a high robustness towards extreme pairings of cooperativeness. We attribute this to the centralized training and the maximum-entropy learning. We are also able to confirm the favorable influence of our curriculum learning approach. The accompanying increase in spread, we speculate, is due to the agents lacking the ability to drive with sufficient anticipation.

When confronting previously unencountered policies from different training seeds, we see no major negative impact on performance. In fact, due to the massive reduction in the spread of results, we find that unencountered policies are more robust than policies evaluated in self-play. We cannot blame individual policies for unsuccessful traversals, as multi-agent credit assignment is an open problem of MARL. However, we assume the improvement originates from self-play situations in which a shortcoming in the policy reduces performance of both agents. For unencountered policies, one policy having a learning deficit seems to be compensated for by the other one, which in turn might have a shortcoming in a different situation. This shows that our method is not only robust towards unobservable degrees of cooperativeness, but also against previously unencountered policies.

In Table II we also show the results of our baselines. While performance of the decentrally trained policies and reachability analysis is not too far apart, the negotiation capabilities vary greatly. We found the predominant failure mode of the baselines to be quasi point-symmetric initializations where both agents approaching from either side have the same set of behavior options available. Our learned policies are able to break this symmetry and negotiate the lane usage, even when they are controlled by the same driving policy and exhibit equivalent degrees of cooperativeness. We assume this to be due to their ability to observe details of the opposing vehicle’s movements, allowing a more refined behavior selection than the high-level features of the baselines shown in Fig. 4 do.

VI. CONCLUSION AND FUTURE WORK

In this paper, we introduced a new high-conflict driving scenario challenging the social component of automated cars. In the model of our problem, we systematically removed assumptions common in MARL to make our approach more similar to real-world driving. We showed that, even with basic low-level control strategies, a refined behavior policy can exceed success rates of 99% when negotiating bi-directional lane usage. We showed that our parametrized reward function leads to agents exhibiting varying but interpretable behaviors. We found our agents to be robust to an unknown decision timing, an unobservable degree of cooperativeness of the opposing vehicle, and previously unencountered policies.

Throughout this work, low-level controls are realized using conventional control methods, as we focus on behavior decisions. However, agents can only infer intentions of the opposing vehicle through observing the actions executed by the low-level controls. Learned throttle and steering control can enable a richer way of representing high-level intentions, possibly under the same reward-shaping methods as used in this work. In future work, devising a hierarchical RL approach might prove beneficial to decouple learning to negotiate and learning to communicate through actions at the different levels of the road user task. For full autonomous driving, the reliable, robust, and verifiable solving of the problem presented is vital as it addresses the last-mile problem of the field.
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