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Constant temporal backgrounds have become a convenient tool for the discussion of continuum non-abelian gauge theories at finite temperature, as they provide a grasp on the confinement/deconfinement transition. It has been pointed that such backgrounds are better dealt with within so-called Cartan-Weyl color bases, rather than within the standard Cartesian bases. Here, we discuss the specificities of the evaluation of SU\((N)\) color factors within these bases, extending the discussion in Ref. \([1]\).

I. INTRODUCTION

It has become apparent that constant temporal gluonic backgrounds \([2]–[4]\) offer an entry point into the physics of the confinement/deconfinement transition within continuum non-abelian gauge theories \([1]–[19]\). The constant temporal background \(\bar{A}_\mu(x) = \bar{A}_0\delta_{\mu0}\) is determined from the minimization of the corresponding background effective potential\(^1\) and offers a convenient alternative to the Polyakov loop as a way to monitor the transition as a function of the temperature. Moreover, since the background couples to any colored field \(|\varphi\rangle\) in a given representation \(R\) through the covariant derivative

\[
D_\mu|\varphi\rangle = \partial_\mu|\varphi\rangle - ig\bar{A}^a t^a_R \delta_{\mu0} |\varphi\rangle,
\]

the transition retroacts a priori on any other observable involving such fields.

One practical drawback of the coupling to the background in \([1]\) is that the different color modes in the representation \(R\) are coupled to each other. It has been emphasized that the use of appropriate bases in the representation space simplifies the problem. First, without loss of generality, \(\bar{A}\) can be color-rotated to lie in the commuting part of the algebra, the so-called Cartan subalgebra, \(\bar{A} = \bar{A}^j t^j\) with \([t^j, t^{j'}] = 0\). Second, one can decompose the

\(^1\) For a recent alternative proposal based on the standard effective potential, see \([26]\).
state $|\varphi\rangle$ along a basis of states $|\rho\rangle$ that diagonalize simultaneously the action of the $t^j_R$, $t^j_R|\rho\rangle = \rho^j|\rho\rangle$. The peculiarity of these bases is that they label the various color modes in terms of vectors $\rho$, known as weights, whose components $\rho^j$ are the color charges associated to the commuting generators of the algebra. In such bases, Eq. (1) becomes

$$D_\mu \varphi^\rho = \partial_\mu \varphi^\rho - ig\bar{A}^\mu \rho^j \delta^\rho_\mu \varphi^\rho, \quad (2)$$

with $\varphi^\rho \equiv \langle \rho | \varphi \rangle$, meaning that the action of the covariant derivative is diagonal in color space. Switching to Fourier space, with the convention $\partial_\mu \rightarrow -iP_\mu$, the covariant derivative boils then down to the mere multiplication of $\varphi^\rho$ by a shifted momentum

$$P^\rho_\mu \equiv P_\mu + T(r \cdot \rho)\delta^\rho_\mu, \quad (3)$$

that combines the usual momentum $P_\mu$ and the charge $\rho$ carried by the field $\varphi^\rho$, where $r \cdot \rho \equiv r^j \rho^j$ and $r^j \equiv \beta g\bar{A}^j$. The background $r^j$ appears then as a collection of (imaginary) chemical potentials associated to the various commuting charges $t^j$, thus facilitating both the interpretation and the practical implementation of the background field formalism.

In the particular case of the adjoint representation, the representation space is the algebra itself, and one is lead to decompose any adjoint field $\varphi$ not along the usual Cartesian bases, $\varphi = \varphi^at^a$, but rather along so-called Cartan-Weyl bases, $\varphi = \varphi^\kappa t^\kappa$, whose elements satisfy $[t^j, t^\kappa] = \kappa^j t^\kappa$, with the adjoint weights $\kappa$ giving the charges in the adjoint representation associated to the commuting generators. The adjoint covariant derivative amounts again to the multiplication of $\varphi^\kappa$ by a shifted momentum of the form (3) with $\rho$ replaced by $\kappa$. A specificity of the adjoint representation is that some of the charges $\kappa$ can be zero, in which case the shifted momentum coincides with the standard momentum. Details on the construction of Cartan-Weyl bases are provided in Sec. II.

The benefits of the bases $\{|\rho\rangle\}$ and $\{t^\kappa\}$ are numerous. First, they greatly facilitate the identification of Weyl chambers and Weyl rotations (in the space spanned by the $r^j$), which are key elements in discussing the various symmetries of the problem in the background field formulation, see for instance [20] for a thorough discussion. They also make certain conservation rules explicit. In particular, the presence of a preferred color direction as defined by the background does not break the invariance under color rotations whose axis lies within

---

2 In particular, this allows to describe the center symmetry that relates to the confinement/deconfinement phase transition.
the Cartan subalgebra. From Noether’s theorem, this implies that the corresponding charges, which are nothing but the weights of the various representations, should be conserved. This conservation rule is visible at the level of the Feynman rules provided one uses the above mentioned bases. For instance, three shifted momenta \( Q^\kappa, K^\lambda \) and \( L^\tau \) associated to adjoint fields that meet at a vertex couple through a structure constant \( f^{\kappa\lambda\tau} \) which is 0 whenever the charges are not conserved at the vertex, that is \( \kappa + \lambda + \tau \neq 0 \) \[3\]. In turn, the conservation of the color charges at the vertices, once combined with the conservation of momenta, implies the conservation of the shifted momenta. This property allows one to export to the present context, some of the standard techniques of the zero background formalism that are used to manipulate the Feynman integrals. In fact, owing to this feature, one can very often guess the results in the presence of a background from the corresponding results in the absence of background \[1\].

Despite all these simplifying features, one intricacy that arises due to \[3\] is that the color factors are inevitably mixed with the Feynman integrals and it is in general not possible to evaluate the corresponding color traces independently of the evaluation of the integrals. There are some situations, however, where it is still possible to do so to some extent. One example arises from the thermal decomposition of the Feynman integrals \[21, 22\]. In this type of decomposition, one writes a given loop integral at finite temperature as a sum of contributions where certain loops correspond to zero-temperature amplitudes. For all the momenta within these amplitudes, the shift in \[3\] vanishes and thus, the corresponding color charges appear only within the color factors. Also, in some models \[23\], it can happen that some of the color charges appear only in the structure constants and not as shifts of the momenta, even in the case of purely thermal contributions. In these two situations, it is possible to sum over the corresponding color labels within the color factors. The calculations are pretty similar to those in the standard Cartesian bases provided some care is taken to account for the specificities of the Cartan-Weyl bases. We discuss these questions in Secs. \[III\] and \[IV\] including the treatment of the structure constants \( f^{\kappa\lambda\tau} \) and \( d^{\kappa\lambda\tau} \).

In the generic situation where the color labels are also present within the shifted momenta, there is nothing one can do a priori, except when some of the color labels that are summed over correspond to zero charges, such as in the case of the adjoint charges alluded to similar, three shifted momenta \( Q^\kappa, K^\rho \) and \( L^\sigma \) associated respectively to a gluon and to two fields in a representation \( R \), couple through a factor \( (t^\kappa_R)_{\rho\sigma} \) which vanishes whenever the charges are not conserved, that is \( \rho \neq \sigma + \kappa \).
to above. For such zero color labels, the shift in (3) is again zero, and one can perform a partial summation over the zero labels within the color factor. We discuss this type of partial color summation in Sec. V while providing more insight on the tensors $f^\kappa\lambda\tau$ and $d^\kappa\lambda\tau$.

We shall limit our analysis to the su($N$) Lie algebras for their obvious application to the description of the fundamental interactions. However, some of the discussion can be extended to any Lie algebra admitting Cartan-Weyl bases.

II. THE SU($N$) ALGEBRA AND ITS CARTAN-WEYL BASES

We consider SU($N$), the group of special unitary matrices of size $N$. This is a Lie group whose Lie algebra, denoted su($N$), is the space of traceless anti-hermitian matrices of size $N$. Here, we follow the mathematicians convention that relates the group elements $U \in SU(N)$ and the algebra elements $X \in su(N)$ as $U = e^X$. However, in order to keep contact with the physicists convention, we shall write any basis of the algebra as $\{it^a\}$ such that $U = e^{iX^a t^a}$. We mention that, as any Lie algebra associated to a Lie group, su($N$) is a real algebra, meaning that any element $X \in su(N)$ writes as a linear combination of the basis elements $it^a$ with real coefficients $X^a$. As we recall below, it is convenient to complexify this real algebra by allowing for complex coefficients $X^a$. The complexified su($N$) algebra is the space of all complex traceless matrices of size $N$.

A. Standard basis

A possible basis for the su($N$) algebra is $\{it^a\} = \{iH^j, iX^{jj'}, iY^{jj'}\}$ where the (hermitian) matrices $H^j$, $X^{jj'}$ and $Y^{jj'}$ are defined in terms of their components

$$H^j_{kk'} = \rho^j_k \delta_{kk'},$$

with

$$\rho^j_k = \frac{1}{\sqrt{2j(j+1)}} \times \begin{cases} 
1, & \text{if } k \leq j \\
-j, & \text{if } k = j + 1 \\
0, & \text{if } k > j + 1
\end{cases}$$
for $1 \leq j \leq N - 1$, and
\[
X_{kk'}^{jj'} = \frac{1}{2} \left( \delta_{kj} \delta_{j'k'} + \delta_{kj'} \delta_{j'k} \right) \quad \text{and} \quad Y_{kk'}^{jj'} = -i \left( \delta_{kj} \delta_{j'k'} - \delta_{kj'} \delta_{j'k} \right),
\]
for $1 \leq j < j' \leq N$. The pre-factors in Eqs. (5)-(6) have been chosen such that $\text{tr} t_at_b = \delta_{ab}/2$. There are $N - 1$ matrices $H^j$, $N(N - 1)/2$ matrices $X^{jj'}$ and $N(N - 1)/2$ matrices $Y^{jj'}$. This gives a total of $N^2 - 1$ matrices, in agreement with the dimension of the $\text{su}(N)$ algebra. For $N = 2$ and $N = 3$, one recovers the Pauli and Gell-Mann matrices respectively (to within a factor 1/2).

**B. Representations and weights**

The matrices $H^j$ are diagonal. For a given $k$, the diagonal elements $H_{kk}^j = \rho_k^j$ (with $1 \leq j \leq N - 1$) are eigenvalues that correspond to the same eigenstate and it is convenient to combine them into a vector $\rho_k$ of $\mathbb{R}^{N-1}$ known as weight. More precisely, this defines a weight of the defining representation of $\text{su}(N)$ or defining weight of $\text{su}(N)$. The collection of defining weights $\rho_k$ (with $1 \leq k \leq N$) forms a structure in $\mathbb{R}^{N-1}$ known as the weight diagram of the defining representation.

In the case of $\text{su}(2)$, the defining weights are vectors of $\mathbb{R}$. They are obtained from $\sigma_3/2$ and correspond to $\pm 1/2$. Similarly, the defining weights of $\text{su}(3)$ are vectors of $\mathbb{R}^2$. They are obtained from $\lambda_3/2$ and $\lambda_8/2$ and are represented in Fig. 1. In general, the defining weights of $\text{su}(N)$ obey the following geometrical constraints
\[
\rho_k^2 \equiv \rho_k \cdot \rho_k = \frac{1}{2} \left( 1 - \frac{1}{N} \right) \quad \text{and} \quad \rho_k \cdot \rho_{k'} = -\frac{1}{2N} \quad \text{for any } k \text{ and } k \neq k',
\]
which one easily deduces from Eq. (5). From these properties, one can show that any subset of defining weights, with the exception of the complete weight diagram, is a linearly independent set, see App. A for more details. The complete weight diagram is not a linearly independent set because it is made of $N$ vectors in the $(N - 1)$-dimensional space $\mathbb{R}^{N-1}$. In fact, since the $H^j$ are traceless, one easily finds that the $N$ defining weights are constrained by
\[
\sum_{k=1}^{N} \rho_k = 0,
\]

\footnote{We refrain from using the term “fundamental representation” as there are in fact $N - 1$ fundamental representations for $\text{su}(N)$, of which the defining representation considered here is just one example.}
FIG. 1. Blue: weight diagram for the defining representation of su(3). Red: root diagram of su(3) (formed by the non-vanishing adjoint weights).

which is in fact the only constraint among the defining weights.

Since the $H^j$’s form a complete set of commuting observables (CSCO), one can unambiguously label the eigenstates in terms of the defining weights as $|\rho\rangle$. By definition,

$$H^j |\rho\rangle = \rho^j |\rho\rangle,$$  \hspace{1cm} (9)

and, because the $H^j$ are hermitian, one can choose the $|\rho\rangle$’s such that

$$\langle \rho | \sigma \rangle = \delta^{\rho \sigma},$$  \hspace{1cm} (10)

where the Kronecker delta $\delta^{\rho \sigma}$ is defined to be equal to 1 if $\rho = \sigma$ and 0 otherwise. The states $|\rho\rangle$ form a basis of the defining representation space that can be used to decompose the color structure of various tensors. In particular, any state $|X\rangle$ in the defining representation space writes

$$|X\rangle = \sum_{\rho} X^\rho |\rho\rangle,$$  \hspace{1cm} (11)
with \( X^\rho = \langle \rho | X \rangle \).

Most of the previous considerations extend to any finite representation \( R \) of the \( \text{su}(N) \) algebra over a complex vector space. Without loss of generality, one can assume that the \( H^j_R \) are hermitian, and look for the eigenstates that diagonalize them simultaneously. The eigenvalues associated to a given eigenstate can again be combined into a vector \( \rho \) called weight of the representation \( R \). The collection of all such weights forms a structure in \( \mathbb{R}^{N-1} \) known as the weight diagram of the representation \( R \). We note that the weights of a given representation \( R \) do not need to obey the same geometrical constraints as those of the defining representation, see Eq. (7).

Another potential difference with respect to the defining representation is that the \( H^j_R \) may not form a CSCO: a given weight \( \rho \) could appear multiple times as the weight associated to various independent eigenstates. In this case, a more accurate notation for the eigenstates would be \( |\rho^{(\mu)}\rangle \) where \( (\mu) \) labels the multiplicity of the weight \( \rho \) and is used to distinguish various eigenstates sharing this same weight. In other words, for \( \mu \neq \nu \), we have \( |\rho^{(\mu)}\rangle \neq |\rho^{(\nu)}\rangle \) but \( \rho^{(\mu)} = \rho^{(\nu)} = \rho \). By definition one has\(^5\)

\[
H^j_R |\rho^{(\mu)}\rangle = \rho^j |\rho^{(\mu)}\rangle ,
\]
and, because the \( H^j_R \)'s are hermitian, one can choose the \( |\rho^{(\mu)}\rangle \)'s such that

\[
\langle \rho^{(\mu)} | \sigma^{(\nu)} \rangle = \delta^{\mu\sigma} \delta^{\mu\nu} .
\]

The states \( |\rho^{(\mu)}\rangle \) form a basis of the representation space that can be used to decompose the color structure of various tensors. In particular, any state \( |X\rangle \) in the representation space writes

\[
|X\rangle = \sum_{\rho \mu} X^{\rho(\mu)} |\rho^{(\mu)}\rangle ,
\]

with \( X^{\rho(\mu)} = \langle \rho^{(\mu)} | X \rangle \).

In what follows, to avoid notation cluttering, we shall adopt the following simplifying rule: even in the case where some of the weights have a multiplicity different from 1, we shall denote a generic weight of the representation as \( \rho \) and only when considering a specific
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5 One should clearly distinguish \( \rho^j \) from \( \rho^{(\mu)} \). The former is just the \( j \)-th component of the latter.
weight, say $\rho_0$, shall we indicate its multiplicity label as $\rho_0^{(\mu)}$. This means in practice that we can use expressions such as (9) or (11) in the general case (of course with $H^j$ replaced by $H^j_R$ and $|X\rangle$ taken in the appropriate representation space). One just needs to pay attention to the meaning of certain tensors. In particular, with this notational convention, $\delta^\rho\sigma$ is non-zero iff the weights associated to $\rho$ and $\sigma$ as well as their multiplicity labels coincide, as the more explicit (but also more cumbersome) notation $\delta^{\rho_0^{(\mu)}}_{\sigma_0^{(\nu)}} = \delta^{\rho_0\sigma_0}\delta^{\mu\nu}$ would indicate. We also mention that, in this simplified notation, linear combinations such as $\rho_1 + \rho_2$ refer to the sum of the corresponding weights, without any reference to the multiplicity labels. We shall see a concrete application of this convenient simplifying notation in the next section.

C. Adjoint representation and Cartan-Weyl bases

A particularly important representation is the adjoint representation $R = \text{ad}$. In this case, the space of the representation is the algebra itself and the simultaneous diagonalization of the $H^j_{\text{ad}}$ amounts to constructing a basis of the algebra whose elements $X$ have commutators $[H^j, X]$ proportional to $X$. Such bases are known as Cartan-Weyl basis. In the case of $\text{su}(N)$, an example of Cartan-Weyl basis is provided by $\{H^j, Z^{jj'}\}$ where the matrices $H^j$ and $Z^{jj'}$ are defined by the components

$$H^j_{kk'} = \rho^j_k \delta_{kk'}, \quad 1 \leq j \leq N - 1,$$

and

$$Z^{jj'}_{kk'} = \frac{1}{\sqrt{2}} \delta_{kj} \delta_{j'k'}, \quad 1 \leq j, j' \leq N, \quad j \neq j'.$$

That the action of the $H^j_{\text{ad}}$ is diagonal on the elements of the basis $\{H^j, Z^{jj'}\}$ is clear from the following calculations (the first of which is trivial)

$$[H^j, H^{j''}]_{kk''} = \rho^j_k \delta_{kk'} \rho^{j''}_{k'} \delta_{k'k''} - \rho^{j''}_{k'} \delta_{kk'} \rho^j_k \delta_{k'k''}$$
$$= (\rho^j_k \rho^{j''}_{k'} - \rho^{j''}_{k'} \rho^j_k) \delta_{kk''} = 0,$$

$$[H^j, Z^{jj''}]_{kk''} = \frac{1}{\sqrt{2}} \left( \rho^j_k \delta_{kk'} \delta_{j'k''} \delta_{j''k'} - \delta_{k'j''} \delta_{j'k''} \rho^{j'}_{k'} \delta_{k'k''} \right)$$
$$= \frac{1}{\sqrt{2}} \left( \rho^j_k \delta_{k'j''} \delta_{j''k'} - \delta_{k'j''} \delta_{j'k''} \rho^{j'}_{k'} \right).$$

\footnote{We note that $Z^{jj'} = (X^{jj'} + iY^{jj'})/\sqrt{2}$ if $j < j'$ and $Z^{jj'} = (X^{jj'} - iY^{jj'})/\sqrt{2}$ if $j > j'$.}
\[
= \frac{1}{\sqrt{2}} (\rho_j^i - \rho_j^{i''}) \delta_{k_j^i} \delta_j^{i''} k = (\rho_j^i - \rho_j^{i''}) Z_j^{i'} j'' k_k^i,
\]
which should be read as Eq. (12) in the particular case of the adjoint representation, the \( H_j^{i'} \) and \( Z_j^{i'} j'' \) playing the role of the eigenstates diagonalizing the action of the \( H_{ad}^j \)'s, and the right-hand side of these equations granting access to the weights of the adjoint representation, or adjoint weights.

Let us mention that \( (Z_j^{i'} j')^\dagger = Z_j^{i'} j' \neq Z_j^{j'} j'' \). It follows that \( \{ H_j, Z_j^{i'} j'' \} \) is not a basis of the original algebra (seen as a real algebra) but rather a basis of the complexified \( su(N) \) algebra. The need for considering the complexified algebra originates in that, despite commuting with each other, the \( H_{ad}^j \) have no reason to be diagonalizable within the original space of the representation, that is the real Lie algebra \( su(N) \). On the other hand, it turns out that the \( H_{ad}^j \) are self-adjoint operators over the complexified \( su(N) \) algebra, with respect to the inner product \( tr X^\dagger Y \) thus ensuring their diagonalizability over this space. The diagonalization basis can be chosen orthonormal and, in fact, the basis \( \{ H_j, Z_j^{i'} j'' \} \) is orthonormal for the inner product \( 2 tr X^\dagger Y \), as a simple calculation reveals. There is of course no problem in working with bases of the complexified algebra, even though the basis elements are not in the original (real) \( su(N) \) algebra. This is because any element of the original algebra can be obtained from a linear combination of these basis elements upon certain restrictions on the coefficients of the basis decomposition. Here, the only restriction is that while the coefficient of \( H_j \) is real, the coefficients of \( Z_j^{i'} j'' \) and \( Z_j^{j'} j'' \) should be complex conjugate of each other.

Returning to Eqs. (17)-(18), we find that there are two types of adjoint weights, vanishing and non-vanishing ones. The non-vanishing adjoint weights are usually called roots. They have multiplicity equal to 1 since they are associated to a single eigenstate and, from Eq. (18), we see that they correspond to differences of non-equal defining weights, \( \alpha_{j'j''} = \rho_j^{i'} - \rho_j^{i''} \), with \( j' \neq j'' \). There are thus as many roots as there are pairs of non-equal defining weights, that is \( N(N - 1) \). The roots also come by pairs since for any root \( \alpha_{j'j''} \), \( \alpha_{j''j'} = -\alpha_{j'j''} \) is also a root. The roots are generically written \( \alpha \). Sometimes, we will need to access the two weights associated to a given root \( \alpha \). We shall denote them as \( \rho^\alpha \) and \( \bar{\rho}^\alpha \) such that \( \alpha = \rho^\alpha - \bar{\rho}^\alpha \). As for the vanishing adjoint weights, there is no conventional terminology or notation. We find it convenient to refer to them as zeros and to denote them \( 0^{(j')} \), the multiplicity label \( j' \) referring to the fact that there are as many zeros as there are eigenstates.

\[^7\text{Indeed tr}[H_j, X]^\dagger Y = tr[X^\dagger, H_j] Y = tr[H_j, Y] X^\dagger = tr X^\dagger [H_j, Y].\]
$H^j$, that is $N - 1$.

It is conventional to label the elements of the Cartan-Weyl basis that have non-zero adjoint weights as $t^\alpha$ with $\alpha$ the corresponding roots. If we also set $t^j \equiv H^j$, the Cartan-Weyl basis rewrites \{t^j, t^\alpha\} and the commutation relations (17)-(18) take the form $[t^j, t^{j'}] = 0$ and $[t^j, t^\alpha] = \alpha^j t^\alpha$. We find it convenient to use a notation more in line with the general discussion in the previous section. We label any element of the Cartan-Weyl basis as $t^\kappa$ where $\kappa$ is the corresponding weight (including possible multiplicity labels), that is $\kappa = \alpha$ in the case where the basis element is associated to a root and $\kappa = 0^{(j)}$ in the case where the basis element is associated to a (multiple) zero. With this notation, the Cartan-Weyl basis writes \{t^\kappa\} and the commutation relations (17)-(18) condense into

\[
[t^{0^{(j)}}, t^\kappa] = \kappa^j t^\kappa,
\]

where $t^{0^{(j)}}$ is nothing but $H^j$. With these notations, one also easily verifies that

\[
(t^\kappa)\dagger = t^{-\kappa} \quad \text{and} \quad \text{tr} t^{-\kappa} t^\lambda = \frac{1}{2} \delta^{\kappa\lambda},
\]

where we stress again that the Kronecker delta should be interpreted with care since it is only non-zero (and equal to 1) if the weights associated to $\kappa$ and $\lambda$, as well as their possible multiplicity labels, coincide. Those cases correspond either to $\kappa$ and $\lambda$ being the same root, $\kappa = \lambda = \alpha$, or $\kappa$ and $\lambda$ being a zero with the same multiplicity label, $\kappa = \lambda = 0^{(j)}$.

### D. Fierz identity

As we have already mentioned, \{t^\kappa\} is a basis of the complexified $\text{su}(N)$ algebra. This means that linear combinations of the $t^\kappa$ with complex coefficients allow to generate any complex traceless matrix of size $N$. By adding the identity matrix $1$ to the basis \{t^\kappa\}, one can in fact generate any complex matrix $M$ of size $N$:

\[
M = m_0 1 + \sum_\kappa m_\kappa t^{-\kappa}.
\]

We have conventionally chosen to write $m_\kappa t^{-\kappa}$ rather than $m_\kappa t^\kappa$ for later convenience. Using that $\text{tr} t^\kappa = 0$ and $\text{tr} t^{-\kappa} t^\lambda = \delta^{\kappa\lambda}/2$, one finds

\[
m_0 = \frac{1}{N} \text{tr} M, \quad m_\kappa = 2 \text{tr} Mt^\kappa,
\]
and then

\[ M = \frac{1}{N} (\text{tr} \, M) \mathbb{1} + \sum_{\kappa} (2 \, \text{tr} \, M t^{\kappa}) \, t^{-\kappa}. \]  

(23)

The content of Eq. (23) can be equivalently summarized by choosing \( M \) to be the matrix \( Z^{kl} \) (including the possibility that \( k = l \)) such that \( Z^{kl}_{ij} = \delta_{ik} \delta_{lj} \). In this case, Eq. (23) gives

\[ \delta_{ik} \delta_{lj} = \frac{1}{N} \delta_{ij} \delta_{kl} + 2 \sum_{\kappa} t^{-\kappa}_{ij} t^\kappa_{lk}, \]  

(24)

which we rewrite as

\[ \sum_{\kappa} t^{-\kappa}_{ij} t^\kappa_{lk} = \frac{1}{2} \delta_{ik} \delta_{lj} - \frac{1}{2N} \delta_{ij} \delta_{kl}. \]  

(25)

This is nothing but the Fierz identity expressed in terms of the Cartan-Weyl generators \( t^{\kappa} \). An immediate consequence is obtained by setting \( j = l \) and summing over \( j \): one finds that \( \sum_{\kappa} t^{-\kappa} t^{\kappa} \) is proportional to the identity, with a pre-factor, or Casimir, equal to \((N^2 - 1)/(2N)\). We shall exploit the Fierz identity further in the next sections.

III. STRUCTURE CONSTANTS \( f^{\kappa\lambda\tau} \) AND \( d^{\kappa\lambda\tau} \)

A particularly useful application of (23) is obtained by choosing \( M \) to be the matrix \( t^{\kappa} t^{\lambda} \). One obtains

\[ t^{\kappa} t^{\lambda} = m^{\kappa\lambda}_{0} \mathbb{1} + \sum_{\tau} m^{\kappa\lambda\tau} t^{-\tau}. \]  

(26)

with

\[ m^{\kappa\lambda}_{0} = \frac{1}{2N} \delta^{\kappa(-\lambda)}, \quad m^{\kappa\lambda\tau} = 2 \, \text{tr} \, t^{\kappa} t^{\lambda} t^{\tau}, \]  

(27)

where, owing to the cyclicality of the trace, \( m^{\kappa\lambda\tau} \) is invariant under cyclic permutations of \( \kappa, \lambda \) and \( \tau \). It is convenient to decompose this tensor into a symmetric and an anti-symmetric part with respect to the first two indices, which are then completely symmetric and completely anti-symmetric respectively. One writes \( m^{\kappa\lambda\tau} = (d^{\kappa\lambda\tau} + f^{\kappa\lambda\tau})/2 \), with

\[ d^{\kappa\lambda\tau} = 2 \, \text{tr} \, \{ t^{\kappa}, t^{\lambda} \} t^{\tau}, \quad f^{\kappa\lambda\tau} = 2 \, \text{tr} \, [ t^{\kappa}, t^{\lambda} ] t^{\tau}. \]  

(28)

Equation (26) becomes then

\[ t^{\kappa} t^{\lambda} = \frac{1}{2N} \delta^{\kappa(-\lambda)} \mathbb{1} + \frac{1}{2} \sum_{\tau} (d^{\kappa\lambda\tau} + f^{\kappa\lambda\tau}) \, t^{-\tau}. \]  

(29)
The $f^{\kappa\lambda\tau}$'s are of course the structure constants in the basis \{\(t^\kappa\)\}

\[
[t^\kappa, t^\lambda] = \sum_{\tau} f^{\kappa\lambda\tau} t^{-\tau},
\]  

(30)

(we note however the absence of the factor $i$ in our convention) while

\[
\{t^\kappa, t^\lambda\} = \frac{1}{N} \delta^{\kappa(-\lambda)} 1 + \sum_{\tau} d^{\kappa\lambda\tau} t^{-\tau}.
\]  

(31)

By taking the hermitian conjugate of Eq. (28) while using \((t^\kappa)^\dagger = t^{-\kappa}\), we find that

\[
(d^{\kappa\lambda\tau})^* = d^{(-\kappa)(-\lambda)(-\tau)}, \quad (f^{\kappa\lambda\tau})^* = -f^{(-\kappa)(-\lambda)(-\tau)}.
\]  

(32)

A. Jacobi identities

The tensors $d^{\kappa\lambda\tau}$ and $f^{\kappa\lambda\tau}$ obey various identities, known as Jacobi identities. To derive them in full generality, let us start writing the following collection of products of three generators

\[
t^\kappa t^\lambda t^\tau \quad t^\lambda t^\kappa t^\tau \quad t^\tau t^\kappa t^\lambda \\
\quad t^\kappa t^\tau t^\lambda \quad t^\tau t^\kappa t^\lambda \quad t^\kappa t^\lambda t^\tau \\
\quad t^\lambda t^\tau t^\kappa \quad t^\tau t^\lambda t^\kappa \quad t^\kappa t^\tau t^\lambda
\]

where the last two lines are obtained by cyclically permuting the color indices $\kappa$, $\lambda$ and $\tau$ of the first line. By associating $+1$ or $-1$ to each of the terms we can find various ways of cancelling the terms. There are only four different possibilities that can be expressed in terms of commutators or anti-commutators. They write

\[
[[t^\kappa, t^\lambda], t^\tau] + [[t^\lambda, t^\tau], t^\kappa] + [[t^\tau, t^\kappa], t^\lambda] = 0,
\]

\[
\{\{t^\kappa, t^\lambda\}, t^\tau\} + \{\{t^\lambda, t^\tau\}, t^\kappa\} + \{\{t^\tau, t^\kappa\}, t^\lambda\} = 0,
\]

\[
\{\{t^\kappa, t^\lambda\}, t^\tau\} - \{\{t^\lambda, t^\tau\}, t^\kappa\} + \{\{t^\tau, t^\kappa\}, t^\lambda\} = 0,
\]

\[
[[t^\kappa, t^\lambda], t^\tau] - \{\{t^\kappa, t^\lambda\}, t^\tau\} + \{\{t^\kappa, t^\tau\}, t^\lambda\} = 0.
\]  

(33)

Using Eqs. (30) and (31), these identities rewrite

\[
f^{\kappa\lambda(-\eta)} f^{-\tau\sigma\eta} + f^{\lambda\tau(-\eta)} f^{\kappa\sigma\eta} + f^{\tau\kappa(-\eta)} f^{\lambda\sigma\eta} = 0,
\]

\[
d^{\kappa\lambda(-\eta)} f^{-\tau\sigma\eta} + d^{\lambda\tau(-\eta)} f^{\kappa\sigma\eta} + d^{\tau\kappa(-\eta)} f^{\lambda\sigma\eta} = 0,
\]

\[
d^{\kappa\lambda(-\eta)} f^{-\tau\sigma\eta} - f^{\lambda\tau(-\eta)} d^{\kappa\sigma\eta} + f^{\tau\kappa(-\eta)} d^{\lambda\sigma\eta} = 0,
\]

(34)  

(35)  

(36)
as well as
\[ f^{\kappa\lambda(-\eta)}f^{\tau\sigma\eta} = -\left[ \frac{2}{N} \left( \delta^{\kappa(-\tau)}\delta^{\lambda(-\sigma)} - \delta^{\kappa(-\sigma)}\delta^{\lambda(-\tau)} \right) + d^{\kappa\tau(-\eta)}d^{\lambda\sigma\eta} - d^{\kappa\sigma(-\eta)}d^{\lambda\tau\eta} \right]. \] (37)

In writing these equations, we have used a convention of summation over repeated color labels which we shall use systematically in what follows, unless specifically stated. The previous identities shall play a pivotal role in determining color traces in Sec. [IV]

**B. Special identity in the SU(3) case**

In the case of SU(3), there is an additional relation that one can derive between \( f^{\kappa\lambda\tau} \) and \( d^{\kappa\lambda\tau} \), which we obtain by extending the discussion of [24] to the Cartan-Weyl bases. Take \( M \) to be a traceless hermitian matrix. In this case, Eq. (21) writes
\[ M = \sum_{\kappa} m_\kappa t^{-\kappa}, \] (38)

with \( m_\kappa^* = m_{-\kappa} \). Such a matrix can be diagonalised and we denote its eigenvalues as \( \mu_1, \mu_2 \) and \( \mu_3 \). Moreover, the matrix \( M \) nullifies its characteristic polynomial
\[ M^3 - (\mu_1 + \mu_2 + \mu_3) M^2 + (\mu_1\mu_2 + \mu_2\mu_3 + \mu_3\mu_1) M - \mu_1\mu_2\mu_3 = 0. \] (39)

Since \( M \) is traceless, we have \( \mu_1 + \mu_2 + \mu_3 = \text{tr} M = 0 \), and so
\[ \mu_1\mu_2 + \mu_2\mu_3 + \mu_3\mu_1 = \frac{1}{2} \left[ (\mu_1 + \mu_2 + \mu_3)^2 - \mu_1^2 - \mu_2^2 - \mu_3^2 \right] = -\frac{1}{2} (\mu_1^2 + \mu_2^2 + \mu_3^2) = -\frac{1}{2} \text{tr} M^2, \] (40)
as well as
\[
\begin{align*}
\mu_1\mu_2\mu_3 &= \frac{1}{6} \left[ (\mu_1 + \mu_2 + \mu_3)^3 - \mu_1^3 - \mu_2^3 - \mu_3^3 \\
& \quad - 3\mu_1^2(\mu_2 + \mu_3) - 3\mu_2^2(\mu_3 + \mu_1) - 3\mu_3^2(\mu_1 + \mu_2) \right] \\
& = \frac{1}{6} \left[ (\mu_1 + \mu_2 + \mu_3)^3 + 2(\mu_1^3 + \mu_2^3 + \mu_3^3) - 3(\mu_1^2 + \mu_2^2 + \mu_3^2)(\mu_1 + \mu_2 + \mu_3) \right] \\
& = \frac{1}{3} (\mu_1^3 + \mu_2^3 + \mu_3^3) = \frac{1}{3} \text{tr} M^3.
\end{align*}
\] (41)

\[ \text{Note that there is an overall sign with respect to a similar formula obtained using Cartesian color bases, see for instance [24]. This is because, our convention for the structure constants } f^{\kappa\lambda\tau} \text{ does not include a factor } i, \text{ see Eq. (30).} \]
Now
\[ \text{tr } M^2 = m_\kappa m_\lambda \text{tr } t^{-\kappa} t^{-\lambda} = \frac{1}{2} m_\kappa m_-\kappa \] (42)
and
\[ \text{tr } M^3 = m_\kappa m_\lambda m_\tau \text{tr } t^{-\kappa} t^{-\lambda} t^{-\tau} \\
= \frac{1}{2} m_\kappa m_\lambda m_\tau \text{tr } \{ t^{-\kappa}, t^{-\lambda} \} t^{-\tau} = \frac{1}{4} m_\kappa m_\lambda m_\tau d^{(-\kappa)(-\lambda)(-\tau)}. \] (43)
Thus
\[ M^3 - \frac{1}{4} m_\kappa m_-\lambda m_-\tau M - \frac{1}{12} m_\kappa m_\lambda m_\tau d^{(-\kappa)(-\lambda)(-\tau)} = 0. \] (44)
Extracting the term \( m_-\kappa m_-\lambda m_-\tau \) of this relation, we find
\[ t^\kappa t^\lambda t^\tau + \text{perms} = \frac{1}{2} \left( \delta^{\kappa(-\lambda)} t^\tau + \delta^{\lambda(-\tau)} t^\kappa + \delta^{\tau(-\kappa)} t^\lambda \right) + \frac{1}{2} d^{\kappa\lambda\tau}. \] (45)
The left hand-side writes \( \{ \{ t^\kappa, t^\lambda \}, t^\tau \} + t^\kappa t^\lambda t^\tau + t^\lambda t^\tau t^\kappa. \) If we symmetrize Eq. (45) with respect to \( \kappa \) and \( \tau \), we find
\[ \{ \{ t^\kappa, t^\lambda \}, t^\tau \} + \{ \{ t^\lambda, t^\tau \}, t^\kappa \} + \{ \{ t^\tau, t^\kappa \}, t^\lambda \} = \delta^{\kappa(-\lambda)} t^\tau + \delta^{\lambda(-\tau)} t^\kappa + \delta^{\tau(-\kappa)} t^\lambda + d^{\kappa\lambda\tau}. \] (46)
Finally, we have
\[ \{ \{ t^\kappa, t^\lambda \}, t^\tau \} = \frac{2}{3} \delta^{\kappa(-\lambda)} t^\tau + \frac{1}{3} d^{\kappa\lambda\tau} + d^{\kappa\lambda(-\eta)} d^{\tau\sigma\eta t^{-\sigma}}. \] (47)
Plugging this in the previous expression, we end up with
\[ d^{\kappa\lambda(-\eta)} d^{\tau\sigma\eta} + d^{\lambda\tau(-\eta)} d^{\kappa\sigma\eta} + d^{\tau\kappa(-\eta)} d^{\lambda\sigma\eta} = \frac{1}{3} \left( \delta^{\kappa(-\lambda)} \delta^{\tau(-\sigma)} + \delta^{\lambda(-\tau)} \delta^{\kappa(-\sigma)} + \delta^{\tau(-\kappa)} \delta^{\lambda(-\sigma)} \right). \] (48)
Combining this identity with (37) in which we have permuted the indices \( \kappa, \lambda \) and \( \tau \)
\[ f^{\lambda\tau(-\eta)} f^{\kappa\sigma\eta} = - \left[ \frac{2}{3} \left( \delta^{\lambda(-\kappa)} \delta^{\tau(-\sigma)} - \delta^{\lambda(-\sigma)} \delta^{\tau(-\kappa)} \right) + d^{\lambda\kappa(-\eta)} d^{\tau\sigma\eta} - d^{\lambda\sigma(-\eta)} d^{\tau\kappa\eta} \right], \] (49)
\[ f^{\tau\kappa(-\eta)} f^{\lambda\sigma\eta} = - \left[ \frac{2}{3} \left( \delta^{\tau(-\lambda)} \delta^{\kappa(-\sigma)} - \delta^{\tau(-\sigma)} \delta^{\kappa(-\lambda)} \right) + d^{\tau\lambda(-\eta)} d^{\kappa\sigma\eta} - d^{\tau\sigma(-\eta)} d^{\kappa\lambda\eta} \right], \] (50)
we find\(^9\)
\[ 3d^{\kappa\lambda(-\eta)} d^{\tau\sigma\eta} = \delta^{\kappa(-\tau)} \delta^{\lambda(-\sigma)} + \delta^{\kappa(-\sigma)} \delta^{\lambda(-\tau)} - \delta^{\kappa(-\lambda)} \delta^{\tau(-\sigma)} - \left( f^{\kappa\lambda(-\eta)} f^{\tau\sigma\eta} + f^{\kappa\sigma(-\eta)} f^{\lambda\tau\eta} \right). \]
\(^9\) Again, this should be compared to a similar formula obtained using Cartesian color bases [24].
In particular

\[ 3 \sum_\tau |d^{\kappa \lambda \tau}|^2 = 3d^{\kappa \lambda (-\eta)}d^{(-\kappa)(-\lambda)\eta} = 1 + \delta^{\kappa \lambda} - \delta^{\kappa (-\lambda)} - f^{\kappa (-\kappa)(-\eta)}f^{\lambda (-\lambda)\eta} - \sum_\tau |f^{\kappa (-\lambda)\tau}|^2. \]  

(51)

The Jacobi identity gives

\[ 0 = f^{\kappa (-\kappa)(-\eta)}f^{\lambda (-\lambda)\eta} + f^{(-\kappa)\lambda(-\eta)}f^{\kappa (-\lambda)\eta} + f^{\lambda \kappa (-\eta)}f^{\kappa (-\lambda)\eta} \]

\[ = f^{\kappa (-\kappa)(-\eta)}f^{\lambda (-\lambda)\eta} - \sum_\tau |f^{\kappa (-\lambda)\tau}|^2 + \sum_\tau |f^{\kappa \lambda \tau}|^2 \]

(52)

and thus

\[ 3 \sum_\tau |d^{\kappa \lambda \tau}|^2 = 1 + \delta^{\kappa \lambda} - \delta^{\kappa (-\lambda)} - 2f^{\kappa (-\kappa)(-\eta)}f^{\lambda (-\lambda)\eta} - \sum_\tau |f^{\kappa \lambda \tau}|^2. \]

(53)

We shall later show that \( f^{\kappa (-\kappa)\alpha} = 0 \) and \( f^{\kappa (-\kappa)0(j)} = \kappa^j \). It follows then that

\[ 3 \sum_\tau |d^{\kappa \lambda \tau}|^2 = 1 + \delta^{\kappa \lambda} - \delta^{\kappa (-\lambda)} - 2(\kappa \cdot \lambda) - \sum_\tau |f^{\kappa \lambda \tau}|^2. \]

(54)

**IV. CYCLIC TRACES**

We are now ready to evaluate traces of products of various \( f \)'s and \( d \)'s. We shall write them generally as

\[ \mathcal{T}_{\epsilon_1 \cdots \epsilon_n}^{\lambda_1 \cdots \lambda_n} \equiv \epsilon_1^{\kappa_1 \lambda_1 (-\kappa_2)}\epsilon_2^{\kappa_2 \lambda_2 (-\kappa_3)} \cdots \epsilon_n^{\kappa_n \lambda_n (-\kappa_1)} \]

(56)

with each \( \epsilon_i \) standing for \( d \) or \( f \) and where a summation over the labels \( \kappa_i \) is implied. We mention that \( \mathcal{T}_{\epsilon_1 \cdots \epsilon_n}^{\lambda_1 \cdots \lambda_n} \) is invariant under simultaneous cyclic permutations of the indices \( \epsilon_i \) and \( \lambda_i \):

\[ \mathcal{T}_{\epsilon_1 \epsilon_2 \cdots \epsilon_n}^{\lambda_1 \lambda_2 \cdots \lambda_n} = \mathcal{T}_{\epsilon_2 \cdots \epsilon_n \epsilon_1}^{\lambda_2 \cdots \lambda_n \lambda_1}. \]

(57)

Moreover, from the symmetry of \( d \) and the anti-symmetry of \( f \), it follows that

\[ \mathcal{T}_{\epsilon_1 \cdots \epsilon_n}^{\lambda_1 \cdots \lambda_n} = (-1)^{\#f} \mathcal{T}_{\epsilon_n \cdots \epsilon_2}^{\lambda_n \cdots \lambda_2 \lambda_1}. \]

(58)

where \( \#f \) is the number of occurrences of \( f \) among the \( \epsilon_i \)'s. Finally, from Eq. (32), one deduces that

\[ (\mathcal{T}_{\epsilon_1 \cdots \epsilon_n}^{\lambda_1 \cdots \lambda_n})^* = (-1)^{\#f} \mathcal{T}_{\epsilon_1 \cdots \epsilon_n}^{(-\lambda_1) \cdots (-\lambda_n)}. \]

(59)
In a few occasions, we shall also need the matrix
\[
(M_{\lambda_1 \cdots \lambda_n})^{\kappa \tau} \equiv e_1^{\kappa \lambda_1(-\kappa_2)} e_2^{\kappa_2 \lambda_2(-\kappa_3)} \cdots e_n^{\kappa_n \lambda_n(-\tau)},
\]
whose trace is \( T_{\lambda_1 \cdots \lambda_n} \).

A. Color traces with \( n = 1 \)

Since \( t^{-\kappa} t^\kappa \) is proportional to the identity and \( \text{tr} t^\kappa = 0 \), we can see from eq. (28) that
\[
T^\lambda_d = T^\lambda_f = 0.
\]

B. Color traces with \( n = 2 \)

From the symmetry of \( d \) and the anti-symmetry of \( f \), we have \( T^{\lambda \lambda'}_{df} \equiv f^{\kappa \lambda(-\tau)} d^{\tau \lambda(-\kappa)} = 0 \). To determine \( T^{\lambda \lambda'}_{ff} \equiv f^{\kappa \lambda(-\tau)} f^{\tau \lambda(-\kappa)} \), we use Eq. (28) and write
\[
T^{\lambda \lambda'}_{ff} = 4 \left( \text{tr} t^\kappa t^\lambda t^{-\tau} - \text{tr} t^\lambda t^-t \right) \left( \text{tr} t^\tau t^\lambda t^\kappa - \text{tr} t^\lambda t^\tau t^\kappa \right).
\]
This expression can be simplified by using the Fierz identity (25) repeatedly. For instance, one writes
\[
\text{tr} t^\kappa t^\lambda t^{-\tau} \text{tr} t^\tau t^\lambda t^\kappa = \frac{1}{2} \text{tr} t^\kappa t^\lambda t^\lambda t^{-\kappa} - \frac{1}{2} \text{tr} t^\kappa t^\lambda \text{tr} t^\lambda t^{-\kappa} = \frac{N^2 - 1}{4N} \delta^{\lambda(-\lambda')} - \frac{1}{8N} \delta^{\lambda(-\kappa)} \delta^{(-\kappa)(-\lambda')} = \frac{N^2 - 2}{8N} \delta^{\lambda(-\lambda')}.
\]
Similarly,
\[
\text{tr} t^\kappa t^\lambda t^{-\tau} \text{tr} t^\lambda t^\tau t^\kappa = \frac{1}{2} \text{tr} t^\kappa t^\lambda t^{-\kappa} t^\lambda t^\kappa - \frac{1}{2} \text{tr} t^\kappa t^\lambda \text{tr} t^\lambda t^\kappa t^\kappa = -\frac{1}{4N} \delta^{\lambda(-\lambda')} - \frac{1}{2N} \delta^{\lambda(-\kappa)} \delta^{(-\kappa)(-\lambda')} = -\frac{1}{4N} \delta^{\lambda(-\lambda')}.
\]
Combining these and other similar contributions into Eq. (62), one finds
\[
T^{\lambda \lambda'}_{ff} = 4 \left( \frac{N^2 - 2}{8N} + \frac{N^2 - 2}{8N} + \frac{1}{4N} + \frac{1}{4N} \right) \delta^{\lambda(-\lambda')} = N \delta^{\lambda(-\lambda')}.
\]
\[\text{For the same reason, we have } f^{\kappa \lambda \tau} d^{\tau \lambda' \kappa} = 0.\]
Similarly

\[ \mathcal{T}_{\lambda\lambda'}^{\lambda'} = 4 \left( \frac{N^2 - 2}{8N} + \frac{N^2 - 2}{8N} - \frac{1}{4N} - \frac{1}{4N} \right) \delta^{\lambda(-\lambda')} = \frac{N^2 - 4}{N} \delta^{\lambda(-\lambda')} . \]  

(66)

This type of calculations can be conveniently organized and performed by associating a diagrammatic representation to the Fierz identity as well as to Eq. (28). Summarizing our results for \( n = 2 \), we have found that

\[ \mathcal{T}_{\lambda\lambda'}^{\lambda'} = N\delta^{\lambda(-\lambda')} , \quad \mathcal{T}_{\lambda\lambda'}^{\lambda} = \frac{N^2 - 4}{N} \delta^{\lambda(-\lambda')} , \quad \mathcal{T}_{\lambda\lambda'}^{\lambda'} = \mathcal{T}_{\lambda\lambda'}^{\lambda} = 0 . \]  

(67)

C. Color traces with \( n = 3 \)

We could continue using the Fierz identity. However, it is more convenient here to use the Jacobi identities (to which one can also associate diagrammatic rules). In fact, the Jacobi identities can be turned into useful identities among the various color traces. From Eqs. (34)-(36), one finds

\[ \mathcal{T}_{\lambda\lambda'\lambda_1\cdots\lambda_n}^{\lambda_1\cdots\lambda_n} = f^{\lambda\lambda'(-\eta)} \mathcal{T}_{\lambda\lambda_1\cdots\lambda_n}^{\eta\lambda_1\cdots\lambda_n} + \mathcal{T}_{\lambda\lambda_1\cdots\lambda_n}^{\lambda\lambda'} , \]  

(68)

\[ \mathcal{T}_{\lambda\lambda'\lambda_1\cdots\lambda_n}^{\lambda_1\cdots\lambda_n} = d^{\lambda\lambda'(-\eta)} \mathcal{T}_{\lambda\lambda_1\cdots\lambda_n}^{\eta\lambda_1\cdots\lambda_n} - \mathcal{T}_{\lambda\lambda'\lambda_1\cdots\lambda_n}^{\lambda'} , \]  

(69)

\[ \mathcal{T}_{\lambda\lambda'\lambda_1\cdots\lambda_n}^{\lambda_1\cdots\lambda_n} = f^{\lambda\lambda'(-\eta)} \mathcal{T}_{\lambda\lambda_1\cdots\lambda_n}^{\eta\lambda_1\cdots\lambda_n} + \mathcal{T}_{\lambda\lambda_1\cdots\lambda_n}^{\lambda'\lambda} . \]  

(70)

From Eq. (37), we also find

\[ \mathcal{T}_{\lambda\lambda'\lambda_1\cdots\lambda_n}^{\lambda_1\cdots\lambda_n} = \frac{2}{N} \left( \delta^{\lambda(-\lambda')} \mathcal{T}_{\lambda\lambda_1\cdots\lambda_n}^{\lambda_1\cdots\lambda_n} - (M_{\lambda\lambda_1\cdots\lambda_n})(\lambda(-\lambda')) \right) + d^{\lambda\lambda'(-\eta)} \mathcal{T}_{\lambda\lambda_1\cdots\lambda_n}^{\eta\lambda_1\cdots\lambda_n} - \mathcal{T}_{\lambda\lambda'\lambda_1\cdots\lambda_n}^{\lambda'} . \]  

(71)

Using Eqs. (68), (67) and (57)-(58), we find

\[ \mathcal{T}_{\lambda\lambda'\lambda_1\cdots\lambda_n}^{\lambda_1\cdots\lambda_n} = \frac{1}{2} f^{\lambda\lambda'(-\eta)} \mathcal{T}_{\lambda\lambda_1\cdots\lambda_n}^{\eta\lambda_1\cdots\lambda_n} = \frac{1}{2} \frac{N}{2} f^{\lambda\lambda'\tau} . \]  

(72)

Similarly, using Eqs. (70), (67) and (57)-(58), we find

\[ \mathcal{T}_{\lambda\lambda'\lambda_1\cdots\lambda_n}^{\lambda_1\cdots\lambda_n} = \frac{1}{2} f^{\lambda\lambda'(-\eta)} \mathcal{T}_{\lambda\lambda_1\cdots\lambda_n}^{\eta\lambda_1\cdots\lambda_n} - \mathcal{T}_{\lambda\lambda'\lambda_1\cdots\lambda_n}^{\lambda'} . \]  

(73)
And using Eqs. (69), (67) and (57)-(58), we find

\[\mathcal{T}_{dff}^{\kappa\lambda\tau} = d^{\kappa\lambda(-\eta)}\mathcal{T}_{ff}^{\eta\tau} - \mathcal{T}_{df}^{\lambda\kappa\tau}\]
\[= d^{\kappa\lambda(-\eta)}\mathcal{T}_{ff}^{\eta\tau} - d^{\lambda\tau(-\eta)}\mathcal{T}_{ff}^{\eta\kappa} + \mathcal{T}_{df}^{\tau\lambda\kappa} \]
\[= d^{\kappa\lambda(-\eta)}\mathcal{T}_{ff}^{\eta\tau} - d^{\kappa\lambda(-\eta)}\mathcal{T}_{ff}^{\eta\kappa} + d^{\tau\kappa(-\eta)}\mathcal{T}_{ff}^{\eta\lambda} - \mathcal{T}_{df}^{\kappa\lambda\tau} \]
\[= \frac{1}{2}\left(d^{\kappa\lambda(-\eta)}\mathcal{T}_{ff}^{\eta\tau} - d^{\lambda\tau(-\eta)}\mathcal{T}_{ff}^{\eta\kappa} + d^{\tau\kappa(-\eta)}\mathcal{T}_{ff}^{\eta\lambda}\right) = \frac{1}{2}d^{\kappa\lambda(-\eta)}\mathcal{T}_{ff}^{\eta\tau} = \frac{N}{2}d^{\kappa\lambda\tau}. \quad (74)\]

From Eq. (71), we have

\[\mathcal{T}_{fffd}^{\kappa\lambda\tau} = \frac{2}{N}\left(\delta^{\kappa(-\lambda)}\mathcal{T}_{f}^{\tau} - (\mathcal{M}_{f}^{\tau})^{\kappa(-\kappa)}\right) + d^{\kappa\lambda(-\eta)}\mathcal{T}_{fff}^{\eta\tau} - \mathcal{T}_{ffd}^{\kappa\lambda\tau}, \quad (75)\]
from which we deduce that

\[\mathcal{T}_{fffd}^{\kappa\lambda\tau} = \frac{2}{N}\left(\delta^{\kappa(-\lambda)}\mathcal{T}_{f}^{\tau} - (\mathcal{M}_{f}^{\tau})^{\kappa(-\kappa)}\right) + d^{\kappa\lambda(-\eta)}\mathcal{T}_{fff}^{\eta\tau} - \mathcal{T}_{ffd}^{\kappa\lambda\tau} \]
\[= \left(-\frac{2}{N} + \frac{N^2 - 4}{N} - \frac{N}{2}\right)d^{\kappa\lambda\tau} = \frac{N^2 - 12}{2N}d^{\kappa\lambda\tau}. \quad (76)\]

Summarizing our results for \( n = 3 \), we have found that

\[\mathcal{T}_{fff}^{\kappa\lambda\tau} = \frac{N}{2}f^{\kappa\lambda\tau}, \quad \mathcal{T}_{df}^{\kappa\lambda\tau} = \frac{N}{2}d^{\kappa\lambda\tau}, \quad \mathcal{T}_{dd}^{\kappa\lambda\tau} = \frac{N^2 - 4}{2N}f^{\kappa\lambda\tau}, \quad \mathcal{T}_{dd}^{\kappa\lambda\tau} = \frac{N^2 - 12}{2N}d^{\kappa\lambda\tau}. \quad (77)\]

As already mentioned, these results can also be obtained using the Fierz identity and the associated diagrammatic rules.

**D. Color traces with \( n = 4 \)**

Here we discuss only \( \mathcal{T}_{ffff}^{\kappa\lambda\tau\sigma} \). We can proceed in two different ways. Using the Fierz identity and the associated diagrammatic rules (calculation not detailed here), we find

\[\mathcal{T}_{ffff}^{\kappa\lambda\tau\sigma} = \frac{1}{2}\left(\delta^{\kappa(-\lambda)}\delta^{\tau(-\sigma)} + \delta^{\kappa(-\tau)}\delta^{\lambda(-\sigma)} + \delta^{\kappa(-\sigma)}\delta^{\lambda(-\tau)}\right) \]
\[+ N \text{ tr}(t^\kappa t^\lambda t^\tau t^\sigma + t^\kappa t^\tau t^\sigma t^\lambda). \quad (78)\]

This expression makes the symmetries of \( \mathcal{T}_{ffff}^{\kappa\lambda\tau\sigma} \) explicit. Using Eq. (29), we arrive at\(^{11}\)

\[\mathcal{T}_{ffff}^{\kappa\lambda\tau\sigma} = \delta^{\kappa(-\lambda)}\delta^{\tau(-\sigma)} + \frac{1}{2}\left(\delta^{\kappa(-\tau)}\delta^{\lambda(-\sigma)} + \delta^{\kappa(-\sigma)}\delta^{\lambda(-\tau)}\right) \]

\(^{11}\) The corresponding identity within a Cartesian basis writes

\[\mathcal{T}_{ffff}^{abcd} = \delta^{ab}\delta^{cd} + \frac{1}{2}\left(\delta^{ac}\delta^{bd} + \delta^{ad}\delta^{bc}\right) + \frac{N}{4}\left(d^{abe}d^{cde} - f^{abe}f^{cde}\right). \]
Let us now re-derive this result using the Jacobi identities. From Eq. (71), we find

\[
\mathcal{T}_{\kappa\lambda\tau\sigma} = \frac{2}{N} \left( \delta^{\kappa(-\lambda)} \mathcal{T}_{\tau\sigma} - \mathcal{M}_{\kappa\lambda} \mathcal{T}_{\tau\sigma} \right) + d^{\kappa\lambda(-\eta)} \mathcal{T}_{\eta\tau\sigma} - \mathcal{T}_{\eta\tau\sigma} \mathcal{T}_{\kappa\lambda\sigma}.
\]  

(79)

From Eqs. (68) and (69), we have

\[
\mathcal{T}_{\kappa\lambda\tau\sigma} = f^{\tau\sigma(-\eta)} \mathcal{T}_{\eta\kappa\tau} - \mathcal{T}_{\kappa\tau\sigma} \mathcal{T}_{\eta\eta\tau}. \quad (80)
\]

which gives \(\mathcal{T}_{\kappa\lambda\tau\sigma} + \mathcal{T}_{\kappa\tau\sigma} \mathcal{T}_{\eta\eta\tau}\) in terms of known quantities. This quantity is not the one that appears in (80), but rather in \(\mathcal{T}_{\kappa\lambda\tau\sigma} + \mathcal{T}_{\kappa\tau\sigma} \mathcal{T}_{\eta\eta\tau}\). However, using the previously derived identities, it is easily seen that

\[
\frac{1}{2} \left( \mathcal{T}_{\kappa\lambda\tau\sigma} + \mathcal{T}_{\kappa\lambda\tau\sigma} \right) + \frac{N}{4} f^{\kappa\lambda(-\eta)} f^{\tau\sigma\eta} = \mathcal{T}_{\kappa\lambda\tau\sigma} \quad (82)
\]

By plugging Eq. (80) in the left-hand side and upon using (81), we find

\[
\mathcal{T}_{\kappa\lambda\tau\sigma} = \delta^{\kappa(-\lambda)} \delta^{\tau(-\eta)} + \delta^{\kappa(-\lambda)} \delta^{\tau(-\eta)} \mathcal{T}_{\kappa\lambda\tau\sigma} \mathcal{T}_{\eta\tau\sigma} - \frac{N}{4} \left( f^{\kappa\tau(-\eta)} f^{\eta\sigma\lambda} + f^{\sigma\kappa(-\eta)} f^{\eta\tau\lambda} \right)
\]

\[
+ \frac{N}{4} \left( d^{\kappa\lambda(-\eta) d^{\tau\sigma} + d^{\sigma\lambda(-\eta) d^{\eta\tau\sigma} - d^{\kappa\sigma(-\eta) d^{\eta\tau\lambda} \right) + \frac{N}{2} f^{\kappa\lambda(-\eta)} f^{\tau\sigma\eta} \quad (83)
\]

where we used Eq. (77). Using Eqs. (34) and (37), we arrive at the announced result (79).

V. SUMMING OVER ZEROS

As recalled in the Introduction, in the presence of constant temporal backgrounds, the color indices are not restricted to the structure constants, but appear generically within the Feynman integrals via the shift of the momenta \(P_\mu \rightarrow P_\mu^\kappa = P_\mu + T(r \cdot \kappa) \delta_\rho^0\). A direct consequence of this is that the summation over all internal color indices of a given diagram cannot be explicitly performed. However, since the momenta are not shifted for color modes corresponding to zeros (since \(r \cdot \kappa = 0\) in this case), one can usually perform a partial
summation over the color indices. Here, without aiming at full generality, we illustrate this partial summation over zeros on sums of the form

\[ \mathcal{F}[X] \equiv \sum_{\kappa\lambda\tau} |f^{\kappa\lambda\tau}|^2 X^{\kappa\lambda\tau} \quad \text{and} \quad \mathcal{D}[X] \equiv \sum_{\kappa\lambda\tau} |d^{\kappa\lambda\tau}|^2 X^{\kappa\lambda\tau}. \] (84)

The first type of sum appears for instance in the evaluation of the two-loop background effective potential in the Faddeev-Popov and Curci-Ferrari models [1]. The second one appears in the evaluation of the two-loop background effective potential in the Gribov-Zwanziger inspired model of Ref. [23], see Ref. [25] for more details.

In the absence of background, \(X^{\kappa\lambda\tau}\) does not depend on the color labels and the sums (84) boil down to the evaluation of \(\sum_{\kappa\lambda\tau} |f^{\kappa\lambda\tau}|^2\) and \(\sum_{\kappa\lambda\tau} |d^{\kappa\lambda\tau}|^2\) which are easily found to be given by

\[ \mathcal{F}[1] \equiv \sum_{\kappa\lambda\tau} |f^{\kappa\lambda\tau}|^2 = N(N^2 - 1), \quad \mathcal{D}[1] \equiv \sum_{\kappa\lambda\tau} |d^{\kappa\lambda\tau}|^2 = \frac{(N^2 - 1)(N^2 - 4)}{N}, \] (85)

from Eqs. (65)-(66) by setting \(\lambda' = -\lambda\) and summing over \(\lambda\) (these are of course the standard results that one would obtain by using the standard color bases). We now explain how to extend these formulas to the case where \(X^{\kappa\lambda\tau}\) depends on the color indices. The key property will be the evaluation (and the geometrical interpretation) of the various tensor components \(f^{\kappa\lambda\tau}\) and \(d^{\kappa\lambda\tau}\), which we discuss in the next section.

A. Values of the tensors \(f^{\kappa\lambda\tau}\) and \(d^{\kappa\lambda\tau}\)

Let us first derive the following property: \(f^{\kappa\lambda\tau} = d^{\kappa\lambda\tau} = 0\) if \(\kappa + \lambda + \tau \neq 0\). To see this, let us evaluate \([t^{0(j)}, t^{\kappa\lambda}]\). We find

\[ [t^{0(j)}, t^{\kappa\lambda}] = [t^{0(j)}, t^{\kappa}] t^{\lambda} + t^{\kappa} [t^{0(j)}, t^{\lambda}] = \kappa^j t^{\kappa} t^{\lambda} + \lambda^j t^{\kappa} t^{\lambda} = (\kappa + \lambda)^j t^{\kappa} t^{\lambda}. \] (86)

This implies that the component of \(t^{\kappa\lambda}\) that belongs to the algebra, that is the second term in Eq. (29), lies in the eigenspace with adjoint weight \(\kappa + \lambda\), that is it needs to be along the generator \(t^{-\tau}\) with \(-\tau = \kappa + \lambda\). It follows that the structure constants do not have any contribution if \(\kappa + \lambda + \tau \neq 0\), as announced.\(^12\)

\(^{12}\) In particular, this means that they are zero if \(\kappa + \lambda\) is not an adjoint weight.
This leaves us with three cases where $f^{\kappa \lambda \tau}$ and $d^{\kappa \lambda \tau}$ can have non-zero values: 1) $\kappa$, $\lambda$ and $\tau$ are roots $\alpha$, $\beta$ and $\gamma$ such that $\alpha + \beta + \gamma = 0$; 2) one of the color labels is a zero and the other two are opposite roots; 3) the three color labels are zeros (in this case only $d^{\kappa \lambda \tau}$ can have non-zero values since the second equation in (28) gives obviously 0). We shall now evaluate the structure constants in these three cases separately.

Let us first consider two generators of the form $t^\alpha$ and $t^\beta$, which we rewrite as $Z^{ij'}$ and $Z^{il'}$ with $\alpha = \rho_j - \rho_{j'}$ and $\beta = \rho_l - \rho_l'$. Multiplying the two matrices, one easily finds

$$Z^{ij'} Z^{il'} = Z^{ij''} \delta_{j'l'} / \sqrt{2}$$

and thus

$$[Z^{ij'}, Z^{il''}] = \frac{Z^{ij''} \delta_{j'l'} - Z^{il''} \delta_{j'i}}{\sqrt{2}}, \quad \{Z^{ij'}, Z^{il''}\} = \frac{Z^{ij''} \delta_{j'l'} + Z^{il''} \delta_{j'i}}{\sqrt{2}}. \quad (87)$$

To obtain non-vanishing structure constants, we need to take $j' = l$ or $j = l'$, or both. Taking $j' = l$ (but $j \neq l'$), one finds

$$[Z^{ij'}, Z^{il''}] = \{Z^{ij'}, Z^{il''}\} = \frac{1}{\sqrt{2}} Z^{ij''}, \quad (88)$$

which is nothing but

$$[t^\alpha, t^\beta] = \{t^\alpha, t^\beta\} = \frac{1}{\sqrt{2}} t^{-\gamma}, \quad (89)$$

with $\alpha = \rho^\alpha - \bar{\rho}^\alpha$, $\beta = \rho^\beta - \bar{\rho}^\beta$ and $\gamma = \rho^\gamma - \bar{\rho}^\gamma$, with $\rho^\beta = \bar{\rho}^\alpha$, $\rho^\gamma = \bar{\rho}^\beta$ and $\rho^\alpha = \bar{\rho}^\gamma$. Similarly, taking $j = l'$ (but $j' \neq l$), one finds

$$[Z^{ij'}, Z^{il''}] = -\{Z^{ij'}, Z^{il''}\} = -\frac{1}{\sqrt{2}} Z^{ij''}, \quad (90)$$

which is nothing but

$$[t^\alpha, t^\beta] = -\{t^\alpha, t^\beta\} = -\frac{1}{\sqrt{2}} t^{-\gamma}, \quad (91)$$

with $\alpha = \rho^\alpha - \bar{\rho}^\alpha$, $\beta = \rho^\beta - \bar{\rho}^\beta$ and $\gamma = \rho^\gamma - \bar{\rho}^\gamma$, with $\bar{\rho}^\beta = \rho^\alpha$, $\bar{\rho}^\gamma = \rho^\beta$ and $\bar{\rho}^\alpha = \rho^\gamma$. We show in App. A that these are the only two possible situations where three roots $\alpha$, $\beta$ and $\gamma$ can sum to zero, and, therefore, we can write

$$f^{\alpha \beta \gamma} = \sigma d^{\alpha \beta \gamma} = \frac{\delta_{\alpha + \beta + \gamma, 0}}{\sqrt{2}}, \quad (92)$$

where $\sigma = +1$ if $\rho^\beta = \bar{\rho}^\alpha$ and $\sigma = -1$ if $\bar{\rho}^\beta = \rho^\alpha$. 
We still need to consider the case where both \( j = l' \) and \( j' = l \) in Eq. (87), which then becomes

\[
[Z^{jl}, Z^{lj}] = \frac{Z^{jj} - Z^{ll}}{\sqrt{2}}, \quad \{Z^{jl}, Z^{lj}\} = \frac{Z^{jj} + Z^{ll}}{\sqrt{2}}.
\] (93)

Since \( Z^{jj} \) and \( Z^{ll} \) are not elements of the Cartan-Weyl basis, we need to expand them along \( \{H^j, Z^{jj'}\} \). But this is easily done since \( Z^{jj} \) is diagonal so it does not have components along the \( Z^{jj'} \). Using Eq. (23), we find

\[
[Z^{jl}, Z^{lj}] = \sum_k (H^{kj}_j - H^{kl}_l) H^k = \sum_k (\rho^k_j - \rho^k_l) H^k,
\] (94)

\[
\{Z^{jl}, Z^{lj}\} = \frac{1}{N} + \sum_k (H^{kj}_j + H^{kl}_l) H^k = \frac{1}{N} + \sum_k (\rho^k_j + \rho^k_l) H^k.
\] (95)

This is nothing but

\[
[t^\alpha, t^{-\alpha}] = \sum_k (\rho^\alpha - \rho^{\bar{\alpha}}) k t^{0(k)},
\] (96)

\[
\{t^\alpha, t^{-\alpha}\} = \frac{1}{N} + \sum_k (\rho^\alpha + \rho^{\bar{\alpha}}) k t^{0(k)},
\] (97)

with \( \rho^\alpha \) and \( \rho^{\bar{\alpha}} \) such that \( \alpha = \rho^\alpha - \rho^{\bar{\alpha}} \). It follows that

\[
f^{\alpha(-\alpha)0(j)} = (\rho^\alpha - \rho^{\bar{\alpha}})^j \quad \text{and} \quad d^{\alpha(-\alpha)0(j)} = (\rho^\alpha + \rho^{\bar{\alpha}})^j.
\] (98)

This provides a neat geometrical interpretation of the structure constants which one could use as a mnemonic way to remember them.

We finally need to consider the case where the three color labels are zeros (in which case the only non-vanishing components are those of \( d^{\alpha\lambda\tau} \)). We have \( d^{0(j)0(k)0(l)} = 4 \text{tr} H^j H^k H^l \). Suppose that \( j, k \) and \( l \) are all different and assume without loss of generality that \( j \) is the smallest. From the block diagonal structure of the \( H^j \), it is easily seen that \( H^j H^k H^l \propto H^j \) and then \( d^{0(j)0(k)0(l)} = 0 \) in this case. It follows that, in order to obtain non-vanishing structure constants, we need at least two zeros with the same multiplicity index. Without loss of generality, we can treat the three cases \( j < k = l \), \( j = k < l \) and \( j = k = l \). The first case gives \( d^{0(j)0(k)0(k)} = 0 \). In the second case, we find

\[
d^{0(k)0(k)0(l)} = \frac{4(k + k^2)}{2k(k + 1) \sqrt{2l(l + 1)}} = \sqrt{\frac{2}{l(l + 1)}},
\] (99)

whereas in the third case we find

\[
d^{0(l)0(l)0(l)} = \frac{4(l - l^3)}{2l(l + 1) \sqrt{2l(l + 1)}} = \sqrt{\frac{2}{l(l + 1)}}(1 - l).
\] (100)
B. Summation formulas

We have now all the needed properties to evaluate the sums \( \sum_{\kappa\lambda\tau} |f^{\kappa\lambda\tau}|^2 X^{\kappa\lambda\tau}, \)
\( \sum_{\kappa\lambda\tau} |d^{\kappa\lambda\tau}|^2 X^{\kappa\lambda\tau} \). First, we write

\[
F[X] = \sum_{\alpha,j} |f^{0(j)\alpha(-\alpha)}|^2 \left( X^{0\alpha(-\alpha)} + X^{\alpha0(-\alpha)} + X^{\alpha(-\alpha)0} \right) + \sum_{\alpha\beta\gamma} |f^{\alpha\beta\gamma}|^2 X^{\alpha\beta\gamma},
\]
(101)

and

\[
D[X] = \left( \sum_l |d^{0(l)0(l)0(l)}|^2 + 3 \sum_{k<l} |d^{0(k)0(k)0(l)}|^2 \right) X^{000}
\]
\[+ \sum_{\alpha,j} |d^{0(j)\alpha(-\alpha)}|^2 \left( X^{0\alpha(-\alpha)} + X^{\alpha0(-\alpha)} + X^{\alpha(-\alpha)0} \right) + \sum_{\alpha\beta\gamma} |d^{\alpha\beta\gamma}|^2 X^{\alpha\beta\gamma},
\]
(102)

where we assume that \( X \) is not sensitive to the labelling of the zeros. We then note from Eq. (98) that

\[
\sum_j |f^{0(j)\alpha(-\alpha)}|^2 = (\rho^\alpha)^2 + (\bar{\rho}^\alpha)^2 - 2 \rho^\alpha \cdot \bar{\rho}^\alpha,
\]
(103)

\[
\sum_j |d^{0(j)\alpha(-\alpha)}|^2 = (\rho^\alpha)^2 + (\bar{\rho}^\alpha)^2 + 2 \rho^\alpha \cdot \bar{\rho}^\alpha.
\]
(104)

Using the constraints (7), we arrive at

\[
\sum_j |f^{0(j)\alpha(-\alpha)}|^2 = 1,
\]
\(\sum_j |d^{0(j)\alpha(-\alpha)}|^2 = 1 - \frac{2}{N}.
\)
(105)

Similarly, using Eqs. (99)-(100), we can evaluate the sum

\[
\sum_l |d^{0(l)0(l)0(l)}|^2 + 3 \sum_{k<l} |d^{0(k)0(k)0(l)}|^2
\]
\[= 2 \sum_l \frac{(l-1)^2}{l(l+1)} + 6 \sum_{k<l} \frac{1}{l(l+1)}
\]
\[= 2 \sum_{l=1}^{N-1} \frac{(l-1)(l+2)}{l(l+1)} = 2 \frac{(N-1)(N-2)}{N}.
\]
(106)

Finally, in Eqs. (101)-(102), we can restrict the sums that involve three roots \( \alpha, \beta \) and \( \gamma \) to those sets that sum to zero (see App. A), in which case \( |f^{\alpha\beta\gamma}|^2 = |d^{\alpha\beta\gamma}|^2 = 1/2 \) from Eq. (92).

Putting all the pieces together, we eventually arrive at

\[
F[X] = \sum_{\alpha} \left( X^{0\alpha(-\alpha)} + X^{\alpha0(-\alpha)} + X^{\alpha(-\alpha)0} \right) + \frac{1}{2} \sum_{(\alpha, \beta, \gamma)} \left( X^{\alpha\beta\gamma} + \text{perms.} \right),
\]
(107)
\[ \mathcal{D}[X] = 2 \frac{(N-1)(N-2)}{N} X^{000} + \sum_{\alpha} \left( 1 - \frac{2}{N} \right) \left( X^{0\alpha(-\alpha)} + X^{\alpha0(-\alpha)} + X^{\alpha(-\alpha)0} \right) + \frac{1}{2} \sum_{(\alpha,\beta,\gamma)} \left( X^{\alpha\beta\gamma} + \text{perms.} \right) , \]

(108)

where \( \sum_{(\alpha,\beta,\gamma)} \) sums over the triplets of roots that sum to zero.

In the case where \( X \) does not depend on the color indices, we find

\[ \mathcal{F}[1] = 3 \#_\alpha + 3 \#_{(\alpha,\beta,\gamma)} , \]
\[ \mathcal{D}[1] = 2 \frac{(N-1)(N-2)}{N} + 3 \left( 1 - \frac{2}{N} \right) \#_\alpha + 3 \#_{(\alpha,\beta,\gamma)} , \]

(109)

(110)

where \( \#_\alpha \) and \( \#_{(\alpha,\beta,\gamma)} \) denote respectively the number of roots and the number of root triplets that sum to zero. Basic combinatorics leads to

\[ \#_\alpha = N(N-1) , \quad \#_{(\alpha,\beta,\gamma)} = \frac{N(N-1)(N-2)}{3} , \]

(111)

from which we deduce that

\[ \mathcal{F}[1] = 3N(N-1) + N(N-1)(N-2) = N(N^2 - 1) , \]
\[ \mathcal{D}[1] = (N-1)(N-2) \left( \frac{2}{N} + 3 + N \right) = \frac{(N^2 - 1)(N^2 - 4)}{N} , \]

(112)

(113)

which are well known results quoted above.

VI. CONCLUSIONS

We have discussed the evaluation of SU(\( N \)) color factors from the point of view of the so-called Cartan-Weyl bases, which are useful in particular in the context of background field methods at finite temperature. One peculiarity of these bases is that the usual Cartesian color indices are replaced by vectors \( \kappa \), the so-called adjoint weights, that combine the various commuting charges characterizing a given color mode. Among the many advantages of these adjoint weights is that they greatly clarify the role of the background at finite temperature, the latter appearing as a collection of imaginary chemical potentials associated to the various charges carried by the weight \( \kappa \) of a given color mode. As such, the only effect of the background is to shift the frequency of the mode by the amount \( T(r \cdot \kappa) \equiv Tr^j \kappa^j \) with \( r^j \equiv g^\beta \bar{A}^j \).
This simple interpretation does not come only with advantages since, due to this mixing between color and momentum, the summation over color indices cannot in general be carried out independently from the evaluation of the Feynman integrals. There are some situations, however, where it is possible to do so and, in those cases, the evaluation of color factors is similar to that within Cartesian color bases provided one accounts for the specificities of the Cartan-Weyl bases. We have done so in Secs. [III] and [IV] and revisited a certain number of color traces, including both the tensors $f^{\kappa\lambda\tau}$ and $d^{\kappa\lambda\tau}$ (for $N \geq 3$) and even specific formulas in the case $N = 3$. In those cases where the weights do not decouple from the momenta, one can still perform explicitly the summations over the zero weights. We have provided formulas for these partial summations in Sec. [V] while giving more details on the tensors $f^{\kappa\lambda\tau}$ and $d^{\kappa\lambda\tau}$, including their specific values and their geometrical interpretation.

**Appendix A: Triplets of roots summing to zero**

Let us first derive the following result obeyed by the defining weights of SU($N$): any subset of $n < N$ defining weights is linearly independent. To prove this result, we can show that the Gram matrix $G_n$ of the scalar products of the vectors in this set is invertible. Owing to Eq. [7], this matrix is given by $G_n = (1 - n/N)/2$, where $a_n$ denotes the matrix with all entries equal to $a$. We now have

$$\ln \det (2G_n) = \text{tr} \ln \left(1 - \frac{n}{N}\right) = - \sum_{k=1}^{\infty} \frac{1}{k} \frac{1}{N^k} \text{tr} (1_n)^k. \quad (A1)$$

It is easily checked that $(1_n)^k = (n^{k-1})_n$ and thus tr $(1_n)^k = n^k$. Then

$$\ln \det (2G_n) = - \sum_{k=1}^{\infty} \frac{1}{k} \frac{n^k}{N^k} = \ln \left(1 - \frac{n}{N}\right). \quad (A2)$$

This shows that $G_n$ is invertible iff $n < N$, as announced. We have also seen in the main text that for $n = N$, the defining weights are constrained by $\sum_{k=1}^{N} \rho_k = 0$ and this is the only possible vanishing combination of the $N$ weights.

Let us now use these two results to show that the only triplets of roots that sum to zero in SU($N$) are of the form $\rho_1 - \rho_2$, $\rho_2 - \rho_3$ and $\rho_3 - \rho_1$. To this purpose, suppose that we have three roots $\alpha = \rho_1 - \rho_2$, $\beta = \rho_3 - \rho_4$, $\gamma = \rho_5 - \rho_6$ that sum to zero but that do not follow the above pattern. We have three different cases depending on the number of distinct weights involved, six, five or four. The first case requires $N \geq 6$ since we need six distinct defining
weights. However, the condition $\alpha + \beta + \gamma = 0$ writes $\rho_1 - \rho_2 + \rho_3 - \rho_4 + \rho_5 - \rho_6 = 0$ which is forbidden both in the case $N = 6$, because the only vanishing combination of the six defining weights of SU(6) is their sum, and in the case $N > 6$, since there are no independent sets of six weights for SU($N > 6$). In the second case, the roots $\alpha$, $\beta$ and $\gamma$ involve only five distinct roots, which requires only $N \geq 5$. However, up to possible permutations, the only possible configurations are $\alpha = \rho_1 - \rho_2$, $\beta = \rho_3 - \rho_4$, $\gamma = \rho_1 - \rho_6$ or $\gamma = \rho_5 - \rho_1$. In the first case, $\alpha + \beta + \gamma = 0$ writes $2\rho_1 - \rho_2 + \rho_3 - \rho_4 - \rho_6 = 0$, whereas in the second case, the same condition writes $-\rho_2 - \rho_4 + \rho_3 + \rho_5 = 0$. None of these are possible since the only vanishing combination of the five defining weights of SU(5) is their sum and because there are no independent subsets of four defining weights. The third possible case is when the three roots $\alpha$, $\beta$ and $\gamma$ involve only four distinct weights, which requires only $N \geq 4$. Up to possible permutations, the roots should be of the form $\alpha = \rho_1 - \rho_2$, $\beta = \rho_1 - \rho_3$, $\gamma = \rho_1 - \rho_4$ or $\gamma = \rho_4 - \rho_1$. In the first case, $\alpha + \beta + \gamma = 0$ writes $3\rho_1 - \rho_2 - \rho_3 - \rho_4 = 0$, whereas in the second case, the same condition writes $\rho_1 - \rho_2 - \rho_3 + \rho_4 = 0$. None of these are possible since the only vanishing combination of the four defining weights of SU(4) is their sum. This concludes the proof that, in SU($N$), the only triplets of roots that sum to zero are those associated to a triplet of defining weights.
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