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ABSTRACT We propose a simple valence-bond-based model Hamiltonian to describe the photoisomerization of methine-bridged systems. These include a broad class of large conjugated organic
molecules including diarylmethane and cyanine dyes, and the chromophores of fluorescent proteins. The Hamiltonian is defined over an electronic state space spanned by three valence-bond structures, which are themselves defined over three fragment \( \pi \) orbitals defining a single methine moiety. Analogous valence-bond structures can be drawn for cases where the three orbitals contain four or two electrons, describing systems where formal charge – positive or negative, respectively – resonates amongst the fragments in tandem with a single \( \pi \) bond. We parameterize the model using three independent parameters. The parameters include two angles representing torsion between the ends and the methine bridge, and a positive real number that describes a ratio between end-bridge and end-end coupling. The third parameter can be geometrically interpreted as a combination of symmetric stretching and a bridge internal angle bend. The model fulfills the most basic expectations for a double bond photoisomerization model: 1) it describes favorable twisting motions in the excited state and 2) it describes twisting leads to rapid non-radiative decay via conical intersections. We examine in detail the topology, topography and extent of the conical intersection seams, which can be visualized in their entirety over the three-dimensional parameter space. Important properties of the model include 1) two regimes of the coupling ratio where the first excited state intersects the ground and a higher excited state along orthogonal twisting coordinates or along the same coordinate 2) first and higher excited state intersections occurring in regions of little or no twisting and 3) charge localization connected with excited-state twisting which changes discontinuously across a conical intersection. The model is promising as a simple extension of empirical force fields in order to describe photoisomerization processes in methine-bridged systems and as a starting point for more elaborate models which may include antisymmetric internal couplings or which may be interfaced with environmental or quantum dynamical models.
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INTRODUCTION

The efficient description of photochemical excited states has been 1,2 and continues to be 3 a challenge to theory. However, meeting this challenge is a prerequisite to the understanding and simulation of condensed phase photochemical processes, where the electronic structure problem is only one aspect of the challenge 4. Such progress is essential to our understanding of crucial biophysical processes 5 and to the development of biomimetic alternate energy technologies 6. Although great strides have been made in the $ab\text{ initio}$ determination of excited states of small to medium-size molecular systems in isolation, 7 the application of these methods to condensed phases is problematic. The poor scaling of the methods generally prohibits their application to large molecules or clusters. Although clever methods have been devised to embed $ab\text{ initio}$ quantum mechanical calculations in classical environments – the so-called QM/MM methods 8 – such methods suffer from certain common difficulties. Firstly, the poor scaling of the quantum ‘system of interest’ becomes a rate-limiting step which can preclude chemically relevant sampling of configuration space 9. Secondly, although there are a profusion of methods for treating the boundary between the quantum and classical systems 10, there is as yet no consensus on how to address this boundary even for the ground state – the situation for excited states is arguably worse 11. Lastly, such methods generally do not have the scope for treating non-classical system-environment interactions. The last difficulty has been surmounted for the case of polarizable continuum environments 12, but at the cost of being able to treat specific interactions such as may be relevant in structured biomolecules or solid-state matrices.

As a result of these difficulties, there has quite often been recourse to simpler techniques based on parameterized model Hamiltonians 13. These models are often useful for the direct simulation of photochemical phenomena in systems too large or complex to be treated by $ab\text{ initio}$ techniques. Such strategies have been applied to great effect in the description of enzymatic catalysis 14, protein
photochemistry\textsuperscript{15}, the physics of polyenes and aromatics\textsuperscript{16}, organic reactivity\textsuperscript{17}, proton transfer problems\textsuperscript{18}, and the effects of solvent on non-radiative decay\textsuperscript{19} and nonlinear optical properties of polyenes\textsuperscript{20-22}. In addition, they have been used to great effect in characterizing a common mechanistic behavior in series of otherwise disparate chemical systems\textsuperscript{23}. In the latter capacity such models have played an important role in the development of important core chemical concepts\textsuperscript{24}.

In this paper, we examine a simple model designed to capture features of double bond photoisomerization in molecules like those in figure 1. The defining characteristic of these molecules is a resonance between Lewis structures that differ by bond alteration and the location of a formal charge. They are called \textit{methine dyes}\textsuperscript{25}. Such molecules have strong absorption in or near the visible region, which underlies much of their utility\textsuperscript{25}. The molecules in figure 1 all display environmentally-dependent fluorescence yields due to competition with a common non-radiative decay mechanism – double bond photoisomerization of the methine bridge\textsuperscript{26}. This reaction is associated with decay into conformations with a flipped double bond – decay of Thiazole Orange by this pathway could in principle result in any of the distinguishable products shown in figure 2. The environmental dependence of the competition between fluorescence and photoisomerization makes all of the molecules shown in figure 1 useful as biotechnological markers\textsuperscript{27-29}. Similar molecules are also useful as industrial dyes for optical storage media\textsuperscript{25} and as model systems for the demonstration of coherent quantum control\textsuperscript{30}.

Non-radiative decay mechanisms are normally discussed as instances of breakdown of the Born-Oppenheimer approximation (BOA)\textsuperscript{31}. Within the BOA, the action of the nuclear kinetic energy on the electrons is disregarded, so that molecular dynamics can be modeled by evolution on potential eigensurfaces of a Hamiltonian that acts on the electronic Hilbert space and is parametrically dependent on the nuclear positions. Such a situation is illustrated in figure 3. The BOA will fail if the energies of the electronic states become too close. In these situations, the nuclear motion can induce transitions between the electronic surfaces.

In general, degeneracies between electronic states have the local topology of a double cone, and are called \textit{conical intersections}\textsuperscript{32,33}. These features of the potential energy surfaces are central to
mechanistic descriptions of photochemistry, wherein their conceptual importance is comparable to that of transition states in thermochemistry. However, a direct comparison with transition states is misleading – conical intersections are not isolated points in configuration space but multidimensional seams that generally have dimensionality equal to the number of internal degrees of freedom minus two\textsuperscript{33}. This means that in the case of ethylene – the simplest molecule that can undergo $Z,E$-photoisomerization – the conical intersection itself is a ten-dimensional manifold. The staggering dimensionality of intersection seams for more complicated systems (fig. 1) is quite difficult to grasp. It represents a long thorn in the side of photochemical pedagogy. It has been relatively common practice to sidestep this by use of minimal energy conical intersections (MECIs) as tools of mechanistic deduction\textsuperscript{34}. These are single molecular configurations that represent extrema on the intersection seam – usually minimizing the energy on the upper state\textsuperscript{35,36}. MECIs can be useful in describing the opening of activated decay processes or excitation threshold phenomena\textsuperscript{37}, but in the general case their relevance is easily questioned.

Recent studies dedicated towards mapping intersection seams using \textit{ab initio} electronic structure techniques\textsuperscript{36} have yielded some interesting results. In several cases it has been demonstrated that previously reported MECIs, which had been associated with distinct decay products, are just different extrema on a single intersection seam\textsuperscript{38}. This is more than a curiosity, because the electrons and nuclei become entangled in the vicinity of conical intersections\textsuperscript{39}. This means that subsequent observation of the electronic state will produce a statistical mixing of nuclear states, destroying information about their evolution\textsuperscript{40}. It is conceivable that if this effect were sufficiently strong, the ability to classically distinguish between different chemical pathways leading to different products would be destroyed. In these cases classical interactions with an environment would not be sufficient to control product yield, and the notion of distinct pathways such as drawn in fig. 3 would become meaningless. Molecules like those in figure 1 are known for the environmental dependence of the yield of fluorescence versus non-radiative decay\textsuperscript{29,41,42} – the latter being dominated by double bond photoisomerization processes\textsuperscript{43,44}. The existence or nonexistence of classically distinguishable pathways is crucial to understanding the mode
of environmental control. In cases where changing the product yield leads to potentially useful photochromism or fluorescence switching, understanding the environmental control can inform the development of useful technologies\textsuperscript{45,46}.

In this paper we propose a simple parameterized model for the interactions between valence-bond states in a reaction space that describes the photoisomerization of molecules such as in figure 1. The parameterization of the model is simply connected to an approximation to the overlap between fragment frontier orbitals. We examine the behavior of the excited states and conical intersection seams with respect to changes in the parameterization. We will describe general characteristics of the potential surface of the adiabatic states under the interaction and will pay particular attention to the topology and extent of conical intersection seams. The model fulfills the most basic requirements of a double bond photoisomerization model: 1) it describes energetically favorable twisting motion in the excited state and 2) it features conical intersections that can be accessed by this motion and through which non-radiative decay could occur. These intersections, which exist for a range of twist angles, are found along a conrotatory twist pathway. The model predicts intersections between the first and a higher excited state that may be accessed for a larger range of angles – including untwisted configurations. Furthermore, the model suggests the existence of qualitatively different physical regimes wherein intersections between different pairs of states may occur along orthogonal paths or along the same path, and in the latter case describes the induction of barriers on the lower excited state through interaction with the higher one.

**METHODS**

**The Electronic Reaction Space**

Our model is based on a valence-bond ansatz for the electronic structure outlined in Figure 4. We conceive of three orbitals that have $\pi$ character and are localized on three atoms or molecular fragments. The orbitals are labeled $l, b$, and $r$ (“left”, “bridge”, “right”). Filling the system with either two or four electrons will lead to three “maximally covalent” structures, each featuring a bond and an excess charge. In the four-electron case, these are written as (1).
In each of these, there is one non-bonding orbital while the remaining orbitals are involved in a bond. In the case of a positive formal charge, two electrons would be distributed over the fragments; appropriate structures can be generated from (1) by deleting the non-bonding electrons. We can also define three ionic structures, which, in the four-electron case, are written as (2).

\[
\begin{align*}
|L_+\rangle &= \bar{b}\bar{r} \\
|B_+\rangle &= \bar{l}\bar{r} \\
|R_+\rangle &= \bar{r} \bar{b}
\end{align*}
\] (2)

These are generated by the terms in (1) by moving the electrons in the bond to one of the sites that it joins. In the two-electron case, ionic states can be generated by removing the electrons in one of the doubly filled orbitals from each of the states in (2). It will be convenient to work in a space labeled only by the covalent functions (1). This should be possible if the ionic states (2) lie higher in energy. Then the Hamiltonian can be block-diagonalized to separate covalent and ionic spaces, and it will be meaningful to define an effective three-dimensional Hamiltonian over a space labeled only by the covalent states (1). The states spanning this space will resemble (3).

\[
\begin{align*}
|L\rangle &= N_L \left[ |L_+\rangle + \sum_i c_i^L |I_i\rangle \right] \\
|B\rangle &= N_B \left[ |B_+\rangle + \sum_i c_i^B |I_i\rangle \right] \\
|R\rangle &= N_R \left[ |R_+\rangle + \sum_i c_i^R |I_i\rangle \right]
\end{align*}
\] (3)

Here \( I \) indexes the ionic states (2) and the \( N \) are normalization constants. The resulting final states are ‘perfect-pairing’ or ‘valence-bond’ (VB) states. They can be chosen as approximate diabatic states via block diagonalization of the Hamiltonian in the many (in this case, four) body space. We are going to make two assumptions. The first is that a transformation exists which maps the states 3 onto an
effective Hilbert space labeled by the covalent functions. This labeling should be meaningful in the sense that projection onto a given covalent state measures the probability of finding the excess charge localized on the fragment to which it is assigned in that state. This will be true if the ionic states contribute only in accordance with their importance to the covalent bonding interaction. Secondly, we will assume a particular parametric form for the interactions between the states in the contracted Hilbert space (below). The parameterization will make the most sense if the transformation preserves the $\pi$ character of the orbitals.

We have tested our assumption of covalent-ionic separation using SA-CASSCF wavefunctions previously described for a green fluorescent protein chromophore anion. We performed a block diagonalization upon the Hamiltonian defined over configuration state functions constructed with Foster-Boys localized orbitals obtained from a three-state-averaged CASSCF calculation with four electrons in three orbitals. The orbitals are identical to the fragment orbitals shown in figure 4. The SA-CASSCF energies and wavefunctions were used to construct a 6 x 6 Hamiltonian that was then block diagonalized using the unitary ‘least-action’ transformation of Cederbaum et al. The transformed Hamiltonian contained a low-lying 3 x 3 block with leading covalent terms and a high-lying 3 x 3 block with leading ionic terms. The standard deviations of the diagonal energies of the lower and higher block were 0.031 and 0.075 Hartrees (h), and the difference between the mean diagonal energies of the low and high-energy blocks was 0.319 h. The off-diagonal elements of the upper and lower blocks were of the same order of magnitude as the standard deviation of diagonal elements of the blocks. That the splitting between covalent and ionic blocks in the transformed Hamiltonian was an order of magnitude greater than their internal splitting and off-diagonal elements corroborates our assumption of energetic separation between covalent and ionic states for this particular example.

**Parameterized Interaction Model**

Ideas of qualitative valence-bond theory indicate that the interaction matrix elements over our electronic state space can be approximated by orbital overlaps. This idea has previously been used in
studies of photoisomerization of single $\pi$ bonds$^{19,23}$. In this paper we will study the properties of the simplified interaction Hamiltonian given in (15).

$$
H = \begin{pmatrix}
H_{LL} & H_{LB} & H_{LR} \\
\vdots & H_{BB} & H_{BR} \\
\vdots & \vdots & \ddots & H_{RR}
\end{pmatrix}
= E_0 \begin{pmatrix}
0 & -\cos(\theta_L) & -\xi \cos(\theta_R - \theta_L) \\
\vdots & 0 & -\cos(\theta_R) \\
\vdots & \vdots & \ddots & 0
\end{pmatrix}
$$

(4)

Here $E_0$ is some appropriate energy scale (on the order of a few eV for molecules in figure 1). The interaction matrix elements of this interaction Hamiltonian are graphically depicted in figure 5. The model is diagonally degenerate and traceless (i.e. we assume that the one-electron and single-site two electron energies of the orbitals are degenerate), and the interaction matrix elements are simple functions of three parameters $\theta_L$, $\theta_R$ and $\xi$. The first two of these are angles and the third is a positive real number. Negative values of $\xi$ do not predict favorable twisting motion on the excited state and therefore do not meet the basic expectations of a photoisomerization model. We will come to this point again later.

**Justification and Interpretation in the Context of a Molecular Frame**

Recalling our conception of the electronic state space (Fig. 4), and referring to the geometrical idealization of such a system drawn in Fig. 5, it is clear that the parameters $\theta_L$ and $\theta_R$ can be readily interpreted as torsion angles. The lower diagonal elements of $H$ can be interpreted as overlaps between the apical sites $l$ and $r$ with the central site $b$. The parameter $\xi$ does not have an immediately clear interpretation in terms of molecular geometry.

In order to better understand what $\xi$ may represent in the context of a molecular frame, we refer to the bottom of figure 5. We imagine our underlying orbital space as three $\pi$ type orbitals (drawn as hydrogenic $p$ orbitals). Take the $\pi$ orbital axis vector of the central orbital $b$ to be fixed perpendicular to the molecular plane. Assume also that the lengths of the bonds between the ends and the bridged are symmetric so that $r_{lb} = r_{br}$. The end orbitals $l$ and $r$ to rotate about rigid bonds connecting them to $b$ each (so that the plane swept out by their $\pi$ orbital axis vectors are perpendicular to the respective bonds). The angles $\theta_L$ and $\theta_R$ measure these rotations in the sense of a left-hand rule for the $\theta_L$ and a
right-hand rule for $\theta_R$. We can decompose the overlap between two $p$ orbitals into $\pi$ and $\sigma$ components which are given by formulas (5) and (6) due to Mulliken$^{54}$.

$$S_{2px}(\rho_{ab}) = e^{-\rho} [1 + \rho_{ab} + \frac{2}{5} \rho_{ab}^2 + \frac{1}{15} \rho_{ab}^3 ]$$  \hspace{1cm} (5)

$$S_{2px}(\rho_{ab}) = e^{-\rho} [-1 - \rho_{ab} - \frac{1}{5} \rho_{ab}^2 + \frac{2}{15} \rho_{ab}^3 + \frac{1}{15} \rho_{ab}^4 ]$$  \hspace{1cm} (6)

These overlaps are different for orbitals belonging to different elements, with the ‘atomic type’ dependency buried in the quantity (7).

$$\rho_{ab} = \frac{(\mu_a + \mu_b) r_{ab}}{2a_H}$$  \hspace{1cm} (7)

Here $r_{ab}$ is the interatomic distance, $a_H$ is the Bohr radius and the $\mu_{a,b}$ are parameters identified with the atom type (element, ionization and hybridization state). The values of $\mu$ for a neutral carbon atom, a carbanion or a carbocation are 1.625, 1.45 and 1.80, respectively. For the four-electron, three-site case (fig. 4), we may use a 2:1 carbon carbanion average for the $\mu$’s ($\mu=1.57$) which corresponds to $\rho_{lb} = \rho_{br} = 2.97\text{Å}^{-1} r_{lb}$. There is only one bond length of interest for this simple example because $r_r = 2r_0\sin(\phi/2)$ with $\phi$ being the interbond angle – we drop the subscripts and define $\rho = \rho_{lb} = \rho_{br}$. Now $r \sim 1.45$ Å for a resonant carbon-carbon bond so a reasonable value for an allylic system would be $\rho = 4.37$.

The total overlap will be expressed as a linear combination of the terms (5) and (6) weighted by products of direction cosines of the $\pi$ orbital axis vectors. The overlaps between the sites in the geometrical model are then given by (8).

$$S_{lb} = S_{2px}(\rho)\cos(\theta_L)$$  \hspace{1cm} (8a)

$$S_{br} = S_{2px}(\rho)\cos(\theta_R)$$  \hspace{1cm} (8b)

$$S_{l} = S_{2px}(2\rho\sin(\phi/2))\cos(\theta_L)\cos(\theta_R)$$

$$+ [S_{p}(2\rho\sin(\phi/2))\sin^2(\phi/2) + S_{2px}(2\rho\sin(\phi/2))\cos^2(\phi/2)]\sin(\theta_L)\sin(\theta_R)$$

$$= \frac{1}{2} \left[ S_{2px}(2\rho\sin(\phi/2)) + S_{2px}(2\rho\sin(\phi/2))\sin^2(\phi/2) + S_{2px}(2\rho\sin(\phi/2))\cos^2(\phi/2) \right] \cos(\theta_R - \theta_L)$$

$$+ \frac{1}{2} \left[ S_{2px}(2\rho\sin(\phi/2)) - S_{2px}(2\rho\sin(\phi/2))\sin^2(\phi/2) - S_{2px}(2\rho\sin(\phi/2))\cos^2(\phi/2) \right] \cos(\theta_R + \theta_L)$$  \hspace{1cm} (8c)
In the last part of (8c) we have used the trigonometric identities 
\[ \cos \alpha \cos \beta = \frac{\cos(\alpha - \beta) + \cos(\alpha + \beta)}{2} \]
and 
\[ \sin \alpha \sin \beta = \frac{\cos(\alpha - \beta) + \cos(\alpha + \beta)}{2}. \]

We can then define quantities \( \xi \) and \( \delta \) as in (9).

\[
\delta = \frac{S_{2\pi}(2\rho \sin(\phi/2)) - S_{2\pi}(2\rho \sin(\phi/2)) \sin^2(\phi/2) - S_{2\pi}(2\rho \sin(\phi/2)) \cos^2(\phi/2)}{2S_{2\pi}(\rho)} \tag{9}
\]

We can now write the \( l-r \) Hamiltonian as (10).

\[
H = S_{2\pi}^{-1}(\rho) \begin{pmatrix}
0 & -S_{lb} & -(S_{lr} - \delta S_{2\pi}(\rho) \cos(\theta_R + \theta_L)) \\
-S_{lb} & 0 & -S_{br} \\
\vdots & \vdots & \ddots & \vdots \\
0 & -S_{br} & \vdots & 0
\end{pmatrix} \tag{10}
\]

Comparing this with (15) again, we see that, in this example, the parameter \( \xi \) takes the form (11) in the present example.

\[
\xi = \frac{S_{2\pi}(2\rho \sin(\phi/2)) + S_{2\pi}(2\rho \sin(\phi/2)) \sin^2(\phi/2) + S_{2\pi}(2\rho \sin(\phi/2)) \cos^2(\phi/2)}{2S_{2\pi}(\rho)} \tag{11}
\]

Thus, \( \xi \) may be understood as a particular component of the ratio of the overlap of sites \( l \) and \( r \) relative to the overlap of each of these with \( b \). It is a nonlinear two-to-one function of the parameters \( \rho \) and \( \phi \) in our geometrical idealization. It can readily be visualized by contours in the plane spanned by \( \rho \) and \( \phi \), as we present in figure 6.

In this paper, we are going to examine the simplified situation where terms corresponding to \( \delta \) are neglected. The terms corresponding to \( \delta \) should be generally less than that of \( \xi \) because the fragment orbitals can be chosen so that the overlaps are positive at bonding distances. This implies that \( \delta \) represents a difference of positive numbers while \( \xi \) represents a sum of the same numbers. We are guaranteed then that \( |\xi| \geq |\delta| \). The dependence of the terms on \( \cos(\theta_R - \theta_L) \) and \( \cos(\theta_R + \theta_L) \) means that this approximation will fail when \( \cos(\theta_R - \theta_L) = 0 \) and \( \cos(\theta_R + \theta_L) \neq 0 \). We have investigated the situation using the value for \( \rho \) suggested above and \( \phi = 2\pi/3 \) as appropriate for \( sp^2 \) carbon and found that this is true only in limited regions of the plane spanned by \( \theta_L \) and \( \theta_R \). We will examine what happens when \( \delta \) is added as an independent parameter in an upcoming paper, at which point we will benefit from having...
thoroughly characterized the limit where $\delta = 0$. Of course, results for the limit of $\delta > 0$ and $\xi = 0$ can be extracted from the present results by the map $\theta_L \rightarrow -\theta_L$.

We anticipate that the approximation of neglect of $\delta$ will become more robust when one considers molecules such as in fig. 1 rather than allylic systems (which fig. 5 most clearly invokes). The reason is that when the end groups are not atoms but planar aromatic rings, there is also substantial overlap between the atoms ortho to the bridge connection at planar configurations that is removed when the bonds are twisted. We therefore argue that, for a planar aromatic ring, the overlap components multiplying $\cos(\theta_R)\cos(\theta_L)$ in equation (8c) should be larger than the components which multiply $\sin(\theta_R)\sin(\theta_L)$. This argument is supported by the observation that cyclization dominates the photochemistry of unsubstituted allyl anions\textsuperscript{55} while double bond isomerization is observed aryl-substituted allyl anions\textsuperscript{56}. Although the right hand side of equation (8c) could have been further reduced algebraically, we chose not to do in order to highlight the potential for future generalizations where the $S_{2p\pi}$ overlaps multiplying $\cos(\theta_R)\cos(\theta_L)$ and $\sin(\theta_R)\sin(\theta_L)$ are used as independent parameters that characterize the shape of a molecular fragment.

The exposition above makes clear that, in order to achieve a reduced dimensionality in our parameterization, we have placed certain symmetry constraints on its representation of an actual molecule. It is important to enumerate them because in future works we will study what happens when they are removed. These symmetries are of two types. The first is the symmetry invoked by stating that the diagonal energies of the VB states are the same. In general, fragments on a methine-bridged molecule will have different one-electron (orbital) energies as well as different single-fragment and multi-fragment correlation contributions – although we are interested primarily in cases where the spread of diagonal energies is less than the couplings (the resonant case). The second is the symmetry inherent in the couplings, which can be interpreted geometrically as an equivalence of the bonds between the ends and the bridge. Note that there are no parameters whose action affects multiple sites asymmetrically through either the diagonal or off diagonal elements (the angle difference in the higher
off-diagonal element is symmetric in its action because of the parity of the cosine function. The geometric interpretation of this limit is that we are constraining the methine bonds to be equal. We will investigate the effects associated with freeing these degrees of freedom in future work, at which point we will benefit from having thoroughly characterized the present limit.

Expressions for the Eigenenergies and Eigenstates

The condensation of the electronic structure space to three states from six allows the use of analytic solutions for the eigenvectors \((\nu_0, \nu_1, \nu_2)\) and eigenenergies \((\epsilon_0, \epsilon_1, \epsilon_2)\) of a 3x3 symmetric matrix \(H\). Following Cocolicco and Viggiano\(^5\), we define the quantities (4) – (6).

\[
b = -\text{Tr}(H) \tag{12}
\]

\[
c = \frac{1}{2} \left[ (\text{Tr}H)^2 - \text{Tr}(H^2) \right] \tag{13}
\]

\[
d = -\text{Det}(H) \tag{14}
\]

These represent first through third order traces over the matrix. We then define parameters (15) – (17).

\[
u = -\frac{1}{54} \left( 2b^3 - 9bc + 27d \right) \tag{16}
\]

\[
\cos \Theta = \frac{\nu}{u\sqrt{|d|}} \tag{17}
\]

For cases such as (4), where the average of the diagonal elements is zero, the eigenvalues are then given by (19).

\[
\epsilon_0 = -2\sqrt{u} \cos \left( \frac{\Theta}{3} \right) \tag{19a}
\]

\[
\epsilon_1 = \sqrt{|d|} \left[ \cos \left( \frac{\Theta}{3} \right) - \sqrt{3} \sin \left( \frac{\Theta}{3} \right) \right] \tag{19b}
\]

\[
\epsilon_2 = \sqrt{|d|} \left[ \cos \left( \frac{\Theta}{3} \right) + \sqrt{3} \sin \left( \frac{\Theta}{3} \right) \right] \tag{19c}
\]
The eigenvectors are given by (20)

\[
\mathbf{r}_{\nu \in \{0, 1, 2\}} = \begin{pmatrix}
- (\varepsilon_i - H_{22}) H_{13} - H_{12} H_{23} \\
- (\varepsilon_i - H_{11}) H_{23} - H_{21} H_{13} \\
- (\varepsilon_i - H_{11}) (\varepsilon_i - H_{22}) + H_{12}^2
\end{pmatrix}
\]

(20)

Where \( H_{ij} \) is the element in the \( i \)th row and \( j \)th column of \( H \). In more general cases the \( \varepsilon \) of (19) and (20) are eigenvalues shifted by the diagonal average. Note that although the symmetric matrix possesses five independent elements, the energy splittings are completely determined by only two functions of these: \( u \) and \( v \) (or equivalently \( u \) and \( \Theta \)). We will always number the states in increasing order by energy. We will refer to the states by the usual notation for electronic singlets: \( S_0, S_1, S_2 \). The formulas above are valid for any symmetric positive-definite 3 x 3 matrix and do not depend on spin or any other physically relevant quantity used in the parameterization.

The above formulas are valid on a manifold-with-boundary defined by \( u \leq 0 \) and \( v^2 + u^2 \leq 0 \). On this manifold-with-boundary eigenvalues of the matrix must be real. On the manifold itself, where the inequalities are strong, the eigenvalues are non-degenerate. On the boundary of the manifold at least two of the eigenvalues become degenerate. On the sub-manifold \( v > 0 \) of the boundary, \( \Theta = \pi \) and \( \varepsilon_0 = \varepsilon_1 \). On the sub-manifold \( v < 0 \), \( \Theta = 0 \) and \( \varepsilon_1 = \varepsilon_2 \). At the point \((u,v)=(0,0)\) the problem is completely singular, \( \Theta \) is not a number and a three-fold degeneracy arises. These conditions can be summarized by the condition (21).

\[
v = \pm u \sqrt{|u|}
\]

(21)

Here the relation is positive for \( S_1/S_0 \) degeneracy, negative for \( S_2/S_1 \) degeneracy and both sides vanish for a 3-state degeneracy. If one differentiates both sides of the equation with respect to some underlying parameterization (as above), one obtains (22).

\[
\nabla v = \pm \frac{3\sqrt{2\varepsilon} \nabla u}{2}
\]

(22)

This equation must be satisfied component-wise in the tangent space on the boundary. The boundary represents the union of all degeneracies that are possible within the model, regardless of any mapping
onto an underlying parameterization. The different signs arise in a manner identical to (21). A
graphical illustration of the eigenvalues given as functions over the (u,v) plane is displayed in figure 7,
as well as an illustration of the domain that gives real eigenvalues. The boundary of the manifold is
highlighted. Note that it is continuous, but that its derivatives in the (u,v) plane will not be.

If we apply our parameterized model to the expressions for the quantities u and v (eqns. 15 & 16)
gives

\[ u = -\frac{1}{3} \left( \cos^2(\theta_L) + \cos^2(\theta_R) + \xi^2 \cos(\theta_R - \theta_L) \right) \]  \hspace{1cm} (23)

and

\[ v = \xi \cos(\theta_L) \cos(\theta_R) \cos(\theta_R - \theta_L) \]  \hspace{1cm} (24)

These quantities are then sufficient to specify all the energy splittings of our model defined over the
three-dimensional (\theta_L, \theta_R, \xi) parameter space. Note that they are continuous, but not single-valued
functions of \theta_L, \theta_R and \xi. The topology of the intersection space will reflect the multi-valued nature of u
and v.

Substitution of the matrix elements in (4) into the eigenvector expression (20) gives (25).

\[ \vec{v}_{i \in \{0,1,2\}} = \begin{pmatrix} \epsilon_i \xi \cos(\theta_R - \theta_L) - \cos(\theta_L) \cos(\theta_R) \\ \epsilon_i \cos(\theta_R) - \xi \cos(\theta_L) \cos(\theta_R - \theta_L) \\ -\epsilon_i^2 - \cos^2(\theta_L) \end{pmatrix} \]  \hspace{1cm} (25)

**The (\theta_L, \theta_R) Plane**

We will discuss in some detail the behavior of the eigenvalues (19) over the plane spanned by the
angles \theta_L and \theta_R. In this discussion, it will be convenient to refer to particular coordinates in that plane.

These coordinates are indicated in Fig 8, which depicts a “unit cell” of the plane (0 \leq \theta_1 < \pi, 0 \leq \theta_2 < \pi).

Due to the periodicity of the functions used in our parameterization, all other points in the (\theta_L, \theta_R) plane
are periodic images of points in this cell. The figure also highlights important directions in the plane to
which we will refer. We will make reference to coordinates that correspond to twisting one bond while
the other remains constant as “one-bond twists”. Note that these coordinates have an easy interpretation
as coordinates of a single π bond. We will also make reference to even and odd combinations of single bond twisting – conrotatory twisting and disrotatory twisting of the bonds. These coordinates are schematically illustrated in figure 8. These are quantitatively defined as in (26).

\[
\begin{align*}
\theta_C &= \theta_L - \theta_R \\
\theta_D &= \theta_R + \theta_L
\end{align*}
\] (26)

The parity of the combinations in (26) is dictated by our choice of left-hand and right-hand rules to define the coordinates \(\theta_L\) and \(\theta_R\), respectively. If we had used a single-handed sense to define both rotations, then the parities would be reversed. This will not affect the physics however, and it is much easier to keep track of which coordinate is which by thinking of the symmetry of a model like that in figure 5. If the molecular frame has \(C_2\) symmetry when no twist is applied, then the conrotatory twist preserves \(C_2\) symmetry while breaking \(C_s\) and the disrotatory twist preserves \(C_s\) symmetry while breaking \(C_2\). Here, the plane defining \(C_s\) symmetry is that which perpendicularly bisects the molecule through the bridge.

The conrotatory and disrotatory twist coordinates are emergent coordinates because they have no meaning in a discussion of a single π bond, emerging instead from the joint coordinate space of two π bonds coupled together. When we refer to a “planar configuration” of our model, we mean one of the edges of the corners of the unit cell in Fig 8, i.e. (0,0), (0,\(\pi\)), (\(\pi\),0) or (\(\pi\),\(\pi\)).

The photoisomerization of alkene and methine molecules is sometimes discussed in the context of the so-called “hula-twist”\(^{59}\). This mechanism has been, for example, invoked in the context of fluorescent protein chromophore photoisomerization\(^{60}\). It is usually invoked in situations where the end groups themselves are constrained\(^{59}\), such as may occur for a chromophore bound within a protein. The central point is that photoisomerization may be accomplished by motion of the bridge alone. The path taken by the bridge in the rest frame of the stationary rings is taken to be analogous to the path followed by a hula-dancer’s hips in the rest frame of his (or her) head and feet. In the context of the geometric interpretation of our model given above, it is a form of disrotatory twisting motion. The difference
between the usual algebraic formula for the conrotatory twist and ours for disrotatory twist (eqn. 26) is again a consequence of the handedness we have chosen to define $\theta_L$ and $\theta_R$.

**Derivative Expressions**

As mentioned above, the quantities $u$ and $v$ determine the energies of all the states of our model to within a constant shift, and therefore completely determine the energy splittings, gradients and degeneracy spaces. This led to the equations (22), which must be satisfied componentwise within the intersection spaces. When we consider the topology and range of the intersection spaces, it will be useful to have at hand formulas for the derivatives of these quantities with respect to the parameter space. Differentiating with respect to the original parameter set $(\theta_L, \theta_R, \xi)$, we obtain the expressions (27) and (28).

\[
\frac{\partial v}{\partial \theta_L} = -\xi \left( \sin \theta_L \cos \theta_R \cos(\theta_R - \theta_L) - \cos \theta_L \cos \theta_R \sin(\theta_R - \theta_L) \right)
\]

\[
= -\xi \cos \theta_R \sin(\theta_R + 2\theta_L)
\]

\[
\frac{\partial v}{\partial \theta_R} = -\xi \left( \cos \theta_L \sin \theta_R \cos(\theta_R - \theta_L) + \cos \theta_L \cos \theta_R \sin(\theta_R - \theta_L) \right)
\]

\[
= -\xi \cos \theta_L \sin(2\theta_R - \theta_L)
\]

\[
\frac{\partial v}{\partial \xi} = \cos \theta_L \cos \theta_R \cos(\theta_R - \theta_L)
\]

\[
\frac{\partial u}{\partial \theta_L} = \frac{1}{3} \left( 2 \sin \theta_L \cos \theta_L - 2\xi^2 \sin(\theta_R - \theta_L) \cos(\theta_R - \theta_L) \right)
\]

\[
= \frac{1}{3} \left( \sin(2\theta_L) - \xi^2 \sin(2\theta_R - 2\theta_L) \right)
\]

\[
\frac{\partial u}{\partial \theta_R} = \frac{1}{3} \left( 2 \sin \theta_R \cos \theta_R + 2\xi^2 \sin(\theta_R - \theta_L) \cos(\theta_R - \theta_L) \right)
\]

\[
= \frac{1}{3} \left( \sin(2\theta_R) + \xi^2 \sin(2\theta_R - 2\theta_L) \right)
\]

\[
\frac{\partial u}{\partial \xi} = -\frac{1}{3} \left( \cos^2 \theta_L + \cos^2 \theta_R + 2\xi \cos(\theta_R - \theta_L) \right)
\]

(27)

(28)

It will actually prove more convenient to have transformed these quantities into the equivalent parameter set $(\theta_C, \theta_D, \xi)$. With respect to this set, $u$ and $v$ are expressed as (29).
The appropriate derivative expressions are (30) and (31).

\[
\begin{align*}
\frac{\partial v}{\partial \theta_D} &= -\frac{\xi}{2} \cos \theta_C \sin \theta_D \\
\frac{\partial v}{\partial \theta_C} &= -\frac{\xi}{2} \cos \theta_D \sin \theta_C - \xi \cos \theta_C \sin \theta_C \\
\frac{\partial v}{\partial \xi} &= \cos \theta_C \left( \cos^2 \left( \frac{\theta_D}{2} \right) \cos^2 \left( \frac{\theta_C}{2} \right) - \sin^2 \left( \frac{\theta_D}{2} \right) \sin^2 \left( \frac{\theta_C}{2} \right) \right) \\
\frac{\partial u}{\partial \theta_D} &= \frac{1}{6} \left( \sin(\theta_D + \theta_C) + \sin(\theta_D - \theta_C) \right) \\
\frac{\partial u}{\partial \theta_C} &= \frac{1}{6} \left( \sin(\theta_D + \theta_C) - \sin(\theta_D - \theta_C) + 2\xi^2 \sin(2\theta_C) \right) \\
\frac{\partial u}{\partial \xi} &= -\frac{1}{3} \left( \cos^2 \frac{\theta_D + \theta_C}{2} + \cos^2 \frac{\theta_D - \theta_C}{2} + 2\xi \cos^2 \theta_C \right)
\end{align*}
\]

(30)

RESULTS

Potential surfaces over \((\theta_L, \theta_R)\) plane

The Critical Level \(\xi = 0\)

Figure 9 displays global views of the potential energy surfaces over the \((\theta_L, \theta_R)\) plane in the case where \(\xi = 0\). In this case, there is no interaction between the sites \(l\) and \(r\). At the point where both \(\theta_L\) and \(\theta_R\) are equal to \(\pi/2\), all the elements of \(H\) are zero and the model is singular and degenerate. A three state intersection arises at this point. The \(S_0\) and \(S_2\) states are evenly split about \(S_1\) at all points in the plane, and the \(S_1\) energy is not dependent on position in the plane.

The Regime \(0 < \xi < 1\)

For \(\xi \neq 0\) there is no 3-state intersection in the \((\theta_L, \theta_R)\) plane. Instead, separate two-state \(S_0/S_1\) and \(S_1/S_2\) intersections arise. For each pair of states in the regime \(0 < \xi < 1\), two intersections arise in the plane.
and move outward from the centre along different coordinates. The $S_1/S_0$ intersections separate along the conrotatory twist direction and the $S_2/S_1$ intersections separate along the disrotatory twist direction. A representative situation in the regime where $0 < \xi < 1$ (specifically, $\xi = 0.5$) is included in Fig. 10.

The topology of the $S_1$ surface has developed more structure relative to the $\xi = 0$ case. Planar configurations represent degenerate saddle points on the $S_1$ surface, so that bond twisting is generally favorable from planar configurations. The gradient vanishes at planar configurations; the most likely path taken by the system if excited to the $S_1$ state would be along the directions of greatest negative curvature, along which the magnitude of the gradient (classical force) accumulates most rapidly. Within this regime, the direction of greatest negative curvature on the $S_1$ state at the planar configurations is the conrotatory twist. The curvature in the disrotatory twist direction is zero, so that the $S_1$ surface is flat in this direction up until the $S_2/S_1$ intersection is reached, whereupon further motion in this direction lowers the $S_1$ energy. There is a saddle point on the $S_1$ surface in the center of the unit cell of the plane, with positive curvature along the disrotatory twist and negative curvature along the conrotatory twist.

The $S_2$ surface has a local maximum at planar configurations, so that bond twisting is favorable in all directions. The direction of greatest curvature is the disrotatory twist, which leads to the $S_2/S_1$ intersection. Beyond the intersection, the $S_2$ surface is flat in this direction.

The $S_0$ surface has local minima at the planar configurations, so bond twisting is disfavored on this surface. The direction of greatest positive curvature is the conrotatory twist. The directions of least positive curvature are the one-bond twists. The curvature along the disrotatory twist is intermediate between the two.

**The Critical Level $\xi = 1$**

The situation at $\xi = 1.0$ represents a critical level in the model which separates qualitatively different regimes. The situation is illustrated in figure 11. At this level, the pair of $S_2/S_1$ which moved outwards towards the corners of the unit cell along the disrotatory twist coordinate have reached $(0,0)$ and $(\pi, \pi)$. Inspection of the potential surface and gradients at these points indicates that the intersections no longer
have a conical topology – they have become glancing, or Renner-Teller, intersections\textsuperscript{32}. The S\textsubscript{i}/S\textsubscript{0} intersections remain near the center of the plane and are conical, but continue to move outward along the conrotatory twist coordinate at a slower rate of change with respect to $\xi$ than the S\textsubscript{i}/S\textsubscript{2} coordinate, which has already moved twice the distance over the same interval of $\xi$. The periodicity of the ($\theta_{L}, \theta_{R}$) plane implies that at this point the S\textsubscript{2}/S\textsubscript{1} intersection seams, having reached the corners of the unit cell, have “collided” with the incoming seams from the diagonally opposed unit cell.

At this level, the S\textsubscript{2} surface is completely flat and featureless. There are local maxima at planar configurations on the S\textsubscript{1} surface, so that bond twisting is favorable in all directions. There is a saddle point on the S\textsubscript{1} surface in the center of the unit cell, which has negative curvature in the conrotatory twist direction and positive curvature in the disrotatory twist direction. The S\textsubscript{0} surface has local minima at planar configurations, so that twisting is generally disfavored. The direction of greatest positive curvature is the conrotatory twist, and the direction of least positive curvature is the disrotatory twist.

**The Regime 1 < $\xi$ < $\infty$**

For increasing values of 1 < $\xi$ < $\infty$, a new regime emerges. The situation is illustrated in figure 12. Within this regime, the S\textsubscript{2}/S\textsubscript{1} and S\textsubscript{i}/S\textsubscript{0} degeneracies occur along the same coordinate in the plane – the conrotatory twist coordinate. This implies that the intrinsic possible dimensionality of the multi-state decay dynamics has been reduced, and motion along a single coordinate now allows access to both S\textsubscript{2}/S\textsubscript{1} and S\textsubscript{i}/S\textsubscript{0} intersections. At the same time, the topography of the S\textsubscript{1} state has changed and the curvature in the conrotatory twist direction is now positive, leading to activated ascent towards the S\textsubscript{2}/S\textsubscript{1} intersection. The curvature of the S\textsubscript{1} surface is now negative along the disrotatory twist coordinate. In this regime there are still saddle points at ($\pi/2$, $\pi/2$) on the S\textsubscript{0} and S\textsubscript{1} surfaces, and the curvature along the disrotatory and conrotatory twists maintain the same signs as in earlier regimes. The S\textsubscript{2} surface displays a saddle point with negative curvature along the conrotatory twist coordinate and zero curvature in the disrotatory twist coordinate.
As $\xi$ continues to be increased, the position of the $S_2/S_1$ intersection now moves inward along the conrotatory twist coordinate toward the center of the unit cell while the $S_i/S_0$ intersection moves outward along the same coordinate. As $\xi$ approaches infinity the intersections will asymptotically converge at limiting values of $(\pi/4, 3\pi/4)$ and $(3\pi/4, \pi/4)$ in the plane.

**Potential surfaces over a plane spanned by $\xi$ and an angle**

Figure 13 contains illustrations of surfaces formed by the eigenvalues of the interaction Hamiltonian (15) over a plane spanned by $\xi$ and various directions in the $(\theta_L, \theta_R)$ plane. The regimes mentioned above can be seen in the figure. In particular, in the regime $0 < \xi < 1$, the gradient of the $S_1$ energy with respect to $\xi$ is negative while the $S_2$ gradient is positive. The situation reversed for the regime $\xi > 1$. Recall that the geometric interpretation of $\xi$ implies that decreasing $\xi$ corresponds to a combination of internal angle and symmetric bond contraction, so that the model predicts bond and angle expansion upon excitation to $S_1$ at planar configurations in the regime $0 < \xi < 1$. In most cases, the degeneracy at the intersection seams is preserved along curvilinear combinations of $\xi$ and a direction in the $(\theta_L, \theta_R)$ plane.

**Topography and topology of the intersection seam**

Conical intersections between adiabatic potential energy surfaces occur in *seams* (hyperlines) through (generally highly multidimensional) parameter spaces. One of the benefits of working with a reduced three-dimensional model is that the seam can be visualized in its entirety. Regardless of the dimensionality of the underlying parameter space, the locations of conical intersection seams in a three-dimensional Hilbert space are *entirely determined by* $u$ and $v$ (eqns 15 and 16). It follows that the high dimensionality of conical intersection seams in problems involving three coupled electronic states arises solely from the many-to-one mapping of onto the parameter space onto $u$ and $v$. In our model, the parameter space itself is only three-dimensional, and so can be visualized by a human being. Figure 14 displays surfaces of constant $|u| - |v|$, which form tubular surfaces enclosing the length of the conical
intersection seam. The entire \((\theta_L, \theta_R)\) plane is tiled with periodic images of the conical intersection seam, in accord with the periodic mapping of \(u\) and \(v\) onto the parameters \(\theta_L\) and \(\theta_R\).

The behavior of the quantities \(u\) and \(v\) (eqns 15 & 16) is key to understanding the behavior of the intersection seam. Conical intersections between pairs of states occur when the angle \(\Theta\) (equation 9) assumes values of 0 (S\(_2\)/S\(_1\) intersection) or \(\pi\) (S\(_1\)/S\(_0\) intersection). \(H\) has real eigenvalues, so it is always true that \(u \leq 0\) along the seam, with equality occurring only at a three-state intersection. Accordingly, regions of the parameter space can be partitioned according to the sign of \(v\), and this partitioning will determine conclusively where intersections between distinct pairs of states can occur. Figure 14 displays a tiling of the unit cell of the \((\theta_L, \theta_R)\) plane, with regions of positive \(v\) shaded. As can be seen by comparison with the contour surfaces around the seam on the unit cell, the tiling does indeed dictate the regions in which different pairs of states intersect. The partition shown is for \(\xi > 0\). The sign of \(v\) in the distinct regions will reverse for \(\xi < 0\) because \(v\) is linear in \(\xi\).

It is clear at this point that our model accommodates one intersection seam, in the sense that all points of conical intersection are topologically connected modulo the periodicity of the functions used in the parameterization. This is actually clear if one considers Figure 7, and subsequently recognizes that our interaction model contains only continuous functions of the parameters. The quantities \(u\) and \(v\) are continuous in the matrix elements, being polynomials of these. If the intersection space over the \((u,v)\) seam is continuous, then it must also be so over the parameter space\(^6\). The branches corresponding to different pairs of intersecting states are distinct for \(\xi \neq 0\) but connect at \(\xi = 0\), forming a three-state intersection. Surfaces of constant \(\xi\) in the full parameter space intersect one pair of S\(_i\)/S\(_0\) intersections for all \(\xi \neq 0\) per unit cell and one three-state intersection per unit cell at the critical level \(\xi = 0\).

Although the intersection seam is continuous, its tangent space is not. From consideration of Figure 5 alone, one can expect a discontinuity in the tangents to the seam where the 3-state intersection occurs at \((\theta_L, \theta_R, \xi) = (\pi/2, \pi/2, 0)\). This point is a critical level with respect to \(u\) and \(v\) on the seam; the value of \(\Theta\)
becomes undefined at this point because both \( u \) and \( v \) are simultaneously zero. Here the \( S_2/S_1 \) and \( S_1/S_0 \) intersections coalesce.

The origin of the tangent discontinuity at \( \xi = 1 \) is less clear, and cannot be inferred visually from the plot of the eigenvalues over \((u,v)\) in figure 7. At this level of \( \xi \) the \( S_2/S_1 \) branches approaching from diagonally adjacent unit cells along the disrotatory twist coordinate ‘collide’ and ‘scatter’ into the conrotatory coordinate. As can be seen in figure 10, they cease to be conical intersections at this point and become glancing (Renner-Teller) intersections\(^{32}\). This phenomenon has been observed before in \textit{ab initio} calculations and has been referred to as ‘pair annihilation’ of conical intersections\(^{62}\).

The change in direction of the \( S_2/S_1 \) branch of the seam can be deduced from the conditions on the derivatives of \( u \) and \( v \) in the intersection space (eqn. 14). In this case the sign is negative, and equation (22) can be rearranged to give equation (32).

\[
\nabla v + \sqrt{u} \nabla u = 0 \tag{32}
\]

Equation (27) must be satisfied component-by-component in the \( S_2/S_1 \) intersection space. Taking the derivatives along the lines \( \theta_C = 0 \) and \( \theta_D = \pi \), which are the paths taken by the \( S_2/S_1 \) branch in the \( 0 < \xi < 1 \) and \( \xi > 1 \) regimes, and using some algebraic reduction, we obtain the conditions (33).

\[
\left. \frac{\partial v}{\partial \theta_D} \right|_{\theta_C = 0} + \frac{3}{2} \sqrt{|u|} \left. \frac{\partial u}{\partial \theta_D} \right|_{\theta_C = 0} = -\xi + \sqrt{-\frac{1}{3} (\cos \theta_D + \xi^2 + 1)} = 0 \tag{33a}
\]

\[
\left. \frac{\partial v}{\partial \theta_C} \right|_{\theta_D = \pi} + \frac{3}{2} \sqrt{|u|} \left. \frac{\partial u}{\partial \theta_C} \right|_{\theta_D = \pi} = -\xi + \frac{\xi^2}{2} \sqrt{-\frac{1}{3} (\cos \theta_C + \xi^2 \cos^2 \theta_C + 1)} = 0 \tag{33b}
\]

Equation 33a can only be satisfied for \( \xi \leq 1 \). Equation 33b can only be satisfied if \( \xi \geq 1 \). This means that for \( \xi \leq \) the tangent on the seam can only have a component along \( \theta_D \), and for \( \xi \) it can only have a component along \( \theta_C \).

**Character of the Adiabatic States**

**Charge Localization At Twisted Configurations**
One of the common trends observed in molecules such as those in Fig. 1 is a correlation between twisting and charge separation in their excited state\textsuperscript{43,63-67}. In fact, charge separation seems to be a general feature of double bond photoisomerization, even for species with uncharged ground states.\textsuperscript{34}

Figure 15 displays the probability of observing the separate charge-localized basis states (eq. 3) over the adiabatic surfaces of our model, distributed over the plane $(\theta_L, \theta_R)$ plane. These are obtained by squaring the components of the adiabatic state vectors onto the VB states of the basis.

The distribution of population of the VB states varies considerably depending on location in the plane, and the extent of mixing differs for the different adiabatic states. The localization is generally highest on the $S_1$ state, as reflected in the saturation of the colors in the plane. Conversely, the muted colors of the $S_0$ and $S_2$ plots reflect greater mixing. The parity of the superpositions represented in the state vectors will be different for these states, as they are orthogonal.

The statistical distribution of the different VB states can be categorized according to the same division of regimes that we have observed in other aspects of the model. Specifically the regimes separated by the critical levels of $\xi$ at $\xi = 0$ and $\xi = \pm 1$. We now outline the characteristics of the distributions in the different regimes and at the critical levels separating them.

**The Critical Level at $\xi = 0$**

At the critical level at $\xi = 0$, there is no population of the VB state $|B\rangle$ in the $S_1$ adiabatic state at any point in the $(\theta_L, \theta_R)$ plane. Population of this VB state is found only on the $S_0$ and $S_2$ surfaces. The $S_0$ and $S_2$ surfaces display indistinguishable populations at this critical level – the parities of the superposition of VB states in these eigenstates are in opposition as required by orthogonality. Generally, the parity of $S_0$ goes as $|L\rangle + |B\rangle + |R\rangle$ at this level of $\xi$ while the parity of $S_1$ goes as $|L\rangle - |R\rangle$ and the parity of $S_2$ is as $|L\rangle - |B\rangle + |R\rangle$. In the language of valence-bond excited states, they are “twin states” arising from the inversion of a resonance between the VB state $|B\rangle$ and a contracted VB state proportional to $(|L\rangle + |R\rangle)$.\textsuperscript{68,69} The $S_1$ state, on the other hand, is in some sense a twin state of both $S_0$ and $S_2$ that arises from the inversion of the parity of the contracted state $(|L\rangle + |R\rangle)$ to produce
the anti-resonant state (|L> - |R>). The relative weight of each goes approximately as the degree of progress along the different one-bond twists taken independently. If one of the angles is increased keeping the other at zero, the effect is to concentrate one of the end-localized VB states in the S₁ adiabatic state to the exclusion of the other while the remaining state is mixed more heavily into the S₀ and S₂ states. The state that is removed from S₁ is the state with single-bond character on the twisted bond. When both bonds are planar, the |L> and |R> VB states are equally populated in all states.

The Regime $0 < \xi < 1$

As $\xi$ is increased in the regime $0 < \xi < 1$, more structure develops. While in the region near the edges of the $(\theta_L, \theta_R)$ unit cell the situation is similar to that at $\xi=0$, the distribution of charge states changes dramatically in a rhomboid region in the center of the unit cell defined by the bifurcating S₂/S₁ and S₁/S₀ conical intersections which occur in this regime.

Outside the rhomboid region the centre-localized VB state |B> projects mostly onto S₀ and S₂. The S₀ wavefunctions go as $a|L> + b|B> + c|R>$ in this region, with $b > a, c$. The form of the S₂ state vector is similar, but with the parity of |B> reversed with respect to |L> and |R>. The S₁ state vector goes as |L> - |R> to a good approximation. Within the rhomboid region, the situation abruptly changes – the population of |B> becomes concentrated in the S₁ state while S₀ and S₂ become superpositions of |L> and |R>. The change is most abrupt in the vicinity of the conical intersections, where the populations change discontinuously. In a neighborhood of any of the four conical intersections on the S₁ state, it is possible to sample regions dominated almost exclusively by each of the three charge-localized structures. For the S₀ and S₂ states a similar situation exists for the two intersections involving the state in question, while in the region of intersections not involving that state the charge distribution is extensively mixed.

The Critical Level at $\xi = 1$

At the critical level of $\xi = 1.0$, the S₂/S₁ intersection pair has reached the (0,0) and ($\pi$, $\pi$) corners of the ($\theta_L, \theta_R$) unit cell. In the vicinity of these configurations, small changes in position in the plane bring
about large changes in the population of the VB states. If one imagines Frank-Condon excitation of an equilibrated state at (0,0), the resulting excited state wave packet would sample zones dominated almost exclusively by each of the VB states. A similar situation holds for the S$_2$ state near the planar S$_2$/S$_1$ intersection, while the ground state at planar configurations is extensively mixed in a neighborhood of any of the corners of the unit cell. Large changes to this state and S$_1$ persist in a neighborhood of the S$_0$/S$_1$ intersection on the interior of the unit cell along the conrotatory twist coordinate.

The Regime 1 $< \xi < \infty$

At values of $\xi > 1$, the rhomboidal regions dominated by the center-localized distribution in the S$_1$ state merge together across diagonally adjacent unit cells, forming bands aligned in the direction of disrotatory twist which grow progressively wider as $\xi$ increases. Within these bands the S$_1$ adiabatic state is dominated by contributions from the |B> VB state. These regions include the planar configurations. The regions of the S$_1$ state which are dominated by the VB states |L> and |R> are bounded by the S$_1$/S$_0$ and S$_2$/S$_1$ intersection pairs, which now all occur along the same direction in the ($\theta_L, \theta_R$) plane. As the S$_2$/S$_1$ and S$_1$/S$_0$ branches of the conical intersection seam approach each other asymptotically in the limit of $\xi$ approaching infinity, these bands will vanish from the S$_1$ state and the population of |B> will be concentrated on S$_1$ for all points in the ($\theta_L, \theta_R$) plane. Likewise the S$_0$ and S$_2$ states will become dominated by superpositions of |L> and |R> with opposing parity.

Transition Dipoles and Photoabsorption Oscillator Strengths

The intensity of linear absorption from the ground state to an excited state of a system is proportional to the square of the dipole operator sandwiched between the states in question. We have not elaborated on the precise structure of the states of our reaction space, so we cannot make quantitative evaluations of the intensities between the states. However, it is possible to make qualitative statements based upon the symmetry of the states contingent upon the symmetry of a hypothetical molecular frame.

In the context of the geometrical idealization put forward in figure 5, it is natural to consider the case where the untwisted molecular frame possesses $C_{2v}$ symmetry. An examination of the state vectors at
untwisted configurations then indicates that in the regime where $\xi < 1$, the $S_1$ state will be a basis for the $B_2$ irreducible representation and the $S_2$ state will be a basis for $A_1$. The dipole moment operator transforms as a $B$ representation, so it can couple the $S_1$ state with either the $S_0$ or $S_2$ states, but cannot couple the latter two with each other. In other words, the $S_1$ state will be bright and the $S_2$ state will be dark in the one-photon absorption spectrum. Conversely, when $\xi > 1$, the reverse ordering holds – $S_1$ is a basis for $A_1$ at planar configurations and $S_2$ is a basis for $B_2$, so that the former is dark while the latter is bright. If the states are close in energy, the intensity may be distributed between them. These observations hold for one-photon absorption. For the case of two-photon absorption, it is quite possible that $S_2$ will be bright when $\xi < 1$. In this case, because $S_1$ can couple to both $S_0$ and $S_2$ via one-photon transitions, it may amplify a two-photon $S_0$-$S_2$ transition via resonant enhancement.

The Case of Negative $\xi$

During our exposition of our interaction model, we stated that in the case of negative $\xi$, the model fails to fulfill the basic expectations of a photoisomerization model. The reason for this is that twisting is not favorable on the $S_1$ state in this case. The effect of a negative value of $\xi$ is basically to “flip the model upside-down”. This is graphically illustrated in figure 16. Inverting the three potential surfaces means that the identities of the conical intersection seams also switch, though their behavior is analogous to the case where $\xi > 0$. The inversion of the $S_1$ potential energy surface, where twisting is favorable for $\xi > 0$, implies that it is similarly unfavorable for $\xi < 0$. For $\xi < -1$, twisting does become favorable along the disrotatory twist coordinate, where it was not for $\xi > 0$, and leads to an $S_1/S_0$ intersection at the same location in the $(\theta_L, \theta_R)$ plane where an $S_2/S_1$ intersection occurs for $\xi > 1$. It is unfavorable along all alternate directions, however. We conclude that for negative values of the parameter $\xi$, the model does not fulfill the basic expectations of a double bond photoisomerization model.

DISCUSSION

Overview
We have proposed a model Hamiltonian to describe double bond photoisomerization processes in systems where a π-bond alternation resonance is coupled to transfer of a formal charge. We have based our interaction Hamiltonian on the overlap of fragment orbitals constituting the smallest possible model of such a system – consisting of three orbitals over which a single valence bond resonates between three possible configurations. By the imposition of conditions that can be interpreted as symmetry constraints, we cast the problem in a parameter space to three dimensions, and we have examined the potential surfaces and degeneracy spaces over this parameter space. The reduced dimensionality allows a thorough analysis of the topology and topography of intersection seams over the parameter space. We have offered a detailed interpretation of the parameterization in terms of a hypothetical molecular frame, which illustrated how the reduction of the parameter space can be construed as a particular limit of energetic degeneracy of the basis states and geometric symmetry of the molecular frame. Future works will use this limit as a base from which the model can be expanded so as to provide a more general description of the photoisomerization reactions of methine dyes like those in figure 1. Molecules such as in figure 1 have engendered recent interest as molecular switches in bioimaging applications27,41,44 or bioelectronic memory arrays45, and also as model compounds for coherent laser control experiments30. Even in its present form, the model provides a physical description that is qualitatively realistic, and even suggests new predictions.

**Core Observations**

Our model fulfills the most basic expectations for a photoisomerization model: 1) it describes favorable bond twisting in excited states 2) it describes low-lying conical intersections associated with bond twist by which the system can decay to the ground state. The S1/S0 intersections described by the model can be accessed along a range of twist angles, but occur within a region characterized by the twist of both angles (i.e. along an emergent coordinate).

Our model describes charge localization processes that occur in tandem with bond twisting. It also describes sharp changes in localization in the vicinity of a conical intersection. Charge localization is associated with bond twisting in organic charge-transfer dyes70,46. *Ab initio* studies have predicted for
such systems that conical intersections join states with different charge localization\textsuperscript{43,65,71}. It has been suggested that the charge localized character of twisted states and conical intersections in these reactions may be used as a tool for the design of light-driven molecular devices.\textsuperscript{70} Simple photoisomerization models which can capture this behavior may become useful in such pursuits. Twisted intramolecular charge-transfer (TICT) states are a recurring motif seen in \textit{ab initio} studies of photoisomerization in charge-transfer dyes. They are also implicated in more general photoisomerization systems, including those with neutral ground states\textsuperscript{34}. However, in charge-transfer dyes – as opposed to polyenes or retinal protonated Schiff base (RPSB) models\textsuperscript{23} – it is possible to describe charge localization processes within the manifold of maximally covalent states (fig. 4). This is a key ingredient in our approach, as it allows us to halve the dimensionality of the relevant Hilbert space. The ability to describe charge localization upon bond twisting is an important goal for any photoisomerization model. Our model can describe this behavior.

In addition to being able to describe decay from the first excited state, our model makes interesting suggestions about how higher excited states may become involved in the photoprocesses. Specifically, it suggests that conical intersections between the excited states may occur at planar or near-planar configurations, and describes the induction of barriers on the first excited state surface due to interaction with a higher state. As such, it provides a more detailed electronic structural context to previous phenomenological models of barriers to photoisomerization in methine dyes.\textsuperscript{72} It also points to a possible reason why one-photon and two-photon excitation modes lead to fluorescence from a single state in fluorescent protein chromophores\textsuperscript{73} and arylmethane dyes\textsuperscript{74}. It has been noted for anionic GFP chromophore\textsuperscript{73} and for the diarylmethane dye Auramine-O\textsuperscript{74} that single- and multi-photon excitation induce fluorescence from the same state. Our model suggests that in systems where $\xi$ is not too close to one, decay from $S_2$ to $S_1$ may require substantial torsion. In restrictive environments, alternate decay pathways may compete effectively and reduce the fluorescence intensity. This is consistent with the pressure-dependence of the fluorescence of Auramine-O in a solid polymer matrix\textsuperscript{74} as well as the xanthene dye Rhodamine B\textsuperscript{75}. Rhodamine dyes are xanthenes, which are fluorescent dyes engineered
through covalent bridging of the rings of arylmethane dyes. Such cross-bridging strategies would be expected to restrict conrotatory motion but may admit hula-twisting motions that are more disrotatory in nature.

**Comparison With Ab Initio Studies of Representative Molecules**

There have been *ab initio* calculations on systems analogous to those in figure 1, against which we can compare some of the predictions of our model. Sanchez-Galvez et al. have studied the $S_0$ and $S_1$ surfaces of a complete active space self-consistent field (CASSCF)$^{76}$ ansatz for a series of cyanine models$^{67}$. Martin et al.$^{65}$, Altoe et al.$^{63}$ and Olsen et al.$^{43,66}$, have all studied the potential surfaces and wavefunctions of green, red and kindling fluorescent protein chromophore anions with CASSCF methods, and Toniolo et al.$^{71,77}$ have calculated minimum energy paths (MEPs) and dynamical trajectories on the $S_1$ surface of a reparameterized semi-empirical complete active space model.

In their extensive survey of the $S_1$ surfaces of a trimethine cyanine model, Sanchez-Galvez et al.$^{67}$ noted that the sections of the MEP closest to the Frank-Condon point evolved primarily along conrotatory twist and symmetric stretching coordinates. This result was broadly supported by further results by Improta et al.$^{64}$ Our model successfully describes the initial preference for conrotatory evolution from planar configurations on the $S_1$ state. Our model is also consistent with symmetric stretching motions in the short-time dynamics, because $\xi$ can be interpreted as encompassing a component of this motion. Our model does not at present accommodate a parameterization of asymmetric stretching. This may explain why our model cannot describe another important observation made by Sanchez-Galvez et al.$^{67}$ and Improta et al.$^{64}$ for cyanines, or by Martin et al.$^{65}$, Altoe et al.$^{63}$, and Olsen et al.$^{43}$, for fluorescent protein chromophores – the existence of TICT intermediates on the $S_1$ surface. These TICT intermediates are twisted are primarily twisted about a single bond, and they are displaced from $C_2$ symmetry along an antisymmetric bond stretch coordinate. Although our model does predict that twisting of either single bond is favorable in the $S_1$ state, it does not predict minima corresponding to TICT intermediates. Sanchez-Galvez et al.$^{67}$ note that the MEP for their cyanine model breaks the initial $C_{2v}$ symmetry in the order $C_{2v} \rightarrow C_2 \rightarrow C_1$. Improta et al.$^{64}$ find evidence of
similar behavior in their cyanine models. Our analysis of geometrical interpretations for $\xi$ implies that it can only describe totally symmetric modes.

**Our model predicts the existence of $S_1/S_0$ conical intersection seams that span a range of torsion angles.** If one considers the branch of the seam over the entire range of $\xi$, then the seam can be accessed for values of the torsion in the interval $(\pi/2, 3\pi/2)$. Hunt et al.\textsuperscript{78} have reported dynamics calculations on the same model cyanine used by Sanchez-Galvez et al.\textsuperscript{67} Their results indicate that $S_1/S_0$ intersections can be accessed over the entire range of torsion angles. Sanchez-Galvez et al.\textsuperscript{67} reported only low-lying points on the intersection seam for the same model, which were found to lie close to the TICT intermediate structures – in $C_1$ symmetry. The path connecting these minimal-energy conical intersections (MECIs) to the TICT intermediates corresponded to antisymmetric stretching and nitrogen pyramidalization motions. Martin et al.\textsuperscript{65} have optimized an $S_0/S_1$ conical intersection point which displays disrotatory (‘hula’) twist. Our model is not consistent with this, and only predicts disrotatory-twisted $S_0/S_1$ CIs at the 3-state intersection. Our model does not have the dimensionality required to span the branching space of a 3-state intersection\textsuperscript{79}. The branching space of a three-state intersection is, in general, five-dimensional, in line with the requirements of zero diagonal splitting and zero coupling. This five-dimensional branching space contains two three-dimensional two-state intersection seams\textsuperscript{79}. The failure of the model to predict disrotatory-twisted $S_0/S_1$ CIs may arise from the restricted dimensionality of our parameterization. Olsen et al.\textsuperscript{43} and Toniolo et al.\textsuperscript{71} have reported low-lying intersection points nearby to TICT intermediates for a model of GFP chromophore anion. These minimal energy conical intersection points showed an uneven distribution of twist on the bridge, with most of the twist concentrated on a single bond. Our model does not describe these intersections because it lacks a suitable parameterization for antisymmetric stretching motions. To our knowledge, low-lying intersections along conrotatory twist coordinates have not been reported for similar systems. This may be because characterization of conical intersection seams is currently dominated by discussion of minimal energy points on the seams. If a portion of intersection seam with conrotatory twist ($C_{2v}$...
symmetric) were to be found for a symmetric charge-transfer dye, than this may be considered support for the current model.

Pyramidalization or re-hybridization of carbon centers is commonly observed in minimum-energy geometries of charge-transfer conical intersection seams\textsuperscript{34}. We are considering generalizations of our model that can describe this motion. In the context of GFP chromophore anions, the geometries of minimal energy conical intersections that have been reported all feature visible pyramidalization of the methine bridge carbon\textsuperscript{43,65}. This is not the case, however, for models of kindling (KFP) or red (RFP) fluorescent protein chromophores\textsuperscript{43,66}. In these latter cases, the intermediates and MECIs corresponding to twist about different bonds are not degenerate on the $S_1$ surface, and only the higher-energy MECI features pyramidalization. Pyramidalization motions may be important because they could stabilize the ionic state manifold and thereby call into question the assumptions built into our ansatz for the low-lying states (Fig.4). Analysis of CASVB\textsuperscript{80} wavefunctions near the MECIs which we have calculated for FP chromophore anions suggest that this is not the case.\textsuperscript{43}

Our model in its current form only considers interactions between degenerate valence bond states. We have not, at this time, attempted to parameterize the diagonal splitting which will arise between the states for a realistic molecule. This may well be the underlying reason why our model does not describe TICT intermediates on the excited state surface. The inclusion of diagonal biasing may also manifest itself in the distribution of conical intersection points in the model. The multidimensionality of the branching space of conical intersections arises from the need to simultaneously zero both the diagonal splitting and the off-diagonal coupling of an effective Hamiltonian. For a two-state intersection, this requires two degrees of freedom; in the three-state case it requires five. By concentrating only on the state interactions, we have, in effect, constrained our system to a three-dimensional cross-section through the intrinsically five-dimensional space of $3 \times 3$ symmetric matrices. The intersection seam visualized in figure 14 represents the union of two one-dimensional projections of three-dimensional manifolds representing the two-state intersection seams. One may expect that introducing energetic bias amongst the states will alter the position of the intersection points projected onto the three-dimensional
space that we have used to parameterize our model. This may result in the appearance of additional sections of intersection seam at accessible energies – for example allowing decay at values of the twist angles that our model does not currently predict. However, as long as the parameterization of the matrix elements is continuous and single-valued modulo any periodic boundary conditions then this will also be true for the intersection seam. We will deal with extensions of our model that include state biasing – and the parameterization of this biasing – in a future publication.

**Prospects**

Our current model has the potential for use in studies of the photoisomerization of coupled double bonds and charge-transfer dyes. It is suitable in extensions of empirical valence force fields, in a similar spirit to other techniques which couple molecular mechanics force fields to valence-bond-like Hamiltonians\textsuperscript{14,16}. One of the key problems with single-state molecular mechanics force fields in addressing the properties of systems in figure 1 is that they do not have the scope to describe the change from resonating planar structures to highly polar twisted intramolecular charge-transfer (TICT) states. We feel, for example, that this is a key problem in the invocation of molecular mechanical results for the ground state isomerization of the chromophore in fluorescent proteins to interpret the excited state isomerization processes\textsuperscript{60,81}. Charge localization is a common motif seen in *ab initio* treatments of photoisomerization reactions\textsuperscript{70}. Our work suggests that this qualitative behavior could be described for methine dyes using a parameterized interaction model defined over a covalent electronic Hilbert space of reasonably low dimension.

There are certain features of photoisomerization in methine dyes that our model cannot describe in its current form. These include TICT intermediates on the $S_1$ surface, as well $S_1/S_0$ conical intersection seams at geometries with uneven bridge twist or with significant disrotatory twist. Our model is easily generalizable, and we expect that many of these features become accessible as the model is expanded. As this occurs, it will illuminate further the underlying physics of methine photoisomerization. We are currently investigating appropriate generalizations and will describe these in upcoming papers.
The multi-dimensional nature of molecular decay processes presents formidable difficulty when one attempts to understand the fundamental physics. This is true for molecules in isolation, but the difficulty becomes even more acute when one wishes to describe environmental influences or quantum dynamical effects. Even in the case of isolated ethylene, the simplest double bonding system, consideration of the full intersection space requires ten dimensions. In this context, reduced models are useful because they provide fundamental insight as well as a point of reference from which extensions can be made in an informed and systematic manner. They have been used in this manner to great effect in understanding the photoisomerization processes of ethylenic systems.\textsuperscript{19,23} In this sense, our model carries considerable pedagogical value in its current form. By virtue of its restricted dimensionality, we have been able to clearly visualize the conical intersection seams which lead to excited-state decay. Further extensions of our interaction Hamiltonian will rely heavily on the current results as a point of reference for understanding how the structure of the intersections space evolves as the dimensionality increases.

ACKNOWLEDGMENT This work was partially supported with funds from the Australian Research Council Discovery Project DP0877875. We thank Anthony Jacko and Michael Smith for readings of the manuscript. We additionally thank Anthony Jacko for bringing to our attention an error in the eigenvalues formulas. Some of the graphics were generated with the Mathematica\textsuperscript{82}, VMD\textsuperscript{83} and ChemBioDraw\textsuperscript{58} software packages.
**FIGURE CAPTIONS**

**Figure 1.** Examples of charge-transfer dyes which display double bond isomerization photochemistry. All three molecules resonate between Lewis structures which feature invert bond alternation and relocates the formal charge. (Top) The chromophore of the green fluorescent protein (GFP) in its anionic form. The cyanine dye Thiazole Orange (middle) and the triarylmethane dye Malachite Green (bottom) become fluorescent when bound to biological macromolecules, making them useful biotechnological stains.

**Figure 2.** The 4 isomers of the asymmetrical dye Thiazole Orange, which differ by (Z,E) isomerism of the bridge. Thiazole Orange is the least symmetrical of the three example molecules in Fig. 1, and so all isomers are distinguishable. They are labelled according to standard organic chemistry nomenclature.

**Figure 3.** Important concepts in photochemical mechanisms. Reactants (green lump) are promoted to the excited state surface by a photon, forming the Frank Condon State (red lump) which then evolves in all possible ways (transparent orange lumps along black lines) on the excited state. Upon passing near a conical intersection between the surfaces, population can return to the ground state and continues to evolve to form one or more products (yellow lumps).

**Figure 4.** Electronic states of a model charge-transfer dye. States are generated by arranging four electrons (excess positive charge) or two electrons (excess negative charge) amongst $\pi$ orbitals on different fragments. Localized complete active space orbitals for a green fluorescent protein chromophore model are shown as an example. The ‘nuclei’ are assumed to carry a charge of +1, so single occupation neutralizes the ‘atom’. For the four-electron case, three maximally covalent configurations and three ionic configurations are shown. The ionic configurations are generated by separating the charge in the bond of one of the covalent structures. The covalent and ionic state spaces can be contracted to form three “perfect-pairing” valence bond wavefunctions that are distinguishable by the location of the bond and the formal charge.
**Figure 5.** (Top) The parameterization of our interaction Hamiltonian. The off-diagonal elements are listed next to the line connecting the sites that they couple. The coupling of the end sites to the bridge are given by cosine terms representing π bond overlap. The third interaction element is the cosine of the difference between bridge-end angles multiplied by a scaling parameter. (Bottom) A geometrical idealization of the model. The angles $\theta_L$ and $\theta_R$ have a clear geometrical interpretation as the torsion angles of the bonds connecting the end sites to the bridge. The parameter $\xi$ represents a scaling of end-end relative to end-bridge coupling.

**Figure 6.** A geometric interpretation of the parameter $\xi$ of our model. Contours of constant $\xi$ are plotted against the internal angle $\phi$ and the quantity $\rho$, which is directly proportional to the length of the bridge-end bond, in the context of the geometrical model presented in figure 6. The parameter $\xi$ maps to curved lines in the plane, and can be thought of as a combination of angle contraction and symmetric bond stretching in this context. The parameters appropriate to an allylic anion would occur near $(\rho, \phi) = (4.37, 2\pi/3)$.

**Figure 7.** (Top) The eigenvalues of a traceless 3 x 3 matrix over the $(u,v)$ plane. The quantities $u$ and $v$ (eqn. 7 & 8) completely specify the energy splittings of a 3 x 3 symmetric and positive definite matrix. The conditions $u < 0$ and $u^2 + v^2 < 0$ (region shown at bottom) are sufficient to guarantee real eigenvalues of a 3 x 3 matrix and are equivalent to symmetry and positive definiteness of the matrix. When the inequality is strong, 3 non-degenerate eigenvalues exist. On the boundary (highlighted in black) at least 2 of the eigenvalues are degenerate. $S_1/S_0$ degeneracies occur on the $v < 0$ part of the boundary. $S_2/S_1$ degeneracies occur on the $v > 0$ region of the boundary, and a 3-state intersection occurs at $(u,v) = (0,0)$.

**Figure 8.** Schematic representation of relevant coordinates in terms of the geometrical model in figure 6 (top) and their representation as vectors in the $(\theta_L, \theta_R)$ plane (bottom). Single bond twists change one angle while leaving the other constant; they represent the torsion of one of the two π bonds. The conrotatory and disrotatory twist coordinates are combinations of the single bond twists, respectively.
They are emergent coordinates with no clear analogue for a subsystem composed of a single $\pi$ bond. In the context of an untwisted molecular frame with $C_{2v}$ symmetry, the conrotatory twist preserves $C_2$ symmetry and breaks $C_s$ symmetry, while the disrotatory twist breaks $C_s$ symmetry and preserves $C_2$ symmetry.

**Figure 9.** Potential surfaces of the model when $\xi = 0$. A three-dimensional view is shown at the top of the figure. Colored dashed lines through the surfaces represent one-bond (green), disrotatory (blue) and conrotatory (red) twisting motions. Profiles of the surfaces along these slices are shown at bottom, in the same color scheme.

**Figure 10.** Potential surfaces of the model when $\xi = 0.5$, representing the situation arising in the regime $0 < \xi < 1$. A three-dimensional view is shown at the top of the figure. Colored dashed lines through the surfaces represent one-bond (green), disrotatory (blue) and conrotatory (red) twisting motions. Profiles of the surfaces along these slices are shown at bottom, in the same color scheme. Within this regime of the model the $S_2/S_1$ and $S_1/S_0$ conical intersections occur along orthogonal slices. The $S_2/S_1$ intersections occur along the disrotatory twist slice (blue). The $S_1/S_0$ intersections occur along the conrotatory twist slice (red). Bond twisting motions are generally favorable on both excited states, and unfavorable on the ground state.

**Figure 11.** Potential surfaces of the model when $\xi = 1.0$, representing the situation arising at the critical level $\xi = 1$. A three-dimensional view is shown at the top of the figure. Colored dashed lines through the surfaces represent one-bond (green), disrotatory (blue) and conrotatory (red) twisting motions. Profiles of the surfaces along these slices are shown at bottom, in the same color scheme. At this critical level of $\xi$, the $S_2/S_1$ intersections occur at planar configurations ($\theta_{L,R} = 0 + n\pi$). They are no longer conical intersections, but are glancing (Renner-Teller) intersections instead. The $S_1/S_0$ intersections occur along the conrotatory twist slice (red) as the $0 < \xi < 1$ regime. Bond twisting motions are generally favorable on the first excited state and unfavorable on the ground state, from planar configurations. The highest state ($S_2$) is flat with respect to all bond-twisting motions.
**Figure 12.** Potential surfaces of the model when $\xi = 1.5$, representing the regime $1 < \xi$. A three-dimensional view is shown at the top of the figure. Colored dashed lines through the surfaces represent one-bond (green), disrotatory (blue) and conrotatory (red) twisting motions. Profiles of the surfaces along these slices are shown at bottom, in the same color scheme. Within this regime of the model the $S_2/S_1$ and $S_1/S_0$ conical intersections occur along the line representing pure conrotatory twist motion. Bond twisting motions on the first excited state ($S_1$) are now activated along the conrotatory twist direction, and lead to the $S_2/S_1$ intersection. Disrotatory twisting is favorable on the $S_1$ state. Bond twisting is favorable along one-bond and conrotatory twisting directions in the upper state ($S_2$). Pure conrotatory twist motion on this surface leads to the $S_2/S_1$ intersection. Bond twisting on the ground state is unfavorable from planar configurations.

**Figure 13.** Eigensurfaces over a plane spanned by $\xi$ and conrotatory twist (left top), the disrotatory twist (right top), and one-bond twists (bottom) obtained by twisting one bond while the other is untwisted (bottom left) or while the other is twisted at an angle of $\pi/2$ (bottom right).

**Figure 14.** The conical intersection seam over the 3-dimensional parameter space. The intersections in a unit cell of the $(\theta_L, \theta_R)$ plane (left) are continued over the periodic boundaries as the cell is extended (top right). Contours are given by the equation $|v| - |u| = 0.005$ (see eqns. 15 & 16) and forms a tubular contour enclosing the intersection seam. Contours are colored according to the sign of the angle $\Theta$ (see eq. 17); red contours enclose $S_1/S_0$ intersections and yellow contours enclose $S_2/S_1$ intersections. The $S_2/S_1$ intersection seams from diagonally adjacent unit cells collide and diverge at the corners, changing direction when $\xi = 1.0$. The identity of the intersecting pairs of states is simply related to the sign of the parameter $v$, which determines whether the intersection corresponds to $\Theta = 0$ ($S_2/S_1$ intersection) or $\Theta = \pi$ ($S_1/S_0$ intersection) at points along the seam. At $\xi = 0.0$, the model becomes singular at $(\pi/2, \pi/2)$, giving rise to a 3 state intersection and an indeterminate value of $\Theta$. Variations in color on the contour near this point reflect increasing rapid variations in $\Theta$. As $\xi$ becomes infinite, the $S_2/S_1$ and $S_1/S_0$ intersections will asymptotically approach each other at the points $(\pi/4, \pi/4)$ and $(3\pi/4, 3\pi/4)$. 
**Figure 15.** Populations of the VB basis states over the \((\theta_L, \theta_R)\) plane for adiabatic states \(S_0\) (bottom), \(S_1\) (middle) and \(S_2\) (top) for \(\xi\) values (left to right) 0.0, 0.5, 1.0 and 1.5. The basis states have been mapped to the RGB color system using the legend shown at top. The color at any one point was generated by using the squared components of the adiabatic state vectors as RGB coordinates. Fast changes in the wavefunctions are observed in the vicinity of all conical intersections, but are most dramatic in the vicinity of the conical intersections, where the states change character discontinuously.

**Figure 16.** Features of the model when \(\xi\) is allowed to become negative. The results obtained for our model when \(\xi < 0\) are easily extrapolated from results obtained for \(\xi > 0\). The results can be obtained by “turning the model on its head”, in the sense that the shifted eigenvalues of the model over the \((\theta_L, \theta_R)\) plane are mirrored through \(z = 0\) (top of figure). As a consequence of this behavior, the identities of the intersections change (bottom), with \(S_1/S_0\) intersections becoming \(S_2/S_1\) intersections, etc. Twisting is generally not favorable on the \(S_1\) surface for \(\xi < 0\), so the model in this regime does not fulfill the basic expectations of a double bond photoisomerization model.
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