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Abstract. The non-exponential Schilder-type theorem in Backhoff-Veragucas, Lacker and Tangpi [Ann. Appl. Probab., 30 (2020), pp. 1321–1367] is expressed as a convergence result for path-dependent partial differential equations with appropriate notions of generalized solutions. This entails a non-Markovian counterpart to the vanishing viscosity method.

We show uniqueness of maximal subsolutions for path-dependent viscous Hamilton-Jacobi equations related to convex super-quadratic backward stochastic differential equations.

We establish well-posedness for the Hamilton-Jacobi-Bellman equation associated to a Bolza problem of the calculus of variations with path-dependent terminal cost. In particular, uniqueness among lower semi-continuous solutions holds and state constraints are admitted.

1. Introduction

Backhoff-Veraguas, Lacker and Tangpi [2] derived a non-exponential Schilder-type theorem, which they used to obtain new limit theorems for backward stochastic differential equations (BSDEs) and, in the Markovian case, for the corresponding partial differential equations (PDEs). They posed the question whether it is possible to have a corresponding PDE result in the non-Markovian case as well. Purpose of our work is to provide an answer to this question.

We establish well-posedness for (second order) path-dependent viscous Hamilton-Jacobi equations and for (first-order) path-dependent Hamilton-Jacobi-Bellman (HJB) equations with possibly super-quadratic growth in the gradient. Together with a modification of the Schilder type theorem in [2], we obtain a non-Markovian vanishing viscosity result for path-dependent PDEs and thereby address the mentioned open problem in [2].

The notions of solutions for our path-dependent PDEs are in the spirit of contingent solutions for PDEs (see, e.g., [24]), also known as Dini solutions (see, e.g., [3] and [50]) or minimax solutions (see, e.g., [46]).

In the context of contingent or Dini solutions for first-order standard PDEs related to Bolza problems, [13] and also [39] are very close to our approach. More recent works in this direction are [37], [4] and [6]. Regarding the possible use of viscosity solution techniques, we refer the reader to the remarks on p. 1202 in [7].
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In particular, fast growth in the gradient, discontinuity of the Lagrangian, and extended real-valued lower semi-continuous terminal data (to allow right-end point constraints in optimal control problems) cause non-trivial issues. For example, solutions of HJB equations can be expected then to be only lower semi-continuous. In the second-order case, the only works we are aware of that use contingent-type solutions are [48] and [47], where Isaacs equations corresponding to Markovian stochastic differential games with drift control and bounded control spaces are studied. However, similar constructions (stochastic or Gaussian derivatives) are also used in [26] and [27]. In the context of first-order path-dependent PDEs, [29] is most relevant. It deals with a calculus of variations problem involving a path-dependent terminal cost and the related path-dependent HJB equation. The setting is very close to our problem (DOC) below. The main difference is that in [29] the terminal cost is required to be Lipschitz continuous, which leads to Lipschitz continuity of the corresponding value function and also makes it possible in [29] to develop a viscosity solution theory. In our work, we require only continuity resp. lower semi-continuity of the terminal cost, which is one of the reasons why we establish a Dini resp. minimax solution theory. For the current state of the art for first-order path-dependent PDEs and for further relevant works, see [25] and the references therein.

In the literature [11, 19–23, 31, 38, 40–45] on viscosity solutions of second-order path-dependent PDEs, the Hamiltonian is required to grow at most linearly in the gradient (the same condition is also needed in [12], where a notion of strong-viscosity solutions is used). Overcoming this restriction for any notion of generalized solutions has been a longstanding open problem. By proving wellposedness of maximal (Dini) subsolutions for a class of second-order path-dependent PDEs with quadratic and even super-quadratic growth in the gradient, we establish first results related to this problem.

Non-Markovian large deviation problems and their connections to path-dependent PDEs are also studied in [36]. In contrast to our work, in [36] only the (limiting) rate function is characterized as a solution of a (first-order) path-dependent PDE. Moreover, the terminal condition is required to be Lipschitz continuous whereas we need only continuity.

2. Setup

2.1. Notation. Let \( \Omega = C([0, T], \mathbb{R}^d) \). The canonical process on \( \Omega \) is denoted by \( X \), i.e., \( X(t, \omega) = \omega(t) \) for each \( (t, \omega) \in [0, T] \times \Omega \). Let \( \mathbb{F} = \{ \mathcal{F}_t \}_{t \in [0, T]} \) be the (raw) filtration generated by \( X \). Given a probability measure \( P \) on \( (\Omega, \mathcal{F}_T) \), denote by \( \mathbb{F}^P = \{ \mathcal{F}^P_t \}_{t \in [0, T]} \) the \( P \)-completion of the right-limit of \( \mathbb{F} \).

We equip \( \Omega \) with the supremum norm \( \| \cdot \|_\infty \) and \([0, T] \times \Omega \) with the pseudo-metric \( d_\infty \) defined by

\[
d_\infty((t_1, \omega_1), (t_2, \omega_2)) := |t_1 - t_2| + \sup_{s \in [0, T]} |\omega_1(s \wedge t_1) - \omega_2(s \wedge t_2)|.
\]

Continuity and semi-continuity of functions defined on \( \Omega \) (resp. \([0, T] \times \Omega \)) are to be understood with respect to \( \| \cdot \|_\infty \) (resp. \( d_\infty \)). Note that semi-continuous functions on \([0, T] \times \Omega \) are \( \mathbb{F} \)-progressive. From now on, we write l.s.c. (resp. u.s.c.) instead of lower semi-continuous (resp. upper semi-continuous).

With slight abuse of notation, we also use the notation \( \| \cdot \|_\infty \) to express the sup-norm for functions belonging to other function spaces.
We often identify vectors with constant functions, e.g., given a map \( h : \Omega \to \mathbb{R} \), a vector \( z \in \mathbb{R}^d \), and a path \( \omega \in \Omega \), we write \( h(\omega + z) \) instead of \( h(\omega + z I_{[0,T]}) \).

Given \((t_0, x_0, n) \in [0, T] \times \Omega \times \mathbb{N}\), denote by \( P_{t_0, x_0, n} \) be the unique probability measure on \((\Omega, \mathcal{F}_T)\) such that \( X_{[t_0,T]}^{(n)} \) is a d-dimensional standard \((P_{t_0, x_0, n}, \mathbb{F})\)-Wiener process starting at \( z(t_0) \) and that \( P_{t_0, x_0, n}(X_{[0,t_0]} = x_0|_{[0,t_0]}) = 1 \). We write \( E_{t_0, x_0, n} \) for the corresponding expected value. Moreover, \( P_{t_0, x_0} := P_{t_0, x_0, 1} \) and \( F_{t_0, x_0, n} := \mathbb{R}^{P_{t_0, x_0, n}} \).

As space of controls, the set \( L_b \) of all bounded \( \mathbb{F} \)-progressive processes from \([0, T] \times \Omega\) to \( \mathbb{R}^d \) is used (whereas in [2] the controls are \( \mathbb{R}^{P_0} \)-progressive).

We denote by \( \text{dom} \) the effective domain of an extended real-valued function.

2.2. Data. Let \( h : \Omega \to \mathbb{R} \cup \{ \infty \} \) and \( \ell : [0, T] \times \mathbb{R}^d \to \mathbb{R} \cup \{ \infty \} \) be measurable functions. We use the following hypotheses for \( \ell \).

(H1) The function \( \ell = \ell(t, a) \) satisfies the Tonelli-Nagumo condition, i.e., there is a function \( \phi : [0, \infty) \to \mathbb{R} \) bounded from below with \( \phi(r)/r \to \infty \) as \( r \to \infty \) such that \( \ell(t, a) \geq \phi(|a|) \) on \([0, T] \times \mathbb{R}^d \). Moreover, \( \ell(t, \cdot) \) is l.s.c., proper, and convex for every \( t \in [0, T] \).

(H2) \( \int_0^T \ell(t, 0) dt < \infty \).

These hypotheses are nearly identical with the corresponding condition (TI) for the Lagrangian in [2] (where it is denoted by \( g \)). In some of our main results, we will, in addition to (H1) and (H2), also assume that \( \ell \) is continuous and finite-valued. In those cases, (TI) is satisfied as pointed out in [2].

2.3. The optimal control problems and HJB equations. Let \( n \in \mathbb{N} \). The value for our stochastic optimal control problem (SOC\(_n\)) with initial data \((t_0, x_0) \in [0, T] \times \Omega\) is given by

\[
v_n(t_0, x_0) := \inf_{a \in \mathcal{L}_b^{t_0}} \mathbb{E}_{t_0, x_0, n} \left[ \int_{t_0}^T \ell(t, a(t)) dt + h(X + A^a) \right],
\]

where \( \mathcal{L}_b^{t_0} = \{ a \in \mathcal{L}_b : a|_{[0,t_0]} = 0 \} \) and \( A^a \) is a continuous process on \([0, T] \times \Omega\) defined by \( A^a(t) := \int_0^t \ell(s, a(s)) ds \). The terminal value problem involving the corresponding HJB equation is

\[
(TVP \ n) \quad \left( \partial_t + \frac{1}{2n} \partial_{xx} \right) u(t, x) + \inf_{a \in \mathbb{R}^d} [a \cdot \partial_x u(t, x) + \ell(t, a)] = 0 \quad \text{in } [0, T] \times \Omega,
\]

\[
u(T, x) = h(x) \quad \text{on } \Omega.
\]

Remark 2.1. If (H1) and (H2) hold and \( h \) is bounded, then \( \sup_{n \geq 1} \| v_n \| < \infty \).

The value for our deterministic optimal control problem (DOC) with initial data \((t_0, x_0) \in [0, T] \times \Omega\) is given by

\[
v_0(t_0, x_0) := \inf_{x \in \mathcal{X}^{1,1}(t_0, x_0)} \left[ \int_{t_0}^T \ell(t, x(t)) dt + h(x) \right],
\]

where \( \mathcal{X}^{1,1}(t_0, x_0) := \{ x \in \Omega : x|_{[0, t_0]} = x_0|_{[0, t_0]} \text{ and } x|_{[t_0, T]} \in W^{1,1}(t_0, T; \mathbb{R}^d) \} \).

Here, \( W^{1,p}(t_0, T; \mathbb{R}^d), p \in [1, \infty], \) is the Sobolev space of all \( x \in L^p(t_0, T; \mathbb{R}^d) \) that have a weak derivative \( x' \in L^p(t_0, T; \mathbb{R}^d) \). The terminal value problem involving
the corresponding HJB equation is
\[
(TVP) \quad \partial_t u(t, x) + \inf_{a \in \mathbb{R}^d} \left[ a \cdot \partial_x u(t, x) + \ell(t, a) \right] = 0 \quad \text{in } [0, T) \times \Omega,
\]
\[
u(T, x) = h(x) \quad \text{on } \Omega.
\]

3. Notions of solutions of path-dependent HJB equations

We call a function \( u : [0, T] \times \Omega \to \mathbb{R} \cup \{\infty\} \) non-anticipating if \( u(t, x) = u(t, x(\cdot \wedge t)) \) for every \( (t, x) \in [0, T] \times \Omega \). Note that whenever a function on \([0, T] \times \Omega\) is l.s.c. or u.s.c. (with respect to \( d_{\infty} \)), then it is automatically non-anticipating.

3.1. Dini solutions. Given a non-anticipating function \( u : [0, T] \times \Omega \to \mathbb{R} \cup \{\infty\} \), we define the lower and upper Dini derivative
\[
d_{-}u(t_0, x_0)(1, a) := \lim_{\delta \downarrow 0} \frac{u(t_0 + \delta, x_0(\cdot \wedge t_0) + A^a(\cdot \vee t_0) - A^a(t_0)) - u(t_0, x_0)}{\delta},
\]
\[
d_{+}u(t_0, x_0)(1, a) := \lim_{\delta \downarrow 0} \frac{u(t_0 + \delta, x_0(\cdot \wedge t_0) + A^a(\cdot \vee t_0) - A^a(t_0)) - u(t_0, x_0)}{\delta}
\]
at points \((t_0, x_0) \in [0, T] \times \Omega\) in direction \((1, a) \in \mathbb{R} \times \mathbb{R}^d\). Here, in unison with the process \( A^a \) in Subsection 2.3, \( A^a(t) = at \).

The following (path-dependent) notion of Dini semi-solutions is motivated by the notion of (contingent) solutions used in Theorem 4.1 of [13] for HJB equations related to Bolza problems. Our notion is also related to the infinitesimal version of minimax solutions for path-dependent Isaacs equations used in [34].

**Definition 3.1.** Let \( u : [0, T] \times \Omega \to \mathbb{R} \cup \{\infty\} \).

(i) We call \( u \) a Dini supersolution of \((TVP)\) if \( u \) is l.s.c., \( u(T, \cdot) \geq h \), and, for every \((t_0, x_0) \in \text{dom}(u)\) with \( t_0 < T \),
\[
\inf_{a \in \mathbb{R}^d} \left[ d_{-}u(t_0, x_0)(1, a) + \ell(t_0, a) \right] \leq 0.
\]

(ii) We call \( u \) a Dini subsolution of \((TVP)\) if \( u \) is u.s.c., \( u(T, \cdot) \leq h \), and, for every \((t_0, x_0) \in \text{dom}(u)\) with \( t_0 < T \),
\[
\inf_{a \in \mathbb{R}^d} \left[ d_{+}u(t_0, x_0)(1, a) + \ell(t_0, a) \right] \geq 0.
\]

We call \( u \) a maximal Dini subsolution of \((TVP)\) if \( u \) is a Dini subsolution of \((TVP)\) and, for every Dini subsolution \( v \) of \((TVP)\), we have \( u \geq v \).

**Example 3.2.** Let \( d = 1, \ h = \infty.1_K, \) where \( K := \{ t \mapsto t^{1/2} \} \subset \Omega, \) and \( \ell \) be defined by \( \ell(t, a) = |a|^{3/2} \). Then \( \nu_0 \) satisfies
\[
\nu_0(t_0, x_0) = \begin{cases} 
\int_{t_0}^{T} 2^{-3/2}t^{-3/4} \ dt = 2^{1/2} T^{1/4} - t_0^{1/4} & \text{if } x_0|_{[0,t_0]}(t) = t^{1/2}, \\
\infty & \text{otherwise}.
\end{cases}
\]

Note that, for each \((t_0, x_0) \in \text{dom}(\nu_0)\) with \( t_0 < T \) and each \( a \in \mathbb{R} \), we have \( d_{-} \nu_0(t_0, x_0)(1, a) = \infty \) for which the constant perturbation involving \( a \) is responsible. (To obtain a finite value for our Dini derivative, we would need to permit the non-constant perturbation \( t \mapsto t^{1/2} \).) Thus \( \inf_{a \in \mathbb{R}^d} [d_{-} \nu_0(t_0, x_0)(1, a) + |a|^{3/2}] \leq 0 \) is never satisfied. Hence, in our example there does not exist a Dini supersolution of \((TVP)\). This justifies the need for an appropriate weaker notion of solution (see Subsection 3.2).
Given a non-anticipating function $u : [0, T] \times \Omega \to \mathbb{R}$, we define the upper stochastic Dini derivative
\[
\lim_{\delta \downarrow 0} \frac{E_{t_0, x_0, n}[u(t_0 + \delta, X + A^a(\cdot, t_0) - A^a(t_0)) - u(t_0, x_0)]}{\delta}.
\]
at points $(t_0, x_0) \in [0, T] \times \Omega$ in direction $(1, a, n^{-1} I_d) \in \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^{d \times d}$ (cf. [26, 27, 47, 43]).

The following notion of subsolutions for second order path-dependent PDEs is motivated by the minimax solutions used in Theorem 5.1 of [47, 48] in a Markovian framework.

**Definition 3.3.** Let $u : [0, T] \times \Omega \to \mathbb{R}$. We call $u$ a Dini subsolution of $(TVP_n)$ if $u$ is u.s.c., $u(T, \cdot) \leq h$, and, for every $(t_0, x_0) \in [0, T] \times \Omega$,
\[
\inf_{a \in \mathbb{R}^d} \left[ d^{1,2}_+ u(t_0, x_0)(1, a, n^{-1} I_d) + \ell(t_0, a) \right] \geq 0.
\]
We call $u$ a maximal Dini subsolution of $(TVP_n)$ if $u$ is a Dini subsolution of $(TVP_n)$ and, for every Dini subsolution $v$ of $(TVP_n)$, we have $u \geq v$.

**Remark 3.4.** In our specific setting, the use of Dini type semiderivatives such as those introduced in this section suffices. This motivates us to call our generalized solutions Dini solutions. For more general data, path-dependent counterparts of contingent derivatives such as the Clio derivatives in [4] need to be utilized. Corresponding generalized solutions would be called contingent solutions.

**3.2. Minimax solutions.** Here, we introduce a weaker notion of solution, which is an adjustment of the infinitesimal notion of minimax solutions in [1]. It is also motivated by the notion of (l.s.c. contingent) solutions used in Theorem 5.1 of [13]. The problem in Example 3.2, which partially motivated this weaker notion, is overcome by allowing non-constant perturbations (see also the notion of contingent solutions in [3] that are defined via contingent derivatives with function-valued directions).

**Definition 3.5.** Let $u : [0, T] \times \Omega \to \mathbb{R} \cup \{\infty\}$ be non-anticipating.

(i) We call $u$ a minimax supersolution of $(TVP)$ if $u$ is l.s.c., $u(T, \cdot) \geq h$, and, for every $(t_0, x_0) \in \text{dom}(u)$ with $t_0 < T$,
\[
\inf_{x \in \mathcal{X}^{1,2}(t_0, x_0)} \lim_{\delta \downarrow 0} \left[ u(t_0 + \delta, x) - u(t_0, x_0) + \int_{t_0}^{t_0 + \delta} \ell(s, x'(s)) \, ds \right] \delta^{-1} \leq 0.
\]

(ii) We call $u$ an l.s.c. minimax subsolution of $(TVP)$ if $u$ is l.s.c., $u(T, \cdot) \leq h$, and, for every $(t_0, x_0) \in [0, T] \times \Omega$ and every $(t, x) \in \left( (t_0, T] \times \mathcal{X}^{1,2}(t_0, x_0) \right) \cap \text{dom}(u)$ with $\int_{t_0}^{t} \ell(s, x'(s)) \, ds < \infty$,
\[
\lim_{\delta \downarrow 0} \left[ u(t - \delta, x) - u(t, x) - \int_{t - \delta}^{t} \ell(s, x'(s)) \, ds \right] \delta^{-1} \leq 0.
\]

(iii) We call $u$ an l.s.c. minimax solution of $(TVP)$ if $u$ is a minimax super- and an l.s.c. minimax subsolution of $(TVP)$.
3.3. Consistency with classical solutions. First, we provide the definitions for path derivatives. The first-order ones are due to Kim [32] and the second-order ones are due to Dupire [13]. Our presentation follows [21] and [35].

**Definition 3.6.** Let \( u : [0, T] \times \Omega \to \mathbb{R} \).

(i) We write \( u \in C^{1,1}([0, T] \times \Omega) \) if \( u \in C([0, T] \times \Omega, \mathbb{R}) \) and if there are functions \( \partial_t u \in C([0, T] \times \Omega, \mathbb{R}) \) and \( \partial_x u \in C([0, T] \times \Omega, \mathbb{R}^d) \) called \textit{first-order path derivatives} such that, for every \((t_0, x_0) \in [0, T] \times \Omega\), \( x \in X^{1,1}(t_0, x_0) \) and every \( t \in (t_0, T] \), we have
\[
u(t, x) - u(t_0, x_0) = \int_{t_0}^t [\partial_t u(s, x) + x'(s) \cdot \partial_x u(s, x)] \, ds.
u(t, x) - u(t_0, x_0) = \int_{t_0}^t [\partial_t u(s, x) + x'(s) \cdot \partial_x u(s, x)] \, ds.
\]

(ii) We write \( u \in C^{1,2}([0, T] \times \Omega) \) if \( u \in C^{1,1}([0, T] \times \Omega) \) with corresponding first-order path derivatives \( \partial_t u \) and \( \partial_x u \) and if there is a function \( \partial_{xx} u \in C([0, T] \times \Omega, \mathbb{R}^{d \times d}) \) called \textit{second-order path derivative} such that, for every \((t_0, x_0) \in [0, T] \times \Omega\), every probability measure \( P \) on \( \mathcal{F}_T \) such that \( X \) is a \((P, \mathbb{F})\)-Itô-semimartingale after time \( t_0 \) with bounded characteristics and with \( P(X|_{[0,t_0]} = x_0|_{[0,t_0]}) = 1 \), and every \( t \in (t_0, T] \), we have
\[
u(t, X) - u(t_0, x_0) = \int_{t_0}^t \partial_t u(s, X) \, ds + \int_{t_0}^t \partial_x u(s, X) \cdot dX(s)
u(t, X) - u(t_0, x_0) = \int_{t_0}^t \partial_t u(s, X) \, ds + \int_{t_0}^t \partial_x u(s, X) \cdot dX(s)
\]
\[+ \int_{t_0}^t \frac{1}{2} \partial_{xx} u(s, X) : d\langle X(s) \rangle, \quad P\text{-a.s.}\]
\[
+ \int_{t_0}^t \frac{1}{2} \partial_{xx} u(s, X) : d\langle X(s) \rangle, \quad P\text{-a.s.}\]

Here, \( \langle X(\cdot) \rangle \) is the quadratic variation of \( X|_{[t_0,T]} \times \Omega \) and, given matrices \( M, N \in \mathbb{R}^{d \times d} \), \( M : N \) is the trace of \( MN^\top \).

**Remark 3.7.** If \( u \in C^{1,1}([0, T] \times \Omega) \), then its first-order path derivatives are uniquely determined. If, in addition, \( u \in C^{1,2}([0, T] \times \Omega) \), then its second-order path-derivative is uniquely determined as well. We refer to Section 2.3 of [21] for more details.

**Definition 3.8.** Let \( u : [0, T] \times \Omega \to \mathbb{R} \).

(i) We call \( u \) a \textit{classical subsolution} (resp. classical supersolution, classical solution) of \((\text{TVP})\) if \( u \in C^{1,1}([0, T] \times \Omega) \), \( u(T, \cdot) \leq h \) (resp. \( u(T, \cdot) \geq h \), \( u(T, \cdot) = h \)), and, for every \((t, x) \in [0, T] \times \Omega \),
\[
\partial_t u(t, x) + \inf_{a \in \mathbb{R}^d} [a \cdot \partial_x u(t, x) + \ell(t, a)] \geq (\text{resp. } \leq, =) 0.\]
\[
\partial_t u(t, x) + \inf_{a \in \mathbb{R}^d} [a \cdot \partial_x u(t, x) + \ell(t, a)] \geq (\text{resp. } \leq, =) 0.\]

(ii) We call \( u \) a \textit{classical subsolution} (resp. classical supersolution, classical solution) of \((\text{TVP})\) if \( u \in C^{1,2}([0, T] \times \Omega) \) (resp. \( u(T, \cdot) \geq h \), \( u(T, \cdot) = h \)) and, for every \((t, x) \in [0, T] \times \Omega \),
\[
\partial_t u(t, x) + \frac{1}{2n} \partial_{xx} u(t, x) + \inf_{a \in \mathbb{R}^d} [a \cdot \partial_x u(t, x) + \ell(t, a)] \geq (\text{resp. } \leq, =) 0.\]
\[
\partial_t u(t, x) + \frac{1}{2n} \partial_{xx} u(t, x) + \inf_{a \in \mathbb{R}^d} [a \cdot \partial_x u(t, x) + \ell(t, a)] \geq (\text{resp. } \leq, =) 0.\]

The following result follows immediately from Definitions 3.1, 3.3 and 3.8.

**Proposition 3.9** (Consistency of Dini solutions with classical solutions). \textit{Assume that \( \ell \) is continuous.}

(i) Let \( u \in C^{1,1}([0, T] \times \Omega) \). Then \( u \) is a classical subsolution (resp. classical supersolution, classical solution) of \((\text{TVP})\) if and only if \( u \) is a Dini subsolution (resp. Dini supersolution, Dini solution of \((\text{TVP})\)).
(ii) Let \( u \in C^{1,2}([0,T] \times \Omega) \). Then \( u \) is a classical subsolution of \((\text{TVP}_m)\) if and only if \( u \) is a Dini subsolution of \((\text{TVP}_m)\).

**Proposition 3.10** (Partial consistency of l.s.c. minimax solutions with classical solutions). Assume that \( \ell \) is continuous and real-valued. Let \( u \in C^{1,1}([0,T] \times \Omega) \).

(a) If \( u \) is an l.s.c. minimax subsolution of \((\text{TVP})\), then \( u \) is a classical subsolution of \((\text{TVP})\).

(b) If \( u \) is a classical supersolution of \((\text{TVP})\), then \( u \) is a minimax supersolution of \((\text{TVP})\).

**Remark 3.11.** The converse of Proposition 3.10 (b) cannot expected to be valid in general because the infimum over \( \mathcal{X}^{1,1}(t_0, x_0) \) in (3.3) can be strictly less than the corresponding infimum over \( \mathbb{R}^d \). For similar reasons, we cannot expect the converse of Proposition 3.10 (a) to be valid in general.

**Proof of Proposition 3.10.** Part (b) follows immediately from Definition 3.5 (i) and Definition 3.8 (i). It remains to prove part (a). To this end, fix \((t_0, x_0) \in [0, T) \times \Omega \) and assume that \( u \) is an l.s.c. minimax subsolution of \((\text{TVP})\). Fix \( t \in (t_0, T) \). Fix \( a \in \mathbb{R}^d \). Then, for any \( x(\cdot) \in \mathcal{X}^{1,1}(t_0, x_0) \) with a continuous derivative \( x' \) that satisfies \( x'(t) = a \), we have

\[
0 \geq \lim_{\delta \to 0} \left( u(t-\delta, x) - u(t, x) - \int_{t-\delta}^{t} \ell(s, x'(s)) \, ds \right) \delta^{-1} \\
= \lim_{\delta \to 0} \left( -\left( \int_{t-\delta}^{t} \partial_s u(s, x) + \partial_x u(s, x) \cdot x'(s) \, ds \right) - \int_{t-\delta}^{t} \ell(s, x'(s)) \, ds \right) \delta^{-1} \\
= -\partial_t u(t, x) - \partial_x u(t, x) \cdot a - \ell(t, a).
\]

Since \( u \in C^{1,1}([0,T] \times \Omega) \), \( \ell \) is continuous, and \( a \) was arbitrary in \( \mathbb{R}^d \), we have

\[
\inf_{a \in \mathbb{R}^d} \left[ \partial_t u(t_0, x_0) + \partial_x u(t_0, x_0) \cdot a + \ell(t_0, a) \right] \geq 0,
\]

i.e., \( u \) is classical subsolution of \((\text{TVP})\). \( \square \)

4. **Main results**

**Theorem 4.1.** Assume \((H1)\) with \( \phi(r) = |r|^p \) for some \( p > 1 \) and \((H2)\). Let \( h \) be continuous and bounded. Then \( (v_n) \) converges to \( v_0 \) uniformly on compacta and \( v_0 \) is continuous. Moreover, \( v_0 \) is the unique l.s.c. minimax solution of \((\text{TVP})\) that is bounded from below. If, in addition, \( \ell \) is continuous and finite-valued, then we have the following:

(i) For each \( n \in \mathbb{N} \), the function \( v_n \) is the unique bounded maximal Dini subsolution of \((\text{TVP}_m)\).

(ii) The function \( v_0 \) is the unique bounded maximal Dini subsolution of \((\text{TVP})\).

**Proof.** The uniform convergence of \((v_n)\) to \( v_0 \) on compacta and the continuity of \( v_0 \) are proven in Section 3. Theorem 4.3 characterizes \( v_0 \) as the unique minimax solution resp. as the unique bounded maximal Dini subsolution of \((\text{TVP})\). Theorem 7.2 addresses the remaining part, i.e., wellposedness of \((\text{TVP}_m)\). \( \square \)

**Remark 4.2.** Well-posedness of \((\text{TVP}_m)\) requires \( h \) to be only u.s.c. and bounded (see Theorem 7.2). The corresponding result in the Markovian case treated in [2] is of similar strength (well-posedness holds for maximal viscosity supersolutions of the corresponding viscous Hamilton-Jacobi equations, which is due to [17]).
Theorem 4.3. Assume (H1).

(a) Let $h$ be l.s.c., proper, and bounded from below. Then the value function $v_0$ is the unique l.s.c. minimax solution of (TVP) that is bounded from below.

(b) Assume (H2). Let $\ell$ be continuous and finite-valued. Let $h$ be u.s.c. and bounded. Then $v_0$ is the unique maximal bounded Dini subsolution of (TVP).

Proof. See Section 8.

5. PROOF OF THE CONVERGENCE RESULT

Consider the semicontinuous envelopes $v_*$ and $v^*$ defined by

$$v_*(t_0, x_0) := \sup_{\delta > 0, \ n \in \mathbb{N}} \inf_{m \geq n} v_m(t, x),$$

$$v^*(t_0, x_0) := \inf_{\delta > 0, \ n \in \mathbb{N}} \sup_{m \geq n} v_m(t, x)$$

for every $(t_0, x_0) \in [0, T] \times \Omega$. Here, $O_\delta(t_0, x_0)$ is the open $\delta$-neighborhood of $(t_0, x_0)$ in $([0, T] \times \Omega, d_\infty)$.

First, we establish an auxiliary result.

Lemma 5.1. Assume (H1). Let $t_n \to t_0$ in $[0, T]$ as $n \to \infty$. Consider a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Let $(a_n)$ be a sequence in $L^1 = L^1([0, T] \times \Omega, dt \otimes d\mathbb{P}; \mathbb{R}^d)$ that converges weakly to some $a \in L^1$. Then $\mathbb{E}_\mathbb{P} \int_{t_0}^T \ell(t, a(t)) \, dt \leq \lim\mathbb{E}_\mathbb{P} \int_{t_n}^T \ell(t, a_n(t)) \, dt$.

Proof. We follow the lines of the proof of the corresponding deterministic closure theorem 10.8.ii in [10]. First, note that, by lower semi-continuity and convexity of $\ell$, for every $\delta > 0$, we have $\mathbb{E}_\mathbb{P} \int_{t_0 + \delta}^T \ell(t, a(t)) \, dt \leq \lim\mathbb{E}_\mathbb{P} \int_{t_0}^T \ell(t, a_n(t)) \, dt$ (more details can be found the proof of Lemma A.1 of [2]). Next, fix $\varepsilon > 0$. Since $\ell$ is bounded from below, there is a $\delta_0 > 0$ independent from $n$ such that, for all $\delta \in (0, \delta_0)$, we have $\mathbb{E}_\mathbb{P} \int_{t_0 + \delta}^T \ell(t, a_n(t)) \, dt > -\varepsilon$ and thus $\lim\mathbb{E}_\mathbb{P} \int_{t_0}^T \ell(t, a_n(t)) \, dt + \varepsilon \geq \mathbb{E}_\mathbb{P} \int_{t_0}^T \ell(t, a(t)) \, dt$. Again, as $\ell$ is bounded from below, either the right-hand side of the previous inequality converges to $\mathbb{E}_\mathbb{P} \int_{t_0}^T \ell(t, a(t)) \, dt$ as $\delta \to 0$ or otherwise the left-hand side equals $\infty$. This concludes the proof as $\varepsilon$ was chosen arbitrarily.

The following two statements adapt Theorem 2.2 in [2] to our slightly more general setting.

Lemma 5.2. Assume (H1) with $\phi(r) = |r|^p$ for some $p > 1$ and (H2). Let $h$ be l.s.c. and bounded from below. Then $v_0 \leq v_*$.

Proof. Let $(t_0, x_0) \in [0, T] \times \Omega$. It suffices to consider the case $v_*(t_0, x_0) < \infty$. Let $(t_n, x_n)$ be a sequence in $[0, T] \times \Omega$ that converges to $(t_0, x_0)$ in $d_\infty$ and that satisfies $v_*(t_0, x_0) = \lim_n v_*(t_n, x_n)$. Let $(a_n)$ be a sequence in $\mathcal{L}$ such that each $a_n$ belongs to $\mathcal{L}_b$ and is an $n^{-1}$-minimizer of $(SOC_n)$ with initial data $(t_n, x_n)$. Then there exists a subsequence $(\theta_k)_k := (t_{nk}, x_{nk}, n_k)_k$ of $(t_n, x_n, n)_n$ with

$$v_*(t_0, x_0) = \lim_k \mathbb{E}_{\theta_k} \left( \int_{t_{nk}}^T \ell(t, a_{nk}(t)) \, dt + h(X + A_{nk}) \right)$$
and, for all \( k \in \mathbb{N} \),
\[
v_*(t_0, x_0) - 1 \leq \mathbb{E}_{\theta_k} \int_{t_n_k}^{T} \ell(t, a_{n_k}(t)) \, dt + \mathbb{E}_{\theta_k} h(X + A^{a_{n_k}}) \leq v_*(t_0, x_0) + 1.
\]

Since \( \ell \) and \( h \) are bounded from below, we can assume that
\[
v^1 = \lim_k \mathbb{E}_{\theta_k} \int_{t_n_k}^{T} \ell(t, a_{n_k}(t)) \, dt \quad \text{and} \quad v^2 = \lim_k \mathbb{E}_{\theta_k} h(X + A^{a_{n_k}})
\]
for some \( v^1, v^2 \in \mathbb{R} \) with \( v_*(t_0, x_0) = v^1 + v^2 \) (cf. Theorem 11.1.i and its proof in [11]). As \( \sup_k \mathbb{E}_{\theta_k} \int_{t_n_k}^{T} \ell(t, a_{n_k}(t)) \, dt < \infty \) and \( a_{n_k}|_{[0,t_n_k]} = 0 \) for all \( k \in \mathbb{N} \), one can proceed nearly exactly as in the proof of Lemma A.1 in [2] to show that the probability measures \( (P_{\theta_k} \circ (A^{a_{n_k}})^{-1})_k \) are tight. Let us point out the differences to [2]. Thanks to our additional requirement that the function \( \phi \) from Hypothesis (H1) satisfies \( \phi(r) = |r|^p \) for some \( p > 1 \), we can estimate \( \int_0^T |a_{n_k}(t)|^p \, dt \) instead of \( \int_0^T |a_{n_k}(t)| \, dt \) (cf. with the first displayed equation in the proof of Lemma A.1 in [2]).

As \( \sup_{k} \mathbb{E}_{\theta_k} \int_{t_n_k}^{T} \ell(t, a_{n_k}(t)) \, dt < \infty \) and \( a_{n_k}|_{[0,t_n_k]} = 0 \) for all \( k \in \mathbb{N} \), one can proceed nearly exactly as in the proof of Lemma A.1 in [2] to show that the probability measures \( (P_{\theta_k} \circ (A^{a_{n_k}})^{-1})_k \) are tight. Let us point out the differences to [2]. Thanks to our additional requirement that the function \( \phi \) from Hypothesis (H1) satisfies \( \phi(r) = |r|^p \) for some \( p > 1 \), we can estimate \( \int_0^T |a_{n_k}(t)|^p \, dt \) instead of \( \int_0^T |a_{n_k}(t)| \, dt \) (cf. with the first displayed equation in the proof of Lemma A.1 in [2]).

Thus, by Skorohod’s representation theorem, there exists a probability space \((\bar{\Omega}, \bar{F}, \bar{P})\) with a sequence of \( \bar{\Omega} \times \Omega \)-valued random variables \((A_{n_k}, \bar{X}_{n_k})_k\) that satisfies \( \bar{P} \circ (A_{n_k}, \bar{X}_{n_k})^{-1} = P_{\theta_k} \circ (A^{a_{n_k}}, X)^{-1} \) for each \( k \in \mathbb{N} \) and that converges (after passing to a subsequence), \( \bar{P} \)-a.s., to some random variable \( \bar{A}_0, \bar{X}_0 \). Next, define a sequence \( (\bar{a}_k) \) of \( \mathbb{R}^d \)-valued processes on \([0, T] \times \bar{\Omega} \) by \( \bar{a}_k(t) := a_{n_k}(t, \bar{X}_{n_k}) \). Again as in the proof of Lemma A.1 in [2], one can deduce that \( (\bar{a}_k) \) is equi-absolutely integrable and thus has a subsequential weak limit in \( L^1([0, T] \times \bar{\Omega}, dt \otimes d\bar{P}; \mathbb{R}^d) \) that we denote by \( \bar{a}_0 \) and that satisfies, by Lemma 5.1
\[
\mathbb{E}^{\bar{P}} \int_{t_0}^{T} \ell(t, \bar{a}_0(t)) \, dt \leq \lim_{\ell \to \infty} \mathbb{E}^{\bar{P}} \int_{t_n_k}^{T} \ell(t, \bar{a}_k(t)) \, dt = \lim_{\ell \to \infty} \mathbb{E}_{\theta_k} \int_{t_n_k}^{T} \ell(t, a_{n_k}(t)) \, dt
\]
as well as \( \bar{A}_0(t) = \int_0^t \bar{a}_0(s) \, ds \), \( \bar{P} \)-a.s., for every \( t \in [0, T] \). Moreover, \( \bar{A}_0|_{[0,t_0]} = 0 \), \( \bar{P} \)-a.s. Hence, together with \( h \) being l.s.c. and \( \bar{X}_0 = x_0(\cdot \wedge t_0) \), \( \bar{P} \)-a.s., we have
\[
(5.1) \quad v_*(t_0, x_0) = v^1 + v^2 \geq \mathbb{E}^{\bar{P}} \left[ \int_{t_0}^{T} \ell(t, \bar{a}_0(t)) \, dt + h(x_0(\cdot \wedge t_0) + \bar{A}_0) \right].
\]

To conclude the proof, it suffices to note that there exists some \( x \in X^{1,1}(t_0, x_0) \) such that the right-hand side of (5.1) is greater than or equal to \( \int_{t_0}^{T} \ell(t, x'(t)) \, dt + h(x) \)
(cf. also Remark 2.6 of [28]).

\begin{lemma}
Assume (H1) and (H2). Let \( h \) be u.s.c. and bounded. Then \( v^* \leq v_0 \).
\end{lemma}
Proof. It suffices to follow the arguments of the first paragraph of the proof of Theorem 2.2 in \[2\] and make the obvious adjustments. For the convenience of the reader, we quickly go over it. Fix \((t_0, x_0) \in [0, T] \times \Omega\) and \(a \in L^1(0, T; \mathbb{R}^d)\) with \(\int_0^T \ell(t, a(t)) dt < \infty\). Given \(N \in \mathbb{N}\), define \(a^N(t) \coloneqq a(t)\) for \(|a(t)| \leq N\) and \(a^N(t) \coloneqq (N/|a(t)|) a(t)\) for \(|a(t)| > N\). Next, consider a sequence \((t_n, x_n)\) that converges to \((t_0, x_0)\) in \([0, T] \times \Omega\) and satisfies \(v^*(t_0, x_0) = \lim_n v_n(t_n, x_n)\). Then
\[
v^*(t_0, x_0) \leq \lim_{n \to \infty} E_{t_n, x_n, n} \left[ \int_{t_n}^T \ell(t, a^N(t)) dt + h(X + A^N \cdot (t_n - A^N(t_n)) \right]
\]
\[
\leq \lim_{n \to \infty} \int_{t_n}^T \ell(t, a^N(t)) dt
\]
\[
+ \lim_{n \to \infty} E_{0, 0} h \left( x_n (\cdot \wedge t_n) + \frac{1}{\sqrt{n}} (X - X(t_n)1_{[t_n, T]}) + A^N (\cdot \wedge t_n) - A^N(t_n) \right)
\]
\[
\leq \int_{t_0}^T \ell(t, a^N(t)) dt + h(x_0 (\cdot \wedge t_0) + A^N (\cdot \wedge t_0) - A^N(t_0))
\]
as \(h\) is u.s.c. as well as bounded and \(\int_0^T \ell(t, a^N(t)) dt < \infty\), which follows from \(\int_0^T \ell(t, a(t)) dt < \infty\), \((H2)\), and the convexity of \(\ell(t, \cdot)\) (cf. the first displayed equation after (38)) in \(\mathbb{R}^d\). Finally, letting \(N \to \infty\) concludes the proof as in \(\mathbb{R}^d\). \(\square\)

Remark 5.4 (No Lavrentiev phenomenon). Assume \((H1)\) and \((H2)\). Let \(h\) be continuous and bounded. Then
\[
v_0(t_0, x_0) = \inf_{x \in X^{1, \infty}(t_0, x_0)} \left[ \int_{t_0}^T \ell(t, x(t)) dt + h(x(x)) \right],
\]
where
\[
X^{1, \infty}(t_0, x_0) := \{ x \in \Omega : x|_{[0, t_0]} = x_0|_{[0, t_0]} \text{ and } x|_{[t_0, T]} \in W^{1, \infty}(t_0, T; \mathbb{R}^d) \}.
\]
This result follows from the proofs of Lemmata 5.2 and 5.3 but with each \(P_{t_0, x_0, n}\), \(n \in \mathbb{N}\), replaced by the unique probability measure under which \(X = x(\cdot \wedge t_0)\) a.s. For a more direct proof, it suffices to slightly modify the proof of Proposition 4.1 in \(\mathbb{R}^d\) (this result is due to \(\mathbb{R}^d\)), where the case \(h \equiv 0\) is treated.

Proof of the first conclusion of Theorem 4.1. By Lemmata 5.2 and 5.3 \(v_0 \leq v^* \leq v_0\). Thus \((v_n)\) converges to \(v_0\) uniformly on compacta and \(v_0\) is continuous (cf. Lemmata V.1.5 and V.1.9 of \(\mathbb{R}^d\) and keep Remark \(\mathbb{R}^d\) in mind). \(\square\)

6. Connections to BSDEs

We present parts of the theory of (convex) superquadratic BSDEs from \(\mathbb{R}^d\) that are relevant for our work. Fix \((t_0, x_0) \in [0, T] \times \Omega\), \(t_1 \in [t_0, T]\), \(n \in \mathbb{N}\), and a \(\mathcal{F}_{t_1}\)-measurable random variable \(\xi : \Omega \to [0, T] \cup \{\infty\}\). Consider the BSDE
\[
dY(t) = - \sup_{a \in \mathbb{R}^d} \left[ a \cdot Z(t) - \ell(t, a) \right] dt + Z(t) dX(t), \text{ on } [t_0, t_1], \text{ and } P_{t_0, x_0, n}\text{-a.s.},
\]
(6.1)
\[
Y(t_1) = \xi.
\]

Definition 6.1. A pair \((Y, Z)\) is a supersolution of (6.1) if

- \(Y : [t_0, t_1] \times \Omega \to \mathbb{R}\) is a càdlàg and \(\mathcal{F}_{t_0, x_0, n}\)-adapted process,
• \( Z : [t_0, t_1] \times \Omega \to \mathbb{R}^d \) is an \( \mathbb{F}^{t_0, x_0, n} \)-predictable process with
\[
\mathbb{E}^{t_0, x_0, n}_{t_0, x_0, n} \int_{t_0}^{t_1} |Z(t)|^2 \, dt < \infty,
\]
• \((t, \omega) \mapsto \left[ \int_{t_0}^{t} Z(r) \, dX(r) \right](\omega), [t_0, t_1] \times \Omega \to \mathbb{R} \) is an \( \mathbb{F}^{t_0, x_0, n}, \mathbb{P}^{t_0, x_0, n} \)-supermartingale, and,
• for every \( t, s \in [t_0, t_1] \) with \( t \leq s \), we have, \( P^{t_0, x_0, n-}\)-a.s.,
\[
Y(s) \geq Y(t) + \int_{t}^{s} \left\{ -\sup_{a \in \mathbb{R}^d} [a \cdot Z(r) - \ell(r, a)] \right\} \, dr + \int_{t}^{s} Z(r) \, dX(r),
\]
\( Y(t_1) \geq \xi \).

A pair \( (Y, Z) \) is a minimal supersolution of \( (6.1) \) if it is a supersolution of \( (6.1) \) and, for every supersolution \( \bar{Y}, \bar{Z} \) of \( (6.1) \), we have \( Y \leq \bar{Y}, dt \otimes dP^{t_0, x_0, n} \)-a.e.

**Proposition 6.2.** Assume \((H1)\) and \((H2)\). Let \( \xi \) be bounded. Then \( (6.1) \) has a unique minimal supersolution \((Y, Z)\) and we write
\[
\ell^{t_0, x_0, n}(\xi) := Y_t, \quad t \in [t_0, t_1].
\]

**Proof.** By the proof of Theorem 3.4 in [10] and by Theorem A.1 in [10], the set of supersolutions of \((6.1)\) is non-empty. Thus we can apply Theorem 4.17 in [15], which concludes the proof. \( \square \)

From now on, let \( T = 1 \) in this section for the sake of simplicity. Fix \( (t_0, x_0) \in [0, T] \times \Omega \). Recall that \( \mathcal{L}^{t_0}_b = \{ a \in \mathcal{L}_b : a|_{[0,t_0]} = 0 \} \). Given \( a \in \mathcal{L}_b \), define \( A^a : [0, T] \times \Omega \to \mathbb{R}^d \) by \( A^a(t, \omega) := \int_0^t a(s, \omega) \, ds \). We also identify a control \( a \in \mathcal{L}_b \) with the function \( \omega \mapsto a(\omega) \), where \( |a(\omega)|(t) = a(t, \omega) \). Recall that \( X(t, \omega) = \omega(t) \), \( (t, \omega) \in [0, T] \times \Omega \), and that \( \mathbb{E}^{t_0, x_0} = \mathbb{E}^{t_0, x_0, n} \).

For the next statement, we borrow the following constructions from [2]. Given \( t \in [0, 1) \), \( \omega_1, \omega_2 \in \Omega \) with \( \omega_2(0) = 0 \), a path \( \omega_1 \odot \omega_2 \in \Omega \) is defined by
\[
(\omega_1 \odot \omega_2)(s) := \omega_1(s \wedge t) + \sqrt{1 - t} \omega_2 \left( \frac{s - t}{1 - t} \right) 1_{[t, 1]}(s)
\]
(note that in \( 2 \odot \) is used instead of \( \odot \) and a path \( \omega_1^{(t)} \in \Omega \) is defined by
\[
\omega_1^{(t)}(s) := \frac{1}{\sqrt{1 - t}} [\omega_1(t + s(1 - t)) - \omega_1(t)].
\]
Moreover, we use the function \( \ell^{(t_0)} : [0, 1] \times \mathbb{R}^d \to \mathbb{R} \cup \{ \infty \} \) defined by
\[
\ell^{(t_0)}(t, a) := (1 - t_0) \ell \left( t_0 + t(1 - t_0), \frac{a}{\sqrt{1 - t_0}} \right).
\]
Also set \( (\omega_1 \odot \omega_2) := \omega_1, \omega_1^{(1)} \equiv 0, \) and \( \ell^{(1)} \equiv 0 \).

**Lemma 6.3.** Assume \((H1)\) and \((H2)\). Let \( h \) be bounded. Then
\[
-\nu_1(t_0, x_0) = \sup_{a \in \mathcal{L}_b} \mathbb{E}_{0,0} \left[ (-h)(x_0 \odot t_0 \left[ X + A^{\hat{a}(X)} \right]) - \int_0^1 \ell^{(t_0)}(t, \hat{a}(t, X)) \, dt \right].
\]

The calculations in our proof are essentially the same as those in the proof of Lemma 5.1 in [2]. Although of similar nature, the corresponding statements are different. This permits a more elementary proof in our case.
Proof of Lemma 6.3. One should keep in mind, that $X = x_0 \circ_{t_0} X(t_0)$, $P_{t_0,x_0}$-a.s. We only consider the case $t_0 < 1$ as otherwise (6.5) is clearly satisfied.

Step 1. Fix $a \in C_{b,l}^0$. Note that

$$\mathbb{E}_{t_0,x_0} \left[ \int_{t_0}^1 \ell(t, a(t, x_0 \circ_{t_0} X(t_0))) dt \right] = \mathbb{E}_0,0 \left[ \int_{t_0}^1 \ell(t, a(t, x_0 \circ_{t_0} X(t_0))) dt \right]$$

$$= \mathbb{E}_0,0 \left[ (1 - t_0) \int_{t_0}^1 \ell(t_0 + t(1 - t_0), a(t_0 + t(1 - t_0), x_0 \circ_{t_0} X(t_0))) dt \right]$$

$$= \mathbb{E}_0,0 \left[ \int_{0}^1 \ell(t_0) (t, a(t, X(t))) dt \right],$$

where $\tilde{a} \in \mathcal{L}_b$ is defined by

$$\tilde{a}(t, \omega) := \sqrt{1 - t_0} a(t_0 + t(1 - t_0), x_0 \circ_{t_0} \omega).$$

Also note that

$$\mathbb{E}_{t_0,x_0} \left[ (-h)(x_0 \circ_{t_0} [X + A^n(x_0 \circ_{t_0} X(t_0))]) \right]$$

$$= \mathbb{E}_0,0 \left[ (-h)(x_0 \circ_{t_0} [X + (A^n(x_0 \circ_{t_0} X)]) \right]$$

$$= \mathbb{E}_0,0 \left[ (-h)(x_0 \circ_{t_0} [X + \tilde{a}]) \right]$$

because, for every $t \in [0,1]$,

$$(A^n(x_0 \circ_{t_0} X(t_0))(t) = \frac{1}{\sqrt{1 - t_0} \int_{t_0}^{t_0 + t(1 - t_0)}} a(s, x_0 \circ_{t_0} X) ds = \int_{0}^{t} \tilde{a}(s, X) ds.$$

Consequently, the left-hand side of (6.5) is less than or equal to the right-hand side of (6.5).

Step 2. Fix $\tilde{a} \in \mathcal{L}_b$. Define $a \in C_{b,l}^0$ by

$$a(t, \omega) := \frac{1}{\sqrt{1 - t_0} \int_{t_0}^{t_0 + t(1 - t_0)}} \tilde{a} \left( \frac{t - t_0}{1 - t_0}, \omega \right) 1_{[t_0,1] \times \{x_0|_{[0,t_0]}\}}(t, \omega|_{[0,t_0]}).$$

Going over the calculations in Step 1 backward, one can deduce that the right-hand side of (6.5) is less than or equal to the left-hand side of (6.5).

The following statement together with Theorem 4.1 provide a non-Markovian non-linear Feynman-Kac formula that connects maximal Dini subsolutions of pathdependent PDEs with minimal supersolutions of convex superquadratic BSDEs, for which we use the notation (6.2).

**Theorem 6.4.** Assume (H1) and (H2). Let $\ell$ be continuous and finite-valued. Let $h$ be bounded. Fix $(t_0, x_0) \in [0, T] \times \Omega$ and $n \in \mathbb{N}$. Then $v_n(t_0, x_0) = -\mathbb{E}_{t_0,x_0,n}^{\mathcal{E}_{t_0,x_0,n}(-h)}$. Moreover, for $P_{t_0,x_0,n}$-a.e. $\omega \in \Omega$ and every $t \in [t_0, T]$, we have $v_n(t, \omega) = -\mathcal{E}_{t,T}^{t_0,x_0,n}(-h)(\omega)$.

**Proof.** We prove the theorem only for the case $n = 1$ and $T = 1$.

We will employ expressions $\rho^\ell$, $f$ being a measurable function from $[0,1] \times \mathbb{R}^d$ to $\mathbb{R} \cup \{\infty\}$ that satisfies (H1) and (H2) in place of $\ell$, from Section 2 of [2], which are defined by

$$\rho^\ell(\xi) := \sup_{Q \in \mathcal{Q}} \mathbb{E}^Q \left[ \xi - \int_{0}^{1} f(s, a^Q(s)) ds \right], \xi : \Omega \to \mathbb{R} \text{ bounded and } \mathcal{F}_T \text{-measurable},$$

$$f(x, a) = \frac{1}{\sqrt{1 - t_0} \int_{t_0}^{t_0 + t(1 - t_0)}} a \left( \frac{t - t_0}{1 - t_0}, \omega \right) 1_{[t_0,1] \times \{x_0|_{[0,t_0]}\}}(t, \omega|_{[0,t_0]}).$$
where \( Q \) is the set of all probability measures on \((\Omega, \mathcal{F}_T)\) that are absolutely continuous with respect to \( P_{0,0} \) and \( a^Q: [0,1] \times \Omega \to \mathbb{R}^d \) is the unique \( \mathbb{F} \)-progressive process with \( \int_0^1 |a^Q(s)|^2 \, ds < \infty \), \( P_{0,0} \)-a.s., that satisfies

\[
dQ = \exp \left( \int_0^1 a^Q(s) \, dX(s) - \frac{1}{2} \int_0^1 |a^Q(s)|^2 \, ds \right) \, dP_{0,0}
\]

(Section 2 of [2]).

Moreover, by a straightforward adjustment of the proof of Lemma 5.1 in [2], \( \rho^{(t_0)}[\cdot; \omega \circ_t X] \) equals \( \rho^{(t_0)}[\cdot; (x_0 \circ_{t_0} X)] \) according to (BBD) in [2]. Moreover, by a straightforward adjustment of the proof of Lemma 6.3 in [2], \( \rho^{(t)}[\cdot; \omega \circ_t X] = Y(t, \omega) \) for every \( t \in [t_0, T] \) and \( P_{t_0,x_0} \)-a.e. \( \omega \in \Omega \). In this context, note that Lemma 5.1 and Lemma A.2, both in [2], formally require continuity of \( h \), which, however, is not necessary (cf. the corresponding material in [14]). Using Lemma 6.3 we can deduce that \( v_1(t, \cdot) = -Y(t), P_{t_0,x_0} \)-a.s., for every \( t \in [t_0, T] \).

\[ \square \]

7. The Second Order HJB Equations

Lemma 7.1. Let \( n \in \mathbb{N} \). Assume (H1). Let \( \ell = \ell(t,a) \) be continuous in \( t \). A bounded u.s.c. function \( u: [0,T] \times \Omega \to \mathbb{R} \) is a Dini subsolution of \((\text{TVP}_n)\) if and only if \( u(T,\cdot) \leq h \) and, for every \((t_0,x_0) \in [0,T] \times \Omega, t \in (t_0,T], a \in \mathbb{R}^d\),

\[
u(t_0,x_0) \leq E_{t_0,x_0,n} \left[ \int_{t_0}^t \ell(s,a) \, ds + u(t,X + A^n(\cdot \vee t_0) - A^0(t)) \right].
\]

Proof: We adapt the proof of Theorem V.3 in [47], which is situated in a Markovian context with bounded control spaces, to our non-Markovian setting with the unbounded control space \( \mathbb{R}^d \).

(i) Let \( u \) be a Dini subsolution of \((\text{TVP}_n)\). Fix \((t_0,x_0) \in [0,T] \times \Omega \). Put \( E = E_{t_0,x_0,n} \) and \( P = P_{t_0,x_0,n} \). Assume that there are \( t_1 \in (t_0,T] \) and \( a \in \mathbb{R}^d \), and \( \varepsilon > 0 \) such that

\[
u(t_1,X + A^n(\cdot \vee t_0) - A^0(t)) - u(t_0,x_0) + \int_{t_0}^{t_1} \ell(s,a) \, ds < -\varepsilon.
\]

Consider the set \( S \) of all \( \mathbb{F} \)-stopping times \( \tau \) that satisfy \( t_0 \leq \tau \leq t_1 \), \( P \)-a.s., and

\[
u(\tau,X + A^n(\cdot \vee t_0) - A^0(t)) - u(t_0,x_0) + \int_{t_0}^\tau \ell(s,a) \, ds \geq \frac{E[\tau] - t_0}{t_1 - t_0} \cdot (-\varepsilon).
\]

We equip \( S \) with an order \( \preceq \) defined by \( \tau_1 \preceq \tau_2 \) if and only if \( \tau_1 \leq \tau_2, P \)-a.s. Now, let \( \bar{S} \) be a totally ordered non-empty subset of \( S \). Note that there exists a sequence \((\tau_k) \) in \( \bar{S} \) such that \( E[\tau_k] \uparrow \sup_{\tau \in \bar{S}} E[\tau] \) as \( k \to \infty \). Since \( \bar{S} \) is totally ordered and \( E \) is linear, \((\tau_k) \) is increasing and converges to \( \bar{\tau} := \sup_k \tau_k \). We have \( \bar{\tau} \in \bar{S} \) because

\[
u(\bar{\tau},X + A^n(\cdot \vee t_0) - A^0(t)) + \int_{t_0}^{\bar{\tau}} \ell(s,a) \, ds \geq \frac{E[\bar{\tau}] - t_0}{t_1 - t_0} \cdot (-\varepsilon).
\]
the sets $M(t, \omega, y)$ are non-empty because they contain $0$ and they are compact because, for any sequence $(\delta_k)_{k \in [0, t_1 - t]}$ that converges to some $\delta$, we have

$$\lim_k E_{t, \omega, n} \left[ u(t + \delta, X + A^\delta(\cdot \lor t) - A^a(t)) + \int_t^{t + \delta} \ell(s, a) \, ds \right] \geq \lim_k E_{t, \omega, n} \left[ u(t + \delta_k, X + A^{\delta_k}(\cdot \lor t) - A^a(t)) + \int_t^{t + \delta_k} \ell(s, a) \, ds \right]$$

as $u$ is u.s.c. and bounded. Moreover, for every sequence $(s_k, \omega_k, y_k)_k$ that belongs to histo $u|_{[t_0, t_1] \times \Omega}$ and that converges to some $(t, \omega, y)$ with respect to the metric $(|s_1, \omega_1, y_1, s_2, \omega_2, y_2|) \equiv |s_1 - s_2| + ||\omega_1 - \omega_2||_\infty + |y_1 - y_2|$ and hence also with respect to $(|s_1, \omega_1, s_2, \omega_2, y_2|) \equiv d_\infty((s_1, \omega_1, s_2, \omega_2), |y_1 - y_2|$, every sequence $(\delta_k)_{k \in [0, t_1 - t_0]}$ with $\delta_k \in M(s_k, \omega_k, y_k)$ has a subsequential limit that belongs to $M(t, \omega, y)$ because for every subsequential limit $\delta$ of $(\delta_k)$ (there is at least one), we have, by possibly passing to a subsequence,

$$\lim_k E_{t, \omega, n} \left[ u(t + \delta, X + A^\delta(\cdot \lor t) - A^a(t)) + \int_t^{t + \delta} \ell(s, a) \, ds \right] = \lim_k E_{t, \omega, n} \left[ u(t + \delta, s_k, \omega_k(\cdot \lor s_k) + \frac{1}{\sqrt{n}}(X - X(s_k))1_{[s_k, T]} + A^\delta(\cdot \lor t) - A^a(t)) + \int_t^{t + \delta} \ell(s, a) \, ds \right]$$

Hence, $M$ considered as a map from histo $u|_{[t_0, t_1] \times \Omega}$ equipped here with the metric $(|s_1, \omega_1, y_1, s_2, \omega_2, y_2|) \equiv |s_1 - s_2| + ||\omega_1 - \omega_2||_\infty + |y_1 - y_2|$ into the set of all compact non-empty subsets of $[0, t_1 - t_0]$ is u.s.c. (Theorem 2.2 on p. 31 in [33]) and thus measurable (Theorem 2.1 on p. 29 in [33]), i.e., all sets of the form $\{u(t, \omega, y) \in hypo u|_{[t_0, t_1] \times \Omega} : M(t, \omega, y) \cap E \neq \emptyset\}$, $E$ being a closed subset of $[0, t_1 - t_0]$, belong to $\mathcal{B}(hypo u|_{[t_0, t_1] \times \Omega})$ (see p. 41 in [33]). Consequently, by Theorem 3.13 on p. 49 in...
there exists a \(B(\text{hypo } u_{[t_0, t_1] \times \Omega})\)-measurable selector \(\delta(\cdot, \cdot, \cdot)\) of \(M\) that satisfies

\[
|t_1 - t_0 - \delta(t, \omega, y)| = \text{dist}(t_1 - t_0, M(t, \omega, y)) \text{ for every } (t, \omega, y) \in \text{hypo } u_{[t_0, t_1] \times \Omega}.
\]

Therefore, the map

\[
\omega \mapsto \delta[\omega] := \delta(\tau(0)(\omega), \omega(\cdot \land \tau(0)(\omega))) + A^\alpha(\cdot \lor t_0) - A^\alpha(t_0),
\]

\[
u(\tau(0)(\omega), \omega(\cdot \land \tau(0)(\omega))) + A^\alpha(\cdot \lor t_0) - A^\alpha(t_0))
\]
is \(\mathcal{F}_{\tau_0}\)-measurable. Also note that, since, by [33] and the continuity of \(\ell(\cdot, a)\),
every set \(M(t, \omega, u(t, \omega))\) contains a strictly positive element, we have the inequality

\[
|t_1 - t_0 - \delta(t, \omega, u(t, \omega))| < |t_1 - t_0| \text{ and hence } \delta(t, \omega, u(t, \omega)) > 0.
\]

Thus, by Lemma V.3 in [47], \(\tilde{\tau}_0 := \tau_0 + \delta[\cdot]\) is an \(\mathcal{F}\)-stopping time with \(\tilde{\tau}_0 > \tau_0\) on \(\{\tau_0 < t_1\}\). Finally, since

\[
\mathbb{E} \left[ u(\tilde{\tau}_0, X + A^\alpha(\cdot \lor t_0) - A^\alpha(t_0)) + \int_{t_0}^{\tilde{\tau}_0} \ell(s, a) \, ds \right]
\]

\[
= \int_\Omega \left( \mathbb{E} \left[ u(\tilde{\tau}_0, X + A^\alpha(\cdot \lor t_0) - A^\alpha(t_0)) + \int_{t_0}^{\tilde{\tau}_0} \ell(s, a) \, ds \right] \mathbb{F}_{\tau_0} \right)(\omega)
\]

\[
+ \int_{t_0}^{\tau_0(\omega)} \ell(s, a) \, ds \right) P(d\omega)
\]

\[
= \int_\Omega \left( \mathbb{E}_{\tau_0(\omega): \omega} \left[ u(\tilde{\tau}_0(\omega), X + A^\alpha(\cdot \lor t_0) - A^\alpha(t_0)) + \int_{t_0}^{\tilde{\tau}_0(\omega)} \ell(s, a) \, ds \right] \right)
\]

\[
+ \int_{t_0}^{\tau_0(\omega)} \ell(s, a) \, ds \right) P(d\omega)
\]

and since, for each \(\omega \in \Omega\), thanks to \(\delta[\omega] \in M(\tau_0(\omega), \omega(\cdot \land \tau_0(\omega))) + A^\alpha(\cdot \lor t_0) - A^\alpha(t_0)\),
\(u(\tau_0(\omega), \omega(\cdot \land \tau_0(\omega)) + A^\alpha(\cdot \lor t_0) - A^\alpha(t_0))\) and thanks
to the definition of \(M\),

\[
\mathbb{E}_{\tau_0(\omega): \omega} \left[ u(\tilde{\tau}_0(\omega), X + A^\alpha(\cdot \lor \tau_0(\omega)) - A^\alpha(\tau_0(\omega))) + \int_{t_0}^{\tilde{\tau}_0(\omega)} \ell(s, a) \, ds \right]
\]

\[
= \mathbb{E}_{\tau_0(\omega): \omega} \left[ u(\tau_0(\omega) + \delta[\omega], X + A^\alpha(\cdot \lor \tau_0(\omega)) - A^\alpha(\tau_0(\omega))) + \int_{t_0}^{\tau_0(\omega)} \ell(s, a) \, ds \right]
\]
we will use \( (\cdot, \cdot) \) for every \( \tau \geq 0 \). To establish upper semi-
continuity, we can assume, without loss of generality, that \( \tau = \tau_0 \) is bounded and u.s.c. \( P \)-a.s., i.e., we have a contradiction to \( \tau_0 \) being the maximal element in \( S \).

Hence, \( \tau_0 = \tau_1 \), \( P \)-a.s. However, this in turn contradicts (7.2), which concludes the proof of this direction.

(ii) Showing the remaining direction is straight-forward.

\[ \square \]

**Theorem 7.2.** Assume (H1) and (H2). Fix \( n \in \mathbb{N} \). Let \( h \) be u.s.c. and bounded. Let \( \ell \) be continuous and finite-valued. Then \( v_n \) is the unique bounded maximal Dini subolution of \((TVP_n)\). Moreover, each bounded Dini subolution of \((TVP_n)\) is dominated from above by \( v_n \) even if we dispense with the assumption that \( h \) is u.s.c.

**Proof:** (i) Existence and regularity: First, we show that \( v_n \) is bounded and u.s.c. Boundedness of \( h, (H1) \), and (H2) yield boundedness of \( v_n \). To establish upper semi-
continuity, we will use \( \cdot \) defined by (6.3) and the notation (6.4). For this reason, we assume that \( T = 1 \) and \( n = 1 \) but this assumption is not restrictive. We continue by fixing a pair \((t_0, x_0) \in [0, T] \times \Omega\) and considering a sequence \((t_k, x_k)_{k \geq 1} \in [0, T] \times \Omega\) that converges to \((t_0, x_0)\) and satisfies \( \lim_k v_n(t_k, x_k) = \lim_{(t,x) \to (t_0,x_0)} v_n(t, x) \). We distinguish between two cases.

**Case 1:** \( t_0 < 1 \). Fix an \( \varepsilon < 0 \) such that \( t_0 + \varepsilon < 1 \). We can assume, without loss of generality, that \( t_k \leq t_0 + \varepsilon \) for all \( k \in \mathbb{N} \). Let \( a \in \mathcal{L}_b \). Then the map (see (6.4))

\[
(s, t, \omega) \mapsto \ell^\ast(t, a(t, \omega)) = (1 - s) \ell \left( s + t(1 - s), \frac{a(t, \omega)}{\sqrt{1 - s}} \right)
\]

from \( [0, t_0 + \varepsilon] \times [0, T] \times \Omega \) to \( \mathbb{R} \) has a real upper bound due to \( \ell \) being continuous and \( a \) being bounded. Note that \( (t, x) \mapsto (x \circ t, \omega), [0, T] \times \Omega \to \Omega \), is continuous for every \( \omega \in \Omega \) with \( \omega(0) = 0 \). Thus, by Lemma 6.3

\[
\lim_k v_n(t_k, x_k) \leq \lim_k \mathbb{E}_{0,0,n} \left[ h(x_k \circ t_k \circ t [X + A^n]) + \int_0^T \ell(t_k)(t, a(t)) \, dt \right]
\]

\[
\leq \mathbb{E}_{0,0,n} \left[ h(x_0 \circ t_0 \circ t [X + A^n]) + \int_0^T \ell(t_0)(t, a(t)) \, dt \right].
\]
Since \( a \in \mathcal{L}_b \) was arbitrary, we can deduce after again invoking Lemma 6.3 that
\[
\lim_k v_n(t_k, x_k) \leq v_n(t_0, x_0).
\]

Case 2: \( t_0 = 1 \). Then, proceeding similarly as in Case 1 but using the constant control \((t, \omega) \mapsto a(t, \omega) = 0\), we have
\[
\lim_k v_n(t_k, x_k) = \lim_k E_{0, 0, n} \left[ h(x_k \circ t_k [X + A^n] \right] + \int_0^T \ell(t_k)(t, 0) \, dt \right] \leq h(x_0) = v_n(t_0, x_0).
\]

We can conclude that \( v_n \) is u.s.c.

Next, we establish the subsolution property via the BSDE connection in Theorem 6.4. To this end, we use the notation \( (6.2) \) and fix \((t_0, x_0) \in [0, T) \times \Omega, t \in [t_0, T], a \in \mathbb{R}^d \). Note first that, by Proposition 3.6 (1) in [15],
\[
\left( 7.4 \right) \quad \mathcal{E}_{t_0, T}^{t_0, x_0, n}(-h) = \mathcal{E}_{t_0}^{t_0, x_0, n} \left( \mathcal{E}_{t_0, T}^{t_0, x_0, n}(-h) \right).
\]

Since \( v_n \) is bounded and, by Theorem 6.4, \( v_n(t, \cdot) = -\mathcal{E}_{t, T}^{t_0, x_0, n}(-h), P_{t, x_0, n}-a.s., \) we can apply Theorem 3.4 in [10] (see also Lemma A.2 in [2]) together with (3) in [2] to deduce that, with \( Q_{t_0, x_0, n} := \mathbb{P}_{t_0, x_0, n} \circ (X + A^n(\cdot \vee t_0) - A^n(t_0))^{-1} \),
\[
\mathbb{E}_{t_0, x_0, n} \left[ \mathcal{E}_{t_0}^{t_0, x_0, n} \left( \mathcal{E}_{t_0, T}^{t_0, x_0, n}(-h) \right) \right] \geq \mathbb{E}_{t_0, x_0, n} \left[ \mathcal{E}_{t_0, x_0, n}^{t, x}(X + A^n(\cdot \vee t_0) - A^n(t_0)) - \int_{t_0}^t \ell(s, a) \, ds \right].
\]

Thus, by (7.4) and Theorem 6.4, \( v_n \) satisfies (7.1) in place of \( u \). Hence, by Lemma 7.1, \( v_n \) is a Dini subsolution of (IVP n).

(ii) Uniqueness: Let \( u \) be a bounded Dini subsolution of (IVP n). Without loss of generality, let \( n = 1 \). Fix \((t_0, x_0) \in [0, T) \times \Omega \) and \( \varepsilon > 0 \). It suffices to show that \( u(t_0, x_0) \leq v_n(t_0, x_0) + \varepsilon \). By (a slight modification) of (36) and (BBD), both in [2], there exists an \( \alpha \in \mathcal{L}_b \) with \( a(t, \omega) = \sum_{i=1}^n a_i(\omega), 1_{[s_{i-1}, s_i]}(t) \), where \( t_0 = s_0 < s_1 < \cdots < s_m = T \) and each \( a_i : \Omega \to \mathbb{R}^d \) is \( F_{s_i-1} \)-measurable, such that
\[
\tilde{E}_{t_0, x_0} \left[ \int_{t_0}^T \ell(t, a(t)) \, dt + h(X) \right] \leq v_n(t_0, x_0) + \varepsilon. \tag{7.1}
\]
Here, for any \((s, x) \in [t_0, T) \times \Omega, P_{s, x} := P_{s, x} \circ (\tilde{X}^{s, x})^{-1}, \tilde{E}_{s, x} := \mathbb{E}^{\tilde{P}_{s, x}}, \text{ and } \tilde{X}^{s, x} : [0, T) \times \Omega \to \mathbb{R}^d \text{ is the unique solution of } \tilde{X}^{s, x}(t) = \tilde{X}^{s, x}(s) + \int_s^t a(r, \tilde{X}^{s, x}) \, dr + X(t) - X(s), t \in [s, T], \text{ with initial condition } \tilde{X}^{s, x}|_{[0, s]} = x|_{[0, s]} \rangle. \]
Next, note that, \( a_1 \circ \tilde{X}^{t_0, x_0} = a_1 \circ x_0 =: \tilde{a}_1 \in \mathbb{R}^d \) and \( X + A^{a_1}(\cdot \vee t_0) - A^{a_1}(t_0) = \tilde{X}^{t_0, x_0} \) on \([0, s_1] \), \( P_{t_0, x_0}-a.s. \). Thus, by Lemma 7.1,
\[
u(t_0, x_0) \leq \tilde{E}_{t_0, x_0} \left[ \int_{t_0}^{s_1} \ell(t, \tilde{a}_1) \, dt + u(s_1, \tilde{X}^{t_0, x_0}) \right] = \tilde{E}_{t_0, x_0} \left[ \int_{t_0}^{s_1} \ell(t, a(t)) \, dt + u(s_1, X) \right].
\]

Also note that, for \( P_{t_0, x_0}-a.e. \omega \in \Omega, \) we have, with \( x_1 = \tilde{X}^{t_0, x_0}(\omega), a_2 \circ \tilde{X}^{s_1, x_1} = a_2 \circ x_1 \in \mathbb{R}^d \) and \( X + A^{a_2}(\cdot \vee s_1) - A^{a_2}(s_1) = \tilde{X}^{s_1, x_1} \) on \([0, s_2] \), \( P_{s_1, x_1}-a.s., \) and thus, by Lemma 7.1,
\[
u(s_1, x_1) \leq \tilde{E}_{s_1, x_1} \left[ \int_{s_1}^{s_2} \ell(t, \tilde{a}_2) \, dt + u(s_2, \tilde{X}^{s_1, x_1}) \right].
\]
Assume (H1). An l.s.c. function \( \tilde{u} \) from below is a minimax supersolution of (TVP) and its extension to unbounded domains, which is treated in Section 11.2 of [10]. Next, consider the (non-void) set \( S \). The first order HJB equation

\[
\frac{1}{2} \int_0^T \ell(t, x', (s, x')) ds + u(t, x) = \sup_{(s, x) \in S} \{ \int_0^1 \ell(s, x'(s)) ds + u(t, x) \}
\]

for all \( (t, x, (s, x')) \in \mathbb{R} \times S \). The supremum is attained. To see this, consider a sequence \((s_n, x_n)_n\) in \( S \) with \( s_n \to \tilde{s} \). Since \( \int_0^{s_n} \ell(s, x_n'(s)) ds < \infty \) and \( u \) is bounded from below, one can show as in Sections 11.1 and 11.2 of [10] that there is a subsequence \((s_{n_k}, x_{n_k})_k\) such that \( x_{n_k} \) converges to some \( \tilde{x} \) in \( X^{1,1}(t_0, x_0) \), i.e.,

\[
\|x_{n_k} - \tilde{x}\|_\infty + \|x_{n_k}' - \tilde{x}'\|_{L^1(t_0, T; \mathbb{R}^d)} \to 0.
\]

Lower semi-continuity of \( u \) together with Theorem 10.8.ii in [10]

\[
\liminf_{k \to \infty} u(s_{n_k}, x_{n_k}) \
\leq \frac{\tilde{s} - t_0}{t_1 - t_0} \cdot \varepsilon + u(t_0, x_0).
\]
Thus $\hat{s}, \hat{x} \in \text{dom}(u)$ and, by (8.2), $\hat{s} < t_1$. Hence, by (8.3), there is a $\delta > 0$ and an $x \in X^{1,1}(\hat{s}, \hat{x})$ such that $u(\hat{s} + \delta, x) - u(\hat{s}, \hat{x}) + \int_{\hat{s}}^{\hat{s} + \delta} \ell(s, x'(s)) ds \leq \frac{\delta}{t_1 - t_0} \cdot \varepsilon$ and $\hat{s} + \delta < t_1$. Thus $(\hat{s} + \delta, x) \in S$, which is a contradiction to the maximality of $\hat{s}$.

(ii) Fix $(t_0, x_0) \in \text{dom}(u)$ with $t_0 < T$. Suppose that, for every $(t_0, \tilde{x}_0) \in [t_0, T) \times X^{1,1}(t_0, x_0)$ for every $t \in (t_0, T)$, there exists an $x \in X^{1,1}(t_0, \tilde{x}_0)$ such that (8.1) holds with $(t_0, x_0)$ replaced by $(t_0, \tilde{x}_0)$. Then one can proceed similarly as in the proof of Lemma 3.6 in [4] to show that there exists a sequence $(x_n)$ in $X^{1,1}(t_0, x_0)$ and an increasing sequence $(A_n)$ of finite subsets of $[t_0, T]$ whose union $A$ is dense in $[t_0, T]$ such that, for each $n \in \mathbb{N}$ and every $t \in A_n$, (8.1) holds with $x$ replaced by $x_n$. Thus $\sup_{t \in A_n} \int_{t_0}^{t} \ell(s, x_n(s)) ds \leq u(t_0, x_0) + c < \infty$, where $-c$ is a lower bound of $u$. Note that we are in a similar situation as in part (i) of this proof and thus it can be shown in the same way that there is a subsequence $(x_{n_k})$ of $(x_n)$ that converges to some $\tilde{x}$ in $X^{1,1}(t_0, x_0)$. Now, fix $t \in (t_0, T)$ and a sequence $(s_k)$ in $A$ with $s_k \in A_{n_k}$ for each $k$ and with $s_k \to t$ as $k \to \infty$. By Theorem 10.8.ii in [10] and lower semi-continuity of $u$,

$$u(t_0, x_0) \geq \lim_{k \to \infty} \left[ \int_{t_0}^{s_k} \ell(s, x_{n_k}(s)) ds + u(s_k, x_{n_k}) \right] \geq \int_{t_0}^{t} \ell(s, \tilde{x}'(s)) ds + u(t, \tilde{x}),$$

i.e., there is an $x \in X^{1,1}(t_0, x_0)$ such that, for every $t \in [t_0, T)$, (8.1) holds. From this point, (8.3) follows easily.

**Lemma 8.2.** Assume (H1). An l.s.c. function $u : [0, T] \times \Omega \to \mathbb{R} \cup \{\infty\}$ is an l.s.c. minimax subsolution of (LVP) if and only if $u(T, \cdot) \leq h$ and, for every $(t_0, x_0) \in [0, T) \times \Omega$, $t \in (t_0, T)$, and $x \in X^{1,1}(t_0, x_0)$, we have

$$u(t_0, x_0) \leq \int_{t_0}^{t} \ell(s, x'(s)) ds + u(t, x).$$

**Proof.** (i) Let $u$ be an l.s.c. minimax subsolution of (LVP). For the sake of a contradiction, assume that there exist a $(t_0, x_0) \in [0, T) \times \Omega$, a $t_1 \in (t_0, T]$, an $x \in X^{1,1}(t_0, x_0)$, and an $\varepsilon > 0$ such that

$$u(t_0, x_0) - u(t_1, x) - \int_{t_0}^{t_1} \ell(s, x'(s)) ds > \varepsilon$$

as well as $(t_1, x) \in \text{dom}(u)$ and $\int_{t}^{t_1} \ell(s, x'(s)) ds < \infty$ for all $t \in [t_0, t_1]$. Put $\hat{s} := \inf \left\{ t \in (t_0, t_1] : u(t, x) - u(t_1, x) - \int_{t_0}^{t_1} \ell(s, x'(s)) ds \leq \frac{t_1 - t}{t_1 - t_0} \cdot \varepsilon \right\}$. We show that this infimum is attained. To this end, consider a sequence $(s_n)$ in $(t_0, t_1]$ with $s_n \to \hat{s}$ and $u(s_n, x) - u(t_1, x) - \int_{s_n}^{t_1} \ell(s, x'(s)) ds \leq \frac{t_1 - s_n}{t_1 - t_0} \cdot \varepsilon$. Then

$$u(\hat{s}, x) - \int_{s_n}^{t_1} \ell(s, x'(s)) ds \leq \lim_{n \to \infty} u(s_n, x) - \lim_{n \to \infty} \int_{s_n}^{t_1} \ell(s, x'(s)) ds \leq \frac{t_1 - \hat{s}}{t_1 - t_0} \cdot \varepsilon + u(t_1, x),$$

i.e., $\hat{s}$ is a minimum and $(\hat{s}, x) \in \text{dom}(u)$. Moreover, by (8.3), $t_0 < \hat{s} \leq t_1$. Finally, by (8.4), there is a $\delta \in [0, \hat{s} - t_0)$ such that $u(\hat{s} - \delta, x) - u(\hat{s}, x) - \int_{\hat{s} - \delta}^{\hat{s}} \ell(s, x'(s)) ds \leq \frac{\delta}{t_1 - t_0} \cdot \varepsilon$. Hence, $u(\hat{s} - \delta, x) - u(t_1, x) - \int_{\hat{s} - \delta}^{t_1} \ell(s, x'(s)) ds \leq \frac{\delta}{t_1 - t_0} \cdot \varepsilon$, which is a contradiction to the minimality of $\hat{s}$.\]
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(ii) Showing the remaining direction is straight-forward. □

Proof of Theorem 4.3. (a) Establishing the lower semi-continuity of $v_0$ is quite standard. It is very similar to the proof of Lemma 5.2 and actually slightly easier as no probability is involved (cf. also Proposition 3.1 in [13] for the non-path-dependent case). To deduce that $v_0$ is an l.s.c. minimax solution, it suffices to apply the dynamic programming principle with the existence of a minimizer for (DOC) (cf. Theorem 11.1 in [10]) together with Lemmata 8.1 and 8.2. Finally, we can apply Lemmata 8.1 and 8.2 again to obtain a comparison principle between l.s.c. minimax subsolutions and minimax supersolutions, from which uniqueness follows.

(b) Taking Remark 5.4 into account, one can see that the proof follows essentially from the content of Section 7. The measures $\mathbb{P}_{t_0,x_0,n}$ need to be replaced by the Dirac measures under which $X = x(\cdot \land t_0)$ a.s. for each $(t_0, x_0) \in [0, T] \times \Omega$ and one should note that the domains of the controls are different ([0, T] here vs. [0, T] × Ω in Section 7). Moreover, the BSDE argument in part (i) of the proof of Theorem 7.2 needs to be replaced by the deterministic dynamic programming principle. □

9. Conclusion

The main contributions of this paper are a non-Markovian vanishing viscosity result for path-dependent PDEs (PPDEs) that corresponds to the non-exponential Schilder theorem in [2], well-posedness for new notions of generalized solutions of PPDEs that can have quadratic or even super-quadratic growth in the gradient, and a non-Markovian Feynman-Kac formula for convex superquadratic BSDEs.

We want to emphasize that, here, control-theoretic methods, or equivalently (in our case), results from the theory of large deviations have been applied to obtain stability results for PPDEs (corresponding PDEs results have been obtained in [2] in the Markovian case). Of great interest would be research that investigates the opposite direction, i.e., to establish stronger results (in particular, suitable stability results) for PPDEs with (only) quadratic growth in the gradient in order to derive non-Markovian large deviation results similarly as it has been successfully done in the Markovian case via PDEs.

References

[1] J.-P. Aubin and G. Haddad, History path dependent optimal control and portfolio valuation and management, Positivity 6 (2002), no. 3, 331–358. Special issue of the mathematical economics.

[2] J. Backhoff-Veraguas, D. Lacker, and L. Tangpi, Nonexponential Sanov and Schilder theorems on Wiener space: BSDEs, Schrödinger problems and control, Annals of Applied Probability 30 (2020), no. 3, 1321–1367.

[3] M. Bardi and I. Capuzzo-Dolcetta, Optimal control and viscosity solutions of Hamilton-Jacobi-Bellman equations, Systems & Control: Foundations & Applications, Birkhäuser Boston, Inc., Boston, MA, 1997. With appendices by M. Falcone and P. Soravia.

[4] E. Bayraktar and C. Keller, Path-dependent Hamilton-Jacobi equations in infinite dimensions, J. Funct. Anal. 275 (2018), no. 8, 2096–2161.

[5] J. Bernis and P. Bettiol, Solutions to the Hamilton-Jacobi equation for Bolza problems with discontinuous time dependent data, ESAIM Control Optim. Calc. Var. 26 (2020), Paper No. 66, 35 pp.

[6] ———, Solutions to the Hamilton-Jacobi equation for Bolza problems with state constraints and discontinuous time dependent data, Large-Scale Scientific Computing. LSSC 2019. Lecture Notes in Computer Science, vol 11958. Springer, Cham, 2020.
[7] P. Bettiol and R. Vinter, *The Hamilton Jacobi equation for optimal control problems with discontinuous time dependence*, SIAM J. Control Optim. **55** (2017), no. 2, 1199–1225.

[8] G. Buttazzo and M. Belloni, *A survey on old and recent results about the gap phenomenon in the calculus of variations*, Recent developments in well-posed variational problems, Math. Appl., 331, Kluwer Acad. Publ., Dordrecht, 1995, pp. 1–27.

[9] O. Carja, *The minimum time function for semilinear evolutions*, SIAM J. Control Optim. **50** (2012), no. 3, 1265–1282.

[10] L. Cesari, *Optimization—theory and applications*, Applications of Mathematics (New York), vol. 17, Springer-Verlag, New York, 1983. Problems with ordinary differential equations.

[11] A. Cosso, S. Federico, F. Gozzi, M. Rosestolato, and N. Touzi, *Path-dependent equations and viscosity solutions in infinite dimension*, Ann. Probab. **46** (2018), no. 1, 126–174.

[12] A. Cosso and F. Russo, *Strong-viscosity solutions: classical and path-dependent PDEs*, Osaka J. Math. **56** (2019), no. 2, 323–373.

[13] G. Dal Maso and H. Frankowska, *Value functions for Bolza problems with discontinuous Lagrangians and Hamilton-Jacobi inequalities*, ESAIM Control Optim. Calc. Var. **5** (2000), 369–393.

[14] R. De Arcangelis, *Some remarks on the identity between a variational integral and its relaxed functional*, Ann. Univ. Ferrara Sez. VII (N.S.) **35** (1989), 135–145 (1990).

[15] S. Drapeau, G. Heyne, and M. Kupper, *Minimal supersolutions of convex BSDEs*, Ann. Probab. **41** (2013), no. 6, 3973–4001.

[16] S. Drapeau, M. Kupper, E. Rosazza Gianin, and L. Tangpi, *Dual representation of minimal supersolutions of convex BSDEs*, Ann. Inst. Henri Poincaré Probab. Stat. **52** (2016), no. 2, 868–887.

[17] S. Drapeau and C. Mainberger, *Stability and Markov property of forward backward minimal supersolutions*, Electron. J. Probab. **21** (2016), Paper No. 41, 15.

[18] B. Dupire, *Functional Itô calculus*, SSRN, 2009.

[19] I. Ekren, C. Keller, N. Touzi, and J. Zhang, *On viscosity solutions of path dependent PDEs*, Ann. Probab. **42** (2014), no. 1, 204–236.

[20] I. Ekren, *Viscosity solutions of obstacle problems for fully nonlinear path-dependent PDEs*, Stochastic Process. Appl. **127** (2017), no. 12, 3966–3996.

[21] I. Ekren, N. Touzi, and J. Zhang, *Viscosity solutions of fully nonlinear parabolic path dependent PDEs: Part I*, Ann. Probab. **44** (2016), no. 2, 1212–1253.

[22] I. Ekren and J. Zhang, *Pseudo-Markovian viscosity solutions of fully nonlinear degenerate PPDEs*, Probab. Uncertain. Quant. Risk **1** (2016), Paper No. 6, 34 pp.

[23] U. G. Haussmann and J.-P. Lepeltier, *On the existence of optimal controls*, SIAM J. Control Optim. **28** (1990), no. 4, 851–902.

[24] H. Kaise, T. Kato, and Y. Takahashi, *Hamilton–Jacobi partial differential equations with path-dependent terminal costs under superlinear Lagrangians*, Proceedings of the 23-rd International Symposium on Mathematical Theory of Networks and Systems (MTNS2018), Hong Kong University of Science and Technology, 2018, pp. 692–699.

[25] O. Kallenberg, *Foundations of modern probability*, Second, Probability and its Applications (New York), Springer-Verlag, New York, 2002.

[26] C. Keller, *Viscosity solutions of path-dependent integro-differential equations*, Stochastic Process. Appl. **126** (2016), no. 9, 2665–2718.

[27] A. V. Kim, *Functional differential equations*, Mathematics and its Applications, vol. 479, Kluwer Academic Publishers, Dordrecht, 1999. Application of i-smooth calculus.
[33] M. Kisielewicz, *Differential inclusions and optimal control*, Mathematics and its Applications (East European Series), vol. 44, Kluwer Academic Publishers Group, Dordrecht; PWN—Polish Scientific Publishers, Warsaw, 1991.

[34] N. Y. Lukoyanov, *On the properties of the value functional of a differential game with hereditary information*, J. Appl. Math. Mech. 65 (2001), no. 3, 361–370.

[35] , *Functional Hamilton-Jacobi type equations in ci-derivatives for systems with distributed delays*, Nonlinear Funct. Anal. Appl. 8 (2003), no. 3, 365–397.

[36] J. Ma, Z. Ren, N. Touzi, and J. Zhang, *Large deviations for non-Markovian diffusions and a path-dependent Eikonal equation*, Ann. Inst. Henri Poincaré Probab. Stat. 52 (2016), no. 3, 1196–1216.

[37] A. Misztela, *The value function representing Hamilton-Jacobi equation with Hamiltonian depending on value of solution*, ESAIM Control Optim. Calc. Var. 20 (2014), no. 3, 771–802.

[38] T. Pham and J. Zhang, *Two person zero-sum game in weak formulation and path dependent Bellman-Isaacs equation*, SIAM J. Control Optim. 52 (2014), no. 4, 2090–2121.

[39] S. Plaskacz and M. Quincampoix, *On representation formulas for Hamilton Jacobi’s equations related to calculus of variations problems*, Topol. Methods Nonlinear Anal. 20 (2002), no. 1, 85–118.

[40] Z. Ren, *Viscosity solutions of fully nonlinear elliptic path dependent partial differential equations*, Ann. Appl. Probab. 26 (2016), no. 6, 3381–3414.

[41] , *Perron’s method for viscosity solutions of semilinear path dependent PDEs*, Stochastics 89 (2017), no. 6-7, 843–867.

[42] Z. Ren and M. Rosestolato, *Viscosity solutions of path-dependent PDEs with randomized time*, SIAM J. Math. Anal. 52 (2020), no. 2, 1943–1979.

[43] Z. Ren, N. Touzi, and J. Zhang, *An overview of viscosity solutions of path-dependent PDEs*, Stochastic analysis and applications 2014, Springer Proc. Math. Stat., 100, Springer, Cham, 2014, pp. 397–453.

[44] , *Comparison of viscosity solutions of fully nonlinear degenerate parabolic path-dependent PDEs*, SIAM J. Math. Anal. 49 (2017), no. 5, 4093–4116.

[45] , *Comparison of viscosity solutions of semilinear path-dependent PDEs*, SIAM J. Control Optim. 58 (2020), no. 1, 277–302.

[46] A. I. Subbotin, *Generalized solutions of first-order PDEs*, Systems & Control: Foundations & Applications, Birkhäuser Boston Inc., Boston, MA, 1995. The dynamical optimization perspective, Translated from the Russian.

[47] N. N. Subbotina, *The method of characteristics for Hamilton-Jacobi equations and applications to dynamical optimization*, J. Math. Sci. (N.Y.) 135 (2006), no. 3, 2955–3001.

[48] N. N. Subbotina, A. I. Subbotin, and V. E. Tret’jakov, *Stochastic and deterministic control. Differential inequalities*, Problems Control Inform. Theory/Problemy Upravl. Teor. Inform. 14 (1985), no. 6, 405–419, P1–P15. With the Russian original.

[49] X. Tan and N. Touzi, *Optimal transportation under controlled stochastic dynamics*, Ann. Probab. 41 (2013), no. 5, 3201–3240.

[50] R. Vinter, *Optimal control*, Modern Birkhäuser Classics, Birkhäuser Boston, MA, 2010. Paperback reprint of the 2000 edition.

[51] W. A. Zheng, *Tightness results for laws of diffusion processes application to stochastic mechanics*, Ann. Inst. H. Poincaré Probab. Statist. 21 (1985), no. 2, 103–124.

**Department of Mathematics, University of Michigan, Ann Arbor, MI 48109, United States**

*Email address: erhan@umich.edu*

**Department of Mathematics, University of Central Florida, Orlando, FL 32816, United States**

*Email address: christian.keller@ucf.edu*