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Abstract

Transfer learning allows the reuse of deep learning features on new datasets with limited data. However, the resulting models could be unnecessarily large and thus inefficient. Although network pruning can be applied to improve inference efficiency, existing algorithms usually require fine-tuning and may not be suitable for small datasets. In this paper, we propose an algorithm that transforms the convolutional weights into the subspaces of orthonormal bases where a model is pruned. Using singular value decomposition, we decompose a convolutional layer into two layers: a convolutional layer with the orthonormal basis vectors as the filters, and a layer that we name "BasisScalingConv", which is responsible for rescaling the features and transforming them back to the original space. As the filters in each transformed layer are linearly independent with known relative importance, pruning can be more effective and stable, and fine tuning individual weights is unnecessary. Furthermore, as the numbers of input and output channels of the original convolutional layer remain unchanged, basis pruning is applicable to virtually all network architectures. Basis pruning can also be combined with existing pruning algorithms for double pruning to further increase the pruning capability. With less than 1% reduction in the classification accuracy, we can achieve pruning ratios up to 98.9% in parameters and 98.6% in FLOPs.

1. Introduction

Deep convolutional neural networks have dominated the area of applied computer vision. The network architectures used for image analysis have grown in terms of performance along with their numbers of layers and parameters over the years. Nevertheless, as the ubiquitous use of these networks is now extended to resource-limited areas such as edge computing, optimization of the architectures to minimize computational requirements has become essential. Furthermore, the reduction in FLOPs at inference time directly impacts the power consumption of the large-scale consumer facing applications of artificial intelligence. As a result, advocates of green AI recommend the use of network size and the number of FLOPs as important performance evaluation metrics for neural networks, along with accuracy [23].

To achieve the goal of architectural efficiency, a significant amount of progress has been made in the area of pruning. Pruning is the process of finding architectural components of a network that can be removed without a large loss of performance. Since the early days of convolutional neural networks, it has been shown that removing unimportant components of neural networks delivers benefits in generalization and computational efficiency [12].

Similar to [21], in this work, we focus on pruning in the context of transfer learning. While domain adaptation has been the focus of most work in transfer learning, we focus on the neglected problem of efficient inference in the target domain through pruning. Transfer learning is necessary for domains in which large-scale and well-annotated datasets are scarce due to the cost of data acquisition and annotation [25]. In transfer learning, as the source dataset usually contains features that are not present in the target dataset, using off-the-shelf features or fine-tuning without pruning can result in unnecessarily large models. In contrast, transfer learning with pruning can achieve substantial reductions in parameters and FLOPs, probably even more than pruning for the same dataset as we found in our experiments.

Existing network pruning algorithms can be categorized in different ways. Pruning can be achieved by removing unstructured weights and connections [4, 16], or by removing structural contents such as filters or layers [6, 13, 15, 17, 19, 20, 21, 26, 29]. While most algorithms perform pruning directly on the convolutional weight matrix, some try to reconstruct the weight matrix or its output features by low-rank approximation to reduce inference time [2, 8, 30]. Some frameworks perform pruning without considering image data [8, 13], while most works use image data for better pruning ratios and accuracy [6, 17, 19, 29].

Although these frameworks provide promising results, there are several limitations. As discussed in [9, 22], since the filters are linearly dependent in a layer, pruning in the original filter space can be less effective. On the other hand, low-rank approximations require additional optimizations...
apart from backpropagation to perform filter or feature reconstruction. Furthermore, fine-tuning of the entire network after pruning is required in most frameworks, which may not be desirable for transfer learning with limited data.

In view of these issues, here we propose a framework that fine-tunes and prunes the orthogonal bases obtained by applying singular value decomposition (SVD) on the convolutional weight matrices. Our contributions are as follows:

- We propose a basis pruning algorithm that prunes convolutional layers in orthogonal subspaces regardless of the network architecture. As the basis vectors are non-trainable in our framework to facilitate transfer learning, we introduce the basis scaling factors which are responsible for both importance estimation and fine-tuning of basis vectors. These basis scaling factors are trainable by backpropagation and only contribute a very small amount of trainable parameters.

- After basis pruning, as the numbers of input and output channels of the original convolutional layers remain unchanged, other pruning algorithms can be further applied for double pruning. By combining the advantages of basis pruning and other pruning algorithms, we can achieve larger pruning ratios that cannot be achieved by either alone. This provides a new approach that can amplify existing pruning mechanism.

We tested our framework by transferring the features of ImageNet pre-trained models to classify the CIFAR-10, MNIST, and Fashion-MNIST datasets. With less than 1% reduction in the classification accuracy, we can achieve pruning ratios up to 98.9% in parameters and 98.6% in FLOPs. Experiments on same-dataset pruning were also performed on CIFAR-10 for comparisons.

2. Related Work

**Channel/Filter Pruning.** Network pruning can be achieved by pruning individual weights or entire channels/filters. Although pruning individual weights can achieve high compression ratios because of the flexibility [4, 16], as discussed in [26], the practical speedup can be limited given the irregular weight sparsity unless specialized software or hardware are utilized. In contrast, channel pruning utilizes the structured sparsity [6, 13, 15, 17, 19, 20, 21, 26, 29]. Although channel pruning is less flexible than weight-level pruning, the dense matrix structures are maintained after pruning and significant practical speedup can be achieved with off-the-shelf libraries. In [13], the L1 norm of each filter was computed as its relative importance within a convolutional layer, and filters with smaller L1 norms were pruned. In [6, 19], the channels were pruned while minimizing the reconstruction error between the original and modified feature maps in each layer. In [17, 29], the scaling factors in the batch normalization (BN) layers were used for channel pruning. While only backpropagation was used in [17], the framework in [29] utilized an additional optimizer to update the scaling factor during training. In [20], the importance of a parameter was quantified by the error induced by removing it. Using Taylor expansions to approximate such errors with the gradients of the minibatches, less important filters were pruned.

**Pruning and Matrix Factorization.** Matrix factorization techniques such as SVD and principal component analysis (PCA) have been applied to deep learning. A convolutional weight matrix or a feature tensor can be factorized into a specified canonical form to reveal properties that cannot be observed in the original space. This transformation also enables special operations that lead to higher computational efficiency or accuracy. In [2, 8, 30], pre-trained convolutional filters were approximated by low-rank basis vectors to reduce inference time, which can be viewed as low-rank matrix approximations by SVD. In [28], without pre-training, the weight matrices were factorized by SVD. SVD training was then performed on the decomposed weights with orthogonality regularization and sparsity-inducing regularizers, and the resulting network was pruned by the singular values and fine-tuned. In [3], PCA was applied on the feature maps to analyze the network structure for the optimal layer-wise widths and number of layers, and the resulting structure was then trained from scratch. In [15], SVD was used to obtain the ranks of feature maps. Filters with lower ranks were pruned before fine-tuning.

**Relation to Our Work.** Similar to most frameworks, channel pruning is used in our work. Nevertheless, as our goal is efficient transfer learning from one dataset to another potentially much smaller dataset, we try to minimize the number of trainable parameters during importance estimation and fine-tuning. To this end, we adopt the use of scaling factors which allow us to perform filter-based fine-tuning which requires much fewer trainable parameters. Furthermore, inspired by [9, 22], we found that pruning linearly independent filters obtained by SVD can be more effective. Therefore, we combine these advantages by proposing basis vectors rescaling and pruning, and present a double pruning framework for improving pruning ratios. Note that although SVD was also used in [28] for weight factorization, their goal was to train a model from scratch and thus orthogonality regularization was necessary. In contrast, the basis vectors are non-trainable in our framework thus the orthogonality is naturally preserved.

3. Methodology

The goal of our framework is to represent the convolutional weights with orthogonal bases that allow more effective network pruning. As discussed in [9, 22], the features of a layer are distributed among the linearly dependent fil-
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Figure 1. Decomposition of a convolutional layer. Only the vector of scaling factors \( s \) is trainable during transfer learning.

the contributions of the basis vectors are proportional to the corresponding singular values, most singular values are of similar magnitudes and choosing which to be removed is nontrivial especially without considering the image data. As we also want to preserve the original weights as much as possible while pruning, here we introduce the basis-scaling convolutional (\( \text{BasisScalingConv} \)) layer to measure the importance of the basis vectors.

Given a pre-trained convolutional layer with non-trainable convolutional weights \( W \) and bias \( b \in \mathbb{R}^{c_o \times 1} \), we let \( x_i \in \mathbb{R}^{k \times 1} \) be a column vector of length \( k = k_h \times k_w \times c_i \), which contains the features input to the convolutional layer at a spatial location. The output features \( x_o \in \mathbb{R}^{c_o \times 1} \) at the same spatial location can be obtained as:

\[
x_o^T = x_i^T W + b^T = x_i^T U \Sigma V^T + b^T
\]

by using (1) with \( V^T = \Sigma V^T \). To rescale the basis vectors by their importance, we introduce a vector of scaling factors \( s \in \mathbb{R}^r \) of non-negative scalars, and (4) is modified as:

\[
x_o^T = x_i^T U S \Sigma V^T + b^T
\]

with \( S \in \mathbb{R}^{r \times r} \) a diagonal matrix of \( s \). When \( S = I \), (4) and (5) are identical. Using (5), we can decompose the convolutional layer into two consecutive layers (Fig. 1). The first layer is a regular convolutional layer with \( U \) as the convolutional weights and no bias. The second layer is the BasisScalingConv layer comprising \( S, \Sigma V^T \), and \( b \). \( V^T \) is used as the convolutional weights to transform the outputs from the previous layer back to the original space. Only \( s \) is trainable in the decomposed layers. When \( s \) is updated in each step (batch), each scalar in \( s \) rescales the corresponding row in \( V^T \). In fact, the scaling of the basis can be viewed as basis fine-tuning for improving accuracy. Instead of using (5) as a single convolutional layer with \( U S \Sigma V^T \) as the kernel, dividing into two layers reduces the number of weights and thus computational complexity after the basis vectors are pruned. Although more weights are introduced before pruning, as compact SVD is used, the increase in the total number of weights is less than 22% with our tested models.

3.1. Convolutional Weights Representation in Orthogonal Subspaces

Let \( W \in \mathbb{R}^{k_h \times k_w \times c_i \times c_o} \) be a 4-D weight matrix of a convolutional layer, where \( k_h \) and \( k_w \) are the kernel height and width, and \( c_i \) and \( c_o \) are the numbers of input and output channels, respectively. For efficient transfer learning, we assume that the convolutional weights are pre-trained and non-trainable. \( W \) can be reshaped into a 2-D matrix \( W \in \mathbb{R}^{k_h \times k_w \times c_o} \) for further processing \( (k = k_h \times k_w \times c_i) \), which can be factorized by compact SVD as:

\[
W = U \Sigma V^T
\]

where \( U \in \mathbb{R}^{k \times r} \) contains the columns of left-singular vectors, \( V \in \mathbb{R}^{c_o \times r} \) contains the columns of right-singular vectors, and \( \Sigma \in \mathbb{R}^{r \times r} \) is a diagonal matrix of singular values in descending order. \( r = \min \{k, c_o\} \) is the maximum rank of \( W \). As the columns of \( U \) yield an orthonormal basis, like those of \( V \), we have \( U^T U = V^T V = I \), with \( I \in \mathbb{R}^{r \times r} \) an identity matrix. With SVD, we can perform rescaling and pruning in the subspaces of \( U \) and \( V \).

To transform the weight matrix \( W \) with PCA, we can view the rows and columns of \( W \) as samples and features, respectively. To use PCA, we compute the symmetric covariance matrix \( C \in \mathbb{R}^{c_o \times c_o} \) as:

\[
C = W^T W = V \Sigma^2 V^T
\]

by using (1) and \( U^T U = I \). Therefore, the columns of \( V \) are the eigenvectors of \( C \) corresponding to the nonzero eigenvalues. \( W \) can be projected onto \( V \) as:

\[
W = WV = U \Sigma V^T V = U \Sigma
\]

as \( V^T V = I \). Thus, the columns of \( W \) are the left-singular vectors rescaled by the singular values. Therefore, PCA and SVD are equivalent in factorizing \( W \).

3.2. Convolutional Layer Decomposition

Using SVD, the convolutional weights can be represented by the orthonormal bases in \( U \) and \( V \). Although...
3.3. Basis Pruning with First-Order Taylor Approximation of Importance

Our goal is to apply features trained from one dataset (e.g., ImageNet) to other datasets (e.g., CIFAR-10). Given a pre-trained model, we keep all layers up to and including the last convolutional layer and the associating BN and activation layers, and add a global average pooling layer and a final fully-connected layer for classification. For transfer learning with basis pruning, we first decompose every convolutional layer as presented in Section 3.2. As BN layers are important for domain adaptation [14], they are trainable during transfer learning and are introduced after each convolutional layer if not present (e.g., VGGNet). Therefore, only the BN layers, the vector \( s \) in each BasisScalingConv layer, and the final fully-connected layer are trainable.

Although the magnitudes of the basis scaling factors can be used to indicate the relative importance of basis vectors, \( l_1 \) regularization is required to enhance sparsity for larger pruning ratios [17]. Finding the optimal \( l_1 \) regularization parameter that balances sparsity and accuracy is nontrivial and model dependent. Smaller learning rates and more epochs are also required. These largely reduce the automation and efficiency of the framework.

To avoid these limitations, we found that importance estimation by the first-order Taylor approximation (Taylor FO) is a good alternative [20]. In [20], the importance of a network parameter can be quantified by the error induced by removing it. Using Taylor FO, the importance score of a scaling factor \( s \) can be approximated by:

\[
I = (gs)^2
\]  

with \( g \) the gradient of the loss function with respect to \( s \). Regardless of how the importance scores are computed, they are normalized in each layer by the maximum importance score in that layer. Fig. 2 shows that although the scaling factors tend be smaller with small singular values, the fluctuations are large especially in deeper layers. In contrast, Taylor FO provides better distinctions of filter importance which are highly correlated with the singular values.

After training with enough epochs for the desired classification accuracy, the less important basis vectors are pruned (Fig. 3(a)). Let \( r_p < r \) be the number of scaling factors remain after pruning, then \( U, S, \) and \( \nabla^T \) in (5) become \( U_p \in \mathbb{R}^{k \times r_p}, S_p \in \mathbb{R}^{r_p \times r_p}, \) and \( \nabla_p \in \mathbb{R}^{r_p \times c}, \) respectively. As the sizes of \( x_i, x_o, \) and \( b \) are unaltered, basis pruning only affects the convolutional layer being pruned but not the subsequent layers. Therefore, basis pruning can be applied to virtually all network architectures. In contrast, pruning in the original space requires pruning of the subsequent convolutional layer, which becomes complicated when skip connections are involved. If an entire layer is pruned (i.e., \( r_p = 0 \)), all subsequent layers are removed.

3.4. Double Pruning

In basis pruning, only the output channels of \( U \) and the input channels of \( \nabla^T \) are pruned (Fig. 3(a)). Larger pruning
3.5. Pruning Procedure

1. Given a pre-trained model, keep all layers up to and including the last convolutional layer and the associating BN and activation layers. Add a global average pooling layer and a final fully-connected layer for classification. Insert BN layers if needed.

2. Decompose each convolutional layer into a convolutional layer and a BasisScalingConv layer (Section 3.2).

3. Train the model with only the BN layers, the basis scaling factors, and the final fully-connected layer trainable with the desired number of epochs.

4. Perform basis pruning by removing the basis vectors whose normalized importance scores are lower than a given threshold (Section 3.3). Train the pruned model as in Step 3. Repeat if needed.

5. Perform pruning by removing the output channels of the BasisScalingConv layers whose normalized importance scores are lower than a given threshold (Section 3.4). Train the pruned model as in Step 3. Repeat if needed.

Multiple iterations can be performed in Step 4 and 5, though we found that one iteration is enough especially for simpler problems (e.g., MNIST).

Regardless of how the importance scores are computed, it is important to normalize them in each layer. This is because some importance scores have different ranges in different layers. For example, HRank scores [15] are matrix ranks which are dependent on the spatial size of feature tensors, thus filters in layers after downsampling have smaller maximum scores. Normalizing importance scores allows them to be used within a layer or in the entire model.

To determine the thresholds in Step 4 and 5, we decide the percentage of basis vectors or filters to be removed from the entire model and compute the corresponding threshold.

To minimize manual involvements and improve training efficiency, different from [13], no manual layer selections are performed. Moreover, we do not use gradual filters removal [20] or filter-by-filter pruning [15]. Only the percentage of basis vectors or filters to be removed is needed.

In Step 3, each scaling factor in the BasisScalingConv or BN layers modifies the weights of a basis vector or a filter as a whole. We regard this as basis- or filter-based tuning which is more efficient than fine-tuning individual weights.

4. Experiments

4.1. Models and Datasets

To study the characteristics of our framework, we performed transfer learning with three ImageNet [1] pre-trained models on three other datasets. ImageNet was used as the source dataset because of its abundant features trained from 1.2 million images. The three models correspond to the architectures of VGG-16 [24], DenseNet-121 [7], and ResNet-50 [5]. VGG-16 has a relatively simple architecture. DenseNet-121 and ResNet-50 have skip connections realized by tensor concatenation and addition, respectively.

The three datasets include CIFAR-10 [10], MNIST [11], and Fashion-MNIST [27]. The CIFAR-10 dataset consists of 32×32 colour images in 10 classes of animals and vehicles, with 50k training images and 10k test images. The MNIST dataset of handwritten digits (0 to 9) has 60k 28×28 grayscale training images and 10k test images in 10 classes. The Fashion-MNIST dataset has a training set of 60k 28×28 grayscale training images and 10k test images.
in 10 classes of fashion categories, which can be used as a drop-in replacement for MNIST. Each set of training images was split into 90% for training and 10% for validation. Only the results on the test images are reported.

We also trained VGG-14 [13], DenseNet-BC-100 [7], and ResNet-56 [5] from scratch on CIFAR-10 to test our framework on same-dataset pruning.

4.2. Tested Frameworks

Given a pre-trained model, we kept all layers up to and including the last convolutional layer and the associating BN and activation layers, and added a global average pooling layer and a final fully-connected layer. The BN layers were trainable with the final fully-connected layer while other layers were frozen. Different frameworks were tested based on this configuration:

- **Baseline**: No layer decompositions and pruning.
- **L1** [13]: No layer decompositions. Pruning using the L1 norms of filters as the importance scores.
- **Taylor FO** [20]: No layer decompositions. Pruning by the Taylor FO importance scores. The gradients were computed from the validation dataset.
- **HRank** [15]: No layer decompositions. Pruning by the HRank importance scores which are the matrix ranks of the feature maps of the validation dataset.
- **Basis**: All convolutional layers were decomposed. Pruning by the Taylor FO importance scores of the basis scaling factors (Section 3.3).
- **Basis + Taylor FO**: Double pruning by the Taylor FO importance scores (Section 3.4).
- **Basis + HRank**: Double pruning by the HRank importance scores (Section 3.4).

For the frameworks without layer decompositions, the pruning procedure in Section 3.5 was applied without Step 2 and 4, and the targeting layers in Step 3 became the convolutional layers. For all frameworks, only one iteration was performed in Step 4 and 5. As the L1 framework was less effective in our experiments, we did not use it for double pruning. Note that our goal is to study the pruning capabilities of our frameworks but not competing for the best accuracy on specific datasets.

4.3. Training Strategy

For transfer learning, as the network architectures of the ImageNet pre-trained models (VGG-16, DenseNet-121, and ResNet-50) were created for the image size of 224×224, directly applying them to the target datasets of much smaller image sizes leads to insufficient spatial sizes (e.g., feature maps of size 1×1) in the deeper layers and thus poor performance. Therefore, we enlarged the image size by four times in each dimension, i.e., 128×128 for CIFAR-10 and 112×112 for MNIST and Fashion-MNIST. Image augmentation was used to reduce overfitting, with ±15% of shifting in height and width for all datasets, random horizontal flipping for CIFAR-10 and Fashion-MNIST, and ±15° of rotation for MNIST. Every image was zero-centered in intensity. Dropout with rate 0.5 was applied before the final fully connected layer. Stochastic gradient descent (SGD) with cosine annealing [18] was used as the learning rate scheduler without restarts, with the minimum and maximum learning rates as 10^{−4} and 10^{−1}, respectively. The SGD optimizer was used with momentum of 0.9 and a batch size of 128. There were 100 epochs for each training. All scaling factors were initialized to 0.5 and constrained to be non-negative. The same settings were applied to same-dataset pruning except that no dropout was used and the batch size became 64.

When training models from scratch for same-dataset pruning, as the network architectures (VGG-14, DenseNet-BC-100, and ResNet-56) are tailored for CIFAR-10, the original image size was used. The same image augmentation and image preprocessing as transfer learning were applied. A weight decay of 10^{−4} was applied on the convolutional weights without dropout. SGD with momentum of 0.9 was used with warm restarts by cosine annealing, with the minimum and maximum learning rates as 10^{−4} and 10^{−1}, respectively. There were 300 epochs for each training, and the learning rate scheduler restarted after 150 epochs with a batch size of 64.

The implementation was in Keras with TensorFlow backend. Each experiment was performed on a NVIDIA Tesla V100 GPU with 16 GB memory.

4.4. Pruning Performance on Transfer Learning

Table 1, 2, 3 show the comparisons among frameworks. To compare the pruning capabilities, we obtained the largest pruning ratios while keeping the accuracy reductions less than 1%. In a few occasions, this 1% requirement could not be achieved even with only 10% of channels removal. For MNIST, we kept the accuracies ≥ 99%.

The pruning ratios were inversely proportional to the difficulties of the classification problems. The largest parameter pruning ratios of CIFAR-10, MNIST, and Fashion-MNIST were 74.6%, 98.9%, and 93.9%, respectively, all achieved by our Basis + Taylor FO framework. For ResNet-50, our frameworks outperformed the others by a large margin on all datasets. This is because basis pruning can be applied to all convolutional layers regardless of the existence of element-wise merging. Our frameworks were also dominant on VGG-16. Although they were less effective with DenseNet-121 on CIFAR-10 and MNIST, our best re-
Table 1. Pruning results on CIFAR-10 with ImageNet pre-trained models. PR stands for pruning ratio. Proposed frameworks are in bold and the best results are in blue. The results that were worse than all proposed frameworks are in red. The images were upsampled to 112×112.

Table 2. Pruning results on MNIST with ImageNet pre-trained models. PR stands for pruning ratio. Proposed frameworks are in bold and the best results are in blue. The results that were worse than all proposed frameworks are in red. The images were upsampled to 128×128.

Table 3. Pruning results on Fashion-MNIST with ImageNet pre-trained models. PR stands for pruning ratio. Proposed frameworks are in bold and the best results are in blue. The results that were worse than all proposed frameworks are in red. The images were upsampled to 112×112.

In seven out of the nine combinations (3 architectures × 3 datasets), our double pruning frameworks outperformed the others. This was often (6 out of 7) achieved by Basis + Taylor FO and once by Basis + HRank. In fact, without basis pruning, Taylor FO outperformed L1 and HRank in our results. Note that Taylor FO utilizes information from both the data and the weights, whereas L1 and HRank only depend on the weight magnitudes and feature maps, respectively. This could explain why using Taylor FO in our double pruning approach often outperformed other frameworks.

4.5 Performance on Same-Dataset Pruning

Although our frameworks are built for transfer learning, they are also applicable to same-dataset pruning. Table 4 shows the results on same-dataset pruning on CIFAR-10. Similar to the transfer learning results, the Basis + Taylor FO framework performed best in general. Nevertheless, most pruning ratios were smaller compared with transfer learning. This is because the architectures tailored for CIFAR-10 were much smaller in terms of model parameters. DenseNet-BC-100 for CIFAR-10 was around nine times smaller than DenseNet-121 for ImageNet [7]. ResNet-56 for CIFAR-10 was around 27 times smaller than ResNet-50 for ImageNet [5]. As VGG-14 was highly over-parameterized, the pruning ratios were still large. In contrast, for ResNet-56, even though we only removed 10% of the basis vectors or filters, the reductions in accuracy were only lower than the best ones by less than 1.1% in parameters and 3.1% in FLOPs.
Table 4. Same-dataset pruning results on CIFAR-10. PR stands for pruning ratio. Proposed frameworks are in bold and the best results are in blue. The results that were worse than all proposed frameworks are in red. The original image size of 32 × 32 was used. For VGG-14 and DenseNet-BC-100, the results of the Basis + HRank frameworks are not highlighted in blue as their reductions in accuracy were more than 1%.

| Framework               | Accuracy | Parameters (PR) | FLOPs (PR) |
|-------------------------|----------|-----------------|------------|
| VGG-14                  | 93.4%    | 14.74M (0.0%)   | 0.45G (0.0%) |
| L1 [13]                 | 92.9%    | 12.79M (13.2%)  | 0.29G (35.7%) |
| Taylor FO [20]          | 92.7%    | 12.40M (15.8%)  | 0.28G (38.3%) |
| HRank [15]              | 90.7%    | 12.64M (14.2%)  | 0.26G (41.2%) |
| Basis                   | 92.5%    | 2.20M (85.1%)   | 0.13G (71.0%) |
| Basis + Taylor FO       | 92.5%    | 2.08M (85.9%)   | 0.12G (74.1%) |
| Basis + HRank           | 91.9%    | 2.02M (86.3%)   | 0.12G (73.1%) |
| DenseNet-BC-100         | 94.3%    | 0.79M (0.0%)    | 0.29G (0.0%) |
| L1 [13]                 | 93.2%    | 0.66M (17.1%)   | 0.20G (31.9%) |
| Taylor FO [20]          | 93.3%    | 0.60M (23.8%)   | 0.18G (39.4%) |
| HRank [15]              | 91.3%    | 0.63M (20.8%)   | 0.27G (7.6%)  |
| Basis                   | 93.7%    | 0.57M (28.2%)   | 0.19G (37.0%) |
| Basis + Taylor FO       | 93.6%    | 0.55M (30.8%)   | 0.17G (42.3%) |
| Basis + HRank           | 91.5%    | 0.54M (31.9%)   | 0.18G (38.1%) |
| ResNet-56               | 93.0%    | 0.86M (0.0%)    | 0.13G (0.0%) |
| L1 [13]                 | 90.6%    | 0.83M (3.5%)    | 0.11G (17.3%) |
| Taylor FO [20]          | 91.0%    | 0.83M (3.3%)    | 0.11G (15.8%) |
| HRank [15]              | 90.3%    | 0.66M (23.8%)   | 0.11G (19.3%) |
| Basis                   | 91.1%    | 0.71M (17.9%)   | 0.10G (28.7%) |
| Basis + Taylor FO       | 90.1%    | 0.67M (21.8%)   | 0.09G (33.7%) |
| Basis + HRank           | 90.3%    | 0.68M (21.0%)   | 0.09G (32.4%) |

Figure 5. Comparisons among different methods of importance estimation on basis pruning (CIFAR-10). Half of the basis vectors were removed from each decomposed layer pair. Taylor FO: using Taylor FO on basis scaling factors. Singular Values: removing basis vectors of small singular values. Random: random removal. Reverse: removing basis vectors of large singular values.

Table 5. Numbers of total and trainable parameters before pruning.

| Model          | Total  | Trainable |
|----------------|--------|-----------|
| VGG-16         | 16.55M | 17.77k    |
| DenseNet-121   | 8.40M  | 104.04k   |
| ResNet-50      | 28.78M | 86.86k    |

4.6. Characteristics of Basis Vectors

We studied the characteristics of basis vectors. Fig. 5 shows the comparisons among different methods of importance estimation on basis pruning on CIFAR-10. For all network architectures, Random and Reverse obtained the worst results. In contrast, Taylor FO and Singular Values resulted in much higher accuracy, while Taylor FO performed better on VGG-16 and ResNet-50. These show that basis vectors of small singular values should be pruned, and the use of Taylor FO importance scores is more preferable.

4.7. Trainable Model Parameters

Table 5 shows the numbers of total and trainable model parameters after layer decomposition and before pruning. Although the total numbers of parameters became larger because of layer decomposition, the trainable parameters were less than 1.2% and could be as low as 0.1% of the total numbers of parameters. Therefore, our framework is advantageous for transfer learning with limited data.

5. Conclusion

In this paper, we present the basis and double pruning approaches for efficient transfer learning. Using singular value decomposition, a convolutional layer can be decomposed into two consecutive layers with the basis vectors as their convolutional weights. With the basis scaling factors introduced, the basis vectors can be fine-tuned and pruned to reduce the network size and inference time, regardless of the existence of skip connections. Basis pruning can be further combined with other pruning algorithms for double pruning to obtain pruning ratios that cannot be achieved by either alone. Experimental results show that basis pruning outperformed pruning in the original feature space, and the performance was even more distinctive with double pruning. Without individual weights fine-tuning, the number of trainable model parameters can be very small. Hence, our framework is ideal for transfer learning with limited data.
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