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As an important research branch in data mining, outlier detection has been widely used in equipment operation monitoring and system operation control. Power data outlier detection is playing an increasingly vital role in power systems. Density peak clustering (DPC) is a simple and efficient density-based clustering algorithm with a good application prospect. Nevertheless, the clustering results by the DPC algorithm can be greatly influenced by the cutoff distance, indicating that the results are highly sensitive to this parameter. To address the shortcomings of the DPC algorithm and take the characteristics of power data into consideration, we propose a DPC algorithm based on $K$-nearest neighbors for the detection of power data outliers. The proposed DPC algorithm introduces the idea of $K$-nearest neighbors and uses a unified definition of local density. In the DPC algorithm, only one parameter ($K$) needs to be determined, thus eliminating the influence of cutoff distance on the clustering result of the algorithm. The experimental results showed that the proposed algorithm can achieve accurate detection of power data outliers and has broad application prospects.

1. Introduction

With the construction and development of smart grids, power enterprises have accumulated a large amount of power data in various forms, from different sources, and with complex structures. With the rapid progression of artificial intelligence [1], effective power data mining can be achieved. Not only has it promoted the transformation of the power grid from the traditional physical model-based business model to a data-based one [2, 3] but also it has empowered the power grid enterprises to embrace the new digital economy.

Anomalies in the power industry mainly include loss of primary attributes of power data, inconsistent statistical caliber of power data, abnormal power consumption behaviors of customers, and power equipment failure. Since anomaly detection can detect abnormal power consumption behaviors in power operations, it is widely used in the power system [4]. In the early days, the method used to detect power consumption anomalies was relatively simple. In most cases, technicians should go onsite to diagnose the problem. For this method, technicians should have a great amount of experience. It would lead to the waste of human and material resources and the detected power fault time lagging behind the actual fault time so that the operation status of the power grid cannot be maintained in real time. Additionally, the results obtained using this method were not highly accurate and were highly correlated with the experience of technicians. When data-driven methods are used to detect power data outliers, the reliance on human resources can be reduced and the power grid operation status can be monitored in real time. Besides, when the power grid is in an alert or abnormal state, alarms can be issued or the power supply can be cut off to prevent the spread of faults and reduce the economic loss of the power grid. Given this, the data-driven methods will be the new trend and promising direction of power anomaly detection [5, 6].

Currently, algorithms for the detection of power data outliers include algorithms based on the probability statistical model, classification-based algorithms, distance-based algorithms, and clustering-based algorithms.
In outlier detection algorithms based on probability statistical models, it is assumed that the detected data fit a statistical model, such as a parametric model like the Gaussian mixture model or a nonparametric model like kernel density estimation. The outliers are detected by fitting the detected data to the statistical model and then comparing the deviation of the detected data with the model to determine whether an outlier is present in the data or not. Methods for the detection of data outliers based on parametric statistical models [7] and nonparametric statistical models [8] have been introduced. The experimental results showed that these methods could obtain good detection results when the statistical laws of the data were simple and the data size was small. Nevertheless, power data shows a typical temporal coupling pattern and is high dimensional. For such datasets, these methods often fail to achieve good detection results. Although these methods have a good theoretical basis, the practical application of these methods is limited by the fact that the specific statistical model fitting the detected data cannot be known in advance, resulting in blind detection and uncertain results.

The classification-based outlier detection method is a semi-supervised learning method [9]. This type of method operates in a two-phase fashion, that is, the training phase and the testing phase. The training phase requires sufficient labeled samples to train the classifier, and then the classifier determines whether the detected data are normal or outliers. The drawback of this method is that it requires enough labeled samples to train the classifier, and the performance of the classifier directly affects the detection accuracy. The neural network is a classification-based outlier detection algorithm with good self-learning capability, but its derivation process lacks interpretability [10].

For distance-based outlier detection, it is assumed that a data object is an outlier if it is far away from other points. The distance-based outlier detection method is simpler than the statistical model-based method because it is easier to define a distance-based metric instead of determining the distribution of the dataset. Fan et al. [11] proposed the outlier detection algorithm with personalized K-nearest neighbors (PKNN). In this algorithm, the number of K-nearest neighbors of each sample is determined automatically by the algorithm without any human intervention, so that samples in dense areas have more nearest neighbors and samples in sparse areas have fewer, which is more consistent with the actual distribution of the dataset. The idea of this type of method is simple, but the time complexity is high because of the required calculation of the distance between two data points. Additionally, the method is sensitive to the parameter K, thereby obtaining highly variable detection results for different values of K.

The clustering-based algorithm for outlier detection is an unsupervised learning method. This type of algorithm assumes that normal data belong to one or more clusters, and samples that do not belong to any cluster are considered outliers. Outlier detection is the process of identifying outliers in a dataset through cluster analysis. Clustering algorithms that have been frequently used for outlier detection include DBSCAN, BIRCH, CLARANS, STING, CLIQUE, and KNN [12, 13]. The clustering-based algorithms for outlier detection can obtain good detection results, but their time complexity is generally high and the clustering results are greatly influenced by the parameters.

The density peak clustering (DPC) algorithm is a novel density-based clustering method proposed by Rodriguez and Laio [14] in 2014. The main idea of this algorithm lies in the portrayal of cluster centers. The authors considered that the cluster centers were composed of many samples with a higher density and larger relative distance. The DPC algorithm can automatically determine the number of clusters and achieve any status quo clustering, which is a hot research topic in cluster analysis. However, the DPC algorithm has some problems. First, the clustering results by this algorithm are dependent on the cutoff distance, which can be hardly determined. Second, the definition of the local density of the algorithm does not take the data size and its distribution into account, resulting in unideal clustering accuracy [15].

Based on the characteristics of power data, we proposed a DPC algorithm based on K-nearest neighbors for the detection of power data outliers. Currently, the DPC algorithm has been seldomly applied for outlier detection. In this paper, we redefined the local density of the DPC algorithm by integrating the K-nearest neighbors. By considering the local characteristics of data and using a unified definition of local density, the original algorithm was improved. Meanwhile, only one parameter (K) needs to be determined, which eliminates the influence of cutoff distance on clustering performance, and its value can be easily determined. The experimental results showed that the proposed algorithm can achieve accurate detection of power data outliers.

2. DPC Algorithm

The basic idea of the DPC algorithm is as follows: (1) density peaks have a high local density and are surrounded by neighbors with lower density; (2) the density peaks are relatively far from each other. In the DPC algorithm, two variables are introduced to characterize the density and distance of Sample i, namely, the local density \( \rho_i \) and the relative distance \( \delta_i \) to the nearest sample with a higher local density. The local density \( \rho_i \) can be calculated by:

\[
\rho_i = \sum_j x(d_{ij} - d_i),
\]

where \( d_{ij} \) is the Euclidean distance between Samples i and j. When the size of the dataset is small, the local density is calculated by the Gaussian kernel function as follows.

\[
\rho_i = \sum_j \exp \left( -\frac{d_{ij}^2}{d_i^2} \right).
\]
The relative distance of Sample $i$ to the nearest sample with higher local density is denoted by $\delta_i$, which can be calculated by:

$$
\delta_i = \begin{cases} 
\min_{j \neq i, \rho_j > \rho_i} (d(x_i, x_j)), & \text{if } \exists j \text{ s.t. } \rho_j > \rho_i \\
\max_{j} (d(x_i, x_j)), & \text{otherwise}
\end{cases}
$$

(3)

If Sample $i$ has the maximum local density, the corresponding relative distance will also be the largest.

The DPC algorithm takes the samples with the larger $\rho_i$ and $\delta_i$ as density peaks. To find the density peaks, the DPC algorithm draws a decision diagram with $\rho_i$ on the horizontal axis and $\delta_i$ on the vertical axis to select the density peaks. To better represent the density peaks, the DPC algorithm defines a decision value $\gamma_i$.

$$
\gamma_i = \rho_i \times \delta_i.
$$

(4)

The DPC algorithm considers the samples with a high local density and large distance as the density peaks. It means that the points with high $\gamma_i$ shall be selected as the density peaks. After the density peaks are found, the remaining samples shall be allocated to the cluster that the nearest samples with a higher density than them belong.

### 3. Detection of Power Data Outliers Using DPC Based on $K$-Nearest Neighbors

#### 3.1. DPC Algorithm Based on $K$-Nearest Neighbors

The local density of the DPC algorithm using either the Gaussian kernel or the cutoff kernel is related to the cutoff distance, and the optimal cutoff distance varies greatly among different datasets [16]. Additionally, the local density of the DPC algorithm is mainly determined by the samples within the range of cutoff distance, and the samples beyond the range contribute little to the local density. Owing to this, density peaks are more likely to appear in the region with high local density. For data with uneven density distribution, the cluster centers are concentrated in dense regions and there are no cluster centers in sparse regions. After analysis, it can be known that the relative density of a sample and its $K$-nearest neighbors can truly reflect whether the sample is a density peak or not.

**Definition 1.** Local density based on $K$-nearest neighbors. The local density of new samples can be defined by:

$$
\rho_i = \exp \left( \frac{\sum_{j=knn(i)} d_{ij}^2}{\sum_{j=knn(i)} \sum_{v=knn(j)} d_{vj}^2} \right),
$$

(5)

where $d_{ij}$ is the Euclidean distance between Samples $i$ and $j$, $knn(i)$ is the set of $K$-nearest neighbors of Sample $i$, $\sum_{j=knn(i)} d_{ij}^2$ is the sum of the Euclidean distance between Sample $i$ and its $K$-nearest neighbors, indicating the degree of outlierness of Point $i$. The larger the value of $\sum_{j=knn(i)} d_{ij}^2$, the greater the degree of outlierness, the more locally sparse Sample $i$. $\sum_{j=knn(i)} \sum_{v=knn(j)} d_{vj}^2$ indicates the sum of the degree of outlierness of $K$-nearest neighbors of Sample $i$. The larger the value, the greater the local density of the point.

When the local density is defined in this way, the local density of the sample is only related to its $K$-nearest neighbors, thereby eliminating the interference of the distant irrelevant points. Also, the calculated local density is the relative density of the point and its $K$-nearest neighbors. It means that the local density of the sample in clusters with varying density distribution can be adjusted so that the local density of the sample in sparse clusters increases and the local density of the sample in dense clusters decreases. In doing so, the density peak in sparse clusters can be found more easily and thus improving the clustering performance for datasets with large differences in density.

#### 3.2. Principle of Outlier Detection

Upon determination of $(\rho_i, \delta_i)$ of all sample points in the dataset, the decision diagram of $\rho_i$ and $\delta_i$ shall be drawn. The points with both large $\rho$ and $\delta$ are identified from the decision diagram, and these points are used as the cluster centers of the dataset. From the perspective of outlier detection, the points with smaller $\rho$ and larger $\delta$ can also be visually seen in the decision diagram, and these points are identified as outliers.

Considering the characteristics of power data, we assumed that outliers should satisfy the following conditions: (1) the local density is less than the threshold of local density, that is, $\rho_i < \rho_j$; (2) the relative distance is greater than the threshold of relative distance, that is, $\delta_i > \delta_j$. Based on this, the outliers of the power data can be determined. The threshold of local density $\rho_j$ can be calculated by:

$$
\rho_j = \frac{1}{N} \sum_{i=1}^{N} \rho_i - \varepsilon_\rho,
$$

(6)

The threshold of relative distance $\delta_j$ can be calculated by:

$$
\delta_j = \frac{1}{N} \sum_{i=1}^{N} \delta_i - \varepsilon_\delta,
$$

(7)

where $N$ denotes the total number of samples in the power dataset, and $\varepsilon_\rho$ and $\varepsilon_\delta$ denote the empirical parameters.

#### 3.3. Procedures of Outlier Detection

**Input:** power load data $X$, number of neighbors $K$ (the experimental result is optimal when $K$ is 25).

**Output:** outliers.

**Step 1:** Data preprocessing. Preprocess the load data, such as replacing the missing values with the mean substitution method.

**Step 2:** Calculate the Euclidean distance between samples and construct the distance matrix of samples.
Step 3: Calculate the local density $\rho_i$ and relative distance $\delta_i$ of samples according to Eqs. (5) and (3), respectively.

Step 4: Set the threshold of local density and relative distance based on the domain expert’s experience according to Eqs. (6) and (7).

Step 5: Identify Sample $i$ with $\rho_i < \rho_f$ and $\delta_i > \delta_f$ as outliers and output outliers.

4. Results and Analysis

4.1. Data Source. To verify the effectiveness of the DPC algorithm based on $K$-nearest neighbors for detection of power data outliers, we used the load data of AC 10 kV distribution transformers in a region for 366 days from January 1, 2020, to December 31, 2020. The power load data belongs to the storage sector, and its collection frequency is 0.5 h. The daily load profile has 48 data points. Case 1 is the data of a single transformer, and Case 2 is the daily load data of 10 transformers during 6 days from September 22, 2020, to September 27, 2020. In this paper, the mean substitution method was used, i.e., the mean of all the values except the missing point was used to replace the missing value of the attribute.

4.2. Outlier Detection of Load Profiles of Single Transformer. The load data profile of a single AC 10 kV distribution
transformer during 366 days from January 1, 2020, to December 31, 2020, is shown in Figure 1.

As shown in Figure 1, the daily load trend of this transformer was more or less the same, but few profiles deviated from the normal operation pattern to a large extent. According to the steps of the DPC algorithm based on $K$-nearest neighbors for detection of power data outliers, the outlier detection decision diagram of this transformer was drawn, as shown in Figure 2.

As shown in Figure 2, the local density and relative distance of most of the samples fell in the region where the local density was higher than 0.4 and the relative distance was less than 0.3, and only very few samples had local density and relative distance fall beyond the above region. According to the principle that outliers should have low local density and large relative distance, the distribution of outliers was identified. The outliers were marked with hollow circles in Figure 2.

The empirical parameters were set as $\epsilon_\rho = 0.4$ and $\epsilon_\delta = 0.14$. Then, the outliers in the power data were found according to Eqs. (6) and (7), which were the points circled in Figure 2. The outliers of the load profile of a single transformer are shown in Figure 3.

As shown in Figures 1 and 3, the DPC algorithm based on $K$-nearest neighbors for detection of power data outliers
can detect the profiles that are different from the conventional electricity consumption pattern from the load data. Among the total 366 daily load data, two power data outliers were detected, one on September 26, 2020, and the other on September 27, 2020. The blue and red profiles in Figure 3 represented the daily load profiles on September 26, 2020, and September 27, 2020, respectively. As shown in Figures 1 and 3, an electricity consumption peak should have appeared at sampling point 25 under normal conditions. However, sampling point 25 on September 27 reached the minimum electricity consumption in the day, and the electricity consumption at sampling point 25 on September 26 was also very low, and no peak of electricity consumption appeared between sampling points 25 and 35, which was inconsistent with the normal electricity consumption pattern of this industry. Therefore, this point was identified as an outlier.

4.3. Outlier Detection of Load Profiles of Multiple Transformers. The outlier detection was conducted simultaneously for the daily load data of 10 transformers, and the steps are the same as in Case 1. The daily load profiles of 10 transformers during 6 days from September 22, 2020, to September 27, 2020, are shown in Figure 4. As observed, the outliers were found in the data of few days.
Based on the proposed algorithm, the outlier decision diagram of the above data was drawn, as shown in Figure 5. It can be observed that the local density and relative distance of most of the samples fell in the region where the local density was higher than 0.5 and the relative distance was less than 0.4. The empirical parameters were set as $\varepsilon_\rho = 0.4$ and $\varepsilon_\delta = 0.3$. According to Eqs. (6) and (7), the outliers in the power data were identified, which were the two data points marked with hollow circles in Figure 5.

Figure 6 shows the detected outliers in the 10 transformers. Both outliers were the daily load data of the fifth transformer, which were the daily load data of the transformer on September 24, 2020, and September 25, 2020, respectively. As shown in Figure 6, the profiles of both outliers showed an abnormal increase and decrease in power consumption from sampling point 15 to sampling point 35, which was different from the power consumption of other transformers and other dates.

In summary, the DPC algorithm based on K-nearest neighbors for detection of power data outliers can not only detect the load data outliers of a single transformer but also get good results when being used for detecting the daily load data of multiple transformers, which indicates the applicability of the algorithm.

5. Conclusions

A DPC algorithm based on K-nearest neighbors for the detection of power data outliers was proposed. This algorithm redefined the local density using the K-nearest neighbors of the samples, unified the definition of the local density of the samples, and eliminated the influence of the cutoff distance on clustering performance. Also, the rules for determining the outliers were defined and optimized from the perspective of outlier detection. The proposed algorithm performed well in the simulations of daily load profiles of single and multiple transformers, which verified the effectiveness and applicability of the proposed algorithm.
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