ON THE BOTTLENECK STABILITY OF RANK DECOMPOSITIONS OF MULTI-PARAMETER PERSISTENCE MODULES
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Abstract. A significant part of modern topological data analysis is concerned with the design and study of algebraic invariants of poset representations—often referred to as persistence modules. One such invariant is the minimal rank decomposition, which encodes the ranks of all the structure morphisms of the persistence module by a single ordered pair of rectangle-decomposable modules, interpreted as a signed barcode. This signed barcode generalizes the concept of persistence barcode from one-parameter persistence to any number of parameters, raising the question of its bottleneck stability. We show in this paper that the minimal rank decomposition is not stable under the natural notion of signed bottleneck matching between signed barcodes. We remedy this by turning our focus to the rank exact decomposition, a related signed barcode induced by the minimal projective resolution of the module relative to the so-called rank exact structure, which we prove to be bottleneck stable under signed matchings. As part of our proof, we obtain two intermediate results of independent interest: we compute the global dimension of the rank exact structure on the category of finitely presentable multi-parameter persistence modules, and we prove a bottleneck stability result for hook-decomposable modules. We also give a bound for the size of the rank exact decomposition that is polynomial in the size of the usual minimal projective resolution, we prove a universality result for the dissimilarity function induced by the notion of signed matching, and we compute, in the two-parameter case, the global dimension of a different exact structure related to the upsets of the indexing poset. This set of results combines concepts from topological data analysis and from the representation theory of posets, and we believe is relevant to both areas.
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1. Introduction

1.1. Context and objectives. The design and study of discrete invariants for persistence modules—poset representations, in the language of representation theory—lies at the heart of topological data analysis (TDA), which uses these invariants as features, regularizers, or estimators in applications. The discrete nature of the invariants is paramount, enabling their accurate construction and comparison on a computer. In the one-parameter setting—the setting in which the indexing poset is a linear order—the persistence barcodes, or equivalently the persistence diagrams, have emerged as the canonical choice of discrete invariant, notably because they are provably complete and comparatively easy to interpret.

The situation in the multi-parameter setting—the setting in which the indexing poset is not a linear order and is typically a product of linear orders—is much less clear-cut: even fairly simple non-linear posets, including sufficiently large 2-dimensional grids, are of wild representation type [Naz75] and thus
a full classification of the indecomposable representations of these posets is generally believed to be a hopelessly difficult task; for manifestations of this phenomenon in the case of multi-parameter persistence, see [CZ09, BS23]. Research in multi-parameter TDA within the past decade has therefore considered alternative, incomplete, discrete invariants, most notably: the Hilbert function and its associated Hilbert series [HOST19]; the multigraded Betti numbers [LW15, Ber21]; the fibered barcode [Lan18, LW15]; the rank invariant [CZ09] and its generalized version [KM21]; the generalized persistence diagrams obtained through Möbius inversion [KM21, Pat18, CKM22], compressed multiplicities [AENY23b], and minimal rank decompositions [BOO21], which have strong ties with one another; the rank decompositions coming from rank exact resolutions [BOO21]; the persistence contours and their associated simple noise systems [GC17, SCL+17]; and the stable rank and its associated shift dimension [CCS21, GC17]. The significant increase in the number and variety of these invariants over time calls for a general effort to classify and sort them according to their respective qualities. This, in turn, raises the question of defining what it means to be a good discrete invariant.

To the end user in data sciences, the most natural measure of quality for a discrete invariant would be its performances in machine learning or data mining applications. But in order to explain these performances, prior foundational developments are required, including notably the study of the stability properties of the invariant under perturbations of the persistence module it describes: for example, in the one-parameter case, the stability of barcodes is a main ingredient in the proof of convergence of stochastic gradient descent for persistence-based optimization [CGG+21], as well as in proofs of consistency of persistence-based statistics (see, e.g., [CM21] for an overview). For this, a suitable choice of distance or dissimilarity measure between invariants must be made, with the following trade-off in mind: on the one hand, stability bounds are sought for; on the other hand, the dissimilarity should be as discriminative as possible. Meanwhile, for practical purposes, the dissimilarity should be computationally tractable. In the one-parameter setting, the bottleneck distance is the metric of choice on persistence barcodes or diagrams, as it is computationally tractable, easily interpretable (being a best-matching distance), and provably equivalent (via an isometry theorem) to the universal interleaving distance between the persistence modules themselves.

Again, the situation in the multi-parameter setting is more contrasted. First, bottleneck-type stability results for discrete invariants in this context are scarce; second, the computation of available metrics, such as for instance the matching distance between fibered barcodes [BK21, KLO20, KN20], poses some serious challenges. A recent development [OS24] aimed at resolving these issues by extending the classical bottleneck distance on persistence barcodes to a signed version designed for the comparison of multigraded Betti numbers. While not a pseudo-metric (the triangle inequality may be infringed), this dissimilarity does satisfy a universality property, it is just as easy to compute as its unsigned counterpart, and it makes the multigraded Betti numbers stable.

It follows from the rank-nullity theorem from linear algebra that the Hilbert function (i.e., the pointwise dimension) of a multi-parameter persistence module can be seen as the Euler characteristic with respect to the multigraded Betti numbers, meaning that the alternating sum of the pointwise dimension function of the projectives represented by the multigraded Betti numbers equals the pointwise dimension of the module [OS24]. Our focus here is on the study of an invariant through the lens of the signed bottleneck dissimilarity. This invariant is given by Betti numbers relative to an exact structure other than the standard one, namely the rank exact structure, which was introduced in [BOO21] for the purpose of proving the existence of decompositions of the rank invariant. Part of the motivation comes from the fact that the Euler characteristic with respect to the Betti numbers relative to the rank exact structure yields the rank invariant, an invariant finer than the Hilbert function. Our primary objective is to obtain bottleneck stability guarantees for these relative multigraded Betti numbers.

Our approach is part of a general program which aims to study multi-parameter persistence modules via relative homological algebra [Hoc56, AS93, EJ11]. The basic idea of the program is to associate an exact structure to a given invariant of persistence modules (such as the Hilbert function or the rank invariant), which allows one to decompose the value of the invariant on a certain module as a formal sum of simpler modules, namely, projective modules relative to the exact structure. This formal sum can be interpreted as a signed barcode and gives a discrete representation of the invariant. This program was initiated in [BOO21] in the case of the rank invariant and was then extended to other invariants in [BBH24]. Recent papers following this line of work include [AENY23a], which focuses on the exact structure whose projective modules are the interval decomposable modules; and [CGR+23]—made public after the first version of this paper was made public—which focuses on the effective computation of relative Betti numbers of modules over posets using Koszul resolutions. The present work takes the program one step further by bringing stability questions into
the picture, considering the stability of relative projective resolutions of poset representations in terms of interleavings and matchings.

1.2. Mathematical framework and contributions. For details about the notions used here, the reader may refer to Section 2. Let \( P \) be a poset and let vec be the category of finite dimensional vector spaces over a fixed field \( k \). A (pointwise finite dimensional) \( P \)-persistence module is a functor \( P \to \text{vec} \). A \( P \)-barcode is a multiset\(^1\) of isomorphism classes of indecomposable \( P \)-persistence modules, usually denoted by \( C \), and a signed \( P \)-barcode is an ordered pair \( (C_+, C_-) \) of \( P \)-barcodes, for which we use the shorthand \( C_\ast \). By the main result of [BCB20], and the Krull–Remak–Schmidt–Azumaya theorem, any \( P \)-persistence module can be decomposed as a direct sum of indecomposable persistence modules in an essentially unique way (see Section 2.8). The barcode of a \( P \)-persistence module \( M \), denoted \( B(M) \), is the multiset of isomorphism classes of indecomposables of \( M \), counted with multiplicity. A \( P \)-persistence module is \emph{finitely presentable} (fp) if it is the cokernel of a morphism between persistence modules that are finite direct sums of indecomposable projectives. The subcategory spanned by fp \( P \)-persistence modules is denoted by \( \text{vec}_P^\bullet \). Of particular interest is the \( n \)-fold product poset \( \mathbb{R}^n \), where \( \mathbb{R} \) is the poset of real numbers with its standard linear order, and \( n \) is a fixed natural number. Modules of the form \( \mathbb{R}^n \to \text{vec} \) are known as \emph{n-parameter persistence modules} and are usually compared using the \emph{interleaving distance} [Les15, CdSGO16], denoted \( d_I \). The interleaving distance is based on the notion of \emph{\( \varepsilon \)-interleaving} between \( \mathbb{R}^n \)-persistence modules, which can be interpreted as an approximate version of the notion of isomorphism.

The \emph{rank invariant} of a \( P \)-persistence module \( M \) is the function \( \text{rk}(M) : \{(a, b) \in P \times P : a \leq b\} \to \mathbb{Z} \) where \( \text{rk}(M)(a, b) \) is the rank of the structure morphism \( M(a) \to M(b) \). A \emph{rank decomposition} of a \( P \)-persistence module \( M \) is a signed \( P \)-barcode \( C_\ast \) such that \( \text{rk}(M) = \sum_{A \in C_+} \text{rk}(A) - \sum_{B \in C_-} \text{rk}(B) \) as \( \mathbb{Z} \)-valued functions. It is shown in [BOO21] that every fp \( \mathbb{R}^n \)-persistence module admits a rank decomposition \( C_\ast \) with the property that the modules in \( C_+ \) and in \( C_- \) are (right open) rectangle modules. Moreover, if one requires the multisets \( C_+ \) and \( C_- \) to be disjoint, then the signed barcode \( C_\ast \) is uniquely determined, and is called the \emph{minimal rank decomposition by rectangles} of \( M \), denoted \( B^\text{fp}_\text{r}(M) \).

The starting point of this work is the following bottleneck instability result for the minimal rank decomposition by rectangles, alluded to, but not proven, in [OS24]. In order to state the result, we use the following notion of bottleneck matching for signed barcodes, from [OS24]. An \emph{\( \varepsilon \)-matching} between barcodes \( C \) and \( D \) is a partial bijection \( C \to D \) with the property that matched indecomposables are \( \varepsilon \)-interleaved, and unmatched ones are \( \varepsilon \)-interleaved with the zero module. An \emph{\( \varepsilon \)-matching} between signed barcodes \( C_\ast \) and \( D_\ast \) is an \( \varepsilon \)-matching between \( C_+ \cup D_+ \) and \( D_+ \cup C_- \). The \emph{bottleneck distance} is then defined by \( d_B(C_\ast, D_\ast) = \inf \{ \varepsilon : \exists \ \text{\( \varepsilon \)-matching} \ C \to D \} \), and the \emph{signed bottleneck dissimilarity} by
\[
\hat{d}_B(C_\ast, D_\ast) = d_B(C_+ \cup D_+, D_+ \cup C_-).
\]

Result A (Proposition 3.1). Let \( n \geq 2 \in \mathbb{N} \). There is no function \( f : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) with \( f(r) \xrightarrow{r \to 0} 0 \) such that the following inequality holds for all fp modules \( M, N : \mathbb{R}^n \to \text{vec} \) at finite interleaving distance:
\[
\hat{d}_B(B^\text{fp}_\text{r}(M), B^\text{fp}_\text{r}(N)) \leq f(d_I(M, N)).
\]

Considering minimal rank decompositions by shapes other than right open rectangles does not in general resolve the issue of instability: in Remark 3.2, we explain how a result analogous to Result A can be proven for the minimal rank decomposition by hooks, also introduced in [BOO21] and recalled in Section 2.10.

We thus turn our focus to a different type of rank decomposition, which may not be minimal in the above sense, but which, for this very reason, can be proven to be bottleneck stable. We call this rank decomposition the \emph{rank exact decomposition}. There are two main differences between the minimal rank decomposition by rectangles and the rank exact decomposition:

(i) Instead of using rectangle modules to decompose the rank invariant, we use hook modules, whose definition we recall below.

(ii) The notion of minimality of the minimal rank decomposition by rectangles—which requires the positive and negative barcodes to be disjoint—is replaced by the requirement that the signed barcode comes from a minimal projective resolution in the so-called rank exact structure, also described below.

In the case of the rank invariant, the right notion of resolution is that of a rank projective resolution [BOO21]. A short exact sequence of \( \mathbb{R}^n \)-persistence modules \( 0 \to L \to M \to N \to 0 \) is \emph{rank exact} if \( \text{rk}(M) = \text{rk}(N) + \text{rk}(L) \), and a long exact sequence is rank exact if it can be broken up into short exact sequences that are rank exact (see Section 2.12 for a precise definition). An \( \mathbb{R}^n \)-persistence module \( P \) is rank

\(^1\)For the formal notion of multiset used in this article, see Section 2.7.
**Result B** (Theorem 6.1). Let \( n \geq 1 \in \mathbb{N} \). For all fp modules \( M, N : \mathbb{R}^n \to \text{vec} \), we have
\[
 d_B(\mathcal{B}^k(M), \mathcal{B}^k(N)) \leq (2n - 1)^2 \cdot d_I(M, N).
\]
In other words, for all fp modules \( M, N : \mathbb{R}^n \to \text{vec} \), we have
\[
 d_B\left( \beta^k_{2n}(M) \cup \beta^k_{2n+1}(N), \beta^k_{2n}(N) \cup \beta^k_{2n+1}(M) \right) \leq (2n - 1)^2 \cdot d_I(M, N).
\]

We prove Result B by following [OS24, Theorem 8.4], which is a general stability result for signed barcodes that arise from a given exact structure. Informally, the result says that the bottleneck stability of such a signed barcode follows from two main ingredients:

1. (1) A bottleneck stability result for the projectives relative to the exact structure.
2. (2) A finite upper bound for the global dimension of the exact structure.

Most of our work goes into checking these two facts in the case of the rank exact structure, which yields two intermediate results of independent interest stated as Result C and Result D below. In the proofs of Result B and [OS24, Theorem 8.4], ingredients (1) and (2) are combined using a persistent version of Schanuel’s lemma (Proposition 2.9), which applies, under mild assumptions, to any exact structure on the category of \( \mathbb{R}^n \)-projective modules.

Result C adapts, from rectangles to hooks, Bjerkevik’s bottleneck stability result for rectangle-decomposable modules [Bje21, Theorem 4.3], and follows from a generalization of Bjerkevik’s result, which we state as Theorem 4.1:

**Result C** (Proposition 4.3). Let \( P, Q : \mathbb{R}^n \to \text{vec} \) decompose as countable direct sums of hook modules and let \( \varepsilon \geq 0 \). If \( P \) and \( Q \) are \( \varepsilon \)-interleaved, then there exists a \((2n - 1)\varepsilon\)-matching between \( \mathcal{B}(P) \) and \( \mathcal{B}(Q) \).
that gives the global dimension of the rank exact structure, denoted $\text{gldim}^k$, on the category of fp $\mathbb{R}^n$-modules. The result follows from Theorem 5.16, which provides upper and lower bounds for the global dimension of the rank exact structure on the category of persistence modules over a finite lattice.

**Result D** (Theorem 5.18). Let $n \geq 1 \in \mathbb{N}$. We have $\text{gldim}^k\left(\text{vec}^{\mathbb{R}^n}\right) = 2n - 2$.

When $n = 1$, Result D says that every fp module is rank projective. It follows that every fp module decomposes as a direct sum of hook modules, which, in this setting, are interval modules supported on intervals of the form $[i, j]$ in $\mathbb{R}$. Hence, when $n = 1$ the result recovers the well-known decomposition theorem for fp one-parameter persistence modules (see, e.g., [CZCG04, Section 5.2]).

For computation purposes, one is not only interested in the maximum length of a minimal rank projective resolution, but also in the number of bars in the rank exact decomposition. Our next result gives an upper bound on the size of the rank exact decomposition of a module, which, for any fixed number of parameters $n$, is polynomial in the size of the (usual) multigraded Betti numbers of the module. It also gives a quadratic lower bound. While the gap between the upper and lower bounds is quite significant, the result is a first step towards establishing how practical the rank exact decomposition is. Recall that, for a fp $M : \mathbb{R}^n \to \text{vec}$, the $k$th multigraded Betti numbers of $M$ are given by $\beta_k(M) := \mathcal{B}(P_k)$, where $P_k \to M$ is a (usual) minimal projective resolution of $M$.

**Result E** (Proposition 5.28). Let $n \geq 1 \in \mathbb{N}$. Given $M : \mathbb{R}^n \to \text{vec}$, let $b(M) = \sum_i |\beta_i(M)|$. We have $|\mathcal{B}_k^e(M)| + |\mathcal{B}_k^e(M)| = O\left(b(M)^{\epsilon_n}\right),$ where $\epsilon_n = (2n + 1)^{2n-1}$, in the sense that the quantity $|\mathcal{B}_k^e(M)| + |\mathcal{B}_k^e(M)|$ can be bounded above by $b(M)^{\epsilon_n}$ times a constant that only depends on $n$. Also, there exists a family of fp modules $M : \mathbb{R}^2 \to \text{vec}$ for which $b(M)$ can be made arbitrarily large, and such that $|\mathcal{B}_k^e(M)| + |\mathcal{B}_k^e(M)| \geq b(M)^2/48$.

In particular, there is no linear upper bound for $|\mathcal{B}_k^e(M)| + |\mathcal{B}_k^e(M)|$ in terms of $b(M)$ that holds for all fp $M : \mathbb{R}^2 \to \text{vec}$. We suspect that, when $n = 2$, there is a cubic upper bound; see Conjecture 5.30.

Our last result regarding the rank exact decomposition establishes a universality property for $\widehat{d}_B$, and, as a consequence, a no-go result for distances on signed barcodes. This result suggests that it may be difficult to find a non-trivial dissimilarity on signed barcodes that makes the rank exact decomposition stable, that satisfies the triangle inequality, and whose computation reduces to the computation of a distance between unsigned barcodes. We first note in Remark 6.3 that $\widehat{d}_B$ does in general not satisfy the triangle inequality, even when restricted to signed barcodes that are the rank exact decomposition of a fp $\mathbb{R}^n$-module. Thus, $\widehat{d}_B$ is not an extended pseudo distance, but just a dissimilarity. In order to state the results, we introduce two properties of a dissimilarity on finite signed barcodes $d$. We say that the dissimilarity $d$ is $\mathcal{B}_k^e$-stable if it satisfies $d(\mathcal{B}_k^e(M), \mathcal{B}_k^e(N)) \leq d(M, N)$ for all fp $\mathbb{R}^n$-persistence modules $M$ and $N$, and that it is balanced if it satisfies

$$d((\mathcal{C}_+, \mathcal{C}_+, \mathcal{A}), (\mathcal{D}_+, \mathcal{D}_+)) = d((\mathcal{C}_+, \mathcal{C}_+), (\mathcal{D}_+ \cup \mathcal{A}, \mathcal{D}_+)),$$

for all finite signed $\mathbb{R}^n$-barcodes $\mathcal{C}_+$ and $\mathcal{D}_+$, and finite (unsigned) $\mathbb{R}^n$-barcode $\mathcal{A}$. The motivation for considering balanced dissimilarities on signed barcodes—besides the fact that $\widehat{d}_B$ is balanced—is that their computation reduces to the computation of a distance between unsigned barcodes, in the sense that for any balanced dissimilarity $d$ on finite signed barcodes there exists a dissimilarity $d'$ on finite (unsigned) barcodes such that $d(\mathcal{C}_+, \mathcal{D}_+) = d'(\mathcal{C}_+ \cup \mathcal{D}_+, \mathcal{D}_+ \cup \mathcal{C}_+)$ for all finite signed barcodes $\mathcal{C}_+$ and $\mathcal{D}_+$.
Result F (Propositions 6.7 and 6.8). Let \( n \geq 1 \in \mathbb{N} \). The collection of \( \mathcal{B}_{x_k}^k \)-stable and balanced dissimilarity functions on finite signed \( \mathbb{R}^{n} \)-barcodes has a maximum with respect to the pointwise order, denoted \( d_m \). When restricted to signed barcodes containing only hook modules, \( \widehat{d}_B \) and \( d_m \) satisfy the following bi-Lipschitz equivalence:

\[
\frac{\widehat{d}_B}{(2n-1)^2} \leq d_m \leq \frac{\widehat{d}_B}{2n-1}.
\]

In particular, if \( d \) is a \( \mathcal{B}_{x_k}^k \)-stable and balanced dissimilarity function on finite signed \( \mathbb{R}^{n} \)-barcodes that satisfies the triangle inequality, then, for all \( fp \) \( M, N : \mathbb{R}^{n} \rightarrow \text{vec} \) such that \( d(M,N) < \infty \), we have \( d(\mathcal{B}_{x_k}^k(M), \mathcal{B}_{x_k}^k(N)) = 0 \).

We conclude the paper with a discussion about other exact structures on categories of persistence modules. In particular, using an approach similar to the one used to prove Result D, we compute the global dimension of the limit exact structure on persistence modules over a finite, 2-dimensional grid, and on the category of \( fp \) two-parameter persistence modules. When it exists, the limit exact structure on a category of functors \( \mathcal{P} \rightarrow \text{vec} \), denoted \( \hat{\text{im}} \), is defined to be the exact structure whose exact sequences are the sequences \( 0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0 \) such that, for all upward closed subsets \( U \subseteq \mathcal{P} \), the sequence of vector spaces \( 0 \rightarrow \lim\limits_{\leftarrow} U L \rightarrow \lim\limits_{\leftarrow} U M \rightarrow \lim\limits_{\leftarrow} U N \rightarrow 0 \) is exact.

Result G (Theorem 7.2 and Corollary 7.3). We have \( \text{gldim}^{\hat{\text{im}}} \left( \text{vec}^{[m]^2} \right) = m - 2 \), where \( m \geq 3 \) and \( [m]^2 \) is the poset given by an \( m \)-by-\( m \) 2-dimensional grid. As a consequence, we have \( \text{gldim}^{\hat{\text{im}}} \left( \text{vec}_{fp}^{\mathbb{R}^{2_{\infty}}} \right) = \infty \).

In the result above, the poset \( \mathbb{R}^{3}_{\geq 1} \) is used instead of \( \mathbb{R}^{n} \) so that there are enough relative projectives; see Section 7 for details. We also discuss in Remark 7.4 the relationship between \( \hat{\text{im}} \)-projective resolutions and the upset resolutions of [Mil20].
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2. Background and notation

We assume familiarity with basic category theory and homological algebra. Throughout the paper, we fix a field \( k \) and let \( \text{vec} \) denote the category of finite dimensional \( k \)-vector spaces. We also fix a natural number \( n \geq 1 \in \mathbb{N} \).

2.1. Distances and dissimilarities. A dissimilarity on a set or proper class \( A \) is a function \( d : A \times A \rightarrow \mathbb{R} \cup \{\infty\} \) that is non-negative and satisfies \( d(x,y) = d(y,x) \) for all \( x, y \in A \), and \( d(x,x) = 0 \) for all \( x \in A \). An extended pseudo distance on \( A \) is a dissimilarity that satisfies \( d(x,z) \leq d(x,y) + d(y,z) \) for all \( x, y, z \in A \).

2.2. Posets. We consider the poset of real numbers \( \mathbb{R} \) with its standard total order, and the product poset \( \mathbb{R}^{n} \). For \( m \geq 1 \in \mathbb{N} \), we also consider the finite poset \( [m] = \{0, \ldots, m-1\} \) with its standard order, and the product poset \( [m]^{n} \). We write \( 0 = (0, \ldots, 0) \in \mathbb{R}^{n} \) and \( 0 = (0, \ldots, 0) \in [m]^{n} \).

2.3. Persistence modules. Let \( \mathcal{P} \) be a poset. By an abuse of notation we also denote by \( \mathcal{P} \) the category that has as objects the elements of \( \mathcal{P} \), and exactly one morphism from \( i \) to \( j \) whenever \( i \leq j \in \mathcal{P} \). A pointwise finite dimensional \( \mathcal{P} \)-persistence module is a functor \( \mathcal{P} \rightarrow \text{vec} \). For simplicity, we refer to pointwise finite dimensional \( \mathcal{P} \)-persistence modules simply as \( \mathcal{P} \)-persistence modules.

Let \( M : \mathcal{P} \rightarrow \text{vec} \). For \( a \leq b \in \mathcal{P} \) we let \( \varphi_{a,b}^{M} : M(a) \rightarrow M(b) \) denote the corresponding structure morphism.
2.4. Persistence modules as modules. Given a poset \( \mathcal{P} \), we let \( k\mathcal{P} \) denote the \( k \)-algebra that is freely generated as a \( k \)-vector space by pairs \([i, j] \in \mathcal{P} \times \mathcal{P} \) with \( i \leq j \), and with multiplication given by linearly extending the rule
\[
[i, j] \cdot [k, l] = \begin{cases} [i, l], & \text{if } j = k, \\ 0, & \text{otherwise.} \end{cases}
\]

If \( \Lambda \) is a \( k \)-algebra, we denote the category of right \( \Lambda \)-modules by \( \text{Mod}_\Lambda \) and the category of finite dimensional \( \Lambda \)-modules by \( \text{mod}_\Lambda \). A proof of the next result is in Appendix A.

**Lemma 2.1.** There is an additive, fully faithful functor \( \text{Vec}^\mathcal{P} \to \text{Mod}_k \mathcal{P} \). The functor is given by mapping \( M : \mathcal{P} \to \text{Vec} \) to the module with underlying vector space \( \bigoplus_{i \in \mathcal{P}} M(i) \), and with action given by linearly extending the rule \( (\sum_{i \in \mathcal{P}} m_i) \cdot [j, k] = \varphi_{j, k}^M (m_j) \), where \( m_i \in M(i) \subset \bigoplus_{i \in \mathcal{P}} M(i) \). If \( \mathcal{P} \) is finite, then this functor restricts to an equivalence of categories \( \text{vec}^\mathcal{P} \simeq \text{mod}_k \mathcal{P} \).

In view of Lemma 2.1, we abuse notation and treat \( \mathcal{P} \)-persistence modules as functors \( \mathcal{P} \to \text{vec} \) or as right \( k\mathcal{P} \)-modules, particularly in the context of finite posets.

**Remark 2.2.** If \( \mathcal{P} \) is a finite poset, then \( k\mathcal{P} \) is an Artin \( k \)-algebra (i.e., a \( k \)-algebra of finite dimension as a \( k \)-vector space) and is in fact isomorphic to the incidence \( k \)-algebra of the poset \( \mathcal{P} \), as defined in [DRS72]. The fact that \( k\mathcal{P} \) is an Artin algebra lets us rely on the well-developed theory of representations of Artin algebras, and in particular on the relative homological algebra developed in [AS93].

2.5. Interleavings. We recall the notion of interleaving between \( R^n \)-persistence modules of [Les15, Les12]. Let \( M : R^n \to \text{vec} \) and \( \varepsilon \geq 0 \in R^n \). The \( \varepsilon \)-shift of \( M \), denoted \( M[\varepsilon] : R^n \to \text{vec} \), is such that \( M[\varepsilon](r) = M(r + \varepsilon) \) and has structure morphism corresponding to \( r \leq s \in R^n \) given by \( \varphi_{r - s, r + \varepsilon}^M \). Shifting gives a functor \( (-)[\varepsilon] : \text{vec}^R \to \text{vec}^R \), and, for every persistence module \( M \), there is a natural transformation \( \eta^M_{\varepsilon} : M \to M[\varepsilon] \) with \( r \)-component given by \( \varphi_{r, r + \varepsilon}^M : M(r) \to M(r + \varepsilon) \). For \( M, N : R^n \to \text{vec} \) and \( \varepsilon, \delta \geq 0 \in R^n \), an \( (\varepsilon, \delta) \)-interleaving between \( M \) and \( N \) consists of morphisms \( f : M \to N[\varepsilon] \) and \( g : N \to M[\delta] \) such that \( g[\varepsilon] \circ f = \eta^M_{\varepsilon + \delta} \) and \( f[\delta] \circ g = \eta^N_{\varepsilon + \delta} \). When \( \varepsilon \geq 0 \in R \), an \( \varepsilon \)-interleaving is defined to be an \((\varepsilon, \varepsilon, \varepsilon, \varepsilon, \ldots, \varepsilon)\)-interleaving. The interleaving distance between \( M, N : R^n \to \text{vec} \) is
\[
d_\varepsilon(M, N) = \inf \{ \varepsilon \geq 0 \in R : \text{there exists an } \varepsilon \text{-interleaving between } M \text{ and } N \} \cup \{ \infty \}.
\]

By composing interleavings, one shows that the interleaving distance is an extended pseudo distance on the collection of \( R^n \)-persistence modules.

Let \( \varepsilon \geq 0 \in R \). A persistence module \( M : R^n \to \text{vec} \) is \( \varepsilon \)-trivial if there exists an \( \varepsilon/2 \)-interleaving between \( M \) and the zero module. If \( M \) is not \( \varepsilon \)-trivial, we say that \( M \) is \( \varepsilon \)-significant; this is equivalent to the existence of \( r \in R^n \) such that \( \varphi_{r, r + \varepsilon}^M \) is not the zero morphism.

2.6. Interval modules. Let \( \mathcal{P} \) be a poset. An interval of \( \mathcal{P} \) consists of a non-empty subset \( I \subseteq \mathcal{P} \) satisfying the following two properties: if \( a, b \in I \), then \( c \in I \) for all \( a \leq c \leq b \); and for all \( a, b \in I \), there exists a finite sequence \( c_1, \ldots, c_t \in I \) such that \( a = c_1, b = c_t, \) and \( c_k \) and \( c_{k+1} \) are comparable for all \( 1 \leq k \leq t - 1 \).

If \( I \subseteq \mathcal{P} \) is an interval, the interval module with support \( I \) is the persistence module \( kI : \mathcal{P} \to \text{vec} \) that takes the value \( k \) on the elements of \( I \) and the value \( 0 \) elsewhere, and is such that all the morphisms that are not constrained to be zero are the identity of \( k \).

The indecomposable projective corresponding to \( i \in \mathcal{P} \), denoted \( P_i : \mathcal{P} \to \text{vec} \), is the interval module with support \( \{ j \in \mathcal{P} : i \leq j \} \). The name comes from the fact that any indecomposable projective module \( P \to \text{vec} \) is isomorphic to \( P_i \) for some \( i \in \mathcal{P} \). The simple module corresponding to \( i \in \mathcal{P} \), denoted \( S_i : \mathcal{P} \to \text{vec} \), is the interval module with support \( \{ i \} \). The name comes from the fact that any module \( \mathcal{P} \to \text{vec} \) with no non-zero proper submodules is isomorphic to \( S_i \) for some \( i \in \mathcal{P} \). If \( i < j \in \mathcal{P} \cup \{ \infty \} \), we let \( L_{i, j} : \mathcal{P} \to \text{vec} \) denote the interval module with support \( \{ k \in \mathcal{P} : i \leq k < j \} \). We refer to modules of the form \( L_{i, j} \) as hook modules, and to modules which are isomorphic to a direct sum of hook modules as hook-decomposable modules. We choose the notation \( L_{i, j} \) and the name “hook module” since they are reminiscent of the shape of the support of these modules in the case \( \mathcal{P} = R^2 \). Note that, for every \( i \in \mathcal{P} \), we have \( P_i = L_{i, \infty} \). If \( i \leq j \in \mathcal{P} \), we let \( R_{i, j} : \mathcal{P} \to \text{vec} \) denote the interval module with support \( \{ k \in \mathcal{P} : i \leq k \leq j \} \). We refer to modules of the form \( R_{i, j} \) as rectangular modules, taking inspiration from their shape when the indexing poset is \( R^2 \) or a 2-dimensional grid.
2.7. Multisets. Let $A$ be a set. A finite multiset of elements of $A$ is often defined to be a function $\alpha : A \to \mathbb{N}$, thought of as a multiplicity function, with the property that $\{a \in A : \alpha(a) > 0\}$ is finite. Using this definition, equality of multisets is simply equality of functions, but other relationships between multisets, such as functions or partial matchings between them, are harder to manipulate. For this reason, we use an equivalent notion of multiset that is more convenient for our purposes.

An indexed multiset of elements of $A$ consists of a pair $(I, f)$, with $I$ a set, called the indexing set, and $f$ a function $I \to A$, called the indexing function. An indexed multiset of elements of $A$ is finite if its indexing set is finite. Fix $(I, f)$ and $(J, g)$ indexed multisets of elements of $A$. A bijection $h : (I, f) \to (J, g)$ is simply a bijection $h : I \to J$ between the indexing sets, and an isomorphism between $(I, f)$ and $(J, g)$ is a bijection $h : (I, f) \to (J, g)$ such that $f = g \circ h$. When $(I, f)$ and $(J, g)$ are isomorphic, we write $(I, f) = (J, g)$. The union $(I, f) \cup (J, g)$ is the indexed multiset of elements of $A$ given by $(I \cup J, f \cup g)$. We say that $(I, f)$ and $(J, g)$ are disjoint if the images of $f$ and $g$ are disjoint. The multiplicity of $a \in A$ in $(I, f)$ is the cardinality of the preimage $f^{-1}(a) \subseteq I$. The cardinality of an indexed multiset $(I, f)$, denoted $|I|$ when the indexing function is omitted, is simply the cardinality of the indexing set.

When there is no risk of confusion, we refer to indexed multisets simply as multisets, leave the indexing implicit and refer to multisets as barcodes and to signed $\mathcal{P}$-barcodes as signed barcodes.

We denote the isomorphism class of a persistence module $M$ by $[M]$. By [BCB20, Theorem 1] and the Krull–Remak–Schmidt–Azumaya theorem [Azu50], any $\mathcal{P}$-persistance module $M$ decomposes as a direct sum of indecomposables $M \cong \bigoplus_{i \in I} M_i$ for a unique (up to isomorphism of multisets) multiset of isomorphism classes of indecomposables $\{[M_i]\}_{i \in I}$; we denote $\mathcal{B}(M) = \{[M_i]\}_{i \in I}$, which is independent of the choice of decomposition of $M$ as direct sum of indecomposables.

2.8. Barcodes and signed barcodes. Let $\mathcal{P}$ be a poset. A $\mathcal{P}$-barcode consists of a multiset of isomorphism classes of indecomposable $\mathcal{P}$-module structures. A signed $\mathcal{P}$-barcode consists of an ordered pair of $\mathcal{P}$-barcodes. When there is no risk of confusion, we keep the poset $\mathcal{P}$ implicit and refer to $\mathcal{P}$-barcodes as barcodes and to signed $\mathcal{P}$-barcodes as signed barcodes.

We note that, for some $a < b$ such that $\{a\} \subseteq I$, Corollary 5.6 asserts that there exists a unique signed barcode $\mathcal{B}\mathcal{P}(M) = (\mathcal{B}^\mathcal{P}(M), \mathcal{B}^{\mathcal{P}}(M))$ with the following properties:

Theorem 2.3 ([BOO21, Corollary 5.6]). Let $M : \mathcal{R}^n \to \text{vec}$ be fp. There exists a unique signed $\mathcal{R}^n$-barcode $\mathcal{B}\mathcal{P}(M) = (\mathcal{B}^\mathcal{P}(M), \mathcal{B}^{\mathcal{P}}(M))$ with the following properties:

...
2.6. The collection of all short exact sequences of an Abelian category \( \mathcal{C} \) of elements of \( \mathcal{C} \) satisfies the following properties:

- the (isomorphism classes of) modules appearing in \( \mathcal{B}(M) \) and \( \mathcal{B}(P) \) are right open rectangle modules;
- the multisets \( \mathcal{B}(M) \) and \( \mathcal{B}(P) \) are disjoint;
- \( \mathcal{B}(M) \) is a rank decomposition of \( M \).

Similarly, there exists a unique signed \( \mathbb{R}^\cdot \)-barcode \( \mathcal{B}(M) = (\mathcal{B}(M), \mathcal{B}(P)) \) with the following properties:

- the (isomorphism classes of) modules appearing in \( \mathcal{B}(M) \) and \( \mathcal{B}(P) \) are hook modules;
- the multisets \( \mathcal{B}(M) \) and \( \mathcal{B}(P) \) are disjoint;
- \( \mathcal{B}(M) \) is a rank decomposition of \( M \).

If \( M : \mathbb{R}^n \rightarrow \text{vec} \) is \( fp \), we refer to \( \mathcal{B}(M) \) and \( \mathcal{B}(P) \) as the minimal rank decomposition by rectangles of \( M \) and the minimal rank decomposition by hooks of \( M \), respectively.

It is worth mentioning that, when \( n = 1 \), we have \( \mathcal{B}(M) = \mathcal{B}(P) \), with the negative part being empty, and with the positive part being equal to the standard one-parameter barcode.

2.11. Basic homological algebra of persistence modules. Let \( \mathcal{P} \) be a poset and let \( M : \mathcal{P} \rightarrow \text{vec} \). We say that \( M \) is finitely presentable (abbreviated \( fp \)) if it is isomorphic to the cokernel of a morphism \( P \rightarrow Q \) such that \( P \) and \( Q \) are isomorphic to finite direct sums of indecomposable projective modules (i.e., modules of the form \( P_i \)); recall that these modules are defined in Section 2.6. The subcategory of \text{vec}^\mathcal{P} spanned by \( \mathcal{P} \)-persistence modules is denoted by \text{vec}^\mathcal{P} \_fp. Note that \text{vec}^\mathcal{P} \_fp is an Abelian category when \( \mathcal{P} \) is either finite poset or \( \mathbb{R}^n \), which are the cases that are relevant to this paper. If \( \mathcal{P} \) is finite, then every \( \mathcal{P} \)-persistence module is finitely presentable, but this need not be the case if \( \mathcal{P} \) is infinite. The following is well known (see, e.g., [Mit65, Chapter 9, Corollary 7.3]).

**Lemma 2.4.** Let \( \mathcal{P} \) be a finite poset. A module \( M \in \text{mod} \_\mathcal{P} \_fp \) is \text{kp}\_fp-projective if and only if \( M \) is isomorphic to a direct sum \( \bigoplus_{i \in I} P_i \) for some finite multiset \( I \) of elements of \( \mathcal{P} \). If \( \mathcal{P} \) has a minimum \( 0 \in \mathcal{P} \), a module \( M \in \text{mod} \_\mathcal{P} \_fp \) is \text{kp}\_fp-injective if and only if it is isomorphic to a direct sum \( \bigoplus_{i \in I} R_{0,i} \) for some finite multiset \( I \) of elements of \( \mathcal{P} \).

The following is well known and follows from, e.g., [Mit65, Chapter 9, Corollary 10.3].

**Lemma 2.5.** If \( \mathcal{P} \) is a finite poset, then every module \( M \in \text{mod} \_\mathcal{P} \_fp \) admits a finite \text{kp}\_fp-projective resolution and a finite \text{kp}\_fp-injective resolution.

2.12. Exact structures. We start with a standard definition to fix notation. A sequence \( 0 \rightarrow A \xrightarrow{f} B \xrightarrow{g} C \rightarrow 0 \) in an Abelian category is exact if \( f \) is the kernel of \( g \) and \( g \) is the cokernel of \( f \). We refer to exact sequences of the form \( 0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0 \) as short exact sequences.

Let \( \mathcal{E} \) be a collection of short exact sequences of an Abelian category \( \mathcal{C} \). If \( 0 \rightarrow A \xrightarrow{i} B \xrightarrow{d} C \rightarrow 0 \) is in \( \mathcal{E} \), we say that \( i \) is an inflation and that \( d \) is a deflation. The collection \( \mathcal{E} \) is an exact structure on \( \mathcal{C} \) if it satisfies the following properties:

- \( \mathcal{E} \) is closed under isomorphisms of short exact sequences;
- the identity morphism on the zero object is a deflation;
- the composition of two deflations is a deflation;
- the pullback of a deflation along any morphism is a deflation;
- the pushout of an inflation along any morphism is an inflation.

**Example 2.6.** The collection of all short exact sequences of an Abelian category \( \mathcal{C} \) forms an exact structure on \( \mathcal{C} \).

For a thorough introduction to the theory of exact structures as well as some context and history, we refer the reader to [DRSS99]. Note that the notion of exact structure is self-dual.

Let \( \mathcal{E} \) be an exact structure on an Abelian category \( \mathcal{C} \). A short exact sequence of \( \mathcal{C} \) is \( \mathcal{E}\)-exact if it belongs to the exact structure \( \mathcal{E} \). A sequence

\[
\cdots \rightarrow A_{k+1} \xrightarrow{f_{k+1}} A_k \xrightarrow{f_k} A_{k-1} \rightarrow \cdots \rightarrow A_0 \rightarrow 0.
\]

is \( \mathcal{E}\)-exact if it is exact and for every \( k \in \mathbb{N} \) we have that the short exact sequence \( 0 \rightarrow \ker(f_k) \rightarrow A_k \rightarrow \text{coker}(f_{k+1}) \rightarrow 0 \) is \( \mathcal{E}\)-exact. An object \( X \in \mathcal{C} \) is \( \mathcal{E}\)-projective if \( \text{Hom}_\mathcal{C}(X, -) : \mathcal{C} \rightarrow \text{Ab} \) maps every element of \( \mathcal{E} \) to a short exact sequence of Abelian groups. The notion of \( \mathcal{E}\)-injective is dual. An \( \mathcal{E}\)-projective resolution of \( Y \in \mathcal{C} \) consists of an \( \mathcal{E}\)-exact sequence \( \cdots \rightarrow X_{k+1} \rightarrow X_k \rightarrow \cdots \rightarrow X_0 \rightarrow Y \rightarrow 0 \) where \( X_k \) is \( \mathcal{E}\)-projective for all \( k \in \mathbb{N} \). The notion of \( \mathcal{E}\)-injective resolution is dual. The length of an \( \mathcal{E}\)-projective resolution
$X_i \to Y$ is the maximum over $i \in \mathbb{N}$ such that $X_i \not\cong 0$, with the convention that the length is $\infty$ if no such $i$ exists.

An $E$-projective cover of an object $Y \in \mathcal{C}$ is a deflation $p : X \to Y$ with $X$ an $E$-projective object, and such that any endomorphism $q : X \to X$ such that $p = p \circ q$ is necessarily an isomorphism. An $E$-projective resolution $X_\bullet \to Y$ is minimal if $X_0 \to Y$ and $X_k \to \ker(X_{k-1} \to X_{k-2})$ for all $k \geq 1$ are $E$-projective covers (here, by convention $X_{-1} = Y$). It is straightforward to see that, if $p : X \to Y$ and $p' : X' \to Y$ are $E$-projective covers, then there exists an isomorphism $r : X \to X'$ such that $p = p' \circ r$. An easy inductive argument then shows that, if $Y$ admits a minimal $E$-projective resolution, then any other minimal $E$-projective resolution is isomorphic to it.

The $E$-projective dimension of $Y \in \mathcal{C}$, denoted $\text{pdim}^E(Y)$, is the infimum, over all $E$-projective resolutions, of the length of the resolution; note that this number could be infinity. It is easy to verify that, if $Y$ admits a minimal $E$-projective resolution, then the length of this resolution equals the $E$-projective dimension of $Y$.

The $E$-projective dimension of $E$, denoted $\text{gldim}^E(C)$, is the supremum, over all $Y \in \mathcal{C}$, of the $E$-projective dimension of $Y$.

### 2.13. Signed barcodes from exact structures.

Let $\mathcal{P}$ be a poset and let $\mathcal{E}$ be an exact structure on the category of $\mathcal{P}$-persistence modules. Assume that $M : \mathcal{P} \to \mathcal{E}$ admits a minimal $E$-projective resolution $P_\bullet \to M$. In that case, we define the $k$th $E$-relative Betti numbers of $M$ by $\beta^E_k(M) := \mathcal{B}(P_k)$, which are independent of the particular choice of minimal resolution for $M$ by the uniqueness up to isomorphism of minimal resolutions. We also define the $E$-signed barcode of $M$ as the signed barcode

$$\mathcal{B}^E_k(M) := \left( \bigcup_{k \text{ even}} \beta^E_k(M), \bigcup_{k \text{ odd}} \beta^E_k(M) \right).$$

The prototypical example comes from the usual exact structure on the category of $fp\mathcal{P}$-persistence modules, which has as exact sequences the usual exact sequences. The $k$th Betti numbers of a $fp\mathcal{P}$-persistence module $M$ relative to the usual exact structure are called the $k$th (multigraded) Betti numbers of $M$, and are denoted by $\beta_k(M)$.

### 2.14. The rank exact structure.

Let $\mathcal{P}$ be a poset. A short exact sequence $0 \to A \to B \to C \to 0$ in $\text{vec}^\mathcal{P}$ is rank exact [BOO21] if $\text{rk}(B) = \text{rk}(A) + \text{rk}(C)$. When it exists, the exact structure whose exact sequences are the rank exact sequences is called the rank exact structure, and is denoted by $\mathcal{R}$.

**Theorem 2.7** (cf. [BOO21]). Let $n \in \mathbb{N}$ and let $\mathcal{P}$ be a finite poset.

1. Let $M$ be either $\text{vec}^\mathcal{P}_{\mathbb{N}}$ or $\text{vec}^\mathcal{P}$. The collection of rank exact sequences forms an exact structure on the category $M$. The projectives of this exact structure are the hook-decomposable modules. Every module of $M$ admits a finite minimal rank projective resolution.

2. Let $M : \mathcal{R}^n \to \text{vec}^\mathcal{P}$ be fp. A minimal rank projective resolution of $M$ can be obtained as the left Kan extension of a minimal rank projective resolution of a module $M' : [m_1] \times \cdots \times [m_n] \to \text{vec}$ along an injective monotonic map $f : [m_1] \times \cdots \times [m_n] \to \mathcal{R}^n$ with image the finite lattice generated by the grades involved in a minimal projective presentation of $M$.

Since Theorem 2.7 is not stated in exactly that way in [BOO21], we include a proof of the result in Appendix A, for completeness.

By Theorem 2.7, any $fp\mathcal{R}^n$-persistence module admits Betti numbers relative to the rank exact structure. We can thus instantiate the definition of relative signed barcode to the rank exact structure on $fp$ persistence modules, which we now do. The rank exact decomposition of a $fp$ persistence module $M : \mathcal{R}^n \to \text{vec}$ is the signed barcode

$$\mathcal{B}^E_k(M) = \left( \bigcup_{k \text{ even}} \beta^E_k(M), \bigcup_{k \text{ odd}} \beta^E_k(M) \right).$$

**Example 2.8.** For an illustration of this example, see Fig. 1. Let $M := \mathbb{R}^2 \to \text{vec}$, with $\mathcal{I} = ([0,2] \times [0,1]) \cup ([0,1] \times [0,2])$. Then, the following is a minimal rank projective resolution of $M$:

$$0 \to L_{(0,0),(2,1)} \oplus L_{(0,0),(1,2)} \xrightarrow{\begin{pmatrix} 0 & 1 \\ -1 & -1 \end{pmatrix}} L_{(0,0),(0,2)} \oplus L_{(0,0),(1,1)} \oplus L_{(0,0),(2,0)} \xrightarrow{\begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}} M$$

Here, we are letting 1 denote the morphism between interval modules $\mathbb{R} \to \mathbb{R}$ with component $\text{id} : \mathbb{R} \to \mathbb{R}$ in the intersection $\mathcal{I} \cap \mathcal{J}$ and zero otherwise, when this morphism is well defined.
To see that Eq. (1) is indeed a minimal rank projective resolution of \( M \), one can proceed as follows. First, one checks that the sequence is exact, which is easily done since it is enough to do it pointwise at each element of \( \mathbb{R}^2 \), and it is enough to do it for points on the grid \( \{0, 1, 2\}^2 \subseteq \mathbb{R}^2 \). Then, one checks that any morphism \( L_{a,b} \rightarrow M \) factors through \( L_{(0,0),(0,2)} \oplus L_{(0,0),(1,1)} \oplus L_{(0,0),(2,0)} \rightarrow M \). This is a simple case analysis: if \( 0 \leq b_y < 1 \), the morphism factors through \( 1 : L_{(0,0),(0,2)} \rightarrow M \); if \( 1 \leq b_y < 2 \), it factors through \( 1 : L_{(0,0),(1,1)} \rightarrow M \); and if \( 2 \leq b_y \), it factors through \( 1 : L_{(0,0),(2,0)} \rightarrow M \).

The two considerations above imply that Eq. (1) is a rank exact sequence. So, to conclude, we need to prove that the right-most morphism is a rank projective cover, and for this we need to prove that any endomorphism of \( X = L_{(0,0),(0,2)} \oplus L_{(0,0),(1,1)} \oplus L_{(0,0),(2,0)} \) commuting with the right-most morphism is necessarily an isomorphism. Note that, when written in matrix form, any endomorphism of \( X \) is necessarily diagonal since there are no non-zero morphism between distinct summands of \( X \). This forces any endomorphism commuting with the right-most morphism to be the identity, concluding the proof.

2.15. Stability of relative projective resolutions. An exact structure \( \mathcal{E} \) on \( \mathbb{R}^n \) is shift-invariant if, for all \( \varepsilon \geq 0 \in \mathbb{R} \) and \( \mathcal{E} \)-exact sequence \( 0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0 \), we have that \( 0 \rightarrow A[\varepsilon] \rightarrow B[\varepsilon] \rightarrow C[\varepsilon] \rightarrow 0 \) is \( \mathcal{E} \)-exact. The following result is a straightforward generalization of the stability of projective resolutions proven in [OS24, Section 3]; we include its proof in Appendix A, for completeness.

**Proposition 2.9.** Let \( \mathcal{E} \) be a shift-invariant exact structure on \( \mathbb{R}^n \). Let \( M, N : \mathbb{R}^n \rightarrow \mathbb{R}^k \), and let \( P_\bullet \rightarrow M \) and \( Q_\bullet \rightarrow N \) be \( \mathcal{E} \)-projective resolutions of finite length. If \( M \) and \( N \) are \( \varepsilon \)-interleaved, then so are 

\[ P_0 \oplus Q_1[\varepsilon] \oplus P_2[2\varepsilon] \oplus Q_3[3\varepsilon] \oplus \cdots \text{ and } Q_0 \oplus P_1[\varepsilon] \oplus Q_2[2\varepsilon] \oplus P_3[3\varepsilon] \oplus \cdots \]

3. Bottleneck instability of minimal rank decompositions

In this section, we prove Proposition 3.1, the instability result for minimal rank decompositions by rectangles in the signed bottleneck dissimilarity. We also explain in Remark 3.2 how a similar example shows that minimal rank decompositions by hooks are also not stable in the signed bottleneck dissimilarity.

**Proposition 3.1.** Let \( n \geq 2 \in \mathbb{N} \). There is no function \( f : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) with \( f(r) \rightarrow 0 \) such that the following inequality holds for all fp modules \( M, N : \mathbb{R}^n \rightarrow \mathbb{R}^k \) at finite interleaving distance:

\[ \hat{d}_B(\mathcal{B}_d^p(M), \mathcal{B}_d^p(N)) \leq f(d_f(M, N)) \]

**Proof.** We prove the claim in the case \( n = 2 \). Examples in dimension \( n \geq 3 \) can be constructed by taking the external tensor product of each of the modules in the example we give with \( P_0 : \mathbb{R}^{n-2} \rightarrow \mathbb{R}^k \), where the external tensor product of \( X : \mathbb{R}^k \rightarrow \mathbb{R}^l \) and \( Y : \mathbb{R}^l \rightarrow \mathbb{R}^m \) is the persistence module \( X \otimes Y : \mathbb{R}^{k+l} \rightarrow \mathbb{R}^{m+l} \) with \( (X \otimes Y)(r) = X(r_1, \ldots, r_k) \otimes Y(r_{k+1}, \ldots, r_{k+l}) \).

Let \( b = 10 \) and \( a = 2 \). Let \( H_{a,b}, V_{a,b}, T_a : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) be the right open rectangle modules with support \( [0, b) \times [0, a) \), \( [0, a) \times [0, b) \), and \( [0, a) \times [0, a) \), respectively. Let \( M_{a,b} \) be the interval module whose support is the union of the supports of \( H_{a,b} \) and \( V_{a,b} \). In particular, we have \( \mathcal{B}_d^p(M_{a,b}) = \{ ([V_{a,b}], [H_{a,b}]), ([T_a]) \} \).

Given a natural number \( k \in \mathbb{N} \), let \( \varepsilon = 1/(k + 1) \) and consider the following two persistence modules

\[ A = (M_{a,b} \oplus T_a) \oplus (M_{a+c,b} \oplus T_{a+c}) \oplus (M_{a+2c,b} \oplus T_{a+2c}) \oplus \cdots \oplus (M_{a+kc,b} \oplus T_{a+kc}) \]

\[ B = (M_{a,b} \oplus T_{a+c}) \oplus (M_{a+c,b} \oplus T_{a+2c}) \oplus (M_{a+2c,b} \oplus T_{a+3c}) \oplus \cdots \oplus (M_{a+kc,b} \oplus T_{a+(k+1)c}) \]

Note that \( A \) and \( B \) are \( \varepsilon \)-2-interleaved, and that their minimal rank decompositions by rectangles are as follows (see Fig. 3):

\[ \mathcal{B}_d^p(A) = \{ ([V_{a,b}], [H_{a,b}]), ([V_{a+c,b}], [H_{a+c,b}]), \cdots \cup ([V_{a+kc,b}], [H_{a+kc,b}]), \emptyset \} \]

\[ \mathcal{B}_d^p(B) = \{ ([V_{a,b}], [H_{a,b}]), ([V_{a+c,b}], [H_{a+c,b}]), \cdots \cup ([V_{a+kc,b}], [H_{a+kc,b}]) \cup \{ ([T_{a+(k+1)c}], \emptyset) \} \} \]

Any matching between \( \mathcal{B}_d^p(A) \) and \( \mathcal{B}_d^p(B) \) has cost at least 1, since \( T_a \in \mathcal{B}_d^p(B) \) is either unmatched, which has cost 1, matched with \( T_{a+(k+1)c} = T_{a+1} \in \mathcal{B}_d^p(B) \), which has cost 1, or matched with another bar in \( \mathcal{B}_d^p(B) \), which has cost larger than 1. By letting \( k \rightarrow \infty \) we get a sequence of pairs of modules \( A \) and \( B \) whose interleaving distance converges to 0, and such that an optimal matching between their minimal rank decomposition by rectangles has cost at least 1.

**Remark 3.2.** An example analogous to that in the proof of Proposition 3.1 shows that the minimal rank decomposition by hooks (Section 2.10) is also not stable in the signed bottleneck dissimilarity when \( n \geq 2 \). To build the example, one replaces the modules \( M_{a+ic,b} \) by the modules \( T_{a+ic} \), the modules \( T_{a+ic} \) by the
modules \( L_{0,(a+\varepsilon,a+\varepsilon)} \), the modules \( H_{a+\varepsilon,b} \) by the modules \( L_{0,(0,a+\varepsilon)} \), and the modules \( V_{a+\varepsilon,b} \) by the modules \( L_{0,(a+\varepsilon,0)} \).

4. Bottleneck stability of hook-decomposable modules

In Section 4.1, we prove Proposition 4.3, the bottleneck stability result for hook-decomposable modules. In Section 4.2, we show that the stability result of Section 4.1 is tight when \( n = 2 \). In order to do this, we repurpose an example from [Bje21] originally designed for rectangle-decomposable modules. Note however that, in general, right open rectangle modules and hook modules can have quite different behaviors under interleavings or matchings, therefore we cannot directly apply Bjerkevik’s stability result for rectangle-decomposable modules [Bje21, Theorem 4.3] to prove the stability of hook-decomposable modules.

4.1. Bottleneck stability. We start with some definitions that let us state simple generalizations of the main constructions in [Bje21].

Let \( \mathcal{P} \) be a class of indecomposable persistence modules \( \mathbb{R}^n \rightarrow \text{vec} \). A matching constant for \( \mathcal{P} \) is any number \( c \geq 1 \in \mathbb{R} \) such that, whenever \( P, Q : \mathbb{R}^n \rightarrow \text{vec} \) are \( \varepsilon \)-interleaved countably \( \mathcal{P} \)-decomposable modules, there exists a \( c\varepsilon \)-matching between \( B(P) \) and \( B(Q) \) and thus, in particular, we have \( d_B(B(P), B(Q)) \leq c \cdot d_I(P, Q) \).

We use the following version of Bjerkevik’s stability result [Bje21, Theorem 4.3],

**Theorem 4.1 (Bjerkevik).** Let \( \mathcal{P} \) be a class of isomorphism classes of interval modules that is closed under shifts, such that the Hom-spaces between its elements are of dimension \( \leq 1 \), and for which there exists a total pre-order \( \leq \) (i.e., a pre-order such that every pair of elements is comparable) and a constant \( c \geq 1 \) satisfying the following two conditions for all \( \varepsilon > 0 \) and all \( R, S, T \in \mathcal{P} \) with \( R \leq T \):

1. If there are non-zero morphisms \( k_R \rightarrow k_S[\varepsilon] \) and \( k_S \rightarrow k_T[\varepsilon] \), then \( S \) is \( c\varepsilon \)-interleaved with \( R \) or \( T \).
2. Assume \( R \) and \( T \) are \( 2c\varepsilon \)-significant (i.e., not \( 2c\varepsilon \)-interleaved with the zero module). If there are non-zero morphisms \( k_R \rightarrow k_S[\varepsilon] \) and \( k_S \rightarrow k_T[\varepsilon] \), then their composite \( k_R \rightarrow k_T[2\varepsilon] \) is non-zero.

Then \( c \) is a matching constant for \( \mathcal{P} \).

**Proof sketch.** The proof of this result is completely analogous to the proof of [Bje21, Theorem 4.3], which follows directly from [Bje21, Lemma 4.9] and [Bje21, Theorem 4.10] via a purely combinatorial argument that we outline now.
Let $P, Q : \mathbb{R}^n \to \text{vec}$ decompose as countable direct sums of indecomposables in $\mathcal{P}$, and let us assume that $P$ and $Q$ are $\varepsilon$-interleaved. For any element $P_i \in \mathcal{B}(P)$, let

$$\mu(P_i) = \{ Q_j \in \mathcal{B}(Q) \mid P_i \text{ and } Q_j \text{ are } \varepsilon\text{-interleaved} \},$$

where $\mu(P_i)$ is viewed as a multisubset of $\mathcal{B}(Q)$, containing all the elements of $\mathcal{B}(Q)$ with which $P_i$ can potentially be matched. More generally, for any multisubset $A \subseteq \mathcal{B}(P)$, let

$$\mu(A) = \bigcup_{P_i \in A} \mu(P_i),$$

where, again, $\mu(A)$ is viewed as a multisubset of $\mathcal{B}(Q)$. Now, we build the (possibly infinite) undirected bipartite graph $G$ on the multisets $\mathcal{B}(P) \cup \mathcal{B}(Q)$ with an edge between $P_i \in \mathcal{B}(P)$ and $Q_j \in \mathcal{B}(Q)$ whenever $Q_j \in \mu(P_i)$. Then, [Bje21, Lemma 4.9] states that $|A| \leq |\mu(A)|$ for any $A \subseteq \mathcal{B}(P)$ that contains only $2\varepsilon$-significant elements. This implies that any subset $A$ of the nodes of $G$ corresponding to $2\varepsilon$-significant elements of $\mathcal{B}(P)$ is connected to at least $|A|$ other nodes of $G$. As a consequence, Hall’s Marriage theorem [Bje21, Theorem 4.10]—applied to the subgraph of $G$ induced by the $2\varepsilon$-significant elements of $\mathcal{B}(P)$ and their neighbors in $G$—ensures the existence of a (possibly not perfect) matching $\sigma$ in $G$ that covers all the nodes corresponding to $2\varepsilon$-significant elements of $\mathcal{B}(P)$. Symmetrically, there exists a matching $\tau$ in $G$ that covers all the nodes corresponding to $2\varepsilon$-significant elements of $\mathcal{B}(Q)$. From the union of the edges in $\sigma$ and $\tau$, one can then extract a matching in $G$ that covers all the $2\varepsilon$-significant elements of $\mathcal{B}(P) \cup \mathcal{B}(Q)$, by a combinatorial argument similar to the one used in the Cantor–Bernstein theorem [AZ99, pp. 110–111].

As seen from this outline, the only part of the proof that depends on the class $\mathcal{P}$ of indecomposables is [Bje21, Lemma 4.9]. The proof of this lemma itself is quite modular, based on a matrix rank argument, and the only places where it makes any assumptions about the intervals in $\mathcal{P}$—making it specific to the case of rectangles—are:

- in the construction of the matrices from the morphisms of the $\varepsilon$-interleaving between $P$ and $Q$: there, the restrictions of the interleaving morphisms to individual summands of $P$ or $Q$ are identified with $k$-endomorphisms, which is possible in the case of rectangle summands because the Hom-spaces between them are of dimension $\leq 1$; here we make the same assumption on the Hom-spaces between the indecomposables in $\mathcal{P}$;
- when [Bje21, Lemma 4.7] is invoked; here the lemma is replaced by our assumption (1);
- when [Bje21, Lemma 4.8] is invoked; here the lemma is replaced by our assumption (2);
- when $(2n - 1)$ is used, it should be replaced by our matching constant $c$.

As a result, the proof of [Bje21, Lemma 4.9], and so the one of [Bje21, Theorem 4.3] as well, extend to any class $\mathcal{P}$ that satisfies our assumptions.

The following lemma is also implicit in Bjerkevik’s work.

**Lemma 4.2.** Let $\mathcal{P}$ and $\mathcal{P}'$ be isomorphism classes of interval modules, closed under shifts, with matching constants $c$ and $c'$ respectively. Suppose that, every time $k_R$ and $k_S$ belong to one of the two classes and $k_T$ belongs to the other class, we have that any composite morphism $k_R \to k_S \to k_T$ is zero. Then, $\max(c, c')$ is a matching constant for $\mathcal{P} \cup \mathcal{P}'$.

**Proof.** Suppose that $P, Q : \mathbb{R}^n \to \text{vec}$ are $\varepsilon$-interleaved, countably $(\mathcal{P} \cup \mathcal{P'})$-decomposable modules. Let $P = P_1 \oplus P_2$ and $Q = Q_1 \oplus Q_2$, with $P_1$ and $Q_1$ being $\mathcal{P}$-decomposable and $P_2$ and $Q_2$ being $\mathcal{P}'$-decomposable.

Let $i \neq j \in \{1, 2\}$. The interleaving between $P$ and $Q$ consists of morphisms $f : P \to Q[\varepsilon]$ and $g : Q \to P[\varepsilon]$, which can be written in matrix form as

\[
\begin{pmatrix}
  f_{1,1} & f_{1,2} \\
  f_{2,1} & f_{2,2}
\end{pmatrix}
: P_1 \oplus P_2 \to Q_1[\varepsilon] \oplus Q_2[\varepsilon]
\quad \text{and} \quad
\begin{pmatrix}
  g_{1,1} & g_{1,2} \\
  g_{2,1} & g_{2,2}
\end{pmatrix}
: Q_1 \oplus Q_2 \to P_1[\varepsilon] \oplus P_2[\varepsilon].
\]

We claim that $f_{1,1}$ and $g_{1,1}$ form an $\varepsilon$-interleaving between $P_1$ and $Q_1$, and that $f_{2,2}$ and $g_{2,2}$ form an $\varepsilon$-interleaving between $P_2$ and $Q_2$. Proving this is sufficient since then, by assumption, there exists a $\varepsilon$-matching between $\mathcal{B}(P_1)$ and $\mathcal{B}(Q_1)$ and a $c'\varepsilon$-matching between $\mathcal{B}(P_2)$ and $\mathcal{B}(Q_2)$, and the result follows by combining these two matchings.

Using that $f$ and $g$ form an $\varepsilon$-interleaving, and standard matrix multiplication, we get

\[
\begin{pmatrix}
  g_{1,1}[\varepsilon] & g_{1,2}[\varepsilon] \\
  g_{2,1}[\varepsilon] & g_{2,2}[\varepsilon]
\end{pmatrix}
\begin{pmatrix}
  f_{1,1} & f_{1,2} \\
  f_{2,1} & f_{2,2}
\end{pmatrix}
= \begin{pmatrix}
  g_{1,1}[\varepsilon] \circ f_{1,1} + g_{1,2}[\varepsilon] \circ f_{2,1} & g_{1,1}[\varepsilon] \circ f_{1,2} + g_{1,2}[\varepsilon] \circ f_{2,2} \\
  g_{2,1}[\varepsilon] \circ f_{1,1} + g_{2,2}[\varepsilon] \circ f_{2,1} & g_{2,1}[\varepsilon] \circ f_{1,2} + g_{2,2}[\varepsilon] \circ f_{2,2}
\end{pmatrix}
= \begin{pmatrix}
  \eta_{P_1} & 0 \\
  0 & \eta_{P_2}
\end{pmatrix},
\]

so $g_{1,1}[\varepsilon] \circ f_{1,1} + g_{1,2}[\varepsilon] \circ f_{2,1} = \eta_{P_1}$ and $g_{2,1}[\varepsilon] \circ f_{1,2} + g_{2,2}[\varepsilon] \circ f_{2,2} = \eta_{P_2}$. But, by assumption, $g_{1,2}[\varepsilon] \circ f_{1,1} = 0$ and $g_{2,1}[\varepsilon] \circ f_{1,2} = 0$, since $P_1$ and $Q_2$ belong to different classes, and $P_2$ and $Q_1$ belong to different classes.
as well. This implies that \( g_{1,1}[c] \circ f_{1,1} = \eta^P_{2c} \) and \( g_{2,2}[c] \circ f_{2,2} = \eta^Q_{2c} \). A symmetric argument shows that \( f_{1,1}[c] \circ g_{1,1} = \eta^P_{2c} \) and \( f_{2,2}[c] \circ g_{2,2} = \eta^Q_{2c} \), finishing the proof.

We are now ready to prove the main result of this section.

**Proposition 4.3.** Let \( P, Q : \mathbb{R}^n \to \text{vec} \) decompose as countable direct sums of hook modules and let \( \varepsilon \geq 0 \). If \( P \) and \( Q \) are \( \varepsilon \)-interleaved, then there exists a \( (2n-1)\varepsilon \)-matching between \( \mathcal{B}(P) \) and \( \mathcal{B}(Q) \).

**Proof.** We use Lemma 4.2 with one class consisting of modules of the form \( L_{a,b} \) with \( a < b \in \mathbb{R}^n \), and the other class consisting of modules of the form \( L_{a,\infty} = \mathcal{P}_a \) with \( a \in \mathbb{R}^n \), noticing that any morphism \( L_{a,b} \to \mathcal{P}_c \) with \( b < \infty \) must be zero.

A matching constant for the second class is \( \max(1,n-1) \), by the bottleneck stability theorem for one-parameter barcodes (case \( n = 1 \)) and by [Bje21, Theorem 4.12] (case \( n \geq 2 \)). It thus suffices to show that \( 2n-1 \) is a matching constant for the first class. To prove this, we use Theorem 4.1, so we need to verify conditions (1) and (2) in the case of hooks. We start by defining the pre-order \( \preceq \), which we do by following Bjerkevik’s arguments. For \( i \in \mathbb{R}^n \), let \( \alpha(i) = \sum_{m=1}^{n} i_m \), where \( i_m \) denotes the \( m \)-th coordinate of \( i \). Now, we let \( L_{i,j} \preceq L_{i',j'} \) if and only if \( \alpha(i) + \alpha(j) \leq \alpha(i') + \alpha(j') \).

To verify condition (1), (I), and (II) we get:

\[
\text{(I) } a \leq i + \varepsilon; \\
\text{(II) } b \leq j + \varepsilon.
\]

It is thus enough to prove that

- \( i \leq a + (2n-1)\varepsilon; \)
- \( j \leq b + (2n-1)\varepsilon, \)

since this implies that the supports are close (see also Lemma 4.4). We prove that \( i_m \leq a_m + (2n-1)\varepsilon \) for every \( 1 \leq m \leq n \) by contradiction; the case of \( j \) and \( b \) is analogous. Suppose \( i_m > a_m + (2n-1)\varepsilon \), using this, (I), and (II) we get:

\[
\alpha(a) + \alpha(b) = \sum_{k=1}^{n} a_k + \sum_{k=1}^{n} b_k \\
\quad < i_m - (2n-1)\varepsilon + \sum_{k \neq m} (i_k + \varepsilon) + \sum_{k=1}^{n} (j_k + \varepsilon) \\
\quad = \sum_{k=1}^{n} i_k + \sum_{k=1}^{n} j_k = \alpha(i) + \alpha(j),
\]

which contradicts the fact that \( L_{i,j} \preceq L_{a,b} \).

To verify condition (2), we follow the general outline of the proof of [Bje21, Lemma 4.8]. Suppose that there exist non-zero morphisms \( f : L_{i,j} \to L_{a,b}[\varepsilon] \) and \( g : L_{a,b} \to L_{c,d}[\varepsilon] \), that \( L_{i,j} \preceq L_{c,d} \), and that \( L_{i,j} \) and \( L_{c,d} \) are \( 2(2n-1)\varepsilon \)-significant. We must prove that \( g[\varepsilon] \circ f \) is non-zero, and we proceed by contradiction. If we assume \( g[\varepsilon] \circ f = 0 \), then, we claim we have the following:

- \( i + 2\varepsilon \geq c; \)
- \( i + 2\varepsilon \geq d; \)
- \( j + 2\varepsilon \geq d; \)
- \( i_k > e_k + (4n-4)\varepsilon \) for some \( 1 \leq k \leq n; \)
- \( j_k > d_k + (4n-4)\varepsilon \) for some \( 1 \leq k' \leq n. \)

The first and third claims follow from the fact that \( f \) and \( g \) are non-zero. The second claim follows from the fact that, if \( i_l + 2\varepsilon < d_l \) for some \( 1 \leq l \leq n \), then \( L_{i,j} \) and \( L_{c,d}[2\varepsilon] \) would intersect, and \( g[\varepsilon] \circ f \) would be non-zero. The fourth claim follows from the second claim and the fact that \( L_{c,d} \) is \((4n-2)\varepsilon\)-significant, while the fifth claim follows from the second one and the fact that \( L_{i,j} \) is \((4n-2)\varepsilon\)-significant. We can then
compute as follows:
\[
\alpha(i) + \alpha(j) = \sum_{m=1}^{n} i_m + \sum_{m'=1}^{n} j_{m'} > c_k + (4n-4)\varepsilon + d_{k'} + (4n-4)\varepsilon + \sum_{m \neq k} (c_m - 2\varepsilon) + \sum_{m' \neq k'} (d_{m'} - 2\varepsilon)
\]
\[
= \alpha(c) + \alpha(d) + (4n-4)\varepsilon \geq \alpha(c) + \alpha(d),
\]
which contradicts the fact that \( L_{i,j} \leq L_{c,d} \).

4.2. **On the relation between hooks and rectangles.** In this section, we let \( a < b \in (\mathbb{R} \cup \{\infty\})^n \) denote the fact that \( a_k < b_k \in \mathbb{R} \cup \{\infty\} \) for all \( 1 \leq k \leq n \). Note that a pair \((a, b)\) with \( a < b \in \mathbb{R}^n \) determines both the right open rectangle module \( R^o_{a,b} \) and the hook module \( L_{a,b} \). There thus seems to be a kind of duality between these two types of modules, which we now explore.

We say that a right open rectangle module has *finite diagonal* if it is isomorphic to a module of the form \( R^o_{a,b} \) with \( a < b \in \mathbb{R}^n \). Similarly, a hook module has *finite diagonal* if it is isomorphic to a module of the form \( L_{a,b} \) with \( a < b \in \mathbb{R}^n \). Let \( I \) be a multiset of pairs \((a, b)\) with \( a < b \in \mathbb{R}^n \), and let \( M = \bigoplus_{(a, b) \in I} R^o_{a,b} \) and \( N = \bigoplus_{(a, b) \in I} L_{a,b} \). We say that \( M \) is the rectangle-decomposable module corresponding to \( N \), and that \( N \) is the hook-decomposable module corresponding to \( M \). In particular, any rectangle-decomposable module having indecomposable summands with finite diagonal has a corresponding hook-decomposable module, well defined up to isomorphism, and any hook-decomposable module having indecomposable summands with finite diagonal has a corresponding rectangle-decomposable module, well defined up to isomorphism.

The following result gives explicit formulas for the interleaving distance between a rectangle or hook module and the zero module, and for the interleaving distance between two rectangle modules or two hook modules. The formulas for the interleaving distances to the zero module are a consequence of the following observation: for a rectangle to be close to empty it is sufficient for one of its sides to be small, whereas in the case of a hook all sides (i.e., differences in coordinates between the generator and the relation) must be small. The formula for the distance between two rectangle modules or two hook modules is a case analysis: two rectangle modules or two hook modules can be close either because their endpoints are close, or because both are close to the zero module.

**Lemma 4.4.** Using the conventions \(|\infty - \infty| = 0\) and \(|a - \infty| = |\infty - a| = \infty\) for all \( a \in \mathbb{R} \), we have the following. If \( a < b \in (\mathbb{R} \cup \{\infty\})^n \) and \( c < d \in (\mathbb{R} \cup \{\infty\})^n \), then:
\[
d_I(R^o_{a,b}, 0) = \min_{1 \leq k \leq n} |b_k - a_k|/2
\]
\[
d_I(R^o_{a,b}, R^o_{c,d}) = \min \left( \max\left( \left\| c - a \right\|_\infty, \left\| d - b \right\|_\infty \right) , \max(\left.d_I(R^o_{a,b}, 0)\right., \left.d_I(R^o_{c,d}, 0)\right.) \right)
\]

If \( a < b \in \mathbb{R}^n \cup \{\infty\} \) and \( c < d \in \mathbb{R}^n \cup \{\infty\} \), then:
\[
d_I(L_{a,b}, 0) = \max_{1 \leq k \leq n} |b_k - a_k|/2 = |b - a|_\infty/2
\]
\[
d_I(L_{a,b}, L_{c,d}) = \min \left( \max\left( \left\| c - a \right\|_\infty, \left\| d - b \right\|_\infty \right) , \max(\left.d_I(L_{a,b}, 0)\right., \left.d_I(L_{c,d}, 0)\right.) \right).
\]

Moreover, the infimum that defines the interleaving distances in the above formulas is attained by an interleaving.

In the next two lemmas, we collect properties relating rectangle modules and hook modules.

**Lemma 4.5.** An \( \varepsilon \)-matching between barcodes consisting of hook modules with finite diagonal induces an \( \varepsilon \)-matching between the barcodes consisting of the corresponding right open rectangle modules. The converse statement is not true in general.

**Proof.** The first claim follows from the facts that \( d_I(R^o_{a,b}, 0) \leq d_I(L_{a,b}, 0) \) and \( d_I(R^o_{a,b}, R^o_{c,d}) \leq d_I(L_{a,b}, L_{c,d}) \), for all \( a < b \in \mathbb{R}^n \) and \( c < d \in \mathbb{R}^n \), by Lemma 4.4. For the second claim, note that for \( x > y > 0 \in \mathbb{R} \), we have \( d_I(R^o_{(0,0), (x,y)}, 0) = y/2 \), while \( d_I(L_{(0,0), (x,y)}, 0) = x/2 \). In particular, there exists a \( y/2 \)-matching between the barcode \( \{R^o_{(0,0), (x,y)}\} \) and the empty barcode bar but not between the barcode \( \{L_{(0,0), (x,y)}\} \) and the empty barcode.

**Lemma 4.6.** Let \( \varepsilon > 0 \) and suppose that \( M \) and \( N \) are right open rectangle-decomposable modules with the property that all of their indecomposable summands have finite diagonal and are not \( \varepsilon \)-interleaved with the zero module. If \( M \) and \( N \) are \( \varepsilon \)-interleaved, then so are their corresponding hook-decomposable modules.
It is not clear to us whether the analogous statement where the roles of rectangles and hooks are swapped holds true.

**Proof.** Let $M'$ and $N'$ be the hook-decomposable modules corresponding to $M$ and $N$, respectively. Note that any non-zero morphism between rectangle modules with finite diagonal $R_{a,b} \rightarrow R_{c,d}$ is given by multiplication by a non-zero scalar and induces a non-zero morphism between the corresponding hook modules $L_{a,b} \rightarrow L_{c,d}$ given by multiplication by the same scalar. In particular, given an $\varepsilon$-interleaving between $M$ and $N$, we get a pair of morphisms $M' \rightarrow N'[\varepsilon]$ and $N' \rightarrow M'[\varepsilon]$. Since all of the summands of $M$ and $N$ are $2\varepsilon$-significant, we see that this last pair of morphisms is in fact an $\varepsilon$-interleaving between $M'$ and $N'$.

Combining Lemmas 4.5 and 4.6 with [Bje21, Example 5.2] we see that, when $n = 2$, the constant $2n - 1 = 3$ of Proposition 4.3 is the smallest possible.

5. **Global dimension of the rank exact structure and size of the rank exact decomposition**

In Section 5.1, we give lower and upper bounds for the global dimension of the rank exact structure on the category of modules over a finite lattice, and use these to prove Theorem 5.18, which gives the global dimension of the rank exact structure on the category of $fp$ $\mathcal{R}^n$-persistence modules. In Section 5.2, we prove Proposition 5.28, which gives lower and upper bounds for the size of the rank exact decomposition of a $fp$ module $M$ in terms of the size of the (usual) Betti numbers of $M$.

### 5.1. Global dimension.

The aim of this subsection is to determine the global dimension of categories of persistence modules with respect to the rank exact structure (recall that global dimension is defined in Section 2.12). More precisely, we show that the global dimension of $n$-parameter persistence modules is precisely $2n - 2$ (Proposition 5.17 and Theorem 5.18). We also give more general bounds for the global dimension of the rank exact structure on any finite lattice $S$ (Theorem 5.16).

The way towards these results is a bit roundabout: First we introduce a new lattice $\mathcal{P}$, consisting, in spirit, of compatible pairs of elements of $S$ (see Notation 5.9 for the precise construction). The key point is that (a certain quotient of) $\mathcal{P}$ is closely related to the rank projectives over $S$ (Lemma 5.10), giving us a way to translate rank projective dimensions to usual projective dimensions (Lemma 5.11). This type of argument is familiar from the representation theory of finite dimensional algebras, and is sometimes referred to as “projectivization” [ARS95, Section 2, Chapter 2].

As a first step, we look at (usual) projective resolutions over a lattice $\mathcal{P}$. (We will use this result for the specific $\mathcal{P}$ alluded to above eventually.) We construct a Koszul-like resolution for interval modules whose support is an upset. We use this resolution in Corollary 5.3 to bound the projective dimension of rectangle modules, which in particular include the (usual) injective modules.

**Proposition 5.1.** Let $\mathcal{P}$ be a lattice. Let $m \in \mathbb{N}$ and let $f : [m] \rightarrow \mathcal{P}$ be a function, not assumed to be monotonic. Let $\mathcal{I} = \{i \in \mathcal{P} : \exists k \in [m], f(k) \leq i\} \subseteq \mathcal{P}$ be the upset generated by $f([m])$. There exists a $kp$-projective resolution of $k_{\mathcal{I}}$ of length $m - 1$, as follows:

$$
0 \rightarrow P_{\vee f([m])} \rightarrow \bigoplus_{A \subseteq [m], |A| = m - 1} P_{\vee f(A)} \rightarrow \cdots \rightarrow \bigoplus_{A \subseteq [m], |A| = 2} P_{\vee f(A)} \rightarrow \bigoplus_{k \in [m]} P_{f(k)} \rightarrow k_{\mathcal{I}}.
$$

If for every proper subset $A \subseteq [m]$ we have $\vee f(A) < \vee f([m])$, then the above resolution is a shortest possible projective resolution.

**Proof.** We start by specifying the morphisms in the resolution. Note that if $[m] \supseteq A \supseteq B$ then $\vee f(A) \geq \vee f(B)$, and so we have a natural inclusion of $\iota_{A,B} : P_{\vee f(A)} \rightarrow P_{\vee f(B)}$. The components of the morphisms in the resolution above are given by

$$
P_{\vee f(A)} \rightarrow P_{\vee f(B)} : \begin{cases} (-1)^{|\{b \in B : b \leq i\}|} \cdot \iota_{A,B} & \text{if } A = B \cup \{i\} \\ 0 & \text{else.} \end{cases}
$$

Now we look at these maps pointwise. So fix $p \in \mathcal{P}$. Since

$$
P_{\vee f(A)}(p) = \begin{cases} k & \text{if } p \geq f(a) \text{ for all } a \in A \\ 0 & \text{else,} \end{cases}
$$

we have $\text{rank}(p_{\vee f(A)}(p)) = 0$ if $p \in B$. Thus $p_{\vee f(A)}(p) = 0$ for all $p \in B$. Since $B$ is a proper subset of $[m]$, we get $\text{rank}(p_{\vee f(A)}(p)) = 0$ for all $p \in [m]$, and thus $p_{\vee f(A)}(p) = 0$ for all $p \in [m]$. This shows that the resolution is a shortest possible projective resolution.


we observe that only subsets of \([m]^{≤ P} := \{ i : f(i) ≤ p \} \subseteq [m]\) contribute for this \(p\). Thus, when evaluating at \(p \in \mathcal{P}\), our sequence of maps degenerates to

\[
0 \to k \to \bigoplus_{A \subseteq [m]^{≤ P} \mid |A| = |[m]^{≤ P}|-1} \langle P \rangle \to \bigoplus_{A \subseteq [m]^{≤ P} \mid |A| = 2} \langle k \rangle \to \bigoplus_{a \in [m]^{≤ P}} k.
\]

With the signs explained above, this is exactly the complex calculating simplicial homology of \(a\) (filled) \(([m]^{≤ P} - 1)\)-simplex. If \([m]^{≤ P} = \varnothing\), then the entire complex vanishes; otherwise this homology is concentrated in degree 0, where it is \(k\). Thus, we do have a sequence which is exact everywhere except at its right end, and the cokernel is \(k\) whenever there is at least one \(a \in [m]\) such that \(p ≥ f(a)\), in other words if \(p \in \mathcal{I}\). This establishes the resolution of the proposition.

Finally, if we additionally assume that \(\forall f(A) < \forall f([m])\) for all proper subsets \(A\) of \([m]\), then the first morphism (on the left) of the resolution is not a split monomorphism, so the resolution is a shortest possible projective resolution.

\[\square\]

**Notation 5.2.** Let \(\mathcal{P}\) be a finite poset. If \(i \in \mathcal{P}\), let \(i^\wedge \subseteq \mathcal{P}\) be the set of minimal elements of \(\{ a \in \mathcal{P} : a \not< i \}\), and let \(i^\vee = \{ a \in \mathcal{P} : i < a, \not\exists i < j < a \} \subseteq \mathcal{P}\) be the set of elements directly above \(i\) in the Hasse diagram of \(\mathcal{P}\).

**Corollary 5.3.** Let \(\mathcal{P}\) be a finite lattice, let \(0 \in \mathcal{P}\) denote its minimum, and let \(i \in \mathcal{P}\). Then \(\text{pdim}_{k,\mathcal{P}}(R_{0,i}) ≤ |i^\wedge|\). If for any proper subset \(A \subseteq i^\wedge\) we have \(\forall A < \forall i^\wedge\), then \(\text{pdim}_{k,\mathcal{P}}(R_{0,i}) = |i^\wedge|\).

**Proof.** This follows by combining Proposition 5.1 with the short exact sequence \(0 \to k_{\mathcal{I}} \to P_0 \to R_{0,i} \to 0\), where \(\mathcal{I}\) is the upset generated by \(i^\wedge\).

Our overall aim in this subsection is to relate the rank global dimension (and certain rank projective dimensions) of the exact structure on one given lattice \(\mathcal{S}\) to the usual global dimension (and usual projective dimensions) on a different lattice \(\mathcal{P}\). However, we need to consider a quotient of the algebra \(k\mathcal{P}\). Our next aim is thus to introduce this type of quotient, and then work towards Lemmas 5.7 and 5.8 which, in essence, say that the quotient construction does not influence our homological dimensions too much.

**Definition 5.4.** If \(\mathcal{Q} \subseteq \mathcal{P}\) are finite posets, let \(e = \sum_{i \in \mathcal{Q}} [i, i] \in k\mathcal{P}\) be the idempotent of \(k\mathcal{P}\) corresponding to \(\mathcal{Q}\). We define the quotient algebra \(k\mathcal{P}/\mathcal{Q} := k\mathcal{P}/(e)\), where \((e)\) is the two-sided ideal of \(k\mathcal{P}\) generated by \(e\).

**Lemma 5.5.** Let \(\mathcal{Q} \subseteq \mathcal{P}\) be finite posets. The \(k\)-algebra \(k\mathcal{P}/\mathcal{Q}\) is isomorphic to the following \(k\)-algebra \(\mathcal{A}\). As a vector space, \(\mathcal{A}\) is freely generated by pairs \([i, j]\) such that \(i ≤ j \in \mathcal{P}\) and such that there does not exist \(x \in \mathcal{Q}\) with \(i ≤ x ≤ j\). The multiplication of \(\mathcal{A}\) is given by linearly extending the rule

\[
[i, j] \cdot [k, l] = \begin{cases}
[i, l], & \text{if } j = k, \text{ and } \exists x \in \mathcal{Q} \text{ such that } i ≤ x ≤ l.
0, & \text{otherwise.}
\end{cases}
\]

**Proof.** Consider the \(k\)-linear map \(k\mathcal{P} \to \mathcal{A}\) which maps \([i, j]\) to \([i, j]\) if there does not exist \(x \in \mathcal{Q}\) with \(i ≤ x ≤ j\), and to 0 otherwise. It is clear that this linear map is a \(k\)-algebra morphism. Its kernel is generated, as a \(k\mathcal{P}\)-bimodule, by the elements \([x, x]\) with \(x \in \mathcal{Q}\). Thus, its kernel is the two-sided ideal \((e)\), where \(e \in k\mathcal{P}\) is the idempotent corresponding to \(\mathcal{Q}\).

The first technical step towards relating the homological algebra over \(k\mathcal{P}/\mathcal{Q}\) back to \(k\mathcal{P}\) is the following Tor-vanishing result. Recall that \(S_k\) denotes the simple corresponding to \(k \in \mathcal{P}\) (defined in Section 2.6).

**Lemma 5.6.** Let \(\mathcal{Q} \subseteq \mathcal{P}\) be finite posets such that any subset of \(\mathcal{Q}\) has a join in \(\mathcal{P}\) which lies in \(\mathcal{Q}\). Then, for \(k \not\in \mathcal{Q}\) we have \(\text{Tor}_d^{k\mathcal{P}}(S_k, k\mathcal{P}/\mathcal{Q}) = 0\), for all \(d > 0 \in \mathbb{N}\).

**Proof.** Denote by \(e \in k\mathcal{P}\) the idempotent of \(k\mathcal{P}\) corresponding to \(\mathcal{Q}\). We use the short exact sequence

\[
0 \to (e) \to k\mathcal{P} \to k\mathcal{P}/\mathcal{Q} \to 0
\]

to calculate the desired Tor-groups. Since the middle term is projective, we have \(\text{Tor}_d^{k\mathcal{P}}(S_k, k\mathcal{P}/\mathcal{Q}) \cong \text{Tor}_d^{k\mathcal{P}}(S_k, (e))\) whenever \(d ≥ 2\), and \(\text{Tor}_1^{k\mathcal{P}}(S_k, k\mathcal{P}/\mathcal{Q})\) is isomorphic to a subgroup of \(\text{Tor}_d^{k\mathcal{P}}(S_k, (e))\) if \(d = 1\). In particular, it suffices to show that \(\text{Tor}_d^{k\mathcal{P}}(S_k, (e)) = 0\) for all \(d ≥ 1\).

To that end, note that \((e) = \text{Span}\{[i, j] : \exists s \in \mathcal{Q} \text{ with } i ≤ s ≤ j\}\). Let us first consider the case \(d = 1\), where we look at \(\text{Tor}_0^{k\mathcal{P}}(S_k, (e)) = S_k \otimes_{k\mathcal{P}} (e)\). Clearly an elementary tensor \(x \otimes [i, j] = x[i, i] \otimes [i, j]\) vanishes if \(i ≠ k\). If \(i = k\) then we can pick \(s\) as in the description of \((e)\) above, and note that \(s ≠ k\). Thus, also in this case the elementary tensor \(x \otimes [i, j] = x[i, s] \otimes [s, y]\) vanishes.
Now we consider $d > 1$. Here it suffices to show that $(e)$ is projective as a left $k\mathcal{P}$-module. To that end, note that $(e) = \bigoplus_{j \in \mathcal{P}} \text{Span}\{[i, j] : \exists s \in \mathcal{Q} \text{ with } i \leq s \leq j\}$ as left $k\mathcal{P}$-modules. Moreover, for a given $j$ we have
\[
\text{Span}\{[i, j] : \exists s \in \mathcal{Q} \text{ with } i \leq s \leq j\} = \text{Span}\{[i, j] : i \leq \sqrt{s \in \mathcal{S} : s \leq j}\} \cong \text{Span}\{[i, s] : i \leq \sqrt{s \in \mathcal{S} : s \leq j}\},
\]
where the last isomorphism is given by mapping $[i, j]$ to $[i, s]$. Note that the final module is the projective left module associated to the vertex $\sqrt{s \in \mathcal{S} : s \leq j}$, which is in particular it is a projective left module. This concludes the proof.

Lemma 5.7. If $\mathcal{Q} \subseteq \mathcal{P}$ are finite posets such that any subset of $\mathcal{Q}$ has a join in $\mathcal{P}$ which lies in $\mathcal{Q}$, then
\[
\text{gldim}(k\mathcal{P}/\mathcal{Q}) \leq \text{gldim}(k\mathcal{P}).
\]

Proof. It is a standard result (see, e.g., [Aus55, Corollary 11]) that the global dimension of a finite dimensional algebra is the maximum of the projective dimensions of its simple modules (i.e., modules with no non-zero proper submodules). Thus, it is enough to show that, for every simple module $M \in \text{mod}_{k\mathcal{P}/\mathcal{Q}}$, we have $\text{pdim}_{k\mathcal{P}/\mathcal{Q}}(M) \leq \text{gldim}(k\mathcal{P})$. We claim that any simple $k\mathcal{P}/\mathcal{Q}$-module $M$ is isomorphic to $S_i \otimes_{k\mathcal{P}} k\mathcal{P}/\mathcal{Q}$ for some $i \in \mathcal{P} \setminus \mathcal{Q}$. To see this, note that, as a $k\mathcal{P}$-module, the module $M$ must also be simple. This implies that, as a $k\mathcal{P}$-module, $M$ must be isomorphic to $S_i$ for some $i \in \mathcal{P}$, so that, as a $k\mathcal{P}/\mathcal{Q}$-module, $M$ must be isomorphic to $S_i \otimes_{k\mathcal{P}} k\mathcal{P}/\mathcal{Q}$, with $i \notin \mathcal{Q}$ since $M$ is non-zero.

We can now take a $k\mathcal{P}$-projective resolution of $S_i$ of length at most $\text{gldim}(k\mathcal{P})$ and tensor it on the right with $k\mathcal{P}/\mathcal{Q}$, which, by Lemma 5.6, gives us a $k\mathcal{P}/\mathcal{Q}$-projective resolution of $S_i \otimes_{k\mathcal{P}} k\mathcal{P}/\mathcal{Q} \cong M$ of length at most $\text{gldim}(k\mathcal{P})$, as required.

Lemma 5.8. Let $\mathcal{P}$ be a finite lattice and let $\mathcal{Q} \subseteq \mathcal{P}$ be closed under joins and meets. For any $i \notin \mathcal{Q}$, we have that $\text{pdim}_{k\mathcal{P}/\mathcal{Q}}(S_i \otimes_{k\mathcal{P}} k\mathcal{P}/\mathcal{Q}) \leq |i^+|$. If, moreover, $\forall i^+ \notin \mathcal{Q}$ and for any proper subset $A \subseteq i^+$ we have $\forall A < \forall i^+$, then $\text{pdim}_{k\mathcal{P}/\mathcal{Q}}(S_i \otimes_{k\mathcal{P}} k\mathcal{P}/\mathcal{Q}) = |i^+|$.

Proof. Let $I$ be the set of elements that are greater than or equal to an element of $i^+$. By splicing the short exact sequence $0 \rightarrow k_I \rightarrow P_i \rightarrow S_i \rightarrow 0$ with the resolution of $k_I$ in Proposition 5.1, we get a projective resolution of $S_i$ of length $|i^+|$. Tensor this resolution with $k\mathcal{P}/\mathcal{Q}$. By Lemma 5.6 we obtain a projective resolution of $S_i \otimes_{k\mathcal{P}} k\mathcal{P}/\mathcal{Q}$ over $k\mathcal{P}/\mathcal{Q}$, which proves the first claim. To prove the second claim, note that, under the additional assumptions of the claim, the first map (on the left) in the resolution we constructed is not a split monomorphism.

Now we turn back to our original goal of studying the rank global dimension over a lattice $S$. We do so by relating it to the usual global dimension of an algebra $k\mathcal{P}/\mathcal{Q}$ of the form we have just studied. First we fix the precise setup.

Notation 5.9. For the rest of this section, we let $S$ be a finite lattice, we let $S_{\infty} := S \cup \{\infty\}$, and we let $\mathcal{P} := \{(a, b) \in S_{\infty}^2 : a \leq b\}$, which is a lattice with the pointwise partial order. Note that $\mathcal{Q} = \{(a, a) : a \in S_{\infty}\} \subseteq \mathcal{P}$ is a sublattice of $\mathcal{P}$. We write $L = \bigoplus_{a < b \in S_{\infty}} L_{a,b} \in \text{mod}_S$. We denote the projective dimension relative to the rank exact structure of a module $M \in \text{mod}_S$ by $\text{pdim}_{kS}^S(M)$.

Lemma 5.10. We have an isomorphism of $k$-algebras $\text{End}_{kS}(L) \cong k\mathcal{P}/\mathcal{Q}$.

Proof. We start by noting that
\[
\text{Hom}_{kS}(L_{a,b}, L_{c,d}) = \begin{cases} 
 k & \text{if } a \geq c, b \geq d, a \not\geq d \\
 0 & \text{otherwise}.
\end{cases}
\]

Thus, as a vector space, $\text{End}_{kS}(L)$ is generated by the morphisms $f_{(a,b), (c,d)} : L_{c,d} \rightarrow L_{a,b}$, only defined for pairs $(a, b) \leq (c, d)$ such that there does not exist $x \in S$ with $(a, b) \leq (x, x) \leq (c, d)$, which map $1 \in k = L_{a,b}(a)$ to $1 \in k = L_{c,d}(a)$. Thus, $\text{End}_{kS}(L)$ has a basis in bijection with the basis of the algebra $\Lambda$ of Lemma 5.5. It is straightforward to see that the algebra multiplication coincides with that of $\Lambda$, so the result follows from Lemma 5.5.

Since $L$ is an $(\text{End}(L), kS)$-bimodule by Lemma 5.10, we have a functor
\[
\text{Hom}_{kS}(L, -) : \text{mod}_S \rightarrow \text{mod}_{k\mathcal{P}/\mathcal{Q}}.
\]
Let add denote the full subcategory of $\text{mod}_{kS}$ spanned by modules that decompose as direct sums of modules of the form $L_{a,b}$ with $a < b \in S_{\infty}$, and let $\text{proj}_{k\mathcal{P}/\mathcal{Q}}$ denote the full subcategory of $\text{mod}_{k\mathcal{P}/\mathcal{Q}}$ spanned by the projective modules.
We now establish a fundamental property of the functor $\hom_{kS}(L, -) : \mod kS \to \mod kP/Q$, which in particular lets us compute the projective dimension of a module $M$ relative to the rank exact structure by computing the (usual) projective dimension of $\hom_{kS}(L, M)$.

**Lemma 5.11.** The functor $\hom_{kS}(L, -) : \mod kS \to \mod kP/Q$ restricts to an equivalence of categories $\ad L \simeq \proj kP/Q$. In particular, we have $\pd_{kS}^k(M) = \pd_{kP/Q}^k(\hom_k(M, M))$, for every $M \in \mod kS$.

*Proof.* We start by proving the first claim. By definition, $\hom_{kS}(L, -)$ maps $L$ to $\mathsf{End}_{kS}(L)$, which is isomorphic to $kP/Q$, by Lemma 5.10. Moreover, we have $\mathsf{End}_{kS}(L) \cong kP/Q \cong \mathsf{End}_{kP/Q}(kP/Q)$, also induced by $\hom_{kS}(L, -)$. This implies that $\hom_{kS}(L, -)$ restricts to an equivalence of categories between the subcategory of $\mod kS$ spanned by the object $L$ and the subcategory of $\mod kP/Q$ spanned by the object $kP/Q$. Since the functor $\hom_{kS}(L, -)$ is additive, it also restricts to an equivalence $\ad L \simeq \proj kP/Q$ between the additive closures of the modules $L$ and $kP/Q$.

To prove the equality between the projective dimensions, note that $\hom_{kS}(L, -)$ maps minimal relative projective resolutions to minimal $kP/Q$-projective resolutions, where minimality is preserved by the first claim.

In order to bound the global dimension of the rank exact structure, we need an explicit bound for the projective dimension relative to the rank exact structure of (usual) injective modules. We compute this by constructing an explicit rank projective resolution for them. For this, we need the following.

**Lemma 5.12.** Let $\mathbb{E} : 0 \to A \to B \to C \to 0$ be a short exact sequence in $\mod kS$. Assume that $A$ has property $(\ast)$: for all $i \in S$, $A(0) \to A(i)$ is surjective. Then $\mathbb{E}$ is rank exact. Similarly, a long exact sequence of modules with property $(\ast)$ is rank exact.

*Proof.* We start with the first claim. Let $i < j \in S$. Since $A(i) \to A(j)$ is surjective, we have that $0 \to \hom_k(L_{i, j}, A) \to A(i) \to A(j) \to 0$ is exact. We can then consider the following diagram:

$$
\begin{array}{ccc}
0 & \to & 0 \\
\downarrow & & \downarrow \\
0 & \to & \hom_k(L_{i, j}, A) \\
\downarrow & & \downarrow \\
0 & \to & \hom_k(L_{i, j}, B) \\
\downarrow & & \downarrow \\
0 & \to & \hom_k(L_{i, j}, C) \\
\downarrow & & \downarrow \\
\end{array}
\begin{array}{ccc}
0 & \to & 0 \\
\downarrow & & \downarrow \\
0 & \to & A(i) \\
\downarrow & & \downarrow \\
0 & \to & B(i) \\
\downarrow & & \downarrow \\
0 & \to & C(i) \\
\end{array}
\begin{array}{ccc}
0 & \to & 0 \\
\downarrow & & \downarrow \\
0 & \to & A(j) \\
\downarrow & & \downarrow \\
0 & \to & B(j) \\
\downarrow & & \downarrow \\
0 & \to & C(j) \\
\end{array}

The middle and bottom rows are exact by assumption and the first column is exact by the previous observation. By the snake lemma, the top row is exact, as required.

For the second claim, let $X_\bullet$ be a long exact sequence. We prove that in $0 \to \ker d_k \to X_k \to \coker d_{k+1} \to 0$ the module $\ker d_k$ satisfies property $(\ast)$, and, since $\ker d_k \cong \coker d_{k+1}$ by exactness, it is enough to check this for $\coker d_k$ for all $k$. Let $i \in S$. Since the composite $X(0) \to X(i) \to (\coker d_k)(i)$ is surjective and factors through $(\coker d_k)(0) \to (\coker d_k)(i)$, we have that this last map is surjective, as needed.

The proof of the following result is straightforward.

**Lemma 5.13.** The resolution of Proposition 5.1 is functorial in $f$, in the following sense. Let $f, f' : [m] \to P$ be two not necessarily monotonic functions such that $f'(\ell) \leq f(\ell)$ for all $\ell \in [m]$. Let $\mathcal{I}f$ (resp. $\mathcal{I}'f$) denote the upset generated by the image of $f$ (resp. $f'$), and let $R_f$ (resp. $R_{f'}$) denote the projective resolution of $k_{\mathcal{I}f}$ (resp. $k_{\mathcal{I}'f}$) of Proposition 5.1. Then there is a monomorphism of resolutions $R_f \to R_{f'}$ extending the natural monomorphism $k_{\mathcal{I}f} \to k_{\mathcal{I}'f}$. In degree $k$, the morphism is given by the natural monomorphism

$$
\bigoplus_{A \subseteq [m]} P_{f(A)} \to \bigoplus_{A \subseteq [m]} P_{f'(A)}
$$

induced by the natural monomorphism in each summand.

We can now bound the projective dimension relative to the rank exact structure of (usual) injective modules.
Proposition 5.14. Let $M \in \text{mod}_k S$ be $kS$-injective. Then $\text{pdim}^k_{kS}(M) \leq \sup_{i \in S} |i^\wedge| - 1$.

Proof. Let $0 \in S$ be the minimum element of $S$. By Lemma 2.4, the module $M$ is a direct sum of modules of the form $R_{0,i}$, with $i \in S$, so it is enough to prove the result for one of these modules. We construct a relative projective resolution of $R_{0,i}$ by taking a quotient of a resolution of $P_0$. Let $k = |i^\wedge|$ and let $f : [k] \to i^\wedge \subseteq S$ be a bijection. Let $f' : [k] \to S$ be constantly 0. Let $\mathcal{I} = S$, and let $\mathcal{I}$ be the upset generated by $i^\wedge$. Applying Proposition 5.1 and Lemma 5.13 to $f$ and $f'$, we get a monomorphism of resolutions $R_f \to R_{f'}$ of length $k - 1$ extending the natural inclusion $k\mathcal{I} \to k\mathcal{I}$. By Lemma 5.13, the cokernel of $R_f \to R_{f'}$ is a resolution of $R_{0,i}$ by hook modules, which has length $k - 1 = |i^\wedge| - 1$. In order to see that this resolution is rank exact, we apply Lemma 5.12, since all the hook modules appearing in the cokernel of $R_f \to R_{f'}$ are generated at 0.

Before bounding the global dimension of the rank exact structure, we state and prove an easy consequence of the Koszul-like resolution of Proposition 5.1 for the usual global dimension. Note that similar results are already known (see, e.g., [IM22, Theorem 2.6]).

Proposition 5.15. If $S$ is a finite lattice, then $\text{gldim}(kS) \leq \sup_{i \in S} |i^\wedge|$.

Proof. Recall that any $M \in \text{mod}_k S$ admits a finite injective resolution (Lemma 2.5). Using induction and the fact that, for every short exact sequence of $kS$-modules $0 \to L \to M \to N \to 0$, we have $\text{pd}(L) \leq \max\{\text{pd}(M), \text{pd}(N)\}$, we reduce the problem to proving that the projective dimension of all indecomposable $kS$-injective modules is at most $\sup_{i \in S} |i^\wedge|$. By Lemma 2.4, the indecomposable injectives are isomorphic to modules of the form $R_{0,i}$, where $0 \in S$ is the minimum of $S$, so the result follows from Corollary 5.3.

We now give a lower and upper bound for the global dimension of the rank exact structure on an arbitrary finite lattice.

Theorem 5.16. For any finite lattice $S$, we have $\text{gldim}(kP/Q) - 2 \leq \text{gldim}^k(S) \leq 2 \cdot \sup_{i \in S} |i^\wedge| - 2$.

Proof. We start with the upper bound. In view of Lemma 5.11, it is enough to show that, for every $M \in \text{mod}_k S$, we have $\text{pd}(kP/Q) \leq 2n - 2$. Since there are enough (usual) injectives, we may choose $0 \to M \to I^0 \to I^1$ exact with $I^0$ and $I^1$ injective. Applying $\text{Hom}(\cdot, -)$ gives an exact sequence $0 \to \text{Hom}(\cdot, M) \to \text{Hom}(\cdot, I^0) \to \text{Hom}(\cdot, I^1)$. We denote the cokernel of the final map by $C$. The resulting six-term exact sequence implies that

$$\text{pd}(kP/Q) \leq \max\{\text{pd}(\text{Hom}(I^0, M)), \text{pd}(\text{Hom}(I^1, M)) \} - 1, \text{pd}(kP/Q)(C) - 2\}.$$ 

Let $d = \sup_{i \in S} |i^\wedge|$. Since, by Proposition 5.14, injectives have relative projective resolutions of length at most $d - 1$, we have $\text{pd}(kP/Q)(M) \leq \max\{d - 1, d - 2, \text{pd}(kP/Q)(C) - 2\}$, by Lemma 5.11. It is thus enough to show that $\text{gldim}(kP/Q) \leq 2d$, and Lemma 5.7 reduces this to showing $\text{gldim}(kP) \leq 2d$. By applying Proposition 5.15 to the lattice $P$, we see that it is enough to show that, for $j \leq k \in S$, we have $|j^\wedge| \leq |k^\wedge| + |k^\wedge|$. To show this, note that if $(a, b) \notin (j, k)$, then $a \leq j$ or $b \leq k$. This implies that, if $(a, b) \in (j, k)^\wedge$, then $a = 0$ or $b = 0$, since, if $a \neq 0$ and $b \neq 0$, then $(a, 0) \notin (j, k)$ and $(a, 0) < (a, b)$, so $(a, b)$ would not be minimal. To conclude, note that if $(a, 0) \in (j, k)^\wedge$ then $a \in j^\wedge$, and if $(0, b) \in (j, k)^\wedge$, then $b \in k^\wedge$.

We now prove the lower bound in part (2). Let $c = \text{gldim}(kP/Q)$ and let $Q_0 \to M$ be a minimal projective resolution of length $c$ of some $kP/Q$-module $M$. By Lemma 5.11, there exist a chain complex of relative projectives $0 \to P_0 \to \cdots \to P_1 \to P_0$ such that $0 \to \text{Hom}(L, P_0) \to \cdots \to \text{Hom}(L, P_1) \to \text{Hom}(L, P_0)$ is isomorphic to $0 \to Q_0 \to \cdots \to Q_1 \to Q_0$. Since $\text{Hom}(L, -)$ is left exact, we have that $\text{Hom}(L, \text{ker}(P_1 \to P_0)) \cong \text{ker}(Q_1 \to Q_0)$. It follows that $0 \to P_0 \to P_1 \to P_0$ is a minimal projective resolution of length $c - 2$, and thus that $\text{pd}(kS)(\text{ker}(P_1 \to P_0)) \geq c - 2$, by Lemma 5.11.

As a consequence, we can compute the global dimension of the rank exact structure on a finite grid.

Proposition 5.17. Let $m \geq 3$ and $S = [m]^n$. Then $\text{gldim}^k(\text{mod}_k S) = 2n - 2$.

Proof. For $S = [m]^n$, $m \geq 3$, and $i \in S$, we have $|i^\wedge| \leq n$, so $\text{gldim}^k(S) \leq 2n - 2$ by the upper bound in Theorem 5.16. Denote $1 = (1, \ldots, 1) \in S$. Using the notation of Theorem 5.16, consider the element $(0, 1) \in P$. By Lemma 5.8, we have $\text{pd}(S_{0,1}) \otimes_k kP/Q) = |(0, 1)^\wedge| = 2n$, since $\vee (0, 1)^\wedge = (1, 2) \notin S$, and $\forall A < (1, 2)$ for every $A \subseteq (0, 1)^\wedge$, where $2 = (2, \ldots, 2) \in S$. The lower bound in Theorem 5.16 now finishes the proof.
5.1. \textbf{Bounds on the size of rank exact decomposition.} We start by fixing notation. Given a \(fp\) persistence module \(M : \mathcal{R}^n \to \vec{v}c\), let

\[
\begin{align*}
\beta(M) &= |\beta_0(M) \cup \cdots \cup \beta_n(M)|, \\
\beta^k(M) &= [B^k(M) \cup B(M)] = |\beta^k_0(M) \cup \cdots \cup \beta^k_{2n-2}(M)|, \\
\beta^\alpha(M) &= |B^\alpha(M) \cup B^\alpha(M)|.
\end{align*}
\]

The following result is standard; see Appendix A for a proof.

\textbf{Lemma 5.20.} Let \(0 \to X_0 \to \cdots \to X_1 \to X_0 \to 0\) be an exact sequence of finite dimensional vector spaces. Let the sequence \([x, y, z]\) be a reordering of the sequence \([0, 1, 2]\). Then, we have \(\sum_{i \equiv x(\text{mod} 3)} \dim(X_i) \leq \sum_{i \equiv x(\text{mod} 3)} \dim(X_i).
\]

We now prove a standard result which gives a characterization of the (usual) Betti numbers of a \(\mathcal{R}^n\)-persistence module in terms of an \(\text{Ext}\) functor, and use it to bound the size of the Betti numbers of a module in a short exact sequence by the sum of the sizes of the Betti numbers of the other two modules.

\textbf{Lemma 5.21.} Let \(0 \to M_0 \to M_1 \to M_2 \to 0\) be a short exact sequence of \(fp\) \(\mathcal{R}^n\)-persistence modules and let \([x, y, z]\) be a reordering of \([0, 1, 2]\). Then \(b(M_x) \leq b(M_y) + b(M_z).
\]

As a consequence, we can bound the size of the Betti numbers of the first relative syzygy of a module in terms of the size of the absolute and relative Betti numbers of the module.

\textbf{Lemma 5.22.} Let \(M : \mathcal{R}^n \to \vec{v}c\) be \(fp\) and not relative projective. Let \(P \to M\) be the first step in a minimal rank projective resolution of \(M\) and let \(0 \to S \to P \to M \to 0\) be the induced short exact sequence. Then \(b(S) \leq 2 \cdot |\beta^k_0(M)| + b(M).
\]

The following is a general construction that allows us to bound the size of the relative Betti numbers in terms of the size of the absolute Betti numbers, when we only have a bound for the size of 0th relative Betti numbers.

\textbf{Lemma 5.23.} Assume that there exists \(\alpha \geq 2 \in \mathbb{R}\) such that, for all \(fp\) \(M : \mathcal{R}^n \to \vec{v}c\), we have \(|\beta^k_0(M)| \leq b(M)^\alpha\). Then, for all \(i \in \mathbb{N}\), we have \(\sum_{j=0}^i |\beta^k_j(M)| \leq (\alpha \cdot b(M))^{\alpha+i}.
\]
Proof. We prove \( \sum_{j=0}^{i} |\beta_j^R(M)| \leq 4(2\alpha)^i \cdot b(M)^{\alpha+1} \) for all \( i \in \mathbb{N} \). The result then follows from the fact that \((2\alpha)^i \leq \alpha^{i+1}\).

We start with a few observations. To keep notation short, in this proof we let \( s_i = \sum_{j=0}^{i} |\beta_j^R(M)| \) and \( b = b(M) \). Let \( P_{\bullet} \rightarrow M \) be a minimal rank projective resolution. Let \( M_0 = M \), let \( M_1 \) be the kernel of \( P_0 \rightarrow M_1 \), and let \( M_{i+1} \) be the kernel of \( P_i \rightarrow M_{i-1} \). In particular, we have short exact sequences \( 0 \rightarrow M_{i+1} \rightarrow P_i \rightarrow M_i \rightarrow 0 \). Using Lemma 5.22 on the short exact sequence \( 0 \rightarrow M_i \rightarrow P_i \rightarrow M_{i-1} \rightarrow 0 \), we get \( b(M_i) \leq 2 \cdot |\beta_{i-1}^R(M)| + b(M_{i-1}) \), since \( \beta_{i-1}^R(M_{i-1}) = \beta_{i-1}^R(M) \). An inductive argument then shows that

\[
(2) \quad b(M_i) \leq 2s_{i-1} + b.
\]

We use this to bound \( s_i \) as follows

\[
s_i = s_{i-1} + |\beta_i^R(M)|
= s_{i-1} + |\beta_0^R(M_i)|
\leq s_{i-1} + b(M_i)^\alpha
\leq s_{i-1} + (2s_{i-1} + b)^\alpha,
\]

where in the first inequality we used the hypothesis of this result and in the second inequality we used Eq. (2). We use this inequality to prove the result, by induction on \( i \).

The base case \( i = 0 \) is true by assumption. For the inductive step, we have

\[
s_i \leq (2 \cdot s_{i-1} + b)^\alpha + s_{i-1},
\leq (3 \cdot s_{i-1} + b)^\alpha,
\leq (3 \cdot 4(2\alpha)^{i-1} \cdot b^\alpha + b)^\alpha
\leq (3 \cdot 4(2\alpha)^{i-1} \cdot b^\alpha + 4(2\alpha)^{i-1} \cdot b^\alpha)^\alpha
\leq (4 \cdot 2\alpha)^{i-1} \cdot b^\alpha
= 4(2\alpha)^{i-1} \cdot b^{\alpha+1}
\]

where in the second inequality we used the inductive hypothesis, and in the rest of the inequalities we used simple bounds. To conclude, note that \((2\alpha)^{i-1} \alpha + \alpha \leq (2\alpha)^i \). \( \square \)

In order to be able to use Lemma 5.23, we need an explicit bound for the size of 0th relative Betti numbers in terms of the absolute Betti numbers.

**Lemma 5.24.** Let \( M : \mathcal{R}^n \rightarrow \text{vec} \) be fp. Then \( |\beta_0^R(M)| \leq b(M)^{2n+1} \).

**Proof.** Let \( \bigoplus_{j \in J} P_j \rightarrow \bigoplus_{i \in I} P_i \rightarrow M \) be a minimal projective presentation of \( M \), so that \( \beta_0(M) = \{ [P_j] \}_{j \in J} \) and \( \beta_1(M) = \{ [P_i] \}_{i \in I} \), and \( I \) and \( J \) are multisets of elements of \( \mathcal{R}^n \). Let \( \bar{I} \subseteq \mathcal{R}^n \) be the subset of \( \mathcal{R}^n \) consisting of distinct elements of \( I \), and define \( \bar{J} \) analogously. Let \( \bar{I}^{nk} = \bar{I} \subseteq \mathcal{R}^n \) and let \( \bar{I}^{nk+1} = \bar{I} \cup \bar{I}^k \), where, for \( X, Y \subseteq \mathcal{R}^n \), we let \( X \cup Y = \{ x \lor y : x \in X, y \in Y \} \subseteq \mathcal{R}^n \). Define \( \bar{I}^{nk} \) analogously.

Let \( \bigoplus_{(a,b) \in A} L_{a,b} \rightarrow M \) be the first step in a minimal rank projective resolution of \( M \), where \( A \) is a multiset of elements of \( \mathcal{R}^n \times (\mathcal{R}^n \cup \{ \infty \}) \). We claim that, for each \( (a, b) \in A \), we have \( \bar{a} \in \bar{I}^{nk} \) and either \( b \in \bar{J}^{kn} \) or \( b = \infty \). This follows from two claims: (a) any morphism \( L_{a',b'} \rightarrow M \) with \( b' \neq \infty \) factors through a map \( L_{a'',b''} \rightarrow M \) with \( a'' \in \bar{I}^{nk} \) and \( b'' \in \bar{J}^{nk} \) for a sufficiently large \( k \); (b) \( \bar{I}^{nk} = \bar{I}^{nk} \) and \( \bar{J}^{nk} = \bar{J}^{nk} \) for all \( k \geq n \). The case \( b = \infty \) is analogous.

To prove claim (b), observe that any element of \( \mathcal{R}^n \) that is written as a join of \( k \) elements with \( k \geq n \) can actually be written as a join of \( n \) of those elements, since the join operation in \( \mathcal{R}^n \) is equivalently a
componentwise maximum. To prove claim (a), note that such a morphism induces a commutative diagram

\[
\begin{array}{ccc}
P_{b'} & \rightarrow & \bigoplus_{j \in J} P_j \\
\downarrow & & \downarrow \\
P_{a'} & \rightarrow & \bigoplus_{i \in I} P_i \\
\downarrow & & \downarrow \\
M & = & M.
\end{array}
\]

The morphism \(P_{a'} \rightarrow \bigoplus_{i \in I} P_i\) clearly factors through \(P_{a''}\), for some \(a'' \in \hat{J}^k\) for large enough \(k\), and, analogously, the morphism \(P_{b'} \rightarrow \bigoplus_{j \in J} P_j\) factors through \(P_{b''}\), for some \(b'' \in J^{\hat{k}}\). The claim follows.

If we let \(\bar{A} \subseteq R^n \times (R^n \cup \{\infty\})\) be the set of distinct elements of \(A\), we have proved that \(|\bar{A}| \leq |\hat{J}^n| + (|\hat{J}^n| \cdot |\hat{J}^n|)\).

Now, note that \(\dim(\text{Hom}(L_{a,b}, M)) = \dim(\ker(M(a) \rightarrow M(b)))\) if \(b \neq \infty\), and \(\dim(\text{Hom}(L_{a,b}, M)) = \dim(M(a))\) if \(b = \infty\). In either case, \(\dim(\text{Hom}(L_{a,b}, M)) \leq \dim(M(a)) \leq |I|\). Thus, if \((a, b) \in \bar{A}\), the multiplicity of \((a, b)\) as an element of \(A\) is bounded above by \(\dim(\text{Hom}(L_{a,b}, M))\), and thus by \(|I|\).

This lets us bound as follows

\[
|\beta^k_{\infty}(M)| = |A| = \sum_{(a, b) \in \bar{A}} \text{multiplicity of } (a, b) \text{ in } A \leq |\bar{A}| \cdot |I|
\]

\[
\leq (|\hat{J}^n| + (|\hat{J}^n| \cdot |\hat{J}^n|)) |I| \leq |I|^{n+1}. (1 + |J|^n) \leq b(M)^{2n+1},
\]
as required. \(\square\)

The results up to this point allow us to give an upper bound for the size of the relative Betti numbers in terms of the size of the absolute Betti numbers. The next three results allow us to give a lower bound.

**Lemma 5.25.** Let \(\{g_1, \ldots, g_k\} \subseteq R^2\) be a sequence of incomparable elements ordered by their abscissa and let \(I = \{x \in R^2 : \exists a, a \geq g_k\}\). Then \(\beta_0(k_I) = \{[P_{g_1}], \ldots, [P_{g_k}]\}\), \(\beta_1(k_I) = \{[P_{g_1} \vee g_2], [P_{g_2} \vee g_3], \ldots, [P_{g_{k-1} \vee g_k}]\}\), and \(\beta_2(k_I) = \emptyset\). In particular, \(b(k_I) = 2k - 1\).

**Proof.** It is easy to verify that we have minimal resolution

\[
0 \rightarrow \bigoplus_{\ell = 2}^k P_{g_{\ell-1} \vee g_\ell} \rightarrow \bigoplus_{\ell = 1}^k P_{g_\ell} \rightarrow k_I,
\]

by considering the first two stages of the resolution of Proposition 5.1. \(\square\)

**Lemma 5.26.** Let \(\{g_1, \ldots, g_k\} \subseteq R^2\) be a sequence of incomparable elements of \(R^2\), ordered by their abscissa, and let \(\{c_1, \ldots, c_k\} \subseteq R^2\) be a sequence of incomparable elements of \(R^2\), also ordered by their abscissa. Assume that \((g_k)_x < (c_1)_x\) and that \((g_1)_y < (c_k)_y\), so that, in particular, \(I = \{x \in R^2 : \exists a, a \leq x, \exists b, x \leq c_k\}\) is an interval of \(R^2\). We have \(b(k_I) \leq 2(k + \ell)\) and \(b^\hat{\sigma}(k_I) \geq k\ell\).

**Proof.** We start with the first claim. Let \(J = \{x \in R^2 : \exists a, g_n \leq x\}\), \(B = \{((g_1)_x, (c_1)_y), c_1 \land c_2, c_2 \land c_3, \ldots, c_{\ell-1} \land c_{\ell}, c_{\ell-1} \land c_{\ell}, ((c_1)_x, (g_k)_y)\}\), and \(K = \{x \in R^2 : \exists b, b \leq x\}\). We have a short exact sequence \(0 \rightarrow k_K \rightarrow k_J \rightarrow k_I \rightarrow 0\). From Lemma 5.21, it follows that \(b(k_I) \leq b(k_J) + b(k_K)\). So that \(b(k_I) \leq 2(k + \ell)\) by Lemma 5.25.

The second claim follows from \([BOO21,\ Equation\ 5.1]\), which implies that

\[
B^\sigma(k_I) = \left\{ [R_{g_a \lor c_b}^\circ] \right\}_{1 \leq a \leq k, 1 \leq b \leq \ell} \cup \left\{ [R_{g_a \lor g_{a+1} \lor c_b \lor c_{b+1}}^\circ] \right\}_{1 \leq a \leq k-1, 1 \leq b \leq \ell-1}
\]

\[
B^\hat{\sigma}(k_I) = \left\{ [R_{g_a \lor c_b \lor c_{b+1}}^\circ] \right\}_{1 \leq a \leq k, 1 \leq b \leq \ell} \cup \left\{ [R_{g_a \lor g_{a+1} \lor c_b}^\circ] \right\}_{1 \leq a \leq k-1, 1 \leq b \leq \ell-1},
\]

and thus \(b^\sigma(k_I) \geq k\ell\). \(\square\)

**Lemma 5.27.** Let \(a < b \in R^n \cup \{\infty\}\) and let \(L_{a,b} : R^n \rightarrow \text{vec}\) be the corresponding hook module. Then \(b^\sigma(L_{a,b}) \leq 2^n - 1\). In particular, for all \(fp M : R^n \rightarrow \text{vec}\), we have \(b^\sigma(M) \leq (2^n - 1) b^\hat{\sigma}(M)\).
Proof. For the first claim, let \( I \subseteq \mathcal{R}^n \) be the support of \( L_{a,b} \). It is observed in the proof of [BOO21, Theorem 5.4] that \( I \) is the union of at most \( n \) non-empty, right open rectangles \( R_1, \ldots, R_k \) \((k \leq n)\), which are all downward-closed subsets of \( I \). Then, [BOO21, Lemma 5.5] implies that there exists a rank exact sequence starting with \( 0 \rightarrow k_I \) and such that the rest of the summands are the modules form \( k_{\cap S} \in \mathcal{R}_e \), for \( \emptyset \neq S \subseteq \{1, \ldots, k\} \), each one appearing exactly once. This implies that the minimal rank decomposition by rectangles of \( k_I = L_{a,b} \) has as many rectangles as there are non-empty subsets of \( \{1, \ldots, k\} \), so that \( B^\alpha(M) \leq \sum_{1 \leq i \leq k} \binom{k}{i} = 2^k - 1 \leq 2^n - 1 \).

For the second claim, note that the minimal rank decomposition by rectangles of \( M \) can be computed by considering the rank exact decomposition of \( M \), taking the minimal rank decomposition by rectangles of each of the bars taking their sign into account, and then canceling, with multiplicity, the bars that appear both as positive and negative. \( \square \)

We are now ready to prove the final result of this section.

**Proposition 5.28.** For all fp \( M : \mathcal{R}^n \rightarrow \text{vec} \), we have
\[
\beta^k(M) \leq (4 \cdot B(M))^{(2n+1)2n-1},
\]
and there exists a family of fp modules \( M_k : \mathcal{R}^2 \rightarrow \text{vec} \) for \( k \in \mathbb{N} \) such that \( \beta(M_k) \leq 4k \) and \( \beta^k(M_k) \geq k^2/3 \).

**Proof.** For the upper bound, we use Lemma 5.23 and Lemma 5.24, by instantiating \( i = 2n - 2 \), using the global dimension of the rank exact structure (Theorem 5.18), and \( \alpha = 2n + 1 \).

For the lower bound, we use Lemma 5.26. For this, we let \( M_k := k_I : \mathcal{R}^n \rightarrow \text{vec} \) as in the statement of the result, taking \( \ell = k, g_i = (i - 1, i + 1) \) for \( 1 \leq i \leq k \), and \( c_i = (k + i, k + 2 - i) \) for \( 1 \leq i \leq k \). We thus have \( \beta(M_k) \leq 4k \) and \( k^2 \leq \beta^k(M_k) \) by Lemma 5.26. To conclude the proof, we combine the last inequality with the inequality of Lemma 5.27. \( \square \)

The next example shows how the upper bound of Proposition 5.28 works for the module of Example 2.8. In particular, it shows that the upper bound can be as low as linear.

**Example 5.29.** Let \( M := k_I : \mathcal{R}^2 \rightarrow \text{vec} \) with \( I = ([0,2] \times [0,1]) \cup ([0,1] \times [0,2]) \), as in Example 2.8. An argument like the one in Lemma 5.26 (see Lemma 5.25 and Fig. 4) shows that \( \beta(M) = \{ [P_{0,0}], [P_{0,2}, P_{2,0}, P_{1,1}] \} \), and \( \beta_2 = \{ [P_{1,2}], [P_{2,1}] \} \). In particular, \( \beta(M) = 6 \). Meanwhile, \( \beta^k(M) = 5 \), by Example 2.8. This shows that the upper bound of Proposition 5.28 can be very coarse in general. Indeed, following the analysis in this example, one can show that, if \( k \geq 2 \) and \( M_k := k_{\cap I_k} : \mathcal{R}^2 \rightarrow \text{vec} \) with
\[
I_k = ((0,1) \times (0,k)) \cup ([0,2] \times [0,k-1]) \cup \cdots \cup ([0,k-1] \times [0,2]) \cup (0,k) \times (0,1)),
\]
then \( \beta(M_k) = 2k + 2 \) and \( \beta^k(M_k) = 2k + 1 \). This means that there exist infinite families of modules with \( \beta \) not bounded and with \( \beta^k \) linear in \( \beta \).

We conclude this section stating a conjecture that says that, in the two parameter case, we expect the size of the Betti numbers relative to the rank exact structure to be at most cubic in the size of the usual Betti numbers.

**Conjecture 5.30.** Given \( M : \mathcal{R}^2 \rightarrow \text{vec} \), we have \( \beta^k(M) \in O(\beta(M)^3) \), in the sense that \( \beta^k(M) \) can be bounded above by \( \beta(M)^3 \) times a constant independent of \( M \).
6. Bottleneck stability of the rank exact decomposition and universality

In Section 6.1, we prove Theorem 6.1, the bottleneck stability result for the rank exact decomposition. In Section 6.2, we prove Proposition 6.7, a universality result for the signed bottleneck dissimilarity restricted to signed barcodes of hook modules. We also show that the triangle inequality precludes the existence of a discriminative and "rank-stable" dissimilarity on signed barcodes of hook modules (Proposition 6.8).

6.1. Bottleneck stability of the rank exact decomposition

Theorem 6.1. Let \( n \geq 1 \in \mathbb{N} \). For all fp modules \( M, N : R^n \to \text{vec} \), we have
\[
d_B(\mathcal{B}_k^0(M), \mathcal{B}_k^0(N)) \leq (2n-1)^2 \cdot d_1(M, N).
\]

Proof. Let \( \varepsilon \geq 0 \in \mathbb{R} \) and assume given fp modules \( M, N : R^n \to \text{vec} \) that are \( \varepsilon \)-interleaved. Let \( P_\bullet \to M \) and \( Q_\bullet \to N \) be minimal rank projective resolutions. By Theorem 5.16 these resolutions have length at most \( 2n-1 \). By Proposition 2.9, we have that \( A' = P_0 \oplus Q_1[\varepsilon] \oplus P_2[2\varepsilon] \oplus Q_3[3\varepsilon] \oplus \cdots \) and \( B' = Q_0 \oplus P_1[\varepsilon] \oplus Q_2[2\varepsilon] \oplus P_3[3\varepsilon] \oplus \cdots \) are \( \varepsilon \)-interleaved. Since \( P_\bullet \) and \( Q_\bullet \) have length at most \( 2n-2 \), it follows that \( A = P_0 \oplus Q_1 \oplus P_2 \oplus Q_3 \oplus \cdots \) is \( (0,(2n-2)\varepsilon) \)-interleaved with \( A' \) and that \( B = Q_0 \oplus P_1 \oplus Q_2 \oplus P_3 \oplus \cdots \) is \( (0,(2n-2)\varepsilon) \)-interleaved with \( B' \). By composing these interleavings, we see that \( A \) and \( B \) are \( (2n-1)\varepsilon \)-interleaved. To conclude, note that \( B(A) = \beta_{2n}^0(M) \cup \beta_{n+1}^0(N) \) and \( B(B) = \beta_{2n}^0(N) \cup \beta_{n+1}^0(M) \), so the result follows from Proposition 4.3.

Example 6.2. For an illustration of this example, see Fig. 2. Let \( M, N : R^2 \to \text{vec} \), with \( M := R_{(0,0),(5,5)}^{0} \) and \( N := \mathbb{I}_2 \), with \( \mathcal{I} = ([0,5] \times [0,4]) \cup ([0,4] \times [0,5]) \). An argument similar to that in Example 2.8 shows that the minimal rank projective resolutions and rank exact decompositions of \( M \) and \( N \) look follows:
\[
0 \to L(0,0),(5,5) \to L(0,0),(5,5) \oplus L(0,0),(5,5) \to M,
0 \to L(0,0),(4,5) \to L(0,0),(4,5) \oplus L(0,0),(4,5) \oplus L(0,0),(5,5) \to N,
\]
\[
\mathcal{B}_k^0(M) = \{ \{L(0,0),(5,5)\}, \{L(0,0),(5,5)\} \},
\mathcal{B}_k^0(N) = \{ \{L(0,0),(5,5)\}, \{L(0,0),(4,5)\}, \{L(0,0),(5,5)\} \}.
\]

The modules \( M \) and \( N \) are 1-interleaved, so Theorem 6.1 implies that there exists 3-matching between \( \{L(0,0),(5,5)\}, \{L(0,0),(5,5)\}, \{L(0,0),(4,5)\} \} \) and \( \{L(0,0),(5,5)\}, \{L(0,0),(4,5)\}, \{L(0,0),(5,5)\} \} \). Indeed, as illustrated in Fig. 2, there even exists a 1-matching.

6.2. Universality of the signed bottleneck dissimilarity. We start by giving a remark, showing that the signed bottleneck dissimilarity does not satisfy the triangle inequality.

Remark 6.3. The same construction as in [OS24, Example 4.1] shows that the dissimilarity \( \widehat{d}_2^b \) on \( R^2 \)-barcodes does not satisfy the triangle inequality, even when restricted to signed barcodes arising as the rank exact decomposition of a fp \( R^2 \)-persistance module. Although the example deals with the Betti signed barcode, that is, the signed barcode associated to the usual exact structure on fp \( R^2 \)-persistance modules, it applies without any changes to the rank exact decomposition, since the (usual) minimal resolutions of the modules considered in [OS24, Example 4.1] coincide with the minimal rank projective resolutions of the modules. Examples for \( n \geq 3 \) can be constructed by considering the modules of [OS24, Example 4.1] and taking the external tensor product with \( P_0 : R^{n-2} \to \text{vec} \), as in the beginning of the proof of Proposition 3.1.

We now define the notions of balanced and \( \mathcal{B}_k^0 \)-stable dissimilarities on signed barcodes, and prove the universality result.

Definition 6.4. A dissimilarity function \( d \) on finite signed \( R^n \)-barcodes is balanced if
\[
d((\mathcal{C}, \mathcal{C}, \cup \mathcal{A}), (\mathcal{D}, \mathcal{D}, \cup \mathcal{A})) = d((\mathcal{C}, \mathcal{C}), (\mathcal{D}, \mathcal{D}, \cup \mathcal{A}, \cup \mathcal{D}))
\]
for all finite signed \( R^n \)-barcodes \( \mathcal{C} \) and \( \mathcal{D} \), and finite \( R^n \)-barcode \( \mathcal{A} \).

Definition 6.5. A dissimilarity function \( d \) on finite signed \( R^n \)-barcodes is \( \mathcal{B}_k^0 \)-stable if for every pair of fp modules \( M, N : R^n \to \text{vec} \) we have \( d(\mathcal{B}_k^0(M), \mathcal{B}_k^0(N)) \leq d_1(M, N) \).

It is straightforward to prove the existence of a most discriminative \( \mathcal{B}_k^0 \)-stable dissimilarity on signed \( R^n \)-barcodes.

Proposition 6.6. The collection of \( \mathcal{B}_k^0 \)-stable and balanced dissimilarity functions on finite signed \( R^n \)-barcodes has a maximum with respect to the pointwise order, denoted \( d_m \).
Proof. Define \( d_m \) by
\[
d_m(C, D) = \sup \left\{ d(C, D) : \text{\( d \) is a} \mathcal{B}^k \text{-stable and balanced dissimilarity on finite signed} \mathbb{R}^n \text{-barcodes.} \right\},
\]
which is easily seen to be the largest \( \mathcal{B}^k \)-stable and balanced dissimilarity on finite signed \( \mathbb{R}^n \)-barcodes. \( \square \)

We now show that for signed barcodes of hook modules, \( \hat{d}_B \) offers a good approximation of \( d_m \).

**Proposition 6.7.** When restricted to finite signed \( \mathbb{R}^n \)-barcodes containing only hook modules, \( \hat{d}_B \) and \( d_m \) satisfy the following bi-Lipschitz equivalence.
\[
\frac{d_B}{(2n-1)^2} \leq d_m \leq \frac{d_B}{d_B}.
\]

**Proof.** The first inequality is immediate from the fact that \( \frac{d_B}{(2n-1)^2} \) is \( \mathcal{B}^k \)-stable (Theorem 6.1) and balanced, and the defining property of \( d_m \) (Proposition 6.6). Note that this part of the bi-Lipschitz equivalence holds without the additional assumption that the signed barcodes contain only hook modules.

To show the other part of the equivalence, Let \( d \) be any \( \mathcal{B}^k \)-stable and balanced dissimilarity function on finite signed \( \mathbb{R}^n \)-barcodes. We now show that \( d(C, D) \leq \hat{d}_B(C, D) \) for any two signed \( \mathbb{R}^n \)-barcodes \( C, D \) of hook modules. First, consider the modules
\[
M = \bigoplus_{\{X\} \in C \cup D} X \quad \text{and} \quad N = \bigoplus_{\{Y\} \in D \cup C} Y.
\]
Observe that \( \mathcal{B}^k(M) = (C \cup D, \varnothing) \) and \( \mathcal{B}^k(N) = (D \cup C, \varnothing) \) by the assumption that the signed barcodes consist of hook modules. Using this and the fact that \( d \) is balanced, we have \( d(C, D) = d(B(M), B(N)) \), and by the \( \mathcal{B}^k \)-stability of \( d \), we have \( d(B(M), B(N)) \leq d_I(M, N) \). As observed in Section 2.9, we have \( d_I(M, N) \leq d_B(B(M), B(N)) \). Putting these together, we get \( d(C, D) \leq d_B(B(M), B(N)) \), and, by definition, we have \( d_B(B(M), B(N)) = \hat{d}_B(C, D) \), concluding the proof of the universality result. \( \square \)

To conclude this section, we prove that the assumption of \( \mathcal{B}^k \)-stability precludes the existence of discriminative metrics on signed barcodes.

**Proposition 6.8.** If \( d \) is a \( \mathcal{B}^k \)-stable and balanced dissimilarity function on finite signed \( \mathbb{R}^n \)-barcodes which satisfies the triangle inequality, then, for all \( f \) \( M, N : \mathbb{R}^n \rightarrow \text{vec} \) such that \( d_I(M, N) < \infty \), we have \( d(B^k(M), B^k(N)) = 0 \).

**Proof.** Let \( d \) be a \( \mathcal{B}^k \)-stable and balanced dissimilarity function on signed barcodes, and assume, further, that \( d \) satisfies the triangle inequality. By Proposition 6.7, we have \( d \leq \hat{d}_B \), so it is enough to show the following: given \( f \) \( M, N : \mathbb{R}^n \rightarrow \text{vec} \) with \( d_I(M, N) < \infty \) and \( \varepsilon > 0 \), there exists a signed barcode \( A \) such that \( \hat{d}_B(B^k(M), A) + d_B(A, B^k(N)) \leq \varepsilon \).

We iteratively construct \( A \) and the following two \( \varepsilon/2 \)-matchings
\[
h_1 : B^k(M)_* \cup A_* \rightarrow B^k(M)_* \cup A_* \quad \text{and} \quad h_2 : B^k(N)_* \cup A_* \rightarrow B^k(N)_* \cup A_*.
\]
Hooks that are at finite interleaving distance with the 0 module can be "shrunk" to 0 by interpolation. The remaining hooks must be paired up.

**Hooks with \( j < \infty \).** For \( [i, j] \) with \( j < \infty \) in either of the four barcodes of \( B^k(M)_* \) and \( B^k(N)_* \), add a copy of the following signed barcode to \( A_* \),
\[
A_* = \left( \{[i, j_0], \ldots, [i, j_1]\}, \{[i, j_{j-1}], \ldots, [i, j_1]\} \right),
\]
where \( j = j_0, j_1, \ldots, j_t = i \) is any sequence such that \( \|j_k - j_{k+1}\| < \varepsilon \) for all \( 0 \leq k \leq t - 1 \). If \( [i, j] \in B^k(M)_* \), then add the following \( \varepsilon/2 \)-matching to \( h_1 \):
\[
h_1([i, j]) = [i, j_0], \quad h_1([i, j_0]) = [i, j_1], \quad \ldots, \quad h_1([i, j_{j-2}]) = [i, j_{j-1}],
\]
and leave the remaining \( [i, j_{j-1}] \in A_0 \) unmatched. Adjoin the identity matching \( A_* \rightarrow A_* \) to \( h_2 \). For \( [i, j] \) in either of the other barcodes, we update \( A_* \) and the two matchings in the analogous way.

**Hooks with \( j = \infty \).** For the infinite hook modules \( [i, \infty] \), we note that, since \( M \) and \( N \) are at finite interleaving distance, Theorem 6.1 implies that there exists a matching \( h \) between \( B^k(M)_* \) and \( B^k(N)_* \), and \( B^k(M)_* \cup B^k(N)_* \), and, in particular, \( h \) induces a perfect matching between the infinite hook modules.

For a matched pair \( [i, \infty] \in B^k(M)_* \) and \( [i, \infty] \in B^k(M)_* \), add the following signed barcode to \( A_* \),
\[
A'_* = \left( \{[i, \infty], \ldots, [i, \infty]\}, \{[i, \infty], \ldots, [i, \infty]\} \right),
\]
where $i = i_0, i_1, \ldots, i_\ell = a$ is any sequence such that $\|i_k - i_{k+1}\|_\infty < \varepsilon$ for all $0 \leq k \leq \ell - 1$. To $h_1$ we adjoin the identity matching $A'_U \cup \{[L_{i_0,\infty}]\} \to A'_U \cup \{[L_{a,\infty}]\}$, and to $h_2$ we adjoin the following $\varepsilon/2$-matching
\[ h_1([L_{i_0,\infty}]) = [L_{i_1,\infty}], \quad h_1([L_{i_1,\infty}]) = [L_{i_2,\infty}], \quad \ldots, \quad h_1([L_{i_{\ell-1},\infty}]) = [L_{i_\ell,\infty}] \]

The case $[L_{i,\infty}] \in B^E(k)(N)_a$ and $[L_{a,\infty}] \in B^E(k)(N)_x$ is symmetrical.

For a matching of $[L_{i_1,\infty}] \in B^E(k)(M)_a$ and $[L_{a,\infty}] \in B^E(k)(N)_x$ in $h$, add the following signed barcode to $A_u$,
\[ A''_U = \{(\{[L_{i_0,\infty}], \ldots, [L_{i_{\ell-1},\infty}]\}, \{[L_{i_0,\infty}], \ldots, [L_{i_{\ell-1},\infty}]\}\),

where $\{i_j\}_{j=0}^\ell$ is as above. To $h_1$ we adjoin the identity matching $A''_U \cup \{[L_{i,\infty}]\} \to A''_U$, and to $h_2$ we adjoin the $\varepsilon/2$-matching
\[ h_2([L_{i_1,\infty}]) = [L_{i_0,\infty}], \quad h_2([L_{i_2,\infty}]) = [L_{i_1,\infty}], \quad \ldots, \quad h_2([L_{i_{\ell-2},\infty}]) = [L_{i_{\ell-1},\infty}], \]

and $h_2([L_{a,\infty}]) = [L_{i_{\ell-1},\infty}]$.

For a matching of $[L_{i_1,\infty}] \in B^E(k)(N)_a$ and $[L_{a,\infty}] \in B^E(k)(N)_x$ in $h$, add the following signed barcode to $A_u$,
\[ A''''_U = \{(\{[L_{i_1,\infty}], \ldots, [L_{i_{\ell-1},\infty}]\}, \{[L_{i_0,\infty}], \ldots, [L_{i_{\ell-1},\infty}]\}\)

and update the matchings accordingly. This shows that
\[ \hat{d}_E(B^E(k)(M)_a, A_k) + \hat{d}_E(B^E(k)(N)_x, A_k) \leq \varepsilon/2 + \varepsilon/2 = \varepsilon. \]

\[ \square \]

7. Other exact structures

So far we have focused exclusively on the rank exact structure, and a natural question is to what extent our analysis extends to other exact structures. As mentioned in the introduction, we have been following the roadmap outlined in [OS24, Theorem 8.4], which requires the following two ingredients in order to guarantee bottleneck stability for $E$-signed barcodes derived from a given exact structure $E$:

1. a stability result for the $E$-projectives in the usual (unsigned) bottleneck distance;
2. a finite upper bound on $\text{gldim}^E$.\]

Then, the constant factor in the stability bound for $E$-signed barcodes is equal to the one for the $E$-projectives, multiplied by 1 plus the upper bound on $\text{gldim}^E$. Hence the importance of deriving bounds that are as tight as possible in ingredients 1 and 2.

In the case of the usual exact structure studied in [OS24], the two ingredients were already available in the literature, in the form of Bjerkevik’s bottleneck stability result for free modules on the one hand, and Hilbert’s syzygy theorem on the other hand. Bjerkevik’s result is known to be tight when the number of parameters is 2 or 4, while Hilbert’s syzygy theorem is tight for any number of parameters.

In the case of the rank exact structure, Proposition 4.3 in this paper provides the first ingredient, with a bound that is tight at least in the two-parameter setting (as per Section 4.2), while Theorem 5.18 provides the second ingredient with a tight bound.

Investigating exact structures associated to classes of interval modules other than the hook modules is a natural next step. Some of these exact structures were studied recently, and upper bounds on their global dimensions were obtained [AENY23a, BBH24]. However, these bounds grow with the size of the indexing poset, thus not giving a finite upper bound in the case of $fp \mathbb{R}^n$-persistence modules. This makes them not directly usable in our approach for proving bottleneck stability. The fact that the bounds diverge does not seem to be an artifact of the proofs in [AENY23a, BBH24], as the global dimension of an exact structure on a category or persistence modules seems to generally increase with the number of degrees of freedom required to specify an indecomposable relative projective. Indeed, as our Theorem 7.2 shows, $\text{gldim}^E$ provably diverges to infinity in the case where $E = \lim$, the exact structure that has as indecomposable projectives the interval modules with support an upset. The rest of the section is devoted to the proof of this result. After giving the result, we give Remark 7.4, which comments on the relationship between $\lim$-projective resolutions and the upset resolutions considered in [Mi20].

Let $S$ be a poset. An upset module is an interval module $M \in \text{mod}_S$ such that $M \cong \mathbb{I}_U$ for $U \subseteq S$ an upset of $S$. A $kS$-module is upset-decomposable if it is isomorphic to a direct sum of upset modules.

Assume now that $S$ is finite; the following considerations follow from [AS93, Proposition 1.10]. The poset $S$ being finite implies that there exist finitely many isomorphism types of upset modules; moreover, $kS$-projective modules are upset-decomposable, so there exists an exact structure $\lim$ on $\text{mod}_S$ such that the $\lim$-projective modules are precisely the upset-decomposable modules. Also, the exact structure $\lim$ has
enough projectives in the sense that, for every \( S \)-persistence module \( M \), there exists a \( \lim \)-exact sequence \( 0 \to K \to P \to M \to 0 \) with \( P \) an \( \lim \)-projective module. We call \( \lim \) the limit exact structure; the name and notation come from the following characterization of the \( \lim \)-exact sequences: a sequence \( 0 \to L \to M \to N \to 0 \) is \( \lim \)-exact precisely when, for every upward closed subposet \( U \subseteq \mathcal{P} \), the induced sequence of vector spaces \( 0 \to \lim_U L \to \lim_U M \to \lim_U N \to 0 \) is exact. To prove this characterization of the \( \lim \)-exact sequences, one uses the natural isomorphism \( \lim_U M \cong \text{hom}(k_U, M) \), and the fact that any \( \lim \)-projective module decomposes as a direct sum of modules of the form \( k_U \), by the above considerations.

In some cases, the limit exact structure also exists when \( S \) is not finite; this is studied in [BBH23]. For example, let \( R_{\geq 0} \subseteq R \) be the subposet of non-negative numbers. Then, the limit exact structure on \( \text{vec}_{\mathcal{P}^{R_{\geq 0}}} \) exists and has enough projectives; this follows from, e.g., [BBH23, Corollary 7.22], see [BBH23, Example 7.23(1)] where this is explained. In this case too, the indecomposable relative projectives are the upset modules.

Before giving the main result of this section, we need a technical lemma.

**Lemma 7.1.** Let \( m \geq 2 \) and let \( S = [m]^2 \). Let \( V \subseteq S \) be an upset, let \( C \) be the set of all upsets of \( S \) that are contained in \( V \), and let \( D \subseteq C \setminus \{V\} \) consist of the maximal elements of \( C \setminus \{V\} \) with respect to inclusion. Then \( |D| \leq m \).

**Proof.** Let \( B \) be the set of minimal elements of \( V \). Start by observing that \( |B| \leq m \), which follows from the fact that the map \( B \to [m] \) that maps \((x,y)\) to \( x \) must be injective, since the elements of \( B \) are all incomparable.

Now, if \( V' \subseteq V \) is a maximal sub-upset, then there exists \( b \in B \) such that \( b \notin V' \), since otherwise \( B \subseteq V' \) and thus \( V' = V \). Let \( U^b = \{ a \in S : a \notin b \} \), which is an upset. Note that \( U^b \cap V \subseteq V \) is an upset. We claim that \( V' \subseteq U^b \cap V \subseteq V \) and that \( U^b \cap V \subseteq V \) is a maximal sub-upset. The fact that \( V' \subseteq U^b \cap V \) is clear, since \( b \notin V' \). To show that \( U^b \cap V \subseteq V \) is maximal, assume we have \( U^b \cap V \subseteq W \subseteq V \). In that case, we must have \( a \in W \) such that \( a \notin U^b \), and thus \( a \leq b \). It follows that \( b \in W \). Since for all \( b' \in B \setminus \{b\} \) we have \( b' \in U^b \), it follows that \( B \subseteq W \), and thus \( W = V \). This shows that \( U^b \cap V \subseteq V \) is a maximal sub-upset, and, since \( V' \subseteq U^b \cap V \) and \( V' \subseteq V \) is also a maximal sub-upset, we must have \( V' = U^b \cap V \).

The above implies that the function from \( B \) to maximal sub-upsets of \( V \) that maps \( b \) to \( U^b \cap V \) is surjective, which proves the result. \( \square \)

**Theorem 7.2.** If \( m \geq 3 \), we have \( \text{gldim}^{\lim} \left( \text{vec}[m]^2 \right) = m - 2 \).

**Proof.** For notational convenience, let \( S = [m]^2 \). We start with a general construction. Consider the right \( \mathbb{k}S \)-module

\[
U = \bigoplus_{U \subseteq S, \text{upset}} \mathbb{k}_U.
\]

Let \( \mathcal{P} \) denote the opposite of the poset of upsets of \( S \), so that the elements of \( \mathcal{P} \) are given by the upsets of \( S \), and we have \( U \subseteq V \in \mathcal{P} \) exactly when \( V \subseteq U \subseteq S \). The poset \( \mathcal{P} \) is a lattice, where \( U \cap V = U \cup V \) and \( U \cup V = U \cap V \). A routine check shows that, as algebras, we have \( \text{End}_{\mathbb{k}S}(U) \cong \mathbb{k}P \), and thus \( U \) is a \( (\mathbb{k}P, \mathbb{k}S) \)-bimodule. This implies that we have a functor \( \text{Hom}_{\mathbb{k}S}(U, -) : \text{mod}_{\mathbb{k}S} \to \text{mod}_{\mathbb{k}P} \). Following the same idea as in the proof of Lemma 5.11, one shows that, for all \( M \in \text{mod}_{\mathbb{k}S} \), we have \( \text{pdim}^{\lim}(M) = \text{pdim}_{\mathbb{k}P}(\text{Hom}(U, M)) \).

We now show that \( \text{gldim}(\mathbb{k}P) = m \), starting with \( \text{gldim}(\mathbb{k}P) \geq m \). Consider the set \( B = \{(a, b) : a + b = m - 1\} \subseteq S \) and the upset \( V \) generated by \( B \). We claim that \( \text{pdim}_{\mathbb{k}P}(S_V) = m \). To see this, we use Lemma 5.8, with \( \Omega \subseteq \mathcal{P} \) being the empty poset. We must thus show that, in \( \mathcal{P} \), we have \( |V^+| = m \) and that, for every proper subset \( A \subseteq V^+ \) we have \( \forall A < \forall V^+ \). Note that \( B = \{(0, m - 1), (1, m - 2), \ldots, (i, m - 1 - i), \ldots, (m - 2, 1), (m - 1, 0)\} \). Given \( i \in [m] \), let \( B^i \) be given by removing the \( i \)th element of \( B \), that is, let \( B^i = B \setminus \{(i, m - 1 - i)\} \). Let \( V^i \) be the upset generated by \( B^i \). We have \( V^i = \{V^j\}_{j \in [m]} \), so that \( |V^i| = m \). To conclude the proof that \( \text{gldim}(\mathbb{k}P) \geq m \), we must show that, if \( B^i \notin A \subseteq V^+ \), then \( \forall A < \forall V^+ \). In terms of sets, we must show that

\[
\bigcap_{j \in [m]} V^j \subseteq \bigcap_{j \in [m] \setminus \{i\}} V^j.
\]

This follows from the fact that \( (i, m - 1 - i) \in \bigcup_{j \in [m] \setminus \{i\}} V^j \), but \( (i, m - 1 - i) \notin V^i \).

We now show that \( \text{gldim}(\mathbb{k}P) \leq m \). By a standard result (see, e.g., [MR01, Corollary 1.14, Section 7]), it is enough to show that, for every simple module \( S_V \in \text{mod}_{\mathbb{k}P} \) corresponding to an upset \( V \subseteq S \), we have
Remark 7.4. As a consequence of Theorem 2.7 of minimality for upset resolutions in the sense of \( \xrightarrow{\leftarrow} \) Theorem 7.2, by the previous considerations, we have \( \text{pdim} \lim \) denote left Kan extension along \( \iota \). It is easy to see that any minimal \( \hat{\text{dim}} \)-projective resolution \( P_\bullet \rightarrow N \), which must be of the form \( \text{Hom}(U, X_\bullet) \rightarrow N \), for a chain complex of \( \hat{\text{dim}} \)-modules \( X_\bullet \) of length \( m \). We can then consider the \( \hat{\text{dim}} \)-module \( \text{ker}(X_1 \rightarrow X_0) \), and note that, by the fact that \( \text{Hom}(U, -) \) is left exact, we have \( \text{Hom}(U, \text{ker}(X_1 \rightarrow X_0)) \cong \text{ker}(P_1 \rightarrow P_0) \), so that \( \text{pdim} \lim(\text{ker}(X_1 \rightarrow X_0)) = m - 2 \).

\[ \square \]

Corollary 7.3. We have \( \text{gldim} \lim \left( \text{vec} \mathbb{R}_\mathbb{Q}^\geq 0 \right) = \infty \).

Proof. Towards a contradiction, assume that there exists \( d \in \mathbb{N} \) such that every fp \( N : \mathbb{R}_\mathbb{Q}^2 \rightarrow \text{vec} \) admits an \( \hat{\text{dim}} \)-projective resolution of length at most \( d \). Let \( m = d + 3 \), and let \( M : [m]^2 \rightarrow \text{vec} \) be such that \( \text{pdim} \lim(M) = m - 2 = d + 1 \), which must exist by Theorem 7.2.

Consider the monotonic injection \( \iota : [m]^2 \rightarrow \mathbb{R}_\mathbb{Q}^2 \) mapping \((a, b)\) to \((a, b)\). Let \( \iota : \text{modk}[m]^2 \rightarrow \text{vec} \mathbb{R}_\mathbb{Q}^2 \) denote left Kan extension along \( \iota \). It is easy to see that any minimal \( \hat{\text{dim}} \)-projective resolution \( P_\bullet \rightarrow N \) has the property that \( \iota(P_\bullet) \rightarrow \iota(N) \) is a minimal \( \hat{\text{dim}} \)-projective resolution of \( \iota(N) \); see, e.g., [BBH23, Example 7.24(1)]. But this resolution is of length \( m - 2 = d + 1 \), contradicting the fact that every \( N : \mathbb{R}_\mathbb{Q}^2 \rightarrow \text{vec} \) admits an \( \hat{\text{dim}} \)-projective resolution of length at most \( d \).

\[ \square \]

Remark 7.4. As a consequence of Theorem 7.2, for every module \( M : [m]^2 \rightarrow \text{vec} \), there exists an exact sequence of finite length \( 0 \rightarrow P_t \rightarrow \cdots \rightarrow P_0 \rightarrow M \rightarrow 0 \) with all of the modules \( P_t \) being upset-decomposable modules. Finite exact sequences \( 0 \rightarrow P_t \rightarrow \cdots \rightarrow P_0 \rightarrow M \rightarrow 0 \) in \( \text{vec}[m]^2 \) with the property that all of the modules \( P_t \) are upset-decomposable are \textit{finite upset resolutions} as per [Mil20]. Thus, in the special case where the indexing poset is \([m]^2\), Theorem 7.2 refines [Mil20, Theorem 6.12(6)], since it shows the existence of finite resolutions by upset-decomposable modules, which are not only exact but \( \hat{\text{dim}} \)-exact, a stronger condition. This is interesting, since, to the best of our knowledge, there is no notion of minimality for upset resolutions in the sense of [Mil20] that would imply that minimal upset resolutions are unique up to isomorphism, even when the indexing set is a finite grid \([m]^2\). Meanwhile, every module \( [m]^2 \rightarrow \text{vec} \) admits a minimal \( \hat{\text{dim}} \)-projective resolution, and, in this case, minimality does imply uniqueness up to isomorphism, as this is true for general exact structures (see Section 2.12).

Appendix A. Proofs of results from previous work

Theorem 2.7 (cf. [BOO21]). Let \( n \in \mathbb{N} \) and let \( \mathcal{P} \) be a finite poset.

1. Let \( \mathcal{M} \) be either \text{vec} \( \mathbb{R}^n \) or \text{vec} \( \mathbb{P}^n \). The collection of rank exact sequences forms an exact structure on the category \( \mathcal{M} \). The projectives of this exact structure are the hook-decomposable modules. Every module of \( \mathcal{M} \) admits a finite minimal rank projective resolution.

2. Let \( M : \mathbb{R}^n \rightarrow \text{vec} \) be fp. A minimal rank projective resolution of \( M \) can be obtained as the left Kan extension of a minimal rank projective resolution of a module \( M' : [m_1] \times \cdots \times [m_n] \rightarrow \mathbb{R}^n \) with image the finite lattice generated by the grades involved in a minimal projective presentation of \( M \).

Proof. Statement (1) for the case of \( \mathcal{P} \) a finite poset follows from [BOO21, Theorems 4.4 and 4.8]. Statement (1) for the case of \text{vec} \( \mathbb{R}^n \) follows from [BOO21, Theorem 4.4 and Proposition 4.14]. In both cases, one uses the fact that the existence of finite resolutions implies the existence of finite minimal resolutions.

Before proving statement (2), we prove an intermediate result. We claim that there exists \( m_1, \ldots, m_n \in \mathbb{N} \), a monotonic injective function \( f : [m_1] \times \cdots \times [m_n] \rightarrow \mathbb{R}^n \), and a module \( M' : [m_1] \times \cdots \times [m_n] \rightarrow \text{vec} \),
such that $M$ is isomorphic to the left Kan extension of $M'$ along $f$, and such that the image of $f$ is the sublattice of $\mathbb{R}^n$ generated by the grades of the indecomposable projectives involved in a minimal projective presentation of $M$. This is standard and is implicit in the proof of [BOO21, Proposition 4.14], but let us give a proof for completeness.

Let $Q \rightarrow P$ be a minimal presentation of $M$, so in particular $Q \cong \bigoplus_{i \in J} P_i$, $P \cong \bigoplus_{i \in I} P_i$, $I$ and $J$ are finite multisets of elements of $\mathbb{R}^n$, and $M$ is isomorphic to the cokernel of the morphism $Q \rightarrow P$.

Consider the sets $A_i, \ldots, A_n \subseteq \mathbb{R}$ with $A_k$ the set of all possible $k$-coordinates of elements in $I$ or $J$. Formally, let $A_k = \{r \in \mathbb{R} : \exists a \in I \cup J, r = ak \} \subseteq \mathbb{R}$. Moreover, by endowing each $A_k$ with the linear order induced by that of $\mathbb{R}$, there is a unique monotonically increasing function $\alpha_k : \{m_k\} \rightarrow A_k$, where $m_k = |A_k|$. It is straightforward to see that $A_1 \times \cdots \times A_k \subseteq \mathbb{R}^n$ is the sublattice of $\mathbb{R}^n$ generated by the grades of the indecomposable projectives appearing in $P$ and $Q$. Let $f = \alpha_1 \times \cdots \times \alpha_n : \{m_1\} \times \cdots \times \{m_n\} \rightarrow A_1 \times \cdots \times A_k \subseteq \mathbb{R}^n$. Let us denote $C := \{m_1\} \times \cdots \times \{m_n\}$ and $A := A_1 \times \cdots \times A_n$. We get $C$-persistent modules $M', P', Q' : C \rightarrow \text{vec}$ by restricting $M$, $P$, and $Q$, respectively, along $f$. To prove the claim, it is sufficient to prove that $M$ is isomorphic to the left Kan extension of $M'$ along $f$.

Let $U = \{b \in \mathbb{R}^n : \exists a \in A, a \leq b\}$. Consider the monotonic function $g : U \rightarrow A$ which maps $b \in U$ to $\vee\{a \in A : a \leq b\}$. It is easy to see that, for any $N : C \rightarrow \text{vec}$, the restriction of $\text{Lan}_f N$ to $U$ is isomorphic to the composition of $N \circ \alpha^{-1} \circ g$, whereas the restriction to the complement $U^c$ is identically 0. This implies that $\text{Lan}_f$ is exact, and that $\text{Lan}_f(Q') \cong Q$ and $\text{Lan}_f(P') \cong P$. In turn, this implies that $\text{Lan}_f(M') \cong M$, as required.

We now prove statement (2). Let $M'$ be as in the previous claim. From statement (1) it follows that $M'$ admits a finite minimal $\mathbb{R}$-projective resolution. By [BOO21, Lemmas 4.12 and 4.13], $\text{Lan}_f$ preserves minimal rank projective resolutions, concluding the proof. \qed

The following is a persistent version of Schanuel’s lemma for relative projective covers, which we use to prove the persistent version of Schanuel’s lemma for relative projective resolutions.

**Lemma A.1.** Let $M, N : \mathbb{R}^n \rightarrow \text{vec}$ and let $0 \rightarrow K \rightarrow P \xrightarrow{\sim} M \rightarrow 0$ and $0 \rightarrow L \rightarrow Q \xrightarrow{\sim} N \rightarrow 0$ be $\mathcal{E}$-exact sequences. Assume that $P$ and $Q$ are $\mathcal{E}$-projective. If $M$ and $N$ are $\varepsilon$-interleaved, then $P \oplus L[\varepsilon]$ and $K[\varepsilon] \oplus Q$ are $\varepsilon$-interleaved.

**Proof.** Let $f : M \rightarrow N[\varepsilon]$ and $g : N \rightarrow M[\varepsilon]$ form an $\varepsilon$-interleaving. Define the submodule $X \subseteq P \oplus Q[\varepsilon]$ such that $X(r) = \{(a, b) \in P(r) \oplus Q(r + \varepsilon) : f_i(\alpha_r(a)) = \gamma_{r + \varepsilon}(b)\}$. Diagrammatically, we have the following pullback square:

$$
\begin{array}{ccc}
X & \xrightarrow{f} & P \\
\downarrow & & \downarrow \\
Q[\varepsilon] & \xrightarrow{\gamma[\varepsilon]} & N[\varepsilon].
\end{array}
$$

The kernel of the bottom horizontal map is $L[\varepsilon]$, so the kernel of the top horizontal map is isomorphic to $L[\varepsilon]$ as well. Moreover, in any exact structure deflations are closed under pullback, so the top horizontal map is part of an $\mathcal{E}$-exact sequence $0 \rightarrow L[\varepsilon] \rightarrow X \rightarrow P \rightarrow 0$. Since $P$, the last term in the sequence, is $\mathcal{E}$-projective, the sequence splits, and thus $X \cong L[\varepsilon] \oplus P$. We define, analogously, a persistence module $Y$ with $Y(r) = \{(a, b) \in P(r + \varepsilon) \oplus Q(r) : \alpha_{r + \varepsilon}(a) = g_r(\gamma_{r + \varepsilon}(b))\}$. By a symmetric argument, it follows that $Y \cong K[\varepsilon] \oplus Q$.

We now prove that $X$ and $Y$ are $\varepsilon$-interleaved. Consider, for each $r \in \mathbb{R}^n$, the morphism $X(r) \rightarrow Y(r + \varepsilon)$ that maps $(a, b) \in P(r) \oplus Q(r + \varepsilon)$ to $(\varphi^P_r, \varphi^Q_{r + 2\varepsilon})(a, b) \in P(r + 2\varepsilon) \oplus Q(r + \varepsilon)$. This is well defined since, if $(a, b) \in X(r)$, then $f_r(\alpha_r(a)) = \gamma_{r + \varepsilon}(b)$ and thus

$$
\alpha_{r + 2\varepsilon}(\varphi^P_r, \varphi^Q_{r + 2\varepsilon})(a) = \varphi^P_{r + 2\varepsilon}(\alpha_r(a)) = g_{r + \varepsilon}(f_r(\alpha_r(a))) = g_{r + \varepsilon}(\gamma_{r + \varepsilon}(b)).
$$

These morphisms assemble into a morphism $X \rightarrow Y[\varepsilon]$, and there is an analogous morphism $Y \rightarrow X[\varepsilon]$. It is easy to see that these morphisms form an $\varepsilon$-interleaving. \qed

**Proposition 2.9.** Let $\mathcal{E}$ be a shift-invariant exact structure on $\text{vec}^{\mathbb{R}^n}$. Let $M, N : \mathbb{R}^n \rightarrow \text{vec}$, and let $P_{*} \rightarrow M$ and $Q_{*} \rightarrow N$ be $\mathcal{E}$-projective resolutions of finite length. If $M$ and $N$ are $\varepsilon$-interleaved, then so are $P_0 \oplus Q_1[\varepsilon] \oplus P_2[2\varepsilon] \oplus Q_3[3\varepsilon] \oplus \cdots$ and $Q_0 \oplus P_1[\varepsilon] \oplus Q_2[2\varepsilon] \oplus P_3[3\varepsilon] \oplus \cdots$.
Proof. We may assume that the $\mathcal{E}$-projective resolutions have length at most $\ell \in \mathbb{N}$. We proceed by induction on $\ell$. If $\ell = 0$, there is nothing to prove. Let $\ell \geq 1$ and consider the $\mathcal{E}$-exact sequences $0 \rightarrow \ker \alpha \rightarrow P_0 \xrightarrow{\alpha} M \rightarrow 0$ and $0 \rightarrow \ker \gamma \rightarrow Q_0 \xrightarrow{\gamma} N \rightarrow 0$. By Lemma A.1, we have that $(\ker \gamma)[\epsilon] \oplus P_0$ and $(\ker \alpha)[\epsilon] \oplus Q_0$ are $\varepsilon$-interleaved. We can then use the inductive hypothesis on the $\mathcal{E}$-projective resolutions of length at most $\ell - 1$

\[
0 \rightarrow P_t[\epsilon] \rightarrow \cdots \rightarrow P_2[\epsilon] \rightarrow P_1[\epsilon] \oplus Q_0 \rightarrow (\ker \alpha)[\epsilon] \oplus Q_0,
\]

\[
0 \rightarrow Q_t[\epsilon] \rightarrow \cdots \rightarrow Q_2[\epsilon] \rightarrow Q_1[\epsilon] \oplus P_0 \rightarrow (\ker \gamma)[\epsilon] \oplus P_0,
\]

of $(\ker \alpha)[\epsilon] \oplus Q_0$ and $(\ker \gamma)[\epsilon] \oplus P_0$, respectively, concluding the proof. \hfill $\square$

Lemma 2.1. There is an additive, fully faithful functor $\text{Vec}_\mathbb{P} \rightarrow \text{Mod}_k\mathbb{P}$. The functor is given by mapping $M : \mathcal{P} \rightarrow \text{Vec}$ to the module with underlying vector space $\bigoplus_{i \in \mathcal{P}} \text{M}(i)$, and with action given by linearly extending the rule $(\sum_{i \in \mathcal{P}} m_i) \cdot [j, k] = \varphi_{i,j}^k(m_i)$, where $m_i \in \text{M}(i) \subseteq \bigoplus_{i \in \mathcal{P}} \text{M}(i)$. If $\mathcal{P}$ is finite, then this functor restricts to an equivalence of categories $\text{vec}_\mathbb{P} \simeq \text{mod}_k\mathbb{P}$.

Proof. We start by defining an additive functor $F : \text{vec}_\mathbb{P} \rightarrow \text{Mod}_k\mathbb{P}$. Given a functor $M : \mathcal{P} \rightarrow \text{Vec}$, consider the vector space $F(M) = \bigoplus_{i \in \mathcal{P}} \text{M}(i)$. Given $[i, j] \in k\mathcal{P}$ and $x \in \text{M}(k)$, define the action $x \cdot [i, j]$ to be $0$ if $i \neq k$ and $\varphi_{i,j}^k(x)$ if $i = k$. It is clear that this extends to an action making $F(M)$ into a right $k\mathcal{P}$-module.

Given a natural transformation $f : M \rightarrow N$ with $M, N : \mathcal{P} \rightarrow \text{Vec}$, define a linear map $F(f) : F(M) \rightarrow F(N)$ by linearly extending the rule that maps an element $x \in \text{M}(i)$ to $f(x) \in \text{M}(i)$; it is clear that this is a morphism of $k\mathcal{P}$-modules. The fact that $F$ is additive follows immediately from its definition.

We now define a functor $G : \text{Mod}_k\mathbb{P} \rightarrow \text{vec}_\mathbb{P}$. Given a right $k\mathcal{P}$-module $A$, consider the functor $G(A) : \mathcal{P} \rightarrow \text{Vec}$ defined on objects by $G(A)(i) := A \cdot [i, i] = \{ x \cdot [i, i] : x \in A \}$. Given $i \leq j \in \mathcal{P}$, let $\varphi_{i,j}^A$ be defined by mapping $x \cdot [i, i]$ to $x \cdot [i, j]$; this is well defined since, if $x \cdot [i, i] = y \cdot [i, i]$, then $x \cdot [i, j] = y \cdot [i, j]$. It is clear that these definitions make $G(A)$ a functor.

Given a morphism of $k\mathcal{P}$-modules $g : A \rightarrow B$, define a natural transformation $G(g)$ with component corresponding to $i \in \mathcal{P}$ given by mapping $x \cdot [i, i]$ to $g(x) \cdot [i, i]$. The naturality of $G(g)$ follows directly from the fact that $g$ respects the action of $k\mathcal{P}$. The fact that $G$ is additive follows immediately from its definition.

We now show that the composite $G \circ F$ is naturally isomorphic to the identity. This proves that $F$ is faithful. If $M : \mathcal{P} \rightarrow \text{Vec}$, then, by definition of $F$ and $G$,

\[
G(F(M))(i) = \left( \bigoplus_{j \in \mathcal{P}} M(j) \right) \cdot [i, i] = M(i),
\]

since $[i, i]$ annihilates all components of $\bigoplus_{j \in \mathcal{P}} M(j)$ except for the $i$th one, where it acts as the identity. This gives a transformation $G(F(M)) \rightarrow M$, with all components being isomorphisms, and which is easily checked to be natural.

To see that $F$ is full, note that any morphism $F(M) \rightarrow F(N)$ is determined by its action on the vector spaces $M(i) = F(M)[i, i] \rightarrow F(N)[i, i] = N(i)$.

Finally, if $\mathcal{P}$ is finite and $M : \mathcal{P} \rightarrow \text{Vec}$, it is clear that $F$ restricts to a functor $F' : \text{vec}_\mathbb{P} \rightarrow \text{mod}_k\mathbb{P}$, and that $G$ restricts to a functor $G' : \text{mod}_k\mathbb{P} \rightarrow \text{vec}_\mathbb{P}$. To conclude, we prove that the composite $F' \circ G'$ is naturally isomorphic to the identity. Since $\mathcal{P}$ is finite, the element $\sum_{i \in \mathcal{P}} [i, i] \in k\mathcal{P}$ is well defined, and is in fact the unit of the algebra. This implies that

\[
F'(G'(A)) = \bigoplus_{i \in \mathcal{P}} G'(A)(i) = \bigoplus_{i \in \mathcal{P}} A \cdot [i, i] \cong A.
\]

concluding the proof. \hfill $\square$

Lemma 5.19. Let $0 \rightarrow X_\ell \rightarrow \cdots \rightarrow X_1 \rightarrow X_0 \rightarrow 0$ be an exact sequence of finite dimensional vector spaces. Let the sequence $[x, y, z]$ be a reordering of the sequence $[0, 1, 2]$. Then, we have $\sum_{i \equiv x \pmod{3}} \dim(X_i) \leq \sum_{i \equiv y \pmod{3}} \dim(X_i) + \sum_{i \equiv z \pmod{3}} \dim(X_i)$.

Proof. By convention, let $X_i = 0$ if $i \notin \{0, \ldots, \ell\}$. Denote the morphisms in the long exact sequence by $d_i : X_i \rightarrow X_{i-1}$, extending them by zero to $i \notin \{0, \ldots, \ell\}$. By exactness, we have short exact sequences as follows

\[
0 \rightarrow \ker(d_{i+2}) \rightarrow X_i \rightarrow \ker(d_{i-1}) \rightarrow 0,
\]
which implies that \( \dim(X_i) \leq \dim(\ker(d_{i+2})) + \dim(\ker(d_{i-1})) \leq \dim(X_{i+1}) + \dim(X_{i-1}) \). Let \( x \in \{0, 1, 2\} \). We then get the desired result by summing the above inequality over \( i \equiv x \pmod{3} \). □
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