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Abstract: The ghost effect in marine seismic data causes low-frequency suppression and frequency notch, resulting in incomplete frequency information for seismic records, which poses challenges for high-resolution imaging. The deghosting effect depends on the approximation of the ghost delay operator. Due to the strict requirements of dense sampling, the 2D deghosting method for a densely sampled inline dataset is still the mainstream method for marine data processing. As the trade-off, inversion-based methods are widely used in the industry to reduce the influence of the inaccurate ghost delay operator. In order to overcome the sampling limits and improve the 2D deghosting effect, we propose a pseudo-3D deghosting framework based on an $l_1$ norm sparse inversion. In the framework, the inversion problem is divided into two subproblems, i.e., pseudo-3D operator building and optimization inversion. Considering the data coherence along the shot direction, we derive a pseudo-3D ghost delay operator to deghost simultaneously for multi-shot gathers. We then introduce a sparse inversion method in the pseudo-3D radon domain (multi-shot gathers) to further improve the inversion accuracy. The proposed framework is easy to implement, is not sensitive to noise, and shows superior performance in synthetic and field examples.
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1. Introduction

For signal-to-noise ratio considerations, the receivers are sunk to a certain depth below the air–water interface during marine seismic acquisition [1]. When the upgoing wavefield propagates to the air–water interface, it reflects and propagates downward. The downgoing wavefield is called ghost [2], and it interferes with the upgoing wavefield, resulting in frequency notch and reducing the vertical resolution of the seismic dataset [3].

In marine acquisition, the sampling interval in the crossline direction is usually much larger than that in the inline direction (usually between 4:1 and 16:1) [4], and the sparse sampling poses a large challenge for deghosting [5]. Therefore, the 2D deghosting method for a densely sampled inline dataset is still the mainstream method for marine data processing. The current deghosting methods are mainly implemented in the frequency domain, and the idea of plane wave decomposition is directly or indirectly applied [6]. The deghosting methods based on plane wave decomposition can be roughly divided into two categories: the deconvolution-based method and the inversion-based method.

The basic idea of the deconvolution-based method is to transform the seismic dataset containing ghost into other data domains (time domain [7], frequency domain [8], $f$-$k$ domain [9], etc.), construct a ghost delay operator, use the deconvolution algorithm to achieve deghosting in this domain, and transform it into the space–time domain. However,
the deconvolution-based method requires the accurate estimation of ghost delay time, which cannot overcome the error of actual acquisition [10]. The basic idea of the inversion-based method is to combine the parameter of the observing system with the plane wave decomposition and express it as a transformation matrix. Due to the combination of a plane wave coding operator and a deghost delay operator, the ghost-free wavefield can be obtained by a linear inversion algorithm. The advantage of this method is the applicability of various observation systems (e.g., variable-depth streamer [10]) and the convenient introduction of an advanced inversion algorithm [11–13]. However, accurately obtaining a ghost-free wavefield by conventional 2D deghosting method technology is still difficult.

Compressed sensing [14] is widely used in signal analysis [15,16], noise suppression [17,18], seismic acquisition [19], seismic imaging [20], and optimized inversion [21,22]. Such methods decompose seismic datasets into different units with different characteristics (frequency, direction, wavelet, curvature, etc.), and they extract corresponding units according to the characteristics of the target signal to achieve sparse representation, which means highlighting the useful information and removing the redundant information. Van den Berg et al. [23], Wang et al. [24], and Hu et al. [25] adopted the compressed sensing-based sparse inversion method to find the informative local minimum in the inversion of seismic signals. The key to these methods is to choose the appropriate data domain and sparse transformation for the sparse representation of seismic signals. By amplifying the coherence difference between the signal and the noise, the seismic signal can be highlighted in the inversion, thereby improving the inversion accuracy.

In this paper, we propose a pseudo-3D deghosting framework based on an \( l_1 \) norm sparse inversion to improve the deghosting effect. In this framework, we include the data coherence along the shot direction into inversion and introduce the idea of compressed sensing to further improve the inversion accuracy. Firstly, based on the consistency of the receiver depth in conventional streamer data, we derive a pseudo-3D ghost delay operator for multi-shot gathers for simultaneous deghosting. Then, we introduce an \( l_1 \) norm sparse inversion in the pseudo-3D radon domain to improve the inversion accuracy. It is worth noting that this method of using an \( l_1 \) norm to regulate objective functions is not limited to the field of seismic exploration, but it can be used in various fields as a potential methodology, such as sensor development and image recognition. The synthetic and field examples indicate that the performance of our framework appears to be successful on a conventional 2D streamer dataset.

2. Methods

2.1. Pseudo-3D Deghosting Framework with the Data Coherence along the Shot Direction

In marine seismic exploration, the most conventional acquisition method is the streamer observation system, which is where a power boat drags several streamers for movement. The mainstream processing strategy is streamer-by-streamer, and a single streamer record can be viewed as a dataset of several shot gathers. For conventional multi-shot gathers, the radon domain deghosting algorithm can be expressed as

\[
D_i(x_j, \omega) = \sum_{i=1}^{np} M_i(p_{ip}, \omega) \cdot e^{-i\omega p_{ip} x_j} \cdot (1 - e^{-i\omega \Delta t_{ip}})
\]  

(1)

where \( D_i(x_j, \omega) \) represents the \( i \)-th shot of the seismic data in the frequency domain, \( M_i(p_{ip}, \omega) \) represents the \( i \)-th shot of the deghosting result in the frequency domain, and \( x_j, p_{ip}, \) and \( \omega \) represent the offset index of the \( j \)-th trace, the slowness index of the \( ip \)-th trace, and the angular frequency, respectively. \( \Delta t_{ip} \) represents the delay time between the ghost and primary, which is known to be a function of the water velocity \( v \), the receiver depth \( z \), and the incident angle \( \theta \) (Figure 1b). In the radon domain, the slowness \( p \) is calculated by the water velocity \( v \) and the incident angle \( \theta \) as follows:

\[
p = \frac{1}{v} \sin(\theta)
\]  

(2)
Figure 1. Schematic illustration of ghost propagation. (a) The propagation of ghost. (b) The estimation of ghost delay time.

The delay time \( \Delta t_{ip} \) in the radon domain is calculated by

\[
\Delta t_{ip} = \frac{2z}{v} \cos(\theta) = \frac{2z\sqrt{1 - p_{ip}^2v^2}}{v}
\]  

(3)

To simplify Equation (1), we redefine the 2D deghosting operator \( G \) in the radon domain, which can be regarded as a combination of the radon transform operator and the ghosting operator as follows:

\[
G_{ip,j} = e^{-i\omega p_{ip}x_j} \cdot (1 - e^{-i\omega \Delta t_{ip}})
\]  

(4)

Equation (1) can then be rewritten as a form of matrix multiplication:

\[
\begin{bmatrix}
D_1(x_1, \omega) \\
D_1(x_2, \omega) \\
\vdots \\
D_1(x_{n-1}, \omega) \\
D_1(x_n, \omega)
\end{bmatrix}
= \begin{bmatrix}
G_{1,1} & G_{1,2} & \cdots & G_{1,n_{p}-1} & G_{1,n_{p}} \\
G_{2,1} & G_{2,2} & \cdots & G_{2,n_{p}-1} & G_{2,n_{p}} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
G_{n_{p}-1,1} & G_{n_{p}-1,2} & \cdots & G_{n_{p}-1,n_{p}-1} & G_{n_{p}-1,n_{p}} \\
G_{n_{p},1} & G_{n_{p},2} & \cdots & G_{n_{p},n_{p}-1} & G_{n_{p},n_{p}}
\end{bmatrix}
\begin{bmatrix}
M_1(p_{1,1}) \\
M_1(p_{1,2}) \\
\vdots \\
M_1(p_{n_{p}-1,1}) \\
M_1(p_{n_{p},1})
\end{bmatrix}
\]

(5)

The conventional 2D deghosting method indicates a shot-by-shot deghosting manner. Because every shot gather is processed independently, the inversion accuracy of the 2D deghosting algorithm is easily limited by the field noise and accuracy of the 2D operator, which is necessary to introduce a priori information to constrain the inversion. During the horizontal streamer acquisition, the location of the sources and receivers is relatively stable, and so the offset parameters of the different shots are consistent. According to this property, we can rearrange the dataset into the data cube shown in Figure 2. In this data cube, the seismic records are arranged in a source-offset-time manner. Then, we can adopt a Fourier transform to the data cube, and the frequency slice \( D_{\text{pse-3D}}(\omega_k) \) can be expressed as:

\[
D_{\text{pse-3D}}(\omega_k) = \begin{bmatrix}
D_1(x_1, \omega_k) & \cdots & D_1(x_{n_{tr}}, \omega_k) \\
D_1(x_1, \omega_k) & \cdots & D_1(x_{n_{tr}}, \omega_k) \\
\vdots & \ddots & \vdots \\
D_{n_{s}}(x_1, \omega_k) & \cdots & D_{n_{s}}(x_{n_{tr}}, \omega_k)
\end{bmatrix}
\]

(6)

where \( n_{s} \) represents the number of common shot gathers (CSGs) and \( n_{tr} \) represents the number of common offset gathers (COGs). Since the offsets and receiver depths of the
different shot gathers data are consistent, the ghost delay operator in Equation (1) is applicable to the data slice described in Figure 2:

\[ D_{\text{pse-3D}}(s_i, x_j, \omega) = \sum_{ip=1}^{np} M_{\text{pse-3D}}(s_i, p_{ip}, \omega) \cdot e^{-i \omega p_{ip} x_j} \cdot (1 - e^{-i \omega \Delta t_p}) \]  (7)

where \( s_i \) and \( x_j \) represent the location of the source and offset, respectively. As shown in Equation (7), the deghosting case for multi-shot gathers is integrated into a linear system of equations, which can be simplified as:

\[ D_{\text{pse-3D}} = G \cdot \text{pse-3D} \]  (8)

where \( G \) represents the ghost delay operator. In this way, we can simultaneously deghost for the data cube. In the source direction of the data cube, each slice represents a COG. The characteristics of events in COGs are similar to those of the underground interface, which means the COGs are composed as several smooth and approximately linear events [26]. The event coherence in COGs provides the basis for the introduction of sparse representations, and we can utilize the data coherence along the shot direction as an inversion constraint. In the common offset gathers, more information that can be used for coherence analysis is obtained [27], which effectively improves the inversion accuracy.

![Figure 2. Demonstration of a pseudo-3D data cube.](image)

### 2.2. Compressed Sensing-Based Sparse Inversion Method

In recent years, compressed sensing-based inversion methods, which improve inversion accuracy by sparse representation, have been emerging. The basic idea is to discretize the seismic signal by a sampling matrix, then remove redundant information and retain fewer elements to represent the main characteristics of the signal. Because the signal becomes sparse, it does not easily fall into the local minimum during inversion. In this way, the signal becomes sparse and redundant information is not included during inversion, and it does not easily fall into the non-information local minimum during inversion [28].

Sparse inversion requires the sparse representation (Figure 3) of the seismic signals \( y \in \mathbb{R}^m \) using the sampling matrix \( A \in \mathbb{R}^{n \times m} \). The sparse representation can be described as a linear equation:

\[ y = Ax \quad \text{s.t.} \min ||x||_0 \]  (9)

where the sampling matrix \( A \) can be expressed as

\[ A = \{ \Phi y | y \in \Gamma, ||\Phi y|| = 1 \} \]  (10)

where \( x \in \mathbb{R}^m \) represents the coefficients in the transformed domain and in \( ||x||_0 \ll m \), \( ||x||_0 \) represents the \( l_0 \) norm of \( x \), which measures the number of non-zero elements and represents the degree of matrix sparsity, and \( \Phi y \) represents the vector of the sampling matrix \( A \). Because the \( l_0 \) norm is difficult to solve optimally (non-deterministic polynomial-hard
problem, NP-hard), an $l_1$ norm is usually used to replace the $l_0$ norm as the constraint condition to simplify the optimization problem, as follows:

$$y = Ax \quad \text{s.t.} \min x \|x\|_1$$

(11)

To demonstrate the sparsity change before and after the sparse representation of the seismic signal, we adopt a curvelet transform [29] to noisy synthetic data for sparse representation, where the noise distribution is $N(\mu, \sigma) = N(0, 0.0003)$. We select 5% as the curvelet and time-space coefficients, in order of amplitude, to reconstruct the data. From Figure 4, the sparsity of the curvelet coefficients is significantly better than that of the time-space coefficients.

![Figure 3. Demonstration of sparse representation.](image)

To demonstrate the sparsity change before and after the sparse representation of the seismic signal, we adopt a curvelet transform [29] to noisy synthetic data for sparse representation, where the noise distribution is $N(\mu, \sigma) = N(0, 0.0003)$. We select 5% as the curvelet and time-space coefficients, in order of amplitude, to reconstruct the data. From Figure 4, the sparsity of the curvelet coefficients is significantly better than that of the time-space coefficients.

![Figure 4. Sparsity comparison of the synthetic data. (a) Input data. (b) Sparse reconstruction in the time domain. (c) Sparse reconstruction in the curvelet domain.](image)

In the optimization inversion process, the objective function is generally minimized in the sense of least squares. However, the seismic signals not only contain useful signals, but also noise. The sparse representation of seismic signals regards the noise as redundant information, which means inversion in the transform domain can obtain more stable inversion results. Therefore, the sparse inversion methods are suitable for solving such problems.

2.3. Pseudo-3D Deghosting Based on Sparse Inversion

To highlight the data coherence, we introduce the compressed sensing-based sparse inversion methods into the deghosting method. In the pseudo-3D deghosting framework, the linear system of Equation (6) can be rewritten as

$$Lm = f_1^{H} \text{BlockDiag}_\omega(G \otimes I)f_1m = d$$

(12)

where $m$ represents the vector of the deghosting result $M_{\text{pse-3D}}$ in the radon domain, $d$ represents the vector of the input dataset $D_{\text{pse-3D}}$ in the time-space domain, $A$ represents the identity matrix, $\otimes$ represents the Kronecker product of the matrix, $f$ and $f_1^{H}$ represent the Fourier transform pair in the time direction, and $L$ represents the combination of the ghost delay operator and the Fourier transform operator.
In actual seismic acquisition, field noise cannot be avoided. Assuming that the input datasets $d$ are a collection of the noise $n$ and useful signals $s = Lm$, then:

$$d = Lm + n$$  \hspace{1cm} (13)

Based on the compressed sensing theory, the seismic signals are over-complete and satisfy the requirement of sparse representation. Therefore, the useful signal can be reconstructed by the sampling matrix $A$:

$$d = LAx_0 + n$$  \hspace{1cm} (14)

where $x_0$ represents the coefficients in the transformed domain. In general, $A$ can be constructed by a sparse transform (wavelet transform [30], curvelet transform [29], etc.). Without considering the noise, the main purpose of this problem is to solve the sparse solution of $L Ax = d$, where $LA$ represents a matrix of the size $m \times n$ and $d$ represents a vector of the size $n \times 1$. When $m \ll n$, this problem is under-determined, which can be summarized as a basic pursuit problem (BP). To solve this BP problem [31], we propose the objective function:

$$\min_{x} \|x\|_1 \text{ s.t. } LAx = d$$  \hspace{1cm} (15)

Considering the existence of noise, the BP problem can be transformed into a BPDN problem (basis pursuit denoising) [32] to avoid the noise interference during inversion:

$$\min_{x} \|x\|_1 \text{ s.t. } \|d - LAx\|_2 \leq \sigma$$  \hspace{1cm} (16)

where $\sigma$ represents the $l_2$ norm residual of the objective function, which is generally set as 5–10% of the $l_2$ norm of $d$. The proposed method uses the $l_2$ norm to approximate the reconstructed data to the original data while the $l_1$ norm constrains the noise. In this way, the noise $n$ in the data can be suppressed. To solve the above problem, we adopt the spectral gradient projection method (SPGL1) [33]

$$\begin{cases} \min_{\hat{x}} \|x\|_1 & \text{s.t. } \|d - LA\hat{x}\|_2 \leq \sigma \\
m = ASH \hat{x} \end{cases}$$  \hspace{1cm} (17)

where $\hat{m}$ and $\hat{x}$ represent the inversion results in the data domain and the sparse domain, respectively, $\sigma$ represents the noise level, which controls the sparsity, and SLGL1 is a solver for the $l_1$-regularized least-squares inversion problem, which is suitable for large-scale datasets.

In order to improve the inversion accuracy, we adopt a sparse transform to achieve the sparse representation of the curved events with multi-scale and multi-directional characteristics. It can be seen from Section 2.2 that sparse representation can increase the sparseness of the signal. Considering representation accuracy and computational efficiency, we combine a 2D curvelet transform and a 1D wavelet transform as the sampling matrix. Therefore, the pseudo-3D deghosting based on a sparse inversion can be expressed as

$$\begin{cases} \min_{\hat{x}} \|x\|_1 & \text{s.t. } \|d - LS^{H}\hat{x}\|_2 \leq \sigma \\
m = S^{H} \hat{x} \end{cases}$$  \hspace{1cm} (18)

where $x$ represents the 3D coefficients in the sparse domain, $S$ represents the combined operators of the 2D curvelet transform and the 1D wavelet transform, and $S = C_2 \otimes W_1$ and $S^{H}$ are the inverse transforms of $S$. The inversion result is the coefficients in the radon domain, and then we obtain the result in the time-space domain by adopting a conventional inverse radon transform.
3. Results

In order to verify the effectiveness of the proposed method for deghosting, we first apply the pseudo-3D algorithm to the synthetic data obtained from the forward modeling of the saltdome model (Figure 5). The saltdome model is a classic acoustic model for testing multiple attenuation methods for marine data [34], and it has a width of 5400 m, a depth of 1250 m, and a grid spacing of 5 m. The model contains high-speed layers and faults, and the corresponding records are complex. As for the observation system, in order to highlight the influence of ghost, the sinking depth of the sources is 14 m and the sinking depth of the receivers is 25 m. The maximum offset is 2550 m and the trace interval is 10 m. To further verify the effectiveness of the algorithm, we also adopt the algorithm to the field streamer data. For data preparation, we choose the open-source software Madagascar, which is applicable to digital image and data processing in geophysics and related fields, as a tool for forward modeling and data preprocessing.

![Figure 5. The demonstration of the saltdome model.](image)

3.1. Synthetic Example

To ensure the completeness of the synthetic data, we choose the wave equation-based simulation method, i.e., the finite difference algorithm, to conduct forward modeling. The synthetic multi-shot synthetic records include 256 CSGs, 256 COGs, 512 samplings, and a sampling interval of 0.004 s. Then, we apply the conventional 2D method and the sparse inversion method to obtain the deghosting results, and we compare the results of the two methods from the CSGs, COGs, f-k spectrum, etc.

Figure 6 shows the original data before deghosting. Figure 6a–c shows the data cube, the zoom section of the COG, and the corresponding f-k spectrum of the CSG. From Figure 6a, we can observe that when the sinking depth is large, ghost is easy to recognize. The separation of the primaries and the ghosts can be clearly observed in the near-offset section. Figure 6b shows that the frequency bandwidth of the deghost-interfered datasets is narrowed, with a lack of low frequency (5–10 Hz) and a main frequency notch (25–50 Hz). Therefore, in order to obtain a frequency-rich seismic record, it is necessary to deghost.

Figures 7 and 8 respectively demonstrate the deghosting results of the conventional 2D algorithm and the proposed method. Comparing Figures 7a and 8a, it can be seen that both methods have suppressing effects on deghosting. However, the conventional algorithm has some artifacts in the deep position (blue arrow). The reason is that the complexity of the underground structure increases and the inversion process is unstable. These artifacts in the sparse inversion result are effectively suppressed, which proves that the introduction of the proposed method improves the deghosting effect. From Figures 7b and 8b, we see that the notch frequency is mainly 25–50 Hz. Both results compensate for the notch effect, but some energy leakage can still be observed in the conventional results. The sparse inversion results have the complete frequency band and more balanced high-frequency energy, which proves the effectiveness of the proposed method. Figures 7c and 8c show the zoomed
section of the COGs. The difference in the deep events (1.5 s, 150–250th shots) is obvious. The conventional method has artifacts but the sparse inversion results do not.

**Figure 6.** The synthetic data before deghosting. (a) 3D data cube including 256 CSGs and 256 COGs. (b) $f$-$k$ spectrum in which the black oval marks the effect of ghost. (c) COG wherein the events are similar to the underground interface.

**Figure 7.** The conventional deghosting results. (a) 3D data cube including 256 CSGs and 256 COGs. (b) $f$-$k$ spectrum in which the black oval marks the effect of ghost. (c) COG wherein the events are similar to the underground interface.
where both methods compensate for the notch effect. Similarly, the energy leakage caused by traditional methods also leads to a large difference between the 2D method and the pseudo-3D dehosting method (Figure 9). Figure 9b clearly shows the energy comparison of the three curves. Compared with the $f$-$k$ spectrum shown above, we can observe a good correspondence between them. It is shown in Figure 6b that the frequency bandwidth of dehost-interfered datasets is narrowed at the main frequency notch (25–50 Hz), and in Figure 9b, the original data has the lowest energy (near 0.25) at approximately 40 Hz. Both the red curve and the yellow curve in Figure 9b have higher energy than the original data in the main frequency notch (25–50 Hz), which is consistent with the phenomenon seen in Figures 7b and 8b, where both methods compensate for the notch effect. Similarly, the energy leakage caused by traditional methods also leads to a large difference between the 2D method and the pseudo-3D method in a quantitative comparison of the main frequency energy. The results of the quantitative comparison also prove the effectiveness of the proposed method.

To further demonstrate the effectiveness of the proposed method, we calculate the frequency spectrum in the time window (1.25–1.5 s) to quantitatively compare the frequency compensation ability of the conventional dehosting method and the pseudo-3D dehosting method (Figure 9). Figure 9b clearly shows the energy comparison of the three curves. Compared with the $f$-$k$ spectrum shown above, we can observe a good correspondence between them. It is shown in Figure 6b that the frequency bandwidth of dehost-interfered datasets is narrowed at the main frequency notch (25–50 Hz), and in Figure 9b, the original data has the lowest energy (near 0.25) at approximately 40 Hz. Both the red curve and the yellow curve in Figure 9b have higher energy than the original data in the main frequency notch (25–50 Hz), which is consistent with the phenomenon seen in Figures 7b and 8b, where both methods compensate for the notch effect. Similarly, the energy leakage caused by traditional methods also leads to a large difference between the 2D method and the pseudo-3D method in a quantitative comparison of the main frequency energy. The results of the quantitative comparison also prove the effectiveness of the proposed method.

Figure 8. The sparse inversion-based pseudo-3D dehosting results. (a) 3D data cube including 256 CSGs and 256 COGs. (b) $f$-$k$ spectrum in which the black oval marks the effect of ghost. (c) COG wherein the events are similar to the underground interface.

Figure 9. Frequency comparison of the different methods. (a) COG. (b) Frequency spectrum.
3.2. Field Example

In this section, we adopt a field dataset to test the deghosting effect. The dataset contains a total of 193 shot gathers, 128 offset gathers, 1000 sampling points, and a sampling interval of 4 ms. The sink depth of the geophone is 7 m. The maximum spacing is 3175 m, and the track spacing is 25 m. Figures 10–12 show the original data, the conventional 2D method, and the deghosting result of the algorithm, respectively.

Figure 10. The field data before deghosting. (a) 3D data cube including 193 CSGs and 128 COGs. (b) $f$-$k$ spectrum in which the black oval marks the effect of ghost. (c) COG wherein the events are similar to the underground interface.

As a result, there are three main differences: frequency extension, event continuity, and signal-to-noise ratio (SNR). In terms of frequency extension, since the source depth of the data is 7 m, the first non-zero notch frequency is relatively large. The influence of ghost on the seismic records is mainly manifested in the suppression of the low frequency (2–10 Hz) and high frequency (60–80 Hz). The two methods have similar effects on low-frequency energy compensation, but the proposed method has better effects on high-frequency energy compensation. The continuity of the events (Figures 11c and 12c) also proves the effectiveness of the proposed method. Because noise is unavoidable in the field datasets, the continuity of the event becomes worse. The proposed method uses the sparse representation of the seismic signal and retains the main components for reconstruction to improve the event continuity. The SNR difference can be clearly observed in the $f$-$k$ spectrum, which means the sparse inversion method has a stronger anti-noise performance. The noise reduces the image quality of the $f$-$k$ spectrum, and the $f$-$k$ spectrum of the sparse inversion result is smoother, indicating that the redundant information (noise) is attenuated during the inversion process. In summary, the deghosting method in this paper has more advantages in frequency extension. In addition, this method is more suitable for field data processing, which can simultaneously improve the SNR in the process of deghosting.
4. Discussion

In this paper, we introduce the $l_1$ norm sparse inversion method to improve the inversion accuracy. The curvelet and wavelet transforms are excellent tools for the sparse representation of seismic signals, which is fully data-driven. The core assumption of the sparse representation is that the noise energy is smaller than the signal energy in the transformed domain, otherwise signal damage may occur during the inversion. For complex geological conditions, the wavefield contains some weak signals generated by the small-scale structure, which more easily covered by noise. In this case, the parameter setting criteria of the proposed method is a trade-off between being signal-preserving and noise-free.

In addition, although sparse representation improves the sparsity of seismic signals, the redundancy is also improved, which means an increase in data size. Therefore, the calculation efficiency of the proposed deghosting method is limited. To further improve the proposed method, we recommend two future research directions:

1. Based on symmetry arguments, one would expect that they could also be applied for source-side deghosting in the common-receiver domain.
2. A combination of this method with a multiple suppression method to propose a set of pre-processing flow data suitable for offshore exploration, including deghosting and demultiple.

5. Conclusions

In this paper, we propose a novel pseudo-3D deghosting framework based on 3D sparse inversion to improve the effect of the conventional 2D deghosting method. The pseudo-3D data cube required by the framework is easily implemented from conventional 2D streamer data. To improve the inversion accuracy, the data coherence along the shot direction and the compressed sensing-based inversion method are introduced.

Figure 10. The field data before deghosting. (a) 3D data cube including 193 CSGs and 128 COGs. (b) $f-k$ spectrum in which the black oval marks the effect of ghost. (c) COG wherein the events are similar to the underground interface.

Figure 11. The 2D deghosting results. (a) 3D data cube including 193 CSGs and 128 COGs. (b) $f-k$ spectrum in which the black oval marks the effect of ghost. (c) COG wherein the events are similar to the underground interface.

Figure 12. The sparse inversion-based deghosting results. (a) 3D data cube including 193 CSGs and 128 COGs. (b) $f-k$ spectrum in which the black oval marks the effect of ghost. (c) COG wherein the events are similar to the underground interface.
4. Discussion

In this paper, we introduce the $l_1$ norm sparse inversion method to improve the inversion accuracy. The curvelet and wavelet transforms are excellent tools for the sparse representation of seismic signals, which is fully data-driven. The core assumption of the sparse representation is that the noise energy is smaller than the signal energy in the transformed domain, otherwise signal damage may occur during the inversion. For complex geological conditions, the wavefield contains some weak signals generated by the small-scale structure, which more easily covered by noise. In this case, the parameter setting criteria of the proposed method is a trade-off between being signal-preserving and noise-free.

In addition, although sparse representation improves the sparsity of seismic signals, the redundancy is also improved, which means an increase in data size. Therefore, the calculation efficiency of the proposed deghosting method is limited. To further improve the proposed method, we recommend two future research directions:

1. Based on symmetry arguments, one would expect that they could also be applied for source-side deghosting in the common-receiver domain.
2. A combination of this method with a multiple suppression method to propose a set of pre-processing flow data suitable for offshore exploration, including degusting and demultiple.

5. Conclusions

In this paper, we propose a novel pseudo-3D deghosting framework based on 3D sparse inversion to improve the effect of the conventional 2D deghosting method. The pseudo-3D data cube required by the framework is easily implemented from conventional 2D streamer data. To improve the inversion accuracy, the data coherence along the shot direction and the compressed sensing-based inversion method are introduced.

The synthetic and field examples show that the main advantages of the proposed method are the frequency compensation and noise stability. Field noise cannot be avoided in marine seismic acquisition, and the processing process requires the amplitude-preservation of useful events. The algorithms with low noise sensitivity are more suitable for deghosting in industrial data processing.
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