Visual Detection and Tracking Based on Fusion Saliency
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Abstract. In order to improve the ability of target tracking effectively, an improved MeanShift algorithm is proposed in this paper. The algorithm combines the saliency map from the computer and from the human vision through Kinect, so that it can obtain the fusion saliency. Then an image segmentation algorithm is adopted to get the target, which is modelled for an improved MeanShift tracking framework. Experimental results show that the algorithm can significantly improve the accuracy.

1. Introduction

Tracker algorithm has been widely applied in commercial [1-2], intelligent transportation [3-4] and military field [5-7] along with the progress of computer and artificial intelligence technology. There are still a series of problems, such as the tracking accuracy under complex background conditions [8]. In contrast, human eyes can accurately locate targets in complex environments. Therefore, it can be referred by the principle of biological vision to provide an important scientific method for target information [9].

In order to solve these problems, a target tracking method based on saliency fusion is proposed in this paper. First of all, visual model and Kinect as a motion sensor are used to establish the gaze model of human vision, and extract saliency map which can be observed by human eyes. Secondly, get the sequence from the video and get the saliency map of the computer. Then, the two images are fused to a comprehensive image, and to segment target in the comprehensive image. Ultimately, the extracted target is tracked with MeanShift algorithm as Fig.1.

![Figure 1. General framework](image)
2. Saliency Detection

2.1. Human Vision Based Saliency Map
The Gauss mathematical model is used to obtain the gaze point map by Kinect, which extract the region of interest and omit the background information.

Step 1) Get the area of interest of human in the image, and use Kinect to get the plane coordinate value of the human eye's point of view.

Step 2) Model the retina structure and attentional mechanism of the human eyes and obtain its mathematical model.

Step 3) Use the mathematical model of Step 2) to model the gaze map and get the final human vision salient region, which is called the saliency map of human eyes.

The final saliency of human vision map can be obtained by merging the significant distribution map of the human eyes and the original image as Fig. 2.

![Figure 2](image1.png)

**Figure 2.** Human eyes saliency map. (a) The original image; (b) The degree of attention three dimensional distribution map; (c) Saliency map of human vision

2.2. Saliency Map of Computer
Computer saliency map is obtained as follows, firstly, ORB algorithm [10] is adopted for feature description and convex hull establishing. Then the internal and external saliency value of the convex hull is selected as the prior probability and likelihood probability respectively. Based on Bayesian theory, the acquired posterior probability can be defined as the saliency map of computer. So the calculation speed is fast, and it has relatively high accuracy.

2.3. Saliency Fusion
Based on saliency map of computer and saliency map of human vision, a reasonable fusion strategy is established through the idea of weighted value by Fig.3.

![Figure 3](image2.png)

**Figure 3.** Process of image fusion

Step 1) Calculate the influence factor of the weighted value;
Step 2) Define the centralization degree weight and the location weight value of the significant region block. Thus, the corresponding weight of average distance in saliency map between the significant region is:
\[ w_d = \frac{1}{N(N-1)} \sum_{i=1}^{N} \sum_{j=1}^{N} \left[ (x_i - x_j)^2 + (y_i - y_j)^2 \right]^{1/2} \]  

(1)

where \((x_i, y_i), (x_j, y_j)\) is the heart of the salient region.

The more salient region near the centre, the greater contribution of the considered saliency map is:

\[ w_i = \frac{1}{N} \left[ (x_i - \bar{x})^2 + (y_i - \bar{y})^2 \right]^{1/2} \]  

(2)

where \((\bar{x}, \bar{y})\) is the central position of the image.

Step 3) Normalization. An image evaluation standard is structural similarity which is propose by paper [11]. This paper determines the fusion rule based on this. Get the fused image in Fig.4.

![Figure 4](image_url)

**Figure 4.** Image of fusion experiment. (a) Computer saliency map; (b) Visual saliency map; (c) Grayscale fusion result; (d) Color image fusion result

The experiment results show that the saliency map computer extraction often has some problems. But it will make the final saliency map was more focused on regional gaze position when combined with mechanism of the human vision. Fig.4 shows the advantages of fusion.

### 3. Mean Shift Tracking

#### 3.1. Target Segmentation

Image can be segment and get the target specific region after obtaining the saliency map. Grab Cut algorithm has been improved in this paper compared to the original algorithm as Fig.5. It improved without manual selection of seed points, which can improve the degree of automation of the whole calculation method.

![Figure 5](image_url)

**Figure 5.** Image segmentation

#### 3.2. Improved Mean Shift Tracking Algorithm

Equation of Mean Shift algorithm which is increased by the weights of sampling points \( w(x_i) \geq 0 \) and kernel function \( G(x) \):

\[ M_h(x) = \frac{\sum_{i=1}^{N} G_h \left( \frac{x_i - x}{h} \right) w(x_i) (x_i - x)}{\sum_{i=1}^{N} G_h \left( \frac{x_i - x}{h} \right) w(x_i)} \]  

(3)
Color range should be mapped to the feature space of pixels in the algorithm for target tracking, so this paper use RGB color space as the feature space. The vector can be calculated iteratively owing to the astringency of Mean Shift [12]. Thus, the target location will eventually converge to their true position.

4. Experiment Results and Analysis

The algorithm can effectively select object of initial frame of video sequence combined with computer and human vision. The size of square is selected according to the size of the target after the fusion results of two kinds of saliency map and target segmentation. Thus, it will not only achieve the target automatically selected, but also the size of square is reasonable. The key to capture the gaze of human eyes in each frame image to obtain the coordinates of the point value.

The Mean Shift algorithm improves the tracking results as shown in Fig.6:

![Figure 6](image_url)

**Figure 6.** Compare of tracking results. (a)(b) Tracking results of original Mean Shift algorithm for frames 96#, 169# (tracking directly); (c) (d) Tracking results of improved Mean Shift algorithm in this paper for frames 96#, 169# (tracking by detector)

It can be seen from the Figure 6 of the algorithm is improved, in the #96 and #169 of frame target calibration area are slightly offset through tracking directly. It can effectively modify the visible red square location through tracking by detector.

5. Conclusion

The algorithm in this paper achieves the combination of the human vision and computer vision, so that it can improve the tracking accuracy. But this practice is not intelligent, so the next step of the research program is to introduce learning mechanism to improve the level of intelligent system.
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