ON AN ELLIPTIC EQUATION ARISING FROM COMPOSITE MATERIALS
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Abstract. In this paper, we derive an interior Schauder estimate for the divergence form elliptic equation

$$D_i (a(x) D_i u) = D_i f_i$$

in $\mathbb{R}^2$, where $a(x)$ and $f_i(x)$ are piecewise Hölder continuous in a domain containing two touching balls as subdomains. When $f_i \equiv 0$ and $a$ is piecewise constant, we prove that $u$ is piecewise smooth with bounded derivatives. This completely answers a question raised by Li and Vogelius [9] in dimension 2.

1. Introduction

In this article, we consider second-order divergence type elliptic equations with discontinuous coefficients and data

$$L_{r_1, r_2} u := D_i (a(x) D_i u) = D_i f_i \quad \text{in } D,$$   \quad (1.1)

where $D$ is a bounded subset of $\mathbb{R}^2$,

$$a(x) = a_0 \chi_{B_{r_1}(0, r_1) \cup B_{r_2}(0, -r_2)} + \chi_{\mathbb{R}^2 \setminus (B_{r_1}(0, r_1) \cup B_{r_2}(0, -r_2))},$$

$a_0 > 0$ is a constant, $r_1, r_2 \in (0, \infty)$, and $\chi$ is the indicator function. This problem was raised by Bonnetier and Vogelius [5], and can be considered as a simplified model for composite media with closely spaced interfacial boundaries. Here $D$ models the cross-section of a fiber-reinforced composite and the balls $B_{r_1}(0, r_1)$ and $B_{r_2}(0, -r_2)$ represent the cross-sections of the fibers; the remaining subdomain represents the matrix surrounding the fibers. Moreover, $a(x)$ is the shear modulus, which is a constant on the fibers, and a different constant on the matrix surrounding the fibers. The function $u$ stands for the out of plane elastic displacement.

Elliptic equations and systems arising from elasticity have been studied by many authors. See, for instance, [6, 5, 9, 3, 11, 7, 13, 2, 4]. In [6], Chipot, Kinderlehrer, and Vergara-Caffarelli considered divergence type uniformly elliptic systems in a domain $D \subset \mathbb{R}^d$ consisting of finite numbers of linearly elastic, homogeneous, parallel laminae, which models the equilibrium problem of linear laminates. In [9], Li and Vogelius studied divergence type elliptic equations in a bounded domain $D \subset \mathbb{R}^d$, where $D$ can be divided into finite numbers of subdomains with $C^{1, \alpha}$ boundaries. The coefficients of the equations and data are Hölder continuous in each subdomain up to the boundary, but may have jump discontinuities across the boundaries of the subdomains. Under these conditions, they proved a global $W^{1, \infty}$ estimate and a piecewise $C^{1, \beta}$ estimate, for any $\beta \leq \frac{\alpha}{d(\alpha+1)}$. Notably, their estimate does not depend on the distance of discontinuous surfaces, which indicates that by
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an approximation argument, interfaces may touch each other, e.g., the geometry shown in Figure 1. Later, Li and Nirenberg [10] extended the result in [9] to elliptic systems under the same condition. They were able to improve the piecewise $C^{1,\beta}$ estimate in [9] to any $\beta \in \left(0, \frac{\alpha}{2(1+\alpha)}\right)$.

Regarding the operator in (1.1), Bonnetier and Vogelius [5] first considered the Dirichlet value boundary with $r_1 = r_2 = 1$ and $f_i \equiv 0$: \[ L^{1,1}_1 u = 0 \text{ in } \mathcal{D}, \quad u = \phi \text{ on } \partial\mathcal{D}. \]
Later, Li and Vogelius [9] extended the result in [5] and proved that when $r_1 = r_2 = 1$, $f_i \equiv 0$, and $\mathcal{D} = B_{R_0}$ with $R_0$ sufficiently large, the weak solution $u$ is piecewise smooth, i.e.,

\[ u \in C^\infty(\overline{B_1(0,1)}), \quad u \in C^\infty(\overline{B_1(0,-1)}), \quad u \in C^\infty(K \setminus (B_1(0,1) \cup B_1(0,-1))), \]
where $K$ is any compact subset of $B_{R_0}$. Then they asked the following natural question: can we drop the condition that $R_0$ being sufficiently large?

In our first result, we answer this question by proving that $R_0 > 2$ is sufficient to guarantee that $u$ is piecewise smooth in the interior of $B_{R_0}$.

**Theorem 1.1.** Let $R_0 > 2$ and $g \in H^{1/2}(\partial B_{R_0})$. Suppose $u$ is a weak solution of \[ D_i(a(x)D_j u) = 0 \text{ in } B_{R_0}, \quad u = g \text{ on } \partial B_{R_0}, \]
where
\[ a(x) = a_0 \chi_{B_1(0,1) \cup B_1(0,-1)} + \chi_{B_{R_0} \setminus (B_1(0,1) \cup B_1(0,-1))}. \]

Then
\[ u \in C^\infty(\overline{B_1(0,1)}), \quad u \in C^\infty(\overline{B_1(0,-1)}), \quad u \in C^\infty(K \setminus (B_1(0,1) \cup B_1(0,-1))) \]
for any compact set $K \subset B_{R_0}$.

To prove Theorem 1.1, we borrow some ideas from [9]. In [9], Li and Vogelius constructed a sequence of piecewise smooth solutions \(\{u_j\}\) to \[ D_i(a(x)D_j u) = 0 \quad \text{in } \mathbb{R}^2, \]
the linear combinations of which are dense in $H^s_{\text{sym}}(\partial B_{R_0})$ for $R_0$ sufficiently large, where $H^s_{\text{sym}}(\partial B_{R_0})$ denotes the space of functions even in $x_1$ with finite $H^s$ norm for $s \geq 0$. The precise definition can be found in Section 2. Therefore, the solution
u to the Dirichlet problem with the boundary condition $u = \phi \in H^s_{\text{sym}}(\partial B_R)$ can be approximated by linear combinations of $u_j$’s. Hence, by a classical elliptic regularity argument, one can show that $|D^k u| < \infty$ in each subdomain for any $k \geq 0$.

In this paper, we carry out a more careful analysis on $\{u_j\}$ to show that $R_0 > 2$ is sufficient to guarantee that $\{u_j\}$ forms a Schauder basis for $H^s_{\text{sym}}(\partial B_R)$. Precisely, it is obvious that

\[
\{e_j, j \geq 0\} := \{-1\}^j \cos(2j\theta), (-1)^j \sin((2j + 1)\theta), j \geq 0
\]

is an orthogonal basis of $H^s_{\text{sym}}(\partial B_R)$. Each $u_j$ can be written as a linear combination of $e_j$’s, i.e., $u_j = \sum_{k=0}^{\infty} M_{j,k} e_k$. We show that the infinite dimensional matrix $M := (M_{k,j})_{k,j=0}^{\infty}$ define a bounded and invertible operator on a Hilbert space $l^p$. For the definition of $l^p$, see Section 2. An important observation in our proof is that the submatrix $(M_{k,j})_{k,j=1}^{\infty}$ is diagonally dominant by column. From this, we deduce that the map induced by $M$ is invertible, which further implies that $\{u_j\}_{j \geq 0}$ forms a Schauder basis of $H^s_{\text{sym}}(\{|x| = R_0\})$. The remaining proof then follows the lines in [9].

Another natural question to ask is if the geometry of the domain where the equation is satisfied affects the smoothness of the solution around the origin? In other words, if $Lu = 0$ in $D$, is it necessary that $D$ contains a ball with radius $R_0 > 2$ for $u$ to be piecewise smooth around the origin? Or $D$ can be any neighborhood of the origin? Our second result answers this question by proving an interior Schauder estimate for the non-homogeneous equation (1.1) in a general domain. Furthermore, we break the symmetry of the coefficients, meaning that $a(x)$ can be two different positive constants $a_0$ and $b_0$ in the two balls with different radii.

**Theorem 1.2.** Let $r_1, r_2 \in (0, \infty)$, $\gamma \in (0,1)$, and $n \geq 0$ be an integer. Assume that $D \subset \mathbb{R}^2$ is a bounded open set. Suppose that for any $i$, $f_i$ is piecewise $C^{n,\gamma}$, i.e.,

\[
f_i \in C^{n,\gamma}(D \cap B_{r_1}(0, r_1)), \quad f_i \in C^{n,\gamma}(D \cap B_{r_2}(0, -r_2)),
\]

and

\[
f_i \in C^{n,\gamma}(D \setminus (B_{r_1}(0, r_1) \cup B_{r_2}(0, -r_2))).
\]
Let \( u \) be a weak solution to
\[
D_i(a(x) D_i u(x)) = D_i f_i \quad \text{in } D,
\]
where
\[
a(x) = a_0 \chi_{B_{r_1}(0, r_1)} + b_0 \chi_{B_{r_2}(0, -r_2)} + \chi_{\mathbb{R}^2 \setminus (B_{r_1}(0, r_1) \cup B_{r_2}(0, -r_2))}
\]
Define \( D_\varepsilon = \{ x \in D, \text{dist}(x, \partial D) \geq \varepsilon \} \) for any \( \varepsilon > 0 \). Then
\[
u \in C^{n+1, \gamma}(D_\varepsilon \cap B_{r_1}(0, r_1)), \quad u \in C^{n+1, \gamma}(D_\varepsilon \cap B_{r_2}(0, -r_2)),
\]
and
\[
u \in C^{n+1, \gamma}(D_\varepsilon \setminus (B_{r_1}(0, r_1) \cup B_{r_2}(0, -r_2))).
\]
In particular, when \( f_i \equiv 0 \), \( u \) is piecewise smooth in \( D_\varepsilon \) up to the boundary.

For the proof, first we find a conformal mapping which maps two balls with different radii to two balls with the same radius, so it is sufficient to consider \( r_1 = r_2 = 1 \) by \( L \). Then the conformal mapping \( \Gamma : z \mapsto i/z \) maps \( \{ |z - iy| = 1 \} \) and \( \{ |z + iy| = 1 \} \) to \( \{ \text{Re } z = \frac{1}{2} \} \) and \( \{ \text{Re } z = -\frac{1}{2} \} \), respectively, where \( i = \sqrt{-1} \) is the imaginary unit. We are able to construct Green’s function \( G(x, y) \) of the elliptic operator \( Lu = D_i(A(x) D_i u) \), where
\[
A(x) = a_0 \chi_{\{ x_1 > \frac{1}{4} \}} + b_0 \chi_{\{ x_1 < -\frac{1}{4} \}} + \chi_{\{ |x_1| < \frac{1}{4} \}}.
\]

With the help of \( \Gamma \) and \( \tilde{G}(x, y) \), we obtain Green’s function \( G(x, y) \) of the elliptic operator \( L \) in \( \mathbb{R}^2 \), which can be written as an infinite series of logarithmic function composed with smooth functions, for example, when \( x \in \mathbb{R}^2 \setminus (B_1(0, 1) \cup B_1(0, -1)) \), and \( y \in B_1(0, 1) \),
\[
G(x, y) = c_1 \sum_{k=0}^{\infty} (\alpha \beta)^k \log |X_{-2k}(x) - y| - c_2 \sum_{k=1}^{\infty} (\alpha \beta)^{k-1} \log |X_{2k-1}(x) - y|,
\]
where \( c_1, c_2, \alpha, \) and \( \beta \) are constants with \( |\alpha|, |\beta| < 1 \), \( \gamma = (y_1, -y_2) \), and \( \{ X_k \} \) are conformal maps and \( X_0(x) = x \). Note that \( \log |x - y| \) is Green’s function of the Laplacian up to a factor. This observation allows us to implement some known results of the Laplace equation with piecewise H"older continuous data on the right-hand side. More precisely, the original problem is decomposed to understand the regularity of solutions to the following equations
\[
\Delta u = D_i(f_i \chi_{B_1(0, 1)}),
\]
\[
\Delta u = D_i(f_i \chi_{B_1(0, -1)}),
\]
\[
\Delta u = D_i(f_i \chi_{\mathbb{R}^2 \setminus (B_1(0, 1) \cup B_1(0, -1))}),
\]
where in each subdomain \( f_i \in C^{n, \gamma} \). By locally flattening the boundary, the first two equations can be further reduced to the case that \( f_i \in C^{n, \gamma} \) in two half spaces, i.e., \( \{ x_2 > 0 \} \) and \( \{ x_2 < 0 \} \). The detail can be found in the proof of Theorem 4.4. Case 1. The last equation needs an extension result to be reduced to the previous case. See Lemma 2.1. Combining with the smoothness of each \( X_k \), we are able to estimate all the derivatives of the solution.

By a standard perturbation argument, we have the following corollary.
Corollary 1.3. Let $0 < \lambda \leq \Lambda < \infty$ and $n \geq 0$ be an integer. Assume $a(x)$ is piecewise $C^{n,\gamma}$, i.e.,
\[ a(x) \in C^{n,\gamma}(B_{r_1}(0, r_1)), \quad a(x) \in C^{n,\gamma}(B_{r_2}(0, -r_2)), \]
and
\[ a(x) \in C^{n,\gamma}(\mathbb{R}^2 \setminus (B_{r_1}(0, r_1) \cup B_{r_2}(0, -r_2))), \]
and satisfies the ellipticity condition $\lambda \leq a \leq \Lambda$. Suppose that for each $i$, $f_i$ is piecewise $C^{n,\gamma}$, i.e.,
\[ f_i \in C^{n,\gamma}(\mathcal{D} \cap B_{r_1}(0, r_1)), \quad f_i \in C^{n,\gamma}(\mathcal{D} \cap B_{r_2}(0, -r_2)), \]
and
\[ f_i \in C^{n,\gamma}(\mathcal{D} \setminus (B_{r_1}(0, r_1) \cup B_{r_2}(0, -r_2))). \]
Let $u$ be a weak solution to
\[ D_i(a(x)D_i u) = D_i f_i \]
in $\mathcal{D} \subset \mathbb{R}^2$. Denote $\mathcal{D}_\varepsilon = \{ x \in \mathcal{D}, \text{dist}(x, \partial \mathcal{D}) \geq \varepsilon \}$ for $\varepsilon > 0$. Then $u$ is piecewise $C^{n+1,\gamma}$ in $\mathcal{D}_\varepsilon$ up to the boundary.

This paper is organized as follows. In the next section, we introduce some notation and preliminary results, which are needed in the proof of our main theorems. In Section 3, we prove Theorem 1.2 and Corollary 1.3. In Section 4, we make necessary preparations and prove Theorem 1.2 and Corollary 1.3.

2. Notation and Preliminary Results

In this section, we first introduce some notation used throughout this paper. The Einstein summation convention is applied in this paper. We use $B_R(x)$ to denote the Euclidean ball in $\mathbb{R}^2$ with radius $R$ and center $x$. For simplicity, $B_1(0, 1)$ and $B_1(0, -1)$ are denoted by $\mathcal{B}_1$ and $\mathcal{B}_2$, respectively, and $\mathbb{R}^2 \setminus \mathcal{B}_1 \cup \mathcal{B}_2 = \mathcal{B}_0$. When there is no confusion, we use $B_{R_0}$ to denote the ball with radius $R_0$ and center $(0, 0)$. We use $L$ to denote the operator $L_{r_1, r_2}$ when $r_1 = r_2 = 1$.

Let $\mathcal{D}$ be a subset of $\mathbb{R}^2$ and $\beta \in (0, 1]$. For any function $f$, we define
\[ [f]_{\beta; \mathcal{D}} = \sup \left\{ \frac{|f(x) - f(y)|}{|x - y|^\beta} : x, y \in \mathcal{D}, x \neq y \right\} \]
and
\[ \| f \|_{\beta; \mathcal{D}} = \| f \|_{L_\infty; \mathcal{D}} + [f]_{\beta; \mathcal{D}}. \]
We denote the space corresponding to $\| \cdot \|_{\beta; \mathcal{D}}$ by $C^\beta(\mathcal{D})$. For nonnegative integer $m$, we define
\[ \| f \|_{m, \beta; \mathcal{D}} = \| f \|_{L_\infty; \mathcal{D}} + [D^m f]_{\beta; \mathcal{D}}. \]
The space corresponding to $\| \cdot \|_{m, \beta; \mathcal{D}}$ is denoted by $C^{m,\beta}(\mathcal{D})$.

Denote $L^2_{\text{sym}}(\{ x : |x| = R_0 \})$ to be the set of real-valued $L^2$ functions on the circle $\{ x : |x| = R_0 \}$ which are even with respect to $x_1$. We use a similar notation for the Sobolev spaces $H^s_{\text{sym}}(\{ x : |x| = R_0 \})$ for $s \geq 0$. Note that $L^2_{\text{sym}}(\{ x : |x| = R_0 \}) = H^0_{\text{sym}}(\{ x : |x| = R_0 \})$.

Let $V$ be a Banach space over $\mathbb{R}$. We say that a sequence $\{ b_n \}$ in $V$ is a Schauder basis of $V$ if for every $v \in V$, there exists a unique sequence $\{ a_n \}$ of scalars such that
\[ v = \sum_{n=0}^{\infty} a_n b_n, \]
constructed a sequence solutions to
Let $a^j$ Following [9], we define $\Psi$ in $\mathbb{R}^2$. It suffices to consider the extension in $B_{r_1}(0,r_1)$. Then there exists a function $F \in C^{n,\gamma}(\mathbb{R}^2)$ such that
\[
F|_{\mathbb{R}^2 \setminus (B_{r_1}(0,r_1) \cup B_{r_2}(0,-r_2))} = f
\]
and
\[
\|F\|_{n,\gamma;\mathbb{R}^2} \leq C\|f\|_{n,\gamma;\mathbb{R}^2 \setminus (B_{r_1}(0,r_1) \cup B_{r_2}(0,-r_2))},
\]
where $C$ is independent of $f$.

\textbf{Proof.} It suffices to consider the extension in $B_{r_1}(0,r_1)$. From [8, Theorem 2.19] and [1, Theorem 9.3], for any $n \geq 0$ there exists a solution $\hat{f}$ to the equation
\[
(-\Delta)^{n+1} \hat{f} = 0 \quad \text{in } B_{r_1}(0,r_1),
\]
\[
\hat{f} = f, \quad D^1_{\nu} \hat{f} = D^1_{\nu} f, \ldots, D^n_{\nu} \hat{f} = D^n_{\nu} f \quad \text{on } \partial B_{r_1}(0,r_1),
\]
where $\nu$ is the unit normal vector of $\partial B_{r_1}(0,r_1)$. Moreover,
\[
\|\hat{f}\|_{n,\gamma;B_{r_1}(0,r_1)} \leq C \sum_{i=0}^{n} \|D^i_{\nu} f\|_{n-i,\gamma;\partial B_{r_1}(0,r_1)} \leq C\|f\|_{n,\gamma;\mathbb{R}^2 \setminus (B_{r_1}(0,r_1) \cup B_{r_2}(0,-r_2))},
\]
where $C$ is independent of $f$. Similarly, the extension of $f$ to $B_{r_2}(0,-r_2)$ is denoted by $\bar{f}$. Finally we define
\[
F = \hat{f} \chi_{B_{r_1}(0,r_1)} + \bar{f} \chi_{B_{r_2}(0,-r_2)} + f \chi_{\mathbb{R}^2 \setminus (B_{r_1}(0,r_1) \cup B_{r_2}(0,-r_2))}.
\]
It is easy to see that $F$ is the desired function. \hfill \Box

Denote
\[
\alpha = \frac{a_0 - 1}{a_0 + 1} \in (-1,1).
\]
Let $a(x)$ be defined as in [12]. As mentioned in the introduction, Li and Vogelius [9] constructed a sequence solutions to
\[
D_i(a(x))D_iu = 0
\]
in $\mathbb{R}^2$, whose linear span is dense in $H^s_{\text{sym}}(\{x : |x| = R_0\})$ for sufficiently large $R_0$. Following [9], we define $\Psi_j$ as follows:
\[
\Psi_j(z) = \frac{2}{a_0 + 1} \sum_{k=0}^{\infty} \alpha^k \frac{z^j}{(kz+1)^j} \quad \text{in } \{z : |z-i| < 1\},
\]
\[
\Psi_j(z) = (-1)^{\frac{j+1}{2}} iz^j + \sum_{k=1}^{\infty} \alpha^k \left[ \frac{z^j}{(kz+1)^j} - \frac{z^j}{(kz-i)^j} \right] \quad \text{in } \{z : |z+i| > 1 \text{ and } |z-i| > 1\},
\]
\[
\Psi_j(z) = -\frac{2}{a_0 + 1} \sum_{k=0}^{\infty} \alpha^k \frac{z^j}{(kz-i)^j} \quad \text{in } \{z : |z+i| < 1\}.
\]
for \( j \) odd, and
\[
\Psi_j(z) = \frac{2}{a_0 + 1} \sum_{k=0}^{\infty} (-\alpha)^k \frac{z^j}{(kz + i)^j} \quad \text{in } \{ z : |z - i| < 1 \}, \\
\Psi_j(z) = (-1)^{j/2} z^j + \sum_{k=1}^{\infty} (-\alpha)^k \left[ \frac{z^j}{(kz + i)^j} + \frac{z^j}{(kz - i)^j} \right] \quad \text{in } \{ z : |z + i| > 1 \text{ and } |z - i| > 1 \}, \\
\Psi_j(z) = \frac{2}{a_0 + 1} \sum_{k=0}^{\infty} (-\alpha)^k \frac{z^j}{(kz - i)^j} \quad \text{in } \{ z : |z + i| < 1 \}
\]
for \( j \) even. Let \( u_j(x_1, x_2) = R_0^{-j} \text{Re } \Psi_j(z) \). It is shown in [9, Proposition 8.2] that \( \{u_j\} \) are solutions to (2.1). In the lemma below, we first give an explicit representation of \( u_j \)'s on \( \{|x| = R_0\} \) in terms of trigonometric polynomials for \( R_0 > 2 \).

**Lemma 2.2.** Let \( R_0 > 2 \) be a constant. For any \( j \geq 0 \), we have
\[
\begin{align*}
\mathcal{E}_{2j+1}(x_1, x_2) &|_{|x| = R_0} \\
&= (-1)^j \sin(2j + 1) \theta - 2 \sum_{k=1}^{\infty} \sum_{l=0}^{\infty} \alpha^k \left( \frac{Z_{2j}^{2j+1}}{(kR_0)^{2j+1}} \cos(2l \theta) \right) \\
&= (-1)^j \cos 2j \theta + 2 \sum_{k=1}^{\infty} \sum_{l=0}^{\infty} \left( -\alpha^k \left( \frac{Z_{2j}^{2j-1}}{(kR_0)^{2j+2j}} \cos(2l \theta) \right) \right), \tag{2.2}
\end{align*}
\]
for any \( j \geq 1 \), we have
\[
\begin{align*}
\mathcal{E}_{2j}(x_1, x_2) &|_{|x| = R_0} \\
&= (-1)^j \cos 2j \theta + 2 \sum_{k=1}^{\infty} \sum_{l=0}^{\infty} \left( -\alpha^k \left( \frac{Z_{2j}^{2j-1}}{(kR_0)^{2j+2j}} \cos(2l \theta) \right) \right), \tag{2.3}
\end{align*}
\]
and
\[
\begin{align*}
\mathcal{E}_0 &= 1 - \frac{\alpha}{1 + \alpha} = \frac{1}{a_0}. \tag{2.4}
\end{align*}
\]

**Proof.** From the definition, for any \( j \geq 0 \) and \( x \in \mathfrak{I}_0 \), we have
\[
\begin{align*}
\mathcal{E}_{2j+1}(x_1, x_2) &= R_0^{-(2j+1)} \text{Re } \Psi_{2j+1}(z) \\
&= R_0^{-(2j+1)} \text{Re } \left\{ (-1)^{j+1} \frac{Z_{2j+1}^{2j+1}}{(kz + i)^{2j+1}} - \frac{Z_{2j+1}^{2j+1}}{(kz - i)^{2j+1}} \right\}, \\
\mathcal{E}_{2j}(x_1, x_2) &= R_0^{-2j} \text{Re } \Psi_{2j}(z) \\
&= R_0^{-2j} \text{Re } \left\{ (-1)^j \frac{Z_{2j}^{2j}}{(kz + i)^{2j}} + \frac{Z_{2j}^{2j}}{(kz - i)^{2j}} \right\}.
\end{align*}
\]
Set \( z = R_0 e^{i\theta} \) and we have

\[
\begin{align*}
u_{2j+1}(x_1, x_2) | x | = R_0 \\
&= \text{Re} \left\{ (-1)^{j+1} \text{e}^{i(2j+1)\theta} + \sum_{k=1}^{\infty} \alpha^k \left[ \frac{e^{i(2j+1)\theta}}{(k R_0 e^{i\theta} + i)^{2j+1}} - \frac{e^{i(2j+1)\theta}}{(k R_0 e^{i\theta} - i)^{2j+1}} \right] \right\} \\
&= (-1)^{j} \sin(2j + 1) \theta + \sum_{k=1}^{\infty} \alpha^k (k R_0)^{-(2j+1)} \left[ \left( \frac{1}{1 + A_k} \right)^{2j+1} - \left( \frac{1}{1 - A_k} \right)^{2j+1} \right].
\end{align*}
\]

where \( A_k = i / (k R_0 e^{i\theta}) \). It is obvious that \(|A_k| < 1\) for any \( k \geq 1 \), and

\[
\left( \frac{1}{1 + A_k} \right)^{2j+1} = \sum_{l=0}^{\infty} \binom{m}{n} \left( \frac{l + 2j}{2j} \right) (-A_k)^l, \quad \left( \frac{1}{1 - A_k} \right)^{2j+1} = \sum_{l=0}^{\infty} \binom{m}{n} \left( \frac{l + 2j}{2j} \right) A_k^l
\]

where \( \binom{m}{n} = \frac{m!}{n!(m-n)!} \) for \( m \geq n \). Therefore,

\[
\left( \frac{1}{1 + A_k} \right)^{2j+1} - \left( \frac{1}{1 - A_k} \right)^{2j+1} = -2 \sum_{l=0}^{\infty} \binom{2l + 1 + 2j}{2j} A_k^{2l+1}.
\]

Plugging the formula above into (2.5), we get (2.2) for \( f \). Let \( M = id + B \) be an infinite dimensional matrix such that its last column is \( \vec{u}_j \).

Define the Hilbert space

\( \mathcal{H}^s = \{ a = (a_0, a_1, \ldots) : \sum_{j=0}^{\infty} |a_j|^2 (1 + j)^{2s} < \infty \} \)

with the norm \( \|a\|_{\mathcal{H}^s} = \left( \sum_{j=0}^{\infty} |a_j|^2 (1 + j)^{2s} \right)^{1/2} \). Then up to a constant factor, \( H_{sym}^s(\{ x : |x| = R_0 \}) \) is isometric to \( \mathcal{H}^s \). It is easily seen that for any \( s \geq 0 \), \( u_j \in H_{sym}^s(\{ x : |x| = R_0 \}) \) and

\[
\|u_j\|_{H^s(\{ x : |x| = R_0 \})} \leq C_s (j + s)^s.
\]

The following observation is crucial in our proof.

**Lemma 2.3.** When \( R_0 > 2 \), the infinite dimensional matrix \( \{ M_{i,j} \}_{i,j=1}^\infty \) is diagonally dominant by column.
Proof. Since \( M = id + B \), it suffices to show that \( \sum_{l=1}^{\infty} |B_{l,j}| < 1 \) for \( j \geq 1 \). We first consider odd number columns. When \( \alpha \in (0, 1) \), obviously \( B_{2l-1,2j-1} < 0 \). On the other hand, when \( \alpha \in (-1, 0) \), by (2.6) we have \( B_{2l-1,2j-1} > 0 \). Thus, for \( j \geq 1 \) we have

\[
\sum_{l=1}^{\infty} |B_{2l-1,2j-1}| = \sum_{l=1}^{\infty} \left| \sum_{k=1}^{\infty} \frac{\alpha^k (2l+2j-3)}{(R_0 k)^{2l+2j-2}} \right| = 2 \left| \sum_{l=1}^{\infty} \sum_{k=1}^{\infty} \frac{\alpha^k (2l+2j-3)}{(R_0 k)^{2l+2j-2}} \right| . \tag{2.7}
\]

Note that

\[
2 \sum_{l=1}^{\infty} \sum_{k=1}^{\infty} \frac{\alpha^k (2l+2j-3)}{(R_0 k)^{2l+2j-2}} = 2 \sum_{k=1}^{\infty} \frac{\alpha^k}{(k R_0)^{2j-1}} \sum_{l=1}^{\infty} \frac{(2l+2j-3)}{(R_0 k)^{2l+2j-2}}
\]

\[
= \sum_{k=1}^{\infty} \frac{\alpha^k}{(k R_0)^{2j-1}} \sum_{l=0}^{\infty} \left( \frac{2j-2+l}{j-2} \right) \left( \frac{1}{k R_0} \right)^l \left( - \frac{1}{k R_0} \right)^l
\]

\[
= \sum_{k=1}^{\infty} \frac{\alpha^k}{(k R_0)^{2j-1}} \left( \frac{1}{1 - 1/(k R_0)} \right)^{2j-1} \left( \frac{1}{1 + 1/(k R_0)} \right)^{2j-1}
\]

\[
= \sum_{k=1}^{\infty} \alpha^k \left( \frac{1}{k R_0 - 1} \right)^{2j-1} - \left( \frac{1}{k R_0 + 1} \right)^{2j-1} . \tag{2.8}
\]

Since \( |\alpha| < 1 \) and \( R_0 > 2 \), we have

\[
\left| \sum_{k=1}^{\infty} \alpha^k \left( \frac{1}{k R_0 - 1} \right)^{2j-1} - \left( \frac{1}{k R_0 + 1} \right)^{2j-1} \right|
\]

\[
< \sum_{k=1}^{\infty} \left( \frac{1}{2k - 1} \right)^{2j-1} - \left( \frac{1}{2k + 1} \right)^{2j-1} = 1 . \tag{2.9}
\]

Then combining (2.7)–(2.9), we obtain

\[
\sum_{l=1}^{\infty} |B_{2l-1,2j-1}| < 1 .
\]

Similarly, for \( j \geq 1 \) we compute

\[
\sum_{l=1}^{\infty} |B_{2l,2j}| \leq \sum_{l=1}^{\infty} \sum_{k=1}^{\infty} 2 \frac{|\alpha|^k (2l+2j-1)}{(R_0 k)^{2l+2j}} \tag{2.10}
\]

\[
= \sum_{k=1}^{\infty} \frac{|\alpha|^k}{(k R_0)^{2j}} \sum_{l=0}^{\infty} \frac{(2l+2j-1)}{(R_0 k)^{2l}}
\]

\[
= \sum_{k=1}^{\infty} \frac{|\alpha|^k}{(k R_0)^{2j}} \left( \sum_{l=0}^{\infty} \frac{(2l+2j-1)}{(R_0 k)^{2l}} - 1 \right)
\]

\[
= \sum_{k=1}^{\infty} \frac{|\alpha|^k}{(k R_0)^{2j+1}} \left( \frac{1}{1 - 1/(k R_0)} \right)^{2j} \left( \frac{1}{1 + 1/(k R_0)} \right)^{2j - 2}
\]

\[
= \sum_{k=1}^{\infty} |\alpha|^k \left( \frac{1}{k R_0 - 1} \right)^{2j} + \left( \frac{1}{k R_0 + 1} \right)^{2j} - 2 \left( \frac{1}{k R_0} \right)^{2j} . \tag{2.11}
\]
Note that for any \( k \geq 1, R_0 > 2, \) and \( j \geq 1, \) by convexity,
\[
\left(\frac{1}{kR_0 - 1}\right)^{2j} + \left(\frac{1}{kR_0 + 1}\right)^{2j} - 2\left(\frac{1}{kR_0}\right)^{2j} > 0.
\]
Therefore, the right-hand side of (2.11) is less than
\[
\sum_{k=1}^\infty \left(\frac{1}{kR_0 - 1}\right)^{2j} + \left(\frac{1}{kR_0 + 1}\right)^{2j} - 2\left(\frac{1}{kR_0}\right)^{2j},
\]
which is decreasing with respect to \( R_0 \) because the right-hand side of (2.10) is decreasing. Thus, the left-hand side of (2.11) with \( |\alpha| = 1 \) is less than
\[
\sum_{k=1}^\infty \left(\frac{1}{2k - 1}\right)^{2j} + \left(\frac{1}{2k + 1}\right)^{2j} - 2\left(\frac{1}{2k}\right)^{2j}  
\]
\[
= 1 + 2\sum_{k=1}^\infty \left(\left(\frac{1}{2k - 1}\right)^{2j} - \left(\frac{1}{2k}\right)^{2j}\right) < 1.
\]
Therefore,
\[
\sum_{l=1}^\infty |B_{2l,2j}| < 1.
\]
The lemma is proved. \( \Box \)

In [9, Proposition 8.5], it is proved that for \( R_0 \) sufficiently large depending on \( s, \) \( \text{span}\{u_j|\{x||x|\} = R_0}\} \) is dense in \( H^s_{\text{sym}}(\{\{x\} = R_0}\} \). In the following proposition, by using Lemma 2.3 we prove that \( R_0 > 2 \) is sufficient to show that \( \{u_j|\{x||x|\} = R_0}\} \) forms a Schauder basis in \( H^s_{\text{sym}}(\{\{x\} = R_0}\} \) for any \( s \geq 0. \)

**Proposition 2.4.** For any \( R_0 > 2 \) and \( s \geq 0, \) \( \{u_j|\{x||x|\} = R_0}\} \) forms a Schauder basis in \( H^s_{\text{sym}}(\{\{x\} = R_0}\} \), i.e., for any \( f \in H^s_{\text{sym}}(\{\{x\} = R_0}\} \), there exists a unique sequence \( \{a_j\}_{j=0}^\infty \) in \( \mathbb{R} \) such that \( f = \sum_{j=0}^\infty a_j u_j \). Moreover, we have
\[
\sum_{j=0}^\infty a_j^2 (1 + j)^{2s} \leq C(s, R_0)\|f\|^2_{H^s(\{\{x\} = R_0}\})). \tag{2.12}
\]

Before proving Proposition 2.4, we first show that the matrix \( M \) defines a bounded and invertible operator on \( l^s \) in the following lemmas.

**Lemma 2.5.** The matrix \( M \) defines a bounded operator on \( l^s \).

**Proof.** For any nonnegative integer \( N, \) we first estimate the block \( (B_{l,j})_{l \geq N, j \geq 0}. \) Clearly,
\[
\sum_{l \geq N} \sum_{j = 0}^\infty |B_{l,j}| = \sum_{2l \geq N} \sum_{j = 0}^\infty |B_{2l,2j}| + \sum_{2l - 1 \geq N} \sum_{j = 1}^\infty |B_{2l - 1,2j - 1}|. \tag{2.13}
\]
From (2.6) and the fact that \( B_{l,0} = 0 \) for \( l \geq 0 \), we have

\[
\sum_{2l \geq N} \sum_{j=0}^{\infty} |B_{2l,2j}| = \sum_{2l \geq N} \sum_{j=0}^{\infty} 2 \sum_{k=1}^{\infty} \frac{(-\alpha)^{(2l+2j-1)}}{(kR_0)^{2l+2j}} \\
\leq \sum_{2l \geq N} \sum_{j=0}^{\infty} 2 \sum_{k=1}^{\infty} \frac{|\alpha|^k (2l+2j-1)}{(kR_0)^{2l+2j}} \\
\leq \sum_{2l \geq N} \sum_{k=1}^{\infty} |\alpha|^k \left( \frac{1}{k R_0 - 1} \right)^{2l+1} - \left( \frac{1}{k R_0 + 1} \right)^{2l+1} \\
= \sum_{2l \geq N} \sum_{k=1}^{\infty} \frac{1}{(kR_0)^{2l+1}} \sum_{j=0}^{\infty} |\alpha|^k \left( \frac{1}{k - 1/R_0} \right)^{2l+1} - \left( \frac{1}{k + 1/R_0} \right)^{2l+1}.
\]

Since \( R_0 > 2 \),

\[
\sum_{k=1}^{\infty} |\alpha|^k \left( \frac{1}{k - 1/R_0} \right)^{2l+1} \leq \frac{C(\alpha)}{R_0^{2l+1}} \leq C(\alpha) R_0^{-N-1},
\]

where \( C(\alpha) \) only depends on \( \alpha \). Then we get

\[
\sum_{2l \geq N} \sum_{j=0}^{\infty} |B_{2l,2j}| \leq \sum_{2l \geq N} \frac{C(\alpha) R_0^{-N-1}}{R_0^{2l+1}} \leq C(\alpha) R_0^{-N-1}.
\]

Similarly by (2.6), we obtain

\[
\sum_{2l-1 \geq N} \sum_{j=1}^{\infty} |B_{2l-1,2j-1}| \\
\leq \sum_{2l-1 \geq N} \sum_{k=1}^{\infty} |\alpha|^k \left( \frac{1}{k R_0 - 1} \right)^{2l} + \left( \frac{1}{k R_0 + 1} \right)^{2l} \leq CR_0^{-N-1}.
\]

Combining (2.13), (2.14), and (2.15), we have

\[
\sum_{l \geq N} \sum_{j=0}^{\infty} |B_{l,j}| \leq CR_0^{-N-1}.
\]

Now we are ready to show that \( M \) is a bounded operator on \( l^s \). For any \( f \in l^s \) with

\[
\|f\|_{l^s}^2 = \sum_{l=0}^{\infty} |f_l|^2 (1+l)^{2s} = 1,
\]

we have

\[
\|Mf\|_{l^s}^2 = \sum_{l=0}^{\infty} (1+l)^{2s} |(Mf)_l|^2 = \sum_{l=0}^{\infty} (1+l)^{2s} \sum_{j=0}^{\infty} |M_{l,j}f_j|^2.
\]

Since \( M_{l,j} = \delta_{l,j} + B_{l,j} \), by the Cauchy-Schwarz inequality

\[
\sum_{j=0}^{\infty} |M_{l,j}f_j|^2 = |f_l + \sum_{j=0}^{\infty} B_{l,j} f_j|^2 \leq 2 \left( f_l^2 + \sum_{j=0}^{\infty} |B_{l,j} f_j|^2 \right).
\]
From (2.17) and (2.18), we get
\[ \|Mf\|_l^2 \leq 2 + 2 \sum_{l=0}^{\infty} (1 + l)^2 |\sum_{j=0}^{\infty} B_{l,j}f_j|^2. \]

Notice that (2.16) implies for \( l \geq 0 \),
\[ \sum_{j=0}^{\infty} |B_{l,j}| \leq C R_0^{-l-1}. \] (2.19)

Combining with fact that \( \|f\|_l \leq 1 \), we obtain
\[ \sum_{l=0}^{\infty} (1 + l)^2 s |\sum_{j=0}^{\infty} B_{l,j}f_j|^2 \leq \sum_{l=0}^{\infty} (1 + l)^2 s \left( \sum_{j=0}^{\infty} |B_{l,j}| \right)^2 \]
\[ \leq C^2 \sum_{l=0}^{\infty} (1 + l)^2 s R_0^{-2l-2} \leq C(\alpha, s), \]

where \( C(\alpha, s) \) depends on \( \alpha \) and \( s \). Therefore, the proof is completed. \( \Box \)

**Lemma 2.6.** The operator on \( l^s \) defined by \( M \) is invertible.

**Proof.** Let \( N \geq 1 \) be a large integer to be chosen later. First we estimate the block of \((B)_{l,j}\), where \( l \in [1, N], \ j > N \):
\[ \sum_{l=1}^{N} \sum_{j>N} |B_{l,j}| \leq \sum_{l=1}^{\lfloor N/2 \rfloor + 1} \sum_{2j>N} |B_{2l,2j}| + \sum_{l=1}^{\lfloor N/2 \rfloor + 1} \sum_{2j-1>N} |B_{2l-1,2j-1}|. \]

Using (2.11), the first summation on the right-hand side of the inequality above is bounded by
\[ \sum_{2j>N} \sum_{k=1}^{\infty} \frac{2|\alpha|^k}{(kR_0)^{2j}} \sum_{l=1}^{\lfloor N/2 \rfloor + 1} \frac{(2l+2j-1)}{(kR_0)^{2l}} \]
\[ \leq \sum_{2j>N} \sum_{k=1}^{\infty} \frac{2|\alpha|^k}{(kR_0)^{2j}} \left( \sum_{l=0}^{\infty} \frac{(2l+2j-1)}{(kR_0)^{2l}} - 1 \right) \]
\[ = \sum_{2j>N} \sum_{k=1}^{\infty} \frac{1}{kR_0} \left( \frac{1}{kR_0 - 1} \right)^{2j} + \left( \frac{1}{kR_0 + 1} \right)^{2j} - 2 \left( \frac{1}{kR_0} \right)^{2j} \]
\[ \leq C R_0^{-N-1}, \] (2.20)

where \( C = C(\alpha) \). Similarly, by (2.17) and (2.18) we have
\[ \sum_{l=1}^{\lfloor N/2 \rfloor + 1} \sum_{2j-1>N} |B_{2l-1,2j-1}| \leq C R_0^{-N-1}. \] (2.21)

Therefore, combining (2.20) and (2.21) we obtain
\[ \sum_{l=1}^{N} \sum_{j>N} |B_{l,j}| \leq C R_0^{-N-1}. \] (2.22)

Next, we consider the \( N \) dimensional matrix \( Q := \{M_{l,j}\}_{l,j=1}^{N} \). Since by Lemma 2.3 \( \{M_{l,j}\}_{l,j=1}^{\infty} \) is diagonally dominant by column, \( Q \) is diagonally dominant by
Therefore, by Corollary 1, we get
\[ |Q_{2l-1,2l-1}| - \sum_{\{j:2j-1\in[1,N],j\neq l\}} |Q_{2j-1,2l-1}| \geq |Q_{2l-1,2l-1}| - \sum_{j=1,j\neq l}^{\infty} |M_{2j-1,2l-1}| \]
\[ \geq 1 - \sum_{k=1}^{\infty} \alpha^k \left( \frac{1}{kR_0-1} 2^{l-1} - \frac{1}{kR_0+1} 2^{l-1} \right) \geq C(\alpha,R_0) > 0, \]
where \(C(\alpha,R_0)\) is a constant depending on \(\alpha\) and \(R_0\) but not on \(N\). For even number columns, by Lemma 1.1 we obtain the same estimate,
\[ |Q_{2l,2l}| - \sum_{\{j:2j\in[2,N],j\neq l\}} |Q_{2j,2l}| \geq C(\alpha,R_0) > 0. \]
Therefore, by Corollary 1 we get
\[ \|Q^{-1}\|_{t_1} \leq C(\alpha,R_0)^{-1}, \]
which implies
\[ \|Q^{-1}\|_{t_r} \leq C(\alpha,R_0)^{-1} \sqrt{N}(1 + N)^{s}, \] (2.23)
where \(\|Q^{-1}\|_{t_r}\) is the operator norm of \(Q^{-1}\) in a finite dimensional subspace of \(t^r\). Indeed, for any \(x = (x_1,x_2,\ldots,x_N)^T\), we compute
\[ \|Q^{-1}x\|_{t_r}^2 = \sum_{l=1}^{N} \left( \sum_{j=1}^{N} Q_{l,j}^{-1} x_j \right)^2 (1 + l)^{2s} \leq (1 + N)^{2s} \sum_{l=1}^{N} \left( \sum_{j=1}^{N} Q_{l,j}^{-1} x_j \right)^2. \] (2.24)
Note that
\[ \sum_{l=1}^{N} \left( \sum_{j=1}^{N} Q_{l,j}^{-1} x_j \right)^2 \leq \left( \sum_{l=1}^{N} \left( \sum_{j=1}^{N} Q_{l,j}^{-1} x_j \right) \right)^2 \leq \left( \|Q^{-1}\|_{t_1} \sum_{j=1}^{N} |x_j| \right)^2. \]
By the Cauchy-Schwarz inequality, we have
\[ \left( \|Q^{-1}\|_{t_1} \sum_{j=1}^{N} |x_j| \right)^2 \leq \|Q^{-1}\|_{t_1}^2 \left( \sum_{l=1}^{N} (1 + l)^{-2s} \right) \|x\|_{t_r}^2 \leq N \|Q^{-1}\|_{t_1}^2 \|x\|_{t_r}^2. \] (2.25)
Therefore, combining (2.23), (2.24), (2.25) is proved.

Thanks to the estimates of the blocks, we are ready to prove the invertibility of \(M\). For any fixed \(y \in t^r\), we need to find a unique \(x \in t^r\) such that \(Mx = y\). Similar to \(t^r\) we define the space
\[ \hat{t}^r = \{ a = (a_1,a_2,\cdots) : \sum_{j=1}^{\infty} |a_j|^2 (1 + j)^{2s} < \infty \} \]
with the norm \(\|a\|_{\hat{t}^r} = (\sum_{j=1}^{\infty} |a_j|^2 (1 + j)^{2s})^{1/2}\). Notice that the summation index runs from 1 instead of 0 as in the definition of \(t^r\).

By setting \(x = (x_0,\bar{x})^T\) and \(y = (y_0,\bar{y})^T\), where \(x_0,y_0 \in \mathbb{R}\), \(Mx = y\) is written as
\[ \begin{pmatrix} 1 & (R_0,j)_{j \geq 1} \\ 0 & (M_1,j)_{j \geq 1} \end{pmatrix} \begin{pmatrix} x_0 \\ \bar{x} \end{pmatrix} = \begin{pmatrix} y_0 \\ \bar{y} \end{pmatrix}. \]
Clearly, it is sufficient to prove that for any \( \hat{y} \in \hat{I}^s \), there exists \( \hat{x} \in \hat{I}^s \) such that \((M_{i,j})_{i,j \geq 1} \hat{x} = \hat{y}\). In fact, if there exists \( \hat{x} \in \hat{I}^s \) so that \((M_{i,j})_{i,j \geq 1} \hat{x} = \hat{y}\), it remains to set \( x_0 = y_0 - (B_{0,j})_{j \geq 1} \hat{x} \). From (2.19), \( x_0 \) is well defined. Obviously, \((M_{i,j})_{i,j \geq 1} \hat{x} = \hat{y}\) can be further written as

\[
\begin{pmatrix}
\frac{Q}{B_2} B_1 \\
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
\end{pmatrix}
= \begin{pmatrix}
y_1 \\
y_2 \\
\end{pmatrix},
\]

where \( \hat{x} = (x_1, x_2)^T \), \( \hat{y} = (y_1, y_2)^T \), \( x_1, y_1 \) are \( N \) dimensional vectors,

\[
B_1 = (B_{i,j})_{i \in [1,N], j > N}, \quad B_2 = (B_{i,j})_{i \geq N, j \in [1,N]}, \quad \hat{B} = (B_{i,j})_{i,j > N}.
\]

We rewrite the equation above as follows

\[
Qx_1 + B_1 x_2 = y_1, \quad B_2 x_1 + x_2 + \hat{B} x_2 = y_2.
\]

We take \( Q^{-1} \) on the first equation to get

\[
x_1 = -Q^{-1}B_1 x_2 + Q^{-1}y_1, \quad x_2 = -B_2 x_1 - \hat{B} x_2 + y_2.
\]

It is sufficient to find a unique fixed point for the map on the right-hand side of the system above. We claim when \( N \) is sufficiently large the map is a contraction, i.e., the operator norm of

\[
\begin{pmatrix}
0 & -Q^{-1}B_1 \\
-B_2 & -\hat{B}
\end{pmatrix}
\]

is less than 1. Indeed, fix \( \hat{x} = (x_1, x_2)^T \in \hat{I}^s \) with \( \| \hat{x} \|_{\hat{I}^s} = 1 \), and we compute

\[
\|Q^{-1}B_1 x_2\|_{\hat{I}^s}^2 + \|B_2 x_1 + \hat{B} x_2\|_{\hat{I}^s}^2
= \sum_{k=1}^{N} (1 + k)^{2s} \left( \sum_{j=1}^{N} Q_{k,j}^{-1} \left( \sum_{l=N+1}^{\infty} B_{j,l} x_l \right) \right)^2 + \sum_{k>N} (1 + k)^{2s} \left( \sum_{j=1}^{\infty} B_{k,j} x_j \right)^2.
\]

By the definition of the \( \ell^s \) norm, we have

\[
\sum_{k=1}^{N} (1 + k)^{2s} \left( \sum_{j=1}^{N} Q_{k,j}^{-1} \left( \sum_{l=N+1}^{\infty} B_{j,l} x_l \right) \right)^2 + \sum_{k>N} (1 + k)^{2s} \left( \sum_{j=1}^{\infty} B_{k,j} x_j \right)^2
\leq \|Q^{-1}\|_{\hat{I}^s}^2 \left( \sum_{k=1}^{N} (1 + k)^{2s} \left( \sum_{l=N+1}^{\infty} B_{k,l} x_l \right)^2 \right) + \sum_{k>N} (1 + k)^{2s} \left( \sum_{j=1}^{\infty} |B_{k,j}| \right)^2
\leq \|Q^{-1}\|_{\hat{I}^s}^2 \sum_{k=1}^{N} (1 + k)^{2s} \sum_{l=N+1}^{\infty} B_{k,l}^2 + \sum_{k>N} (1 + k)^{2s} \left( \sum_{j=1}^{\infty} |B_{k,j}| \right)^2.
\]

By (2.22), (2.19), and the fact that \( |B_{k,l}| < 1 \) for any \( k, l \geq 1 \), we know that

\[
\sum_{k=1}^{N} \sum_{l=N+1}^{\infty} B_{k,l}^2 \leq \sum_{k=1}^{N} \sum_{l=N+1}^{\infty} |B_{k,l}| \leq CR_0^{-N-1},
\]

and

\[
\sum_{j=1}^{\infty} |B_{k,j}| \leq CR_0^{-k-1}.
\]
Therefore, combining the two inequalities above with (2.20) and (2.23), we have
\[ \|Q^{-1}B_1x_2\|^2_\sigma + \|B_2x_1 + \hat{B}x_2\|^2_\sigma, \]
\[ \leq CN(1 + N)^4R_0^{-N-1} + C \sum_{k>N} (1 + k)^{2s}R_0^{-2k-2} < 1, \]
provided that $N$ is sufficiently large only depending on $\alpha$, $R_0$, and $s$. Hence $\tilde{M}$ and thus $M$ are one-to-one and onto, and $M$ is an invertible operator. Hence, we finish the proof. \hfill \Box

**Proof of Proposition 2.4.** From Lemmas 2.5 and 2.6, $M$ induces a bounded and invertible map $T$ on $H^s_{\text{sym}}(|x| = R_0)$. For any $f \in H^s_{\text{sym}}(|x| = R_0)$, let $T^{-1}(f) = g$ and suppose that $g = \sum_{j=0}^{\infty}a_je_j$. Since $T$ is bounded, we have
\[ f = T\left(\sum_{j=0}^{\infty}a_je_j\right) = \sum_{j=0}^{\infty}a_jT(e_j). \]

Therefore, $\{u_j = T(e_j)\}$ is a Schauder basis in $H^s_{\text{sym}}(|x| = R_0)$. By the Parseval identity,
\[ \sum_{j=0}^{\infty}a_j^2(1 + j)^{2s} = C(s, R_0)||g||^2_{H^s(|x| = R_0)} \leq C(s, R_0)||f||^2_{H^s(|x| = R_0)}, \]
which gives (2.24). The proposition is proved. \hfill \Box

**Remark 2.7.** In the previous proposition, we only consider functions even in $x_1$. For functions odd in $x_1$, the same result can be proved and we only provide a sketch here. Define $\Psi_j$ as follows:
\[ \tilde{\Psi}_j(z) = \frac{2}{a_0 + 1} \sum_{k=1}^{\infty}(-\alpha)^k \frac{z^j}{(kz + 1)^j} \quad \text{in } \{|z - i| < 1\}, \]
\[ \tilde{\Psi}_j(z) = (-1)^{(j+1)/2}iz^j + \sum_{k=1}^{\infty}(-\alpha)^k \left[ \frac{z^j}{(kz + 1)^j} - \frac{z^j}{(kz - i)^j} \right] \]
in $\{|z + i| > 1 \text{ and } |z - i| > 1\}$,
\[ \tilde{\Psi}_j(z) = -\frac{2}{a_0 + 1} \sum_{k=0}^{\infty}(-\alpha)^k \frac{z^j}{(kz - i)^j} \quad \text{in } \{|z + i| < 1\} \]
for $j$ odd, and
\[ \tilde{\Psi}_j(z) = \frac{2}{a_0 + 1} \sum_{k=1}^{\infty} \alpha^k \frac{z^j}{(kz + 1)^j} \quad \text{in } \{|z - i| < 1\}, \]
\[ \tilde{\Psi}_j(z) = (-1)^{j/2}z^j + \sum_{k=1}^{\infty} \alpha^k \left[ \frac{z^j}{(kz + 1)^j} + \frac{z^j}{(kz - i)^j} \right] \]
in $\{|z + i| > 1 \text{ and } |z - i| > 1\}$,
\[ \tilde{\Psi}_j(z) = \frac{2}{a_0 + 1} \sum_{k=0}^{\infty} \alpha^k \frac{z^j}{(kz - i)^j} \quad \text{in } \{|z + i| < 1\} \]
for $j$ even. Let $v(x) = R_0^{-j} \text{Im} \, \hat{\Psi}_j(z)$ and following the same argument in Proposition 2.4 we can show that $\{v_j\}$ solves the equation (4.15) and forms a Schauder basis of $H^s$ functions odd in $x_1$ on the circle $\{|x| = R_0\}$ provided that $R_0 > 2$.

We finish this section by stating [21, Proposition 8.4].

**Proposition 2.8.** Given any multi-index $m$ there exists a constant $C_m$, independent of $j$ and $R_0$, so that the functions $u_j$ satisfy

$$|D^m u_j(x_1, x_2)| \leq C_m R_0^{-j} (j + |m|)^{|m|}$$

in each of the three regions $B_1 \cap B_1 \cap \mathcal{B}_1$, $B_1 \cap B_2$, and $B_1 \cap \mathcal{B}_0$.

3. PROOF OF THEOREM 1.1

Now we are ready to prove our first main theorem.

**Proof of Theorem 1.1** As explained in Remark 2.7, we only need to consider $g$ even in $x_1$. Without loss of generality, we may assume that $g$ is smooth on $\partial B_{R_0} = \{|x| = R_0\}$. If not, we may simply choose $2 < R_0' < R_0$ such that $K \subset B_{R_0'}$. By the elliptic regularity, $u|_{\{|x| = R_0’\}}$ is smooth. Therefore, we can replace $R_0$ by $R_0'$.

From Proposition 2.4 we have

$$g = \sum_{j=0}^{\infty} g_j u_j, \quad \sum_{j=0}^{\infty} |g_j|^2 (j + 1)^{2s} < \infty$$

(3.1)

for some $s > 3/2$. It is easily seen that

$$\left| \frac{d}{dz} \hat{\Psi}_j \right| \leq C(j + 1)$$

in each of the three subdomains $\{z : |z - i| < 1\}, \{z : |z - i| < 1\}, \text{ and } \{z : |z| \leq R_0, |z + i| > 1, |z - i| > 1\}$, with constant $C$ depending on $R_0$. Therefore,

$$\|u_j\|_{H^s(B_{R_0})} \leq C(j + 1).$$

(3.2)

We consider $U_k = \sum_{j=0}^{k} g_j u_j$. Let $h_k$ be the trace of $U_k$ on $\{|x| = R_0\}$, i.e., $h_k = U_k|_{\{|x| = R_0\}}$. By Proposition 2.4 in particular (2.27), we have $h_k \rightarrow g$ in $H^{1/2}(\{|x| = R_0\})$.

Moreover, by (3.2) and (3.1), we get

$$\sup_k \|U_k\|_{H^s(B_{R_0})} \leq C \sum_{j=0}^{\infty} |g_j|(j + 1)$$

$$\leq C \left( \sum_{j=0}^{\infty} |g_j|^2 (j + 1)^{2s} \right)^{1/2} \left( \sum_{j=0}^{\infty} (j + 1)^2 \right)^{1/2} < \infty.$$

From the construction of $u_j$, $U_k$ is the solution of the following equation

$$D_j (aD_j U_k) = 0 \quad \text{in } B_{R_0}, \quad U_k = h_k \quad \text{on } \partial B_{R_0}.$$
with $x \in B_{R_0}$ but not on $\{|x - (0, 1)| = 1\}$ and $\{|x - (0, -1)| = 1\}$. By Proposition 2.8, we get
\[
|D^m u_j(x_1, x_2)| \leq C_m R_0^{-j} (j + |m|)^{|m|}
\]
in each of the three regions: $B_1 \cap B_1$, $B_1 \cap B_2$, and $B_1 \cap B_0$. Therefore, by the Cauchy-Schwarz inequality,
\[
|D^m U_k(x)| \leq \sum_{j=0}^k |g_j| |D^m u_j(x)| \leq C_m \sum_{j=0}^k |g_j| R_0^{-j} (j + |m|)^m
\]
\[
\leq C_m \left( \sum_{j=0}^\infty |g_j|^2 \right)^{1/2} \left( \sum_{j=0}^\infty R_0^{-2j} (j + |m|)^2|m| \right)^{1/2} \leq C_m
\]
for each multi-index $m$ in each of the three regions above. From (3.3) and (3.4), it follows immediately $u$ has the desired smoothness in $\{|x| \leq 1\}$. In particular, $D^m u(x)$ has the same limit at the origin, whether we approach through the left cusp or through the right cusp. For $x \in K$ but outside $\{|x| \leq 1\}$, the piecewise smoothness of $u$ follows from the classical elliptic regularity results; see, for instance, see [10] Proposition 1.4. The theorem is proved. 

4. Non-homogeneous equations with non-symmetric coefficients

In this section, we consider non-homogeneous equations with non-symmetric coefficients
\[
D_i(a(x)D_i u) = D_i f_i,
\]
where $a(x)$ is equal to $a_0$ in $B_{r_1}(0, r_1)$, $b_0$ in $B_{r_2}(0, -r_2)$, and $1$ in $\mathbb{R}^2 \setminus (B_{r_1}(0, r_1) \cup B_{r_2}(0, -r_2))$, and $a_0, b_0 > 0$. The proof is divided into three steps. We shall first consider homogeneous equations with $r_1 = r_2 = 1$ in Section 4.1 and then non-homogeneous equations with $r_1 = r_2 = 1$ in Section 4.2 and finally the general case in Section 4.3.

4.1. Homogeneous equations. In this case, we basically adapt the proofs in Li and Vogelius [9], where they considered the special case $a_0 = b_0 > 0$.

Recall that we use $B_1$ and $B_2$ to denote $B_1(0, 1)$ and $B_1(0, -1)$, respectively, and $B_0 := \mathbb{R}^2 \setminus \overline{B_1 \cup B_2}$. Let $\mathcal{D}$ be an open bounded subset of $\mathbb{R}^2$. The conformal mapping $z \mapsto i/z$ maps $B_1$ to $\{\text{Re } z > \frac{1}{2}\}$, $B_2$ to $\{\text{Re } z < -\frac{1}{2}\}$, and $B_0$ to $\{\text{Re } z \in (-\frac{1}{2}, \frac{1}{2})\}$. This leads us to study the following homogeneous equation:
\[
\tilde{L} u := D_i (A(x) D_i u) = 0,
\]
where
\[
A(x) = a_0 \chi_{\{x_1 > \frac{1}{2}\}} + \chi_{\{x_1 \in (-\frac{1}{2}, \frac{1}{2})\}} + b_0 \chi_{\{x_1 < -\frac{1}{2}\}}
\]
Let
\[
\alpha = \frac{a_0 - 1}{a_0 + 1}, \quad \beta = \frac{b_0 - 1}{b_0 + 1}.
\]
Choose a holomorphic function $\phi : \mathbb{C} \setminus (0, 0) \to \mathbb{C}$ satisfying
\[
\phi(\bar{z}) = \overline{\phi(z)}
\]
and
\[
|\phi(z)| \leq C|\text{Re } z|, \quad \text{when } |\text{Re } z| > \frac{1}{2}.
\]
where $0 < \gamma < |\alpha \beta|^{-1}$ and $C$ is a constant. We define $\Phi$ as follows:

$$\Phi(z) = (1 - \alpha) \sum_{k=0}^{\infty} (\alpha \beta)^k \left[ \phi(z + 2k) - \beta \phi(-z - (2k + 1)) \right] \quad \text{in } \{ \text{Re } z > \frac{1}{2} \},$$

$$\Phi(z) = \phi(z) + \sum_{k=1}^{\infty} \left[ (\alpha \beta)^k (\phi(z + 2k) + \phi(z - 2k)) - (\alpha \beta)^{k-1} (\alpha \phi(-z + 2k - 1) + \beta \phi(-z - (2k - 1))) \right] \quad \text{in } \{ \text{Re } z \in (-\frac{1}{2}, \frac{1}{2}) \},$$

$$\Phi(z) = (1 - \beta) \sum_{k=0}^{\infty} (\alpha \beta)^k \left[ \phi(z - 2k) - \alpha \phi(-z + 2k + 1) \right] \quad \text{in } \{ \text{Re } z < -\frac{1}{2} \}.$$

Similar to Proposition 8.2, we have the following proposition.

**Proposition 4.1.** The function $u(x_1, x_2) = \text{Re } \Phi(i/z)$ satisfies

$$D_1(a(x)D_1u) = 0 \quad \text{in } \mathbb{R}^2. \quad (4.5)$$

Moreover, $u$ is even in $x_1$.

**Proof.** The symmetry of $u$ in $x_1$ follows from Proposition 8.2. By the property of the conformal mapping $z \to i/z$, it suffices to verify that $\text{Re } \Phi(z)$ satisfies (4.2). It is obvious that $\text{Re } \Phi(z)$ is harmonic in each of the three strips $\{ x_1 < \frac{1}{2} \}$, $\{ x_1 \in (-\frac{1}{2}, \frac{1}{2}) \}$, and $\{ x_1 > \frac{1}{2} \}$. It remains to check the compatibility condition. Namely, $\text{Re } \Phi(z)$ and $A(x)D_1 \text{Re } \Phi(z)$ are continues across the lines $\{ x_1 = \frac{1}{2} \}$ and $\{ x_1 = -\frac{1}{2} \}$. Because $\Phi(z)$ is holomorphic, by the Cauchy-Riemann equation, it suffices to verify that $\text{Re } \Phi(z)$ and $A(x)D_2 \text{Im } \Phi(z)$ are continues, which is equivalent to the continuities of $\text{Re } \Phi(z)$ and $A(x)\text{Im } \Phi(z)$. We only present the calculation associated with the continuities across the line $\{ x_1 = \frac{1}{2} \}$. The verification for the case $x_1 = -\frac{1}{2}$ follows the same.

On one hand, we first compute

$$2 \text{Re } \Phi(z) \big|_{x_1 = \frac{1}{2}} = \phi(z) + \phi(\bar{z}) + \sum_{k=1}^{\infty} \left[ (\alpha \beta)^k (\phi(z + 2k) + \phi(\bar{z} + 2k) + \phi(z - 2k) + \phi(\bar{z} - 2k)) - (\alpha \beta)^{k-1} (\alpha \phi(-z + 2k - 1) + \beta \phi(-\bar{z} + 2k + 1) + \beta \phi(-z - 2k + 1) + \beta \phi(-\bar{z} - 2k + 1)) \right].$$

Since $\bar{z} + z = 1$, the right-hand side of the equality is equal to

$$(1 - \alpha) \sum_{k=0}^{\infty} (\alpha \beta)^k \left[ \phi(z + 2k) + \phi(\bar{z} + 2k) - \beta (\phi(-z - (2k + 1)) + \phi(-\bar{z} - (2k + 1)) \right],$$

which is exactly equal to $2 \text{Re } \Phi(z) \big|_{x_1 = \frac{1}{2}}$. Therefore, the continuity of $\text{Re } \Phi(z)$ across the line $\{ x_1 = \frac{1}{2} \}$ is proved. It remains to check that $A(x)\text{Im } \Phi$ is continuous.
and we do so by calculating
\[
2iA(x)\text{Im }\Phi(z)|_{x_1=\frac{1}{2}} = \phi(z) - \phi(\bar{z}) + \sum_{k=1}^{\infty} \left( (\alpha\beta)^k (\phi(z + 2k) - \phi(\bar{z} + 2k) + \phi(z - 2k) - \phi(\bar{z} - 2k)) \\
- (\alpha\beta)^{k-1} (\alpha \phi(-z + 2k - 1) - \alpha \phi(-\bar{z} + 2k - 1) \\
+ \beta \phi(-z - 2k + 1) - \beta \phi(-\bar{z} - 2k + 1)) \right)
\]
\[
= (1 + \alpha) \sum_{k=0}^{\infty} (\alpha\beta)^k \left[ \phi(z + 2k) - \phi(\bar{z} + 2k) \\
- \beta \phi(-z - (2k + 1)) + \beta \phi(-\bar{z} - (2k + 1)) \right]
\]
\[
= A(x)\text{Im }\Phi(z)|_{x_1=\frac{1}{2}} + \sum_{j=1}^{\infty} a_j \text{Re }\Psi_j(z)
\]
because \(a_0(1 - \alpha) = (1 + \alpha)\). This completes the proof of the proposition. \(\square\)

When \(\phi_j(z) = 1/z^j\) for \(j \geq 0\), which is holomorphic in \(\mathbb{C} \setminus (0,0)\) and satisfies (4.4), from Proposition 4.1, \(u_j := R_{0}^{j}\text{Re }\Psi_j(z)\) is a solution to (4.5) for each \(j\) with
\[
\Psi_j(z) = (1 - \alpha) \sum_{k=0}^{\infty} (\alpha\beta)^k \left[ \frac{z^j}{(i + 2k\bar{z})^j} + \beta \frac{z^j}{(i + (2k + 1)\bar{z})^j} \right] \quad \text{in } \mathcal{B}_1,
\]
\[
\Psi_j(z) = (-1)^{(j+1)/2}iz^j + \sum_{k=1}^{\infty} (\alpha\beta)^k \left[ \frac{z^j}{(i + 2k\bar{z})^j} + \frac{z^j}{(i - 2k\bar{z})^j} \right. \\
- \alpha \frac{z^j}{(-i + (2k + 1)\bar{z})^j} + \beta \frac{z^j}{(i + (2k + 1)\bar{z})^j} \left. \right] \quad \text{in } \mathcal{B}_0,
\]
\[
\Psi_j(z) = (1 - \beta) \sum_{k=0}^{\infty} (\alpha\beta)^k \left[ \frac{z^j}{(1 - 2k\bar{z})^j} - \frac{z^j}{(-1 + (2k + 1)\bar{z})^j} \right] \quad \text{in } \mathcal{B}_2
\]
for \(j\) odd, and
\[
\Psi_j(z) = (1 - \alpha) \sum_{k=0}^{\infty} (\alpha\beta)^k \left[ \frac{z^j}{(i + 2k\bar{z})^j} - \beta \frac{z^j}{(i + (2k + 1)\bar{z})^j} \right] \quad \text{in } \mathcal{B}_1,
\]
\[
\Psi_j(z) = (-1)^{j/2}iz^j + \sum_{k=1}^{\infty} (\alpha\beta)^k \left[ \frac{z^j}{(i + 2k\bar{z})^j} + \frac{z^j}{(i - 2k\bar{z})^j} \right. \\
- \alpha \frac{z^j}{(-i + (2k + 1)\bar{z})^j} - \beta \frac{z^j}{(i + (2k + 1)\bar{z})^j} \left. \right] \quad \text{in } \mathcal{B}_0,
\]
\[
\Psi_j(z) = (1 - \beta) \sum_{k=0}^{\infty} (\alpha\beta)^k \left[ \frac{z^j}{(1 - 2k\bar{z})^j} - \alpha \frac{z^j}{(-1 + (2k + 1)\bar{z})^j} \right] \quad \text{in } \mathcal{B}_2
\]
for \(j\) even. By straightforward calculations, we have the following propositions similar to [9] Propositions 8.3 and 8.4].

**Proposition 4.2.** Given any integer \(m\), there exists a constant \(C_m\), independent of \(j\), so that the functions \(\Psi_j\) satisfy
\[
\left| \left( \frac{d}{dz} \right)^m \Psi_j(z) \right| \leq C_m(j + m)^m
\]
in each of the three regions

\[
\left\{ z : |z| \leq 1, |z - i| > 1 \right\}, \\
\left\{ z : |z| \leq 1, |z - i| < 1 \right\}, \quad \text{and} \quad \left\{ z : |z| \leq 1, |z + i| < 1 \right\}.
\]

**Proposition 4.3.** Given any multi-index \( m \), there exists a constant \( C_m \) independent of \( j \) and \( R_0 \), such that the functions \( u_j \) satisfy

\[
|D^n u_j(x_1, x_2)| \leq C_m R_0^{-j} (j + |m|)^{|m|}
\]
in each of the three regions: \( B_1 \cap B_1, B_1 \cap B_2, \) and \( B_1 \cap B_2 \).

Next, we investigate \( u_j \) restricted on \( \{ |x| = R_0 \} \) with \( R_0 > 2 \). By setting \( z = R_0 e^{i\theta} \) for \( j \geq 0 \),

\[
u_{2j+1} = (-1)^j \sin(2j + 1) \theta + \text{Re} \left\{ \sum_{k=1}^{\infty} (\alpha \beta)^k \left[ \frac{e^{i(2j+1) \theta}}{(1 + 2k R_0 e^{i\theta})^{2j+1}} + \frac{e^{i(2j+1) \theta}}{(1 - 2k R_0 e^{i\theta})^{2j+1}} - \alpha \frac{e^{i(2j+1) \theta}}{(1 + 2k R_0 e^{i\theta})^{2j+1}} + \beta \frac{e^{i(2j+1) \theta}}{(1 - 2k R_0 e^{i\theta})^{2j+1}} \right] \right\},
\]

\[
u_{2j} = (-1)^j \cos(2j \theta) + \text{Re} \left\{ \sum_{k=1}^{\infty} (\alpha \beta)^k \left[ \frac{e^{i2j \theta}}{(1 + 2k R_0 e^{i\theta})^{2j}} + \frac{e^{i2j \theta}}{(1 - 2k R_0 e^{i\theta})^{2j}} - \alpha \frac{e^{i2j \theta}}{(1 + 2k R_0 e^{i\theta})^{2j}} - \beta \frac{e^{i2j \theta}}{(1 - 2k R_0 e^{i\theta})^{2j}} \right] \right\}.
\]

It is easy to see that

\[
u_0 = \frac{(\alpha - 1)(\beta - 1)}{1 - \alpha \beta},
\]

\[
u_{2j} = (-1)^j \cos(2j \theta) + O(R_0^{-2j}) \quad \text{on} \quad \{ |x| = R_0 \}, \quad j \geq 1,
\]

\[
u_{2j+1} = (-1)^j \sin(2j + 1) \theta + O(R_0^{-2j-1}) \quad \text{on} \quad \{ |x| = R_0 \}, \quad j \geq 0.
\]

Therefore, similar to [9] Propositions 8.5 and 8.6, we obtain the following denseness result on \( \{ u_j \} \).

**Proposition 4.4.** Given any \( s \geq 0 \), there exists a constant \( C_s < \infty \), so that \( \text{span}\{ u_j \{|x| = R_0\} \} \) is dense in \( H^s_{\text{sym}}(\{|x| = R_0\}) \) provided that \( R_0 > C_s \). Moreover, for any function \( g \in H^s_{\text{sym}}(\{|x| = R_0\}) \), we may approximate it by \( g = \lim_k h_k \), with

\[
h_k = \sum_{j=0}^{N_k} \gamma_j^{(k)} u_j \{|x| = R_0\} \in \text{span}\{ u_j \{|x| = R_0\} \}
\]

and

\[
\left( \sum_{j=0}^{N_k} |\gamma_j^{(k)}|^2 (j + 1)^{2s} \right)^{1/2} \leq C \|g\|_{H^s},
\]

where \( C \) depends on \( s \) and \( R_0 \), but independent of \( k \) and \( g \), and \( N_k \in \mathbb{N} \).
Remark 4.5. In Proposition 4.4 the solutions are even in $x_1$. For the case when solutions are odd in $x_1$, we define $\tilde{\Phi}$ as follows:

\[
\tilde{\Phi}(z) = (1 - \alpha) \sum_{k=0}^{\infty} (\alpha \beta)^k \left[ \phi(z + 2k) + \beta \phi(-z - (2k + 1)) \right] \quad \text{in } \{ \Re z > \frac{1}{2} \};
\]

\[
\tilde{\Phi}(z) = \phi(z) + \sum_{k=1}^{\infty} \left[ (\alpha \beta)^k (\phi(z + 2k) + \phi(-z - 2k)) \\
+ (\alpha \beta)^{k-1} (\alpha \phi(-z + 2k + 1) + \beta \phi(-z - (2k + 1))) \right] \quad \text{in } \{ \Re z \in (-\frac{1}{2}, \frac{1}{2}) \};
\]

\[
\tilde{\Phi}(z) = (1 - \beta) \sum_{k=0}^{\infty} (\alpha \beta)^k \left[ \phi(z - 2k) + \alpha \phi(-z + 2k + 1) \right] \quad \text{in } \{ \Re z < -\frac{1}{2} \},
\]

and $\psi(x_1, x_2) = \Im \tilde{\Phi}(i/z)$. It is easy to see that $\psi$ is odd in $x_1$ and following the proof of Proposition 4.1 we can show that $\psi$ is a solution to (4.3). Further, we can prove similar result to Proposition 4.2.

Now we are in a good position to show the following theorem, the proof of which is similar to that of Theorem 4.1 and follows the lines in proving Proposition 4.3.

Theorem 4.6. Suppose $R_0 > C_0$, where $C_0$ is a constant depending on $a_0$ and $b_0$. Let $g$ be in $H^{1/2}(\{|x| = R_0\})$, and $u \in H^1(B_{R_0})$ denote the weak solution to

\[ D_i(a(x)D_i u) = 0 \quad \text{in } B_{R_0}, \quad u = g \quad \text{on } \{|x| = R_0\}. \]

Then

\[ u \in C^\infty(K \setminus (B_1 \cup B_2)), \quad u \in C^\infty(\overline{B}_1), \quad \text{and } u \in C^\infty(\overline{B}_2) \]

for any compact set $K \subset B_{R_0}$.

Proof: Without loss of generality, we assume that $g$ is smooth and even in $x_1$ as in the proof of Theorem 4.1. Let $h_k$ be the approximating sequence of $g$ as in Proposition 4.4 with some fixed $s > 3/2$, i.e.,

\[ h_k \to g \quad \text{in } H^s(\{|x| = R_0\}) \quad \text{and } h_k = \sum_{j=0}^{N_k} \gamma_j^{(k)} u_j(\{|x| = R_0\}), \]

with

\[
\left( \sum_{j=0}^{N_k} |\gamma_j^{(k)}| \right)^{2(1+j)} \leq C\|g\|_{H^s},
\]

where $C$ depends on $R_0$. By straightforward calculations, we have

\[
\frac{d}{dz} \psi_j \leq C(j + 1)
\]

in each of the three subdomains $\{|z + i| \leq 1\}$, $\{|z - i| \leq 1\}$, and $\{|z| \leq R_0, |z + i| \geq 1, |z - i| \geq 1\}$, where $C$ depends on $R_0$. Hence,

\[
\|u_j\|_{H^s(B_{R_0})} \leq C(j + 1).
\]
By the Cauchy-Schwarz inequality, the sums $U_k = \sum_{j=0}^{N_k} \gamma_j^{(k)} u_j$ are convergent in $H^1(B_{R_0})$ and

$$
\|U_k\|_{H^1(B_{R_0})} \leq C \sum_{j=0}^{N_k} |\gamma_j^{(k)}|(j+1)
\leq C \left( \sum_{j=0}^{N_k} |\gamma_j^{(k)}|^2 (j+1)^{2s} \right)^{1/2} \left( \sum_{j=0}^{N_k} (j+1)^{2(1-s)} \right)^{1/2} < \infty.
$$

By the linearity of the equation, $U_k$ is the solution to

$$
D_i(a(x)D_i U_k) = 0 \quad \text{in} \quad B_{R_0}, \quad U_k = h_k \quad \text{on} \quad \{|x| = R_0\}.
$$

From our construction, $h_k \to g$ in $H^{1/2}\{||x| = R_0\}$. Thus we have $U_k \to u$ in $H^1(B_{R_0})$. From the elliptic regularity theory, we know that for any multi-index $m$,

$$
D^m U_k(x) \to D^m u(x) \quad (4.6)
$$

at any point inside $B_{R_0}$, but not on the circles $\{|x-(0, \pm 1)| = 1\}$. From Proposition 4.3, we get that for any multi-index $m$

$$
|D^m U_k(x)| \leq \sum_{j=0}^{N_k} |\gamma_j^{(k)}| |D^m u_j(x)| \leq C_m \sum_{j=0}^{N_k} |\gamma_j^{(k)}| R_0^{-j}(j + |m|)^{|m|}
\leq C_m \left( \sum_{j=0}^{N_k} |\gamma_j^{(k)}|^2 \right)^{1/2} \left( \sum_{j=0}^{N_k} R_0^{-2j}(j + |m|)^{2|m|} \right)^{1/2} \leq C_m \quad (4.7)
$$

in each of the three regions $\overline{B_1} \cap \mathcal{B}_1, \overline{B_1} \cap \mathcal{B}_2$, and $\overline{B_1} \cap \mathcal{B}_0$. From (4.6) and (4.7), it follows immediately that $u$ has the desired smoothness properties in $B_1$. For $x \in K$ but not in $\overline{B_1}$, the piecewise smoothness of $u$ follows from the classical elliptic regularity results. \hfill \Box

4.2. Non-homogeneous equations. In this subsection, we consider the non-homogeneous equations by constructing Green’s function of the operator in (4.1).

By applying the conformal mapping $z \to i/z$, we shall first construct Green’s function of the operator $\tilde{L}$ defined in (4.2), i.e.,

$$
D_i(A(x)D_i \tilde{G}(x, y)) = \delta(x-y),
$$

where $D_i$ is with respect to $x_i$.

Denote $\mathbf{k} = (k, 0)$, where $k \in \mathbb{Z}$. Let $\overline{\mathbf{y}} = (y_1, -y_2)$. It is well known that

$$
-\frac{1}{2\pi} \Delta \log |x-y| = \delta(x-y).
$$
In this section, for simplicity of exposition, we write $\Delta \log |x - y| = \delta(x - y)$. We define $\tilde{G}(x, y)$ as follows: when $y_1 \in (-\frac{1}{2}, \frac{1}{2})$,

$$
\tilde{G}(x, y) = (1 - \alpha) \sum_{k=0}^{\infty} (\alpha\beta)^k \left[ \log |x + 2k - y| - \beta \log |x + 2k + 1 + y| \right] \quad \text{in } \{ x_1 > \frac{1}{2} \},
$$

$$
\tilde{G}(x, y) = \log |x - y| + \sum_{k=1}^{\infty} (\alpha\beta)^k \left( \log |x + 2k - y| + \log |x - 2k - y| \right) - (\alpha\beta)^{k-1} \left( \beta \log |x + 2k - 1 + y| + \alpha \log |x - (2k - 1) + y| \right)
$$

in $\{ x_1 \in (-\frac{1}{2}, \frac{1}{2}) \}$,

$$
\tilde{G}(x, y) = (1 - \beta) \sum_{k=0}^{\infty} (\alpha\beta)^k \left[ \log |x - 2k - y| - \alpha \log |x - (2k + 1) + y| \right] \quad \text{in } \{ x_1 < -\frac{1}{2} \};
$$

when $y_1 \geq \frac{1}{2}$,

$$
\tilde{G}(x, y) = \log |x - y| + \alpha \log |x - 1 + y|
$$

$$
- \frac{2\beta(1 + \alpha)}{1 + a_0} \sum_{k=0}^{\infty} (\alpha\beta)^k \log |x + 2k + 1 + y| \quad \text{in } \{ x_1 > \frac{1}{2} \},
$$

$$
\tilde{G}(x, y) = (1 + \alpha) \sum_{k=0}^{\infty} (\alpha\beta)^k \left[ \log |x - 2k - y| - \beta \log |x + 2k + 1 + y| \right] \quad \text{in } \{ x_1 \in (-\frac{1}{2}, \frac{1}{2}) \},
$$

$$
\tilde{G}(x, y) = \frac{2(1 + \alpha)}{1 + b_0} \sum_{k=0}^{\infty} (\alpha\beta)^k \log |x - 2k - y| \quad \text{in } \{ x_1 < -\frac{1}{2} \};
$$

when $y_1 < -\frac{1}{2}$,

$$
\tilde{G}(x, y) = \frac{2(1 + \beta)}{1 + a_0} \sum_{k=0}^{\infty} (\alpha\beta)^k \log |x + 2k - y| \quad \text{in } \{ x_1 > \frac{1}{2} \},
$$

$$
\tilde{G}(x, y) = (1 + \beta) \sum_{k=0}^{\infty} (\alpha\beta)^k \left[ \log |x + 2k - y| - \alpha \log |x - (2k + 1) + y| \right] \quad \text{in } \{ x_1 \in (-\frac{1}{2}, \frac{1}{2}) \},
$$

$$
\tilde{G}(x, y) = \log |x - y| + \beta \log |x + 1 + y| - \frac{2\alpha(1 + \beta)}{1 + b_0} \sum_{k=0}^{\infty} (\alpha\beta)^k \log |x - (2k + 1) + y| \quad \text{in } \{ x_1 < -\frac{1}{2} \};
$$

**Proposition 4.7.** The function $\tilde{G}(x, y)$ defined above is Green’s function of $\tilde{L}$, i.e.,

$$
D_i(A(x)D_i\tilde{G}(x, y)) = \delta(x - y).
$$
Proof. To show \( \tilde{G}(x, y) \) is Green’s function, it is sufficient to prove that for \( y \in \mathbb{R}^2 \) a.e., \( \Delta \tilde{G}(x, y) = \delta(x - y) \) for \( x \notin \{ x_1 = \frac{1}{2} \} \cup \{ x_1 = -\frac{1}{2} \} \) and \( \tilde{G}(x, y), A(x)D_1 \tilde{G}(x, y) \) are continuous in \( x \) across the two lines \( \{ x_1 = \pm \frac{1}{2} \} \).

We first consider the case when \( y_1 \in (-\frac{1}{2}, \frac{1}{2}) \). It is obvious that for \( x_1 < -\frac{1}{2} \) and \( k \geq 0 \)

\[
|x - k - y| > 0, \quad |x - k + \overline{y}| > 0,
\]

which implies \( \Delta_x \tilde{G}(x, y) = 0 \). Similarly, we can check that for \( x_1 > \frac{1}{2} \), \( \Delta_x \tilde{G}(x, y) = 0 \). Moreover, for \( x_1 \in (-\frac{1}{2}, \frac{1}{2}) \), note that

\[
\Delta_x \log |x - y| = \delta(x - y),
\]

and

\[
\Delta_x \log |x + 2k - y| = \Delta_x \log |x - 2k - y| = \Delta_x \log |x + 2k - 1 + \overline{y}| = \Delta_x \log |x - (2k - 1) + \overline{y}| = 0
\]

provided that \( k \geq 1 \). Thus,

\[
\Delta_x \tilde{G}(x, y) = \delta(x - y) \quad \text{for} \quad x \in (-\frac{1}{2}, \frac{1}{2}).
\]

It remains to verify the continuities of \( \tilde{G}(x, y) \) and \( A(x)D_1 \tilde{G}(x, y) \) across the lines \( \{ x_1 = 1/2 \} \). For simplicity, we only present the calculations associated with the case \( x_1 = 1/2 \). We first check that \( \tilde{G}(x, y) \) is continuous at \( x_1 = 1/2 \). By a straightforward calculation, we have

\[
\tilde{G}(x, y)|_{x_1=\frac{1}{2}^-} = \frac{1}{2} \log \left( \frac{1}{2} - y_1 \right)^2 + (x_2 - y_2)^2
\]

\[
+ \frac{1}{2} \sum_{k=1}^{\infty} \left\{ (\alpha \beta)^k \left[ \log \left( (2k + \frac{1}{2} - y_1)^2 + (x_2 - y_2)^2 \right) \right. \right.
\]

\[
\left. + \log \left( (2k - \frac{1}{2} + y_1)^2 + (x_2 - y_2)^2 \right) \right] - (\alpha \beta)^{k-1} \left[ \beta \log \left( (2k - 1 + \frac{1}{2} + y_1)^2 + (x_2 - y_2)^2 \right) \right.
\]

\[
\left. + \alpha \log \left( (2k - 1 - \frac{1}{2} - y_1)^2 + (x_2 - y_2)^2 \right) \right]\}
\]

\[
= \frac{1}{2} - \alpha \sum_{k=0}^{\infty} (\alpha \beta)^k \left[ \log \left( (2k + \frac{1}{2} - y_1)^2 + (x_2 - y_2)^2 \right) \right.
\]

\[
- \beta \log \left( (2k + \frac{3}{2} + y_1)^2 + (x_2 - y_2)^2 \right) \right]
\]

\[
= \tilde{G}(x, y)|_{x_1=\frac{1}{2}^+}.
\]
Next we check that $A(x)D_1 \hat{G}(x, y)$ is continuous across $\{x_1 = 1/2\}$. We compute

\[
A(x)D_1 \hat{G}(x, y)|_{x_1 = \frac{1}{2}^-} = D_1 \log |x - y| |_{x_1 = \frac{1}{2}^-} + \sum_{k=1}^{\infty} \alpha \beta e^k \left[ D_1 \log |2k + x - y|_{x_1 = \frac{1}{2}^-} + D_1 \log |2k - x + y|_{x_1 = \frac{1}{2}^-} - \beta D_1 \log |2k - 1 + x + y|_{x_1 = \frac{1}{2}^-} - \alpha D_1 \log |2k - 1 - x - y|_{x_1 = \frac{1}{2}^-} \right].
\]

On the other hand, we have

\[
A(x)D_1 \hat{G}(x, y)|_{x_1 = \frac{1}{2}^+} = a_0 D_1 \hat{G}(x, y)|_{x_1 = \frac{1}{2}^+} = a_0 (1 - \alpha) \sum_{k=0}^{\infty} \alpha \beta \left[ \frac{2k + \frac{1}{2} - y_1}{(2k + \frac{1}{2} - y_1)^2 + (x_2 - y_2)^2} - \beta \frac{2k + \frac{3}{2} + y_1}{(2k + \frac{3}{2} + y_1)^2 + (x_2 - y_2)^2} \right].
\]

Since

\[
a_0 (1 - \alpha) = (1 + \alpha),
\]

we get

\[
A(x)D_1 \hat{G}(x, y)|_{x_1 = \frac{1}{2}^-} = A(x)D_1 \hat{G}(x, y)|_{x_1 = \frac{1}{2}^+}.
\]

When $y_1 > 1/2$, the singularity appears in the region $\{x_1 > 1/2\}$. For completeness, we present the calculations below. We first verify

\[
\Delta_x \hat{G}(x, y) = \delta(x - y).
\]

For $x_1 > 1/2$ and $k \geq -1$, it is easy to see that $|k + x + y| > 0$, which implies

\[
\Delta_x \log |x + k + y| = 0.
\]

Combining with the fact that

\[
\Delta_x \log |x - y| = \delta(x - y),
\]

we get

\[
\Delta_x \hat{G}(x, y) = \delta(x - y) \quad \text{for} \quad x_1 > 1/2.
\]

Similarly, for $x_1 \in (-1/2, 1/2)$,

\[
|x - y| > 0, \quad |x + 2k - 1 + y| > 0, \quad \text{and} \quad |x - 2k - y| > 0\]

provided that $k \geq 1$. Thus,

\[
\Delta_x \hat{G}(x, y) = 0 \quad \text{for} \quad x_1 \in (-1/2, 1/2).
\]

In the same way, we have

\[
\Delta_x \hat{G}(x, y) = 0 \quad \text{for} \quad x_1 < -1/2.
\]

Next we verify the continuities of $\hat{G}(x, y)$ and $A(x)D_1 \hat{G}(x, y)$ at $x_1 = \pm 1/2$. By the same argument as in the case $y_1 \in (-1/2, 1/2)$, without loss of generality, we
only check the continuities at \( x_1 = \frac{1}{2} \). To this end, we compute

\[
\tilde{G}(x, y)|_{x_1=\frac{1}{2}-} = \frac{1 + \alpha}{2} \sum_{k=0}^{\infty} (\alpha \beta)^k \left[ \log \left( (2k - \frac{1}{2} + y_1)^2 + (x_2 - y_2)^2 \right) - \beta \log \left( (2k + \frac{3}{2} + y_1)^2 + (x_2 - y_2)^2 \right) \right]
\]

On the other side of \( x_1 = \frac{1}{2} \), we calculate

\[
\tilde{G}(x, y)|_{x_1=\frac{1}{2}+} = \frac{1 + \alpha}{2} \log \left( \frac{1}{2} - y_1 \right)^2 + (x_2 - y_2)^2
\]

Next, we verify that

\[
(1 + \alpha)(\alpha \beta - \beta) = \frac{\beta(1 + \alpha)}{1 + a_0},
\]

it follows immediately that

\[
\tilde{G}(x, y)|_{x_1=\frac{1}{2}-} = \tilde{G}(x, y)|_{x_1=\frac{1}{2}+}.
\]

Next, we verify that \( A(x)D_1\tilde{G}(x, y) \) is continuous at \( x_1 = \frac{1}{2} \) and compute

\[
A(x)D_1\tilde{G}(x, y)|_{x_1=\frac{1}{2}-} = (1 + \alpha) \sum_{k=0}^{\infty} (\alpha \beta)^k \left[ D_1 \log |2k - x + y||_{x_1=\frac{1}{2}} - \beta D_1 \log |2k + 1 + x + y||_{x_1=\frac{1}{2}} \right]
\]

On the other hand, we have

\[
A(x)D_1\tilde{G}(x, y)|_{x_1=\frac{1}{2}+} = -a_0(1 - \alpha) \frac{y_1 - \frac{1}{2}}{(\frac{1}{2} - y_1)^2 + (x_2 - y_2)^2}
\]

Because

\[
a_0(1 - \alpha) = (1 + \alpha) \quad \text{and} \quad (1 + \alpha)^2 \beta = \frac{2a_0 \beta(1 + \alpha)}{1 + a_0},
\]

it follows that

\[ A(x)D_1 \tilde{G}(x, y)|_{x_1 = \frac{1}{2}^-} = A(x)D_1 \tilde{G}(x, y)|_{x_1 = \frac{1}{2}^+}. \]

Therefore, \( \tilde{G}(x, y) \) satisfies

\[ D_1(A(x)D_1 \tilde{G}(x, y)) = \delta(x - y) \tag{4.8} \]

for the case \( y_1 > 1/2 \). Similarly, we can check that (4.8) holds when \( y_1 < -1/2 \) as well. The details are omitted. Thus, \( \tilde{G}(x, y) \) is Green's function to the divergence type operator \( L \) and we complete the proof of the proposition. \( \square \)

Now, let us turn back to the original operator \( Lu = D_i(a(x)D_i u(x)) \). The conformal mapping \( z \rightarrow i/z \) can be written in real variables as \( \Theta : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \):

\[ \Theta_1(x) = \frac{x_2}{x_1^2 + x_2^2}, \quad \Theta_2(x) = \frac{x_1}{x_1^2 + x_2^2}. \]

For any integer \( k \), denote \( X_k(x) = \Theta(\Theta(x) + k) \), which is a conformal map. According to \( \tilde{G} \), we define \( G(x, y) \) as follows: when \( y \in \mathcal{B}_0 \),

\[ G(x, y) = (1 - \alpha) \sum_{k=0}^{\infty}(\alpha \beta)^k \left[ \log |X_{2k}(x) - y| - \beta \log |X_{2k+1}(x) - y| \right] \quad \text{for } x \in \mathcal{B}_1, \]

\[ G(x, y) = \log |x - y| + \sum_{k=1}^{\infty}(\alpha \beta)^k \left[ \log |X_{2k}(x) - y| + \log |X_{-2k}(x) - y| \right. \]

\[ \left. - \beta \log |X_{2k-1}(x) - y| - \alpha \log |X_{-(2k-1)}(x) - y| \right] \quad \text{for } x \in \mathcal{B}_0, \]

\[ G(x, y) = (1 - \beta) \sum_{k=0}^{\infty}(\alpha \beta)^k \left[ \log |X_{-2k}(x) - y| \right. \]

\[ \left. - \alpha \log |X_{-(2k+1)}(x) - y| \right] \quad \text{for } x_1 \in \mathcal{B}_2; \]

when \( y \in \mathcal{B}_1 \),

\[ G(x, y) = \log |x - y| + \alpha \log |X_{-(x)}(x) - y| \]

\[ - \frac{2\beta(1 + \alpha)}{1 + b_0} \sum_{k=0}^{\infty}(\alpha \beta)^k \log |X_{2k+1}(x) - y| \quad \text{for } x \in \mathcal{B}_1, \]

\[ G(x, y) = (1 + \alpha) \sum_{k=0}^{\infty}(\alpha \beta)^k \left[ \log |X_{-2k}(x) - y| - \beta \log |X_{2k+1}(x) - y| \right] \quad \text{for } x \in \mathcal{B}_0, \]

\[ G(x, y) = \frac{2(1 + \alpha)}{1 + b_0} \sum_{k=0}^{\infty}(\alpha \beta)^k \log |X_{-2k}(x) - y| \quad \text{for } x \in \mathcal{B}_2; \]
when \( y \in \mathcal{B}_2 \),

\[
G(x, y) = \frac{2(1 + \beta)}{1 + a_0} \sum_{k=0}^{\infty} (\alpha \beta)^k \log |X_{2k}(x) - y| \quad \text{for } x_1 \in \mathcal{B}_1,
\]

\[
G(x, y) = (1 + \beta) \sum_{k=0}^{\infty} (\alpha \beta)^k \log |X_{2k}(x) - y|
\]

\[
- \alpha \log |X_{-2k+1}(x) - \overline{y}| \quad \text{for } x \in \mathcal{B}_0,
\]

\[
G(x, y) = \log |x - y| + \beta \log |X_1(x) - \overline{y}|
\]

\[
- \frac{2\alpha(1 + \beta)}{1 + b_0} \sum_{k=0}^{\infty} (\alpha \beta)^k \log |X_{-2k-1}(x) - \overline{y}| \quad \text{for } x \in \mathcal{B}_2.
\]

**Proposition 4.8.** The function \( G(x, y) \) defined above is Green’s function of \( L \).

**Proof.** Similar to the verification of \( \tilde{G}(x, y) \) being Green’s function of \( \tilde{L} \), we first check that

\[
\Delta_x G(x, y) = \delta(x - y) \quad \text{for } x \notin \partial(\mathcal{B}_1 \cup \mathcal{B}_2).
\]

In order to show this, we consider the case when \( y \in \mathcal{B}_0 \) as an example. When \( x \in \mathcal{B}_1 \cup \mathcal{B}_2 \), we show that \( G(x, y) \) is harmonic. For instance, when \( x \in \mathcal{B}_1 \),

\[
\Theta(x) + 2k \in \{ x_1 > 1/2 \} \quad \text{and } \Theta(y) \in \{ x_1 \in (-1/2, 1/2) \}.
\]

Therefore, \( \Theta(x) + 2k \neq \Theta(y) \), implying \( X_{2k}(x) \neq y \). Similarly, we have \( X_{2k-1}(x) \neq y \). Combining with the facts that \( \Delta_x \log |x - y| = 0 \) when \( x \neq y \) in \( \mathbb{R}^2 \) and that \( X_k \) is conformal, we obtain that \( G(x, y) \) is harmonic in \( \mathcal{B}_1 \). In the same way, we can show that \( G(x, y) \) is harmonic in \( \mathcal{B}_2 \) as well. When \( x \in \mathcal{B}_0 \), as we mentioned in the beginning of this section, we use the notation \( \Delta_x \log |x - y| = \delta(x - y) \). Each term in the expression of \( G(x, y) \), with the exception of \( \log |x - y| \), is harmonic in \( \mathcal{B}_0 \) by the same argument in proving \( \Delta_x G(x, y) = 0 \) in \( \mathcal{B}_1 \). Hence, when \( x \in \mathcal{B}_0 \), \( \Delta_x G(x, y) = \delta(x - y) \). For the case when \( y \in \mathcal{B}_1 \cup \mathcal{B}_2 \), the same argument can be implemented to show that \( \Delta_x G(x, y) = \delta(x - y) \), and we omit the details.

It remains to verify the continuities of \( G(x, y) \) and \( a(x)D_x G(x, y) \) across the two circles \(|x - (0, \pm 1) = 1|\), where \( \nu \) is the unit normal vector field of \( \partial(\mathcal{B}_1 \cup \mathcal{B}_2) \).

Because \( \Theta \) is a conformal map, the continuities of \( G(x, y) \) and \( a(x)D_x G(x, y) \) is equivalent to the continuities of \( G(\Theta(x), y) \) and \( a(\Theta(x))D_1(G(\Theta(x), y)) \), respectively. Note that \( a(\Theta(x)) = A(x) \) and

\[
\frac{|x|}{|\Theta(y)|} = \frac{|y|}{|\Theta(x)|},
\]

which by similarity of triangles implies that

\[
\frac{|\Theta(x) - y|}{|x - \Theta(y)|} = \frac{|y|}{|x|}. \tag{4.9}
\]
We take the case when \( y \in \mathfrak{B}_1 \) as an example and the other cases can be verified in the same way. Since \( \Theta(\Theta(x)) = x \), we have

\[
G(\Theta(x), y) = \log |\Theta(x) - y| + \alpha \log |\Theta(x - 1) - y| - \frac{2\beta(1 + \alpha)}{1 + a_0} \sum_{k=0}^{\infty} (\alpha \beta)^{k} \log |\Theta(x + 2k + 1) - y| \quad \text{in} \quad \{ x_1 > \frac{1}{2} \},
\]

\[
G(\Theta(x), y) = (1 + \alpha) \sum_{k=0}^{\infty} (\alpha \beta)^{k} \left[ \log |\Theta(x - 2k) - y| - \beta \log |\Theta(x + 2k + 1) - \Theta(y)| - \log |x + 2k + 1 + \Theta(y)| - \log |x - 1| \right] + (1 - \beta)(1 + \alpha) \frac{1}{1 - \alpha \beta} \log |y|;
\]

in \( \{ x_1 \in (-\frac{1}{2}, \frac{1}{2}) \} \)

\[
G(\Theta(x), y) = 2(1 + \alpha) \sum_{k=0}^{\infty} (\alpha \beta)^{k} \log |x - 2k - \Theta(y)| - \beta \log |x + 2k + 1 + \Theta(y)| - (1 + \alpha) \sum_{k=0}^{\infty} (\alpha \beta)^{k} \left[ \log |x - 2k| - \beta \log |x + 2k + 1| \right] + \frac{(1 + \alpha)(1 - \beta)}{1 - \alpha \beta} \log |y|;
\]

and in \( \{ x_1 < -\frac{1}{2} \} \)

\[
G(\Theta(x), y) = \frac{2(1 + \alpha)}{1 + b_0} \sum_{k=0}^{\infty} (\alpha \beta)^{k} \log |x - 2k - \Theta(y)| - \frac{2(1 + \alpha)}{1 + b_0} \sum_{k=0}^{\infty} (\alpha \beta)^{k} \log |x - 2k| + \frac{(1 - \beta)(1 + \alpha)}{1 - \alpha \beta} \log |y|.
\]

Observe that

\[
G(\Theta(x), y) = \tilde{G}(x, \Theta(y)) - H(x) + \frac{(1 + \alpha)(1 - \beta)}{1 - \alpha \beta} \log |y|,
\]

where \( \tilde{G}(x, y) \) is Green’s function of \( \tilde{L} \) and \( H(x) \) is a function obtained by replacing \( y \) with 0 in the expression of \( \tilde{G}(x, y) \). Since we verify the continuities of \( \tilde{G}(x, y) \) and \( A(x) D_1 \tilde{G}(x, y) \) across the lines \( \{ x_1 = \pm \frac{1}{2} \} \) in Proposition 1.7, the same proof shows that \( H(x) \) and \( A(x) D_1 H(x) \) are continuous across the lines \( \{ x_1 = \pm \frac{1}{2} \} \). Therefore,\( G(\Theta(x), y) \) and \( A(x) D_1 G(\Theta(x), y) \) are continuous by linearity, and \( G(x, y) \) is the desired Green’s function. \( \square \)
With the help of Green’s function constructed above, we are ready to consider the non-homogeneous equation
\[ D_i(a(x)D_ix(x)) = D_if_i(x) \]
in general \( D \subset \mathbb{R}^2 \). Now, we state our theorem in the case when \( r_1 = r_2 = 1 \).

**Theorem 4.9.** Let \( n \in \mathbb{N} \cup \{0\} \) and \( \gamma \in (0, 1) \). Assume that \( u \) is a weak solution to the equation
\[ D_i(a(x)D_ix(x)) = D_if_i \quad \text{in} \; D, \]
where
\[ a(x) = a_0 \quad \text{in} \; \mathcal{B}_1, \quad a(x) = b_0 \quad \text{in} \; \mathcal{B}_2, \quad a(x) = 1 \quad \text{in} \; \mathcal{B}_0, \]
and for each \( i, \) \( f_i \) is piecewise \( C^{n, \gamma} \), i.e.,
\[ f_i \in C^{n, \gamma}(\mathcal{B}_1), \quad f_i \in C^{n, \gamma}(\mathcal{B}_2), \quad f_i \in C^{n, \gamma}(\mathcal{B}_0). \]
Let \( D_\varepsilon = \{ x \in D, \text{dist}(x, \partial D) \geq \varepsilon \} \) for \( \varepsilon > 0 \). Then \( u \) is piecewise \( C^{n+1, \gamma} \) in \( D_\varepsilon \) up to the boundary, i.e.,
\[ u \in C^{n+1, \gamma}(D_\varepsilon \cap \mathcal{B}_1), \quad u \in C^{n+1, \gamma}(D_\varepsilon \cap \mathcal{B}_2), \quad u \in C^{n+1, \gamma}(D_\varepsilon \cap \mathcal{B}_0). \]

**Proof.** We prove the theorem by considering two cases.

**Case 1:** \( (0, 0) \notin D \). Define \( \Omega_i = D \cap \mathcal{B}_1, \Omega_2 = D \cap \mathcal{B}_2, \) and \( \Omega_0 = D \cap \mathcal{B}_0 \). Because \( (0, 0) \notin D \), it is easy to see that any point in \( D \) belongs to at most two subdomains \( \Omega_i \), which is exactly the case in [7, Remark 3(ii)]. Therefore, we apply [7, Theorem 2 and Remark 3(ii)] to obtain that when \( n = 0 \), \( u \in C^{1, \gamma} \) piecewise in \( D_\varepsilon \), i.e., for any \( 0 \leq i \leq 2 \),
\[ u \in C^{1, \gamma}(D_\varepsilon \cap \Omega_i). \]

For \( n > 0 \), we use an induction argument. For a ball away from the circles \( \{ |x - (0, \pm 1)| = 1 \} \), the conclusion follows from the classical Schauder estimate for Poisson’s equation. We only need to consider a ball \( B_1(x) \subset D_\varepsilon \) and \( x \in \{ |x - (0, \pm 1)| = 1 \} \). Notice that by locally flattening the boundary, it is sufficient to consider
\[ D_i(a_{ij}D_ju) = D_ih_i, \]
where \( a_{ij} \) are piecewise smooth in \( \mathbb{R}_+^2 \) and \( \mathbb{R}_-^2 \) with bounded derivatives and \( h_i \in C^{n, \gamma}(\mathbb{R}_+^2), h_i \in C^{n, \gamma}(\mathbb{R}_-^2) \), where \( \mathbb{R}_+^2 \) (or \( \mathbb{R}_-^2 \)) is the set of points on the plane such that \( x_2 > 0 \) (or \( x_2 < 0 \)). Here we only give a sketch of the proof. For \( n = 1 \), by taking derivative with respect to the tangential variable \( x_1 \), we have
\[ D_i(a_{ij}D_jD_1u) = D_iD_1h_i - D_i(D_1(a_{ij})D_ju). \]

Thanks to the case \( n = 0 \), we have that \( Du \in C^\gamma \) piecewise, which implies the right-hand side can be written as \( D_1f_i \) for some piecewise \( C^\gamma \) functions \( f_i \). Therefore, we apply the result of the case \( k = 0 \) to obtain that \( DD_1u \in C^\gamma \) piecewise. It remains to estimate \( D_2^2u \), which is obtained from the formula
\[ D_2^2u = a_{22}^{-1}(D_1h_i - D_1(a_{1j}D_ju) - D_2(a_{21}D_1u)). \]

Therefore, \( DD_2u \) is piecewise \( C^{1, \gamma} \) as well. By induction, it is easy to prove that \( u \in C^{n+1, \gamma} \) piecewise.

**Case 2:** \( (0, 0) \in D \). There exists \( 0 < l < 1 \) such that \( B_l \subset D \). We define a cutoff function \( \eta \in C_0^\infty(B_l) \), which equals 1 on \( B_{l/2} \). Let \( v = \eta u \), which satisfies
\[ D_i(aD_iv(x)) = D_i(f_i\eta + auD_i\eta) - f_iD_i\eta + aD_iuD_i\eta \quad (4.10) \]
in \( \mathbb{R}^2 \). We define
\[
\tilde{u}(x) = -\int_{\mathbb{R}^2} D_y G(x, y) \tilde{f}_i(y) + G(x, y)(f_i(y)D_i \eta(y) - aD_i u D_i \eta) \, dy,
\]
where
\[
\tilde{f}_i = f_i \eta + au D_i \eta.
\]
Since \( G \) is Green's function of \( L \), the function \( \tilde{u} \) defined above is a solution to (4.10). When \( u \) is restricted to \( \{|x| > \frac{n}{2}\} \), the result follows from Case 1. Therefore, it remains to estimate \( u|_{B_1/2} \). Since \( v = u \) in \( B_1/2 \), it suffices to consider \( v \) instead of \( u \). Because
\[
D_i(a(x)D_i(\tilde{u} - v)) = 0
\]
in \( \mathbb{R}^2 \), by Theorem 4.10 with a sufficiently large \( R_0 \), we know that \( \tilde{u} - v \) is piecewise smooth. Hence, it suffices to estimate \( \tilde{u} \) instead of \( v \).

Note that \( \text{supp}(D_i \eta) \subset \{\frac{1}{2} < |x| < 1\} \), on which by Case 1 \( u \in C^{n+1,\gamma} \) piecewise. Combining with the definition of \( \tilde{f}_i \) in (4.12), we get that \( \tilde{f}_i \) are piecewise \( C^{n,\gamma} \). By (4.11),
\[
\tilde{u}(x) = -\int_{\mathbb{R}^2} D_y G(x, y) \tilde{f}_i(y) \, dy - \int_{\mathbb{R}^2} G(x, y)(f_i(y)D_i \eta(y) - aD_i u D_i \eta) \, dy
\]
\[
:= u_1(x) + u_2(x).
\]
Since the estimates of \( u_1 \) and \( u_2 \) are quite similar, we only consider \( u_1 \) as follows:
\[
u_1(x) = -\int_{\mathbb{R}^2} D_y G(x, y) \tilde{f}_i(y) \, dy
\]
\[
= -\int_{\mathcal{B}_1} D_y G(x, y) \tilde{f}_i(y) \, dy - \int_{\mathcal{B}_2} D_y G(x, y) \tilde{f}_i(y) \, dy - \int_{\mathcal{B}_0} D_y G(x, y) \tilde{f}_i(y) \, dy
\]
\[
:= -w_1(x) - w_2(x) - w_3(x).
\]
We focus on the case \( x \in \Omega_0 \cap B_1 \) and the same argument can be applied to the other cases as well. By the definition of \( G(x, y) \), we have
\[
w_1(x) = (1 + \alpha) \sum_{k=0}^{\infty} (\alpha \beta)^k \left( \int_{\mathcal{B}_1} D_y \log |x - 2k(x)| - y| \tilde{f}_i(y) \, dy
\]
\[- \beta \int_{\mathcal{B}_1} D_y \log |x - 2k(x) - y| \tilde{f}_i(y) \, dy \right) \]
\[
= (1 + \alpha) \sum_{k=0}^{\infty} (\alpha \beta)^k [h(X_{-2k}(x)) - h(X_{2k+1}(x))],
\]
where
\[
h(x) = \int_{\mathcal{B}_1} D_y \log |x - y| \tilde{f}_i(y) \, dy, \quad \hat{h}(x) = \int_{\mathcal{B}_1} D_y \log |x - \mathcal{B}_1| \tilde{f}_i(y) \, dy.
\]
Since \( \log |x - y| \) is the fundamental solution of the Laplace equation in \( \mathbb{R}^2 \), \( h(x) \) satisfies
\[
\Delta h = -D_i(\tilde{f}_i \chi_{\mathcal{B}_1}) \quad \text{in} \ \mathbb{R}^2.
\]
Since \( \tilde{f} \) is piecewise \( C^{n,\gamma} \) and the interface \( \partial \mathcal{B}_1 \) is smooth by the same method in dealing with Case 1, we obtain that \( h \in C^{n+1,\gamma}(B_1) \) piecewise.
For any \( k \neq 0 \), by the definition,
\[
X_k(x_1, x_2) = \left( \frac{\text{Re} \left( \frac{i}{1/z + k} \right)}{1}, \frac{\text{Im} \left( \frac{i}{1/z + k} \right)}{1} \right) = \frac{1}{k} \left( \frac{\text{Re} \left( \frac{1}{k z + 1} \right)}{1}, 1 + \frac{\text{Im} \left( \frac{1}{k z + 1} \right)}{1} \right),
\]
where \( z = x_1 + i x_2 \). Notice that for \( x \in \mathbb{B}_0 \), \( |k z + i| \geq 1 \). By a straightforward calculation, it is easily seen that for any \( j > 0 \) and \( x \in B_1 \cap \mathbb{B}_0 \),
\[
|D^j X_k(x)| \leq C |k|^{j+1},
\]
where \( C \) is independent of \( k \). Moreover, since \( x \in \Omega_0 \cap B_1 \), \( \Theta(x) \in \{|x| > 1\} \cap \{x_1 \in (-\frac{1}{2}, \frac{1}{2})\} \), which implies that \( \Theta(x) - 2k \in \{ x : x_1 < 1/2, |x| > 1 \} \), and
\[
X_{-2k}(x) = \Theta(\Theta(x) - 2k) \in B_1 \setminus \overline{\mathbb{B}_1}. \tag{4.16}
\]
Therefore, combining (4.13) and (4.16), with the chain rule, we have for any \( k \geq 0 \)
\[
\|h(X_{-2k}(x))\|_{n+1, \gamma; B_1 \cap \Omega_0} \leq C(k + 1)^{n+3} \left( \|h\|_{n+1, \gamma; B_1 \cap \mathbb{B}_2} + \|h\|_{n+1, \gamma; B_1 \cap \mathbb{B}_1} \right).
\]

It remains to estimate \( \hat{h}(X_{2k-1}) \). Notice that
\[
\left| \int_{\mathbb{B}_1} D_y \log |x - y| f(y) dy \right| = \left| \int_{\mathbb{B}_2} D_y \log |x - y| \tilde{f}(y) dy \right|
\]
implying that
\[
\Delta \hat{h}(x) = D_i(\tilde{f}(y) \chi_{\mathbb{B}_2}).
\]
Note that for any \( k \geq 1 \) and \( x \in B_1 \cap \mathbb{B}_0 \),
\[
X_{2k-1}(x) = \Theta(\Theta(x) + 2k - 1) \in B_1 \cap \mathbb{B}_1.
\]
Furthermore, the regularity of \( \tilde{f}(y) \) is the same as \( \tilde{f}(y) \), which indicates that \( \hat{h}(X_{2k-1}) \) can be estimated in a similar way as \( h(X_{-2k}) \). Hence, combining the estimate of \( h \) and \( \hat{h} \), we have
\[
\|w_1\|_{n+1, \gamma; B_1 \cap \mathbb{B}_0} \leq C(1 + \alpha) \sum_{k=0}^{\infty} (\alpha \beta)^k \left( \|h(X_{-2k})\|_{n+1, \gamma; B_1 \cap \mathbb{B}_0} + \beta \|\hat{h}(X_{2k+1})\|_{n+1, \gamma; B_1 \cap \mathbb{B}_0} \right)
\]
\[
\leq C \sum_{k=0}^{\infty} (\alpha \beta)^k (k + 1)^{n+3} \left( \|h\|_{n+1, \gamma; B_1 \cap \mathbb{B}_2} + \|h\|_{n+1, \gamma; B_1 \cap \mathbb{B}_1} + \|\hat{h}\|_{n+1, \gamma; B_1 \cap \mathbb{B}_1} \right)
\]
\[
\leq C \sum_{j=1}^{2} \left( \|f_j\|_{n+1, \gamma; \mathbb{B}_1} + \|u D_f\|_{n+1, \gamma; \mathbb{B}_1} \right) + C \left( \|h\|_{L_{\infty}(B_2)} + \|\hat{h}\|_{L_{\infty}(B_2)} \right)
\]
\[
\leq C \left( \sum_{j=1}^{2} \|f_j\|_{n+1, \gamma; \mathbb{B}_1} + \|u\|_{n+1, \gamma; \mathbb{B}_1 \cup (B_1 \setminus B_{1/2})} \right), \tag{4.17}
\]
where the last term on the right-hand side is estimated in Case 1. Here in the last inequality above, we use the fact that
\[
\|h\|_{L_{\infty}(B_2)} + \|\hat{h}\|_{L_{\infty}(B_2)} \leq C \sum_{j=1}^{2} \|f_j\|_{L_{\infty}(\mathbb{B}_1)} \leq C \left( \sum_{j=1}^{2} \|f_j\|_{L_{\infty}(\mathbb{B}_1)} + \|u\|_{L_{\infty}(B_1 \setminus B_{1/2})} \right),
\]
which can be deduced directly from (4.14).
By symmetry, it is easy to see that the argument applied to \( w_1 \) can be implemented to \( w_2 \) as well. We omit the details. Now let us estimate \( w_3 \) with a little modification. Similar to the expression in (4.13), we have

\[
w_3(x) = g(x) + \sum_{k=1}^{\infty} (\alpha \beta)^k \left( g(X_{2k}(x)) + g(X_{-2k}(x)) \right) + \beta \hat{g}(X_{2k+1}(x)) + \alpha \hat{g}(X_{-(2k+1)}(x)),
\]

where

\[
g(x) = \int_{\mathbb{B}_0} D_y \log |x - y| f_i(y) \, dy, \quad \hat{g}(x) = - \int_{\mathbb{B}_1} D_y \log |x - y| f_i(y) \, dy.
\]

Since \( \hat{f}_i(y) \) has the same regularity as \( f_i \), it is sufficient to consider \( g \), which satisfies

\[
\Delta g = -D_i(f_i \chi_{\mathbb{B}_0}).
\]

Here, we cannot directly apply the result in Case 1 because of the singularity of \( g \) which satisfy

the extension of \( \hat{g}(x) \) as well. We omit the details. Now let us estimate \( w_3 \) with a little modification. Similar to the expression in (4.13), we have

\[
\|w_3\|_{n, \gamma; \mathbb{B}_1 \cap \mathbb{B}_0} \leq C \left( \|f_1\|_{n, \gamma; \mathbb{B}_1 \cap \mathbb{B}_0} + \|u\|_{n, \gamma; (B_1 \setminus B_{1/2}) \cap \mathbb{B}_0} \right).
\]

Therefore, define

\[
\tilde{g} := \int_{\mathbb{R}^2} D_y \log |x - y| f_i(y) \, dy, \quad \tilde{g}_1 := \int_{\mathbb{B}_1} D_y \log |x - y| f_i(y) \, dy,
\]

and

\[
\tilde{g}_2 := \int_{\mathbb{B}_2} D_y \log |x - y| f_i(y) \, dy,
\]

which satisfy

\[
\Delta \tilde{g} = -D_i f_1, \quad \Delta \tilde{g}_1 = -D_i (f_1 \chi_{\mathbb{B}_1}), \quad \Delta \tilde{g}_2 = -D_i (f_1 \chi_{\mathbb{B}_2}).
\]

From the classical Schauder estimate, we have \( \tilde{g} \in C^{n+1, \gamma}(B_1) \). By the estimate of \( w_1 \) above, we have \( \tilde{g}_1, \tilde{g}_2 \) are all piecewise \( C^{n+1, \gamma} \), which implies \( g = \tilde{g} - \tilde{g}_1 - \tilde{g}_2 \) is piecewise \( C^{n+1, \gamma} \) as well. Then we can follow the same argument in the estimate of \( w_1 \) (cf. (4.17)) and obtain a similar estimate for \( w_3 \)

\[
\|w_3\|_{n+1, \gamma; \mathbb{B}_1 \cap \mathbb{B}_0} \leq C \left( \sum_{j=1}^{2} \|f_j\|_{n, \gamma; \mathbb{B}_1 \cap \mathbb{B}_0} + \|u\|_{n, \gamma; (B_1 \setminus B_{1/2}) \cap \mathbb{B}_0} \right).
\]

Hence, we show that \( \tilde{u} \) is piecewise \( C^{n+1, \gamma} \) and the proof is completed. \( \square \)

4.3. Two balls with different radii. Next, we consider the general case that the two balls have different radii. Specifically,

\[
a(x) = a_0 \chi_{B_{r_1}(r_1)} + b_0 \chi_{B_{r_2}(r_2)} + \chi_{\mathbb{D} \setminus (B_{r_1}(r_1) \cup B_{r_2}(r_2))}.
\]

Denote \( \partial B_{r_1}(0, r_1) = C_1 \) and \( \partial B_{r_2}(0, r_2) = C_2 \). By scaling and reflection, without loss of generality, we may assume that \( r_2 > r_1 > 1/2 \). Now, we consider a conformal map \( \hat{T} : \mathbb{C} \to \mathbb{C} \), \( \hat{T}(z) = \frac{1}{z - z_0} \), where \( z_0 \in \mathbb{C} \) and \( z_0 = z_1 + z_2 \). It is well known that for \( z_0 \notin C_1 \cup C_2 \), \( \hat{T} \) maps \( C_1 \) and \( C_2 \) to two circles. We shall find a suitable \( z_0 \) such that the two circles have the same radius. Indeed, by a simple computation it
is easy to see that $\tilde{T}(C_1)$ and $\tilde{T}(C_2)$ are circles with radii $|r_1/(z_1^2 + z_2^2 - 2r_1z_2)|$ and $|r_2/(z_1^2 + z_2^2 + 2r_2z_2)|$, respectively. Then, we only need to find $(z_1, z_2)$ such that

$$|r_1/(z_1^2 + z_2^2 - 2r_1z_2)| = |r_2/(z_1^2 + z_2^2 + 2r_2z_2)|.$$ 

It is obvious that

$$r_1(z_1^2 + z_2^2 + 2r_2z_2) = r_2(z_1^2 + z_2^2 - 2r_1z_2)$$

$$\iff (r_2 - r_1)(z_1^2 + z_2^2) = 4z_1z_2r_1r_2. \quad (4.18)$$

Note that $\text{Eq. 4.18}$ can be written as

$$\frac{z_1}{z_2} + \frac{z_2}{z_1} = \frac{4r_1r_2}{r_2 - r_1} > 2, \quad (4.19)$$

which implies the existence of $(z_1, z_2)$. Moreover, if $(z_1, z_2)$ is a solution of $\text{Eq. 4.19}$, for any $s > 0$ $(sz_1, sz_2)$ solves $\text{Eq. 4.19}$ as well. Hence, we can pick $z_0$ outside $\tilde{D}$, which indicates that $\tilde{T}$ is smooth in $\tilde{D}$. After a translation, rotation, and scaling of the coordinates, we can assume that $\tilde{T}$ maps $B_{r_1}(0, r_1)$ and $B_{r_2}(0, -r_2)$ to $\mathfrak{B}_1$ and $\mathfrak{B}_2$, respectively. Therefore, we obtain the desired conformal map $\tilde{T}$, which is a diffeomorphism between $D$ and $\tilde{T}(D)$.

Now we are ready to prove Theorem 1.1.

**Proof of Theorem 1.1.** In order to consider the equation

$$D_i(a(x)D_iu(x)) = D_i f_i(x),$$

we define $v(x) = u(\tilde{T}^{-1}x)$ in $\tilde{T}(D)$. By a straightforward calculation, we have

$$D_i(a(\tilde{T}^{-1}(x))D_i v) = D_k(\eta_{ki} f_i(\tilde{T}^{-1}x))$$

in $\tilde{T}(D)$, where $\eta_{ki}$ are some smooth functions in $\tilde{T}(D)$. The operator on the left-hand side of the equation above is the same as the operator in Theorem 4.9.

Therefore, applying Theorem 4.9, we get $v \in C^m$ piecewise in $\tilde{T}(D) \cap B_1$, where $B_1$ is a small ball around the origin. This, combined with the smoothness of $\tilde{T}$ and the chain rule, implies that $u \in C^m$ piecewise in a small ball $B_1 \subset \tilde{T}^{-1}(B_1)$ around the origin. For the region outside $B_1$, it follows from Case 1 in the proof of Theorem 4.9. Hence, the theorem is proved.

By a standard freezing coefficients argument, finally we prove Corollary 1.3.

**Proof of Corollary 1.3.** First, we consider a ball $B_2(x_0)$ such that $B_2(x_0) \subset D_\varepsilon \cap B_{r_1}(0, r_1)$. By the classical Schauder estimate, we have

$$\|u\|_{n+1, \gamma; B_1/2(x_0)} \leq C \left( \|u\|_{L_\infty(B_1(x_0))} + \sum_{j=1}^{2} \|f_j\|_{n+1, \gamma; B_1(x_0)} \right). \quad (4.20)$$

Similarly, we can show $\text{Eq. 4.20}$ holds if $B_2(x_0) \subset D_\varepsilon \cap B_{r_2}(0, -r_2)$ or $B_1 \subset D_\varepsilon \setminus (B_{r_1}(0, r_1) \cup B_{r_2}(0, -r_2))$.

Second, we consider a ball $B_{1}(x_0)$ such that $x_0 \in \partial(B_{r_1}(0, r_1) \cup B_{r_2}(0, -r_2))$ but $0 \not\in B_1(x_0)$. By flattening the boundary, this is essentially the same as Case 1 in the proof of Theorem 4.9. This implies that $u$ is piecewise $C^{m+1, \gamma}$. In this case.
It remains to consider \( B_l(x_0) = B_l(0,0) \subset D_\varepsilon \). In this case, we define \( \tilde{a} \) as follows:
\[
\tilde{a}(x) = \lim_{x \to (0,0)} a(x), \quad x \in B_{r_1}(0, r_1),
\]
\[
\tilde{a}(x) = \lim_{x \to (0,0)} a(x), \quad x \in B_{r_2}(0, -r_2),
\]
\[
\tilde{a}(x) = \lim_{x \to (0,0)} a(x), \quad \text{otherwise}.
\]

Then the equation can be written as
\[
D_l(\tilde{a} D_i u) = D_l(f_i + (\tilde{a} - a) D_i u). \tag{4.21}
\]

Denote \( \widetilde{\Omega}_1 = B_l \cap B_{r_1}(0, r_1) \), \( \widetilde{\Omega}_2 = B_l \cap B_{r_2}(0, -r_2) \), and \( \widetilde{\Omega}_0 = B_l \setminus (B_{r_1}(0, r_1) \cup B_{r_2}(0, r_2)) \). Let \( \Omega_k = \widetilde{\Omega}_k \cap B_{r_{2k}}/2 \) for \( 0 \leq k \leq 2 \). By the Leibniz rule and the interpolation inequality, we get
\[
[(a - \tilde{a}) Du]_{n, \gamma; \Omega_k} \leq C(\varepsilon)\|u\|_{L_{\infty}(\Omega_k)} + (l^\gamma + \varepsilon)\|u\|_{n+1, \gamma; \Omega_k},
\]
where \( \varepsilon > 0 \) and \( C(\varepsilon) \) depends on \( \varepsilon, n \), and \( \|u\|_{n, \gamma; \Omega_k} \).

Applying Theorem 1.2 to (4.21), we obtain
\[
\sum_{k=0}^{2} \|u\|_{n+1, \gamma; \Omega_k} \leq C(\varepsilon) \left( \sum_{k=0}^{2} \sum_{j=1}^{2} \|f_j\|_{n, \gamma; \Omega_k} + \sum_{k=0}^{2} \|u\|_{L_{\infty}(\Omega_k)} \right) + C_1(l^\gamma + \varepsilon) \sum_{k=0}^{2} \|u\|_{n+1, \gamma; \Omega_k}, \tag{4.22}
\]
where \( C_1 \) is independent of \( \varepsilon \). Since
\[
[u]_{n+1, \gamma; \Omega_k} \leq C[u]_{n+1, \gamma; \Omega_k} + C[u]_{n+1, \gamma; \Omega_k \setminus \Omega_k},
\]
where \( C \) is independent of \( u \) and \( l \), by taking \( l \) and \( \varepsilon \) sufficiently small in (4.22), we obtain
\[
\sum_{k=0}^{2} \|u\|_{n+1, \gamma; \Omega_k} \leq C \left( \sum_{k=0}^{2} \sum_{j=1}^{2} \|f_j\|_{n, \gamma; \Omega_k} + \sum_{k=0}^{2} \|u\|_{L_{\infty}(\Omega_k)} \right) + C \sum_{k=0}^{2} [u]_{n+1, \gamma; \Omega_k \setminus \Omega_k},
\]
where \([u]_{n+1, \gamma; \Omega_k \setminus \Omega_k}\) is estimated in the previous case. Therefore, thanks to the argument of partition of the unity, the corollary is proved. \(\square\)

\section*{References}

[1] S. Agmon, A. Douglas, and L. Nirenberg. Estimates near the boundary for solutions of elliptic partial differential equations satisfying general boundary conditions. I. \textit{Comm. Pure Appl. Math.}, 12:623–727, 1959.

[2] Habib Ammari, Giulo Ciraolo, Hyeonbae Kang, Hyundae Lee, and Kihyun Yun. Spectral analysis of the Neumann-Poincaré operator and characterization of the stress concentration in anti-plane elasticity. \textit{Arch. Ration. Mech. Anal.}, 208(1):275–304, 2013.

[3] Ivo Babuška, Brje Andersson, Paul J. Smith, and Klas Levin. Damage analysis of fiber composites part i: Statistical analysis on fiber scale. \textit{Computer Methods in Applied Mechanics and Engineering}, 172(14):27–77, 1999.

[4] JiGuang Bao, HaiGang Li, and YanYan Li. Gradient estimates for solutions of the Lamé system with partially infinite coefficients. \textit{Arch. Ration. Mech. Anal.}, 215(1):307–351, 2015.
[5] Eric Bonnetier and Michael Vogelius. An elliptic regularity result for a composite medium with “touching” fibers of circular cross-section. *SIAM J. Math. Anal.*, 31(3):651–677, 2000.

[6] Michel Chipot, David Kinderlehrer, and Giorgio Vergara-Caffarelli. Smoothness of linear laminates. *Arch. Rational Mech. Anal.*, 96(1):81–96, 1986.

[7] Hongjie Dong. Gradient estimates for parabolic and elliptic systems from linear laminates. *Arch. Ration. Mech. Anal.*, 205(1):119–149, 2012.

[8] Filippo Gazzola, Hans-Christoph Grunau, and Guido Sweers. *Polyharmonic boundary value problems*, volume 1991 of *Lecture Notes in Mathematics*. Springer-Verlag, Berlin, 2010. Positivity preserving and nonlinear higher order elliptic equations in bounded domains.

[9] Yan Yan Li and Michael Vogelius. Gradient estimates for solutions to divergence form elliptic equations with discontinuous coefficients. *Arch. Ration. Mech. Anal.*, 153(2):91–151, 2000.

[10] Yanyan Li and Louis Nirenberg. Estimates for elliptic systems from composite material. *Comm. Pure Appl. Math.*, 56(7):892–925, 2003. Dedicated to the memory of Jürgen K. Moser.

[11] P. Podio-Guidugli, G. Vergara-Caffarelli, and E. G. Virga. The role of ellipticity and normality assumptions in formulating live-boundary conditions in elasticity. *Quart. Appl. Math.*, 44(4):659–664, 1987.

[12] J. M. Varah. A lower bound for the smallest singular value of a matrix. *Linear Algebra and Appl.*, 11:3–5, 1975.

[13] Jingang Xiong and Jiguang Bao. Sharp regularity for elliptic systems associated with transmission problems. *Potential Anal.*, 39(2):169–194, 2013.

(H. Dong) Division of Applied Mathematics, Brown University, 182 George Street, Providence, RI 02912, USA

E-mail address: Hongjie_Dong@brown.edu

(H. Zhang) Division of Applied Mathematics, Brown University, 182 George Street, Providence, RI 02912, USA

E-mail address: Hong_Zhang@brown.edu