Rotational state changes in collisions of diatomic molecular ions with atomic ions

J. Martin Berglund,¹ Michael Drewsen,² and Christiane P. Koch¹,³,∗
¹Theoretische Physik, Universität Kassel, Heinrich-Plett-Straße 40, 34132 Kassel, Germany
²Department of Physics and Astronomy, Aarhus University, Ny Munkegade 120, DK-8000 Aarhus, Denmark
³Theoretische Physik, Freie Universität Berlin, Arnimallee 14, 14195 Berlin, Germany
(Dated: October 31, 2024)

We investigate rotational state changes in a single collision of diatomic molecular ions, both polar and apolar, with an atomic ion. These may occur when sympathetically cooling trapped molecular ions by co-trapped laser-cooled atomic ions, since the electric field due to the atom may excite molecular rotations. Thanks to the different time and energy scales of translational and rotational motion, we may treat the collision classically and describe rotations quantum mechanically. Based on numerical calculations for a number of examples, we derive closed-form estimates for the rotational excitation per collision, depending on the scattering energy and the molecular parameters.

I. INTRODUCTION

Cold molecule science is a growing field of research with perspectives ranging from the test of fundamental physics, chemistry in the ultra-cold regime, to quantum information processing [1–3]. Molecular ions are also proposed as hybrid systems together with neutral species for fundamental physics and quantum technological applications [4–6]. One interesting avenue to realize such goals is to experiment with cold molecular ions, since essentially any molecular ion with initial kinetic energy of 10 eV or lower can be trapped and sympathetically cooled through the Coulomb interaction with laser-cooled atomic ions [7]. A variety of diatomic polar [7–11] and apolar [4, 12] as well as larger molecular ions [13, 14] have been cooled this way to a few tens of millikelvin.

In sympathetic cooling, the molecules, typically prepared in a single internal state [4], are injected into the trap where they collide with the laser-cooled atomic ions. Close encounter collisions, where the distance between the pair becomes comparable to or smaller than the size of the particles’ wave functions, are energetically suppressed by the ion-ion repulsion. However, the long-range nature of the atomic ion’s Coulomb field may still result in internal state changes of the molecular ion. Additionally, the atomic ions used as coolants may momentarily heat up due to collisions with background gas atoms due to the finite pressure inside the trap chamber. Therefore, molecular ions may undergo potentially rotational-state changing collisions with such heated atomic ions. Such state changes are detrimental for the applications of the molecular ions in e.g. fundamental physics searches or quantum information processing.

Here, we study scattering between atomic and diatomic molecular ions, where the molecules are initially prepared in their rovibrational ground state [15]. We determine the probability of rotational state excitations and its dependence on the collision energy and impact parameter for polar/apolar molecular ions. In a follow-up paper, we will estimate the rotational excitation for the complete cooling process involving many such collisions.

II. MODEL

Since the energy scales of the two translational and rotational degrees of freedom are well separated, initial scattering energies typically range from 0.1 eV to 10 eV, whereas the rotational energy scale is only of the order of 10−7 eV, we can separate the two degrees of freedom. In particular, we treat the translational motion classically [16, 17]. A schematic representation of the relative motion between the ions is depicted in Fig. 1. The rotational dynamics on the other hand, is described fully quantum mechanically. Vibrational excitations may occur when the dipole moment changes with bond length, but the vibrational energy scale is typically ∼ 100 times larger than the rotational energy scale, and as we show in Appendix A 1, the coupling is typically very weak, and
we therefore neglect the vibrational degree of freedom in our model, and only focus on the rotational degree of freedom.

A. Classical description of the translational motion

Considering the molecule as a point particle, its translational motion in the presence of the ion reduces to a textbook scattering problem. At distances relevant for the scattering process the trap potential can be neglected. The problem is then reduced to the classical scattering of a particle in a \(1/r\)-potential [18]. The scattering event is characterized by the scattering energy \(E\) and the impact parameter \(b\) which is arbitrary in a sympathetic cooling experiment. In order for our model to remain valid we require the scattering energy to be low enough to ensure that the molecular and atomic ions' wave functions do not overlap which is to say that the smallest distance between the molecular ion and the coolant ion, or distance of closest approach \(r_0\), needs to be significantly larger than the extension of the molecular ion, here estimated by the equilibrium inter-atomic distance of the molecular ion, \(r_e\), i.e. \(r_0 \gg r_e\), where the distance of closest approach is

\[
r_0 = \frac{q_a q_m}{2E} + \sqrt{\left(\frac{q_a q_m}{2E}\right)^2 + b^2}. \tag{1}
\]

Here, \(q_a\) and \(q_m\) are the atomic and molecular charges. It follows from (1) that \(r_0 \geq \frac{2E}{q_a q_m}\) at any given scattering energy \(E\). At the high end we find the scattering energy 2 eV, for which \(r_0 \geq 13.5\) Bohr, for \(q_{at} = q_m = 1\), and for e.g. MgH\(^+\) \(r_e \approx 3.12\). The Coulomb field is

\[
\varepsilon(r) = \frac{q_a}{r^2}, \tag{2}
\]

and the maximum field is obtained at the minimum distance \(\varepsilon_0 = \frac{q_a}{r_e^2}\).

During the collision the molecular ion experiences a time-dependent electric field arising from the atomic ion. The time dependent field can be obtained from the radial Coulomb field via Kepler’s law.

With \(M_{at}\) and \(M_{mol}\), the atomic and molecular masses and \(\mu = \frac{M_{at} M_{mol}}{M_{at} + M_{mol}}\), the reduced mass the scattering problem is characterized by the Hamiltonian

\[
H = \frac{p_r^2}{2\mu} + V(r) + \frac{l^2}{2\mu r^2} = E, \tag{3}
\]

where \(p_r\) is the radial momentum, \(V(r)\) is the Coulomb potential, and the total energy \(E\) and the angular momentum \(l\) are conserved quantities. The angular momentum relates to the impact parameter \(b\) by

\[
l = bp_0 = b\sqrt{2\mu E} \tag{4}
\]

where \(p_0\) is the initial linear momentum of the molecule when \(V(r) = 0\). Notice that this condition is valid only for very long separation due to the Coulomb potential which goes as \(r^{-3}\). Solving for \(p_r\) in Eq. (3) with the help of Eq. (4) leads to

\[
p_r = \sqrt{2\mu \left( E \left( 1 - \frac{b^2}{r^2}\right) - V(r) \right)}. \tag{5}
\]

Using \(dr = v_r dt\) and \(p_r = \mu v_r\), one arrives at

\[
t(r) = \int_0^t dt' = \sqrt{\frac{\mu}{2}} \int_{r_0}^r \frac{dr'}{\sqrt{E \left( 1 - \frac{b^2}{r^2}\right)} - V(r')} \tag{6}
\]

For non-zero impact parameters, the field does not only change in magnitude during a collision, but also its orientation with respect to the molecular ion changes, see Fig. 1(a). In both cases, the angle \(\beta\) is given by the classical trajectory,

\[
\beta = \int_r^{\infty} \frac{b ds}{s^2 \sqrt{ \left(1 - \frac{V(s)}{E}\right) - \frac{b^2}{s^2} }} \text{ for } t < 0, \tag{7}
\]

\[
\beta = \int_{r_0}^{\infty} \frac{b ds}{s^2 \sqrt{ \left(1 - \frac{V(s)}{E}\right) - \frac{b^2}{s^2} }} + \int_{r_0}^r \frac{b ds}{s^2 \sqrt{ \left(1 - \frac{V(s)}{E}\right) - \frac{b^2}{s^2} }} \text{ for } t > 0.
\]

with \(r \in [r_0, \infty]\) and \(r_0\) the minimal inter particle distance, cf. Fig. 1(a).

B. The electric field seen by the molecular ion during a scattering event

We see from Eq. (6) that the time traversed in the orbit depends on the scattering energy, the reduced mass of the scattering system and the impact parameter. Thus, the electric field becomes \(\varepsilon = \varepsilon(t; E, \mu, b)\).

We first consider the case of head on collisions (\(b = 0\)), for which the largest excitation of the molecular rotational levels would be expected. In this case the angular momentum of the scattering molecule \(l = 0\), since the momentum is either parallel or anti parallel to the inter particle radius vector (See Fig. 1). The minimal inter nuclear distance is reached when \(p_r = 0\) and thus, \(E = V(r)\), and from Eq. (1) \(r_0 = q_a q_m / E\). With \(V(r) = q_a/r\) the integral to be solved reduces to

\[
t(r) = \int_0^t dt' = \sqrt{\frac{\mu}{2}} \int_{r_0}^r \frac{dr'}{\sqrt{\frac{1}{1 - r_0/r} - \frac{1}{r'}}} \tag{7}
\]

for single charged species (\(q_{at} = q_m = 1\)). The solution of integral (7) has the form

\[
t(r) = \sqrt{\frac{\mu r_0^3}{2}} \left[ \frac{r}{r_0} \sqrt{1 - r_0/r} + \frac{1}{2} \ln \left( \frac{\sqrt{1 - r_0/r} + 1}{\sqrt{1 - r_0/r} - 1} \right) \right], \tag{8}
\]
where the prefactor $\tau \equiv \sqrt{\mu/\varepsilon}$ has time dimensions, and the first term is always the largest. For short distances, $r \sim r_0$ the second term can be approximated by Taylor expansion around $r = r_0$, to obtain
\[
t(r) = \frac{\tau}{2} \left( \frac{r}{r_0} \right) \sqrt{1 - \frac{r_0}{r} + \frac{1}{2} \left( \frac{r_0}{r} \right)^2}. \tag{9}
\]
The later can be rewritten to take the form
\[
\left( \frac{t(r)}{\tau} \right)^2 = \left( \frac{r}{r_0} \right)^2 \left[ \frac{1}{4} - \left( \frac{r_0}{r} - \frac{1}{2} \right)^2 \right] - 1. \tag{10}
\]
where the factor $a^2$ varies within the range [1, 1.25], and will hereafter be approximated by $a^2 = 1$. Eq. (10) can be rearranged to obtain the standard Lorentzian form
\[
\varepsilon(t) = \frac{1}{r^2} = \varepsilon_0 \left( \frac{\tau}{t^2 + \left( \frac{r}{\tau} \right)^2} \right)^2, \tag{11}
\]
where the maximum electric field $\varepsilon_0 = \frac{1}{r_0^2}$, and a full width at half maximum (FWHM) given by $\tau = \sqrt{2} \sqrt{\mu r_0^2} = \sqrt{2} \sqrt{E_H}$. In the far distance limit ($r \to \infty$) the Lorentzian field, Eq. (11) and Eq. (8) lead to
\[
\left( \frac{t(r)}{\tau} \right)^2 = \left( \frac{r}{r_0} \right)^2.
\]
Numerical calculations of the full time dependence of the electric field during a head-on collision of $^{24}\text{MgH}^+$ / $^{24}\text{Mg}^+$ and HD$^+$ / $^9\text{Be}^+$ at a scattering energy of 2.5 eV are plotted in Fig. 2. A Lorentzian numerical fitting of the curves leads to a FWHM value of
\[
\tau = 1.86 \sqrt{\frac{\mu}{E_H^3}}. \tag{12}
\]
We see that the prefactor differs from the analytical value $\sqrt{2}$. We can understand this by remembering that the Lorentzian form was obtained from the first order Taylor expansion going from Eq. (8) to (9), i.e., the true field is only approximately of Lorentzian form.

C. Quantum description of the rotational motion

During the scattering process, the electric field of the atomic ion can affect the rotational dynamics of the molecular ion leading to excitation of its internal states. A standard electric multipole expansion of the field-ion interaction gives the three dominant terms as the monopole-, dipole- and quadrupole interactions. The monopole term is responsible for the cooling of the translational degree of freedom, whereas the dipole- and quadrupole terms are responsible for the rotational dynamics. Polar and apolar molecular ions couple differently to the external field. The polar molecular ions possess a permanent dipole moment $D$, whereas in apolar molecular ions $D$ vanishes due to symmetry. The dipole interaction with the field $\varepsilon$ is simply $V_D = -D \varepsilon \cos \theta_0$, where $D$ is the dipole moment calculated at the equilibrium distance $r_e$ and $\theta_0$ is the angle between the electric field and the molecular axis, see Fig. 1. In the case of apolar molecular ions, with no permanent dipole moment, we consider the induced dipole via its polarizability. The interaction of the field with the induced dipole of a diatomic molecular ion is given by $V_a = -\varepsilon^2 \left( \Delta \alpha \cos^2 \theta_0 + \alpha_\perp \right)$ where $\Delta \alpha$ is the polarizability anisotropy. Finally the quadrupole interaction is $V_Q = Q_2 \varepsilon^2 \left( 3 \cos^2 \theta_0 + 1 \right)$ where $Q_a$ is the permanent quadrupole moment of the molecule along the molecular axis.

The rotational kinetic energy is modelled within the rigid rotor approximation which leads to a kinetic energy term of $j(j+1)B$. Where $j$ is the rotational quantum number and $B \equiv \frac{1}{2\mu r^2}$ is the rotational constant, which sets a rotational timescale $T_{rot} = B^{-1}$. Together with

\[
\begin{array}{cccccc}
\text{Polar} & 10^{-5}B & 10^5 T_{rot} & D & Q_2 & \mu \\
^{24}\text{MgH}^+ & 2.88 & 0.347 & 1.18 & 0.562 \left( ^* \right) & 22473.21 \left( ^* \right) \\
HD^+ & 9.96 & 1.004 & 0.34 \approx 1.39 \left( ^* \right) & 4155.36 \left( ^* \right) \\
\text{Apolar} & 10^{-5}B & 10^5 T_{rot} & \Delta \alpha & \alpha_\perp & Q_Z & \mu \\
^{14}\text{N}_2 & 0.90 & 1.11 & 9.12 & 9.62 & 1.741 & 32463.57 \\
H_2^+ & 12.69 & 0.079 & 3.72 & 1.71 & 1.39 & 3024.57 \\
\end{array}
\]

TABLE I: Rotational constant $B$, dipole moment $D$, polarizability anisotropy $\Delta \alpha$, and quadrupole moment $Q_2$ of a few molecular ions as well as reduced mass $\mu$ of molecular ion and coolant ($^{24}\text{MgH}^+$ for MgH$^+$, $^9\text{Be}^+$ for HD$^+$, H$_2^+$, $^{48}\text{Ca}^+$ for N$_2^+$), all in atomic units. $^*$ very varying values between methods at NIST. ** No values cited at NIST, we use the value given for H$_2^+$ [19].
FIG. 3: (Color online) Rotational excitations are due to the Coulomb field of the coolant ion coupling to the (a) dipole moment for polar molecular ions and (b) to the polarizability and quadrupole moment for apolar molecular ions. These different interactions give rise to the different selection rules depicted in the two panels. For head-on collisions only $\Delta m = 0$ (blue arrows) are allowed.

Eq. (12) we define a dimensionless time parameter,

$$\kappa = B\tau = 1.86 \cdot B \sqrt{\frac{\mu}{E^3}}$$

such that $\kappa \ll 1$ ($\kappa \gg 1$) corresponds to a fast (slow) scattering regime.

For polar molecules, the dipole interaction with the field dominates the rotational dynamics, and the Hamiltonian governing the system is given by

$$\hat{H}_\text{p} = B\hat{J}^2 - D\varepsilon(t) \cos \hat{\theta}_a$$

$$= B\hat{J}^2 - D\varepsilon(t) \left( \cos \beta \cos \hat{\theta} + \sin \beta \sin \hat{\theta} \cos \hat{\phi} \right),$$

where $B$ is the rotational constant, $D$ the dipole moment, $\beta$ the azimuthal angle around the molecular axis, $\hat{\theta}_a$ the angle between molecular axis and electric field vector, and $\beta$ the angle between molecule and fixed scattering center in the CM frame, cf. Fig. 1(a).

For apolar molecules, with no permanent dipole moment, the interaction is described by a Hamiltonian of the form

$$\hat{H}_\text{ap} = B\hat{J}^2 - \frac{\varepsilon^2(t)}{4} \left( \Delta \alpha \cos^2 \hat{\theta}_a + \alpha_\perp \right)$$

$$+ \frac{Q_Z \varepsilon^{3/2}(t)}{4} \left( 3 \cos^2 \hat{\theta}_a + 1 \right),$$

where $\hat{\theta}_a$ can be substituted in terms of $\beta$, $\hat{\theta}$ and $\hat{\phi}$, similar to Eq. (14). $\Delta \alpha$ is the polarizability anisotropy, $\alpha_\perp$ the polarizability perpendicular to the molecular axis, and $Q_Z$ the quadrupole moment along the axis.

The different field interactions lead to different selection rules for quantum transitions to excited rotational states. These are shown in Fig. 3 for (a) polar and (b) apolar molecular ions. Notice that the nuclear wave function of apolar species is either even or odd with respect to rotations, and as a consequence allows only even or odd rotational states (c.f. ortho- and para hydrogen). In the case of odd states, panel (b) would be showing transitions between odd states. Since the spacing between the corresponding levels are significantly larger our model is expected to overestimate for odd nuclear spins.

The dynamics can be characterized in terms of the ratio of maximum interaction strength to rotational kinetic energy for the three types of coupling,

$$\chi_D = \frac{D\varepsilon_0}{B}, \quad \chi_\alpha = \frac{\Delta \alpha \varepsilon_0^2}{4B}, \quad \chi_Q = \frac{3Q_Z \varepsilon_0^{3/2}}{4B}. \quad (16)$$

Consequently, if either $\chi_D, \chi_\alpha, \chi_Q \ll 1$ we expect little excitation due to the given interaction, whereas a large value indicates that we can expect a large excitation.

For head-on collisions, when the interaction is strongest, $\chi_D = \frac{3Q_Z \varepsilon}{4}$ is equal to 0.013E (in eV) for MgH$^+$ and 0.11E for HD$^+$. In contrast, for apolar molecular ions the quadrupole interaction dominates, for example, for N$_2^+$ at 2 eV $\chi_Q \approx 8$. Additionally, the long-range behavior also favors the quadrupole interaction.

Now that we have the Hamiltonians that generate the rotational dynamics in the presence of the time dependent electric field seen by the molecular ion in a scattering even, we will use them to solve the time dependent Schrödinger equation

$$i\hbar \partial_t |\psi(t)\rangle = \hat{H}(t) |\psi(t)\rangle \quad (17)$$

to study the rotational excitation dynamics. Due to the different couplings to the external field for polar and apolar molecular ions we will consider them separately in the following discussion.

III. SCATTERING OF APOLAR MOLECULAR IONS

We start our discussion with numerical integration of Eq. (17) for apolar molecular ions.
The parameter $\chi_D(E,b)$, defined in Eq. (16), is a function of both the scattering energy and impact parameter through the maximum electric field strength $\varepsilon_D(E,b)$. Note that within our model it is the only quantity determining the population excitation that depends on the impact parameter $b$. The integral Eq. (19) is easily evaluated using Cauchy’s integral formula for derivatives, with the result

$$c_D(E,b) = i \chi_D(E,b) B \left( \frac{\tau(E)}{2} \right)^3 \int_{-\infty}^{\infty} \frac{e^{i6Bt}}{(t^2 + \left( \frac{\tau(E)}{2} \right)^2)^{3/2}} dt \langle 2,0 | \cos^2 \theta | 0,0 \rangle.$$  

Notice that the timescale for $H_2^+$ is long compared to the rotational time, $T_{rot} = B^{-1}$, at this scattering energy, leading to suppression of the final excitation. Notice also the different y-axes for the different species in this panel. The dynamics for different apolar molecular ions can be almost identical, if the dynamics is studied at different energies, such that the product $\chi Q \kappa$ is same for the two species, as is exemplified in panel (b). Notice the low to moderate intermediate and final population excitations associated with scattering of apolar molecular ions. The scattering dynamics is qualitatively the same for different apolar molecular ions. The scattering is also qualitatively the same for non-head-on scattering, with small excitations to $m \neq 0$-sub-levels, and the maximum excitation transfer takes place at head-on collisions.

B. Perturbation theory treatment

The small to moderate excitation dynamics associated with apolar molecular ions during scattering, suggest that first order perturbation theory (PT) can be applied to estimate their population excitation. In this case, the final-time amplitude of the lowest excited rotational state $|2,0\rangle$ after a single collision at energy $E$ and impact parameter $b$, is given by

$$c_{2,0}^{(1)}(E,b) = -i \int_{-\infty}^{\infty} \langle 2,0 | \hat{H}_{int} | 0,0 \rangle e^{i6Bt} dt. \quad (18)$$

The contribution to the population excitation due to the polarizability interaction in Hamiltonian (15) of Eq. (18) yields

$$c_{\chi}^{(1)}(E,b) = -i \int_{-\infty}^{\infty} \langle 2,0 | \chi \alpha \hat{H}_{int} | 0,0 \rangle e^{i6Bt} dt. \quad (19)$$

The contribution to the population excitation due to the quadrupole interaction term of Hamiltonian (15) in Eq. (18) yields

$$c_Q^{(1)}(E,b) = i \chi Q(E,b) B \left( \frac{\tau(E)}{2} \right)^3 \int_{-\infty}^{\infty} \frac{e^{i6Bt}}{(t^2 + \left( \frac{\tau(E)}{2} \right)^2)^{3/2}} dt \langle 2,0 | \cos^2 \theta | 0,0 \rangle. \quad (21)$$
Here the integral is not of the form of a Cauchy integral formula for derivatives. However, by the variable transformation \( t = \frac{\tau}{2} \tan u \), the integral over time in Eq. (21) can be written as
\[
\left( \frac{\tau}{2} \right)^2 \int_{-\infty}^{\infty} \frac{e^{i6E \tau} dt}{(t^2 + (\frac{\tau}{2})^2)^{3/2}} = \int_{-\frac{\pi}{2}}^{\frac{\tau}{2}} \cos \frac{\pi}{2} e^{i3\kappa \tau} \tan u du \equiv f(\kappa).
\]
(22)

In this form we see explicitly that the value of the integral only depends on \( \kappa(E) \) just as with the polarizability term, and it evaluates to
\[
f(\kappa) \approx 2\sqrt{1 + 6\kappa e^{-3\kappa}},
\]
(23)
with the details presented in Appendix A.4. Using the result of Eq. (23) in Eq. (21) we obtain the amplitude for excitation due to the quadrupole excitation as
\[
c_Q(\chi_Q, \kappa) \approx i \chi_D \kappa \sqrt{1 + 6\kappa e^{-3\kappa}} \langle 2, 0 | \cos^2 \theta | 2, 0 \rangle.
\]
(24)
The form of \( f(\kappa) \) arises by assuming the ground state as initial state, and due to the selection rule \( \Delta j = 2 \) we have \( \Delta E = 6B \). In general, with \( \Delta j = 2 \) we have \( \Delta E_j = (4j + 6)B \) for an initial state with rotational quantum number \( j \). Consequently, in general \( f(\kappa) \approx 2\sqrt{1 + (4j + 6)\kappa e^{(2j+3)\kappa}} \). This treatment of relevance e.g. when the even rotational states are forbidden by symmetry, in which case the ground states correspond to \( j = 1, m = 0, \pm 1 \) and consequently \( \Delta E = 10B \). In this case we also have to consider the transition matrix elements \( \langle 3, m | \cos^2 \theta | 1, m \rangle \), where \( m = 0, \pm 1 \).

For both interactions the excitation depends on two parameters, related to molecular properties, namely \( \chi_n/Q \) and \( \kappa \), and the scattering energy and the impact parameter. The relative contribution between the two interactions is given by the ratio
\[
\frac{|c_{\Delta \alpha}|^2}{|c_Q|^2} = \left( \frac{\pi}{4} \right) \left( \frac{\chi_{\Delta \alpha}}{\chi_Q} \right)^2 \left( 1 + 3\kappa \right)^2 \frac{1}{1 + 6\kappa}.
\]
(25)

At scattering energies relevant to us the quadrupole interaction is the dominant interaction. Scattering at even higher energies would eventually lead to dominating polarizability interaction, since \( \frac{\Delta E}{\chi_Q} \approx E^2 \). At high energies (corresponding to low \( \kappa \)) we also have \( \frac{1 + 3\kappa}{1 + 6\kappa} \to 1 \).

In the low \( \kappa \)-limit Eq. (24) gives a population excitation proportional to \( (\chi_Q \kappa)^2 \) and adiabatic dynamics in the high \( \kappa \)-limit via the exponential factor, in agreement with Fig. 4.

The actual population excitations can be faithfully obtained from perturbation theory including only the quadrupole interaction, c.f. Fig. 5. The population excitation is shown as function of the impact parameter for the analytical expression of the quadrupole interaction (absolute square of Eq. (24)) compared to the numerical simulation of the Schrödinger Equation, Eq. (15). The analytical results are given with margins (shaded region in the figure) obtained from including the polarizability interaction, \( |c_Q|^2 + |c_{\Delta \alpha}|^2 \pm 2|c_Q||c_{\Delta \alpha}| \). The agreement between analytical and numerical results is good, in particular for low \( b \). Notice that the margins increase for small \( b \), as is expected since a larger field strength favors the polarizability interaction, which is reflected in the ratio \( \frac{|c_{\Delta \alpha}|^2}{|c_Q|^2} \), which increases with increasing energy. Also note the larger shaded area for \( H_2^+ \), reflecting the relatively large polarizability interaction to be expected from the molecular parameters, see Table I. The more rapid decrease in excitation from the analytical-as compared to the full numerical calculations is likely due to the neglect of the transitions to non-zero \( m \)-states as suggested by Fig. 5. The maximum population transfer for apolar molecules does occur at \( b = 0 \) in accordance with its maximum \( \chi_Q \)-value, Fig. 5. Notice that most of the excited population occurs for the \( m \)-conserving part of the interaction resulting in the mayor excited population in the \( m = 0 \) sub-level. The slight underestimation of the simulated excitation by our model can be attributed to the neglect of the excitation of the non-zero \( m \)-states and the approximation that \( \tau \) is independent of \( b \).

IV. SCATTERING OF POLAR MOLECULAR IONS

We now turn our attention to solving Eq. (17) for polar molecular ions.
population
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FIG. 6: (Color online) Population dynamics for scattering energy $E = 2$ eV, for MgH$^+$ / Mg$^+$ (a,c) and HD$^+$ / Be$^+$ (b,d). (a,b) show the dynamics at $b = 0$, whereas (c,d) for the impact parameter that leads to the most population excitation. The collision involves adiabatic dynamics for head-on collisions (a,b) and tends to more non-adiabatic (c,d). The dynamics is qualitatively the same for other polar molecular species.

A. Numerical solution of the time dependent Schrödinger equation

We first consider the population excitation dependence in a scattering event at a fixed scattering energy. Contrary to what would be expected for the largest $\chi_D$-value ($\chi_D \approx 220, 18$ for MgH$^+$ and HD$^+$ respectively), numerical integration of the Schrödinger equation generated by the Hamiltonian Eq. (14) show, most strikingly, a low final population excitation, c.f. Fig. 6. In particular, one would expect that the excitation would be significantly more pronounced for MgH$^+$, but what actually occurs is a larger excitation for HD$^+$ ions, contrary to what the relative $\chi_D$-values of both ions suggests. However, although the final rotational state excitation is very small, the effect of the field on the rotational state dynamics is significant during the collision due to the large $\chi_D$-values associated with polar molecular ions. In particular, for MgH$^+$ at head-on collision, the intermediate excitation leads to population of several rotational levels and the ground state is temporarily all but depleted, but most of the population tends to return to the ground state after the collision event, (a). Notice the lower intermediate population transfer for HD$^+$ (b) as compared to MgH$^+$, but its larger final population transfer. This trend also holds for nonzero values of $b$, as shown for $b \approx 120, 16$ where the maximum final excitation occurs for MgH$^+$ / HD$^+$ respectively (c,d).

Therefore, no correlation between the value of $\chi_D$ and the final population excitation can be established, disregarding the impact parameter. The strong intermediate excitation, due to the high $\chi_D$-value, does, however, cause a temporary alignment of the molecular ions, see Fig. 7. The alignment, associated with the gradual on/off of the Lorentzian, acts to prepare the molecular ion for the strong interaction near the center of the Lorentzian. Notice that the maximum alignment factor increases with increasing energy, whereas the scattering time decreases, since $\tau$ decreases with the scattering energy. The final population excitation does increase with increasing scattering energy. It is also clear that the maximum degree of orientation is not a relevant predictor for the final population excitation, where panels (a) and (b) indicate similar degree of maximal orientation at any given scattering energy (as a consequence of the high $\chi_D$-values associated with the scattering in all cases) and slightly larger in panel (b), whereas the largest final population transfer is seen in panel (a). The lower value of $\tau$ of the electric field associated with higher scattering energy correlates better to increasing final population transfer, suggesting that the timescale plays a significant role for the level of final excitation.

Even though the final excitation does not correlate to the $\chi_D$-value, numerical simulations suggest another correlation between molecular and scattering parameters, as the plots in Fig. 8 shows. Here the population excitation is shown as a function of the rotational constant and reduced scattering mass at scattering energy $E = 2.5$ eV and head-on collisions. In the left panel a lower dipole moment is used ($D = 1.18$) corresponding to MgH$^+$, and a larger dipole moment in the right panel ($D = 2.34$, corresponding to CaH$^+$). We first notice the difference in the amount of excitations in the two panels, where, surprisingly, least excitation occurs for the higher dipole moment. The excitation is also suppressed for large values of both the rotational constant and the reduced scattering mass, as is seen in both panels of the figure. There is also an oscillatory pattering in the final excitation, with increasing frequency for higher dipole moment, suggesting that a constant product $B/c\tau$ should lead to constant excitation.

The combined results of the numerical simulations suggest a near adiabatic dynamics, particularly pronounced
within the high field limit. We will therefore continue to compute an estimation for the final excitation in the frame of an adiabatic approximation.

B. Treatment in the adiabatic picture

In the adiabatic picture, the Hamiltonian changes slowly with respect to the energy scale set by the instantaneous eigenvalues of the Hamiltonian. Therefore, consider the instantaneous eigenstates \(|\psi_i(t)\rangle\) of a time-dependent Hamiltonian \(\hat{H}(t)\) of the form (14),

\[
\hat{H}(t) |\psi_i(t)\rangle = E_i(t) |\psi_i(t)\rangle,
\]

with eigenenergies \(E_i(t)\). We will use the labelling \(i, i'\) to denote the states of the adiabatic basis to distinguish them from the field free basis with labels \(j, j'\). Any state \(|\Psi(t)\rangle\) can be expanded into the time-dependent eigenstates, \(|\Psi(t)\rangle = \sum_i c_i(t) e^{i\Theta_i(t)} |\psi_i(t)\rangle\), where \(\Theta_i = -\int^t E_i(t')dt'\). Inserting the ansatz into the time-dependent Schrödinger equation, Eq. (17), leads to the expression for the expansion coefficient

\[
\dot{c}_{i'}(t) = -c_{i'} \langle \psi_{i'}(t) | \dot{\psi}_{i'}(t) \rangle - \sum_{i' \neq i} c_{i'}(t) e^{i\Delta\Theta_{i,i'}(t)} \frac{\langle \psi_{i'}(t) | \partial_t \hat{H}(t) | \psi_i(t) \rangle}{E_i(t) - E_{i'}(t)}, \tag{27}
\]

for an excited state (see the Appendix for details).

Since, by assumption we have near adiabatic dynamics \(|c_0(t)| \sim 1\) and \(|c_{i'}(t)| \ll 1, i' \neq 0\). Then integrating Eq. (27) term by term,

\[
c_{i'}(t) \approx \int_{-\infty}^{t} e^{i\Delta\Theta_{i,i'}(t')} \frac{\langle \psi_{i'}(t') | \partial_t \hat{H}(t') | \psi_0(t') \rangle}{E_{i'}(t') - E_0(t')} dt'. \tag{28}
\]

In order to evaluate Eq. (28) we need to make further approximations. We therefore need to find some limits in which the evaluation of Eq. (28) is feasible.

Guided by the effect of the scattering energy, i.e., the electric field due to the atomic coolant on the rotational eigenstates, we identify the high-\(\chiD\) (harmonic) and low-\(\chiD\) (2-level) limits, see Fig. 9. Here MgH\(^+\) represents the former limit, since its rotational eigenvalues change readily with the scattering energy, whereas HD\(^+\) represents the latter limit, with its rotational eigenenergies only slightly affected by the electric field.

1. Low-field limit

We begin by considering the low-coupling limit, where we use the 2-level approximation, and let \(\Delta E\), the eigenstates and the matrix element \(\langle \psi_{i'}(t) | \partial_t \hat{H} | \psi_0(t) \rangle\) be
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**FIG. 8:** Population excitation as function of the rotational constant, \(B\), and the reduced mass, \(\mu\), for two dipole couplings, \(D = 1.18\) (i.e. the dipole moment of MgH\(^+\)) in panel (a) and \(D = 2.34\) (i.e. the dipole moment of CaH\(^+\)) in panel (b). Scattering energy is \(E = 2.5\) eV. The coolants are denoted with Greek letters, \(\alpha = \text{Mg}^+, \beta = \text{Ca}^+, \gamma = \text{Ba}^+\). The molecular ions are designated Latin letters, \(A = \text{MgH}^+, \text{B} = \text{MgD}^+, \text{C} = \text{MgT}^+, \text{D} = \text{CaH}^+, \text{E} = \text{CaD}^+.\)
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**FIG. 9:** (Color online) Eigenvalues (in units of the rotational constant \(B\)) of the Hamiltonian, Eq. (14) as a function of the scattering energy for zero impact parameter. Solid, dashed, dashed dotted and dotted lines represent the states \(j = 0, j = 1, j = 2, j = 3\) respectively. The field strength is calculated at \(t = \frac{1}{\sqrt{\Delta}}\), where the rate of change of the Hamiltonian is largest and the probability for non-adiabatic transitions is highest.
constants. We obtain
\[ c(\chi_D, \kappa) = \frac{\pi}{2\sqrt{3}} \frac{\chi_D \kappa}{\sqrt{1 + \frac{\chi_D^2}{3}}} \exp \left( -\kappa \sqrt{1 + \frac{\chi_D^2}{3}} \right). \] (29)

Arriving at this expression we have made the approximations \( \gamma(t) = 0 \) and we have evaluated the eigen-energies at maximum field strength. This expression is expected to be relevant for all species and scattering energies for sufficiently large values of \( b \). We can use our model to predict at which value of the impact parameter, \( b \), maximum excitation occurs. The result is
\[ b \approx \sqrt{\left( \frac{\kappa}{3} \frac{1}{2E} \right)^2 - \left( \frac{1}{2E} \right)^2}, \] (30)

with the details presented in Appendix A 2a.

It is of relevance to estimate when the adiabatic picture is applicable. Typically that is when the rotational time is short compared to the duration of the field, i.e. when \( \kappa > 1 \) (or even \( \gg 1 \)). This estimate can only be reliable if the internal rotational structure is not significantly altered by the field so as to leave \( T_{\text{rot}} \propto B^{-1} \). This is the case for HD\(^+\), as can be seen from Fig. 9. For HD\(^+\) we therefore expect the adiabatic picture to be relevant only for \( \kappa > 1 \). It is seen from Fig. 14 in the Appendix, that \( \kappa = 1 \) at around \( E \approx 1.5 \) eV for HD\(^+\) and decreasing with energy. We therefore estimate that the adiabatic picture is only relevant for scattering energies below 1.5 eV. In the figure we see that the adiabatic picture should lose its relevance at even smaller scattering energies for MgH\(^+\), in contrast to what we see from numerical calculations. However, unlike HD\(^+\) the internal rotational states are significantly affected by the external field due to the coolant, and the simple estimate based on \( \kappa > 1 \) for adiabaticity cannot be convincingly applied.

We now compare the population excitation obtained from the absolute square of Eq. (29), i.e. the analytical formula, to the population obtained from numerical integration with the Hamiltonian Eq. (14). The results are presented in Fig. 10 for HD\(^+\). We see that the analytical formula comes near at reproducing the numerical results, but the accuracy is not particularly good. In particular, for low scattering energies, upper panel, the analytical results are overestimating the numerical results. At this low scattering energy we expect both the adiabatic picture and two-level approximation to be valid, so the disagreement needs a more detailed explanation. We notice that we have completely ignored the phase \( \gamma(t) \) in our expression, Eq. (29), and as a result we expect our expression to overestimate the population excitation due to less cancellations due to neglect of oscillations. Furthermore, we have simply made the replacement \( 2B \to 2B \sqrt{1 + \frac{\chi_D^2}{3}} \) for the energy difference when evaluating the excitation. In a real scattering event the energy difference changes continually between these two extreme values. It is not straightforward to estimate whether the effect of neglecting this gradual change leads to an over- or underestimation of the resulting excitation due to the nonlinear dependence on \( \chi_D \) in Eq. (29). These two effects are relevant to low values of \( b \), where the admixture of the excited state is more pronounced. For large values of \( b \), the overestimation is likely due to our approximation in treating \( \kappa \) as independent of \( b \) (and evaluated at \( b = 0 \)). This was motivated by the observed gradual dependence on \( b \). In fact, \( \kappa \) is an increasing function of \( b \) and due to the exponential \( e^{-ab} \), \( a \) a constant, dependence on \( \kappa \) we conclude that our model will overestimate the excitation at large \( b \). As the energy increases the agreement starts to become less convincingly. Since at 1 eV we estimate \( \kappa \approx 2 \) it is not likely that the disagreement is due to loss of adiabaticity, but more likely a consequence of the lack of accuracy of the 2-level model, see Fig. 12.

Guided by these results we suggest a strategy on how to estimate the population excitation in the low field limit:

1. Diagonalize the Hamiltonian, Eq. (14), over the relevant scattering energies to obtain the rotational eigenvalues as a function of scattering energies. If the eigenenergies do not alter significantly over the relevant interval, we are in the low-field limit. (Alternatively one can say that if \( \chi_D \) is not much larger than one, then we are in this limit).

2. If we are in the low field limit, we must also verify that the adiabatic picture is relevant. To this end we use Eq. (A43) to estimate when \( \kappa > 1 \). If so, the model can give physically relevant results.

3. If both approximations are justified, we use the absolute square of Eq. (29) to estimate the excitation.
2. High-field limit

In the opposite limit, i.e., high field limit, the rotational states of the molecular ions are significantly affected during scattering, we cannot find an analytical estimate for the population dynamics valid for the entire scattering event. We notice that this limit also corresponds to the harmonic limit. In this limit we find that Eq. (A18), the cosine transition moment, goes into \( \frac{\omega}{\tau} = \frac{1}{\lambda_D} \), which explains why scattering with a high \( \chi_D \)-value tend to lead to larger maximal orientation, \( \langle \cos^2 \theta \rangle \), as seen in Fig. 7. In this limit we can also calculate the expansion coefficient

\[
c_l(t) = \frac{1}{2} \int_{t_0}^{t} \frac{t}{t^2 + \frac{1}{\lambda_D^2}} \exp \left( i3\omega_H \frac{\tau}{2} \ln \left( \frac{t' + \sqrt{t'^2 + \left( \frac{\tau}{2} \right)^2}}{t_0 + \sqrt{t_0^2 + \left( \frac{\tau}{2} \right)^2}} \right) \right) dt',
\]

see Section A 2b. Here \( t_0 \) is an arbitrary starting time, and \( \omega_H = \sqrt{2D \epsilon_0 B} \) and we remind that \( \tau = 1.86 \sqrt{\frac{e}{\mu}} \). Therefore, the phase factor in Eq. (31) is \( \propto \sqrt{DB\mu} \) at a given scattering energy. A larger phase factor, \( \omega_H \tau \), leads to faster oscillations, and thereby more cancellation of population transfer. So, Eq. (31) is in qualitative agreement with the plots in Fig. 8. The faster oscillations in the right panel are also consistent with the larger phase factor associated with larger values of \( D \). For head-on collisions, \( \omega_H \tau \propto \frac{1}{\epsilon_0 B} \), and therefore we expect to find more excitations for higher energies, which is consistent with the larger oscillations in \( \langle \cos^2 \theta \rangle \), corresponding to more excitations, as seen in Fig. 7.

Although Eq. (31) is in qualitative agreement with the numerical results as just discussed, it does not converge with respect to \( t_0 \) and we can therefore not obtain quantitative results from it. A way to understand the lack of convergence is to realize that, in a scattering event, we go from the low-field limit over moderate field strengths before reaching the high field limit. The failure to converge points to important effects occurring before reaching this limit. In addition, for large impact parameters the scattering never reaches the high-field limit, and we cannot hope to use the results obtained at this limit. What we can do based on the high-field limit is to predict an ordering of the excitation in terms of \( DB\mu \), giving less excitation for high values of the product, consistent with the values in Table II and the excitations in Fig. 8.

Finally, we present numerical results for the final population for MgH\(^+\), in the high field limit in Fig. 11. We see that the final population is qualitatively the same as for the low field scattering for the low-field limit for high impact parameters. Indeed, at \( b \approx 120 \), where maximal excitation occurs, \( \chi_D \approx 3.6 \), i.e., we are closer to the low-field limit in this case. At lower impact parameters, we observe more rapid oscillations that can be understood from different values of \( \omega_H \) for different impact parameters.

\[
Molecule \quad B \ (10^{-5} \text{ H}) \quad D \ (\text{at. u.}) \quad \mu \ (m_e) \quad \frac{D}{\mu} \ (10^{5}) \quad \sqrt{DB\mu} \\
\text{MgH}^+ \quad 2.28 \quad 1.18 \quad \approx 22500 \quad \approx 0.5 \quad \approx 0.78 \\
\text{MgD}^+ \quad 1.5 \quad 1.18 \quad \approx 22500 \quad \approx 0.8 \quad \approx 0.63 \\
\text{MgT}^+ \quad 1.04 \quad 1.18 \quad \approx 22500 \quad \approx 1.1 \quad \approx 0.53 \\
\text{CaH}^+ \quad 2.15 \quad 2.35 \quad \approx 30000 \quad \approx 1.1 \quad \approx 1.07
\]

TABLE II: Molecular parameters of molecular ions whose rotational states are significantly affected by the electric field. Note that \( \mu \) depends on the mass of the coolant as well as the mass of the molecular ion.

V. CONCLUSIONS AND OUTLOOK

In conclusion, we have studied the rotational population excitation of molecular ions in Coulomb-scattering processes. For polar molecular ions, we find that we can analyze the population excitation in the adiabatic picture. When the maximum interaction strength is small
compared to the rotational kinetic energy, we obtain an analytical estimate of the population excitation, where the adiabatic states are obtained from the two lowest field-free eigenstates. In the opposite limit, when the (maximum) interaction energy is large compared to the rotational kinetic energy, the Hamiltonian approaches a harmonic oscillator that generate small librations around the field line resulting in a large suppression of the population excitation. In this limit we obtain an ordering of the population excitation in terms of the molecular and scattering parameters $DB\mu$ and the scattering energy. In order to achieve any detailed result in the high $\chi_D$ limit a full numerical quantum mechanical calculation is required.

For apolar molecular ions on the other hand validity of PT has allowed us to derive an accurate closed-form estimate of the population excitation which solely depends on the molecular parameters and initial scattering energy. For a wide range of apolar molecular ions, we find the internal state to be preserved for scattering energies of 1 eV and above, eventually limited by close-encounter interactions disregarded in the present treatment. Due to the symmetry associated with rotations of identical nuclei the rotational spectrum contains either only even of only odd rotational states. Since the energy difference between the 'ground' state $j = 1$ and the first excited state $j = 3$ is larger for the odd case we expect less energy transfer at any given energy for the odd rotational states.

Rotational excitation of the molecular ion as a consequence of collisions with atomic ions has implications for sympathetic cooling. Since sympathetic cooling consists of a series of such collisions, it is prone to accumulated rotational population redistribution which would be detrimental to most envisioned applications of the molecular ions. Our results here form the basis for investigating how rotational excitations accumulate over a full cooling cycle, as reported in the companion paper [20]. Furthermore, since the rotational excitation depends on the scattering energy and molecular parameters (rotational constant and coupling parameters, i.e. the permanent dipole moment), fixing the scattering energy, i.e. by fixing the trap potential, allows for a direct relation between population excitation and molecular parameters. Our results here can therefore be utilized as a spectroscopic tool to measure these molecular parameters.
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Appendix A: Adiabatic picture

1. Neglect of vibrational excitations

Vibrational excitations may occur when the dipole moment changes with bond length. Upon Taylor expanding the dipole moment around the equilibrium distance the first term is \( \frac{dD}{dx} |_0 x \), with \( x \) the deviation from equilibrium. In the harmonic approximation the transition moment of \( x \) between the vibrational states \( \nu = 0 \leftrightarrow \nu = 1 \) is \( \sqrt{\frac{1}{2\mu_{\nu=0}}} \) [21]. The difference in energy between the two states is given by \( \Delta E = \omega_0 \), where \( \omega_0 \) is the vibrational frequency. Therefore \( \chi_{\nu \mu} = \frac{dD}{dx} |_0 \epsilon_0 \sqrt{\frac{1}{2\mu_{\nu=\mu=0}}} = \frac{dD}{dx} |_0 \sqrt{\frac{1}{2\mu_{\nu=0}}} \omega_0^2 E^2 \). We estimate that for MgH\(^+\) at \( E = 2 \) eV \( \chi_{\nu} \approx 8 \cdot 10^{-2} \). We will therefore neglect vibrational excitations and only consider the rotational degree of freedom in our model.

2. Obtaining the expansion coefficients

Consider the instantaneous eigenstates \( |\psi_\nu(t)\rangle \) of a time-dependent Hamiltonian \( \hat{H}(t) \) of the form (14),

\[
\hat{H}(t) |\psi_\nu(t)\rangle = E_\nu(t) |\psi_\nu(t)\rangle,
\]

with instantaneous eigenenergies \( E_\nu(t) \). Any state \( |\Psi(t)\rangle \) can be expanded into the time-dependent eigenstates, \( |\Psi(t)\rangle = \sum c_\nu(t)e^{i\Theta_\nu(t)} |\psi_\nu(t)\rangle \), where \( \Theta_\nu = -\int_0^t E_\nu(t')dt' \). Inserting the expansion of \( |\Psi(t)\rangle \) into the time-dependent Schrödinger equation,

\[
i\partial_t |\psi(t)\rangle = \hat{H} |\psi(t)\rangle,
\]

and multiplying both sides by \( \langle \psi_{\nu'}(t)| \) we obtain

\[
c_\nu(t) \approx \int_{-\infty}^t e^{i\gamma_0(t')}e^{i\Delta\Theta_{\nu'}(t')} \frac{\langle \psi_{\nu'}(t')| \partial_t \hat{H}(t') | \psi_0(t)\rangle}{E_\nu(t') - E_0(t')} dt'.
\]

\[\text{(A5)}\]

a. Evaluation of the expansion coefficient in the low-field limit

In order to evaluate the coefficient, Eq. (A5) we make the approximation that \( \Delta\Theta_{\nu'}(t) \approx \Delta E_{\nu',0} t \), where \( \Delta E_{\nu,0} \) is constant. In this approximation the state \( |\psi_0(t)\rangle \) is going to be approximately the field-free ground state, and consequently the Berry phase is approximately zero [22]. This approximation is expected to work better for low interaction scattering, i.e., low \( \chi_D \), since the effect on the eigenenergies increases with \( \chi_D \). Within this approximation we may then write

\[
c_\nu(t) \approx \frac{D\xi_0}{\Delta E_{\nu,0}} \left( \frac{T}{2} \right)^2 \int_{-\infty}^\infty e^{i\Delta E_{\nu,0} t} \frac{2\mathrm{d}t}{(t^2 + \frac{T^2}{4})^2} \langle \psi_{\nu'} | \cos \theta_0 | \psi_0 \rangle.
\]

\[\text{(A6)}\]

Making use of the Fourier relation between the transform of a function and its derivative

\[
c_\nu(t) \approx iD\xi_0 \left( \frac{T}{2} \right)^2 \int_{-\infty}^\infty e^{i\Delta E_{\nu,0} t} \frac{\mathrm{d}t}{(t + i\frac{T}{2})(t - i\frac{T}{2})} \langle \psi_{\nu'} | \cos \theta_0 | \psi_0 \rangle.
\]

\[\text{(A7)}\]
we obtain an expression that can be solved by Cauchy’s integral formula
\[
c_i(t) \approx \frac{i \pi}{2} D \delta_0 e^{-i \Delta E_i \tau} \langle \psi_i | \cos \theta_a | \psi_0 \rangle. \tag{A8}
\]
In the low field limit we can use the field free states, i.e. \( \iota = 0 \leftrightarrow j = 0 \). In this limit we have \( \Delta E_{i0} = 2B \) and \( \langle \cos \theta_a \rangle = \frac{1}{\sqrt{3}} \). The expansion coefficient is then
\[
c_{i,0}(t) \approx i \frac{\pi}{2} \sqrt{3} \chi D \delta e^{-\kappa}. \tag{A9}
\]
As an improvement to the field-free limit we consider the perturbative limit, in which we let the field-dressed states be described by a superposition of a minimal free-field basis. In this limit the lowest eigenvalues are \( E_{i0} = B \left( 1 \pm \sqrt{1 + \frac{q^2}{3}} \right) \), and consequently \( \Delta E = 2B \sqrt{1 + \frac{q^2}{3}} \). Therefore, letting \( 2B \to 2B \sqrt{1 + \frac{q^2}{3}} \) in Eq. (A9) we have
\[
c_{i,0}(t) \approx i \frac{\pi}{2} \sqrt{3} \chi D \delta e^{-\kappa} \sqrt{1 + \frac{q^2}{3}} \langle \psi_{i=2} | \cos \theta_a | \psi_{i=0} \rangle.
\tag{A10}
\]
We will now proceed to calculate the transition moment.

Consider the Hamiltonian Eq. (14). A minimal basis representation is given by the states \( |0,0\rangle \) and \( |1,0\rangle \), in which we can represent the Hamiltonian as
\[
\hat{H} \to \begin{pmatrix} 0 & V \\ V & 2B \end{pmatrix}. \tag{A11}
\]
Here \( V = -\frac{D \delta}{\sqrt{3}} \). The eigenvectors of the Hamiltonian Eq. (A11) are
\[
\psi_0 = \frac{1}{\sqrt{E_1^2 + V^2}} \begin{pmatrix} E_0 \\ -V \end{pmatrix} \tag{A12a}
\]
and
\[
\psi_1 = \frac{1}{\sqrt{E_0^2 + V^2}} \begin{pmatrix} E_1 \\ -V \end{pmatrix} \tag{A12b}
\]
with the corresponding eigenvalues
\[
E_0 = B - \sqrt{B^2 + V^2} \tag{A13a}
\]
and consequently \( \Delta E = 2\sqrt{B^2 + V^2} = 2B \sqrt{1 + \frac{q^2}{3}} \). Let’s now evaluate some combinations of \( E_0 \) and \( E_1 \) that follow from Eq. (A13). The sum of the eigenenergies is easily evaluated to be \( E_0 + E_1 = 2B \), \( E_0 E_1 = -V^2 \) and \( E_0^2 + E_1^2 = 2 \left( 2B^2 + V^2 \right) \). The representation of the transition operator in the minimal field free basis is
\[
\cos \theta_a = \frac{1}{\sqrt{3}} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \tag{A14}
\]
Now let’s consider the transition moment,
\[
\langle \psi_1 | \cos \theta_a | \psi_0 \rangle = \frac{1}{\sqrt{(E_0^2 + V^2)(E_1^2 + V^2)}} \frac{1}{\sqrt{3}} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} E_0 \\ V \end{pmatrix} \begin{pmatrix} E_1 \\ V \end{pmatrix} = \frac{V}{\sqrt{3} \sqrt{(E_0^2 + V^2)(E_1^2 + V^2)}} = \frac{2BV}{\sqrt{3} \sqrt{V^2 + B^2 + V^2}} = \frac{1}{\sqrt{3} \sqrt{1 + \frac{q^2}{3}}}, \tag{A15}
\]
which is our final result in the low-field limit.

b. High field limit of the polar Hamiltonian

In the extreme of high fields the molecule is forced to align with the external field. The remaining kinetic energy fights the field and the molecule describes so called librating motion, i.e. restrained rotation. The trigonometric functions in the Laplacian and in the interaction term can be approximated by \( \cos \theta \approx 1 - \frac{\theta^2}{2} \) and \( \sin \theta \approx \theta \). The Hamiltonian is now approximately
\[
\hat{H} = -B \left( \frac{1}{\theta} \frac{\partial}{\partial \theta} \left( \theta \frac{\partial}{\partial \theta} \right) + \frac{1}{\theta^2} \frac{\partial^2}{\partial \theta^2} \right) + \frac{1}{2} D \varepsilon \theta^2 - D \varepsilon, \tag{A16}
\]
i.e. the polar angle $\theta$ takes the role of the radial coordinate in 2D-polar coordinates and the azimuthal angle $\phi$ that of the standard polar angle. Assuming a separation of variables $\psi(\theta, \phi) = g(\theta)e^{im\phi}$ the function $g(\theta)$ satisfies

$$g''(\theta) + \frac{1}{\theta} g'(\theta) + \left(\tilde{E} - \frac{1}{\theta^2} m^2 - \frac{1}{2} \chi^2 \theta^2\right)g = 0,$$  \hspace{1cm} (A17)

where $\tilde{E} = \frac{E}{\theta^2} + \chi$. Considering Eq. (A17) for large $\theta$ where terms 2 and 4 are negligible we obtain $g(\theta) \sim \exp\left(-\frac{\theta^2}{2\theta_0^2}\right)$, where

$$\frac{1}{\theta_0} = 2|\chi|D.$$  \hspace{1cm} (A18)

In the opposite limit we can neglect terms 1 and 5 and we get $g(\theta) \sim \theta^{m\mid}$. According to Sturm-Liouville theory the equation (A17) is not in self-adjoint form, but the integrating factor is simply $\theta$. The standard integration interval would be $[0, \infty]$, but we have $\theta \in [0, \pi]$. If, however $\theta_0 \ll \pi$ we may approximately let $\pi \to \infty$. The eigenvalues and eigenfunctions are given by

$$\psi_0(\theta, \phi) = \frac{1}{\sqrt{\pi \theta_0}} \exp\left(-\frac{\theta^2}{2\theta_0^2}\right),$$  \hspace{1cm} (A19a)

$$\psi_0^2(\theta, \phi) = \left(\frac{\theta^2}{\theta_0^2} - 1\right) \exp\left(-\frac{\theta^2}{\pi \theta_0^2}\right).$$  \hspace{1cm} (A19b)

with the corresponding eigenvalues

$$E_{0,0} + D\varepsilon = \sqrt{2BD\varepsilon},$$  \hspace{1cm} (A20a)

$$E_{0,2} + D\varepsilon = 3\sqrt{2BD\varepsilon},$$  \hspace{1cm} (A20b)

thereby defining the harmonic energy scale

$$\omega_H = \sqrt{2BD\varepsilon}.$$  \hspace{1cm} (A21)

In order to evaluate the matrix elements we need to evaluate expressions such as $\cos \theta_0 \approx 1 - \frac{\theta_0^2}{2}$. Notice that

$$\frac{2}{\theta_0^2} \int_0^\infty \theta^2 \theta \exp\left(-\frac{\theta^2}{\theta_0^2}\right) d\theta = n!! \left(\frac{\theta_0^2}{2}\right)^2,$$  \hspace{1cm} (A22)

where $n!! = 2 \cdot 4 \cdot 6 \cdots n$.

$$\left\langle 2, 0 \mid -\frac{\theta^2}{2}, 0, 0 \right\rangle \propto -\frac{2}{\theta_0^2} \int_0^\infty \left(\frac{\theta^2}{\theta_0^2} - 1\right) \theta^3 \exp\left(-\frac{\theta^2}{\theta_0^2}\right) d\theta_a = -\frac{1}{2} \left(\frac{4!!}{\theta_0^2} \left(\frac{\theta_0^2}{2}\right)^2 - 2!! \left(\frac{\theta_0^2}{2}\right)^2\right) = -\frac{1}{2} \theta_0^2,$$  \hspace{1cm} (A23)

In the adiabatic limit the second term of Eq. (A3) tends to zero and we are left with a separable differential equation for $c_{i=0}(t)$, which has the solution ($c_{i=0}(t = 0) = 1$)

$$c_{i=0}(t) = e^{\int_{t_0}^{t} \frac{dt'}{\sqrt{t'^2 + \left(\frac{\tau}{\omega_H}\right)^2}}} \equiv e^{i\gamma_0}.$$  \hspace{1cm} (A24)

From Eqs. (A19a) and (A20a), $\psi_0^0(\theta, \phi) = \frac{1}{\sqrt{\pi \theta_0}} \exp\left(-\frac{\theta^2}{2\theta_0^2}\right)$, with eigenvalue $E_0 = \sqrt{2BD\varepsilon}$, and therefore

$$\gamma_0(t) = \sqrt{2D\varepsilon0B^2} \int_{t_0}^{t} \frac{dt'}{\sqrt{t'^2 + \left(\frac{\tau}{\omega_H}\right)^2}} = \sqrt{2D\varepsilon0B^2} \ln \left(\frac{t + \sqrt{t^2 + \left(\frac{\tau}{\omega_H}\right)^2}}{t_0 + \sqrt{t_0^2 + \left(\frac{\tau}{\omega_H}\right)^2}}\right).$$  \hspace{1cm} (A25)

The dynamical phase, $\Theta_{0,c}$, is

$$\Theta_{0,c}(t) = 2\sqrt{2D\varepsilon0B^2} \int_{t_0}^{t} \frac{dt'}{\sqrt{t'^2 + \left(\frac{\tau}{\omega_H}\right)^2}} = 2\sqrt{2D\varepsilon0B^2} \ln \left(\frac{t + \sqrt{t^2 + \left(\frac{\tau}{\omega_H}\right)^2}}{t_0 + \sqrt{t_0^2 + \left(\frac{\tau}{\omega_H}\right)^2}}\right).$$  \hspace{1cm} (A26)

Combining Eqs. (A25) and (A26), we obtain the total phase

$$\gamma_0(t) + \Theta_{0,c}(t) = 3\omega_H \frac{\tau}{2} \ln \left(\frac{t + \sqrt{t^2 + \left(\frac{\tau}{\omega_H}\right)^2}}{t_0 + \sqrt{t_0^2 + \left(\frac{\tau}{\omega_H}\right)^2}}\right),$$  \hspace{1cm} (A27)

where we have used Eq. (A21) for the harmonic zero point energy.

The non-phase part of the derivative is
\[
\left\langle t' \right| \frac{\partial \mathbf{H}(t)}{\partial t} \bigg| \Delta E_{i',0}(t) \right\rangle = -D \frac{dE_i(t)}{dt} \left\langle t' \right| \cos \theta_a(t) \left| 0 \right\rangle = -2D \frac{d}{dt} \left( \frac{\tau}{2} \right)^2 \frac{t}{\left( t^2 + \left( \frac{\tau}{2} \right)^2 \right)^{3/2}} \theta_0^2 2 \sqrt{2D \varepsilon_0 B}.
\]

where in the last line we have used \( \theta_0^2 = \sqrt{\frac{2}{\pi} \sqrt{\frac{\tau^2 + \left( \frac{\tau}{2} \right)^2}}}. \)

It is remarkable that this expression becomes independent on the dipole moment, rotational constant and field strength. Notice also, that our expression, the angle increases without bound as the field diminishes. Combining Eqs. (A23), (A27) and (A28) we obtain for the expansion coefficient in the high field limit

\[
e_2^0(t) = -\frac{1}{2} \int_{t_0}^{t'} \frac{t}{t^2 + \left( \frac{\tau}{2} \right)^2} \exp \left( i\omega_H \frac{\tau}{2} \ln \left( \frac{t^2 + \left( \frac{\tau}{2} \right)^2}{t_0^2 + \left( \frac{\tau}{2} \right)^2} \right) \right) dt'.
\]

### 3. Basis set comparison

We compare our analytical 2-level approximation of the expansion coefficient (29) (and therefore the population excitation) to numerical calculations where the eigenstates and eigenvalues are obtained from numerical diagonalization of the Hamiltonian (14). Looking at the energy differences as a function of scattering energy for different sizes of the field-free states used to form the field-dressed states we see that two field-free states \( (N = 2) \) are not sufficient to reproduce the converged energy difference, \( N = 5, \) see Fig. 12. We see that the energy difference is overestimated by \( N = 2. \) We notice that already at \( N = 3 \) can the energy difference be approximately achieved.

### 4. Evaluation of \( f(\kappa) \)

We wish to evaluate the integral

\[
f(\kappa) = \int_{-\pi/2}^{\pi/2} \cos u e^{i3\kappa \tan u} du. \quad (A30)
\]

First notice that

\[
f(0) = \int_{-\pi/2}^{\pi/2} \cos u du = 2. \quad (A31)
\]

We continue by considering the derivative of \( f(\kappa) \) with respect to \( \kappa \) and make use of Leibniz’ rule for differenti-ating under the integral

\[
f'(\kappa) = 3i \int_{-\pi/2}^{\pi/2} \cos u \tan u e^{i3\kappa \tan u} du = 3i \int_{-\pi/2}^{\pi/2} \sin u e^{i3\kappa \tan u} du. \quad (A32)
\]

Next we integrate by parts and since \( \cos u e^{i3\kappa \tan u} \bigg|_{-\pi/2}^{\pi/2} = 0 \) we get

\[
f'(\kappa) = -9\kappa \int_{-\pi/2}^{\pi/2} \cos u (1 + \tan^2 u) e^{i3\kappa \tan u} du = -9\kappa f(\kappa) - \kappa \frac{d^2 f(\kappa)}{d\kappa^2} \quad (A33)
\]

where in the second line we have twice made use of \( \frac{d}{d\kappa} e^{i3\kappa \tan u} = \tan u e^{i3\kappa \tan u}. \) So, \( f(\kappa) \) satisfies the differential equation

\[
f''(\kappa) - \frac{1}{\kappa} f'(\kappa) - 9 \kappa f(\kappa) = 0. \quad (A34)
\]

Notice that for large \( \kappa \) the middle term is suppressed by the \( 1/\kappa \) dependence, and hence in this limit

\[
f''(\kappa) - 9 f(\kappa) = 0 \quad (A35)
\]

with the solutions \( f(\kappa) = Ae^{3\kappa} + Be^{-3\kappa}. \) Since \( \kappa \geq 0 \) and we are looking for square integrable functions that are finite for \( \kappa \to \infty \) we must require \( A = 0. \) Our ansatz is therefore to look for \( f(\kappa) = B g(\kappa) e^{-3\kappa}, \) where \( g(\kappa) \) is to be found. Using our ansatz in Eq. (A34) we arrive at the differential equation for \( g(\kappa) \)

\[
k^2 g''(\kappa) - (1 + 6\kappa) g'(\kappa) + 3g(\kappa) = 0. \quad (A36)
\]
We make the further ansatz for \( g(\kappa) \)

\[
\begin{align*}
g(\kappa) &= \sqrt{1 + 6\kappa} \\
g'(\kappa) &= \frac{3}{2\sqrt{1 + 6\kappa}} \\
g''(\kappa) &= -\frac{9}{4\sqrt{1 + 6\kappa}} \end{align*}
\]

(A37)

from which

\[
3g(\kappa) - (1 + 6\kappa)g'(\kappa) = 0 \quad \text{(A38)}
\]

follows. We have therefore approximately solved the integral as long as the second derivative term \(-\frac{9\kappa}{\sqrt{1 + 6\kappa}}\) is negligible, which becomes exact when \(\kappa \to 0, \infty\). With this functional form and Eq. (A31) we obtain \( B = 2 \), with the final result

\[
f(\kappa) \approx 2\sqrt{1 + 6\kappa}e^{-3\kappa}. \quad \text{(A39)}
\]

The analytical expression, Eq. (A39) and the exact form, Eq. (A30) are plotted in Fig. 13.

5. Molecular model

For completeness, we present the Hamiltonian for apolar molecular ions, Eq. (15) in the main text, with \( \hat{\theta}_a \) substituted by \( \beta, \hat{\theta} \) and \( \hat{\phi} \). It reads

\[
\hat{H}_{ap} = B\hat{J}^2 - \frac{\varepsilon_Z^2(t)}{4} \left[ \Delta \alpha \left( \cos^2 \beta \cos^2 \hat{\theta} + 2 \cos \beta \sin \beta \cos \hat{\theta} \sin \hat{\phi} \cos \hat{\phi} + \sin^2 \beta \sin^2 \hat{\theta} \cos^2 \hat{\phi} \right) + \alpha_\perp \right] \\
+ \frac{QZ \varepsilon_{\theta/2}(t)}{4} \left[ 3 \left( \cos^2 \beta \cos^2 \hat{\theta} + 2 \cos \beta \sin \beta \cos \hat{\theta} \sin \hat{\phi} \cos \hat{\phi} + \sin^2 \beta \sin^2 \hat{\theta} \cos^2 \hat{\phi} \right) + 1 \right]. \quad \text{(A40)}
\]

6. Estimating \( \kappa \) in the low-\( \chi_D \) limit

We can use our model to predict at which value of the impact parameter, \( b \), maximum excitation occurs. As a first step we take the derivative with respect to \( \chi_D \) and setting it to zero. Since the maximum occurs at the same values of \( \chi_D \) for \(|c|^2\) as for \( c \) itself we will consider the
Setting the partial derivative to zero we get

\[ \chi_D^2 \kappa \sqrt{1 + \frac{\chi_D^2}{3}} = 3. \]  

(A42)

As an estimate we can set the expression in the square root equal to one, from which we get the approximate relation

\[ \chi_D^* \approx \sqrt{\frac{3}{\kappa}} \]  

(A43)

at maximum population transfer. This expression allows us to estimate the value of \( \chi_D \) at maximum population transfer, which can serve as an estimate if population transfer can be expected at the given scattering energy. Furthermore, we can use Eqs. (2), (1), (16) and (A43) to estimate the value of \( b \) at which maximum population transfer occurs as a function of scattering energy for a given scattering pair, i.e. solve for \( b \) at \( \chi_D = \chi_D^* \).

The result is

\[ b \approx \left( \frac{D}{B} \kappa \sqrt{\frac{\kappa}{3}} \right)^2 - \left( \frac{1}{2E} \right)^2. \]  

(A44)

It is of relevance to estimate when the adiabatic picture is applicable. Typically that is when the rotational time is short compared to the duration of the field, i.e. when \( \kappa > 1 \) (or even \( \gg 1 \)). This estimate can only be reliable when the internal rotational structure is not significantly altered by the field so as to leave \( T_{rot} \propto B^{-1} \). This is the case for HD\(^+\), as can be seen from Fig. 9. For HD\(^+\) we therefore expect the adiabatic picture to be relevant only for \( \kappa > 1 \). It is seen from Fig. 14 that \( \kappa = 1 \) at around \( E \approx 1.5 \) eV for HD\(^+\) and decreasing with energy. We therefore estimate that the adiabatic picture is only relevant for scattering energies below 1.5 eV. In the figure we see that the adiabatic picture should lose its relevance at even smaller scattering energies for MgH\(^+\), in contrast to what we see from numerical calculations. However, unlike HD\(^+\) the internal rotational states are significantly affected by the external field due to the coolant, and the simple estimate based on \( \kappa > 1 \) for adiabaticity cannot be convincingly applied.
We do not expect the situation for diatomic molecular ions prepared in rotationally excited states to be very different than the cases considered here. Changes in the magnetic sub-state populations can, however, occur depending on the orientation of the Coulomb-field, in analogy with previously discussed trap rf field induced transitions [16, 17].
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