Multi-Decadal Changes in Mangrove Extent, Age and Species in the Red River Estuaries of Viet Nam
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Abstract: This research investigated the performance of four different machine learning supervised image classifiers: artificial neural network (ANN), decision tree (DT), random forest (RF), and support vector machine (SVM) using SPOT-7 and Sentinel-1 images to classify mangrove age and species in 2019 in a Red River estuary, typical of others found in northern Viet Nam. The four classifiers were chosen because they are considered to have high accuracy, however, their use in mangrove age and species classifications has thus far been limited. A time-series of Landsat images from 1975 to 2019 was used to map mangrove extent changes using the unsupervised classification method of iterative self-organizing data analysis technique (ISODATA) and a comparison with accuracy of K-means classification, which found that mangrove extent has increased, despite a fall in the 1980s, indicating the success of mangrove plantation and forest protection efforts by local people in the study area. To evaluate the supervised image classifiers, 183 in situ training plots were assessed, 70% of them were used to train the supervised algorithms, with 30% of them employed to validate the results. In order to improve mangrove species separations, Gram–Schmidt and principal component analysis image fusion techniques were applied to generate better quality images. All supervised and unsupervised (2019) results of mangrove age, species, and extent were mapped and accuracy was evaluated. Confusion matrices were calculated showing that the classified layers agreed with the ground-truth data where most producer and user accuracies were greater than 80%. The overall accuracy and Kappa coefficients (around 0.9) indicated that the image classifications were very good. The test showed that SVM was the most accurate, followed by DT, ANN, and RF in this case study. The changes in mangrove extent identified in this study and the methods tested for using remotely sensed data will be valuable to monitoring and evaluation assessments of mangrove plantation projects.
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1. Introductions

Mangrove forests are one of the most biologically diverse ecosystems on Earth and deliver numerous provisioning, regulating, cultural, and supporting services that benefit the coastal and inland communities’ livelihoods as well as the global atmospheric commons [1,2]. The Vietnamese government, aware of these benefits, has developed strategies for mangrove development in the Red River Delta (RRD), in order to reduce global climate change impacts and secure the livelihoods of coastal communities in the five coastal provinces in the north of the country [3]. One of the key strategies is forest plantation and restoration, involving both domestic and foreign donors (such as Denmark and Japan). Although some mangrove areas have been converted for use in aquaculture, rice, and salt farms, there has been an expansion of the mangrove forest in recent decades in some Red River estuarine areas, for example, mangrove extent increased by 538.5-ha in Thuy Truong commune between 2001 and 2016 [4]. However, there is a need for information regarding forest dynamics in terms of area cover as well as accurate methods for mapping the extent and composition of these forests with contemporary remote sensing data and methods. Compositional factors are linked to a number of variables such as size class distribution and canopy complexity, that when used in combination with others can be indicative of mangrove health or condition [5]. Therefore, understanding them can provide useful insights to support future forest management decision making.

In recent years, supervised image classification algorithms have been reported to be more accurate than unsupervised approaches [6], as the supervised outputs are trained with in situ data. Without ground-truth data, the supervised classifiers should not be applied because a minimum training dataset is required consistently [7]. However, training datasets are not always available, particularly when historic image analysis is undertaken [8]. In this paper, we applied qualified unsupervised classifiers, the iterative self-organizing data analysis technique (ISODATA) and the K-means classification, to analyze a long time series of Landsat-X data for an assessment of changes in mangrove extent. In addition, field-surveyed data were obtained to test four different learning machine image classifiers: artificial neural network (ANN), decision tree (DT), random forest (RF), and support vector machine (SVM) in order to classify mangrove age and species at a point in time of May 2019.

In the present era of digital image processing, the image fusion of multisource remote sensing data is of increasing interest and is becoming a well-established research field in the context of increasing (optical and synthetic aperture radar (SAR)) data availability [9,10]. Image fusion techniques are applied to sharpen a low resolution multispectral image using a higher resolution panchromatic layer to generate enhanced input data, resulting in new, better quality data (spectral and spatial resolution) compared to the originals [11,12]. However, sometimes it is difficult to preserve the original image spectrum. In addition, spectral distortion due to image fusion effects is a source of new information that can be used for other applications such as change detection [13]. Recently, the number of studies integrating SAR and optical images has increased as users take advantage of both of these data. Several methods of image fusion have been developed, hence the decision about which technique is the most suitable is driven by the study goals [14] and expected accuracy requirement. Here, we selected Gram–Schmidt (GS), and principal component analysis (PCA), a method which reduces the dimensionality of the information present in the original multi-band dataset, as they have been reported to be the most accurate methods [15] when fusing SPOT-7 and Sentinel-1 images, with the expectation of achieving improved mangrove species classification [16].

Remote sensing has undoubtedly been an effective tool to evaluate mangrove forests from many perspectives [17] including estimating above ground biomass [18–21], assessing mangrove health [22–24], chlorophyll [25,26], and to map changes in mangrove extent [27,28] at global [29], continental and regional [30,31], and national and smaller scales [32,33]. Most studies use remote sensing to explore the severity and consequences of mangrove loss and associated degradation. In this study, we applied three sources of remote sensing data to better understand elements of mangrove condition related to growth as well as to test the performance of different classification approaches.
2. Materials and Methods

2.1. Study Site

Mangroves and coastal wetland areas are described in [34]. Vietnam has 30 coastal provinces and cities associated with mangroves divided into four main zones: (i) Northeastern coast (Ngoc Cape to Do Son); (ii) Northern Delta (Do Son to Lach Truong River); (iii) Central coast (Lach Truong to Vung Tau); and (iv) Southern Delta (Vung Tau to Ha Tien) [4]. Our study is located in Thuy Truong commune, which is located in the Northern Delta (zone 2) at the mouth of the Thai Binh River (Figure 1A). The climate of the region is influenced by the South-East Asian tropical monsoon with four distinct seasons: spring from February to May, summer from June to August, autumn from September to November, and winter from December to January. The mean annual temperature is 23 °C and maximum and minimum monthly average temperatures are around 28 °C in July and 16 °C in January, respectively [35]. The area of Thuy Truong commune is 9.3 km² and home to 10,000 people. The main livelihoods are based on agriculture (rice cultivation and cash crops), aquaculture, and harvesting clams, fishes, and crabs in the nearby mangrove forests [36]. The mangrove forest has been expanded as a result of plantation efforts supported by the Danish and Japanese Red Cross programs that ended in 2006 [37]. Hence, although Vietnam’s total mangrove area has declined to 62% of the original [38], in Thuy Truong, the mangrove forest has been subject to large fluctuations in extent and quality [39].

![Figure 1. Location of Thuy Truong commune (central coordinates of 106°38′00E and 20°36′00N) and in situ ground-truth investigation of mangrove locations. Plots for different types (yellow diamonds) and ages (blue diamonds) were positioned with confirmation of the local people. A GPS (Garmin Montana 680) with an integrated 5 M camera was used to locate and photograph each mangrove type and age. The SPOT-7 panchromatic band with the digital number ranged from 0 to 3946 was used for the base map.](image-url)
2.2. Data Collection

2.2.1. Ground-Truth Data Collection

Field investigations from 22 to 25 November 2018 were undertaken to obtain ground-truth information including 78 polygons for training mangrove species (23 polygons for accuracy assessment) and 105 polygons for training mangrove age (32 polygons for accuracy assessment). The number of samples for each class is summarized in Table 1. It was noted that later image classifications focused on the mangrove forest, however, we also needed to train other land use and land cover (LULC) layers that help to discriminate mangroves and improve the accuracy of classification algorithms. We interviewed a commune cadastral official for the mangrove plantation projects and conducted field work with five local citizens to gather mangrove age and species information and mark them on a printed map. Mangroves have been present in the study site for about 45 years, since 1975, however trees older than 10 years are all similar in terms of height, stems and color. Hence, we divided mangrove age into three categories: older than 10 years, around five years, and under three years old. Despite the original plantation projects spanning a larger area, most of the planted mangrove had been destroyed by waves, erosion, or eaten by crabs and clams.

Table 1. In situ data for supervised remote sensing image classifications and accuracy evaluation. Examples of three existing mangrove species with scientific names, local names are marked in bold for illustration.

| Training for Mangrove Type | Number of Polygons | Average Area (ha) | Sum Area (ha) | Training for Mangrove Age | Number of Polygons | Average Area (ha) | Sum Area (ha) |
|---------------------------|--------------------|-------------------|--------------|---------------------------|--------------------|-------------------|--------------|
| Agriculture               | 8                  | 1.6               | 12.4         | Agriculture               | 10                 | 1.9               | 18.8         |
| Aquaculture               | 6                  | 1.7               | 10.1         | Aquaculture               | 12                 | 2.2               | 26.3         |
| Seawater                  | 4                  | 21.5              | 86.1         | Seawater                  | 5                  | 2.5               | 12.4         |
| Bare land                 | 6                  | 0.4               | 2.3          | Bare land                 | 14                 | 0.2               | 3.2          |
| Residence                 | 6                  | 0.9               | 5.1          | Residence                 | 6                  | 1.1               | 6.5          |
| River                     | 7                  | 3.9               | 27.4         | River                     | 8                  | 1.8               | 14.4         |
| Road                      | 7                  | 0.1               | 0.6          | Road                      | 13                 | 0.4               | 5.0          |
| Sonneratia caseolaris (ban) | 9                 | 2.1               | 18.9         | >10 year mangrove          | 16                 | 1.9               | 30.4         |
| Aegiceras corniculatum (Su) | 9                 | 1.3               | 11.3         | 5 year mangrove           | 10                 | 1.2               | 11.7         |
| Kandelia obovata (Vet)    | 16                 | 0.5               | 7.4          | <3 year mangrove           | 11                 | 1.2               | 13.1         |
| Sum                       | 78 (23)            | 181.6             | 105 (32)     |                           | 141.6              |                   |              |

2.2.2. Remote Sensing Data

Landsat-2,5 and 8, SPOT-7, and Sentinel-1 datasets were used for this research, first, to compare extracted mangrove results, and second, to fuse the optical multi-spectral and panchromatic bands with SAR backscatter bands in the Sentinel-1 data. The basic information of acquisition time, processing level, band number, and spatial resolution of the collected scenes is summarized in Table 2. The Landsat data were acquired for each 5-year period from 1975 to 2019, and with the exception of Landsat-2 data for which there were limited options, and acquisition times for the Landsat scenes were selected to minimize cloud cover (October and November). To minimize seasonal effects, the acquisition date of Landsat-8 data was chosen to be as close as possible to the acquisition date of the SPOT-7 and the Sentinel-1 images to facilitate later comparisons. The high-resolution optical remote sensing scene of SPOT-7 consisted of four multispectral bands (0-3) and one panchromatic band with 1.6 m spatial resolution. The SAR image of Sentinel-1 was processed at the ground-range detected level (10 m resolution), was pass ascending, and acquired in two polarizations (VH and VV). Sentinel-1 data were obtained from the Copernicus Open Access Hub website of European Space Agency (ESA), Landsat scenes from the United States Geological Survey (USGS), and SPOT-7 data from the Airbus group.
Table 2. Summary of remote sensing data used (X refers to the Landsat mission of 2, 5, and 8; L1TP is data processing level 1 with precision terrain corrected; BQA stands for band quality; MSS is Multispectral Scanner Sensor; TM stands form; OLI is Operational Land Imager; Mul and Pan are short for multispectral and panchromatic bands, respectively; GPL is geometric processing level; RPL is radiometric processing level; and GRD is ground-range detected. V and H are vertical and horizontal, respectively, and coupled letters of VH and VV indicate SAR cross-polarizations).

| Data     | Time of Acquisition | Level | Band and Polarization | Resolution |
|----------|---------------------|-------|-----------------------|------------|
| Landsat (X) | 1975/04/20 (2MSS), 1988/11/04 (5TM), 1993/11/02 (5TM), 2008/11/11 (5TM), 2013/10/08 (8OLI), 2018/10/06 (8OLI) | (2) L1TP, (5) L1TP, (5) L1TP, (5) L1TP, (8) L1TP, (8) L1TP, | (2) 4–6, (5) 1–7, BQA, (5) 1–7, BQA, (5) 1–7, BQA, (8) 1–11, BQA, (8) 1–11, BQA, | (2) 60 m (5) 30 m (5) 30 m (5) 30 m (5) 30 m (5) 30 m (5) 30 m (5) 30 m (5) 30 m |
|          | 1998/10/15 (5TM), 2003/10/10 (5TM), 2019/05/18 (8OLI) | (5) L1TP | (5) 1–7, BQA, | (8) 30 m, Pan (B8)15 m |
|          | 2013/10/08 (8OLI), 2018/10/06 (8OLI) | (5) L1TP, (8) L1TP, (8) L1TP, | (8) 30 m, Pan (B8)15 m |
| SPOT-7   | 2019/05/17 | GPL: Sensor RPL: Basic | Band 0–3 (Mul) Pan | Mul 6 m Pan 1.5 m |
| Sentinel-1 | 2019/05/16 (ascending) | L1 GRD product | VH and VV | 10 m |

2.3. Methodology

Figure 2 sets out our working flow chart, which comprises three main parts: (1) The processes for the Landsat-X mangrove extent unsupervised classification; (2) the procedures to process the SPOT-7 image to classify mangrove age and fusion with the Sentinel-1 images; and (3) the processing chain including image pre-processing, speckle filtering, fusing of the VH and VV layers with the SPOT-7 image, and supervised classification of mangrove types. Minor steps such as clipping the region of interest, post-classification to convert the classified image to vector, confusion matrix (contingency matrix) calculation, band math, band conversion, etc. are not included in order to simplify the figure. Basic tasks in remote sensing image processing, like atmospheric correction [40,41], image resampling (done only for Landsat-2), SAR image pre-processing (radiometric calibration, terrain correction, and data conversion/select band to export single layer) and speckle filtering are well documented [42,43], hence they are not described in detail here. The core tasks of classifying mangrove extent, age, and species, and image fusion are explained in the following sub-sections.

Figure 2. Flowchart of methodology used for mapping mangrove extent, age, and species. X refers to the mission number of the used Landsat images; ANN, DT, RF, SVM stand for artificial neural network, decision tree, random forest, and support vector machine, respectively; Mul and Pan are
short forms of multispectral and panchromatic bands, respectively; GS and PCA indicate Gram–Schmidt and principal component analysis image fusion methods; V and H are vertical and horizontal, respectively, and coupled letters of VH and VV indicate Synthetic Aperture Radar (SAR) cross-polarizations.

2.3.1. Mangrove Age Classification

Mangrove age and growth estimations are typically quantified by means of in situ dendrometer techniques [44] and internodes [45]. However, few studies have attempted to define classifiers dealing with mangrove age estimations from remotely sensed data. We elected to use artificial neural network (ANN), decision tree (DT), random forest (RF), and support vector machine (SVM) methods from among the many available for the mangrove age estimation because (1) they are robust image supervised classification methods; (2) the advancements in machine learning (ML) approaches to model complex class signatures and accept a variety of training data [46]; and (3) because they are routinely found to have higher accuracies than the maximum likelihood method [47]. Selection of these four methods allowed us to compare results and identify the best performing method using the SPOT-7 image and the same training dataset from the field survey (Section 2.2.1).

ANN classification has been used in a wide range of applications in remote sensing. The theory and algorithm are explained in detail by Schalkoff (1992), Foody (1996), and Dreiseitl and Stephan (2020) [48–50]. Generally, ANN classification is achieved with a fundamental layered, feedforward network architecture (Figure 3) comprising a set of processing units organized in layers. Layers are connected by a weighted channel to every unit [50]. The training data are used to compute the difference (error) between the desired and actual network output; then the error is fed backward to the input layer through the network, with the weights linking the units altered in proportion to the error. The process is repeated until the error rate reaches an acceptable value of above 60% agreement between the classified and ground-truth data. Although the ANN algorithm has some advantages, in remotely sensed data classification this method has limitations when dealing with highly heterogeneous land cover types (mixed pixels) and the network can become static when the number of neurons exceeds ten [7]. In this classification, some primary parameters describing the number of neurons, maximum number of iterations, and error change are adjusted to values of 3, 300, and 0.1, respectively. The selected training method was back propagation with a weight gradient term of 0.1 and moment term of 0.5.

Figure 3. Classification of remote sensing data by an artificial neural network (adapted from Foody 1996) where $W_{ij}$ is the weight that connects the $j$th unit with its $i$th incoming connection; $O_i$ and $O_j$ are the value of the $i$th incoming connection and $j$th output connection; and $\lambda$ is a gain parameter, which is often set to 1.
While the conventional statistical and neural/connectionist classifiers create a single membership for each pixel at the same time, the decision tree (DT) classifier solves the problem of label assignment using a multi-stage or sequential approach [51]. The labeling process is a chain of simple decisions based on sequential test results rather than a complex decision. In terms of DT construction, there is a univariate DT, splitting features orthogonally to the axis, testing a single feature at a time while the multivariate DT splitting rule at internal nodes can differ depending on the complexity of the data and classification problem, using one or more features simultaneously. The multivariate DT is considered able to generate more accurate results than the univariate DT [52]. Two high-driven parameters of maximum tree depth and regression accuracy were set at values of 7 and 0.01.

The random forest (RF) classifier is a nonparametric and ensemble technique proposed by Breiman (2001: 5) [53], which is a “combination of tree predictors such that each tree depends on the values of a random vector sampled independently and with the same distribution for all trees in the forest”. Random forests contain many decision trees, with each tree built from a random subset of training data with a random subset of predictor variables. Since the RF algorithm consists of a parametric model for prediction, it is different from traditional statistical methods [54]. Feature/feature combinations are selected using bagging, a method used to generate a training dataset by randomly drawing on replacement N examples, where N is the size of the original training set [55]. The RF approach is recommended as it has the advantage of using fully grown trees that are not pruned compared to other decision tree methods [56]. The parameters set for this method were a maximum tree depth of 10, regression accuracy of 0.01, and truncate pruned tree (yes).

Support vector machine (SVM) [57,58] is a supervised non-parametric statistical learning technique that provides good classification results from complex and noisy data [59,60]. The statistical learning theory is derived in the SVM classification system that separates the classes with a decision surface maximizing the margin between the classes. The surface is called the “optimal hyperplane” and the data points nearest the hyperplane are called “support vectors” [60]. Dealing with a large high resolution image, the SVM classifier is time-consuming to process, hence it provides a hierarchical, reduced-resolution classification process, which enables the performance to be shortened without significantly degrading the outcomes. In this study, we selected radial basic function for the Kernel type and set Gamma in a Kernel function of 0.25 and penalty parameter of 100.

2.3.2. Image Fusion

We selected Gram-Schmidt (GS) [61] and principal component analysis (PCA) [62] among many other available image fusion methods to generate higher quality (spectral and spatial resolution) MS images. These two methods presented better results compared to the modified intensity-hue-saturation (IHS) and Brovey transformation (BT) methods in a study by Quang et al. (2019) [15]. In the GS fusion technique, suitable weights assigned to the high-resolution panchromatic (PAN) layers are simulated from lower spatial multispectral bands [61,63]. Inverse GS image sharpening is then used to form the pan-sharpened spectral bands [64].

PCA is a statistical technique that identifies the key variability among variables within a dataset, reducing it to fewer dimensions or “components” of related variables that are uncorrelated with each other [14]. In this study, we fused a SPOT-7 multispectral band, a panchromatic band and a Sentinel-1 VH or VV layer once for each image fusion method to generate fused images prior to mangrove type classification.

2.3.3. Mangrove Species Categorization

Mangrove species mapping is a common application of hyperspectral remote sensing data [65,66]. Other useful information for mangrove species parcellation that can be derived from SAR RS data includes general structural information in relation to mangrove zonation [67]. Hyperspectral remote sensing data tend to provide finer-detailed information (reflectance and finer spatial resolution). An analysis of SAR backscatters on different mangrove species can help to separate
mangrove species as well as provide a better understanding of the effects of different polarizations on the radar scattering for the target geographical features [68]. Hence, we employed the fused SPOT-7 with Sentinel-1 images to classify the mangrove species, applying the SVM classifier as its presentation is most accurate for mangrove age estimations. Additionally, the SPOT-7 image and the S1 VH were used separately for classifying mangrove types for comparisons with the fused images also applying the SVM classifier.

2.3.4. Mangrove Extent Classification

When it is difficult to obtain a sufficiently comprehensive set of training sites to apply a supervised classification approach, unsupervised classifications could be suitable options [28] to deliver acceptable outputs. We applied the iterative self-organizing data analysis technique (ISODATA) unsupervised classifier for nine Landsat-X datasets from 1975 to 2019 since it generated more reliable results (81.7%) than the K-means method (77.3%) in an examination by El-Rahman (2016) [69]. As typical land use and land cover (LULC) in the study site are agriculture (rice), aquaculture, residence, water bodies, and mangrove forest, we defined 10 to classify and five for maximum iterations, while other parameters were set to default. The result of ISODATA unsupervised classification of the Landsat-8 (2019) was examined for accuracy using the ground-truth data and compared with results from the SPOT-7. The results of all Landsat image classifications were used for mapping mangrove extent changes. The post-classification processes after ISODATA classification were done for all the years, an accuracy assessment for year 2019, and converting classified layers to vector files to enable the subsequent calculation of statistics.

2.3.5. Evaluation

Thirty percent of the ground-truth data was used to evaluate the classification result in terms of mangrove extent, age, and species classifications. We used descriptive and analytical statistical techniques, in which accuracies of individual categories were computed by calculating confusion matrices, user and producer accuracies, and multivariate technique of Kappa statistics for each classification [70,71]. As we conducted the field survey for only 2019, the unsupervised mangrove extents using Landsat-X was evaluated for this year. This means that we cannot assume the same accuracy for other unsupervised classifications, particularly as there is likely to be more errors in years where the spatial resolution of the RS datasets degrades (e.g., 1975, etc.). The supervised classifications were implemented separately; however, we used the same ground-truth data for each image classifier in order to compare results between them. The results of all evaluations are summarized and presented in Section 3.5.

2.3.6. Mangrove Mapping

In the post-classification process, the results of mangrove age, type, and extent were exported to vector files, allowing us to map and easily undertake statistical analyses such as zonal statistics and summary statistics in the QGIS version 3.12.0 environment. Specific layers of interest relating to mangrove age, type, and extent, etc. could be highlighted and other classes faded into the background to aid map reading and orientation. This mapping approach is consistently used in this study.

3. Results

3.1. Mangrove Age Classifications

The results showed both similarities and differences in estimated mangrove extent and age between the four methods when using the same input image and training dataset (Figure 4). Although the older mangrove extent presented similarly in DT, ANN, and SVM, large areas were classified into the five-year old mangrove category in the RF output. Various differences were shown in the youngest mangroves. RF estimated the fewest young mangroves (4.4% of total mangrove area), followed by ANN (25.8%), and SVM (29.9%), with the largest area (35.9%) in the DT map and greatest
uncertainty in this class. Younger mangroves were found to be distributed further, about 2.5 km, from the coastline on the maps. This is reasonable since we know that mangroves were planted in the newer areas of sediment deposition. However, the times of mangrove planting have not been regular because it depends on the availability of funding from donor projects.

![Figure 4](image)

**Figure 4.** Maps of classifications using the multispectral data of SPOT-7 acquired on 17 May 2019 for mangroves of ages older than 10 years, around five years, and younger than three years, mapped for the four classifiers of decision tree (A), artificial neural network (B), random forest (C), and support vector machine (D). The background is the SPOT-7 true-color composition image and the red polygon shows the border of the Thuy Truong commune.

### 3.2. Image Fusion

Figure 5 shows the Gram–Schmidt (GS) and principal component analysis (PCA) image fusion results by color compositing of the fused bands compared with the original Sentinel-1 data. In general, there were few differences between Sentinel-1 VH and VV results using GS or PCA. In contrast, the effects of image fusion methods seemed to be greater on the color composite images. The GS enhanced the colors of the residential areas (yellow) and the mangrove (red) (C and D) more clearly than the PCA (E and F). However, these differences were in the color composites and might not affect the later mangrove classification results. The spatial resolution of the fused images (all polarization, GS, and PCA) was improved from the 10 m resolution of Sentinel-1, and 6 m resolution of the multispectral SPOT-7 to 1.5 m, as can be seen in the zoomed-in pink polygons (C and E clearly distinguish between aquaculture and mangrove, D and F distinguish between river and mangrove) compared to the same areas using original Sentinel-1 data (A and B). Another advantage of the band sharpening is the capacity to minimize cloud effects in optical images. However, in this study, we collected a cloud-free SPOT-7 scene.
3.3. Mangrove Species Maps

Three main mangrove species were classified using the fused images and SVM classifier: the *Sonneratia caseolaris* locally called “Ban”, the *Aegiceras corniculatum*, local name “Su”, and *Kandelia obovata*, local name “Vet” (Figure 6). Su was present in the forest core, close to the river channel in the middle of all maps, and accounted for around 50 percent of the total mangrove area. Nonetheless, there was some mixture of Su with Ban in the core forest in the VV_GS and VV_PCA maps. Vet (26% of total mangroves) was distributed more in the southwest of the study site and it was categorized similarly in all maps. The main differences between using VH and VV S1 polarizations was the young Ban mangrove in the east of the map (C and D) was incorrectly classified as Vet in the VH_GS and VH_PCA maps according to the ground-truth investigation. In general, the use of different image...
fusion methods affected the mangrove species classifications less than the use of different SAR polarizations. A comparison of map A with C, and B with D, and the VV polarization fused with the SPOT-7 bands indicated a good performance for mangrove type categorization. The VH might nevertheless be more suitable for mangrove forests where the mixture of species is low. The classification of the original SPOT-7 (E) showed large areas of Vet (4.06%) were mis-classified to Su (75.83%). While percentage of Ban areas (20.11%) seemed to be similar to those of other images, the distribution was incorrect for the outer forest edge. The use of the Sentinel-1 VH layer generated mangrove species (F), and their distribution was considered accurate and agreed well with fused-image based classifications. However, the resulting resolution (10 m) was much lower than the fused images (1.5 m) and that was why the small areas of Vet and Ban were combined into the Su mangrove type.

Figure 6. Maps of classified mangrove species; GS and PCA indicate Gram–Schmidt and principal component analysis image fusion methods; V and H are vertical and horizontal, respectively and coupled letters of VH and VV indicate SAR cross-polarizations. VH_GS, VH_PCA, VV_GS, and
VV_PCA are combinations of fused images of SPOT-7 acquired on 17 May 2019 and Sentinel-1 polarization data (VH or VV) and the image fusion methods (GS or PCA).

3.4. Mangrove Extent Changes

Extracting mangrove extents over a long period of time (1975–2019) showed the expansion, approximately 80 m/year, of the mangrove forest to about 3.5 km seaward in Thuy Truong commune and surroundings (Figure 7). The mangrove expansion of the results of the ISODATA classifications was slower between 1975 and 1993, and slightly decreased in 1993 compared to 1988. Nonetheless, the forest has been rapidly and continuously increasing in extent for 31 years from 1998 to 2019. Based on the in situ investigation data, the mangrove forest was mostly planted when the accumulated sediment from the river was high and the base well-founded. There is a small area of mangrove fragmentation due to aquaculture ponds and the mangrove there was degraded until 2019, by which time it had mostly disappeared (see the red rectangle in years 1993 and 2019). We also tested classifying the mangrove extents using the K-means classifier. However, no significant differences between the two methods were found. Hence, we only present the ISODATA results.

![Figure 7](https://example.com/fig7.png)

**Figure 7.** Changes in mangrove extent from 1975 to 2019 classified from a time series of Landsat images missions 2 to 8 (described in the Table 2) using the iterative self-organizing data analysis technique (ISODATA) classification, an unsupervised image classification approach (detailed in Section 2.3.1). The red rectangle denotes the same area of intensive aquaculture in 1993 and 2019.

Changes in mangrove extent (including all mangrove species) in ha were quantified and graphed (Figure 8). In the first 11 years, the forest expanded approximately 150 ha (1988), but had decreased by slightly over 100 ha five years later (1993). Forest extent recovered slightly by 1998, and then increased by more than 220 ha in the five years until 2003. Afterward, there was a gradually increase over the subsequent 15 years (2003–2018). A remarkable increase was found in the last year
of the assessment time. It is noted that all estimates were not validated except for 2019, for which ground-truth data were available. However, the mangrove in this region grows in sediment deposits and does not mix with other vegetation, therefore unsupervised classifications are considered sufficiently accurate.

![Figure 8. Total mangrove area (orange line) and changes in extent (blue line) (ha) from 1975–2019 in Thuy Truong commune.](image)

3.5. Accuracy Assessment

3.5.1. Mangrove Age Classification

The producer and user, overall accuracy, and Kappa coefficient calculated from the four confusion matrices developed based on comparisons of the ground truth data and results of the four image classification methods (DT, ANN, FR, and SVM) for ten classes are summarized in Table 3. Although we calculated accuracy for all ten classes, we focused on three target layers of mangrove age (older than 10 years, around five years, and younger than three years). In general, the ten-year mangrove was classified at the highest accuracy (producer accuracy greater than 72.45% and user accuracy greater than 69.2%) and the five-year mangrove was the lowest (producer accuracy of 62.31% and user accuracy of 36.28%), with the exception of the low accuracy of the RF method for three-year mangroves (producer accuracy of 31.44% and user accuracy of 46.41%). With other layers, seawater was the most accurate classification, followed by river and mangrove, while road and residence were the least accurate. Comparing between the methods used (see the overall and the Kappa coefficients), the DT and SVM generated the most accurate results. RF revealed some limitations, particularly with highly mixed-pixel classes such as residence, road (narrow and long), and aquaculture.
Table 3. Accuracy indexes calculated from confusion matrices for mangrove age classification assessment. Prod. Acc. and User. Acc. are short forms of producer and user accuracy; DT, ANN, RF, and SVM indicate the image classification methods of decision tree, artificial neural network, random forest, and support vector machine, respectively.

| Class                  | DT Prod. Acc. (Percent) | DT User Acc. (Percent) | ANN Prod. Acc. (Percent) | ANN User Acc. (Percent) | RF Prod. Acc. (Percent) | RF User Acc. (Percent) | SVM Prod. Acc. (Percent) | SVM User Acc. (Percent) |
|------------------------|-------------------------|------------------------|--------------------------|-------------------------|------------------------|------------------------|------------------------|------------------------|
| Ten_Year_Mangrove      | 93.86                   | 91.14                  | 93.31                    | 89.77                   | 72.45                  | 69.20                  | 94.67                  | 94.62                  |
| Five_Year_Mangrove     | 72.33                   | 76.74                  | 59.59                    | 73.70                   | 62.31                  | 36.28                  | 84.39                  | 81.36                  |
| Three_Year_Mangrove    | 79.11                   | 81.01                  | 70.36                    | 82.92                   | 31.44                  | 46.41                  | 91.09                  | 77.34                  |
| River                  | 97.49                   | 99.05                  | 93.80                    | 99.79                   | 97.59                  | 48.62                  | 98.52                  | 98.43                  |
| Aquaculture            | 88.17                   | 86.45                  | 90.32                    | 78.45                   | 18.49                  | 60.04                  | 83.38                  | 94.37                  |
| Residence              | 92.09                   | 91.88                  | 89.84                    | 70.22                   | 34.70                  | 18.97                  | 94.70                  | 93.39                  |
| Road                   | 89.31                   | 85.28                  | 90.48                    | 76.17                   | 19.24                  | 50.68                  | 77.65                  | 89.86                  |
| Agriculture            | 98.71                   | 98.9                   | 98.14                    | 97.82                   | 52.03                  | 78.09                  | 99.00                  | 99.59                  |
| Seawater               | 100                     | 99.71                  | 100.00                   | 99.03                   | 99.34                  | 99.19                  | 100.00                 | 100.00                 |
| Bare land              | 68.31                   | 80.2                   | 1.83                     | 18.48                   | 46.40                  | 41.62                  | 84.14                  | 64.69                  |
| Overall Accuracy       | 87%                     | Overall Accuracy       | 86.72%                   | Overall Accuracy        | 55.76%                 | Overall Accuracy       | 91.96%                 |
| Kappa Coefficient      | 0.89                    | Kappa Coefficient      | 0.85                     | Kappa Coefficient       | 0.50                   | Kappa Coefficient      | 0.91                   |
3.5.2. Mangrove Species Classification

The support vector machine performances using Sentinel-1 and SPOT-7 fused images were evaluated by accuracy indexes and the Kappa coefficients (Table 4) for nine classes including mangrove species (Su, Vet, and Ban). Overall, all classes were categorized at high accuracy with around 90% overall accuracy. The Su mangrove (*A. corniculatum*) was the most accurate separation, followed by Vet (*K. obovata*) and Ban (*S. caseolaris*). Water-related layers like aquaculture, river, and seawater were the most accurate categories in contrast to bare land, which had the largest associated uncertainty. The Sentinel-1 VV polarization represented a better data source for mangrove type classification, regardless of image fusion technique, with an overall accuracy of 93% and Kappa coefficient of 0.92; compared to the use of Sentinel-1 VH polarization with overall accuracy of 89% and Kappa coefficient of 0.88. The PCA fusion method produced slightly better accuracy than the GS method, in most cases. It was interesting to look at the accuracy of the SPOT-7 and Sentinel-1 classifications with contradictory results, where the mangrove types were classified at low accuracy (around 50%) using the original SPOT-7 image, while the other classes were well separated (above 90%). Using Sentinel-1 provided the high accuracy of mangrove type and water (river and seawater) classifications (90%), in contrast, other classes such as agriculture and residence were mostly indistinguishable, with producer and user accuracies lower than 20%. This inconsistency of the producer and user accuracies of SPOT-7 and Sentinel-1 made the overall accuracies and the Kappa coefficients lower than those of the fused images for approximately 15% of SPOT-7 and 30% of Sentinel-1.
Table 4. Accuracy indexes calculated from confusion matrices for mangrove species classification assessment using SVM classifier, Prod. Acc. and User. Acc. are short forms of producer and user accuracy; VH_GS, VH_PCA, VV_GS, and VV_PCA are combinations of fused images of SPOT-7 and Sentinel-1 polarization data (VH or VV) and the image fusion methods (GS or PCA).

| Class             | VH_GS     | VH_PCA    | VV_GS     | VV_PCA    | SPOT-7    | Sentinel-1 |
|-------------------|-----------|-----------|-----------|-----------|-----------|------------|
| Su (A. corniculatum) | 81.46     | 82.03     | 77.14     | 75.63     | 75.63     | 76.44      |
| Vet (K. obovata)   | 87.34     | 88.14     | 94.13     | 94.45     | 94.45     | 71.62      |
| Ban (S. caseolaris)| 62.25     | 63.24     | 79.84     | 81.31     | 81.31     | 58.43      |
| Aquaculture        | 90.94     | 91.00     | 94.54     | 98.92     | 98.92     | 41.03      |
| Agriculture        | 99.21     | 99.25     | 99.52     | 99.88     | 99.88     | 93.87      |
| Residence          | 97.52     | 97.23     | 96.59     | 96.58     | 96.58     | 93.33      |
| River              | 99.80     | 99.98     | 99.98     | 97.29     | 97.29     | 94.12      |
| Bare land          | 78.11     | 61.44     | 61.37     | 92.61     | 92.61     | 94.25      |
| Seawater           | 80.31     | 72.14     | 97.62     | 99.97     | 99.97     | 91.36      |
| Overall Accuracy   | 89%       | 90%       | 93%       | 93%       | 78%       | 60%        |
| Kappa Coefficient  | 0.88      | 0.88      | 0.92      | 0.92      | 0.74      | 0.58       |
3.5.3. Mangrove Extent Classification

Two confusion matrices were calculated using the ground-truth region of interest for seven classes: mangrove, aquaculture, residence, agriculture, bare land, river, and seawater. The accuracy index of producer, user accuracy, and Kappa coefficients was summarized (Table 5). With only a small number of mangrove pixels misclassified to aquaculture (compared to total pixels), the errors were low, resulting in high user accuracy of mangrove class (97.29%). In general, agriculture and aquaculture, with highly mixed pixels, suffered low accuracy. It is noted that the main task of this classification was for the mangrove layer, however, other classes would have affected the mangrove classification result. Therefore, the road, which was a reported source of error, was left out in this task, after which, the overall accuracy improved. The table showed that the accuracy of the ISODATA was slightly higher than the K-means: approximately 5% of the overall accuracy and 0.06 of the Kappa coefficient. While the seawater presented the most accurate layer, the residence in the ISODATA results (88.11%) and the aquaculture of K-means (76.32%) were classified at the lowest accuracy.
Table 5. Confusion matrices and accuracy indexes created for the unsupervised ISODATA and K-means classifiers using Landsat 8 acquired in 2019; Prod. Acc. and User. Acc. are short forms of producer and user accuracy; µ presents the averaged values.

| ISODATA Classified (Pixels) | Ground-Truth (Pixels) | Summary |
|-----------------------------|-----------------------|---------|
|                             | Mangrove  | Aquaculture | Residence | Agriculture | Bare land | River | Seawater | Total | Prod. Acc. (Percent) | User Acc. (Percent) |
| Mangrove                    | 1650      | 25          | 0         | 14          | 2         | 4     | 1        | 1696  | 99.16                | 97.29               |
| Aquaculture                 | 14        | 905         | 0         | 46          | 7         | 11    | 0        | 983   | 97.00                | 92.07               |
| Residence                   | 0         | 0           | 289       | 0           | 4         | 0     | 0        | 293   | 88.11                | 98.63               |
| Agriculture                 | 0         | 2           | 0         | 972         | 11        | 0     | 0        | 985   | 93.82                | 98.68               |
| Bare land                   | 0         | 0           | 39        | 4           | 589       | 0     | 0        | 632   | 95.93                | 93.20               |
| River                       | 0         | 0           | 0         | 0           | 0         | 1243  | 9        | 1252  | 98.81                | 99.28               |
| Seawater                    | 0         | 1           | 0         | 0           | 1         | 0     | 3382     | 3384  | 99.71                | 99.94               |
| Total                       | 1664      | 933         | 328       | 1036        | 614       | 1258  | 3392     | 9225  | 96.08&micro;       | 97.01&micro;       |

Overall Accuracy = 97.89%    Kappa Coefficient = 0.97

| K-Means Classified (Pixels) | Ground-Truth (Pixels) | Summary |
|-----------------------------|-----------------------|---------|
|                             | Mangrove  | Aquaculture | Residence | Agriculture | Bare land | River | Seawater | Total | Prod. Acc. (Percent) | User Acc. (Percent) |
| Mangrove                    | 2754      | 66          | 1         | 22          | 8         | 1     | 0        | 2852  | 89.77                | 96.56               |
| Aquaculture                 | 261       | 664         | 0         | 1           | 0         | 26    | 0        | 952   | 76.32                | 69.75               |
| Residence                   | 0         | 0           | 255       | 0           | 9         | 0     | 0        | 264   | 95.86                | 96.59               |
| Agriculture                 | 1         | 0           | 0         | 744         | 37        | 0     | 0        | 782   | 95.38                | 95.14               |
| Bare land                   | 0         | 0           | 10        | 13          | 394       | 0     | 0        | 417   | 87.95                | 94.48               |
| River                       | 52        | 140         | 0         | 0           | 0         | 783   | 0        | 975   | 96.67                | 80.31               |
| Seawater                    | 0         | 0           | 0         | 0           | 0         | 0     | 2889     | 2889  | 100                  | 100                 |
| Total                       | 3068      | 870         | 266       | 780         | 448       | 810   | 2889     | 9131  | 89.77&micro;       | 96.56&micro;       |

Overall Accuracy = 92.90%    Kappa Coefficient = 0.91
4. Discussion

Scientists and researchers have attempted to improve the accuracy of remote sensing image classification for many uses including mangrove classifications [31,72]. Consequently, dozens of image classifiers have been developed and separated into supervised and unsupervised methods [6,73]. Each classifier has its own advantages and disadvantages for a particular use, therefore choosing a single ‘best’ classification method is a challenge. In this study, we used four machine learning algorithms: ANN, DT, RF, and SVM for mangrove age and species classification. SVM demonstrated the greatest accuracy, however it would be premature to conclude that the SVM is better than the others in remotely sensed data classification and the results found here will need to be supported by further case studies.

Image fusion is considered to improve the quality of fused images [11,74] and allows the use of different sources of data for specific applications, particularly in the context of increasing remote sensing availability. Fusing optical and SAR remote scenes is commonly undertaken to enhance cartographic object extraction and improve spatial resolution [14] as well as reducing the effects of clouds in optical images [10,15,75]. It is nevertheless difficult to say whether fused images are always better for a particular use or not. Combining more data layers can be a source of error if the added information does not support the target aim. Therefore, image pre-processing implementation is sometimes needed alongside references to previous literature. For example, we undertook backscatter analyses (Figure 9) to develop a better understanding of SAR backscatter distributions under different LULC. This allowed us to decide which data were best used for what purpose. Figure 9A’s mean backscatter values for mangrove age (10, 5, and 3 years) were similar to the values for the agriculture, road, and bare land classes (both VH and VV polarizations), therefore justifying the use of Sentinel-1 data for the mangrove age classification. The mean backscatter values of mangrove species (Su, Vet, and Ban) were distinguished clearly from the mean values in other layers (Figure 9B), especially with the Sentinel-1 VV polarization. This could explain why the use of Sentinel-1 VV polarization generated the most accurate mangrove species classification.

![Figure 9. Sentinel-1 VH and VV backscatters on different land use and land cover; training data were used for (A) mangrove age and (B) mangrove species; V and H are vertical and horizontal, respectively, and coupled letters of VH and VV indicate SAR cross-polarizations.](image-url)

Optical remote sensing, here using SPOT-7, was suitable for mangrove age and growth classification, but showed more limited capacity for classifying mangrove species for the study site of Thuy Truong. First, the received reflectance values from green vegetation surfaces (here mangrove) in optical images varied with wavelength (bands) [76]. With the SPOT-7 multispectral bands of Blue (0.455 µm–0.525 µm), Green (0.530 µm–0.590 µm), Red (0.625 µm–0.695 µm), and Near-Infrared (0.760 µm–0.890 µm), the mangrove could be discriminated from other land uses [77], even considering different ages and growth stages [78]. However, minor differences in reflectance between mangrove species could be found at the 0.760 µm–0.890 µm (NIR) [79]. In addition, the Ban mangrove (Figure 10A), Vet (Figure 10B), and Su (Figure 10C) were very similar in terms of stand, leaf, and stems based on our observations, so this also makes it difficult to discriminate between them.
In terms of LULC classification accuracy in remotely sensed data processes, confusion matrices are most frequently used [71] to provide analyses of the spatial distribution of errors and a better understanding of non-stationarity in land cover errors [80]. Although these measures of accuracy are very simple [81] and widely used, it is critical that the sources of errors are not revealed. Pontius and Millones (2011) identified limitations of the Kappa indices, for example, it does not report the correct proportion, and gives information that is redundant or misleading for practical decision making [82]. With identical inputs, and comparing the accuracy of results across two or more algorithms, we could determine which method tends to generate better outputs given our specific aim. However, it is still difficult to quantify method-based errors. Uncertainty could come from the data used, perhaps as a mixed-pixel problem related to coarse spatial resolution [83], geographical distortions, atmospheric effects, or seasonal effects [84]. To prevent the effects of seasonal changes on the mangrove surface from impacting on the image classification results, we tried to collect the Landsat-X images in the same season of autumn (October–November). However, this is sometimes a challenging task.

It is useful to look at the past to understand how the present situation was reached. Mangrove extent changes have been explored by many researchers [28,31,85] to inform management practices and protect habitats. Thanks to Earth observation data archives, the ability to use remotely sensed data in these assessments is becoming more widely available and often free of charge. Most studies investigate negative aspects such as mangrove degradation, fragmentation, and conversion to other land use types [32,86–88]. Our study has found a positive outcome, with mangrove forest developing from nearly nothing (in 1975) into a large mangrove forest (in 2019), thanks to efforts of the local community, government, and philanthropic projects. Ground-truth data cannot be obtained from the past to undertake supervised mangrove classification, but the unsupervised approaches, considered less accurate than supervised algorithms [6], remain helpful. The changes in mangrove extent in Thuy Truong identified in this study and the methods for using remotely sensed data tested will be valuable to monitoring and evaluation assessments of plantation projects in the region.

5. Conclusions

We report the use of four machine learning algorithms: ANN, DT, RF, and SVM for classifying mangrove ages. The estimated ages agreed well with the ground-truth field data, and the SVM was found to be the most accurate algorithm for mangrove species classification. Sentinel-1 backscatter mechanisms for different mangrove species are basically a function of tree structure, height, and density, which, combined with multispectral bands of SPOT-7, allowed us to discriminate between the Ban mangrove, Su, and Vet at an acceptable accuracy. Our assessment of multi-decadal mangrove changes in extent used the Landsat-X image series. We found a fluctuation in the first two decades, then a constant expansion of mangrove forest during the period 1998 to 2019. For the accuracy assessment, confusion matrices, producer–user accuracy, overall accuracy, and Kappa coefficients were used to measure the extent of agreement between image-based extraction and ground-truth data. These accuracy indices showed that all the classifications were accurate, and generally greater than 75%. Further research should test SAR and optical image fusion on other mangrove species as
we found supportive information of SAR backscatters for classifying different mangrove species, and gained finer resolution of the panchromatic layer of optical images.
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List of abbreviations in this study.

| No | Abbreviation | Full Name                                |
|----|--------------|------------------------------------------|
| 1  | ANN          | Artificial Neural Network                |
| 2  | DT           | Decision Tree                            |
| 3  | GPS          | Global Positioning System                |
| 4  | GS           | Gram–Schmidt                             |
| 5  | H            | Horizontal                               |
| 6  | IHS          | Intensity-Hue-Saturation                 |
| 7  | ISODATA      | Iterative Self-organizing Data Analysis Technique |
| 8  | LULC         | Land Use and Land Cover                  |
| 9  | MS           | Multispectral                            |
| 10 | NIR          | Near Infrared                            |
| 11 | PAN          | Panchromatic                             |
| 12 | PCA          | Principal Component Analysis             |
| 13 | RF           | Random Forest                            |
| 14 | RRD          | Red River Delta                          |
| 15 | SAR          | Synthetic Aperture Radar                 |
| 16 | SVM          | Support Vector Machine                   |
| 17 | USGS         | United States Geological Survey          |
| 18 | V            | Vertical                                 |
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