Quantum phases of spinful Fermi gases in optical cavities
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We explore the quantum phases emerging from the interplay between spin and motional degrees of freedom of a one-dimensional quantum fluid of spinful fermionic atoms, effectively interacting via a photon-mediating mechanism with tunable sign and strength g, as it can be realized in present-day experiments with optical cavities. We find the emergence, in the very same system, of spin- and atomic-density wave ordering, accompanied by the occurrence of superfluidity for g > 0, while cavity photons are seen to drive strong correlations at all g values, with fermionic character for g > 0, and bosonic character for g < 0. Due to the long-range nature of interactions, to infer these results we combine mean-field and exact-diagonalization methods supported by bosonization analysis.
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I. INTRODUCTION

Quantum-degenerate atomic gases represent paradigmatic systems for many-body and fundamental physics applications, as extreme quantum conditions can be engineered with remarkably high accuracy and precision [1–3]. In this context, a particularly versatile platform is provided by atoms in optical cavities, where light-matter coupling can be greatly enhanced [4,5]. Long-range mediated interactions among the atoms affect both atomic internal and external degrees of freedom, leading to superradiance, a self-organization of the atomic density above a critical pump strength [6–11].

The transition to a superradiant state was experimentally observed both in thermal gases and in BECs [12–17]. For fermionic atoms, a striking suppression of the critical pump strength was predicted, when the cavity-photon recoil equals 2kF [18], and topological phase transitions for spinless fermions were studied [19]. The possibility of realizing systems with two effective spin states upon choosing suited transitions between internal atomic states opens the possibility to explore the physics of pseudospins coupled to a cavity mode [20]. Topological phase transitions were studied for spinful gases too [21–23], leading to superradiance and spin waves. Interactions between cavity pseudospins were proposed as a mechanism for realizing BCS-BEC crossover [24] and generating spin-orbit coupling [22,25].

So far, the possible competition between density and spin-driven processes in shaping the quantum phase diagram, along with the peculiar strong correlations effects manifesting in reduced dimensions, have been largely unexplored. Here, we combine mean-field (MF) and beyond MF methods, i.e., exact diagonalization (ED) supported by bosonization analysis, to unveil such novel quantum effects, focusing on a one-dimensional (1D) geometry. These are driven by the interplay between internal and external degrees of freedom, and quantum fluctuations originated by reduced dimensionality and tunable strengths of the effective atomic interaction g. Cavity photons are able to mediate strong correlations at all, even tiny, coupling strengths. From ED and bosonization analysis of the fluid structure, we find the emergence of spin-density waves (SDW) for positive and negative g values, accompanied by atomic-density wave (ADW) ordering for g > 0. The quantum fluid displays bosonlike character for g < 0 and fermionlike for g > 0. In the latter region, bosonization and renormalization group suggest that a superfluid (SF) state may occur. While the long-range nature of photon-mediated interactions prevents us from using more refined numerical methods as the density-matrix renormalization group (DMRG), a combined use of ED and bosonization allows us to cross-check the structure of the fluid and to explore different aspects of the underlying physics beyond MF.

The paper is organized as follows. In Sec. II, we set in the system concept and derive the effective many-fermion Hamiltonian which embodies the cavity-photon-mediated interactions, which will be then investigated by various methods. In particular, Sec. III provides a quantitative flavor of the rich phase diagram, as it can be worked out according to a MF treatment able to include spinlike and superfluidlike order parameters. In Sec. IV, the bosonlike and fermionlike characteristics of the fluid structure emerging from the MF analysis are confirmed by means of ED of the effective Hamiltonian, along with the SDW nature of the excitations and their primary role in originating any other indirect effect. In fact, the ED analysis provides as well information on the expected existence of ADW excitations. Due to the use of canonical ensemble for memory-size practical reasons, ED cannot provide reliable clues on the appearance of SF, as predicted by MF analysis. The final part of Sec. IV is devoted to a preliminary discussion of the results of a bosonization analysis for the same effective Hamiltonian, which confirm the ED outcomes on the structure of the fluid, and support the emergence of a SF in the parameter region inferred by the
three levels (expected from the resulting Hamiltonian.

We tune the periodic potential $V_{\text{eff}}(x)$ by varying the laser wave vector $k_L$ to exploit our findings in applications.

A glance at the interaction term in Eq. (1) unveils the relevant processes we expect to occur, driven by spin $|\uparrow \rangle \langle \uparrow |$ and number density $|\Psi_1^\uparrow(x)\Psi_1^\uparrow(x')\rangle$ fluctuations, and of possible superfluid $|\Psi_1^\downarrow(x)\Psi_1^\downarrow(x')\rangle$ pairing. In fact, as represented by the cartoon in Fig. 1(c), the investigation of the relationship among SDW, ADW, and SF-like fluctuations in shaping the phase diagram of the quantum fluid, represents the main content of this work. To provide a flavor of the underlying physics, we proceed by steps. We first explore the interplay of SDW and SF-like ordering within a MF approach, where the ADW ordering is temporarily frozen: considering the long-range nature of the effective interactions, one may expect the MF approach able to provide the main picture. Then, we dig in using ED and bosonization, to explore qualitative and quantitative changes to the emerging picture beyond MF.

Our system concept is sketched in Fig. 1. An ensemble of three-level atoms in the so-called $\Lambda$ scheme is placed in a linear cavity characterized by a vacuum mode of frequency $\omega_c$ and cavity loss $\kappa$. The atomic transition is transversely pumped by a classical field with frequency $\omega_p$ and strength $\Omega$. The cavity field induces a transition between $|\uparrow\rangle$ and potential $V_0(x)$ is embodied in the effective system. (c) Cartoon of spin-density-wave (SDW), atomic-density-wave (ADW), and superfluid (SF) orderings expected from the resulting Hamiltonian.

MF treatment. Finally, Sec. V summarizes the main results of this work, their possible implementation and observation in current experiments with ultracold atoms in optical cavities, and perspectives aimed at improving the present investigation to include the intrinsic open nature of the cavity system, and to exploit our findings in applications.

II. MODEL

Our system concept is sketched in Fig. 1. An ensemble of three-level atoms in the so-called $\Lambda$ scheme is placed in a linear cavity characterized by a vacuum mode of frequency $\omega_c$ and cavity loss $\kappa$. The atomic transition is transversely pumped by a classical field with frequency $\omega_p$, connecting a state $|s\rangle$ to an excited state $|e\rangle$ with energy $\hbar \omega_a$. The cavity field induces a transition between $|e\rangle$ and a third energy level, say $|g\rangle$. After a unitary transformation of the resulting Hamiltonian $H_\Lambda$ in the corotating frame of the pump, and adiabatically eliminating the state $|e\rangle$ under conditions of large detuning $\Delta_e \equiv \omega_p - \omega_e$, the effective system turns out to be as in Fig. 1(b): two-level atoms, labeled by $|\uparrow\rangle$ and $|\downarrow\rangle$, interact via an effective two-photon Rabi coupling $\hbar g_{\text{eff}} \equiv \hbar g_0 / \Delta_e$, with $\hbar g_0$ being the original cavity-mode strength. To enlighten the interplay between spin and motional degrees of freedom, we operate a few simplifications. We neglect the classical shift $\delta_1 = \hbar \Omega_1^2 / \Delta_e$, induced by the two-photon transition on the effective ground state, which could be compensated by inducing a second light shift on $|\downarrow\rangle$. We take the periodic potential experienced by the upper level to be small and include its effect in an overall shift of the cavity resonance frequency. Finally, we tune $\omega_p = \omega_a$ at resonance with the atomic transition.

We then consider conditions in which the photon dynamics, evolving on the timescale $\sim |k + i(\omega_p - \omega_a)|^{-1}$, is much faster than the atomic dynamics, evolving as $\sim |\max(g_{\text{eff}} \sqrt{N}, \Gamma)|^{-1}$ in terms of the number of atoms $N$ and the atomic transition width $\Gamma$. Therefore, the cavity field can be adiabatically eliminated by standard procedures [26]. As we are interested in the emergence of strong correlations, we focus on a 1D geometry, where a tight confinement is operated along the directions perpendicular to the cavity axis. This can be achieved by means of a superimposed trapping due to either harmonic or two-dimensional optical lattice. Provided that the recoil induced by the transverse pump is negligible, the transversal degrees of freedom can be integrated out, and the system may exhibit a quasi-1D behavior. The effective many-body Hamiltonian for interacting fermions is

$$\hat{H} = \sum_{\sigma=\uparrow,\downarrow} \int dx \hat{\Psi}_\sigma^\dagger(x) \left[ -\frac{\hbar^2 \nabla^2}{2m} + \hbar g \int dx' V(x,x') \hat{\Psi}_\sigma^\dagger(x) \hat{\Psi}_\sigma(x) \right] \hat{\Psi}_\sigma(x) + \hbar g \int dx dx' V(x,x') \hat{\Psi}_\sigma^\dagger(x) \hat{\Psi}_\sigma(x) \hat{\Psi}_\sigma(x) \hat{\Psi}_\sigma(x'),$$

(1)

with $\hat{\Psi}_\sigma^\dagger(x)$ satisfying usual anticommutation relations, $V(x,x') = \cos(k_L x) \cos(k_L x')$, and $k_L$ being the laser wave vector. The coupling strength $g = g_{\text{eff}}^2 \Delta_e / (k_L^2 / 4 + \Delta_e^2)$ can be experimentally varied in sign and strength by only tuning the parameter $\Delta_e$.

A glance at the interaction term in Eq. (1) unveils the relevant processes we expect to occur, driven by spin $|\uparrow \rangle \langle \uparrow |$ and number density $|\Psi_1^\uparrow(x)\Psi_1^\uparrow(x')\rangle$ fluctuations, and of possible superfluid $|\Psi_1^\downarrow(x)\Psi_1^\downarrow(x')\rangle$ pairing. In fact, as represented by the cartoon in Fig. 1(c), the investigation of the relationship among SDW, ADW, and SF-like fluctuations in shaping the phase diagram of the quantum fluid, represents the main content of this work. To provide a flavor of the underlying physics, we proceed by steps. We first explore the interplay of SDW and SF-like ordering within a MF approach, where the ADW ordering is temporarily frozen: considering the long-range nature of the effective interactions, one may expect the MF approach able to provide the main picture. Then, we dig in using ED and bosonization, to explore qualitative and quantitative changes to the emerging picture beyond MF.

III. MEAN-FIELD TREATMENT

Hamiltonian (1) can be simplified in MF approximation. Since we are interested in the behavior of low-momentum pairs, we retain only momentum-conserving terms. Apart from a constant contribution to the ground state, in $k$ space and in the grand-canonical ensemble one obtains [24,26,27]

$$\hat{H}_{\text{MF}} = \sum_{k,\sigma} \varepsilon_k \hat{c}_{k,\sigma} \hat{c}_{k,\sigma}^\dagger - \sum_{k, Q = k_L} S(Q) \hat{c}_{k+Q,\uparrow} \hat{c}_{k,\uparrow}^\dagger$$

(2)

$$+ \sum_k \Delta(k) (\hat{c}_{-k,\uparrow} \hat{c}_{k,\uparrow} + \text{H.c.})$$

Here, $\varepsilon_k = \hbar^2 k^2 / (2m) - \mu$ denotes the single-particle kinetic energy referred to the chemical potential $\mu$, determined after imposing conservation of the number of atoms, while $S(q)$ and $\Delta(k)$ are the relevant order parameters according to the standard MF prescription. Namely, the SF order parameter is defined as $\Delta(k) = -g \sum_{k,k'} V_{k,k'} (\hat{c}_{k',\downarrow} \hat{c}_{k,\uparrow}^\dagger)$. $V_{k,k'} = \delta(k' - k + k_L) + \delta(k' - k - k_L)$ is the microscopic interaction...
potential of Eq. (1), representing the pairing of fermions with opposite spins and momenta eventually leading to macroscopic ground-state occupation. Conversely, the SDW order parameter \( S(Q) = -g \sum_k (\hat{c}^\dagger_{k+Q,\uparrow} \hat{c}_{k,\downarrow} + \text{h.c.}) \) describes spin waves propagating with wave vector \( Q = \pm k_F \), made available by exchange of a cavity photon. For simplicity, we have taken both order parameters to be real and disregarded Hartree-Fock terms.

Let us now concentrate on the ground-state properties of Hamiltonian (2). By means of Green’s functions techniques in imaginary time \( \tau \), we can derive a set of self-consistent equations for \( \Delta(k) \), \( S(Q) \), and \( N \) in the 1D geometry under consideration. To this aim, the equations of motion for the single creation and annihilation operators are derived and used to obtain the Green’s functions evolution in imaginary time.

Unlike the standard BCS case, though, here we have four Green’s functions:

\[
\mathcal{G}(p, \tau - \tau') = -\langle \hat{T}_\tau [\hat{c}_{p,\sigma}(\tau) \hat{c}^\dagger_{p,\sigma}(\tau')] \rangle,
\]

\[
\mathcal{F}(p, \tau - \tau') = -\langle \hat{T}_\tau [\hat{c}^\dagger_{p,\sigma}(\tau) \hat{c}_{p,\sigma}(\tau')] \rangle,
\]

\[
\mathcal{S}_0(p, \tau - \tau') = -\langle \hat{T}_\tau [\hat{c}^\dagger_{p,\uparrow}(\tau) \hat{c}^\dagger_{p,\downarrow}(\tau')] \rangle,
\]

\[
\mathcal{F}_{\uparrow\downarrow, Q}(p, \tau - \tau') = -\langle \hat{T}_\tau [\hat{c}_{p,\uparrow}(\tau) \hat{c}_{p-Q,\downarrow}(\tau')] \rangle,
\]

with \( Q = \pm k_L \), leading to six coupled equations. In particular, keeping \( \mathcal{F}_{\uparrow\downarrow, Q} \) (\( \mathcal{F}_{\uparrow\downarrow} \)) is of pivotal importance to establish self-consistency between spin and superfluid order parameters. The resulting coupled equations of motion are

\[
\frac{\hbar}{\partial \tau} \mathcal{G}(p, \tau - \tau') = -\hbar \delta(\tau - \tau') - \epsilon_p \mathcal{G}(p, \tau - \tau') + \sum_q S(-q) \mathcal{S}^\dagger_q(p, \tau - \tau') - \Delta(p) \mathcal{F}^\dagger(p, \tau - \tau'),
\]

\[
\frac{\hbar}{\partial \tau} \mathcal{F}^\dagger(p, \tau - \tau') = \epsilon_p \mathcal{F}^\dagger(p, \tau - \tau') - \sum_q S(-q) \mathcal{F}^\dagger_{\uparrow\downarrow, q}(p, \tau - \tau') - \Delta(p) \mathcal{G}(p, \tau - \tau'),
\]

\[
\frac{\hbar}{\partial \tau} \mathcal{S}^\dagger_q(p, \tau - \tau') = -\epsilon_p + q \mathcal{S}^\dagger_q(p, \tau - \tau') + S(-q) \mathcal{G}(p, \tau - \tau') + \Delta(p) + Q \mathcal{F}^\dagger_{\uparrow\downarrow, q}(p, \tau - \tau'),
\]

\[
\frac{\hbar}{\partial \tau} \mathcal{F}^\dagger_{\uparrow\downarrow, q}(p, \tau - \tau') = \epsilon_p \mathcal{F}^\dagger_{\uparrow\downarrow, q}(p, \tau - \tau') - S(-q) \mathcal{G}(p, \tau - \tau') + \Delta(p) + Q \mathcal{S}^\dagger_q(p, \tau - \tau').
\]

This set of coupled equations can be cast into an algebraic linear system where the unknown variables are exactly the correlation functions. The equations are solved in the frequency space rather than in the time domain, introducing the Fourier transform of each correlation function. The resulting linear system is of the form \( \mathbf{AX} = \mathbf{B} \), with

\[
\mathbf{A} = \begin{pmatrix}
\omega_n - \epsilon_p & S(-k_c) & S(k_c) & 0 & 0 & -\Delta(p) \\
S(-k_c) & \omega_n - \epsilon_{p+k} & S(k_c) & 0 & 0 & 0 \\
0 & S(k_c) & \omega_n - \epsilon_{p-k} & \Delta(p - k_c) & 0 & 0 \\
0 & 0 & \Delta(p + k_c) & \omega_n + \epsilon_{p-k} & 0 & -S(k_c) \\
-\Delta(p) & 0 & 0 & -S(k_c) & \omega_n + \epsilon_p & 0 \\
\end{pmatrix}.
\]

Here, \( \omega_n = (2n + 1) \pi / \beta \) are the fermionic Matsubara frequencies. The \( \mathbf{X} \) vector contains the correlation functions defined in the main text, evaluated at same momentum \( p \) and frequency \( \omega_n \). In particular, we have

\[
\mathbf{X} = \begin{pmatrix}
\mathcal{G}(p, \omega_n) \\
\mathcal{S}^\dagger_{k_c}(p, \omega_n) \\
\mathcal{S}^\dagger_{-k_c}(p, \omega_n) \\
\mathcal{F}^\dagger_{\uparrow\downarrow, k_c}(p, \omega_n) \\
\mathcal{F}^\dagger_{\uparrow\downarrow, -k_c}(p, \omega_n) \\
\end{pmatrix},
\]

\[
\mathbf{B} = \begin{pmatrix}
1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{pmatrix}.
\]

We now notice that the full solution would require the diagonalization of a large sparse matrix in momentum space. However, two remarks greatly simplify the equations set. First, the 1D condition of the quantum fluid suggests to use the nesting property

\[
e(k + 2k_F) = -e(k),
\]

where \( k_F \) is the Fermi momentum. This occurs whenever two portions of a Fermi surface are parallel to each other, so that a single wave vector can connect many points. The two points \( \pm k_F \) are entirely nested at \( Q = 2k_F \), leading to a diverging susceptibility in the particle-hole channel, possibly accompanied by a divergence also in the particle-particle channel, in analogy with Cooper instability [28]. After use of nesting conditions, the system of equations simplifies with

\[
\mathbf{A} = \begin{pmatrix}
\omega_n - \epsilon_p & S(-k_c) & S(k_c) & 0 & 0 & -\Delta(p) \\
S(-k_c) & \omega_n + \epsilon_p & S(k_c) & 0 & 0 & 0 \\
0 & S(k_c) & \omega_n + \epsilon_p & \Delta(p - k_c) & 0 & 0 \\
0 & 0 & \Delta(p + k_c) & \omega_n - \epsilon_p & 0 & -S(k_c) \\
-\Delta(p) & 0 & 0 & -S(k_c) & \omega_n + \epsilon_p & 0 \\
\end{pmatrix}.
\]
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A closer look at the system $\mathbf{AX} = \mathbf{B}$ suggests that an algebraic explicit solution cannot be easily extracted, and that the only remaining possibility would be the diagonalization of a quite large matrix in momentum space. On the other hand, an explicit ansatz for the superfluid gap function can be introduced as follows, which then can lead to explicit self-consistent equations for SF and spin order parameters along with the equation for the chemical potential.

Indeed, one can proceed step by step, analyzing the equations for the two order parameters, after setting the other to zero. What is learned from the solution in the separate regimes is then used as an ansatz for the SF order parameter in order to derive the full equations. In particular, when setting the spin-wave order parameter to zero, we notice that the equation for the SF gap function $\Delta(k)$ is

$$\Delta(k) = g \sum_{k'} V_{kk'} \Delta(k') \tanh \left( \frac{\beta E_{SF}(k')}{2} \right), \quad (14)$$

with the excitation energy

$$E_{SF}(k) = \sqrt{\varepsilon_{k}^{2} + \Delta(k)^{2}}, \quad (15)$$

and the number equation

$$N = 2 \sum_{k} \left[ \frac{1}{2} - \frac{\varepsilon_{k}}{2 E_{SF}(k)} \tanh \left( \frac{\beta E_{SF}(k)}{2} \right) \right] = 2 \sum_{l} n(l(k)). \quad (16)$$

Equation (14) has solution only when the interaction parameter is positive, $g > 0$, since the right-hand side is a positive-definite quantity. When the SF order parameter is set to zero instead, the spin-pairing gap equation is

$$S(Q) = -g \sum_{k} \frac{S(k)}{2 E_{SDW}(k)} \tanh \left( \frac{\beta E_{SDW}(k)}{2} \right), \quad (17)$$

where now the excitation energy is

$$E_{SDW}(k) = \sqrt{\varepsilon_{k}^{2} + \Delta_{SDW}^{2}}, \quad (18)$$

with $\Delta_{SDW}^{2} = \sum_{Q=\pm 2k_F} |S(Q)|^{2}$, and the number equation is

$$N = 2 \sum_{k} \left[ \frac{1}{2} - \frac{\varepsilon_{k}}{2 E_{SDW}(k)} \tanh \left( \frac{\beta E_{SDW}(k)}{2} \right) \right]. \quad (19)$$

In this case, (17) has solution only for $g < 0$.

Therefore, at least at the present MF level, a second useful remark comes about. By inspection indeed, self-consistency between the left and right members in the SF gap equation (14) requires that $g > 0$, while in the SDW equation (17) requires that $g < 0$. Numerically, the inconsistency shows up as an oscillation of the right-hand-side member of the two equations at each step of the iterative algorithm, never reaching convergence on the wrong side of the interaction sign. The opposite signs in front of the $S(k)$ and $\Delta(k)$ terms of $H_{MF}$ would thus imply that no coexistence of SF and SDW phases can occur at any given $g$ value. This has to be compared with models aimed at explaining the phase diagram of selected high-$T_c$ superconductors [29,30].

We cross-checked this hypothesis by numerically solving the full set of self-consistent equations with both order parameters in, aided by the following ansatz procedure. First, given the value of $g$, set $\Delta(k) = 0$ and $\Delta_{SDW}$ at the value found from the solution of (17)–(19) if $g < 0$, and set $\Delta_{SDW} = 0$ and $\Delta(k)$ at the value found from the solution of (14)–(16) if $g > 0$. From the solution of (14)–(16), it is found that the shape of $\Delta(k)$ is characterized by (a) a $4k_F$ periodicity and (b) an overall envelope in the shape of a plateau, exponentially dropping down in size at $|k| > 4k_F$. Assuming that the gross features characterizing the shape of $\Delta(k)$ in $k$ space remain unchanged, an expression for $\Delta(k)$ is then parametrized and inserted in Eq. (13), obtaining an explicit full set of coupled equations for the three unknown quantities. Inserting the condition $\Delta(k) = \Delta(k + 4k_F)$ in an interval $[-2k_F, 2k_F]$, and extending the solution to the whole momentum space with the parametrized envelope function, one obtains the following self-consistent equations:

$$\Delta(k) = \frac{g}{4} \sum_{k'} V_{kk'} \left[ \Delta(k') + \left( E_{+}(k') + \frac{(\Delta(k'))^{2} - (\Delta(k - Q))^{2}}{E_{+}(k')} \right) \tanh \left( \frac{\beta E_{+}(k')}{2} \right) \right], \quad (20)$$

$$S(Q) = -\frac{g}{4} \sum_{k} \left[ S(k) \tanh \left( \frac{\beta E_{+}(k)}{2} \right) + \frac{S(k)}{E_{+}(k)} \tanh \left( \frac{\beta E_{-}(k)}{2} \right) \right]. \quad (22)$$

In Eqs. (20)–(22), we have defined the following quantities: and single-particle energies

$$\varepsilon_{\pm}(k) \equiv \Delta(k) \pm \Delta(k + Q); \quad E_{\pm}(k) \equiv [\varepsilon_{\pm}(k)]^{2} + \Delta_{SDW}^{2}, \quad (23)$$

$$E_{\pm}(k) = \sqrt{\varepsilon_{k}^{2} + [\varepsilon_{\pm}(k) \pm E_{\pm}(k)]^{2}}. \quad (24)$$
in the particle-particle channel: this evolves into a fluid of a spatially antiferromagneticlike ordered state develops in the standard BCS-type form for stronger coupling. When of the effective interaction mediated by photons, towards a $k$ the SF order parameter evolves from a periodic structure in (b), (c) Chemical potential $\mu$ and corresponding fraction $2N_0/N$ of spin-paired $(g < 0)$ and SF-paired $(g > 0)$ particles.

The resulting phase diagram in Fig. 2(a) has been obtained by analyzing $\Delta_{\text{SDW}}$ and $\Delta_{\text{SF}}$ as functions of the effective coupling $g/E_F$. Notice the evident asymmetry on the two $g$ sides: this is ascribable to the structure of the original Hamiltonian, where spin fluctuations represent the main mechanism driving interactions, directly affecting spin ordering and only indirectly inducing the SF phase. Figure 2(b) provides further insight, reporting the behavior of the chemical potential $\mu$ sticking to $E_F$ on SF side and dropping to $\mu < 0$ at $g \simeq -8$ on SDW side. The enhancement around $g \simeq -4$ is consistent with mass-renormalization effects. At the same time, the momentum distributions $n(k)$ (insets) display bosoniclike behavior on the SDW side accompanied by larger values for the fraction of spin-paired particles in Fig. 2(c), defined as $N_0 = \sum_{k,Q} |\langle \hat{c}_{k,Q}^{\uparrow} \hat{c}_{k+Q,\downarrow} \rangle|^2$ in analogy with the SF condensate fraction $N_0 = \sum_{k} |\langle \hat{c}_{k,\downarrow} \hat{c}^{\dagger}_{k,\downarrow} \rangle|^2$. The latter emerges on the SF side with quite smaller values, while $n(k)$ keeps a fermionic character. Finally, the analysis of pair correlation functions suggests the fluid structures cartooned in Fig. 2(a). For $g > 0$ the SF order parameter evolves from a periodic structure in $k$ space at weak coupling, arising from the nonlocal nature of the effective interaction mediated by photons, towards a standard BCS-type form for stronger coupling. When $g < 0$, a spatially antiferromagneticlike ordered state develops in the particle-hole channel, analogous to the companion for $g > 0$ in the particle-particle channel: this evolves into a fluid of increasingly bound composite bosonic pairs of fermions with opposite spins, and eventually a BEC.

**IV. COMBINED EXACT-DIAGONALIZATION AND BOSONIZATION ANALYSIS**

In order to explore to which extent large interactions and reduced dimensionality may drive qualitative changes in the system, we revert back to the microscopic Hamiltonian (1), and determine the behavior of relevant correlation functions by beyond MF methods. In fact, we notice that the use of DMRG-based techniques, which would be highly preferable to work out the structure and nature of the different quantum phases, is actually unpractical here because of the presence of long-range interactions. Therefore, we resort to a combination of ED methods through a Lanczos approach, limited to a small number of particles, and of bosonization analysis, in order to cross-check the results on the fluid structure: here, we are seeking for a cross fertilization of the various approaches.

Exact-diagonalization simulations are performed in momentum space. In order to have comparable numerical data for different values of the number $N$ of fermions, we tailored the box parameters to make the finite-system density $n$ fixed and coincident with the thermodynamic-limit value $nk_F = 2\pi/\ell$. This condition translates into fixing the mesh $\Delta k = 2\pi/\ell$ to a constant value, where $\ell$ is the system size in real space. In order to revert to momentum space, we expand the atomic operators $\hat{\Psi}^{(i)}(x)$ in plane waves:

$$\hat{\Psi}_\sigma(x) = \frac{1}{\sqrt{V}} \sum_k e^{i k x} \hat{c}_{k,\sigma}, \quad (25)$$

where $V$ is the system volume and $\hat{c}_{k,\sigma}^{(i)}$ (satisfying usual anticommutation relations) create/destroy a fermion with spin $\sigma$ and momentum $k$. The effective Hamiltonian (1) can thus be written as

$$\hat{H} = \sum_{k,\sigma} \hat{\varepsilon}_k \hat{c}_{k,\sigma}^{\dagger} \hat{c}_{k,\sigma} + g \sum_{k,k',Q} \hat{c}_{k+Q,\downarrow}^{\dagger} \hat{c}_{k',\downarrow} \hat{c}_{k'-Q,\uparrow}^{\dagger} \hat{c}_{k,\uparrow}.$$

(26)

Notice that, in the MF approximation, the interaction decomposes into a sum of two simpler terms, leading to the breaking of the number and spin conservation.

In the discretized space of the momenta and fixed number $N$ of fermions, each of them may access the two possible spin states $\sigma = \uparrow, \downarrow$. We assume that the particles can occupy a discretized set of $L$ different values of the momentum $k$ (sites of the momentum-space lattice). The Pauli principle forbids to have more than one fermion with a given spin state on the same site, therefore, the total Hilbert space size is $4^L$. Fully exploiting particle number and spin conservation of Eq. (26), we can however restrict the diagonalization to a smaller space. Specifically, focusing on the zero magnetization sector, our problem reduces to finding the ground state of Eq. (26) in the effective Hilbert space of dimension $4^{L/2}$. In view of the sparseness of the resulting Hamiltonian matrix, we take advantage of a Lanczos-based algorithm, which enables us to diagonalize matrices of dimensions $\sim (10^7 \times 10^7)$ on a laptop computer without much effort, as is the case for $N = 8, L = 19$ or $N = 12, L = 15$, though for $|g| < 1$ we have a posteriori
checked. We also remark that the maximum momentum $k_{\text{max}}$ that we choose (related to the number of computational sites in $k$ space) mostly depends on the memory size occupied by a single simulation, which, e.g., for $N = 12$ and $L = 17$, exceeds 64 Gb. Finally, we remark that simulations performed with both open and periodic boundary conditions show no appreciable differences.

We computed the ground-state energy and eigenvector, and the density-density and spin-spin structure factors, i.e., the Fourier transform of correlation functions $\langle \hat{O}_\rho(x) \hat{O}_\rho(0) \rangle$ and $\langle \hat{O}_\sigma(x) \hat{O}_\sigma(0) \rangle = \sum_{\alpha=x,y} \langle \hat{O}_\alpha^\dagger(x) \hat{O}_\alpha(0) \rangle$, with the definitions [28]

$$\hat{O}_\rho(x) = \sum_{\sigma} \Psi_{\rho}^\dagger(x) \Psi_{\sigma}(x),$$

$$\hat{O}_\sigma^\dagger(x) = \hat{\Psi}_{\uparrow}^\dagger(x) \hat{\Psi}_{\downarrow}(x) + \hat{\Psi}_{\downarrow}^\dagger(x) \hat{\Psi}_{\uparrow}(x),$$

$$\hat{O}_\sigma(x) = -i[\hat{\Psi}_{\uparrow}(x) \hat{\Psi}_{\downarrow}^\dagger(x) - \hat{\Psi}_{\downarrow}(x) \hat{\Psi}_{\uparrow}^\dagger(x)].$$

Figure 3 displays $E_0$ for different system sizes. First, one notices the asymptotic behavior, reminiscent of the MF findings, with the $g < 0$ regime energetically favored and the $g > 0$ side more rapidly converging to the thermodynamic limit. Second and most interesting, the quantum fluid is always found in a strongly correlated regime with the ground-state energy significantly differing from the noninteracting case at all $g$ values [28]. Finally, the momentum distributions displayed in the inset support the bosonic ($g < 0$) and fermionic ($g > 0$) characters found with MF. Figure 4 reports density-density ($\hat{O}_\rho \hat{O}_\rho$) and spin-spin ($\hat{O}_\sigma \hat{O}_\sigma$) correlation functions. Notice that $\langle \hat{O}_\rho \hat{O}_\rho \rangle$ is characterized by a very different behavior according to the sign of $g$. For $g < 0$, a peak structure emerges at $k \sim 0$, which disappears for $g > 0$. The peak is blurred by finite-size effects and develops with increasing $N$, especially for large $g$. As the $k = 0$ value of the density-density correlation is representative of the fluid compressibility, a diverging value would signal BEC occurrence, consistent with the MF findings. We assign the peaks developing at $\pm 2k_F$ for $g > 0$ to the occurrence of ADW processes. The larger peaks at $\pm 4k_F$ can be due to umklapp-scattering processes. Conversely, $\langle \hat{O}_\sigma \hat{O}_\sigma \rangle$ displays peaks at $\pm 2k_F$, expected to be driven by either SDW or ADW processes. This is confirmed by bosonization analysis, although $k$-space discretization prevents us to trace their decay law.

The ED analysis has provided definite insights on the bosonic ($g < 0$) and fermionic ($g > 0$) nature of the quantum fluid across the phase diagram, and on the primary role played by the spin-density fluctuations in determining its rich physics. On the other hand, the method is limited by the small accessible values of $N$ and, at the same time, the need of working in a canonical ensemble, i.e., with fixed number of particles, where the SF phase-definite quantum ground state cannot be built up. To overcome these limitations, we combine ED with a bosonization analysis of the low-energy physics of Hamiltonian (1). To this aim, we introduce the bosonized expression of the fields for the fermionic operators [28]

$$\hat{\Psi}_{\sigma}(x) = e^{-ik_Fx} \hat{\Psi}_{\sigma R}(x) + e^{ik_Fx}\hat{\Psi}_{\sigma L}(x),$$

where $\hat{\Psi}_{\sigma R/L}(x)$ are the right and left movers, respectively, i.e.,

$$\hat{\Psi}_{\sigma R}(x) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left( \frac{i}{\sqrt{2}} [\hat{\theta}_\rho(x) - r \hat{\phi}_\rho(x)] + \sigma (\hat{\theta}_\sigma(x) - r \hat{\phi}_\sigma(x)) \right),$$

where $r = \pm$ standing for right/left movers, $\sigma = \uparrow, \downarrow$, and $\alpha$ is the cutoff. Here, $(\hat{\phi}_\rho, \hat{\theta}_\rho)$ and $(\hat{\phi}_\sigma, \hat{\theta}_\sigma)$ represent the bosonic fields that are linked to the charge and spin channels.
respectively. The resulting bosonized expression of Hamiltonian (1) for \( k_L = 2k_F \) is

\[
\hat{H}_B \sim \sum_{l = \rho, \sigma} \frac{1}{2\pi} \int dx \left( u_l K_l [\pi \hat{\Pi_l}(x)]^2 + \frac{u_l}{K_l} [\nabla \hat{\phi}_l(x)]^2 \right) \\
+ \frac{g}{4\pi^2 \alpha^2} \int dx \int dx' e^{-i \sqrt{2} [\hat{\phi}_l(x) - \hat{\phi}_l(x')]} \cos[\sqrt{2} (\hat{\phi}_l(x) - \hat{\phi}_l(x'))],
\]

(31)

with \( \hat{\Pi_l} = \nabla \hat{\theta}_l \). Here, \( K_\rho \) and \( K_\sigma \) are the Luttinger parameters for the corresponding two channels. In the present case, \( u_l = v_F \) is the Fermi velocity and \( K_1 = 1 \) corresponds to the noninteracting case. In the absence of an optical lattice, all terms involving a highly oscillating behavior average to zero, so that only slowly varying terms are retained. The main feature of the interaction Hamiltonian is its nonlocality, embedded in the long-range nature of photon-mediated interaction, which involve not only the spin sector via the \( \hat{\theta}_\sigma \) field but also the charge sector through the \( \hat{\phi}_\rho \) field.

To get a qualitative picture of the low-energy behavior, we use a MF type of argument, analyzing separately the case in which either the field \( \hat{\theta}_\sigma \) or \( \hat{\phi}_\rho \) becomes massive. When the spin becomes massive, opening a gap in the excitation spectrum \( \Delta = \langle e^{i\hat{\theta}_\sigma} \rangle \), the system tends to open a gap in the charge sector when the operator \( \cos(\sqrt{2} \hat{\phi}_\rho) \) becomes relevant, i.e., \( K_\rho < 3 \) and this behavior is independent on the sign of the interaction. On the other hand, when \( \hat{\phi}_\rho \) becomes massive and is trapped in one of the minima of the cosine \( \Gamma = \langle \cos(\sqrt{2} \hat{\phi}_\rho) \rangle \) a gap in the spin sector is opened when \( K_\sigma > \frac{\pi}{2} \), which makes the term \( \cos(\sqrt{2} \hat{\theta}_\sigma) \) relevant for \( g > 0 \). Thus, for \( g > 0 \) the instabilities of the system can be both ADW and SDW.

In particular, we look at the following correlation functions, characterizing SDW, ADW, and singlet (SS)/triplet (TS) superfluidity [28]: \( \langle \hat{O}_{SDW}^{\dagger}(r) \hat{O}_{SDW}(0) \rangle \), \( \langle \hat{O}_{ADW}^{\dagger}(r) \hat{O}_{ADW}(0) \rangle \), \( \langle \hat{O}_{SS}^{\dagger}(r) \hat{O}_{SS}(0) \rangle \), and \( \langle \hat{O}_{TS}^{\dagger}(r) \hat{O}_{TS}(0) \rangle \). Here, the operators are defined as

\[
\hat{O}_{SDW} = \hat{\Psi}_{r \uparrow}^{\dagger} \hat{\Psi}_{L \uparrow} + \hat{\Psi}_{r \downarrow}^{\dagger} \hat{\Psi}_{L \downarrow},
\]

(32)

\[
\hat{O}_{ADW} = -i (\hat{\Psi}_{r \uparrow}^{\dagger} \hat{\Psi}_{L \downarrow} - \hat{\Psi}_{r \downarrow}^{\dagger} \hat{\Psi}_{L \uparrow}),
\]

(33)

\[
\hat{O}_{SS} = \hat{\Psi}_{r \uparrow}^{\dagger} \hat{\Psi}_{L \uparrow} + \hat{\Psi}_{r \downarrow}^{\dagger} \hat{\Psi}_{L \downarrow},
\]

(34)

\[
\hat{O}_{TS} = \hat{\Psi}_{r \uparrow}^{\dagger} \hat{\Psi}_{L \downarrow} - \hat{\Psi}_{r \downarrow}^{\dagger} \hat{\Psi}_{L \uparrow},
\]

(35)

We then look at the Fourier transform of the above correlation functions, that is,

\[
\chi_{ad}(k, \omega_n) = \int dr \int_0^\beta d\tau \ e^{-ikr + i\omega_n \tau} \langle \hat{O}_{ad}^{\dagger}(r, \tau) \hat{O}_{ad}(0) \rangle
\]

(37)

and, after performing analytical continuation, we end up with the susceptibilities. From the behavior of these susceptibilities we can gain insight on the nature of the quantum fluid and on its phase diagram. In particular, when the cavity field is red detuned with respect to the pump frequency \( (g < 0) \), from the RG analysis we find values of \( K_\rho \) and \( K_\sigma \) that lead to divergent behavior in the SDW correlation function, which for \( k = 2k_F \) it diverges as \( \chi_{SDW} \sim e^{-k_F^2 + K_\sigma^2} \). On the blue-detuned side \( (g > 0) \) instead, the main instabilities are in the SS channel, with \( \chi_{SS} \sim e^{-k_F^2 + K_\rho^2} \). No sign of ADW is found at this level, so processes observed in the ED results can be explained as higher-energy processes which cannot be captured at the lowest order of our bosonization of the fields operators [31].

V. CONCLUDING REMARKS

We showed that degenerate fermionic atoms in optical cavities may stabilize a spinful Fermi fluid in strongly coupled conditions, for both positive and negative values of the experimentally tunable effective interaction \( g \) mediated by cavity photons. Different quantum phases, driven by the most favored processes (spin-density fluctuations) appearing in the original Hamiltonian, can be explored. These, in turn, appear to indirectly favor the occurrence of fluctuations in the atomic density and superfluid pairing, leading to a rich phase diagram where a SDW structure with bosonic nature emerges for \( g < 0 \), while a superfluid character (singlet or triplet) with fermionic nature is favored for \( g > 0 \). Our findings synthesize different clues extracted from mean field and exact diagonalization, accompanied by bosonization and renormalization-group analysis.

Our proposed system can be implemented in current experiments using ultracold fermionic atoms in optical cavities, under conditions of large detuning and bad-cavity regimes [4], and confined 1D geometry realized by a tight confinement along the directions perpendicular to the cavity axis with a superimposed trapping [32]. Typical values include \( \kappa \approx \text{MHz} \), \( E_R = \hbar^2 k_F^2 / (2m) \approx \text{kHz} \), comparable with the \( E_F = N \times 10^3 \) atoms, \( \Delta_c \approx 10^3 \text{–} 10^6 \) MHz. With these numbers, the two-photon cavity frequency \( g_{en} \) can be tuned in strength by changing the intensity of the transversal pump and then vary the sign and strength of \( g \) acting on the cavity detuning.

Further developments are needed to characterize the nature and dominance of the different order parameters across the phase diagram, as using twisted boundary conditions to mimic superfluid response not accessible in the canonical ensemble, or more sophisticated methods to increase the system size in presence of long-range interactions. Also, optical cavities are by no means closed systems, requiring to investigate the phase-diagram stability towards dissipative effects. The system studied here is in fact equivalent to a one-axis twisting Hamiltonian that can be used to engineer spin-squeezing mechanisms [33].
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