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ABSTRACT

The daily average natural rainfall amounts in the five regions of Thailand can be estimated using the confidence intervals for the common mean of several delta-lognormal distributions based on the fiducial generalized confidence interval (FGCI), large sample (LS), method of variance estimates recovery (MOVER), parametric bootstrap (PB), and highest posterior density intervals based on Jeffreys’ rule (HPD-JR) and normal-gamma-beta (HPD-NGB) priors. Monte Carlo simulation was conducted to assess the performance in terms of the coverage probability and average length of the proposed methods. The numerical results indicate that MOVER and PB provided better performances than the other methods in a variety of situations, even when the sample case was large. The efficacies of the proposed methods were illustrated by applying them to real rainfall datasets from the five regions of Thailand.

INTRODUCTION

Approximately 82.2% of Thailand’s cultivated land area depends on natural rainfall (Supasod, 2006), thereby indicating its importance for Thai agriculture. However, it is a natural phenomenon with a significant level of uncertainty that can cause natural disasters such as droughts, floods, and landslides. In many countries around the world, extreme rainfall events have been increasing in frequency and duration. On December 5, 2017, Storm Desmond led to heavy rainfall causing flooding in northern England, Southern Scotland, and Ireland (Otto and Oldenborgh, 2017). On July 6–7, 2018, extreme rainfall events such as floods and landslides affected over 5,000 houses, and approximately 1.9 million people in Japan were evacuated from the at-risk area (Oldenborgh, 2018). In mid-September 2019, the amount of rainfall was extreme during Tropical Storm Imelda in Southeast Texas, USA, where over 1,000 people were affected by large-scale flooding and there were 5 deaths (Oldenborgh et al., 2019). Thus, it is necessary to assess how rainfall varies in each region of a country on a daily basis. Due to the climate pattern and meteorological conditions, Thailand is commonly separated into five regions: northern, northeastern, central, eastern, and southern. The rainfall in each region varies widely due to both location and seasonality. Importantly, Thailand’s rainfall data include many zeros with probability δ > 0 and positive right-skewed data following a lognormal distribution for the remainder of the probability. Thus, applying a delta-lognormal distribution (Aitchison, 1955) is appropriate.

The mean is a measure of the center of a set of observations (Casella and Berger, 2002) that can be used in statistical inference, while functions of the mean such as the ratio or difference between two means can also be used. These parameters have been applied in many research areas, such as medicine, fish stocks, pharmaceutics, and climatology. For example, they have been used for hypothesis testing of the effect of race on the average medical costs between African American and Caucasian patients with type I diabetes (Zhou et al., 1997), to estimate the mean charges for diagnostic tests on patients with
unstable chronic medical conditions (Zhou and Tu, 2000; Tian, 2005; Tian and Wu, 2007; Li et al., 2013),
to estimate the maximum alcohol concentration in men in an alcohol interaction study (Tian and Wu,
2007; Krishnamoorthy and Oral, 2015), to estimate the mean red cod density around New Zealand as
an indication of fish abundance (Fletcher, 2008; Wu and Hsieh, 2014), and to estimate the mean of the
monthly rainfall totals to compare rainfall in Bloemfontein and Kimberley in South African (Harvey and
van der Merwe, 2012).

In practice, the mean has been widely used in many fields, as mentioned before. When independent
samples are recorded from several situations, then the common mean is of interest when studying more
than one population. Many researchers have investigated methods for constructing confidence interval
(CIs) for the common mean of several distributions. For example, Fairweather (1972) proposed a linear
combination of Student’s t to construct CIs for the common mean of several normal distributions. Jordan
and Krishnamoorthy (1996) solved the problem of CIs for the common mean under unknown and
unequal variances based on Student’s t and independent F variables from several normal populations.
Krishnamoorthy and Mathew (2003) presented the generalized CI (GCI) and compared it with the CIs
constructed by Fairweather (1972), and Jordan and Krishnamoorthy (1996). Later, Lin and Lee (2005)
developed a GCI for the common mean of several normal populations. Tian and Wu (2007) provided CIs
for the common mean of several lognormal populations using the generalized variable approach, which
was shown to be consistently better than the large sample (LS) approach. Lin and Wang (2013) studied
the modification of the quadratic method to make inference via hypothesis testing and interval estimation
for several lognormal means. Krishnamoorthy and Oral (2015) proposed the method of variance estimates
recovery (MOVER) approach for the common mean of lognormal distributions.

As mentioned earlier, many researchers have developed CIs for the common mean of several normal
and lognormal distributions. However, there has not yet been an investigation of statistical inference
using the common mean of several delta-lognormal distributions. Since the common mean is used to
study more than one population, the average precipitation in the five regions in Thailand can be estimated
using it as there is an important need to estimate the daily rainfall trends in these regions. Furthermore,
the daily rainfall records from the five regions in Thailand satisfy the assumptions for a delta-lognormal
distribution. Herein, CIs for the common mean of several delta-lognormal models based on the fiducial
GCI (FGCI), LS, MOVER, parametric bootstrap (PB), and highest posterior density (HPD) intervals
based on Jeffreys’ rule (HPD-JR) and normal-gamma-beta (HPD-NGB) priors are proposed. The outline
of this article is as follows. The ideas behind the proposed methods are detailed in Section 2. Numerical
computations are reported in Section 3. In Section 4, the daily natural rainfall records of the five regions
in Thailand are used to illustrate the efficacy of the methods. Finally, the paper is ended with a discussion
and conclusions.

METHODS

Let \( W_{ij} = (W_{i1}, W_{i2}, ..., W_{in}) \) be random samples drawn from a delta-lognormal distribution, for \( i = 1, 2, ..., k \)
and \( j = 1, 2, ..., n_i \). There are three parameters in this distribution: the mean \( \mu_i \), variance \( \sigma_i^2 \) and the
probability of obtaining a zero observation \( \delta_i \). The distribution of \( W_{ij} \) is given by

\[
H(w_{ij}; \mu_i, \sigma_i^2, \delta_i) = \left\{ \begin{array}{ll}
\delta_i & ; w_{ij} = 0 \\
\delta_i + (1 - \delta_i)G(w_{ij}; \mu_i, \sigma_i^2) & ; w_{ij} > 0
\end{array} \right.
\]

(1)

where \( G(w_{ij}; \mu_i, \sigma_i^2) \) is a lognormal distribution function, denoted as \( LN(\mu_i, \sigma_i^2) \) such that \( \ln W_{ij} \sim N(\mu_i, \sigma_i^2) \). The number of zeros has a binomial distribution \( n_{i(0)} = \#\{ j : w_{ij} = 0 \} \sim B(n_i, \delta_i) \). The population
mean of \( W_{ij} \) is given by

\[
\bar{\mu}_i = (1 - \delta_i) \exp(\mu_i + \frac{\sigma_i^2}{2})
\]

(2)

The unbiased estimates of \( \mu_i, \sigma_i^2 \), and \( \delta_i \) are \( \hat{\mu}_i = n_{i(1)}^{-1} \sum_{j: w_{ij} > 0} \ln W_{ij} \), \( \hat{\sigma}_i^2 = \left( n_{i(1)} - 1 \right)^{-1} \sum_{j: w_{ij} > 0} [\ln W_{ij} - \hat{\mu}_i]^2 \),
and \( \hat{\delta}_i = n_{i(0)}/n_i \), respectively, where \( n_i = n_{i(0)} + n_{i(1)} \); \( n_{i(1)} = \#\{ j : w_{ij} > 0 \} \). Suppose that the delta-
lognormal mean in (2) for all \( k \) populations are the same, then according to Tian and Wu (2007) and
Krishnamoorthy and Oral (2015), the common delta-lognormal mean is defined as
According to Aitchison and Brown (1963), the Aitchison estimate of $\theta$ where $\mu_i$, $\sigma_i^2$, and $\delta_i$. According to Longford (2009), the expected value of $\hat{\theta}_i^*$ is derived as

$$\hat{\theta}_i = (1 - \delta_i) \exp \left( \mu_i + \frac{\sigma_i^2}{2} \right)$$

For the $i^{th}$ sample, the estimates of $\theta_i$ are $\hat{\theta}_i^* = (1 - \delta_i) \exp \left( \hat{\mu}_i + \frac{\hat{\sigma}_i^2}{2} \right)$ which contains the unbiased estimates $\hat{\mu}_i$, $\hat{\sigma}_i^2$ and $\delta_i$. According to Longford (2009), the expected value of $\hat{\theta}_i^*$ is derived as

$$E[\hat{\theta}_i^*] = \left[ 1 - E(\delta_i) \right] E \left[ \exp \left( \hat{\mu}_i + \frac{\hat{\sigma}_i^2}{2} \right) \right]$$

$$= (1 - \delta_i) \exp \left( \mu_i + \frac{\sigma_i^2}{2n_i(1)} \right) \left( \frac{l_i}{l_i - \sigma_i^2} \right)^{l_i/2}$$

where $\hat{\theta}_i \sim N(\delta_i, \frac{\delta_i(1-\delta_i)}{n_i})$ as $n_i \to \infty$, $E[\exp(\hat{\mu}_i)] = \exp \left( \mu_i + \frac{\sigma_i^2}{2n_i(1)} \right)$ and $E[\exp(c_iY_i)] = (1 - c_i)^{-l_i/2}$; $Y_i = l_i \frac{\sigma_i^2}{\sigma_i^2} \sim \chi_i^2$ and $c_i = \frac{\sigma_i^2}{\sigma_i^2}$, $\sigma_i^2 = (n_i(1) - 1)^{-1} \sum_{j=1}^{n_i(1)} [\ln(W_{ij}) - \mu_i]^2$. If $\frac{l_i - \sigma_i^2}{l_i} = \exp \left[ \frac{-2\sigma_i^2}{l_i} \left( \frac{1}{2} - \frac{1}{2n_i(1)} \right) \right]$, then we can obtain that

$$E[\hat{\theta}_i^*] = (1 - \delta_i) \exp \left( \mu_i + \frac{\sigma_i^2}{2n_i(1)} \right) \left( \exp \left[ \frac{-2\sigma_i^2}{l_i} \left( \frac{1}{2} - \frac{1}{2n_i(1)} \right) \right] \right)^{-l_i/2}$$

$$= (1 - \delta_i) \exp \left( \mu_i + \frac{\sigma_i^2}{2} \right)$$

According to Aitchison and Brown (1963), the Aitchison estimate of $\theta_i$ is expressed as

$$\hat{\theta}_i^{(A)} = \begin{cases} 
0 & : n_i(1) = 0 \\
\frac{w_{i1}}{n_i} & : n_i(1) = 1 \\
(1 - \delta_i) \exp(\mu_i) \psi_{n_i(1)}(\frac{\sigma_i^2}{2}) & : n_i(1) > 1 
\end{cases}$$

where $\psi_a(b)$ is a Bessel function defined as

$$\psi_a(b) = 1 + \frac{(a-1)b}{a} + \frac{(a-1)^3}{a!} \frac{b^2}{a+1} + \frac{(a-1)^5}{a^3!} \frac{b^3}{(a+1)(a+3)} + \ldots$$

To investigate the unbiased estimate $\hat{\theta}_i^{(A)}$, the expected value is

$$E \left[ \hat{\theta}_i^{(A)} \right] = \sum_{j=1}^{n_i} P(n_i(1) = j) E \left[ \hat{\theta}_i^{(A)} | n_i(1) = j \right]$$

$$= 0 + P(n_i(1) = 1) \frac{\exp(\mu_i + \frac{\sigma_i^2}{2n_i})}{n_i} + \sum_{j=2}^{n_i} P(n_i(1) = j) E \left[ \hat{\theta}_i^{(A)} | n_i(1) = j \right]$$

$$= P(n_i(1) = 1) \frac{\exp(\mu_i + \frac{\sigma_i^2}{2n_i})}{n_i} + \sum_{j=2}^{n_i} P(n_i(1) = j) E \left[ \frac{n_i(1)}{n_i} \exp(\mu_i + \frac{\sigma_i^2}{2n_i}) | n_i(1) = j \right]$$

$$= \sum_{j=0}^{n_i} P(n_i(1) = j) E \left[ \frac{n_i(1)}{n_i} \exp(\mu_i + \frac{\sigma_i^2}{2n_i}) | n_i(1) = j \right]$$

$$= E \left[ \frac{n_i(1)}{n_i} \exp(\mu_i + \frac{\sigma_i^2}{2n_i}) \right]$$

$$= (1 - \delta_i) \exp(\mu_i + \frac{\sigma_i^2}{2})$$
According to Shimizu and Iwase (1981), the uniformly minimum variance unbiased (UMVU) estimate of \( \theta_i \) is

\[
\hat{\theta}_i^{(Shi)} = \begin{cases} 
\frac{n_i(1)}{4} \exp(\hat{\mu}_i) F_1 \left( \frac{n_i(1)-1}{4n_i(1)} S_i^2 \right) & ; n_i(1) < 1 \\
0 & ; n_i(1) \geq 1 
\end{cases}
\] (9)

where \( S_i^2 = \sum_{j=1}^{n_i(1)} \ln(W_{ij}) - \hat{\mu}_i^2 \) and \( F_1(a; z) = \sum_{m=0}^{\infty} \frac{a^m}{(a)^m} \).

From Kunio (1983), \( E \left[ \hat{\theta}_i^{(Shi)} \right] = \frac{n_i(1)}{n_i} \exp(\mu_i + \sigma_i^2) \exp \left[ \frac{n_i(1)-1}{2n_i(1)} \sigma_i^2 \right] \) is obtained, then

\[
E \left[ \hat{\theta}_i^{(Shi)} \right] = E \left[ \hat{\theta}_i^{(Shi)} \right] = E \left[ \frac{n_i(1)}{n_i} \exp(\mu_i) F_1 \left( \frac{n_i(1)-1}{4n_i(1)} S_i^2 \right) \right]
= \frac{n_i(1)}{n_i} \exp(\mu_i + \sigma_i^2) \exp \left[ \frac{n_i(1)-1}{2n_i(1)} \sigma_i^2 \right]
= (1 - \hat{\delta}) \exp \left[ \mu_i + \frac{\sigma_i^2}{2} \right]
\] (11)

where \( E(n_i(1)) = n_i(1) - \hat{\delta} \). The asymptotic variance of \( \hat{\theta}_i^{(Shi)} \) is given by

\[
\text{Var} \left[ \hat{\theta}_i^{(Shi)} \right] = \exp(2\mu_i + \sigma_i^2) \left[ \frac{1}{n_i} \sum_{j=1}^{n_i} (\hat{\mu}_i - \mu_i)^j \delta^{n_i-j} j^2 \exp \left( \frac{\sigma_i^2}{j} \right) \right]
= \exp(2\mu_i + \sigma_i^2) \left[ \delta(1 - \hat{\delta}) + \frac{1}{2}(1 - \hat{\delta})(2\sigma_i^2 + \mu_i) + O(n_i^{-2}) \right]
\] (12)

Actually, \( \Psi_{n_i(1)}(\frac{\sigma_i^2}{2}) = F_1 \left( \frac{n_i(1)-1}{2}, \frac{n_i(1)-1}{4n_i(1)} S_i^2 \right) \) such that \( \hat{\theta}_i^{(Shi)} \) and \( \hat{\theta}_i^{(Ad)} \) are the unbiased estimates of \( \theta_i \) under different ideas, although their variances are the same i.e. \( \text{Var} \left[ \hat{\theta}_i^{(Shi)} \right] = \text{Var} \left[ \hat{\theta}_i^{(Ad)} \right] \). Using \( \mu_i, \sigma_i^2 \), and \( \hat{\delta} \), from the samples, the estimated delta-lognormal mean \( \hat{\theta}_i^{(Ad)} \) and variance of \( \hat{\theta}_i^{(Ad)} \) are obtained.

The following methods are the detailed construction of the CIs for the common delta-lognormal mean.

**Fiducial Generalized Confidence Interval**

Fiducial inference was introduced by Fisher (1930). Fisher’s fiducial argument was used to develop a generalized fiducial recipe that could be extended to the application of fiducial ideas (Hannig, 2009). The concept of the fiducial interval has been advanced by the idea of the generalized pivotal quantity (GPQ) such that it is directly used to apply for generalized inference. Later, Hannig et al. (2006) argued that a subclass of GPQs, the fiducial GPQ (FGPQ), provides a framework that shows the connection between a distribution and a parameter. Recall that \( \mu_i \sim N(\mu, \sigma_i^2/n_i(1)) \) and \( (n_i(1) - 1) \hat{\sigma}_i^2/\sigma_i^2 \sim \chi_{n_i(1)-1}^2 \) are the independent random variables. The structure functions of \( \mu_i \) and \( \hat{\theta}_i^2 \) are

\[
\hat{\mu}_i = \mu_i + V_i \sqrt{\frac{\sigma_i^2}{n_i(1)}} \quad \text{and} \quad \hat{\sigma}_i^2 = \frac{\sigma_i^2 U_i}{n_i(1) - 1}
\] (13)

which are the function of \( V_i \) and \( U_i \), respectively, where \( V_i \sim N(0,1) \) and \( U_i \sim \chi_{n_i(1)-1}^2 \). Given the observed values, the estimates \( \hat{\mu}_i \) and \( \hat{\sigma}_i^2 \) can be obtained, and the unique solution of \( (\hat{\mu}_i, \hat{\sigma}_i^2) = \left( \mu_i + V_i \sqrt{\frac{\sigma_i^2}{n_i(1)}}, \frac{\sigma_i^2 U_i}{n_i(1) - 1} \right) \) becomes...
The respective FGPQs of $\mu_i$ and $\sigma_i^2$ are

\begin{align}
G_{\mu_i} &= \hat{\mu}_i - V_i \frac{\hat{\sigma}_i}{\sqrt{n_i(1)}} \sqrt{\frac{n_i(1) - 1}{U_i}}, \\
G_{\sigma_i^2} &= \frac{(n_i(1) - 1)\hat{\sigma}_i^2}{U_i^*}
\end{align}

(14) (15) (16)

where $V_i^*$ and $U_i^*$ are independent copies of $V_i$ and $U_i$, respectively. Hasan and Krishnamoorthy (2018) developed the FGPQ of $\hat{\delta}_i$ using a beta distribution as $G_{\hat{\delta}_i} \sim Beta(\alpha_i, \beta_i); \alpha_i = n_i(1) + 0.5$ and $\beta_i = n_i(0) + 0.5$. The FGPQ of $\hat{\vartheta}$ based on $k$ individual samples is

$$G_{\hat{\vartheta}} = \frac{\sum_{i=1}^{k} G_{\mu_i} G_{\sigma_i^2}}{\sum_{i=1}^{k} G_{w_i}}$$

(17)

where $G_{\hat{\vartheta}} = G_{\hat{\delta}_i} \exp(G_{\hat{\mu}_i} + G_{\sigma_i^2}/2), G_{w_i} = 1/G_{\text{Var}[\hat{\delta}_i^{(w)}]}$, and

$$G_{\text{Var}[\hat{\delta}_i^{(w)}]} = \exp(2G_{\hat{\mu}_i} + G_{\sigma_i^2}) \left[ G_{\hat{\delta}_i} (1 - G_{\hat{\delta}_i}) + \frac{1}{2} G_{\hat{\delta}_i}^2 (2G_{\hat{\sigma}_i^2} + G_{\sigma_i^2}) \right]/n_i.$$ 

Thus, the $100(1 - \zeta)$% FGCI for $\hat{\vartheta}$ is

$$Cl_{\hat{\vartheta}}(f_{\text{grci}}) = [L_{\hat{\vartheta}}(f_{\text{grci}}), U_{\hat{\vartheta}}(f_{\text{grci}})] = [G_{\hat{\vartheta}}(\zeta/2), G_{\hat{\vartheta}}(1 - \zeta/2)]$$

(18)

where $G_{\hat{\vartheta}}(\zeta)$ denotes the $\zeta^{th}$ percentiles of $G_{\hat{\vartheta}}$. Algorithm 1 shows the computational steps for obtaining the FGCI.

**Algorithm 1: FGCI**

1) Generate $V_i \sim N(0, 1)$ and $U_i \sim \chi^2_{n_i(1) - 1}$ are independent.
2) Compute the FGPQs $G_{\hat{\mu}_i}, G_{\sigma_i^2}$ and $G_{\hat{\delta}_i}$.
3) Compute $G_{w_i}$ and $G_{\hat{\vartheta}}$ leading to obtain $G_{\hat{\vartheta}}$.
4) Repeat steps 1-3, a number of times, $m=2500$, compute 95%FGCI for $\hat{\vartheta}$, as given in (18).

**Large Sample Interval**

Recall that the Aitchitson estimator is $\hat{\delta}_i^{(Air)} = (1 - \hat{\delta}_i) \exp(\hat{\mu}_i) \psi_{n_i(1)}(\hat{\sigma}_i^2/2)$ and the variance of $\hat{\delta}_i^{(Air)}$ is $\text{Var} \left[ \hat{\delta}_i^{(Air)} \right] = \exp(2\mu_i + \sigma_i^2) \left[ \hat{\delta}_i (1 - \hat{\delta}_i) + \frac{1}{2} (1 - \hat{\delta}_i)^2 (2\sigma_i^2 + \sigma_i^4) \right]/n_i$. The approximated variance is obtained by replacing $\hat{\mu}_i, \sigma_i^2$ and $\hat{\delta}_i$ with $\hat{\delta}_i$. The pooled estimate of $\hat{\delta}_i$ is given by

$$\hat{\delta} = \frac{\sum_{i=1}^{k} w_i \hat{\delta}_i^{(Air)}}{\sum_{i=1}^{k} w_i}$$

(19)

where $w_i = 1/\text{Var} \left[ \hat{\delta}_i^{(Air)} \right]$. Hence, the $100(1 - \zeta)$% LS interval for $\hat{\vartheta}$ is obtained as

$$Cl_{\hat{\delta}}^{(ls)} = [L_{\hat{\delta}}^{(ls)}, U_{\hat{\delta}}^{(ls)}] = \left[ \hat{\delta} - z_{1-\zeta} \sqrt{\frac{1}{\sum_{i=1}^{k} w_i} \left( \frac{1}{k} \sum_{i=1}^{k} w_i \left[ \hat{\delta}^{(ls)} - \hat{\delta} \right] + \frac{1}{2} \hat{\delta}^{(ls)} \right)} , \hat{\delta} + z_{1-\zeta} \sqrt{\frac{1}{\sum_{i=1}^{k} w_i} \left( \frac{1}{k} \sum_{i=1}^{k} w_i \left[ \hat{\delta}^{(ls)} - \hat{\delta} \right] + \frac{1}{2} \hat{\delta}^{(ls)} \right)} \right]$$

(20)

where $z_{\zeta}$ denotes the $\zeta^{th}$ percentiles of standard normal $N(0, 1)$. The LS interval can be estimated easily via Algorithm 2.
Algorithm 2: LS
1) Compute \( \hat{\delta}_i^{(Air)} \) and \( \text{Var} \left[ \hat{\delta}_i^{(Air)} \right] \).
2) Compute \( \hat{\vartheta} \).
3) Compute 95% LS interval for \( \vartheta \), as given in (20).

Method of Variance Estimates Recovery

This method produces a closed-form CI that is easy to compute. For this reason, the MOVER CI for the common delta-lognormal mean is considered for \( k \) independent random samples. The MOVER for a linear combination of \( \vartheta_i \); \( i = 1, 2, \ldots, k \) is as follows. Let \( \hat{\vartheta}_1, \hat{\vartheta}_2, \ldots, \hat{\vartheta}_k \) be independent unbiased estimators of \( \vartheta_1, \vartheta_2, \ldots, \vartheta_k \), respectively. In addition, let \( [l_i, u_i] \) stand for the 100(1 - \( \zeta \))% CI for \( \vartheta_i \). According to Krishnamoorthy and Oral (2015), the 100(1 - \( \zeta \))% MOVER for \( \sum_{i=1}^k c_i \vartheta_i \) is given by

\[
CI_{\sum_{i=1}^k c_i \vartheta_i} = [L_{\sum_{i=1}^k c_i \vartheta_i}, U_{\sum_{i=1}^k c_i \vartheta_i}]
\]

\[
= \left[ \sum_{i=1}^k c_i \hat{\vartheta}_i - \sqrt{\sum_{i=1}^k c_i^2 \left( \hat{\vartheta}_i - l_i^* \right)^2} + \sqrt{\sum_{i=1}^k c_i^2 \left( \hat{\vartheta}_i - u_i^* \right)^2} \right]
\]

where \( l_i^* = \begin{cases} l_i & : c_i > 0 \\ u_i & : c_i < 0 \end{cases} \) and \( u_i^* = \begin{cases} u_i & : c_i > 0 \\ l_i & : c_i < 0 \end{cases} \). Next, the closed-form CIs for \( \vartheta_i \) are needed to construct MOVER for \( \vartheta \). Thus, \( \vartheta_i \) is log-transformed as

\[
\ln \vartheta_i = \ln \hat{\delta}_i^* + (\mu_i + \sigma_i^2)
\]

where \( \delta_i^* = 1 - \hat{\delta}_i \). Let \( \hat{\mu}_i \) and \( \hat{\sigma}_i^2 \) and \( \hat{\delta}_i^* \) be the unbiased estimates of \( \mu_i, \sigma_i^2 \), and \( \delta_i \), respectively. The MOVER for a single delta-lognormal mean presented by Hasan and Krishnamoorthy (2018), the MOVER for \( \vartheta_i \) is given by

\[
L_{\vartheta_i} = \exp \left\{ \ln \hat{\delta}_i^* + (\hat{\mu}_i + \hat{\sigma}_i^2) - \sqrt{\left( \ln \hat{\delta}_i^* - l_{\ln \hat{\delta}_i^*} \right)^2 + \left( \hat{\mu}_i + \hat{\sigma}_i^2 - l_{\ln \hat{\mu}_i + \sigma_i^2} \right)^2} \right\}
\]

\[
U_{\vartheta_i} = \exp \left\{ \ln \hat{\delta}_i^* + (\hat{\mu}_i + \hat{\sigma}_i^2) - \sqrt{\left( \ln \hat{\delta}_i^* - u_{\ln \hat{\delta}_i^*} \right)^2 + \left( \hat{\mu}_i + \hat{\sigma}_i^2 - u_{\ln \hat{\mu}_i + \sigma_i^2} \right)^2} \right\}
\]

where

\[
(l_{\ln \hat{\delta}_i^*, u_{\ln \hat{\delta}_i^*}) = \ln \left[ \left( \hat{\delta}_i^* + \frac{T_i^{2, 2, \xi, /2}}{2n_i} + T_{1-\zeta; /2} \frac{\hat{\delta}_i^* (1 - \hat{\delta}_i^*)}{n_i} \right)^2 + \frac{T_i^{2, 2, \xi, /2}}{4n_i^2} \right] / \left( 1 + \frac{T_i^{2, 2, \xi, /2}}{n_i} \right)
\]

\[
(l_{\hat{\mu}_i + \hat{\sigma}_i^2, u_{\hat{\mu}_i + \sigma_i^2}) = \left[ \left( \frac{Z_{i, \xi, /2} \hat{\delta}_i^2}{n_i(1)} \right)^2 + \frac{\hat{\sigma}_i^4}{4} \left( 1 - \frac{n_i(1) - 1}{\chi_{i, \xi, /2, n_i(1) - 1}^2} \right) \right]^{1/2}, \quad (24)
\]

\[
(\hat{\mu}_i + \hat{\sigma}_i^2, u_{\hat{\mu}_i + \sigma_i^2}) = \left[ \left( \frac{Z_{i, \xi, /2} \hat{\delta}_i^2}{n_i(1)} \right)^2 + \frac{\hat{\sigma}_i^4}{4} \left( 1 - \frac{n_i(1) - 1}{\chi_{i, \xi, /2, n_i(1) - 1}^2} \right) \right]^{1/2}
\]

Note that both \( T_i = (n_i(1) - n_i \hat{\delta}_i^*)/\sqrt{n_i \hat{\delta}_i^* (1 - \hat{\delta}_i^*)} \sim N(0, 1) \), and \( Z_i = (\hat{\mu}_i - \mu_i)/\sqrt{\hat{\sigma}_i^4/n_i(1)} \sim N(0, 1) \) are independent random variables. According to Krishnamoorthy and Oral (2015), the 100(1 - \( \zeta \))% MOVER interval for \( \vartheta \) is
where $w_i = 1/\sqrt{\text{Var}[\hat{\delta}_i^{(Air)}]}$. Algorithm 3 describes the steps to construct the MOVER interval.

**Algorithm 3: MOVER**

1) Compute CIs for $\ln \delta_i^*$ and $\mu_i + \sigma_i^2$ are $(\ln \delta_i^*, \mu_i + \sigma_i^2)$ and $(\ln \delta_i^*, \mu_i + \sigma_i^2)$, respectively.

2) Compute MOVER for $\delta_i$, as given in (23).

3) Compute 95%MOVER for $\delta$, given in (25).

**Parametric Bootstrap**

This is developed from the parametric bootstrap on the common mean of several heterogeneous lognormal distributions, proposed by Malekzadeh and Kharrati-Kopaei (2019). The delta-lognormal mean is transformed by taking the logarithm as

$$
\mu_i = \ln \left( \frac{\hat{\vartheta}}{1 - \hat{\delta}} \right) - \frac{\sigma_i^2}{2}
$$

(26)

The likelihood of $(\vartheta, \sigma_i^2, \delta_i)$ is

$$
L(\vartheta, \sigma_i^2, \delta_i | w_{ij}) = \prod_{i=1}^{k} \left( \frac{n_i}{\lambda_i} \right) \delta_i (1 - \delta_i) \frac{1}{(2\pi \sigma_i^2)^{n_i/2}} \exp \left\{ -\frac{1}{2\sigma_i^2} \sum_{j=1}^{n_i} \left( \ln w_{ij} - \ln \left( \frac{\vartheta^{1-\delta_i}}{1 - \delta_i} \right) + \frac{\sigma_i^2}{2} \right)^2 \right\}
$$

(27)

which enables obtaining the maximum likelihood estimates of $\ln \vartheta$ and $\sigma_i^2$ as

$$
\ln \hat{\vartheta}_{mle} = \frac{\sum_{i=1}^{k} \hat{w}_{mle,i} \left[ \hat{\mu}_i + \ln (1 - \hat{\delta}_i) \right]}{\sum_{i=1}^{k} \hat{w}_{mle,i}} + N/2
$$

$$
\hat{\sigma}_i^2 = -2 + 2 \sqrt{1 + \hat{\sigma}_i^2 + \{ \hat{\mu} - \ln \left[ \frac{\hat{\vartheta}}{1 - \hat{\delta}_i} \right] \}^2}
$$

(28)

where $\hat{\vartheta}_{mle,i} = n_i(1)/\hat{\sigma}_i^2$ and $\ln \hat{\vartheta}_{mle} = \sum_{i=1}^{k} \hat{w}_{mle,i} \left[ \hat{\mu}_i + \ln (1 - \hat{\delta}_i) \right]/\sum_{i=1}^{k} \hat{w}_{mle,i}$; $\hat{\mu}_i = n_i(1)/\hat{\sigma}_i^2$. If $\delta_i = 0$, then it becomes the common lognormal mean (see Krishnamoorthy and Oral (2015) for a detailed explanation). By applying central limit theorem, we obtain $(\ln \hat{\vartheta}_{mle} - \ln \vartheta) \sqrt{\sum_{i=1}^{k} \hat{w}_{mle,i}} \sim N(0, 1)$ such that $T = (\ln \hat{\vartheta}_{mle} - \ln \vartheta)^2 \sum_{i=1}^{k} \hat{w}_{mle,i} \sim \chi^2_{n_i(1) - 1}$. It is well-known that $\hat{\mu}_i$, $\hat{\sigma}_i^2$ and $\hat{\delta}_i$ are independent random variables for which $\hat{\mu}_i \sim N(\vartheta^{1-\delta} \sigma_i^2 N \left( \frac{\delta_i}{1 - \delta_i} \right)) - \frac{\delta_i}{2}$, $\sigma_i^2 / n_i(1)$, $(n_i(1) - 1) \hat{\sigma}_i^2 / \sigma_i^2 \sim \chi_{n_i(1) - 1}^2$ and $\hat{\delta}_i \sim N(\delta_i, \delta_i(1 - \delta_i)/n_i)$ are obtained, respectively. Let $
eta = \mu_i + \sigma_i^2/2$ so that we can write $T = \sum_{i=1}^{k} \hat{w}_{mle,i} \left[ \hat{\mu}_i + \ln (1 - \hat{\delta}_i) - \eta \ln (1 - \hat{\delta}_i) \right] + N/2$. It can be seen that the distribution of $T$ is complicated, possibly depending on nuisance parameters $\sigma_i^2$ and $\delta_i$, but not on $\ln \vartheta$.

Thus, the exact distribution of $T$ is unknown in practice, and so we propose the PB pivotal variable corresponding to $T^{PB}$ as

$$
T^{PB} = (\ln \hat{\vartheta}_{mle} - \ln \vartheta)^2 \sum_{i=1}^{k} \hat{w}_{mle,i}
$$

(29)
where \( \ln \hat{\theta}_{mle} \) is the maximum likelihood estimate of \( \theta \) plus an adjustment term, \( \sum_{i=1}^{k} \hat{w}_{mle,i} \), 
\( \hat{w}_{mle,i} = n_i(1) / \hat{\sigma}_{2B,i}^2 \).
\( \hat{\theta}_{mle} \) is the posterior distribution, as defined by Box and Tiao (1973). Note that \( \hat{\theta}_{mle} \) is updated with its likelihood function thereby obtaining the posterior distribution. 

Highest Posterior Density Intervals 

The HPD interval is constructed from the posterior distribution, as defined by Harvey and van der Merwe (2012). Note that the prior of \( \theta \) is updated with its likelihood function thereby obtaining the posterior distribution based on the Bayesian approach. Recall that \( W_{ij} \sim \Delta(\mu_i, \sigma_i^2, \hat{\theta}_i) \), then the likelihood is given by 

\[
P(W_{ij}|\mu_i, \sigma_i^2, \hat{\theta}_i) \propto \prod_{i=1}^{k} \delta_i^{n_i(0)} (1-\delta_i)^{n_i(1)} (\sigma_i^2)^{-n_i(1)/2} \exp\left\{-\frac{1}{2\sigma_i^2} \sum_{j=1}^{n_i(1)} (\ln w_{ij} - \mu_i)^2 \right\}
\]

For \( k \) individual samples, Miroshnikov et al. (2015) described the pooled independent sub-posterior samples toward the joint posterior distributions \( \theta \) are combined using weighted averages as follows: 

\[
\theta_{post} = \sum_{i=1}^{k} w_i \theta_{i,post}^{-1} \left( \sum_{i=1}^{k} w_i \right)^{-1}
\]

where \( \theta_{i,post} \) are the posterior samples of \( \theta_i \), for \( i = 1, 2, ..., k \). The inverse of the sample variance is used to weight the posterior based on the \( j \)th samples is denoted as \( w_j = \text{Var}^{-1}(\hat{\theta}_i|W_{ij}) \). Different priors have been developed for estimating the common delta-lognormal mean, two of which are derived in the following subsections. 

Jeffreys’ Rule Prior 

Harvey and van der Merwe (2012) defined this prior as 

\[
P(\theta)_{JR} \propto \prod_{i=1}^{k} \sigma_i^{-3} \delta_i^{-1/2} (1-\delta_i)^{1/2}
\]

which is combined with the likelihood (34) to obtain the posterior of \( \theta \) as 

\[
P(W_{ij}|\theta) \propto \prod_{i=1}^{k} \delta_i^{n_i(0)+1/2} (1-\delta_i)^{(n_i(1)+1)/2} (\sigma_i^2)^{-1} \exp\left\{-\frac{1}{2\sigma_i^2} \sum_{j=1}^{n_i(1)} (\ln w_{ij} - \mu_i)^2 \right\}
\]

\[
\propto \prod_{i=1}^{k} \delta_i^{(n_i(0)+1)/2} (1-\delta_i)^{(n_i(1)+3)/2} (\sigma_i^2)^{-1} \exp\left\{-\frac{1}{2\sigma_i^2} \left[ (n_i(1) - 1) \hat{\sigma}_i^2 + n_i(1)(\hat{\mu}_i - \mu_i)^2 \right] \right\}
\]

where \( q_{PB}^\zeta \) denotes the \((1-\zeta)^{th}\) percentile of distribution of \( T_{PB} \). The PB interval can be constructed as shown in Algorithm 4. 

Algorithm 4: PB 

1) Compute \( \hat{\mu}_i, \hat{\sigma}_i^2 \) and \( \hat{\theta}_i \) leading to obtain \( \ln \hat{\theta}_{mle} \). 
2) Compute \( \ln \hat{\theta}_{mle} \) and \( \hat{\sigma}_{mle,i}^2 \). 
3) Generate \( \hat{\mu}_i^{PB}, \hat{\sigma}_i^{PB} \) and \( \hat{\theta}_i^{PB} \) leading to compute \( \ln \hat{\theta}_{mle}^{PB} \). 
4) Repeat steps 1-3, a number of times \( m = 2500 \), compute \( T_{PB} \) to obtain \( q_{PB}^\zeta \). 
5) Compute 95\% PB interval for \( \theta \), as given in (30).
This leads to obtaining the marginal posterior distributions of $\mu_i$, $\sigma_i^2$ and $\delta_i$ as

$$
\begin{align*}
\mu_i^{(JR)} & \sim N \left( \bar{\mu}_i, \sigma_i^{2(\text{JR})} / n_i(1) \right) \\
\sigma_i^{2(\text{JR})} & \sim IG \left( (n_i(1) + 1)/2, (n_i(1) + 1) \sigma_i^2 / 2 \right) \\
\delta_i^{(JR)} & \sim \text{beta} \left( n_i(0) + 1/2, n_i(1) + 3/2 \right)
\end{align*}
$$

(35)

The pooled posterior of $\vartheta$ is weighted by its inversely estimated variance as follows:

$$
\vartheta^{\text{post}} = \sum_{i=1}^{k} w_i^{(JR)} \vartheta_i^{(JR)} \left( \sum_{i=1}^{k} w_i^{(JR)} \right)^{-1}
$$

(36)

where

$$
\begin{align*}
\vartheta_i^{(JR)} &= (1 - \delta_i^{(JR)}) \exp(\mu_i^{(JR)} + \sigma_i^{2(\text{JR})}/2) \\
w_i^{(JR)} &= \left\{ n_i^{-1} \exp(2\mu_i^{(JR)} + \sigma_i^{2(\text{JR})}) \left[ \delta_i^{(JR)} (1 - \delta_i^{(JR)}) + \frac{1}{2} (1 - \delta_i^{(JR)}) (2\sigma_i^{2(\text{JR})} + \sigma_i^{4(\text{JR})}) \right]^{-1} \right\}^{-1}
\end{align*}
$$

From (36), the 100(1 - $\zeta$)% HPD-based Jeffreys’ rule prior (HPD-JR) for $\vartheta$ is constructed as follows:

**Normal-Gamma-Beta Prior**

Mann et al. (2020) proposed a HPD based on the normal-gamma prior for the ratio of delta-lognormal variances that worked better than the HPD-JR of Harvey and van der Merwe (2012). Suppose that $Y = \ln W$ be a random variable of normal distribution with mean $\mu = (\mu_1, \mu_2, ..., \mu_k)$ and precision $\lambda = (\lambda_1, \lambda_2, ..., \lambda_k)$ where $W \sim LN(\mu, \lambda)$ and $\lambda_i = \sigma_i^{-2}$. The HPD-based normal-gamma-beta prior (HPD-NGB) of $\vartheta = (\mu_1, \lambda_1, \delta_1)^T$ is defined as

$$
P(\vartheta) \propto \prod_{i=1}^{k} \lambda_i^{-1} \left( \delta_i (1 - \delta_i) \right)^{-1/2}
$$

(37)

where $(\mu_i, \lambda_i)$ follows a normal-gamma distribution, and $\delta_i$ follows a beta distribution, denoted as $(\mu_i, \lambda_i) \sim \text{NG}(\mu_i, \lambda_i, \kappa_{i0}) = 0, \alpha_i(0) = -1/2, \beta_i(0) = 0$ and $\delta_i \sim \text{beta}(1/2, 1/2)$, respectively. When the prior (37) is combined with the likelihood (34), then the posterior density of $\vartheta$ becomes

$$
P(\vartheta | w_{ij}) \propto \prod_{i=1}^{k} \delta_i^{n_i(1)-1/2} \left( 1 - \delta_i \right)^{n_i(1)/2} \left( \lambda_i \right)^{-n_i(1) - 1/2} \exp \left\{ -\lambda_i \sum_{j=1}^{n_i(1)} (\ln w_{ij} - \bar{\mu}_i)^2 \right\} \lambda_i^{1/2}
$$

which can be integrated out to obtain the marginal posterior distributions of $\mu_i$, $\lambda_i$, and $\delta_i$ as follows:

$$
\begin{align*}
\mu_i^{(NGB)} | w_{ij} & \sim t_d \left( \mu_i, \sigma_i^{-2} \sum_{j=1}^{n_i(1)} (\ln w_{ij} - \bar{\mu}_i)^2 / \left( n_i(1)(n_i(1) - 1) \right) \right) \\
\lambda_i^{(NGB)} | w_{ij} & \sim G \left( \lambda_i \left( n_i(1) - 1 \right)/2, \sum_{j=1}^{n_i(1)} (\ln w_{ij} - \bar{\mu}_i)^2 / 2 \right) \\
\delta_i^{(NGB)} | w_{ij} & \sim \text{beta} \left( n_i(0) + 1/2, n_i(1) + 1/2 \right)
\end{align*}
$$

(39)

where $df = 2(n_i(1) - 1)$ and $\sigma_i^{2(NGB)} | w_{ij} \sim IG \left( \sigma_i^{2} \left( n_i(1) - 1 / 2, \sum_{j=1}^{n_i(1)} (\ln w_{ij} - \bar{\mu}_i)^2 / 2 \right) \right)$. Similarly, the pooled posterior of $\vartheta$ is given by

$$
\vartheta^{\text{post}} = \sum_{i=1}^{k} w_i^{(NGB)} \vartheta_i^{(NGB)} \left( \sum_{i=1}^{k} w_i^{(NGB)} \right)^{-1}
$$

(40)
where
\[
\tilde{\omega}^{(\text{NGB})}_i = (1 - \delta^{(\text{NGB})}_i)^\text{exp} (\mu^{(\text{NGB})}_i + \sigma^{2(\text{NGB})}_i / 2)
\]
\[
w^{(\text{NGB})}_i = \left\{n_i^{-1} \text{exp}(2\mu^{(\text{NGB})}_i + \sigma^{2(\text{NGB})}_i) \left[ \delta^{(\text{NGB})}_i (1 - \delta^{(\text{NGB})}_i)^{\frac{1}{2}} \right] \left( 2\sigma^{(\text{NGB})}_i + \sigma^{4(\text{NGB})}_i \right) \right\}^{-1}
\]
Hence, the 100(1 - \zeta)% HPD-JR for \( \vartheta \) is constructed in (40). Algorithm 5 details the steps to construct the HPD-JR and HPD-NGB.

**Algorithm 5: HPD-JR and HPD-NGB**
1) Compute \( \hat{\mu}_i, \hat{\sigma}^2_i \) and \( \hat{\delta}_i \).
2) Generate the posterior densities of \( \mu_i, \sigma^2_i \) and \( \delta_i \) based-Jeffreys’ rule (JR) and normal-gamma-beta (NGB) priors, as given in (35) and (39), respectively.
3) Compute the pooled posterior of \( \vartheta \) based on JR and NGB priors, as given in (36) and (40), respectively.
4) Compute 95%HPD-JR and HPD-NGB for \( \vartheta \), defined by Box and Tiao (1973).

**SIMULATION STUDIES AND RESULTS**

The performances of the CIs were assessed by comparing their coverage probabilities (CPs) and average length (ALs) using Monte Carlo simulation. The best-performing CI is the one where the CP is closest to or greater than the nominal confidence level 1 - \zeta while also having an AL with the narrowest width. The CIs for the common delta-lognormal mean constructed using FGCI, LS, MOVER, PB, HPD-JR, and HPD-NGB were assessed in the study, the parameter settings for which are provided in Table 1. The number of generated random samples was fixed at \( M = 5000 \). For FGCI, the number of FGPs was \( Q = 2500 \) for each set of 5000 random samples. Algorithm 6 shows the computational steps to estimate the CP and AL performances of all the methods.

| Scenarios | \( (n_1, \ldots, n_k) \) | \( (\delta_1, \ldots, \delta_5) \) | \( (\sigma^2_1, \ldots, \sigma^2_3) \) |
|----------|-----------------|-----------------|-----------------|
| **k = 2** | | | |
| 1-9 | (30,2) | (0.1,0.2), (0.2,0.5), (0.3,0.7) | (1,2), (2,4), (3,5) |
| 10-18 | (30,50) | (0.1,0.2), (0.2,0.5), (0.3,0.7) | (1,2), (2,4), (3,5) |
| 19-27 | (50,2) | (0.1,0.2), (0.2,0.5), (0.3,0.7) | (1,2), (2,4), (3,5) |
| 28-36 | (50,100) | (0.1,0.2), (0.2,0.5), (0.3,0.7) | (1,2), (2,4), (3,5) |
| 37-45 | (100,2) | (0.1,0.2), (0.2,0.5), (0.3,0.7) | (1,2), (2,4), (3,5) |
| **k = 5** | | | |
| 46-54 | (30s) | (0.05,0.12,0.22), (0.22,0.43), (0.52,0.73) | (1,2,3), (2,3,3), (3,5) |
| 55-63 | (30s,50s) | (0.05,0.12,0.22), (0.22,0.43), (0.52,0.73) | (1,2,3), (2,3,3), (3,5) |
| 64-72 | (30s,50s,100s) | (0.05,0.12,0.22), (0.22,0.43), (0.52,0.73) | (1,2,3), (2,3,3), (3,5) |
| 73-81 | (30s,50s,100s) | (0.05,0.12,0.22), (0.22,0.43), (0.52,0.73) | (1,2,3), (2,3,3), (3,5) |
| 82-90 | (50s) | (0.05,0.12,0.22), (0.22,0.43), (0.52,0.73) | (1,2,3), (2,3,3), (3,5) |
| 91-99 | (50s,100s) | (0.05,0.12,0.22), (0.22,0.43), (0.52,0.73) | (1,2,3), (2,3,3), (3,5) |
| 100-108 | (100s) | (0.05,0.12,0.22), (0.22,0.43), (0.52,0.73) | (1,2,3), (2,3,3), (3,5) |
| **k = 10** | | | |
| 109-114 | (30s,50s) | (0.1,0.2), (0.23,0.5) | (1,2,3), (2,4,5), (3,5) |
| 115-120 | (30s,50s,100s) | (0.1,0.2), (0.23,0.5) | (1,2,3), (2,4,5), (3,5) |
| 121-126 | (50s,100s) | (0.1,0.2), (0.23,0.5) | (1,2,3), (2,4,5), (3,5) |

Note: (30s) stands for (30,30,30,30,30).

**Algorithm 6: Comparison of CIs and ALs for all CIs.**

For \( g = 1 \) to \( M \). Generate \( w_{ij} \sim \Delta(\mu, \sigma^2, \delta) \).
Compute the unbiased estimates \( \hat{\mu}_i, \hat{\sigma}^2_i, \) and \( \hat{\delta}_i \).
Compute the 95% CIs for \( \vartheta \) based on FGCI, LS, MOVER, PB and the HPDs via Algorithms 1, 2, 3, 4 and 5, respectively.
Let \( A_g = 1 \) if \( \vartheta \) falls within the intervals of FGCI, LS, MOVER, PB or the HPDs, else \( A_g = 0 \).
The CP and AL for each method are obtained by \( CP = (1/M) \sum_{g=1}^{M} A_g \) and \( AL = (U - L)/M \), respectively, where \( U \) and \( L \) are the upper and lower confidence limits, respectively. (end \( g \) loop)
The numerical results for the CI performances are presented in terms of CP and AL for various sample cases. For $k = 2$ (Table 2 and Figure 1), FGCI performed well for small-to-moderate sample sizes, as well as for large $\sigma^2$ and a moderate-to-large sample size. HPD-NGB attained stable and the best CP and AL values for small $\sigma^2$ and a moderate-to-large sample size. MOVER and PB attained correct CPs but wider ALs than the other methods whereas LS and HPD-JR had lower CPs and narrower ALs. For $k = 5$ (Table 3 and Figure 2), there were only two methods producing better CPs than the other methods in the various situations: MOVER (small $\delta_i$ and $\sigma^2$) and PB (large $\delta_i$ and $\sigma^2$). Moreover, the results were similar for $k = 10$ (Table 4 and Figure 3).

As previously mentioned, our findings for FGCI works well for small sample case because the FGPQ of $\sigma^2$ might contain some weak points that affect the FGPQ of $\mu_s$ as the sample case increases. For large sample sizes, MOVER was the best method for small $\sigma^2$, which is possibly caused by the CI for $\mu_s + \sigma^2$. Meanwhile, the next best one was PB, which has the strong point of using a resampling technique to collect information about several populations even when the variance $\sigma^2$ is large.

### Table 2. Performance measures of 95% CIs for $\vartheta$: 2 sample cases

| Scenarios | CP     | AL    |
|-----------|--------|-------|
| $k = 2$   |        |       |
| 1         | 0.959  | 0.900 |
| 2         | 0.958  | 0.901 |
| 3         | 0.963  | 0.906 |
| 4         | 0.962  | 0.908 |
| 5         | 0.953  | 0.907 |
| 6         | 0.951  | 0.907 |
| 7         | 0.961  | 0.907 |
| 8         | 0.950  | 0.907 |
| 9         | 0.939  | 0.907 |

| $k = 9$   |        |       |
| 1         | 0.960  | 0.900 |
| 2         | 0.961  | 0.900 |
| 3         | 0.965  | 0.900 |
| 4         | 0.960  | 0.900 |
| 5         | 0.961  | 0.900 |
| 6         | 0.963  | 0.900 |
| 7         | 0.952  | 0.900 |
| 8         | 0.950  | 0.900 |
| 9         | 0.939  | 0.900 |

| $k = 10$  |        |       |
| 1         | 0.960  | 0.900 |
| 2         | 0.961  | 0.900 |
| 3         | 0.965  | 0.900 |
| 4         | 0.960  | 0.900 |
| 5         | 0.961  | 0.900 |
| 6         | 0.963  | 0.900 |
| 7         | 0.952  | 0.900 |
| 8         | 0.950  | 0.900 |
| 9         | 0.939  | 0.900 |

### Notes:
- FG: fiducial confidence interval; MO: method of variance estimates
- HJ: HPD-based Jefferies' rule prior, HPD-JR: HN, HPD-based normal-gamma-beta prior.
- Bold denoted as the best-performing method each case.
Figure 1. CP performances of 95% CIs for $\vartheta$: 2 sample cases in the following cases (sample sizes, variances): (A) $(30, 2, 1)$, (B) $(30, 30, 2, 4)$, (C) $(30, 30, 3, 5)$, (D) $(30, 30, 4, 5)$, (E) $(30, 50, 1, 2)$, (F) $(30, 50, 2, 4)$, (G) $(30, 50, 3, 5)$, (H) $(50, 2, 1)$, (I) $(50, 2, 4)$, (J) $(50, 50, 1, 2)$, (K) $(50, 50, 2, 4)$, (L) $(50, 50, 3, 5)$, (M) $(50, 50, 4, 5)$, (N) $(100, 2, 1)$, (O) $(100, 2, 4)$, (P) $(100, 3, 5)$. 
| Scenarios | FG | LS | MO | PB | HJ | HN | FG | LS | MO | PB | HJ | HN |
|-----------|----|----|----|----|----|----|----|----|----|----|----|----|
| k = 5     |    |    |    |    |    |    |    |    |    |    |    |    |
| 1          | 0.885 | 0.790 | 0.988 | 0.989 | 0.757 | 0.846 | 0.963 | 0.819 | 1.794 | 1.532 | 0.848 | 0.956 |
| 2          | 0.789 | 0.627 | 0.973 | 0.967 | 0.607 | 0.715 | 2.240 | 1.908 | 4.982 | 3.997 | 1.991 | 2.176 |
| 3          | 0.871 | 0.731 | 0.988 | 0.957 | 0.723 | 0.746 | 5.325 | 4.529 | 13.769 | 12.250 | 4.744 | 4.870 |
| 4          | 0.840 | 0.840 | 0.953 | 0.997 | 0.723 | 0.746 | 5.325 | 4.529 | 13.769 | 12.250 | 4.744 | 4.870 |
| 5          | 0.894 | 0.800 | 0.993 | 0.978 | 0.779 | 0.864 | 0.900 | 0.765 | 1.825 | 1.439 | 0.773 | 0.905 |
| 6          | 0.783 | 0.623 | 0.972 | 0.998 | 0.680 | 0.711 | 2.008 | 1.711 | 5.203 | 3.680 | 1.750 | 1.955 |
| 7          | 0.797 | 0.580 | 0.959 | 0.996 | 0.680 | 0.701 | 4.700 | 4.066 | 16.626 | 11.353 | 4.118 | 4.287 |
| 8          | 0.893 | 0.735 | 0.989 | 0.896 | 0.816 | 0.853 | 0.753 | 0.589 | 2.849 | 1.433 | 0.636 | 0.764 |
| 9          | 0.768 | 0.517 | 0.977 | 0.997 | 0.666 | 0.676 | 1.474 | 1.168 | 19.967 | 3.364 | 1.282 | 1.406 |
| 10         | 0.742 | 0.467 | 0.983 | 0.996 | 0.624 | 0.629 | 3.250 | 2.654 | 1.364 | 11.238 | 2.817 | 2.855 |

Table 3. Performance measures of 95% CIs for $\vartheta$. 5 sample cases.

Notes: FG, fiducial generalized confidence interval; MO, method of variance estimates recovery; HJ, HPD-based Jeffreys’ rule prior; HPD-JR; HN, HPD-based normal-gamma-beta prior.

Bold denotes the best-performing method each case.
Figure 2. CP performances of 95% CIs for $\theta$: 5 sample cases in the following cases (sample sizes, variances): (A) $(30, 1, 2)$, (B) $(30, 2, 3)$, (C) $(30, 3, 3)$, (D) $(30, 50, 2, 3)$, (E) $(30, 50, 2, 3)$, (F) $(30, 50, 2, 3)$, (G) $(30, 50, 3, 2, 3)$, (H) $(30, 50, 3, 2, 3)$, (I) $(30, 50, 3, 2, 3)$, (J) $(30, 50, 3, 2, 3)$, (K) $(30, 50, 3, 2, 3)$, (L) $(30, 50, 3, 2, 3)$, (M) $(30, 50, 3, 2, 3)$, (N) $(30, 50, 3, 2, 3)$, (P) $(30, 50, 3, 2, 3)$, (Q) $(30, 50, 3, 2, 3)$, (R) $(30, 50, 3, 2, 3)$, (S) $(30, 50, 3, 2, 3)$, (T) $(30, 50, 3, 2, 3)$, (U) $(30, 50, 3, 2, 3)$.
Table 4. Performance measures of 95% CIs for $\vartheta$: 10 sample cases.

| Scenarios | CP   | FG     | LS     | MO    | PB    | HJ    | AL   | MO   | PB    | HJ    |
|-----------|------|--------|--------|-------|-------|-------|------|-------|-------|-------|
| $k = 10$  |      |        |        |       |       |       |      |       |       |       |
| 109       | 0.728| 0.675  | **0.998**| 0.927| 0.566| 0.692| 0.612| 0.501| **1.554**| 0.932| 0.545| 0.623|
| 110       | 0.661| 0.500  | **0.979**| 0.891| 0.570| 0.588| 1.644| 1.291| **3.867**| 3.278| 1.500| 1.637|
| 111       | 0.504| 0.252  | **0.970**| 0.978| 0.481| 0.404| 3.159| 2.561| 8.645  | 7.286| 2.996| 3.076|
| 112       | 0.720| 0.692  | **0.999**| 0.904| 0.587| 0.690| 0.557| 0.459| **1.519**| 0.832| 0.483| 0.574|
| 113       | 0.532| 0.452  | **0.976**| 0.985| 0.512| 0.462| 1.393| 1.159| 3.853  | 2.682| 1.260| 1.404|
| 114       | 0.361| 0.290  | **0.955**| 0.998| 0.403| 0.274| 2.556| 2.218| 8.570  | **5.943**| 2.411| 2.505|
|           | 115   | 0.789  | 0.723  | **0.999**| 0.808| 0.561| 0.762| 0.554| 0.440  | **1.416**| 0.789| 0.546| 0.560|
|           | 116   | 0.716  | 0.524  | **0.985**| 0.578| 0.590| 0.653| 1.635| 1.180  | **3.478**| 2.915| 1.559| 1.624|
|           | 117   | 0.593  | 0.406  | **0.964**| 0.872| 0.519| 0.507| 3.289| 2.406  | **7.754**| 6.380| 3.189| 3.214|
|           | 118   | 0.782  | 0.773  | **1.000**| 0.780| 0.586| 0.758| 0.477| 0.404  | **1.317**| 0.696| 0.474| 0.483|
|           | 119   | 0.626  | 0.514  | **0.988**| 0.947| 0.535| 0.561| 1.337| 1.076  | 3.348  | **2.360**| 1.284| 1.341|
|           | 120   | 0.447  | 0.347  | **0.965**| 0.992| 0.450| 0.355| 2.570| 2.108  | 7.290  | **5.180**| 2.506| 2.531|
|           | 121   | 0.826  | 0.773  | **1.000**| 0.736| 0.592| 0.796| 0.488| 0.399  | **1.266**| 0.695| 0.444| 0.486|
|           | 122   | 0.774  | 0.620  | **0.994**| 0.438| 0.647| 0.720| 1.460| 1.086  | **3.072**| 2.512| 1.328| 1.438|
|           | 123   | 0.659  | 0.460  | **0.977**| 0.798| 0.553| 0.577| 3.002| 2.236  | **6.597**| 5.502| 2.775| 2.921|
|           | 124   | 0.828  | 0.826  | **1.000**| 0.708| 0.606| 0.802| 0.426| 0.368  | **1.187**| 0.615| 0.387| 0.427|
|           | 125   | 0.688  | 0.595  | **0.995**| 0.912| 0.591| 0.627| 1.205| 0.992  | **2.912**| 2.039| 1.094| 1.197|
|           | 126   | 0.520  | 0.426  | **0.979**| 0.984| 0.486| 0.439| 2.390| 1.989  | **6.222**| **4.479**| 2.224| 2.344|

Notes: FG, fiducial generalized confidence interval; MO, method of variance estimates recovery; HJ, HPD-based Jeffreys’ rule prior, HPD-JR; HN, HPD-based normal-gamma-beta prior.

Bold denoted as the best-performing method each case.

AN EMPIRICAL APPLICATION

Daily rainfall data obtained from the Thai Meteorological Department (TMD) were divided into the northern, northeastern, central, and eastern regions, while the southern region was a combination of the data from the southeastern and southwestern shores. Due to the differences in the climate patterns and meteorological conditions in the five regions, we focused was on estimating the daily rainfall data in these regions by treating them as separate sets of observations rather than using the average rainfall for the whole of Thailand by pooling them and treating them as a single population. The daily rainfall amounts were recorded on August 5 and 9, 2019, which is in the middle of the rainy season (mid-May to mid-October) when rice farming is conducted in Thailand. Entries with rainfall of less than 0.1 mm were considered as zero records.

Tables 5-6 contain the daily rainfall records for the five regions, while Figures 4-5 show histogram plots of rainfall observations, and Figures 6-7 exhibit normal Q-Q plots of the log-positive rainfall data on August 5 and 9, 2019, respectively. It can be seen that the data for all of the regions contained zero observations. After that, the fitted distribution of the positive observations was checked using the Akaike information criterion (AIC), as reported in Table 7. It can be concluded that the rainfall data in all of the regions on August 5 and 9, 2019 follow a delta-lognormal distribution. All data sets and R code are available in the Supplemental Files. The summary statistics are reported in Table 8. In the approximation of the daily rainfall amounts in the five regions, the estimated common means were 4.4506 and 13.2621 mm/day on August 5 and 9, 2019, respectively. The computed 95% CIs of the common rainfall mean are reported in Table 9. Under the rain criteria issued by the TMD (Department, 2018), it can be interpreted that the daily rainfall in Thailand on August 5, 2019, was light (0.1-10.0 mm), while it was moderate (10.1-35.0 mm) on August 9, 2019. These results confirm the simulation results for $k = 5$ in the previous section.

DISCUSSION

It can be seen that for MOVER and PB developed from the studies of Krishnamoorthy and Oral (2015) and Malekzadeh and Kharrati-Kopaei (2019), respectively, the simulation results are similar to both of these studies provided that the zero observations are omitted. CIs for the common mean have been investigated in both normal and lognormal distributions (Fairweather, 1972; Jordan and Krishnamoorthy, 1996; Krishnamoorthy and Mathew, 2003; Lin and Lee, 2005; Tian and Wu, 2007; Krishnamoorthy and Oral, 2015). However, the common mean of delta-lognormal populations is especially of interest because...
Table 5. Daily rainfall data in five Thailand’s regions on August 5, 2019.

| Northern | Northeastern | Central | Eastern | Southern |
|----------|--------------|---------|---------|----------|
| 3 0 3 0 0 49.5 0 0 0 | 2.9 3.2 0 4.1 0 0 2.7 |
| 2.6 5 0 40 1.5 10.5 0 0 0 | 0.2 0 3.2 0 0 0 0 |
| 1 23.8 0 3.5 18.5 60.4 4 0 11 | 0.3 0 10.4 11.5 3.5 0 0 |
| 3.6 16 0 42 12.7 0 0 0 20.3 | 2.5 4.7 1.1 2.5 13.6 0 0 |
| 0 11.5 0 12 9.1 6.8 0 20.3 0 | 0.4 19.3 0.2 9.7 0 0 0 |
| 13.2 1.2 0 15 6 69.3 0 0 0 | 0.4 3.1 4.3 10.4 0 0 0 |
| 22.4 10.3 0 7.5 36.5 0 0 0 2.4 | 0.3 1.1 2.9 0 9.6 0 0 0 |
| 1.4 1.7 0 1.5 0 8.6 0 0 11 | 0 5.7 0 19 0 0 0 |
| 18.3 5.5 0 0 7.3 6.3 0 0 0 | 0 1.3 0.9 0 8.3 0 0 0 |
| 0 7.3 0 0 0 0 0 0 0 | 0 0 0 4.8 0 6.2 |

Source: Thai Meteorological Department
https://www.tmd.go.th/services/weekly_report.php

CONCLUSIONS

The objective of this study was to propose CIs for the common mean of several delta-lognormal distributions using FGCI, LS, MOVER, PB, HPD-JR, and HPD-NGB. The CP and AL as performance measures of the methods were assessed via Monte Carlo simulation. The findings confirm that for small sample case \((k = 2)\), FGCI and HPD-NGB are the recommended methods in different situations: FGCI (a small-to-moderate sample size and a large \(\sigma^2_i\) with a moderate-to-large sample size) and HPD-NGB (small \(\sigma^2_i\) with a moderate-to-large sample size). For large sample cases \((k = 5, 10)\), MOVER (small \(\delta_i\) and \(\sigma^2_i\)) and PB (large \(\delta_i\) and \(\sigma^2_i\)) performed the best.
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Table 6. Daily rainfall data in five Thailand’s regions on August 9, 2019.

| Northern | Northeastern | Central | Eastern | Southern |
|----------|-------------|---------|---------|----------|
| 9.5      | 0           | 25.3    | 8.4     | 0        | 67       | 0       | 39.6    | 0       | 27.9    | 4.1    | 0.4    | 114.6  |
| 4.9      | 10          | 25.5    | 14.5    | 16.9    | 0.8      | 2.9     | 65.4    | 0       | 25      | 0      | 0      | 9      |
| 0        | 21.6        | 24      | 3       | 10      | 20.4     | 0       | 21      | 0       | 0       | 26.5    | 3.4    | 27.7   | 0.6    |
| 4.7      | 15.8        | 8       | 28      | 48.2    | 0        | 14.3    | 6.4     | 7.2     | 0       | 36.4    | 0      | 6.5    | 0      |
| 0        | 15.5        | 0       | 27      | 6.5     | 0.5      | 0       | 3.5     | 29.7    | 0.1     | 0       | 0.8    | 3.5    | 10.8   |
| 63.2     | 14.1        | 20      | 50      | 4.8     | 53.5     | 6      | 52      | 0       | 0.3     | 4.5    | 37.9   | 0      | 5      | 18.1   |
| 9.9      | 8.5         | 0       | 24      | 7.5     | 16.7     | 0.5     | 40.5    | 3.1     | 0.5     | 32.4    | 0      | 12.2   | 40.4   |
| 10.7     | 11.5        | 0       | 30      | 0.5     | 45.2     | 28      | 41.4    | 25.8    | 8.2     | 31.5    | 0.5    | 33.8   | 0      | 3.6    |
| 13.7     | 17.4        | 0       | 22      | 0       | 0        | 143.3   | 30.4    | 3.2     | 8.2     | 15.8    | 0      | 0      |
| 0        | 15.6        | 0.6     | 45      | 0       | 7.1      | 0       | 12.3    | 0       | 3.6     | 8.8    |
| 31.6     | 33.8        | 0       | 44      | 0       | 0        | 27      | 0       | 0       | 0.5     | 0      | 0      |
| 0        | 20.6        | 33.7    | 0       | 0       | 3.1      | 27.6    | 0.2     | 3.2     | 0.1     | 19      | 0      | 1      |
| 0        | 31.1        | 15.1    | 0       | 9.3     | 33.3     | 33      | 30      | 0       | 4.2     | 66.4    | 0      | 3.7    |
| 0        | 16.3        | 18.5    | 0       | 0       | 6       | 0       | 0       | 5.7     | 0       | 93.6    | 11.5   |
| 0        | 2.8         | 44.8    | 39.7    | 20      | 0       | 0       | 8.3     | 30      | 0       | 68.4    | 1.7    |
| 0        | 11.3        | 33.1    | 37.5    | 9.3     | 0       | 13.2    | 0       | 0       | 4       | 40      | 1.2    |
| 0.6      | 29.2        | 0       | 4.8     | 0       | 0       | 0       | 0       | 65      | 21.2    | 0      |
| 36.1     | 11.2        | 47      | 2.1     | 0       | 21      | 0       | 0       | 0       | 63.7    | 0      |
| 0        | 14.4        | 20      | 0       | 0       | 0       | 36.1    | 0       | 9.2     | 30      |
| 5        | 42.3        | 30      | 10.5    | 0       | 0       | 0       | 12.5    | 0       | 0       | 2.5    |
| 13.4     | 9.5         | 1       | 0       | 56.5    | 0       | 0       | 2.5     | 14.7    | 0.1     |
| 12.3     | 34.5        | 1.2     | 41.392  | 0.5     | 0       | 0       | 0       | 0       | 69.6    | 5      |
| 25.8     | 36.5        | 56.3    | 10.3    | 0       | 4.5     | 25.7    | 9.5     | 0       | 89.6    | 1.7    |
| 30.2     | 9.7         | 0       | 1.2     | 16.4    | 21.4    | 0       | 0       | 0.5     | 160     |
| 16.4     | 0           | 6       | 23.9    | 5.3     | 0       | 41.6    | 0       | 0       | 1.6     | 34.3   |
| 6        | 0           | 22.2    | 0       | 3.5     | 53.8    | 0       | 0       | 0       | 2.1     | 0.6    |
| 33.1     | 7.6         | 5.3     | 24.1    | 9.8     | 20      | 48.5    | 0       | 0       | 25      |
| 16.4     | 9.6         | 7.2     | 38      | 0       | 0       | 78.5    | 2.1     |
| 19.8     | 9.3         | 24.6    | 9       | 9.7     | 0       | 12.7    | 0       |
| 0        | 0           | 30      | 9.2     | 4.5     | 1.2     | 80.9    | 0       | 0       |

Source: Thai Meteorological Department
URL: https://www.tmd.go.th/services/weekly_report.php
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Figure 3. CP performances of 95% CIs for $\vartheta$: 10 sample cases in the following cases (sample sizes, variances): (A) $(30_3, 50_3, 1_2, 2_3)$, (B) $(30_3, 50_5, 2_5, 4_3)$, (C) $(30_3, 50_3, 3_5, 5_3)$, (D) $(30_3, 50_3, 100_4, 1_2, 2_3)$, (E) $(30_3, 50_3, 100_4, 2_5, 4_3)$, (F) $(30_3, 50_3, 100_4, 3_5, 5_3)$, (G) $(50_3, 100_3, 1_2, 2_5)$, (H) $(50_3, 100_3, 2_5, 4_3)$, (I) $(50_3, 100_3, 3_2, 5_3)$. 
Figure 4. Histogram plots of daily rainfall data in five Thailand’s regions on August 5, 2019: (A) Northern (B) Northeastern (C) Central (D) Eastern (E) Southern.

Figure 5. Histogram plots of daily rainfall data in five Thailand’s regions on August 9, 2019: (A) Northern (B) Northeastern (C) Central (D) Eastern (E) Southern.
Figure 6. Normal Q-Q plots of log-positive daily rainfall data in five Thailand’s regions on August 5, 2019: (A) Northern (B) Northeastern (C) Central (D) Eastern (E) Southern.

Figure 7. Normal Q-Q plots of log-positive daily rainfall data in five Thailand’s regions on August 9, 2019: (A) Northern (B) Northeastern (C) Central (D) Eastern (E) Southern.