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Abstract
The quantum dynamics of a subset of interacting bosons in a subspace of fixed particle number is described in terms of symmetrized many-particle states. A suitable partial trace operation over the von Neumann equation of an \(N\)-particle system produces a hierarchical expansion for the subdynamics of \(M \leq N\) particles. Truncating this hierarchy with a pure product state ansatz yields the general, nonlinear coherent mean-field equation of motion. In the special case of a contact interaction potential, this reproduces the Gross-Pitaevskii equation. To account for incoherent effects on top of the mean-field evolution, we discuss possible extensions towards a second-order perturbation theory that accounts for interaction-induced decoherence in form of a nonlinear Lindblad-type master equation.

1. Introduction
The effective quantum evolution of some pre-defined subsystem coupled to environmental degrees of freedom, realized by, e.g., a large number of particles, is often conveniently described by the theory of open quantum systems as formulated for clearly distinct system and environment [1, 2, 3, 4]. This is no longer true when the effective dynamics of a subset of identical particles is of interest. The natural decomposition into system and environment degrees of freedom which the standard open-system treatment relies upon is then unavailable and the (anti-)symmetrization postulate suggests that the effective dynamics of a subset of particles cannot be inferred without knowledge of the dynamics of the entire interacting system.

In stark contrast to the difficulty of theoretically predicting the subdynamics of identical particles stands the established and rather straight-forward experimental access to, e.g., single-particle observables of a many-body quantum system. In experiments with cold atoms, for instance, the dynamics of the average momentum distribution,

\[ p_k(t) = \text{Tr}(N)\{a_k^\dagger a_k\rho^{(N)}(t)\}, \]  

(1)

of an \(N\)-body system is easily measured [5, 6]. In \(\hat{a}_k^\dagger\), \(\hat{a}_k\) creates a particle with momentum \(k\), \(\rho^{(N)}(t)\) denotes the quantum state of the full \(N\)-particle system at time \(t\), and the trace \(\text{Tr}(N)\) is performed over a complete basis of \(N\)-particle states. The probabilities \(p_k(t)\), in fact, define the diagonal elements of a single-particle density matrix, expressed in a basis of single-particle momentum eigenstates. Knowledge of the evolution of the single-particle density matrix would suffice to predict the expectation values of arbitrary single-particle operators, without necessarily knowing the evolution of the full \(N\)-particle density matrix. The same is true, e.g., for correlation functions of \(M < N\) particles, given in terms of an \(M\)-particle density matrix. A
description of the subdynamics of general $M$-particle density operators ($M \leq N$) in closed form therefore represents a fundamental problem and a long-standing challenge of mathematical and theoretical physics, with immediate relevance for the fields of atomic and solid-state physics, as well as quantum chemistry.

Existing microscopic descriptions of the subdynamics of bosonic particles are based on mean-field expansions, which are well-justified for modeling Bose-Einstein condensates, i.e., when the total many-body system is well described by a macroscopically occupied pure quantum state. If, additionally, the particles’ interaction is limited to a contact potential, the dynamics of the single-particle state becomes nonlinear and is described by the Gross-Pitaevskii equation. While the Gross-Pitaevskii equation has been extremely successful in predicting the dynamics of ultracold quantum gases, it is unable to describe the effects of decoherence, due to the implicit assumption of a pure state for the subsystem at all times.

A more general picture is given by the Bogoliubov-Born-Green-Kirkwood-Young (BBGKY) hierarchy, which describes the dynamics of the $M$-particle reduced density operator in the presence of arbitrary pairwise interactions in terms of the $(M+1)$-particle density operator. For a closed description of the $M$-particle subdynamics, efficient and appropriate approximations for the truncation of the resulting hierarchical expansion must be found, and a general recipe to achieve this is not available.

Presently there is no microscopic open-system theory for the incoherent subdynamics of identical particles. Interaction-induced decoherence of single-particle observables, such as the average momentum, however, was predicted by numerical studies to manifest in decaying Bloch oscillations, and traced back to chaotic spectral statistics. This prediction was recently confirmed in cold-atom experiments.

In this article, we consider a closed system of a fixed number $N$ of bosonic particles, subject to pairwise interactions. We formally derive the equation of motion for the reduced density operator which predicts the quantum mechanical expectation values of any $M$-particle observable, with $M \leq N$. To do so we employ a description in terms of symmetrized states constructed on a subspace of fixed particle number. Our approach is based on extensions of concepts from open-system theory, such as the partial trace operation, to the considered scenario of indistinguishable particles.

We first show that by performing an appropriately defined partial trace operation on the von Neumann equation of the full many-body system, we recover a BBGKY-type hierarchy of equations of motion, which expresses the dynamics of the $M$-particle density operator as a function of the $(M+1)$-particle density matrix. This hierarchy can be truncated by a mean-field-type pure product state ansatz, where the contributions of higher particle numbers generate nonlinearities. The resulting equation of motion is shown to reproduce the Gross-Pitaevskii equation, in the case of a contact interaction potential.

In order to obtain an intrinsically incoherent equation of motion, we perform a second-order expansion of the full many-body von Neumann equation in terms of the particle interaction. The above partial trace then yields an equation of motion with a characteristic Lindblad-type structure, including dissipative terms which are derived microscopically. Again, the consequent hierarchical structure can be formally truncated with a pure product state ansatz, which leads to additional nonlinearities. In the limit of low densities, we discuss further approximations to obtain a dissipative mean-field equation, which extends the BBGKY-type hierarchy by additional, dissipative terms.

Nonlinear equations and hierarchical structures of dynamical equations are commonly encountered in many-body theory when dealing with bosonic particles in a mean-field approximation. A description of decoherence, however, is usually only included as a result of an external bath which is clearly distinguishable from the system of interest. Our approach outlines a path to obtaining a microscopic description of decoherence which arises due to the interaction of the particles among themselves, by combining a perturbative description of particle interactions with mean-field techniques.

2. Mathematical framework

In this section we develop the mathematical framework of symmetrized quantum states of fixed particle numbers, which we will employ throughout this paper. Based on the bosonic creation and annihilation
operators, associated with the modes \(i\) and \(j\),

\[
[a_i, a_j^\dagger] = \delta_{ij}, \quad [a_i^\dagger, a_j^\dagger] = 0, \quad [a_i, a_j] = 0, \quad \forall i, j,
\]

we construct a basis of symmetrized \(N\)-particle states

\[
|\varphi_{i_1} \ldots \varphi_{i_N}\rangle = \frac{1}{\sqrt{N!}} a_{i_1}^\dagger \ldots a_{i_N}^\dagger |0\rangle,
\]

where \(|0\rangle\) denotes the vacuum state of no particles, and \(\{ |\varphi_i\rangle \}\) denotes the eigenbasis of an arbitrary single-particle observable. The completeness relation in the \(N\)-particle space then reads

\[
\sum_{i_1 \ldots i_N} |\varphi_{i_1} \ldots \varphi_{i_N}\rangle \langle \varphi_{i_1} \ldots \varphi_{i_N}| = I^{(N)},
\]

where henceforth the superscript \((N)\) denotes the \(N\)-particle space. The sums in the above expression extend over the entire set of basis states, and in the case of a continuous basis, they are replaced by an integral.

Using the completeness of the symmetrized states, we can express arbitrary \(N\)-particle operators as

\[
A^{(N)} = \frac{1}{N!} \sum_{i_1 \ldots i_N: j_1 \ldots j_N} A_{i_1 \ldots i_N; j_1 \ldots j_N}^N a_{i_1}^\dagger \ldots a_{i_N}^\dagger a_{j_1} \ldots a_{j_N},
\]

where

\[
A_{i_1 \ldots i_N; j_1 \ldots j_N}^N = \langle \varphi_{i_1} \ldots \varphi_{i_N} | A^{(N)} | \varphi_{j_1} \ldots \varphi_{j_N}\rangle.
\]

Notice that these symmetric constructions are valid only for bosonic systems and for fermions sign changes would occur due to the reordering of fields. In writing Eq. (5), we have omitted the vacuum projector \(|0\rangle \langle 0|\) (which origins in Eq. (3)), to allow for the determination of the expectation value of \(A^{(N)}\) in a space of more than \(N\) particles. This will become relevant later for the definition of reduced density operators.

The action of creation and annihilation operators \(a_k^\dagger\) and \(a_k\) on the symmetrized \(N\)-particle states is given by

\[
a_k^\dagger |\varphi_{i_1} \ldots \varphi_{i_N}\rangle = \sqrt{N + 1} |\varphi_{k \varphi_{i_1}} \ldots \varphi_{i_N}\rangle,
\]

and

\[
a_k |\varphi_{i_1} \ldots \varphi_{i_N}\rangle = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} \delta_{kj} |\varphi_{i_1} \ldots \varphi_{i_{j-1}} \varphi_{i_{j+1}} \ldots \varphi_{i_N}\rangle.
\]

Finally, the scalar product of two symmetrized states follows as

\[
\langle \varphi_{i_1} \ldots \varphi_{i_N} | \varphi_{j_1} \ldots \varphi_{j_N}\rangle = \frac{1}{N!} \sum_{\sigma \in S_N} \delta_{i_1 j_{\sigma(1)}} \ldots \delta_{i_N j_{\sigma(N)}},
\]

where \(\sigma\) denotes a permutation taken from the symmetric group \(S_N\) of \(N\) particles. The orthonormality condition can be expressed as

\[
\langle \varphi_{i_1} \ldots \varphi_{i_N} | \varphi_{j_1} \ldots \varphi_{j_N}\rangle = \delta_{i_1 \ldots i_N; j_1 \ldots j_N},
\]

with the following convenient

**Definition 1** (Permutation-invariant Kronecker delta).

\[
\delta_{i_1 \ldots i_N; j_1 \ldots j_N} := \frac{1}{N!} \sum_{\sigma \in S_N} \prod_{k=1}^{N} \delta_{k j_{\sigma(k)}},
\]
Henceforth the semicolon separates two independent sets of indices.

Obviously, \( \delta_{i_1 \ldots i_N; j_1 \ldots j_N} = \delta_{j_1 \ldots j_N; i_1 \ldots i_N} \). If one of the sets \( \{i_1 \ldots i_N\} \) and \( \{j_1 \ldots j_N\} \) is invariant under all permutations, the permutation-invariant Kronecker delta reduces to the simple product

\[
\delta_{i_1 \ldots i_N; j_1 \ldots j_N} = \prod_{k=1}^N \delta_{i_k j_k}. \tag{12}
\]

In the following we will frequently encounter expressions whose indices are symmetric under permutations, due to bosonic quantum statistics. In this context, the permutation-invariant Kronecker delta is particularly practical. To see this, let \( f(i_1 \ldots i_N) \) be a function which is invariant under permutations within the set of indices \( i_1 \ldots i_N \),

\[
f(i_1 \ldots i_N) = f(i_{\sigma(1)} \ldots i_{\sigma(N)}), \tag{13}
\]

for all \( \sigma \in S_N \). Then the following holds

\[
\sum_{i_1 \ldots i_N} f(i_1 \ldots i_N) \delta_{i_1 \ldots i_N; j_1 \ldots j_N} = \frac{1}{N!} \sum_{\sigma \in S_N} f(j_{\sigma(1)} \ldots j_{\sigma(N)}) = f(j_1 \ldots j_N). \tag{14}
\]

Note that the permutation-invariant Kronecker delta itself fulfills property (13).

We conclude this section by generalizing Eqs. (7) and (8) to arbitrary numbers \( M \) of creation and annihilation operators. From the obtained expressions we infer further rules for the convenient treatment of symmetrized states, which will become useful in later sections. First, we generalize Eq. (8) to arbitrary numbers \( M \) of creation and annihilation operators.

**Lemma 1.**

\[
a_{i_1} \ldots a_{i_M} |\varphi_{j_1} \ldots \varphi_{j_N}\rangle
\]

\[
= \frac{1}{\sqrt{N!}} a_{i_M} \ldots a_{i_1} a_{j_1}^\dagger \ldots a_{j_N}^\dagger |0\rangle
\]

\[
= \frac{1}{\sqrt{N!}} \sum_{I_1 \in I} \sum_{a_{\alpha M} \in I \setminus \{a_{1 \ldots \alpha M-1}\}} \delta_{i_1 \ldots i_M; j_{\alpha_1} \ldots j_{\alpha M}} \prod_{l \in I \setminus \{a_{1 \ldots \alpha M}\}} a_{j_l}^\dagger |0\rangle
\]

\[
= \frac{M!}{\sqrt{N!}} \sum_{1 \leq \alpha_1 < \ldots < \alpha_M \leq N} \delta_{i_1 \ldots i_M; j_{\alpha_1} \ldots j_{\alpha M}} \prod_{l \in I \setminus \{a_{1 \ldots \alpha M}\}} a_{j_l}^\dagger |0\rangle
\]

\[
= \frac{(N-M)!}{N!} M! \sum_{1 \leq \alpha_1 < \ldots < \alpha_M \leq N} \delta_{i_1 \ldots i_M; j_{\alpha_1} \ldots j_{\alpha M}} |\varphi_{j_1 \ldots j_N} \rangle |\varphi_{j_{\alpha_1} \ldots j_{\alpha M}}\rangle,
\]

with \( I = \{1, \ldots, N\} \).

**Proof.** We employ the canonical commutation relations (2), and use the permutation-invariant Kronecker delta (11), to obtain:

\[
a_{i_1} \ldots a_{i_M} |\varphi_{j_1} \ldots \varphi_{j_N}\rangle
\]

\[
= \frac{1}{\sqrt{N!}} a_{i_M} \ldots a_{i_1} a_{j_1}^\dagger \ldots a_{j_N}^\dagger |0\rangle
\]

\[
= \frac{1}{\sqrt{N!}} \sum_{I_1 \in I} \sum_{a_{\alpha M} \in I \setminus \{a_{1 \ldots \alpha M-1}\}} \delta_{i_1 \ldots i_M; j_{\alpha_1} \ldots j_{\alpha M}} \prod_{l \in I \setminus \{a_{1 \ldots \alpha M}\}} a_{j_l}^\dagger |0\rangle
\]

\[
= \frac{M!}{\sqrt{N!}} \sum_{1 \leq \alpha_1 < \ldots < \alpha_M \leq N} \delta_{i_1 \ldots i_M; j_{\alpha_1} \ldots j_{\alpha M}} \prod_{l \in I \setminus \{a_{1 \ldots \alpha M}\}} a_{j_l}^\dagger |0\rangle
\]

\[
= \frac{(N-M)!}{N!} M! \sum_{1 \leq \alpha_1 < \ldots < \alpha_M \leq N} \delta_{i_1 \ldots i_M; j_{\alpha_1} \ldots j_{\alpha M}} |\varphi_{j_1 \ldots j_N} \rangle |\varphi_{j_{\alpha_1} \ldots j_{\alpha M}}\rangle,
\]

with \( I = \{1, \ldots, N\} \). □
For $M = 1$ Eq. (15) from Lemma 7 indeed reduces to Eq. (5). Furthermore, when $M = N$, we obtain
\[ a_{i_1} \cdots a_{i_N} |\varphi_{j_1} \cdots \varphi_{j_N} \rangle = \delta_{i_1 \cdots i_N; j_1 \cdots j_N} \sqrt{N!} |0\rangle, \]  
which is compatible with Eq. (10):
\[ \langle \varphi_{i_1} \cdots \varphi_{i_N} | \varphi_{j_1} \cdots \varphi_{j_N} \rangle = \frac{1}{\sqrt{N!}} \langle 0 | a_{i_1} \cdots a_{i_N} | \varphi_{j_1} \cdots \varphi_{j_N} \rangle = \delta_{i_1 \cdots i_N; j_1 \cdots j_N}. \]  
We further generalize Eq. (7) to
\[ a_{i_1}^\dagger \cdots a_{i_M}^\dagger |\varphi_{j_1} \cdots \varphi_{j_N} \rangle = \sqrt{\frac{(N + M)!}{N!}} |\varphi_{i_1} \cdots \varphi_{i_M} \varphi_{j_1} \cdots \varphi_{j_N} \rangle, \]  
which leads us to
\[ \sum_{i_1 \cdots i_M} a_{i_1}^\dagger \cdots a_{i_M}^\dagger a_{i_1} \cdots a_{i_M} |\varphi_{j_1} \cdots \varphi_{j_N} \rangle = \frac{N!}{(N - M)!} |\varphi_{j_1} \cdots \varphi_{j_N} \rangle. \]  
This follows immediately from Lemma 7 and Eq. (10). For $M = 1$, expression (20) yields the number operator with eigenvalue $N$.

Using the cyclicity of the trace together with Eqs. (17) and (14), we obtain, for an arbitrary operator $X$:
\[ \text{Tr}^{(N)} \{ a_{i_1} \cdots a_{i_N} a_{j_1}^\dagger \cdots a_{j_N}^\dagger X \} = \sum_{\alpha_1 \cdots \alpha_N} \langle \varphi_{\alpha_1} \cdots \varphi_{\alpha_N} | a_{j_1}^\dagger \cdots a_{j_N}^\dagger X a_{i_1} \cdots a_{i_N} | \varphi_{\alpha_1} \cdots \varphi_{\alpha_N} \rangle \]
\[ = N! \sum_{\alpha_1 \cdots \alpha_N} \delta_{\alpha_1 \cdots \alpha_N; j_1 \cdots j_N} \delta_{i_1 \cdots i_N; \alpha_1 \cdots \alpha_N} \langle 0 |X|0\rangle \]
\[ = N! \delta_{i_1 \cdots i_N; j_1 \cdots j_N} \langle 0 |X|0\rangle. \]  
Similarly,
\[ \text{Tr}^{(N)} \{ a_{j_1}^\dagger \cdots a_{j_N}^\dagger a_{i_1} \cdots a_{i_N} X \} = \sum_{\alpha_1 \cdots \alpha_N} \langle \varphi_{\alpha_1} \cdots \varphi_{\alpha_N} | X a_{j_1}^\dagger \cdots a_{j_N}^\dagger a_{i_1} \cdots a_{i_N} | \varphi_{\alpha_1} \cdots \varphi_{\alpha_N} \rangle \]
\[ = N! \sum_{\alpha_1 \cdots \alpha_N} \langle \varphi_{\alpha_1} \cdots \varphi_{\alpha_N} | X | \varphi_{j_1} \cdots \varphi_{j_N} \rangle \delta_{i_1 \cdots i_N; \alpha_1 \cdots \alpha_N} \]
\[ = N! \langle \varphi_{i_1} \cdots \varphi_{i_N} | X | \varphi_{j_1} \cdots \varphi_{j_N} \rangle. \]  

Next, we apply these rules to determine matrix elements and traces of arbitrary $M$-particle operators $A^{(M)}$ in an $N$-particle space, which will appear frequently in our subsequent description of bosonic subsystems. An important tool in this context will be the following Lemma, which we obtain with the help of Lemma 7.

Lemma 2.
\[ \langle \varphi_{i_1} \cdots \varphi_{i_N} | a_{k_1}^\dagger \cdots a_{k_M}^\dagger a_{l_1} \cdots a_{l_M} | \varphi_{j_1} \cdots \varphi_{j_N} \rangle \]
\[ = \frac{(N - M)!}{N!} M!^2 \sum_{1 \leq \alpha_1 < \cdots < \alpha_M \leq N} \sum_{1 \leq \beta_1 < \cdots < \beta_M \leq N} \delta_{k_1 \cdots k_M; \alpha_1 \cdots \alpha_M} \delta_{l_1 \cdots l_M; \beta_1 \cdots \beta_M} \times \delta_{\{i_1 \cdots i_N\} \{i_{\alpha_1} \cdots i_{\alpha_M}\}} \{j_{\beta_1} \cdots j_{\beta_M}\}; \{j_1 \cdots j_N\} \{j_{\beta_1} \cdots j_{\beta_M}\}. \]  

(23)
This yields
\[ \langle \varphi_{i_1} \ldots \varphi_{i_N} | A^{(M)} | \varphi_{j_1} \ldots \varphi_{j_N} \rangle \]
\[ = \frac{1}{M!} \sum_{k_1 \ldots k_M \atop i_1 \ldots i_M} A^{(M)}_{k_1 \ldots k_M ; i_1 \ldots i_M} \langle \varphi_{i_1} \ldots \varphi_{i_N} | a^\dagger_{k_1} \ldots a^\dagger_{k_M} a_{i_1} \ldots a_{i_M} | \varphi_{j_1} \ldots \varphi_{j_N} \rangle \]
\[ = \left( \begin{array}{c} N \\ M \end{array} \right)^{-1} \sum_{1 \leq \alpha_1 < \cdots < \alpha_M \leq N \atop 1 \leq \beta_1 < \cdots < \beta_M \leq N} A^{(M)}_{\alpha_1 \ldots \alpha_M ; \beta_1 \ldots \beta_M} \delta_{i_1 \ldots i_N ; \{ \beta_1 \ldots \beta_M \}} \langle \varphi_{i_1} \ldots \varphi_{i_N} | \{ \alpha_1 \ldots \alpha_M \} \rangle \].

For the \( N \)-particle trace of \( M \)-particle operators we will encounter expressions of the following type:
\[ \text{Tr}^{(N)} \{ a^\dagger_{i_1} \ldots a^\dagger_{i_M} a_{m_1} \ldots a_{m_M} X \} \]
\[ = \sum_{i_1 \ldots i_N} \langle \varphi_{i_1} \ldots \varphi_{i_N} | a^\dagger_{i_1} \ldots a^\dagger_{i_M} a_{m_1} \ldots a_{m_M} X | \varphi_{i_1} \ldots \varphi_{i_N} \rangle \]
\[ = M! \sum_{i_1 \ldots i_N} \sum_{1 \leq \alpha_1 < \cdots < \alpha_M \leq N} \delta_{i_1 \ldots i_M ; \alpha_1 \ldots \alpha_M} \langle \varphi_{i_1} \ldots \varphi_{i_N} | \{ \alpha_1 \ldots \alpha_M \} \cup \{ m_1 \ldots m_M \} | X | \varphi_{i_1} \ldots \varphi_{i_N} \rangle \]
\[ = \frac{N!}{(N-M)!} \sum_{i_{M+1} \ldots i_N} \langle \varphi_{i_1} \ldots \varphi_{i_M} | \varphi_{i_{M+1}} \ldots \varphi_{i_N} | X | \varphi_{i_1} \ldots \varphi_{i_M} | \varphi_{i_{M+1}} \ldots \varphi_{i_N} \rangle. \] (25)

After the second equality above, the set \{ \{ i_1 \ldots i_N \} \setminus \{ i_{M+1} \ldots i_N \} \cup \{ m_1 \ldots m_M \} \} appears, which is obtained from the set \{ i_1 \ldots i_N \} by replacing the elements \{ i_{M+1} \ldots i_N \} with \{ m_1 \ldots m_M \}. The order of the indices \( i_1 \ldots i_N \) can be changed by relabeling, which yields a sum over \( \left( \begin{array}{c} N \\ M \end{array} \right) \) identical terms in the third step.

3. Density operators and expectation values

A special case of an \( N \)-particle operator is the density operator
\[ \rho^{(N)} = \frac{1}{N!} \sum_{i_1 \ldots i_N \atop j_1 \ldots j_N} \rho^{(N)}_{i_1 \ldots i_N ; j_1 \ldots j_N} a^\dagger_{i_1} \ldots a^\dagger_{i_N} a_{j_1} \ldots a_{j_N}, \] (26)

which describes the quantum state of an \( N \)-particle system, and is subject to the normalization condition
\[ \text{Tr}^{(N)} \{ \rho^{(N)} \} = \sum_{i_1 \ldots i_N} \rho^{(N)}_{i_1 \ldots i_N ; i_1 \ldots i_N} = 1. \] The quantum mechanical expectation value for measurements of the observable \( A^{(N)} \) is then obtained, with Eq. (6), as
\[ \text{Tr}^{(N)} \{ \rho^{(N)} A^{(N)} \} = \frac{1}{N!^2} \sum_{i_1 \ldots i_N \atop j_1 \ldots j_N} \sum_{m_1 \ldots m_N} \rho^{(N)}_{i_1 \ldots i_N ; j_1 \ldots j_N} A^{(N)}_{m_1 \ldots m_N ; m_1 \ldots m_N} \times \text{Tr}^{(N)} \{ a^\dagger_{i_1} \ldots a^\dagger_{i_N} a_{j_1} \ldots a_{j_N} | a^\dagger_{m_1} \ldots a^\dagger_{m_N} a_{m_1} \ldots a_{m_N} \} \]
\[ = \sum_{i_1 \ldots i_N \atop j_1 \ldots j_N} \sum_{m_1 \ldots m_N} \rho^{(N)}_{i_1 \ldots i_N ; j_1 \ldots j_N} A^{(N)}_{m_1 \ldots m_N ; m_1 \ldots m_N} \delta_{m_1 \ldots m_N ; j_1 \ldots j_N} \delta_{j_1 \ldots j_N ; m_1 \ldots m_N} \]
\[ = \sum_{i_1 \ldots i_N \atop n_1 \ldots n_N} \sum_{m_1 \ldots m_N} \rho^{(N)}_{i_1 \ldots i_N ; n_1 \ldots n_N} A^{(N)}_{n_1 \ldots n_N ; n_1 \ldots n_N}, \] (27)

where we used Eqs. (18) and (24).
To introduce the reduced density operator, we consider the expectation value of an $M$-particle operator in an $N$-particle system ($M \leq N$):

$$\text{Tr}^{(N)} \{ \rho^{(N)} A^{(M)} \} = \frac{1}{M!} \sum_{n_1, \ldots, n_M} \text{Tr}^{(N)} \{ a_{n_1}^\dagger \cdots a_{n_M}^\dagger a_{m_1} \cdots a_{m_M} \rho^{(N)} \} A^{(M)}_{n_1 \cdots n_M, m_1 \cdots m_M}$$

$$= \frac{1}{M} \sum_{n_1, \ldots, n_M} \rho_{n_1 \cdots n_M, m_1 \cdots m_M}^{(M)} A^{(M)}_{n_1 \cdots n_M, m_1 \cdots m_M}$$

$$= \left( \frac{N}{M} \right) \text{Tr}^{(M)} \{ \rho^{(M)} A^{(M)} \},$$

(28)

where we used Eq. (27) in the last step. The expectation value is therefore fully determined by the $M$-particle reduced density operator of an $N$-particle system, with matrix elements, which, by comparison of the first and second line in Eq. (28), are given by

$$\rho_{n_1 \cdots n_M, m_1 \cdots m_M}^{(M)} = \frac{(N-M)}{N!} \text{Tr}^{(N)} \{ a_{j_1}^\dagger \cdots a_{j_M}^\dagger a_{i_1} \cdots a_{i_M} \rho^{(N)} \}$$

$$= \sum_{n_{M+1}, \ldots, n_N} \langle \varphi_{n_1} \cdots \varphi_{i_M} \varphi_{n_{M+1}} \cdots \varphi_{n_N} | \rho^{(N)} | \varphi_{j_1} \cdots \varphi_{j_M} \varphi_{n_{M+1}} \cdots \varphi_{n_N} \rangle,$$

(29)

where we used Eq. (25) in the last step. The matrix elements define a reduced density operator and contain all the necessary information for the description of a subset of $M$ bosonic particles—such as, e.g., the average momentum, Eq. (1). This can be interpreted as the direct analog of the reduced density matrices known from the conventional treatment of composite quantum systems, i.e., systems of various distinguishable degrees of freedom. These reduced density matrices completely determine all measurement results of operators that restrict on a subset of these degrees of freedom and, thus, are central to the theory of open quantum systems.

The reduced density operator for $M$ indistinguishable bosons can be obtained from the full density operator $\rho^{(N)}$ via a suitable partial trace operation as $\rho^{(M)} = \text{Tr}^{(N-M)} \{ \rho^{(N)} \}$. The corresponding partial trace operation over $N-M$ out of $N$ identical bosonic particles is defined as

$$\text{Tr}^{(N-M)} \{ X^{(N)} \} = \frac{(N-M)!}{N!M!} \sum_{n_1, \ldots, n_M} \text{Tr}^{(N)} \{ a_{n_1}^\dagger \cdots a_{n_M}^\dagger a_{m_1} \cdots a_{m_M} X^{(N)} \}$$

$$\times a_{m_1}^\dagger \cdots a_{m_M}^\dagger a_{n_1} \cdots a_{n_M},$$

(30)

where $X^{(N)}$ is an arbitrary $N$-particle operator. The above definition maps an $N$-particle operator onto an $M$-particle operator. Proper normalization of $\rho^{(M)}$ is provided by means of Eqs. (20) and (13):

$$\text{Tr}^{(M)} \{ \rho^{(M)} \} = \frac{(N-M)!}{N!} \sum_{n_1, \ldots, n_N} \rho^{(N)}_{n_1, \ldots, n_N, j_1, \ldots, j_M} \langle \varphi_{j_1} \cdots \varphi_{j_M} | a_{n_1}^\dagger \cdots a_{n_M}^\dagger a_{i_1} \cdots a_{i_N} | \varphi_{i_1} \cdots \varphi_{i_N} \rangle$$

$$= \frac{(N-M)!}{N!} \sum_{n_1, \ldots, n_N} \rho^{(N)}_{n_1, \ldots, n_N} = 1.$$

(31)

The above definition of the partial trace can be interpreted as a projection of $N$-particle operators onto the subspace spanned by $M$-particle states. This can be realized using the completeness of the
symmetrized states
\[
\mathcal{P}^{(M)} X^{(N)} \mathcal{P}^{(M)} = \sum_{n_1 \cdots n_M m_1 \cdots m_M} |\varphi_{n_1} \cdots \varphi_{n_M} \rangle \langle \varphi_{n_1} \cdots \varphi_{n_M}| X^{(N)} |\varphi_{m_1} \cdots \varphi_{m_M} \rangle \langle \varphi_{m_1} \cdots \varphi_{m_M}|
\]
\[
= \frac{1}{M!} \sum_{n_1 \cdots n_M m_1 \cdots m_M} \text{Tr}^{(N)} \left\{ a_{m_1}^\dagger \cdots a_{m_M}^\dagger a_{n_1} \cdots a_{n_M} X^{(N)} \right\} a_{n_1}^\dagger \cdots a_{n_M}^\dagger a_{m_1} \cdots a_{m_M}
\]
\[
= \left( \begin{array}{c} N \\ M \end{array} \right) \text{Tr}^{(N)}_{N-M} \{ X^{(N)} \},
\] (32)
where, as in Eq. (33), we omitted the projector on the vacuum state in the second step.

4. Hierarchical expansion of the reduced bosonic dynamics

The many-body dynamics of an \(N\)-particle system is governed by the von Neumann equation
\[
\frac{\partial}{\partial t} \rho^{(N)}(t) = -\frac{i}{\hbar} [H, \rho^{(N)}(t)].
\] (33)
Here, we consider second-quantized Hamiltonians \(H\) which decompose into a single-particle term \(H^{(1)}\), consisting of kinetic terms and an external potential, and a two-particle interaction term \(H^{(2)}\):
\[
H = H^{(1)} + H^{(2)} = \sum_{ij} H_{ij}^{(1)} a_i^\dagger a_j + \frac{1}{2} \sum_{ijkl} H_{ijkl}^{(2)} a_i^\dagger a_j^\dagger a_k a_l.
\] (34)
The single-particle term \(H^{(1)}\) can be eliminated by transforming to the interaction picture with \(U_1(t) = \exp(-i H^{(1)} t / \hbar)\). The dynamics is then described equivalently by
\[
\frac{\partial}{\partial t} \rho^{(1)}_I(t) = -\frac{i}{\hbar} [H^{(2)}_I, \rho^{(1)}_I(t)],
\] (35)
with \(\rho^{(1)}_I(t) = U_1(t) \rho^{(1)}(t) U_1^\dagger(t)\) and \(H^{(2)}_I(t) = U_1^\dagger(t) H^{(2)} U_1(t)\). We will make use of the interaction picture later in this manuscript.

Notice that on the left-hand side of the von Neumann equation (33), the time derivative of an \(N\)-particle operator appears. This derivative can, in principle, contain contributions from the many-particle subspace with \(N + 1\) particles, generated by the commutator on the right-hand side through terms, such as \(H^{(1)} \rho^{(N)}\) and \(H^{(2)} \rho^{(N)}\) \(1\) These are, however, only relevant for the infinitesimal propagation described by the differential equation (33), since Hamiltonians of the form (34) always commute with the particle number operator \(N^{(1)} = \sum_i a_i^\dagger a_i\). Hence, the state at the outcome of the time evolution, i.e., the solution to Eq. (33), will always be an \(N\)-particle operator.

4.1. Reduced dynamics in the \(M\)-particle subspace

To describe the dynamics of the reduced \(M\)-particle density operator, we perform the partial trace operation, as defined in Eq. (30), on both sides of the von Neumann equation (33), leading to
\[
\hbar \frac{\partial}{\partial t} \rho^{(M)}(t) = \text{Tr}^{(N)}_{N-M} \left\{ H^{(1)} + H^{(2)}, \rho^{(N)}(t) \right\}.
\] (36)
By construction, the partial trace operation \(\text{Tr}^{(N)}_{N-M}\) treats its argument as an \(N\)-particle operator and projects it onto the \(M\)-particle subspace. Thus, in Eq. (36) \(1\) In fact, also operators on \(N + 2\) particles emerge, but eventually disappear due to the commutator.
(i) only $N$-particle contributions to the right-hand side of Eq. (33) are considered, and
(ii) only $M$-particle contributions to $\partial_t \rho^{(M)}(t)$ are generated.

As was discussed before, such restrictions do not apply to the full von Neumann equation (33). In this paper, our aim is to find an effective description for the dynamics of $\rho^{(M)}$, based on the description within the $M$-particle subspace provided by Eq. (36).

To evaluate the right-hand side of Eq. (36), we treat the single-particle and two-particle contributions to $H$ separately. With Eq. (30) and Lemma 1, we obtain for the single-particle part

$$
\text{Tr}_{N-M} \left\{ \left[ H^{(1)}, \rho^{(N)}(t) \right] \right\} = \frac{(N-M)!}{N!M!} \sum_{n_1, \ldots, n_M} \sum_{k_1, \ldots, k_N} \\
\times \sum_{m_1, \ldots, m_M} \langle \varphi_{l_1} \ldots \varphi_{l_N} | a_{n_1}^\dagger \ldots a_{n_M}^\dagger a_{m_1} \ldots a_{m_M} H^{(1)} | \varphi_{k_1} \ldots \varphi_{k_N} \rangle \rho^{(N)}_{k_1 \ldots k_N ; l_1 \ldots l_N} (t) \\
- \langle \varphi_{l_1} \ldots \varphi_{l_N} | H^{(1)} a_{n_1}^\dagger \ldots a_{n_M}^\dagger a_{m_1} \ldots a_{m_M} | \varphi_{k_1} \ldots \varphi_{k_N} \rangle \rho^{(N)}_{k_1 \ldots k_N ; l_1 \ldots l_N} (t) \\
	imes a_{m_1}^\dagger \ldots a_{m_M}^\dagger a_{n_1} \ldots a_{n_M}.
$$

The required $N$-particle matrix elements of a single-particle operator are obtained from Eq. (24) with $M = 1$, where the label $1 \leq \alpha \leq N$ appears. There are $M$ possibilities for the label $\alpha$ to be found within the subset $1, \ldots, M$. In all these cases one index of $H^{(1)}$ is directly contracted with either the creation or the annihilation operators $a_{m_1}^\dagger, \ldots, a_{m_M}^\dagger$ and $a_{n_1}, \ldots, a_{n_M}$. In the remaining $N-M$ cases, both indices of
$H^{(1)}$ are contracted with $\rho^{(N)}$. Explicit discrimination of these two cases leads to

$$
\text{Tr}^{(N)}_{N-M} \left\{ \left[ H^{(1)}, \rho^{(N)}(t) \right] \right\} \\
= \frac{(N-M)!}{N!M!} \sum_{n_1 \ldots n_M} \sum_{m_1 \ldots m_M} \left[ \\ 
M \left( \sum_{k_1} H^{(1)}_{m_1 k_1} \rho^{(M)}_{k_1 m_2 \ldots m_M; m_1 \ldots n_M}(t) - \sum_{l_1} H^{(1)}_{l_1 n_1} \rho^{(M)}_{m_1 \ldots m_M; n_2 \ldots n_M l_1}(t) \right) \\
+ (N-M) \left( \sum_{k_{M+1}} \sum_{k_1} H^{(1)}_{k_{M+1} k_1} \rho^{(M+1)}_{k_1 m_1 \ldots m_M; n_1 \ldots n_M k_{M+1}}(t) \right) \\
- \sum_{l_1} \sum_{k_{M+1}} H^{(1)}_{l_1 k_{M+1}} \rho^{(M+1)}_{m_1 \ldots m_M k_{M+1}; l_1 n_1 \ldots n_M}(t) \right] a^\dagger_{m_1} \ldots a^\dagger_{m_M} a_{n_1} \ldots a_{n_M}. \tag{38}
$$

Since the matrix elements of $\rho^{(M+1)}$ do not depend on a specific order of the indices, we find by relabeling of the indices that the terms containing $\rho^{(M+1)}$ cancel. This finally yields

$$
\text{Tr}^{(N)}_{N-M} \left\{ \left[ H^{(1)}, \rho^{(N)}(t) \right] \right\} \\
= \frac{M}{M!} \sum_{n_1 \ldots n_M} \sum_{m_1 \ldots m_M} \left[ H^{(1)}_{m_1 k_1} \rho^{(M)}_{k_1 m_2 \ldots m_M; n_1 \ldots n_M}(t) - H^{(1)}_{l_1 n_1} \rho^{(M)}_{m_1 \ldots m_M; n_2 \ldots n_M l_1}(t) \right] a^\dagger_{m_1} \ldots a^\dagger_{m_M} a_{n_1} \ldots a_{n_M} \\
= [H^{(1)}, \rho^{(M)}(t)]. \tag{39}
$$

The factor $M$ is due to the representation of the single-particle operator $H^{(1)}$ in a basis of $M$-particle states. In general, we find for an arbitrary $S$-particle operators $J^{(S)}$,

$$
\langle \varphi_{n_1} \ldots \varphi_{n_M} | J^{(S)} \rho^{(M)} | \varphi_{m_1} \ldots \varphi_{m_M} \rangle = \binom{M}{S} \sum_{i_1 \ldots i_S} J^{(S)}_{i_1 \ldots i_S} \rho^{(M)}_{i_1 \ldots i_S n_{S+1} \ldots n_M m_1 \ldots m_M}. \tag{40}
$$

and

$$
\langle \varphi_{n_1} \ldots \varphi_{n_M} | \rho^{(M)} J^{(S)} | \varphi_{m_1} \ldots \varphi_{m_M} \rangle = \binom{M}{S} \sum_{i_1 \ldots i_S} \rho^{(M)}_{n_1 \ldots n_M i_1 \ldots i_S m_{S+1} \ldots m_M} J^{(S)}_{i_1 \ldots i_S m_1 \ldots m_M}. \tag{41}
$$

For $S = 1$ we indeed obtain the prefactor $M$ which appeared in Eq. (39).

As expected, in the absence of interactions $H^{(2)}$, Eqs. (36) and (39) describe the fully coherent subdynamics of $M \leq N$ particles. This observation is independent of the initial state $\rho^{(N)}$ and the correlations it may contain.

Next, we study the contribution of the two-particle interaction term $H^{(2)}$ to Eq. (36) for $M \geq 2$. We
obtain, again using Eq. (30), and, subsequently, Eq. (24):

\[
T_{N-M}^{(N)} \left\{ \left[H^{(2)}, \rho^{(N)}(t) \right] \right. \\
= \frac{1}{M!} \sum_{n_1, \ldots, n_M \atop m_1, \ldots, m_M} \sum_{k_1, \ldots, k_N} \left( \ldots \right) \\
\left. - \sum_{m_{M+1}, \ldots, m_N} \rho^{(N)}_{m_{M+1}, \ldots, m_N; k_1, \ldots, k_N} \left( \ldots \right) \right) \\
\times a^\dagger_{n_1} \ldots a^\dagger_{n_M} a_{m_1} \ldots a_{m_M} \\
= \frac{1}{M!} \sum_{n_1, \ldots, n_M \atop m_1, \ldots, m_M} \sum_{k_1, \ldots, k_N} \left( \ldots \right) \\
\left. \sum_{n_{M+1}, \ldots, n_N} \sum_{1 \leq \alpha_1 < \alpha_2 \leq N} H^{(2)}_{n_{\alpha_1}, n_{\alpha_2}; k_1, k_2} \rho^{(N)}_{k_1, k_2; n_{\alpha_1}, n_{\alpha_2}; \{m_1, \ldots, m_M, n_{M+1}, \ldots, n_N \}}(t) \right) \\
\left. \sum_{m_{M+1}, \ldots, m_N} \sum_{1 \leq \beta_1 < \beta_2 \leq N} H^{(2)}_{m_{\beta_1}, m_{\beta_2}; k_1, k_2} \rho^{(N)}_{m_{\beta_1}, m_{\beta_2}; m_{M+1}, \ldots, m_N}(t) \right) \\
\times a^\dagger_{n_1} \ldots a^\dagger_{n_M} a_{m_1} \ldots a_{m_M}. \\
(42)
\]

Again, we need to sort out which of the indices are contracted. In order to distinguish the possibilities for the different choices of \(\alpha_1, \alpha_2\), as well as of \(\beta_1\) and \(\beta_2\), we note the following statement, which follows from elementary combinatorics: For \(1 \leq \alpha_1 < \alpha_2 \leq N\) and \(M \leq N\), the following holds:

1. There are \(\left( \begin{array}{c} M \\ 2 \end{array} \right)\) possibilities to find both \(\alpha_1\) and \(\alpha_2 \leq M\).
2. There are \(M(N - M)\) possibilities to find \(\alpha_1 \leq M\) and \(\alpha_2 > M\).
3. There are \(\left( \begin{array}{c} N - M \\ 2 \end{array} \right)\) possibilities to find both \(\alpha_1\) and \(\alpha_2 > M\).
This yields
\[
\text{Tr}_{N-M}^{(N)} \left\{ [H^{(2)}, \rho^{(N)}(t)] \right\} \\
= \frac{1}{M!} \sum_{n_1, \ldots, n_M} \left( \frac{M}{2} \right) H^{(2)}_{n_1n_2; k_1k_2} \rho^{(M)}_{k_1k_2}(n_3, \ldots, m_N; m_1, \ldots, m_M(t)) \\
+ M(N - M) \sum_{n_{M+1}} H^{(2)}_{n_1n_M+1; k_1k_2} \rho^{(M+1)}_{k_1k_2}(n_{M+2}, \ldots, m_N; m_1, \ldots, m_M, m_{M+1}(t)) \\
+ \left( \frac{N - M}{2} \right) \sum_{n_{M+1}} H^{(2)}_{n_{M+1}n_{M+1}; k_1k_2} \rho^{(M+2)}_{k_1k_2}(n_{M+2}, \ldots, m_N; m_1, \ldots, m_M, m_{M+2}(t)) \\
- \left( \frac{M}{2} \right) \rho^{(M)}_{n_1, n_M; k_1k_2}(m_2, m_3, \ldots, m_N(t)) H^{(2)}_{k_1k_2; m_1m_{M+1}} \\
- M(N - M) \sum_{m_{M+1}} \rho^{(M+1)}_{n_1, n_M; m_{M+1}m_{M+1}; k_1k_2}(m_2, m_3, \ldots, m_N(t)) H^{(2)}_{k_1k_2; m_1m_{M+1}} \\
- \sum_{m_{M+1}} \rho^{(M+1)}_{n_1, n_M; m_{M+1}m_{M+1}; k_1k_2}(m_2, m_3, \ldots, m_N(t)) H^{(2)}_{k_1k_2; m_1m_{M+1}} a_{n_1}^{\dagger} \ldots a_{n_M}^{\dagger} a_{m_1} \ldots a_{m_{M+1}}.
\]
Terms containing the $M$-particle reduced density matrix can again be identified with the commutator $[H^{(2)}, \rho^{(M)}(t)]$. This involves the representation of the two-particle Hamiltonian $H^{(2)}$ in an $M$-particle basis, giving rise to the prefactors \(\binom{M}{2}\), in agreement with Eqs. (40) and (41). Notice that the contributions containing $\rho^{(M+2)}$ cancel.

We abbreviate the second term [the last two lines in the expression (43) above] by introducing the symbol $\mathcal{L}^{(M)}(H^{(2)}, \rho^{(M+1)}(t))$, leading to

\[
\text{Tr}_{N-M}^{(N)} \left\{ [H^{(2)}, \rho^{(N)}(t)] \right\} = \left[ H^{(2)}, \rho^{(M)}(t) \right] + \frac{M(N - M)}{M!} \mathcal{L}^{(M)}(H^{(2)}, \rho^{(M+1)}(t)).
\]  
(44)

The right-hand side contains, beyond the commutator involving the $M$-particle density matrix, also contributions of the $(M+1)$-particle density matrix. To find a compact expression for $\mathcal{L}^{(M)}(H^{(2)}, \rho^{(M+1)}(t))$, we consider the special case $N = M + 1$, with $M \geq 2$ in Eq. (44), which yields

\[
\mathcal{L}^{(M)}(H^{(2)}, \rho^{(M+1)}(t)) = \frac{M!}{M} \text{Tr}^{(M+1)} \left\{ [H^{(2)}, \rho^{(M+1)}(t)] \right\} - [H^{(2)}, \rho^{(M)}(t)]
\]  
(45)

Inserting this back into Eq. (44) for arbitrary $N$, leads to

\[
\text{Tr}_{N-M}^{(N)} \left\{ [H^{(2)}, \rho^{(N)}(t)] \right\} \\
= [H^{(2)}, \rho^{(M)}(t)] + (N - M) \text{Tr}^{(M+1)} \left\{ [H^{(2)}, \rho^{(M+1)}(t)] \right\} - [H^{(2)}, \rho^{(M)}(t)] \\
= \left[ 1 - (N - M) \right] H^{(2)}, \rho^{(M)}(t) + (N - M) \text{Tr}^{(M+1)} \left\{ [H^{(2)}, \rho^{(M+1)}(t)] \right\}.
\]  
(46)
Together with the single-particle term, this transforms into a hierarchical expansion of the reduced dynamics,
\[
\frac{i\hbar}{\partial t} \rho^{(M)}(t) = \left[ H^{(1)} + (1 - (N - M))H^{(2)}, \rho^{(M)}(t) \right] + (N - M) \text{Tr}_1^{(M+1)} \left\{ H^{(2)}, \rho^{(M+1)}(t) \right\},
\]
which depends on \( \rho^{(M)} \) and \( \rho^{(M+1)} \). A hierarchical expansion of this type was first derived to describe the statistical physics of classical systems \[18, 12, 20, 21\] and is commonly referred to as the BBGKY hierarchy. It was later generalized to quantum systems \[32\]; see also \[8, 12\].

Note that, whenever the reduced single-particle dynamics is considered \((M = 1)\), the two-particle Hamiltonian part drops out in Eq. (47), since both sides of the equation are projected onto the single-particle subspace. We obtain for \( M = 1 \)
\[
\frac{i\hbar}{\partial t} \rho^{(1)}(t) = \left[ H^{(1)}, \rho^{(1)}(t) \right] + (N - 1) \text{Tr}_1^{(2)} \left\{ H^{(2)}, \rho^{(2)}(t) \right\}
\]
Moreover, if no particle is traced out, that is when \( N = M \), the evolution reduces to the unperturbed von Neumann equation for the \( N \)-particle density operator.

4.2. Bosonic product states

To obtain a closed expression for the dynamics of \( \rho^{(M)}(t) \), the higher-order terms, i.e., those that depend on \( M + 1 \) particles, have to be expressed as a function of \( \rho^{(M)}(t) \). This requires an approximation that truncates this hierarchy \[8, 12\]. One possibility to achieve this, is to assume a mean-field-type description of the system, in which all particles are described by the same single-particle state. The quantum statistics of bosonic particles, however, sets significant limitations on the set of possible many-body quantum states. This problem is related to the more general question: Which \( M \)-particle states can be obtained by performing the partial trace over \( N - M \) particles of an \( N \)-particle density operator \[33, 34, 37, 36, 10, 37, 11\]?

The complexity of this well-known problem is entirely generated by the particle statistics. When dealing with distinguishable particles, we can readily express any uncorrelated \( N \)-particle state by the tensor product of \( N \) single-particle density operators. For identical particles, the set of quantum states is limited since they must obey the (anti-)symmetrization rules. In the case of bosonic particles, all quantum states must be constructed as convex linear combinations of the symmetrized states \[33\]. Note that even a seemingly symmetric construction, such as \( \rho^{(2)}_p = \rho^{(1)} \otimes \rho^{(1)} \), can in general not be represented in terms of symmetrized states, and is therefore not a valid bosonic product state. The reason is that the symmetrization rule must not be applied on the level of operators (i.e. it does not involve permutations of the single-particle density matrices), but instead on the level of states. The non-equivalence of the two is easily seen when each of the single-particle density matrices is expressed in terms of pure states by means of their spectral decomposition.

Another way to see that \( \rho^{(2)}_p = \rho^{(1)} \otimes \rho^{(1)} \) does not yield a proper bosonic product state is to perform the partial trace operation, which leads to the single-particle state
\[
\text{Tr}_1^{(2)} \{ \rho^{(2)}_p \} = \frac{1}{2} \left( \rho^{(1)} \text{Tr}^{(1)} \rho^{(1)} + (\rho^{(1)})^2 \right),
\]
Assuming proper normalization of the single-particle density matrix, \( \text{Tr}^{(1)} \rho^{(1)} = 1 \), the above result implies that we recover the single-particle density operator \( \rho^{(1)} \) only when \( (\rho^{(1)})^2 = \rho^{(1)} \), i.e., when \( \rho^{(1)} \) is a projector describing a pure state \( |\Phi \rangle \). In fact, only in this case does \( \rho^{(2)}_p \) respect the symmetrization rules for bosonic operators. The result \[34\] can be generalized to (anti-)symmetric product states of an arbitrary number \( N \) of bosonic or fermionic particles in terms of a recurrence formula, see Theorem 3.1 in \[34\].

In this specific case of a pure state, the elements of the single-particle density matrix can be written as \( \rho^{(1)}_{ij} = \langle \varphi_i | \Phi \rangle \langle \Phi | \varphi_j \rangle \). Introducing \( a_\Phi |0 \rangle = |\Phi \rangle \), we obtain \( \rho^{(1)} = a_\Phi a_\Phi^\dagger \), which we can use to define a general
bosonic pure product state as

$$\rho_P^{(N)} = \frac{1}{N!} (\rho^{(1)})^N := \frac{1}{N!} a_\Phi \cdots a_\Phi a_\Phi \cdots a_\Phi,$$

(50)

where the double dots denote normal ordering. The many-body matrix elements in a basis of symmetrized states read

$$\langle \varphi_i \cdots \varphi_i | \rho_P^{(N)} | \varphi^*_j \cdots \varphi^*_j \rangle = c_i \cdots c_i c_j^* \cdots c_j^*,$$

(51)

with $c_i = \langle \varphi_i | \Phi \rangle$. The many-body system is described by such a pure product state when a particular single-particle state is macroscopically occupied, i.e., when the system describes a perfect Bose-Einstein condensate. This can be interpreted as a mean-field ansatz, where all individual particles are described by the same quantum state.

The bosonic pure product state (50) represents the only quantum state which defines the entire symmetric many-body quantum state uniquely on the basis of the single-particle state while at the same time its single-particle distribution also coincides with $\rho^{(1)}$. For fermionic systems, the anti-symmetrization rules exclude any similar construction. The combination of these two properties is important for the efficient microscopic description of the subdynamics. A similar issue arises in the standard theory of open quantum systems, where a closed description of the open-system subdynamics in terms of reduced density operators of the open system requires statistical independence between system and environment [38].

Based on the pure product state ansatz, we can decompose the elements of the $N$-particle density matrix $\rho^{(M)}$ in terms of the single-particle entries according to Eq. (51). On the one hand, this allows us to find a closed description for the subdynamics of $\rho^{(M)}$. Being bound to the pure state assumption for the single-particle state at all times may be adequate for coherent mean-field descriptions, to be discussed in the following section. On the other hand, this limits our possibilities to extend the present approach towards an effective description of incoherent subdynamics, which we will discuss in section 5.

4.3. Coherent mean-field evolution

Employing the pure product state assumption (50), we truncate the hierarchical family of dynamical equations (47). While, in principle, we could separate the full density matrix into contributions of single-particle pure state contributions according to Eq. (51), we use this decomposition to separate $\rho^{(M+1)}$ into the contributions of $\rho^{(1)}$ and $\rho^{(M)}$, and retain the density matrix notation, keeping in mind that the state is pure. The reduced dynamics can then be written as

$$i\hbar \frac{\partial}{\partial t} \rho^{(M)}(t) = \left[ H^{(1)} + H^{(2)} + (N-M)C^{(1)}(t), \rho^{(M)}(t) \right],$$

(52)

where $C^{(1)}(t)$ is defined as

$$C^{(1)}(t) = \sum_{ijmn} H_{\alpha i m \rho^{(1)}_{ij}}(t) a^\dagger_n a_m.$$

(53)

Equation (52) still has the form of the von Neumann equation. However, the mean-field potential term $C^{(1)}(t)$, which itself depends on $\rho^{(1)}$, is added to the unperturbed Hamiltonian. For $M = 1$, we insert a pure state,

$$\rho^{(1)}(t) = |\Phi(t)\rangle \langle \Phi(t)|,$$

(54)

into Eq. (52). Then, the evolution is equivalent to the one predicted by the following nonlinear mean-field Schrödinger equation,

$$i\hbar \frac{\partial}{\partial t} |\Phi(t)\rangle = H^{(1)}_{\text{eff}}(t) |\Phi(t)\rangle,$$

(55)
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with the effective single-particle Hamiltonian,

$$H_{\text{eff}}^{(1)}(t) = H^{(1)} + (N - 1) C^{(1)}(t),$$

where $C^{(1)}(t)$ is a function of $|\Phi(t)\rangle$, and hence contributes a nonlinear effective potential that accounts for the particle-particle interactions.

For completeness, we note that a similar calculation in the interaction picture yields

$$i\hbar \frac{\partial}{\partial t} \rho^{(M)}_I(t) = \text{Tr}_{N-M} \left\{ H^{(2)}_I(t), \rho^{(N)}_I(t) \right\} = \left[ H^{(2)}_I(t) + (N - M) C^{(1)}_I(t, t), \rho^{(M)}_I(t) \right],$$

where the nonlinear potential in the interaction picture can be expressed as

$$C^{(1)}_I(t_1, t_2) = \sum_{i,j,n,m} H^{(2)}_{I,ij;nm}(t_1) \rho^{(1)}_I(t_2) a_n^\dagger a_m,$$

and we denote the matrix elements of the corresponding interaction-picture operators as $\rho^{(1)}_I(t) = \langle \varphi_i | \rho^{(1)}_I(t) | \varphi_j \rangle$ and $H^{(2)}_{I,ij;nm}(t) = \langle \varphi_i \varphi_j | H^{(2)}_I(t) | \varphi_i \varphi_m \rangle$.

The dynamical equation (4.7) describes the microscopically derived, completely general quantum dynamics of bosonic subsystems, without assumptions on the potential landscape or the nature of the pairwise interaction. The obtained BBGKY-type hierarchy can be truncated by the pure product state assumption (56). This yields the nonlinear mean-field Schrödinger equation (55), which governs the dynamics of a macroscopically occupied single-particle state, for arbitrary many-body Hamiltonians (44) of interacting bosons. The emergent nonlinear term $C^{(1)}$ is reminiscent of the Gross-Pitaevskii equation, and, in fact, we will show in the next section that the general nonlinear mean-field Schrödinger equation (55) reduces to the Gross-Pitaevskii equation in the special case of a contact interaction potential.

4.4. Special case: The Gross-Pitaevskii equation

Let us consider the special case of a contact interaction $v(x_1, x_2) = g \delta(x_2 - x_1)$, with constant $g \in \mathbb{R}$. We choose a representation in terms of field operators $\hat{\Psi}(x) = \sum_i \varphi_i(x) a_i$, where $\varphi_i(x) = \langle x | \varphi_i \rangle$, and $|x\rangle$ denotes an eigenstate of the position operator. The interaction Hamiltonian then reads

$$H^{(2)} = \frac{1}{2} \int dx_1 \int dx_2 \psi_1^\dagger(x_1) \psi_1^\dagger(x_2) v(x_1, x_2) \psi_1(x_1) \psi_2(x_2) = \frac{g}{2} \int dx \psi_1^\dagger(x) \psi_1^\dagger(x) \psi_1(x).$$

Inserting this into the effective mean-field term (55) yields

$$C^{(1)}(t) = g \sum_{i,j,m} \int dx_1 \int dx_2 \varphi_i^\ast(x_1) \varphi_j(x_2) \varphi_i(x) \varphi_m(x) \varphi_i^\ast(x_1) \rho^{(1)}(t; x_1, x_2) \varphi_j(x_2) a_n^\dagger a_m$$

$$= g \int dx \psi_1^\dagger(x) \psi_1^\dagger(x) \Phi(t, x)^2,$$

where we used the completeness relation (44) and Eq. (55). The nonlinear mean-field Schrödinger equation (55) predicts the following time evolution of the single-particle wavefunction:

$$i\hbar \frac{\partial}{\partial t} \Phi(t, x) = \langle x | H^{(1)}_{\text{eff}}(t) | \Phi(t) \rangle$$

$$= \left[ -\frac{\hbar^2}{2m} \nabla_x^2 + V_0(x) + g(N - 1) \Phi(t, x)^2 \right] \Phi(t, x).$$
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Here we have explicitly written out the kinetic terms $-(\hbar^2/2m)\nabla_x^2$ and the single-particle potential $V_0(x)$ contained in $H^{(1)}$. Recall that by virtue of the pure product state assumption \[51\], $\Phi(t, x) = \langle x|\Phi(t)\rangle$ describes an $N$-fold occupied single-particle state. When $N \gg 1$, this occupation becomes macroscopic and Eq. (61) coincides with the Gross-Pitaevskii equation \[16, 17, 15\]. Unlike standard approaches \[15\], the above derivation does not involve the controversial \[39\] assumption of a coherent superposition between states of different particle numbers—for a recent discussion see \[14\].

5. Second-order master equation for interacting bosons: Towards the description of incoherent effects

The partial trace operation \[39\] over the many-body von Neumann equation \[63\], together with the pure product state ansatz \[50\] allowed us to derive a nonlinear mean-field equation \[52\] whose evolution is fully coherent at all times. To extend our treatment to account for interaction-induced incoherent effects on the reduced state level, we now perform a second-order perturbative expansion in terms of the interaction Hamiltonian $H^{(2)}$ in Eq. (34), before performing the partial trace operation. This is the approach pursued in microscopic derivations\[4\] of Lindblad-type master equations \[40, 41\] for the description of open quantum systems where the system degrees of freedom are distinct from those of the environment. In such master equations the coherent dynamics in the system degrees of freedom is amended by incoherent terms with the characteristic Lindblad structure.

5.1. $M$-particle subdynamics of an $N$-particle bosonic system

A convenient point of departure to develop a second-order perturbative expansion in $H^{(2)}$ is the interaction-picture. We expand expression \[35\] to second order, before performing the partial trace \[30\] on both sides of the equation:

$$\frac{\partial}{\partial t} \rho_I^{(M)}(t) = \text{Tr}_{N-M} \left\{ -\frac{i}{\hbar} \left[ H_I^{(2)}(t), \rho_I^{(N)}(0) \right] \right\} - \frac{1}{\hbar^2} \int_0^t ds \text{Tr}_{N-M} \left[ H_I^{(2)}(t), H_I^{(2)}(s), \rho_I^{(N)}(s) \right].$$

Before truncating the perturbative expansion by replacing the time argument of $\rho_I^{(N)}(s)$ in the integral with $t$, this is an exact expression in the considered subspace of $M$ particles. The term containing the initial condition, $\text{Tr}_{N-M} \left[ H_I^{(2)}(t), \rho_I^{(N)}(0) \right]$, has the same structure as those that were discussed in Eq. (46). The remaining two terms which emerge from the double commutator are due to the perturbative second-order expansion and produce incoherent terms with Lindblad structure, aside from coherent commutator contributions. The explicit determination of these two terms is a rather laborious task. Yet, it requires only elementary methods, akin to those already employed in the derivation of Eq. (47). A detailed presentation of the intermediate steps can be found in \[42\]. The result is again of hierarchical type. While we already noted in Eqs. (33) and (44) that a first-order expression (i.e., a single commutator with $H^{(2)}$) generates terms that contain the reduced density operators of $M + 1$ and $M + 2$ particles, the highest order, i.e., $M + 2$, eventually vanishes. In the second-order expression (i.e., the double commutator with $H^{(2)}$) contributions of up to $M + 4$ particles can be generated, but, again, the highest order vanishes. Hence, in the second-order expression we encounter contributions of up to $M + 3$ particles. To be able to find a closed expression for the subdynamics of $\rho^{(M)}$, we need to express these higher-order contributions as a function of $\rho^{(M)}$. This is
once again achieved by means of the pure product state assumption \(50\). We finally obtain:

\[
\frac{\partial}{\partial t} \rho_I^{(M)}(t) = -\frac{i}{\hbar} \left[ H_I^{(2)}(t), \rho_I^{(M)}(0) \right] - \frac{1}{\hbar^2} \int_0^t ds \left[ H_I^{(2)}(t), \left[ H_I^{(2)}(s), \rho_I^{(M)}(s) \right] \right] - (N - M) \frac{i}{\hbar} \int_0^t ds \sum_{\alpha \beta} [B_{[\beta \alpha]}^{(1)}(t), [A_{[\alpha \beta]}^{(1)}(s, s), \rho_I^{(M)}(s)]] - (N - M) \frac{1}{\hbar^2} \int_0^t ds [C_I^{(1)}(t, s), [C_I^{(1)}(s, s), \rho_I^{(M)}(s)]] - (N - M)(N - M - 1) \frac{1}{\hbar^2} \int_0^t ds [C_I^{(1)}(t, s), [C_I^{(1)}(s, s), \rho_I^{(M)}(s)]] - (N - M)(N - M - 1) \frac{i}{\hbar} \int_0^t ds [H_D^{(1)}(t, s), \rho_I^{(M)}(s)] - (N - M)(N - M - 1)(N - M - 2) \frac{i}{\hbar} \int_0^t ds [H_E^{(1)}(t, s), \rho_I^{(M)}(s)],
\]

where we introduced the single-particle operators

\[
B_{[\beta \alpha]}^{(1)}(t) = \sum_{ij} H_{i, j; \beta, j; \alpha}^{(2)}(t) a_i^\dagger a_j,
\]

and

\[
A_{[\alpha \beta]}^{(1)}(s, t) := \sum_{ijk} H_{i, j; \alpha, j; k}^{(2)}(s) \rho_{i, k; \beta}(t) a_i^\dagger a_j = \sum_k B_{[\alpha k]}^{(1)}(s) \rho_{i, k; \beta}(t).
\]

The indices are written in angular brackets to emphasize that the \(A_{[\alpha \beta]}^{(1)}\) and \(B_{[\beta \alpha]}^{(1)}\) are not matrix elements of an operator, but full single-particle operators. The operators \(B_{[\alpha \beta]}^{(1)}\) exhibit the properties \(B_{[\alpha \beta]}^{(1)} = B_{[\beta \alpha]}^{(1)}\) and \(\sum_{\alpha} B_{[\alpha \alpha]}^{(1)}(t) = \text{Tr}_1 (H_I^{(2)}(t))\). Moreover, we encounter additional Hermitian operators

\[
H_D^{(1)}(t_1, t_2) = -\frac{i}{\hbar} (D^{(1)}(t_1, t_2) - D^{(1)}(t_1, t_2)\dagger)
\]

\[
= \sum_{ij} \text{Tr}^{(1)}(D_{[ij]}^{(1)}(t_1) \text{Tr}_1^{(2)} \left\{ -\frac{i}{\hbar} [H_I^{(2)}(t_2), \rho_I^{(2)}(t_2)] \right\} a_i^\dagger a_j,
\]

\[
H_D^{(2)}(t_1, t_2) = -\frac{i}{\hbar} S^{(2)}(t_1, t_2) - S^{(2)}(t_1, t_2)\dagger,
\]

and

\[
H_E^{(1)}(t_1, t_2) = -\frac{i}{\hbar} (E^{(1)}(t_1, t_2) - E^{(1)}(t_1, t_2)\dagger),
\]
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and $C^{(1)}(t_1, t_2)$ was already introduced in Eq. (58). Within the $M$-particle subspace, the expression (63) is exact, except for the pure product state assumption (54). On top of the nonlinear amendments to the Hamiltonian, such as $C^{(1)}$, which we encountered already in the coherent mean-field equation (57), the result (63) contains also double-commutator operations on $\rho^{(M)}$. These are known as ‘Lindblad dissipators’ from standard open-system theory[4] and lead to incoherent, irreversible dynamics. As before, due to the factorization (51) the matrix elements of $\rho^{(M)}$ could be further decomposed into the individual pure-state contributions of single particles.

If no particle is traced over, i.e., if $N = M$, only the first line of Eq. (63) remains. Indeed, these terms describe the fully coherent dynamics of the $N$-particle density matrix according to the von Neumann equation. The remaining terms can be classified depending on the number of additional particles which need to be taken into account. For example, if only one additional particle is present in the system, i.e., if $N = M + 1$, the last four lines of Eq. (63) vanish and only those terms proportional to the prefactor $S^{(1)}$ remain. Each of these terms indeed contains the contribution of exactly one additional particle. This is manifested by the dependence of $A^{(1)}_{\alpha\beta}[\rho^{(M)}]$ and $C^{(1)}[\rho^{(M)}]$ on $\rho^{(1)}$. These terms, moreover, exhibit the anticipated double-commutator structure, which is equivalent to a master equation with Lindblad structure, as we will discuss later in further detail. The next three terms contain the contribution of two additional particles, via two occurrences of $C^{(1)}$ and the respective definitions Eq. (69) and (71). Finally, the last term depends on the state of three additional particles, see Eq. (70). The dependence on higher particle numbers generate nonlinearities, as already observed in previous sections.

5.2. Dissipative mean-field master equation for dilute gases

Elements of the non-perturbative mean-field equation (57) can be identified also in the second-order master equation (63), by regrouping terms as follows:

\[
\frac{\partial}{\partial t} \rho^{(M)}(t) = -\frac{i}{\hbar} \left[ H^{(2)}(t), \left( N - M \right) C^{(1)}(t, 0), \rho^{(M)}(0) \right] + \frac{1}{\hbar^2} \int_0^t ds \left[ H^{(2)}(s), (N - M) C^{(1)}(s, s), \rho^{(M)}(s) \right] + \frac{1}{\hbar^2} \int_0^t ds \left[ (N - M) C^{(1)}(s, s), H^{(2)}(s) + (N - M - 1) C^{(1)}(s, s), \rho^{(M)}(s) \right] - \frac{1}{\hbar^2} \int_0^t ds \sum_{\alpha\beta} \left[ B^{(1)}_{\beta\alpha}(t), [A^{(1)}_{\alpha\beta}(s, s), \rho^{(M)}(s)] \right] + \frac{1}{\hbar} \int_0^t ds \left[ H^{(1)}_D(t, s), \rho^{(M)}(s) \right] + \frac{1}{\hbar} \int_0^t ds \left[ H^{(1)}_S(t, s), \rho^{(M)}(s) \right] + \frac{1}{\hbar} \int_0^t ds \left[ H^{(1)}_E(t, s), \rho^{(M)}(s) \right].
\]

In order to approximate this expression we consider the following assumptions:
• $N - M \gg 1$, i.e., the total number of particles is large compared to the observable subspace. This allows us to replace $N - M - 1 \approx N - M$.

• $C^{(1)}_1(t, s) \rightarrow C^{(1)}_1(t, t)$, and $C^{(1)}_1(t, 0) \rightarrow C^{(1)}_1(t, t)$. Recall from Eq. (53) that the first, i.e., left time argument of $C^{(1)}_1$ refers to the interaction-picture Hamiltonian $H^{(2)}_I$, while the second time argument relates to the quantum state $\rho^{(1)}_i$. Thus, the above replacements effectively produce a time-dependent effective mean-field potential, which is generated by the contributions of the quantum state $\rho^{(1)}_i$ on the right-hand side.

Using these approximations, we can rewrite the first three lines of Eq. (72) as

$$-\frac{i}{\hbar} \left[ H^{(2)}_I(t) + (N - M)C^{(1)}_1(t, t), \rho^{(M)}_1(0) \right]$$

$$- \frac{1}{\hbar^2} \int_0^t ds \left[ H^{(2)}_I(t), \left[ H^{(2)}_I(s) + (N - M)C^{(1)}_1(s, s), \rho^{(M)}_1(s) \right] \right]$$

$$- \frac{1}{\hbar^2} \int_0^t ds \left[ \left( N - M \right)C^{(1)}_1(t, t), \left[ H^{(2)}_I(s) + (N - M)C^{(1)}_1(s, s), \rho^{(M)}_1(s) \right] \right]$$

$$= -\frac{i}{\hbar} \left[ H^{(2)}_I(t) + (N - M)C^{(1)}_1(t, t), \right.$$

$$\rho^{(M)}_1(0) - \frac{i}{\hbar} \int_0^t ds \left[ H^{(2)}_I(s) + (N - M)C^{(1)}_1(s, s), \rho^{(M)}_1(s) \right]$$

$$\approx -\frac{i}{\hbar} \left[ H^{(2)}_I(t) + (N - M)C^{(1)}_1(t, t), \rho^{(M)}_1(t) \right]. \quad (73)$$

In the last step, we have neglected contributions of the other elements of the complete master equation (72), i.e., effectively equating the expression (73) with $\partial_t \rho^{(M)}_1(t)$ to carry out the integration.

Next, following the argument presented in [8], we further assume a dilute sample of low particle density $\varrho = N/V \ll 1$, where $V$ denotes the particles’ confining volume. The particle density function is given by $\varrho(x) = N\rho^{(1)}(x; x)$, where $\rho^{(1)}(x; x)$ is the position representation of the single-particle density matrix and is interpreted as the probability to find one particle at coordinate $x$. Similarly, $\rho^{(S)}(x_1, \ldots, x_S; x_1, \ldots, x_S)$ defines the probability density function of $S$ particles. To estimate the order of magnitude of the $S$-particle density matrix, consider the simple case of a uniformly distributed density, i.e., $\rho^{(1)}(x; x) = 1/V$. Assuming no correlations between the particles, one finds that the probability to find one particle at each of the coordinates $x_1, \ldots, x_S$ is consequently given by $\rho^{(S)}(x_1, \ldots, x_S; x_1, \ldots, x_S) \equiv 1/V^S$. As the correlations between the particles are generally expected to be weak in dilute ensembles [8], we can generally estimate the $S$-particle density matrix $\rho^{(S)}$ as a quantity of the order of $1/V^S$. For $N \gg M$, contributions in Eq. (63) that depend on the quantum state $\rho^{(S)}$ of $S$ additional particles always occur in combination with a prefactor $N^S$. Hence, these terms will be on the order of $\varrho^2$. For the description of dilute gases, we neglect such terms for $S > 1$. Effectively, this eliminates the commutator terms in the final three lines of Eq. (72): $H_D$ and $H_S$ depend directly on $\rho^{(2)}$ [see Eqs. (65), (69), and Eqs. (67), (71), respectively], while $H_E$ [Eqs. (68) and (70)] contains contributions of $\rho^{(1)}$ and of $C^{(1)}$ which, in turn, depends on $\rho^{(1)}$ as well, see Eq. (53).

Finally, we truncate the perturbative expansion (62) to second order by changing the time arguments of the density operators on the right-hand side from $s$ to $t$. Together with Eq. (73), we obtain the dissipative nonlinear mean-field master-equation for dilute gases

$$\frac{\partial}{\partial t} \rho^{(M)}_1(t) = -\frac{i}{\hbar} \left[ H^{(2)}_I(t) + (N - M)C^{(1)}_1(t, t), \rho^{(M)}_1(t) \right]$$

$$- (N - M) \frac{1}{\hbar^2} \int_0^t ds \sum_{\alpha\beta} \left[ A^{(1)}_{[\alpha\beta]}(t), [A^{(1)}_{[\alpha\beta]}(s, t), \rho^{(M)}_1(t)] \right], \quad (74)$$

where the commutator term contains the nonlinear, effective mean-field potential. This term was already encountered in the nonlinear mean-field equation (53). The second line represents an incoherent correction.
with the characteristic double-commutator structure. Aside from an initial condition [terms with time argument 0 in Eq. (72)], this double-commutator is also the only term that prevails if we consider the simplest case of $N = 2$ and $M = 1$ in Eq. (72). We can always bring this term into Lindblad structure, by rewriting

$$-\frac{1}{\hbar^2} \int_0^t ds \sum_{\alpha \beta} [B_{[\alpha \beta]}^{(1)}(t), [A_{[\alpha \beta]}^{(1)}(s, t), \rho_I^{(M)}(t)]]$$

$$= \frac{1}{\hbar^2} \int_0^t ds \sum_{\alpha \beta} \left( A_{[\alpha \beta]}^{(1)}(s, t)\rho_I^{(M)}(t)B_{[\alpha \beta]}^{(1)}(t) - B_{[\alpha \beta]}^{(1)}(t)A_{[\alpha \beta]}^{(1)}(s, t)\rho_I^{(M)}(t) \right) + \text{H.c.}$$

$$= \frac{1}{\hbar^2} \sum_{ijkl} \Gamma_{ijkl}(t) \left( a_i^\dagger a_j\rho_I^{(M)}(t)a_i^\dagger a_l - a_k^\dagger a_l a_j a_k^\dagger \rho_I^{(M)}(t) \right) + \text{H.c.},$$  

(75)

where H.c. denotes the Hermitian conjugate, and we defined

$$\Gamma_{ijkl}(t) = \int_0^t ds \sum_{\alpha \beta} \langle \varphi^I_{\alpha} | A_{[\alpha \beta]}^{(1)}(s, t) | \varphi^I_{\beta} \rangle \langle \varphi^I_{\beta} | B_{[\alpha \beta]}^{(1)}(t) | \varphi^I_{\alpha} \rangle$$

$$= \int_0^t ds \sum_{\alpha \beta \gamma} H_{\alpha \beta, \gamma m}^{(2)}(s)\rho_I^{(1)}(t) H_{k \beta, \gamma a}^{(2)}(t)$$

$$= \int_0^t ds \sum_{\alpha \beta \gamma} H_{\alpha \beta, \gamma m}^{(1)}(t - s)\rho_I^{(1)}(t) H_{k \beta, \gamma a}^{(2)}(t)$$

$$= \int_0^t ds \text{Tr} \{ [B_{[\alpha \gamma]}^{(1)}(t - s)\rho_I^{(1)}(t)B_{[\alpha \gamma]}^{(1)}(t)] \}.$$  

(76)

These complex-valued functions play the role of the bath-autocorrelation functions, known from standard treatments of open quantum systems [4]. Since in our present situation, the bosonic particles are indistinguishable and therefore form their own bath, the quantum state $\rho_I^{(1)}$ also appears in Eq. (76), and, again, causes a nonlinearity. Introducing

$$\Gamma_{ijkl}(t) = \frac{1}{2} \gamma_{ijkl}(t) + i S_{ijkl}(t)$$

(77)

allows us to substitute

$$\gamma_{ijkl}(t) = \Gamma_{ijkl}(t) + \Gamma_{klji}^*(t),$$

$$S_{ijkl}(t) = \frac{1}{2i} \left( \Gamma_{ijkl}(t) - \Gamma_{klji}^*(t) \right).$$

(78)

(79)

This separates the expression (74) into a coherent commutator part, and an incoherent Lindblad term

$$-\frac{1}{\hbar^2} \int_0^t ds \sum_{\alpha \beta} [B_{[\alpha \beta]}^{(1)}(t), [A_{[\alpha \beta]}^{(1)}(s, t), \rho_I^{(M)}(t)]]$$

$$= -\frac{i}{\hbar} \left[ H_{LS}^{(1)}(t), \rho_I^{(M)}(t) \right] + \frac{1}{\hbar^2} \sum_{ijkl} \gamma_{ijkl}(t) \left( a_i^\dagger a_j\rho_I^{(M)}(t)a_i^\dagger a_l - \frac{1}{2} \left\{ a_k^\dagger a_l a_j a_k^\dagger, \rho_I^{(M)}(t) \right\} \right),$$

(80)

where the environment-induced Hamiltonian

$$H_{LS}^{(1)}(t) = \frac{1}{\hbar} \sum_{ijkl} S_{ijkl}(t) a_i^\dagger a_l a_j a_k^\dagger.$$  

(81)
commonly referred to as Lamb-Shift Hamiltonian \[4\], causes a correction to the coherent evolution and modifies the energy levels \[2\].

This resulting equation (80) has the characteristic Lindblad structure of a time-local master equation \[4\]. We note the peculiar feature that, in contrast to standard open quantum systems, the time-dependence of the autocorrelation functions \(\Gamma\) is not only governed by the Hamiltonian, but also depends on the state of the system, thus rendering the resulting master equation nonlinear.

We must remark that the derivation presented in this last section is not mathematically rigorous. Some of the approximations do not commute with each other, and the result seems self-contradicting: On the one hand, Eq. (74) aims to describe an incoherent dynamics, while, on the other hand, its derivation required the assumption of a pure product state at all times. Moreover, since the pure product state assumption essentially decomposes the \(M\)-particle state into single-particle states, it is unclear whether the derived expressions, in their present form, can lead to physical insight into the \(M\)-particle dynamics \((M > 1)\) beyond what is already contained in the single-particle dynamics. Presently, a suitable alternative to the severely limiting pure product state assumption that achieves a closed-form description of the reduced dynamics is not known to the authors. At the moment, it remains unclear whether the developed approach is applicable to mixed states in its present form, or, otherwise, if an appropriate generalization can be achieved. The loss of probability which is expected for a pure state evolving according to Eq. (74), however, might be attributed to the transfer of population into other subspaces of different particle numbers, which are not considered within our description due to a projection onto the \(M\)-particle subspace. This projection is also the reason why decay channels do not describe particle loss or gain (the Lindblad operators (75) conserve the particle number since they commute with the number operator [Eq. (20) for \(M = 1\)].

6. Summary and conclusion

In this article, we treated bosonic many-body systems in terms of symmetrized states, which account for the particles’ quantum statistics within a subspace of fixed particle number. This description was employed to conveniently define suitable reduced density operators, and the corresponding partial trace operation, which determine the effective distributions of a subset of \(M \leq N\) bosonic particles.

The effective dynamics of the resulting reduced \(M\)-particle density operator was treated in two different ways. First, we traced over the von Neumann equation of the full \(N\)-particle quantum system. This led to a hierarchical BBGKY-type family of equations of motion, Eq. (47). This hierarchy can be truncated by a mean-field-type pure product state assumption, under which all particles are described by the same pure single-particle state at all times. This yields the nonlinear mean-field Schrödinger equation (55), describing the single-particle dynamics of an interacting Bose-Einstein condensate in an arbitrary potential landscape, and subject to arbitrary pairwise interactions (54). In the special case of a contact interaction, this was shown to reproduce the well-known and widely used Gross-Pitaevskii equation (61).

Second, in an attempt to extend such treatments beyond mean-field descriptions of pure single-particle states, we employed methods from the theory of open quantum systems. The double-commutator structure of a second-order expansion in terms of the interaction Hamiltonian leads to the emergence of the characteristic Lindblad dissipators, governing the effective subdynamics. However, a closed description that avoids hierarchical families of equations, again, requires the assumption of a pure product state, which conflicts with the aspired description of interaction-induced decoherence and the implied loss of purity. Introducing further mean-field approximations, we obtained the dissipative nonlinear mean-field master-equation for dilute gases, Eq. (74), which extends the nonlinear mean-field Schrödinger equation (55) with additional Lindblad-type dissipative terms. It is, however, for the above reasons unclear whether this result is applicable to describe the evolution of mixed states of bosonic many-body systems.

The difficulty to rigorously describe decoherence of single-particle observables of identical particles is entirely inherited from the particle’s statistics. As is well known in the literature [33, 34, 37, 36, 10, 57, 11], the symmetrization rules forbid the determination of a bosonic many-body state on the basis of its own single-particle distribution—unless that single-particle state is pure. In this case we obtain the pure product state (50) employed in the present paper. No solution at all can exist to this problem in the case of fermionic systems.
In conclusion, the coherent pure-state dynamics of Bose-Einstein condensates can be microscopically described by the nonlinear mean-field Schrödinger equation (55). Its general form allows for the application to arbitrary systems of a single bosonic species with pairwise interactions. First steps towards the extension of our methods for the description of effectively incoherent dynamics of systems of identical particles – indubitably an equally important and difficult problem – were discussed. Our results are limited mostly by the required assumption of a pure single-particle state at all times. Future work might aim at a combination of the present approach with a description of decoherence based on a stochastic pure-state evolution [43, 44]. Another possible extension of the present work could be achieved by dropping the projection onto a subspace of fixed particle numbers, e.g., by considering that the system is described, at all times, by a density matrix of an unspecified number of particles, \( \rho \sim \sum_{N_i=1}^{\infty} \rho^{(i)} \). This would also open up the possibility to describe incoherent particle loss or gain, which cannot be included in the present approach.

Finally, the present approach could be combined with a tunable level of distinguishability by extending the description to additional internal degrees of freedom [48, 49, 50]. This could be used to study the limit of the derived dynamical equations for distinguishable particles and their relationship with effective open-system descriptions, known from standard theory [4].

Possible applications of this theory could be in the context of transport dynamics with cold atomic systems, where interactions pose a significant limitation to the present theoretical understanding [51, 52, 53, 54, 55, 56, 57, 58]. In the fermionic experiments reported in Refs. [56, 57, 58], the formation of Cooper pairs or biatomic molecules leads to bosonic quasi-particles, which can be treated within the framework presented in this work.
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