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Abstract

We explain how to exploit systematically the structure of nilpotent orbits to obtain a solvable system of equations describing extremal solutions of (super-)gravity theories, i.e. systems that can be solved in a linear way. We present the procedure in the case of the STU model, where we show that all extremal solutions with a flat three-dimensional base are fully described with the help of three different nilpotent orbits: the BPS, the almost-BPS and the composite non-BPS. The latter describes a new class of solutions for which the orientation of half of the constituent branes have been inverted with respect to the BPS one, such that all the centres are intrinsically non-BPS, and interact with each others. We finally recover explicitly the ensemble of the almost-BPS solutions in our formalism and present an explicit two-centre solution of the new class.


1 Introduction

One of the great success of string theory has been to be able to provide a statistical interpretation to the Bekenstein–Hawking entropy of BPS black holes through the counting of D-branes in the weakly coupled regime [1]. The validity of the computation is ensured by supersymmetry, but it has nevertheless been proposed that this property could generalise to non-BPS extremal black holes [2, 3, 4]. The classification of supersymmetric composite black hole solutions has permitted to understand the mismatch between the enumeration of spherically symmetric BPS black holes and the counting of BPS states within weakly coupled string theory [5]. Understanding the space of states associated to extremal black holes therefore clearly requires to have a global understanding of composite extremal black hole solutions. In the recent years, a lot of techniques developed in the context of supersymmetric solutions have been adapted to the case of non-BPS extremal ones (see [6]–[25] for part of the literature). Indeed, it has been understood that a lot of features are in fact intrinsically more related to extremality than supersymmetry. In particular, the underlying system of equations is then solvable, which means that it can be solved in a linear fashion [12]. Such a linear structure is the key point for solving explicitly the equations, and this remark permitted to construct a lot of new non-BPS solutions [10, 11, 12]. However, it has up to now remain unclear where such a solvable system was coming from, and thus how to generalise the approach to find other solvable systems. The aim of the present paper is to address this issue.

Since more than twenty years now, it is well-known that the stationary solutions of supergravity theories coupled to abelian vector fields and scalar fields parametrizing a symmetric space $G_4/K_4$ are described by a non-linear sigma model coupled to Euclidean three-dimensional gravity, which scalar field $V$ parametrize a symmetric space $G/K^*$ [26]. In the cases of interest (such has Kaluza–Klein supersymmetric theories without hyper-multiplets), $G$ is a simple group and $K^*$ is a non-compact real form of its maximal compact subgroup. The scalar momentum $P$ is defined as the component of the Maurer–Cartan form $V^{-1}dV$ in the coset component $p \cong g \ominus t^*$ of the Lie algebra. Solutions describing spherically symmetric black holes are then determined by the associated Noether charge in the Lie algebra $g$ of $G$, and can therefore be classified in terms of $G$-orbits [26, 27]. In the extremal limit, the Noether charge is nilpotent and the spherically symmetric extremal black hole solutions are classified in terms of a sub-class of nilpotent orbits of $G$ in $g$ [28, 29]. It is shown that $P$ then lies in the same nilpotent orbit, and more precisely in its intersection with the coset component $p$. It has been exhibited that
the first order system of differential equations defining the composite BPS black hole solutions can itself be derived from the property that the scalar momentum $P$ lies in the nilpotent orbit associated to spherically symmetric BPS black holes [30]. We show in this paper that this property extends to all extremal composite black hole solutions with a flat three-dimensional base metric,\(^1\) without assuming any spherical symmetry, nor even axisymmetry. In other words, they are solutions of a solvable system of differential equations, which is defined by the nilpotent orbit in which $P$ is constrained to lie in. We will be able to obtain all the possible solvable systems of a given theory from the study of its nilpotent orbits, and also to explore in a systematic way the structure of the solutions space. In the present paper, for the sake of clarity, we only study the case of the STU model, \(i.e.\) $\mathcal{N} = 2$ supergravity in four-dimensions coupled to three vector multiplets with a cubic prepotential. The ideas explained here are nevertheless more general, and we intend to present the more general case of $\mathcal{N} = 8$ supergravity in an upcoming paper. The generalisation to any $\mathcal{N} = 2$ supergravity coupled to vector multiplets associated to a very special Kähler geometry is straightforward. For the STU model, we show that all solutions can be described with only three different nilpotent orbits, leading to three inequivalent solvable system of differential equations. The first one is the Denef system of equations for BPS solutions \([5, 31]\) and the second is the almost-BPS system \([9]\). We obtain the latter from the nilpotent orbit approach, and show that it allows us to recover all the previously known solutions of that class. The third one is new, and we call it the composite non-BPS system. In terms of type IIA supergravity, one can understand the almost-BPS system as a system of floating D-branes for which the constituent branes of one type have an inverted orientation, \(e.g.\) $\overline{D6}$-D4-D2-D0. Similarly, the composite non-BPS system is associated to a system of D-branes for which the constituent branes of two types have their orientation inverted, \(e.g.\) $\overline{D6}$-D4-D2-D0. We present here the composite non-BPS system of equations, but, again for the sake of simplicity, only present one two-centres solution of this class. This example will be enough to exhibit key properties of the new class, in particular the fact that the centres are interacting, and to show that more general solutions exist with an arbitrary number of centres.

An important point in understanding extremal solutions is the following. A generic single-centre solution of both the almost-BPS and the composite non-BPS system will be singular, and thus not physical. In order to be regular, the momentum $P$ must fall down at any black hole horizon, either in the BPS or the so-called physical non-BPS orbit, which are associated to extremal single-centre solutions. However, regularity allows $P$ to

---

\(^1\)Excluding the extremal Kerr solutions and composite generalisations thereof.
lie in more general higher rank nilpotent orbits on a generic point of the base space. This is schematically depicted in Figure 1. It is crucial to understand that this is precisely the possibility for $P$ to lie in higher rank orbits, where a single-centre solution would not be regular, that permits to obtain interacting non-BPS multi-centres solutions. Almost-BPS solutions can describe multi-centre interacting solutions [10, 11], but no interaction can take place between two non-BPS centres. It is of importance that the composite non-BPS multi-centre black holes that we exhibit in the present paper have interactions between genuinely non-BPS centres. This is an important step toward the understanding of the structure of the moduli space of non-BPS multi-centre solutions.

Note also that the existence of such solutions is not in contradiction with the previously obtained conclusion that there were no composite non-BPS solutions associated to the first order system of differential equations describing non-BPS single-centre solutions [19]. Indeed we find that the most general regular solution of the ‘physical’ non-BPS system (associated to the ‘physical’ non-BPS nilpotent orbit) are single-centre solutions with a possible bounded angular momentum, whereas the composite non-BPS solutions only exist in a more general system, the composite non-BPS system. One main difference with the BPS solutions is, whereas for the latter the ADM mass and the flow of the scalar fields in the asymptotic region of a supersymmetric space-time are entirely determined by the asymptotic central charges $Z(q,p), Z_i(q,p)$, they also depend on the specific structure of the interior space-time for a composite non-BPS solution. This can be interpreted within the attractor mechanism by a lifting of the flat directions normally associated to single-centre non-BPS black holes. In the presence of interactions, the flow of the scalar fields in the asymptotic region is indeed governed by the ‘auxiliary field’ dependent ‘fake superpotential’ described in [21], such that instead of being determined by extremizing the ‘fake superpotential’, the ‘auxiliary fields’ associated to the flat directions are determined in function of the specific structure of the interior space-time.

The paper is organised as follows. In section 2 we present, from a purely group theoretical point of view, how nilpotent orbits generically define solvable systems, and then focus on the case of the STU model where we obtain three solvable systems that encode all extremal solutions of the STU model with a flat base. We restrict the arguments based on group theory to this section, and the reader not interested in the mathematical details can consistently skip this part, its results being recalled when needed in the rest of the paper. Section 3 is devoted to set up the theory and the conventions, in particular to relate the three-dimensional and four-dimensional quantities. In this section we also provide the expression of the ADM mass as a function of the asymptotic central charges.
Figure 1: This figure depicts a simplified version of the Hasse diagram of the nilpotent orbits of $SO_0(4, 4)$, where the orbits have been identified when $E_{8(8)}$ conjugate in $e_{8(8)}$. It describes the topology of the space of nilpotent elements in $\mathfrak{so}(4, 4)$, such that two nilpotent orbits are connected by a line if the left orbit lies in the topological closure of the right one, see [32] for details. The lower rank orbits, on the left, corresponds to $1/2$, $1/4$ and $1/8$-BPS solutions of $\mathcal{N} = 8$ supergravity with a null entropy. Then, two orbits have the same rank, they are the $1/8$-BPS and the physical non-BPS orbit associated to the regular extremal single-centre solutions. On the right side of the regularity line (dotted red line), the rank of the orbits are too high to describe regular single-centre solutions, but still allows for multi-centre configurations. In this paper, we study in details the three blue shaded orbits of this diagram. All the extremal solutions can be obtained from them as subcases.

and phase parameters determined by the specific configuration of the interior solution. In section 4, we choose a duality frame to show how, from our point of view, we reobtain all known almost-BPS solutions, while section 5 is devoted to the new composite non-BPS system. In this two cases, we also show that the Ehlers rotation, which is part of the three-dimensional duality group, but not of the four-dimensional one, does not give any new solutions. Finally, we construct and analyse a complete two-centre solution of the composite non-BPS class in section 6. Some details of the conventions are relegated to an appendix.
2 Solvable subalgebras and equations of motion

2.1 General solvable subalgebra

One interesting feature of the almost-BPS system of differential equations [9, 10], is that, although not free, it admits a graded structure that allows to obtain each function as the solution of a free Laplace equation with a source term determined as a non-linear function of the lower grade functions. This renders the system exactly solvable, i.e. it amounts to recursively solve linear Laplace equations with known non-linear source terms. We explain in this section how this behaviour is in fact generic for extremal systems. In terms of the non-linear sigma model over $G/K^*$ coupled to Euclidean gravity in three dimensions, this graded structure originates naturally from the graded structure of a solvable subalgebra.

Consider a solvable subalgebra $\mathfrak{n} \subset \mathfrak{g}$, which satisfies by definition that

$$\exists \, n \in \mathbb{N}, \quad \text{ad}^n \mathfrak{n} \cong \{0\},$$

(2.1)

where

$$\text{ad}_n \mathfrak{n} \cong [\mathfrak{n}, \mathfrak{n}]$$

(2.2)

as a set, and the power $n$ defines the number of commutators. $\mathfrak{n}$ admits a grading

$$\mathfrak{n} = \sum_{p=1}^{n} \mathfrak{n}^{(p)},$$

(2.3)

such that

$$\mathfrak{n}^{(p)} \cong \text{ad}_n^{p-1} \mathfrak{n} \setminus \text{ad}_n^p \mathfrak{n}.$$  

(2.4)

We will consider that this grading is consistent with the involution defining the subalgebra $\mathfrak{k}^*$

$$\mathfrak{g} \cong \mathfrak{k}^* \oplus \mathfrak{p}$$

(2.5)

associated to $K^*$, such that each component decomposes accordingly into

$$\mathfrak{n}^{(p)} \cong \mathfrak{k}^{(p)} \oplus \mathfrak{p}^{(p)}.$$  

(2.6)

Now, consider the Ansatz for the scalar field

$$\mathcal{V} = \exp(-L)$$

(2.7)
defined such that $L$ is a function of the three-dimensional base $M_3$ valued in $n \cap p$

$$L : M_3 \to n \cap p.$$  \hspace{1cm} (2.8)

$L$ is in $n$ because we assume it to be nilpotent, and it can be chosen in $p$ by fixing the coset representative $V$ in $G/K^*$ to be odd with respect to the involution defining $K^*$.\footnote{Note that this choice of parametrization of the coset space $G/K^*$ is not globally defined, because $G/K^*$ is not topologically trivial as opposed to $G/K$. Nevertheless it is well defined on a dense subspace and the singular loci correspond to singularities of the four-dimensional metric and can be disregarded.}

One straightforwardly obtains that the components of the Maurer–Cartan form

$$V^{-1} dv = P + B, \quad P \in p, \quad B \in \mathfrak{t}^*$$ \hspace{1cm} (2.9)

are

$$P = - \sum_{k \geq 0} \frac{1}{(2k + 1)!} \text{ad}^k_L dL, \quad B = - \sum_{k \geq 0} \frac{1}{(2k + 2)!} \text{ad}^{2k+1}_L dL,$$ \hspace{1cm} (2.10)

and lie respectively in

$$P \in n \cap p \cong \sum_{p=1}^n p^{(p)}, \quad B \in n \cap \mathfrak{t}^* \cong \sum_{p=1}^n \mathfrak{k}^{(p)}.$$ \hspace{1cm} (2.11)

Note that both sums are finite since $\text{ad}^n_L dL = 0$. By property of the solvable algebra

$$\text{Tr} \ P_\mu P_\nu = 0.$$ \hspace{1cm} (2.12)

**Equations of motion.** The equations of motion of (super-)gravity theories coupled to abelian vector fields in four dimensions, reduce for stationary solutions to the following equations on the three-dimensional Riemannian space $M_3$

$$\text{Tr} \ P_\mu P_\nu = R_{\mu\nu},$$ \hspace{1cm} (2.13)

$$d \star P + [B, \star P] = 0.$$ \hspace{1cm} (2.14)

So (2.12) translates into $R_{\mu\nu} = 0$, and the base three-dimensional metric is flat $\gamma_{\mu\nu} = \delta_{\mu\nu}$. Therefore the base manifold is simply $\mathbb{R}^3$, although it will be more precise to define it as the punctured $\mathbb{R}^3$

$$M_3 \cong \mathbb{R}^3 \setminus \{x_A | A = 1\}.$$ \hspace{1cm} (2.15)
where the removed points $x_A$ are the poles of the function $L$. To look at the second equation of motion (2.14), it is useful to define $L^{(p)} \in \mathfrak{p}^{(p)}$ such that

$$L \equiv \sum_{p=1}^{n} L^{(p)}.$$  \hfill (2.16)

One can then develop (2.14) according to the grading such that

$$d \star dL^{(1)} = 0$$
$$d \star dL^{(2)} = 0$$
$$d \star dL^{(3)} = -\frac{2}{3} [dL^{(1)}, [L^{(1)}, \star dL^{(1)}]]$$
$$d \star dL^{(4)} = -\frac{2}{3} [dL^{(1)}, [L^{(1)}, \star dL^{(2)}]] - \frac{2}{3} [dL^{(1)}, [L^{(2)}, \star dL^{(1)}]] - \frac{2}{3} [dL^{(2)}, [L^{(1)}, \star dL^{(1)}]]$$
$$d \star dL^{(5)} = \frac{2}{45} [dL^{(1)}, [L^{(1)}, [L^{(1)}, [L^{(1)}, \star dL^{(1)}]]]] + \frac{8}{45} [[L^{(1)}, dL^{(1)}], [L^{(1)}, [L^{(1)}, \star dL^{(1)}]]]$$
$$- \frac{2}{3} [dL^{(1)}, [L^{(2)}, \star dL^{(2)}]] - \frac{2}{3} [dL^{(2)}, [L^{(1)}, \star dL^{(2)}]] - \frac{2}{3} [dL^{(2)}, [L^{(2)}, \star dL^{(1)}]]$$
$$- \frac{2}{3} [dL^{(1)}, [L^{(1)}, \star dL^{(3)}]] - \frac{2}{3} [dL^{(1)}, [L^{(3)}, \star dL^{(1)}]] - \frac{2}{3} [dL^{(3)}, [L^{(1)}, \star dL^{(1)}]]$$
$$d \star dL^{(6)} = \ldots$$ \hfill (2.17)

and so on and so forth, such that each component $L^{(p)}$ of $L$ can be obtained as the solution of a Laplace equation with a source depending of the function $L^{(q)}$ of lower grade $q < p − 1$. In other words, one can solve these equations linearly. It should be clear at this point that this is a generic property of solutions described by any solvable subalgebra. Note that because of the nilpotency (2.1), the system (2.17) stops for a finite degree $n$.

The metric and electromagnetic fields defined in four (respectively five) dimensions are defined in function of scalars determined as algebraic functions of the component functions of $L$, and 1-forms determined as components of the $n$ valued 1-form $W$ dual to the scalar fields

$$dW \equiv \star \mathcal{V} \mathcal{P} \mathcal{V}^{-1} = -\sum_{k=0}^{n-1} \frac{(-2)^k}{(k + 1)!} \text{ad}^k_L \star dL,$$ \hfill (2.18)

which is well defined on a $U(1)^{\times \text{dim}[a]}$ bundle over $M_3$ since the equations of motion imply

$$d \star \mathcal{V} \mathcal{P} \mathcal{V}^{-1} = 0.$$ \hfill (2.19)

This also provides a Noether charge $Q \in \mathfrak{n}$ associated to any 2-cycle $\Sigma$ of the three-dimensional base manifold

$$Q|_\Sigma \equiv \frac{1}{4\pi} \int_\Sigma \star \mathcal{V} \mathcal{P} \mathcal{V}^{-1}.$$ \hfill (2.20)
Regularity. Because we will be interested in composite black hole solutions, we can assume that the cycles are characterised by the black holes they are surrounding. In particular, since we will study extremal black holes, they will be characterised by poles in the function $L$ at point $x_A$ located at the horizon of the black holes. By definition of the system, the Noether charge will lie in $n$, and therefore will always be nilpotent. The Noether charge associated to a cycle surrounding one single black hole is characterised by the pole of $\star \mathcal{V} P \mathcal{V}^{-1}$ at $x = x_A$. The geometry of the horizon is only modified by the existence of the other centres by subleading corrections, and in order for the solution to be regular, the associated Noether charge must satisfy at least the constraint that it does satisfy for the single-centre solution to be regular. A single-centre extremal solution is regular if and only if it can be obtained as the extremal limit of a regular non-extremal solution. This requires for instance that $Q_A$ is regular in the boundary of the $R^*_+ \times K^*$ orbit of a Schwarzschild charge $Q_{\text{Sch}} = MH$ \[26\],

$$Q_A \in \partial (R^*_+ \times K^* \cdot H) \ , \quad \dim [K^* \cdot Q_A] = \dim [K^* \cdot H] \ , 
(2.21)$$

where $(H, E, F)$ is the $\mathfrak{sl}_2$ triple inside $g$ which defines the pure gravity truncation. For instance, a pure gravity solution would read $\mathcal{V} = \exp(\sigma E) \exp(\mathcal{U} H)$ and the Schwarzschild solution would for example be defined such that

$$\mathcal{V} = \exp \left( \ln \left( \frac{r - M}{r + M} \right) H \right) . 
(2.22)$$

We define also $k_9$ such that $2k_9 \equiv \text{Tr} \ H^2$. The absence of Dirac–Misner string singularities requires moreover that the Kaluza–Klein vector $\omega$ – the four-dimensional angular momentum vector – is a globally defined 1-form on $M_9$. The latter will always be defined as the specific component of $W$

$$\omega = \frac{1}{k_9} \text{Tr} \ E W , 
(2.23)$$

$E$ being still the positive nilpotent element of the pure gravity $\mathfrak{sl}_2$ triple inside $g$. The absence of Dirac–Misner string singularities requires therefore

$$\text{Tr} \ E Q_A = 0 \ , 
(2.24)$$

for all centres.

On any cycle $\Sigma(I)$ surrounding centres $x_A$ for $A \in I$, the Noether charge is

$$Q_{\Sigma(I)} = \sum_{A \in I} Q_A . 
(2.25)$$
A crucial point to be understood, is that although each $Q_A$ is required, by regularity, to be nilpotent of order 3, The sum of the charges corresponding to different centres, and in particular the asymptotic charge of the solution, do not need to be in such a ‘regular’ orbit. Thus, the charge associated to a generic cycle can in general be nilpotent of higher degree. Therefore we expect the general solution to admit a total charge

$$Q = \sum_A Q_A,$$  \hspace{1cm} (2.26)

which could be any nilpotent element of $\mathfrak{g}$, provided the corresponding $G$-orbit admits an intersection with the coset component $\mathfrak{p}$. For such a solution, $P$ will be valued in a higher order nilpotent orbit on $M_3$, although its poles at $x_A$ will lie in $K^*$ orbits associated to regular single-centre solutions. This is depicted in figure 1. As we will see, this remark is the key point to obtain interacting non-BPS multi-centre solutions.

### 2.2 Parametrizing nilpotent orbits.

We are therefore interested in classifying the solvable subalgebras $\mathfrak{n}$ in $\mathfrak{g}$ in function of the nilpotent orbits their generic elements lie in (see [32] for a pedagogical introduction to nilpotent orbits). The consistency of the grading with the involution defining $K^*$ implies that it can always be defined from a particular semi-simple element $h$ (i.e. which is diagonalizable in a faithful complex representation) in $\mathfrak{k}^*$ such that for any element $x^{(p)} \in \mathfrak{n}^{(p)}$,

$$[h, x^{(p)}] = 2p x^{(p)}.$$  \hspace{1cm} (2.27)

It appears that the nilpotent orbits are themselves classified in terms of such semi-simple generator by mean of the so-called normal triples. Here the factor of two implies that the corresponding nilpotent orbit is even, and we will always assume the nilpotent orbits to be even.\footnote{This does not assume any lost of generality because any nilpotent element of an odd nilpotent orbit always lies in a solvable algebra associated to an even nilpotent orbit.} The conjugacy class $G_C \cdot e$ with respect to the complex Lie group $G_C$ of a nilpotent element $e \in \mathfrak{g}_C$ is entirely determined by the conjugacy class $G_C \cdot h$ of a semi-simple element defining a standard $\mathfrak{sl}_2$ triple $(h, e, f)$ verifying

$$[h, e] = 2e, \quad [e, f] = h, \quad [h, f] = -2f.$$  \hspace{1cm} (2.28)

By construction, $e$ is nilpotent, but, from (2.8), we will also require it to lie in the coset component $\mathfrak{p}$. In this case, $h$ can always be chosen in the $\mathfrak{k}^*$ subalgebra of $\mathfrak{g}$, $h \in \mathfrak{k}^*$, and
the triple is then called a normal triple \([32]\). It will therefore be natural for us to classify solvable subalgebras in terms of conjugacy classes of semi-simple elements characterizing complex nilpotent orbits under the subgroup \(K_C \subset G_C, K_C \cdot e \subset p_C\). The classification of real orbits requires more work and is of no use for our purpose, so we will not discuss it in this paper. Indeed, we would like to straight that also the function of interest \(L\) is clearly real, the first order system is only characterised by the complex nilpotent orbit it lies in, and it will appear in regular solutions that \(P\) 'jumps' from one real \(K^\ast\)-orbit from one another within the same complex orbit. To summarise, a nilpotent element \(e \in n \cap p\) can be associated a normal \(sl_2\) triple \((h, e, f)\), such that its \(K_C \) conjugacy class is determined by the \(K_C \) conjugacy class of the corresponding semi-simple element \(h \in k^\ast\).

Consider the nilpotent element \(e \in p\) of a normal triple \((h, e, f)\) such that \(h \in k^\ast\) defines an even grading (2.27) of \(g\). By definition, the positive grade component \(\sum_{k>0} g^{(k)}\) defines a solvable algebra containing \(e\), and the maximal solvable algebra containing \(\sum_{k>0} g^{(k)}\) is necessarily a subalgebra of \(\sum_{k \geq 0} g^{(k)}\). Here we will assume that all the maximal solvable subalgebras are the strict positive grade component \(\sum_{k>0} g^{(k)}\) associated to specific normal triples. This is true for the case of \(so(4, 4)\) which we will study in this paper, as can be shown by inspection, but we will explain in a forthcoming work that this does not exhaust the set of maximal solvable subalgebras for \(e_8(8)\).

Now considering a solvable algebra \(n \cong \sum_{k>0} g^{(k)}\) associated to a normal tripe \((h, e, f)\), we would like to parametrize the set of inequivalent embeddings of this algebra inside \(g\). The action of \(K^\ast\) clearly preserves the graded system of differential equations, and acts transitively on the set of embeddings of the normal triple. Physically, the inequivalent embeddings of strict normal triples correspond to the inequivalent parametrizations of the four-dimensional fields in terms of the set of functions satisfying the graded system of differential equations, or in other words, to the inequivalent duality frames the solution can be written in. Define \(KK \subset K^\ast\) the maximal compact subgroup of \(K^\ast\) and \(K^+(h) \subset K^\ast\) the parabolic subgroup generated by the Lie algebra \(\sum_{k \geq 0} t^{(k)}\) associated to \(h\). By Iwasawa decomposition, any element \(u \in K^\ast\) is the product of an element \(u_0 \in KK\) and an element \(u_+ \in K^+(h)\), \(u = u_0 \cdot u_+\). Then, by Sekiguchi lemma [33], a normal triple \((h, e, f)\) is conjugate under \(K^\ast\) to a strict normal triple \((\tilde{h}, \tilde{e}, \tilde{f})\) such that \(\tilde{h}\) is odd with respect to the Cartan involution, i.e. \(\tilde{h}\) is Hermitian in a matrix representation. But, because \(u_0\) is invariant with respect to the Cartan involution, any normal triple \((h, e, f)\) is conjugate under \(K^+(h)\) to a strict normal triple \((\tilde{h}, \tilde{e}, \tilde{f})\). Because \(K^+(h)\) preserves \(n\) by definition, the solvable algebra can always be associated to a strict normal triple \((h, e, f)\), and so the generator \(h\) defining the nilpotent algebra can always be chosen to
be odd with respect to the Cartan involution. It follows that the $K^*$ orbit of inequivalent embeddings of $\mathfrak{n} \subset \mathfrak{g}$ is isomorphically parametrized by the $KK$-orbit of the corresponding $h$. Note that for the physical models, $KK$ is always the product of the Ehlers $U(1)$ and the maximal compact subgroup $K_\epsilon$ of the four-dimensional duality group $G_\epsilon$. We have thus shown that the inequivalent duality frames corresponding to a solvable system associated to a nilpotent orbit are parametrized by the $U(1) \times K_\epsilon$ orbit of the generator $h$ defining a strict normal triple. In fact we will see that the action of the Ehlers $U(1)$ is physically irrelevant, because the inequivalent duality frames it permits to define do not support any regular black hole type solutions. The set of 'physically relevant' inequivalent duality frames associated to a solvable system of differential equation is therefore parametrized by the $K_\epsilon$-orbit of an associated strict normal triple generator $h$.

In this paper we will restrict ourselves to the example of the $STU$ model, for which the three-dimensional scalars parametrize the ‘pseudo-quaternionic’ symmetric space

$$G/K^* = SO(4,4)/(SL(2) \times_{Z_2} SL(2) \times SL(2) \times_{Z_2} SL(2)),$$

and so $h \in \bigoplus_{\Lambda=0}^3 \mathfrak{s}l^{(\Lambda)}_2$. Choosing a particular $F_\Lambda, H_\Lambda, E_\Lambda$ basis for each $\mathfrak{s}l^{(\Lambda)}_2$, the generator $h$ determining a nilpotent orbit is parametrized by four positive half integers $b^\Lambda$ such that

$$h = \sum_{\Lambda} b^\Lambda H_\Lambda.$$

(2.30)

This parametrization is the key point to obtain the graded system of equations, as we will see in the following. Because a nilpotent orbit of $K^*$ is always defined as a Lagrangian submanifold of a nilpotent orbit of $G$, it will be relevant to define the conjugacy class of $h \in \mathfrak{g}$ by its so-called weighted Dynkin diagram $[\beta_1, \beta_2, \beta_3]$, which evaluates a dominant representative of $G \cdot h$ in a Cartan subalgebra on the corresponding simple roots of $\mathfrak{so}(4,4)$. It is proved that $\beta_\Lambda \in \{0,1,2\}$ ($\beta_\Lambda \in \{0,2\}$ for even orbits) [32].

The parameters $b^\Lambda$ associated to a Noether charge $Q$ corresponding to one centre can be characterised by the central charges at the horizon as

$$b^\Lambda (V_*^{-1} Q V_*) = \frac{2}{\sqrt{|I_4(q,p)|}} |Z_{\Lambda,*}(q,p)|,$$

(2.31)

where $q_\Lambda, p^\Lambda$ are the electromagnetic charges, and $I_4(q,p)$ the corresponding quartic invariant,

$$I_4(q,p) = 4p^0 q_1 q_2 q_3 - 4q_0 p^1 p^2 p^3 + 4 \sum_i p^{i+1} p^{i+2} q_{i+1} q_{i+2} - \left(p^0 q_0 + \sum_i p^i q_i\right)^2.$$

(2.32)
$Z_0^*(q,p) \equiv Z_*(q,p)$ is the central charge at the horizon and $Z_i^*(q,p)$ its Kähler derivatives in tangent frame.\textsuperscript{4} $V_*^{-1}QV_*$ describes the pole in $P \in p$ at the centre as a residue, where $V_*$ is the value of the coset representative at the horizon. Although $V$ diverges at the pole, $V_*^{-1}QV_*$ is well defined at the horizon because the singular component of $L$ commutes with $Q$ by definition of the charge.

The BPS black holes admit a nilpotent Noether charge such that $b^\Lambda = (2, 0, 0, 0)$, the non-BPS black holes with a vanishing central charge at the horizon correspond to the permutations $b^\Lambda = (0, 2, 0, 0), (0, 0, 2, 0), (0, 0, 0, 2)$ and will not be discussed,\textsuperscript{5} and the ‘physical’ non-BPS black holes with a non-vanishing central charge at the horizon admit a Noether charge such that $b^\Lambda = (1, 1, 1, 1)$.

### 2.3 Three solvable subalgebras describing all solutions

There are three solvable subalgebras that contain all the others by permutations of the $b^\Lambda$’s or as subalgebras, and so we will focus on them.\textsuperscript{6} These three algebras have the same dimension, and describe three different families of solutions, each of them being characterised by 8 harmonic functions. The first is the well-known BPS system, which can be interpreted in type IIA as describing D6-D4-D2-D0 bound states. The second is the almost-BPS one \cite{9,10} and describes type IIA bound states where the constituent branes of one type have their orientation inverted, as \textit{e.g.} D6-D4-D2-D0, while the last one corresponds to type IIA configurations in which the orientation of half of the branes is inverted, as \textit{e.g.} D6-D4-D2-D0.

#### 2.3.1 The BPS algebra

Let us start by the well known example of the BPS Denef system \cite{5,31}. In that case the pertinent subalgebra is determined by $b^\Lambda = (2, 0, 0, 0)$, \textit{i.e.} $h = 2H_0$. $h \in so(4,4)$ is then characterised by the weighted Dynkin diagram \cite{13,5} and defines the following graded decomposition of $so(4,4)$

\[
s o(4,4) \cong 1^{(-2)} \oplus (2 \otimes 2 \otimes 2)^{(-1)} \oplus (gl_1 \oplus sl_2 \oplus sl_2 \oplus sl_2)^{(0)} \oplus (2 \otimes 2 \otimes 2)^{(1)} \oplus 1^{(2)}. \tag{2.33}
\]

The corresponding decomposition of the subalgebra and the coset are respectively

\[
\bigoplus_{\Lambda=0}^3 sl_2^{(\Lambda)} \cong 1^{(-2)} \oplus (gl_1 \oplus sl_2 \oplus sl_2 \oplus sl_2)^{(0)} \oplus 1^{(2)} \tag{2.34}
\]

\textsuperscript{4} \textit{i.e.} $Z_\Lambda(p,q) \equiv -(t^i - \bar{t}^i)e^{-\frac{\pi}{2}\partial_{\bar{t}}(e^{\frac{\pi}{2}Z(q,p)})}$.

\textsuperscript{5}They would be BPS in a different truncation of maximal supergravity.

\textsuperscript{6}For a discussion of the nilpotent orbits of $SO_0(4,4)$ see \cite{34,20}.
and
\[ \mathfrak{so}(4, 4) \oplus \bigoplus_{\Lambda=0}^{3} \mathfrak{sl}_2^{(\Lambda)} \cong \mathfrak{sl}_2 \cong 2 \otimes 2 \otimes 2 \otimes 2 \cong (2 \otimes 2 \otimes 2 \otimes 2)^{(1-)} \oplus (2 \otimes 2 \otimes 2 \otimes 2)^{(1)} \].

(2.35)

The associated solvable subalgebra is the positive grade component
\[ n_{BP} \cong (2 \otimes 2 \otimes 2 \otimes 2)^{(1)} \oplus 1^{(2)} \]

(2.36)

with generators \( e_{\alpha_1 \alpha_2 \alpha_3}^{(1)} \in \mathfrak{p} \) and \( e^{(2)} \in \mathfrak{k}^\ast \) satisfying
\[ [e_{\alpha_1 \alpha_2 \alpha_3}^{(1)}, e_{\beta_1 \beta_2 \beta_3}^{(1)}] = \varepsilon_{\alpha_1 \beta_1} \varepsilon_{\alpha_2 \beta_2} \varepsilon_{\alpha_3 \beta_3} e^{(2)} \]

(2.37)

all other commutators being trivial. A generic element is nilpotent of order three in all three fundamental representations, and it follows trivially from (2.17) that for the Ansatz
\[ \mathcal{V} = \exp(L_{\alpha_1 \alpha_2 \alpha_3} e_{\alpha_1 \alpha_2 \alpha_3}^{(1)}) \]

(2.38)

the equations of motion reduces to the free Laplace equation on \( L_{\alpha_1 \alpha_2 \alpha_3} \)
\[ d \star dL_{\alpha_1 \alpha_2 \alpha_3} = 0 \]

(2.39)

and the general solution is determined by 8 harmonic functions on \( \mathbb{R}^3 \). So
\[ L_{\alpha_1 \alpha_2 \alpha_3} = l_{\alpha_1 \alpha_2 \alpha_3} + \sum_A q_A^{\alpha_1 \alpha_2 \alpha_3} \frac{q_A}{|x - x_A|} \]

(2.40)

At each centre, the existence of a regular horizon requires that the associated Noether charge
\[ Q_A = U_A^{-1} q_A^{\alpha_1 \alpha_2 \alpha_3} e_{\alpha_1 \alpha_2 \alpha_3}^{(1)} U_A \]

(2.41)

with
\[ U_A = \exp \left( \left(l_{\alpha_1 \alpha_2 \alpha_3} + \sum_{B \neq A} q_B^{\alpha_1 \alpha_2 \alpha_3} \right) e_{\alpha_1 \alpha_2 \alpha_3}^{(1)} \right) \]

(2.42)

lies in the physical orbit, and each \( q_A \) must for instance admit a positive quartic invariant \( I_4 > 0 \) (defined in (2.32)), that can also be written as
\[ I_4(q_A^{\alpha_1 \alpha_2 \alpha_3}) = \varepsilon_{\alpha_1 \beta_1} \varepsilon_{\gamma_1 \delta_1} \varepsilon_{\alpha_2 \beta_2} \varepsilon_{\gamma_2 \delta_2} \varepsilon_{\alpha_3 \beta_3} \varepsilon_{\gamma_3 \delta_3} q_A^{\alpha_1 \alpha_2 \alpha_3} q_A^{\beta_1 \beta_2 \beta_3} q_A^{\gamma_1 \gamma_2 \gamma_3} q_A^{\delta_1 \delta_2 \delta_3} > 0 \]

(2.43)

such that near the horizon \( x \approx x_A \)
\[ P \in \frac{SL(2) \times SL(2) \times SL(2) \times SL(2)}{(SO(2) \times SO(2)) \times \mathbb{R}^{(2)}} \subset \frac{SO(4, 4)}{(SO(2) \times SO(2)) \times (\mathbb{R}^{(1)} \oplus \mathbb{R}^{(2)})} \]

(2.44)
However, it is important to note that the total charge
\[ Q = \sum_A Q_A = \exp(-l^{\beta_1 \beta_2 \beta_3} e_{\beta_1 \beta_2 \beta_3}^{(1)} \left( \sum_A q_A^{(1)\alpha_2 \alpha_3} e_{\alpha_1 \alpha_2 \alpha_3}^{(1)} \right) \exp(l^{\gamma_1 \gamma_2 \gamma_3} e_{\gamma_1 \gamma_2 \gamma_3}^{(1)}) \] (2.45)
or equivalently \[ q = \sum_A q_A, \] does not necessarily satisfy such constraint, and one can have for example a negative quartic invariant
\[ \varepsilon_{\alpha_1 \beta_1} \varepsilon_{\gamma_1 \delta_1} \varepsilon_{\alpha_2 \beta_2} \varepsilon_{\gamma_2 \delta_2} \varepsilon_{\alpha_3 \beta_3} \varepsilon_{\gamma_3 \delta_3} q^{\alpha_1 \alpha_2 \alpha_3} q^{\beta_1 \beta_2 \beta_3} q^{\gamma_1 \gamma_2 \gamma_3} q^{\delta_1 \delta_2 \delta_3} < 0 \] (2.46)
in which case one has
\[ P \in \frac{SL(2) \times SL(2) \times SL(2) \times SL(2)}{(SO(1, 1) \times SO(1, 1)) \rtimes \mathbb{R}^2} \subset \frac{SO(4, 4)}{(SO(1, 1) \times SO(1, 1)) \rtimes (\mathbb{R}^8 \oplus \mathbb{R}^2)} \] (2.47)
in the asymptotic region \(|x| \to \infty\), which does not correspond to the asymptotic of any regular single centre black hole. The existence of such solution has been exhibited in [35].

The dual vector
\[ dW = - * dL^{\alpha_1 \alpha_2 \alpha_3} e_{\alpha_1 \alpha_2 \alpha_3}^{(1)} + \varepsilon_{\alpha_1 \beta_1} \varepsilon_{\alpha_2 \beta_2} \varepsilon_{\alpha_3 \beta_3} L^{\alpha_1 \alpha_2 \alpha_3} \star dL^{\beta_1 \beta_2 \beta_3} e^{(2)} \] (2.48)
includes all the magnetic fields and the Kaluza–Klein vector \(\omega\), although the latter is not trivially the component of \(W\) along \(e^{(2)}\), but a combination which depends on the explicit choice of \(h \in \mathfrak{sl}_2^{(0)}\).

The BPS solutions are well-known and have already been treated in the context of nilpotent orbits in [30], so we will not come back to them.

### 2.3.2 The principal orbit algebra: almost-BPS equations

The maximal nilpotent orbits of \(SO_8(4, 4)\) are associated to \(b^A = (4, 2, 2, 2)\) and its permutations, which means \(h = 4H_0 + 2H_1 + 2H_2 + 2H_3\), \(i.e.\) to the weighted Dynkin diagram \([\cdot \cdot \cdot \cdot]\), which defines the following graded decomposition of \(\mathfrak{so}(4, 4)\)
\[
\mathfrak{so}(4, 4) \cong 1^{(-5)} \oplus 1^{(-4)} \oplus (3 \times 1)^{(-3)} \oplus (3 \times 1)^{(-2)} \oplus (3 \times 1 \oplus 1)^{(-1)} \oplus (\mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{gl}_1)^{(0)} \oplus (1 \oplus 3 \times 1)^{(1)} \oplus (3 \times 1)^{(2)} \oplus (3 \times 1)^{(3)} \oplus 1^{(4)} \oplus 1^{(5)}.
\] (2.49)For a nilpotent element to be really in the maximal orbit and not in a lower one, it should correspond to a generic element of the grade 2 component, for which the four elements of grade 1 are all non-vanishing. The algebra \(\mathfrak{f}^*\) decomposes as
\[
\mathfrak{sl}_2 \oplus \mathfrak{sl}_2 \oplus \mathfrak{sl}_2 \oplus \mathfrak{sl}_2 \cong 1^{(-4)} \oplus (3 \times 1)^{(-2)} \oplus (\mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{gl}_1)^{(0)} \oplus (3 \times 1)^{(2)} \oplus 1^{(4)} \] (2.50)
and accordingly for the coset component
\[ 2\otimes 2 \otimes 2 \otimes 2 \cong 1^{(-5)} \oplus (3 \times 1)^{(-3)} \oplus (3 \times 1 \oplus 1)^{(-1)} \oplus (1 \oplus 3 \times 1)^{(1)} \oplus (3 \times 1)^{(3)} \oplus 1^{(5)}. \] (2.51)

Such element is then nilpotent of order seven in all the three fundamental representations \( R_i \) (vector, chiral and antichiral spinor), i.e. \( Q_i^7 = 0 \), but \( Q_i^6 \neq 0 \).

The relevant solvable algebra is therefore
\[ n_{\text{BPS}} \cong (1 \oplus 3 \times 1)^{(1)} \oplus (3 \times 1)^{(2)} \oplus (3 \times 1)^{(3)} \oplus 1^{(4)} \oplus 1^{(5)}. \] (2.52)

We will label \( e_i^{(1)} \) and \( e_0^{(1)} \) the grade one generators, \( e_i^{(2)} \) the grade two, \( e_i^{(3)} \) the grade three, \( e_i^{(4)} \) and \( e_i^{(5)} \) the grade four and five. The non-vanishing commutator can be written in terms of the symmetric \( \mathbb{R}^*_+ \times \mathbb{R}^*_+ \) invariant tensor \( c_{ijk} \equiv \epsilon_{ijk} \), as
\[
[e_0^{(1)}, e_i^{(1)}] = e_i^{(2)}, \quad [e_i^{(2)}, e_j^{(1)}] = c_{ijk} e^{(3)k}, \quad [e_i^{(3)}, e_j^{(1)}] = \delta_j^i e^{(4)},
\]
\[
[e_i^{(4)}, e_i^{(5)}] = e^{(6)}, \quad [e_i^{(2)}, e_i^{(5)}] = \delta_i^j e^{(5)}. \] (2.53)

Only the generators of odd grade are in the coset component, so one can consider the Ansatz
\[ \mathcal{V} = \exp(-\tilde{V} e_0^{(1)} - \tilde{K}^i e_i^{(1)} - \tilde{Z}_i e_i^{(3)} - \tilde{M} e^{(5)}). \] (2.54)

After some algebra, one obtains the odd
\[
- P = d\tilde{V} e_0^{(1)} + d\tilde{K}^i e_i^{(1)} + \left( d\tilde{Z}_i + \frac{1}{6} c_{ijk} (\tilde{K}^j \tilde{K}^k d\tilde{V} - \tilde{V} \tilde{K}^j d\tilde{K}^k) \right) e_i^{(3)}
\]
\[
+ \left( d\tilde{M} + \frac{1}{6} (\tilde{V} \tilde{K}^i d\tilde{Z}_i - 2\tilde{V} \tilde{Z}_i d\tilde{K}^i + \tilde{Z}_i d\tilde{V} + \frac{1}{120} c_{ijk} \tilde{V} \tilde{K}^j \tilde{K}^k (\tilde{K}^i d\tilde{V} - \tilde{V} d\tilde{K}^i) \right) e^{(5)}
\] (2.55)

and even component of the Maurer–Cartan form \( \mathcal{V}^{-1} d\mathcal{V} = P + B \)
\[
B = \frac{1}{2} (\tilde{K}^i d\tilde{V} - \tilde{V} d\tilde{K}^i) e_i^{(2)} + \frac{1}{2} \left( \tilde{K}^i d\tilde{Z}_i - \tilde{Z}_i d\tilde{K}^i + \frac{1}{12} c_{ijk} \tilde{K}^j \tilde{K}^k (\tilde{K}^i d\tilde{V} - \tilde{V} d\tilde{K}^i) \right) e^{(4)}. \] (2.56)

The grade one component of the equations of motion (2.14) gives obviously that \( \tilde{V} \) and \( \tilde{K}^i \) are harmonic functions:
\[ d \star d\mathcal{V} = d \star d\tilde{K}^i = 0. \] (2.57)

Using the harmonicity of \( \tilde{V} \) and \( \tilde{K}^i \), one reduces the grade three component to
\[ d \star d \left( \tilde{Z}_i + \frac{1}{6} c_{ijk} \tilde{V} \tilde{K}^j \tilde{K}^k \right) = \frac{1}{2} c_{ijk} \tilde{V} d \star d(\tilde{K}^j \tilde{K}^k) \] (2.58)
and using all these equations combined, the grade five component gives

$$d \ast d \left( \tilde{M} + \frac{2}{3} \tilde{V} \tilde{Z}_i \tilde{K}^i + \frac{1}{15} \tilde{V}^2 c_{ijk} \tilde{K}^j \tilde{K}^k \right) = 2d \left( \tilde{V} \tilde{Z}_i + \frac{1}{6} c_{ijk} \tilde{V} \tilde{K}^j \tilde{K}^k \right) \ast d \tilde{K}^i .$$

(2.59)

It follows that with the redefinitions

$$aV \equiv \tilde{V} + l_0 , \quad K^i \equiv \tilde{K}^i ,$$

$$aZ_i \equiv \left( \tilde{Z}_i + \frac{1}{6} c_{ijk} (\tilde{V} + 3l_0) \tilde{K}^j \tilde{K}^k \right) + l_i ,$$

(2.60)

$$a^2 \nu \mu \equiv \frac{1}{2} \tilde{M} + \left( \frac{1}{3} + l_0 \tilde{Z}_i + \tilde{V} l_i - l_0 l_i \right) \tilde{V} \tilde{Z}_i \tilde{K}^i + \frac{1}{6} \left( \frac{1}{5} \tilde{V}^2 + \frac{1}{2} l_0 (\tilde{V} - l_0) \right) c_{ijk} \tilde{K}^j \tilde{K}^k \tilde{K}^k ,$$

one obtains the almost-BPS equations, [9, 10], for arbitrary constant $a$ and $l_\Lambda$. It should be recalled that this system of equations was initially found in a completely different way, and it seems quite remarkable that we recover it with our approach. However, one of the physical assumptions behind this system being extremality, it is natural that it admits a description in terms of nilpotent orbits, which we exhibit here. This provides a group theoretical explanation for the graded structure of the almost-BPS system.

A generic element $q^0 e_0^{(1)} + q^i e_i^{(1)}$ of the grade one component does not commute with any generator of $\bigoplus_{\Lambda} \mathfrak{sl}_2^{(\Lambda)}$, and therefore defines a representative of a maximal nilpotent orbit. It satisfies $Q_i^7 = 0$. An element with $q^0 = 0$, $q^i e_i^{(1)} + p_i e^{(3)i} + p_0 e^{(5)}$ lies in the BPS nilpotent orbit $Q_i^3 = 0 b^\Lambda = (2, 0, 0, 0)$, and can be chosen such that it corresponds to a regular single-centre BPS black hole. With one or two vanishing $q^i$, the charge generically lies in a nilpotent orbit $Q_i^5 = 0$ and $Q_j^4 = 0$ for $i \neq j$. With only one non-vanishing $q^i$, the other components can be chosen such that all $Q_i^3 = 0$, but one can then check that the corresponding configuration never corresponds to a regular black hole because the required reality conditions are not satisfied.\footnote{By this we mean that the Levi subgroup of the stabilizer of $Q_i$ in $K^*$ is not compact.} For $q^i = 0$, the element is generically nilpotent $Q_i^3 = 0$ with $b^\Lambda = (1, 1, 1, 1)$, and can be chosen such that it corresponds to a regular single-centre black hole. These requirements can be understood in terms of type IIA bound states in a particular duality frame in which $q^0$ can be identified to a D6 charge, $q^i$ to D4 charges, $p_i$ to D2 charges and $p_0$ to a D0 charge.

2.3.3 The subregular orbit algebra: composite non-BPS equations

The next to maximal nilpotent orbits of $SO_o(4, 4)$ are associated to $b^\Lambda = (0, 2, 2, 2)$, $h = 2H_1 + 2H_2 + 2H_3$ and its permutations. Its weighted Dynkin diagram is $[\omega_2^1]$ and it
defines the following graded decomposition of $\mathfrak{so}(4, 4)$

$$\mathfrak{so}(4, 4) \cong 2^{(-3)} \oplus (3 \times 1)^{(-2)} \oplus (3 \times 2)^{(-1)} \oplus (\mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{sl}_2)^{(0)} \oplus (3 \times 2)^{(1)} \oplus (3 \times 1)^{(2)} \oplus 2^{(3)}.$$  
\hfill (2.61)

The nilpotent elements correspond to linearly independent doublet of 3-vector of non-vanishing cubic invariant, of either equal sign or not. The algebra $\mathfrak{k}^*$ decomposes as

$$\mathfrak{sl}_2 \oplus \mathfrak{sl}_2 \oplus \mathfrak{sl}_2 \oplus \mathfrak{sl}_2 \cong (3 \times 1)^{(-2)} \oplus (\mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{gl}_1 \oplus \mathfrak{sl}_2)^{(0)} \oplus (3 \times 1)^{(2)}$$
\hfill (2.62)

and accordingly

$$2_0 \otimes 2_1 \otimes 2_2 \otimes 2_3 \cong 2^{(-3)} \oplus (3 \times 2)^{(-1)} \oplus (3 \times 2)^{(1)} \oplus 2^{(3)}.$$  
\hfill (2.63)

Such element satisfies $Q_i^5 = 0$, but $Q_i^4 \neq 0$.

The relevant solvable subalgebra is

$$\mathfrak{n}_{n_{BP^S}} \cong (3 \times 2)^{(1)} \oplus (3 \times 1)^{(2)} \oplus 2^{(3)}.$$  
\hfill (2.64)

We will label the grade one generators $e^i_\alpha$, the grade two generators $e_k$ and the grade three generators $e_\alpha$. They satisfy the algebra

$$[e^i_\alpha, e^j_\beta] = \varepsilon_{\alpha\beta}c^{ijk}e_k \quad [e_i, e^j_\alpha] = \delta^j_i e_\alpha,$$  
\hfill (2.65)

with $c^{ijk} = |\varepsilon^{ijk}|$. The relevant Ansatz is then

$$\mathcal{V} = \exp(-K_\alpha^i e^i_\alpha - M^\alpha e_\alpha).$$  
\hfill (2.66)

One computes that

$$-P = dK_\alpha^i e^i_\alpha + \left(dM^\alpha - \frac{1}{6}\varepsilon^{ijk}K_\alpha^i \varepsilon_{\beta\gamma}K_\beta^j dK_\gamma^k\right) e_\alpha$$  
\hfill (2.67)

and

$$B = -\frac{1}{2}\varepsilon_{\alpha\beta\gamma}c^{ijk}K_\alpha^i dK_\gamma^j e_k$$  
\hfill (2.68)

and the equations of motion imply that $K_\beta^i$ are all harmonic

$$d \ast dK_\alpha^i = 0$$  
\hfill (2.69)

and

$$d \ast dM^\alpha = \frac{2}{3}d\left(\varepsilon_{\beta\gamma}c^{ijk}K_\alpha^i K_\beta^j \ast dK_\gamma^k\right).$$  
\hfill (2.70)
This gives us a new system of equations, that we call the composite non-BPS system, and we will show in section 5 and 6 that it admits new non-BPS multi-centre interacting solutions.

To finish this section, we note that, as for the almost-BPS case, one can recover the physical non-BPS orbit $b^\Lambda = (1, 1, 1, 1)$ as a subcase: a charge $Q = q^\alpha e^i_\alpha + p^\alpha e_\alpha$ corresponds to a physical non-BPS orbit, verifying $Q_i^3 = 0$, if

$$\varepsilon_{\alpha\beta} q^\alpha_i q^\beta_j = 0$$

and

$$\forall i \quad \varepsilon_{\alpha\beta} p^\alpha q^\beta_i > 0.$$  

(2.71)

(2.72)

It is straightforward to check that one can choose several charges $Q_A$ satisfying these requirements such that $Q = \sum Q_A$ defines a generic element of the nilpotent orbit associated to $b^\Lambda = (0, 2, 2, 2)$. The algebra analysis therefore already suggests that interacting solutions exist.

3 From the group theory to the physical system

In this section we will present all the necessary material required for defining explicit four-dimensional solutions from the algebraic solutions we have described in the preceding section. We will also discuss the expression of the ADM mass in function of the asymptotic central charges.

3.1 Conventions

Our aim is to describe black hole solutions of the STU model. Since this model has already been studied in great details we will only briefly recall some properties of the theory, but refer the reader for example to [36, 20, 13] for further details. The STU model is a particularly useful truncation of 11-dimensional supergravity, as well as the type II supergravity theories. We will sometimes refer to the microstates interpretation of black hole solutions in terms of D-branes in type IIA supergravity. The model can be understood as $\mathcal{N} = 1$ supergravity in five dimensions coupled to three vector multiplets with the intersection form $c_{ijk} = |\varepsilon_{ijk}|$. More details about the uplift of the BPS and almost-BPS systems can be found in [13], whereas the uplift to five dimensions of the new composite non-BPS system will be presented in section 5.
We will consider the standard Ansatz for the stationary metric
\[ ds^2 = -e^{2U}(dt + \omega)^2 + e^{-2U} \delta_{\mu\nu} dx^\mu dx^\nu. \] (3.1)
The 8 electromagnetic fields (4 electric \( A^A \) plus 4 magnetic duals \( A_A \)) of the STU model decompose accordingly as
\[ -2\sqrt{2} A_{A_1 B_2 C_3} = \zeta_{A_1 B_2 C_3}(dt + \omega) + w_{A_1 B_2 C_3}, \] (3.2)
where each \( A_i, B_i, C_i \) runs from 1 to 2 of the corresponding \( SL(2,\mathbb{R})_i \) duality symmetry associated to the complex scalars
\[ t^i = a_i + ie^{-2\phi_i}, \quad i = 1, 2, 3, \] (3.3)
parametrizing the upper complex half plan \( U(1)_i \backslash SL(2,\mathbb{R})_i \). As we have already discussed, the stationary equations of motion reduce to the ones of Euclidean 3-dimensional gravity coupled to a non-linear sigma model defined on \( G/K \equiv SO(4,4)/(SO(2,2) \times SO(2,2)) \), i.e. (2.13), (2.14):
\[ \text{Tr} P_\mu P_{\nu} = R_{\mu\nu}, \quad d \ast P + [B, \ast P] = 0, \] (3.4)
where, as we saw in the previous section, \( P \) and \( B \) are respectively the coset and subgroup component of the Maurer-Cartan one-form \( \mathcal{V}^{-1}d\mathcal{V} \) of the coset representative \( \mathcal{V} \in SO(4,4)/(SO(2,2) \times SO(2,2)) \). The analysis of these equations has been done in the previous section. Here, we focus on how the four-dimensional fields (3.1), (3.2), (3.3) are encoded inside the three-dimensional coset element \( \mathcal{V} \).

Using the standard convention that capital indices \( A_i, B_i, \ldots \) correspond to rigid \( SL(2) \), (acting on the left) whereas small ones \( a_i, b_i, \ldots \) to local \( SO(2) \) (acting on the right), we define \( SO(4,4) \) as the subgroup of \( SL(8,\mathbb{R}) \) preserving the metric
\[ \eta = \begin{pmatrix} 0 & \varepsilon_{A_1 B_1} & 0 \\ -\varepsilon_{A_1 B_1} & 0 & 0 \\ 0 & 0 & \varepsilon_{A_2 B_2} \varepsilon_{A_3 B_3} \end{pmatrix}, \] (3.5)
and the coset representative \( \mathcal{V} \in SO(4,4)/(SO(2,2) \times SO(2,2)) \) as
\[ \mathcal{V} = \exp[\zeta A_1 B_2 C_3 E_{A_1 B_2 C_3} + \sigma E] \exp[\mathcal{U} H] \begin{pmatrix} v_{a_1} A_i^i & 0 & 0 \\ 0 & v_{a_1} A_i^i & 0 \\ 0 & 0 & (v^{-1})_B^A b_2 (v^{-1})_C^A c_3 \end{pmatrix}, \] (3.6)
\[ = \begin{pmatrix} e^U v_{a_1} A_i & e^{-U} v_{a_1} A_1^i + \frac{1}{2} e^{-U} v_{a_1} B_1 \zeta A_1 D_2 E_3 \zeta B_1 D_2 E_3 (v^{-1})_B^A b_2 (v^{-1})_C^A c_3 \\ 0 & e^{-U} v_{a_1} A_1 & (v^{-1})_B^A b_2 (v^{-1})_C^A c_3 \\ 0 & e^{-U} v_{a_1} D_1 \zeta D_1 B_2 C_3 & (v^{-1})_B^A b_2 (v^{-1})_C^A c_3 \end{pmatrix}. \]
which must be understood as acting on a vector \((A^{a_1}, B^{a_1}, C_{b_2c_2})\). Note also that the order of the indices for \(v_{a_1}^{A_1}\) is reversed because it is the transverse of \(v_{a_1}^{A_1}\) which is involved. A completely explicit form of this conventions is given in the Appendix.

The \(v_{a_1}^{A_1}\) are the \(SO(2) \backslash SL(2, \mathbb{R})\) representatives
\[
(v_{a_1}^{A_1}) \equiv \begin{pmatrix} v_1^1 & v_1^2 \\ v_2^1 & v_2^2 \end{pmatrix} = \begin{pmatrix} e^{-\phi_i} & 0 \\ e^{\phi_i} a_i & e^{\phi_i} \end{pmatrix};
\]
\(\zeta^{A_1B_2C_3}\) define the electromagnetic fields, and indices are raised and lowered via \(\varepsilon_{A_iB_i}\), e.g.
\[
\zeta_{A_1B_2C_3} = \varepsilon_{A_1D_1} \varepsilon_{B_2E_2} \varepsilon_{C_3F_3} \zeta^{D_1E_2F_3}.
\]
We parametrize the electromagnetic fields in terms of 2 by 4 matrices
\[
(\zeta^{A_1B_2C_3}) \equiv \begin{pmatrix} \zeta_{111} & \zeta_{112} \\ \zeta_{211} & \zeta_{212} \end{pmatrix} = \begin{pmatrix} \psi_0 & -\psi_3 & -\psi_2 & -\chi^1 \\ -\psi_1 & -\chi^2 & -\chi^3 & -\chi^0 \end{pmatrix},
\]
and in terms of 4 by 2 matrices from (3.8),
\[
(\zeta_{A_1B_2C_3}) \equiv \begin{pmatrix} \zeta_{111} & \zeta_{112} \\ \zeta_{121} & \zeta_{122} \\ \zeta_{121} & \zeta_{122} \end{pmatrix} = \begin{pmatrix} -\chi^0 & \chi^1 \\ \chi^3 & -\psi_2 \\ \chi^2 & -\psi_3 \\ -\psi_1 & -\psi_0 \end{pmatrix}.
\]
Triality is realised as the permutation of the three indices \(i = 1, 2, 3\) in this basis.

The involution defining the \(K^*\) subgroup is defined from the twisted transpose
\[
\mathcal{V}^\dagger = \begin{pmatrix} \delta_{a_1}^{a_1'} & 0 & 0 \\ 0 & \delta_{a_1}^{a_1'} & 0 \\ 0 & 0 & -\delta_{b_2}^{b_2'} \delta_{c_3}^{c_3'} \end{pmatrix} \mathcal{V}^T \begin{pmatrix} \delta_{A_1}^{A_1'} & 0 & 0 \\ 0 & \delta_{A_1}^{A_1'} & 0 \\ 0 & 0 & -\delta_{B_2}^{B_2'} \delta_{C_3}^{C_3'} \end{pmatrix},
\]
such that \(\mathcal{V}^\dagger = \mathcal{V}^{-1}\) iff \(\mathcal{V} \in K^*\). The relation to the representative \(\exp(-L)\) in the symmetric gauge (2.7) discussed in the previous section is
\[
\exp(-2L) = \mathcal{V}^\dagger \mathcal{V}^\dagger = \begin{pmatrix} \times & e^{-2U M_{A_1B_1}} \sigma + \frac{1}{2} e^{-2U M_{C_1B_1}} \zeta^{A_1 D_2 E_3} \zeta_{D_1 E_2 E_3} \times \\ \times & e^{-2U M_{A_1 B_1}} \times \\ \times & e^{-2U M_{A_1 D_1}} \zeta_{D_1 B_2 C_3} \times \end{pmatrix},
\]
(3.12)
where

\[ M^{A_iB_i} = \begin{pmatrix} e^{-2\phi_i} + e^{2\phi_i} a_i^2 & e^{2\phi_i} a_i \\ e^{2\phi_i} a_i & e^{2\phi_i} \end{pmatrix}, \]  

(3.13)

and we only wrote the elements of the middle column because they are enough to determine all the fields, when using triality. We recall that the interest of looking at \( VV^\dagger \) instead of \( VV \) is that \( VV^\dagger \) is, by construction, invariant under \([SL(2,\mathbb{R})]^4 \) gauge transformations. From (3.12) it is then easy to decode the three-dimensional matrix to obtain the four-dimensional scalars. To obtain the full four-dimensional fields, one finally needs to dualize some of them to obtain the expressions of the vectors.

From the equations of motion, the Kaluza–Klein vector \( \omega \) is defined by

\[ d\omega = \text{Tr} \ E \ dW = *e^{-4U} \left( d\sigma - \frac{1}{2} \zeta^{A_1B_2C_3} d\zeta_{A_1B_2C_3} \right), \]  

(3.14)

and the magnetic vectors by

\[ dw_{A_1B_2C_3} = -\frac{1}{4} \text{Tr} \ E_{A_1B_2C_3} dW = e^{-2U} M^{-1}_{A_1D_1} M^{-1}_{B_2E_2} M^{-1}_{C_2F_2} * d\zeta^{D_1E_2F_2} - e^{-4U} * \left( d\sigma - \frac{1}{2} \zeta^{D_1E_2F_2} d\zeta_{D_1E_2F_2} \right) \zeta_{A_1B_1C_1} \]

\[ = e^{-2U} M^{-1}_{A_1D_1} M^{-1}_{B_2E_2} M^{-1}_{C_2F_2} * d\zeta^{D_1E_2F_2} - \zeta_{A_1B_2C_3} d\omega, \]  

(3.15)

Note that the electromagnetic field strength are then manifestly twisted self-dual

\[ -2\sqrt{2} F_{A_1B_2C_3} = d\zeta_{A_1B_2C_3} \wedge (dt + \omega) + e^{-2U} M^{-1}_{A_1D_1} M^{-1}_{B_2E_2} M^{-1}_{C_2F_2} * d\zeta^{D_1E_2F_2}. \]  

(3.16)

This ends the parametrization of the physical fields in terms of the three-dimensional coset element \( V \).

In order to obtain solutions associated to a given solvable system as discussed in the previous sections, we must now provide an explicit basis of function \( L \) lying in corresponding solvable algebra \( n \cap p \). In this aim, we define a particular basis of Cartan generators of the subalgebra \( \bigoplus_L \mathfrak{sl}_2(\mathbb{R}) \) (according to the matrix notation) as

\[ H_{\Lambda} \equiv \begin{pmatrix} 0 & U_{\Lambda} \\ U_{\Lambda}^T & 0 \end{pmatrix}, \]  

(3.17)

where \( U_{\Lambda} \) are the four specific 4 by 4 matrices

\[ U_{\Lambda} \equiv \begin{pmatrix} \delta^0_{\Lambda} - \frac{1}{2} & 0 & 0 & \delta^1_{\Lambda} - \frac{1}{2} \\ 0 & \delta^2_{\Lambda} - \frac{1}{2} & \delta^3_{\Lambda} - \frac{1}{2} & 0 \\ 0 & \frac{1}{2} - \delta^3_{\Lambda} & \frac{1}{2} - \delta^2_{\Lambda} & 0 \\ \frac{1}{2} - \delta^1_{\Lambda} & 0 & 0 & \frac{1}{2} - \delta^0_{\Lambda} \end{pmatrix}. \]  

(3.18)
The generic elements $X$ of $\mathfrak{p}$ are defined similarly as (3.22) below. One can easily solve

$$[H_\Lambda, X_\beta] = \beta_\Lambda X_\beta,$$

for $\beta_\Lambda = (\pm 1, \pm 1, \pm 1, \pm 1)$, which defines a basis for the 16 elements of $\mathfrak{p}$. The explicit form of the elements $X_\beta$ is given in the appendix. The functions $L$ of (2.7) in the positive grade components of $\mathfrak{p}$ associated to a solvable system are then simply obtained in this basis as

- $L = \sum_{\beta_0=1} L^\beta X_\beta$ in the BPS system;
- $L = \sum_{2\beta_0 + \sum_i \beta_i \geq 1} L^\beta X_\beta$ in the almost-BPS system;
- $L = \sum_{\sum_i \beta_i \geq 1} L^\beta X_\beta$ in the composite non-BPS system;

respectively.

As explained in section 2.1, the most general solutions of these types are generated by the action of $KK \cong [U(1)]^4$. The general Cartan basis $H_\Lambda$ can be obtained by conjugating (3.18) by a general $[U(1)]^4$ rotation, given explicitly in the appendix, such that $H_\Lambda(\alpha_\Lambda)$ is a function of the phase $\alpha_\Lambda$ only, by property of the $\bigoplus_\Lambda \mathfrak{su}_2^{(\Lambda)}$ algebra. Nevertheless it will be easier to first compute the explicit basis $X_\beta$ for specific $H_\Lambda$ and then rotate the associated function $L = \sum L^\beta X_\beta$ with respect to $KK$, rather than to compute the explicit basis for the general $H_\Lambda(\alpha_\Lambda)$ from scratch.

### 3.2 Charges and central charges

We are now going to describe how the central charges of the solution can easily be extracted from the coset representative $\mathcal{V}$, and how the mass formula can be determined from the algebraic conditions satisfied by the solutions. This will permit to generalise the standard BPS formula $M = |Z|$ to the non-BPS systems.

Considering any space-like cycle $\Sigma$ embedded in $M_4$ through $\iota$, orthogonal to the time-like vector $\partial_t$, the associated electromagnetic charge is

$$q_{A_1B_2C_3}\Sigma = \frac{1}{2\pi} \int_{\Sigma} \iota^* F_{A_1B_2C_3} = -\frac{1}{4\pi \sqrt{2}} \int_{\Sigma} d(w_{A_1B_2C_3} + \omega \zeta_{A_1B_2C_3}) = \frac{1}{4\sqrt{2}} \text{Tr} \ E_{A_1B_2C_3} Q_\Sigma,$$

(3.20)
where we used the absence of Dirac–Misner string

$$Tr \mathbf{E} Q_{\Sigma} = 0 , \quad (3.21)$$

to show that the contribution from $\zeta_{A_1 B_2 C_3} \omega$ drops out.

It is straightforward to compute that the total Noether charge $Q$ can be rotated to the coset component using the asymptotic value of the scalar fields $V_0$

$$V_0^{-1} Q V_0 = \begin{pmatrix} M \delta_{d_1}^{a_1} + \sigma_{d_1}^{a_1} & N \delta_{d_1}^{a_1} & z^{a_1 e_2 f_3} \\ -M \delta_{d_1}^{a_1} + \sigma_{d_1}^{a_1} & -z^{a_1 e_2 f_3} & -z^{d_1 b_2 c_3} \\ z^{d_1 b_2 c_3} & -\sigma_{b_2}^{e_2 f_3} & -\delta_{c_3}^{e_2 f_3} \end{pmatrix} , \quad (3.22)$$

defined as a matrix acting on a vector $(A_1, B_1, C_2 f_3)$. Here, the $(2,3)$ component $(-z^{a_1 e_2 f_3})$ and $(3,1) (-z^{d_1 b_2 c_3})$ can be understood as matrices, as minus the transpose of $(z^{a_1 e_2 f_3})$ and $(z^{d_1 b_2 c_3})$ defined as in (3.9),(3.10). $M$ is the ADM mass of space-time, the total NUT charge $N$ is assumed to vanish, $\sigma_{a_1}^{b_1}$ are symmetric traceless matrices

$$(\sigma_{a_1}^{b_1}) \equiv \begin{pmatrix} \Sigma_i & \Xi_i \\ \Xi_i & -\Sigma_i \end{pmatrix} , \quad (3.23)$$

associated to the momenta of the scalar fields in the asymptotic region

$$\Pi_i \equiv -\lim_{r \to \infty} \frac{r^2 \partial_t t_i}{t^i - \bar{t}_i} = -\Sigma_i + i \Xi_i , \quad (3.24)$$

and

$$z^{a_1 b_2 c_3} \equiv v_0^{a_1} A_1 v_0^{b_2} A_2 v_0^{c_3} C_3 q^{A_1 B_2 C_3} \quad (3.25)$$

defines the $[SL(2, \mathbb{R})]^3$ covariant combination of the asymptotic central charge and its asymptotic Kähler derivatives, which we will call the asymptotic ‘central charges’. The asymptotic ‘central charges’ are defined in terms of $z^{a_1 b_2 c_3}$ as

$$Z = \frac{1}{2} \sum_{a_1, a_2, a_3} (-i)^{a_1 + a_2 + a_3} z^{a_1 a_2 a_3} , \quad Z_i = \frac{1}{2} \sum_{a_1, a_2, a_3} (i)^{a_1} (-i)^{a_1 + a_2 + a_3} z^{a_1 a_2 a_3} . \quad (3.26)$$

We have

$$Z = \frac{1}{\sqrt{i \prod_i (t_i^0 - \bar{t}_i^0)}} \left( q_0 + \sum_i t_i^0 q_i + \sum_i t_i^{i+1} t_i^{i+2} p^i - t_i^{i+1} t_i^{i+2} p^i \right) , \quad (3.27)$$

and the $Z_i$’s are obtained by replacing $t_i^0$ by its complex conjugate in the holomorphic component.
It will be illuminating to discuss the action of $KK \cong [U(1)]^4$ on the asymptotic momenta we just defined. These rotations act on $V^{-1}_0 Q V_0$ given in (3.22) such that

$$
\tilde{M} - i \tilde{N} = e^{\frac{i}{2}(-\alpha_0 + \alpha_1 + \alpha_2 + \alpha_3)} (M - i N) \quad \tilde{Z} = e^{\frac{i}{2}(-\alpha_0 + \alpha_1 + \alpha_2 + \alpha_3)} Z
$$

$$
\tilde{\Pi}_i = e^{\frac{i}{2}(-\alpha_0 - \alpha_i + \alpha_{i+1} + \alpha_{i+2})} \Pi_i \quad \tilde{Z}_i = e^{\frac{i}{2}(-\alpha_0 - \alpha_i - \alpha_{i+1} - \alpha_{i+2})} Z_i
$$

(3.28)

Considering a solution associated to a given nilpotent orbit, $V^{-1}_0 Q V_0$ lies by definition in the closure of this nilpotent orbit. It follows that it lies in the positive grade component defined by a generator $h = b^L H_L(\alpha_L)$ for some phases $\alpha_L$. We now have to specify the $b^L$ i.e. the orbit we are in, to obtain an explicit relation. One can already anticipate that the number of phases it depends on is simply the number of nonzero $b^L$ labelling the orbit.

For the BPS case, it is well known that one has \(^8\)

$$
M - i N = e^{-i \alpha_0} Z, \quad \Pi_i = e^{i \alpha_i} \bar{Z}_i.
$$

(3.29)

This translates the fact that only $b^0 \neq 0$ in the BPS orbit. Requiring the absence of NUT charge determines the phase $\alpha_0$ as the one of the asymptotic central charge such that $M = |Z|$.

We now turn to the almost-BPS orbit: in order to obtain the general form of the asymptotic momenta in function of the asymptotic central charges for the non-BPS systems, it is convenient to first compute the constraint at $\alpha_L = 0$, and then obtain the general solution by applying the transformations (3.28). The property that the almost-BPS system can be obtained from the BPS system by replacing a D6 charge by $\overline{\text{D6}}$, illustrates into the fact that the ADM mass and asymptotic scalar momenta are given by

$$
M - i N = Z - \frac{1}{2} \text{Re} \left[ Z + \sum_i Z_i \right], \quad \Pi_i = \bar{Z}_i - \frac{1}{2} \text{Re} \left[ Z + \sum_j \bar{Z}_j \right].
$$

(3.30)

With respect to the BPS case, the new term comes from the presence of the $\overline{\text{D6}}$ instead of the D6. One can indeed check, using (A.5), that for a pure $\overline{\text{D6}}$ charge, one obtains $M = -Z$. Reintroducing the angles, we see that in this case the ADM mass is not determined by the asymptotic ‘central charges’ only, but depends on three phases $\alpha_i$ such that

$$
M = \frac{1}{4} \left( 3 e^{-i \alpha_0} Z - e^{-i} \sum_i \alpha_i \bar{Z}_i - \sum_i \left( e^{-i(\alpha_0 + \alpha_{i+1} + \alpha_{i+2})} Z_i + e^{-i \alpha_i} \bar{Z}_i \right) \right),
$$

(3.31)

\(^8\)Here we shift all phases $\alpha_L$ by $\pi$ with respect to the convention (3.18) to avoid the presence of extra $i$ factors.
where \( \alpha_0 \) is determined in function of the \( \alpha_i \)'s such that this expression is real positive, and in particular such that the NUT charge vanishes.

The composite non-BPS system asymptotic momenta can themselves be obtained starting from the almost-BPS system by substituting \( \text{D}4 \) charges to the D4 charges as

\[
M - iN = Z - \frac{1}{2} \text{Re} \left[ Z + \sum_i \bar{Z}_i \right] - \frac{i}{2} \sum_i \text{Im} \left[ Z - \bar{Z}_i + \sum_{j \neq i} \bar{Z}_j \right] \\
= \frac{1}{2} \left( \bar{Z} - \sum_i \bar{Z}_i \right), \tag{3.32}
\]

and

\[
\Pi_i = Z_i - \frac{1}{2} \text{Re} \left[ Z + \sum_i Z_i \right] + \frac{i}{2} \text{Im} \left[ Z - \sum_i Z_i + \sum_{j \neq i} Z_j \right] - \frac{i}{2} \sum_{j \neq i} \text{Im} \left[ Z - \sum_{j \neq k} Z_k \right] \\
= \frac{1}{2} \left( -Z + Z_i - \sum_{j \neq i} \bar{Z}_j \right). \tag{3.33}
\]

It is remarkable that although the expression of the ADM mass and asymptotic scalar momenta are rather complicated deformations of the BPS expressions, they end up being pretty simple. Restoring the dependency in the phases one gets

\[
M = \frac{1}{2} \left( e^{-i \sum_i \alpha_i} \bar{Z} - \sum_i e^{-i \alpha_i} \bar{Z}_i \right), \tag{3.34}
\]

\[
\Pi_i = \frac{1}{2} \left( -e^{i \alpha_i} Z + e^{i(\alpha_i - \alpha_{i+1} - \alpha_{i+2})} Z_i - e^{-i \alpha_{i+1}} Z_{i+1} - e^{-i \alpha_{i+3}} Z_{i+2} \right), \tag{3.35}
\]

where the phases \( \alpha_i \) are again assumed to be chosen such that the ADM mass is real positive. Note that the dependence in \( \alpha_0 \) drops out, which comes from the fact that \( b^0 = 0 \) in the composite non-BPS case, and thus the associated rotation leaves invariant \( h = 2 \sum_i H_i(\alpha_i) \). It is remarkable that the ADM mass reduces to the ADM mass formula computed in [17] within a specific Ansatz up to a four-dimensional duality transformation parametrized by the three phases \( \alpha_i \). It follows that the ADM mass of a bound state of non-BPS black holes is defined by the generalised ‘fake superpotential’ defined in [21], for specific values of the ‘auxiliary fields’ associated to the flat directions which will depend in general on the specific interior structure of the solution. Note that the ‘auxiliary fields’ are extremum of the generalised ‘fake superpotential’ if and only if there is no interactions between the centres.

To finish, let us discuss the case of single-centre non-BPS black holes, that are particular solutions of both the almost-BPS and the composite non-BPS system. They
furthermore satisfy that

\[
\text{Im} \left[e^{i \frac{\pi}{2} (-\alpha_0 + \alpha_1 - \alpha_{i+1} + \alpha_{i+2})} Z_i \right] = \text{Im} \left[e^{i \frac{\pi}{2} (-\alpha_0 + \alpha_1 + \alpha_2 + \alpha_3)} Z \right],
\]

which corresponds to the absence of D4 or \(\overline{D}4\) charges respectively. All the phases \(\alpha_{\Lambda}\)’s are then determined in function of the asymptotic ‘central charges’ as in the BPS case, in accordance with the no-hair theorem. One computes straightforwardly that the duality rotation

\[
\tilde{Z} = e^{i \sum (\alpha_i - \frac{1}{4} \sum_{\Lambda} \alpha_{\Lambda} + \frac{3\pi}{4})} Z, \quad \tilde{Z}_i = e^{i (\alpha_i - \frac{1}{4} \sum_{\Lambda} \alpha_{\Lambda} + \frac{3\pi}{4})} Z_i,
\]

provides a solution to the non-standard diagonalization problem which defines the ‘fake superpotential’ \([20]\) (with \(\alpha = \frac{1}{4} \sum_{\Lambda} \alpha_{\Lambda}\) in (2.68) of \([20]\)), such that (3.34) indeed reduces to the asymptotic value of the ‘fake superpotential’. The equation of the asymptotic scalar momenta implies the existence of two flat directions

\[
\text{Im} \left[e^{i \frac{\pi}{2} (-\alpha_0 - \alpha_1 + \alpha_{i+1} + \alpha_{i+2})} \Pi_i \right] = -\text{Im} \left[e^{i \frac{\pi}{2} (-\alpha_0 + \alpha_1 + \alpha_2 + \alpha_3)} Z \right].
\]

It is important to understand that the action of \(KK \cong [U(1)]^4\) on the solvable systems themselves is very similar to its action on the asymptotic momenta. From the stabilizer of the defining semi-simple element \(h \equiv b^\Lambda H_{\Lambda}\) one obtains similarly that the BPS system is parametrized by one single phase \(\alpha_0\), the almost-BPS system by the four phases \(\alpha_{\Lambda}\), and the composite non-BPS system by the three phases \(\alpha_i\). The discussion of the last paragraph suggests that there is always one combination of the parametrizing phases which does not permit to obtain new interesting systems, as far as asymptotically Minkowski composite black hole solutions are concerned. Indeed, the BPS system is known to be unique. We will see in the following that the Ehlers rotation of the almost-BPS system can also be reabsorbed in a reparametrization of the solution, excepted for a particular value of the phase which gives rise to a system which does not admit regular composite black hole solutions. It follows that the general almost-BPS system is in fact parametrized by three phases associated to the compact subgroup of the four-dimensional duality group.

The Ehlers \(U(1)\) acts already trivially on the composite non-BPS system, and there is no further restriction in this case, such that the three phases then parametrize inequivalent classes of solutions.

4 Almost BPS solutions

We have seen in section 2.3.2 that the equations associated to the maximal orbit of \(so(4,4)\) are exactly the almost-BPS equations \([9, 10]\). Here, using the tools from the
previous section, we will relate the system of equations, obtained from a purely algebraic point of view, to physical solutions of the STU model. We will first show how to recover all the known almost-BPS solutions \[10, 11, 12\], including their “generalised version” \[13, 14\], and show that the Ehlers rotation does not produce any new solutions than the one obtained by the four-dimensional dualities.

4.1 Recovering the almost-BPS usual solutions

We now want to decode the four-dimensional fields out of \( M = V\eta V^\mu \eta \). This is of course not a one-to-one correspondence, because the fields from the three-dimensional perspective are duality invariants. One must thus choose a duality frame in order to write an explicit solution. It is interesting to choose the one where \( V \) correspond to a \( \text{D}6 \)-charge and \( K^i \) to \( \text{D}4 \)-charges. Indeed, this is the duality frame where the first almost-BPS solutions have been found, and is therefore well-known \[10\]. This corresponds naturally to the parametrization given in the previous section and in the appendix (3.17), (A.5). The general solution should include all the dependences in the \( KK \) angles, but, for clarity, we will not consider it here. It should however be clear that the three free phases of \( KK \) are sufficient to obtain the whole class of almost-BPS solutions discovered in \[13\], and this in a straightforward way.

In order to recover the almost-BPS solution in its original parametrization, it is interesting to use the freedom of redefinition of \( (2.60) \). We here assume for convenience the constants in \( (2.60) \) to be \( a = -2 \) and \( l_0 = l_i = -2 \):

\[
V \equiv -\frac{1}{2} \left( \tilde{V} - 2 \right) \quad K^i \equiv \tilde{K}^i \\
Z_i \equiv -\frac{1}{2} \left( \tilde{Z}_i + \frac{1}{6} c_{ijk} (\tilde{V} - 6) \tilde{K}^j \tilde{K}^k \right) - 2 \\
V_\mu \equiv \frac{1}{4} \left( \frac{1}{2} \tilde{M} + (2 - \tilde{V}) \tilde{K}^i + \left( -1 + \frac{\tilde{V}}{3} \right) \tilde{Z}_i \tilde{K}^i + \left( \frac{1}{5} \tilde{V}^2 - 2 \tilde{V} + 4 \right) \tilde{K}^1 \tilde{K}^2 \tilde{K}^3 \right). \tag{4.1}
\]

With these choices, After having chosen this particular duality frame, the four-
dimensional scalar fields can be extracted from $V$ using (3.12):

\[
e^{-4U} = VZ_1Z_2Z_3 - V^2\mu^2,
\]

\[
e^{-2\phi_i} = \frac{e^{-2U}}{VZ_i},
\]

\[
a_i = K^i - \frac{\mu}{Z_i},
\]

\[
\chi^0 = e^{4U}V^2\mu,
\]

\[
\chi^i = 1 + e^{4U}V(-Z_{i+1}Z_{i+2} + VK^i\mu),
\]

\[
\psi_0 = -1 + e^{4U}\left(Z_1Z_2Z_3 - V\mu \sum_i Z_iK^i + V\sum_{i<j} Z_iZ_jK^iK^j\right),
\]

\[
\psi_i = e^{4U}V\left((Z_i + VK^{i+1}K^{i+2})\mu - Z_i\sum_{j\neq i} K^jZ_j\right),
\]

\[
\sigma = \frac{e^{4U}V}{2}\left((-2 + V)\mu + \mu \sum_i \left(Z_i + VK^{i+1}K^{i+2}\right) - \sum_{i\neq j} K^iZ_jZ_j\right).
\]

This describes exactly the solutions of [10, 11].

**Vectors.** For completeness, one also have to check that the vectors are the same. These ones are given by the equations (3.14), (3.15). Having chosen a particular duality frame, it will be more convenient to write the electromagnetic fields as two four-vectors. The map from the $2 \times 2 \times 2$ to two four-vectors is given by (3.9), with the equivalent for the vectors $w^\Lambda$, $v_\Lambda$.  

\[
A^\Lambda = \chi^\Lambda(dt + \omega) + w^\Lambda,
\]

\[
A_\Lambda = \psi_\Lambda(dt + \omega) + v_\Lambda,
\]

The $\omega$ equation rewrites

\[
\star d\omega = e^{4U}d\sigma - \frac{1}{2}(\chi^\Lambda d\psi_\Lambda - \psi_\Lambda d\chi^\Lambda).
\]

Plugging in the values for our system (4.2), this equation greatly simplifies, to give

\[
\star d\omega = d(V \mu) - VZ_i dK^i.
\]

---

9Because these fields do not strictly speaking define tensors, we have not used Einstein summation convention in these equations. We recall that these solutions have been first written in a five-dimensional language. The map to its four-dimensional version is done in [13].

10Note that we do not introduce the $-2\sqrt{2}$ factor in the definition of the four-dimensional vectors as in (3.2) in order to facilitate the comparison with [10, 11].
One can also see that using (4.2), the equations for the electromagnetic vectors (3.15) simplify drastically:

\begin{align*}
\star dw^0 &= dV, \\
\star dv_0 &= Z_i dK^i - K^i dZ_i + \left(V d(K^1 K^2 K^3) - K^1 K^2 K^3 dV\right), \\
\star dw^i &= -\star d\omega - V dK^i + K^i dV, \\
\star dv_i &= dZ_i + \frac{c_{ijk}}{2} (K^j K^k dV - V d(K^j K^k)).
\end{align*}

(4.6)

Up to a small gauge choice, this is exactly the equations for the vectors of [13]. Therefore one completely recovers the known almost-BPS solutions.

### 4.2 Ehlers rotation

In [13], the authors have used the four-dimensional duality group $SL(2, \mathbb{R})^3$ of the STU model to produce new solutions. As we have already seen, the transformation that can be done with this group are part of $KK$. However, in three dimensions, there is another $U(1)$, coming from the Ehlers reduction along time. In our framework, it is thus clear that one can reobtain all solutions of [13], by acting with $KK$ on $VV^\dagger$. In principle one could also obtain new solutions with the extra Ehlers $U(1)$ action, but we will see that this is not the case, as advocated in the previous section.

To show this, we perform a rotation with angles\footnote{The additional rotations along the $SL(2, \mathbb{R})_i, i = 1, 2, 3$ are done by convenience, and do not change the argumentation. The precise parametrization of the rotation is given in the appendix.} $\alpha_0 = \alpha_1 = \alpha_2 = \alpha_3 = \alpha/2$

\[(VV^\dagger)' = R(\alpha) VV^\dagger R(\alpha)^T.\] (4.7)

The expressions for the physical fields are then $a priori$ a complicated mixture of all involved functions, and $\alpha$ factors. However, one can do the following redefinitions

\begin{align*}
V &= \frac{1}{a} \left(\tilde{V} + l_0\right), \\
K^i &= \frac{1}{c} \tilde{K}^i + \sin \alpha, \\
Z_i &= \frac{1}{a c^2} \left(\tilde{Z}_i + \frac{1}{3} (\tilde{V} + 3 l_0) \tilde{K}^{i+1} \tilde{K}^{i+2}\right) + l_i + \sum_{j \neq i} 2 \tilde{K}^j \tan \alpha, \\
V_\mu &= \frac{1}{a^2 c^3} \left(\frac{1}{2} (l_0 + \tilde{V}) \sum_i l_i \tilde{K}^i + \left(\frac{l_0}{2} + \tilde{V}\right) \sum_i \tilde{Z}_i \tilde{K}^i + \left(\frac{1}{5} \tilde{V}^2 + l_0 \tilde{V} + l_0^2\right) \tilde{K}^1 \tilde{K}^2 \tilde{K}^3ight)
- 2 \tan \alpha \left(l_0 + \frac{2 \tilde{V}}{3}\right) \sum_{i < j} \tilde{K}^i \tilde{K}^j - \tan \alpha \sum_i \tilde{Z}_i - \tan \alpha \tilde{V} + 2 \tan^2 \alpha \sum_i \tilde{K}^i + m_0 + \frac{1}{2} \tilde{M}.\end{align*}

(4.8)

These redefinitions seem to be rather complicated, but the point is that they are just a generalisation of (2.60), where we had an extra harmonic function in the $Z_i$’s and in $M$,
and an additive and a multiplicative factor to the $K_i$'s, but one can easily check that this is still compatible with the almost-BPS system of equations (2.58),(2.59), with the constants being given by

$$a = -\frac{2}{\cos^2 \alpha}, \quad c = \cos \alpha, \quad l_i = l = -\frac{2}{\cos \alpha}, \quad m_0 = 4 \frac{\sin \alpha}{\cos^2 \alpha}. \quad (4.9)$$

These redefinitions degenerate for $\alpha = \pi/2$, but one can check in this case that there are no physical solutions. Then $e^{-4U}$ and the scalar fields are exactly given by (4.2):

$$e^{-4U} = VZ_1Z_2Z_3 - V^2 \mu^2, \quad e^{-2\phi_i} = \frac{e^{-2U}}{VZ_i}, \quad a_i = K_i - \frac{\mu}{Z_i}. \quad (4.10)$$

The electromagnetic fields are also, up to a constant, the same as in (4.2)

$$\chi^0 = -\sin \alpha + e^{4U} V^2 \mu, \quad (4.11)$$

$$\chi^i = \cos \alpha + e^{4U} V (-Z_{i+1}Z_{i+2} + VK^i \mu),$$

$$\psi_0 = -\frac{1 + \sin^2 \alpha}{\cos \alpha} + e^{4U} \left( Z_1Z_2Z_3 - V \mu \sum_i Z_iK^i + V \sum_{i<j} Z_iZ_jK^iK^j \right),$$

$$\psi_i = \sin \alpha + e^{4U} V \left( (Z_i + VK^{i+1}K^{i+2}) \mu - Z_i \sum_{j \neq i} K^jZ_j \right).$$

So we are in the same class of solutions as before. Note that, because of the different constants in the electromagnetic fields, the explicit expression of $\sigma$ differs from (4.2), but they coincide up to a gauge transformation, and are therefore physically equivalent. We conclude that the Ehlers rotation does not produce any new solutions, but led us in the class already spanned by the four-dimensional duality group.

5 Composite non-BPS solutions

We now turn to the study of the composite non-BPS class of solutions unveiled in section 2.3.3. Because this class was not known so far, we present it in more details. We will focus on the four-dimensional solution, although the uplift to five dimensions will also be shortly discussed. In the next section, we will exhibit an explicit two-centre solution in this class, and study its physical properties.

5.1 Equations of motion

This system represents solutions where half of the branes have been inverted. The major difference with the almost-BPS system is that our system is now “symmetric” in terms
of the two triplets of functions $K_i^{α=1}$ and $K_i^{α=2}$, whereas the latter was not in terms of $K_i$ and $Z_i$. It is however convenient to break this manifest symmetry by redefining the following functions

$$
\tilde{K}_i^{α=1} = 2(L_i + 1),
$$
$$
\tilde{K}_i^{α=2} = K_i,
$$
$$
\tilde{M}_i^{α=1} = 8M + \frac{4}{3} \left( \sum_i K_i + \sum_{i \neq j} K_i L_j - 3 \sum_i K_i L_{i+1} L_{i+2} \right),
$$
$$
\tilde{M}_i^{α=2} = 2(V + 1) + \frac{1}{3} \left( 2 \sum_{i \neq j} K_i K_j - 3 \sum_i K_{i+1} K_{i+2} L_i \right).
$$

With these redefinitions, the system of equations becomes

$$
d \star d K_i = 0, 
$$
$$
d \star d L_i = 0, 
$$
$$
d \star d M = \frac{1}{2} c^{ijk} d(L_i L_j \star dK_k), 
$$
$$
d \star d V = \frac{1}{2} c^{ijk} d(L_i \star d(K_j K_k) - K_j K_k \star dL_i).
$$

5.2 Reconstructing the solution

5.2.1 Four dimensional point of view

As we have done for the almost-BPS solutions in the previous section, we want here to reconstruct the four-dimensional solution from the $\mathcal{VV}^\dagger$ matrix. We will not present the most general solution, but restrict, for the sake of clarity, to one particular duality frame. In order to compare easily with the results of the almost-BPS class of solutions, we uplift the solution in the duality frame where $(V, K_i, L_i, M)$ correspond respectively to the $(D6, D4, D2, D0)$-charges. In particular, for $K_i = 0$, one falls back into the physical non-BPS orbit, describing single-centre $D6-D2-D2-D2$ black holes. In our duality frame, the redefinitions (5.1) are such that $e^{-4U}$ takes the simple usual expression

$$
e^{-4U} = VL_1 L_2 L_3 - M^2.
$$

Introducing the quantities

$$
T_i \equiv VL_i - 2K_i M + K_i^2 L_{i+1} L_{i+2},
$$
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the scalar fields are given by

\[ t^i = \frac{K_i L_{i+1} L_{i+2} - M + i e^{-2U}}{T_i}. \]  

The electromagnetic fields and \( \sigma \) are finally given by

\[
\chi^0 = e^{4U} \left( -MV + \sum_i (VL_{i+1} L_{i+2} K_i - MK_{i+1} K_{i+2} L_i) + L_1 L_2 L_3 K_1 K_2 K_3 \right),
\]
\[
\chi^i = -1 + e^{4U} \left( M(K_{i+1} L_{i+2} + K_{i+2} L_{i+1}) - L_{i+1} L_{i+2} (V + L_i K_{i+1} K_{i+2}) \right),
\]
\[
\psi_0 = -1 - e^{4U} L_1 L_2 L_3,
\]
\[
\psi_i = -e^{4U} L_i (-M + K_i L_{i+1} L_{i+2}),
\]
\[
\sigma = \frac{e^{4U}}{2} \left( -M \left( 2 + V + \sum_i L_i \right) + \sum_i (VL_{i+1} L_{i+2} K_i - MK_{i+1} K_{i+2} L_i) \right.
+ \left. L_1 L_2 L_3 \sum_i K_i + L_1 L_2 L_3 K_1 K_2 K_3 \right).
\]  

**Vectors.** Having chosen a duality frame, one can compute the explicit equations for the vectors. The general equations are given in (3.14),(3.15). Using the explicit values for our system (5.3)-(5.6), these equations greatly simplify, to give

\[ \star d\omega = dM - \frac{1}{2} c^{ijk} L_i L_j dK_k \]  

for \( \omega \), and

\[ \star d\omega^0 = -dV + \frac{1}{2} c^{ijk} (L_i d(K_j K_k) - K_j K_k dL_i), \]
\[ \star dw^i = \star d\omega + c^{ijk} (K_j dL_k - L_k dK_j), \]
\[ \star dv^0 = \star d\omega = dM - \frac{1}{2} c^{ijk} L_i L_j dK_k, \]
\[ \star dv_i = dL_i, \]

for the electromagnetic vectors. One can check, as it should be, that the compatibility equations are nothing but the scalar equations (5.2).

### 5.2.2 Uplift to five dimensions

It is interesting to uplift the solution to five dimensions. In this framework, the fields are simply the five dimensional metric \( ds_5^2 \), the three electromagnetic one-forms \( A_5^i \) and
three real scalars $X^i$, $i = 1, 2, 3$ verifying $X^1X^2X^3 = 1$. They are related to the four-dimensional fields through

$$ds_5^2 = e^{4\Phi/3}(d\psi - A^0)^2 + e^{-2\Phi/3}ds_4^2,$$

$$A_5^i = A_i^t + \text{Re}(t^i)(d\psi - A^0),$$

$$X^i = e^{-2\Phi/3}\text{Im}(t^i), \quad (5.9)$$

where $\psi$ is the fifth coordinate, and we defined $\Phi$ by

$$e^{2\Phi} \equiv \text{Im}(t^1)\text{Im}(t^2)\text{Im}(t^3). \quad (5.10)$$

Applied explicitly to the solution of the last subsection, this gives the five-dimensional metric

$$ds_5^2 = -\frac{H}{T^2}\left(dt + \omega - e^{-4U}X_0^0(d\psi - w^0)\right)^2 + \frac{T}{H}(d\psi - w^0)^2 + Tds_3^2, \quad (5.11)$$

where $T$ is defined as $T \equiv (T_1T_2T_3)^{1/3}$, and $H$ by

$$H \equiv \left(V - \frac{c_{ijk}}{2}K_iK_jL_k\right)^2 + 4K_1K_2K_3\left(2M - \frac{c_{ijk}}{2}K_iL_jL_k\right). \quad (5.12)$$

The one-forms are given by

$$A_5^i = dt - \frac{1}{T_i}\left(V + (L_iK_{i+1}K_{i+2} - K_iK_{i+1}L_{i+2} - K_iK_{i+2}L_{i+1})\right)(dt + \omega)$$

$$+ w^i - \omega + \frac{K_iL_{i+1}L_{i+2} - M}{T_i}(d\psi - w^0). \quad (5.13)$$

In this duality frame, the presence of the $d\psi - w^0$ term in the metric implies a non-trivial fibration of the associated circle over the four-dimensional base in the presence of a non-vanishing $\overline{D6}$ charge. In particular, fixing the $\overline{D6}$ charge to 1 and choosing appropriate boundary conditions such that $T^2$ and $H$ both scale as $r^{-2}$ in the asymptotic region should permit to define asymptotically Minkowski solutions. It should be interesting to investigate this question.

### 5.3 Rotation along time

We show here that, as expected from the fact that $b^0 = 0$ for the composite non-BPS system, the Ehlers rotation does not produce any new solutions, and thus that the whole class of composite non-BPS solutions is parametrized by the four-dimensional duality
group. In fact, the rotation along the time direction uses the symmetry in $\alpha = 1, 2$. To show this, starting from the general $\mathcal{VV}^\dagger$ given in (3.12), we perform a rotation, with general parameter $\alpha/2$ along the $U(1)_0$ in $KK$, together with a rotation along each of the three $U(1)_i$ with parameter $-\alpha/2$

$$(\mathcal{VV}^\dagger)' = R(\alpha) \mathcal{VV}^\dagger R(\alpha)^T.$$ \hspace{1cm} (5.14)

Then, if one redefines

$$\tilde{K}^1_i = 2((1 + L_i) \cos \alpha + K_i \sin \alpha),$$
$$\tilde{K}^2_i = 2(K_i \cos \alpha - (1 + L_i) \sin \alpha),$$
$$\tilde{M}^1 = \left( 8M + \frac{4}{3} \left( \sum_i K_i + \sum_{i \neq j} K_i L_j - 3 \sum_i L_{i+1} L_{i+2} K_i \right) \right) \cos \alpha$$
$$+ \left( 4(1 + V) + \frac{4}{3} \left( \sum_{i \neq j} K_i K_j - 3 \sum_i L_i K_{i+1} K_{i+2} \right) \right) \sin \alpha,$$
$$\tilde{M}^2 = \left( 2(1 + V) + \frac{2}{3} \left( \sum_{i \neq j} K_i K_j - 3 \sum_i L_i K_{i+1} K_{i+2} \right) \right) \cos \alpha$$
$$- \left( 4M + \frac{2}{3} \left( \sum_i K_i + \sum_{i \neq j} K_i L_j - 6 \sum_i L_{i+1} L_{i+2} K_i \right) \right) \sin \alpha,$$

one first can show that the new functions still solve the system of equation (5.2), and that one recovers exactly the fields given in the previous subsection. This proves that the rotation along the Ehlers $SL(2, \mathbb{R})$ just transforms a solution into another of the same class.

6 Solving the composite non-BPS system

In the previous section, we have written the four-, and five-dimensional Ansätze associated to the new system of equations (5.2), and we will now solve the equations explicitly. As we have explained previously, for a solution to be into this new orbit, and be regular, it has to have more than one centre. Indeed, the single-centre solutions are forced by regularity to be in the BPS or the physical non-BPS orbit. We will not discuss the single-centre non-BPS solution in this paper, and refer to [19, 10] for an explicit exposition of the latter. For the sake of simplicity, we will only construct here an axisymmetric
two-centre solution. Similarly as for the almost-BPS class of solutions, we are going to see that the system admits regular solutions that do not belong to any previously known subsystem. Although regularity implies that the coset momenta $P$ falls back into the physical non-BPS orbit at each centre, it belongs to the higher order subregular nilpotent orbit at a generic point of the three-dimensional base subspace. The centres are then interacting, in the sense that their electromagnetic charges produce an angular momentum and the distance between the centres is fixed.

6.1 The solution

One parametrizes the three dimensional base space in spherical coordinates $(r, \theta, \phi)$ and take the two centres to be at $r = 0$ for the first one and along the positive $z$ axis ($\theta = 0$) at a distance $R$ from the origin for the second one. We denote the polar coordinates centred at the second centre position as $(\Sigma, \theta \Sigma)$. Their relation to the polar coordinates centred at the origin is:

$$\Sigma = \sqrt{r^2 + R^2 - 2rR\cos \theta}, \quad \cos \theta \Sigma = \frac{r \cos \theta - R}{\Sigma}. \quad (6.1)$$

Looking at a general two-centre solution, we take the $L_i$'s and $K_i$'s to be of the form

$$L_i = l_i + \frac{Q_i}{r} + \frac{\tilde{Q}_i}{\Sigma}, \quad K_i = k_i + \frac{d_i}{r} + \frac{\tilde{d}_i}{\Sigma}. \quad (6.2)$$

We now have to solve the equations (5.2) for $V$ and $M$. Let’s first look at the equation for $M$. From (6.2), it can be rewritten as

$$d \star dM = \frac{c^{ijk}}{2} d \left[ \frac{2l_iQ_j}{r} + \frac{2l_i\tilde{Q}_j}{\Sigma} + \frac{Q_iQ_j}{r^2} + \frac{\tilde{Q}_i\tilde{Q}_j}{\Sigma^2} + \frac{2Q_i\tilde{Q}_j}{r\Sigma} \right] \wedge \star d \left[ \frac{d_k}{r} + \frac{\tilde{d}_k}{\Sigma} \right]. \quad (6.3)$$

It will be convenient to decompose these linear equations into the several pieces

$$d \star dM_1 = d\left(\frac{1}{r}\right) \wedge \star d\left(\frac{1}{r}\right), \quad d \star dM_2 = d\left(\frac{1}{r^2}\right) \wedge \star d\left(\frac{1}{r}\right), \quad d \star dM_3 = d\left(\frac{1}{r}\right) \wedge \star d\left(\frac{1}{\Sigma}\right),$$

$$d \star dM_4 = d\left(\frac{1}{r^2}\right) \wedge \star d\left(\frac{1}{\Sigma}\right), \quad d \star dM_5 = d\left(\frac{1}{r\Sigma}\right) \wedge \star d\left(\frac{1}{r}\right) \quad (6.4)$$

and symmetric expressions in $r \leftrightarrow \Sigma$. By direct computation, the solutions to these equations are

$$M_1 = \frac{1}{2r^2}, \quad M_2 = \frac{1}{3r^3}, \quad M_3 = \frac{1}{2r\Sigma}, \quad M_4 = \frac{\cos \theta}{Rr\Sigma}, \quad M_5 = -\frac{\cos \theta_\Sigma}{2Rr^2}. \quad (6.5)$$

Note that a two-centre non-BPS solution is not axisymmetric if the intrinsic angular momenta of the black holes are not parallel to the line which joins them.
We obtain symmetric expressions in $r$ and $\Sigma$ by exchanging $(r, R, \cos \theta)$ with $(\Sigma, -R, \cos \theta \Sigma)$. Finally, including the allowed harmonic contribution for $M$, the solution is

$$M = m_0 + \frac{m}{r} + \bar{m} \frac{\cos \theta}{r} + \alpha \frac{\cos \theta \Sigma}{r^2} + \bar{\alpha} \frac{\cos \theta \Sigma}{\Sigma^2} + \frac{i^{ijk}}{2} \Big[ \frac{l_i Q_j d_k}{r^2} + \frac{l_i Q_j d_k}{\Sigma^2} + \frac{Q_i Q_j d_k}{3 r^3} + \frac{Q_i Q_j d_k}{3 \Sigma^3} + \frac{l_i (Q_j d_k + \tilde{Q}_j d_k)}{r \Sigma} \
+ Q_i Q_j d_k \frac{\cos \theta}{R r \Sigma} - \bar{Q}_i \tilde{Q}_j d_k \frac{\cos \theta \Sigma}{R r \Sigma} - Q_i \tilde{Q}_j d_k \frac{\cos \theta \Sigma}{R r^2} + Q_i \tilde{Q}_j d_k \frac{\cos \theta \Sigma}{R \Sigma^2} \Big]. \quad (6.6)$$

Because one can rewrite the equation for $V$ as

$$d \star (V - \frac{c^{ijk}}{2} K_i K_j L_k) = -c^{ijk} d (K_i K_j) \wedge *d L_k, \quad (6.7)$$

the structure is exactly the same as for $M$, multiplying the terms by $-2$ and exchanging $K_i$ and $L_i$. Hence, the solution for $V$ is

$$V = \frac{c^{ijk}}{2} L_i K_j K_k + h + \frac{Q_6}{r} + \bar{Q}_6 \frac{\cos \theta}{r} + \bar{\beta} \frac{\cos \theta \Sigma}{\Sigma^2} \quad (6.8)$$

$$-c^{ijk} \left[ \frac{k_i d_j Q_k}{r^2} + \frac{k_i \bar{d}_j Q_k}{\Sigma^2} + \frac{d_i d_j Q_k}{3 r^3} + \frac{d_i \bar{d}_j Q_k}{3 \Sigma^3} + \frac{k_i (d_j Q_k + \bar{d}_j Q_k)}{r \Sigma} \right] \frac{\cos \theta}{R r \Sigma} - \frac{\bar{d}_i \tilde{d}_j Q_k}{R \Sigma^2} + \frac{d_i \bar{d}_j Q_k}{R r^2} + \frac{d_i \tilde{d}_j Q_k}{R \Sigma^2} \frac{\cos \theta}{\Sigma} \frac{\cos \theta}{R \Sigma^2}$$

To obtain the full solution, we finally need to solve (5.7) and (5.8) for the vectors $\omega$, $w^\Lambda$ and $v_\Lambda$. Clearly, the terms $M_1$ and $M_2$ in $M$ involving only one centre will give no contribution to $\omega$. The different contribution in the equation are then

$$\star d \omega_1 = d \left( \frac{1}{2 r \Sigma} \right) - \frac{1}{r} \frac{d}{\Sigma}, \quad \star d \omega_2 = d \left( \frac{\cos \theta}{R r \Sigma} \right) - \frac{1}{r^2} \frac{d}{\Sigma}, \quad \star d \omega_3 = d \left( -\frac{\cos \theta \Sigma}{2 R r^2} \right) - \frac{1}{r} \frac{d}{\Sigma} \frac{1}{r}.$$  

(6.9)

Again by a brute force resolution, the solutions are

$$\omega_1 = \frac{R \cos \theta - r}{2 R \Sigma} d \phi, \quad \omega_2 = -\frac{\sin^2 \theta}{R \Sigma} d \phi, \quad \omega_3 = \frac{\sin^2 \theta}{2 R \Sigma} d \phi. \quad (6.10)$$

This leads to the full solution for $\omega$

$$\omega = \left[ \kappa + \left( m - \frac{c^{ijk}}{2} l_i l_j d_k \right) \cos \theta + \left( \bar{m} - \frac{c^{ijk}}{2} l_i l_j \bar{d}_k \right) \cos \theta \Sigma - \alpha \frac{\sin^2 \theta}{r} - \bar{\alpha} \frac{\sin^2 \theta \Sigma}{\Sigma} \right] d \phi.$$  

(6.11)
The vectors $v^\Lambda$ are then easy to find. Indeed, from (5.8) $v_0$ is just equal to $\omega$, and the $v_i$'s are the harmonic duals of the $L_i$'s functions. Then we have

\[ v_0 = \omega, \]
\[ v_i = Q_i \cos \theta + \bar{Q}_i \cos \theta_\Sigma, \quad i = 1, 2, 3. \]

As for $V$, finding the solution for the $w^\Lambda$ does not involve any new terms, and the solutions are given by

\[ w^0 = \left[ - (Q_6 + c^{ijk}k_i d_j Q_k) \cos \theta - (\bar{Q}_6 + c^{ijk}k_i \bar{d}_j \bar{Q}_k) \cos \theta_\Sigma + \frac{\beta \sin^2 \theta}{R} + \frac{\bar{\beta} \sin^2 \theta_\Sigma}{2R^2} \right] d\phi, \]
\[ w^i = \omega - c^{ijk} \left( (k_j Q_k - l_j d_k) \cos \theta + (k_j \bar{Q}_k - l_j \bar{d}_k) \cos \theta_\Sigma + (d_j \bar{Q}_k - \bar{d}_j Q_k) \frac{r - R \cos \theta}{2R^2} \right) d\phi. \]

**6.2 Regularity and physical properties**

The solution written in the previous subsection solves the equations of motion, but does not a priori satisfy the regularity conditions, necessary for the solution to be physical. We investigate this question in this subsection. One notes that the regularity conditions are exactly the same in four and five dimensions. However, the solution we construct being asymptotically Minkowski in four dimensions, the physical charges are the four-dimensional ones.

**Dirac–Misner strings.** We will first implement the conditions for the absence of Dirac–Misner strings singularities. This requires $\omega$ to vanish for $\sin \theta = 0$. Because of the presence of the two centres, this imposes three conditions,

\[ \omega_{\theta=\pi} = 0, \quad \omega_{\theta=0, r<R} = 0, \quad \omega_{\theta=0, r>R} = 0. \]

They can be solved by affecting the values of $\kappa$, $m$ and $\bar{m}$ to

\[ \kappa = \frac{c^{ijk}}{2R} l_i \left( Q_j \tilde{d}_k - \tilde{Q}_j d_k \right), \quad m = -\kappa + \frac{c^{ijk}}{2} l_i l_j d_k, \quad \bar{m} = \kappa + \frac{c^{ijk}}{2} l_i l_j \tilde{d}_k. \]

Solving for $\kappa$, one can rewrite it as

\[ m + \bar{m} = \frac{c^{ijk}}{2} l_i l_j (d_k + \tilde{d}_k), \]
\[ -m + \bar{m} = \frac{c^{ijk}}{2R} l_i \left( Q_j \tilde{d}_k - \tilde{Q}_j d_k \right). \]
The second equation is similar to the non-BPS version of the integrability equation, or bubble equation \[5, 31, 37, 38, 39\]. However, it should not be understood as such. Indeed, using (5.8) one sees that this condition is equivalent as to the vanishing of the D0 charge of the two black holes. Nevertheless, we will show in the following that the distance between the two centres is determined in function of the electromagnetic charges of the two black hole constituents and the asymptotic value of the scalar fields. The property that this constraint does not directly follow from the absence of Dirac–Misner string singularities is peculiar to the simple duality frame we are considering, and we expect it would be fixed in this way as in the BPS case if we were considering the most general solution, function of the three phases \(\alpha_i\) defining the duality frame.

**Horizon regularity.** We then have to make sure that each of the centre is a regular black hole. We perform this analysis at \(r \to 0\), the result at \(\Sigma \to 0\) being exactly equivalent. The horizon area is given by

\[
A = \int d\theta d\phi \sqrt{r^2(e^{-4U}r^2 \sin^2 \theta - \omega^2)}
\]  
and it is therefore necessary for this quantity to be finite as \(r \to 0\). One has

\[
\omega \xrightarrow{r \to 0} -\alpha \frac{\sin^2 \theta}{r} + \mathcal{O}(r^0),
\]

which implies that the contribution from \(\omega^2\) is always finite and well-behaved. On the contrary, as \(r \to 0\), \(e^{-4U}\) diverges in general as \(1/r^6\):

\[
e^{-4U} \xrightarrow{r \to 0} \frac{1}{r^6} \left(\frac{1}{6}Q_1Q_2Q_3(c_ijkQ_id_jd_k) - \frac{1}{36}((c_ijkQ_iQ_jd_k)^2) + \mathcal{O}(r^{-5})\right).
\]

This term vanishes if

\[
\frac{d_1}{Q_1} = \frac{d_2}{Q_2} = \frac{d_3}{Q_3} = \gamma,
\]

for some arbitrary constant \(\gamma\). With this condition, \(e^{-4U}\) still diverges as \(1/r^5\):

\[
e^{-4U} \xrightarrow{r \to 0} \frac{Q_1Q_2Q_3(\beta - 2\gamma \alpha) \cos \theta}{r^5} + \mathcal{O}(r^{-4}),
\]

which imposes us to take

\[
\beta = 2\gamma \alpha.
\]

This conditions are now enough to ensure that the black hole located at \(r = 0\) has a finite entropy, and one shows that they are necessary. The argumentation is exactly the
same for the centre at $\Sigma = 0$, and therefore we also imposes

$$\tilde{d}_1 = \tilde{d}_2 = \tilde{d}_3 = \tilde{\gamma}, \quad (6.24)$$

$$\tilde{\beta} = 2\tilde{\gamma}\tilde{\alpha}. \quad (6.25)$$

With these conditions, the entropy of the black hole located at $r = 0$ is finally given by

$$S_{r=0} = \pi \sqrt{-I_{r=0} - \alpha^2}, \quad \text{with} \quad -I_{r=0} \equiv Q_1 Q_2 Q_3 \left( Q_6 - 2\gamma m + \frac{c^{ijk}}{2} Q_i \left( k_j + \gamma l_j \right) (k_k + \gamma l_k) - \frac{(\gamma - \tilde{\gamma})^2}{R^2} \tilde{Q}_j \tilde{Q}_k \right)$$

We finally need to make sure that there are no closed time-like curves in the solution. This is done by imposing $e^{-4U}$ and $e^{-4U} r^2 \sin^2 \theta - \omega^2$ to be positive everywhere. Given the complicated explicit expressions for these quantities, we have not been able to find analytic conditions for their positivity. Nonetheless, a careful numerical analysis in different cases shows that regularity near each of the centres seems to be sufficient to have the global positivity everywhere.

**Mass, Charges, and angular momentum.** One can now give the charges associated to our solution. The total electromagnetic charges are given by

$$p^\Lambda = -\frac{1}{4\sqrt{2\pi}} \int_{S_\infty^2} dw^\Lambda = \frac{1}{2\sqrt{2}} \left( w^\Lambda_\varphi(\theta = 0) - w^\Lambda_\varphi(\theta = \pi) \right),$$

$$q_\Lambda = -\frac{1}{4\sqrt{2\pi}} \int_{S_\infty^2} dv_\Lambda = \frac{1}{2\sqrt{2}} \left( v_{\Lambda\varphi}(\theta = 0) - v_{\Lambda\varphi}(\theta = \pi) \right). \quad (6.26)$$

This gives

$$p^0 = -\frac{1}{\sqrt{2}} \left( (Q_0 + \tilde{Q}_0) + c^{ijk} k_i (Q_k + \tilde{Q}_k) \right), \quad q_0 = 0, \quad (6.27)$$

$$p^i = \frac{c^{ijk}}{\sqrt{2}} \left( l_j (d_k + \tilde{d}_k) - k_j (Q_k + \tilde{Q}_k) \right), \quad q_i = \frac{1}{\sqrt{2}} (Q_i + \tilde{Q}_i).$$

In terms of branes, we recall that $p^0$ corresponds to the $\overline{D}6$ charge, the $p^i$'s to the $\overline{D}4$'s, the $q_i$'s to the $D2$'s and $q_0$ to the $D0$.

It will also be interesting to look at the individual charges of each centre. They are easily computed as in (6.26), by picking a cycle surrounding one of the centres.\textsuperscript{13}

\textsuperscript{13} e.g. $p^\Lambda_\Lambda = \frac{1}{2\sqrt{2}} \left( w^\Lambda_\varphi(\theta = 0, \theta_\Sigma = \pi) - w^\Lambda_\varphi(\theta = \pi) \right)$ and $p^0_\Lambda = \frac{1}{2\sqrt{2}} \left( w^\Lambda_\varphi(\theta = 0) - w^\Lambda_\varphi(\theta = 0, \theta_\Sigma = \pi) \right)$.  
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The electromagnetic charges of the first and the second centre, denoted respectively as \((p_A^\Lambda, q_A^\Lambda)\) and \((p_B^\Lambda, q_B^\Lambda)\), are given by

\[
\begin{align*}
q_{A,i} &= \frac{1}{\sqrt{2}} Q_i, \quad p_{A,i}^j = -\frac{1}{\sqrt{2}} c^{ijk} \left( k_j - \frac{\gamma - \tilde{\gamma}}{R} Q_j \right) Q_l \\
p_{A,0} &= -\frac{1}{\sqrt{2}} Q_6 - \frac{1}{\sqrt{2}} c^{ijk} k_i \left( k_j - \frac{\gamma}{R} Q_j \right) Q_k \\
q_{B,i} &= \frac{1}{\sqrt{2}} \tilde{Q}_i, \quad p_{B,i}^j = -\frac{1}{\sqrt{2}} c^{ijk} \left( k_j - \frac{\tilde{\gamma}}{R} Q_j \right) \tilde{Q}_l \\
p_{B,0} &= -\frac{1}{\sqrt{2}} \tilde{Q}_6 - \frac{1}{\sqrt{2}} c^{ijk} k_i \left( k_j - \frac{\tilde{\gamma} - \gamma}{R} Q_j \right) \tilde{Q}_k.
\end{align*}
\]

Having computed these charges, one can easily check that, as expected, the entropy of each centre \((6.25)\) takes the conventional single-centre expression in terms of local charges and the intrinsic angular momenta, i.e.

\[
S_{r=0} = \pi \sqrt{-I_4(q_A^\Lambda, p_A^\Lambda) - \alpha^2},
\]

where \(I_4(q, p)\) is the quartic invariant defined in \((2.32)\). The equivalent formula holds for the entropy of the second centre.

The expression of the local charges also allows us to obtain the constraint giving the distance \(R\) between the two centres as a function of them. Its explicit value is a rather complicated function of the charges and the asymptotic moduli. Defining the quantity

\[
\vartheta_i \equiv \frac{q_B i p_B^i}{q_{B,i+1} q_{B,i+2}} - \frac{p_{B,i}^{i+1}}{q_{B,i+1}} - \frac{p_{B,i}^{i+2}}{q_{B,i+2}} - \frac{q_{A,i} p_A^i}{q_{A,i+1} q_{A,i+2}} + \frac{p_{A,i}^{i+1}}{q_{A,i+2}} + \frac{p_{A,i}^{i+2}}{q_{A,i+1}},
\]

where no sum over \(i\) is involved, one can show that

\[
2(\gamma - \tilde{\gamma}) \left( l_i + \sqrt{2} \frac{q_i}{R} \right) = \vartheta_i,
\]

for all \(i\). This gives that

\[
R = \sqrt{2} \frac{q_{i+1} \vartheta_{i+2} - q_{i+2} \vartheta_{i+1}}{l_{i+2} \vartheta_{i+1} - \vartheta_{i+2} l_{i+1}},
\]

whatever the choice of \(i\) is, and with no sum on \(i\). Note that this equation implies therefore two extra conditions on the charges of the constituent black holes and the asymptotic moduli. Together with the condition that \(q_0 = 0\), the system requires three constraints which correspond to the fix value of the phases \(\alpha_i\) defining \(h = 2 \sum_i H_i\) in this duality frame. It is therefore difficult to interpret the constraint \((6.32)\) as coming from the absence of time-like closed curves in this duality frame, and the definition of
the correct integrability equation, or bubble equation \([5, 31, 37, 38, 39]\), would require to consider the general solution with three arbitrary phases.

We now want to compute the mass and angular momentum of the solution. In order to do this, it is convenient to solve for \(h\) in function of the other constants by imposing asymptotic flatness, \(i.e.\ U \to 0\)

\[
h = \frac{1 + m_0^2}{l_1 l_2 l_3} - \sum_i l_i k_{i+1} k_{i+2}.
\]

(6.33)

For convenience we also define the quantities \(f_i\)

\[
f_i \equiv k_i l_{i+1} l_{i+2} - m_0,
\]

(6.34)

such that the asymptotic of the scalar fields reduces to

\[
t_i^0 = l_{i+1} l_{i+2} \frac{f_i + i}{1 + f_i^2}.
\]

(6.35)

In particular, the axions vanish for \(f_i = 0\). One computes the ADM mass

\[
M = \frac{1}{2\sqrt{2}} \left(-l_1 l_2 l_3 p^0 + \sum_i f_i l_i p^i + \sum_i \frac{1 + f_{i+1} f_{i+2}}{l_i} q_i \right).
\]

(6.36)

This formula reproduce the ADM mass as given in (3.34) for the value of the phase \(\alpha_i\)

\[
e^{-i\alpha_i} = \frac{(i - f_i)(i + f_{i+1})(i + f_{i+2})}{\prod_j \sqrt{1 + f_j^2}}.
\]

(6.37)

One important thing to note is that the property that the phases only depend on the asymptotic moduli \(t_i^0\) is due to the simplicity of the specific duality frame we chose; and that in general these phases depend non-trivially on the electromagnetic charges, as they do for single-centre solutions in particular. Although the mass appears to be linear in the electromagnetic charges in this particularly simple duality frame, this is a specific property of the latter and the mass formula would be highly non-linear for more general charges and asymptotic moduli.

In fact it is important for the stability that this mass formula does not apply for the single-centre solutions with electromagnetic charges \(q_{A \Lambda}, p_{A \Lambda}^\Lambda\) and \(q_{B \Lambda}, p_{B \Lambda}^\Lambda\), because one would then conclude that the mass of the composite solution is equal to the sum of

\[\text{One has reciprocally } f_i = e^{2\phi_i} a_i \text{ and } l_i^2 = \prod_{j \neq i} \frac{\left(e^{-2\phi_j} + e^{2\phi_j} a_i^2\right)}{e^{-2\phi_i} + e^{2\phi_j} a_i^2} \].
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the masses of the constituent black holes, and thus that the solution is only marginally stable. Note indeed that one cannot cancel the charges of one centre in (6.28) without modifying the electromagnetic charges of the other, such that single-centre solutions with the charges (6.28) are not themselves solutions of the system in this particular duality frame. One computes instead that the mass formula reproduces the value of the non-BPS fake superpotential if and only if

\[ p^i = -\frac{1}{l_i} \left( (f_{i+1} + s) \frac{q_{i+2}}{l_{i+2}} + (f_{i+2} + s) \frac{q_{i+1}}{l_{i+1}} \right), \tag{6.38} \]

which is the case when \( R \to \infty \) for \( s = m_0 - \gamma l_1 l_2 l_3 \). For more general charges, and in particular when \( R \) is finite and the solution is expected to be stable, the mass formula (6.36) corresponds to the ‘auxiliary fields’ dependent generalised fake superpotential \[ W(\beta^s) \] for which the auxiliary scalars, say \( \beta_\alpha \) for \( \alpha = 1, 2 \), are not extremum of the generalised fake superpotential, \( \frac{\partial W(\beta^s)}{\partial \beta_\alpha} \bigg|_{\beta^s} \neq 0 \). The auxiliary scalars \( \beta_\alpha \) parametrize the three phases \( \alpha \) satisfying that (3.34) is real and positive, and \( \beta_\alpha \) are determined by the conditions (6.37), and therefore only depend on the asymptotic value of the scalar fields, and not the electromagnetic charges. The true ‘fake superpotential’ (which defines the ADM mass of a single-centre non-BPS black hole) is instead defined as \( W(\beta^*) \), for which \( \frac{\partial W(\beta^s)}{\partial \beta_\alpha} \bigg|_{\beta^*} = 0 \). As advocated in [21], \( W(\beta^*) \) is bounded from below as a function of the moduli, in which case it coincides with the expression determined in [20], whereas it develops unstable directions for other values of the auxiliary scalars \( \beta_\alpha \). It must therefore exist configurations such that \( W(\beta^s) < W(\beta^*) \), but this is not true in general. In the present situation, the solution will be stable if

\[ M = W(\beta^*, q_\Lambda + q_\Phi, p_\Lambda) = W(\beta^s, q_\Lambda, p_\Lambda) + W(\beta^s, q_\Phi, p_\Phi) \]

\[ < W(\beta^*, q_\Lambda, p_\Lambda) + W(\beta^*, q_\Phi, p_\Phi) = M_A + M_B. \tag{6.39} \]

This is trivially satisfied if both \( \beta^* \) defines a maximum of \( W(\beta, q_\Lambda, p_\Lambda) \) and \( \beta^* \) a maximum of \( W(\beta, q_\Phi, p_\Phi) \), but this inequality does not seem to be satisfied for arbitrary charges and moduli, as opposed to the BPS case for which the triangle inequality \( |Z(q^\Lambda + q_\Phi, p_\Lambda + p_\Phi)| \leq |Z(q_\Lambda, p_\Lambda)| + |Z(q_\Phi, p_\Phi)| \) holds in general.

The angular momenta of the solution is given by

\[ J = -\left( \alpha + \tilde{\alpha} \right) + \frac{\gamma - \tilde{\gamma}}{2} c^{ijk} \left( l_i + \frac{Q_i + \tilde{Q}_i}{R} \right) Q_j \tilde{Q}_k \]

\[ = -\left( \alpha + \tilde{\alpha} \right) + p^\Lambda q_{\Lambda \Lambda} q_{\Lambda \Phi} - q_{\Lambda \Phi} p^\Lambda p^\Phi. \tag{6.40} \]

where in the second line we used the definition of the individual charges of each centre. It is very interesting to note that, when written in terms of the physical charges, the angular
momentum takes the very natural form of the sum of the intrinsic angular momenta plus
the contribution coming from the electromagnetic interaction between the centres.
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A Conventions for \( SO(4, 4) \)

In this appendix we give the explicit form of some of the conventions presented in sec-
tion 3.

First of all, our representation of \( SO(4, 4) \) is defined as the one preserving the matrix
(3.5), it is explicitly given by

\[
\eta = \begin{pmatrix}
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
\end{pmatrix}.
\]  

(A.1)

The algebra elements appearing in (3.6)

\[
\mathcal{V} = \exp[\zeta^{A_1 B_2 C_3} E_{A_1 B_2 C_3} + \sigma \mathcal{E}] \exp[\mathcal{U} \mathcal{H}] \begin{pmatrix}
\nu_{a_1 A_i}^A & 0 & 0 \\
0 & \nu_{a_1 A_i}^A & 0 \\
0 & 0 & (v^{-1})_{B_2 B_3} (v^{-1})_{C_3 C_3} \\
\end{pmatrix}
\]

(A.2)
are

\[
\zeta A_1 B_2 C_3 E A_1 B_2 C_3 + \sigma E = \begin{pmatrix}
0 & 0 & \sigma & 0 & \psi_0 & -\psi_3 - \psi_2 - \chi^1 \\
0 & 0 & 0 & \sigma & -\psi_1 & -\chi^2 - \chi^3 - \chi^0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\chi^0 & \chi^1 & 0 & 0 \\
0 & 0 & \chi^3 & -\psi_2 & 0 & 0 \\
0 & 0 & \chi^2 & -\psi_3 & 0 & 0 \\
0 & 0 & -\psi_1 - \psi_0 & 0 & 0 & 0
\end{pmatrix},
\]  
(A.3)

\[
U H = \begin{pmatrix}
U & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & U & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -U & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -U & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]  
(A.4)

and

\[
\begin{pmatrix}
 v_{a_1} A'_1 & 0 & 0 & 0 \\
0 & v_{a_1} A'_1 & 0 & 0 \\
0 & 0 & (v^{-1}) B'_b b_2 (v^{-1}) C'_c c_3 & 0
\end{pmatrix}
= 
\begin{pmatrix}
e^{-\phi_1} & a_1 e^{\phi_1} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & e^{\phi_1} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & e^{-\phi_1} & a_1 e^{\phi_1} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & e^{\phi_1} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & e^{\phi_2+\phi_3} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -a_3 e^{\phi_2+\phi_3} & e^{\phi_2-\phi_3} & 0 & 0 \\
0 & 0 & 0 & 0 & -a_2 e^{\phi_2+\phi_3} & 0 & e^{-\phi_2+\phi_3} & 0 \\
0 & 0 & 0 & 0 & a_2 a_3 e^{\phi_2+\phi_3} - a_2 e^{\phi_2-\phi_3} - a_3 e^{-\phi_2+\phi_3} e^{-\phi_2-\phi_3}
\end{pmatrix}.
\]
The solution of (3.19) in terms of the matrix (3.22) is

\[
\begin{align*}
D0 &: (1, 1, 1, 1) \quad -N = -\Xi_1 = Q_1 = -P^0 \\
D2 &: (1, -1, 1, 1) \quad M = -\Sigma_1 = -\Sigma_2 = \Sigma_3 = -\frac{1}{2}P^1 \\
& \quad (1, 1, -1, 1) \quad M = \Sigma_1 = -\Sigma_2 = \Sigma_3 = -\frac{1}{2}P^2 \\
& \quad (1, 1, 1, -1) \quad M = \Sigma_1 = \Sigma_2 = -\Sigma_3 = -\frac{1}{2}P^3 \\
D4 &: (1, 1, -1, 1) \quad -N = -\Xi_1 = \Xi_2 = \Xi_3 = -Q_1 = Q_2 = Q_3 = P^0 \\
& \quad (1, -1, 1, 1) \quad -N = \Xi_1 = -\Xi_2 = \Xi_3 = Q_1 = -Q_2 = Q_3 = P^0 \\
& \quad (1, -1, 1, -1) \quad -N = \Xi_1 = \Xi_2 = -\Xi_3 = Q_1 = Q_2 = -Q_3 = P^0 \\
D6 &: (1, -1, 1, 1) \quad M = -\Sigma_1 = \frac{1}{2}Q_0 \\
\overline{D0} &: (-1, -1, 1, -1) \quad -N = -\Xi_1 = -Q_i = P^0 \\
\overline{D2} &: (-1, 1, -1, 1) \quad M = -\Sigma_1 = \Sigma_2 = \Sigma_3 = \frac{1}{2}P^1 \\
& \quad (-1, -1, 1, 1) \quad M = \Sigma_1 = -\Sigma_2 = \Sigma_3 = \frac{1}{2}P^2 \\
& \quad (-1, -1, -1, 1) \quad M = \Sigma_1 = \Sigma_2 = -\Sigma_3 = \frac{1}{2}P^3 \\
\overline{D4} &: (-1, 1, 1, -1) \quad -N = -\Xi_1 = \Xi_2 = \Xi_3 = Q_1 = -Q_2 = Q_3 = -P^0 \\
& \quad (-1, -1, 1, 1) \quad -N = \Xi_1 = -\Xi_2 = \Xi_3 = Q_1 = Q_2 = -Q_3 = -P^0 \\
& \quad (-1, 1, -1, 1) \quad -N = \Xi_1 = \Xi_2 = -\Xi_3 = Q_1 = Q_2 = Q_3 = -P^0 \\
\overline{D6} &: (-1, 1, 1, 1) \quad M = -\Sigma_1 = -\frac{1}{2}Q_0
\end{align*}
\] (A.5)

These definitions deserve some explanations. The four-uplet of numbers give the weight of each generator with respect to the four generators $H_A$. In particular, given these numbers, one can just read the weight of the generators with respect to $h = b^A H_A$. In particular, for the BPS orbit, $b^A = (2, 0, 0, 0)$ and thus the weight is the first number of the four-uplet. In the duality frame that we have chosen in this paper, one can then show that each of the generator of the first part of the list, that all have weight one, couple respectively to D0, D2, D4, and D6-brane charges. The $\overline{D}$-brane generators are then naturally the dual one, with opposite weights. From this weights, it is then straightforward to see that the almost-BPS orbit ($b^A = (4, 2, 2, 2)$) corresponds to $\overline{D6}$-$D4$-$D2$-$D0$ solutions and the composite non-BPS ($b^A = (0, 2, 2, 2)$) to $\overline{D6}$-$\overline{D4}$-$D2$-$D0$ ones.

Finally, we give here the explicit form of the $KK$-rotation matrix, that takes us from one duality frame to another. An element $R \in KK$ acts on $\mathcal{V} \mathcal{V}^\dagger$ as

\[
\mathcal{V} \mathcal{V}^\dagger \rightarrow R \mathcal{V} \mathcal{V}^\dagger R^T
\] (A.6)
where $R$ is defined as

$$
R = \begin{pmatrix}
R_4(\alpha'_0, \alpha'_1) & 0 \\
0 & R_4(\alpha'_2, \alpha'_3)
\end{pmatrix}
$$

(A.7)

with

$$
R_4(\alpha_i, \alpha_j) = 
\begin{pmatrix}
\cos \alpha_i \cos \alpha_j & \cos \alpha_i \sin \alpha_j & \sin \alpha_i \cos \alpha_j & \sin \alpha_i \sin \alpha_j \\
-\cos \alpha_i \sin \alpha_j & \cos \alpha_i \cos \alpha_j & -\sin \alpha_i \sin \alpha_j & \sin \alpha_i \cos \alpha_j \\
-\sin \alpha_i \cos \alpha_j & -\sin \alpha_i \sin \alpha_j & \cos \alpha_i \cos \alpha_j & \cos \alpha_i \sin \alpha_j \\
\sin \alpha_i \sin \alpha_j & -\sin \alpha_i \cos \alpha_j & -\cos \alpha_i \sin \alpha_j & \cos \alpha_i \cos \alpha_j
\end{pmatrix}.
$$

(A.8)

The angles $\alpha'_\Lambda$ appearing in the $R$ matrix are related to the one of (3.28) through

$$
\alpha_0 = \alpha'_0 - \sum_i \alpha'_i, \quad \alpha_i = \alpha'_0 + \alpha'_i.
$$

(A.9)
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