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ABSTRACT
The majority of recent state-of-the-art speaker verification architectures adopt multi-scale processing and frequency-channel attention mechanisms. Convolutional layers of these models typically have a fixed kernel size, e.g., 3 or 5. In this study, we further contribute to this line of research utilizing a selective kernel attention (SKA) mechanism. The SKA mechanism allows each convolutional layer to adaptively select the kernel size in a data-driven fashion. It is based on an attention mechanism which exploits both frequency and channel domain. We first apply existing SKA module to our baseline. Then we propose two SKA variants where the first variant is applied in front of the ECAPA-TDNN model and the other is combined with the Res2net backbone block. Through extensive experiments, we demonstrate that our two proposed SKA variants consistently improves the performance and are complementary when tested on three different evaluation protocols.

Index Terms— speaker verification, selective kernel attention, multi-scale module

1. INTRODUCTION
In recent years, various deep neural network (DNN) architectures for speaker verification (SV) systems have been proposed [1–6]. Current state-of-the-art architectures typically utilise 1-dimensional convolutional neural networks (1D-CNNs) such as x-vector, RawNet3, or ECAPA-TDNN [7–9]. Among these, ECAPA-TDNN [9] is widely adopted, demonstrating stable yet competitive performance across a wide range of studies. It involves Res2net backbone blocks with a squeeze-excitation (SE) layer at the end of each block, where the Res2net incorporates multi-scale modelling and the SE efficiently recalibrates the channel (filter) axis of a CNN feature map [10, 11].

Several architectures that extend ECAPA-TDNN have also been proposed [12, 13]. Authors of [12] extended ECAPA-TDNN and proposed ECAPA-CNN-TDNN, by adding a 2D-CNN-based front-end with frequency-wise SE layers to incorporate frequency translational invariance. Similarly, MFA-TDNN [13] applied a 2D-CNN-based module in front of the original ECAPA-TDNN identical to the ECAPA-CNN-TDNN; however, it proposed to replace the 2D-CNN-based module with a multi-scale frequency-channel attention module. Leveraging the multi-scale processing capability and the attention module, which resembles the SE layer, MFA-TDNN demonstrates competitive performance across test scenarios involving diverse duration.

To this end, we explore to further push this line of research. We adapt the selective kernel attention (SKA) mechanism more effectively to speaker verification, inspired by [14–18]. Speech signals have multi-scale and hierarchical linguistic structures (e.g., phoneme, syllable, and word) and different time-frequency responses [19]. The SKA module is expected to adaptively emphasise the local and global information required for extracting robust speaker-discriminative representations. Hence, our model architecture, which involves several different-sized kernels can choose which kernel to concentrate on in a data-driven fashion.

We further propose two modules, which are variants of the SKA. First, we propose multi-scale SKA (msSKA) which incorporates the SKA approach with the Res2net-based backbone modules. The objective is to develop a backbone module which can better model utterances with diverse durations. Second, we propose frequency-wise SKA (fwSKA) which adapts the SKA module to operate upon the frequency axis of a feature map. It is designed to inject global frequency information across the intermediate feature representations, similarly to [12].

Experiments conducted with three different evaluation protocols consistently demonstrate the effectiveness of our proposed approaches over the baseline systems. We also observe the identical tendency across three different durations.

The rest of this paper is organised as follows: Section 2 describes the selective kernel attention module, Section 3 introduces the proposed SKA-variants, and Sections 4 presents the proposed architectures. Then the experimental settings and results are addressed in Sections 5 and 6, respectively. Finally, we conclude in Sections 7.
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2. SELECTIVE KERNEL ATTENTION MODULE

This Section describes the selective kernel attention (SKA) mechanism [14] which can select the kernel size adaptive in a data-driven fashion.

For a given $X \in \mathbb{R}^{C' \times F' \times T'}$, let $F_{k_i} : X \rightarrow U_{k_i} \in \mathbb{R}^{C \times F \times T}$ be a convolution operator with kernel size $k_i$. First, the input feature map $X$ is split into $N$ branches. Each convolution layer, $F_{k_i}$, generates $U_{k_i}$, where each of the $\{k_i\}_{i=1}^{N}$ has a pre-defined different kernel size. To integrate different scales of information into the next layer, $N$ branches are fused by an element-wise summation, i.e., $U = \sum_{i=1}^{N} U_{k_i}$.

Then 2D global average pooling (GAP) embeds the global information into the channel-wise feature vector $s \in \mathbb{R}^{C}$ as follow:

$$s = \frac{1}{F \times T} \sum_{f=1}^{F} \sum_{t=1}^{T} U(f, t).$$

(1)

The fully-connected (FC), batch normalisation (BN) and ReLU layers are sequentially passed to squeeze the channel-wise compact feature $z \in \mathbb{R}^{d}$:

$$z = \text{ReLU}(\text{BN}(W_s)),$$

(2)

where $W \in \mathbb{R}^{d \times C}$ denotes the weight matrix of a FC layer and $d$ is the dimensionality of $z$. Next, soft attention weights across channels $a_{k_i} = [a_{k_i;1}, \ldots, a_{k_i;C}]^T \in \mathbb{R}^{C}$ are calculated via a softmax function as follows:

$$a_{k_i,j} = \frac{\exp(A_{k_i;j}z)}{\sum_{N=1}^{N} \exp(A_{k_i;j}z)},$$

(3)

where $A_{k_i;j} \in \mathbb{R}^{d}$ is the $j$-th FC weight row vector of $A_{k_i} = [A_{k_i;1}, \ldots, A_{k_i;C}]^T \in \mathbb{R}^{C \times d}$.

Finally, the output feature map $V \in \mathbb{R}^{C \times F \times T'}$ is computed as the weighed summation over the different branches:

$$V_j = \sum_{i=1}^{N} a_{k_i;j} U_{k_i;j}, \quad \sum_{i=1}^{N} a_{k_i;j} = 1.$$  

(4)

where $V_j$ and $U_{k_i;j} \in \mathbb{R}^{F \times T}$ are the $j$-th components of $V$ and $U_{k_i}$, respectively. We note the conventional SKA as channel-wise SKA (cwSKA) throughout this paper.

3. PROPOSED SKA-VARIANTS

3.1. Frequency-wise SKA (fwSKA)

The conventional SKA method, cwSKA, extracts the global information regarding the channel importance by using 2D GAP on the $F \times T$ dimension. However, speaker-discriminative information may also exist in the frequency or temporal domain, which the channel-wise recalibration cannot effectively capture. Thus, we propose frequency-wise SKA (fwSKA) to aggregate global frequency information to the attention weights using the SKA framework. It adopts the same SKA technique, however, $s$ is a frequency-wise feature vector rather than a channel-wise feature vector:

$$s = \frac{1}{C \times T} \sum_{c=1}^{C} \sum_{t=1}^{T} U(c, t).$$

(5)

Compact feature $z$, attention weights $a$, and the output feature map $V$ is derived in the same manner with cwSKA. However, note that their dimensionalities are $F$, not $C$ because they operate upon the frequency dimension.

3.2. Multi-scale SKA (msSKA)

We apply both the conventional cwSKA and our proposed fwSKA to the 2D-CNN module that places in front of the ECAPA-TDNN. However, we believe that the SKA technique can be also complementary with the Res2net backbone block of the ECAPA-TDNN, which also focuses on processing data in a multi-scale fashion. Hence, the multi-scale SKA (msSKA) module is proposed. The msSKA module replaces the single kernel 1D-CNN in Res2net block of the ECAPA-TDNN architecture.

In the msSKA module, a 2D input feature map $X \in \mathbb{R}^{C' \times F' \times T'}$ is first evenly divided into $s$ feature map subsets $\{x^{(j)}\}_{j=1}^{s} \in \mathbb{R}^{(C'/s) \times T'}$ where $s$ denotes the number of scales. Let $G_{k_i} : x^{(j)} \rightarrow y^{(j)}_{k_i} \in \mathbb{R}^{(C'/s) \times T}$ be 1D convolution operator with kernel size $k_i$. The 1D convolution $G_{k_i}$ is applied to the each feature map subset $\{x^{(j)}\}_{j=1}^{s}$, and the output
braches are integrated by the an element-wise summation:

\[ s^{(j)} = \frac{1}{T} \sum_{t=1}^{T} U^{(j)}(t), \quad U^{(j)} = \sum_{i=1}^{N} U_{k_i}^{(j)}, \quad (6) \]

where \( U^{(j)} \in \mathbb{R}^{(C/s) \times T} \) is the \( j \)-th scale’s fused feature map obtained via 1D-CNN with different kernel sizes. Also, the \( j \)-th compact feature \( z^{(j)} \), attention weights \( a^{(j)} \), and output feature map \( V^{(j)} \) are calculated as in the Section 2 and 3.1. Finally, all \( j \) feature maps are concatenated in the channel axis.

### 4. MODEL ARCHITECTURES

Figure 3 illustrates the overall scheme of the proposed architecture. We propose three blocks leveraging the SKA mechanism described in the previous Section, namely, fcwSKA, fwSKA, and msSKA blocks. The fcwSKA stands for applying fwSKA and cwSKA in sequence. Except for the proposed msSKA block, all blocks exist within the 2D-CNN block in front of the ECAPA-TDNN architecture. The msSKA block replaces the Res2net block within the ECAPA-TDNN.

**The fcwSKA block.** comprises a 2D-CNN, fwSKA, cwSKA, SE layers sequentially with the residual connection. Each fcwSKA block is included in front of the ECAPA-TDNN.

**The fwSKA block.** has the same architecture as the fcwSKA block, but only consists of the fwSKA layer between the 2D-CNN and SE layers.

**The msSKA block.** resembles a typical Res2net backbone block within the ECAPA-TDNN. However, we adopt msSKA to each scale except one.

By applying above blocks to the ECAPA-TDNN or ECAPA-CNN-TDNN architecture, we propose four systems:

- **ECAPA-TDNN with msSKA.** does not employ a 2D CNN-based block in front of the ECAPA-TDNN. It replaces the backbone blocks with the msSKA-based blocks (Figure 3, right). In each msSKA block, we use \( N = 2 \) for the 1D-CNNs with kernel sizes, where their sizes are 3 and 5. Both the dilation and group size are set to 1, and the reduction ratio \( C/d \) is 8. We adopt a channel of 1,024 and a scale of 8.

- **ECAPA-CNN-TDNN with fcwSKA.** places the proposed fcwSKA-based blocks instead of the front network of standard ECAPA-CNN-TDNN (Figure 3 left). In each fcwSKA block, the 2D-CNNs with the kernel sizes of 3×3 and 5×5 are exploited. The dilation, the group size, and the reduction ratio are set to the same values as in the ECAPA-TDNN with msSKA. For the multi-scale TDNN networks, a channel of 1,024 and a scale of 8 are used.

- **ECAPA-CNN-TDNN with fwSKA.** has the same structure as the ECAPA-CNN-TDNN with fcwSKA, except for only containing the fwSKA layer in the SKA blocks.

- **SKA-TDNN.** consists of both the fcwSKA block-based front and the msSKA block-based TDNN networks (Figure 3). We set the hyper-parameters to the same values used in the ECAPA-TDNN with msSKA and the ECAPA-CNN-TDNN with fcwSKA.

We adopt the channel and context-dependent statistic pooling [9] to aggregate the frame-level output features in all systems. We adopt the equal-weighted summation of the additive angular margin (AAM) softmax [20] and the angular prototypical (AP) [3] objective functions to train all networks.
We use the development set of VoxCeleb1-O, VoxCeleb-E and VoxCeleb-H evaluation protocols. COS: Vanilla cosine similarity. TTA: Test time augmentation. SN: Adaptive score normalisation. 1: Our implementation.

### 5. EXPERIMENTS

#### 5.1. Baseline model architectures

We utilise the following six baselines: ResNet34 Q/SAP, H/ASP [6], ECAPA-TDNN [9], ECAPA-CNN-TDNN [12], MFA-TDNN [13], and the ECAPA-CNN-TDNN with cwSKA. Among the baselines MFA-TDNN and ECAPA-CNN-TDNN with cwSKA would be the most competitive systems. MFA-TDNN is the most recently proposed system in this line of speaker verification research and we designed ECAPA-CNN-TDNN with cwSKA to validate how well the model performs when the conventional cwSKA is applied. Except for ResNet34 Q/SAP and H/ASP baselines where we used the pre-trained weight parameters, our own implementations were carried out for the other models.

#### 5.2. Dataset and evaluation protocol

We use the development set of VoxCeleb2 dataset [4] for training the models, which consists of 1,092,009 utterances from 5,994 speakers. The evaluation is performed using VoxCeleb1 dataset [3] where we report the equal error rate (EER) and the minimum detection cost function (MinDCF) for three different evaluation protocols, namely VoxCeleb1-O, VoxCeleb-E and VoxCeleb-H. $P_{target}=0.05$ and $C_{mixs}=C_{fa}=1$ are used to calculate the MinDCF metric.

#### 5.3. Back-end approaches for the scoring

We report the performance of each model using three different back-end methods: (1) vanilla cosine similarity (COS), (2) test time augmentation (TTA), and (3) score normalisation (SN). For the vanilla COS, the whole utterance is used as input to extract an embedding. For the TTA [4], we first segment each utterance into ten 4-second segments with overlaps. The score for a given trial is derived by averaging cosine similarity values between all pairs of segments (i.e., $10 \times 10=100$). Finally, for the SN [21], we normalise the computed vanilla COS scores. We adopt the VoxCeleb2 development set as the cohort set and then select the top 50,000 vanilla COS scores among cohort impostors to calculate the statistics for SN.

#### 5.4. Implementation details

We implement models with the PyTorch library and conduct experiments using 4 NVIDIA GeForce RTX 3090 GPUs in
parallel\(^1\). During training, we randomly crop an input utterance to a 2-second segment and then augment it with either MUSAN noises [22] or the simulated room impulse responses (RIRs) [23]. Input features to the models are 80-dimensional log mel-filterbanks derived with a hamming window length of 25ms and hop-size of 10ms with 512-size FFT bins. We apply mean and variance normalisation to the log mel-filterbanks [24].

The AAM-softmax objective function [20] adopts a margin of 0.2 and a scale of 30. The AP objective function [5] uses one utterance for the prototype. For training, all models are trained with a batch size of 200 and optimised using an Adam optimiser [25] with a weight decay of 2e-5. The learning rate was scheduled via the cosine annealing with warm-up restart [26] with a cycle size of 25 epochs, the maximum learning rate of 1e-3 and the decreasing rate of 0.8 for two cycles.

6. RESULTS

6.1. Main results

Table 1 describes the main experiments where we report the performances of several baselines and the proposed SKA-based models. We additionally report the evaluation result on short duration scenario. Speaker embedding extracted from a full duration of an enrolment utterance is compared with either a test utterance with 3-second or 1.5-second duration. We crop the middle part of an utterance to generate a short segment and if the utterance length is shorter than the target duration, we first duplicate and then perform cropping, following the protocol in [2, 27]. We also report the results using the three scoring approaches, i.e., the vanilla COS, TTA, SN, described in Section 5.3.

By comparing rows 3 and 7 of Table 1, we observe marginal improvement by applying the proposed msSKA module in the backbone module (ECAPA-TDNN vs ECAPA-TDNN with msSKA). Both models outperform the ResNet-based models (ResNet34 Q/SAP and H/ASP), which are commonly used in the SV field. Next, we show that the use of frequency-wise SKA in the front module (rows 8 and 9 of Table 1) helps improve the performance compared to the system using only conventional channel-wise SKA (rows 6 of Table 1). In addition, SKA-TDNN, including both fcwSKA block-based front module and msSKA block-based TDNN network, obtains the best performing result, achieving EER of 0.78% and MinDCF of 0.047 on the VoxCeleb-O test set, respectively. Although the SKA-based models introduce additional parameters, they effectively improve the performance without severely slowing down the inference process.

We also investigate the effect of SKA-based models on test utterances with different duration. The proposed SKA-based models show consistent relative improvement under all test scenarios on different duration. Compared to the SN results of best performing baseline, ECAPA-TDNN with cwSKA, on the VoxCeleb1-O test set, the SKA-TDNN obtains relative improvements of 4.35% and 6.82% in terms of EER on 3.0-second and 1.5-second test utterances, showing more improvement with shorter utterances.

Across all models including the proposed architectures, TTA and SN results show improved performance than those of typical cosine similarity (COS) where SN consistently showed the best performance on all evaluation sets.

6.2. Analysis and interpretation

We further design an additional experiment to gain insights on the SKA module’s working mechanism. For this purpose, we observe the values of attention vectors \((\mathbf{a}_{3 \times 3}, \mathbf{a}_{5 \times 5})\) that decide on which kernel, either \(3 \times 3\) or \(5 \times 5\), is more utilised when utterances with different resolutions are input. Utterances with different resolutions are generated using upsampling with interpolation as illustrated in the right side of Figure 4.

---

\(^1\)Implementation is available at https://github.com/msh9184/ska-tdnn.git.
The left and the middle sides of Figure 4 illustrate attention weights of $5 \times 5$ kernel and $3 \times 3$ kernel using an utterance randomly sampled from the VoxCeleb1 test set. Through visualisation, we observe that for the $5 \times 5$ kernel, attention values tend to increase as the input is upsampled more. In contrast, for the $3 \times 3$ kernel, attention values are the lowest when it is upsampled the most (yellow line). We hence confirm that the SKA module adaptively selects the kernel size, thereby selecting the receptive field size, adjusted in a data-driven fashion.

7. CONCLUSION

This paper explored a selective kernel attention (SKA) module, allowing each convolutional layer to adaptively adjust kernel size based on an attention mechanism applied to both frequency and channel domain. In addition, we proposed architectures by integrating the frequency-channel-wise SKA block-based front and the multi-scale SKA block-based TDNN networks. Vast experiments conducted using three different evaluation protocols demonstrate that both proposed SKA-based modules boost the verification performance and applying both modules simultaneously performed the best. The SKA modules are relatively robust to short duration scenarios.
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