Soil weathering dynamics and erosion in a dry oceanic area of the southern hemisphere (Otago, New Zealand)
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Landscape evolution is driven by tectonics, climate and surface denudation. In New Zealand, tectonics and steep climatic gradients cause a dynamic landscape with intense chemical weathering, rapid soil formation, and high soil losses. In this study, soil, and elemental redistribution along two adjacent hillslopes in East Otago, New Zealand, having different landscape settings (ridge versus valley) are compared to identify soil weathering and erosion dynamics. Fallout radionuclides ($^{239+240}$Pu) show that over the last ~ 60 years, average soil erosion rates in the valley (~ 260 [t km$^{-2}$ year$^{-1}$]) are low compared to the ridge (~ 990 [t km$^{-2}$ year$^{-1}$]). The ridge yields up to 26% lower soil weathering intensity than the topographically-protected valley. The lowest soil weathering intensity is found at both hilltop positions, where tors (residual rocks) are present and partially disintegrate. The soil weathering intensity increases with distance from tors, suggesting that tors rejuvenate the chemical weathering signature at the hilltop positions with fresh material. The inversed and decreasing weathering degree with all soil depth indicates that the fresh mineral contribution must be higher at the soil surface than at the bedrock weathering front. Higher erosion rates at the exposed ridge may be partially attributed to wind, consistent with rock abrasion of tors, and low local river sediment yields (56 [t km$^{-2}$ year$^{-1}$]). Thus, the East Otago spatial patterns of soil chemistry and erosion are governed by tor degradation and topographic exposure.

New Zealand loses about 200 [Mt year$^{-1}$] of sediment through erosion to the ocean1, discharging about 1–2% of the world's annual average of sediment to the ocean while making up only ~ 0.1% of the global land mass2. Currently, one-third of New Zealand is prone to wind erosion3,4, which is particularly prevalent in the east of the South Island. The exposed uplands of Otago province (Fig. 1a), with their depleted grassland vegetation and semi-arid environment (Fig. 1b), are particularly affected by wind erosion5. Weathering intensity data on the west coast of the South Island indicated that soil chemical denudation rates increase proportionally with erosion rates among the highest levels observed globally6, but the weathering dynamics are poorly constrained. Previous work showed that soil is produced more rapidly from bedrock than previously recognized and that the denudation rates primarily control the pace of these high soil production rates.

In general, chemical weathering and physical erosion rates increase with higher precipitation. In contrast, high vegetation cover decreases physical erosion rates and thus also denudation and soil production rates7, displaying a co-depends between vegetation growth and soil stabilization rates. Active tectonic processes and steep climatic gradients in New Zealand lead to a highly dynamic landscape with intense chemical weathering, high soil formation rates, and high soil losses. The complex interplay between these processes is only starting to be investigated in the dynamic New Zealand environment. Several mapping campaigns to study erosion have
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been undertaken\textsuperscript{4,5,11}. Among these, soil-surface dynamic studies have used $^{137}$Cs as the quantitative soil erosion tracer\textsuperscript{12–14}. However, the fallout radionuclides (FRNs) $^{239+240}$Pu are increasingly used for quantifying soil erosion rates relative to $^{137}$Cs, due to the advantages of a longer half-life, often lower spatial variability, and lower analytical uncertainty\textsuperscript{15,16}.

In this study, soil, and element redistributions of two transects in contrasting semi-arid landscape settings of a valley and an adjacent ridge in East Otago, South Island, New Zealand (Fig. 1a), are investigated to better understand weathering and erosion dynamics in rocky dry landscapes. We used a multi-method approach that

Figure 1. (a) Potential soil erosion map of New Zealand’s South Island\textsuperscript{7}. (b) Annual rainfall of New Zealand’s South Island\textsuperscript{8} and position of the study area with study site locations. (c) Map of the contemporary wind erosion distribution (darkened areas represent the contemporary wind erosion distribution) in New Zealand from the New Zealand Land Resource Inventory\textsuperscript{9}. (d,e) detailed study site sampling maps (Google Maps and Google Earth, 2019). Both (f) and (g) are examples of highly weathered and hollowed out local schist tors at the investigated ridge.
integrates soil geochemistry, weathering indices, carbon isotopes and fallout radionuclides along the two transsects. We show how major and trace elements (and consequently chemical weathering indices) differ between the two landscape settings; how they compare to erosion rates in other parts of New Zealand and other (semi-)arid areas globally; how the results using the $^{239,240}$Pu-based method compare to previous results using $^{137}$Cs as an erosion tracer; and how soil redistribution rates (erosion and deposition) correlate with chemical weathering patterns as a function of topography.

**Results**

**General site and soil properties.** The investigated sites are east of the hilly Otago upland ($12^\circ$–$25^\circ$ slope angle; Fig. 1a,b,d,e; Table 1) above 300 masl. Two hillslopes in close proximity (~5 km; Fig. 1d,e) but with differing landscape settings (Fig. 1b) were sampled, one in a valley (location 1; Fig. 1d) and the other on an exposed ridge (location 2; Fig. 1e; Table 1; see “Materials and methods” for more details). The studied soils are weakly developed and show limited signs of soil-forming processes. Both study sites are classified as laminar pallic soils in the Soils Map of New Zealand$^{17}$. They are silty, seasonally dry (dry in summer and wet in winter), with pale-coloured (light yellow–brown to olive yellow), high-density subsoils which are low in iron oxides (in comparison to other New Zealand soil orders), and poorly structured$^{18}$. Field observations instead suggest a Regosols and Leptosols per the World Reference Base (WRB) classification$^{19}$ (Table 1). A topsoil with distinct humus accumulation is present (Table 2), but underlying B horizons are weakly expressed and highly mixed with angular schist rock clasts, which in places constitute definite gravel layers. The profile differentiation among all soil pits is weak, with a shallow A (< 15 cm) and Bw (< 20 cm) horizon in places separated by wavy/lobate or irregular boundaries (S1, S2, S3, S4 sites).

**Physical and chemical soil characteristics.** The reference sites at both landscape settings reached no more than 30 cm soil thickness (above the R horizon), while the nearby slope sites allowed the sampling of an additional 10 cm. The soil is strongly mixed with schist rock clasts of various sizes resulting in high soil density when in some cases, approaches that of underlying Otago Schist rock density (e.g., 2.65–2.78 [g cm$^{-3}$])$^{20}$. The bulk density of the samples at both sites increased with depth and ranged in the valley between 0.86–2.62 [g cm$^{-3}$] and at the ridge from 0.48 [g cm$^{-3}$] to 2.55 [g cm$^{-3}$] (Table 2; Supplementary Fig. S1). The bulk density average is 1.69 [g cm$^{-3}$] and 1.39 [g cm$^{-3}$] for the valley and ridge.

The pH indicates strongly to slightly acidic conditions. It decreases with soil depth (valley: p = 0.52; ridge: p = 0.73) with higher pH values at the valley [maximum: 5.47; minimum: 3.87; average (n = 56): 4.45] compared to the ridge [maximum: 5.45; minimum: 3.64; average (n = 46): 4.35] (Table 2), yet with an homogeneity of variance (valley: ridge is F: 0.52 to F$\alpha$: 0.63). No carbonate was present in the soils in the local quartz-rich Otago schist bedrock environment and a soil pH of around 5 or lower at all soil profiles (Table 2). In contrast, the nitrogen content is found to be higher at the ridge, with a maximum of 22.2 [g kg$^{-1}$] compared to the valley maximum of 8.0 [g kg$^{-1}$] (Table 2; Supplementary Fig. S1). This is also supported by the heterogeneity of variance (valley: ridge is F: 0.12 to F$\alpha$: 0.63). The difference in the nitrogen content is most expressed within the first 5 cm of the soil, where the ridge average at 13.7 [g kg$^{-1}$] is more than double the valley average of 6.5 [g kg$^{-1}$] (Table 2). The nitrogen decreases mostly gradually with soil depth (valley: p = 0.80; ridge: p = 0.68) with some exceptions like C$_{org}$ trends (see below) at both sites down to values as low as 1.4 [g kg$^{-1}$] in the valley and 2.0 [g kg$^{-1}$] at the ridge. The sulphur content is ~10 times higher in soils (Supplementary Table S2; Supplementary Fig. S1) than in adjacent rock tors (Supplementary Table S5). The total organic carbon (C$_{org}$) that equals C$_{org}$ (acidic soils and thus no carbonates present) and organic matter content present a similar yet weaker depth pattern to nitrogen (valley: p = 0.77; ridge: p = 0.55). At the pits P1 and P2 at site S2 and pit P2 at site S1 (valley), the decreasing trend downwards is interrupted by a relative peak of increase at depths of 5–10 or 10–20 cm. Similarly, in pit P1 at site S3 (exposed ridge), a relative minimum occurs at a depth of 20–30 cm. This behavior with depth largely parallels the nitrogen patterns (N:C$_{tot}$ valley: p = 0.96; ridge: p = 0.99). The C$_{tot}$ of valley soils ranges from 0.23 to 106 [g kg$^{-1}$] and ridge soils span from 16.6 to 230 [g kg$^{-1}$]. Like nitrogen, the most considerable differences in soil C$_{tot}$ between the two settings occur within the top 5 cm (Table 2; Supplementary Fig. S1). The average top 5 cm exhibit a C$_{tot}$ of 72.8 [g kg$^{-1}$] in the valley, which is only half of the C$_{tot}$ average of 157.8 [g kg$^{-1}$] at the ridge. The similarities of the carbon and nitrogen patterns result

| Site            | Coordinates (WGS 84) | Elevation (m a.s.l.) | Slope | Parent material | Vegetation | WRB soil orders |
|-----------------|----------------------|----------------------|-------|-----------------|------------|----------------|
| Location 1 (Valley) |                      |                      |       |                 |            |                |
| Reference (R1)  | S 45° 27.180′ E 170° 20.660′ | 374                  | 0°    | Otago Schist   | Pasture    | Leptosol       |
| Back slope 1 (S1) | S 45° 27.173′ E 170° 20.636′ | 370                  | 18°   | Otago Schist   | Pasture    | Regosol        |
| Foot slope 2 (S2)  | S 45° 27.174′ E 170° 10.614′ | 363                  | 11°   | Otago Schist   | Pasture    | Regosol        |
| Location 2 (Ridge)    |                      |                      |       |                 |            |                |
| Reference (R2)  | S 45° 29.968′ E 170° 16.660′ | 582                  | 0°    | Otago Schist   | Pasture    | Leptosol       |
| Back slope 1 (S3)  | S 45° 29.977′ E 170° 16.643′ | 578                  | 19°   | Otago Schist   | Pasture    | Regosol        |
| Foot slope 2 (S4)  | S 45° 29.994′ E 170° 16.660′ | 573                  | 12°   | Otago Schist   | Pasture    | Leptosol       |

Table 1. Study site characteristics.
| Location 1 (Valley) | Depth (cm) | Bulk density (g cm\(^{-3}\)) | Soil skeleton (%) | pH (–) | LOI\(^a\) (%) | N (g kg\(^{-1}\)) | C\(\text{tot}\) (g kg\(^{-1}\)) | OM\(^b\) (g kg\(^{-1}\)) | C/N (–) | δ\(^{13}\)C (‰) |
|------------------|-----------|-------------------------------|------------------|-------|-------------|----------------|----------------|----------------|--------|--------------|
| Reference site (R1) | 0–5 | 1.07 | 22.8 | 1.57 | 10.5 | 1.65 | 39.30 | 78.6 | 9.5 | −25.50 |
| L1-R1-P1-1 | 0–5 | 1.32 | 25.7 | 4.45 | 18.3 | 6.36 | 75.30 | 129.9 | 11.8 | −28.05 |
| L1-R1-P1-2 | 0–5 | 1.49 | 38.6 | 4.27 | 12.0 | 4.37 | 45.60 | 78.6 | 10.4 | −27.67 |
| L1-R1-P2-1 | 0–5 | 1.45 | 42.8 | 4.36 | 12.5 | 4.21 | 47.40 | 81.7 | 11.3 | −26.80 |
| L1-R1-P2-2 | 0–5 | 1.16 | 36.0 | 4.60 | 16.2 | 6.9 | 83.50 | 144.0 | 12.1 | −26.04 |
| Slope 1 (S1) | 0–5 | 1.12 | 39.1 | 4.28 | 13.8 | 5 | 53.80 | 92.8 | 10.8 | −24.73 |
| L1-S1-P1-1 | 0–5 | 1.17 | 20.6 | 4.63 | 18.2 | 7.97 | 76.80 | 132.4 | 9.6 | −25.56 |
| L1-S1-P1-2 | 0–5 | 1.45 | 42.8 | 4.36 | 12.5 | 4.21 | 47.40 | 81.7 | 11.3 | −26.80 |
| L1-S1-P2-1 | 0–5 | 1.12 | 39.1 | 4.28 | 13.8 | 5 | 53.80 | 92.8 | 10.8 | −24.73 |
| L1-S1-P2-2 | 0–5 | 1.45 | 42.8 | 4.36 | 12.5 | 4.21 | 47.40 | 81.7 | 11.3 | −26.80 |
| Slope 2 (S2) | 0–5 | 1.05 | 38.4 | 4.28 | 7.8 | 3.57 | 22.80 | 39.3 | 6.4 | −25.55 |
| L1-S2-P1-1 | 0–5 | 1.05 | 22.2 | 4.97 | 22.5 | 7.93 | 97.20 | 146.7 | 12.3 | −26.29 |
| L1-S2-P1-2 | 0–5 | 1.44 | 49.4 | 4.86 | 15.5 | 6.1 | 62.10 | 107.1 | 10.2 | −26.77 |
| L1-S2-P2-1 | 0–5 | 1.44 | 49.4 | 4.86 | 15.5 | 6.1 | 62.10 | 107.1 | 10.2 | −26.77 |
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| Location 2 (Ridge) | Reference site (R2) |
|-------------------|---------------------|
| **Depth (cm)** | **Bulk density (g cm\(^{-3}\)** | **Soil skeleton (%)** | **pH (-)** | **LOI\(^a\) (%)** | **N (g kg\(^{-1}\))** | **C\(_{tot}\) (g kg\(^{-1}\))** | **OM\(^b\) (g kg\(^{-1}\))** | **C/N (-)** | **\(\delta^{13}C\) (‰)** |
| L1-S2-P2-2 | 0–5 | 1.32 | 29.8 | 4.91 | 10.6 | 4.15 | 39.40 | 67.9 | 9.5 | −27.10 |
| | 5–10 | 1.49 | 32.6 | 4.73 | 10.8 | 4.32 | 40.10 | 69.2 | 9.3 | −26.98 |
| | 10–20 | 1.89 | 52.6 | 4.23 | 6.2 | 2.78 | 17.50 | 36.2 | 6.3 | −26.4 |
| | 20–30 | 1.89 | 54.7 | 4.12 | 3.6 | 2.56 | 5.24 | 9.0 | 2.1 | −26.27 |
| | 30–40 | 2.08 | 78.0 | 4.17 | 3.1 | 1.41 | 0.23 | 0.4 | 0.2 | −26.75 |
| L2-R2-P1-1 | 0–5 | 0.48 | 20.4 | 5.34 | 41.8 | 22.22 | 230.00 | 396.6 | 10.4 | −25.78 |
| | 5–10 | 0.54 | 7.4 | 4.94 | 34.2 | 17.45 | 194.00 | 334.5 | 11.1 | −23.93 |
| | 10–20 | 1.11 | 18.0 | 4.64 | 24.9 | 10.64 | 156.00 | 269.0 | 10.6 | −26.24 |
| | 20–30 | 1.29 | 30.9 | 3.76 | 7.57 | 50.00 | 100.4 | 172.4 | 13.2 | −25.25 |
| L2-R2-P2-1 | 0–5 | 0.57 | 14.2 | 4.69 | 42.4 | 18.54 | 226.00 | 389.7 | 12.2 | −25.99 |
| | 5–10 | 0.91 | 4.08 | 33.2 | 12.26 | 56.00 | 104.00 | 179.3 | 9.8 | −26.17 |
| | 10–20 | 0.90 | 38.4 | 3.79 | 23.1 | 10.64 | 113.00 | 194.9 | 10.6 | −26.24 |
| | 20–30 | 1.61 | 22.4 | 10.1 | 3.07 | 0.23 | 0.4 | 0.2 | −26.75 |
| L2-R2-P2-2 | 0–5 | 0.57 | 14.2 | 4.69 | 42.4 | 18.54 | 226.00 | 389.7 | 12.2 | −25.99 |
| | 5–10 | 0.91 | 4.08 | 33.2 | 12.26 | 56.00 | 104.00 | 179.3 | 9.8 | −26.17 |
| | 10–20 | 0.90 | 38.4 | 3.79 | 23.1 | 10.64 | 113.00 | 194.9 | 10.6 | −26.24 |
| | 20–30 | 1.61 | 22.4 | 10.1 | 3.07 | 0.23 | 0.4 | 0.2 | −26.75 |
| L2-S3-P1-1 | 0–5 | 0.61 | 20.7 | 4.95 | 33.9 | 15.06 | 159.00 | 274.2 | 10.6 | −26.71 |
| | 5–10 | 1.16 | 17.0 | 3.87 | 19.4 | 6.77 | 81.60 | 140.7 | 12.1 | −25.25 |
| | 10–20 | 2.14 | 59.2 | 3.75 | 10.6 | 3.39 | 50.50 | 87.1 | 11.7 | −25.42 |
| | 20–30 | 2.17 | 55.9 | 3.78 | 7.57 | 36.60 | 63.1 | 11.9 | −26.78 |
| L2-S3-P1-2 | 0–5 | 0.74 | 18.4 | 4.89 | 35.2 | 16.44 | 186.00 | 320.7 | 11.3 | −25.63 |
| | 5–10 | 1.29 | 19.2 | 4.40 | 18.3 | 5.61 | 77.00 | 132.8 | 13.7 | −25.38 |
| | 10–20 | 1.66 | 47.3 | 3.72 | 11.4 | 4.43 | 39.60 | 68.3 | 8.9 | −25.26 |
| | 20–30 | 2.30 | 65.2 | 3.68 | 6.6 | 3.12 | 16.60 | 28.6 | 5.3 | −25.62 |
| L2-S3-P2-1 | 0–5 | 0.96 | 29.4 | 4.70 | 27.5 | 10.44 | 123.00 | 212.1 | 11.8 | −24.76 |
| | 5–10 | 1.59 | 22.2 | 3.97 | 15.6 | 5.59 | 60.20 | 103.8 | 10.8 | −25.91 |
| | 10–20 | 1.62 | 56.7 | 3.83 | 11.9 | 4.41 | 41.00 | 70.7 | 9.3 | −25.59 |
| | 20–30 | 1.54 | 49.1 | 3.83 | 9.5 | 3.31 | 29.30 | 50.5 | 8.9 | −24.77 |
| L2-S3-P2-2 | 0–5 | 0.70 | 13.8 | 4.73 | 36.1 | 14.94 | 178.00 | 306.9 | 11.9 | −25.46 |
| | 5–10 | 1.03 | 15.2 | 3.96 | 18.0 | 6.15 | 72.10 | 124.3 | 11.7 | −24.05 |
| | 10–20 | 1.67 | 33.0 | 3.83 | 11.8 | 4.44 | 41.20 | 71.1 | 9.3 | −24.14 |
| | 20–30 | 2.06 | 63.9 | 3.86 | 9.9 | 4.03 | 32.40 | 55.9 | 8.0 | −26.67 |
| L2-S4-P1-1 | 0–5 | 0.76 | 25.3 | 5.45 | 24.8 | 9.19 | 110.00 | 189.7 | 12.0 | −26.11 |
| | 5–10 | 1.01 | 50.4 | 5.24 | 17.5 | 7.06 | 72.90 | 125.7 | 10.3 | −25.47 |
| | 10–20 | 2.13 | 52.9 | 3.96 | 8.3 | 3.89 | 25.60 | 44.1 | 6.6 | −26.52 |
| | 20–30 | - | - | - | - | - | - | - | - | -|
| L2-S4-P1-2 | 0–5 | 1.11 | 36.2 | 5.42 | 24.6 | 9.34 | 110.00 | 189.7 | 11.8 | −25.57 |
| | 5–10 | 1.16 | 52.7 | 4.97 | 18.3 | 6.59 | 75.70 | 130.5 | 11.5 | −24.13 |
| | 10–20 | 2.42 | 64.3 | 3.96 | 8.4 | 3.33 | 26.00 | 44.8 | 7.8 | −25.61 |
| | 20–30 | - | - | - | - | - | - | - | - | -|
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soil sites between 664 \([\text{t km}^{-2} \text{ year}^{-1}]\) and 996 \([\text{t km}^{-2} \text{ year}^{-1}]\). At the ridge, the overall average erosion rates (see "Determination of short- and mid-term soil erosion") between δ13C and Corg was not encountered, despite the logarithmic decrease of Corg with soil depth at most sites (Table 2; Fig. 2, Supplementary Fig. S2), which we attribute to the large variability in δ13C. Field observations did not indicate any presence of carbonates that could impact the signal. Also, a presence of inorganic C has not been detected since the loss on ignition differences between soil ashing for XRF (1000–1050 °C) and Pu isotope investigations (550 °C) are within the natural error range (∼ 1.9%).

### Soil redistribution rates: 239+240Pu.

Nine samples (20–40 cm depth) were below the detection limit (<0.002 [Bq kg\(^{-1}\)]. Sites at the valley and the ridge both have similar, and consistent 239+240Pu ratios along their depth increments (Fig. 3a). Insignificantly higher ratios were measured in the valley at reference site (R) 1 \((0.233 ± 0.003)\) and in two samples from the slope (S) 2 site \((0.244 ± 0.009; 0.245 ± 0.024)\). The lowest ratios were found at R2 \((0.160 ± 0.032)\) and S3 \((0.164 ± 0.026)\). Overall, the 239+240Pu activity distribution (Fig. 3b) along both reference profiles and S3 exponentially decreases with depth. Profiles of S1, S2, and S4, where the exponential trend is less regular, show equal activity within the top 10 cm. Both near-gully sites S2 and S4 have a similar total 239+240Pu inventory (Fig. 3b). In the valley, the total inventory increases to the intermediate slope (S1) and decreases at the slope foot (S2) (Fig. 3b). On the ridge, the total inventory decreases continuously from the top to the foot of the hill. Overall, the ridge has, on average, ∼ 2.5-fold higher erosion rates (Fig. 3c) than the valley. Both sites reflect similar trends of the total Pu inventory (Fig. 3b) from hilltop to hill foot. The inventory increases from the reference sites at the top of the hills (R1: 14.4 [Bq m\(^{-2}\)]; R2: ∼ 21.5 [Bq m\(^{-2}\)]), to the backslope (S1: ∼ 16.3 [Bq m\(^{-2}\)]; S3: ∼ 15.2 [Bq m\(^{-2}\)]) and decreases at the foot slope of the hill (S2: ∼ 12.5 [Bq m\(^{-2}\)]; S4: ∼ 12.1 [Bq m\(^{-2}\)]. The highest inventory was measured at R2 \([21.5 ± 1.7 \text{ Bq m}^{-2}]\).

We used three different approaches to interpret fallout nuclide inventories (see “Determination of short- and mid-term soil erosion”): the inventory method (IM), the profile distribution model (PDM), and MODERN (Modelling Deposition and Erosion Rates). The IM yielded radioactive erosion rates of valley soil sites between 664 [t km\(^{-2}\) year\(^{-1}\)] and 996 [t km\(^{-2}\) year\(^{-1}\)]. At the ridge, the overall average erosion rates are about 1376 [t km\(^{-2}\) year\(^{-1}\)] to 2064 [t km\(^{-2}\) year\(^{-1}\)] (IM, Supplementary Table S0). The highest average erosion rates occurred at the hill foot sites S4 (∼ 2922 [t km\(^{-2}\) year\(^{-1}\)]) and S2 (1652 [t km\(^{-2}\) year\(^{-1}\)]) when using the IM. These are extremely high values. The PDM yielded the lowest average soil erosion rates at 86 [t km\(^{-2}\) year\(^{-1}\)] for S1 and ~ 435 [t km\(^{-2}\) year\(^{-1}\)] for S4. The mass redistribution rates calculated by the IM were up to three times higher compared to the PDM. Both models resulted in a narrower soil redistribution range at the intermediate slopes S1 and S3. Overall, the soil erosion rates at back slope positions (S1, S3) are lower than the foot slopes (S2, S4) as the latter is near an adjacent gully. In contrast to all other models, soil accumulation could be calculated for site S2 using MODERN. The PDM model and MODERN soil redistribution rates were similar (Fig. 3).

### Major oxides, trace elements, and weathering indices.

Both sites are characterized by a Si-rich substrate (Supplementary Table S1) having a considerable content of Al\(_2\)O\(_3\). The SiO\(_2\), Al\(_2\)O\(_3\), MgO, and K\(_2\)O concentrations increase with soil depth (Supplementary Fig. S3; e.g., Al\(_2\)O\(_3\) valley: \(p = 0.78\), ridge \(p = 0.77\)). An inverse trend is seen with CaO and MnO decreasing with depth (CaO valley: \(p = 0.38\), ridge \(p = 0.65\)). A general increase in the content of CaO and a less pronounced increase in TiO\(_2\) are observed from the reference (R1, R2) to the erosional sites (S1, S2, S3, S4) (Supplementary Table S1; e.g., CaO valley: \(p = 0.70\), ridge \(p = 0.52\)). A decrease from hilltop to foot slope is primarily found at both sites for P\(_2\)O\(_5\) (valley: \(p = 0.36\), ridge \(p = 0.70\)) and organic matter (Supplementary Table S1). Overall, the highest concentrations of major oxides were measured at the ridge, except for Na\(_2\)O and SiO\(_2\), which were higher in the valley (Supplementary Table S1).

Nearly all weathering indices (Supplementary Tables S3, S4) show increased weathering intensity with soil depth (e.g., valley correlation for PIA: 0.74, CIA: 0.78, VR: 0.62, CIW: 0.69, Index-B: \(p = 0.78\), CPA: 0.58;
ridge correlation for PIA: 0.77, CIA: 0.78, VR: 0.81, CIW: 0.77, Index-B: −0.78, CPA: 0.67) and downhill (e.g., R2 → S3 → S4; Fig. 4). Overall, negative weathering indices with soil depth trends exist at all sites at the ridge and the reference site of the valley. Both sites, S2, and S1, show an irregularity at a depth of about 25 cm. Compared to the adjacent rock tors, the soils at the ridge have a similar weathering intensity in the topsoil, and weathering intensity increases with soil depth. In contrast, in the valley, the majority of weathering indices show that soils are already strongly weathered at all depths, including the surface (Fig. 4).

Discussion

In undisturbed soils, the δ13C ratio becomes typically less negative with decreasing Corg contents25. Such a correlation can only be found on slope 2 (valley). At all other sites, no correlation exists between the δ13C ratio and the Corg content. Overall, a correlation between Corg and δ13C is weak or nonexistent and does not provide the expected (see “Determination of short- and mid-term soil erosion”) evidence of soil stability reported by others25–27.

The Corg and δ13C plots potentially indicate28 that all soils might have undergone either a form of soil mixing (R1, R2, S1, S3, S4) or soil redistribution (S2), also evident with a relatively homogeneous δ13C depth trend (Supplementary Fig. S2; valley: p = 0.07, ridge: p = 0.01). Yet, the investigated soil profiles have not been ploughed

Figure 2. Correlation between Corg (organic carbon content) and δ13C values as an indicator of soil disturbance/stability (the values are given in Table 2).
to our knowledge during the last few decades. If this had been the case, the Pu-profiles would look much more homogeneous. Comparing the δ13C depth trend with the 239+240Pu signal suggests that soil mixing must have occurred before the plutonium fallout or abruptly stopped afterward. Other mechanisms include erosion or vegetation changes. If continuous erosion had been the sole factor, clearer depth trends of δ13C with Corg likely would have remained. Erosion along slopes may not be a constant process but is accompanied by phases of redeposition and accumulation. In general, the current absence of higher vegetation (e.g., shrubs, trees) in our study area would allow splash erosion and erosion due to overland flow during occasional storm events to give rise to a less predictable and more uneven depth trend signal of δ13C and Corg. We also must consider that Otago province has a century-long history of vegetation depletion and grazing with the conversion from native plant cover to introduced species.

Figure 3. (a) The 240Pu/239Pu ratios and standard error of the soil samples as a function of soil depth. The average for each depth increment is given in red. The grey area indicates the global fallout range (0.185 ± 0.047) of the southern hemisphere. (b) Depth-activity profiles (± standard error) of the investigated sites. (c) Calculated annual average soil redistribution for both reference sites using different particle size correction factors (P = 1.0, 1.2, 1.5) for the inventory method, together with results of the profile distribution model. Detailed values of the individual soil profiles of each pit are given in Supplementary Table S0.
Figure 4. Weathering indices along the soil profiles at reference and slope sites of the two landscape settings (valley, ridge). The y-axis represents the soil depth (in cm) and the x-axis the corresponding average (n = 4) element ratio (see 3.5; Supplementary Table S3). The grey shaded area indicates the range of Tor 1 at the valley (n = 3) and Tor 2 at the ridge (n = 6). In addition, the characteristic range of a larger sample set is provided for the valley (n = 10) and the ridge (n = 19). The coloured triangles in the scheme represent the theoretical relation of soil weathering degree to the various calculated weathering indices: Index B<sup>82</sup> and PCT<sup>76,86</sup> decrease while the CIA<sup>83</sup>, CIW<sup>84</sup>, CPA<sup>85</sup>, PIA<sup>40</sup>, and VR<sup>78</sup> values increase with increasing degree of weathering (see Supplementary Table S4 and “Major and trace element contents and chemical weathering indices” for indices functions).
vegetation to pasture. Thus, today's δ13C depth trends might just represent the average from different vegetation types, serving as remnants that reflect the change from the native woody vegetation (pre-settlement forest) to modern pasture.

Our field observations, showing wavy to lobate or irregular boundaries between surface and subsurface soil horizons and stony layers occasionally, further indicate some disturbance of the soil profile, likely caused by reworking processes, such as soil creep, colluviation, surface runoff, and possibly past land use changes from tillage (no more active in the last few decades) to pasture (without the formation of terraces). These features are in line with C and N depth patterns, showing occasional inflections (relative maxima or minima) at intermediate depths, and can explain the non-correlation between Corg and δ13C.

In contrast, the exponential depth functions of 239+240Pu in the soil indicate that potential disturbance of the soil by ploughing or redistribution processes is negligible and suggest appropriate site selection. The 240Pu/239Pu atomic ratios at all sites are characteristic of the fallout signature recorded in the southern hemisphere (0.185 ± 0.047; Fig. 3a). The calculations using MODERN and the PDM gave comparable results. The results of the PDM (or MODERN) and IM conversion models significantly differ at some sites (e.g., S2, S4) and only agree well or moderately at the intermediate slope S1 or S3. The models indicated the lowest soil erosion and accumulation rates at S1. Sites with low inventory change have a high correspondence between the results obtained with MODERN and the PDM.

The erosion rates via IM are unrealistically high, which might be a method-inherent problem. The IM is a relatively simple approach and assumes that the FRN distribution in the soil exhibits an exponential function. At site S4 (Ridge), erosion rates of 2900 [t km−2 year−1] are calculated, which would correspond to extremely intensively used soils. For example, the mean soil loss rate for European Union erosion-prone land (agricultural, forests, and semi-natural areas) is 246 [t km−2 year−1]. For permanent cropland uses, average European Union values are only 950 [t km−2 year−1]. Consequently, the calculated values for site S4 via IM do not seem very probable.

The PDM and MODERN results are further compared to past 137Cs investigations. The PDM resulted in annual average erosion rates of 260 [t km−2] for the valley and 993 [t km−2] for the exposed ridge. Average rates using MODERN are 242 [t km−2] for the valley and 1043 [t km−2] for the ridge. These values are comparable to the 137Cs results of 420 to 1020 [t km−2 year−1] for crests and slopes (18° inclination) previously determined for Otago. The foot slope in the valley also has about four times lower soil erosion rates compared to the ridge via PDM (Fig. 3c). With MODERN, even lower accumulation rates were calculated.

From a country-wide perspective, soil redistribution rates in Otago are relatively low compared to other New Zealand regions. For example, on the South Island, the soil erosion rates determined with 137Cs were about 4600 [t km−2 year−1], and deposition rates of 4900 [t km−2 year−1] in the Canterbury province (see Fig. 1c) and exceeded all Otago averages in this study (Supplementary Table S0). Surface erosion rates in east Canterbury are in the range of 0–1300 [t km−2 year−1] with deposition rates of up to 1600 [t km−2 year−1]. Also, on the North Island of New Zealand, soil erosion rates of 1100–1400 [t km−2 year−1] are found in the Manawatu area (Fig. 1c). Likewise, the Pukekohe site (Fig. 1c) had mean soil erosion rates of 700–3100 [t km−2 year−1] out of a total erosion range of 3500–9800 [t km−2 year−1] and a deposition range of 3400–10,900 [t km−2 year−1]. The likely reasons for these differences are rainfall and land use. The investigated sites of other authors were primarily cropland with intensive vegetable production and heavy machinery use. In addition, the North Island experiences greater rainfall (up to 2800 [mm year−1]) compared to the semi-arid Otago upland.

Overall, the soil redistribution rates indicate an erosion-dominated regime for our sites. Our study area's environmental conditions (i.e., semi-arid, absence of higher vegetation) suggest that sediments have been removed by aeolian and fluvial processes. The Taieri River (Fig. 1) draining part of East Otago has an annual suspended sediment yield of 56 [t km−2] (0.32 Mt annual load, catchment of 5700 km2) to the coast or about 22 [t km−2] (Sutton Stream at SH 87). This low river sediment yield is also supported by earlier investigation where annual sediment yields for Otago Schist and semi-schist areas with low annual rainfall (660 [mm year−1]) are in the range of about 22 [t km−2] (or 56 [t km−2 year−1] for 672 [mm year−1]). Comparing these river sediment yields with both the 137Cs (420–1020 [t km−2 year−1]) and 239+240Pu based rates (260–990 [t km−2]) suggests that only about 5–23% has been transported out of the catchment by fluvial processes to the river outlet. This behavior suggests temporal storage of sediments eroded by soil creep and occasional surface runoff (e.g., storm events) along slopes in the river catchment, including the active talweg, before delivery to the sea.

Alternatively, or in addition, we recommend that at our study site, a large amount of about 580–660 [t km−2 year−1] is either redeposited along slopes or may be attributed to wind erosion, and that soil erosion is wind dominated. In a global context, the Otago (aeolian) erosion rates are in the upper part of measured ranges in areas having similar climatic conditions. Wind erosion in uncultivated grassland of the Mongolian plateau (annual precipitation 132–353 mm at 1000–2000 masl) was estimated using 137Cs and lay in a range of 65–170 [t km−2 year−1]. In cultivated areas, the maxima were near 420 [t km−2 year−1] for 672 [mm year−1]. Furthermore, two-year observations in the semi-arid Chinese Loess Plateau (annual precipitation 423 mm) resulted in average wind erosion rates of 588 [t km−2 year−1] using 137Cs. The Otago upland landscape also provides additional evidence to support continuous wind erosion—deeply carved tafone (see Fig. 1g). Most of the local schist tors (large residual rocks exposed at the ground surface after erosion and still rooted in bedrock) exhibit typical tafone (prominent, cavernous weathering features), which are common in semi-arid regions. Tafone formation can have a poly-genetic origin because of a complex mix of weathering mechanisms, such as chemical weathering, temperature variations, salt weathering, and wind abrasion. We consider wind erosion to be the driving force for shaping the Otago tors. A recurring stream of particles is needed to reshape the rock outcrops to become abraded. An annual wind erosion ~ 580–660 [t km−2] of particles can certainly perform such reshaping. The most robust abrasion features were seen on northwest-oriented tors, consistent with the dominant mean wind direction (see “Sampling strategy and study area”).
While these observations are consistent with substantial wind erosion, additional systematic studies are needed to quantify it. If wind erosion is a dominant factor at Otago, then landscape position is critical with higher erosion at exposed ridges, relative to valley sites. Thus, in future studies, one should consider that ridge crests are potentially less suitable for understanding the long-term surface exposure history of the area.

Yet, intact exponential Pu activity depth trends in our samples (Fig. 3b) demonstrate that the FRNs have remained largely unaffected by the afore-mentioned redistribution processes, at least during the last ~60 years, with soil formation likely overcoming (and overprinting) morphodynamic processes. However, traces of long-term differences controlled by slope dynamics and landscape position could be reflected in element content depth patterns in the soils.

The leaching intensity of chemical weathering reactions is governed by the minerals in the rock, the mineral residence time, temperature, pH, redox potential, the solubility of minerals, and foremost by the abundance and movement of water. When climate (temperature and precipitation), vegetation cover, and land use, soil properties (bulk density, pH, etc.), and the underlying bedrock material are mostly uniform, then topography and landscape position become the controlling factors over insolation, wind exposure, and hydrological flow patterns. These determine the leaching processes, including the wash-out of weathering products and the chemical weathering rate and intensities.

At both ridge and valley sites, the concentrations of the mobile cations K, Ca, Mg, Sr, and Ba, as well as less soluble cations (e.g., Fe, Al, Si, Zr, Nb), increase downslope (e.g., p = 0.69 for Ba along ridge slope; p = 0.74 for Zr along valley slope; Supplementary Tables S1, S2; Supplementary Figs. S3, S4).

This increasing downslope pattern and heterogeneity of mobile cations between the sampling sites series (R1-S1-S2; R2-S3-S4) is therefore accentuated for different elements between the study location (Supplementary Fig. S3; e.g., CaO: valley: p = 0.70, ridge: p = 0.52; P2O5: valley: p = 0.36, ridge: p = 0.70; MgO: valley: p = 0.19, ridge: p = 0.67). Also, less soluble cations show this downhill difference (e.g., Zr: valley: p = 0.74, ridge: p = 0.11) and even reversals (e.g., Rb: valley: p = 0.89, ridge: p = 0.78; Ba: valley: p = 0.59, ridge: p = 0.69). This could be partly related to subsurface and Hortonian overland flow. Soluble cations dissolved in infiltrating water could be transported laterally along the slope dip through the soil pore system. Relatively insoluble ions, especially Fe3+ and Si4+, could be transported downhill by physical erosion–deposition processes. Ions Si4+, Zr4+, Fe3+, and Al3+ could still be largely included in the coarse fraction, i.e., in the primary minerals (quartz, zircon, micas, and feldspars) from the Otago Schist rock and to a lesser extent in neoformed clays or oxohydroxides and transported downhill by physical erosion–deposition processes.

Otago has been farmed since the 1800s, accompanied by phosphate-based fertilizer application since the late 1800s, affecting local soil chemistry. In particular, increases in near-surface soils of MnO, P2O5, (Supplementary Table S1), or sulphur concentrations could be attributed to phosphate-bearing fertilizer addition. The P-based fertilizer application also can cause an enrichment of specific heavy metals (Cd, Cu, Zn, Ni, Hg, As, Cr, Pb) in soils (Supplementary Table S2). Comparing the major element contents of the parent material (Supplementary Table S6) and soils (Supplementary Table S1) further reflects the enrichment, which, however, can also have been contributed by the local schist (e.g., P2O5 of schist: valley-soils is F: 3.22 to Fα: 2.06 and schist: ridge-soils is F: 2.72 to Fα: 1.79). The schist varies from 900 to 5700 ppm P2O5 (average ~ 2600 ppm), while soils range from about 140 to 9000 ppm P2O5 (average ~ 3000 ppm). Also, an increase of calcium in the topsoil (~20 cm) is often associated with forest and fertilization. However, calcium enrichment due to fertilization (e.g., Ca(2+),PO4(3-) in soils (Supplementary Table S2)) is not supported by XRF measurements nor by the heterogeneity of variance among the local schist and soils (F-test CaO of schist: valley-soils is F: 8.62 to Fα: 2.06 and schist: ridge-soils: F: 2.21 to Fα: 1.84). The maxima and total averages among the bedrock and the soil, the schist ranges from 1200 to 19,500 ppm CaO (average ~12,200 ppm), and in the soil from about 7500 to 18,500 ppm CaO (average ~ 12,000 ppm). However, the high CaO concentration at the topsoil may also be explained by plant uplift and could indicate prior forestation. We tend to consider the decline of CaO with soil depth (Supplementary Fig. S3; valley: p = 0.38; ridge: p = 0.65) because of surface enrichment by schist or weathering. The systematic CaO surface increase downhill (Supplementary Fig. S3) at both sites (ridge and valley) suggests a natural mechanism, e.g., gravitational rock material accumulation. However, a contribution due to fertilization or prior forestation cannot be entirely ruled out.

The selected weathering indices show increasing weathering degree depth trends across all sites (Fig. 4; “Major oxides, trace elements, and weathering indices”). This is unusual as the highest weathering degree would be expected at the topsoils since the soil subsurface should experience a recurring rejuvenation of the weathering front of the bedrock below. In general, the weathering indices indicate incipient to moderate chemical alteration. This pattern corresponds to relatively young soils or soils having a fast turnover rate due to erosion and, thus, a low residence time for soil particles. With its high soil erosion rates, the exposed ridge (Fig. 3c) appears to have a rapid physical removal of primary minerals, resulting in the most expected weathering patterns (Fig. 4) due to the depletion of fresh material. The depletion or enrichment of major elements downhill at both sites further supports the physical removal (Supplementary Table S1, Supplementary Fig. S3). For example, at the valley, we see an increase in the first 5 cm of the indices (Supplementary Table S4) from R1 to S1 by 24.6%, and from R2 to S2 by about 57.2%. K2O increased by about 2.6% and 16.8% respectively (see above). But since the downhill increase (respectively R1-S1 and R1-S2) of, e.g., MgO (9.1% and 29.2%), CaO (4.2% and 15.4%) or Na2O (5.3% and 0.7%) is lower compared to Al2O3, we still observe an increase of soil weathering downhill (see equations in Supplementary Table S4; Fig. 4; F-test valley for PIA and CIA of R1: S2 are F: 1.10 to Fα: 2.23 and F: 1.07 to Fα: 2.31; ridge R2: S3 are F: 1.90 to Fα: 2.31 and F: 1.88 to Fα: 2.31, respectively).

Overall, the valley has more irregular depth trends of weathering indices, with a recurrent flexure below ca. 15 cm depth, which is consistent with C and N depth patterns. These findings seem related to downslope soil redistribution processes and are also found in trace element distributions (Supplementary Fig. S4; see above). The consistency of the pattern suggests that C and N data could be
reliable and indicative of the local geomorphic dynamics, despite some caution being compulsory because an anthropogenic input potentially sourced from (past) fertilization practice cannot be entirely ruled out.

The valley soils’ weathering degree is distinctly higher than the ridge (Fig. 4; F-test valley: ridge PIA are F: 0.15 to F: 0.63 and CIA are F: 0.16 to F: 0.63). For example, comparing the lowest weathering values among indices (see Supplementary Tables S3 and S4) at the two locations, the PIA resulted in a ~26% higher (R1: 64.7, R2: 51.4) and the CIA resulted in a ~20% higher (R1: 61.3, R2: 51.0) weathering intensity in the valley than at the ridge (Supplementary Table S3). Thus, a tripling (IM: 996 vs. 2922 [t km\(^{-2}\) year\(^{-1}\)]) or quintupling (PDM: 260 vs. 1356 [t km\(^{-2}\) year\(^{-1}\)]) of the soil erosion rates (valley vs. ridge average) resulted in a 20–26% lower degree of soil weathering at the ridge compared to the valley, due to the shorter dwell time of minerals and soil particles. This observation is in accordance with the understanding that the residence time of minerals within soils is sensitive to physical denudation rates in geomorphically dynamic landscapes. However, the role of tors in the context of providing fresh mineral materials is still in question. In regions having a dry climate with substantial diurnal changes in temperature, the balance of physical and chemical weathering is affected by processes such as mechanical erosion, occasional overland flow, or wind erosion. A dispersion of the degraded material downslope would cause soils to have a higher weathering degree than the ridge derived soil to also have a higher weathering degree depth trends (Fig. 4).

The weathering indices indicate weaker chemical mineral decomposition of up to 26% at the ridge compared to the valley floor, supporting faster soil erosion and shorter soil particle residence times at the ridge. The soil weathering degree increases with distance to tors (large residual rocks) and is inverted at all sites, as the soil weathering decreases with soil depth. Therefore, a higher fresh mineral supply from the soil surface than from the underlying bedrock weathering front. We hypothesize that residual rock tors served as the predominant input source of fresh mineral material to cause an increasing weathering degree gradient downhill and with soil depth.

Comparing these soil erosion rates to river sediment yields suggests that no more than 23% of the sediment has been transported out of the study area by fluvial processes to the river outlet. Abraded and hollowed rock tors of East Otago would also support the hypothesis that wind erosion may account for a substantial portion of the missing sediment flux.

Conclusions

In the dry oceanic climate regime of East Otago, average soil erosion rates from fallout radionuclides indicate lower erosion in the valley (260 [t km\(^{-2}\) year\(^{-1}\)]) and (~ four times) higher erosion on the ridge (990 [t km\(^{-2}\) year\(^{-1}\)]). The soil erosion rates measured using\(^{239,240}\)Pu are consistent with \(^{137}\)Cs-based rates of previous investigations. The Pu-inventory method generally gave the highest values—in terms of erosion and accumulation—but these values seem unrealistic due to methodological deficiency.

The weathering indices indicate weaker chemical mineral decomposition of up to 26% at the ridge compared to the valley floor. There appears to be a higher fresh mineral supply from the soil surface than from the underlying bedrock weathering front. We hypothesize that residual rock tors served as the predominant input source of fresh mineral material to cause an increasing weathering degree gradient downhill and with soil depth.

Comparing these soil erosion rates to river sediment yields suggests that no more than 23% of the sediment has been transported out of the study area by fluvial processes to the river outlet. Abraded and hollowed rock tors of East Otago would also support the hypothesis that wind erosion may account for a substantial portion of the missing sediment flux.

Material and methods

Sampling strategy and study area. The investigation sites for this study were in the east of the Otago upland (Fig. 1a,b; Table 1). The East Otago upland can be hilly (12°–25° slope angle; Fig. 1d,e), and the minimum elevation is frequently 300 masl. Two hillslopes nearby (~ 5 km; Fig. 1d,e) having differing landscape settings and a dominance of (slight–moderate) chemical weathering are included in our sampling strategy, one in a valley (location 1; Fig. 1d) and the other on an exposed elevation (Fig. 1b). Two hillslopes nearby (~ 5 km; Fig. 1d,e) having differing landscape settings and a dominance of (slight–moderate) chemical weathering are included in our sampling strategy, one in a valley (location 1; Fig. 1d) and the other on an exposed elevation (Fig. 1b). Such aeolian forces in East Otago significantly influence the ridge (location 2; Fig. 1e; Table 1). At each location, one reference (‘R’; with 4 replicates) and two soil pits (each having 4 replicates) were sampled along the slopes (‘S’) were sampled with a soil corer (100 cm\(^3\)) at the foot of each hill were near gullies (vegetated channels), but this is unavoidable in the frequently gullied Otago upland (Fig. 1a,b; Table 1). The East Otago upland can be hilly (12°–25° slope angle; Fig. 1d,e), and the minimum elevation is frequently 300 masl. Two hillslopes nearby (~ 5 km; Fig. 1d,e) having differing landscape settings and a dominance of (slight–moderate) chemical weathering are included in our sampling strategy, one in a valley (location 1; Fig. 1d) and the other on an exposed elevation (Fig. 1b). Such aeolian forces in East Otago significantly influence the ridge (location 2; Fig. 1e; Table 1). At each location, one reference (‘R’; with 4 replicates) and two soil pits (each having 4 replicates) were sampled along the slopes (‘S’) were sampled with a soil corer (100 cm\(^3\)). The investigation sites included in our sampling strategy, one in a valley (location 1; Fig. 1d) and the other on an exposed elevation (Fig. 1b). Two hillslopes nearby (~ 5 km; Fig. 1d,e) having differing landscape settings and a dominance of (slight–moderate) chemical weathering are included in our sampling strategy, one in a valley (location 1; Fig. 1d) and the other on an exposed elevation (Fig. 1b). Such aeolian forces in East Otago significantly influence the ridge (location 2; Fig. 1e; Table 1). At each location, one reference (‘R’; with 4 replicates) and two soil pits (each having 4 replicates) were sampled along the slopes (‘S’) were sampled with a soil corer (100 cm\(^3\)). The investigation sites included in our sampling strategy, one in a valley (location 1; Fig. 1d) and the other on an exposed elevation (Fig. 1b). Two hillslopes nearby (~ 5 km; Fig. 1d,e) having differing landscape settings and a dominance of (slight–moderate) chemical weathering are included in our sampling strategy, one in a valley (location 1; Fig. 1d) and the other on an exposed elevation (Fig. 1b). Such aeolian forces in East Otago significantly influence the ridge (location 2; Fig. 1e; Table 1). At each location, one reference (‘R’; with 4 replicates) and two soil pits (each having 4 replicates) were sampled along the slopes (‘S’) were sampled with a soil corer (100 cm\(^3\)). The investigation sites included in our sampling strategy, one in a valley (location 1; Fig. 1d) and the other on an exposed elevation (Fig. 1b). Two hillslopes nearby (~ 5 km; Fig. 1d,e) having differing landscape settings and a dominance of (slight–moderate) chemical weathering are included in our sampling strategy, one in a valley (location 1; Fig. 1d) and the other on an exposed elevation (Fig. 1b). Such aeolian forces in East Otago significantly influence the ridge (location 2; Fig. 1e; Table 1). At each location, one reference (‘R’; with 4 replicates) and two soil pits (each having 4 replicates) were sampled along the slopes (‘S’) were sampled with a soil corer (100 cm\(^3\)). The investigation sites included in our sampling strategy, one in a valley (location 1; Fig. 1d) and the other on an exposed elevation (Fig. 1b). Two hillslopes nearby (~ 5 km; Fig. 1d,e) having differing landscape settings and a dominance of (slight–moderate) chemical weathering are included in our sampling strategy, one in a valley (location 1; Fig. 1d) and the other on an exposed elevation (Fig. 1b). Such aeolian forces in East Otago significantly influence the ridge (location 2; Fig. 1e; Table 1). At each location, one reference (‘R’; with 4 replicates) and two soil pits (each having 4 replicates) were sampled along the slopes (‘S’) were sampled with a soil corer (100 cm\(^3\)). The investigation sites included in our sampling strategy, one in a valley (location 1; Fig. 1d) and the other on an exposed elevation (Fig. 1b). Two hillslopes nearby (~ 5 km; Fig. 1d,e) having differing landscape settings and a dominance of (slight–moderate) chemical weathering are included in our sampling strategy, one in a valley (location 1; Fig. 1d) and the other on an exposed elevation (Fig. 1b). Such aeolian forces in East Otago significantly influence the ridge (location 2; Fig. 1e; Table 1). At each location, one reference (‘R’; with 4 replicates) and two soil pits (each having 4 replicates) were sampled along the slopes (‘S’) were sampled with a soil corer (100 cm\(^3\)).

The basement rocks in the study area are Rakaia Terrane, composed mainly of Permian- to Jurassic sandstones and mudstones now metamorphosed to schist rock (green schist facies) and tectonically deformed\(^{54,55}\). The schist can form prominent tors of isolated rock in the study area\(^{56}\) that are commonly abraded and caved (Fig. 1f,g). The typical north-westerly winds are often dominated by Foehn from the New Zealand Southern Alps mountain range\(^{55}\). The Otago area around Middlemarch township experiences about 55 days of wind gusts > 61 [km h\(^{-1}\)] and regular maximums of about 130 [km h\(^{-1}\)]\(^{58}\). Our investigated sites' apparent wind direction is primarily perpendicular to the northeast-southwest ridge axes. Such aeolian forces in East Otago significantly influence shaping landscapes with reduced near-surface soil water content\(^{59}\).

The Otago climate suggests moderate pluvial movement, negligible mass movement, high wind erosion (Fig. 1c) and a dominance of (slight–moderate) chemical weathering\(^{60}\). The Otago is one of the driest, hottest, but also coldest areas in New Zealand. The Southern Alps cause a rain shadow over parts of Otago (Fig. 1b), resulting in a semi-arid continental climate\(^{61}\). Precipitation reaches lows of about 300–350 [mm year\(^{-1}\)] on the valley floors, and highs of about 2250 [mm year\(^{-1}\)] on the highest peaks (1450 masl)\(^{62}\). Most area is classified as a temperate oceanic climate after the Köppen–Geiger climate classification\(^{63}\). The average temperature is about 15.2 °C; the average annual temperature has increased continuously over the last 150 years\(^{64}\). The study area has never been glaciated\(^{65}\).
**Physical, chemical, organic C, and stable carbon isotopes analyses.** All 102 soil samples were oven dried (80 °C) for 48 h and sieved to <2 mm (fine earth). This enabled the determination of the proportion of rock fragments (soil skeleton). The bulk soil density was obtained from the dry weight of the 100 cm³ soil cores before fine milling (<50 µm). Soil pH (in 0.01 M CaCl₂) was measured on air-dried fine earth samples and a soil:solution ratio of 1:2.5. Loss on ignition (LOI) was determined once by dry-ashing for Pu-analysis (16 h, 550 °C) and secondly by igniting 2 g of oven-dried fine earth at 1000 °C for 2 h. The major and trace element content of oven-dried fine earth (1000 °C) was measured using X-ray fluorescence (XRF)⁶⁶. About 5 g of fine earth was milled to <50 µm and analyzed as loose powder in sample cups using an energy dispersive XRF spectrometer (SPECTRO X-LAB 2000, SPECTRO Analytical Instruments, Germany). The organic carbon (Corg) contents was milled to < 50 µm and analyzed as loose powder in sample cups using an energy dispersive XRF spectromter (SPECTRO X-LAB 2000, SPECTRO Analytical Instruments, Germany). The organic carbon (Corg) contents were obtained by measuring 0.1 g of finely milled soil material in tin capsules with a Leco® C–H–N elemental analyzer (Leco TruSpec Micro Analyser). The EDTA standard (CAS Nr.: 20824-56-0) and the Soil-Leco (Part. No.: 502-308) were used for standardization. The δ¹³C isotopic ratios were measured with a Picarro analyzer for the C and δ¹³C values. Determination of short- and mid-term soil erosion. We used ²³⁹+²⁴⁰Pu to assess soil redistribution rates of the recent past (last about six decades). These fallout radionuclides provide an average redistribution rate for the time since emission during nuclear weapons tests (maximum in 1963–1964⁶⁹). Average soil redistribution rates are calculated based on the differences in Pu-activity [Bq m⁻²] among inclined investigation sites (e.g., slopes) and a flat reference site. It is assumed that ‘accumulation’ sites (e.g., valleys, slope foot) have a higher, while ‘erosion’ sites (e.g., ridges, steep slopes) have a lower, Pu-activity than their local ‘reference’ site. The inventory of the ²³⁹+²⁴⁰Pu activities [Bq m⁻²] serves as a basis for the calculation of soil redistribution rates (erosion/accumulation):

\[ I = \frac{1}{\alpha} \sum_{i=1}^{n} M_i C_i, \]

where \( \alpha \) = horizontal cross-sectional area (m²), \( M_i = \text{mass (kg)} \) of the i-th sample depth increment and \( C_i = \text{activity (Bq kg⁻¹)} \) of the i-th sub-sample depth increment.

Redistribution rates of soils were then obtained by comparing the isotope inventory for an investigation point (potential erosion or accumulation site) with a stable local reference inventory where neither soil erosion nor soil accumulation is expected. The current FRN methods to calculate erosion rates are often at their limit with stony soils, arid and semi-arid areas with scarce vegetation cover, and mountain regions in general⁶⁸. For comparison, we used three different models to convert ²³⁹+²⁴⁰Pu inventories into soil redistribution rates:

1. **The profile distribution model (PDM)** for uncultivated soils²²,²³ uses a simple numerical (exponential) function to represent the vertical distribution of the measured Pu:

\[ I’(x) = I_{ref} \left( 1 - e^{-\frac{h_x}{h_0}} \right), \]

where \( I’(x) \) is the amount of the isotope inventory [Bq m⁻²] above the depth (x), \( I_{ref} \) is the reference inventory [Bq m⁻²] (location 1), \( M_i \) is the fine earth mass (kg m⁻²) between top and actual depth (x), \( h_0 \) is the profile shape factor (kg m⁻²). The \( E_{soil} \) is the soil erosion rate (t km⁻² year⁻¹) was calculated using

\[ E_{soil} = \frac{10}{t-t_0} \times \ln \left( 1 - \frac{I_{ref} - I_{inv}}{I_{ref}} \right) \times h_0 \times 100, \]

where \( t \) is the year of sampling (2017), \( t_0 \) is the 1963 (maximum peak of thermonuclear weapon testing) and \( I_{inv} \) is the investigation site inventory (Bq m⁻²).

2. **The inventory method (IM)**⁶⁹ calculates the loss of soil, \( L \) [t km⁻² year⁻¹], also for uncultivated and unploughed soils:

\[ L = \frac{1}{\alpha P} \times \ln \left( 1 - \frac{I_{ref} - I_{inv}}{I_{ref}} \right) \times \rho \times \frac{10^4}{t-t_0}, \]

where \( \alpha \) is the coefficient of the least square exponential fit of the profile depth to activity⁷⁰, \( P \) is the particle size correction factor, and \( \rho \) is the represents the average fine earth density [g cm⁻³]. For the IM models, \( P \) values of 1, 1.2, and 1.5 were used⁶⁹.

3. **MODERN (Modelling Deposition and Erosion rates with RadioNuclides)**⁷¹,⁷²: The underlying idea behind the model is the comparison of the depth profile of the reference site with the total inventory of a sampling site. MODERN models the depth profile of FRN of the reference site as a step function with a specific increment. It does not make any assumptions or generalisations about the shape of the reference site. Additionally, soil layers can be added above and below the measured layers to better estimate erosion or deposition²²,²³.
A further hint about soil redistribution, but more qualitatively than quantitatively, gives the $C_{\text{org}}$ and $\delta^{13}C$ and the correlation between these two parameters. Generally, a decrease in the total $C_{\text{org}}$ and an enrichment of heavier stable carbon isotope ($\delta^{13}C$) with increasing soil depth can be expected due to natural fractionation during organic matter decomposition. This negative linear correlation between $\delta^{13}C$ and $C_{\text{org}}$ mid-term disturbances (few millennia) and soil stabilities (e.g., presence of bioturbation) in soils can be qualitatively assessed.

**Sample treatment and $^{239+240}\text{Pu}$ measurement.** All samples were dry-ashed (16 h at 550 °C) and spiked with ~0.005 Bq of a $^{239}\text{Pu}$ tracer (Harwell, 0.00253 Bq or 17.07 pg to each sample). Plutonium was leached out in nitric acid (16 M at 80 °C) overnight and subsequently was isolated from the solution using Pu-selective TEVA resin (EIChrom, Lisle IL,69). The samples were analysed for $^{239+240}\text{Pu}$ isotopes at the Universidad de Cádiz using a Thermo X7 quadrupole ICP-MS (Inductively coupled plasma mass spectrometry) instrument equipped with a high-efficiency ultrasonic nebulizer system (CETAC U-5000AT). The isotopic masses of 235, 236, 238, 240, and 242 were acquired. A detection limit of 0.002 [Bq kg$^{-1}$] of $^{239+240}\text{Pu}$ was obtained for samples of ~7 g of dry-ashed material with a measurement error of <3% for $^{239+240}\text{Pu}$ activities >1 [Bq kg$^{-1}$]. The individual mass ratios were corrected by taking into account the mass bias factor and the UH$^+$/H$^+$ ratio, to determine the $^{240}\text{Pu}/^{239}\text{Pu}$ atom ratio and $^{239+240}\text{Pu}$ activity. Data quality was evaluated by analyzing blanks (soils and rocks devoid of Pu), duplicates and control samples having known $^{239+240}\text{Pu}$ activity. Additional re-measurement of $^{239+240}\text{Pu}$ concentration (relative to a $^{242}\text{Pu}$ spike) of selected samples were performed at the University of Zurich using an Agilent 8800 triple quadrupole ICP-MS equipped with an ESI Apex-IR nebulizer. The resulting $^{239+240}\text{Pu}$ activity was normalized to the Universidad de Cádiz results using linear regression.

**Major and trace element contents and chemical weathering indices.** Chemical weathering transforms primary minerals in the parent rock to neogenic minerals (e.g., clay minerals, iron oxihydroxides) to generate soil, while soluble elements are leached out. In general, mineral solubility is based on its elements’ ionic potential (charge:radius). Ions with high ionic potential (e.g., Na, K, Ca, Mg) are more soluble than ions with high ionic potential (e.g., Ti, Zr, Nb, Al, Be, Sc, Ce, Th, etc.). As a result, a natural depletion of mobile and enrichment of immobile major and trace elements ("Physical, chemical, organic C, and stable carbon isotopes analyses") in soil takes place compared to the underlying bedrock. These characteristic alterations of minerals gave rise to various weathering indices (see Supplementary Table S4) that characterise the degree of weathering. In undisturbed soils, the weathering degree decreases with increasing soil depth and increases with soil surface age. We tested several geochemical weathering proxies as potential tracers of soil mobility (Supplementary Table S4).

**Data availability**

All data is available either in the main body of the manuscript or in the supplementary files. In addition, data will be freely available on www.geralddraab.com or by e-mail request.

Received: 6 May 2022; Accepted: 4 November 2022
Published online: 17 November 2022

**References**

1. Hicks, D. M. et al. Suspended sediment yields from New Zealand rivers. J. Hydrol. (N.Z.) 50, 81–142 (2011).
2. Hicks, D. M., Hill, J., Shankar, U. Variation of suspended sediment yields around New Zealand: The relative importance of rainfall and geology. In Erosion and Sediment Yield: Global and Regional Perspectives, vol. 236:149–156 (IAHS Publication, 1996).
3. Saltz, R. T. Wind erosion. In Natural Hazards in New Zealand (eds. Speden, I. & Crozier, M.) 206–248 (New Zealand National Commission for Unesco, 1984).
4. Eyles, G. O. Severity of present erosion in New Zealand. N. Z. Geogr. 39, 12–28. https://doi.org/10.1111/j.1745-7939.1983.tb01023.x (1983).
5. Gibbs, H. S. & Raeside, J. D. Review of soil erosion in the high country of the South Island. DSIR Bull. 92 (1945).
6. Larsen, I. J. et al. Rapid soil production and weathering in the Southern Alps. N. Z. Sci. 343(6171), 637–640 (2014).
7. Basher, L. R. Effects of Mass-Movement Erosion. Manaaki Whenua – Landcare Res Soil Horiz Newsl 19 (2010).
8. Crawford, D. R., Zimbelman, J., Law, S., Lilly, K., Rufaut, C. Evaporative salts in Central Otago. Dep. Geol. Univ. Otago. (2020) https://www.otago.ac.nz/geology/research/environmental-geology/geomorphology/evaporative-salts-central-otago.html. (accessed 6 Jan 2020).
9. Basher, L. R. & Paintor, D. J. Wind erosion in New Zealand. In Proceedings of the International Symposium on Wind Erosion. Manhattan, Kansas 3–5 (1997).
10. Schaller, M. & Ehlers, T. A. Vegetation and climate effects on soil production, chemical weathering, and physical erosion rates. Earth Surf. Dynam. https://doi.org/10.5194/esurf-2021-22 (2021).
11. Eyles, G. O. The New Zealand Land Resource Inventory Erosion Classification, vol. 85 (Water and Soil Miscellaneous Publication, 1985).
12. Basher, L. R. & Webb, T. H. Wind erosion rates on terraces in the Mackenzie Basin. J. R. Soc. N. Z. 27, 499–512 (1997).
13. Basher, L. R. Surface erosion assessment using $^{107}\text{Cs}$: Examples from New Zealand. Acta geolica hispánica 35 (3), 219–228 (2000).
14. Hewitt, A. E. Estimating surface erosion using $^{107}\text{Cs}$ at a semi-arid site in Central Otago, New Zealand. J. R. Soc. N. Z. 26 (1), 107–118. https://doi.org/10.1080/03014223.1996.9517506 (1996).
15. Alewini, C., Pitou, A., Meuserburg, K., Ketterm, M. & Mabit, L. $^{239+240}\text{Pu}$ from “contaminant” to soil erosion tracer: Where do we stand? Earth Sci. Rev. 172, 107–123. https://doi.org/10.1016/j.earscirev.2017.07.009 (2017).
16. Schimmack, W., Auerwald, K. & Bunzl, K. Can $^{239+240}\text{Pu}$ replace $^{137}\text{Cs}$ as an erosion tracer in agricultural landscapes contaminated with Chernobyl fallout? J. Environ. Radioact. 53 (1), 41–57. https://doi.org/10.1016/S0265-931X(00)000117-X (2001).
17. Manaaki, W., Landcare Research. Soils Portal. (2018) https://soils.landcareresearch.co.nz. (accessed 2 Mar 2020).
18. Hewitt, A. New Zealand soil orders. In Ecosystem Services in New Zealand—Conditions and Trends (ed. Dymond, J. R.) 121–131 (Manaaki Whenua Press, 2013).
19. IUSS Working Group WRB. World Reference Base for Soil Resources 2014. International soil classification system for naming soils and creating legends for soil maps. First update 2015. In World Soil Resources Reports No. 106. 192 (FAO, 2014).
20. Hatherton, T. & Leopard, A. E. The densities of New Zealand rocks. N. Z. J. Geol. Geophys. 7(3), 605–625. https://doi.org/10.1080/00288306.1964.10422108 (1964).
21. Eldridge, D. J. & Greene, R. S. B. Assessment of sediment yield by splash erosion on a semi-arid soil with varying cryptogam cover. J. Arid Environ. 26(3), 221–232. https://doi.org/10.1016/j.jaridenv.1994.1052.1 (1994).
22. Lal, R., Tims, S. G., Filfield, L. K., Wasson, R. J. & Howe, D. Applicability of Pu-239 as a tracer for soil erosion in the wet-dry tropics of northern Australia. Nucl. Inst. Method Phys. Res. B 294, 577–583. https://doi.org/10.1016/j.nimb.2012.07.041 (2013).
23. Walling, D. E., Qi, Y. & He, Q. Improved models for estimating soil erosion rates from cesium-137 measurements. J. Environ. Qual. 28, 611–622. https://doi.org/10.2134/1999.047245020080020002x7 (1999).
24. Zhang, X., Higgitt, D. L. & Walling, D. E. A preliminary assessment of the potential for using cesium-137 to estimate rates of soil erosion in the Loess Plateau of China. Hydrolog. Sci. J. 35, 43–252. https://doi.org/10.1080/02626669509492427 (1990).
25. Portes, R. et al. Evolution of soil erosion rates in alpine soils of the Central Rocky Mountains using fallout Pu and 813C. Earth Planet Sci. Lett. 196, 258–269. https://doi.org/10.1016/S0012-821X(00)00308-7 (2001).
26. Raab, G. et al. Contrastind soil dynamics in a formerly glaciated and non-glaciated Mediterranean mountain plateau (Serra da Estrela, Portugal). CATENA 215, 106314. https://doi.org/10.1016/j.catena.2022.106314 (2022).
27. Alewell, C., Schaub, M. & Conen, F. A method to detect soil carbon degradation during soil erosion. Biogeoosciences 6(11), 2541–2547 (2009).
28. Kelley, J. M., Bond, L. A. & Beasley, T. M. Global distribution of Pu isotopes and 237Np.
29. Arata, L. Soil erosion assessment in alpine grasslands using fallout radionuclides: Critical points, solutions and applications. PhD thesis University of Basel, Basel, Switzerland (2016).
30. Martin, A. P., Turnbull, R. E., Rissmann, C. W. & Rieger, P. Heavy metal and metalloid concentrations in soils under pasture of southern New Zealand. Geochem. Explo. J. 907–922. https://doi.org/10.1007/s10021-003-0199-8 (2003).
31. Hughes, P. D., Glasser, N. F. & Fink. D. 10Be and 26Al exposure history of the highest mountains in Wales: Evidence from Yr Wyddfa (Snowdon) and Y Glyderau for a nunatak. https://doi.org/10.1016/j.quascirev.2022.107523 (2022).
32. Basher, L. R., Matthews, K. M. & Zhi, L. Surface erosion assessment in the South-Canterbury downloads, New Zealand using 137Cs distribution. Soil Res. 55(5), 787–803. https://doi.org/10.1071/SLR950787 (1995).
33. Hicks, M., Semadeni-Davies, A., Haddadi, A., Shankar, U., Plow, D. Updated Sediment Load Estimator for New Zealand. (National Institute of Water & Atmospheric Research Ltd, 2019).
34. Qi, Y., Liu, J., Shi, H., Hu, Y. & Zhuang, D. Using 137Cs tracing technique to estimate wind erosion rates in the typical steppe region, northern Mongolian Plateau. Chin. Sci. Bull. 59(9), 1423–1430 (2018).
35. Qi, Y., Shi, H., Zhuang, D. & Hu, Y. Estimation of wind erosion rates by using 137Cs tracing technique: A case study in Tariat-Xilin Gol transect, Inner Mongolia. Chin. Sci. Bull. 53(9), 751–758 (2008).
36. Sommer, M., Halm, D., Weller, U., Zarei, M. & Stahr, K. Lateral podzolization in a granite landscape. Geomorphology 496, 215–238 (2018).
37. Fedo, C. M., Nesbitt, H. W. & Young, G. M. Unravelling the effects of potassium metasomatism in sedimentary rocks and paleosols, with implications for paleoweathering conditions and provenance. Geology 23, 921–924. https://doi.org/10.1130/0091-7613(1995)023%3c921:UTEOPM%3e2.3.CO;2 (1995).
38. Martin, A. P. et al. Relating the spatial variability of chemical weathering and erosion to geological and topographic zones. Geomorphology 363, 107235. https://doi.org/10.1016/j.geomorph.2020.107235 (2020).
39. Jobbagy, E. G. & Jackson, R. B. The Upflift of soil nutrients by plants: Biogeochemical consequences across scales. Ecology 85(9), 2390–2398 (2004).
40. Chen, Q., Zhang, J., Yan, Y. & Shi, X. Improving soil erosion management in mountainous areas. Soil Sci. Total Environ. 762–772. https://doi.org/10.1016/j.scitotenv.2020.12.106 (2021).
41. Maunder, W. J. Climatic character. In The Climate and Weather of Otago, 2nd ed. 67 (Niwa Sci and Techn, 2015).
42. Martin, A. P., Cox, S. C. & Smith Lyttle, B. Geology of the Middlemarch area 1:50,000. GNS Sci Geol Map 5. Lower Hutt, New Zealand. GNS Science (2016).
43. Brown, E. H. The greenshist facies in part of eastern Otago, New Zealand. Contrib. Mineral Petrol. 14(4), 259–292 (1967).
44. Brown, E. H. The geology of the Mt Stoker area, Eastern Otago. N. Z. J. Geol. Geophys. 6(5), 438–471. https://doi.org/10.1080/00288306.1963.10423269 (1963).
45. McGowan, H. A. & Sturman, A. P. Regional and local scale characteristics of fohn wind events over the South Island of New Zealand. Meteorol. Atmos. Phys. 58(1–4), 151–164 (1996).
46. McGowan, H. A. & Sturman, A. P. Regional and local scale characteristics of fohn wind events over the South Island of New Zealand. Meteorol. Atmos. Phys. 58(1–4), 151–164 (1996).
47. Macara, G. R. The Climate and Weather of Otago, 2nd ed. 67 (Niwa Sci and Techn, 2015).
48. Peltier, L. C. The geographic cycle in periglacial regions as it is related to climatic geomorphology. Ann. Am. Assoc. Geogr. 40(3), 214–236. https://doi.org/10.1080/0002505009352070 (1950).
49. Maunder, W. J. Climatic character. In Central Otago (ed. Lister R. G.). Ibid. 195 (1965).
50. Cosens, G. G. Agriculture and climate in Central Otago. Proc. N. Z. Grassl. Assoc. 48, 15–21. https://doi.org/10.33584/jnzg.1987.48.1786 (1987).
62. Leamy, M. L., Ludecke, T. E. & Blakemore, L. C. The significance to pastoral farming of a soil climosequence in Central Otago. N. Z. J. Exp. Agric. 2(4), 321–331. https://doi.org/10.1080/03015521.1974.972699 (1974).

63. Ped, M. C., Finlayson, B. L. & McMahon, T. A. Updated world map of the Köppen–Geiger climate classification. Hydrol. Earth Syst. Sci. 11, 1633–1644. https://doi.org/10.5194/hess-11-1633-2007 (2007).

64. Salinger, M. J. & Gun, J. M. Recent climatic warming around New Zealand. Nature 256, 396–398 (1975).

65. Barrell, D. J. A. Quaternary glaciers of New Zealand. Dev. Quat. Sci. 15, 1047–1064. https://doi.org/10.1016/B978-0-444-53447-7.00075-1 (2011).

66. Beckhoff, B., Kannegiesser, B., Langhoff, N., Wedell, R. & Wolff, H. Handbook of Practical X-ray Fluorescence Analysis (Springer, 2006).

67. Wallbrink, P. J. & Murray, A. S. Use of fallout radionuclides as indicators of erosion processes. Hydrol. Process. 7, 297–304. https://doi.org/10.1002/hyp.336070307 (1993).

68. IAEA. Guidelines for Using fallout Radionuclides to Assess Erosion and Effectiveness of Soil Conservation Strategies (International Atomic Energy Agency, 2014).

69. Ketterer, M. E., Zhang, J. & Yamada, M. Application of transuranics as tracers and chronometers in the environment. In Handbook of Environmental Isotope Geochemistry Advance in Isotope Geochemistry (ed. Baskaran, M.) (Springer, 2011). https://doi.org/10.1007/978-3-642-10637-8.

70. Alewell, C., Meusburger, K., Juretzko, G., Mabit, L. & Ketterer, M. E. Suitability of 239+240Pu and 137Cs as tracers for soil erosion assessment in mountain grasslands. Chemosphere 103, 274–280 (2014).

71. Arata, L. et al. Modelling Deposition and Erosion rates with RadioNuclides (MODERN) – Part 1: A new conversion model to derive soil redistribution rates from inventories of fallout radionuclides. J. Environ. Radioact. 162–163, 45–55. https://doi.org/10.1016/j.enrad.2016.05.008 (2016).

72. Arata, L. et al. Modelling Deposition and Erosion rates with RadioNuclides (MODERN)—Part 2: A comparison of different models to convert 239+240Pu inventories into soil redistribution rates at unploughed sites. J. Environ. Radioact. 162–163, 97–106. https://doi.org/10.1016/j.enrad.2016.05.009 (2016).

73. Schaub, M. & Alewell, C. Stable carbon isotopes as an indicator for soil degradation in an alpine environment (Urseren Valley, Switzerland). Rapid Commun. Mass Spectrom. 23, 1499–1507. https://doi.org/10.1002/rcm.4030 (2009).

74. Bland, W. & Rolls, D. Weathering. (Arnold and Oxford Univ Press, 1998).

75. Hodson, M. E. & Langan, S. J. The influence of soil age on calculated mineral weathering rates. Appl. Geochem. 14(3), 387–394. https://doi.org/10.1016/S0883-8927(98)00052-3 (1999).

76. Baar, G. et al. Linking tephrachronology and soil characteristics in the Siia and Nebrodi Mountains, Italy. CATENA 158, 266–285. https://doi.org/10.1016/j.catena.2017.07.008 (2017).

77. Zhang, J. et al. Beryllium-7 measurements of wind erosion on sloping fields in the wind-water erosion crisscross region on the Chinese Loess Plateau. Sci. Total Environ. 615, 240–252. https://doi.org/10.1016/j.scitotenv.2017.09.228 (2018).

78. Vogt, T. Sulitjelmefeltets geologiog petrografi. Nor. Geol. Tidskr. 121, 1–560 (1927).

79. Ruxton, B. P. Measures of the degree of chemical weathering of rocks. J. Geol. 76, 518–527 (1968).

80. Price, J. R. & Velbel, M. A. Chemical weathering indices applied to weathering profiles developed on heterogeneous felsic metamorphic parent rocks. Chem. Geol. 202, 397–416. https://doi.org/10.1016/j.chemgeo.2002.11.001 (2003).

81. Kronberg, G. I. & Nesbitt, H. W. Quantification of soil chemistry and fertility weathering. J. Soil Sci. 32, 453–459. https://doi.org/10.1111/j.1365-2389.1981.tb01721.x (1981).

82. Nesbitt, H. W. & Young, G. M. Early Proterozoic climates and plate motions inferred from major element chemistry of lutites. J. Environ. Radioact. 8, 12–21. https://doi.org/10.1016/0370-1501(88)90137-6 (1988).

83. Nesbitt, H. W. & Young, G. M. Early Proterozoic climates and plate motions inferred from major element chemistry of lutites. J. Environ. Radioact. 8, 12–21. https://doi.org/10.1016/0370-1501(88)90137-6 (1988).

84. Glaser, B., Hambach, U., Gerasimenko, N. & Markovic, S. An evaluation of geochemical weathering indices in loess–morphic parent rocks. Chem. Geol. 143, 319–322. https://doi.org/10.1016/0009-2541(97)00036-1 (1998).

85. Egli, M. et al. Clay minerals, oxyhydroxide formation, element leaching and humus development in volcanic soils. Geoderma 143, 101–114. https://doi.org/10.1016/j.geoderma.2007.10.020 (2008).

Acknowledgements
This research was supported by the Swiss National Science Foundation (SNSF) project Grant no. 200021_162338/1. Special thanks go to the master students Aidan McLean and Martin Harms. Kevin Norton was supported by a SNSF Visiting International Fellowship (IZK0Z2_170715/1), and Norton and Claire Lukens were supported by the Royal Society Te Apārangi Rutherford Discovery Fellowship. Gerald Raab was supported by the Forschungskredit of the University of Zürich FK-19-108 and the Early Postdoc Mobility Fellowship by the SNSF (PZHP2_199662/1). Finally, we thank Claire Lukens and two anonymous referees for their suggestions on an earlier version of this manuscript.

Author contributions
G.R.: Fieldwork, XRF measurements, primary physical and chemical soil analyses, stable carbon isotopes analyses, modelling, Pu chemistry, calculations, writing the manuscript, figures designs; M.E.: Fund acquisition, calculations, writing the manuscript; A.P.M.: Fieldwork, writing the manuscript; K.P.N.: Fieldwork, writing the manuscript; M.E.K.: Pu chemistry and Pu analysis with the ICP-MS; D.T.: Pu chemistry and Pu analysis with the ICP-MS; R.W.: C-H-N analysis, F.S.: Fund acquisition, writing the manuscript.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-022-23731-7.

Correspondence and requests for materials should be addressed to G.R.

Reprints and permissions information is available at www.nature.com/reprints.
