Fast Intra Mode Selection in HEVC Using Statistical Model
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Abstract: Comprehension algorithms like High Efficiency Video Coding (HEVC) facilitates fast and efficient handling of multimedia contents. Such algorithms involve various computation modules that help to reduce the size of content but preserve the same subjective viewing quality. However, the brute-force behavior of HEVC is the biggest hurdle in the communication of multimedia content. Therefore, a novel method will be presented here to accelerate the encoding process of HEVC by making early intra mode decisions for the block. Normally, the HEVC applies 35 intra modes to every block of the frame and selects the best among them based on the RD-cost (rate-distortion). Firstly, the proposed work utilizes neighboring blocks to extract available information for the current block. Then this information is converted to the probability that tells which intra mode might be best in the current situation. The proposed model has a strong foundation as it is based on the probability rule-2 which says that the sum of probabilities of all outcomes should be 1. Moreover, it is also based on optimal stopping theory (OST). Therefore, the proposed model performs better than many existing OST and classical secretary-based models. The proposed algorithms expedited the encoding process by 30.22% of the HEVC with 1.35% Bjontegaard Delta Bit Rate (BD-BR).
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1 Introduction

The founder of Facebook, Mark Zuckerberg, said that videos will play an important role in the future. According to online statistics, 100% of TV advertisements consist of video, around 80% of the businesses do marketing using video and 59% of the executives prefer learning from video than reading text. One more interesting fact is that around 1 billion hours of content are watched on YouTube and out of which 75% of the content is watched on mobile. This content is usually HD (High Definition) at 15–30 fps (Frames per Second) as it gives a realistic experience to the viewer. In order to support the availability of this content, the size of the video is reduced.
by applying compression algorithms. These compression algorithms reduce the size of the video with no loss in the subjective quality of the video.

A large number of compression standards exist and HEVC [1] is the latest among them. It is also known as H.265 and it uses 50% [2] less bits than the previous standard i.e., H.264. HEVC achieves this bit reduction by using big block sizes for smooth regions and small block sizes for the textured area of the frame. Then each of these blocks is either intra predicted (within a frame) or inter predicted (between frames) to achieve compression. In order to achieve the best possible compression, HEVC tries all the block sizes and predictions. This increased the complexity of HEVC and made it unfit of real-time situations. In order to handle this issue, fast algorithms are proposed for HEVC which reduces the computation time of encoding with negligible bit-rate overhead.

Before discussing the fast algorithm, let’s understand the working of the HEVC to have some idea about various elements involved in the compression. For this purpose, we will use the HEVC test model (HM) software [3]. In order to compress the video, HM receives video frame by frame, and then it makes square blocks for each frame known as coding-tree-unit (CTU) or coding-unit (CU) of size $64 \times 64$ pixels. Then this CTU (biggest block in the frame) is predicted using intra technique, in which data from the current frame is used. The CTU can be predicted using inter technique, in which data from the previous frame is used. However, this paper will focus only on intra prediction. The Prediction Unit (PU) concept handles the prediction related data achieved for this CTU. This prediction for $64 \times 64$ pixels CTU has some RD (rate-distortion) cost associated with it. To see if a better RD cost is possible, the CTU is divided into 4 square blocks of equal sizes i.e., $32 \times 32$ pixels and the same prediction concept is applied on each $32 \times 32$ block. The sum of 4 RD costs will be compared with the RD cost of $64 \times 64$ block. The block size that gives the least RD cost is selected as the best. In HEVC, the block division does not stop at $32 \times 32$, and each of these $32 \times 32$ CU will be further divided into 4 blocks. This process will continue until the CU size becomes $8 \times 8$. Dividing the frames in recursive block structure and predicting the content for each block size makes HEVC very computationally extensive.

HEVC has many features [4], but this article will focus on intra technique [5] of HEVC. So far we have known the block structure of HEVC, and now we focus on intra prediction technique. The intra prediction uses the pixels of the above and left CU. These pixels are then copied on the area of the current block in order to predict it. This copying of pixels is carried out in 33 different ways that are called intra modes in HEVC. These intra modes are graphically shown in Fig. 1 [6]. Such a large number of intra modes tend to handle different type of textures present in the frame. In order to predict the smooth region, Planar and DC modes are proposed by HEVC. For example, in DC mode, the average of neighboring pixels is copied on the area of the current block. HEVC applies these modes on each block size and selects the mode that gives the least RD cost. No doubt this process will give us the least RD cost, but it will also result in huge complexity. Another shortcoming is found by the author is that due to small angle deviation among the modes; some modes give the same RD cost for the current block. This shows that applying all the intra modes will just result in complexity explosion and nothing else. To show the width of this problem, we have encoded the first 20 frames of two videos, Johnny_1280×720 and BasketballDrill_832×480. During this encoding experiment, we noted those blocks that have the same RD cost among their intra modes. The output of this experiment is graphically presented in Fig. 2. It can be observed that this problem is very common among all types of block sizes. Furthermore, it becomes worse in the case of $8 \times 8$ and $4 \times 4$ block sizes in which 30% and 50%, respectively, of the blocks, have the same RD cost among their intra modes.
The proposed work got motivated by the current trend and advancement in the field of computer vision. The statistical models proposed for computer vision improved the performance of many applications. The proposed work further explores the statistical foundation of optimal stopping theory and applies it in HEVC. In the proposed work, in order to utilize the available information in the prediction, the probability is incorporated based on the guidance-filter [7] concept. Such guidance not only efficiently alters the working of the algorithm but dynamically adjusts itself to the contents of the video. Some of the contributions of this article include:

I. A statistical model is proposed that is based on statistic’s basic principle.
II. The model is simple and as a result, it requires less computation.
III. The performance of the proposed model is better than many existing classical secretary-based models.

This article is structured as related-works, motivation, proposed-model, and results are presented in Sections 2–5, respectively. In the end, the article is concluded in Section 6.
2 Related Works

Literature is full of fast algorithms, and one reason behind the popularity of intra mode is that it is a very challenging area. Because one mode has to be selected from 35 modes. Hence, the probability of selecting the correct option is only 0.02%.

In [8], 30% of the encoding time is saved by the classical secretary problem-based algorithm. This work evaluates a minimum of two modes to compute the stopping point. In [9], the pixel values of the left and above block are used to decide the planar mode. This results in a 14% time reduction in the encoding process. Zhu et al. in [10] saved 16.1% of the encoding time. In this work, Hadamard transform is used instead of DCT. The author of [11] saved 28% of the time by proposing a model that performs intra modes selection in an iterative process. In each iteration, few intra modes are selected from the available pool (i.e., 35 modes). In [12], 60% time-saving is achieved. This work tries a sub-set of modes. Ying in [13] saved 38% of the time by proposing a model that utilizes RD as a stopping point. Zhang in [14] saved 38% of the time by proposing a model that consists of three phases. In [15], a model is proposed that utilizes the complexity of the block to form three groups. Yeh in [16] computes the RD cost using the co-located information. Then this RD cost is used to compute the stopping point.

In [17], the RDOQ module is customized. This work utilizes the coefficients of the transform to predict the RD cost. Around 63% of the time is saved by this work. Zhang in [18] perform intra prediction using the gradient of the block. In [19], Hu saved 55% of the time by proposing a regression-based algorithm. Tariq in [20] saved 35% of the time by proposing a stopping-theory based algorithm. In [21], Kuanar saved 45% of the time by using CNN to perform fast encoding of the multimedia content. Huang in [22] performed optimization of intra modes. According to Huang, this model can be utilized for an early decision of CU and PU. The time saving is around 66% on average. The author of [23] saved 58% of the time by using random-forest-based algorithm to perform fast encoding of the multimedia content. In [24], 52% time is saved. This work first applies the planar mode on the current block and then uses its result to perform the fast angular mode decision on the same block. Tian in [25] saved 20.45% of the time. This work utilizes the deviation among the pixels values of the current CU and selects the intra mode for the current CU. In [26], Gwon saved 31.54% of the time by proposing a model that uses a Hadamard-cost-based classifier. In [27], an uncertainty-based model is presented to achieve fast intra mode decisions. Therefore, it dynamically adjusts itself to various situations. In [28], Munagala enhanced the holoentropy of HEVC. As a result, the PSNR is approved compared to the original HEVC. Improvement in PSNR is directly related to the improvement in the subjective quality of the content. Therefore, this algorithm gives a realistic experience to the user. Liu in [29], proposed a method that accurately predicts the features from video sequences. This method helped in overcoming stability and quantity issues of feature matching techniques. More features mean more information and hence, such an algorithm gives a more accurate prediction. However, more features mean more computation. Therefore, only those features should be used that efficiently represent the original data. Bahce in [30], proposed a 3D-SPECK method for the encoding of geometry videos.

The proposed work, in comparison to the state-of-the-art works presented above, tries to extract information for the current CU. In the proposed work, the probability of each intra mode is found out using the modes of the neighboring CUs because neighboring CUs and current CU has a strong correlation. This correlation is due to the existence of symmetry in natural images. The proposed work uses these probabilities of the intra modes to find out the stopping point. This early stopping will help in reducing the complexity of HEVC. The probabilities of intra modes
not only act as a guide, but also help in making efficient early decisions about the intra mode. No doubt, the probability is just simple information, but it is the most relevant information too.

3 Motivation

This section will present the motivation of doing this research. Also, we will explain how our research got inspired by the ‘guided filter’ [7]. The most important concept of this filter is that it not only takes an input image, but also accepts a guidance image. This guidance image can be any natural image that will tell the filter to preserve the important information present in the input image. For example, the output image of the guided filter will contain an edge, if there is really an edge because it is guided by the guidance image. This means that if guidance is provided, we can efficiently early terminate the intra mode decision process.

The probability of any intra mode $i \in 1, 2, \ldots, 35$ can be obtained by consulting the intra mode $s$ of the neighboring CUs. If $m_1, m_2, \ldots, m_N$ are the modes shortlisted for the current CU, then the probabilities of these modes can be obtained from the pre-computed matrix. Let $p_i$ denotes the probabilities of these shortlisted intra modes that are arranged in a list, and we have evaluated (seen) up to $k$ elements of this list. Then by using the sum of probability rule, we get:

$$\sum_{i=1}^{k} p_i + \sum_{j=k+1}^{N} p_j = 1$$

$$\sum_{i=1}^{k} p_i = 1 - \sum_{j=k+1}^{N} p_j$$

where $N$ is the total number of intra modes for the current CU, $p$ is the probability of a specific intra mode $i$, and $k$ is the current intra mode that is evaluated for the current CU such that the value of $k$ is $[1, N)$.

The left side of (1) can be treated as a success while the other side as a failure. The simplest and efficient stopping point can be found when success becomes greater than failure. Consider the Tab. 1 data that contains 5 elements. To make an optimal decision, one has to evaluate/see all the 5 options. Another way is to consider any additional information that can guide us to the optimal decision in less time. Therefore, the probabilities $(p)$ of each of these options are used that are also provided in Tab. 1. These probabilities guide us like what is the chance of selecting any particular mode. Moreover, if we know that the first option is selected 60% of the time, then these probabilities do make sense.

Table 1: Failure vs. success concept

| $p$  | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
|------|-----|-----|-----|-----|-----|
| $k$  | 1   | 2   | 3   | 4   | 5   |

For example, consider Tab. 1 that has 5 elements and each of them has a probability of 0.2. Suppose we evaluated the first element ($k = 1$) but the question is that can we stop here? Even we know that the first option is best in 60% of the cases but we can’t stop because it’s a very risky decision. Look at it from another angle, the success of making the right decision is only 0.2 and the probability of making a wrong decision is 0.8, which is too high. Suppose we evaluated
another option \((k = 2)\), and this means that we have seen two elements so far and now we have some more idea about the situation. The probability of making the right decision now is increased to 0.4 and the probability of making a wrong decision has decreased to 0.6. Similarly, one can say that we should evaluate another option so that we can increase the chance of making the right decision. Therefore, for \(k = 3\), the probability of making the right decision is 0.6 and the probability of making a wrong decision is 0.4.

Kindly note that different modes are selected for the CU in HEVC and therefore, their related probabilities will be different too. Hence, sometimes this 50% success or 0.5 probability can be achieved early and sometimes it can be delayed. This process is presented in Fig. 3 which shows that both the probabilities intersect at point 0.5. This is the neutral point that indicates a satisfactory level of success i.e., 50%. Moreover, this intersection point will change depending upon the values of the elements. For example, if the probability is large for early elements present in the list, then the intersection will occur early. However, if the probability is small for the early elements present in the list, then the intersection will occur late. Therefore, the authors argue that whenever an intersection is found, the intra mode decision process should be terminated. In the next section, three different examples will be used to present this intersection concept graphically. This will help in understanding the early and late occurrence of the intersection.

![Figure 3: Success and failure concept](image)

### 4 Proposed Algorithm

An algorithm will be presented in this section that will achieve fast intra mode decisions. As mentioned in the motivation section that the probabilities of intra mode can be used as guidance. This guidance (probability) will only give limited information like what is the likelihood of any particular mode to be selected. The probability of any intra mode \(S\) can be obtained if \(M\) is the mode of neighboring CU. This simply means that to save the count of \(M\) when modes were \(S\). A 2D matrix can easily hold this information. This 2D matrix is shown in Fig. 4 for easy understanding. Fig. 4 shows that some modes have a high probability (big peaks in the figure) and some have less probability (small peaks in the figure). The issue is that less probability doesn’t mean they are not selected and high probability doesn’t mean they are always selected. That’s why we have to evaluate elements until we reach a point the tells us a satisfactory number of elements have been seen.
In this section, the work mentioned in (1) and Fig. 3 will be extended. By extension, we mean that if the probability is high, then the intersection should take place early and if the probability is low, then the intersection should be delayed. A model with such a characteristic will be considered as a satisfactory contribution to the area of classical-secretary-problem and optimal-stopping-theory. In order to construct such a model, we take the help of the basic statistical formulation:

$$\sum_{i=1}^{N} p_i = \sum_{i=1}^{k} p_i + \sum_{j=k+1}^{N} p_j$$

(2)

$$\frac{\sum_{i=1}^{N} p_i}{k} = 1 + \frac{\sum_{j=k+1}^{N} p_j}{\sum_{i=1}^{k} p_i}$$

(3)

From (2), we can also get:

$$\sum_{j=k+1}^{N} p_j = \sum_{i=1}^{N} p_i - \sum_{i=1}^{k} p_i$$

(4)

Using (4) in (3), we get:

$$\frac{\sum_{i=1}^{N} p_i}{k} = 1 + \frac{\sum_{i=1}^{N} p_i - \sum_{i=1}^{k} p_i}{\sum_{i=1}^{k} p_i}$$

(5)

Eq. (5) can be simplified to:

$$\frac{\sum_{i=1}^{N} p_i}{k} > \left(1 + \sum_{i=1}^{k} p_i\right)$$

(6)
The simplification of (5) into (6) holds because the R.H.S of (5) is added by a big value i.e., \( \sum_{i=1}^{N} p_i \) (sum of all the probabilities) and divided by a small value i.e., \( \frac{\sum_{i=1}^{k} p_i}{\sum_{i=1}^{k} p_i} \) (sum of probabilities up to \( k \) only, where \( k \leq N \)). Hence, (6) will always hold as it is the normal curve of the formulation. In order to figure out the stopping point, we have to find the point that does not follow this normal curve. In order to obtain this point, we have to find a situation that satisfies:

\[
\left( 1 + \sum_{i=1}^{k} p_i \right) \geq \frac{\sum_{i=1}^{N} p_i}{\sum_{i=1}^{k} p_i}
\]

(7)

Now this concept will be further explained with the help of examples and visual evidences. Denote the left side of (7) as L.H.S and the right side of (7) as R.H.S. Three examples are constructed that are shown in Tabs. 2–4. In these tables, \( p \) is the probability, L.H.S is the L.H.S of (7) and R.H.S is R.H.S of (7). The output of (7) for these examples, given in Tabs. 2–4, are graphically presented in Fig. 5. The first example given in Tab. 2 contains small values which indicate the probability is less or we are uncertain in this situation. The second example, given in Tab. 3, represents an intermediate situation in which probability is increased. In example 3, given in Tab. 4, the probabilities of early elements are set high to indicate that they have a high chance to be selected.

| p     | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 |
|-------|-----|-----|-----|-----|-----|
| R.H.S | 5   | 2.5 | 1.6 | 1.25| 1   |
| L.H.S | 1.1 | 1.2 | 1.3 | 1.4 | 1.5 |

Table 2: Data for example-1

| p     | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
|-------|-----|-----|-----|-----|-----|
| R.H.S | 5   | 2.5 | 1.6 | 1.25| 1   |
| L.H.S | 1.2 | 1.4 | 1.6 | 1.8 | 2   |

Table 3: Data for example-2

| p     | 0.4 | 0.2 | 0.1 | 0.05 | 0.02 |
|-------|-----|-----|-----|------|------|
| R.H.S | 1.9 | 1.2 | 1.1 | 1    | 1    |
| L.H.S | 1.4 | 1.6 | 1.7 | 1.75 | 1.77 |
The output of (7) is very interesting for these three aforementioned examples. Let’s discuss the first example. The \textit{R.H.S} of (7) is obtained by dividing the sum of probabilities i.e., 0.5 by the sum of probabilities up to the first element that is 0.1 in this case, and the answer is 5. The \textit{L.H.S} is simply the addition of the sum of probabilities up to the first element plus 1.0, and we get 1.1. Similarly, the second value for Tab. 2 is obtained by dividing the sum of probabilities (0.5) by the sum of probabilities up to the second element i.e., 0.2 and the answer is 2.5 in this case. The \textit{L.H.S} is simply the addition of 1 plus 0.2 and the answer is 1.2. The same process is repeated to obtain the remaining values. The visual result of this example is shown in Fig. 5a. Fig. 5a shows that the termination point, in this case, will be found at element 4. This delay in termination is due to the small probabilities of the elements.

Now we discuss the third example that is given in Tab. 4. The sum of probabilities, in this case, is 0.77 and when it is divided by the probability of the first element i.e., 0.4, the answer is 1.92. The \textit{L.H.S} is simply the addition of 1 and 0.4, and the answer is 1.4 in this case. Similarly, the second value in Tab. 4 is obtained by dividing 0.77 by 0.6, and the answer is 1.28, and so on. Fig. 5c shows the visual output of this example. Fig. 5c shows that the termination is performed at element 2. This early termination is due to the high probabilities of the early elements in the list. Example-2 represents the intermediate case and the same procedure is applied to it. The output of example-2 is presented in Fig. 5b which shows that the termination is performed at element 3, because (7) has \(\geq\) sign in it. These examples show that the proposed algorithm handles various situations efficiently and dynamically adjust itself according to the elements. Moreover, the formulation of this early termination model is very simple and as a result, it requires less computation. The flowchart of the proposed algorithm is shown in Fig. 6. The changes made to the RDO module are shown in the RDO box. For each CU, the RMD module calculates 35 intra modes and chooses \(N\) modes. Then the proposed algorithm evaluates the intra modes given by the RMD module one by one until it finds the termination point, i.e., the point found using (7).
5 Experimental Results

This section will present and discuss the encoding results of the proposed algorithm for HEVC. The limitation of this algorithm will also be presented with facts and figures. In the end, the comparison will be conducted with the existing algorithms. HM software, 16.0 version is downloaded from [3] and the proposed algorithm is implemented in it to obtain the encoding results. Following settings are used during the encoding process to make a fair comparison with existing algorithms: 4 QPs i.e., {22, 27, 32, and 37}, videos from A-F classes and All-Intra-Main configuration are selected as directed in [31]. Three performance matrices i.e., Time-saving ($\Delta T$), BD-BR and BD-PSNR are used as directed in [32]. The $\Delta T$ is measured using:

$$\Delta T = \frac{(T_{HEVC} - T_{Proposed})}{T_{HEVC}} \times 100\%$$  

(8)

5.1 Encoding Results of Probability Based Early Termination in HEVC

The results of the probability-based intra mode decision algorithm for the HEVC data set are presented in Tab. 5. Tab. 5 shows that the probability-based model saved 30% of the total encoding time and bit rate increment is only 1.35% on average. The probability model's time saving is due to its simplicity and guidance information. It is already discussed in the previous section that if a model does not provide real-time response then it is useless. This fast intra mode decision is a very good practical example of this situation. Secondly, the guidance has to be as useful as possible. The probability of intra mode is obtained in this work by using the neighboring intra mode's information. This allows the model to dynamically adjust itself based on the guidance. This adjustment means the movement of the intersection point presented in Fig. 5.
Table 5: Proposed algorithm encoding output

| Classes | Sequences            | \( \Delta P \) | \( \Delta R \) | \( \Delta T \) |
|---------|----------------------|----------------|----------------|----------------|
| A       | Nebuta               | -0.04          | 0.58           | 32.83          |
| 2560 × 1600 | Traffic             | -0.08          | 1.48           | 31.08          |
|         | PeopleOnStreet      | -0.08          | 1.48           | 31.76          |
| B       | BQTerrace            | -0.08          | 1.21           | 32.16          |
| 1920 × 1080 | Cactus              | -0.05          | 1.33           | 30.8           |
|         | Kimono               | -0.05          | 1.29           | 30.16          |
| C       | BasketballDrill      | -0.06          | 1.15           | 29.43          |
| 832 × 480 | RaceHorses           | -0.08          | 1.28           | 30.18          |
|         | PartyScene           | -0.12          | 1.52           | 31.77          |
| D       | BlowingBubbles       | -0.08          | 1.27           | 29.13          |
| 416 × 720 | BQSquare             | -0.11          | 1.25           | 28.49          |
|         | BasketballPass       | -0.08          | 1.36           | 27.23          |
| E       | KristenAndSara       | -0.10          | 1.93           | 29.82          |
| 1280 × 720 | FourPeople          | -0.10          | 1.72           | 30.43          |
|         | Johnny               | -0.07          | 1.69           | 29.13          |
| F       | SlideShow            | -0.04          | 0.88           | 29.21          |
| 1280 × 720 | ChinaSpeed           | -0.11          | 1.25           | 30.17          |
|         | BasketballDrillText  | -0.09          | 1.59           | 30.14          |
| Avg.    |                      | -0.08          | 1.35           | 30.22          |

The two most important, relevant and recent intra mode decision algorithms [20, 33] are implemented and tested on the same platform. The output of these algorithms is also summarized in Tab. 6. The result of the proposed algorithm is also placed in Tab. 6 for easy comparison. Tab. 6 shows that [20] saves 29% of the encoding time, while [33] saves 20% of the total encoding time. Tab. 6 also shows that the proposed probability-based algorithm saves more time than the two aforementioned algorithms. Moreover, Tab. 6 shows that the proposed probability algorithm gives a satisfactory proportion between \( \Delta T \) and \( \Delta R \).

Table 6: Head-to-head comparison with fast intra algorithms

| Classes | Sequences       | [20] \( \Delta P \) | [20] \( \Delta R \) | [20] \( \Delta T \) | [33] \( \Delta P \) | [33] \( \Delta R \) | [33] \( \Delta T \) | Probability \( \Delta P \) | Probability \( \Delta R \) | Probability \( \Delta T \) |
|---------|-----------------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| A       | Traffic         | -0.07               | 1.21                | 30.61               | -0.04               | 0.65                | 4.50                | -0.08               | 1.48                | 31.08               |
| 2560 × 1600 | PeopleOnStreet | -0.07               | 1.22                | 31.20               | -0.03               | 0.45                | 5.21                | -0.08               | 1.48                | 31.76               |
| B       | Cactus          | -0.04               | 1.01                | 30.52               | -0.02               | 0.59                | 3.97                | -0.05               | 1.33                | 30.80               |
| 1920 × 1080 | Kimono          | -0.03               | 0.74                | 29.34               | -0.02               | 0.61                | 2.93                | -0.05               | 1.29                | 30.16               |
| C       | RaceHorses      | -0.07               | 1.04                | 30.37               | -0.03               | 0.42                | 6.19                | -0.08               | 1.28                | 30.18               |
| 832 × 480 | PartyScene      | -0.12               | 1.55                | 31.59               | -0.04               | 0.56                | 9.87                | -0.12               | 1.52                | 31.77               |
| D       | BQSquare        | -0.12               | 1.29                | 28.57               | -0.04               | 0.39                | 8.27                | -0.11               | 1.25                | 28.49               |
| 416 × 720 | BasketballPass  | -0.07               | 1.14                | 26.89               | -0.02               | 0.32                | 4.36                | -0.08               | 1.36                | 27.23               |
| E       | FourPeople      | -0.08               | 1.36                | 30.37               | -0.04               | 0.68                | 3.20                | -0.10               | 1.72                | 30.43               |
| 1280 × 720 | Johnny          | -0.06               | 1.50                | 28.80               | -0.03               | 0.65                | 0.79                | -0.07               | 1.69                | 29.13               |
| F       | ChinaSpeed      | -0.12               | 1.29                | 29.70               | -0.04               | 0.39                | 8.27                | -0.11               | 1.25                | 30.17               |
| 1280 × 720 | BasketballDrillText | -0.08               | 1.49                | 29.82               | -0.03               | 0.63                | 5.53                | -0.09               | 1.59                | 30.14               |
| Avg.    |                 | -0.08               | 1.24                | 29.82               | -0.03               | 0.53                | 5.26                | -0.08               | 1.44                | 30.11               |
Fig. 7 analyzes the proposed algorithm from another perspective. Fig. 7 presents the information that which intra modes are usually selected by proposed models, as it will give a unique working signature/behavior of the proposed algorithms. To make things interesting and comparative, Fig. 7 contains the results for the proposed algorithm, [20] (Tariq), [33] (Zhao) and [34] (FFA) algorithms. From Fig. 7, one can easily decide how and where an algorithm is saving time. Because if an algorithm picks early intra modes for the blocks as we see in the case of Tariq ([20]); then time-saving will be huge as its not evaluating lots of modes for the blocks and hence, bit-rate will be high. In contrast, if an algorithm tries many options (intra modes) for the blocks as we see in the case of Zhao ([33]); then time-saving will be marginal but the bit-rate increase will be minimal. Fig. 8 shows that the proposed probability algorithm saves time but selects the first option only 60% of the time, which is 10% less compared to FFA. But, the good thing about the probability model is that it evaluates less number of options than FFA to draw the stopping decision.

![Figure 7: Histogram of stopping-points selected by various algorithms](image)

![Figure 8: Visual comparison between HEVC and the proposed algorithm. (a) HEVC output (b) Proposed output](image)
5.2 Discussions

Literature is full of fast intra algorithms. Out of which, some of the novel algorithms are presented in Tab. 7. Algorithms that were applied on both H.264 and HEVC (e.g., gradient algorithm) are presented only once. Also, algorithms that were combining CU/TU/PU/intra-mode are dropped and only intra mode focused algorithms are presented. As this will be unfair to compare intra mode time saving with the CU algorithm proposed for intra frame. Some articles claim huge time saving, that’s why we conducted an experiment in which 1 intra mode per block (CU) is evaluated. The results of this experiment show that the total overall time saving of HEVC is 43.65%. Moreover, this experiment is conducted on the HM 16.9 version which is the latest version. Lastly, the bit-rate in such a case is too high to be acceptable for any publication. Therefore, the time saving reported by any article over 43% is a question mark.

Table 7: Analyzing literature review algorithms

| Class | Prob | [20] | [35] | [18] | [36] | [37] | [12] | [9] | [5] |
|-------|------|------|------|------|------|------|------|------|------|
|       |      | ΔR  | ΔT  | ΔR  | ΔT  | ΔR  | ΔT  | ΔR  | ΔT  |
| A     | 1.2  | 28  | 1.5 | 30  | 0.1 | 0.1 | 0.02 | 0.1 | 0.02 |
| B     | 0.9  | 25  | 1.4 | 29  | 0.1 | 0.4 | 0.03 | 0.4 | 0.03 |
| C     | 1.3  | 29  | 2.3 | 32  | 0.2 | 0.4 | 0.03 | 0.4 | 0.03 |
| D     | 1.2  | 26  | 2.7 | 30  | 0.4 | 0.0 | 0.19 | 0.0 | 0.19 |
| E     | 1.4  | 26  | 2.4 | 31  | 0.2 | 1.0 | 0.00 | 0.2 | 0.00 |
| Avg.  | 1.2  | 30  | 2.0 | 30  | 0.2 | 0.4 | 0.04 | 0.4 | 0.04 |

Secondly, some articles are combining early CU, early PU, early TU, and early intra-mode algorithms. Such algorithms neither fall in the fast CU category, nor fall in fast intra mode decision. Therefore, we have proposed a fast intra mode decision algorithm and compared it with only fast intra mode decision algorithms. The term Prob in Tab. 7 represents the proposed algorithm. Tab. 7 shows that Prob gives a satisfactory proportion between the increase in ΔR and ΔT.

Finally, the reconstruction quality of the proposed algorithm is shown in Fig. 8. Fig. 8a shows the reconstruction quality of HEVC and Fig. 8b shows the reconstruction quality of the proposed algorithm. It can be seen in Fig. 8 that the picture obtained using HEVC is very smooth. Whereas the picture obtained using the proposed algorithm contains some rough/sharp edges at some places, but altogether, there is not much difference.

6 Conclusion

The intra mode computation procedure of HEVC is expedited by employing the guidance idea. The proposed algorithm proved that the algorithm that is light weight such as probability improves the performance of the fast algorithm and supports real-time applications. The proposed algorithm is applied to various statistics and HEVC examples, and its performance was satisfactory. The proposed algorithm solves the same problem as the existing works in the literature, but its methodology is very unique. Moreover, the proposed probability-based algorithm outperforms [34,38] that are the latest fast intra algorithms proposed to reduce the complexity of HEVC. In order to improve the time-saving of the proposed model, a threshold can be introduced...
in (7). This threshold will assign weight and as a result, it will accelerate the early termination process. Hence, will result in more time-saving
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