Comparing decision mining approaches with regard to the meaningfulness of their results

Beate Scheibel\textsuperscript{1} and Stefanie Rinderle-Ma\textsuperscript{2}

\textsuperscript{1}Research Group Workflow Systems and Technology, Faculty of Computer Science, University of Vienna, beate.scheibel@univie.ac.at

\textsuperscript{2}Chair of Information Systems and Business Process Management Department of Informatics Technical University of Munich, Germany stefanie.rinderle-ma@tum.de

Abstract

Decisions and the underlying rules are indispensable for driving process execution during runtime, i.e., for routing process instances at alternative branches based on the values of process data. Decision rules can comprise unary data conditions, e.g., age > 40, binary data conditions where the relation between two or more variables is relevant, e.g., temperature\textsubscript{1} < temperature\textsubscript{2}, and more complex conditions that refer to, for example, parts of a medical image. Decision discovery aims at automatically deriving decision rules from process event logs. Existing approaches focus on the discovery of unary, or in some instances binary data conditions. The discovered decision rules are usually evaluated using accuracy, but not with regards to their semantics and meaningfulness, although this is crucial for validation and the subsequent implementation/adaptation of the decision rules. Hence, this paper compares three decision mining approaches, i.e., two existing ones and one newly described approach, with respect to the meaningfulness of their results. For comparison, we use one synthetic data set for a realistic manufacturing case and the two real-world BPIC 2017/2020 logs. The discovered rules are discussed with regards to their semantics and meaningfulness.

1 Introduction

Process mining enables process discovery, conformance checking, and process enhancement \cite{1}. One important aspect of process discovery is the derivation of decision points and the corresponding decision rules based on event logs \cite{2}. The discovered decision rules are usually of the form \texttt{v(variable) op(operator) c(constant)},
i.e., a variable compared to a constant value (referred to as unary data condition), e.g., temperature below 50°. However, real-world processes often include more complex decision rules [3]. Then, restricting discovery to unary conditions can lead to semantically incorrect decision rules that perform well because of overfitting, but do not appropriately depict the underlying decision logic. The first step towards decision rules reflecting real-world needs is to consider binary data conditions. These conditions involve two or more variables that are in a specific relation to each other, e.g., \( t_1 < t_2 \) where \( t_1 \) and \( t_2 \) are variables and their values are written during process runtime. Approaches such as BranchMiner [4] enable the discovery of binary data conditions. However, again the focus is on accuracy of the results; their semantics is not considered despite the increased complexity of the rules.

Considering the semantics and meaningfulness of decision mining results is especially important with respect to transparency and explainability which are requirements for process mining [5]. Another challenge is validity. A distinction between internal and external validity is made, where internal validity can be loosely translated to the accuracy, whereas external validity refers to whether the result can be generalized [5]. This translates to decision mining as well. The discovered decision rules should be accurate, generalizable as well as transparent in the sense that they depict the underlying logic. Transparency and explainability are current challenges for machine learning in general [6], and for decision mining in particular. Decision rules should be accurate as well as contain meaningful rules. A first step is the ability to discover more complex decision rules. However, this might also lead to an increased number of discovered rules, which in turn amplifies the need to check for meaningfulness in addition to accuracy.

This paper compares three decision mining approaches that enable the discovery of unary and binary data conditions with respect to the semantics and meaningfulness of the results. The first approach features a basic decision tree implementation. The second approach is BranchMiner (BM) [4] which is available as a compiled tool without source code or detailed documentation. Therefore, a third approach – the Extended Decision Tree (EDT) – is provided. It builds upon the concepts of the basic tree implementation and integrates ideas from [3] in order to enable dynamic testing and ensure transparency and comprehensibility of the rules. This approach is currently restricted to binary data conditions with comparison operators, which is sufficient for the purposes of this paper. The three approaches are compared based on two real life datasets and one synthetic dataset. Based on the observations from the comparison we provide recommendations for the interpretation and validation of decision mining results.

Section 2 presents a running example from the manufacturing domain. The decision mining approaches to be compared will be described in Sect. 3. The results are described in Sect. 4 and analyzed in Sect. 5. In Sect. 6 the related work is discussed and Sect. 7 provides a conclusion.
2 Running Example: Measuring Process in Manufacturing

This section describes a use case from the manufacturing domain to illustrate the challenges described in Sect. 1. In the manufacturing domain producing workpieces and checking their quality is a core task. Workpieces are manufactured manually or using different machines and subsequently checked if they adhere to the conditions (nominal value and tolerances) specified in the technical drawing or CAD model. Measuring can be done manually or using a coordinate measuring machine. If a measuring machine is used, the measuring program specifies which features have to be measured for a particular workpiece. This program has to be configured manually and is based on the technical drawing. After the workpiece is measured, the measured values have to be checked to make sure they adhere to the specified conditions. Then it is either placed on the scrap pile or on a tray for further use and the process can start again. If the measuring is done manually, some measuring tool, e.g., a calliper will be used. The rest of the process is performed the same way. The corresponding process model is depicted in Fig. 1.

During runtime the events reflecting the process execution are stored in a process event log. Listing 1 shows an excerpt of a process event log for the process model in Fig. 1. The uuid identifies the trace of a particular process instance. The logged events reflect the execution of process tasks Prepare attribute list and Measure workpiece with their timestamps and associated data elements.

```
<trace>
<int key='uuid' value='6775'/>
<event>
  <string key='concept:name' value='Check technical drawing'/>
  <string key='ranges' value='[[20,25],[10,15],[30,35]]'/>
  <date key='time:timestamp' value='2021-03-30T09:21:30.423+02:00'/>
</event>
```

Figure 1: BPMN model of measuring process (modeled using Signavio©).

Listing 1: Example log in XES format
This process includes one decision point i.e., Dimensions in tolerance?, which can be answered by 'Yes' or 'No' and the respective paths lead to either Put in OK Pile or Put in NOK Pile. However, the underlying decision rule is more complex (i.e., 'all measured features have to be in the specified tolerance zone') and can only be obtained by discussing the process with a domain expert. When performing this process manually, the decision is made by the employee, who documents the measured values either digitally or on a piece of paper. When automating the entire process, the attribute list, the list of all essential features with the respective tolerances is stored digitally. When the feature is measured, it can be automatically checked if it lies within the tolerance range. This can be hard-coded as part of the process. However, it is more challenging to automatically discover the underlying decision rule from the event log. Table 1 can be obtained by merging the event data from one trace into one row. It shows the identifier (the uuid), the tolerance ranges, the measured values (abbreviated as 'meas' in the following), as well as the result, i.e., if the workpiece was specified as 'OK' or 'NOK'. All list values have to be split up into single values, in order to be used as input for the three decision mining approaches.

Table 1: Data for running example 1.

| uuid | ranges               | meas     | result |
|------|----------------------|----------|--------|
| 0001 | [(20,25),(10,15),(30,35)] | [24,12,31] | OK     |
| 0002 | [(20,25),(10,15),(30,35)] | [23,13,33] | OK     |
| 0003 | [(20,25),(10,15),(30,35)] | [24,10,37] | NOK    |

3 Discovering Decision Rules with Extended Data Conditions

In general, algorithms for decision mining have to fulfill a major requirement: the resulting decision rules have to be human readable. Therefore decision trees are typically used for decision mining instead of black-box approaches such as neural networks [2]. In the following, we illustrate the challenges of the basic decision mining approach based on the running example (cf. Sect. 2), before the BranchMiner [4] is described, and the Extended Decision Tree is introduced.
3.1 Basic Decision Tree - BDT

Most approaches for discovering decision rules use decision trees. Well-known algorithms include CART [7] and C4.5 [8]. Decisions are treated as a classification problem. In the running example, the decision tree can be used to classify a certain workpiece in 'OK' or 'NOK'. The possible input formats include numerical data and, depending on the implementation, categorical data. For the running example, a CART implementation [9] generates the decision tree in Fig. 2, after the lists have been transformed into single valued variables. The classification uses unary data conditions, as current decision tree implementations are not able to discover binary data conditions. The basic approach works in many cases and can achieve high accuracy. However, valuable semantic information is lost in the process as we do not know the exact ranges and the underlying relations which can lead to misleading rules and lower accuracy if the input data changes. For example, the learning set could contain only a slight variation in values. Thus the learned conditions contain smaller ranges than stated in the drawing. This is the case in the running example, as well. If the conditions contained in Fig. 2 are aggregated, the tolerance ranges are (22,78),(10,18),(32,69) instead of the ranges specified in the drawing: (20,80),(10,20),(30,70). Here, the discovered rule contains no semantic information and is slightly inaccurate.

3.2 BranchMiner - BM

BranchMiner [4] uses Daikon [10], a tool for discovering invariants in Software, to detect invariants in event logs. Invariants refer to data conditions that are true at one point in the process, e.g., before Event E takes place Variable v has to have a specific value. It is able to discover unary as well as binary data conditions and even linear relationships e.g. \( v1 \ast 10 < v2 \). Binary conditions are discovered using latent variables. Latent variables are additional variables that are generated by combining all variables with each other using arithmetic operations.
operators (+, −, ∗, /). After these invariants are discovered, a decision tree, here
the Weka [11] implementation, is used to generate decision rules. The tool and
some log files for testing are available online, but no detailed documentation or
source code could be found.

### 3.3 Extended Decision Tree - EDT

BDT is not able to discover binary decision rules, whereas BM detects complex
decision rules, but cannot be modified or adapted. Therefore we propose EDT,
that integrates the concept of latent variables into BDT in order to ensure
transparency, comprehensibility as well as easy modification of the source code.

[12] emphasize the importance of comprehensibility, i.e., explanations that
are understandable to humans and the role decision trees can play to provide
more comprehensive results. EDT allows to generate a decision tree alongside
with the discovered decision rules, similar to Fig. 3. The decision tree can be
useful to understand where a specific condition is used, hence contributing to
comprehensibility of the results. In addition, the available source code ensures
easier testing and adaptation. However, arithmetic operators or linear relation-
ships are not included as part of this study, i.e., EDT is only able to discover
binary data conditions with comparison operators. EDT will be adapted to
include more complex relationships in future work.

The first step of EDT is to convert the log files into table format. Additionally, as for the running example, the lists of values have to be split into
single values, which was also the case for BDT and BM. Furthermore the result
column has to be defined. Numeric variables are used as input variables. As for
BM, latent variables enable the discovery of binary conditions. Latent variables
are generated by taking two variables and comparing them using an operator
$\otimes$, with $\otimes \in \{<, >, \leq, \geq, \neq, =\}$. The resulting logical value is stored in a new
variable.

This is done for all variables and all comparison operators. The result for the
running example can be partially seen in Tab. 2. The data element ranges from
Tab. 1 was split into singular values (range0-range5), similar measured values
was split into meas0-meas2, this was also done for BDT. Three latent variables
are shown, i.e., $\text{range}1=\text{range}5$, $\text{range}2=\text{meas}0$ and $\text{meas}2=\text{range}5$. The
last column shows the result i.e., if the workpiece was classified as OK or NOK.
The yellow columns highlight potentially relevant variables.

Data conditions are learned using an existing decision tree implementation,
i.e., sklearn [9]. Using an already tested and optimized implementation allows
acceptable runtimes even for large datasets. This is important as the number of
elements increases with the generation of new elements. After the decision tree
is generated, we can access the different paths for the different result classes e.g.
the conditions that have to be met by the workpiece to be qualified as 'OK'.
The last step is to create a conjunctive decision rule by joining the conditions.
This can be done for each outcome class.

4 Evaluation

The prototypical implementations of BDT and EDT can be found here [1].

We aim at comparing the decision rules discovered by BDT, BM, and EDT
(cf. Sect. 3). As the decision rules might contain binary data conditions, the
data sets used in the evaluation must involve at least two numerical variables
and a result variable. The first data set contains synthetic data for the running
example (cf. Sect. 2) and is available online [1]. In addition, we use two data sets
from the Business Process Mining Challenge (BPIC), i.e., from 2017 and 2020.
BPIC2017 and BPIC2020 include XES log files, which have to be transformed
into 'dataframes' for BDT and EDT and to 'cpn' files for the BM approach.
BM was executed with the option 'latent variables' enabled. The data sets are
split into training and test sets (90% training, 10% test), which can be used to
determine the accuracy of the results. To calculate the accuracy, the following
formula is used:

\[
\text{Accuracy} := \frac{\text{Number of correctly classified instances}}{\text{Total number of instances}}
\]

Here, instances refers to actual process instances, i.e., the different cases,
identified by some identifier, for example the 'uuid' in the running example.
The term 'classified' refers to the result, i.e., if the result can either be 'OK'
or 'NOK', the test set instances are classified as one of these according to the

---

[1] https://github.com/bscheibel/edt
discovered decision rule, and then compared to the actual result to check if the instance was correctly classified.

In addition to accuracy, the recall and precision value for the discovered rules are calculated, based on the definition by [13]. To calculate these values, a ground truth has to be known, which refers to the conditions that are part of the actual underlying decision rule. As the ground truth is only defined for the running example, the other rules are estimated, based on the information available.

Recall refers to the ratio of discovered relevant conditions to the number of conditions in the ground truth. 'Relevant' in this context means conditions that are also part of the ground truth decision rule.

\[
\text{Recall} := \frac{\text{Total number of discovered relevant conditions}}{\text{Total number of ground truth conditions}}
\]

Precision refers to the ratio of discovered relevant conditions to the number of all discovered conditions.

\[
\text{Precision} := \frac{\text{Total number of discovered relevant conditions}}{\text{Total number of ground truth conditions}}
\]

The recall value can be used to evaluate if all underlying conditions have been discovered. Precision can be used to evaluate the complexity and comprehensibility of the discovered rules, i.e., if precision is 1, only relevant conditions are extracted. It is necessary to find a balance between these two values, as it is desirable to discover as many underlying conditions as possible without too many meaningless conditions which would add complexity and therefore lead to less comprehensible rules. Therefore, the $F_1$ measure [14] can be used as it combines these recall and precision into one metric.

\[
F_1 := 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

The closer to 1, the higher are recall and precision and therefore the better is the ground truth represented by the discovered rule. Inversely, the closer to 0 this value is, the worse it represents the underlying rule. The calculation of the $F_1$ measure is only possible if precision and recall are not zero, as otherwise an error will occur, due to division by 0. The comparison of the discovered conditions with the conditions contained in the ground truth rule is done manually.

### 4.1 Synthetic Data Set (Running Example)

This data set consists of synthetic data for 2000 workpieces based on the process model depicted in Fig. [1]. As result variable, we define the column ‘res’ that specifies if the workpiece is ‘OK’ or ‘NOK’ (1 / Branch1 → OK, 0 → NOK). The remaining variables are used as input columns. The ground truth is known for this case, as it was used to simulate the data and can be seen in Ground Truth, Synthetic.
The resulting **Rule BDT, Synthetic** (cf. next grey box) contains unary conditions and is discovered with an accuracy of 100%. The discovered conditions almost match the specified ranges, but include some inaccuracies, e.g., \( \text{meas}0 > 9.5 \) implies that 9.6 is already in the valid range which could lead to false results. As this approach is not able to correctly detect the binary conditions, recall and precision are 0 and therefore the \( F_1 \) measure is undefined.

**Rule BDT, Synthetic:**

\[
\begin{align*}
\text{WHEN } & \text{meas}1 > 9.5 \text{ AND meas}1 <= 20.5 \text{ AND meas}2 <= 70.5 \text{ AND meas}0 > 19.5 \\
\text{AND mea} & \text{s}0 <= 80.5 \text{ AND meas}2 > 29.5 \text{ THEN } Y = 1
\end{align*}
\]

Accuracy: 100%,
Recall: 0, Precision: 0, \( F_1 \): Undefined

BM discovers unary and binary conditions from the synthetic data set with an accuracy of 98.7%. However, only one of the binary conditions corresponds to the ground truth (cf. next grey box, marked in yellow). Accordingly, recall and precision are slightly higher than for BDT.

**Rule BM, Synthetic:**

\[
\begin{align*}
\text{WHEN } & \text{meas}1 <= \text{range}0 \text{ AND meas}1 <= \text{range}2 \text{ AND meas}2 <= 70 \text{ AND }
\text{meas}0 < \text{range}1 \text{ AND meas}0 >= 22 \text{ AND meas}2 >= 30 \text{ THEN Branch1,}
\end{align*}
\]

Accuracy: 98.7%,
Recall: 0.16, Precision: 0.16, \( F_1 \): 0.16

EDT discovers all applicable data conditions (even though in slightly different form, i.e., \( \text{meas}0 < \text{range}0 = false \) instead of \( \text{meas}0 >= \text{range}0 \)) achieving an accuracy of 100% (cf. next grey box) and an \( F_1 \) measure of 1. The resulting decision tree corresponds to Fig. 3.

**Rule EDT, Synthetic:**

\[
\begin{align*}
\text{WHEN } & \text{range}2 > \text{meas}1 = false \text{ AND meas}1 <= \text{range}3 = true \text{ AND range}5 >= \\
\text{meas}2 & = true \text{ AND meas}0 < \text{range}0 = false \text{ AND range}1 >= \text{meas}0 = true \text{ AND } \\
\text{range}4 & > \text{meas}2 = false \text{ THEN } Y = 1,
\end{align*}
\]

Accuracy: 100%,
Recall: 1, Precision: 1, \( F_1 \): 1
4.2 BPIC 2017

The BPIC 2017 data set captures a loan application process. The result is defined as the decision if the loan conditions were accepted (1/Branch 1 → accepted, 0 → not accepted). As input all numerical variables are used as no prior information is available which variables are relevant for the decision rules. The ground truth decision rule is estimated, and will reflect the underlying rule only partly. However, we assume that that the offered amount being at least the same as the requested amount is a precondition for acceptance.

Ground Truth, BPIC2017:
\[\text{OfferedAmount} \geq \text{RequestedAmount}\]

For BDT, the accuracy is 72% and the conditions are meaningless with recall and precision values of 0 and seem overly complex. For example the variable \text{NumberOfTerms} is used several times and is unlikely to have an impact on the decision.

\begin{verbatim}
Rule BDT, BPIC2017:
WHEN CreditScore <= 784.5 AND NumberOfTerms > 47.5 AND Selected <= 0.5 AND FirstWithdrawalAmount <= 9805.5 AND NumberOfTerms > 55.5
AND FirstWithdrawalAmount <= 3850.5 AND NumberOfTerms <= 178.5
AND NumberOfTerms <= 118.5 AND NumberOfTerms > 75.5 AND RequestedAmount <= 57500.0 AND FirstWithdrawalAmount <= 2075.19
AND FirstWithdrawalAmount <= 2.5 AND NumberOfTerms > 78.5
AND NumberOfTerms > 110.5 AND NumberOfTerms <= 113.5 AND RequestedAmount > 3119.5 THEN Y = 1,
Accuracy: 72%,
Recall: 0, Precision: 0, F1: Undefined
\end{verbatim}

The following rule Rule BM, BPIC2017 detected by BM achieves an accuracy of 70%. Its semantics is unclear and unintuitive as variables \text{CreditScore} and \text{MonthlyCosts} seem unrelated. This is reflected in the recall and precision values.

\begin{verbatim}
Rule BM, BPIC2017:
WHEN CreditScore! = MonthlyCost THEN Branch1,
Accuracy: 70%,
Recall: 0, Precision: 0, F1: Undefined
\end{verbatim}

EDT discovers rule Rule EDT, BPIC2017 that is similarly complex to Rule BDT, BPIC2017. It includes at least one binary condition that seems relevant, i.e., \text{RequestedAmount} \leq \text{OfferedAmount} as highlighted in yellow. The rule also includes apparently meaningless conditions such as \text{MonthlyCosts} >= https://doi.org/10.4121/uuid:5f3067df-f10b-45da-b98b-86ae4c7a310b
The accuracy is 73% and slightly exceeds the ones of BDT and BM for BPIC2017. The $F_1$ measure is 0.25, due to a recall value of 1 and the precision value of 0.14. However, the value of 1 as recall value is most likely an overestimation as only one underlying condition was defined, whereas the true ground truth probably contains more conditions.

```
Rule EDT, BPIC2017:
WHEN NumberOfTerms <= CreditScore = false AND Selected <= CreditScore = true AND RequestedAmount <= OfferedAmount = true AND FirstWithdrawalAmount <= CreditScore = false AND MonthlyCost >= NumberOfTerms = true AND MonthlyCost <= FirstWithdrawalAmount = true AND FirstWithdrawalAmount >= OfferedAmount = true THEN Y = 1,
Accuracy: 73%,
Recall: 1, Precision: 0.14, $F_1$: 0.25
```

### 4.3 BPIC 2020

The BPIC2020 dataset contains the process log of a travel permit and expense system. We define the column ‘Overspent’, which specifies if more money was spend than initially authorized (1 → overspent, 0 → not overspent) as result variable, which also leads to the definition of the ground truth. All other numerical variables serve as input.

```
Ground Truth, BPIC2020:
RequestedBudget < TotalDeclared
```

For BDT, the accuracy is 100% and one unary condition in Rule BDT, BPIC2020 is discovered, which seems meaningless, also being reflected in the recall and precision values. We would rather expect $OverspentAmount > 0$ as rule, because as soon as anything more than agreed upon was spent, it would be 'overspent'.

```
Rule BDT, BPIC2020:
WHEN $OverspentAmount > 10.11$ THEN Y = 1,
Accuracy: 100%,
Recall: 0, Precision: 0, $F_1$: Undefined
```

For BM, one binary condition in Rule BM, BPIC2020 is discovered, saying that if the amount that was overspent is higher than the total requested budget it was 'overspent'. The accuracy is 84.5%. This most likely does not reflect the underlying rules. Therefore recall and precision are 0.

---

3The corresponding decision tree yields no further insights and is therefore and due to lack of space not displayed here.

https://doi.org/10.4121/uuid:52fb97d4-4588-43c9-9d04-3604d4613b51

---
Rule BM, BPIC2020:
WHEN !(OverspentAmount > RequestedBudget) THEN Branch1,
Accuracy: 84.5%,
Recall: 0, Precision: 0, $F_1$: Undefined

The accuracy of 83% for EDT is below the accuracy values obtained for BDT and BM on BPIC2020. However, the discovered rule Rule EDT, BPIC2020 seems more meaningful: it states that as soon as the requested budget is smaller than the totally declared one, i.e., the money that was spent, overspent is true, leading to an overall $F_1$ value of 1. The resulting decision tree can be seen in Fig. 4.

Rule EDT, BPIC2020:
WHEN RequestedBudget < TotalDeclared = true THEN Y = 1,
Accuracy: 83%,
Recall: 1, Precision: 1, $F_1$: 1

$\begin{array}{c}
\text{RequestedBudget < TotalDeclared} \\
\text{false} \quad \text{true}
\end{array}$

\begin{tabular}{ll}
\text{Not Overspent} & \text{Overspent} \\
\end{tabular}

Figure 4: Decision tree generated by EDT for BPI20.

5 Discussion

The ground truth is only known for the running example. The results for the other two datasets are interpreted using the available description. All results can be seen in Tab. 3.

For the running example, BDT extracts unary conditions similar to the dimension ranges, leading to an accuracy of 100%. However, the accuracy can drop if the ranges change or if the measured values lie closer to the ends of the ranges. BM detects unary and binary conditions, with an accuracy of 98.7%. The discovered rule partly reflects the underlying rule. EDT discovered all underlying conditions and achieves an accuracy of 100%. It is interesting that EDT achieves a more meaningful result than BM, even though it is based on BM. The more meaningful results also reflects in a higher $F_1$ value, which is 1 for EDT and 0.16 for BM.

For the BPI17, the accuracy for all approaches is around 70%. BDT leads to an extensive rule, however the discovered conditions seem meaningless. BM detects a single binary condition, which also contains no semantic meaningfulness. EDT generates an extensive rule. However, only one of the discovered conditions is meaningful. With this exception, none of the approaches was able
Table 3: Results.

| Rule            | Accuracy | Recall | Precision | F1 Measure |
|-----------------|----------|--------|-----------|------------|
| BDT, Synthetic  | 100%     | 0      | 0         | U*         |
| BM, Synthetic   | 98%      | 0.16   | 0.16      | 0.16       |
| EDT, Synthetic  | 100%     | 1      | 1         | 1          |
| BDT, BPIC2017   | 72%      | 0      | 0         | U          |
| BM, BPIC2017    | 70%      | 0      | 0         | U          |
| EDT, BPIC2017   | 73%      | 1      | 0.14      | 0.25       |
| BDT, BPIC2020   | 100%     | 0      | 0         | U          |
| BM, BPIC2020    | 84%      | 0      | 0         | U          |
| EDT, BPIC2020   | 83%      | 1      | 1         | 1          |

*U - Undefined, due to division by 0

to detect meaningful decision rules, which is also reflected in the corresponding F1 values. This can be an indication that the discovery of the underlying rules is not possible with the tested approaches or that is is not possible at all, i.e., the decision depends on additional factors that are not part of the log files, e.g., a loan offer from a different bank.

For the BPIC20, BDT and BM each discover one condition that does not contain meaningful content, leading to an undefined F1 value. In contrast, EDT generates one binary condition that is meaningful, i.e., it was overspent if the requested budget is smaller than the actual spent amount, which is also reflected in the F1 value. BM and EDT achieve an accuracy around 80%. Interestingly, the highest accuracy was achieved by BDT. This is possible due to overfitting of the data, i.e., only cases where the OverspentAmount was greater than 10.11 are part of the dataset. Overfitting can be partly prevented by splitting training and test set, however in this case it was not possible to avoid overfitting.

From the evaluation some statements can be derived: Firstly, the accuracy of decision rules can be high, up to 100%, even though the discovered rules do not display the underlying decision logic. Conversely, a lower accuracy does not mean that the rules do not contain meaningful decision logic. If the ground truth is available, recall and precision and therefore the F1 value can be used to evaluate the meaningfulness of the extracted rules. Secondly, the ground truth can be a combination of unary and binary data conditions, or cannot be discovered, because the conditions are more complex or the deciding factors are not part of the event log. Thirdly, the data quality is important. This includes completeness, i.e., are all possible values represented by the training data, as well as noise, i.e., the more noise the data contains the more difficult it is to find meaningful rules. And fourth, BM and EDT discover different conditions, even though they build upon the same principle of creating latent variables. A possible explanation could be the different ways of choosing variables to include in the decision tree. BM preselects variables using information gain as metric, whereas in EDT all variables are used as input for the decision tree algorithm.
which is responsible for choosing the ones containing the most information. Another possibility is, that the different decision tree implementations lead to different results. Interestingly, BM would be able to detect more complex relations, but no linear relationships or relations using arithmetic operators were discovered. This leads to the assumption that such relations are not part of the used datasets and BM may yield better results if such relationships are contained. The additional decision trees in EDT can provide added value and more insight on when a specific data condition is used. Therefore a complementary approach, i.e. a combination of multiple approaches may be able to generate the most accurate and meaningful rules.

The following recommendations can support the discovery of meaningful and accurate decision rules.

- The possibility of binary data conditions should be taken into account, especially in regards to choosing a decision mining algorithm.
- Multiple decision mining algorithms can be used in conjunction to discover potential rules.
- The discovered decision rules can be seen as candidate rules.
- A domain expert should be able to identify meaningful decision rules from the candidate rules.
- A comparison between possible values and actual values in the dataset can yield more insight into the decision logic.
- The possibility that no meaningful decision rules can be discovered should be kept in mind.
- If the ground truth is available, recall and precision and therefore the \( F_1 \) value can be use to evaluate the meaningfulness of the extracted rules.

However, many challenges with regard to semantics and meaningfulness of decision rules remain.

5.1 Future Challenges

Some variables are meaningful as part of unary conditions, e.g. 'Monthly Cost' in BPIC17, other variables only in relation to other variables, e.g., measurements in the running example. Determining if a variable should be best used in a unary or in a binary condition could simplify the discovery. Generally, developing a metric to specify the meaningfulness of a decision rule if no underlying rules are known, could be used, in conjunction with the accuracy, to find the most appropriate rules. Furthermore, the integration of more complex decision logic should be explored, e.g. time-series data. The running example also contained some other challenges in process mining, e.g. the information contained in the engineering drawing has to be converted into a more structured format before it is included as part of the event log. Additionally, the current approaches cannot
include lists as input format. Future challenges therefore remain to integrate non-structured variables.

5.2 Limitations and Threats to Validity

This study is limited to three datasets, one of them consisting of synthetic data. Therefore, the ability of the approaches to produce meaningful rules cannot be generalized. However, it shows that a high accuracy is not equivalent to meaningfulness. Furthermore, not all complex rules are covered by the used approaches, e.g., time series data. In addition, only numerical data variables are taken into account. These limitations will be part of future work.

6 Related Work

[15] introduced the term Decision Mining (DM), by describing an approach to discover the different paths that can be taken in a process. [2] give an overview of the state-of-the-art where DM is seen as a classification problem and typically employs decision trees as these are able to generate human readable rules. [16] focus on the data-dependency of decisions, investigating the relationship between the data-flow and the taken decisions. [17] describe an approach that is able to work with overlapping rules that are beneficiary if data is missing or the underlying rules are not fully deterministic. [18] deal with infrequently used paths that would often be disregarded as noise, but can reveal interesting conditions that rarely evaluate to true. [3] present an approach to discover rules that involve time-series data, e.g., if the temperature is above a certain threshold for a certain time. However, all of these approaches only take unary conditions into account. To the best of our knowledge, BranchMiner [4] is the first approach focusing on binary data conditions. [13, 20] deal with discovering Declare constraints that also involve binary data conditions. [21] builds on the work of [4], but in the context of creating DMN [22] models from event logs.

This paper is complementary to the above mentioned works in that it builds upon existing approaches and evaluates them on real life datasets in order to differentiate between accuracy and semantically meaningful rules.

7 Conclusion

In this paper, we compared three decision mining approaches with regards to their ability to detect meaningful decision rules from event logs using three different datasets, two containing real life data. The evaluation of decision rules with regards to semantics and meaningfulness has not been an area of focus so far. The results show that each of the three approaches discovered accurate decision rules, but only some contained meaningful decision logic. One main observation is that a high accuracy does not guarantee meaningful rules and additional measures have to be taken. We stated some guidelines to improve meaningfulness. This can be done using different decision mining approaches.
to generate a set of candidate rules, which are then evaluated by a domain expert. In future work, we will evaluate decision mining results with domain experts and develop metrics for meaningfulness if the underlying rules are not known, as complement to accuracy.

Overall, this study provides a first step towards explainable decision mining through understandable decision mining results.
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