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Abstract

Orbit determination of spacecraft in orbit has been mostly dependent on either GNSS satellite signals or ground station telemetry. Both methods present their limitations, however: GNSS signals can only be used effectively in earth orbit, and ground-based orbit determination presents an inherent latency that increases with the Earth-spacecraft distance. For spacecraft flying formations, an alternative method of orbit determination, independent of external signals, consists in the observation of the spacecraft’s position with respect to the central body through the relative positioning history of the spacecraft within the formation. In this paper, the potential of the relative positioning method is demonstrated in the context of the SunRISE mission, and compared with the mission’s previously proposed orbit determination methods. An optimization study is then made to find the optimal placement of a new spacecraft in the formation so as to maximize the positioning accuracy of the system. Finally, the possibility of removing part of the system’s relative bearing measurements while maintaining its observability is also studied. The resulting system is found to be observable, but ill-conditioned.
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1. Introduction

Ever since the launch of the first space exploration mission, much effort has been directed towards the goal of lowering the cost of these missions. One of the concepts developed with this purpose in mind was that of spacecraft formation flying \cite{1}. The fractioning of a single large satellite’s payload and operational
functions into several smaller elements should not only lead to a reduction in
cost, but also to a more reliable mission design, since failure of one spacecraft
would not necessarily imply the collapse of the system \[2\]. Spacecraft FF (Formation
Flying) may also allow for otherwise impractical mission concepts with
a single spacecraft to become more achievable \[3\]. This is particularly the case
for applications requiring wide and precise baseline separations such as interfer-
ometry and gravimetry \[1\].

The design of spacecraft FF mission’s GNC (guidance, navigation and con-
trol) systems is particularly challenging. Most navigation solutions employed
by FF missions have relied on GNSS receivers. Even the MMS mission, in
which the formation reached orbital apogees as far as 25 Earth radii, ultimately
used GNSS receivers tuned for receiving low strength GNSS signals in order to
perform orbit determination at higher altitudes \[4\].

For deep space missions, the design of orbit determination systems typically
relies on ground station telemetry \[5\]. However, the inherent latency of ground
station signals for such missions does not allow for knowledge of the real-time
state. Without the presence of a navigation constellation in orbit of the central
body, overcoming this challenge requires the development of autonomous, real-
time navigation methods \[6\].

One such method proposed for FF missions is based solely on relative pos-
tioning. As demonstrated by Markley, knowledge of the time history of the
relative positions of spacecraft in orbit in an inertially aligned frame may allow
for the determination of the absolute position of the spacecraft with respect to
the central body \[7\]. This method has aroused much interest due to its potential
for real-time autonomous navigation, independent of any external telemetry.

In his research, Markley concluded that the system would only be unobserv-
able if the two spacecraft have equal altitude time histories, and are neither
coplanar nor oriented such that they cross the line of intersection of the two
orbital planes simultaneously. Further studies have been done on the observ-
ability of this system. For example, Psiaki studied the use of this method to
autonomously determine the position of the two spacecraft while also estimat-
ing gravity model parameters of the celestial body around which the spacecraft
orbit \[8\]. The use of this method has also been proposed as a solution to in-
crease the autonomy of GNSS satellite ephemeris error update from ground
infrastructure \[9\].

Within the topic of absolute positioning through relative positioning mea-
urements, the question of which orbital configuration will optimize the accuracy
of the system has already been addressed in the literature. Psiaki made obser-
vations on how the orbital parameters affect the observability/performance of
the system of a two-element system \[10\]. Ou also studied the impact of the
formation’s absolute orbital elements on the observability within a two-element
formation \[11\]. Subsequent studies by Ou focused on designing an autonomous
navigation scheme for Mars exploration with optimized performance indexes
based on the observability matrix or in the Fisher Information Theory \[12, 13\].
In \[14\], Li contributes to the development of the link between observability
analysis and navigation performance by proposing observability-based modified
versions of nonlinear estimators applied to this problem.

In order for two spacecraft to directly observe their relative position, range and LOS (Line-Of-Sight) vector measurements need to be combined. Studies have also been done on the observability of a system with either ranging-only or LOS vector-only.

According to Yim’s work, relative LOS vector measurements with inertial attitude information allow for the system to be fully observable, even without perturbations from the Earth’s oblateness effect on its gravity field. The only unobservable scenarios take place when the two spacecraft are in the same orbiting plane with no inclination. Increasing the complexity of the gravity field of the central body or the overall inclination of the formation may improve the system’s observability. More recent studies have further analysed the observability of the system under a variable number of spacecraft, orbital configurations and dynamic models.

Hill found that ranging measurements in the two-body problem may at best observe the shape, phase and relative orientation of the orbits of the two spacecraft, but not the absolute orientation with respect to the inertial frame of reference, due to the spherical symmetry of the two-body problem’s gravity field model. When more complex and asymmetrical gravity fields are considered, the problem may become observable. This system may also be rendered observable when considering three-body problem dynamics, with one of the spacecraft placed in the Lagrange points 1 or 2. This navigation concept for the Earth-Moon system is known as LiAISON, and has been discussed as an autonomous navigation solution for vehicles on the far side of the lunar surface.

Some research has also been done on the potential of ranging-only autonomous navigation for GNSS satellite ephemeris corrections, concluding that, although the inclusion of perturbation dynamic models such as third-body gravity and solar radiation pressure may allow for full observability of the system, its accuracy is very dependent on the perturbation dynamic model error.

This paper seeks to contribute to the research effort towards the autonomous orbit determination through relative sensing methods. Due to the sparseness of deep-space flying formation concepts where its use would be most beneficial, the near-GEO SunRISE mission concept was chosen as a case study.

The following three topics of discussion were set for this study:

- Analysis and comparison of a new relative positioning autonomous navigation method with the previously proposed navigation solutions for the SunRISE concept discussed in.
- Placement of an additional spacecraft in the formation in a configuration that optimizes the autonomous navigation system’s performance;
- Study of suppression of system sensors while maintaining full state observability.

The main contribution of this paper consists in the study on the feasibility of the use of the autonomous relative positioning orbit determination method
in the context of the SunRISE mission, and its ability to meet the mission’s navigation requirements. We consider the addition of a new spacecraft to improve the positioning performance. The optimization of the new spacecraft’s orbital configuration provides insight into how it affects the observability of the autonomous relative positioning orbit determination method. Finally, the paper also shows that the system in question may be capable of retaining its observability when deprived of most of its relative bearing measurement systems.

In Section 2, the new orbit determination solution for the SunRISE mission is proposed and compared with the solutions previously studied in [24]. The new spacecraft placement optimization study is described in Section 3, followed by the study of the potential elimination of system sensors in Section 4. The evaluation of the results in a simulation environment is then presented in Section 5, and the main conclusions are drawn in Section 6.

2. Orbit Determination Methods

The SunRISE mission, around which this study will be focused, is a NASA JPL mission aiming to study Coronal Mass Ejections from the sun, mainly how solar energetic particles are released. To accomplish this goal, the mission was designed as a flying formation with 6 identical 6U CubeSats forming an observatory in a 25-hour, near geostationary orbit. The interspacecraft distances range from $\sim 1 - 10$ km along an orbit, with passive formation keeping. For the mission’s scientific objectives to be met, a maximum of 3 m relative positioning accuracy was defined [23].

Two solutions were discussed in [24] for the positioning system of the SunRISE mission: a GNSS-based method, and a RF/vision-based method. Although the study concluded that the GNSS solution would be preferable for the mission, it also recognized the potential for improvement of the RF/Vision-based method. We will therefore briefly describe the discarded RF/Vision-based method, and propose an alternative filtering solution.

2.1 RF/vision-based method

The RF/vision-based method described in [24] proposes to use UHF crosslinks to obtain pseudorange measurements between the spacecraft in the formation, along with a star tracker to measure the orientation of the spacecraft relative to the stars, as well as the relative direction/bearing of another spacecraft with respect to that same inertial stellar frame of reference.

2.1.1 Crosslink schedule

Because this method considers the constraint that relative measurements can only be obtained between pairs of satellites, a measurement schedule is necessary to guarantee that every possible spacecraft pair is covered within a measurement cycle. The cycle proposed in [24] is described in Table 1, in which the spacecraft are numbered from 1 to 6. For each 1-minute measurement slot, observations are made every second. The 9 minute interval between sets accounts for the
necessary time for the spacecraft to slew to point their cameras towards the new target and for the radios of the new pair to lock onto each other.

| Time Interval, min | S/C Pairs |
|-------------------|-----------|
| \([t_0 + 9 + 50k, t_0 + 10 + 50k]\) | 1-2 3-4 5-6 |
| \([t_0 + 19 + 50k, t_0 + 20 + 50k]\) | 1-3 2-5 4-6 |
| \([t_0 + 29 + 50k, t_0 + 30 + 50k]\) | 1-4 2-6 3-5 |
| \([t_0 + 39 + 50k, t_0 + 40 + 50k]\) | 1-5 2-4 3-6 |
| \([t_0 + 49 + 50k, t_0 + 50 + 50k]\) | 1-6 2-3 4-5 |

Table 1: Measurement schedule, where \(t_0\) is the starting epoch and \(k \in \mathbb{Z}^+\)

2.1.2 Extended Kalman Filter

The navigation algorithm used to evaluate the performance of this method consists of a simple EKF (Extended Kalman Filter). The purpose of the EKF is to provide an estimate of the system state \(x \in \mathbb{R}^p\), following a dynamic system \(\dot{x}(t) = f(x(t), t, w)\) with observations \(y(t) = h(x(t), t, \nu)\), in which \(y \in \mathbb{R}^m\) describes the available observations, \(w \in \mathbb{R}^p\) represents process noise to account for the dynamic system’s modelling inaccuracies and \(\nu \in \mathbb{R}^m\) represents measurement noise. Both process and measurement noise are modeled as centered white noise, with \(w \sim N(0, Q)\) and \(\nu \sim N(0, R)\).

Prediction model

In [24], the assumption is made that no information is available on the spacecraft’s initial absolute states in the ECI (Earth Centered Inertial) frame. For that reason, the filter’s prediction model follows a PVA (Position-Velocity-Acceleration) model, such that the state vector accounts for the relative position, velocity and acceleration of the spacecraft in the formation.

Let us consider \(\delta r_{j/1}\) the position vector of spacecraft \(j \in [2, ..., 6]\) with respect to spacecraft 1 in an inertial frame centered on spacecraft 1. Its associated velocity vector is \(\delta v_{j/1}\), and its acceleration vector is \(\delta a_{j/1}\). The state propagation equation in the PVA model is described as

\[
\dot{x}_j = A_j x_j + G_j w_j \iff \\
\begin{bmatrix}
\dot{\delta r}_{j/1} \\
\dot{\delta v}_{j/1} \\
\dot{\delta a}_{j/1}
\end{bmatrix} = 
\begin{bmatrix}
0 & I & 0 \\
0 & 0 & I \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\delta r_{j/1} \\
\delta v_{j/1} \\
\delta a_{j/1}
\end{bmatrix}
+ 
\begin{bmatrix}
0 \\
0 \\
I
\end{bmatrix} w_j
\tag{1}
\]

where \(w_j\) is a centered Gaussian white noise process with covariance \(E\{w_j(t)w_j^T(\tau)\} = Q_j \delta(t - \tau) = q_j I \delta(t - \tau)\), and in [24] \(q_j\) was set to \((1 \times 10^{-7})(\text{m/s}^3)^2\) \(\forall j \in \{2, ..., 6\}\). The full state vector \(x\) for the formation is the concatenation of each relative spacecraft motion state vector \(x_j\) for \(j \in \{2, ..., 6\}\). The full state dynamic model is therefore

\[
\dot{x} = Ax + Gw, \tag{2}
\]
where $A = \text{diag}(A_2, \ldots, A_6)$, $G = \text{diag}(G_2, \ldots, G_6)$, $x = \{x_j\}_{j=2}^6$ and $w$ is the concatenation of the white noise processes $w_j$, akin to that of the full state vector. The full process covariance matrix $Q$ is similarly the matricial direct sum of all $Q_j$, $\forall j \in \{2, \ldots, 6\}$. In discrete-time, due to the linear nature of the model, a priori state propagation has a closed form solution given by

$$\hat{x}_k = \Phi_{k|k-1}\hat{x}_{k-1},$$

(3)

whereas state covariance matrix propagation follows the equation

$$P_k = \Phi_{k|k-1}P_{k-1}\Phi_{k|k-1}^T + Q_d,$$

(4)

with the STM (state transition matrix) from states $x$ at time $t_{k-1}$ to time $t_k$ $\Phi_{k|k-1}$ described as

$$\Phi_{k|k-1} \equiv \Phi_k(t_{k-1}) = e^{A(t_k-t_{k-1})}.$$  

(5)

The discretized process noise covariance matrix $Q_d$ is calculated according to

$$Q_d = \int_{t_{k-1}}^{t_k} \Phi_k(\tau)GQG^T\Phi_k(\tau)^T d\tau,$$

which has a closed-form solution [25].

**Observation model**

Relative position measurements will be made between any pair of two spacecraft, here indexed by $j$ and $n$. The range and bearing measurements within a pair are functions of the relative position vector in the inertial frame from one spacecraft to the other:

$$\delta r_j/n = \begin{bmatrix} \delta r_{x,j/n} \\ \delta r_{y,j/n} \\ \delta r_{z,j/n} \end{bmatrix}^T.$$  

(7)

Relative positions between a pair that does not include the chief spacecraft (index 1) can be described from the relative position vectors that belong to the state vector $x$ as

$$\delta r_{j/n}(t) = \delta r_{j/1}(t) - \delta r_{n/1}(t), \forall j \neq n \in \{2, \ldots, 6\}.$$  

(8)

Range and bearing (expressed through right ascendancy and declination angles) of spacecraft $j$ from spacecraft $n$ are expressed as

$$\rho_{j/n}(t) = \|\delta r_{j/n}(t)\| + \nu_\rho(t)$$  

(9)

$$\psi_{j/n}(t) = \arctan\left(\frac{\delta r_{y,j/n}(t)}{\delta r_{x,j/n}(t)}\right) + \nu_\psi(t)$$  

(10)

$$\theta_{j/n}(t) = \arcsin\left(\frac{\delta r_{z,j/n}(t)}{\|\delta r_{j/n}(t)\|}\right) + \nu_\theta(t)$$  

(11)


where $\nu_\rho(t)$, $\nu_\psi(t)$ and $\nu_\theta(t)$ are Gaussian white noise processes with covariances set in [24] as $E\{\nu_\rho(t)\nu_\rho(\tau)\} = (1/3)^2 \delta(t-\tau)m^2$ and $E\{\nu_\psi(t)\nu_\psi(\tau)\} = (35)^2 \delta(t-\tau)\text{arcsec}^2$. These are incorporated into the diagonal entries of the measurement noise covariance matrix $R$.

The a posteriori states and respective covariance matrix (denoted $\hat{x}^+$ and $P^+$ as opposed to the a priori $\hat{x}^-$ and $P^-$) are computed according to

\[
K_k = P_k^- H_k^T (H_k P_k^- H_k^T + R)^{-1}
\]

\[
\hat{x}_k^+ = \hat{x}_k^- + K_k (y_k - \hat{y}_k)
\]

\[
P_k^+ = (I - K_k H_k) P_k^- ,
\]

in which $H_k = \frac{dh}{dx} |_{\hat{x}_k^-}$ is the observation matrix (detailed in [24]) and $y_k$ and $\hat{y}_k$ are the real and estimated observations at time $t_k$.

Since the filter is expected to provide state estimates every second, it outputs the a priori estimates instead of the a posteriori ones for the time steps with no available measurements.

2.2 Proposed solution

The previously described solution pertains to a worst-case scenario where no information is available on the formation’s initial position in the ECI frame. This is a worst-case scenario assumption, as some information is always expected to be available from launch to the start of mission operations. Assuming that it is, then the absolute state of the chief spacecraft may be incorporated into the state vector, as well as orbital dynamics into the filter’s prediction model. The relative position history of the deputy spacecraft should make it possible to correct the chief spacecraft’s absolute states and avoid divergence.

The propagation of the absolute position is done considering a simple keplerian model:

\[
\begin{align*}
\dot{r}_1 &= v_1 \\
\dot{v}_1 &= -\mu \frac{r_1}{\|r_1\|^3} + \omega_1.
\end{align*}
\]

The relative states of spacecraft $j$ with respect to the chief spacecraft 1 in a local inertial frame centered on the latter, in turn, are propagated according to the following equations:

\[
\begin{align*}
\dot{\delta r}_{j/1} &= \delta v_{j/1} \\
\dot{\delta v}_{j/1} &= -\mu_\oplus \left( \frac{r_1 + \delta r_{j/1}}{\|r_1 + \delta r_{j/1}\|^3} - \frac{r_1}{\|r_1\|^3} \right) + \omega_j.
\end{align*}
\]

Unlike the PVA model, this propagation model is nonlinear. In [26], these equations were computed numerically using MATLAB’s ODE45 solver. However, since this solver may be too computationally heavy to use onboard a NanoSat.
mission, and since the time steps are relatively short (1 s), these equations may instead be discretised using Euler’s method (as described in [25]):

$$\hat{x}_k = \hat{x}_{k-1} + f(\hat{x}_{k-1})(t_k - t_{k-1}),$$

(17)

with the STM $\Phi_{k|k-1}$ calculated as

$$\Phi_{k|k-1} = I + F(t_k - t_{k-1}),$$

(18)

with $F = \left.\frac{df}{dx}\right|_{\hat{x}_{k-1}}$. The STM is then integrated in Eq. (6) to obtain $Q_d$ and used in Eq. (3) to propagate the state covariance matrix forward each time step. The process noise is modelled similarly to the previous filter, with the exception that the values of $q_1$ and the remaining $q_j$ were manually tuned to $(1 \times 10^{-6} \text{ km/s}^2)^2$ and $(1 \times 10^{-9} \text{ km/s}^2)^2$, respectively, in order to optimize the filter’s performance.

3. Observability Optimization

Previous studies concluded that the orbital configuration of the spacecraft has a great impact on the system’s observability [10]. In order to further explore the potential of the proposed method, the orbital configuration for a new spacecraft in the formation that optimizes the system’s navigation performance is now investigated.

The generic formulation for the optimization problem in question is

$$\text{minimize } \int_{x \in D} f(x)$$

subject to $f_i(x) \leq 0, \ i \in \{1, \ldots, m\}$

$h_j(x) = 0, \ j \in \{1, \ldots, p\}$

where $x$ describes the initial orbital configuration of the new spacecraft in Classical Orbital Elements, $D$ is the domain of $x$, $f(x)$ is the objective function that quantifies the observability/performance of the system, and $f_i(x)$ and $h_j$ are the inequality and equality constraints, respectively. The configurations of the objective function are discussed next in Section 3.1. The optimization variables $x$, their domain $D$ and respective constraints are discussed in Section 3.2.

3.1 Objective function

Several choices exist regarding the choice of objective function. Two tools were used to construct these objective functions, that serve to evaluate and quantify the observability/performance of an observed dynamic system:

- The continuous-time Observability matrix $O$ up to order 3, as described in Appendix B. Within the context of this study, it will be used to study which results would optimize local observability across the trajectory, in the absence of measurement noise;
The inverse of the SFIM (Standard Fisher Information Matrix) serves as a lower bound of the state covariance of a discrete-time linear (or linearized) system [27]. Because the computation of the SFIM for this problem can be numerically inaccurate due to the large disparity in state observability, its square root form is used instead, calculated according to Eq. (19) (following the approach described in [10]), in which \( H_k = \frac{dh}{dx} \bigg|_{x_k} \) is the observation matrix at time \( t_k \) and \( \Phi_{k|0} \) the STM (State Transition Matrix) from the states at time \( t_0 \) to the states at time \( t_k \).

\[
I = [(R^{-1/2}H_0\Phi_{0|0})^T \ldots (R^{-1/2}H_k\Phi_{k|0})^T]^T
\tag{19}
\]

Two metrics for each of these matrices were considered for optimization: the smallest singular value and the condition number (ratio of largest to smallest singular value):

- Maximizing the smallest singular value (or minimizing its negative value, which will be referred to as Local Unobservability Index or LUI), which equates to increasing the observability of the least observable state subspace in the context of the observability matrix, or reducing its estimation error variance in the context of the SR-SFIM;
- Minimizing the condition number (or its negative reciprocal value) should lead to a better conditioned matrix, decreasing the disparity in observability or estimation error between the least and most observable subspaces.

These metrics can be taken from any matrix and used to evaluate how close to singular it is. Because the largest singular value of the observability matrix in question in this scenario is always equal to one, both the CN and LUI optimization of this matrix lead to similar results. For this reason, only one of the observability matrix optimized configurations (the LUI) is discussed here.

While the SR-SFIM is calculated considering a set of discrete observations from a given trajectory, the continuous-time observability matrix is associated with a set of states at a given point in time and space. So, in order to evaluate the observability of a trajectory using the observability matrix in question, its corresponding metric was averaged across time steps.

**Relative Positioning System**

Two different measurement systems for the new spacecraft were considered in this optimization problem:

- The RF/vision-based system described in Section 2.1 with equivalent error model;
- An RF-only system, that uses multiple receivers and TOA (Time-Of-Arrival) differencing to estimate the (AOA) Angle-Of-Arrival of the signal, which can be used with absolute orientation knowledge to estimate relative bearing.
In both systems, measurement noise is modelled with centered white noise. The values for the standard deviation of the RF/Vision-based system have been described in Section 2.1. For the RF-only system, the ranging measurement noise standard deviation is similar, but the relative bearing is more inaccurate, with a standard deviation of 1° for the right ascension and declination angles (based on the precision presented by the FFRF system onboard the PRISMA mission [28]).

While the PRISMA mission’s FFRF system was only operated up to a range of 30 km [28], in this study the assumption is made that the new spacecraft is designed with suitable Ad-Hoc RF-transmitting capabilities such that it can perform measurements regardless of the distance between the spacecraft within the Earth’s sphere of influence. The RF/vision-based system, in turn, will present a maximum distance constraint to account for the camera’s functional range. With these assumptions, the results will allow for a more interesting comparison between two measurement systems that either have greater accuracy or allowed range of motion.

Due to the maximum distance constraint imposed on the RF/vision-based system, the orbital period of any spacecraft employing this system must be similar to that of the chief spacecraft, as otherwise the new spacecraft would eventually drift out of range of the formation.

Because the objective function only describes the performance of the system for a finite period of time, the relative motion of the spacecraft within the considered time frame needs to be periodical for the performance to be optimized beyond the studied period. For this reason, the orbital period of the new spacecraft with the RF-only system is also kept similar to that of the chief spacecraft.

Because the goal of the observability matrix optimization is only to help visualize the impact of the orbital configuration on the system’s observability, they do not present an orbital period constraint. For these results, the optimized period corresponds to that of the greater orbital period between the new and chief spacecraft.

Dynamic system approximations

In order to reduce the computation time of each $f(x)$ evaluation and allow for a more in-depth examination of the search space, some approximations were made regarding the dynamic system. The formation was reduced to a 2 spacecraft system, with one spacecraft being placed at the chief orbit around which the formation was designed and the other being the new spacecraft. Furthermore, the sampling period was changed from the schedule described in Table 1 to a fixed sampling period of 90 s, leading to a total of 1000 samples over one orbital period of the chief spacecraft.

The trajectory of states and STM are propagated from the initial variables $x$ with the dynamic equations described in Eqs. (15) and (16) using MATLAB’s ode45 solver, with relative and absolute tolerances of $1e^{-3}$ and $1e^{-6}$, respectively. The states are then used to obtain the observation matrices $H_k$, state transition matrices $\Phi_{k|0}$ for the computation of the SR-SFIM according
to Eq. [19] and the continuous-time observability matrices (according to Eq. (B.7)).

**Eclipse condition**

Within a configuration in which the new spacecraft has a wider search space available, it is possible for the two spacecraft to stand on opposite sides of the Earth, blocking the measurement system’s field-of-view. This obstruction is accounted for in the objective function, such that measurements become unavailable during the “eclipse” period. Whenever the new spacecraft stands in a cylindrical shadow zone behind the planet opposite to the chief spacecraft, the local observability matrix \( L_{UI} \) and the negative reciprocal of the CN are set to zero. In the SR-SFIM scenarios, the observation matrices \( H_k \) corresponding to the eclipsed time samples are set to zero.

To further discourage the presence of occultation periods in these results (to avoid the positioning error drift from propagation-only estimation), the SR-SFIM-related cost functions are multiplied by the ratio of uneclipsed to total observations used in the functions calculation.

### 3.2 Constraints and Search Domain

The optimization variables, \( x \), describes the initial state of the new spacecraft. Classical Orbital Elements are generically used to represent it \( (x = \{a_2, e_2, i_2, \Omega_2, \omega_2, \nu_2 \}) \), where \( a \) is the SMA, \( e \) is the eccentricity, \( i \) the inclination, \( \Omega \) the RAAN, \( \omega \) the argument of the perigee and \( \nu \) the true anomaly. The subscript 2 refers to the new spacecraft, whereas the subscript 1 refers to the chief spacecraft.

The domain \( D \) of \( x \) needs to be constrained, however. The perigee of the orbit must stay above a given threshold to avoid excessive atmospheric drag (defined at 6678 km). For the RF-only configurations, since the new spacecraft’s orbital period is equal to that of the chief (and, therefore, the semi-major axis \( a_2 = a_1 = a \)), these restrictions limit the eccentricity such that \( e_2 \in [0, 0.85] \).

For the observability matrix optimization study, which presents no orbital period constraint, nonlinear constraints are avoided by replacing the elements \( a_2 \) and \( e_2 \) with the radius of the orbit at the apsides \( r_1, r_2 \in [R_{min}, R_{max}] \). \( a_2 \) and \( e_2 \) are then calculated from these elements according to \( a_2 = (r_1 + r_2)/2 \) and \( e_2 = |r_1 - r_2|/(r_1 + r_2) \). Both \( r_1 \) and \( r_2 \) must remain between the lower limit of 6678 km and the upper limit of \( 3 \times 10^5 \) km, defined to limit the computation time of the objective function (proportional to the greater orbital period of the two spacecraft).

The functional range restriction for the vision-based system, however, requires a nonlinear constraint. Setting this distance as \( d_{max} = 480 \) km (based on the PRISMA mission’s VBS system with a 20 km margin), it is not easy to apply this restriction on the initial states of the formation. In order to do so, relative motion was modelled by the approximated equations in the LVLH (Local-Vertical Local-Horizontal) frame derived from the Hill-Clohessy-Wiltshire equations. Given that the chief orbit is considered equatorial and circular, and assuming that both spacecraft have the same orbital period \( (a_2 = a_1 = a) \), the
Objective function \( x_{\text{opt}} \) \( f(x) \)

| Observability Matrix | LUI | a (km) | e | \( i \) (deg) | \( \Omega \) (deg) | \( \omega \) (deg) | \( \nu \) (deg) | f(x) |
|----------------------|-----|--------|---|-------------|-------------|-------------|-------------|------|
| SR-SFIM RF/Vision    | CN  | 43399  | 8.34 | 95.1        | 127.4       | 121.2       | -9.95e-7   |      |
| LUI                 |     | 43399  | 8.34 | 95.1        | 127.4       | 121.2       | -9.95e-7   |      |
| RF-only             | CN  | 43399  | 8.34 | 95.1        | 127.4       | 121.2       | -9.95e-7   |      |
| LUI                 |     | 43399  | 8.34 | 95.1        | 127.4       | 121.2       | -9.95e-7   |      |

Table 2: Initial COE of the optimized new spacecraft configurations.

The relative motion of the new spacecraft around the chief spacecraft can be approximately described in a LVLH frame from the keplerian elements as follows [12]:

\[
\begin{align*}
\delta x_{2/1} & \simeq -ae_2 \cos(\omega_1 + M_1 - \omega_2) \\
\delta y_{2/1} & \simeq a[\omega_2 + M_2 - \omega_1 - M_1 + \Omega_2 - \Omega_1 + 2e_2 \sin(\omega_1 + M_1 - \omega_2)] \\
\delta z_{2/1} & \simeq ai_2 \sin(\omega_1 + M_1) \\
\end{align*}
\](20)

Based on this simplified model, the following approximated formula for the maximum distance constraint between the spacecraft was designed:

\[
a[(\omega_2 + M_2 + \Omega_2 - \omega_1 - M_1 - \Omega_1 + 2e_2)^2 + (i_2 - i_1)^2]^{1/2} - d_{\text{max}} < 0 \quad (21)
\]

with \( M \) the mean anomaly, which can be obtained from the true anomaly \( \nu \) and eccentricity \( e \). This formulation is built on the generally conservative assumption that the maximum distance is always met with a simultaneous maximum separation in the along-track and cross-track directions (\( \delta y_{2/1} \) and \( \delta z_{2/1} \) in Eq. (20), respectively).

3.3 Optimization Results

For the optimization problems with nonlinear constraints, MATLAB’s fmincon Interior Point Algorithm with multi-start was used as a global solver [30]. For the remaining ones, PSwarm was used [31]. Each algorithm is run for a period of \( \sim 8 \) hours. The reader is referred to [26] for more information on the configuration of the optimization problems and respective solvers. The optimized results are shown in Table 2 and analysed next.

3.3.1 Observability Matrix

The observability-optimized orbital configuration for the new spacecraft is shown in Figure [1]. The obtained new SC orbit is near polar \( (i_{\text{new}} \sim 90^\circ) \), and at the lowest allowed altitude. This result is in accordance with the conclusions drawn in [12] on how the observability of this system improves with greater magnitudes of in-track and cross-track distances.

In order to provide some reasoning behind the obtained results, we seek to visualize how the difference in orbital radius affects observability. Noting that
the observability matrix evaluates observability locally (at a specific point in time rather than a state trajectory), we take the initial states of the chief virtual orbit and consider that at a given point in time the deputy spacecraft’s absolute position vector is aligned with the chief orbit’s absolute position vector. The LUI of the observability matrix is evaluated for different values of the deputy spacecraft’s orbital radius (we consider the deputy’s velocity to be adjusted such that its orbit is always circular and equatorial). Taking 10000 samples ranging from the edge of the Earth’s atmosphere up to the edge of the Earth’s gravitational sphere of influence ($\sim 9.26 \times 10^5$ km \[32\]), the plot in Figure 2 was drawn.

Based on the observations made in \[10\] on how the observability of the system is connected to the gravity gradient tensor, the difference in magnitude of gravitational acceleration was added to the plot in Figure 2 in order to observe whether its curve would be similar to that of the LUI. The vertical dashed line marks the orbital radius of the chief orbit. These results help to understand why the optimized orbit would maximize the observability of the system. In general, these results seem to indicate that large differences in magnitude of gravitational acceleration are the key factor affecting the local observability of the least observable (absolute) states. This hypothesis can be derived from the formula of the critical entries of the observability matrix defined by the difference in gravity gradient tensors $G_1 - G_0$ described in Eqs. \[\textup{B.7}\] and \[\textup{B.8a}\]. These results support this hypothesis because the optimized auxiliary orbits are those which maximize this difference in magnitude, as evidenced by its plot in Figure 2. They also indicate that increasing the maximum orbital radius of the search space of the problem from $3 \times 10^5$ km to the edge of the Earth gravity sphere of influence would likely not have resulted in a lower cost function value, since
Figure 2 shows the smallest singular value being largest at the lower bound of the orbital radius of the new spacecraft.

3.3.2 SR-SFIM RF/vision system

We now analyse the CN and LUI SR-SFIM optimization results for the RF ranging and vision bearing measurement system for the new spacecraft. The optimized configurations are shown in Figure 3 in the LVLH plane, since their proximity to the chief spacecraft makes them indiscernible in the ECI frame.

Unlike in the case of the observability matrix, noticeable differences can be observed between the optimization of the CN and the LUI of the SR-SFIM. Since the state error covariance of the relative states increases with the distance between the spacecraft, all singular values are affected by the orbital configuration, unlike with the observability matrix.

The CN-optimized configuration presents a new relative orbit with wider out-of-plane motion and closer in-plane motion when compared to the LUI-optimized configuration.

By performing singular value decomposition of the SR-SFIM matrix of the optimized results, we can use the right singular vectors to know which states the smallest and largest singular values are most associated with (reminding the reader that the SR-SFIM is associated with the states in an inertial cartesian coordinate system as with the EKF, rather than COE). In both configurations, the largest singular value is linked with $\delta v_y$, the Y component of the relative...
velocity of the new spacecraft with respect to the chief orbit in the ECI frame, while the smallest singular value corresponds most to $r_y$, the Y component of the chief spacecraft’s absolute position vector in the ECI frame.

These results coincide with those of the observability matrix in the sense that more accurate information is available on the relative states than the absolute ones. The singular values of the SR-SFIM corresponding to the relative states are expected to decrease with distance due to the fixed angular error of the relative observations. On the other hand, as is shown in Figure 2, greater differences in orbital radius will increase the observability of the absolute states.

In order to observe how these different factors affect the LUI and CN of the SR-SFIM, we calculate the values of these objective functions for a new spacecraft placed on orbits with varying degrees of inclination and eccentricity. The remaining orbital elements of the new spacecraft are kept similar to those of the chief orbit. The results in Figures 4 and 5 were produced by sampling the objective function $30 \times 30$ grid for both the CN and the LUI, and linearly interpolating these samples for a “smoother” plot.

Figure 4 shows that the absolute value of the LUI generally decreases with the inclination and increases with the eccentricity up until $e \sim 1.5 \times 10^{-3}$, where it appears to plateau. Higher eccentricity of the new spacecraft’s orbit cause greater differences in orbital radius, which may explain the positive impact of the eccentricity on the LUI.

Because the information available on the absolute states comes from the

![Figure 3: Optimized orbits for the RF/vision based system in the LVLH frame centered around the chief orbit.](image)
estimation of the relative states, we should expect the accuracy of the information on the absolute states to be linked to that of the relative states. If greater interspacecraft distances lead to more inaccurate relative state estimation, so should absolute state estimation be negatively impacted by greater distances. This may justify why greater degrees of inclination of the new spacecraft’s orbit would lower the absolute value of the LUI, and why the latter plateaus at higher eccentricities in Figure 4. Although this contradicts the level of inclination and eccentricity presented by the LUI-optimized orbit, it is important to note that the effect of the remaining orbital parameters is not considered in this plot.

Figure 5 shows that the CN is lowest at a low eccentricity and high inclination orbit. As previously mentioned, minimizing the CN (or maximizing its absolute value) is equivalent to shortening the difference in accuracy of information available between the least and most observable state subspaces in order to achieve a better conditioned estimation problem. In this context, it is equivalent to maximizing the information available on the least observable absolute position states while minimizing that of the most observable state ($\delta v_y$ in both optimized configurations). It is therefore possible to infer the look of the equivalent plot for the most observable state subspace based on the plots in Figures 4 and 5.

3.3.3 SR-SFIM RF-only system

Finally, in this section, we seek to evaluate the optimized orbital configurations for the SR-SFIM RF-only system. The results are shown in Figure
None of the optimized new orbits present Earth-eclipsed periods. Whereas the CN-optimized configuration is highly eccentric and near-polar, the LUI-optimized orbit presents a comparatively small degree of eccentricity ($e_2 \simeq 0.37$) and inclination ($i_2 \simeq 19^\circ$).

Once again, we perform singular value decomposition on the optimized SR-SFIMs. The state most associated with the smallest singular value for the LUI-optimized configuration is once again $r_y$, whereas for the CN-optimized one it is $\delta r_x$. The state most linked with the largest singular value, in turn, is $v_y$ for the CN configuration and $\delta v_y$ for the LUI configuration.

The fact that the most observable state for the CN-optimized configuration is an absolute state of the chief orbit appears to indicate that, for orbits far enough apart, the accuracy of the information available on the relative states can become worse than the one available on the absolute states.

Analogous plots to those of Figures 4 and 5 are shown in Figures 6 and 7 in the context of the RF-Only system optimization problems.

For low values of eccentricity and inclination ($< 0.1$ and $< 14^\circ$, respectively) in Figures 6 and 7 the plots of both CN and LUI appear to show a similar shape to the plots of their RF/Vision-based system counterparts in Figures 4 and 5. It is important to note once again that these plots do not present the obtained optimal values, since the remaining orbital elements of the new spacecraft orbit are set equal to those of the chief orbit and not of the optimized solutions.
4. System Sensor Reduction

One main disadvantage presented by the RF/Vision-based navigation solution proposed in [24] is the need for constant slewing so that the spacecraft may point their cameras towards each other. Eliminating any redundant relative bearing measurements could help overcome this issue.

As mentioned in Section ??, it has been shown in the literature that, in a 2 spacecraft system with keplerian dynamics performing ranging measurements only, 9 out of 12 states may be observable at best. Due to the spherical symmetry of the gravity field, the absolute orientation elements $\omega, \Omega$ and $i$ cannot be observed [15].

Within the potentially observable subspace are the relative orientation elements $\theta$, $\phi_1$ and $\phi_2$. Of these, $\theta$ is the angle between the orbital planes, $\phi_1$ is the angular distance along the orbit of spacecraft 1 from the periapsis to one of the two intersections of the orbits, and viceversa for $\phi_2$ with respect to the orbit of the second spacecraft. These parameters are functions of the absolute orientation elements of both spacecraft. Knowing one of the spacecraft’s absolute orientation elements, it may be possible to deduce those of the other spacecraft.

The hypothesis we therefore seek to validate is whether, in the context of the SunRISE mission, it is sufficient to have only one pair of spacecraft performing relative positioning measurements while the remaining pairs perform ranging-only for the system to remain fully observable. Since the absolute states of the spacecraft performing full relative positioning measurements should be known, those of the spacecraft performing ranging-only with either of these two spacecraft may also become observable.
4.1 Observability Analysis

We wish to validate the observability of the previously described system. In order to do so, we evaluate a simplified system composed of 3 spacecraft, with one chief, and two deputy spacecraft, one of which is the LUI-optimized RF/Vision configuration of the new spacecraft. The states \( x \) of the system describe the position and velocity vectors of these spacecraft in the ECI frame. The chief and the deputy spacecraft of the original formation perform ranging-only measurements while the chief and the new spacecraft perform both relative range and bearing measurements simultaneously. These measurements are taken every 90 s over one orbital period of 25 h. The propagation model is similar to the one described in Eqs. (15) and (16), while the measurement model is described in Eqs. (11). We describe this discrete-time observed dynamic system with

\[
\begin{align*}
x(t_k) & \triangleq x_k = \phi(x_{k-1}) \\ y(t_k) & \triangleq y_k = h(x_k)
\end{align*}
\]

\[
\Phi_{k|k-1} = \Phi_{k|k-1} x_{k-1} \\ H_k = H_k x_k
\]

in which \( \Phi_{k|k-1} \) is the STM from states \( x_{k-1} \) to states \( x_k \) and \( H_k \) the observation matrix at time \( t_k \). The state propagation and STM are both calculated using MATLAB’s ODE45 solver with relative and absolute tolerances of \( 1 \times 10^{-3} \) and \( 1 \times 10^{-6} \), respectively. With these matrices, we construct the discrete-time
observability matrix as

\[
O = \begin{bmatrix}
H_0 & H_1 & \Phi_{1|0} & \vdots & H_k & \Phi_{k|0}
\end{bmatrix}.
\] (23)

The resulting matrix has full rank 18, albeit with a condition number of \(5.55 \times 10^9\). This implies that the system, despite observable in theory, presents a large disparity in state subspace observability and is therefore ill-conditioned. Simulations will be used to better evaluate the performance of this type of system.

5. Simulation Results

In this Section, the navigation performance of the spacecraft formation is evaluated in a simulation environment. This analysis aims to meet the following objectives: 1. compare the accuracy of the filtering solutions described in Sections 2.1 and 2.2; 2. evaluate the impact of the different optimized auxiliary spacecraft configurations on the positioning performance of the formation; 3. help to validate the feasibility of the sensor-reduced system described in Section 4. These goals are tackled separately in Sections 5.1, 5.2 and 5.3 respectively.

5.1 Orbit determination methods

A Monte Carlo analysis is performed, with \(M = 40\) trials, in order to compare the performance of the orbit determination methods described in Section 2.

The real trajectory simulation approach in [24] consisted of a point-mass gravitational model with a constant acceleration in an arbitrary direction representing non-keplerian perturbations. In this study, since the spacecraft’s states in the ECI frame are being estimated and the method’s observability is dependent on their orbital configuration, a more complete model was used. The open-source ODTBX Toolbox\(^2\) was used to simulate the true trajectories of the spacecraft, with dynamic models considering solar radiation pressure, gravitational pull from the Sun and Moon and asymmetric Earth gravity geopotential model. Each simulation period covers two orbits (\(\sim 50\) h).

The true trajectories are propagated from the initial set of states of each spacecraft, which are described in Appendix A.

In [24], an error of 100 m and 1 cm/s in a random direction was given to the initial relative position and velocity vector state estimates \(\hat{\delta}r_{j/1}(t_0)\) and \(\hat{\delta}v_{j/1}(t_0)\), respectively, while the initial accelerations were assumed to be zero. The corresponding diagonal entries of the initial state covariance matrix are the squared value of that same initial error (0.01 km\(^2\) for position entries and

\(^2\)http://odtbx.sourceforge.net/ (Last accessed 05/12/2020)
Table 3: RF/vision filter RMS error comparison.

| Filter                | Initial abs. pos. err (km) | Abs. pos. error (km) | Mean rel. pos. error (m) |
|-----------------------|-----------------------------|----------------------|--------------------------|
| PVA EKF (results in [24]) | -                           | -                    | 3.6                      |
| PVA EKF new simulation | -                           | -                    | 3.560                    |
| Added abs. states EKF | 0.1                         | 4.506                | 0.1372                   |
| 10                    | 4.589                       | 0.1369               |
| 1000                  | 4.721                       | 0.1378               |
| 10000                 | 49.222                      | 0.4833               |

Table 3: RF/vision filter RMS error comparison.

$1 \times 10^{-10}$ $(\text{km/s})^2$ for velocity entries, with the exception of the acceleration entries, which are set to $1 \times 10^{-14}$ $(\text{km/s}^2)^2$. Save for the acceleration entries, these initialization parameters also apply to the simulation of the new filter.

The RMS (Root Mean Square) error values of the original and proposed filter are compared in Table 3. The PVA EKF results are replicated in the new simulation environment and compared with those obtained in [24]. The RMS values only account for the period after which the filters have converged ($\sim 200$ min). The mean relative position error is the average of the RMS position error of the deputy spacecraft with respect to the chief spacecraft, whereas the absolute position error corresponds to the RMS error of the absolute position of the chief spacecraft.

Both simulation environments lead to similar results for the PVA EKF. The proposed alteration to the filter improves the relative positioning accuracy by a factor of $\sim 25$.

The proposed filter, however, requires an initial estimate of the absolute position, whereas the PVA filter was designed on the assumption that no such information was available. The proposed solution’s robustness to poor initial absolute position error knowledge was also tested. Values of 10 km, 1000 km and 10 000 km were chosen for the initial chief’s absolute position error, with an adjusted initial state covariance. The RMS error values for these MC simulations are displayed in Table 3 and the time evolution of the chief’s absolute position error from sample runs are shown in Figure 8. The results demonstrate the method’s robustness to poor initial absolute position information. All of the studied scenarios converged within an orbital period with the exception of the scenario with an initial error of 10 000 km, in which the filter converges slower.

The proposed modifications to the RF/vision-based navigation solution seem to improve the overall performance of the system, not only increasing the relative positioning accuracy, but also by allowing the formation to autonomously determine its absolute position. Still, its absolute positioning accuracy is considerably worse than that of the chosen GNSS-based navigation solution for the mission (by a factor of $\sim 4000$). Also, compared to the results obtained with the same filter using the ODE45 solver presented in [26], the use of Euler’s method...
5.2 Optimized configurations

We now seek to evaluate the impact of the optimized auxiliary spacecraft on the positioning performance of the formation in a simulation environment. However, in order to do so, a new measurement schedule including the additional spacecraft needs to be designed.

Two sets of results were obtained with different measurement schedules: one in which the same assumptions of the original schedule are made in which no spacecraft can perform measurements with more than one other spacecraft simultaneously, leading to the adapted schedule shown in 4 and denoted as schedule 1; and the other in which the measurements between the new and the chief spacecraft run parallel to the original schedule, leading to the parallel schedule shown in Table 1 and denoted as schedule 2.

The simulations are once again run with the Monte-Carlo method, with \( M = 40 \) samples, with the initial position state estimates placed 100 m away from the real initial position in a random direction. The simulation period is lowered to one orbital period of the original formation (\( \sim 25 \) hours), since it is sufficient for the filter to achieve convergence. The diagonal entries of the process noise covariance matrix \( Q \) corresponding to the new spacecraft are equal to \( q_7 = \alpha_{new}(1 \times 10^{-9} \text{ km/s}^2)^2 \), with the values of \( \alpha_{new} \) for each configuration degrades the absolute positioning accuracy by a factor of \( \sim 2 - 3 \), whereas the relative positioning accuracy is only slightly affected.
| Time Interval, min | S/C Pairs |
|-------------------|-----------|
| \([t_0 + 9 + 70k, t_0 + 10 + 70k]\) | 1-2 3-4 5-6 |
| \([t_0 + 19 + 70k, t_0 + 20 + 70k]\) | 1-3 2-4 5-7 |
| \([t_0 + 29 + 70k, t_0 + 30 + 70k]\) | 1-4 2-7 3-6 |
| \([t_0 + 39 + 70k, t_0 + 40 + 70k]\) | 1-5 2-6 3-7 |
| \([t_0 + 49 + 70k, t_0 + 50 + 70k]\) | 1-6 2-5 4-7 |
| \([t_0 + 59 + 70k, t_0 + 60 + 70k]\) | 1-7 3-5 4-6 |
| \([t_0 + 69 + 70k, t_0 + 70 + 70k]\) | 2-3 4-5 6-7 |

Table 4: Adapted measurement schedule (schedule 1), where \(t_0\) is the starting epoch and \(k \in \mathbb{Z}^+\).

| New SC configuration | Abs. pos. error (km) | Mean form. rel. pos. error (m) | new SC rel. pos. error (m) |
|---------------------|----------------------|--------------------------------|--------------------------|
| None                | 4.251                | 0.1383                         | -                        |
| RF/Vision           | 4.321                | 0.1655                         | 5.754                    |
| CN                  | 4.354                | 0.1642                         | 4.950                    |
| RF-Only             | LUI                  | 4.239                          | 0.1665                   | 7315                     |
| CN                  | 10.29                | 0.2116                         | 2.9996e5                 |

Table 5: Mean absolute and relative error for the optimized orbital configurations with schedule 1.

defined in Table A.9 in Appendix A. The remaining aspects of the simulations were kept similar to those of Section 5.1.

Tables 5 and 6 show the RMS error values obtained for each of the optimized configurations with schedules 1 and 2, respectively. The first column describes the absolute positioning error of the chief spacecraft, the second column the mean relative positioning error of the original deputy spacecraft (not counting the optimized auxiliary spacecraft), and finally, the last column describes the relative positioning error of the new spacecraft. The RMS error values obtained for the original formation with no auxiliary spacecraft are also shown. These are evaluated for the first orbit after convergence, as opposed to the 50 h simulation period of the results shown in Table 3, to ensure the compared results are obtained in similar conditions.

To help compare the absolute positioning RMS error results, Figures 9 and 10 display these in bar plot format for schedules 1 and 2, respectively. The Monte-Carlo averaged absolute error values are shown with the respective error bars indicating the smallest and largest error values obtained in the Monte-Carlo runs.

The results show that the RF/Vision and the LUI-optimized RF-only configurations for the auxiliary spacecraft match the absolute positioning accuracy of the formation, while the CN-optimized RF-only configuration worsens it, regardless of the schedule. While the former three configurations do provide some slightly better performance in absolute positioning with schedule 2, these gains are not substantial when considering the dispersion of the Monte Carlo results.
### Table 6: Mean absolute and relative error for the optimized orbital configurations with schedule 2.

| New SC configuration | Abs. pos. error (km) | Mean form. rel. pos. error (m) | new SC rel. pos. error (m) |
|----------------------|----------------------|---------------------------------|-----------------------------|
| None                 | 4.251                | 0.1383                          | -                           |
| RF/Vision            | 4.230                | 0.1381                          | 5.568                       |
| CN                   | 4.228                | 0.1378                          | 5.094                       |
| RF-Only              | 4.068                | 0.1385                          | 7478                        |
| CN                   | 9.900                | 0.1706                          | 2.849e5                     |

When comparing the results from both schedules, it is possible to note that schedule 2 generally provides better relative positioning accuracy within the original formation. The RF/Vision and the LUI-optimized RF-only configurations all present very close absolute and mean formation relative positioning errors for both schedules.

The large errors observed in the RF-only CN-optimized configuration appear to be linked to factors that are unaccounted for in the SR-SFIM-based cost functions, such as inconstant levels of process noise and the validity of the EKF’s linearization approach[26].

### 5.3 Sensor-reduced system

To further test the hypothesis described in Section 4, the sensor-reduced system is also evaluated in a filtering simulation environment with the optimized new spacecraft configurations. With the primary objective being the validation of the sensor-reduced system’s error convergence/observability, we first run one simulation with each new spacecraft configuration over a longer duration of 10 orbital periods of the original formation. By removing the relative bearing measurements between the spacecraft in the original formation, but keeping them for the measurements between the chief spacecraft and the new spacecraft with schedule 2, the results in Figures [11] and [12] are produced. To help better
gauge whether the filter converges or diverges, the initial absolute position error is increased to 10 km in a random direction.

The plots in Figures 11 and 12 show the absolute and mean relative position error for each of the optimized configurations of the new spacecraft compared to the results obtained when no new spacecraft is present, with the original formation performing ranging-only measurements. Since this scenario is known to be unobservable, it provides a point of reference for the expected divergence rate of the ranging-only estimation. Both RF/Vision configurations of the new spacecraft help reduce the positioning error. While the LUI-optimized RF/Vision-based configuration appears to achieve steady state absolute and relative position errors of $\sim 10$ km and $\sim 1$ m, respectively, the CN-optimized configuration shows some slow divergence within the considered simulation period. Both RF-Only optimized configurations worsen the positioning performance within the considered time-frame, without reaching a clear steady state.

In [26], the different configuration of the process noise covariance matrix $Q$ for each of the optimized configurations may have led to the divergent behaviour that became visible after 5 orbital periods. These results, however, appear to show that, at least for the LUI-optimized RF/Vision-based configuration of the new spacecraft, the system may have enough observability to achieve convergence. Longer simulation periods would help to validate this conclusion.

6. Conclusions

In this paper, the positioning performance of the relative positioning method for the SunRISE mission described in [24] was compared with a modified version that attempts to estimate the absolute states of the spacecraft. The inclusion of the absolute states of the chief and keplerian dynamics into the navigation solution improved the relative positioning accuracy of the navigation solution from RMS 3.6 m to 14 cm. The filter also presents good robustness to poor initial knowledge on the absolute position of the chief spacecraft. The absolute
positioning accuracy, however, is considerably worse than that of the GPS-based solution discussed in [24] (by a factor of $\sim 4000$).

An optimization study was performed to find the orbital configuration of a new spacecraft that maximizes the near-GEO formation’s positioning accuracy. The results derived from the continuous-time observability matrix-based optimization are in line with the observations made in [11, 12, 10], showing that greater differences in magnitude of gravity acceleration between spacecraft are the main driver in optimizing local observability, as well as wider cross-track motion. The addition of both the optimized RF/Vision and the RF-only LUI-optimized new spacecraft configurations shows some tendency for marginal improvements to the absolute positioning performance with schedule 2. However, this tendency is not significant when considering the dispersion of the Monte-Carlo results. The choice of objective function for the optimization problem may have presented some limitations, such as: 1. the approximation of the original formation to the chief spacecraft; 2. not accounting for the measurement schedule; 3. the choice of the SFIM, which more accurately describes the performance of a nonlinear WLS filter than that of the implemented EKF.

Finally, the observability and performance of the formation when deprived of part of its relative bearing measurements was analysed. The observability analysis showed that the sensor-reduced system should be observable, albeit ill-conditioned. The simulation results indicated that the system shows an apparent divergence of the EKF for most of the considered optimized con-
Figurations, with the exception of the LUI-optimized RF/Vision-based system. Testing whether the performance of this system would improve under a square-root filter better suited for ill-conditioned problems would be worth further investigation.
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Appendix A. Simulation Parameters

This Appendix lists parameters used in the filter simulations throughout this work.
A.1 Spacecraft Initial States

The initial states of the spacecraft in the formation are described in Table A.8 with respect to a chief orbit, for which the COE are listed in Table A.7. These initial states correspond to an example configuration for the SunRISE mission provided in [24] and [33].

| COE | $a$ (km) | $e$ | $i$ (deg) | $\Omega$ (deg) | $\omega$ (deg) | $\nu$ (deg) |
|-----|----------|-----|-----------|----------------|----------------|-------------|
| Chief Orbit | 43399 | 0 | 0 | 0 | 0 | 0 |

Table A.7: Chief orbit initial COE (Classical Orbital Elements).

| # SC | $\delta x$ (km) | $\delta y$ (km) | $\delta z$ (km) | $\delta \dot{x}$ (m/s) | $\delta \dot{y}$ (m/s) | $\delta \dot{z}$ (m/s) |
|------|-----------------|-----------------|-----------------|------------------------|------------------------|------------------------|
| 1    | 1.633           | 4.155           | -2.165          | -0.1289                | -0.1140                | 8.729e-2               |
| 2    | 3.266           | 0               | -1              | 0                      | -0.2281                | -0.1210                |
| 3    | 1.633           | -3.655          | 1.5             | 9.394e-2               | -0.1140                | 0.1814                 |
| 4    | -2.041          | -3.443          | -3              | 3.887e-2               | 0.1425                 | 0                      |
| 5    | -3.266          | 0               | 1               | 0                      | 0.2281                 | -0.1210                |
| 6    | -2.041          | 4.443           | -1.5            | -0.1087                | 0.1425                 | 0.1814                 |

Table A.8: Variations in the orbital initial states with respect to the chief orbit for each spacecraft in the formation.

A.2 New SC process noise configuration

Table A.9 shows the chosen $\alpha_{new}$ parameters for each of the configurations with an optimized auxiliary spacecraft shown in the results in Sections 5.2 and 5.3.

| New SC configuration | $\alpha_{new}$ |
|----------------------|----------------|
| RF/Vision LUI        | 1e4            |
|                      | CN 1e4         |
| RF-Only LUI          | 1e7            |
|                      | CN 1e8         |

Table A.9: EKF’s process covariance matrix $\alpha_{new}$ parameters.

Appendix B. Continuous-time Observability Matrix

Let us consider the following observed dynamic system:

\[
\dot{x}(t) = f(x(t)) \\
y(t) = h(x(t))
\]  

(B.1a)  

(B.1b)
with state vector $x$ of size $n$ and observation vector $y$ of size $p$. The continuous-time observability matrix can be described as the Jacobian of the observation equations and their derivatives with respect to the states, as shown in Eq. (B.2) below, in which $m$ is the highest considered differentiation order, and $(m-1)$th order time-derivative of $y$.

$$\mathcal{O} = \frac{d}{dx} \begin{bmatrix} y(t) \\ \dot{y}(t) \\ \vdots \\ y^{(m-1)}(t) \end{bmatrix} \in \mathbb{R}^{mp \times n} \quad (B.2)$$

If this matrix is invertible (and therefore has full rank), then the state $x(t)$ can be recovered from the set of observations $y(t)$ and its respective derivatives. The closer to singular the matrix is (i.e., the larger its condition number), the less locally observable the system will be [34].

For nonlinear systems, this matrix is calculated through the Lie derivatives of the observation equations. A Lie derivative of a function $h$ by a function $f$ is defined as

$$\mathcal{L}_f(h)(x) = \frac{\partial h(x)}{\partial x} f(x) \in \mathbb{R}^{p \times 1}. \quad (B.3)$$

The same Lie derivative of order $k$ is defined as

$$\mathcal{L}_f^k(h)(x) = \frac{\partial \mathcal{L}_f^{k-1}(h)(x)}{\partial x} f(x) \in \mathbb{R}^{p \times 1}. \quad (B.4)$$

The observability matrix $\mathcal{O}$ of a nonlinear dynamic system such as the one described in (B.1a) and (B.1b) is therefore defined by these Lie derivatives according to [34]:

$$\mathcal{O} = \begin{bmatrix} \frac{\partial h(x)}{\partial x} \\ \vdots \\ \frac{\partial \mathcal{L}_f^{m-1}(h)(x)}{\partial x} \end{bmatrix} \in \mathbb{R}^{mp \times n}. \quad (B.5)$$

For the rank condition to be met, it is necessary that the highest differentiation order under consideration $m$ be greater than $n/p$, otherwise the observability matrix will always be rank deficient. Let us consider a nonlinear system describing the motion of two spacecraft in orbit with two-body problem dynamics and access to relative position measurements:

$$\begin{align*}
\begin{bmatrix}
\dot{r}_0 \\
\dot{\delta r}_{1/0} \\
\dot{\delta v}_{1/0}
\end{bmatrix} &=
\begin{bmatrix}
\frac{v_0}{r_0} & -\mu & 0 \\
-\frac{\mu}{r_0^3} & 0 & 0 \\
-\mu & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\delta r_{1/0} \\
\delta v_{1/0}
\end{bmatrix}
\end{align*}$$

$$y = \delta r_{1/0} \quad (B.6)$$
where \( r_0 \) and \( v_0 \) describe the position and velocity vectors of the chief spacecraft in an inertial frame, \( \delta r_{1/0} \) and \( \delta v_{1/0} \) the relative position and velocity vectors of the deputy spacecraft in that inertial frame and \( \mu \) is the constant gravitational parameter of the central body. The respective local observability matrix requires at least \( m = 3 \) in order to be invertible. This matrix can therefore be defined as:

\[
O = \begin{bmatrix}
0 & 0 & I & 0 \\
0 & 0 & 0 & I \\
G_1 - G_0 & 0 & G_1 & 0 \\
\dot{G}_1 - \dot{G}_0 & G_1 - G_0 & \dot{G}_1 & \dot{G}_1
\end{bmatrix}
\]  
(B.7)

where

\[
G_i = \frac{\mu}{\|r_i\|^3} \left( 3\hat{r}_i \hat{r}_i^T - I \right) \]  
(B.8a)

\[
\dot{G}_i = \frac{3\mu}{\|r_i\|^4} \left[ v_i \hat{r}_i^T + \hat{r}_i v_i^T - (\hat{r}_i^T v_i) (5\hat{r}_i \hat{r}_i^T - I) \right] 
\]  
(B.8b)

\[
\hat{r}_i = \frac{r_i}{\|r_i\|} 
\]  
(B.8c)

and recalling that \( r_1 = r_0 + \delta r_{1/0} \) and \( v_1 = v_0 + \delta v_{1/0} \). From the shape of the observability matrix, it is possible to infer that it will have full rank as long as \( G_1 - G_0 \) has rank 3 [12].
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