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Abstract

We consider C-graded vertex algebras, which are vertex algebras $V$ with a C-grading such that $V$ is an admissible $V$-module generated by ‘lowest weight vectors’. We show that such vertex algebras have a ‘good’ representation theory in the sense that there is a Zhu algebra $A(V)$ and a bijection between simple admissible $V$-modules and simple $A(V)$-modules. We also consider pseudo vertex operator algebras, which are C-graded vertex algebras with a conformal vector such that the homogeneous subspaces of $V$ are generalized eigenspaces for $L(0)$; essentially, these are VOAs that lack any semisimplicity or integral-assumptions on $L(0)$. As a motivating example, we show that deformation of the conformal structure (conformal flow) of a strongly regular VOA (eg a lattice theory, or WZW model) is a path in a space whose points are PVOAs.

MSC(2012): 17B69.

1 Introduction

The motivation for the results in this paper arise from several related sources. The first concerns conformal flow, or conformal deformation. If $V = (V, Y, 1, \omega)$ is a VOA then, as is well-known, one can often deform $\omega$ to obtain another conformal vector $\omega'$ so that $V' = (V, Y, 1, \omega')$ is again a VOA. Indeed, $\omega$ and $\omega'$ may be considered as the endpoints of a continuous path in $\mathbb{C}$ in which intermediate points correspond to vectors $\omega'' \in V$ which are conformal in the sense that the modes of $Y(\omega'', z)$ generate an action of the Virasoro algebra on $V$ (the central charge varies with $\omega''$), but which in general do not confer the structure of a VOA on $(V, Y, 1, \omega'')$. It is thus natural
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to ask exactly what sort of a structure does \((V, Y, 1, \omega')\) support in general? We will show that for nice enough VOAs, i.e., strongly regular VOAs (technical definitions will be given below) each intermediate \((V, Y, 1, \omega')\) is what we call a \textit{pseudo vertex operator algebra} (PVOA). In this way, conformal flow becomes a path in a space of PVOAs, all of which come from the same mother vertex algebra.

A second motivation comes from the study of \(C_2\)-cofinite, or logarithmic vertex operator algebras. These are VOAs \(V\) in the usual sense, however \(L(0)\) does not necessarily act semisimply on \(V\)-modules. Interesting examples such as the triplet algebras (e.g., [AM]) arise as subspaces of a conformal deformation of a lattice theory, i.e., subalgebras of a PVOA. Given the importance of these objects, it is natural to relax the axioms so that \(L(0)\) is not required to act semisimply on any module, even \(V\) itself. This leads to our notion of \(C\)-graded vertex algebra, which is formulated so that it puts no requirements on the conformal vector (including existence!) yet has a good representation theory exemplified by its Zhu algebra. Having said this, we emphasize that the relationship between our \(C\)-graded vertex algebras and other kinds of theories remains unclear to us.

Theories resulting from conformal deformation of lattice VOAs were studied systematically in [DM], under the name of \textit{shifted} VOAs. They were more-or-less shown to be PVOAs, but by an argument that does not generalize. Conformal deformation was also used in [L] as a way to classify conformal vectors. The desire to put these results into a more general and theoretical context provided additional motivation.

The paper is organized as follows. In Section 2 we introduce \(C\)-graded vertex algebras and their modules. In Section 3 we discuss the Zhu algebra \(A(V)\) of a \(C\)-graded vertex algebra \(V\) and establish a bijection between simple admissible \(V\)-modules and simple modules over \(A(V)\). This follows the general lines of argument in [DLM2], [Z], but with notable differences resulting from our weaker axiomatic set-up. In Section 4 we introduce PVOAs and prove that conformal deformations of strongly regular VOAs are PVOAs. We also show that the Zhu algebra of any shifted lattice theory is semisimple.
2 C-Graded Vertex Algebras

2.1 Notation and Definitions

**Definition.** A *vertex algebra* is a quadruple $V = (V, Y, 1, T)$ consisting of a vector space $V$, a linear map

$$Y : V \to \text{End}(V)[[z, z^{-1}]]$$

$$a \mapsto Y(a, z) = \sum_{n \in \mathbb{Z}} a(n) z^{-n-1},$$

a distinguished vector $1 \in V$ called the *vacuum vector*, and an operator $T \in \text{End}(V)$ with the property that

$$[T, Y(a, z)] = \frac{\partial}{\partial z} Y(a, z) = Y(Ta, z).$$

There are various additional requirements on this data, and we refer to [LL] or [K] for more details. We often simply refer to a vertex algebra as $V$.

**Definition.** A vertex algebra $V$ is said to be *C-graded* if $V$ satisfies the following two properties:

(i) $V$ is a direct sum

$$V = \bigoplus_{\mu \in \mathbb{C}} V_{\mu},$$

such that for any homogeneous element $a \in V_{\lambda}$, one has

$$a(n)V_{\mu} \subseteq V_{\mu+\lambda-n-1}. \quad (1)$$

(ii) $V$ is generated by a set of *lowest weight vectors*, where a lowest weight vector is a homogeneous vector $v \in V_{\mu}$ that satisfies the following: For any $a \in V_{\lambda}$, if $a(n)v \neq 0$, then either $n = \lambda - 1$ or $n < \text{Re} \lambda - 1$.

This completes the definition.

An element $a \in V_{\mu}$ is said to have *weight* $\mu$, and we denote this by $|a| = \mu$. We define the operator $L \in \text{End}(V)$ as the linear extension of the map

$$V_{\mu} \to V_{\mu}$$

$$a \mapsto \mu a = |a| a.$$
As a straightforward application of the creativity axioms (see [K] or [FLM]) and formula (1), we have:

**Proposition 2.1.** Let $V = \bigoplus_{\mu \in \mathbb{C}} V_{\mu}$ be a $\mathbb{C}$-graded vertex algebra. Then

(i) $1 \in V_0$.

(ii) If $a \in V_\mu$ then $Ta \in V_{\mu+1}$.

### 2.2 Modules

Here we define the notion of module over a $\mathbb{C}$-graded vertex algebra $V$. Since $V$ is a vertex algebra, we already have the notion of weak $V$-module (see [L]).

**Definition.** An admissible $V$-module is a weak $V$-module $M$ with a grading of the form

$$M = M(0) \oplus \bigoplus_{\mu \in \mathbb{C}, \text{Re}(\mu) > 0} M(\mu)$$

such that $M(0) \neq 0$ and for any homogeneous $a \in V_\lambda$, one has

$$a(n)M(\mu) \subseteq M(\mu + \lambda - n - 1).$$

This completes the definition.

We note that any $\mathbb{C}$-graded vertex algebra $V$ is an admissible module over itself. Since $V$ is generated by its lowest weight vectors, every element $v$ in $V$ is a sum of elements of the form

$$a^r(n_r)a^{r-1}(n_{r-1})...a^1(n_1)w$$

where $a^i$ is homogeneous element and $w$ is a lowest weight vector. We let $V(0)$ be the space of lowest weight vectors, and we say that

$$\text{deg} (a^r(n_r)a^{r-1}(n_{r-1})...a^1(n_1)w) = \sum_{i=1}^{r} (|a^i| - n_i - 1)$$

One can use the weak commutativity ([L]) and the fact that $w$ is a lowest weight vector to show that either

$$\text{Re} \left( \sum_{i=1}^{r} (|a^i| - n_i - 1) \right) > 0$$


or
\[
\left( \sum_{i=1}^{r} (|a^i| - n_i - 1) \right) = 0.
\]
Thus, we define \( V(\lambda) \) to be the space of all \( v \in V \) with \( \deg(v) = \lambda \), and this gives \( V \) the structure of an admissible \( V \)-module.

### 3 The Zhu Algebra \( A(V) \)

Throughout this section we let \( V = (V, Y, 1, T) \) be a \( \mathbb{C} \)-graded vertex algebra. Here we fix some notation. For \( a \in V_\mu \), we let \( \overline{|a|} \) denote the ceiling of the real part of \( \mu \), ie,
\[
\overline{|a|} := \min \{ n \in \mathbb{Z} \mid n \geq \text{Re}(\mu) \}.
\]
Of course, \( La = \overline{|a|}a \) if and only if \( \mu \in \mathbb{Z} \), or equivalently, if and only if \( |a| = \overline{|a|} \). Let \( V^r \) be the set of all elements \( a \in V \) with \( r = |a| - \overline{|a|} \). Note that \( V = \bigoplus_{r \in \mathbb{C}} V^r \).

#### 3.1 Construction of \( A(V) \)

**Definition.** Let \( a \in V^r \). Define the circle and star products on \( V \) as the linear extensions of the following:
\[
a \circ b := \text{Res}_z \left( \frac{(1 + z)^{|a|+\delta_r,a-1}}{z^{1+\delta_r,0}} \right) Y(a, z)b
\]
and
\[
a \ast b := \delta_{r,0} \text{Res}_z \left( \frac{(1 + z)^{|a|}}{z} \right) Y(a, z)b.
\]
We define \( O(V) \) to be the linear span of all element of the form \( a \circ b \) for \( a, b \in V \).

**Lemma 3.1.** If \( r \neq 0 \), then \( V^r \subseteq O(V) \).

**Proof.** Let \( a \in V^r \). Then
\[
a = \text{Res}_z \left( \frac{(1 + z)^{|a|-1}}{z} \right) Y(a, z)1 = a \circ 1 \in O(V).
\]
\( \square \)
Lemma 3.2. For any homogeneous \( a \in V \), one has

\[(T + L)a \equiv 0 \pmod{O(V)}.\]  \hspace{1cm} (3)

In particular, \( Ta \equiv -La \pmod{O(V)}.\)

Proof. If \( a \in V^r \) for some nonzero \( r \), then the result follows because both sides of (3) are in \( V^r \subseteq O(V) \). If \( a \in V^0 \), then this follows immediately from

\[(T + L)a = Ta + |a|a = \text{Res}_z \frac{(1 + z)^{|a|}}{z^2}Y(a, z)1 \in O(V),\]

where we use the fact that \( Ta = a(-2)1 \). \( \square \)

Proposition 3.3. For any \( a \in V^r \) and any \( m \geq n \geq 0 \), we have

\[
\text{Res}_z \frac{(1 + z)^{|a|+\delta_{r,0}+1+n}}{z^{1+\delta_{r,0}+m}}Y(a, z)b \in O(V). \hspace{1cm} (4)
\]

Proof. The proof is the same as [Z] Lemma 2.1.2 if one replaces \( L(-1) \) by \( T \). \( \square \)

Lemma 3.4. Let \( a, b \in V \) be homogeneous elements. Then

\[Y(a, z)b \equiv (1 + z)^{-|a|-|b|}Y(b, \frac{-z}{1 + z})a \pmod{O(V)}.\]  \hspace{1cm} (5)

Proof. This result was proved in [Z] during the proof of Lemma 2.1.3, but we provide additional details here. Using the skew symmetry, we have

\[
Y(a, z)b &= e^{zT}Y(b, -z)a \\
&= \sum_{i \in \mathbb{Z}} e^{zT}b(i)a z^{-i-1} \\
&= \sum_{i \in \mathbb{Z}} \sum_{j \geq 0} \frac{z^j T^j}{j!}b(i)a z^{-i-1}.
\]
Recall that $La + Ta ∈ O(V)$ for any $a ∈ V$, so we have the congruence $(mod O(V))$

$$\frac{z^j T^j j!}{j!} b(i) a = \frac{z^j}{j!} (-L) T^{j-1} b(i) a$$

$$≡ (1)^j \frac{z^j}{j!} (|a| + |b| - i - 1 + j - 1) T^{j-1} b(i) a$$

$$≡ (1)^j \frac{z^j}{j!} (|a| + |b| - i - 1 + j - 1)(-L) T^{j-2} b(i) a$$

$$≡ (1)^j \frac{z^j}{j!} (|a| + |b| - i - 1 + j - 1) \ldots (|a| + |b| - i - 1) b(i) a.$$ 

Returning to the previous calculation, we have $(mod O(V))$,

$$Y(a, z) b ≡ \sum_{i ∈ Z} \sum_{j ≥ 0} (-1)^j \frac{z^j}{j!} (|a| + |b| - i - 1 + j - 1) \ldots (|a| + |b| - i - 1) b(i) a z^{-i-1}$$

$$= \sum_{i ∈ Z} (-1)^i b(i) a (1 + z)^{-|a| - |b| + 1} z^{-i-1}$$

$$= (1 + z)^{-|a| - |b|} Y(b, \frac{-z}{1 + z}) a.$$

Lemma 3.5. If $a$ and $b$ are homogeneous elements in $V^0$, then we have the identities

$$a \star b ≡ \text{Res}_z (1 + z)^{|b|-1} Y(b, z) a \mod O(V) \quad (6)$$

and

$$a \star b - b \star a ≡ \text{Res}_z (1 + z)^{|a|-1} Y(a, z) b \mod O(V). \quad (7)$$

Proof. See [Z] Lemma 2.1.3, and use (5) \hfill \Box

Proposition 3.6. $O(V)$ is a left ideal of $V$ with respect to the star product “$\star$”.

Proof. We must show that $a \star (b \circ c) ∈ O(V)$ for any $a, b, c ∈ V$. Note that if $a ∈ V^r$ and $r \neq 0$, then $a \star (b \circ c) = 0 ∈ O(V)$. Therefore, we may assume that $a ∈ V^0$. If
\( b \in V^0 \), then the result is true by Theorem 2.1.1 of [Z]. The only remaining case is when \( a \in V^0 \) and \( b \in V^r \) for some \( r \neq 0 \). We calculate

\[
a \star (b \circ c) - b \circ (a \star c) = Res_z Res_w Y(a, z)Y(b, w)c \frac{(1 + z)^{|a|}}{w} \frac{1 + w)^{b|-1}}{z}
- Res_w Res_z Y(b, w)Y(a, z)c \frac{(1 + z)^{|a|}}{w} \frac{1 + w)^{b|-1}}{z}
\]

\[
= Res_z Res_{z-w} Y(a, z-w)b, w)c \frac{(1 + z)^{|a|}}{w} \frac{1 + w)^{|b|-1}}{z}
\]

\[
= Res_w Res_{z-w} \sum_{i, j=0}^{\infty} \binom{|a|}{i} (-1)^j (z-w)^{i+j} \frac{1 + w)^{|b|+|a|-1-i}}{w^{2+j}}
\]

\[
= \sum_{i, j=0}^{\infty} \binom{|a|}{i} (-1)^j Res_w \frac{(1 + w)^{|b|+|a|-1-i}}{w^{2+j}} Y(a(i+j)b, w)c
\]

which is a sum of terms in \( O(V) \) by (3). Since \( b \circ (a \star c) \) is clearly in \( O(V) \), and \( a \star (b \circ c) - b \circ (a \star c) \in O(V) \) by the previous calculation, we see that \( a \star (b \circ c) \in O(V) \), which proves that \( O(V) \) is a left ideal of \( V \) with respect to the star product. \( \square \)

**Proposition 3.7.** \( O(V) \) is a right ideal of \( V \).

**Proof.** We must show that any element of the form \( (a \circ b) \star c \) is in \( O(V) \). It suffices to prove this for homogeneous \( a, b, c \). By the definition of the star product we know that if \( a \circ b \in V^r \) for some nonzero \( r \), then \( (a \circ b) \star c = 0 \in O(V) \). Moreover, if \( a \) and \( b \) are both in \( V^0 \), then the result follows from [Z]. Thus, we assume that \( a \in V^r \) for some nonzero \( r \) and \( a \circ b \in V^0 \). It is easy to see that \( V^0 \star V^r \subseteq V^r \) for any \( r \). Therefore, if \( c \in V^r \) for some nonzero \( r \), then \( (a \circ b) \star c \in V^r \subseteq O(V) \). Thus, we are reduced to the case where \( a \circ b \in V^0 \) and \( c \in V^0 \). By (3) it suffices to show that

\[
x = Res_z \frac{(1 + z)^{|c|-1}}{z} Y(c, z)(a \circ b) \in O(V).
\]
We calculate
\[
x = Res_z Res_w \left( \frac{(1+z)^{|c|-1}(1+w)^{|a|-1}}{zw} \right) Y(c, z) Y(a, w) b \nonumber
\]
\[
= Res_w Res_{z-w} Y(Y(c, z-w) a, w) b \frac{(1+z)^{|c|-1}(1+w)^{|a|-1}}{zw} \nonumber
\]
\[
+ Res_w Res_z Y(a, w) Y(c, z) b \frac{(1+z)^{|c|-1}(1+w)^{|a|-1}}{zw} \nonumber
\]

Since \( a \not\in V^0 \), we see that the second term in the above sum is in \( O(V) \). Therefore we have (mod \( O(V) \)):
\[
x \equiv Res_w Res_{z-w} Y(Y(c, z-w) a, w) b \frac{(1+z)^{|c|-1}(1+w)^{|a|-1}}{zw} \nonumber
\]
\[
= \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \binom{|c|-1}{i} Res_w Res_{z-w} Y(Y(c, z-w) a, w) b \frac{(z-w)^{i+j}(1+w)^{|a|+|c|-2-i}}{w^{2+j}} \nonumber
\]
\[
= \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \binom{|c|-1}{i} Res_w Y(c(i+j) a, w) b \frac{(1+w)^{|a|+|c|-2-i}}{w^{2+j}} \nonumber
\]
\[
= \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \binom{|c|-1}{i} Res_w Y(c(i+j) a, w) b \frac{(1+w)^{|c(i+j)+a|-1+j}}{w^{2+j}} \nonumber
\]

Again, since \( c \in V^0 \) and \( a \not\in V^0 \), we see that \( c(i+j)a \not\in V^0 \), and we use (4) to see that above is a sum of terms in \( O(V) \). We conclude that \( (a \circ b) \star c \in O(V) \) for any \( a, b, c \in V \), hence \( O(V) \) is a right ideal of \( V \).

**Theorem 3.8.** Define \( A(V) := V/O(V) \). Then \( A(V) \) is an associative algebra with respect to the \( \star \) product.

**Proof.** We may assume that \( a, b, c \in V^0 \), since otherwise \( a \star (b \star c) = (a \star b) \star c = 0 \) in \( A(V) \). However, this result was proved in [Z].

### 3.2 The functor \( \Omega \)

The goal of this section is to construct a functor \( \Omega \) from the category of admissible \( V \)-modules to the category of \( A(V) \)-modules. Throughout, we let \( M \) be an admissible \( V \)-module.
**Definition.** We define the *vacuum space* $\Omega(M)$ of $M$ to be the set of all lowest weight vectors of $M$.

Note that if $M$ is a simple admissible $V$-module, then one has $\Omega(M) = M(0)$.

**Remark.** Recall from [2] that for any admissible $V$-module $M$, and any homogeneous element $a \in V$, one has

$$a(n)M(\mu) \subseteq M(|a| + \mu - n - 1).$$

From this, it is evident that not every element $a \in V$ has a mode that acts on the graded subspaces of $M$. Indeed, if $|a| + \mu - n - 1 = \mu$, we see that $|a| = n + 1$. In particular, $|a| \in \mathbb{Z}$, which is only true for those elements $a \in V^0$.

**Definition.** Let $a \in V$ be a homogeneous element. We define the *zero mode* $o(a)$ of $a$ as

$$o(a) = a(|a| - 1).$$

We extend this definition to all of $V$ by linearity.

Note that if $a \in V^r$ for some nonzero $r$, then $|a| - 1 > Re(|a|) - 1$, and so $o(a) = a(|a| - 1)$ annihilates any lowest weight vector. On the other hand, if $a \in V^0$, then $|a| = |a|$, so this definition of $o(a)$ reduces to the definition given in [Z].

**Theorem 3.9.** Let $M$ be a simple admissible $V$-module with lowest weight space $M(0)$. Then there is an action of the associative algebra $A(V)$ on $M(0)$, with $a \in A(V)$ acting via its zero mode $o(a)$.

**Proof.** We must show that $O(V)$ annihilates $M(0)$, and that $o(a \ast b) = o(a)o(b)$ for $a, b \in A(V)$. First, we show that $O(V)$ annihilates $M(0)$. By the previous discussion, we see that $V^r$ annihilates $M(0)$ whenever $r \neq 0$. Therefore, we must show that $V^0 \cap O(V)$ annihilates $M(0)$. For this it suffices to show that

$$o(a \circ b)M(0) = 0$$

for $a \circ b \in V^0$. If $a, b \in V^0$, this result was proved in [Z]. Thus, we assume that $a \in V^r$ for some nonzero $r$, and $a \circ b \in V^0$. Note that in this case, $b \not\in V^0$, and we have

$$|a(n)b| = |a| + |b| - n - 2$$
for any \( n \in \mathbb{Z} \). Now let \( w \in M(0) \). Following [DLM2], we use a property of the \( \delta \) function to rewrite the Jacobi Identity as

\[
\begin{align*}
&z_1^{-1}\delta\left(\frac{z_0 + z_2}{z_1}\right)Y(a, z_1)Y(b, z_2)w - z_0^{-1}\delta\left(\frac{z_0 - z_1}{-z_0}\right)Y(b, z_2)Y(a, z_1)w \\
&= z_1^{-1}\delta\left(\frac{z_2 + z_0}{z_1}\right)Y(Y(a, z_0)b, z_2)w
\end{align*}
\]

Since \( a, b \not\in V^0 \), we know that \( a(\overline{|a|}-1)w = b(\overline{|b|}-1)w = 0 \). Thus, \( \text{Res}_{z_1} \text{Res}_{z_2} z_1^{-1}z_2^{-1}z_0^{-1}y_{z_2}^{-1}z_0^{-1}y_{z_1}^{-1}z_1^{-1} \) of the left hand side is equal to 0. Then we have

\[
0 = \text{Res}_{z_1} \text{Res}_{z_2} \sum_{i=0}^{\infty} \binom{\overline{|a|}-1}{i} \overline{|z_0| + |z_2| - 2}^{-i}Y(Y(a, z_0)b, z_2)w
\]

Altogether, this shows that \( O(V) \) annihilates \( M(0) \). To see that \( o(a * b) = o(a)o(b) \) on \( M(0) \), observe that if \( a \not\in V^0 \), then \( o(a) \) annihilates \( M(0) \), and \( a * b = 0 \), so the result holds. If \( a \in V^0 \) and \( b \not\in V^0 \), then \( a * b \in O(V) \), and therefore \( o(a * b) = 0 = o(b) = o(a)o(b) \) on \( M(0) \). The only remaining case is when \( a, b \in V^0 \), and this case was proved in [Z].

The following corollary is the main result of this section.

**Corollary 3.10.** Let \( M \) be any admissible \( V \)-module. Then there is an action of \( A(V) \) on \( \Omega(M) \). In particular, \( \Omega \) defines a functor from the category of admissible \( V \)-modules to the category of \( A(V) \)-modules.

**Proof.** The action of \( A(V) \) on \( \Omega(M) \) follows from the fact that \( \Omega(M) \) is a sum of lowest weight spaces of \( M \), hence a sum of modules for \( A(V) \). The remaining functorial properties of \( \Omega \) are clear.
**Proposition 3.11.** Let $M$ be a simple admissible $V$-module. Then $\Omega(M) = M(0)$ is a simple $A(V)$-module.

*Proof.* See [DLM2] Proposition 5.4

### 3.3 The Lie Algebra $V_{\text{Lie}}$

In [DLM2] we encounter a Lie algebra which plays a role in their construction of admissible $V$-modules from $A_g(V)$-modules. Here we use this technique to construct a Lie algebra $V_{\text{Lie}}$ which plays an analogous role. The construction of $V_{\text{Lie}}$ is similar to the construction found in [DLM2], but with some notable differences.

Let $t$ be an indeterminate, and set $\mathcal{L}(V) = \mathbb{C}[t, t^{-1}] \otimes V$. There is a natural vertex algebra structure on $\mathbb{C}[t, t^{-1}]$, and so $\mathcal{L}(V)$ is a vertex algebra, as it is a tensor product of vertex algebras. We have the translation covariance operator

$$D = \frac{d}{dt} \otimes 1 + 1 \otimes T,$$

and it is well known that the space

$$\mathcal{L}(V)/D\mathcal{L}(V)$$

carries the structure of a Lie algebra, with Lie bracket given by

$$[a + D\mathcal{L}(V), b + D\mathcal{L}(V)] = a(0)b + D\mathcal{L}(V).$$

Therefore, we define

$$V_{\text{Lie}} = \mathcal{L}(V)/D\mathcal{L}(V).$$

We let $a_n$ denote the image of $t^n \otimes a$ in $V_{\text{Lie}}$. Then note that

$$[a_n, b_m] = \sum_{i=0}^{\infty} \binom{n}{i} (a(i)b)_{m+n-i}. \tag{8}$$

We give a complex grading to $V_{\text{Lie}}$ by declaring, for homogeneous $a \in V$,

$$\text{deg}(a_n) = |a| - n - 1.$$
We then have the Lie subalgebras

\((V_{\text{Lie}})^+ = \langle a_n \mid \text{Re}(\text{deg}(a_n)) > 0 \rangle\)

and

\((V_{\text{Lie}})^0 = \langle a_n \mid \text{deg}(a_n) = 0 \rangle\).

The space

\((V_{\text{Lie}})^- = \langle a_n \mid \text{Re}(\text{deg}(a_n)) < 0 \text{ or } \text{Re}(\text{deg}(a_n)) = 0 \text{ and } \text{Im}(\text{deg}(a_n)) \neq 0 \rangle\)

is not a Lie subalgebra of \(V_{\text{Lie}}\). Indeed, if \(|a| = n + i\lambda\) for some \(n \in \mathbb{Z}\) and nonzero \(\lambda \in \mathbb{R}\), and \(|b| = n - i\lambda\), then \(a_{|a|-1} = a_{n-1}\) and \(b_{|b|-1} = b_{n-1}\) are in \((V_{\text{Lie}})^-\), but

\([a_{n-1}, b_{n-1}] = \sum_{i=0}^{\infty} \left( \binom{n-1}{i} (a(i)b)_{2n-2-i} \right) \in (V_{\text{Lie}})^0\).

Therefore, we have that

\((V_{\text{Lie}})^{\leq 0} = (V_{\text{Lie}})^0 \oplus (V_{\text{Lie}})^-\)

is a Lie subalgebra of \(V_{\text{Lie}}\).

Of course, it is easy to see that \((V_{\text{Lie}})^0\) is spanned by elements of the form \(a_{|a|-1}\) for homogenous \(a \in V^0\). This gives a surjection

\(V^0 \twoheadrightarrow (V_{\text{Lie}})^0\)

**Proposition 3.12.** The kernel of the map

\[ V^0 \to (V_{\text{Lie}})^0, \quad a \mapsto a_{|a|-1} \]

is \((T + L)V^0\).

**Proof.** It is easy to see that \((T + L)V^0\) is contained in the kernel. Now suppose \(a \in V^0\) is in the kernel. The zero element in the quotient space \((V_{\text{Lie}})^0\) is equal to the space

\[ D \langle a_n \mid \text{deg}(a_n) = -1 \rangle, \]

and therefore the image of \(a\) must be a finite sum of the form

\[ \sum_j D(b^j) = \sum_j j(b^{j-1}) + (Tb^j)_j. \]
for some homogeneous $b^j \in V_j$. If we write $a$ as a sum of homogeneous terms

$$a = \sum_i a^i$$

with $a^i \in V_i$, then we simply solve for each $a^i$ to find that

$$a^i = T b^{i-1} + L b^i$$

and therefore

$$a = (T + L) \sum_i b^i.$$  

This proves the claim, and further shows that we have an isomorphism of Lie algebras

$$V^0 / (T + L) V^0 \cong (V_{\text{Lie}})^0,$$

where the Lie structure on $V^0 / (T + L) V^0$ is inherited via this linear isomorphism.

The next lemma was proved in [DLM2].

**Lemma 3.13.** The map

$$(V_{\text{Lie}})^0 \to A(V)_{\text{Lie}}$$

$$a_{[a|-1]} \mapsto a + O(V)$$

is a Lie algebra epimorphism.

**Proof.** First observe that we have the following inclusions:

$$(T + L) V^0 \subseteq O(V^0) \subseteq O(V) \cap V^0.$$  

Then we have the corresponding epimorphisms

$$(V_{\text{Lie}})^0 \cong V^0 / ((T + L) V^0) \to A(V^0) \cong V^0 / O(V^0) \to A(V) \cong V^0 / (O(V) \cap V^0)$$

which induce the desired linear epimorphism. To see that $a_{[a|-1]} \mapsto a + O(V)$ is a Lie algebra morphism, use (8) and (9).  

\[ \square \]
3.4 The $\Lambda$ functor

In this section we provide a natural construction of an admissible $V$-module from an $A(V)$-module, thereby giving a functor $\Lambda$ from the category of $A(V)$-modules to the category of admissible $V$-modules. Throughout this section, we let $U$ be a module for the associative algebra $A(V)$.

Since $U$ is a module for $A(V)$, and hence for $A(V)_{\text{Lie}}$, we can lift $U$ to a module for $(V_{\text{Lie}})^0$ via $(V_{\text{Lie}})^0 \rightarrow A(V)_{\text{Lie}} \rightarrow \text{End}(U)$

$a_{|a|^{-1}} \mapsto a + O(V) \mapsto o(a)$.

Thus, $a_{|a|^{-1}} \in (V_{\text{Lie}})^0$ acts as $o(a)$ on $U$. We want to extend this action to

$$(V_{\text{Lie}})^{\leq 0} = (V_{\text{Lie}})^0 \oplus (V_{\text{Lie}})^-,$$

and we do so by letting $(V_{\text{Lie}})^-$ annihilate $U$. It is not immediately clear that this definition does in fact yield an action of $(V_{\text{Lie}})^{\leq 0}$, however, the next result shows that this is indeed the case.

Proposition 3.14. The linear extension of the map

$$\phi : (V_{\text{Lie}})^{\leq 0} \rightarrow A(V)_{\text{Lie}}$$

$a_{|a|^{-1}} \mapsto a + O(V) \quad (a_{|a|^{-1}} \in (V_{\text{Lie}})^0)$

$a_n \mapsto O(V) \quad (a_n \in (V_{\text{Lie}})^-)$

is a morphism of Lie algebras.

Proof. We have already seen that $\phi$ restricted to $(V_{\text{Lie}})^0$ is a morphism of Lie algebras. Therefore, it suffices to show that the image of the space

$$(V_{\text{Lie}})^0 \cap [(V_{\text{Lie}})^-, (V_{\text{Lie}})^-]$$

under $\phi$ lies in $O(V)$.

Assume that $a_n, b_m \in (V_{\text{Lie}})^-$, and $[a_n, b_m] \in (V_{\text{Lie}})^0$. Then it follows that $|a| = |b| =$
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\[ Re(|a|) = Re(|b|), \text{ and } |a| + |b| \in \mathbb{Z}. \] We also have \( n = m = |a| - 1 \). We calculate

\[
\phi([a_n, b_m]) = \phi\left(\left[\frac{|a| - 1}{|a|}, \frac{|b| - 1}{|b|}\right]\right)
\]

\[
= \phi\left(\sum_{i \geq 0} \binom{|a| - 1}{i} (a(i)b)_{|a| + |b|-2-i}\right)
\]

\[
= \phi\left(\sum_{i \geq 0} \binom{|a| - 1}{i} (a(i)b)_{|a(i)|-1}\right)
\]

\[
= \sum_{i \geq 0} \binom{|a| - 1}{i} (a(i)b)
\]

\[
= \text{Res}_z\left(Y(a, z)b \,(1 + z)^{|a| - 1}\right).
\]

The lemma then follows from the claim that

\[\text{Res}_z\left(Y(a, z)b \,(1 + z)^{|a| - 1}\right) \equiv b \circ a - a \circ b \equiv 0 \mod O(V). \hspace{1cm} (9)\]

To see this first congruence, we use the previous lemma and the fact that \( |a| + |b| = |a| + |b| \) to calculate \((\mod O(V))\)

\[
a \circ b = \text{Res}_z\left(Y(a, z)b \,(1 + z)^{|a| - 1}\right)
\]

\[
\equiv \text{Res}_z\left(Y(b, \frac{-z}{1 + z})a \,(1 + z)^{|a| - 1}\,(1 + z)^{-|a| - |b|}\right)
\]

\[
= \text{Res}_z\left(Y(b, \frac{-z}{1 + z})a \,(1 + z)^{-|b| + 1}\,(\frac{-z}{1 + z})\right)
\]

\[
= \text{Res}_w\left(Y(b, w)a \,(1 + w)^{|b|}\right),
\]

where in the last equality we use the formula

\[\text{Res}_w \, g(w) = \text{Res}_z \, g(f(z)) \frac{\partial}{\partial z} f(z).\]
Then we have \((\text{mod } O(V))\)

\[
a \circ b - b \circ a \equiv \text{Res}_z \left( Y(a, z)b \left( \frac{1 + z}{z} \right)^{|a|-1} \right) - \text{Res}_z \left( Y(a, z)b \left( \frac{1 + z}{z} \right)^{|a|} \right)
\]

\[
= \text{Res}_z \left( Y(a, z)b \left( 1 + \frac{1 + z}{z} \right)^{|a|-1} \right) \left( \frac{1}{z} - \frac{1 + z}{z} \right)
\]

\[
= -\text{Res}_z \left( Y(a, z)b \left( 1 + z \right)^{|a|-1} \right)
\]

which proves (9), and hence the result.

To summarize, we have an action of the Lie subalgebra \((V_{\text{Lie}})^{\leq 0}\) on \(U\), where \(a_{|a|-1}\) acts as \(o(a)\), and \((V_{\text{Lie}})^-\) annihilates. We now consider the induced module

\[
M(U) = \text{Ind}_{(V_{\text{Lie}})^{\leq 0}}^{(V_{\text{Lie}})} U \cong \mathcal{U}(V_{\text{Lie}}) \otimes \mathcal{U}((V_{\text{Lie}})^{\leq 0}) U \cong S((V_{\text{Lie}})^+) \otimes_C U,
\]

where \(S(V)\) denotes the symmetric algebra on \(V\) and \(\mathcal{U}(\cdot)\) denotes the universal enveloping algebra.

Note that \(M(U)\) inherits a \(C\)-grading from \(S((V_{\text{Lie}})^+)\) if we assert that the subspace \(U\) has degree 0. More precisely, we can write

\[
M(U) = M(U)(0) \oplus \bigoplus_{\mu \in C, \text{Re}(\mu) > 0} M(U)(\mu)
\]

where \(M(U)(0) = U\).

We now define an action of \(V\) on \(M(U)\) via

\[
Y_{M(U)}(v, z) = \sum_{n \in \mathbb{Z}} v_n z^{-n-1}.
\] (10)

Our goal is to show that a certain quotient of \(M(U)\) is an admissible \(V\)-module. Note that \((M(U), Y_{M(U)})\) satisfies the requirements to be an admissible \(V\)-module, except for the Jacobi identity.

It is clear from the commutation relations (8) that the action (10) satisfies the weak commutativity relations. Therefore, to establish the Jacobi identity, it is sufficient to establish the weak associativity. To do this, we quotient out by the desired relations.
In particular, let $W$ be the subspace of $M(U)$ spanned by the coefficients of $z_0^i z_2^j$ in the expressions
\[
(z_0 + z_2)^{|a| - 1 + \delta_{r,0}} Y(a, z_0 + z_2) Y(b, z_2) u - (z_2 + z_0)^{|a| - 1 + \delta_{r,0}} Y(Y(a, z_0) b, z_2) u
\]
for homogeneous $a \in V^r$, $b \in V$, and $u \in U$. Now define
\[
\overline{M}(U) = M(U) / \mathcal{U}(V_{\text{Lie}}) W.
\]
Note that $\mathcal{U}(V_{\text{Lie}}) W$ is a graded $V_{\text{Lie}}$-submodule of $M(U)$, and so $\overline{M}(U)$ inherits the $C$-grading from $M(U)$. It is not yet clear that $\overline{M}(U)(0) \neq 0$, but this fact will follow from Theorem 3.16.

**Proposition 3.15.** Let $M$ be a module for $V_{\text{Lie}}$ with the property that there is a subspace $U$ of $M$ such that $U$ generates $M$ as a module for $V_{\text{Lie}}$ and, for any $a \in V^r$ and any $u \in U$, there is a positive integer $k$ such that
\[
(z_0 + z_2)^k Y(a, z_0 + z_2) Y(b, z_2) u = (z_2 + z_0)^k Y(a, z_0) Y(b, z_2) u
\]
for any $b \in V$. Then $M$ is a weak $V$-module.

**Proof.** See [DLM2] Proposition 6.1, and take $r = s = 0$. \qed

**Theorem 3.16.** The space $\overline{M}(U)$ is an admissible $V$-module.

**Proof.** Clearly $\overline{M}(U)$ satisfies the conditions placed on $M$ in the previous proposition, so we find that $\overline{M}(U)$ is a weak $V$-module. Moreover, by previous remarks, we know that $\overline{M}(U)$ satisfies the grading requirements, except for possibly the requirement that $\overline{M}(U)(0) \neq 0$, but this is demonstrated in the proof of Theorem 3.17. \qed

We now describe the construction of the $\Lambda$ functor. Note that $M(U)$ has a maximal graded $V_{\text{Lie}}$-submodule $J$ with the property that $J \cap U = 0$. The main result of this section is the following:

**Theorem 3.17.** The space $\Lambda(U) = M(U) / J$ is an admissible $V$-module with the property that the lowest weight space of $\Lambda(U)$ is $U$.

The proof of this theorem relies on several results. First, it is easy to see that the $V_{\text{Lie}}$-submodule $J$ can be described alternatively as
\[
J = \{ v \in M(U) \mid \langle u', xv \rangle = 0 \text{ for all } u' \in U^*, \ x \in \mathcal{U}(V_{\text{Lie}}) \}
\]
where \( U^* \) is the set of linear functionals of \( U \) which are trivially extended to all of \( M(U) \). Then to prove the theorem, we must show that \( \mathcal{W}(V_{\text{Lie}})W \subseteq J \).

The next lemma and its proof are slight modifications of Lemma 6.7 of [DLM2]. We let \( u' \in U^* \), and \( u \in U \).

**Lemma 3.18.** Assume \( a \in V^r \) for some nonzero \( r \). Then, for any \( i, j \geq 0 \), we have

\[
\text{Res}_z z_0^{-1+i}(z_0 + z_2)^{|a|-1+j} \langle u', Y(a, z_0 + z_2)Y(b, z_2)u \rangle \\
= \text{Res}_z z_0^{-1+i}(z_2 + z_0)^{|a|-1+j} \langle u', Y(Y(a, z_0)b, z_2)u \rangle
\]

for any \( b \in V \).

**Proof.** Since \( j \geq 0 \) and \( |a| \neq |a| \), we know that \( a(|a| - 1 + j) \) is an element of \((V_{\text{Lie}})^-\), and therefore annihilates \( u \). Then, for any \( i \geq 0 \), we have

\[
\text{Res}_z (z_1 - z_2) i z_1^{|a|-1+j} Y(b, z_2) Y(a, z_1) u = 0.
\]

Note that we also have the commutator formula

\[
[Y(a, z_1), Y(b, z_2)] = \text{Res}_x z_2^{-1} \delta \left( \frac{z_1 - z_0}{z_2} \right) Y(Y(a, z_0)b, z_2)
\]

as operators on \( M \). Then

\[
\text{Res}_z z_0^i (z_0 + z_2)^{|a|-1+j} Y(a, z_0 + z_2) Y(b, z_2) u \\
= \text{Res}_z (z_1 - z_2) i z_1^{|a|-1+j} Y(a, z_1) Y(b, z_2) u \\
= \text{Res}_z (z_1 - z_2) i z_1^{|a|-1+j} [Y(a, z_1), Y(b, z_2)] u \\
= \text{Res}_z \text{Res}_z (z_1 - z_2) i z_1^{|a|-1+j} z_2^{-1} \delta \left( \frac{z_1 - z_0}{z_2} \right) Y(Y(a, z_0)b, z_2) u \\
= \text{Res}_z \text{Res}_z (z_2 + z_0)^{|a|-1+j} \delta \left( \frac{z_2 + z_0}{z_1} \right) Y(Y(a, z_0)b, z_2) u \\
= \text{Res}_z (z_0 + z_2)^{|a|-1+j} Y(a, z_0)b, z_2) u,
\]
which proves the lemma for $i \geq 1$. Now assume that $i = 0$. Then

\[
\text{Res}_{z_0} z_0^{-1} (z_0 + z_2) \langle a \rangle \langle u', Y(a, z_0 + z_2) Y(b, z_2) u \rangle = \sum_{k=0}^{\infty} \binom{j}{k} \text{Res}_{z_0} (z_0 + z_2) \langle a \rangle \langle u', Y(a, z_0 + z_2) Y(b, z_2) u \rangle
\]

\[
= \sum_{k=1}^{\infty} \binom{j}{k} \text{Res}_{z_0} (z_2 + z_0) \langle a \rangle \langle u', Y(Y(a, z_0) b, z_2) u \rangle
\]

\[
= \text{Res}_{z_0} (z_0 + z_2) \langle a \rangle \langle u', Y(a, z_0 + z_2) Y(b, z_2) u \rangle
\]

The lemma then follows from the claims that

\[
\text{Res}_{z_0} z_0^{-1} (z_0 + z_2) \langle a \rangle \langle u', Y(a, z_0 + z_2) Y(b, z_2) u \rangle = 0 \tag{14}
\]

and

\[
\text{Res}_{z_0} z_0^{-1} (z_2 + z_0) \langle a \rangle \langle u', Y(Y(a, z_0) b, z_2) u \rangle = 0. \tag{15}
\]

To see (14), recall that $b(|b| - 1 - n) u = 0$ since $b_{|\mathfrak{m}| - 1 + n} \in (V_{\text{Lie}})^{-}$ for $n \leq 1$. Then we have

\[
\langle u', Y(a, z_0 + z_2) Y(b, z_2) u \rangle = \sum_{n \geq 0} \left\langle u', a(|a| - 1 + n) b(|b| - 1 - n) u \right\rangle (z_0 + z_2)^{-n} z_2^{-|b| + n}.
\]

This gives

\[
\text{Res}_{z_0} z_0^{-1} (z_0 + z_2) \langle a \rangle \langle u', Y(a, z_0 + z_2) Y(b, z_2) u \rangle
\]

\[
= \text{Res}_{z_0} \sum_{n \geq 0} \left\langle u', a(|a| - 1 + n) b(|b| - 1 - n) u \right\rangle (z_0 + z_2)^{-n} z_2^{-|b| + n - 1}
\]

\[
= \sum_{n \geq 0} \sum_{k \geq 0} \binom{-n - 1}{k} \left\langle u', a(|a| - 1 + n) b(|b| - 1 - n) u \right\rangle z_2^{-|b| + n - 1 + k} z_0^{-n - 1 - k}
\]

\[
= \left\langle u', a(|a| - 1) b(|b| - 1) u \right\rangle z_2^{-|b| - 1}
\]

\[
= 0,
\]

where the last equality holds because $a \in V^r$, so $a(|a| - 1)$ annihilates $b(|b| - 1)u$. This proves (14).
An analogous calculation shows that
\[
Res_{z_0} z_0^{-1}(z_2 + z_0)^{|a| - 1} \langle u', Y(Y(a, z_0) b, z_2) u \rangle
= \sum_{k \geq 0} \left( \frac{|a| - 1}{k} \right) \langle u', (a(k - 1) b)(|a(k - 1) b| - 1) u \rangle z_2^{-|a| - |b| + |a| - 1},
\]
where we have made the assumption that $|a(j) b| = |a(j) b|$ for $j \in \mathbb{Z}$. This assumption is valid because otherwise the element $a(j) b$ would have no zero mode, which would imply that
\[
\langle u', (a(j) b)(k) u \rangle = 0
\]
for any $k \in \mathbb{Z}$. Then (15) follows from the fact that
\[
\sum_{k \geq 0} \left( \frac{|a| - 1}{k} \right) (a(k - 1) b)(|a(k - 1) b| - 1) u = o(a \circ b) u = 0
\]
since $O(V)$ annihilates $U$.

**Lemma 3.19.** Assume $a \in V^r$ for some nonzero $r$ and $j \geq 0$, but $i \in \mathbb{Z}$. Then we have
\[
Res_{z_0} z_0^{-1+i}(z_0 + z_2)^{|a| - 1+j} \langle u', Y(a, z_0 + z_2) Y(b, z_2) u \rangle
= Res_{z_0} z_0^{-1+i}(z_2 + z_0)^{|a| - 1+j} \langle u', Y(Y(a, z_0) b, z_2) u \rangle
\]
for any $b \in V$.

**Proof.** The result holds for $i \geq -1$ by the previous lemma. The proof then follows from the $T$ derivative property together with induction on $i$. A complete proof is given in [DLM2] Lemma 6.8.

**Proposition 3.20.** The following holds for any homogeneous $a \in V^r$, $b \in V$, $u' \in U^*$, $u \in U$ and $j \geq 0$:
\[
\langle u', (z_0 + z_2)^{|a| - 1+\delta_{r,0}+j} Y_M(U)(a, z_0 + z_2) Y(b, z_2) u \rangle
= \langle u', (z_2 + z_0)^{|a| - 1+\delta_{r,0}+j} Y_M(U)(Y(a, z_0) b, z_2) u \rangle. \tag{16}
\]
Proof. Assume that $b \in V^s$ for some $s$. If $r = 0$ and $s \neq 0$, then both sides of (16) are equal to 0. This follows from the fact that the modes of $a$ act on $V^0$, but the modes of $b$ do not, i.e., for all $i \in \mathbb{Z}$,

$$b(i)V^0 \cap V^0 = 0.$$ 

Now assume that $r = s = 0$. Then this is essentially the case where $V = V^0$, so we appeal to [DLM2] Proposition 6.5. The only remaining case is where $r \neq 0$, and this case follows from the previous two lemmas.

**Proposition 3.21.** Assume that $M$ is a $V_{\text{Lie}}$-module and $W$ is a subspace of $M$ such that $W$ generates $M$ as a $V_{\text{Lie}}$-module. Assume further that for any $a \in V^r$, and any $w \in W$, that there is some $k \in \mathbb{Z}$ such that

$$\langle w', (z_0 + z_2)^k Y_{M(U)}(a, z_0 + z_2)Y(b, z_2)w \rangle = \langle w', (z_2 + z_0)^k Y_{M(U)}(Y(a, z_0)b, z_2)w \rangle.$$  (17)

for any $b \in V$ and any $w' \in W^*$. Then (17) holds for any $u \in M$.

**Proof.** See [DLM2] Proposition 6.9.

**Proposition 3.22.** Let $M$ be as in the previous proposition. Then for any $x \in \mathcal{H}(V_{\text{Lie}})$, $a \in V^r$, $u \in M$, there is an integer $k$ such that

$$\langle w', (z_0 + z_2)^k x \cdot Y_{M(U)}(a, z_0 + z_2)Y(b, z_2)w \rangle = \langle w', (z_2 + z_0)^k x \cdot Y_{M(U)}(Y(a, z_0)b, z_2)w \rangle.$$  (18)

for any $b \in V$ and any $w' \in W^*$.

**Proof.** See [DLM2] Proposition 6.10.

We now return to the proof of Theorem 3.17. We let $M = M(U)$ and $W = U$ in the previous proposition. In particular, from (13) together with the previous three propositions, and from the definition (11) of $W$, we see that $\mathcal{H}(V_{\text{Lie}})(W) \subseteq J$. Thus, $\Lambda(U)$ is an admissible module for $V$, and it satisfies the property that its vacuum space is equal to $U$, i.e., $\Omega(\Lambda(U)) = U$. (Indeed, if $v$ were a lowest weight vector in $M(U)$ but $v$ was not in $U$, then $v$ would generate a submodule $N$ which would satisfy $N \cap U = 0$, hence $N \subseteq J$.) This completes the proof of Theorem 3.17.
Note that we may now complete the proof of Theorem 3.16 by declaring that the lowest weight space of \(\bar{M}(U)\) is equal to \(U\). This follows from the fact that \(\mathcal{U}(V_{\text{Lie}})(W) \subseteq J\).

**Theorem 3.23.** The functors \(\Lambda\) and \(\Omega\) induce mutually inverse bijections on the isomorphism classes of the categories of simple \(A(V)\)-modules and simple admissible \(V\)-modules.

**Proof.** First, Theorem 3.17 implies that \(\Omega(\Lambda(U)) = U\) for any \(A(V)\)-module \(U\). Now assume that \(M\) is a simple \(V\)-module. Then we know that \(\Omega(M)\) is a simple \(A(V)\)-module (Proposition 3.11). Moreover, we know that \(\Lambda(\Omega(M))\) is a simple \(V\)-module (See [DLM2] Lemma 7.1). Then \(M\) and \(\Lambda(\Omega(M))\) are both simple quotients of the universal object \(\bar{M}(\Omega(M))\), and are therefore isomorphic, since \(\bar{M}(\Omega(M))\) has a unique maximal ideal \(J\) subject to \(J \cap \Omega(M) = 0\).

\[\square\]

## 4 Pseudo VOAs

The goal of this section is to construct a family of \(\mathbb{C}\)-graded vertex algebras from a given VOA. Since this class of examples come from a VOA, there is some additional conformal structure which is not present in an arbitrary \(\mathbb{C}\)-graded vertex algebra. Thus we have the following definition:

**Definition.** A pseudo vertex operator algebra, or PVOA, is a \(\mathbb{C}\)-graded vertex algebra \(V = \bigoplus_{\mu \in \mathbb{C}} V_{\mu}\) with the following additional properties:

(i) There is a vector \(\omega \in V_2\) called the conformal vector such that the operators \(\{L(n)\}\) defined by

\[
Y(\omega, z) = \sum_{n \in \mathbb{Z}} L(n) z^{-n-2}
\]

generate the Virasoro algebra,

(ii) \(L(-1) = T\),

(iii) For any \(v \in V_{\mu}\), there is some \(n \in \mathbb{N}\) such that \((L(0) - \mu)^n v = 0\), and \(\dim(V_{\mu}) < \infty\) for all \(\mu \in \mathbb{C}\),

(iv) \(\text{Re}(\mu) \geq |\text{Im}(\mu)|\) for all but finitely many \(\mu \in \text{Spec}_V(L(0))\).

This completes the definition.

One notes that any VOA is a PVOA, and any PVOA contains the VOA generated by \(\omega\). In fact, a PVOA satisfies the axioms of a VOA with the exception of the
semisimplicity of \( L(0) \) and the integrality of the spectrum of \( L(0) \). The conformal structure of a PVOA allows us to define a new class of \( V \)-module.

**Definition.** A weak \( V \)-module \( M \) is called *ordinary* if \( M \) has a \( \mathbb{C} \)-grading induced by \( L(0) \)-eigenvalues

\[
M = \bigoplus_{\mu \in \text{Spec}_M(L(0))} M(\mu),
\]

such that each graded subspace \( M(\mu) \) is finite dimensional. We also require that \( Re(\mu) > 0 \) for all but finitely many \( \mu \in \text{Spec}_M(L(0)) \).

One notes that an ordinary \( V \)-module is an admissible module for \( V \) as a \( \mathbb{C} \)-graded vertex algebra.

Throughout this section, we let

\[
V = \mathbb{C}1 \oplus \bigoplus_{n \in \mathbb{N}} V_n
\]

be a CFT-type VOA of central charge \( c \). The next proposition shows how one may “deform” the conformal structure on a VOA.

**Proposition 4.1.** Let \( h \in V_1 \) with \( h(1)h = \alpha 1 \) and \( L(1)h = \beta 1 \). Then the modes of

\[
\omega_h = \omega + L(-1)h
\]

satisfy the Virasoro relations with central charge \( c_h = c + 12(\beta - \alpha) \).

**Proof.** We let \( Y(\omega_h, z) = \sum_{n \in \mathbb{Z}} L_h(n) z^{-n-2} \), so that

\[
L_h(n) = L(n) - (n + 1)h(n). \tag{19}
\]

A standard calculation shows that

\[
[L_h(m), L_h(n)] = (m - n)L_h(m + n) + \frac{m^3 - m}{12} \delta_{m+n,0} (c + 12(\beta - \alpha)) \text{Id}.
\]

\[\square\]

In what follows, we will concern ourselves primarily with the case where \( h \) is a *primary* vector, i.e., \( L(1)h = 0 \), so that \( \beta = 0 \) in the previous proposition. Note that by (19) we have \( L_h(-1) = L(-1) \) and \( L_h(0) = L(0) - h(0) \). We denote by \( V^h \) the quadruple \((V, Y, 1, \omega_h)\). In general, it is not clear whether \( V^h \) is a PVOA, since the spectrum of \( L_h(0) \) is not well understood.
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4.1 Strongly Regular VOAs and Jacobi Forms

**Definition.** A VOA is called *strongly regular* if $V$ is rational, $C_2$-cofinite, CFT-type, and $L(1)V_1 = 0$.

The following two theorems are proved in [M]:

**Theorem 4.2.** Let $V$ be a strongly regular VOA. Then the weight one subspace $V_1$ is a reductive Lie algebra.

This theorem allows us to work with a Cartan subalgebra of $V_1$. Indeed, a reductive Lie algebra $g$ can be written as $g = g_{ss} \oplus a$ where $g_{ss}$ is a semisimple Lie algebra and $a$ is an abelian ideal of $g$. In this case, if $\mathfrak{h}$ is a Cartan subalgebra of $g_{ss}$, then $\mathfrak{h} \oplus a$ is a Cartan subalgebra of $g$.

**Theorem 4.3.** Let $V$ be a strongly regular VOA. Then any Cartan subalgebra $H \subseteq V_1$ has a basis $\{h_1, ..., h_r\}$ such that each $h_i$ satisfies the following two properties:

(i) $h_i(0)$ is a semisimple operator with integral eigenvalues 

(ii) $\langle h_i, h_i \rangle \in 2\mathbb{Z}$

Now we consider a strongly regular simple VOA $V$. In this case, we denote by $\{M_1 = V, ..., M_k\}$ the set of inequivalent simple admissible $V$-modules. For each $i \in \{1, ... k\}$, we define

$$J^i(\tau, z) = \text{Tr}_{M_i} q^{L_i(0) - c/24} \zeta^{h(0)},$$

where $h$ is assumed to be an element in $V_1$ with the property that $h(0)$ acts semisimply on every $M_i$ with integral spectrum. We note that $J^i(\tau, z)$ is, up to an overall shift, a power series in $q$:

$$J^i(\tau, z) = q^{s_i} \sum_{n=0}^{\infty} \sum_{r \in \mathbb{Z}} c^i(n, r) q^n \zeta^r.$$  \hfill (20)

where $s_i = -c/24 + \lambda_i$ and $\lambda_i$ is the conformal weight of $M_i$. We have the following result ([KM]):

**Theorem 4.4.** Let $V$ be a strongly regular simple VOA. Let $h \in V_1$ be an element such that $h(0)$ is semisimple on every $M_i$ with integral spectrum. Then the functions $J^i(\tau, z)$ are holomorphic in $\mathbb{H} \times \mathbb{C}$, and the following functional equations hold for all $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, \mathbb{Z})$ and $(u, v) \in \mathbb{Z}^2$:
(i) There are scalars $a_{ij}(\gamma)$ depending only on $\gamma$ such that
\[
J^j \left( \gamma \tau, \frac{z}{c\tau + d} \right) = e^{\pi icz^2/(c\tau + d)} \sum_{j=1}^r a_{ij}(\gamma) J^j(\tau, z),
\]

(ii) There is a permutation $i \mapsto i'$ of $\{1, \ldots, k\}$ such that
\[
J^j(\tau, z + u\tau + v) = e^{-\pi i(h, h)(u^2\tau + 2uz)} J^{i'}(\tau, z).
\] (21)

We can use the transformation property (21) to deduce information about the coefficients $c^i(n, r)$. For each $i \in \{1, \ldots, k\}$, set $d_i = \max_{j \in \{1, \ldots, k\}} |s_i - s_j|$, and set $m = \langle h, h \rangle / 2$. Then we have

**Proposition 4.5.** With the previous notation, one has $c^i(n, r) = 0$ if
\[
r^2 > m^2 + 4m(n + d_i).
\]

**Proof.** The transformation property (21) implies that
\[
c^{i'}(n + ru + mu^2 + s_i - s_i', r + 2um) = c^i(n, r).
\]
Then using (20), we see that $c^i(n, r) = 0$ if $n + ru + mu^2 + s_i - s_i' < 0$. From this we can see that $c^i(n, r) = 0$ whenever there is an integer $u$ such that $(n + d_i) + ru + mu^2 < 0$.

The condition $(n + d_i) + ru + mu^2 < 0$ is equivalent to the condition that the quadratic polynomial $f(x) = (n + d_i) + rx + mx^2$ has a negative value when evaluated at some integer $u$. Since $m$ is a positive number, elementary algebra tells us that this condition is satisfied if the roots of $f$ are more than 1 unit apart, i.e., if
\[
\frac{\sqrt{r^2 - 4m(n + d_i)}}{2m} > \frac{1}{2},
\]
which is equivalent to $r^2 > m^2 + 4m(n + d_i)$. \qed

Note that the coefficient $c^i(n, r)$ is the dimension of the space
\[
M_i(n, r) = \{ u \in M_i \mid L(0)u = nu \quad \text{and} \quad h(0)u = ru \}.
\]

In particular, one has
\[
c^1(n, r) = \text{Dim}\{ v \in V_n \mid h(0)v = rv \}.
\]
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Now define \( h^n \in \mathbb{Z}_{\geq 0} \) to be the largest element of the set
\[
\{ |m| \mid m \text{ is an eigenvalue of } h(0) \text{ on } V_n \},
\]
where \( |m| \) denotes the absolute value of \( m \). In other words, for each fixed \( n \), \( h^n \) denotes the absolute value of the \( r \) of largest absolute value for which \( c^1(n,r) \neq 0 \).

**Lemma 4.6.** Let \( V \) and \( h \) be as above. Then the following inequality holds for every \( n \):
\[
(h^n)^2 \leq n(4m) + m^2 + 4md_1.
\]
In other words, \( h^n \sim O(\sqrt{n}) \) as \( n \to \infty \).

**Proof.** By Proposition 4.5, it follows that \((h^n)^2 \leq m^2 + 4m(n + d_1)\) for every \( n \) \( \square \)

Of course, one obtains a similar statement if we replace \( h \) by any complex scalar multiple \( \lambda h \) of \( h \). In this case, the previous proposition says that \( |\lambda h^n| \sim O(\sqrt{n}) \).

This leads us to the following extension of Proposition 4.6:

**Lemma 4.7.** Let \( V \) be a simple strongly regular VOA and let \( h \in V_1 \) be such that \( h(0) \) is semisimple. Then \( |h^n| \sim O(\sqrt{n}) \) as \( n \to \infty \).

**Proof.** Since \( h \) is a semisimple element of \( V_1 \), we know that \( h \) is an element of some Cartan subalgebra \( H \) of \( V_1 \). Now using a basis \( \{h_1, \ldots, h_k\} \) of \( H \) as in Theorem 4.3, we write
\[
h = \sum_{i=1}^k \lambda_i h_i,
\]
for some \( \lambda_i \in \mathbb{C} \), so that
\[
h(0) = \sum_{i=1}^k \lambda_i h_i(0).
\]
Since \( \{h_i(0)\} \) is a set of commuting, semisimple operators, it follows that
\[
0 \leq |h^n| \leq \sum_{i=1}^k |\lambda_i h^n_i|.
\]
Our prior remarks show that each of the above summands satisfies \( |\lambda_i h^n_i| \sim O(\sqrt{n}) \), and so it follows that \( |h^n| \sim O(\sqrt{n}) \) \( \square \).
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Lemma 4.8. Let $V$ and $h$ be as in Proposition 4.7 and consider $L_h(0) = L(0) - h(0)$. Then $Re(\mu) \geq |Im(\mu)|$ for all but finitely many $\mu \in Spec_V(L_h(0))$.

Proof. Making use of the decomposition (22), one sees that

$$Spec_V(L_h(0)) \subseteq \mathbb{Z} - \sum_{i=1}^{k} \lambda_i \mathbb{Z} \subseteq \mathbb{C}.$$  

Any $\mu \in Spec_V(L_h(0))$ is of the form

$$\mu = n - \sum_{i=1}^{k} \lambda_i a_i,$$

where $a_i \in Spec_{V_n}(h_i(0)) \subset \mathbb{Z}$.

If $h(0)$ does not act as 0 on $V_n$, then $h^n_i > 0$ for some $i$. Without loss of generality we may assume $h^n_1 > 0$. Now choose $m \in \mathbb{R}$ such that

$$mh^n_1 > k \cdot \max_i |Re(\lambda_i h^n_i)| + k \cdot \max_i |Im(\lambda_i h^n_i)|.$$  

Using Lemma 4.7 we see that that $n - mh^n_1 > 0$ for all but finitely many $n$. Therefore, since $h^n_1 > 0$, we have

$$n - k \cdot \max_i |Re(\lambda_i h^n_i)| - k \cdot \max_i |Im(\lambda_i h^n_i)| > n - mh^n_1 > 0$$

for all but finitely many $n$. In particular,

$$n - k \cdot \max_i |Re(\lambda_i h^n_i)| > k \cdot \max_i |Im(\lambda_i h^n_i)|.$$  

for all but finitely many $n$.  
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Then we have

\[
\Re \left( n - \sum_{i=1}^{k} \lambda_i a_i \right) = n - \Re \left( \sum_{i=1}^{k} \lambda_i a_i \right) \\
\geq n - \left| \Re \left( \sum_{i=1}^{k} \lambda_i a_i \right) \right| \\
\geq n - k \cdot \max_{i} |\Re(\lambda_i h^n)| \\
> k \cdot \max_{i} |\Im(\lambda_i h^n)| \\
\geq \sum_{i=1}^{k} |\Im(\lambda_i h^n)| \\
\geq \sum_{i=1}^{k} |\Im(\lambda_i a_i)| \\
\geq \left| \Im \left( \sum_{i=1}^{r} \lambda_i a_i \right) \right|
\]

for all but finitely many \( n \). Since \( h(0) \) has only finitely many eigenvalues on each \( V_n \), it follows that the above inequality holds for all but finitely many \( L_h(0) \)-eigenvalues \( \mu \).

\[\square\]

**Lemma 4.9.** Let \( V \) and \( h \) be as in Proposition 4.7. Then the \( L_h(0) \) eigenspaces are all finite dimensional.

**Proof.** Assume to the contrary that \( \mu \) is the eigenvalue corresponding to an infinite dimensional \( L_h(0) \)-eigenspace. Since each \( V_n \) is of finite dimension, it follows that there must be an infinite number of \( k \in \mathbb{N} \) for which

\[
k - \mu \in \text{Spec}_{V_k}(h(0)),
\]

which is impossible due to Lemma 4.7. \( \square \)

**Theorem 4.10.** Let \( V \) be a simple strongly regular VOA. Then \( V^h \) is a simple PVOA for any \( h \in V_1 \).
Proof. We first remark that simplicity of $V^h$ is equivalent to simplicity of $V$ since they are both the same underlying vertex algebra. The $C_2$-cofiniteness of $V$ implies that $V$ is finitely generated, that is,

$$V = \bigoplus_{n=0}^{N} V_n.$$ 

Then the action of $h(0)$ on $V$ is completely determined by the action of $h(0)$ on $\bigoplus_{n=0}^{N} V_n$, which is a finite dimensional $V_1$-module. Therefore, we consider the abstract Jordan decomposition $h(0) = h^{ss}(0) + h^n(0)$, with $h^{ss}(0)$ a semisimple operator and $h^n(0)$ a nilpotent operator such that $h^{ss}(0)$ and $h^n(0)$ commute. The theory of Lie algebras then ensures that the operators $h^{ss}(0)$ and $h^n(0)$ are modes of elements $h^{ss}$, $h^n \in V_1$. Thus any $h \in V_1$ decomposes as $h = h^{ss} + h^n$, where $h^{ss}(0)$ is a semisimple operator on $V$ and $h^n(0)$ is a nilpotent operator on $V$ that commutes with $h^{ss}(0)$.

First assume that $h^n = 0$. Then $L_h(0) = L(0) - h^{ss}(0)$ is a semisimple operator. In this case $V^h$ has a grading

$$V^h = \bigoplus_{\mu \in \text{Spec}_{V(h)}(L(0))} V_{\mu}$$

which satisfies (1). Moreover, we know that $1 \in V_0$, so $V_0 \neq 0$. This fact, together with Lemma 4.8 implies that $V^h$ has a lowest weight space $V^h_\lambda$. Since $V^h$ is simple as a vertex algebra, it is generated by $V^h_\lambda$. This shows that $V^h$ is a $C$-graded vertex algebra. It is clear from (19) that $L(-1) = L_h(-1)$. Therefore, recalling Lemmas 4.9 and 4.8 we see that $V^h$ is a PVOA.

If $h^n$ is not zero, then $h^n(0)$ simply acts on each $L_h^{ss}(0)$-eigenspace since $[h^n(0), L_h^{ss}(0)] = 0$, and so we see that the generalized $L_h(0)$-eigenspaces are precisely the $L_h^{ss}(0)$-eigenspaces. The finite dimensionality of each $L_h^{ss}(0)$-eigenspace $V^h_\lambda$ implies that $(L_h(0) - \lambda)$ is a nilpotent operator on $V^h_\lambda$. The result follows.

4.2 Regularity of Lattice PVOAs

Let $V_L$ be a the VOA associated to a rank $k$ positive definite even lattice $L$ (see [FLM]). Dong [D] proved that $V_L$ is a rational VOA, and that the irreducible ordinary modules for $V_L$ correspond to cosets of $L$ in its dual lattice $L^\circ$. In particular, the irreducible ordinary $V_L$-modules are of the form

$$V_{L,-\lambda} = M(1) \otimes C[L - \lambda],$$
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where $\lambda \in L^\circ$ and $\mathbb{C}[L-\lambda]$ is the corresponding module for the twisted group algebra $\mathbb{C}\{L\}$.

We recall Theorem 3.16 of [DLM1]:

**Theorem 4.11.** Let $L$ be any positive definite even lattice. Then any weak $V_L$-module is completely reducible, and any simple weak $V_L$-module is isomorphic to $V_L-\lambda$ for some $\lambda$ in $L^\circ$. In other words, $V_L$ is regular.

Since $V_L$ is a simple, strongly regular VOA, we know that for any $h \in V_1$, one obtains a PVOA by shifting the conformal structure on $V_L$ by the element $h$. Specifically, we have the PVOA $V_L^h = (V_L, Y, 1, \omega_h)$, where $\omega_h = \omega - L(-1)h$.

**Theorem 4.12.** The PVOA $V_L^h$ is regular. In other words, any weak $V_L^h$-module is a direct sum of simple ordinary $V_L^h$-modules.

Before beginning the proof of Theorem 4.12, we recall some details about partition functions. For any coset $L-h$ of $L$ in $H$, we define the formal sum

$$\theta_{L-h}(q) = \sum_{\alpha \in L-h} q^{\langle \alpha, \alpha \rangle/2} = q^{\langle h, h \rangle/2} \sum_{\alpha \in L} q^{\langle \alpha, \alpha \rangle/2 - \langle h, \alpha \rangle}.$$  

We define the partition function of a $V_L^h$-module $M$ as

$$Z_{M,V_L^h}(q) = \text{Tr}_M q^{L_h(0)-c_h/24}.$$  

This expression is to be treated only as a formal sum, since it may contain complex powers of $q$. Since we are primarily interested in the spectrum of $L_h(0)$ we only need to consider the operator $L_h^{ss}(0) = L(0) - h^{ss}(0)$. Therefore, we assume that $h^{ss} = 0$ (see the proof of Theorem 4.10). For $\lambda \in L^\circ$, we consider the partition function of the $V_L^h$-module $V[L-\lambda]$. If $u \in M(1)(n)$ and $\alpha \in L - \lambda$, we have

$$(L(0) - h(0))(u \otimes e^\alpha) = \left(n + \frac{1}{2} \langle \alpha, \alpha \rangle - \langle h, \alpha \rangle \right) (u \otimes e^\alpha).$$  

As a formal sum, we have that

$$\text{Tr}_{V[L-\lambda]} q^{L_h(0)} = \sum_{\mu \in \mathbb{C}} \text{dim}(V[L-\lambda](\mu)) q^\mu,$$  
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where $V[L-\lambda](\mu)$ is the $L_h(0)$-eigenspace with eigenvalue $\mu$. Then we calculate:

$$Z_{V[L-\lambda],V^h_L} = Tr_{V[L-\lambda]} q^{L_h(0)-c_h/24}$$
$$= Tr_{V[L-\lambda]} q^{L(0)-h(h)-k/24+\langle h,h \rangle/2}$$
$$= Z_{M(1),V_L}(q) \cdot Tr_{V[L-\lambda]} q^{L(0)-h(h)+\langle h,h \rangle/2}$$
$$= Z_{M(1),V_L}(q) \cdot q^{h(h)/2} \sum_{\alpha \in C[L-\lambda]} q^{\langle \alpha,\alpha \rangle/2-\langle h,\alpha \rangle}$$
$$= Z_{M(1),V_L}(q) \cdot \theta_{L-h-\lambda}(q)$$

**Proof of Theorem 4.12.** Let $M$ be any weak $V^h_L$-module. Since $V^h_L$ has the same modes as $V_L$, it follows that $M$ is a weak module for $V_L$. Due to the regularity of $V_L$, $M$ must decompose as a direct sum of simple ordinary $V_L$-modules. By [D] we know that each simple ordinary $V_L$-module must be of the form $V_{L-\lambda}$ for some $\lambda \in L^\circ$. Thus, $M$ decomposes as a sum of simple weak $V^h_L$-modules, each of which is of the form $V_{L-\lambda}$. Moreover, we calculated above that the partition function of $V_{L-\lambda}$ as a $V^h_L$-module satisfies

$$Z_{V[L-\lambda],V^h_L} = Z_{M(1),V_L}(q) \cdot \theta_{L-h-\lambda}(q),$$

and this is sufficient to show that $V_{L-\lambda}$ satisfies the grading requirements for ordinary $V^h_L$-modules. Thus, $M$ is a sum of simple ordinary $V^h_L$-modules. □

**Corollary 4.13.** $A(V^h_L)$ is a finite dimensional semisimple algebra.
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