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Abstract—A surface integral equation solver is proposed for fast and accurate modeling of large-scale electromagnetic structures in stratified media. The single-source differential surface admittance operator, previously proposed for conductors in free space, is extended to conductors in stratified media, and accelerated with the adaptive integral method (AIM) for scalability. AIM is developed for a multilayer environment in a novel, generalized manner that poses no restrictions on layout of conductors, and requires no special grid refinement, unlike previous works. The multilayer Green’s function (MGF) is computed with a new series expansion-based method in the near-field, and with the discrete complex image method (DCIM) in the far-field. The proposed method is made robust over a wide frequency band by employing the augmented electric field integral equation. Realistic structures of different shapes and electrical sizes are successfully analyzed over a frequency range of 1 kHz–40 GHz. Results are validated against a commercial finite element tool, and demonstrate the accuracy and efficiency of the proposed method.
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I. INTRODUCTION

Electromagnetic (EM) simulation tools are essential in the design of modern integrated circuits (ICs), which are becoming increasingly intricate. Due to the high operating frequency and compact volume of most ICs, there is strong EM coupling and cross-talk between their constituent conductors. Circuit designers require quantitative predictions of this coupling, and therefore would benefit greatly from fast and accurate EM modeling of IC components over a broad frequency range, typically from DC to tens of gigahertz. Obtaining broadband EM models of on-chip interconnects is especially difficult because they exhibit strong field variations over such a wide frequency range, due to skin, proximity, and substrate effects. In the past, on-chip interconnects have primarily been analyzed through a 2D approach based on transmission line theory [1]. However, 2D techniques are only accurate when applied to long interconnects with a constant cross-section along the entire length. To model more sophisticated geometries, full-wave 3D EM solvers are necessary. Furthermore, given the complexity of modern on-chip interconnect networks, the speed and efficiency of the solver are of paramount importance.

Full-wave 3D characterization of interconnects requires solving for EM fields both inside (“interior problem”) and outside (“exterior problem”) the conductors. The interior problem is responsible for modeling skin and proximity effects. The exterior problem captures coupling between conductors, as well as the effect of the surrounding medium.

To model the interior problem, one class of formulations involves a volumetric discretization of fields within conductors, such as the finite element method (FEM) [2], [3], volumetric integral equation-based methods [4], [5], and the partial element equivalent circuit (PEEC) method [6], [7]. Despite their robustness over a wide frequency range, volumetric methods require a prohibitively large number of mesh elements when skin depth shrinks at high frequency.

In surface-based formulations, mesh elements exist only on the surfaces of conductors. This results in significantly smaller system matrices and thus faster computations without the need for adaptive meshing at high frequency. Instead, skin effect is taken into account through a surface-based operator, which can be derived analytically or numerically. Analytic surface operators based on the surface impedance boundary condition (SIBC) [8] are popular due to their simplicity. However, analytic operators are generally derived based on assumptions on geometry or frequency. For example, the SIBC is only accurate at high frequency, where skin depth is significantly smaller than the conductor cross-section. Numerical surface operators for general conductor geometries involve solving additional integral equations for the interior problem, and allow for accurate modeling of skin effect [9]–[15].

One general surface-based approach is the Poggio-Miller-Chang-Harrington-Wu-Tsai (PMCHWT) formulation which was developed to model dielectrics [9]. However, this method is inaccurate when applied to conductors, due to the high contrast in material properties compared to surrounding media.

Alternative surface formulations that require only two integral equations have since been proposed, such as the generalized impedance boundary condition (GIBC) [14] and two-region surface integral equation methods [11], [12]. Still, these methods require solving at least two sets of unknowns on the surfaces of conductors: equivalent electric current density, and equivalent magnetic current density. This necessitates integral equation operators that involve gradients of the complicated layered media Green’s function. Instead, a formulation involving a single integral equation with simple operators would...
significantly improve the efficiency of surface-based methods.

The exterior problem for interconnect modeling poses two main challenges: modeling surrounding dielectric media that are typically stratified, and scaling the method to handle realistically large problems within reasonable computational resources.

A stratified dielectric medium would require no special treatment if its interfaces and boundaries were discretized along with the conductors within it, as in the PMCHWT formulation [16]. However, this leads to a dramatic increase in the number of mesh elements. Alternatively, the surrounding medium can be modeled using the multilayer Green’s function (MGF) [17], which does not require any discretization of layer interfaces. Despite its mathematical and numerical complexity, the MGF can be implemented quite efficiently using fitting techniques such as the discrete complex image method (DCIM) [18].

For realistic structures, the exterior problem typically requires acceleration techniques coupled with iterative methods to solve large problems with reasonable resources. Despite its popularity, the kernel-dependent nature of the multilevel fast multipole method (MLFMM) [19] makes it challenging for use with the MGF. The adaptive integral method (AIM) [20] is more amenable to inhomogeneous problems, but still requires careful treatment for stratified media. For example, certain techniques are limited to specific geometric configurations of source and test conductors or layers [21], [22]. General multilayer geometries have been successfully accelerated [23]. However, this comes at the expense of a significantly increased discretization of the AIM grid along the direction of stratification, and the need for an additional set of basis functions.

In this work, we present a complete method for accurate and efficient modeling of complex interconnect networks embedded in stratified dielectric media, while addressing the gaps and shortcomings of existing methods. Specifically, the contributions presented herein are:

- The single-source differential surface admittance operator formulation [13], [15] is extended for multiconductor systems in stratified media;
- The MGF computation in the near-field is accelerated with a Taylor series expansion of the Bessel function, which was shown to be significantly faster than DCIM [24];
- The proposed method is accelerated with AIM, which is developed for a multilayer environment in a novel, generalized manner: no restrictions are posed on the conductor layout, and no special refinement of the AIM grid is required, unlike other methods [23]. Therefore, the computational advantages of the traditional homogeneous AIM are demonstrably retained.

In addition to the above, we ensure robustness over a wide frequency band by employing the augmented electric field integral equation (aEFIE) [25], that avoids low-frequency issues of the EFIE and is well-conditioned from near-DC to tens of gigahertz.

This paper is organized as follows: Sec. II lays out the general problem statement to be addressed throughout this paper. The differential surface admittance operator is derived in Sec. III. The operator is incorporated into the exterior problem along with port definitions in Sec. IV. In Sec. V, we discuss the modeling of structures in the context of stratified media using DCIM and the series expansion of the Bessel function. The acceleration of the final system in a layered medium context is described in Sec. VI. Finally, the solver is validated and tested on realistic structures, and the results are presented and discussed in Sec. VII. The work is summarized and concluded in Sec. VIII.

II. PROBLEM STATEMENT

Throughout this paper, we consider a general structure consisting of $N_c$ conductors with an arbitrary geometry, embedded in $N_d$ perfect or lossy dielectric layers with stratification along the $z$ axis. The conductors are excited by any number of user-defined ports. The goal is to solve Maxwell’s equations in integral form with a surface-based triangle mesh on the conductors, and efficiently extract the scattering ($S$) matrix. Without loss of generality, we assume that each conductor can only reside in one dielectric layer, but conductors in the same or adjacent layers can be in contact with each other. If a conductor traverses multiple dielectric layers, it is split across layer interfaces, and conductors in contact with each other are handled explicitly, as shown in Sec. V-C.

A. Notation

Throughout this work, we consider time-harmonic fields. A time dependence of $e^{j\omega t}$ is assumed and suppressed. Field quantities are written with an overhead arrow, for example $\vec{a}(\vec{r})$. Primed coordinates represent source points, while unprimed coordinates represent field observation points. Matrices and column vectors are written in bold letters, such as $\mathbf{A}$, while dyadic quantities are written with a double bar overhead, as in $\overline{\mathbf{B}}$.

III. INTERIOR PROBLEM

Modeling lossy conductors necessitates the formulation of an interior problem to accurately capture the skin effect. We model the skin effect over a wide frequency range with the differential surface admittance operator [13], [15], which is computed for arbitrary shapes by applying the Stratton-Chu formulation and the equivalence principle, as described below.

A. Discretization of Fields and Currents

Consider a single conductor, with conductivity $\sigma_c$, permeability $\mu_c$, and permittivity $\varepsilon_c$. It is assumed here that the conductor is fully embedded in layer $l$ of the multilayer substrate. Treatment for conductors that traverse multiple layers is discussed in Sec. V-C. Fig. 1 shows the cross-section of a sample conductor in a stratified medium. The conductor’s surface is denoted by $S$. The tangential electric and magnetic fields on $S$ are expanded with RWG basis functions [26].
Equations (3) and (4) are also known as the electric field integral equation (EFIE) and magnetic field integral equation (MFIE), respectively.

Next, we substitute (11) and (12) into (13). In accordance with the standard method of moments procedure, the resulting equation is tested with \( \hat{n} \times \bar{f}_n(\bar{r}) \), to ensure that the \( L \) and \( K \) operators are well tested. This yields the matrix equation

\[
 j \omega \varepsilon_\eta \mathbf{L}_c \mathbf{E} + \eta_c \mathbf{K}_c \mathbf{H} = 0 ,
\]

where the \( (n, n') \) entries of \( \mathbf{L}_c \) and \( \mathbf{K}_c \) are given by

\[
 [\mathbf{K}_c]_{n, n'} = \left( \bar{f}_n(\bar{r}), \left[ K_c \left( \bar{f}_{n'}(\bar{r}') \right) \right](\bar{r}) \right) - \frac{1}{2} \left( \hat{n} \times \bar{f}_n(\bar{r}), \bar{f}_{n'}(\bar{r}) \right) ,
\]

\[
 [\mathbf{L}_c]_{n, n'} = \left( \bar{f}_n(\bar{r}), \left[ L_c \left( \bar{f}_{n'}(\bar{r}') \right) \right](\bar{r}) \right) ,
\]

and \( \langle \cdot \rangle \) denotes the inner product.

Matrix \( \mathbf{K}_c \) is full-rank and well-conditioned for highly conductive media, so we can express the tangential magnetic field in (8) as

\[
 \mathbf{H} = - [\mathbf{K}_c]^{-1} \mathbf{L}_c \mathbf{E} ,
\]

where \( \mathbf{Y}_{in} \) is the surface admittance matrix of the conductor. Even though (11) requires computing an LU factorization of a full matrix, the size of this matrix is typically small compared to the overall problem. Large conductors can be split up into smaller segments to significantly reduce the time required to compute (11). This is further discussed in Sec. V-C.

C. Equivalent Problem

Next, the equivalence principle (27) is applied to replace the conductor by its surrounding medium, and an equivalent electric current density \( \bar{f}_{eq}(\bar{r}) \), as shown in Fig. 1. The tangential electric field on \( S \) in the equivalent configuration is enforced to be the same as in the original problem, \( \hat{n} \times \bar{E}(\bar{r}) \).

The tangential magnetic field is modified to account for the change in material parameters in the equivalent problem, and is expanded with RWG basis functions as

\[
 \hat{n} \times \bar{H}_{eq}(\bar{r}) = \sum_{n=1}^{N_c} H_{eq,n} \bar{f}_n(\bar{r}) ,
\]

and the expansion coefficients \( H_{eq,n} \) are stored in vector \( \mathbf{H}_{eq} \).

Similar to (5)–(8), we again relate the tangential electric and magnetic fields on \( S \) in the equivalent problem by the Stratton-Chu formulation

\[
 j \omega \mu \hat{n} \times \left[ \mathbf{L}_l \left( \hat{n} \times \bar{H}_{eq}(\bar{r}) \right) \right] + \hat{n} \times \left[ K_l \left( \hat{n} \times \bar{E}(\bar{r}) \right) \right] = \frac{1}{2} \hat{n} \times \bar{E}(\bar{r}) ,
\]

\[
 j \omega \varepsilon_l \hat{n} \times \left[ \mathbf{L}_l \left( \hat{n} \times \bar{E}(\bar{r}) \right) \right] + \hat{n} \times \left[ K_l \left( \hat{n} \times \eta \bar{H}_{eq}(\bar{r}) \right) \right] = \frac{1}{2} \hat{n} \times \eta \bar{H}_{eq}(\bar{r})
\]

where \( k_l = \omega \sqrt{\mu_0 \varepsilon_l} \) and \( \eta = \sqrt{\mu_0 / \varepsilon_l} \) are the wave number and the intrinsic impedance of the \( l \)-th layer of the stratified
medium, respectively. Substituting (11) and (12) into (13) and (14), and testing with \( \hat{n} \times f_m(\vec{r}) \) yields the matrix equations,

\[
\begin{align*}
\vec{J} & = \nabla \times \vec{H}_{\text{eq}} - K_i \vec{E} = 0, \\
\eta L_i H_{\text{eq}} + j \omega \varepsilon L_i \vec{E} & = 0,
\end{align*}
\]

where \( L_i \) and \( K_i \) are the method of moment matrices defined by (9) and (10), but with the material properties of dielectric layer \( l \). The combined field integral equation (CFIE) is formed by adding equal parts of (15) and (16) to obtain

\[
\begin{align*}
\vec{J}_{\text{eq}} = -G_{ij}^{-1} G_{M} \vec{E},
\end{align*}
\]

We expand the tangential magnetic field via the surface admittance operator \( Y_{\text{out}} \) as

\[
\vec{H}_{\text{eq}} = -G_{M} \vec{E}. \tag{20}
\]

D. Equivalent Electric Current Density

According to the equivalence principle, the equivalent electric current density is

\[
\vec{J}_{\text{eq}}(\vec{r}) = \hat{n} \times \left[ \vec{H}_{\text{eq}}(\vec{r}) - \vec{H}(\vec{r}) \right]. \tag{21}
\]

We expand \( \vec{J}_{\text{eq}}(\vec{r}) \) with edge length normalized RWG basis functions,

\[
\vec{J}_{\text{eq}}(\vec{r}) = \sum_{n=1}^{N_e} J_n \vec{f}_n(\vec{r}), \tag{22}
\]

and store the coefficients \( J_n \) in vector \( \vec{J}_{\text{eq}} \). Since all three field quantities in (21) are expanded with RWG basis functions, we can express the discretized equivalent current as

\[
\vec{J}_{\text{eq}} = \vec{H}_{\text{eq}} - \vec{H}. \tag{23}
\]

Finally, by substituting (20) and (11) into (23) we obtain

\[
\begin{align*}
\vec{J} = \left[ Y_{\text{out}} - Y_{\text{in}} \right] \vec{E},
\end{align*}
\]

where \( Y_{\Delta} \) is the differential surface admittance operator that accurately models electromagnetic fields inside the conductor. This operator does not require a volumetric mesh and is applicable to conductors of arbitrary geometries.

E. Generalization to Multi-Conductor Systems

For a multi-conductor system with \( P \) conductors, the procedure described above is individually applied to each conductor. The differential surface admittance operator for each conductor is derived using the material properties of the layer in which it resides. The operators for each conductor are assembled into a global block diagonal matrix relating conductor-wise tangential electric fields and equivalent current densities,

\[
\begin{pmatrix}
J_1 \\
\vdots \\
J_P
\end{pmatrix}
= \begin{pmatrix}
Y_{\Delta}^{(1)} & \cdots & 0 \\
0 & \ddots & 0 \\
0 & 0 & Y_{\Delta}^{(P)}
\end{pmatrix}
\begin{pmatrix}
E_1 \\
\vdots \\
E_P
\end{pmatrix}. \tag{25}
\]

IV. Exterior Problem

We can now write down the EFIE for tangential fields in the exterior problem to capture the coupling between different conductors,

\[
\hat{n} \times \vec{E}(\vec{r}) + j \omega \mu \hat{n} \times \left( \vec{J}_{\text{eq}}(\vec{r}) \right) dS' = \vec{E}_{\text{inc}}, \tag{26}
\]

where \( \mu \) and \( k \) are the permeability and wave number of the material surrounding the conductor. \( \vec{E}_{\text{inc}} \) is the incident electric field, and \( \vec{E} \) is the total electric field. The electric field and equivalent current density are expanded with edge length normalized RWG basis functions as per (1) and (22). Equation (26) is then tested with \( \hat{n} \times f_n(\vec{r}) \) as before, leading to the following system of matrix equations:

\[
\vec{I}_{\text{orth,E}} + \vec{L} \vec{J}_{\text{eq}} = \vec{E}_{\text{inc}}, \tag{27}
\]

where \( \vec{L} \) represents the discretized operator \( \mathcal{L} \) in (5). Matrix \( \vec{I}_{\text{orth,E}} \) is the projection of \( \hat{n} \times \vec{f}_n(\vec{r}) \) on \( \vec{f}_n(\vec{r}) \).

The electric field \( \vec{E} \) can be eliminated from (27) using (25), obtaining

\[
(\vec{I}_{\text{orth}} Y_{\Delta}^{-1} + \vec{L}) \vec{J}_{\text{eq}} = \vec{E}_{\text{inc}}. \tag{28}
\]

Since \( Y_{\Delta} \) has a block-diagonal structure, its inverse can be computed quickly and stored at the time of generating \( Y_{\Delta}^{(p)} \) for each conductor \( p \).

A well-known pitfall of EFIE-based MOM formulations is low-frequency breakdown [28], which results from the poor conditioning and low rank of the system matrix. Since this issue occurs due to the imbalance between scalar and vector potential at low frequency, it can be mitigated by separating current and charge densities in the EFIE [23].

\[
\vec{E}(\vec{r}) + j \omega \mu \int_{S'} G(\vec{r}, \vec{r}') \vec{J}_{\text{eq}}(\vec{r}') dS' + \varepsilon^{-1} \nabla \int_{S'} G(\vec{r}, \vec{r}') \rho_s(\vec{r}') dS' = \vec{E}_{\text{inc}}, \tag{29}
\]

where \( \rho_s(\vec{r}') \) is the surface charge density on mesh triangles. Current and charge density can also be related via the continuity equation,

\[
\nabla \cdot \vec{J}_{\text{eq}}(\vec{r}') + j \omega \rho_s(\vec{r}') = 0. \tag{30}
\]

The charge density is discretized using area-normalized pulse basis functions, \( h_n(\vec{r}') \),

\[
\rho_s(\vec{r}') = \sum_{n=1}^{N_t} \rho_n h_n(\vec{r}'), \tag{31}
\]

and the coefficients \( \rho_n \) are stored in the vector \( \rho \). Term \( N_t \) is the total number of mesh triangles, and thus the total number of pulse basis functions. Equations (29) and (30) can now
be discretized the same way as before to yield an augmented EFIE system \[25\]

\[
\begin{bmatrix}
Z_{EM} - \mathbf{D}^T \mathbf{Z}_\Phi & 0 & 0 \\
\mathbf{D} & jk_0 \mathbf{I} & jk_0 \mathbf{Z}_{1K} \\
0 & Z_{K1} & 0 \\
0 & 0 & R
\end{bmatrix}
\begin{bmatrix}
\mathbf{J}_{eq} \\
\mathbf{c}_0 \rho \mathbf{J} \\
\mathbf{J}_I & \mathbf{J}_s
\end{bmatrix}
= \begin{bmatrix}
\mathbf{E}_{inc} \\
0 \\
0 \\
0
\end{bmatrix},
\]

(32)

where

\[Z_{EM} = jk_0 Z_A + \frac{1}{\eta_0} \mathbf{I}_{orth} \cdot \mathbf{Y}_\Delta^{-1}.\]

(33)

The entries of matrix blocks \(Z_A\) and \(Z_\Phi\) are defined as

\[
Z_{A,n}^{m,n} = \mu_r \int_{S_m} \mathbf{f}_m(r) \cdot \int_{S_n} \mathbf{G}(\mathbf{r}, \mathbf{r}') \mathbf{f}_n(r') \, dS_n \, dS_m,
\]

(34a)

\[
Z_{\Phi,n}^{m,n} = \varepsilon_r^{-1} \int_{T_m} h_m(\mathbf{r}) \int_{T_n} \mathbf{G}(\mathbf{r}, \mathbf{r}') h_n(r') \, dT_n \, dT_m,
\]

(34b)

where \(S_m\) is the support of \(\mathbf{f}_m(\mathbf{r})\), and \(T_m\) is the support of \(h_m(\mathbf{r})\). Constants \(\mu_r\) and \(\varepsilon_r\) are the relative permeability and permittivity of the surrounding medium, respectively. Matrix \(\mathbf{I}\) is the identity matrix, and \(\mathbf{D}\) is an incidence matrix that acts as a spatial derivative operator, as defined in \[29\].

Separating the scalar and vector potential parts of the EFIE in this way allows the system to be scaled so as to remove the frequency-dependent imbalance between matrices \(Z_A\) and \(Z_\Phi\). This leads to a system matrix that is well conditioned even at low frequency.

A. Port Handling

For interconnect problems, it is necessary to be able to extract scattering parameters of the network, given a set of terminals and ports. This requires coupling the above system to excitation and load circuit elements.

We define subsets of mesh triangles \(\{T_i\}_i\) as belonging to port terminals, where the index \(i = 1, 2 \ldots N_{term}\) and \(N_{term}\) is the number of terminals. The index \(t = 1, 2 \ldots N_{t,i}\) where \(N_{t,i}\) is the number of triangles in terminal \(i\). Each port is then naturally defined as a set of two terminals. Coupling to terminals is achieved by augmenting \(32\) with additional equations and unknowns \[30\].

\[
\begin{bmatrix}
Z_{EM} - \mathbf{D}^T \mathbf{Z}_\Phi & 0 & 0 \\
\mathbf{D} & jk_0 \mathbf{I} & jk_0 \mathbf{Z}_{1K} \\
0 & Z_{K1} & 0 \\
0 & 0 & R
\end{bmatrix}
\begin{bmatrix}
\mathbf{J}_{eq} \\
\mathbf{c}_0 \rho \mathbf{J} \\
\mathbf{J}_I & \mathbf{J}_s
\end{bmatrix}
= \begin{bmatrix}
\mathbf{E}_{inc} \\
0 \\
0 \\
0
\end{bmatrix},
\]

(35)

The additional equations in \[35\] relate \(J_i(r')\) to a Thévenin equivalent circuit consisting of a voltage source, \(V_s\), and a series resistance \(R\). This is achieved as follows:

- The continuity equation, which is the second row in \[35\], is modified for terminal triangles,

\[
\nabla \cdot \mathbf{J}_{eq}(r') + j\omega \rho_s(r') = J_i(r').
\]

(36)

Term \(J_i\) is the volume current density injected into the system from an external circuit, and is discretized on mesh triangles using area-normalized pulse basis functions. The additional vector of unknowns \(\mathbf{J}_I\) collects coefficients of the pulse basis expansion of \(J_i(r')\). Matrix \(Z_{1K}\) consists of ones in rows that correspond to terminal triangles, and zeros otherwise. Its purpose is to pick out and modify the continuity equations only for those triangles that are part of terminals.

- Terminal voltages are expressed in terms of scalar potentials,

\[
V_t = \frac{1}{\varepsilon} \int_S \mathbf{G}(\mathbf{r}, \mathbf{r}') \rho_s(r') \, dS',
\]

(37)

where \(V_t\) is the voltage at terminal \(t\). Assigning potentials to each terminal triangle, followed by expanding and testing with pulse basis functions leads to the third equation in \[35\], where terminal voltage coefficients are stored in \(V_t\). Matrix \(Z_{K1}\) consists of scalar potentials on terminal triangles, and is thus a subset of the matrix \(Z_\Phi\). Matrix \(\mathbf{C}\) consists of ones and zeros to enforce a constant scalar potential over all triangles that constitute a single terminal.

- The fourth row in \[35\] is obtained by applying Kirchoff’s voltage law to relate \(J_i\) and \(V_t\). A Thévenin-equivalent model for the external circuit is assumed between each pair of terminals that forms a port, with a source voltage \(V_s\) and series resistance \(R\). For a given port \(p\) with input terminal \(t_i\) and output terminal \(t_o\), this yields

\[
V_{t_i} - V_{t_o} = V_s + I_t R,
\]

(38)

where \(I_t\) is the current injected into the system by the external circuit. Since the volume current density \(J_i\) is discretized with area-normalized pulse basis functions defined on terminal triangles, its coefficients have units of amperes, and correspond directly to the injected circuit current \(I_t\). In \[35\], matrix \(\mathbf{P}\) contains the coefficients of \(V_{t_i}\) and \(V_{t_o}\), while \(\mathbf{R}\) contains resistances \(R\). Vector \(\mathbf{V}_s\) stores source voltages at each terminal.

B. Charge Neutrality

The system in \[35\] does not account for charge neutrality on conductors, which leads to loss of rank at low frequency. As suggested by Qian and Chew \[29\], we handle this by dropping one charge density unknown for each unconnected conductor in the structure. To account for conductors connected to each other via ports, or otherwise in contact with each other, an adjacency matrix is constructed to find each set of conductors that is isolated from the others. One charge density unknown is then dropped for each set of connected conductors, rather than each individual conductor. Mathematically, this is achieved by introducing mapping matrices \(\mathbf{F}\) and \(\mathbf{B}\), defined in \[29\]. These matrices map the full set of charge unknowns \(\rho\) to and from a reduced set of unknowns, \(\rho_r\). These matrices are incorporated into \[35\] to yield the final system,

\[
\begin{bmatrix}
Z_{EM} - \mathbf{D}^T \mathbf{Z}_0 \mathbf{B} & 0 & 0 \\
\mathbf{F} \mathbf{D} & jk_0 \mathbf{I}_r & jk_0 \mathbf{Z}_{1K} \mathbf{F} \mathbf{Z}_{1K} \\
0 & Z_{K1} \mathbf{B} & 0 \\
0 & 0 & R
\end{bmatrix}
\begin{bmatrix}
\mathbf{J} \\
\mathbf{c}_0 \rho_r \mathbf{J} \\
\mathbf{J}_I & \mathbf{J}_s
\end{bmatrix}
= \begin{bmatrix}
\mathbf{E}_{inc} \\
0 \\
0 \\
0
\end{bmatrix},
\]

(39)
V. CONDUCTORS IN STRATIFIED MEDIA

In order to model realistic structures embedded in layers of dielectric materials, the dyadic nature of the multilayer Green’s function (MGF) must be accounted for in (34a) and (34b).

A. MGF Formulation

In this work, we use the Michalski-Zheng formulation C [51], where the MGF is expressed as a dyadic term and a scalar term. Assuming that the dielectric layers are stacked along the z axis, the dyadic term is

$$
\mathbf{G} = \begin{bmatrix} G_{xx} & 0 & G_{xz} \\
0 & G_{yy} & G_{yz} \\
G_{zx} & G_{zy} & G_{zz} \end{bmatrix}.
$$

(40)

Expressions for each of the components in (40), as well as $G_\phi$, can be found in [41]. The reaction integrals in (34a) and (34b) now become

$$
Z_A^{n,n} = \mu_r \int_{S_m} f_m(\vec{r}) \cdot \int_{S_n} \mathbf{G}(\vec{r}, \vec{r}') f_n(\vec{r}') dS_m dS_n,
$$

(41a)

$$
Z_\phi^{n,n} = \varepsilon_r^{-1} \int_{S_m} h_m(\vec{r}) \int_{S_n} G_\phi(\vec{r}, \vec{r}') h_n(\vec{r}') dT_m dT_n.
$$

(41b)

It is well known that each component $G_{ij}$ in (40) can be expressed as a Sommerfeld integral over the complex $k_p$ plane. The scalar term and diagonal entries of (40) can be expressed as

$$
G_{ij}(\vec{r}, \vec{r}') = \frac{1}{2\pi} \int_0^\infty \tilde{G}_{ij}(k_p) J_0(k_p r) k_p dk_p,
$$

(42a)

$$
G_\phi(\vec{r}, \vec{r}') = \frac{1}{2\pi} \int_0^\infty \tilde{G}_\phi(k_p) J_0(k_p r) k_p dk_p,
$$

(42b)

while the off-diagonal terms in (40) can be written as

$$
G_{ij}(\vec{r}, \vec{r}') = \frac{1}{2\pi} \int_0^\infty \tilde{G}_{ij}(k_p) J_1(k_p r) k_p^2 dk_p.
$$

(43)

In each case, $\tilde{G}_{ij}$ is the spectral domain Green’s function component corresponding to $G_{ij}$. These spectral functions can be derived through a transmission line treatment of the layers [51], under the assumption that the layers extend infinitely along the lateral $(x$ and $y)$ directions. The functions $J_0$ and $J_1$ are Bessel functions of the first kind of order 0 and 1 respectively, and $k_p$ is the lateral wave vector in cylindrical coordinates. Additionally,

$$
\rho = \sqrt{(x-x')^2 + (y-y')^2},
$$

(44a)

$$
r = |\vec{r} - \vec{r}'| = \sqrt{\rho^2 + (z-z')^2}.
$$

(44b)

B. MGF Computation

Rather than evaluate the integrals in (42a), (42b) and (43) numerically, which can be quite time-consuming for large-scale structures, we use two different approaches to approximate the MGF: the discrete complex image method (DCIM) [18], [32] for far-field interactions, and a series expansion of the Bessel function [24] in the near-field. The distinction between near- and far-field interactions is clarified in the context of AIM-based acceleration in Sec. [VI]. It suffices to state here that the computational bottleneck is in near-field computations, for which we use the faster new method [24].

1) Far-field interactions with DCIM: We employ DCIM with two or three levels of sampling, depending on the number of layers and electrical size of the structure. Each component of the MGF can then be written analytically by employing the identities [34]

$$
e^{-jkr} = \int_0^\infty \frac{e^{-jk_{z'}(z-z')}}{jk_z} J_0(k_p \rho) k_p dk_p,
$$

(46)

and

$$
\rho (1 + jkr) \frac{e^{-jkr}}{r^3} = \int_0^\infty \frac{e^{-jk_{z'}(z-z')}}{jk_{z'}} J_1(k_p \rho) k_p^2 dk_p.
$$

(47)

This leads to

$$
G_{ij}(\vec{r}, \vec{r}') = \sum_{i=1}^{N_1} a_i e^{-jk_{R_{c,i}}/R_{c,i}},
$$

(48)

for diagonal components and the scalar potential, and

$$
G_{ij}(\vec{r}, \vec{r}') = \sum_{i=1}^{N_1} a_i \rho (1 + jk_{R_{c,i}}) e^{-jk_{R_{c,i}}/R_{c,i}}.
$$

(49)

for off-diagonal components, where $R_{c,i} = \sqrt{\rho^2 - b_i^2}$.

In the DCIM procedure, it is necessary to sample the spectral MGF sufficiently far along the real $k_p$ axis to accurately capture spatially near interactions. In order to achieve this without the need for a large number of sample points, we extract quasistatic terms from the spectral functions and add them back analytically in the spatial domain, using a process similar to [35]. This causes the spectral functions to decay to zero significantly faster along the real $k_p$ axis, thus precluding the need for more than a few hundred samples.

2) Near-field interactions with Bessel function expansion:

A more efficient MGF approximation is used to alleviate the near-field bottleneck [24]. Both types of Bessel functions are expanded with a Taylor series centered at $\rho k_p = 0$ [36],

$$
J_v(\rho k_p) = (0.5 \rho k_p)^v \sum_{i=0}^\infty \frac{(-0.25\rho^2 k_p^2)^i}{i! (v+i)!}.
$$

(50)

The Bessel function can then be written as a product of terms that depend only on $\rho$, and terms that depend only on the simulation frequency via $k_p$,

$$
J_v(\rho k_p) = \sum_{i=0}^\infty \rho^{v+2i} k_p^{v+2i} (0.5)^v \frac{(-0.25)^i}{i! (v+i)!}.
$$

(51)
The summation and \( \rho \)-dependent parts can be extracted out of the integral after substituting (51) into (42a), (42b) or (43),
\[
G_{ij}(k, r', r'') = \sum_{i=0}^{\infty} \pi^{v+2i} \frac{(0.5)^v (-0.25)^i}{i! (v+i)!} \int_0^{\infty} dk \rho(k)^{v+2i} \tilde{G}_{ij}(k, z, z') k^{v+i+1},
\]
(52)
where \( v = 0 \) or 1.

The integrand in (52) depends only on the simulation frequency and \((z, z')\). The Sommerfeld integral can thus be precomputed for a predetermined set of \(z-z'\) pairs. This is particularly advantageous for on-chip structures, which are relatively small in the direction of stratification. To precompute these semi-infinite integrals, we use the partition-extrapolation approach [37].

C. Current Continuity

Computing the differential surface admittance operator requires that a conductor be entirely situated in a single dielectric layer. To allow for this without sacrificing generality, we enforce continuity conditions that enable conductors to be in contact with each other within or across layers.

Continuity of currents is enforced by dropping one charge density unknown for each pair of contact triangles. Thus, the continuity equation for a pair of contact triangles is written as
\[
\nabla \cdot \tilde{J}_{eq,1}(r'') + \nabla \cdot \tilde{J}_{eq,2}(r'') + \omega \rho_{s,12}(r'') = 0,
\]
(53)
where \( \tilde{J}_{eq,1}(r'') \) is the equivalent current density on the contact triangle of one of the conductors, and \( \tilde{J}_{eq,2}(r'') \) is the current density on its counterpart. The term \( \rho_{s,12}(r'') \) represents the total charge density shared by the pair of contact triangles. This equation manifests itself only as a slight modification to the matrix \( D \) in (39).

VI. ACCELERATION AND SCALABILITY

Assembling the system in (39) for large problems with hundreds of thousands of unknowns would require prohibitively large amounts of memory and CPU time. Moreover, factorizing such a large dense matrix using direct methods such as LU decomposition would be impractical for the same reasons. This necessitates the use of acceleration techniques to speed up the computation of matrix elements, along with the use of an iterative solver to avoid the need to assemble the full system matrix. To accomplish this, we employ the adaptive integral method (AIM) [20] to project weakly-interacting matrix elements on to a regular 3D grid, and leverage fast Fourier transforms (FFTs) [38] to speed up the matrix-vector product in solving (39) iteratively.

In the case of homogeneous media, the translation-invariance of the Green’s function enables the use of 3D FFTs to accelerate interactions in all directions [38]. However, the MGF is only translation-invariant in the lateral directions, and thus amenable to 2D FFTs to accelerate interactions along the \( x \) and \( y \) directions. A 2D FFT-based method was initially proposed for the restrictive case of planar conductors lying in the \( xy \) plane [21]. A technique combining 2D and 3D FFTs has been explored, but is only applicable when all source and observation points lie in one layer [22]. A more general procedure has also been proposed, where 3D conducting objects of arbitrary shape are considered [23]. In this method, sources on the mesh are projected in two dimensions on the nearest \( xy \) grid, rather than three dimensions as in the homogeneous case. This requires an AIM grid that is very dense along the direction of stratification \((z)\) and makes the method more computationally expensive than the homogeneous version of AIM.

In this section, we propose a new AIM-based procedure where the grid has the same size and spacing as in the homogeneous case. Subsequently, we demonstrate that in the proposed approach, the presence of layered media does not detract significantly from the computational advantages of AIM, unlike previous works referenced above.

A. FFT-Accelerated Matrix Assembly

The principle behind AIM is to split the system matrix into “near-field” (NF) and “far-field” (FF) components, with the expectation that NF-related matrix entries contribute most strongly and thus must be computed accurately, while FF-related entries have a weaker contribution and thus can be approximated. In this formulation, the two dense matrices that involve reaction integrals and must be approximated are the vector potential matrix \( Z_A \) and the scalar potential matrix \( Z_\Phi \). Since the matrix \( Z_{k,1} \) is a subset of the rows of \( Z_\Phi \), its entries are also approximated via AIM by reusing the computations already performed for \( Z_\Phi \). These matrices can be written as
\[
Z_A = Z_{A,NF} + Z_{A,FF},
\]
(54a)
\[
Z_\Phi = Z_{\Phi,NF} + Z_{\Phi,FF},
\]
(54b)
where \( Z_{A,NF} \) and \( Z_{\Phi,NF} \) are the vector and scalar potential NF matrices whose entries are computed directly using (34a) and (34b). If the NF region is sufficiently small, (34a) and (34b) are sparse because they will only contain non-zero entries for a small fraction of source and test basis pairs. Memory requirements thus scale approximately linearly with problem size.

The AIM procedure exploiting FFT-based acceleration allows one to write the far-field matrices in the form [20]
\[
Z_{A,FF} = I_A HP_A,
\]
(55a)
\[
Z_{\Phi,FF} = I_\Phi HP_\Phi,
\]
(55b)
where polynomial-based projection matrices \( P_A \) and \( P_\Phi \) are responsible for projecting sources from the mesh to nodes of a regular grid superimposed on the structure, as shown in Fig. 2a. Matrices \( I_A \) and \( I_\Phi \) interpolate computed vector and scalar potentials from grid points back on to the original mesh basis functions. This is visualized in Fig. 2c. The process of generating and applying the interpolation and projection matrices has been thoroughly described in literature for homogeneous media [20, 38]. This process, as well as the choice of grid spacing, are identical in the proposed method and are not reiterated here.

The convolution matrix \( H \) encodes the Green’s function for computing interactions between source and test grid points.
For stratified media, the generation of \( \mathbf{H} \) requires special treatment. First, we define the following terms for convenience with reference to Fig. 2b:

- Let \( r_{i,j}^m \) represent each source grid point.
- Subscript \( i = 1, 2 \ldots N_x \) are indices through nodes along the \( x \) axis.
- Subscript \( j = 1, 2 \ldots N_y \) are indices through nodes along the \( y \) axis.
- Superscript \( m = 1, 2 \ldots N_z \) is an index through each \( xy \) source plane, along the \( z \) axis.
- \( N_x, N_y \) and \( N_z \) are the total number of grid points in the \( x, y \) and \( z \) directions, respectively.

The translation invariance of the MGF along \( x \) and \( y \) means that one only needs to consider one source grid point per \( xy \) plane. We can take \( \{ r_{i,j}^m \}, m = 1, 2 \ldots N_z \) as the set of source grid points for each \( xy \) grid plane. Each of these \( N_z \) source grid points interacts with every grid point. Let \( r_{n,j}^q \) represent each test grid point, where \( n = 1, 2 \ldots N_x \) is an index through each test layer. The total number of test grid points is \( N_x N_y N_z \). Thus the total number of interactions to be computed is \( N_x (N_y N_z)^2 \). This can more conveniently be understood as computing \( N_z \) stacks of \( N_x N_y \times N_z \) matrices, as shown in Fig. 2c. The entries of each matrix are the values of the Green’s function for that combination of source and grid points. Since there are \( 8 \) components in the MGF, including the scalar potential term, a total of \( 8 \) such matrix stacks are to be computed. Each entry of the convolution matrix is given by \( G_q(r_{i,j}^m, r_{n,j}^q) \) for each \( i, j, m \) and \( n \), where \( q = 1, 2 \ldots 8 \) is an index through each MGF component. Once computed and arranged in two-level Toeplitz format, we can leverage 2D FFTs on each of the \( N_x^2 \) 2D grids to compute all possible grid interactions in spatial frequency domain. The convolution matrix then has size \( 8 \times N_x \times N_y \times N_z \).

This form of the convolution matrix requires \( 8N_z \) times more memory than the homogeneous counterpart. However, typical structures of interest, particularly in interconnect modeling, are significantly larger along the \( x \) and \( y \) directions than along \( z \). In addition, the number of \( z \) grid points needed here does not need to be any larger than in the homogeneous case. Also, this phase of the procedure is generally not among the most expensive of a MoM-based code. Thus the added memory and time costs are negligible in the context of an entire simulation.

Note that the NF and FF matrices both have overlapping entries for NF terms, because in the generation of FF matrices, there was no provision made to exclude NF test grid points. Thus, additional pre-correction matrices \( Z_{A,C} \) and \( Z_{\Phi,C} \) are required to compensate for entries of the FF matrices that correspond to NF terms \(^{[38]}\). The pre-corrections are generated in the same way as the FF matrices, but for NF entries only, so that they can preemptively be subtracted from the NF matrices to cancel out the NF terms of FF matrices. To account for this, equations \(^{(54a)}\) and \(^{(54b)}\) become

\[
Z_A = Z_{A,NF} - Z_{A,C} + Z_{A,FF} \quad (56a)
\]

\[
Z_{\Phi} = Z_{\Phi,NF} - Z_{\Phi,C} + Z_{\Phi,FF} \quad (56b)
\]

It is clear that the proposed method does not require any special treatment of the AIM grid to accommodate stratified media. The projection and interpolation matrices stages are the same as in the free space case. Further, it is shown in Sec. VII that for practical interconnect applications, it is faster to compute several 2D FFTs rather than a single 3D FFT, as in the homogeneous case. Thus, including stratified media through the proposed approach does not reduce the performance gains of AIM.

B. Preconditioning

In order to speed up convergence of the iterative matrix solution of \(^{(57)}\), a good preconditioner is necessary. We employ a sparse right-preconditioner similar to the one in \(^{[25]}\).

\[
M = \begin{bmatrix}
\text{diag}(Z_{EM}) & \text{diag}(Z_{EM} B) & 0 & 0 \\
FD & jk_0 I_F & FZ_{IK} & 0 \\
0 & Z_{KJB} & 0 & \eta_0 I_C \\
0 & 0 & R & P
\end{bmatrix},
\]

where \( \text{diag}(\cdot) \) represents diagonal terms of the corresponding matrix. The preconditioner can be abbreviated as

\[
M = \begin{bmatrix}
[EM, d] & [21] \\
M_{21} & M_{22}
\end{bmatrix}
\]
TABLE I

| εr | µr | σ (S/m) | Height (µm) |
|----|----|---------|-------------|
| 2.1| 1.0| 0.0     | 50          |
| 12.5|1.0|0.0     |50           |

where \( Z_{EM,d} = \text{diag}(Z_{EM}) \), and

\[
M_{1,1} = \begin{bmatrix} \text{diag} \left( -D^T Z_{q} B \right) & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},
\]

\[
M_{2,1} = \begin{bmatrix} F D & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}^T,
\]

\[
M_{2,2} = \begin{bmatrix} f k_0 I & F Z_{JK} & 0 \\ Z_{KC} & B & 0 \\ 0 & R & P \end{bmatrix}.
\]

Leveraging the Schur complement of \( Z_{EM,d} \), the exact inverse of this preconditioner can be written as [25]

\[
M^{-1} = \begin{bmatrix} Z_{EM,d}^{-1} & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \Delta^{-1} \begin{bmatrix} -M_{2,1} Z_{EM,d}^{-1} & 0 \end{bmatrix} \Delta^{-1} \begin{bmatrix} M_{2,1} & 0 \end{bmatrix} + \Delta^{-1} \begin{bmatrix} M_{2,1} Z_{EM,d}^{-1} & 0 \end{bmatrix} \Delta^{-1} \begin{bmatrix} M_{2,1} & 0 \end{bmatrix}
\]

where \( \Delta = M_{2,2} - M_{2,1} Z_{EM,d}^{-1} M_{1,2} \). Since \( Z_{EM,d} \) is diagonal, computing its inverse is trivial. The preconditioner is applied to the system matrix blocks during the matrix-vector product at each iteration. We employ the restarted-GMRES linear solver [39] provided through the PETSc software package [40].

VII. RESULTS

The robustness and performance of the proposed solver are demonstrated through three test cases which span a significant range of geometries, electrical sizes and computational complexity. All tests were conducted on a 3.6 GHz desktop computer with 24 GB of memory, on a single thread.

A. Inductor Coil

First, we consider a two-port inductor [41] embedded in a stack of two dielectric layers whose configuration and properties are given in Table I. The layers are bounded by free space above, and by an infinite ground plane below. The inductor geometry and computed surface current density distribution at 1 GHz are shown in Fig. 3. The maximum physical dimension of the inductor is 128.5 µm. The computed \( S \) parameters are shown in Fig. 4 and are validated against a commercial finite element solver (Ansys HFSS 18.2). Also shown are the \( S \) parameters obtained when using the Leontovich simple impedance boundary condition (SIBC) [8]. As expected, the SIBC performs well at high frequency, where skin effect is fully developed, but is unable to produce accurate results over a wide enough frequency band. The proposed method performs very well over an extremely wide frequency range. The profile data is shown in Table II, it is clear that the proposed method significantly outperforms HFSS in terms of time and memory. Over the entire frequency range, on average 42 iterations were required to reduce the relative residual norm below \( 10^{-6} \).

B. Rat-Race Divider

Next, we consider a four-port copper rat-race divider designed at 10 GHz. The purpose of this test case is to demonstrate the applicability of the proposed method to arbitrary geometries, thus the test is conducted in free space for simplicity. The geometry and computed surface current density distribution are shown in Fig. 5. The diameter of the structure is 24.7 mm, with trace thickness of 70.0 µm. The computed \( S \) parameters are shown in Fig. 6 for the proposed solver as well as HFSS and the SIBC. In this case, skin effect is fully developed around the design frequency, and so the proposed results match well against SIBC. Results are also in good agreement with HFSS. Profile data is shown in Table III. Once again, the proposed solver outperforms HFSS in terms of time and memory requirements.

C. On-chip Interconnect Network

To demonstrate applicability to on-chip applications, we consider a four-port network of 55 copper interconnects with a cross section of \( 1 \times 1 \) µm and conductor lengths of 150 µm on average. The geometry and current distribution are shown in Fig. 7. The interconnects are embedded in five lossy dielectric layers whose configuration and properties are given in Table IV. The layers are bounded by free space above and below. The \( S \) parameters are validated against HFSS, as shown in Fig. 8 and are in excellent agreement from 1 MHz to
TABLE II

Performance statistics for each test case averaged over all frequency points.

|                          | Inductor coil (Sec. VII-A) | Rat race divider (Sec. VII-B) | Interconnect network (Sec. VII-C) |
|--------------------------|----------------------------|------------------------------|----------------------------------|
| **Proposed**             | **HFSS**                   | **Proposed**                 | **HFSS**                         |
| Mesh elements            | 1,058                      | 2,236                        | 32,876                           |
| Memory used (GB)         | 0.28                       | 0.70                         | 2.6                              |
| CPU time (s)             | 45                         | 158                          | 1,996                            |

VIII. CONCLUSIONS

A complete surface integral solver is proposed to efficiently and accurately model lossy conductors in stratified dielectric media. A differential surface admittance operator is used to capture skin effect, and is generalized for the first time to multi-conductor systems embedded in layered media in any configuration. In order to efficiently model large structures, we have proposed an approach for applying the adaptive integral method (AIM) to layered media that does not require any special treatment of the mesh or the AIM grid. A novel series expansion-based technique is used to approximate the multilayer Green’s function in the near-field, while the discrete complex image method (DCIM) is harnessed for far-field interactions. Further, the augmented EFIE formulation is used to separate current and charge densities and obtain robust performance over a wide frequency range of 1 kHz–40 GHz. The accuracy and speed of the solver are demonstrated on three realistic structures including a large interconnect network. Scattering (S) parameters are accurately computed over the entire frequency range of interest, and are validated against a commercial finite element tool.
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