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**Abstract:** Atrial fibrillation (AF) is one of the most common cardiac arrhythmias, and it is an indication of high-risk factors for stroke, myocardial ischemia, and other malignant cardiovascular diseases. Most of the existing AF detection methods typically convert one-dimensional time-series electrocardiogram (ECG) signals into two-dimensional representations to train a deep and complex AF detection system, which results in heavy training computation and high implementation costs. In this paper, a multiscale signal encoding scheme is proposed to improve feature representation and detection performance without the need for using any transformation or handcrafted feature engineering techniques. The proposed scheme uses different kernel sizes to produce the encoded signal by using multiple streams that are passed into a one-dimensional sequence of blocks of a residual convolutional neural network (ResNet) to extract representative features from the input ECG signal. This also allows networks to grow in breadth rather than in depth, thus reducing the computing time by using the parallel processing capability of deep learning networks. We investigated the effects of the use of a different number of streams with different kernel sizes on the performance. Experiments were carried out for a performance evaluation using the publicly available PhysioNet CinC Challenge 2017 dataset. The proposed multiscale encoding scheme outperformed existing deep learning-based methods with an average F1 score of 98.54%, but with a lower network complexity.
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1. Introduction

Cardiovascular diseases have been found to be the leading causes of morbidity and mortality in developed countries [1]. Atrial fibrillation (AF) is the most common type of cardiac arrhythmia associated with cardiovascular disease and is a symptom of an increased risk of stroke, heart failure, and coronary artery disease. Currently, AF affects 33.5 million people globally, and this figure is expected to increase rapidly due to the aging of the population [2]. It occurs due disorganized electrical activity in the upper left chamber of the heart (the left atrium), which makes the atria quiver or fibrillate [3].

Clinically, AF is characterized by two main features: the absence of P waves, which are replaced by a fast oscillation of fibrillatory waves, and the irregularity of the RR intervals, which is caused by uncoordinated electrical impulses that disrupt the normal activation of the atria. It usually attacks as paroxysmal AF, which typically happens outside the hospital and raises the need for fast and accurate detection of AF. Several established techniques based on ECG features, such as QRS complexes, RR intervals, and heart rate variability, have been in use to automatically recognize AF segments from the ECG signals [4,5]. Most of these techniques produce unsatisfactory results and low classification performance, which is mostly because of their failure to detect and extract the characteristic features precisely.

The use of advanced signal processing and machine learning techniques in AF detection can help to reduce the error rate while improving diagnosis accuracy and timeliness, as seen in many other fields, such as cancer diagnosis [6] and DNA analysis [7]. With
traditional machine learning, the process of AF detection starts with the extraction of handcrafted features and continues with the use of these features to train a classification model. Several classifiers were utilized, including support vector machines (SVMs) [8–10], k-nearest neighbors [11,12], and an artificial neural network (ANN) classifier [13,14]. The detection or classification performance of these techniques was significantly affected by the quality of the extracted features. To overcome these challenges, many attempts were made to improve the detection of the features using deep learning (DL) techniques.

Deep-learning-based methods provide a significant advantage over traditional techniques, where feature extraction is performed automatically using the model’s powerful data learning capabilities. Several deep learning techniques were proposed and showed excellent performance, such as convolutional neural networks (CNNs) [15], recurrent neural networks [16], and autoencoders [17]. However, automatic learning of the characteristic features using DL techniques is still a challenging issue, and there are many attempts in the literature to enhance the performance of the deep networks, such as by using different preprocessing and transformation techniques, which might be computationally inefficient. Another attempt is the use of multi-scale fusion [18] of deep neural networks to improve the detected features, thus allowing the network to look at them at different scales rather than at a single scale.

The problem of selecting appropriate deep learning structures remains unresolved. There has been little progress in developing an appropriate neural network architecture that achieves high performance on medical data, specifically on AF detection using ECG signals. Furthermore, many of the structures proposed in the literature comprise hundreds of layers and millions of parameters, making the process of AF detection computationally heavier than it should be. In addition, most of the existing CNN-based methods employ a deep network with fixed-size kernels as the receptive field in the convolution operation. This may not aid the comprehensive capture of crucial features in ECG signals, since the use of the same kernel only allows the feature representation in a limited area of the input to be considered. Further attention to solving all of these problems is needed.

In this paper, a novel DL model is proposed, consisting of a multiscale encoding scheme and parallel one-dimensional (1D) sequences of residual blocks. The proposed multiscale encoding along with the residual blocks helps to extract diagnostic features from short single-lead normalized ECG signals using multiple streams of different kernel sizes, and these features are passed to dense layers for the classification of the ECG signal into two classes. The important contributions of this paper are as follows:

1. A multiscale encoding scheme using a parallel structure of 1D residual blocks with different kernel sizes for capturing features at different scales is proposed. This multiscale method looks at the signal from different perspectives, yielding a better representation of diagnostic features. This also allows networks to grow in breadth rather than in depth, thus reducing the computing time by using the parallel processing capability of deep learning networks.

2. We investigated the effects of the use of different numbers of streams and different kernel sizes on short single-lead normalized ECG signals and experimented with the effects on the detection performance.

3. We developed an efficient multiscale 1D CNN network that receives 1D ECG signals without any conversion or transformation and does not require explicit preprocessing or feature engineering.

4. This paper investigates the effects of different lengths of segments of ECG signals, different balancing techniques, and different parameters on the detection performance.

The remainder of this paper provides a literature review, an overview of our proposed multiscale encoding scheme with a description of our proposed DL model, and a detailed explanation of the steps taken to accomplish the AF classification goal. The results are discussed in detail in Section 5.
2. Related Works

During an AF rhythm, the electrical impulses in the atria come from diverse locations, rather than the typical sinoatrial node; they propagate quickly and erratically throughout the atria, resulting in a highly irregular ventricular rate. Clinically, AF can be detected by observing the ECG signal waveform and looking for specific features, such as a missing or absent clear P wave, irregular beat patterns, and abnormal RR intervals. Numerous efforts have been made by researchers around the world to automatically learn these features that define AF. Specially, the irregularity of RR intervals was characterized in numerous studies using different measures such as the entropy, standard deviation, and median; AF detection was performed by using feature thresholding and machine learning based techniques [19,20]. Liu et al. [21] used an SVM-based method to detect AF among four arrhythmias, achieving a moderate performance with an accuracy of 86.23%. However, the performance of these techniques is highly dependent on the detected features, where the handcrafted features are not typically robust for many variations, such as scaling, noise, and displacement. In addition, these methods suffer from the well-known issue known as overfitting, where the model fails to generalize well on unseen data.

Deep learning (DL) has recently been developed to address several issues with conventional techniques and has proven to be very effective in solving a variety of issues. Especially, CNNs, with their strong feature extraction capabilities, are becoming popular in various fields, including signal processing. Many researchers have attempted to use DL as a solution to the AF detection problem, as shown in Tables 1 and 2. Pourbabaee et al. [22] used a CNN to develop an intelligent system where automatically learned AF features were used for the classification. Andreotti et al. [23] used a Residual Network (ResNet) [24], a variation of CNNs, to develop an AF detection system. Such networks can train deeper networks because of the residual connections that help solve the issue of vanishing gradients. Wang et al. [25] developed an 11-layer neural network structure that was primarily stacked with a CNN and a modified Elman neural network (MENN) for AF detection, which had an accuracy of 97.5% and a sensitivity of 97.9%. Limam et al. [26] proposed a convolutional recurrent neural network (CRNN) that comprised two independent CNNs for extracting features—one from ECGs and the other from heart rates. The CRNN structure consists of layers of CNNS and long short-term memory (LSTM). An AF detection method was proposed [16] based on an end-to-end 1D CNN architecture, which had data length normalization, training, and prediction phases. The proposed structure included a 10-layer architecture for classifying the signal into four classes, such as AF, normal, noise, and others. It achieved an average F1 score of 78.2%. Xiong et al. [16] proposed another DL approach that used a 16-layer 1D CNN network to classify AF from the other classes. This approach achieved 82% detection accuracy.

Despite the wide use of 1D CNNs in time-series classification, numerous studies have attempted to improve AF detection and classification accuracy by using new techniques with proven success in the computer vision domain. Such techniques transform the signals into a two-dimensional (2D) representation. In a previous study [27], we proposed a network of two layers of bidirectional LSTM for improving AF detection accuracy. Our approach started with the augmentation of the minor class for balancing labels and moved to the transformation of the segmented signals into a spectrogram using short-time Fourier transforms over time windows to extract two types of time–frequency (TF) moments—instantaneous frequency and spectral entropy—that were eventually fed to the LSTM for training and final classification. The approach was evaluated using the PhysioNet Challenge 2017 dataset [28] and was found to be 91.4% accurate. Zühlmann et al. [29] proposed a technique that trained a CRNN using an ECG signal’s spectrogram. This procedure first applied a quick Fourier transform on ECG data to create a 2D spectrogram. To aggregate features, the spectrogram was first input into a stack of 2D convolutional blocks and then into a three-layer bidirectional LSTM network. However, the complexity of the network was relatively high, with more than 10 million training parameters, which is a major drawback when using signal transformation. Furthermore, researchers [23,30]
found that transformation from 1D signals to 2D images improved the classification accuracy by approximately 3%, but at the expense of higher conversion costs and more complicated networks.

Recently, a fusion of deep neural networks was proposed as another attempt to improve feature detection and classification. A fusion of CNNs was proposed in [21] that employed two-stream convolutional networks with different filter sizes to extract features of different scales. Yao et al. [31] proposed a multiscale convolutional neural network (MCNN) that applied time scaling on input signals and detected AF based on the scaled inputs. The authors deployed different signal transformation schemes, including identity mapping, down-sampling transformations in the time domain, and spectral transformations in the frequency domain. Each part was known as a branch, as it was a branch input for the CNN for final classification. The MCNNs showed improvements against the other methods in time-series classification [18].

Many of these existing methods were evaluated using landmark databases, such as the MIT Atrial Fibrillation Database (AFDB) [32], and achieved excellent AF detection accuracy (e.g., 99.19% sensitivity and 99.39% specificity in [33]). Existing methods seemed less promising when evaluated with other publicly available databases, such as the recently introduced PhysioNet Challenge 2017 dataset [28]. One practical issue that has been considered is the class imbalance problem, which has been established as affecting both convergences during the training phase and the generalization of a model in the test phase, with a significant detrimental effect on the classifier accuracy. Researchers have tried to solve the problem of imbalance distribution. For example, Acharya et al. [34] proposed synthetic data as a solution. Similarly, Jiang et al. [35] produced synthetic data, but they used the concept of oversampling the minority class data. Another method [36] used skewness to drive the dynamic data augmentation technique for balancing data distribution.

Table 1. State-of-the-art AF detection methods based on convolutional neural network (CNN) models with respect to the database, structure, classes, scales, transformation, balancing type, and performance.

| Reference | Database | Structure | Classes | Scales | Transformation | Balancing | Performance |
|-----------|----------|-----------|---------|--------|----------------|-----------|-------------|
| Pourbabaee et al. [22] | PAF DB Challenge 2001 | CNN | 2 | Single | - | - | CE: 82% |
| Hsieh et al. [37] | PhyNetCha17 * | 1D CNN | 4 | Single | - | - | F1: 78.2% |
| Xiong et al. [16] | PhyNetCha17 * | 1D CNN | 4 | Single | Spectrogram | - | F1: 82% |
| Fan et al. [38] | PhyNetCha17 * | CNN | 4 | 2 | - | Replication | F1: 98.13% |
| Yao et al. [31] | MIT–BIH AF **, HEDB | CNN | 2 | 3 | Time-Domain Transformation | - | ACC: 98.18%, SEN: 98.22%, SP: 99.11% |
| Fan et al. [39] | PhyNetCha17 * | 2D CNN | 3 | Single | - | Horizontal and Vertical Flip | F1: 87.22% |
| Xu et al. [40] | MIT–BIH AF ** | 2D CNN | 2 | Single | Wavelet Transform | - | ACC: 81.07% |
| Prabhakararoa et al. [41] | PhyNetCha17 * | CNN | 2 | 4 | Spectrogram | - | F1: 84.31% |
| Ping et al. [42] | PhyNetCha17 * | CNN | 2 | 3 | - | Regular OS * | F1: 89.55% |

* Tables 1 and 2 summarize the state-of-the-art AF detection methods based on the database, structure, number of classes, number of scales, transformation technique, balancing type, and performance. Table 1 shows the CNN-based methods, and Table 2 shows methods utilizing hybrid models. The abovementioned studies showed that research on the analysis of ECG signals is mainly based on single-scale signal analysis techniques using conventional CNN frameworks that have been found to be efficient in obtaining representative features, but that lack in design optimization and parameter tuning. This challenge must be addressed without using rigorous preprocessing or data transformation.
for the extraction of the features to increase the detection accuracy without increasing the computational overhead or network complexity.

Table 2. State-of-the-art atrial fibrillation (AF) detection methods using hybrid models with respect to the database, structure, classes, scales, transformation, balancing type, and performance.

| Reference          | Database               | Structure | Classes | Scales | Transformation | Balancing | Performance |
|--------------------|------------------------|-----------|---------|--------|----------------|-----------|-------------|
| Andreotti et al. [23] | PhyNetCha17 * | ResNet    | 4       | Single | -              | Regular OS * | F1: 72%     |
| Wang et al. [25]    | MIT–BIH AF **        | MENN, CNN | 4       | Single | -              | -         | ACC: 97.4%, SE: 97.9%, SP: 97.1% |
| Limam et al. [26]   | PhyNetCha17 *        | CNN, RNN  | 4       | Single | -              | -         | F1: 77%     |
| Alsaleem et al. [27] | PhyNetCha17 *        | BI–LSTM   | 2       | Single | Spectrogram    | Regular OS * | ACC: 91.4% |
| Zihlmann et al. [29] | PhyNetCha17 *        | CNN, LSTM | 4       | Single | Spectrogram    | -         | F1: 83%     |
| Haddi et al. [33]   | MIT–BIH AF **        | PCA, LVQ  | 2       | Single | -              | -         | SEN: 99.19%, SP: 99.39% |
| Faust et al. [43]   | MIT–BIH AF **        | BI–LSTM   | 2       | Single | -              | -         | ACC: 98.15% |
| Change et al. [44]  | Several              | LSTM      | 2       | Single | Spectrogram    | -         | ACC: 87%    |
| Maknickas et al. [45]| PhyNetCha17 *     | LSTM      | 4       | Single | -              | -         | F1: 78%     |
| Schwab et al. [46]  | PhyNetCha17 *        | RNN       | 4       | Single | -              | Augmentation | F1: 79%     |
| Andersen et al. [47]| AFDB, MITDB, NSRDB | CNN, RNN  | 2       | Single | -              | -         | SE: 98.98%, SP: 96.95% |
| Farhadi et al. [48] | MIT–BIH AF **        | AE        | 2       | Single | -              | -         | ACC: 93.60% |
| Xiong et al. [49]   | PhyNetCha17 *        | CNN, RNN  | 3       | Single | -              | -         | F1: 82%     |
| Wang et al. [50]    | MIT–BIH AF **        | RNN       | 2       | 3      | -              | -         | ACC: 98.3%  |

* PhysioNet Challenge 2017 (PhyNetCha17), ** MIT–BIH Atrial Fibrillation (MIT–BIH AF), * Oversampling (OS).

3. Multiscale Encoding of ECG Signals Using the ResNet

The majority of the existing works in the literature use a fixed-size single-scale kernel as the receptive field in the convolution operation, which might not fully capture crucial features of ECG signals. In this work, a deep architecture for AF detection has been created based on the multiscale convolution kernel in order to enhance the feature representations. Additionally, the residual network (ResNet), which has a stronger feature extraction capability, is used to manage the extracted features. Hence, we named our model for encoding ECG signals the multiscale residual network (MsRes), which aims to better represent the features suitable for automatic learning and classification.

The primary goal of our model is to classify short segments of ECG signals into AF or non-AF classes. The raw 1D time-series data are fed into the network without conversion or transformation. Additionally, since our AF detection is data-driven, no manual feature engineering methods are required to learn the features of the ECG signals, as they are learned directly from the input data. Our model has two main parts: the multiscale signal encoding part, which aims to improve the AF diagnostic feature detection, and the classification part, which aims to predict one of the two labels.

3.1. Multiscale Encoding

Suppose we have a segment of the ECG signal $f(x)$. For multiscale encoding of the signal, first, the signal will convolve with different convolution kernels as follows:

$$f'_i(x) = f(x) \times h_i(x),$$

where $h_i(x)$ is a convolution kernel for the scale $i = 1 \ldots n$, and the size of the kernel is proportional to the scale.

We utilized ResNet-based DL techniques for the multiscale encoding of the convoluted signal $f'_i(x)$. MsRes blocks were designed and built depending on experiences in
ResNet, which outlined the idea of an identity shortcut link, which limited the volume of information that could pass through the shortcut [36]. By leveraging activations from earlier layers, ResNet overcomes the issue of disappearing and exploding gradients. The network is made simpler by the shortcut connection by employing fewer layers and less backpropagation (BP), which decreases the size of the model and speeds up execution. As shown in Figure 1, each residual block contains two convolutional layers and two rectified linear units (ReLUs) [51], which are well-known activation functions in convolutional networks. When the input is positive, the ReLU function is less susceptible to the gradient saturation issue than the sigmoid and tanh functions are. Additionally, each residual block comprises a residual skip connection [24] and a pooling layer that utilizes a max pooling of size 5 and a stride of 2.

![Figure 1. The residual block structure of the multiscale residual network (MsRes).](image)

Finally, the encoded signals for each scale are concatenated to obtain the encoded signal, as shown by the equation below:

\[ f_i'(x) = \sum_i T_i(f_i'(x)), \]

where \( T_i(.) \) represents the ith encoding of the convoluted signal \( f_i'(x) \) and \( \Sigma \) represents the concatenation of these encoded signals.

3.2. MsRes Structure

As shown in Figure 2, the architecture of the MsRes consists of several parallel convolutional neural networks, each of which learns features from a scale with a different kernel size. The parallel residual convolutional neural blocks learn their features and dependencies in different kernel sizes for each subnetwork. This process not only enriches and improves the feature detection, but also reduces the time needed for the completion of the process, since multiple networks are working in parallel; in addition, reduced resources are needed for the model. The networks can also grow in breadth rather than depth by increasing the usage of the layers that are already built, rather than adding hundreds of layers.
The model primarily consists of a convolutional layer as an input layer for the different streams. For multiscale encoding of the signal, first, the signal will convolve with different convolution kernels, as shown in Figure 2, with different combinations of kernel sizes of 3, 5, 7, 9, 11, and 13 assigned to each stream, with stride of 3. Each stream comprises seven consequent residual blocks for a different kernel size of the input for each stream. The output of these networks is concatenated to form the final encoded signal, which is used as the input of the classification module to predict the classes.

The classification module shown in Figure 3 consists of three dense layers with 64, 32, and 16 neurons and two dropout layers with (0.25). The dropout layers are employed between two dense layers to avoid and reduce overfitting. During training, the dropout layer selects a percentage of neurons at random and updates only the weights of the remaining neurons [52]. The dropout parameter was set to 0.25, which means that one-fourth of the neurons would not be updated to minimize the classification error and the network overfitting. In this model, we chose cross-entropy as a loss function. The output from the last dense layer was fed into a single sigmoid neuron, which outputs the predicted probability distribution over the two classes. Network complexity can be defined by the total number of training parameters, which depends on the number of scales used. Table 3 shows the parameters of a three-scale network that was optimized empirically, as discussed in Section 5. Here, the parameters for non-trainable layers, such as the pooling layer, dropout layer, and flatten layer, were excluded. The best-performing network has approximately 158,401 trainable parameters, which is considered a small number compared to the millions of parameters used by the models in the literature.
Experiments

Generally, a deep‐learning‐based method consists of three main steps: preprocessing, feature representation, and classification. Following this baseline, in our method, a sequence of preprocessing steps was used—namely, signal clipping, segmentation, augmentation, and normalization—before the data were fed into the MsRes network for the encoding of the signal and the encoded signal was finally used for classification, as shown in Figure 4.

Each record of ECG signals was segmented into windows of a certain time duration. The resulting data segments were divided into training and validation sets. The training data were augmented and then normalized before they were fed into the model for training. Finally, the test data were classified into one of two classes—AF or non‐AF. These operations will be discussed in the following subsections in greater detail.

Table 3. The proposed detailed structure of the system describes the input of each layer with the number of parameters.

| Layer Type | Output Shape | # Parameters | Output Shape | # Parameters | Output Shape | # Parameters | Activation |
|------------|--------------|--------------|--------------|--------------|--------------|--------------|------------|
| INPUT LAYER | (2700, 1)    | 0            |              |              |              |              |            |
| CONV1D     | (900, 32)    | 192          | (899, 32)    | 256          | (898, 32)    | 320          | ReLU       |
| CONV1D     | (900, 32)    | 3104         | (899, 32)    | 3104         | (898, 32)    | 3104         | ReLU       |
| ADD        | (900, 32)    | 0            | (899, 32)    | 0            | (898, 32)    | 0            |            |
| MaxPooling1D | (498, 32)  | 0            | (497, 32)    | 0            | (497, 32)    | 0            |            |
| CONV1D     | (498, 32)    | 3104         | (497, 32)    | 3104         | (497, 32)    | 3104         | ReLU       |
| CONV1D     | (498, 32)    | 3104         | (497, 32)    | 3104         | (497, 32)    | 3104         | ReLU       |
| ADD        | (498, 32)    | 0            | (497, 32)    | 0            | (497, 32)    | 0            |            |
| MaxPooling1D | (247, 32)  | 0            | (247, 32)    | 0            | (247, 32)    | 0            |            |
| CONV1D     | (247, 32)    | 3104         | (247, 32)    | 3104         | (247, 32)    | 3104         | ReLU       |
| CONV1D     | (247, 32)    | 3104         | (247, 32)    | 3104         | (247, 32)    | 3104         | ReLU       |
| ADD        | (247, 32)    | 0            | (247, 32)    | 0            | (247, 32)    | 0            |            |
| MaxPooling1D | (122, 32)  | 0            | (122, 32)    | 0            | (122, 32)    | 0            |            |
| CONV1D     | (122, 32)    | 3104         | (122, 32)    | 3104         | (122, 32)    | 3104         | ReLU       |
| CONV1D     | (122, 32)    | 3104         | (122, 32)    | 3104         | (122, 32)    | 3104         | ReLU       |
| ADD        | (122, 32)    | 0            | (122, 32)    | 0            | (122, 32)    | 0            |            |
| MaxPooling1D | (59, 32)   | 0            | (59, 32)     | 0            | (59, 32)     | 0            |            |
| CONV1D     | (59, 32)     | 3104         | (59, 32)     | 3104         | (59, 32)     | 3104         | ReLU       |
| CONV1D     | (59, 32)     | 3104         | (59, 32)     | 3104         | (59, 32)     | 3104         | ReLU       |
| ADD        | (59, 32)     | 0            | (59, 32)     | 0            | (59, 32)     | 0            |            |
| MaxPooling1D | (28, 32)   | 0            | (28, 32)     | 0            | (28, 32)     | 0            |            |
| CONV1D     | (28, 32)     | 3104         | (28, 32)     | 3104         | (28, 32)     | 3104         | ReLU       |
| CONV1D     | (28, 32)     | 3104         | (28, 32)     | 3104         | (28, 32)     | 3104         | ReLU       |
| ADD        | (28, 32)     | 0            | (28, 32)     | 0            | (28, 32)     | 0            |            |
| MaxPooling1D | (12, 32)   | 0            | (12, 32)     | 0            | (12, 32)     | 0            |            |
| CONV1D     | (12, 32)     | 3104         | (12, 32)     | 3104         | (12, 32)     | 3104         | ReLU       |
| CONV1D     | (12, 32)     | 3104         | (12, 32)     | 3104         | (12, 32)     | 3104         | ReLU       |
| ADD        | (12, 32)     | 0            | (12, 32)     | 0            | (12, 32)     | 0            |            |
| MaxPooling1D | (4, 32)    | 0            | (4, 32)      | 0            | (4, 32)      | 0            |            |
| CONCATENATE| (4, 96)      | 0            |              |              |              |              |            |

Figure 4. The workflow of the proposed atrial fibrillation (AF) detection method.
4. Experiments

Generally, a deep-learning-based method consists of three main steps: preprocessing, feature representation, and classification. Following this baseline, in our method, a sequence of preprocessing steps was used—namely, signal clipping, segmentation, augmentation, and normalization—before the data were fed into the MsRes network for the encoding of the signal and the encoded signal was finally used for classification, as shown in Figure 4. Each record of ECG signals was segmented into windows of a certain time duration. The resulting data segments were divided into training and validation sets. The training data were augmented and then normalized before they were fed into the model for training. Finally, the test data were classified into one of two classes—AF or non-AF. These operations will be discussed in the following subsections in greater detail.

4.1. Data Used

The proposed method was evaluated using the PhysioNet Challenge 2017 dataset [28], which encourages the development of algorithms for classification from a single-lead short ECG recording in real conditions. Other existing databases (e.g., MIT-BIH AF database [4]) generally consist of cleaner data, and good performance can be obtained even by using simpler methods, such as feature thresholding. However, the PhysioNet Challenge 2017 dataset provides an opportunity to reliably detect AF in more real conditions, where many non-AF rhythms exhibit irregular RR intervals that may be similar to those in AF. Moreover, in this database, the infrequent occurrence of AF represents a real-life situation, and at the same time, this data imbalance becomes another challenge for the reliable detection of arrhythmias.

The PhysioNet CinC Challenge 2017 [28] database comprises 8528 ECG records that were captured by Alivecor’s portable single-channel ECG device and sampled at 300 Hz. The records’ lengths range from 9 to 61 s. The dataset comprises four types of ECG records—771 AF; 5154 normal (normal sinus rhythm); 46 noisy (too noisy to be recognized); 2557 other (other rhythms), as annotated by experienced experts. To transform the experiment into a binary classification problem, the ECG data that were annotated as normal, noisy, and other arrhythmias were labeled as non-AF. Thus, the dataset consisted of 771 records labeled as AF and 7757 records labeled as non-AF.

Figure 4 shows examples of arrhythmia data recorded under different conditions. The ECG signals were captured by Alivecor’s portable single-channel ECG device and sampled at 300 Hz. The records’ lengths range from 9 to 61 s. The dataset comprises four types of ECG records—771 AF; 5154 normal (normal sinus rhythm); 46 noisy (too noisy to be recognized); 2557 other (other rhythms), as annotated by experienced experts. To transform the experiment into a binary classification problem, the ECG data that were annotated as normal, noisy, and other arrhythmias were labeled as non-AF. Thus, the dataset consisted of 771 records labeled as AF and 7757 records labeled as non-AF.
of ECG signals belonging to the normal and AF classes. Table 4 describes the dataset’s statistics, including the number of records and time durations.

Figure 5. Examples of (a) normal and (b) AF ECG signals with irregular RR intervals and the absence of P-waves.

Table 4. Statistics of the PhysioNet Challenge 2017 dataset.

| Label | New Label | Records | Time |
|-------|-----------|---------|------|
| AF    | AF        | 771     | 10.0 | 60   |
| Normal|           | 5154    | 9.0  | 61.0 |
| Noisy | Non-AF    | 46      | 10.2 | 60   |
| Other |           | 2557    | 9.1  | 60.9 |
| Total |           | 8528    |      |      |

4.2. Signal Clipping

ECG data are frequently tainted by various noises and artifacts, which have an impact on the subsequent experiments and classification outcomes. Noise reduction can boost the effectiveness of a detection technique, especially for neural networks, whose performance is heavily reliant on the quality of the input data. It remains essential to adopt a reasonable method of preprocessing the data rather than applying rigorous preprocessing, which may result in the loss of viable information. In the dataset, some signals had serious noise disruptions at the start, which were primarily caused by noise when mounting the sensors or by the movements of the subjects. To remove this noise, the start of the signal was clipped for the removal of the affected part. In this study, the ECG signals were not filtered in the preprocessing stage for two reasons. First, the use of the original data reduced the
computation cost. Second, the proposed model showed good performance with no filtering scheme, showing potential for use in practical applications.

4.3. Segmentation

In the dataset, the input ECG records have varying lengths, from 9 to 61 s. Inputs with varying lengths cannot be fit into CNN models. A consistent data length is necessary to make sure that the data can be entered into the model. For reliable detection of AF, we considered the use of a window of an ECG signal that adequately reflected the characteristics of the class that it belonged to. Although a short window was preferable for processing efficiency, a longer window could contain better diagnostic features. Several existing methods used a 8 to 10 s window for reasonable performance in AF detection [19,20].

In this study, the experimental data were segmented into nine-second segments, which seems reasonable for the analysis of ECG rhythms with AF conditions and for the simplification of the computations. Because the sampling rate of the experimental data was at 300 Hz, 2700 samples were taken as a segment, with a moving window with a step size of 9. Hence, the number of samples (instances) increased. After the data segmentation, the number of samples became 27,108, containing both classes of which 24,729 were non-AF and 2379 were AF segments. To verify the influence of different input sizes on the model performance, the experimental data were also segmented into five- and ten-second segments.

4.4. Augmentation

As shown in Figure 6, the numbers of samples obtained in the two categories as a result of segmentation were severely unbalanced; there were far fewer AF samples than non-AF samples. If 80% of the segments were used for training, the training set included 21,686 segments, which would include 19,804 non-AF and 1882 AF segments. This unbalance dataset seriously affected the performance of the model and made it much trickier to screen an AF patient than a normal case. To solve this, oversampling was performed on the dataset, then the dataset was randomly divided into a training set and a test set at a proportion of 8:2. Because random oversampling might lead to overfitting, more sophisticated methods could be used, such as the synthetic minority oversampling technique (SMOTE) [53], an oversampling method that is commonly adopted and is based on finding the data’s closest neighbors by applying the Euclidean distance. By multiplying the nearest neighbors by a vector with values between 0 and 1, SMOTE can generate synthetic data [54]. There are several variations of SMOTE. Borderline–SMOTE (BL-SMOTE) [55] oversamples only the minority examples near the borderline of the data. Adaptive synthetic (ADYSAN) [56], another well-known technique, is an improved version of SMOTE. After creating the samples, it adds a small random value so that, instead of all the samples being linearly correlated to the parent, they have a little more variance in them, that is, they are scattered.

We applied these augmentation techniques to the dataset to evaluate and investigate their effects on the model’s accuracy. Table 5 shows results of several experiments that were conducted for the comparison of these techniques. The experiments were performed using the network with three scales, and the performance is presented in terms of the F₁ score and execution time; we observed that SMOTE outperformed the other two techniques. The default parameters of the SMOTE algorithm were used (sampling strategy = 1), which increased the samples in the minority class to equate with the size of the majority class. After balancing, there were a total of 39,608 segments in the training set.
Figure 6. Distribution of segments of the two classes after segmentation.

Table 5. Comparison of the effects of different balancing techniques on the model performance.

| Technique            | Execution time | Precision % | Recall % | Accuracy % | F1 %  |
|----------------------|----------------|-------------|----------|------------|-------|
| Without balancing    | -              | 88.01       | 83.65    | 97.54      | 85.71 |
| ADYSAN               | 6 s            | 97.45       | 96.85    | 97.41      | 97.14 |
| Borderline-SMOTE     | 6 s            | 97.79       | 98.27    | 98.21      | 98.02 |
| SMOTE                | 1 s            | 97.75       | 98.67    | 98.37      | 98.54 |

4.5. Normalization

There was a significant fluctuation in the amplitudes of the ECG recordings between different records, as these records came from different people or even the same person with varying lead placements. It was discovered that in real-world scenarios, the neural network models converged more effectively when all of the inputs had similar ranges. Thus, amplitude of each of the ECG segments was normalized between 0 and 1 because normalizing the data also accelerated the speed of the model training.

4.6. Training and Classification

To ensure that the model would be fairly evaluated on the dataset, K-fold cross-validation (CV) was used; this is the most popular method in various DL applications. The original dataset was randomly divided into five subsets of equal size, and a five-fold cross-validation was used. The model’s average performance across the entire dataset was then estimated using the classification results of these five models.

Selection of Hyperparameters

To design an optimal structure for AF classification, we analyzed the impacts of different combinations of the hyperparameters based on experience and a manual random search technique [57], which was reported to be more efficient for hyperparameter optimization than a traditional grid search. Because we had a good number of hyperparameters, we chose the most important parameters empirically to balance the model performance with the number of training parameters and the training time. The hyperparameters that we chose included the number of residual blocks, the dropout percentage, the batch size, the learning rate, and the convolutional kernel size.

Seven residual blocks were chosen in each of the parallel MsRes blocks. The model was obtained by training with adaptive moment estimation (Adam) [58], which is an adaptation of the stochastic gradient descent (SGD) optimization algorithm. By minimizing the loss function, which represents the difference between the network prediction and the
ground truth, Adam used the BP approach to determine the neural network’s parameter configuration. Adam is a method for computing adaptive learning rates that determines individual learning rates for various factors. The default learning rate is 0.001 [59]. A model typically learns more quickly when the learning rate is high and more steadily when the learning rate is low.

Different learning rates were explored, such as 0.001, 0.0001, and 0.005. It was found that the training process was more stable when the value of 0.001 was chosen. Additionally, we explored the use of different optimizers, such as Adadelta [60] and Adagrad [61], to see their impacts on the performance, but there was a drop in the accuracy and $F_1$ score when optimizers other than Adam were used. The batch sizes were compared for a range of values (128, 256, and 512), and it was noticed that when the batch size was changed to 256 and 512, there was a negative impact on the performance accuracy and $F_1$ score. The best performance was obtained with a value of 128.

The number of scales and the kernel sizes of each stream have a crucial impact on the feature detection performance of DL networks. We conducted our experiment to understand the effects of different signal encoding values on the feature detection in the data at hand and understand the effects of the different kernel sizes on the feature representation and model performance. The kernel size values were 3, 5, 7, 9, 11, and 13, and different combinations of these values were explored and applied to different numbers of streams, starting from two streams and going up to five. The best performance was obtained with three streams with kernel sizes of 5, 7, and 9.

Between two dense layers, a dropout layer was also used to reduce overfitting. During training, the dropout layer randomly selected a subset of neurons and only updated the weights of these neurons [52]. We set the dropout parameter to 0.25, which meant that one-fourth of the neurons would not be updated. Table 6 shows the values of the hyperparameters used for the MsRes to obtain the best performance in terms of accuracy and $F_1$.

| Hyperparameter                                      | Optimal Value |
|-----------------------------------------------------|---------------|
| Number of residual blocks in an MsRes block         | 7             |
| Learning rate                                       | 0.001         |
| Batch size                                          | 128           |
| Dropout rate                                        | 0.25          |

The model loss was calculated using a binary cross-entropy function, which is preferable for binary classification. The loss was calculated according to the following formula:

$$L = - \frac{1}{\text{output size}} \sum_{i=1}^{\text{output size}} y_i \log \hat{y}_i + (1 - y_i) \log (1 - \hat{y}_i)$$ (3)

where $y$ represents the expected outcome, and $\hat{y}$ represents the outcome produced by our model. Figure 7 shows the training and validation accuracy and loss curves of the proposed model. The first row in the figure shows the accuracy and loss curves for the best performance, with three streams with kernel sizes of 5, 7, and 9 over 50 epochs. They show that the training curves are relatively stable, and the presence of the fluctuations in the validation curves is due to the use of batch normalization, which may lead to unstable training and validation [62]. Furthermore, there is no degradation in the accuracy; instead, there is a decrease in the model loss and a gap between the two curves, which indicates a good fit and no overfitting. In the second row in the figure, the accuracy and loss curves for the use of four streams with kernel sizes of 5, 7, 9, and 11 show the instability of the training and validation curves, which affected the overall performance and degraded the $F_1$ score. Such instability in the curve and the presence of the pumps are strong indications of what is called the overfit curve, which means that there were overfitting signs in the model when more than three streams were used.
Table 6. The selected parameters of the MsRes. 

Figure 7. The accuracy and loss curves of the proposed model during the data training and validation (a,b) for the best-performing model with three scales and kernel sizes of 5, 7, and 9 and (c,d) for the model with four scales of 5, 7, 9, and 11.

5. Results and Analysis

In this section, the evaluation metrics, experimental results, and analyses and comparisons of the results are presented to explain the significance of our proposed multiscale signal encoding scheme.

5.1. Evaluation Metrics

The proposed system classifies the input ECG segments into one of two categories. We evaluated the classification performance using the $F_1$ score as follows:

$$F_1(\%) = \left( \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \right) \times 100\%,$$  \hspace{1cm} (4)

Precision is defined as the ratio of true-positive (TP) classifications to the number of TP and false-positive (FP) classifications, and recall is the ratio of TP classifications to the number of TP and false-negative (FN) classifications. The following formulas were used to calculate the precision, recall, and accuracy:

$$\text{Precision} = \frac{TP}{TP + FP}$$ \hspace{1cm} (5)

$$\text{Recall} = \frac{TP}{TP + FN}$$ \hspace{1cm} (6)

$$\text{Accuracy} = \frac{TP + TN}{TP + FN + FP + FN}$$ \hspace{1cm} (7)

The confusion matrix, which depicts the performance of a classification algorithm, can be used to calculate precision and recall. The matrix’s rows represent predicted classes,
and its columns represent ground-truth classes. Figure 8 depicts a confusion matrix for two classes.

![Confusion matrix](image)

**Figure 8.** Confusion matrix for two classes.

Accuracy is used in most cases for the evaluation of the classification performance. However, because there are more data in the positive class, accuracy is insufficient for evaluating the performance of an unbalanced dataset. Alternatively, we used the F1 score as a measure because it balances precision and recall and is useful when dealing with uneven class distributions [63].

### 5.2. Classification Performance

The proposed model was implemented in Google’s Colab environment with the Keras deep learning library using Python. Tables 7–11 show the experimental results for the multiscale encoding using different numbers of scales with different kernel sizes (i.e., 3, 5, 7, 9, 11, and 13). In Table 7, we present the experiment results with the single-stream kernel with different sizes. The best performance for the single scale was achieved with the kernel size of 13, which had an F1 score of 95.95%. The results of the use of two-stream multiscale encoding are shown in Table 8. A significant improvement was achieved, with the best performance showing an F1 score of 98.37% for kernel sizes of 5 and 7. The performance improved by 2–3% after the second scale was added. Subsequently, as shown in Table 9, the performance slightly improved with the addition of the third stream, and the highest average F1 score of 98.54% was achieved with three scales at the kernel sizes of 5, 7, and 9. The performance (best results obtained among alternative models) slightly dropped to 98.47% after the fourth stream was added and to 98.42% after the fifth stream was added, as shown in Tables 10 and 11, respectively.

**Table 7.** Classification performance of the model for a single scale with different kernel sizes.

| Experiment No. | Kernel Size | Precision | Recall | Accuracy | F1   | Total Parameters |
|----------------|-------------|-----------|--------|----------|------|------------------|
| 1              | 3           | 0.9277    | 0.8704 | 0.8943   | 0.9026| 6977             |
| 2              | 5           | 0.9484    | 0.9151 | 0.9302   | 0.9311| 9589             |
| 3              | 7           | 0.9588    | 0.9231 | 0.9393   | 0.9404| 12,937           |
| 4              | 9           | 0.9642    | 0.9366 | 0.9492   | 0.9500| 16,621           |
| 5              | 11          | 0.9774    | 0.9347 | 0.9544   | 0.9555| 20,641           |
| 6              | 13          | 0.9673    | 0.9520 | 0.9592   | 0.9595| 24,997           |

The fusion of information from the three scales (5, 7, and 9) generated the highest average F1 score of 98.54%, accuracy of 98.37%, precision of 97.75%, and recall of 98.67% for the model. These improved performance metrics can be attributed to the good capture of the critical diagnostic information, including the irregular RR intervals and P-wave abnormalities for this configuration. Adding bigger kernel values would cause the model to be disrupted with additional non-required information. Furthermore, it was noticed that using more than three streams did not improve performance, and it was inferred that this
may have been due to the overfitting problem. These results validate the ability of the signal encoding of MsRes to capture clinically relevant information for improved AF diagnosis. Figure 9 shows the performance curve, representing the results of the 48 experiments in Tables 7–11 together according to the number of scales, sizes, and streams.

Table 8. Classification performance of the model for two scales with different kernel sizes.

| Experiment No. | Kernel Size | Precision | Recall  | Accuracy | F₁      | Total Parameters |
|----------------|-------------|-----------|---------|----------|---------|------------------|
| 7              | 3, 5        | 0.9746    | 0.9921  | 0.9847   | 0.9833  | 106,305          |
| 8              | 3, 7        | 0.9789    | 0.9878  | 0.9857   | 0.9801  | 106,305          |
| 9              | 3, 9        | 0.9661    | 0.9878  | 0.9785   | 0.9766  | 106,433          |
| 10             | 3, 11       | 0.9734    | 0.9823  | 0.9805   | 0.9803  | 106,497          |
| 11             | 3, 13       | 0.9747    | 0.9807  | 0.9807   | 0.9807  | 106,561          |
| 12             | 5, 7        | 0.9808    | 0.9867  | 0.9852   | 0.9837  | 106,433          |
| 13             | 5, 9        | 0.9708    | 0.9823  | 0.9805   | 0.9812  | 106,497          |
| 14             | 5, 11       | 0.9782    | 0.9806  | 0.9785   | 0.9785  | 106,561          |
| 15             | 5, 13       | 0.9810    | 0.9828  | 0.9809   | 0.9809  | 106,625          |
| 16             | 7, 9        | 0.9793    | 0.9835  | 0.9813   | 0.9813  | 106,561          |

Table 9. Classification performance of the model for three scales with different kernel sizes.

| Experiment No. | Kernel Size | Precision | Recall  | Accuracy | F₁      | Total Parameters |
|----------------|-------------|-----------|---------|----------|---------|------------------|
| 21             | 3, 5, 7     | 0.9775    | 0.9878  | 0.9841   | 0.9823  | 158,209          |
| 22             | 3, 5, 9     | 0.9846    | 0.9894  | 0.9863   | 0.9849  | 158,229          |
| 23             | 3, 5, 11    | 0.9744    | 0.9837  | 0.9808   | 0.9838  | 158,337          |
| 24             | 3, 5, 13    | 0.9751    | 0.9892  | 0.9837   | 0.9821  | 158,401          |
| 25             | 3, 7, 9     | 0.9767    | 0.9784  | 0.9799   | 0.9778  | 158,337          |
| 26             | 3, 7, 11    | 0.9791    | 0.9886  | 0.9852   | 0.9838  | 158,401          |
| 27             | 3, 7, 13    | 0.9792    | 0.9877  | 0.9849   | 0.9833  | 158,465          |
| 28             | 3, 9, 11    | 0.9796    | 0.9892  | 0.9858   | 0.9843  | 158,465          |
| 29             | 3, 9, 13    | 0.9779    | 0.9910  | 0.9856   | 0.9842  | 158,529          |
| 30             | 5, 7, 9     | 0.9775    | 0.9867  | 0.9837   | 0.9854  | 158,401          |
| 31             | 5, 7, 11    | 0.9776    | 0.9759  | 0.9791   | 0.9766  | 158,465          |
| 32             | 5, 7, 13    | 0.9725    | 0.9867  | 0.9814   | 0.9795  | 158,529          |
| 33             | 5, 9, 11    | 0.9743    | 0.9878  | 0.9826   | 0.9809  | 158,529          |
| 34             | 5, 9, 13    | 0.9785    | 0.9894  | 0.9854   | 0.9839  | 158,593          |
| 35             | 7, 9, 11    | 0.9792    | 0.9870  | 0.9844   | 0.9830  | 158,593          |
| 36             | 7, 9, 13    | 0.9802    | 0.9891  | 0.9860   | 0.9846  | 158,657          |

Table 10. Classification performance of the model for four scales with different kernel sizes.

| Experiment No. | Kernel Size | Precision | Recall  | Accuracy | F₁      | Total Parameters |
|----------------|-------------|-----------|---------|----------|---------|------------------|
| 37             | 3, 5, 7, 9 | 0.9789    | 0.9864  | 0.9841   | 0.9829  | 210,177          |
| 38             | 3, 5, 7, 11| 0.9835    | 0.9838  | 0.9853   | 0.9836  | 210,241          |
| 39             | 3, 5, 7, 13| 0.9804    | 0.9858  | 0.9847   | 0.9831  | 210,305          |
| 40             | 3, 5, 9, 11| 0.9852    | 0.9843  | 0.9863   | 0.9847  | 210,305          |
| 41             | 3, 7, 9, 11| 0.9771    | 0.9871  | 0.9836   | 0.9820  | 210,369          |
| 42             | 5, 7, 9, 11| 0.9770    | 0.9854  | 0.9827   | 0.9810  | 210,433          |

Table 11. Classification performance of the model for five scales with different kernel sizes.

| Experiment No. | Kernel Size | Precision | Recall  | Accuracy | F₁      | Total Parameters |
|----------------|-------------|-----------|---------|----------|---------|------------------|
| 43             | 3, 5, 7, 9, 11| 0.9811  | 0.9810  | 0.9829   | 0.9809  | 262,209          |
| 44             | 3, 5, 7, 9, 13| 0.9815  | 0.9862  | 0.9853   | 0.9838  | 262,273          |
| 45             | 3, 5, 7, 11, 13| 0.9799  | 0.9863  | 0.9802   | 0.9779  | 262,337          |
| 46             | 3, 5, 9, 11, 13| 0.9711  | 0.9896  | 0.9820   | 0.9803  | 262,401          |
| 47             | 3, 7, 9, 11, 13| 0.9791  | 0.9894  | 0.9842   | 0.9842  | 262,465          |
| 48             | 5, 7, 9, 11, 13| 0.9800  | 0.9880  | 0.9854   | 0.9840  | 262,529          |
Figure 9. Performance curves showing the results of 48 experiments together (Tables 7–11) at different scales, sizes, and streams.

Figure 10 shows five confusion matrices for each number of scales with the best performance combination for each scale according to the experimental results presented in Tables 7–11. The confusion matrix for five folds is shown with 0 indicating the case of non-AF and 1 indicating the case of AF. The diagonal elements show the number of correctly predicted records for each class. The off diagonals display the number of misclassifications for each class. In Figure 10a, the confusion matrix for the single scale with the kernel size of 13 is shown, and it indicates that 163 AF records were misclassified as non-AF and 126 non-AF records were misclassified as AF. The performance significantly improved, as seen in the confusion matrix for the two scales in Figure 10b, where only 37 AF records were misclassified as non-AF and 18 non-AF records were misclassified as AF. The performance further improved with the addition of the third scale in Figure 10c, wherein 14 AF records were misclassified as non-AF and 29 non-AF records were misclassified as AF. In the fourth and fifth scales, as shown in Figure 10d,e, the performance slightly dropped, and the number of misclassified AF records slightly increased.

Figure 11 shows the precision–recall curve, which indicates the tradeoff between the precision and recall for each number of scales. A larger area under the curve (AUC) indicates both higher recall and higher precision, where higher precision corresponds to a lower false-positive rate and higher recall corresponds to a lower false-negative rate. In the figure, the smallest AUC of the performance is shown with the single scale; a clear improvement in the AUC is shown when the number of scales increases to two and three; there is no clear line between the last three scales, and the performance waves of the third, fourth, and fifth scales are almost optimal, approaching the far-right corner. Similarly, Figure 12 shows the receiver operating characteristic (ROC) curve, which is the plot used for the representation of the diagnostic ability of binary classifiers in the same manner as that for different scales; there were clear improvements in the classification ability when the multiscale encoding scheme was used.

Experiments with Different Signal Lengths

To demonstrate the effectiveness of our AF detection system, we compared the performance of the best model (kernel sizes of 5, 7, and 9) for different signal lengths of five, nine, and ten seconds, as shown in Table 12. The best result was achieved with a signal length of nine seconds, which was the segment size that represented enough features to boost the detection. Our comparison of the five- and ten-second variations showed that a five-seconds window slightly reduced the performance in AF detection, whereas a ten-second window increased the computation complexity and the time without improving the detection performance.
Table 13 compares our proposed method with state-of-the-art methods in terms of the method, number of classes, input length, preprocessing, balancing, and F1 score. All of these methods were evaluated with the same unbalanced PhysioNet Challenge 2017 dataset. The two systems proposed in [64] and [3], which used a single-scale ResNet, had an average performance of 85% and 88%, respectively. The other three models using multiscale DL networks had an average performance of 85%, 92.1%, and 84.31%. These results show that our proposed method outperformed the state-of-the-art methods that were evaluated on the same database, with an F1 score of 98.54%.

Figure 10. The proposed model’s confusion matrixes for the different numbers of scales: (a) single scale, (b) two scales, (c) three scales, (d) four scales, and (e) five scales.

5.3. Comparison with the Literature

The two systems proposed in [64] and [3], which used a single-scale ResNet, had an average performance of 85% and 88%, respectively. The other three models using multiscale DL networks had an average performance of 85%, 92.1%, and 84.31%. These results show that our proposed method outperformed the state-of-the-art methods that were evaluated on the same database, with an F1 score of 98.54%.
Figure 11. The precision–recall curves at different scales and kernel sizes.

Figure 12. The proposed model’s receiver operating characteristic at different scales and kernel sizes.
Table 12. Comparison of the results of our proposed model with different signal lengths.

| Signal Length | Precision % | Recall % | Accuracy % | F1 % |
|---------------|-------------|----------|------------|------|
| 5 s           | 96.77       | 98.63    | 97.88      | 97.69|
| 9 s           | 97.75       | 98.67    | 98.37      | 98.54|
| 10 s          | 97.08       | 98.51    | 97.99      | 97.78|

Table 13. Comparison of the results of our proposed model with those of existing state-of-the-art methods.

| Reference                  | Method                 | Classes | Input Length | Preprocessing                          | Balancing            | F1    |
|----------------------------|------------------------|---------|--------------|----------------------------------------|----------------------|-------|
| Jinjing Zhu et al. [64] 2019 | 94-layer ResNet        | 4       | 27 s         | Filtering + R. peak detection           | Augmentation         | 85.00%|
| Nankani et al. [3] 2019    | 16-layer ResNet        | 4       | Different    | One-hot encoding + Filtering            | Down-sampling        | 88.00%|
| Ping et al. [65] 2020      | Multiscale CNN and LSTM| 2       | 5 s          | -                                      | Oversampling         | 85.00%|
| CAO et al. [66] 2019       | Multiscale ResNet Structure | 4       | 9 s          | DWT                                    | Overlap Sampling     | 92.10%|
| Prabhakararo et al. [41] 2020 | Multiscale Spectrogram Convolution | 2       | 5 s          | Filtering + Transformation               | Oversampling         | 84.31%|
| Proposed 2022              | Multiscale Residual Signal Encoding | 2       | 9 s          | -                                      | SMOTE                | 98.54%|

Table 14 compares the different methods that were evaluated on the same dataset in terms of method, the number of classes, input length, preprocessing, balancing, trainable parameters, and F1 score. It shows that our proposed model has the lowest number of trainable parameters, which makes it reliable and applicable in real-time applications.

Table 14. Comparison of the results of our proposed model with those of different models in terms of trainable parameters.

| Reference                  | Method                 | Classes | Input Length | Preprocessing                          | Balancing            | Trainable Parameters | F1    |
|----------------------------|------------------------|---------|--------------|----------------------------------------|----------------------|----------------------|-------|
| Fernando et al. [23]       | ResNet                 | 4       | 30 s         | -                                      | Augmentation         | 1,500,000            | 77.45%|
| Martin et al. [29]         | CNN + LSTM             | 4       | 9 s          | Transformation                         | Augmentation         | 530,210              | 82%   |
| Jonathan et al. [87]       | CNN + post-processing  | 4       | 15 s         | Transformation                         | Augmentation         | 262,344              | 85%   |
| Proposed                   | Multiscale Residual Signal Encoding | 2       | 9 s          | -                                      | SMOTE                | 158,401              | 98.54%|

6. Conclusions

In this paper, we proposed a multiscale encoding scheme with residual blocks of deep CNNs—named MsRes—for screening out AF using short single-lead ECG signals. The proposed MsRes network applied the concept of multiscale convolutional signal encoding, which utilized different kernel sizes to capture the features at different scales of the input ECG recordings. The proposed system adopted a simple yet effective preprocessing scheme to produce a cropped and balanced number of segments for both classes without rigorous preprocessing and transformation. In the experiments that we conducted, we explored the effects of adding different numbers of scales with combinations of kernel sizes, which had a clear impact on the AF detection accuracy and F1 score.

Through an exhaustive evaluation, we found that the proposed MsRes method performed better in terms of the F1 score than the single-scale convolution kernel in several state-of-the-art methods evaluated with the PhysioNet Challenge 2017 ECG dataset, with an F1 score of 98.54%, an accuracy of 98.37%, a total loss of 5.6%, a precision of 97.75%, and a recall of 98.67%, when three multiscale encoding schemes with kernel sizes of 5, 7, and 9 were used. Additionally, the proposed method significantly reduced the network
complexity, with 158,401 trainable parameters compared to the millions of parameters used in the literature.

One of the limitations of this work is that it was only tested on the PhysioNet Challenge 2017 ECG dataset. In the future, we will focus on improving MsRes, exploring the potential for further assessment of its performance and generalization to other public databases, or using cross-databases to further improve and optimize its learning ability. Another limitation is that our model was designed only for a two-class classification problem, namely, that of AF and non-AF detection. We would like to extend our method to a multiclass classification problem in which a wide variety of different arrhythmias could be detected from single-lead ECG signals to confirm a high diagnostic output close to that of cardiologists.

Author Contributions: Data curation, M.S.I. and M.N.A.; methodology, M.N.A. and M.S.I.; supervision, M.S.I., S.A.-A. and A.S.; writing—original draft, M.N.A.; writing—review and editing, M.S.I., S.A.-A. and A.S. All authors have read and agreed to the published version of the manuscript.

Funding: The authors would like to thank the Deanship of Scientific Research at King Saud University for funding and supporting this research through the initiative of DSR Graduate Students Research Support (GSR).

Institutional Review Board Statement: Ethical review and approval were waived for this study due to the use of a publicly available database only.

Informed Consent Statement: Patient consent was waived due to the use of publicly available databases only.

Data Availability Statement: Databases used in this study are available online.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Andrawes, W.F.; Bussy, C.; Belmin, J. Prevention of cardiovascular events in elderly people. Drugs Aging 2005, 22, 859–876. [CrossRef]
2. Hijazi, Z.; Oldgren, J.; Siegbahn, A.; Granger, C.B.; Wallentin, L. Biomarkers in atrial fibrillation: A clinical review. Eur. Heart J. 2013, 34, 1475–1480. [CrossRef]
3. Nankani, D.; Baruah, R.D. An end-to-end framework for automatic detection of atrial fibrillation using deep residual learning. In Proceedings of the TENCON 2019-2019 IEEE Region 10 Conference (TENCON), Kochi, India, 17–20 October 2019; pp. 690–695.
4. Moody, G. A new method for detecting atrial fibrillation using RR intervals. Comput. Cardiol. 1983, 10, 227–230.
5. Horoba, K.; Czarabinski, R.; Wrobel, J.; Matonia, A.; Martinek, R.; Kupka, T.; Kahanova, R.; Leski, J.M.; Graczyk, S. Recognition of Atrial Fibrillation Episodes in Heart Rate Variability Signals Using a Machine Learning Approach. In Proceedings of the 2019 MIXDES-26th International Conference Mixed Design of Integrated Circuits and Systems, Rzeszow, Poland, 27–29 June 2019; pp. 419–424.
6. Azadifar, S.; Rostami, M.; Berahmand, K.; Moradi, P.; Oussalah, M. Graph-based relevancy-redundancy gene selection method for cancer diagnosis. Comput. Biol. Med. 2022, 147, 105766. [CrossRef]
7. Rostami, M.; Forouzandeh, S.; Berahmand, K.; Soltani, M.; Shahsavari, M.; Oussalah, M. Gene selection for microarray data classification via multi-objective graph theoretic-based method. Artif. Intell. Med. 2022, 123, 102228. [CrossRef]
8. Islam, S.; Ammour, N.; Alajlan, N. Atrial fibrillation detection with multiparametric RR interval feature and machine learning technique. In Proceedings of the 2017 International Conference on Informatics, Health & Technology (ICIHT), Riyadh, Saudi Arabia, 21–23 February 2017; pp. 1–5.
9. Mei, Z.; Gu, X.; Chen, H.; Chen, W. Automatic atrial fibrillation detection based on heart rate variability and spectral features. IEEE Access 2018, 6, 53566–53575. [CrossRef]
10. Khazaee, A.; Ebrahizmzadeh, A. Heart arrhythmia detection using support vector machines. Intell. Autom. Soft Comput. 2013, 19, 1–9. [CrossRef]
11. Islam, M.S.; Ismail, M.M.B.; Bchir, O.; Zakariah, M.; Alotaibi, Y.A. Robust Detection of Atrial Fibrillation Using Classification of a Linearly-Transformed Window of RR Intervals Tachogram. IEEE Access 2019, 7, 110012–110022. [CrossRef]
12. Park, J.; Lee, K.; Kang, K. Arrhythmia detection from heartbeat using k-nearest neighbor classifier. In Proceedings of the 2013 IEEE International Conference on Bioinformatics and Biomedicine, Shanghai, China, 18–21 December 2013; pp. 15–22.
13. Hernández, F.; Méndez, D.; Amado, L.; Altuve, M. Atrial Fibrillation Detection in Short Single Lead ECG Recordings Using Wavelet Transform and Artificial Neural Networks. In Proceedings of the 2018 40th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), Honolulu, HI, USA, 18–21 July 2018; pp. 5982–5985.
14. Deng, M.; Wang, C.; Tang, M.; Zheng, T. Extracting cardiac dynamics within ECG signal for human identification and cardiovascular diseases classification. *Neural Netw.* 2018, 100, 70–83. [CrossRef]
15. Xia, Y.; Wulan, N.; Wang, K.; Zhang, H. Detecting atrial fibrillation by deep convolutional neural networks. *Comput. Biol. Med.* 2018, 93, 84–92. [CrossRef]
16. Xiong, Z.; Stiles, M.K.; Zhao, J. Robust ECG signal classification for detection of atrial fibrillation using a novel neural network. In *Proceedings of the 2017 Computing in Cardiology (CinC)*, Rennes, France, 24–27 September 2017; pp. 1–4.
17. Darmawahyuni, A.; Nurmaini, S. Deep learning with long short-term memory for enhancement myocardial infarction classification. In *Proceedings of the 2019 6th International Conference on Instrumentation, Control, and Automation (ICA)*, Bandung, Indonesia, 31 July–2 August 2019; pp. 19–23.
18. Cui, Z.; Chen, W.; Chen, Y. Multi-scale convolutional neural networks for time series classification. *arXiv* 2016, arXiv:1603.06995.
19. Islam, M.S.; Ammour, N.; Alajlan, N.; Aboalsamh, H. Rhythm-based heartbeat duration normalization for atrial fibrillation detection. *Comput. Biol. Med.* 2016, 72, 160–169. [CrossRef]
20. Petreñas, A.; Marozas, V.; Simmo, L. Low-complexity detection of atrial fibrillation in continuous long-term monitoring. *Comput. Biol. Med.* 2015, 65, 184–191. [CrossRef]
21. Liu, N.; Sun, M.; Wang, L.; Zhou, W.; Dang, H.; Zhou, X. A support vector machine approach for AF classification from a short single-lead ECG recording. *Physiol. Meas.* 2018, 39, 064004. [CrossRef]
22. Pourbabaei, B.; Roshkhari, M.J.; Khorasani, K. Deep convolutional neural networks and learning ECG features for screening paroxysmal atrial fibrillation patients. *IEEE Trans. Syst. Man Cybern. Syst.* 2018, 48, 2098–2104. [CrossRef]
23. Andreotti, F.; Carr, O.; Pimentel, M.A.; Mahdi, A.; De Vos, M. Comparing feature-based classifiers and convolutional neural networks to detect arrhythmia from short segments of ECG. In *Proceedings of the 2017 Computing in Cardiology (CinC)*, Rennes, France, 24–27 September 2017; pp. 1–4.
24. He, K.; Zhang, X.; Ren, S.; Sun, J. Deep residual learning for image recognition. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, Seattle, WA, USA, 14–19 June 2020; pp. 770–778.
25. Wang, J. A deep learning approach for atrial fibrillation signals classification based on convolutional and modified Elman neural network. *Future Gener. Comput. Syst.* 2020, 102, 670–679. [CrossRef]
26. Limam, M.; Preciozo, F. Atrial fibrillation detection and ECG classification based on convolutional recurrent neural network. In *Proceedings of the 2017 Computing in Cardiology (CinC)*, Rennes, France, 24–27 September 2017; pp. 1–4.
27. Alsalem, M.; Islam, M.S. POSTER: Atrial Fibrillation Detection Using a Double-Layer Bi-Directional LSTM Neural Networks. In *Proceedings of the 2020 First International Conference of Smart Systems and Emerging Technologies (SMARTTECH)*, Riyadh, Saudi Arabia, 3–5 November 2020; pp. 266–267.
28. Clifford, G.D.; Liu, C.; Moody, B.; Lehman, L.-W.H.; Silva, I.; Li, Q.; Johnson, A.; Mark, R.G. AF classification from a short single lead ECG recording: The PhysioNet/computing in cardiology challenge 2017. In *Proceedings of the 2017 Computing in Cardiology (CinC)*, Rennes, France, 24–27 September 2017; pp. 1–4.
29. Zihlmann, M.; Perekrestenko, D.; Tschannen, M. Convolutional recurrent neural networks for electrocardiogram classification. In *Proceedings of the 2017 Computing in Cardiology (CinC)*, Rennes, France, 24–27 September 2017; pp. 1–4.
30. Warrick, P.; Homsi, M.N. Cardiac arrhythmia detection from ECG combining convolutional and long short-term memory networks. *Expert Syst. Appl.* X 2019, 1, 80–93. [CrossRef]
31. Yao, Z.; Zhu, Z.; Chen, Y. Atrial fibrillation detection by multi-scale convolutional neural networks. In *Proceedings of the 2017 20th International Conference on Information Fusion (Fusion)*, Xi’an, China, 10–13 July 2017; pp. 1–6.
32. Goldberg, A.L.; Amaral, L.A.; Glass, L.; Hausdorff, J.M.; Ivanov, P.C.; Mark, R.G.; Mietus, J.E.; Moody, G.B.; Peng, C.-K.; Stanley, H.E. PhysioBank, PhysioToolkit, and PhysioNet: Components of a new research resource for complex physiologic signals. *Circulation* 2000, 101, e215–e220. [CrossRef]
33. Haddi, Z.; Pons, J.-F.; Delliaux, S.; Ananou, B.; Deharo, J.-C.; Charai, A.; Bouchakour, R.; Ouладsine, M. A robust detection method of short atrial fibrillation episodes. In *Proceedings of the 2017 Computing in Cardiology (CinC)*, Rennes, France, 24–27 September 2017; pp. 1–4.
34. Acharya, U.R.; Oh, S.L.; Hagiwara, Y.; Tan, J.H.; Adam, M.; Gertych, A.; San Tan, R. A deep convolutional neural network model to classify heartbeats. *Comput. Biol. Med.* 2017, 89, 389–396. [CrossRef]
35. Jiang, J.; Zhang, H.; Pi, D.; Dai, C. A novel multi-module neural network system for imbalanced heartbeats classification. *Expert Syst. Appl.* X 2019, 1, 100003. [CrossRef]
36. Zhou, Y.; Hong, S.; Shang, J.; Wu, M.; Wang, Q.; Li, H.; Xie, J. K-margin-based residual-convolution-recurrent neural network for atrial fibrillation detection. *arXiv* 2019, arXiv:1908.06857.
37. Hsieh, C.-H.; Li, Y.-S.; Hwang, B.-J.; Hsiao, C.-H. Detection of Atrial Fibrillation Using 1D Convolutional Neural Networks. *Sensors* 2020, 20, 2136. [CrossRef] [PubMed]
38. Fan, X.; Yao, Q.; Cai, Y.; Miao, F.; Sun, F.; Li, Y. Multiscaled fusion of deep convolutional neural networks for screening atrial fibrillation from single lead short ECG recordings. *IEEE J. Biomed. Health Inform.* 2018, 22, 1744–1753. [CrossRef] [PubMed]
39. Fan, X.; Hu, Z.; Wang, R.; Yin, L.; Li, Y.; Cai, Y. A novel hybrid network of fusing rhythmic and morphological features for atrial fibrillation detection on mobile ECG signals. *Neural Comput. Appl.* 2020, 32, 8101–8113. [CrossRef]
40. Xu, X.; Wei, S.; Ma, C.; Luo, K.; Zhang, L.; Liu, C. Atrial fibrillation beat identification using the combination of modified frequency slice wavelet transform and convolutional neural networks. *J. Healthc. Eng.* 2018, 2018, 2102918. [CrossRef] [PubMed]
41. Prabhakaranarao, E.; Dandapat, S. Multiscale convolutional neural network for detecting paroxysmal atrial fibrillation from single lead ECG signals. In Proceedings of the 2020 IEEE Applied Signal Processing Conference (ASPCON), Kolkata, India, 7–9 October 2020; pp. 339–343.

42. Ping, Y.; Chen, C.; Wu, L.; Wang, Y.; Shu, M. Automatic detection of atrial fibrillation based on CNN-LSTM and shortcut connection. In Healthcare; MDPI: Basel, Switzerland, 2020; p. 139.

43. Faust, O.; Shenfield, A.; Kareem, M.; San, T.R.; Fujita, H.; Acharya, U.R. Automated detection of atrial fibrillation using long short-term memory network with RR interval signals. Comput. Biol. Med. 2018, 102, 327–335. [CrossRef]

44. Chang, Y.-C.; Wu, S.-H.; Tseng, L.-M.; Chao, H.-L.; Ko, C.-H. AF detection by exploiting the spectral and temporal characteristics of ECG signals with the LSTM model. In Proceedings of the 2018 Computing in Cardiology Conference (CinC), Maastricht, The Netherlands, 23–26 September 2018; pp. 1–4.

45. Maknicks, V.; Maknicks, A. Atrial fibrillation classification using qrs complex features and lstm. In Proceedings of the 2017 Computing in Cardiology (CinC), Rennes, France, 4–27 September 2017; pp. 1–4.

46. Schwab, P.; Screba, G.C.; Zhang, J.; Delai, M.; Karlen, W. Beat by beat: Classifying cardiac arrhythmias with recurrent neural networks. In Proceedings of the 2017 Computing in Cardiology Conference (CinC), Rennes, France, 24–27 September 2017; pp. 1–4.

47. Andersen, R.S.; Peimankar, A.; Puthusserypady, S. A deep learning approach for real-time detection of atrial fibrillation. Expert Syst. Appl. 2019, 115, 465–473. [CrossRef]

48. Farhadi, J.; Attarodi, G.; Dabanooh, N.J.; Mohandespoor, M.; Eslamizadeh, M. Classification of atrial fibrillation using stacked auto encoders neural networks. In Proceedings of the 2018 Computing in Cardiology Conference (CinC), Maastricht, The Netherlands, 23–26 September 2018; pp. 1–3.

49. Xiong, Z.; Nash, M.P.; Cheng, E.; Fedorov, V.V.; Stiles, M.K.; Zhao, J. ECG signal classification for the detection of cardiac arrhythmias using a convolutional recurrent neural network. Physiol. Meas. 2018, 39, 094006. [CrossRef]

50. Wang, T.; Qin, Y. A novel multi-scale convolutional network with attention-based bidirectional gated recurrent unit for atrial fibrillation discrimination. Biocybern. Biomed. Eng. 2021, 41, 445–455. [CrossRef]

51. Nair, V.; Hinton, G.E. Rectified linear units improve restricted boltzmann machines. In Proceedings of the 27th International Conference on International Conference on Machine Learning (ICML-10), Haifa, Israel, 21–24 June 2010.

52. Goodfellow, I.; Bengio, Y.; Courville, A. Deep Learning; MIT Press: Cambridge, MA, USA, 2016.

53. Chawla, N.V.; Bowyer, K.W.; Hall, L.O.; Kegelmeyer, W.P. SMOTE: Synthetic minority over-sampling technique. J. Artif. Intell. Res. 2002, 16, 321–357. [CrossRef]

54. Petmezas, G.; Haris, K.; Stefanopoulos, L.; Klintzis, V.; Tzavelis, A.; Rogers, J.A.; Katsaggelos, A.K.; Maglaveras, N. Automated atrial fibrillation detection using a hybrid CNN-LSTM network on imbalanced ECG datasets. Biomed. Signal Process. Control 2021, 63, 102194. [CrossRef]

55. Han, H.; Wang, W.-Y.; Mao, B.-H. Borderline-SMOTE: A new over-sampling method in imbalanced data sets learning. In International Conference on Intelligent Computing; Springer: Berlin/Heidelberg, Germany, 2005; pp. 878–887.

56. He, H.; Bai, Y.; Garcia, E.A.; Li, S. ADASYN: Adaptive synthetic sampling approach for imbalanced learning. In Proceedings of the 2008 IEEE International Joint Conference on Neural Networks (IEEE World Congress on Computational Intelligence), Hong Kong, China, 1–8 June 2008; pp. 1322–1328.

57. Bergstra, J.; Bengio, Y. Random search for hyper-parameter optimization. J. Mach. Learn. Res. 2012, 13, 281–305.

58. Kingma, D.P.; Ba, J. Adam: A method for stochastic optimization. arXiv 2014, arXiv:1412.6980.

59. Sasaki, Y. The Truth of the f-Measure. 2007. Available online: https://www.cs.odu.edu/~mukka/cs795sum09dm/Lecturenotes/Day3/F-measure-YS-26Oct07.pdf (accessed on 26 May 2021).

60. Zeiler, M.D. Adadelta: An adaptive learning rate method. arXiv 2012, arXiv:1212.5701.

61. Lydia, A.; Francis, S. Adagrad—An optimizer for stochastic gradient descent. Int. J. Inf. Comput. Sci 2019, 6, 566–568.

62. Yang, G.; Pennington, J.; Rao, V.; Sohl-Dickstein, J.; Schoenholz, S.S. A mean field theory of batch normalization. arXiv 2019, arXiv:1902.08129.

63. Buda, M.; Maki, A.; Mazurowski, M.A. A systematic study of the class imbalance problem in convolutional neural networks. Neural Netw. 2018, 106, 249–259. [CrossRef]

64. Zhu, J.; Zhang, Y.; Zhao, Q. Atrial fibrillation detection using different duration ECG signals with SE-ResNet. In Proceedings of the 2019 IEEE 21st International Workshop on Multimedia Signal Processing (MMSP), Kuala Lumpur, Malaysia, 27–29 September 2019; pp. 1–5.

65. Ping, Y.; Chen, C.; Wu, L.; Shu, M. Automatic Atrial Fibrillation Detection Based on Deep Learning Model with Shortcut Connection. In Proceedings of the 2020 IEEE 5th Information Technology and Mechatronics Engineering Conference (I2OECE), Chongqing, China, 12–14 June 2020; pp. 1075–1079.

66. Cao, X.-C.; Yao, B.; Chen, B.-Q. Atrial fibrillation detection using an improved multi-Scale decomposition enhanced residual convolutional neural network. IEEE Access 2019, 7, 89152–89161. [CrossRef]

67. Rubin, J.; Parvaneh, S.; Rahman, A.; Conroy, B.; Babaeizadeh, S. Densely connected convolutional networks and signal quality analysis to detect atrial fibrillation using short single-lead ECG recordings. In Proceedings of the 2017 Computing in Cardiology (CINC), Rennes, France, 24–27 September 2017; pp. 1–4.