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Abstract—In this paper, the Cramér Rao bound (CRB) for range estimation between two underwater nodes is calculated under a Gaussian noise assumption on the measurements. The nodes can measure their depths, their mutual time of flight, and they have access to noisy sound speed samples at different depths. The effect of each measurement on the CRB will be analyzed, and it will be shown that for long distances, the effect of the sound speed measurement noise is dominant, and its impact depends on the positions of the nodes, actual sound speed profile, the number of sound speed samples, and the depths at which the sound speed samples are gathered.

I. INTRODUCTION

Range estimation is required mostly for sensor network localization and navigation. In this paper, we present an insight into underwater ranging via the Cramér Rao bound (CRB). The CRB expresses a lower bound on the variance of unbiased estimators of a deterministic parameter. The CRB for range estimation in a terrestrial environment where sensor nodes communicate with each other through radio frequency links has been investigated in [1]. There, time of flight (ToF) measurements are used for range estimation, and it is shown that the corresponding CRB depends on the signal bandwidth, wave propagation speed, and received signal to noise ratio. Apart from range information in the time delay, [2] has reached a more accurate formulation by also extracting range information from the amplitude of the received signal power. Although the results of the above papers give us a valid inception of the range estimation accuracy in free space, they do not justify why practical underwater range estimation (specifically for long distances) suffers from a higher inaccuracy than anticipated by the developed bounds.

Acoustic underwater communications is quite different from its terrestrial counterparts [3]. The propagation speed is not constant and it varies with temperature, salinity and pressure [4]. On the other hand, the underwater sensor nodes have the privilege to measure their depth via a pressure sensor. In [5], it is shown that knowing the depth information and the sound speed profile (SSP), a mutual distance between two nodes can be obtained from a single ToF measurement. Under these conditions, the CRB for range estimation has been derived for a multiple-isogradient sound speed profile in [5], and for a more general sound speed profile in [6]. However, in practice, the SSP has to be measured. Consequently, a noisy sound speed measurement will indirectly affect the accuracy of range estimation.

In general, the SSP can be represented as a linear combination of \(N\) basis functions obtained from empirical data as

\[
c(z) = \bar{c}(z) + \sum_{n=1}^{N} a_n f_n(z),
\]

where \(z\) represents depth, \(\bar{c}(z)\) is the nominal sound speed profile which is known a priori (obtained from historical data), and \(f_n(z)\) for \(n = 1, 2, \ldots, N\) denotes the basis functions. In order to measure the sound speed at a certain depth, a CTD (conductivity, temperature, and depth) sensor is used. Gathering all the noisy sound speed measurements at \(M\) different depths leads to

\[
\hat{c} = \hat{c} + F \mathbf{a} + \mathbf{v},
\]

where \(\hat{c} = [\hat{c}(z_1), \hat{c}(z_2), \ldots, \hat{c}(z_M)]^T\) is a vector of noisy sound speed samples at different depths, \(\hat{c} = [\bar{c}(z_1), \bar{c}(z_2), \ldots, \bar{c}(z_M)]^T\), \(\mathbf{a} = [a_1, a_2, \ldots, a_N]^T\), \(F\) is an \(M \times N\) matrix with \(n\)-th column \(f_n = [f_n(z_1), f_n(z_2), \ldots, f_n(z_M)]^T\), \(\forall n = 1, 2, \ldots, N\), and \(\mathbf{v}\) is the zero-mean Gaussian distributed measurement noise with covariance \(\mathbf{R}_v = \sigma_v^2 \mathbf{I}_{M \times M}\).

II. RAY TRACING

The relation between the ToF and the node positions can be extracted from a set of differential equations characterized by Snell’s law:

\[
\frac{\cos \theta_s}{c(z_s)} = \frac{\cos \theta_d}{c(z_d)} = \frac{\cos \theta}{c(z)} = k_0, \quad \theta \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right),
\]

where \(k_0\) is constant for a given ray, \(\theta_s\) and \(\theta_d\) are the ray angle at the source and the destination, respectively, \(\theta\) is the ray angle at any point between the source and the destination, and \(z_s\) and \(z_d\) are the depths of the source and destination, respectively, as shown in Fig. 1. The basic relationship between the ToF \(t\), horizontal distance \(h\), and depth \(z\) can be represented by

\[
\frac{\partial h}{\sin \theta} = \frac{\partial t}{c(z)}.
\]
which will be used in calculating the ToF and horizontal distance between two points.

Although in an underwater medium with a general SSP, a ray between two points can have different patterns [5], here we assume that the ray crosses any depth between the two points only once. Using this assumption, the ToF and the horizontal distance can be formulated as (see (5) and (4))

\[
t = \int_{z_s}^{z_d} \frac{1}{c(z) \sqrt{1 - [k_0c(z)]^2}} dz,
\]
\[
h = \int_{z_s}^{z_d} \frac{k_0c(z)}{\sqrt{1 - [k_0c(z)]^2}} dz.
\]

With the knowledge of the ToF, the SSP, and the depths, one can calculate \( k_0 \) from [5], and use that in [4] to find the horizontal distance and eventually the range \( D \) between the two points. Unfortunately, the measurements are always noisy and that makes the estimation inaccurate. In the next section, we investigate the lowest achievable bound by any unbiased range estimator.

### III. CRAMÉR RAO LOWER BOUND

As explained before, the measurements are the ToF \( t \), the depth of the source \( z_s \), the depth of the destination \( z_d \), and the samples of the sound speed at different depths \( c \), each contaminated by respective Gaussian-distributed noise with zero mean and variance \( \sigma_1^2, \sigma_2^2, \sigma_3^2 \), and covariance \( \sigma^2 \text{I}_{M \times M} \), respectively. Stacking all the measurements in a vector we have

\[
f^T = [t, z_s, z_d, \hat{c}^T]_{1 \times (M+3)},
\]

where the noise \( w \) whose elements are assumed to be independent of each other, and therefore

\[
R_w = E[ww^T] = \text{diag}([\sigma_1^2, \sigma_2^2, \sigma_3^2, \sigma^2 \text{I}_{1 \times M}]).
\]

The estimated parameters are stated in

\[
x^T = [k_0, z_s, z_d, \hat{c}^T]_{1 \times (N+3)}.
\]

Later, with a change of variables, the CRB for the horizontal distance and the mutual distance can be obtained.

For Gaussian distributed noise, the elements of the Fisher information matrix (FIM) can be obtained as [8]

\[
[I_\beta]_{i,j} = \frac{\partial f^T}{\partial \beta_i} R_w^{-1} \frac{\partial f}{\partial \beta_j} + \frac{1}{2} \text{tr} \left[ R_w^{-1} \frac{\partial R_w}{\partial \beta_i} R_w^{-1} \frac{\partial R_w}{\partial \beta_j} \right].
\]

Among the list of measurements, the variance of the ToF is distance dependent [9], and hence the second term of (7) is not zero for \([I_\beta]_{1,1}\). However, it can be ignored for high values of the SNR. The diagonal elements of the inverse of the Fisher information matrix give us the lowest bound on the variance of any unbiased estimator for \( \beta \). The elements of the inverse FIM (which is symmetric) can be calculated as (see Appendix A)

\[
[I_\beta^{-1}]_{1,1} = \sigma_1^2 \left( \frac{\partial t}{\partial k_0} \right)^2 + \sigma_2^2 \left( \frac{\partial t}{\partial z_s} \right)^2 + \sigma_3^2 \left( \frac{\partial t}{\partial z_d} \right)^2,
\]

\[
[I_\beta^{-1}]_{1,2} = -\sigma_2^2 \frac{\partial t}{\partial z_s} \frac{\partial z_d}{\partial k_0},
\]

\[
[I_\beta^{-1}]_{1,3} = -\sigma_3^2 \frac{\partial t}{\partial z_d} \frac{\partial k_0}{\partial k_0},
\]

\[
[I_\beta^{-1}]_{1,4:N+3} = -\sigma_2^2 \frac{1}{\partial k_0} \frac{\partial t}{\partial \alpha} (F^T F)^{-1} \frac{\partial t}{\partial \alpha},
\]

\[
[I_\beta^{-1}]_{2,2} = \sigma_2^2,
\]

\[
[I_\beta^{-1}]_{3,3} = \sigma_3^2,
\]

\[
[I_\beta^{-1}]_{24:N+3,3} = 0,
\]

\[
[I_\beta^{-1}]_{4:N+3,4:N+3} = \sigma_c^2 (F^T F)^{-1},
\]

where

\[
\frac{\partial t}{\partial k_0} = \int_{z_s}^{z_d} \frac{k_0 c(z)}{(1 - [k_0c(z)]^2)^2} dz,
\]

\[
\frac{\partial t}{\partial z_s} = -\frac{1}{c(z) \sqrt{1 - [k_0c(z)]^2}},
\]

\[
\frac{\partial t}{\partial z_d} = \frac{1}{c(z) \sqrt{1 - [k_0c(z)]^2}},
\]

and \( \frac{\partial t}{\partial \alpha} \) is a \( 1 \times N \) vector \( [\frac{\partial t}{\partial \alpha_1}, \frac{\partial t}{\partial \alpha_2}, ..., \frac{\partial t}{\partial \alpha_N}] \) including the derivatives of the ToF to the coefficients of the basis functions in (1) and can be obtained as

\[
\frac{\partial t}{\partial \alpha_n} = \int_{z_s}^{z_d} \frac{2[k_0c(z)]^2 - 1}{c(z)^2(1 - [k_0c(z)]^2)^2} f_n(z) dz.
\]

In 3D underwater localization [10], it is shown that knowing the depths of the sensor nodes, only the horizontal distance between each pair of nodes can be used for self-localization. Here, our parameters of interest are \( y^T = [h, z_s, z_d, t^T] \) whose CRB is given by a transform of (8) as

\[
[I_y^{-1}] = H^T I_\beta^{-1} H,
\]

where \( H \) is the Jacobian matrix of \( y \) with respect to \( x \) and
can be formulated as

$$H = \begin{bmatrix} \frac{\partial h}{\partial z_d} & \frac{\partial h}{\partial z_a} & \frac{\partial h}{\partial \alpha} & \frac{\partial h}{\partial \theta} \end{bmatrix}^T,$$

(10)

where

$$\frac{\partial h}{\partial z_d} = k_0 c(z_d) \frac{\partial t}{\partial z_d},$$

$$\frac{\partial h}{\partial h} = \int_{z_1}^{z_2} (1 - |k_0 c(z)|^2)^2 f_n(z) dz,$$

$$\frac{\partial h}{\partial \alpha} = k_0 c(z) \frac{\partial h}{\partial \alpha},$$

$$\frac{\partial h}{\partial \theta} = 1,$$

$$\frac{\partial h}{\partial \theta} = 0,$$

(11)

and I is the identity matrix. Using (10) in (9), and computing $[I^{-1}_{y}]_{11}$ as the CRB of $h$ results in

$$\text{CRB}_h = \sigma^2 \frac{\| \partial h / \partial a \|}{k_0},$$

$$\sigma^2 \frac{\| \partial h / \partial a \|}{k_0} = \sigma^2 \frac{\| \partial h / \partial a \|}{k_0} \frac{\| \partial h / \partial a \|}{k_0} \parallel F \parallel^{-1},$$

(12)

where $\| x \|_A = x^T A x$, and $\partial h / \partial a - 1/k_0 \partial h / \partial a$ can be viewed as the inner product of $g(z)$ and the basis functions for $z \in [z_s, z_d]$. Where

$$g(z) = \frac{1}{k_0 c(z) \sqrt{1 - |k_0 c(z)|^2}}$$

(13)

Assume that we have sampled the sound-speed profile linearly for $z \in [z_s, z_d]$. It can then be shown that for a large number of samples ($M \rightarrow \infty$) we have

$$\left\| \frac{\partial h}{\partial a} - \frac{1}{k_0} \frac{\partial h}{\partial a} \right\|_{(F^T F)^{-1}} \approx (\Delta z g^T F) (F^T F)^{-1} (F^T g \Delta z)$$

(14)

where $\Delta z = \frac{z_d - z_s}{M}$, and $g$ is a $M \times 1$ vector whose elements are the samples of $g(z)$ at different depths. Since $F (F^T F)^{-1} F^T$ can be seen as the projection matrix on the columns of $F$, (14) can be represented by

$$\left\| \frac{\partial h}{\partial a} - \frac{1}{k_0} \frac{\partial h}{\partial a} \right\|_{(F^T F)^{-1}} \approx \frac{z_d - z_s}{M} \int_{z_s}^{z_d} \hat{g}(z) dz,$$

(15)

where $\hat{g}(z)$ is the projection of $g(z)$ on the space which is spanned by the sound-speed basis functions which are defined in the range $[z_s, z_d]$. Since the energy of the signal is always greater than or equal to the energy of its projection, the right hand side of (15) can be approximately upper-bounded by $\frac{z_d - z_s}{M} E_y$, where $E_y$ is the energy of $g(z)$ within the range $[z_s, z_d]$. Note that as $M$ increases the effect of a noisy sound speed measurement on the CRB in (12) decreases.

The CRB of the range (denoted by $D$) estimation as a function of $h$, $z_s$, and $z_d$, i.e., $D = \sqrt{h^2 + (z_s - z_d)^2}$, can now be formulated as

$$\text{CRB}_D = \mathbf{s}^T [I^{-1}_{y}]_{1:3,1:3} \mathbf{s},$$

(16)

where $\mathbf{s} = \partial D / \partial (h, z_s, z_d) = [\cos \theta_0, -\sin \theta_0, \sin \theta_0]^T$, and $\theta_0$ is the angle between the straight line from the source to the destination and the horizontal axis. The CRB of $D$ can be simplified as

$$\text{CRB}_D = \sigma^2 c(z_s)^2 \left( \frac{\cos \theta_0}{\cos \theta_d} \right)^2 + \sigma^2 \left( \frac{\sin \theta_0 - \theta_d}{\cos \theta_d} \right)^2 + \sigma^2 \left( \frac{\cos \theta_0}{\cos \theta_d} \right)^2 \left\| \frac{\partial h}{\partial a} - \frac{1}{k_0} \frac{\partial h}{\partial a} \right\|_{(F^T F)^{-1}},$$

(17)

where the first two terms (related to a noisy ToF and depth measurement at the destination) are similar to what is extracted in (6). Regarding the noisy sound speed samples, it can be observed that five factors affect the CRB: the measurement noise power, how the ray propagates (the actual sound speed profile), the number of samples $M$, the depth at which the samples are taken, and the inner product of $g(z)$ with the truncated form of the basis functions.

The effects of noisy depth and ToF measurements on the range estimation have been analyzed before in (6) and (5) for a known SSP. In the numerical section, we focus more on the effect of noisy sound speed samples.

### IV. Numerical Results

In this section, we evaluate the CRB of the range estimation for a given set up. A 2D environment with length $D_h = 10$Km and depth $D_z = 2$Km is considered. The nominal sound speed is set to $c(z) = 1500$m/s, and it is assumed that the SSP is composed of three basis functions as depicted in Fig. 2. The depth of the source node is set to $z_s = 0$, and the coordinate of the destination point $[h, z_d]$ varies over the area where the path trajectory crosses any depth only once. In addition, there are $M = 10$ sound speed samples obtained at depth $z_m = m D_z$ for $m = \{1, 2, ..., M\}$. The variance of the measurements are $\sigma_i^2 = 10^{-8}$, $\sigma_2^2 = 1$, and $\sigma_3^2 = 1$.

Fig. 3 illustrates the effect of each phenomenon on the CRB of $D$ in part a, b, and c for a normalized noise power, and the overall CRB for $D$ in part d. The white rejoins in these
figures indicate that the initial assumption of path trajectory does not hold. It can be observed that for long distances a noisy ToF measurement deteriorates the performance similarly for any position of the destination point, and for a small ToF measurement noise power, its effect is trivial. Furthermore, the depth measurement error is not influential on the CRB for actual values of the noise power (e.g., $\sigma_z^2 = 1$). In contrast, the effect of a noisy SSP is dominant here, and it is more dominant when the vertical distance between the source and the destination is lower than the horizontal distance.

V. CONCLUSIONS

The CRB of range estimation in an underwater sensor network has been derived under a depth-dependent sound-speed profile wherein noisy time of flight, depth, and sound speed measurements are available. The effect of each measurement noise on the CRB of range estimation has been evaluated analytically. For long distances, the noise power of the depth measurements does not play a significant role in the CRB, while those of the ToF and the sound speed samples are dominant. Over long distances, even with perfect ToF measurements, the range estimation cannot be perfect. We have shown that for a few sound speed samples at different depths, several factors play a vital role in the CRB such as the basis functions that the sound speed profile (SSP) is composed of, the actual SSP, the number of sound speed samples, and the positions of the source and the destination.

![Fig. 3: CRB of range estimation, a) effect of noisy ToF measurement, b) effect of noisy depth measurement, c) effect of noisy sound speed sample, d) the overall CRB of range estimation.](image)

VI. APPENDIX

The Fisher information matrix can be represented as

$$\mathbf{I}_x = \begin{bmatrix} \mathbf{A} & \mathbf{B} \\ \mathbf{B}^T & \mathbf{D} \end{bmatrix}$$  \hspace{1cm} (18)

where

$$\mathbf{A} = \frac{1}{\sigma_t^2} \begin{bmatrix} \frac{\partial \varphi}{\partial \varphi_0} \\ \frac{\partial \varphi}{\partial \varphi_1} \end{bmatrix} \begin{bmatrix} \frac{\partial \varphi}{\partial \varphi_0} & \frac{\partial \varphi}{\partial \varphi_1} & \frac{\partial \varphi}{\partial \varphi_2} \end{bmatrix} + \frac{1}{\sigma_z^2} \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix},$$

$$\mathbf{B} = \frac{1}{\sigma_t^2} \begin{bmatrix} \frac{\partial \varphi}{\partial \varphi_0} \\ \frac{\partial \varphi}{\partial \varphi_1} \\ \frac{\partial \varphi}{\partial \varphi_2} \end{bmatrix} \frac{\partial \varphi}{\partial \varphi},$$

$$\mathbf{D} = \frac{1}{\sigma_t^2} \begin{bmatrix} \frac{\partial \varphi}{\partial \varphi_0} \\ \frac{\partial \varphi}{\partial \varphi_1} \\ \frac{\partial \varphi}{\partial \varphi_2} \end{bmatrix} \frac{\partial \varphi}{\partial \varphi} + \frac{1}{\sigma_z^2} \mathbf{F}^T \mathbf{F},$$

(19)

and $\mathbf{A}$ is a $3 \times 3$ symmetric positive definite, $\mathbf{B}$ is a $3 \times N$, and $\mathbf{D}$ is a $N \times N$ matrices. Using the general formula of matrix inversion in block form, the inverse FIM in (18) can be obtained as

$$\mathbf{I}_x^{-1} = \begin{bmatrix} (\mathbf{A} - \mathbf{BD}^{-1} \mathbf{B}^T)^{-1} & -\mathbf{A}^{-1} \mathbf{B} (\mathbf{D} - \mathbf{B}^T \mathbf{A}^{-1} \mathbf{B})^{-1} \\ -(\mathbf{D} - \mathbf{B}^T \mathbf{A}^{-1} \mathbf{B})^{-1} \mathbf{B}^T \mathbf{A}^{-1} & (\mathbf{D} - \mathbf{B}^T \mathbf{A}^{-1} \mathbf{B})^{-1} \end{bmatrix}.$$  \hspace{1cm} (20)

The first block of (20) can be further expanded according to the Woodbury identity as (11)

$$(\mathbf{A} - \mathbf{BD}^{-1} \mathbf{B}^T)^{-1} = \mathbf{A}^{-1} + \mathbf{A}^{-1} \mathbf{B} (\mathbf{D} - \mathbf{B}^T \mathbf{A}^{-1} \mathbf{B})^{-1} \mathbf{B}^T \mathbf{A}^{-1},$$  \hspace{1cm} (21)

where the elements of the $\mathbf{A}^{-1}$ are

$$[\mathbf{A}^{-1}]_{11} = \frac{\sigma_t^2}{(\partial \varphi/\partial \varphi_0)^2} + \sigma_z^2 (\partial \varphi/\partial \varphi_2)^2 + \sigma_z^2 (\partial \varphi/\partial \varphi_1)^2,$$

$$[\mathbf{A}^{-1}]_{12} = -\sigma_z^2 \frac{\partial \varphi}{\partial \varphi_1},$$

$$[\mathbf{A}^{-1}]_{13} = -\sigma_z^2 \frac{\partial \varphi}{\partial \varphi_2},$$

$$[\mathbf{A}^{-1}]_{23} = 0, \quad [\mathbf{A}^{-1}]_{22} = \sigma_z^2.$$  \hspace{1cm} (22)

Using (22) in $\mathbf{A}^{-1} \mathbf{B}$ leads to

$$\mathbf{A}^{-1} \mathbf{B} = \begin{bmatrix} \frac{\partial \varphi}{\partial \varphi_0} \\ 0 \\ 0 \end{bmatrix} \frac{\partial \varphi}{\partial \varphi},$$

$$\mathbf{B}^T \mathbf{A}^{-1} = \frac{1}{\sigma_t^2} \begin{bmatrix} \partial \varphi/\partial \varphi_0 \\ \partial \varphi/\partial \varphi_1 \\ \partial \varphi/\partial \varphi_2 \end{bmatrix} \mathbf{F},$$

(23)

therefore the second term of (21) is

$$\mathbf{A}^{-1} \mathbf{B} (\mathbf{D} - \mathbf{B}^T \mathbf{A}^{-1} \mathbf{B})^{-1} \mathbf{B}^T \mathbf{A}^{-1} =$$

$$\frac{1}{(\partial \varphi/\partial \varphi_0)^2} \begin{bmatrix} 0 & \frac{\partial \varphi}{\partial \varphi_0} \\ 0 & \frac{\partial \varphi}{\partial \varphi_1} \\ 0 & \frac{\partial \varphi}{\partial \varphi_2} \end{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{bmatrix},$$  \hspace{1cm} (24)

which means that the second term of (21) only affects the lower bound of the variance of the $k_0$ estimator. Using a similar approach for the other matrix blocks in (20) we obtain (5).
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