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Abstract

The focus of the project will be an examination of obtaining the highest score in the Axelrod Tournament. The initial design of the highest score in the Axelrod Tournament consisted of looking at the Cooperation rates of the top strategies currently in the Axelrod Library.

After creating an initial Finite State Machine strategy that utilized the Cooperation Rates of the top players; our ten-state FSM finished within the top 35 players out of 220 in the short run time strategies in the Axelrod Library. After a quick evolutionary algorithm, 50 generations, our original ten-state FSM was changed into an eight-state FSM, which finished within the top 5 of the short run time strategies in the Axelrod Library.

This eight-state FSM was then evolved again using a full evolutionary algorithm process, which lasted 500 generations, where the eight-state FSM evolved into a another eight-state FSM which finishes first in the Axelrod Library among the short run time strategies and the full Axelrod Tournament. From that final FSM, two of the eight states are inaccessible, so the final FSM strategy is a six-state FSM that finishes first in the Full Axelrod Tournament, against the short run time strategies as well as the long run time strategies.

1 Introduction

The objective of this project was to obtain the highest score in the Axelrod Tournament. There have been a number of strategies created from various disciplines to compete to obtain the highest score. Throughout the last several decades, there have been numerous strategies developed in order to compete in the tournament, as well as different strategy types [1]. This paper will demonstrate how our team was able to achieve the highest score in the Axelrod Tournament.

We have developed a Finite State Machine strategy that has six states that has the highest score in the Axelrod Tournament. Our six-state strategy was developed from a ten-state strategy that was written out by hand, SecondPrac, that ten-state strategy was then evolved using the evolutionary algorithm into an eight-state Finite State Machine, FourthPrac. This eight-state FSM finished in the top 5 of the short run time strategies
before another evolutionary process that led it to the top score. The final eight-state Finite State Machine that was produced had two inaccessible states, so the final strategy was a six-state FSM called *EvolvedFSM6*.

## 2 Axelrod Tournament

The Axelrod Tournament has over 220 strategies ranging from Finite State Machines, to Artificial Neural Networks, to LookerUp Tables, as well as other strategies designed to play the Prisoner’s Dilemma [1]. The top scores in the Axelrod Tournament are evolved versions of the LookerUp Table, the Evolved Neural Network, as well as an Evolved 16-state Finite State Machine. Each one of those strategies has been evolved, or trained to be able to maximize its score. There are other strategies that make up the rest of the field, to be able to compare how different strategies fair against one another. Many of the strategies that are in the library are deterministic, they follow a set of pre-determined guidelines to determine which moves will be played in a given situation. All of the strategies that are currently in the Axelrod Library can be found at the Axelrod Library’s Github page [2].

When initially running the Axelrod Tournament with all of the short run time strategies in the Library, *EvolvedLookerUp2_2_2* finishes first, followed by *Evolved FSM 16*, and *Evolved HMM 5*. Each of these strategies have been evolved and their scores can be seen in Table 1. The top strategies are all different forms of evolved strategies in the Axelrod Tournament.

| Rank | Name                          | Median Score |
|------|-------------------------------|--------------|
| 0    | EvolvedLookerUp2_2_2          | 2.875921659  |
| 1    | Evolved FSM 16                | 2.865806452  |
| 2    | Evolved HMM 5                 | 2.865748848  |
| 3    | Evolved ANN 5                 | 2.855276498  |
| 4    | Evolved ANN                   | 2.849608295  |
| 5    | PSO Gambler 2_2_2             | 2.838951613  |
| 6    | Evolved FSM 16 Noise 05       | 2.838559908  |
| 7    | PSO Gambler 1_1_1             | 2.825023041  |
| 8    | PSO Gambler Mem1              | 2.822327189  |
| 9    | Evolved FSM 4                 | 2.821705069  |
| 10   | Omega TFT: 3; 8               | 2.814285714  |
| 11   | Original Gradual              | 2.794331797  |
| 12   | Gradual                      | 2.785529954  |
| 13   | PSO Gambler 2_2_2 Noise 05    | 2.776578341  |
| 14   | Winner12                      | 2.772442396  |
3 Idea

The main idea was to create a Finite State Machine to obtain the highest score. The reason to create a Finite State Machine was to have control over what move to make in a given situation. There was an initial attempt about having a LookerUp Table, which would give more control, to be able to pick which move to play. But with a LookerUp Table, there would need to be a lot of different combinations in order to obtain all possibilities. Also, since a Finite State Machine can be looked at as a type of LookerUp Table, and is a lot easier to code; a Finite State Machine strategy was chosen.

The most important aspects of the Finite State Machine we wanted to include were Memory One moves as well as Cooperation Rates. Memory One moves [4] are some of the best indicators of which move to play in the Prisoner’s Dilemma. By taking into account the Memory One Strategies, \([C, C]\), \([C, D]\), \([D, C]\), \([D, D]\), a player can control what score their opponent can achieve. We used these 4 moves as a baseline for the Finite State Machine we wanted to create.

After settling on the Four Memory One moves, the next important step was to look at Cooperation Rates from those moves. The Cooperation Rates for top players in the Tournament were similar to each other, so we simply decided to use that. According to [3], the top 80 players will always Cooperate with each other. There needed to be a way to ensure that our strategy would Always Cooperate with the other top strategies so we looked at the Cooperation Rates of those top 80 players that are currently in the Axelrod Library. This led to our initial design and subsequent strategies.

4 Design

4.1 First Attempt

The first attempt at making a Finite State Machine was to make one with a 100% Cooperation Rate after a \([C, C]\) move and a 50% Cooperation Rate for the other three moves, \([C, D]\), \([D, C]\), and \([D, D]\). The initial thought process for this strategy was to always Cooperate after a \([C, C]\) move, which led to a type of loop from State 1 to State 2 back to State 1. Then from the other states, there was always an attempt to alternate between Cooperating and Defecting after \([C, D]\), \([D, C]\), and \([D, D]\) moves. The reason to create an FSM with these specified Cooperation Rates was to get a sense of how the Cooperation Rates based on the Memory One Moves can affect a strategy’s score in the Axelrod Tournament.

This led to an eight-state FSM called FirstPrac. Figure 1 shows a modified Finite State Diagram for the first attempt in the Axelrod Tournament. The eight states were created in order to try to maintain 50% Cooperation rates after the other Memory One Moves. If there was a Cooperation after \([C, D]\), the next time there was a \([C, D]\), there would be a Defect move played. This led to the eight state FSM.

Figure 1 is my modified Finite State Machine diagram to write out the different states. Writing the diagram in this formed help me visualize what moves to play and how each
Figure 1: FirstPrac Intro Diagram
state and move were connected to one another. The first move was to initially Cooperate and move to State 1. Then from State 1, if the opponent Cooperated, the player would Cooperate and move to State 2. From State 1, if the opponent Defected, the player would Cooperate and move to State 3. The rest of the diagram follows this system.

When running the FirstPrac strategy against the short run time strategies, it finished in 107th place and had Cooperation Rates of 100%, 73.6%, 100%, and 0%. This looks like that the strategy stayed in the same few states and was never in a scenario where it would Cooperate after a $[D, D]$ move. Figure 2 is another FSM diagram for FirstPrac, this diagram is a more common diagram. It is a diagram that is used to describe the Finite State Machines in [3].
4.2 Second Attempt

The second attempt to create an FSM strategy used the Cooperation Rates from the top 80 players. According to [3], the top players always Cooperate with each other, so this new strategy had to be able to Cooperate with the other top players. The way to make sure our strategy always Cooperated with the top players was to take the average Cooperation Rates from the top 80 players. After running an Axelrod Tournament, a csv file with the Cooperation Rates after $[C, C]$, $[C, D]$, $[D, C]$, and $[D, D]$ moves are given. We used this information as a baseline for what we wanted our Cooperation Rates to look like. The Cooperation Rates we obtained from the Top 80 players, were 97.5% after a $[C, C]$ move, 40.3% after a $[C, D]$ move, 49.3% after a $[D, C]$ move, and 17.6% after a $[D, D]$ move. With this information, we rounded those percentages so we looked to create an FSM, with Cooperation Rates of 100%, 40%, 50%, and 20%. This led to the creation of the second strategy, a ten-state FSM, called SecondPrac. Since there were more complex percentages in SecondPrac than there was in FirstPrac, there needed to be more states in order to try to maintain the Cooperation Rates from the top 80 players.

| Rank | Name                               | Median Score   |
|------|------------------------------------|----------------|
| 100  | Soft Go By Majority                | 2.582614679    |
| 101  | Punisher                           | 2.581892202    |
| 102  | Win-Stay Lose-Shift: C             | 2.579633028    |
| 103  | Nice Average Copier                | 2.579174312    |
| 104  | Hard Tit For 2 Tats                | 2.572889908    |
| 105  | FirstPrac                          | 2.568555046    |
| 106  | Tit For 2 Tats                     | 2.565986239    |
| 107  | N Tit(s) For M Tat(s): 3; 2        | 2.565940367    |
| 108  | Hard Tit For Tat                   | 2.564220183    |
| 109  | Tricky Level Punisher              | 2.560424312    |
| 110  | Thumper                            | 2.556020642    |
| 111  | Inverse                            | 2.544736239    |
| 112  | Two Tits For Tat                   | 2.543681193    |
| 113  | Eventual Cycle Hunter              | 2.523727064    |
| 114  | Second by Tranquilizer             | 2.513474771    |

Another important idea from [3] was that the top strategies always Cooperate during the first move. Since the top strategies always Cooperate during the first move, there must be a loop where they always Cooperate with the player that Cooperates with them. So the new strategy would Cooperate first, if the opponent Cooperated, the FSM would move to a second state State 2, and Cooperate. If the opponent cooperated again, the FSM would
Figure 3: SecondPrac Intro Diagram
go back to the first state and Cooperate so there was a loop, where both players would
Cooperate until there was a Defect. The idea was so that if there was a top player involved,
those strategies would always Cooperate with each other, receiving a score of 3 all the time.
Figure 3 shows my initial attempt at a Finite State Machine Diagram that followed the
percentages from the top 80 players.

If the opponent initially Defected, the FSM would then go to state 3 and also Defect. So
after a \([C, D]\) move, there was one instance of Cooperating and one instance of Defecting.

That was important, to keep the number of Cooperates and Defects in order to try to
maintain the correct percentages. From State 3, if the opponent Cooperated, there would be
a \([D, C]\) move, which opened up a new state, state 4 where the FSM would Cooperate. This
was an attempt to get the Cooperation rate after \([D, C]\) to be 50%. And if the opponent
Defected on state 3, the FSM would move to a new state, State 5 and Defect. The majority
of the time the FSM would Defect after a \([D, D]\) move because the percentage of the top
scores Defecting was 20%.

From State 4, if the opponent Cooperated, the FSM would move to State 5 and Cooper-
ate. And from state 5 if the opponent Cooperated, the FSM would go back to state 2 in
order to start a new loop of Cooperation. If the opponent Defected in State 4, the FSM
would move to a new state 6, where the next move was to Defect.

State 6 is a state that the FSM had continued to Defect after \([D, D]\) moves in order to
maintain a 20% Cooperation rate. This would continue into State 7 and if the opponent
Defected in State 7, the FSM would move to a new state, State 8, and also Defect. Once
in State 8, after Defecting four times after a \([D, D]\) move, the FSM would Cooperate to get
the 20% Cooperation rate. After finally Cooperating after a \([D, D]\), the FSM would move
to State 5. Also, from State 6, State 7, and State 8, if the opponent Cooperated instead of
Defecting, the FSM would move to State 5 and would alternate between Cooperating and
Defecting.

From state 5, if the opponent Defected, this would create a \([C, D]\) move where the FSM
would move to a new state, State 9 and would Cooperate. The new state was created to try
to maintain the percentages from the Top players. In state 9, if the opponent Cooperated,
that resulted in a \([C, C]\), in which the FSM would always Cooperated, and the FSM would
move back to State 2, to go back into the Cooperation loop. And if the opponent Defected,
this would create a \([C, D]\) move and to maintain the percentages, the FSM would move to
state 10 and would Cooperate. From state 10, if the opponent Cooperated, this would create
a \([C, C]\) move so the FSM will Cooperate, and will go back to State 2. And if the opponent
Defected in State 10, the FSM will move back to State 4 and Defect.

In total, there were 20 total moves scenarios. There were 5 instances of \([C, C]\), where
every time the FSM Cooperated. There were 5 instances of \([C, D]\), where the FSM would
Cooperate \(\frac{2}{5}\) times and Defect \(\frac{3}{5}\) times. There were 5 instances of \([D, C]\), where the FSM
would Cooperate \(\frac{2}{5}\) times and Defect \(\frac{3}{5}\) times. And there were 5 instances of \([D, D]\), where
the FSM would Defect \(\frac{4}{5}\) times and Cooperate \(\frac{1}{5}\) times.

This strategy finished 35th in the short run time strategies in the Axelrod Library. It had
Cooperation rates of 100% after \([C, C]\), 40% after a \([C, D]\), 83.7% after \([D, C]\), and a 46%
after $[D, D]$. So it was getting closer to our desired Cooperation Rates. Figure 4 shows the 
Finite State Machine Diagram that corresponded to the SecondPrac strategy.

Table 3: SecondPrac Scores

| Rank | Name                                      | Median Score |
|------|-------------------------------------------|--------------|
| 31   | NMWE Memory One: 36 players               | 2.71212156   |
| 32   | Michaelos: (D; )                          | 2.710332569  |
| 33   | Evolved ANN 5 Noise 05                    | 2.709713303  |
| 34   | Second by Weiner                          | 2.705149083  |
| 35   | SecondPrac                                | 2.701834862  |
| 36   | EvolvedLookerUp1_1_1                      | 2.699610092  |
| 37   | ZD-GTFT-2: 0.25; 0.5                      | 2.691892202  |
| 38   | GTFT: 0.33                                | 2.684059633  |
| 39   | Second by Tideman and Chieruzzi           | 2.683692661  |
| 40   | Level Punisher                            | 2.681697248  |
| 41   | Soft Joss: 0.9                            | 2.680791284  |
| 42   | First by Stein and Rapoport: 0.05: (D; D)| 2.67809633   |
| 43   | Second by Grofman                          | 2.676238532  |
| 44   | Second by RichardHufford                  | 2.675389908  |
| 45   | Second by WmAdams                         | 2.674655963  |

4.3 Other Attempts

4.3.1 SecondPrac Variants

After seeing the success of this strategy, SecondPrac2 and SecondPrac3 were created after 
modifying a couple of moves from SecondPrac. There was not much success with them. For 
SecondPrac2, a move in State 9 was changed. Initially, if the opponent Defected from state 5, 
the FSM would move to State 9 and Cooperate; it was changed to a Defect. This change 
altered the percentages as well as where SecondPrac2 scored. SecondPrac2 finished 57th and 
had Cooperate Rates of 100% after $[C, C]$, 0% after $[C, D]$, 88.3% after $[D, C]$, and 37.5% 
after a $[D, D]$.

After modifying SecondPrac2 by switching a move in State 5. There was another mod-
ification, initially, if the opponent Cooperated in State 4, the FSM would move to State 5 
and would Cooperate. After the change, the FSM would go to state 5, and would Defect. 
These two changes combined had a worse effect on the score. SecondPrac3 would finish 96th 
and had Cooperation Rates of 98.4% after a $[C, C]$, 0% after a $[C, D]$, 57.0% after a $[D, C]$, 
and 36.6% after a $[D, D]$. 
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Figure 4: SecondPrac Diagram
4.4 ThirdPrac

After failing to modify the SecondPrac strategy that finished 34th successfully, a new strategy, ThirdPrac was created. ThirdPrac was created to try to maintain the same percentages from the top 80 strategies, but the states were completely altered. This resulted in an 8-state FSM. This FSM finished 58th and had Cooperation Rates of 100% after a [C, C] move, 44.1% after a [C, D] move, 91.9% after a [D, C] move, and 0% after a [D, D] move. It was at this point, to go back to SecondPrac and evolve it.

4.5 FourthPrac

Initially when trying to evolve SecondPrac using 500 generations, which is the default setting for the Axelrod Tournament, there would be an error that would occur around 40-60 generations on my computer. So I decided to evolve it using 50 generations, with a population size of 40, .1 mutation rate, a bottleneck of 10, 1 process, 10 repetitions, 20 turns, 0 noise, 4 Moran processes, and 10 states. This evolution worked and the FourthPrac strategy was created. This was a 10-ten state FSM that finished in the top 5 of the Axelrod Library in the Short Run Time tournament. It had the following Cooperation Rates, 92.5% after a [C, C] move, 26.3% after a [C, D] move, 22.3% after a [D, C] move, and 37.1% after a [D, D] move.

| Rank | Name                                | Median Score |
|------|-------------------------------------|--------------|
| 0    | EvolvedLookerUp2_2_2                | 2.877465596  |
| 1    | Evolved HMM 5                       | 2.859690367  |
| 2    | Evolved FSM 16                      | 2.857866972  |
| 3    | FourthPrac                          | 2.854931193  |
| 4    | Evolved ANN                         | 2.852018349  |
| 5    | Evolved ANN                         | 2.843612385  |
| 6    | Evolved FSM 16 Noise 05             | 2.841892202  |
| 7    | Evolved FSM 4                       | 2.839036697  |
| 8    | PSO Gambler 2_2_2                   | 2.835068807  |
| 9    | Omega TFT: 3; 8                     | 2.816616972  |
| 10   | PSO Gambler Mem1                    | 2.81125      |
| 11   | PSO Gambler 1_1_1                   | 2.806502294  |
| 12   | Original Gradual                    | 2.800263761  |
| 13   | Gradual                             | 2.782614679  |
| 14   | PSO Gambler 2_2_2 Noise 05          | 2.780527523  |

Over the course of the evolution from SecondPrac to FourthPrac, there were a number of states as well as moves that were changed. Out of the 20 possible moves, 12 of them stayed
Figure 5: FourthPrac Diagram
the same, for example, the first move \([1, C, 2, C]\) were the same for both strategies. The first six moves stay the exact same, as the first change in strategy comes after the Fourth state. In SecondPrac, if the opponent Cooperates while the player is in State 4, the strategy will go to State 5 and Cooperate. In FourthPrac, under those same conditions, the strategy will go to State 5 and Defect. In total, there were three instances, where the strategy only changed a move, from Cooperate to Defect or Defect to Cooperate. There were two instances where the state only changed. And there were three instances where both state and move were changed.

5 Final Strategy

From the FourthPrac strategy, Dr. Fryer evolved it using 500 generations and a 8-state FSM was created Evolved FSM 8. This resulted in the top score of the Tournament.

| Rank | Name                              | Median Score |
|------|-----------------------------------|--------------|
| 0    | profevolve                        | 2.88771789   |
| 1    | EvolvedLookerUp2_2_2              | 2.878199541  |
| 2    | Evolved ANN 5                     | 2.859438073  |
| 3    | Evolved FSM 16                    | 2.857568807  |
| 4    | Evolved HMM 5                     | 2.855091743  |
| 5    | Evolved ANN                       | 2.848635321  |
| 6    | Evolved FSM 16 Noise 05           | 2.839357798  |
| 7    | Evolved FSM 4                     | 2.832041284  |
| 8    | PSO Gambler 2_2_2                 | 2.830917431  |
| 9    | PSO Gambler Mem1                  | 2.825        |
| 10   | PSO Gambler 1_1_1                 | 2.821926606  |
| 11   | Omega TFT: 3; 8                   | 2.818107798  |
| 12   | Original Gradual                  | 2.79724312   |
| 13   | Gradual                           | 2.78712156   |
| 14   | Winner12                          | 2.778692661  |

After reviewing the new strategy, 2 states out of the 8-State FSM were not accessible, so the 8-State FSM turned out to be a 6-State FSM. EvolvedFSM8 started at State 5, and looking though all the possibilities or combination of moves. State 1 and State 2 are not accessible. So those states can be removed from the diagram such that the eight state FSM, became a six state FSM, called EvolvedFSM6. With the loss of the two states, EvolvedFSM6 still holds the top spot in the Axelrod Tournament.
Figure 6: FourthPrac Diagram
Table 6: Top Strategies

| Rank | Name                                      | Median Score   |
|------|-------------------------------------------|----------------|
| 0    | profevolve6                               | 2.87732569     |
| 1    | EvolvedLookerUp2_2_2                      | 2.87609174     |
| 2    | Evolved FSM 16                            | 2.86050459     |
| 3    | Evolved HMM 5                             | 2.85968999     |
| 4    | Evolved ANN 5                             | 2.85193945     |
| 5    | Evolved FSM 16 Noise 05                   | 2.84317798     |
| 6    | Evolved ANN                               | 2.84208624     |
| 7    | Evolved FSM 4                             | 2.83816603     |
| 8    | PSO Gambler 2.2.2                         | 2.831674312    |
| 9    | PSO Gambler 1.1.1                         | 2.82189266     |
| 10   | Omega TFT: 3; 8                           | 2.81362385     |
| 11   | PSO Gambler Mem1                          | 2.80855046     |
| 12   | Original Gradual                          | 2.79752936     |
| 13   | Gradual                                   | 2.78349776     |
| 14   | PSO Gambler 2.2.2 Noise 05                | 2.77818807     |

Since Evolved FSM 8 starts at State 5, we will look at the possible states to get to. State 5 has two possibilities, stay in State 5 or go to State 7. There are now possible two states in the FSM. From State 7, there are two possibilities, go to State 4 or go to State 6, which leaves us with four states. The two possibilities from State 4 are to go to State 5 or go back to State 7. These are two previous states that have been identified. There are still four states. From State 6, there are two possibilities, go to State 3 or to State 8. Now there are six possible states. The possibilities for State 3 are to stay in State 3 or go to State 8. Those two possibilities are already in the FSM, so there are no new states being created. State 8 will either go to State 3 or will go back to State 4, and both of these states have been identified. This shows that there is no need to go be in State 1 or State 2 because that will never occur in this FSM since our initial state is State 5. So the 8-state FSM can be rewritten as a 6-state FSM.

We have done an initial dive into looking at when our evolved strategy became the top strategy in the Axelrod Tournament. It seemed to occur after the 351st evolutionary generation. The 351st evolutionary generation is also important because it is when the strategy went from a 7-state FSM to a 6-state FSM. On the parameter file, where each evolution generation is stored, there was a significant jump in the 351st generation. In Generation 350, the average score was 2.87184908, and on Generation 351, the average score was 2.885947477. This was a difference in 0.014132569 points, which is significant. For context, there were over 200 generations, where the score stayed with 2.87.

When running Generation 350 and Generation 351 against the Short Run Strategies in
the Axelrod Tournament, they both place high. Generation 350 places 3rd, while Generation 351 takes the top score. It must be at this specific iteration where the score becomes the highest.

6 Long Run Strategies

From all the previous tournaments we have run using the Axelrod Library, we mainly focused on the Short Run Time strategies. One of the main reasons for doing that was my computer was not capable of running a tournament that included the Long Run Time strategies. We assumed that our strategy had the highest score, but we could not know for sure until it ran against the Full Tournament library, which included the Long Run Time Strategies. Table 8 shows the Full Tournament which includes the Long Run Time Strategies before adding EvolvedFSM6.

Dr. Fryer ran the EvolvedFSM6 on his computer to generate these results for our strategy in the Axelrod Tournament. Table 9 refers to the Tournament with all the strategies, including the Long Run Time Strategies in the Axelrod Library. EvolvedFSM6 will be the top score against all the different strategies in the Axelrod Tournament.
7 Conclusion

We have shown that a six state Finite State Machine can be the top score in the Axelrod Tournament. By initially having a strategy that tries to follow the Cooperation Rates of the Top Strategies, a strategy can place fairly high in the tournament. The strategy can then be evolved in order to maximize a top score.

With further research and time, we want to be able to increase our current score to see what is the highest score possible in the Axelrod Tournament can be. Starting off with a high score prior to evolving the score played a major role in advancing our strategy.
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Table 7: Top Strategies

| Rank | Name                        | Median Score |
|------|-----------------------------|--------------|
| 0    | prof352                     | 2.897009132  |
| 1    | EvolvedLookerUp2_2_2        | 2.878059361  |
| 2    | prof351                     | 2.874326484  |
| 3    | Evolved FSM 16              | 2.859223744  |
| 4    | Evolved ANN 5               | 2.856426941  |
| 5    | Evolved HMM 5               | 2.854600457  |
| 6    | Evolved ANN                 | 2.84533105   |
| 7    | PSO Gambler 2_2_2           | 2.842716895  |
| 8    | Evolved FSM 16 Noise 05     | 2.840673516  |
| 9    | Evolved FSM 4               | 2.837614155  |
| 10   | PSO Gambler Mem1            | 2.829360731  |
| 11   | PSO Gambler 1_1_1           | 2.82211872   |
| 12   | Omega TFT: 3; 8             | 2.818025114  |
| 13   | Original Gradual            | 2.796712329  |
| 14   | Gradual                     | 2.790171233  |

Table 8: Long Run Strategies

| Rank | Name                        | Median Score |
|------|-----------------------------|--------------|
| 0    | Evolved ANN 5               | 2.82287234   |
| 1    | EvolvedLookerUp2_2_2        | 2.820904255  |
| 2    | Evolved HMM 5               | 2.815585106  |
| 3    | Evolved ANN                 | 2.813638298  |
| 4    | Evolved FSM 16              | 2.81256383   |
| 5    | Evolved FSM 16 Noise 05     | 2.801978723  |
| 6    | PSO Gambler 2_2_2           | 2.79812766   |
| 7    | PSO Gambler 1_1_1           | 2.7925       |
| 8    | PSO Gambler Mem1            | 2.790702128  |
| 9    | Omega TFT: 3; 8             | 2.787212766  |
| 10   | Evolved FSM 4               | 2.785382979  |
| 11   | DBS: 0.75; 3; 4; 3; 5       | 2.772531915  |
| 12   | Original Gradual            | 2.759978723  |
| 13   | Gradual                     | 2.754829787  |
| 14   | PSO Gambler 2_2_2 Noise 05  | 2.75337234   |
| Rank | Name                          | Median Score   |
|------|-------------------------------|----------------|
| 0    | Evolved FSM 6                 | 2.843845339    |
| 1    | EvolvedLookerUp2_2_2          | 2.827944915    |
| 2    | Evolved ANN 5                 | 2.818591102    |
| 3    | Evolved ANN                   | 2.817108051    |
| 4    | Evolved FSM 16                | 2.815730932    |
| 5    | Evolved FSM 16 Noise 05       | 2.811959746    |
| 6    | Evolved HMM 5                 | 2.811377119    |
| 7    | PSO Gambler 2.2.2             | 2.799396186    |
| 8    | PSO Gambler Mem1              | 2.794957627    |
| 9    | PSO Gambler 1.1.1             | 2.786790254    |
| 10   | Omega TFT: 3; 8               | 2.785529661    |
| 11   | Evolved FSM 4                 | 2.777224576    |
| 13   | Gradual                      | 2.755720339    |
| 14   | Original Gradual              | 2.752161017    |
| 15   | PSO Gambler 2.2.2 Noise 05    | 2.748411017    |