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ABSTRACT
Quantized constant envelope (QCE) precoding, a new transmission scheme that only discrete QCE transmit signals are allowed at each antenna, has gained growing research interests due to its ability of reducing the hardware cost and the energy consumption of massive multiple-input multiple-output (MIMO) systems. However, the discrete nature of QCE transmit signals greatly complicates the precoding design. In this paper, we consider the QCE precoding problem for a massive MIMO system with phase shift keying (PSK) modulation and develop an efficient approach for solving the constructive interference (CI) based problem formulation. Our approach is based on a custom-designed (continuous) penalty model that is equivalent to the original discrete problem. Specifically, the penalty model relaxes the discrete QCE constraint and penalizes it in the objective with a negative $\ell_2$-norm term, which leads to a non-smooth non-convex optimization problem. To tackle it, we resort to our recently proposed alternating optimization (AO) algorithm. We show that the AO algorithm admits closed-form updates at each iteration when applied to our problem and thus can be efficiently implemented. Simulation results demonstrate the superiority of the proposed approach over the existing algorithms.

Index Terms— Constructive interference, massive MIMO, penalty model, QCE precoding.

1. INTRODUCTION
High hardware cost and power consumption have been widely recognized as the major issues for the practical deployment of massive multiple-input multiple-output (MIMO) systems [1]. To deal with this, various techniques have been proposed, including employing low-resolution digital-to-analog converters (DACs) at the antenna arrays [2] and reducing the peak-to-average power ratio (PAPR) of the transmit signals (which enables the use of power-efficient power amplifiers (PAs)) [3]. The combination of the above two techniques motivates a new transmission scheme in the framework of symbol-level precoding [4, 5] called quantized constant envelope (QCE) transmission, where each antenna is restricted to transmit coarsely QCE signals.

The QCE precoding problem was first formulated based on the classical minimum mean square error (MMSE) criterion [6]–[9]. Recently, it has been realized that incorporating the idea of constructive interference (CI) into precoding design can greatly improve the bit error rate (BER) performance of the system [5, 10]. Motivated by this, the authors in [11] adopted the CI metric to formulate the QCE precoding problem. In addition to the MMSE and CI metrics, some works also considered the symbol error probability (SEP) criterion directly (for quadrature amplitude modulation (QAM)) [12, 13]. In this paper, we focus on the CI-based model due to its good BER performance and its computational tractability. It is worthwhile mentioning a widely studied special case of QCE precoding, one-bit precoding, where the finite phases allowed to be transmitted by each antenna is $\{\pm1\}$, $i = 1, 2, 3, 4$. Although numerous algorithms have been proposed for one-bit precoding [14]–[18], very few algorithms have been designed for solving the general QCE precoding problem. To the best of our knowledge, the only CI-based algorithm designed in the QCE context is the maximum safety margin (MSM) algorithm [11], which directly relaxes the discrete QCE constraint and suffers from poor BER performance. We also remark here that the direct extension of the existing algorithms for one-bit precoding to solve the QCE precoding problem either is difficult (due to the more general and difficult QCE constraint) or leads to a poor performance. This remark will become clear in the algorithmic design and simulation result sections.

In this paper, we consider the general QCE precoding design problem for a downlink massive MIMO system with phase shift keying (PSK) signaling and propose a new penalty approach to solve the CI-based problem formulation. More specifically, we first propose a penalty model exploiting the special structure of the discrete QCE constraint and establish its global equivalence with the original problem. Then, we apply the alternating optimization (AO) algorithm proposed in our recent work [17] to solve the penalty model. By carefully investigating the update rule, we find that each iteration of the AO algorithm admits closed-form solutions, making it suitable to solve large-scale problems arising from the massive MIMO scenario. Simulation results show that, compared to the existing algorithms, our proposed approach achieves better BER performance with lower computational cost. In addition, the simulation also indicates that the BER performance of the system can be significantly enhanced by slightly increasing the resolution of DACs from 1 bit to 2-4 bits.

2. PROBLEM FORMULATION

2.1. System Model
Consider a massive MIMO downlink transmission scenario, where an $N$-antenna base station (BS) serves $K$ single-antenna users simultaneously. Let $t \in \mathbb{C}^N$ denote the transmitted signal vector from the BS. Then the received signal at the users is given by

$$y = Ht + n$$

where $H = [h_1, h_2, \ldots, h_K]^T \in \mathbb{C}^{K \times N}$ is the channel matrix between the BS and the users; $n \sim \mathcal{CN}(0, \sigma^2 I)$ models the additive noise.
Gaussian noise. In this paper, we consider QCE transmission, i.e., each element of $t$ can only be selected from a finite set of symbols with constant amplitude. Let $t = \sqrt{P_T}x_T$, where $P_T$ is the total transmit power at the BS and $x_T$ is the normalized transmitted signal vector. Then the QCE constraint can be expressed as

$$x_T(i) \in X_L \triangleq \left\{ e^{i(\frac{2\pi}{L})l}, \ l = 1, \ldots, L \right\}, \ i = 1, 2, \ldots, N,$$

where $j$ is the imaginary unit and $L$ is the number of quantization levels. Note that $L$-level quantization corresponds to $(\log_2 L - 1)$-bit quantization of DACs. In particular, when $L = 4$, the QCE constraint reduces to the one-bit constraint.

Let $s = [s_1, s_2, \ldots, s_K]^T$ be the intended symbol vector for the users, where each $s_i$ is assumed to be drawn from the $M$-PSK constellation set. The QCE precoding problem considered in this paper is to design the transmitted signal vector $x_T$ (based on $s$ and $H$) such that $s$ can be recovered by the users.

### 2.2. CI-Based Problem Formulation

In this paper, we adopt the CI metric to formulate our problem. Roughly speaking, the CI metric aims to maximize the distance between the (noiseless) received signal and the decision boundary of the intended symbol. A popular CI-based model is the symbol scaling model [14], which was originally proposed in the context of one-bit precoding and will be generalized to formulate the considered QCE precoding problem below.

To illustrate the main idea of the symbol scaling model, we depict in Fig. 1 a piece of decision region for 8-PSK modulation, where $s_k$ is the intended symbol and $\hat{y}_k = \sqrt{\frac{P_T}{N}}h_kx_T$ is the noiseless received signal. We decompose $\hat{y}_k$ along the decision boundaries of $s_k$ as $\hat{y}_k = \alpha_k^A s_k^A + \alpha_k^B s_k^B$, where $s_k^A = s_k e^{-j\frac{\pi}{4}}$ and $s_k^B = s_k e^{j\frac{\pi}{4}}$ are the unit vectors on the decision boundaries. With this decomposition, the distance between $\hat{y}_k$ and the decision boundaries of $s_k$ can be expressed as

$$\min\{d_1, d_2\} = \min\{\alpha_k^A, \alpha_k^B\} \sin\frac{2\pi}{M},$$

i.e., the distance is proportional to $\min\{\alpha_k^A, \alpha_k^B\}$. This motivates the following symbol scaling model [14]:

$$\begin{align*}
\min_{\alpha_k} \max_{k \in \{1, 2, \ldots, K\}} \left\{ \alpha_k^A, \alpha_k^B \right\} \\
\text{s.t.} \ \sqrt{\frac{P_T}{N}}h_kx_T = \alpha_k^A s_k^A + \alpha_k^B s_k^B, \ k = 1, 2, \ldots, K, \\
x_T(i) \in X_L, \ i = 1, 2, \ldots, N,
\end{align*}$$

(P0)

where the objective is to maximize the minimum distance between the (noiseless) received signal and the corresponding decision boundary among all users. With similar manipulations as in [14] (by rewriting (P0) into the real space, rearranging the variables, and transforming maximization into minimization), the above problem can be equivalently expressed in a more compact form as

$$\min \ x \ \max_{m \in \{1, 2, \ldots, 2K\}} a_m^T x \ \text{s.t.} \ x_T(i) \in X_L, \ i = 1, 2, \ldots, N,$$

where $x$ is decomposed as $x = [x_1, \ldots, x_N]^T$ with each $x_i = [x_{2i-1}, x_{2i}]^T$; $\{a_m\}_{1 \leq m \leq 2K}$ is a sequence of problem-dependent vectors whose explicit expressions are given by

$$a_m^T = \begin{bmatrix} -1 \sin \frac{2\pi}{M} \sqrt{\frac{P_T}{N}} & -R(s_k^B) & -R(s_k^A) \\
\frac{1}{\sqrt{M}} \cos \frac{2\pi}{L} l & I(s_k^B) & R(s_k^B) \\
-\frac{1}{\sqrt{M}} \sin \frac{2\pi}{L} l & R(s_k^A) & R(s_k^B) \end{bmatrix} \begin{bmatrix} h_k^R_1,
\ldots, h_k^R_N \end{bmatrix},$$

where $h_k^R_i = \begin{bmatrix} R(h_k, i) - R(h_k, i) \\
\frac{R(h_k, i)}{I(h_k, i)} & R(h_k, i) \end{bmatrix}$, $R(\cdot)$ and $I(\cdot)$ refer to the real and imaginary parts of their arguments, respectively.

### 3. PROPOSED APPROACH FOR SOLVING (P)

Problem (P) is a large-scale non-smooth optimization problem with complicated discrete constraints. In this section, we propose an efficient algorithm for solving (P) by exploiting its special structure.

#### 3.1. Penalty Approach for Solving Problem (P)

A straightforward way of dealing with the discrete constraints $x_i \in X_k^R$ in (P) is to relax them into their convex hulls $x_i \in \text{conv}(X_k^R)$, which transforms the discrete problem into a continuous one. However, this will greatly expand the feasible region of the original problem and in most cases solving the relaxation problem gives a solution lying inside the convex hull, i.e., not satisfying the discrete constraints. To ensure a feasible solution of (P) while still obtaining a continuous model, we resort to the penalty technique and consider the following penalty model:

$$\begin{align*}
\min \ x \ \max_{m \in \{1, 2, \ldots, 2K\}} a_m^T x - \lambda \sum_{i=1}^N \|x_i\|_2 \\
\text{s.t.} \ x_i \in \text{conv}(X_k^R), \ i = 1, 2, \ldots, N.
\end{align*}$$

(P)
Theorem 1  If the penalty parameter $\lambda$ in \((P_\lambda)\) satisfies $\lambda > \frac{\sin \frac{\pi}{L}}{1 - \cos \frac{\pi}{L}} \max_{i} \|a_{m_i}\|_2$, then the following results hold:

1. Problems \((P)\) and \((P_\lambda)\) have the same optimal solutions;
2. Every local minimizer of \((P_\lambda)\) lies on the boundary of \(\text{conv}(X_L^m)\).

The first result in Theorem 1 establishes the global equivalence between \((P)\) and \((P_\lambda)\), which shows that the transformation from \((P)\) to \((P_\lambda)\) makes sense. However, it is generally hard to obtain the global solution of a non-smooth non-convex problem like \((P_\lambda)\). For a well designed iterative algorithm applied to solve \((P_\lambda)\), the best that one can expect is that the algorithm can find a local minimizer of \((P_\lambda)\). Unfortunately, the second result in Theorem 1 shows that even if a local minimizer is obtained, it might not be a feasible solution of \((P)\), which is in sharp contrast to the one-bit case [17, Theorem 3] and poses further challenge on algorithmic design. In the next subsection, we will apply our recently proposed AO algorithm to solve \((P_\lambda)\), and by carefully investigating the update rule and designing the stopping criterion, the algorithm is guaranteed to terminate at a feasible solution of \((P)\).

We emphasize here that transforming \((P)\) into \((P_\lambda)\) not only benefits the algorithmic design, but also helps to obtain a high-quality solution. More specifically, by gradually increasing the penalty parameter $\lambda$ and tracing the solution path, we can bypass bad local minimizers of \((P)\) (i.e., bad solutions of \((P)\)). Such homotopy technique is widely applied in literature [12, 16, 17]. We summarize the proposed penalty approach combined with the homotopy technique for solving \((P)\) as follows.

**Algorithm 1** Proposed penalty approach for solving problem \((P)\)

1. Initialize: $\lambda(0) > 1$, $x(0)$, and $t = 0$.
2. repeat
   3. Apply the AO algorithm (in the next subsection) to solve the penalty problem \((P_{\lambda(t)})\) with initial point $x(t)$ and let the output be $x(t+1)$; set $\lambda(t+1) = \delta \lambda(t)$.
   4. Set $t \leftarrow t + 1$.
   5. until $x(t)$ is a feasible solution of \((P)\).
6. Output: $x(t)$.

### 3.2. AO Algorithm for Solving \((P)\)

In this subsection, we apply the AO algorithm proposed in [17] to solve the penalty problem \((P_\lambda)\). To begin, we transform \((P_\lambda)\) into the following min-max problem:

\[
\max_{x \in \text{conv}(X_L^m)^N} \min_{y \in \Delta} y^T A x - \lambda \sum_{i=1}^{N} \|x_i\|_2,
\]

where $A = [a_1, \ldots, a_M]^T$ and $\Delta = \{y \mid 1^T y = 1, y \geq 0\}$. Given $x(k)$ and $y(k)$, the AO algorithm [17] alternately updates the variables $x$ and $y$ at the \((k+1)\)-th iteration as follows:

\[
x(k+1) \in \arg \min_{x \in \text{conv}(X_L^m)^N} y(k)^T A x - \lambda \sum_{i=1}^{N} \|x_i\|_2 + \frac{\tau}{2} \|x - x(k)\|_2^2,
\]

\[
y(k+1) = \text{Proj}_\Delta \left( y(k) + \rho \lambda A x(k+1) - \rho \kappa c_k y(k) \right),
\]

where $\{\tau_k\}$, $\{\rho_k\}$, $\{c_k\}$ are the algorithm parameters. The convergence of the AO algorithm has been established in [17].

Next, we will focus on the implementation details of (1a) and (1b). The $y$-update in (1b) is exactly the same as that in [17], which can be implemented very efficiently. The key difference lies in the update of $x$ in (1a). Note that in [17], the one-bit constraint and the negative $\ell_1$ penalty are both fully separable in all components of $x$, and thus the corresponding $x$-subproblem can be decomposed into a group of one-dimensional problems. Unlike [17], the $x$-subproblem in (1a) can only be decomposed into a group of two-dimensional problems with variable $x_i = [x_{2i-1}, x_{2i}]^T$, which cannot be further decomposed into two one-dimensional problems because the two variables $x_{2i-1}$ and $x_{2i}$ are coupled together in both the constraint and the penalty term in \((P_\lambda)\). How to efficiently solve the corresponding two-dimensional problems is the main challenge for the efficient implementation of the AO algorithm. Fortunately, we can verify that those two-dimensional problems admit closed-form solutions.

To be more specific, we note that (1a) can be decomposed into $N$ problems of the following form (with a positive scaling factor being ignored):

\[
[u^*, v^*] \in \arg \min_{u, v \mid [u, v] \in \text{conv}(X_L^m)^N} (u - \tilde{u})^2 + (v - \tilde{v})^2 - \beta \sqrt{u^2 + v^2}.
\]

Introducing an intermediate variable $r$, the optimization problem in (2) can be equivalently expressed as

\[
\min_{0 \leq r \leq 1} \min_{u, v \mid [u, v] \in \text{conv}(X_L^m)^N} (u - \tilde{u})^2 + (v - \tilde{v})^2 - \beta r.
\]

From a geometric point of view, the inner minimization problem over $[u, v]$ in problem (3) (with given $r$) is to project $[\tilde{u}, \tilde{v}]$ onto set $\text{conv}(X_L^m)^N \cap C_r$, where $C_r = \{[u, v] \mid u^2 + v^2 = r^2\}$. Let $[u(r), v(r)]$ be the projection of $[\tilde{u}, \tilde{v}]$ onto $C_r$. Then, if $r$ is small enough such that $[u(r), v(r)]$ lies strictly inside $\text{conv}(X_L^m)^N$, the optimal solution of the inner problem in (3) is exactly $[u(r), v(r)]$; otherwise, $C_r \cap \text{bnd}(\text{conv}(X_L^m)^N)$ is a nonempty finite set and the optimal solution is the point in $C_r \cap \text{bnd}(\text{conv}(X_L^m)^N)$ that is closest to $[\tilde{u}, \tilde{v}]$, where $\text{bnd}(\text{conv}(X_L^m)^N)$ denotes the boundary of $\text{conv}(X_L^m)^N$; see Fig. 3 for an illustration of the solution structure of the inner minimization problem over $[u, v]$ in (3).

Now we are ready to give the following result, which characterizes the structure of the optimal solution to problem (2).

**Lemma 1** Let $[\tilde{u}, \tilde{v}] = P_{\alpha} \begin{bmatrix} \tilde{u} \\ \tilde{v} \end{bmatrix}$, where $P_{\alpha} = \begin{bmatrix} \cos \alpha & \sin \alpha \\ -\sin \alpha & \cos \alpha \end{bmatrix}$ and $\alpha = \frac{\arctan(\frac{\tilde{u}}{\tilde{v}}) + \frac{\pi}{2}}{2 \pi}$, and let $h(r)$ denote the optimal value of the inner minimization problem over $[u, v]$ with given $r$ in (3). Then

\[
h(r) = \begin{cases} (r - \sqrt{u_0^2 + v_0^2})^2 - \beta r, & 0 \leq r \leq r_0; \\
(\cos \frac{\pi}{L} - \tilde{u}_0)^2 + \left( \sqrt{\cos^2 \frac{\pi}{L} - \tilde{v}_0^2} - \tilde{v}_0 \right)^2 - \beta r, & r_0 < r \leq 1,
\end{cases}
\]

where $r_0 = \sqrt{u_0^2 + v_0^2} \cos \frac{\pi}{L}$, and $[u^*, v^*] = P_{\alpha} \begin{bmatrix} u^*_0 \\ v^*_0 \end{bmatrix}$, where

\[
\begin{bmatrix} u_0^* \\ v_0^* \end{bmatrix} = \begin{bmatrix} \sqrt{u_0^2 + v_0^2} & \tilde{u}_0 \\ \cos \frac{\pi}{L} & \text{sign}(\tilde{v}_0) \sqrt{r^2 - \cos^2 \frac{\pi}{L}} \end{bmatrix} \begin{bmatrix} u_0 \\ v_0 \end{bmatrix},
\]

if $0 \leq r^* \leq r_0$;

\[
\begin{bmatrix} u_0^* \\ v_0^* \end{bmatrix} = \begin{bmatrix} \tilde{u}_0 \\ \tilde{v}_0 \end{bmatrix},
\]

if $r_0 < r^* \leq 1$, and

\[
r^* = \arg \min_{0 \leq r \leq 1} h(r).
\]
In this section, we present numerical results to evaluate the performance of our proposed approach and the impact of quantization levels on the system performance. The entries of $H$ are i.i.d. following $CN(0, 1)$ and the transmission power at the BS is $P_T = 1$. All the obtained results are averaged over $10^5$ channel realizations. For Algorithm 1, the initial point is $x^{(0)} = 0$; the initial penalty parameter and the increasing factor are $\lambda^{(0)} = 0.001N_T$ and $\delta = 5$, respectively.

For the AO algorithm, we choose $\rho_k = \rho = \frac{\sqrt{2}}{8\|H\|^2}$, $c_k = \frac{0.03}{\|h\|^2}$, and $\tau = \frac{1}{\delta}$. The AO algorithm is stopped if the distance between successive iterates is less than $10^{-2}$. If the iteration number reaches 500, or if a feasible solution of (P) is obtained.

In Fig. 4 and Table 1, we compare the BER performance and CPU time of our proposed algorithm with the state-of-the-art CI-based algorithms (including the MSM algorithm [11] and the ordered partial sequential update (OPSU) algorithm [15]). Infinite-resolution ZF precoding (where the transmit signal has only the total power constraint) is included in Fig. 4 as the performance upper bound. We consider a large system with 28 users and 128 transmit antennas, and the number of quantization levels is set as $L = 8$. As can be observed, the proposed approach exhibits significantly better BER performance with only about one-third CPU time than the MSM and OPSU algorithms, which demonstrates its superiority.

In Fig. 5, we investigate the impact of the number of quantization levels (i.e., $L$) on the system performance. Specifically, in Fig. 5 (a) we consider a system with 48 users and 128 antennas and depict the BER performance versus the SNR for different $L$s; in Fig. 5 (b) we fix $SNR = 15$ and show the BER performance versus $L$ for different systems. As shown in the figure, a significant performance gain can always be obtained if $L$ is increased from 4 to 8 (corresponding to 1-bit and 2-bits DAC quantization). There is also a slight gain if increasing $L$ from 8 to 16 (3-bits DAC quantization) and to 32 (4-bits DAC quantization). However, with only $L = 32$, the performance gap to the infinite-resolution case (i.e., $L = \infty$) is negligible.

From the above simulation results, we can draw the following conclusions and useful engineering insights. First, the proposed approach achieves better BER performance with less computational time than the existing algorithms in massive MIMO systems. Second, increasing the resolution of DACs from 1 bit to 2 – 4 bits in massive MIMO systems can generally significantly improve the system performance.

The OPSU algorithm is originally proposed to solve the one-bit precoding problem and here we appropriately modify it to solve the general QCE precoding problem.
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