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Quantum measurements are crucial to all quantum information protocols. In solid-state systems, readout can be performed by connecting the qubits to noisy measurement electronics, such as single-electron transistors \[1\]. Dispersive readouts based on coupling qubits to high-Q resonators are however much less disruptive as all of the energy is dissipated away from the qubit \[2\]. This type of measurement leads to quantum nondemolition (QND) readout. Unfortunately, so far the typical signal-to-noise ratio (SNR) has been relatively low, requiring sometimes up to \(10^6\) repetitions of the experiment to average out the noise added by the amplifiers \[3, 4\]. Increasing the qubit-resonator coupling is one approach to improve the SNR as it increases the amount of information about the qubit state carried by the measurement photons. This is however at the cost of an increased Purcell decay rate \[5\], which decreases the useful integration time and in turn the SNR. Another approach has been to exploit bifurcation in a nonlinear resonator \[6\]. This has already led to the experimental demonstration \[7\] of single-shot readout of a transmon-type superconducting qubit \[8\]. Very recently, Reed \textit{et al.} have also shown that single-shot measurement of a transmon qubit can also be realized in a linear resonator but working at very large measurement power \[9\].

Motivated by these results, we study how the nonlinearity induced by the qubit in a linear resonator can lead to improvement of the measurement. We first explore the low driving power regime before considering the high-power regime studied in Ref. \[9\]. Using a simple model, we find qualitative agreement with these experimental results.

For simplicity, we first focus on a two-level system (TLS), of states labeled \(|0\rangle, |1\rangle\), dispersively coupled to a microwave resonator. This system is well described by the Jaynes-Cummings Hamiltonian, expressed in this text.

\[
H = \omega_r, N + \Delta \left[ 1 - \sqrt{1 + 4\lambda^2 (N + \Pi_{11})} \right] \sigma_z
\]

\[
\approx (\omega_r + \zeta) N + \frac{\tilde{\omega}_n}{2} \sigma_z + \chi N \sigma_z + \zeta N^2 \sigma_z,
\]

where \(\Pi_{ij} = |i\rangle \langle j|\) for the TLS, and \(N = a^\dagger a\). In this expression, \(\omega_r\) is the resonator frequency and \(\omega_n\) (\(\tilde{\omega}_n\)) the bare (Lamb-shifted) TLS transition frequency. The qubit-resonator coupling is characterized by \(\chi = g^2 (1 - \lambda^2) / \Delta\) the dispersive coupling strength and \(\zeta = -g \lambda^2\) is a Kerr-type nonlinearity, with \(g\) the bare qubit-resonator coupling strength, \(\Delta = \omega_n - \omega_r\) the qubit-resonator detuning and \(\lambda = -g / \Delta\). The second line of Eq. (1) is valid to fourth order in \(\lambda\) and at photon numbers \(\tilde{n} \ll n_{\text{crit}}\), where \(n_{\text{crit}} = 1 / 4\lambda^2\) is the critical photon number \[2\]. The limit \(\zeta \to 0\) of the second line of Eq. (1) is the standard linear dispersive Hamiltonian \[11\].

In this regime, because of the qubit-dependent pull of the resonator frequency \(\chi \sigma_z\), a nearly resonant drive on the resonator will displacethe resonator’s initial vacuum state to a qubit-state dependent coherent state \(|\alpha_{i=0,1}\rangle\). Homodyne measurement of the transmitted or reflected signal can then resolve these pointer states, and hence the qubit states. In Ref. \[12\], it was shown that the SNR of such a homodyne measurement for an integration time \(T_1 = 1 / \gamma_1\) is given by

\[
\text{SNR} = \eta \kappa (\alpha_1 - \alpha_0) / \gamma_1,
\]

where \(\kappa\) is the resonator decay rate and \(\eta\) is the measurement efficiency. The SNR reaches its maximal value \(\text{SNR}_{\text{max}} = 4 \eta \bar{n} \chi / \gamma_1\), for the optimal choice \(\kappa = 2 \chi\), where \(\bar{n}\) is the average number of photons. In this limit, the dispersive model Eq. (1) thus predicts that the SNR should increase linearly with the number of measurement photons \(\bar{n}\).

Unfortunately, this linear increase of the SNR is not observed experimentally and this can, at least partially, be explained by the fourth order corrections in Eq. (1). To this order of approximation, an increase of the photon number leads to a reduction of the cavity pull \(g \lambda [1 - \lambda^2 (a^\dagger a + 1)] \sigma_z\) and hence to a loss of distinguishability of the pointer states \[10\]. Thus, the prospects for improving the SNR in homodyne measurement of a TLS dispersively coupled to a resonator look rather unpromising.

Fortunately, most superconducting qubits are well approximated by many-level systems (MLS), often with only weak anharmonicity \[8, 13–15\], rather than by TLS. As is
apparent below, it is possible in this situation for $\chi$ and $\zeta$ to have the same sign, which yields an increase of the cavity pull with $\bar{n}$ and hence an improved SNR.

As a good description of a generic superconducting qubit, we thus consider an $M$-level system, of states labeled $\{|0\rangle, \ldots, |M-1\rangle\}$ and with the first two states acting as logical states. The Hamiltonian of the MLS-resonator system takes the generalized Jaynes-Cummings form $H = H_0 + \sum_{i=0}^{M-1} g_i (a_i^\dagger \Pi_{i,i+1} + a_i \Pi_{i+1,i})$, where $H_0 = \omega_r a_i^\dagger a + \sum_{i=0}^{M-1} \omega_i \Pi_{ii}$ is the free Hamiltonian, $\omega_i$ the frequency of level $|i\rangle$, and $g_i$ the coupling strength between the resonator mode $a$ and the $i \leftrightarrow i+1$ MLS transition.

In the dispersive regime, where $4 (a_i^\dagger a) (g_i / \Delta_i)^2 \ll 1$ with $\Delta_i = (\omega_{i+1} - \omega_i) - \omega_r$, it is convenient to approximately diagonalize $H_i$. Following Ref. [10] where this was done for a TLS, we obtain to fourth order in $\lambda_i = -g_i / \Delta_i$,

$$H_i^D \approx \tilde{H}_0 + \sum_{i=0}^{M-1} S_i \Pi_{ii} a_i^\dagger a + \sum_{i=0}^{M-1} K_i \Pi_{i,i+1} (a_i^\dagger a_i)^2,$$

where $\tilde{H}_0$ includes the Lamb shifts. In this expression, we have defined the ac-Stark ($S_i$) and Kerr ($K_i$) coefficients

$$S_i = \left[\chi_{i-1} (1 - \lambda_i^2) - \chi_i (1 - \lambda_i^2) - 2 \chi_i \lambda_{i-1} \lambda_i \right] + i \left[2 \chi_{i-1} \lambda_i^2 - 3 \chi_{i-1} \lambda_i^2 - 2 \chi_i \lambda_{i-1} + 3 \chi_{i+1} \lambda_{i-1} \right] - g_i (2 \lambda_{i-1}^2 - 3 g_i (2 \lambda_{i-2}^2),$$

$$K_i = \frac{i}{4} (3 \chi_{i-1} \lambda_{i-1}^2 - \chi_i \lambda_{i-1}^2 - \chi_i \lambda_{i+1}^2 + \chi_i \lambda_{i-1}^2 - 3 \chi_{i+1} \lambda_{i-1}^2) + \left(\chi_i - \chi_{i+1}\right) \left(\lambda_{i+1}^2 \lambda_{i-1}^2\right) + g_i (2 \lambda_{i-1}^2 - 2 \lambda_{i-2}^2),$$

where $\chi_i = 2 g_i^2 / \Delta_i$, $g_i = \lambda_i \lambda_{i+1} (\Delta_{i+1} - \Delta_i)$, $\lambda_i = -g_i (2 / \Delta_i + \Delta_i)$, and $\chi_i = \lambda_i = 0$ for $i \notin [0, M-2]$. For $M = 2$, $S_0 = - \chi_0$, $S_1 = \chi_0 (1 - 2 \lambda_0^2 + 2 \lambda_0)$ and $K_0 = - K_1 = \chi_0 \lambda_0^2$, reproducing Eq. (1). The crucial feature of these expressions is that, contrary to a TLS, $K_0 \neq - K_1$ for a MLS. Using this state-dependent nonlinearity, we now show how to improve the readout in two ways.

**Weak driving limit.** From the dispersive model Eq. (2), it is possible to evaluate the difference in cavity pull $\delta$ for levels $|0\rangle$ and $|1\rangle$ which we are interested in distinguishing in a measurement. It takes the form $\delta = \chi + \zeta \bar{n}$, with $\bar{n} = \langle a_i^\dagger a_i \rangle$ and where we have defined $\chi = S_1 - S_0$ and $\zeta = K_1 - K_0$. We note that, although we are focusing on the first two levels, the presence of higher MLS levels is important. This is apparent in the expressions for $S_i$ and $K_i$ which involve states up to $|i + 2\rangle$.

Figure 1 shows $\chi'$ and $\zeta'$ obtained from Eq. (3) as a function of $\omega_r$ for a MLS with (a) $M = 2$ and (b) $M = 6$ levels. Figure 1(c) has been obtained from exact diagonalization of $H_i$ for $M = 6$. For $M = 2$, $\text{sgn}(\chi') = \text{sgn}(\zeta')$ only in regions where the dispersive approximation breaks down while for $M > 2$ this is possible in the dispersive regime (see the caption of Fig. 1). The numerical results illustrate that the analytical expressions are good approximations. We note that, while these results apply to any MLS, for concreteness we have chosen here parameters corresponding to a transmon qubit [8].

**MLS, for concreteness we have chosen here parameters corresponding to a transmon qubit [8].**

Figure 2(a) shows the cavity pull $\delta$ for a cavity frequency chosen in the region where $\text{sgn}(\chi') = \text{sgn}(\zeta')$ (full black line) and outside of this optimal area (dotted red line). These results are compared to the result of the second order approximation (dashed blue line). As expected, the cavity pull increases with $\bar{n}$ under the appropriate choice of parameters. Figures 2(b, 2(d)) show the corresponding SNR,
using the same color scheme, for $\kappa/2\chi' = 0.5$ [2(b)], 1 [2(c)] and 1.5 [2(d)], with $\kappa/2\chi' = 1$ being the optimal choice [2]. Because of the increase of the cavity pull with $\bar{n}$, the full black line is always above the dotted red one. For $\kappa/2\chi' = 1$, an improvement of nearly 100% is expected at large photon numbers. Biasing the qubit above the resonator’s fundamental frequency, as is suggested here, can lead to an increase of the Purcell decay. This can however be strongly reduced by a small change of design [16]. Finally, one could also tune the system to a point where $\chi'$ and $\zeta'$ have the same sign at the moment of measurement using a tunable resonator [17, 18].

Strong driving limit. The results obtained so far relied on Eq. (2), which is valid only below $n_{\text{crit}}$. However, the nontrivial state dependence of the nonlinearity $K_i$ should extend well beyond the dispersive regime. To explore this, we take advantage of the block diagonal structure of the Hamiltonian $H_s$. There each block of $H_s$ corresponds to a fixed number $n$ of qubit-resonator excitations and is spanned by $E_{n,i} = \{ |n, 0\rangle, ..., |n - M + 1, M - 1\}$. With the relevant $M$ being at most $\sim 10$ in practice, we can diagonalize each block numerically (or analytically for $M \leq 4$) for arbitrary $n$. In this way, we obtain the dressed energies $E_{n,i}$ and states $|n, i\rangle$, where $E_{n,i}$ is the energy of the eigenstate closest to a Fock state with $n$ photons and MLS state $|i\rangle$. From these expressions, we find the effective resonator frequency $\omega_r(n) = E_{n+1,i} - E_{n,i}$. This frequency depends in a nonlinear way on the MLS state-dependent average photon number $n_i$. In steady state and in the absence of qubit transitions, $n_i$ is given by the measurement drive amplitude $\epsilon$ and frequency detuning relative to the effective resonator frequency

$$n_i(\epsilon, \omega_m) = \frac{\epsilon^2}{[\omega_r(n_i) - \omega_m]^2 + [\kappa/2]^2}, \quad (4)$$

with $\omega_m$ the measurement frequency. We solve Eq. (4) iteratively to find $n_i$ and $\omega_r$ as a function of $\epsilon$ and $\omega_m$.

In Fig. 3 both $\omega_r$ [3(a)–3(c)] and $n_i$ [3(d)–3(f)] are plotted as a function of measurement power for $M = 2, 3, 6$ respectively. This is done for $\omega_m = \omega_r$ as in Ref. [3]. For all values of $M$, the effective resonator frequency approaches its bare value $\omega_r$ at large power. This is expected because, at this point, $\langle N \rangle \gg \langle \sqrt{N} \rangle$ in Eq. (1) and the cavity responds classically [12]. Since $K_0 = -K_1$ for $M = 2$, this classical crossover occurs at the same input power for both qubit states. We note that this crossover happens in an avalanche manner, with each additional photon bringing $\omega_r(n_i)$ closer to $\omega_r$ and facilitating the addition of more photons. As can be seen in Fig. 3(b,c), for $M = 3$ this avalanche occurs at a state-dependent power, the behavior changing only qualitatively for $M > 3$. With $\omega_m = \omega_r$, we thus expect an abrupt change in the average photon number in the resonator at a power that is MLS state dependent. This is illustrated in Fig. 3(f) where for $M = 6$ there is a range of $\sim 5$ dB in measurement power where $n_0$ and $n_1$ differ significantly and by as much as $\sim 10^4$ at the optimal driving power. This large separation of the S curves, much larger than typical amplifier noise, leads to single-shot readout of the qubit [3]. As shown by the gray dashed line in Fig 3(f), pumping the $1 \leftrightarrow 2$ transition before readout [7, 9] could also help the measurement work at lower power. Finally, Fig. 4 shows the full power versus measurement frequency dependence of $n_i(\epsilon, \omega_m)$ obtained from Eq. (4). In this plot, the full white lines correspond to $\omega_r$ shown in Fig. 3(c). Although Fig. 4 shows qualitative agreement with the results of Ref. [3], a quantitative comparison would require proper modeling of the 4-qubit device used in Ref. [9].

While the dispersive measurement at low-photon number of Fig. 2 is expected to be QND, this is not the case for the single-shot high-power measurement. To evaluate the QND character of this avalanche readout, we
estimate how the presence of the measurement photons changes the relaxation and excitation rates of the qubit, as well as causes leakage outside of the logical subspace \(|0\rangle, |1\rangle\). Figure 5(a) shows the Purcell decay rate \(\gamma_{\text{P}} / \kappa \approx \left| \langle n, 0 | a | n, 1 \rangle \right|^2\) and corresponding leakage rate \(\gamma_{\text{L}}^1 / \kappa \approx \sum_{i \neq 0,1} \left| \langle n - i, i | a | n, 1 \rangle \right|^2\) as a function of measurement power. At low power, we find the expected result \(\gamma_{\text{P}} / \kappa = \lambda_0^2 / \kappa_0\). For large photon number, \(n + 1 \approx n\) and losing a photon through resonator decay does not significantly change the qubit states. The Purcell decay rate thus goes down with measurement power and does not affect the QND character. To evaluate how the qubit dressing changes pure relaxation, Figure 5(b) shows the rates for dressed decay \(\gamma_{\text{d}} / \gamma_1 \approx \left| \langle n + 1, 0 | \Sigma_+ | n, 1 \rangle \right|^2 S(\Delta_{10}) / S(1 \text{ Hz})\), and leakage \(\gamma_{\text{L}}^1 / \gamma_1 \approx \sum_{i \neq 0,1} \left| \langle n - i, i | \Sigma_+ | n, 1 \rangle \right|^2\), where \(\Sigma_+ = \sum_{i=0}^{M-2} \omega_i \Pi_{i,i+1}\). The participation of the higher transmon states reduces the decay rate \(\gamma_{\text{d}}\) from \(|1\rangle\) to \(|0\rangle\) as measurement power is increased. However, decay of the bare higher states increases the leakage rate, and the total error rate \(\gamma_{\text{d}} + \gamma_{\text{L}}^1\) is larger than \(\gamma_1\).

Finally, dressed-dephasing \(\gamma_{\varphi}\) due to noise responsible for dephasing of the bare qubit states can also cause transitions between the dressed-states [10, 20]. For concreteness, we consider dephasing due to charge noise on a transmon, but the model can be adapted to any source of dephasing. Following Ref. [10], this contribution can be evaluated as \(\gamma_{\varphi} / \gamma_1 \approx \left| \langle n + 1, 0 | \Sigma_z | n, 1 \rangle \right|^2 S(\Delta_{10}) / S(1 \text{ Hz})\), where \(\Sigma_z = \sum_{i=0}^{M-1} \omega_i / \epsilon_i / \epsilon_1\), with \(\epsilon_i\) the charge dispersion of level \(i\) [8] and \(S(\Delta_{ij})\) the spectrum of charge noise evaluated at the dressed qubit-resonator detuning. In the same way, the leakage rate is \(\gamma_{\varphi}^1 / \gamma_1 \approx \sum_{i \neq 0,1} \left| \langle n + 1 - i, i | \Sigma_z | n, 1 \rangle \right|^2 S(\Delta_{ij}) / S(1 \text{ Hz})\).

We note that, even assuming \(1/f\) charge noise which would be \(10^9\) times smaller at 1 GHz than at 1 Hz, dressed dephasing can be important for these large photon numbers. Indeed, for the transmon, the charge dispersion \(\epsilon_1\) — and therefore the susceptibility to charge noise — increases exponentially with \(i\), reaching \(\epsilon_6 / \epsilon_1 \approx 10^6\) for 6 levels. Although a quantitative analysis requires a better understanding of the noise spectrum at microwave frequencies, our numerical analysis with \(1/f\) noise suggests \(\gamma_{\varphi} / \gamma_1\) ranging from 1 to \(10^3\) and \(\gamma_{\varphi}^1 / \gamma_1\) from 10 to \(10^4\) depending on the parameters and the number of levels.

The loss of the QND aspect in such a high-fidelity readout is not expected to be an issue in the measurement of the final state of a quantum algorithm. However, reduction in the QND character is problematic for tasks such as measurement-based state preparation, quantum feedback control and quantum error correction.

In summary, we have shown that for a qubit with \(M > 2\) levels dispersively coupled to a resonator, the qubit-induced nonlinearity of the resonator depends in a nontrivial way on the qubit state. This can be exploited to increase the SNR ratio in a QND measurement at low-photon number and captures the essential aspects of the high-fidelity non-QND measurement recently reported [9].
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Note added. — Theoretical modeling of the high-fidelity readout has also been reported by Bishop et al. (following Letter) [21].
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