Grand Challenges in Neurotechnology and System Neuroergonomics
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1. INTRODUCTION

The research field of Neuroergonomics aims at “Understanding the brain in the wild, its activity during unrestricted real-world tasks in everyday life contexts, and its relationship to action, behavior, body, and environment” (Dehais et al., 2020). This field has tremendous potential to develop innovative applications across many fields, such as education, manufacturing, entertainment, health, transportation. In order to achieve this potential, many research applications of Neuroergonomics rely on or require neurotechnologies. Neurotechnology is a category of technology where system design incorporates neural principles or directly interfaces with signals from the brain and body. The most popular types of neurotechnologies notably include Brain-Computer Interfaces (BCI) (Clerc et al., 2016a,b; Nam et al., 2018) and Physiological computing (Fairclough, 2009; Fairclough and Gilleade, 2014). In order to be used in practice, Neuroergonomics must also be studied and integrated at the whole system level. In other words, we need to develop concepts of Systems Neuroergonomics, an interdisciplinary field of engineering, neuroscience and human factors, which integrates approaches from Neuroergonomics into the design, development, and management of complex systems (e.g., planes, information systems, video games, or medical devices). Systems in this context refers to any combination of machines, robots, computers, and automation with human users. The present journal, Frontiers in Neuroergonomics, section Neurotechnology and System Neuroergonomics, aims to publish significant advances in those principles, protocols, and applications that underpin the development of neurotechnology in the context of Neuroergonomics, i.e., to create novel forms of human-computer interaction that could enhance, e.g., safety, productivity, or health.

However, this objective remains far from the reality of how technologies are integrated into work and leisure in everyday life. Indeed, the vast majority of neurotechnologies for Neuroergonomics remain at the level of demonstrator systems used for laboratory research, and very few are used outside those laboratories. If Neuroergonomics, by definition, aims at studying behavior and technologies as they are used in the wild, it is important for neurotechnologies to also make this developmental leap from the laboratory and into the real world. Moreover, we must develop a systems understanding of how neurotechnologies may be embedded in the work of the individual, the team, and the organization. In order to understand how neurotechnologies can evolve from their current status as laboratory demonstrators to usage cases in everyday work and leisure, we have proposed three grand challenges: (1) Designing neurotechnologies that are robust and reliable, even outside the lab, with high accuracy across all usage contexts. This is a challenge at the machine level. (2) Designing user experience with neurotechnologies, to ensure that these technologies are usable, acceptable, and useful for its users. This is a challenge at the user level. (3) Developing Systems thinking in Neuroergonomics, to integrate, study, and optimize Neuroergonomics into...
system design, in a principled way. This is a challenge at the overall system level. These grand challenges are illustrated in Figure 1 and are described in more details in the following sections.

2. GRAND CHALLENGE: DESIGNING ROBUST AND RELIABLE NEUROTECHNOLOGIES

Despite their potential, current neurotechnologies are still far from being sufficiently reliable for use in everyday work and life. Existing systems make frequent and numerous mistakes in decoding the users’ mental states or intentions from their neurophysiological signals (Allanson and Fairclough, 2004; Krusienski et al., 2011; Lotte, 2016; Chavarriaga et al., 2017; Lotte et al., 2018). This poor reliability is due to a number of factors, such as imperfect neurophysiological sensors, notably Electroencephalography (EEG) and functional Near Infrared Spectroscopy (fNIRS) which only record relatively low Signal-to-Noise-Ratio (SNR) data. These types of physiological signals are very sensitive to various types of systemic artifacts originating from non-neuronal sources, e.g., muscles (Electromyography—EMG), eyes (Electrooculography—EOG), or motions for EEG (Goncharova et al., 2003; Fatourechi et al., 2007) or from various light sources or motions for fNIRS (Vittorio et al., 2017; Hocke et al., 2018), or from the environment itself (Sweeney et al., 2012). This deterioration of neurophysiological signals by artifacts is even more pronounced in real-life situations, with potentially mobile users and noisy environments (Lotte et al., 2009; Strait and Scheutz, 2014; Minguillon et al., 2017), which also represent the target use case of Neuroergonomics. While various approaches have been proposed to deal with artifacts in the neurophysiological record (see e.g., Cooper et al., 2012; Sweeney et al., 2012; Uriguen and Garcia-Zapirain, 2015; Jiang et al., 2019), these corrective strategies are still far from being perfect and do not remove the whole artifact, i.e., a residual artifact remains, or they risk accidentally removing a relevant part of the signal. Finally, neurophysiological signals are also highly non-stationary with significant variation between different users and within the same user, e.g., between days or even within the same day (see Abu-Alqumsan et al., 2017; Krumpe et al., 2017; Mladenovic et al., 2018; Saha and Baumert, 2019).

The goal of this grand challenge is to design robust neurotechnology that can decode users' states reliably during everyday work and leisure, despite those various sources of noise, artifacts, and non-stationarity that affect the recorded signals. This goal can be decomposed into a number of sub-challenges. The first sub-challenge is to design new sensors that can record neurophysiological signals with higher SNR. In addition, in order to be able to deal with the various sources of noise, artifacts, and non-stationarity, we must be able to build detailed computational models in order to characterize them. What are their spatial, temporal or spectral characteristics? What are their causes? What are their specific influences on neurophysiological signals? Current research has provided partial answers to some of these questions (see, e.g., Grosse-Wentrup, 2011; Ahn and Jun, 2015; Jeunet et al., 2017), but in order to design robust neurotechnologies in an informed way, we require computational models that are detailed and predictive. These types of models would enable us to optimize the design of algorithms to detect noise sources and artifacts for specific signals in a particular context (e.g., task, environment), and allow us to remove them in order to yield “clean” neurophysiological signals. The same knowledge could also be used to design machine learning and signal processing algorithms that are robust to specific sources of artifacts and noise, or even to extract neurophysiological features that are invariant to these noise sources, extending those ideas initiated by Blankertz et al. (2008) and Lotte and Guan (2011). Similarly, models of non-stationarities would enable us to track them more finely, and in doing so, design decoding algorithms that are not strongly influenced by their presence. Alternatively, we could design adaptive machine learning algorithms (Shenoy et al., 2006; Lotte et al., 2018), that would update parameters in an informed way in order to accommodate non-stationarities in their source signals. It is important to note that we would require such algorithms for both off-line data (for off-line evaluations and/or more fundamental neuroscientific studies) but also for their online equivalents, for integration into real-time neurotechnologies. Therefore, another sub-challenge that relates specifically to the online case is the requirement to design algorithms that are sufficiently computationally efficient to be used online.

The design of reliable and robust neurotechnologies also requires the design of algorithms that can exploit available data in an optimal fashion. For example, the design of algorithms based on multimodal data that jointly exploit multiple types of neurophysiological signals within the same process of classification, e.g., combining features from EEG, fNIRS, electrocardiogram (ECG), or galvanic skin response (GSR), in order to amalgamate the particular strengths of each. In other words, we need to design versatile and effective Hybrid BCIs (Pfurtscheller et al., 2010; Banville and Falk, 2016). We also need to design algorithms that can be calibrated or trained with as little data as possible, given how little data is typically available prior to sustained usage by an individual. A classification algorithm that could be efficiently trained (i.e., from little data) would also reduce the calibration times of current neurotechnologies (Lotte, 2015). Ideally, the aim for neurotechnologies that are used in everyday life should be removing altogether the need for new data for each new user, using, e.g., transfer learning (Jayaram et al., 2016). Since neurotechnologies for neuroergonomics often aim at decoding specific mental states, we would need to identify biomarkers that are specific to those mental states, but do not vary with co-existing states, thus ensuring their robust decoding (Fairclough, 2009). Finally, in order to be able to design and build all the models and algorithms described in this section, we would need large databases that represent neurophysiological data collected in the field. Therefore, the final sub-challenge would be to collect, build, consolidate, and share large databases of neurophysiological and psychophysiological signals, which have been measured across many users, tasks, contexts, and real operational environments (e.g., in planes or cars).
3. GRAND CHALLENGE: DESIGNING USER EXPERIENCE WITH NEUROTECHNOLOGIES

Issues associated with the user experience represent a significant challenge for the development of neurotechnologies. This is an important issue because all nascent technologies must offer tangible benefits in order to achieve widespread adoption, and these benefits are manifested via the user experience. The first part of this challenge concerns the design of those peripherals used for neurotechnology. Wearable sensors must be designed for comfort, robustness, aesthetic design, and unobtrusive measurement that does not compromise the quality of data collection (Mihajlović et al., 2015). In practice, this balance can be difficult to achieve, especially when sensors must be used over long periods of time in everyday/public environments. As a secondary point, these wearable devices, which are designed to exchange data with other devices, must encompass reliable communication protocols that are easily installed by members of the general public.

While neurotechnology has enormous potential to enhance human-computer interaction (HCI) by expanding communication bandwidth and developing personalized modes of interaction, acceptance depends largely on which adaptive strategies are deployed (Fuchs, 2018) and users’ perceptions of their utility and effectiveness. At the present time, we know relatively little about the level of system error that is acceptable to users when they interact with neurotechnology (Évain et al., 2016). When errors do occur, error recovery mechanisms must be seamlessly integrated into the interaction with the user. Similarly, we lack a strong understanding of how classification rates derived from machine learning algorithms regarding the internal state of the user correspond with those subjective types of self-assessment that informs perceived accuracy of the system (Fairclough et al., 2015; McCrea et al., 2016). Due to the high speed of data exchange between brain and machine, interactions with neurotechnology can occur implicitly and autonomously, i.e., functions can be activated without seeking confirmation from the user (Solovey et al., 2015; Serim and Jacucci, 2019). While this is a potentially exciting development from a HCI perspective, we know relatively little about how users will respond to this type of interaction mechanic, will they welcome an opportunity to communicate unconsciously with a machine or experience the triggering of autonomous functions by real-time changes in neurophysiological activity as a loss of personal control?

Research into interface design principles for neurotechnologies remains largely unexplored with the exception of active control BCI (Mason and Birch, 2003; Zander and Kothe, 2011). The provision of feedback to the user is a particularly important component of interface design. Feedback allows users to understand the internal contingencies of the system (Pillette, 2019), but given the high-throughput of data during these interactions, how can feedback be delivered at the interface without overwhelming the individual with...
information? From the perspective of the user, working with a neurotechnology is a learning experience that unfolds over a sustained period of use; but at the time of writing, we have very little understanding of how this longitudinal dimension influences user behavior. If users receive neurophysiological feedback over a sustained period of repeated interactions, it is possible for them to learn how to self-regulate brain activity in order to achieve a desired outcome, as would be the case with conventional neurofeedback; however, we are currently unable to assess the viability of self-regulation as an interaction mechanic beyond the mental and motor imagery protocols, which characterize active BCI (Cavazza et al., 2014). Similarly, sustained exposure to a working neurotechnology permits the user to assess an appropriate degree of trust in the system, which is likely to be highly significant for those systems associated with autonomous function (Lee and See, 2004; Hoff and Bashir, 2015) and can be assessed using psychophysiological (Hu et al., 2016) and neurophysiological (de Visser et al., 2018) measures.

The evaluation of working neurotechnology presents another set of challenges for the researcher. The whole purpose of this technology is to enhance or extend existing modalities of human-machine communication. In order to demonstrate that HCI have been improved or enhanced, neurotechnology must be evaluated, but this type of assessments is relative and must be benchmarked to an appropriate point of comparison. The development of methodologies and measures to permit the evaluation of neurotechnology remains mostly unexplored (Chavarriaga et al., 2017). There is a past precedent for using randomized inputs or “yoked” controls for the purposes of comparison (Scherbo et al., 2003; Zander et al., 2016) but these methods await consolidation within a generic framework for the evaluation of neurotechnology. Metrics for evaluation remain at a similar level of immaturity and these metrics can be complex for systems that blur the traditional distinction between user and technology (Fairclough, 2015). A working neurotechnology represents a hybrid system where human and machine operate as a single “cooperative intelligent entity” (p. 96) (Hancock, 2009). The generative interplay between “live” neurophysiological data and the adaptive logic of technology lies at the crux of user interaction and is quantified by observing the behavior of the system; hence the behavior of the adaptive system itself represents a central metric for system evaluation (Ewing et al., 2016).

4. GRAND CHALLENGE: SYSTEMS THINKING IN NEUROERGONOMICS

A systems perspective on the development of neurotechnology can be understood at two levels of analyses. In the first instance, neurotechnology work on a closed-loop basis wherein data is collected from the user, transformed and relayed to the individual via events at the interface. This type of biocybernetic system (Pope et al., 1995) is characterized as a control loop where the boundary between person and machine is rendered porous to enable a symmetrical mode of human-computer interaction (Hettinger et al., 2003). This bidirectional exchange of data can be extended by incorporating concepts from neural function and neural architecture into the technical specification and design of the system. For example, deep learning is a machine learning method designed to emulate representational learning in a way that parallels computation in the brain; this method has been incorporated into the design of BCI (Roy et al., 2019; Zhang et al., 2019) and there may be other features of neural computation that will transfer to the design of neurotechnology.

The second challenge involves broadening the context of system usage to consider neurotechnology as a sociotechnical system. If neurotechnology is to be widely adopted, it is important to anticipate how it may function for different users operating across multiple contexts (e.g., work vs. leisure) and being subject to those legal/governance issues that operate in the real-world. At the current time, research on neurotechnology tends to ignore this broad context, although there are exceptions (e.g., IEEE, 2020). Neurotechnology must operate within a sociotechnical hierarchy that includes protocols and procedures defined by managements, companies, regulators, and government (Rasmussen, 1997). The influence of this hierarchy is impossible to reproduce in the laboratory and sociotechnical issues must be studied “in the wild” using real employees incorporating neurotechnology into existing work practices (Wilson, 2014). Understanding the influence of the sociotechnical hierarchy on the design, functionality and usage of neurotechnology is an important challenge for the field in general and the development of commercial systems in particular.

By expanding our conception of how neurotechnology works to include real-world constraints, we are striving to “future-proof” system concepts and working prototypes. Interactions between neurotechnologies and other components, which may be social, organizational, economic, or political in nature, can only be observed in the real world. In addition, the closed-loop character of neurotechnology already occupies the boundary between a complicated system (i.e., a system that is difficult to understand but can be decomposed) and a complex one (i.e., a system that can evolve behavior and behave in ways unanticipated by the designer). The “darkness principle” (Siemieniuch and Sinclair, 2006) states that “no system can be known completely” and this principle is pertinent to the adoption and utilization of neurotechnology in the field across various settings and tasks. In addition to patterns of unanticipated usage that are often observed under real-world constraints of time, space, protocols, and procedures (Wilson, 2014), there are various ways in which the technical properties of the system can influence procedures in a bottom-up direction at the higher levels of sociotechnical hierarchy, e.g., requirement for new processes or laws. This complexity requires the researcher to maintain a holistic perspective, understanding how neurotechnology influences health, duration of working hours, liability for error etc. as well as the traditional emphasis on performance efficiency. This perspective also represents a tacit argument for a participatory design approach wherein prospective users have an opportunity to experience the system and provide feedback on how neurotechnology should be designed and integrated into work or lifestyle practices.
5. SUMMARY AND CONCLUSIONS

In this article, we have considered the challenges of developing robust categories of neurotechnology that can be utilized in the real-world. These systems range from active BCI to passive forms of neuroadaptive technologies, and encompass related systems that incorporate measurement of peripheral physiology, such as physiological computing and affective computing. These systems are united by the need for wearable sensors, a requirement to assess the cognitive/emotional state of the user in real-time and a bidirectional flow of information between user and system that can be described as a closed-loop. If neuroergonomics represents the study of the brain in the context of everyday life, neurotechnology extends this approach by turning those lessons learned from that field of study into novel forms of communication between user and system. However, there are numerous challenges facing the successful transition of this nascent technology from the laboratory into working systems that are utilized by people on an everyday basis. Methods for measuring neurophysiology and psychophysiology were developed originally for use under controlled conditions, the first grand challenge for neurotechnology is the creation of sensors combined with mathematical methods that can deliver robust data in the real-world. If this challenge was achieved and we could obtain accurate neurophysiological data from everyday life, the next problem involves a conversion of that technical achievement into novel modes of human-computer interaction that offer genuine utility for the user. In other words, neurotechnology should enhance performance or health or enjoyment in a way that is genuinely beneficial and cannot be achieved by some other means. The benefits of using neurotechnology must be both tangible and unique. In order to explore how neurotechnology can create positive user experiences, we must develop our understanding of longitudinal use, the development of trust and the design of appropriate methods to enable system evaluation. Once we have a robust neurotechnology that seems to deliver real utility for a specific user or groups of user, it is important to consider the sociotechnical context of system use with respect to organizational, economic, and political structures. Standards of governance for neurotechnologies can be informed by recommendations for ethical AI (DIB, 2019). Neurotechnology requires privileged access to data sources that are covert, rich and sensitive to a variety of influences and it is important that standards of governance and data privacy keep pace with practices if this emergent technology is adopted at scale.
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