DEVELOPMENT OF INEQUALITY AND CHARACTERIZATION OF EQUALITY CONDITIONS FOR THE NUMERICAL RADIUS
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ABSTRACT. Let $A$ be a bounded linear operator on a complex Hilbert space and $\Re(A)$ ( $\Im(A)$ ) denote the real part (imaginary part) of $A$. Among other refinements of the lower bounds for the numerical radius of $A$, we prove that

$$w(A) \geq \frac{1}{2} \|A\| + \frac{1}{2} |\Re(A) - \|\Im(A)\||,$$

and

$$w^2(A) \geq \frac{1}{4} \|A^*A + AA^*\| + \frac{1}{2} \|\Re(A)\|^2 - \|\Im(A)\|^2,$$

where $w(A)$ is the numerical radius of the operator $A$. We study the equality conditions for $w(A) = \frac{\sqrt{2}}{2} \sqrt{\|A^*A + AA^*\|}$ and prove that $w(A) = \frac{\sqrt{2}}{2} \sqrt{\|A^*A + AA^*\|}$ if and only if the numerical range of $A$ is a circular disk with center at the origin and radius $\frac{\sqrt{2}}{2} \sqrt{\|A^*A + AA^*\|}$. We also obtain upper bounds for the numerical radius of commutators of operators which improve on the existing ones.

1. Introduction

Let $\mathcal{B}(\mathcal{H})$ denote the $C^*$-algebra of all bounded linear operators on a complex Hilbert space $\mathcal{H}$ with inner product $\langle.,.\rangle$. As usual the norm induced by the inner product $\langle.,.\rangle$ is denoted by $\|\|$. For $A \in \mathcal{B}(\mathcal{H})$, let $W(A)$ denote the numerical range of $A$, which is defined as $W(A) = \{\langle Ax, x \rangle : x \in \mathcal{H}, \|x\| = 1 \}$. For $A \in \mathcal{B}(\mathcal{H})$, let $w(A)$ and $\|\|A\|$ denote the numerical radius and the operator norm of $A$, respectively, defined as, $w(A) = \sup\{\|\langle Ax, x \rangle\| : x \in \mathcal{H}, \|x\| = 1 \}$ and $\|A\| = \sup\{\|Ax\| : x \in \mathcal{H}, \|x\| = 1 \}$. It is easy to verify that $w(.)$ defines a norm on $\mathcal{B}(\mathcal{H})$, which is equivalent to the operator norm $\|\|$. In fact, for every $A \in \mathcal{B}(\mathcal{H})$, we have the following inequality

$$\frac{1}{2} \|A\| \leq w(A) \leq \|A\|. \quad (1.1)$$

The Crawford number of $A$, denoted by $c(A)$, is another important numerical constant associated with the numerical range and is defined as $c(A) = \inf\{\|\langle Ax, x \rangle\| : x \in \mathcal{H}, \|x\| = 1 \}$. The adjoint of an operator $A$ is denoted by $A^*$. Clearly $w(A) = w(A^*)$ and $c(A) = c(A^*)$. For $A \in \mathcal{B}(\mathcal{H})$, the real part and imaginary part of $A$, denoted as $\Re(A)$ and $\Im(A)$, are defined respectively as, $\Re(A) = \frac{A + A^*}{2}$ and $\Im(A) = \frac{A - A^*}{2i}$. Thus, $A = \Re(A) + i\Im(A)$ is the Cartesian decomposition of $A$. It is well known that, for $A \in \mathcal{B}(\mathcal{H})$, $w(A) = \sup_{\theta \in \mathbb{R}} \|\Re(e^{i\theta}A)\| = \sup_{\theta \in \mathbb{R}} \|\Im(e^{i\theta}A)\|$. 
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In this paper, we obtain lower bounds for the numerical radius of bounded linear operators which refine the well known lower bound \( w(A) \geq \frac{\|A\|}{2} \) and the bound \( w^2(A) \geq \frac{1}{4} \|A^*A + AA^*\| \), obtained by Kittaneh [12, Th. 1]. We also present the equivalent conditions for the equality \( w(A) = \frac{\|A\|}{2} \) as well as \( w^2(A) = \frac{1}{4} \|A^*A + AA^*\| \). Further, applying the lower bounds obtained here, we obtain upper bounds for the numerical radius of commutators of bounded linear operators, which refine the existing ones [9, 11].

2. Main results

We begin with by noting an elementary equality of real numbers, \( \max\{a, b\} = \frac{a+b}{2} + \frac{|a-b|}{2} \) for all \( a, b \in \mathbb{R} \). By using this maximum function we obtain the following lower bound for the numerical radius of bounded linear operators.

**Theorem 2.1.** Let \( A \in \mathcal{B}(\mathcal{H}) \), then

\[
w(A) \geq \frac{\|A\|}{2} + \left| \frac{\|\Re(A)\| - \|\Im(A)\|}{2} \right|
\]

**Proof.** Let \( x \) be an unit vector in \( \mathcal{H} \). Then it follows from the Cartesian decomposition of \( A \) that \( |\langle Ax, x \rangle|^2 = |\langle \Re(A)x, x \rangle|^2 + |\langle \Im(A)x, x \rangle|^2 \). This implies \( w(A) \geq \|\Re(A)\| \) and \( w(A) \geq \|\Im(A)\| \). Thus, we have

\[
w(A) \geq \max\{\|\Re(A)\|, \|\Im(A)\|\}
\]

\[
= \frac{\|\Re(A)\| + \|\Im(A)\|}{2} + \left| \frac{\|\Re(A)\| - \|\Im(A)\|}{2} \right|
\]

\[
\geq \frac{\|\Re(A) + i\Im(A)\|}{2} + \left| \frac{\|\Re(A)\| - \|\Im(A)\|}{2} \right|
\]

\[
= \frac{\|A\|}{2} + \left| \frac{\|\Re(A)\| - \|\Im(A)\|}{2} \right|
\]

as desired. \( \square \)

**Remark 2.2.** (i) We note that if \( A \) is Hermitian or skew Hermitian operator then the inequality in Theorem 2.1 becomes an equality.

(ii) Clearly, the inequality in Theorem 2.1 is stronger than the first inequality in (1.1) when \( \|\Re(A)\| \neq \|\Im(A)\| \).

As a consequence of Theorem 2.1 we prove the following corollary.

**Corollary 2.3.** Let \( A \in \mathcal{B}(\mathcal{H}) \). If \( w(A) = \frac{\|A\|}{2} \), then \( \|\Re(A)\| = \|\Im(A)\| = \frac{\|A\|}{2} \).

**Proof.** From Theorem 2.1, we have \( w(A) \geq \frac{\|A\|}{2} + \frac{\|\Re(A)\| - \|\Im(A)\|}{2} \geq \frac{\|A\|}{2} \). This implies that if \( w(A) = \frac{\|A\|}{2} \), then \( \|\Re(A)\| = \|\Im(A)\| \). Also

\[
\|\Re(A)\| \leq w(A) = \frac{\|A\|}{2} = \frac{\|\Re(A) + i\Im(A)\|}{2} \leq \frac{\|\Re(A)\| + \|\Im(A)\|}{2} = \|\Re(A)\|
\]

and so \( \|\Re(A)\| = \|\Im(A)\| = \frac{\|A\|}{2} \). \( \square \)
Note that the converse of Corollary 2.3 is not true, in general. We next concentrate our study on an equivalent condition for \( w(A) = \frac{\|A\|}{2} \).

**Theorem 2.4.** Let \( A \in \mathcal{B}(\mathcal{H}) \). Then the following are equivalent.

(i) \( w(A) = \frac{\|A\|}{2} \).

(ii) \( \|\Re(e^{i\theta}A)\| = \|\Im(e^{i\theta}A)\| = \frac{\|A\|}{2} \) for all \( \theta \in \mathbb{R} \).

**Proof.** (ii) implies (i) is trivial. We only prove (i) implies (ii). Let \( w(A) = \frac{\|A\|}{2} \). Then from Corollary 2.3, we have \( \|\Re(A)\| = \|\Im(A)\| = \frac{\|A\|}{2} \). Clearly, for all \( \theta \in \mathbb{R} \), \( e^{i\theta}A \in \mathcal{B}(\mathcal{H}) \) and \( w(e^{i\theta}A) = w(A) \), \( \|e^{i\theta}A\| = \|A\| \). Thus, \( w(A) = \frac{\|A\|}{2} \) implies \( \|\Re(e^{i\theta}A)\| = \|\Im(e^{i\theta}A)\| = \frac{\|A\|}{2} \) for all \( \theta \in \mathbb{R} \).

**Remark 2.5.** Yamazaki [15, Th. 3.1] proved that the following are equivalent:

(i) \( w(A) = \frac{\|A\|}{2} \).

(ii) \( \|\Re(e^{i\theta}A)\| + \|\Im(e^{i\theta}A)\| = \|A\| \) for all \( \theta \in \mathbb{R} \).

We note that the Theorem 2.4 gives an alternate elementary proof of [15, Th. 3.1].

We next prove that, \( \|A\| = \sqrt{\|A^*A + AA^*\|} = \sqrt{\|A^*A - AA^*\|} \), if \( w(A) = \frac{\|A\|}{2} \). To do so we need the following lemma.

**Lemma 2.6** ([2]). Let \( A, B \in \mathcal{B}(\mathcal{H}) \) be non zero. Then \( \|A + B\| = \|A\| + \|B\| \) if and only if \( \|A\|\|B\| \in W(A^*B) \).

**Theorem 2.7.** Let \( A \in \mathcal{B}(\mathcal{H}) \). If \( w(A) = \frac{\|A\|}{2} \), then

\[
\|A\|^2 = \|A^*A + AA^*\| = \|A^*A - AA^*\|.
\]

**Proof.** We note that for all \( \theta \in \mathbb{R} \),

\[
\|A\| = \|\Re(e^{i\theta}A) + i\Im(e^{i\theta}A)\| \leq \|\Re(e^{i\theta}A)\| + \|\Im(e^{i\theta}A)\| = \|A\|.
\]

Then using Lemma 2.6 we get, \( \|\Re(e^{i\theta}A)\|\|\Im(e^{i\theta}A)\| \leq \|w(i\Re(e^{i\theta}A)\Im(e^{i\theta}A))\| \leq \|\Re(e^{i\theta}A)\|\|\Im(e^{i\theta}A)\| \leq \|\Re(e^{i\theta}A)\|\|\Im(e^{i\theta}A)\| \leq \|\Re(e^{i\theta}A)\|\|\Im(e^{i\theta}A)\|. \) Since \( \|\Re(e^{i\theta}A)\|\|\Im(e^{i\theta}A)\| \in \mathbb{R} \), \( \|\Re(e^{i\theta}A)\|\|\Im(e^{i\theta}A)\| = \|\Re(i\Re(e^{i\theta}A)\Im(e^{i\theta}A))\| \).

Clearly, \( \Re(i\Re(e^{i\theta}A)\Im(e^{i\theta}A)) = \frac{1}{4}(A^*A - AA^*) \). Thus we get,

\[
\|\Re(e^{i\theta}A)\|\|\Im(e^{i\theta}A)\| = \frac{1}{4}\|A^*A - AA^*\|, \text{ for all } \theta \in \mathbb{R}.
\]

Also,

\[
\|\Re(e^{i\theta}A)\| + \|\Im(e^{i\theta}A)\| = \|A\|, \text{ for all } \theta \in \mathbb{R}.
\]

Therefore, from (2.1) and (2.2), we have

\[
\|\Re(e^{i\theta}A)\| = \frac{1}{2}\left(\|A\| \pm \sqrt{\|A\|^2 - \|A^*A - AA^*\|} \right) \text{ for all } \theta \in \mathbb{R}.
\]

From Theorem 2.4 we get, \( \|\Re(e^{i\theta}A)\| = \frac{1}{2}\|A\| \) for all \( \theta \in \mathbb{R} \), and so, \( \|A\|^2 - \|A^*A - AA^*\| = 0 \). Now, \( \|A^*A - AA^*\| = \|A\|^2 \leq \|A^*A + AA^*\| \leq 4w^2(A) = \|A\|^2 \).

Hence, \( \|A\|^2 = \|A^*A - AA^*\| = \|A^*A + AA^*\|. \) \( \square \)
Remark 2.8. Kittaneh [12, Prop. 1] proved that if $A^2 = 0$ then $|A|^2 = \|AA^* - A^*A\| = \|AA^* + A^*A\|$, whereas Theorem 2.7 says that if $w(A) = \frac{\|A\|}{2}$ then $|A|^2 = \|AA^* - A^*A\| = \|AA^* + A^*A\|$. Clearly, $\{A \in B(\mathcal{H}) : A^2 = 0\} \subseteq \{A \in B(\mathcal{H}) : w(A) = \frac{\|A\|}{2}\}$ is proper. Thus, Theorem 2.7 is applicable to larger class of operators than [12, Prop. 1].

In the next theorem we obtain another lower bound for the numerical radius.

**Theorem 2.9.** Let $A \in B(\mathcal{H})$, then

$$w^2(A) \geq \frac{1}{4} |A^*A + AA^*| + \frac{1}{2} \left| \|\Re(A)\|^2 - \|\Im(A)\|^2 \right|.$$  

**Proof.** Let $x$ be an unit vector in $\mathcal{H}$. Then it follows from the Cartesian decomposition of $A$ that $|\langle Ax, x \rangle|^2 = |\langle \Re(A)x, x \rangle|^2 + |\langle \Im(A)x, x \rangle|^2$. This implies $w(A) \geq \|\Re(A)\|$ and $w(A) \geq \|\Im(A)\|$ and so,

$$w^2(A) \geq \max \left\{ \|\Re(A)\|^2, \|\Im(A)\|^2 \right\}$$

$$= \frac{\|\Re(A)\|^2 + \|\Im(A)\|^2}{2} + \frac{\|\Re(A)\|^2 - \|\Im(A)\|^2}{2}$$

$$\geq \left( \frac{\|\Re(A)\|^2}{2} + \left( \frac{\|\Im(A)\|^2}{2} \right) \right) + \frac{\|\Re(A)\|^2 - \|\Im(A)\|^2}{2}$$

$$= 1 \frac{1}{4} |A^*A + AA^*| + \frac{\|\Re(A)\|^2 - \|\Im(A)\|^2}{2},$$

as required. \hfill \Box

**Remark 2.10.** Clearly, Theorem 2.9 is a non trivial improvement of $w^2(A) \geq \frac{1}{4} |A^*A + AA^*|$, obtained by Kittaneh [12, Th. 1].

Now, using Crawford number we obtain our next refinement.

**Theorem 2.11.** Let $A \in B(\mathcal{H})$, then

$$w^2(A) \geq \frac{1}{4} |A^*A + AA^*| + \frac{c^2(\Re(A)) + c^2(\Im(A))}{2}$$

$$+ \frac{\|\Re(A)\|^2 - \|\Im(A)\|^2}{2} + \frac{c^2(\Im(A)) - c^2(\Re(A))}{2}.$$  

**Proof.** Let $x$ be an unit vector in $\mathcal{H}$. Then it follows from the Cartesian decomposition of $A$ that $|\langle Ax, x \rangle|^2 = |\langle \Re(A)x, x \rangle|^2 + |\langle \Im(A)x, x \rangle|^2$. This implies the following two inequalities: $w^2(A) \geq \|\Re(A)\|^2 + c^2(\Im(A))$ and $w^2(A) \geq$
we prove the following corollary.

\[
\|\Re(A)\|^2 + c^2(\Im(A)) \geq \max \left\{ \|\Re(A)\|^2 + c^2(\Im(A)), \|\Re(A)\|^2 + c^2(\Im(A)) \right\} \\
= \frac{1}{2} \|\Re(A)\|^2 + \frac{1}{2} \|\Im(A)\|^2 + \frac{1}{2} \left( c^2(\Re(A)) + c^2(\Im(A)) \right) \\
\geq \frac{1}{4} \|A^*A + AA^*\| + \frac{1}{2} \left( c^2(\Re(A)) + c^2(\Im(A)) \right) \\
= \frac{1}{4} \|A^*A + AA^*\| + \frac{1}{2} \left( c^2(\Re(A)) + c^2(\Im(A)) \right),
\]

as required.

\[\square\]

**Remark 2.12.** In [8, Cor. 2.3], the authors obtained that if \( A \in B(\mathcal{H}) \), then

\[
w^2(A) \geq \frac{1}{4} \|A^*A + AA^*\| + \frac{1}{2} \left( c^2(\Re(A)) + c^2(\Im(A)) \right).
\]  

(2.3)

Clearly, Theorem 2.11 is stronger than (2.3).

Based on Theorem 2.11 we prove the following corollary.

**Corollary 2.13.** Let \( A \in B(\mathcal{H}) \). If \( w(A) = \frac{\sqrt{\|A^*A + AA^*\|}}{2} \), then the following results hold:

(i) There exist norm one sequences \( \{x_n\} \) and \( \{y_n\} \) in \( \mathcal{H} \) such that

\[
|\langle \Re(A)x_n, x_n \rangle| \to 0 \text{ and } |\langle \Im(A)y_n, y_n \rangle| \to 0.
\]

(ii) \( \|\Re(A)\| = \|\Im(A)\| = \frac{\sqrt{\|A^*A + AA^*\|}}{2} \).

Proof. It follows from Theorem 2.11 that
\[
\begin{align*}
    w^2(A) &\geq \frac{1}{4} \|A^*A + AA^*\| + \frac{c^2(\Re(A)) + c^2(\Im(A))}{2} \\
    &+ \frac{\|\Re(A)\|^2 - \|\Im(A)\|^2}{2} + \frac{c^2(\Im(A)) - c^2(\Re(A))}{2} \\
    &\geq \frac{1}{4} \|A^*A + AA^*\|.
\end{align*}
\]
This implies that \(c(\Re(A)) = c(\Im(A)) = 0\), and so (i) holds. Also we have, \(\|\Re(A)\| = \|\Im(A)\|\). Now the last equality of (ii) follows from the following chain of inequalities:
\[
\|\Re(A)\|^2 \leq w^2(A) = \frac{\|A^*A + AA^*\|}{4} = \frac{1}{2} \text{sup} (\|\Re(A)\|^2 + \|\Im(A)\|^2) \leq \|\Re(A)\|^2.
\]
\[\square\]

We observe that the reverse part of Corollary 2.13 may not be true, in general. In this context, we obtain an equivalent condition for \(w(A) = \sqrt{\|A^*A + AA^*\|}\).

**Theorem 2.14.** Let \(A \in \mathcal{B}(\mathcal{H})\). Then \(w^2(A) = \frac{1}{4} \|A^*A + AA^*\|\) if and only if \(\|\Re(e^{i\theta}A)\|^2 + \|\Im(e^{i\theta}A)\|^2 = \frac{1}{2} \|A^*A + AA^*\|\) for all \(\theta \in \mathbb{R}\).

**Proof.** The sufficient part is trivial, so we only prove the necessary part. Let \(w^2(A) = \frac{1}{4} \|A^*A + AA^*\|\). Let \(\theta \in \mathbb{R}\) be arbitrary. Then by simple computation we have, \((\Re(e^{i\theta}A))^2 + (\Im(e^{i\theta}A))^2 = \frac{A^*A + AA^*}{2}\). Now, we have
\[
\begin{align*}
    \frac{1}{4} \|A^*A + AA^*\| & = \frac{1}{2} \text{sup} (\|\Re(e^{i\theta}A)\|^2 + \|\Im(e^{i\theta}A)\|^2) \\
    &\leq \frac{1}{2} \left( \|\Re(e^{i\theta}A)\|^2 + \|\Im(e^{i\theta}A)\|^2 \right) \\
    &\leq w^2(A) \\
    & = \frac{1}{4} \|A^*A + AA^*\|.
\end{align*}
\]
This implies that \(\|\Re(e^{i\theta}A)\|^2 + \|\Im(e^{i\theta}A)\|^2 = \frac{1}{2} \|A^*A + AA^*\|\). Now,
\[
\text{sup}_{\theta \in \mathbb{R}} \|\Re(e^{i\theta}A)\|^2 = \|\Re(e^{i\theta}A)\|^2 = \frac{1}{4} \|A^*A + AA^*\| = \text{sup}_{\theta \in \mathbb{R}} \|\Im(e^{i\theta}A)\|^2.
\]
Thus, \(\|\Re(e^{i\theta}A)\|^2 = \|\Im(e^{i\theta}A)\|^2 = \frac{1}{4} \|A^*A + AA^*\|\) for all \(\theta \in \mathbb{R}\). \[\square\]

In the next theorem we characterize numerical range of an operator when the numerical radius attains its lower bounds, namely, \(w(A) = \|A\|\) and \(w(A) = \sqrt{\|A^*A + AA^*\|}\).

To do so we need the following lemma. This was known for matrices, (see [14]).

**Lemma 2.15.** Let \(A \in \mathcal{B}(\mathcal{H})\). Then the following are equivalent:

(i) \(\|\Re(e^{i\theta}A)\| = k\), (\(k\) is a constant) for all \(\theta \in \mathbb{R}\).

(ii) \(W(A)\) is a circular disk with center at the origin and radius \(k\).
Proof. \((i) \Rightarrow (ii)\). We have, \(w(\Re(e^{i\theta}A)) = k\) for all \(\theta \in \mathbb{R}\). So, \(\sup_{\|x\|=1} |\langle \Re(e^{i\theta}A)x, x \rangle| = k\), i.e., \(\sup_{\|x\|=1} |Re(e^{i\theta}(Ax, x))| = k\) for all \(\theta \in \mathbb{R}\). Thus, for each \(\theta \in \mathbb{R}\), there exist a norm one sequence \(\{x_n^{\theta}\}\) in \(\mathcal{H}\) such that \(|Re(e^{i\theta}(Ax_n^{\theta}, x_n^{\theta}))| \to k\). This implies that the boundary of \(W(A)\) must be a circle with center at the origin and radius \(k\). Since \(W(A)\) is a convex subset of \(\mathbb{C}\), so \(W(A)\) is a circular disk with center at the origin and radius \(k\).

\((ii) \Rightarrow (i)\). Follows easily. \(\square\)

The desired theorem now follows easily from Theorem 2.4 and Theorem 2.14.

**Theorem 2.16.** Let \(A \in \mathcal{B}(\mathcal{H})\). Then we have,

\((i)\) \(w(A) = \frac{1}{2}\|A\|\) if and only if \(W(A)\) is a circular disk with center at the origin and radius \(\frac{1}{2}\|A\|\).

\((ii)\) \(w(A) = \frac{1}{2}\sqrt{\|A^*A + AA^*\|}\) if and only if \(W(A)\) is a circular disk with center at the origin and radius \(\frac{1}{2}\sqrt{\|A^*A + AA^*\|}\).

**Remark 2.17.** For \(A \in \mathcal{B}(\mathcal{H})\), here we note that \(w(A) = \frac{\|A\|}{2}\) implies \(w(A) = \frac{1}{2}\sqrt{\|A^*A + AA^*\|}\). However, \(w(A) = \frac{1}{2}\sqrt{\|A^*A + AA^*\|}\) does not always imply \(w(A) = \frac{\|A\|}{2}\). Consider \(A = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}\). Then we have, \(w(A) = \frac{1}{2}\sqrt{\|A^*A + AA^*\|} = \frac{1}{\sqrt{2}} > \frac{1}{2} = \frac{\|A\|}{2}\).

Our final inequality in this section is as follows.

**Theorem 2.18.** Let \(A \in \mathcal{B}(\mathcal{H})\), then

\[
\begin{align*}
w^4(A) & \geq \frac{1}{16} \left\| (A^*A + AA^*)^2 + 4 (\Re(A^2))^2 \right\| + \frac{1}{2} \left| \|\Re(A)\|^4 - \|\Im(A)\|^4 \right| \\
& \geq \frac{1}{16} \left\| A^*A + AA^* \right\|^2 + \frac{1}{4} \left( (\Re(A^2))^2 \right) + \frac{1}{2} \left| \|\Re(A)\|^4 - \|\Im(A)\|^4 \right|.
\end{align*}
\]

Proof. It follows from \(w^4(A) \geq \max\{\|\Re(A)\|^4, \|\Im(A)\|^4\}\) that

\[
\begin{align*}
w^4(A) & \geq \frac{\|\Re(A)\|^4 + \|\Im(A)\|^4}{2} + \frac{\|\Re(A)\|^4 - \|\Im(A)\|^4}{2} \\
& \geq \frac{(\|\Re(A)\|^4 + (\Im(A))^4)}{2} + \frac{\|\Re(A)\|^4 - \|\Im(A)\|^4}{2} \\
& = \frac{1}{16} \left\| (A^*A + AA^*)^2 + 4 (\Re(A^2))^2 \right\| + \frac{1}{2} \left| \|\Re(A)\|^4 - \|\Im(A)\|^4 \right| \\
& \geq \frac{1}{16} \left\| A^*A + AA^* \right\|^2 + \frac{1}{4} \left( (\Re(A^2))^2 \right) + \frac{1}{2} \left| \|\Re(A)\|^4 - \|\Im(A)\|^4 \right|.
\end{align*}
\]

\(\square\)

**Remark 2.19.** Bag et al. [3, Th. 8] obtained that the following inequality:

\[
w^4(A) \geq \frac{1}{16} \left\| A^*A + AA^* \right\|^2 + \frac{1}{4} \left( (\Re(A^2))^2 \right). \tag{2.4}
\]
Bhunia et al. [6, Cor. 2.8] improved on the inequality (2.4) to prove that

\[ w^4(A) \geq \frac{1}{16} \left\| (A^*A + AA^*)^2 + 4 \left( \Re(A^2) \right)^2 \right\|. \]  

(2.5)

Clearly, Theorem 2.18 improves on both the inequalities (2.4) and (2.5).

3. APPLICATION TO ESTIMATE NUMERICAL RADIUS OF COMMUTATORS OF OPERATORS

In this section we obtain upper bounds for the numerical radius of commutators of bounded linear operators as an application of the lower bounds in the previous section. First we prove the following theorem.

**Theorem 3.1.** Let \( A, B, X, Y \in \mathcal{B}(\mathcal{H}) \), then

\[ w(AXB \pm BYA) \leq 2\sqrt{2} \|B\| \max \left\{ \|X\|, \|Y\| \right\} \sqrt{w^2(A) - \nu}, \]

where \( \nu = \frac{c^2(\Re(A)) + c^2(\Im(A))}{2} + \left| \frac{\|\Re(A)\|^2 - \|\Im(A)\|^2}{2} + \frac{c^2(\Im(A)) - c^2(\Re(A))}{2} \right|. \)

**Proof.** First we assume that \( \|X\| \leq 1 \) and \( \|Y\| \leq 1 \). Let \( x \) be an unit vector in \( \mathcal{H} \). Then we have,

\[ |\langle (AX \pm YA)x, x \rangle| \leq |\langle AX, x \rangle| + |\langle YA, x \rangle| \]

\[ \leq \|A^*x\| + \|Ax\|, \|Xx\| \leq 1 \text{ and } \|Y^*x\| \leq 1 \]

\[ \leq \sqrt{2(\|A^*x\|^2 + \|Ax\|^2)} \]

\[ \leq \sqrt{2\|AA^* + A^*A\|} \]

\[ \leq 2\sqrt{2} \sqrt{w^2(A) - \nu}, \text{ using Theorem 2.11,} \]

where \( \nu = \frac{c^2(\Re(A)) + c^2(\Im(A))}{2} + \left| \frac{\|\Re(A)\|^2 - \|\Im(A)\|^2}{2} + \frac{c^2(\Im(A)) - c^2(\Re(A))}{2} \right|. \) Hence, by taking supremum over \( \|x\| = 1 \) we get,

\[ w(AX \pm YA) \leq 2\sqrt{2} \sqrt{w^2(A) - \nu}. \]  

(3.1)

Now we consider the general case, i.e., \( X, Y \in \mathcal{B}(\mathcal{H}) \) be arbitrary operators. If \( X = Y = 0 \) then Theorem 3.1 holds trivially. Let \( \max \{\|X\|, \|Y\|\} \neq 0 \). Then clearly \( \frac{X}{\max\{\|X\|,\|Y\|\}} \leq 1 \) and \( \frac{Y}{\max\{\|X\|,\|Y\|\}} \leq 1 \). So, replacing \( X \) and \( Y \) by \( \frac{X}{\max\{\|X\|,\|Y\|\}} \) and \( \frac{Y}{\max\{\|X\|,\|Y\|\}} \), respectively, in (3.1) we get,

\[ w(AX \pm YA) \leq 2\sqrt{2} \max \{\|X\|, \|Y\|\} \sqrt{w^2(A) - \nu}. \]  

(3.2)

Now replacing \( X \) by \( XB \) and \( Y \) by \( BY \) in (3.2) we get,

\[ w(AXB \pm BYA) \leq 2\sqrt{2} \max \{\|XB\|, \|BY\|\} \sqrt{w^2(A) - \nu}. \]

This implies that

\[ w(AXB \pm BYA) \leq 2\sqrt{2} \|B\| \max \{\|X\|, \|Y\|\} \sqrt{w^2(A) - \nu}, \]

as desired. \( \square \)

Considering \( X = Y = I \) in Theorem 3.1, we get the following inequality.
Corollary 3.2. Let $A, B \in \mathcal{B}(\mathcal{H})$, then
\[ w(AB \pm BA) \leq 2\sqrt{2}\|B\|\sqrt{w^2(A) - \nu}, \]
where \( \nu = \frac{c^2(\Re(A)) + c^2(\Im(A))}{2} + \left| \frac{\|\Re(A)\|^2 - \|\Im(A)\|^2}{2} + \frac{c^2(\Im(A)) - c^2(\Re(A))}{2} \right| \).

Remark 3.3. Fong and Holbrook [9] obtained that the following inequality
\[ w(AB + BA) \leq 2\sqrt{2}\|B\|w(A). \] (3.4)
Hirzallah and Kittaneh [11] improved on the inequality (3.4) to prove that
\[ w(AB \pm BA) \leq 2\sqrt{2}\|B\|\sqrt{w^2(A) - \left| \|\Re(A)\|^2 - \|\Im(A)\|^2 \right|}. \] (3.5)

We would like to remark that the inequality obtained in Corollary 3.2 is a proper refinement of that in (3.5). Consider $A = \begin{pmatrix} 20 & 0 \\ 0 & 30 + 30i \end{pmatrix}$ and $B = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$. Then Corollary 3.2 gives $w(AB \pm BA) \leq 105.830052$, whereas (3.5) gives $w(AB \pm BA) \leq 120$.

Proceeding similarly as in Corollary 3.2 and using Theorem 2.18, we get the following inequality.

Corollary 3.4. Let $A, B \in \mathcal{B}(\mathcal{H})$, then
\[ w(AB \pm BA) \]
\[ \leq 2\sqrt{2}\|B\|\left( w^4(A) - \frac{1}{4}c^2((\Re(A))^2) - \frac{\|\Re(A)\|^4 - \|\Im(A)\|^4}{2} \right)^{\frac{1}{4}} \]
\[ \leq 2\sqrt{2}\|B\|\left( w^4(A) - \frac{\|\Re(A)\|^4 - \|\Im(A)\|^4}{2} \right)^{\frac{1}{4}}. \]

Remark 3.5. Clearly, Corollary 3.4 is an improvement of the inequality (3.4), obtained in [9].
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