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Abstract The discontinuous Galerkin (DG) method continues to maintain heightened levels of interest within the simulation community because of the discretization flexibility it provides. One of the fundamental properties of the DG methodology and arguably its most powerful property is the ability to combine high-order discretizations on an inter-element level while allowing discontinuities between elements. This flexibility, however, generates a plethora of difficulties when one attempts to use DG fields for feature extraction and visualization, as most post-processing schemes are not designed for handling explicitly discontinuous fields. This work introduces a new method of applying smoothness-increasing, accuracy-conserving filtering on discontinuous Galerkin vector fields for the purpose of enhancing streamline integration. The filtering discussed in this paper enhances the smoothness of the field and eliminates the discontinuity between elements, thus resulting in more accurate streamlines. Furthermore, as a means of minimizing the computational cost of the method, the filtering is done in a one-dimensional manner along the streamline.
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1 Introduction

The discontinuous Galerkin (DG) methods provide a high-order extension of the finite volume method in much the same way as high-order or spectral/hp elements [20, 29] extended standard finite elements. The DG methodology allows for a dual path to convergence through both elemental ‘h’ and polynomial ‘p’ refinement, making it highly desirable for computational problems which require resolution fidelity. In the overview of the development of the discontinuous Galerkin method, Cockburn et al. [11] trace the developments of DG and provide a succinct discussion of the merits of this extension to finite volumes.

The primary mathematical advantage of DG is that unlike classic continuous Galerkin FEM, which seeks approximations which are piecewise continuous, the DG methodology only requires functions which are $L_2$ integrable. Much like FEM, DG uses the variational form, however, instead of constraining the solution to be continuous across element interfaces, the DG method merely requires weak constraints on the fluxes between elements. This feature provides a discretization flexibility which is difficult to match with conventional continuous Galerkin methods.

Generating data from a DG simulation, however, is never the end of the story. The simulation science pipeline consists initially of modeling and simulation, then requires evaluation through post-processing which allows for information to be extracted. This post-processed information relates back to the scientific or engineering question of interest. One such means of evaluation is visualization.

Visualizing vector fields has always been considered challenging. There are several visualization techniques that try to address this challenge, such as: particle tracing [22, 31], icon placement [30, 33] or texture [23, 32] based methods. A commonly used technique is streamline visualization. The bias toward using streamlines is in part explained by studies which show streamlines to be effective visual representations for elucidating the salient features of the vector fields [21]. Furthermore, streamlines as a visual representation are appealing because they are applicable for both two-dimensional and three-dimensional fields [35].

The most common means of integrating streamlines is to employ one of the many available numerical ordinary differential equation (ODE) solvers on the vector field. In this case, a new error is added to the simulation error budget, namely, the errors arising from the choice of technique used for post-processing simulation data. Darmofal and Haimes [14], in an attempt to quantify post-processing errors which occur in streamline computations of finite element fields, analyzed different types of time integrators (multi-step, multi-stage and hybrid schemes) for their efficiency, convergence rate and computational cost in stream-, streak- and path-line calculations. They also showed that an improperly chosen time-step can result in non-physical streamlines and incorrect critical points even in continuous fields.

DG discretizations provide an additional challenge to the integration process—element-wise discontinuities violate the smoothness assumptions upon which most of these integration schemes are based. If no manipulation of the field is accomplished, accurate streamlines through DG fields require adaptive time-stepping which effectively integrates up to and over discontinuities in a controlled way [16]. This process tends to be very expensive as many field evaluations are required to effectively “find” and integrate over the discontinuity.

One alternative strategy is to seek filtering techniques which enhance the smoothness of the field without destroying its formal accuracy. Such smoothness-increasing accuracy-conserving (SIAC) filters have been proposed in previous work [28], where they have been shown to ameliorate the difficulties that arise in streamline integration. Because of the nature of the study in [28], two limitations existed: (1) results were only demonstrated for structured quadrilateral meshes and (2) the entire DG field was post-processed. Applying the filter in
this form to realistic data can be challenging in that structured quadrilateral meshes are not optimal and post-processing the entire field can be computationally expensive. Thus, we are employing a strategy for filtering DG data which addresses these two specific limitations.

The goal of this work is to extend the previous ideas presented in [28] by demonstrating an alternative SIAC filtering algorithm that can be applied during streamline integration through datasets generated on unstructured discontinuous Galerkin discretizations. The technique uses a one-dimensional convolution kernel to introduce continuity between elements. The idea is to increase smoothness while not introducing additional error in the solution. Furthermore, we work in arc-length coordinates so that we are able to have a one-dimensional implementation that is the same regardless of the dimension of the simulation data. This in turn will aid in accomplishing the goals of visualization of data over more complex geometries while still improving the smoothness of the field, not compromise the accuracy of the data, and provide for a reasonable computational cost.

The paper is organized as follows. In Sect. 2 we discuss the discontinuous Galerkin method for systems of hyperbolic equations as well as presenting background on smoothness-increasing accuracy-conserving filters, including using one-sided filtering. In Sect. 3 we show the practical issues in applying this SIAC filter to multi-dimensional data, which encompasses the choice of characteristic length for scaling the convolution kernel, integration of the convolution kernel, as well as time-stepping techniques for obtaining the streamline. We also provide a discussion of implementation details needed to understand the application of the filters and demonstration of the efficacy of the filters prior to streamline integration. We complete this by providing applications to simulation data in Sect. 4 that demonstrate the effectiveness of this SIAC filter. A summary of our findings and a discussion of future work are presented in Sect. 5.

2 Background

2.1 The Discontinuous Galerkin Method

The discontinuous Galerkin (DG) method for hyperbolic equations has been discussed extensively by both Cockburn et al. [4–6, 8, 9] and others [2, 7]. For the purposes of this paper, we are interested in systems of equations of the form

\[ u_t + \nabla \cdot F(u) = 0 \quad \text{in } (0, T) \times \Omega. \quad (1) \]

To create a DG approximation, we first construct a tessellation of the domain \( \Omega \), \( T(\Omega) = \bar{\Omega} \), and an approximation space, \( V_h \), consisting of piecewise polynomials of degree less than or equal to \( k \) on each element of \( K \in \bar{\Omega} \), where \( k + 1 \) is the order of accuracy of the approximation. To obtain the approximation, we multiply \( (1) \) by a test function \( v \in V_h \) and integrate by parts to obtain the variational formulation:

\[
\frac{d}{dt} \int_K u(x, t)v dx + \sum_{e \in \partial K} \int_e F(u) \cdot n_{e,K} v d\Gamma - \int_K F(u) \cdot \nabla v dx = 0, \quad (2)
\]

where \( n_{e,K} \) denotes the outward unit normal to edge \( e \). The numerical scheme is then given by

\[
\frac{d}{dt} \int_K u(x, t)v dx + \sum_{e \in \partial K} \int_e \mathbf{h}(u(x^-, t), u(x^+, t)) v d\Gamma - \int_K F(u) \cdot \nabla v dx = 0 \quad (3)
\]
for all test functions $v \in V_h$ where $h(u(x^-, t), u(x^+, t))$ represents the numerical flux.

The key points to retain from this brief DG introduction are the following: 1) DG requires a valid tessellation of the domain of interest to be constructed, but there are no restrictions on the types of elements (e.g., triangles or quadrilaterals in 2D) or combination of elements, only the normal constraints found in the finite element and finite volume literature on element quality; 2) the approximation space is piecewise discontinuous with bounded jumps. It is precisely these two components of DG which make post-processing of DG simulation data challenging as most current post-processing techniques assume that the underlying field on which they are operating is continuous. This leads us naturally to the question of whether one can make a DG field continuous (without destroying the formal accuracy of the results), which is the issue to be addressed in the next section.

2.2 Smoothness-Increasing Accuracy-Conserving Filters

There have been many filtering techniques developed that aim to smooth out discontinuous fields and create a continuous function from a discrete solution. A group of these methods uses B-splines for the filtering. An overview of B-spline filtering techniques can be found in [25]. Hou and Andrews [19] use linear combination of cubic B-splines for image processing. Their technique is very similar to the one used in this work. Mitchell and Netraveli [24] also use piecewise cubic filters for image reconstruction. Similar to the work mentioned above, we also implement a technique based on B-splines; however, the B-splines are chosen based on the polynomial order of the discontinuous Galerkin solution. This smoothness-increasing accuracy-conserving filter is outlined below as well as in the series of papers [10, 12, 13, 26–28].

2.2.1 One-Sided Filtering

In the one-dimensional application of the smoothness-increasing accuracy-conserving filter to streamlines, we concentrate on the implementation of the one-sided filter. This one-sided convolution kernel was introduced by Ryan and Shu [26] and displays only minor differences from the symmetric kernel:

$$K^{2(k+1),k+1}(x) = \sum_{\gamma=-2k-1}^{-1} c^{2(k+1),k+1}_{\gamma} \psi^{(k+1)}(x - \gamma).$$

Note that the support of the B-splines are simply shifted to one side of the current element being filtered in a way which is analogous to one-sided finite difference stencils. Additionally, the coefficient calculation for $c^{2(k+1),k+1}_{\gamma}$, like the support of the B-splines, is also non-symmetric and is given by

$$\begin{bmatrix}
\int \psi^{(k+1)}(x - y - 2k - 1)y^0 \, dy \\
\vdots \\
\int \psi^{(k+1)}(x - y - k)y^k \, dy 
\end{bmatrix}
\begin{bmatrix}
c_{-2k-1} \\
\vdots \\
c_{-k}
\end{bmatrix} =
\begin{bmatrix}
x^0 \\
\vdots \\
x^k
\end{bmatrix}.$$

For the piecewise linear case, we would have

$$\begin{bmatrix}
1 & 1 & 1 \\
x + 3 & x + 2 & x + 1 \\
x^2 + 6x + \frac{55}{6} & x^6 + 4x + \frac{25}{6} & x^2 - 2x + \frac{7}{6}
\end{bmatrix}
\begin{bmatrix}
c_{-3} \\
c_{-2} \\
c_{-1}
\end{bmatrix} =
\begin{bmatrix}
x \\
x^2
\end{bmatrix}.$$
Fig. 1 B-splines used in the convolution kernels for the $k = 1$ case. The actual kernel is a linear combination of these B-splines with the emphasis being on the current element being filtered, that is, we want to filter the element containing $x_i$.

We emphasize that the entire one-sided kernel has its support contained to one side of the point of interest, and therefore the limits of integration in the convolution change. Therefore, the solution is not needed from the other side of the point being filtered. This is an important feature since the future of the streamline is not known when the filtering scheme is employed.

It has also been demonstrated that the one-sided technique improves accuracy from order $k + 1$ to $2k + 1$ for uniform meshes [26]. When the underlying mesh becomes non-uniform, the method loses its accuracy enhancing characteristic in the sense of order of convergence, but keeps an accuracy conserving behavior [13]. This is important, as when we consider the multi-dimensional approximation, we can no longer guarantee that the mesh is uniform. This is because we apply the filter in a one-dimensional manner along the streamline. Even if the data is given over a uniform quadrilateral mesh, the streamline may cut through a corner of an element. However, it is the smoothness increasing part of the filter that is important for this application.

Figure 1 shows an example of the B-splines used in the symmetric kernel as well as the fully one-sided kernel for $k = 1$. The $x$-axis is scaled by the characteristic length, and $x_i$ corresponds to the location of the point that is being post-processed. The $y$-axis is scaled by the kernel coefficients.
3 One-Sided Filtering for Streamline Calculation

We now address adapting the aforementioned one-sided filtering techniques to one-dimensional streamlining from multi-dimensional data. We first discuss the broader picture of streamlining and then the options for streamline calculation.

Consider a computational domain $\Omega$ over which a tessellation $\hat{\Omega} = T(\Omega)$ exists consisting of triangles and quadrilaterals in two-dimensions or tetrahedra, hexahedra, prisms and pyramids in three-dimensions. This work is concerned with piecewise smooth fields built over $\hat{\Omega}$. That is, assume that we take two geometrically adjacent elements $K_1, K_2 \in \hat{\Omega}$, the functions $f_1 : K_1 \to \mathbb{R}$ and $f_2 : K_2 \to \mathbb{R}$ are smooth but do not have cross-element continuity. To illustrate the idea, we consider a two-dimensional example. Assume

$$\mathbf{v} = \begin{bmatrix} u(x, y) \\ v(x, y) \end{bmatrix}.$$ 

For each element $K \in \hat{\Omega}$, $\mathbf{v} : K \to \mathbb{R}^2$ is well-defined. However, if $\mathbf{v}$ is evaluated over $\hat{\Omega}$ as it is for the discontinuous Galerkin approximation, then vector field would be uniquely defined on the open set of elements only; it would be multiply defined on the traces of the elements (i.e. on the edges of the elements in two-dimensions or on the faces of the elements in three-dimensions). This means that for element interfaces there is more than one choice for $\mathbf{v}$. It is exactly this inter-element (non-physical) discontinuity that we seek to smooth, without destroying the accuracy of our DG approximation.

The idea is the following: We are interested in defining streamlines of the vector field $\mathbf{v}$. The directional derivative is

$$\frac{d}{d\xi} = \mathbf{v} \cdot \nabla.$$ 

This derivative allows us to define a streamline $\mathbf{r}$ of the vector field $\mathbf{v}$ as being curves in which

$$\frac{d\mathbf{r}}{d\xi} = \mathbf{v}$$

holds for any point on the curve. Note that $\mathbf{v} = \mathbf{v}(\mathbf{r})$.

In order to trace this streamline curve, we use a time-stepping algorithms such as Euler Forward. If we define an initial starting point $\mathbf{r}^0$ and a spacing $\Delta \xi$, the Euler-Forward approximation of the curve is generated by iterating

$$\frac{\mathbf{r}^{n+1} - \mathbf{r}^n}{\Delta \xi} = \mathbf{v}(\mathbf{r}^n).$$

for $n = 1, \ldots, N$. In this expression, the vector field $\mathbf{v}$ is being evaluated along the streamline given by samples of $\mathbf{r}$. The higher the order of approximation used for the derivative term $\frac{d\mathbf{r}}{d\xi}$, the more smoothness of the field that is required. The difficulty lies in the fact that if the vector field is given by a DG vector field, element-wise smoothness is not available.

To ameliorate the discontinuity problem, Steffen et al. used the SIAC filter to increase the smoothness of the field without compromising accuracy [28]. The streamline calculation was performed by filtering the entire multi-dimensional vector field $\mathbf{v}$ using the B-spline convolution kernels to produce a new field $\tilde{\mathbf{v}}$ which is smooth across interfaces. Once this is done, it was possible to employ a wide variety of different ODE integration algorithms.
Although this technique is effective in the sense of handling discontinuities, it required filtering the entire field, which can be very expensive, and it assumed only simplified geometry (a uniform quadrilateral mesh). In general, this approach has these additional issues:

- Mesh Generation. In 2-D it is possible to automatically partition a bounded region into quadrilaterals where the post-processing convolution kernels can be applied. Automatically blocking complex shaped volumes into hexahedral regions (in 3-D) is an unsolved problem.
- Maintaining boundary values. The one-sided kernel needs to be applied when the region of interest touches a boundary. The current form of this kernel does not preserve values at the bounds of the domain. Therefore there is no mechanism to ensure that resultant streamlines do not pierce walls when the viewed solution has flow tangency (for Euler calculations) or zero velocity enforced at solid boundaries used in viscous simulations.

We therefore seek an alternative that will allow for non-uniformity in the mesh and will not require filtering of the entire field. The idea is the following: assume that one is given a collection of points \(\{\ldots, r^{n-2}, r^{n-1}, r^n\}\) along a streamline. Additionally, assume that one has filtered the vector field at those points, that is, \(\{\ldots, \tilde{v}^{n-2}, \tilde{v}^{n-1}, \tilde{v}^n\}\). To find the next position along the streamline, implement the backward differential formula and obtain \(r^{n+1}\).

It is important to note that it will be necessary for the streamline integration step to be chosen such that the new position, \(r^{n+1}\), is within the convolution filter support of the points used in the backward differentiation. This guarantees that the influence of element boundaries are properly used. Thus, the filtering is done as we proceed forward in time for the streamline calculation. Details of this alternative method are outlined below.

In order to apply the filter introduced in Sect. 2.2.1, it is necessary to slightly modify the kernel and the process of evaluation of the data. As mentioned previously, we no longer assume uniformity of elements. Recall that the previous kernel was scaled by the uniform element size. Therefore, we must investigate a characteristic length for the scaling of the B-splines. Additionally, it is necessary to address the integration of the convolution kernel for filtering the discontinuous Galerkin solution. Lastly, since this is a streamline calculation, we must consider the proper time integration method that will take into account our filtering method. To introduce the incorporation of all these ideas we develop a model problem. Once we have discussed the necessary components of forming the SIAC filter, we test the validity of the SIAC filter on our model problem.

### 3.1 Characteristic Model Problem

Given a curve through a discontinuous Galerkin data set, the approximation naturally contains oscillations. For purposes of illustration, we have taken a multi-dimensional function consisting of smooth oscillating circles and projected it to a discontinuous Galerkin basis (see Fig. 2). The idea for using a one-sided streamline integrator is this: If we take a one-dimensional cut of this approximation, it will still contain oscillations on the lower dimensional manifold, as shown in Fig. 4 (left). Given the oscillatory nature of the approximation, we wish to filter the solution. It is desired that the filter increases the smoothness of the approximation and conserve the accuracy of the projection.

In the constructed model problem, a two dimensional vector field was created from

\[
\begin{bmatrix}
  u(r, \theta) \\
  v(r, \theta)
\end{bmatrix} = \begin{bmatrix}
  \frac{1}{2} \cos(20 \cdot \theta) \cos(\theta) - r \sin(\theta) \\
  \frac{1}{2} \sin(20 \cdot \theta) \sin(\theta) - r \cos(\theta)
\end{bmatrix}.
\]

\[\text{Eq. (4)}\]
Fig. 2 Multi-dimensional field containing smooth oscillating circles. The two fields show the difference between continuous data and the data types that are obtained by the discontinuous Galerkin method. The latter being illustrated by using an $L^2$-projection of the exact solution onto a DG basis.

Fig. 3 A sample streamline of oscillating circles over the continuous field with a starting location of $(0, 0.3)$. This will be our model problem. It is desirable that the filter reproduce this information from the discontinuous data.

This has streamlines which are also oscillating circles. Figure 3 shows a sample streamline that was calculated on the original continuous field with a fourth-order Runge-Kutta (RK4) method and a time-step $\Delta t = 0.001$. It can be seen that there are a total of 20 cycles of oscillation around one loop.

The field was then projected onto a uniform mesh with the $L^2$ projection as a first-order polynomial to make it discontinuous. This replicates the behavior of a numerical approximation generated by a discontinuous Galerkin solver. In Fig. 4, plots of the exact $u$ values ($x$-velocity) along the streamline in arc-length coordinates ($x$-axis) are given as well as the projected $u$ values in arc-length coordinates. It can be seen that the projected solution is neither continuous nor smooth.

Once we have developed our filtering algorithm, we will test it on this problem in order to verify that it indeed can replicate the exact streamline.
3.2 Characteristic Length

The characteristic length is the scaling factor of the convolution kernel. For uniform meshes it is the element size. However, in this method we have created a one-dimensional streamline using multi-dimensional data, and consequently the information obtained from the discontinuous Galerkin solution is on a nonuniform mesh. Therefore, it is necessary to explore the ideal characteristic length one would need to use for filtering over complex geometries.

In order to analyze the ideal characteristic length, numerical experiments were performed on the model problem with the one-sided filter applied to this solution along the streamline. The approximated streamline was sampled with a time step size of $\Delta t = 10^{-7}$ with the integration performed using Jacobi-Gauss quadrature rule with $k + 1$ quadrature points along the real oversampled streamline. We take such an extreme time step to allow for the real coordinates of every quadrature point to be known exactly thus allowing us to closely examine the characteristic length. The filtered solution was calculated with characteristic length ranging from 0.014 to 0.11 in arc-length coordinates. The maximum error between the real and the filtered solution is shown in Fig. 5. The horizontal line is the maximum error between the projected and the real solution.

The maximum error improves during the filtering for characteristic lengths smaller than 0.18. The reason for this is that if the kernel support is too large then high frequencies of the solution are filtered out. At the same time if the characteristic length is too small, the support is not large enough to reduce the unwanted oscillations. Figure 6 shows the two extreme cases, one with characteristic length of 0.3, the other with 0.05.

Next, the same test was run on similar vector fields, with a smaller number of oscillation cycles around the circle. It was observed that when the characteristic length was set to the largest element size, the filtered maximum error was always lower than the non-filtered maximum error. Table 1 summarizes the results by showing the maximum error for the non-filtered (projected) and the filtered solution, with the maximum element size as the characteristic length. Figure 7 shows the filtered $u$ values and the pointwise error when the maximum element size was used as the characteristic length for the convolution kernel. It can be seen that the solution is continuous and significantly smoother than the original projected solution (Fig. 4b). Based on these results, the experiments used in this paper have the characteristic length equal to the length of the largest element size.
Fig. 5 Maximum error in the first-component (y-axis) versus characteristic length in arc-length coordinates (x-axis). The horizontal line is the maximum error between the projected and the real solution. The maximum error improves with filtering for characteristic lengths smaller than 0.18.

Fig. 6 Results with a large characteristic length of 0.3 (top) and the smaller characteristic length of 0.05 (bottom). For large characteristic lengths, the high frequencies are filtered out. For small characteristic lengths, oscillations are still present.
Table 1  Filtered error when the characteristic length is set to the maximum element size. The filtered maximum error is always lower than the non-filtered

| Number of cycles | Maximum element size | Maximum filtered error | Maximum projected error |
|------------------|----------------------|------------------------|-------------------------|
| 2                | 0.154                | 0.068                  | 0.104                   |
| 4                | 0.244                | 0.018                  | 0.019                   |
| 6                | 0.179                | 0.014                  | 0.031                   |
| 8                | 0.108                | 0.021                  | 0.052                   |
| 10               | 0.151                | 0.048                  | 0.063                   |
| 12               | 0.126                | 0.051                  | 0.105                   |
| 14               | 0.124                | 0.078                  | 0.151                   |
| 16               | 0.158                | 0.159                  | 0.191                   |
| 18               | 0.138                | 0.136                  | 0.172                   |
| 20               | 0.101                | 0.137                  | 0.249                   |

Fig. 7  Results with characteristic length set to maximal element size of 0.14. The filtered maximum error is always lower than the non-filtered

3.3 Integration of the Filtering Kernel

The convolution step of the filter requires evaluation of an integral,

\[ u^a(x) = \frac{1}{h} \int_{-\infty}^{\infty} K_h \left( \frac{y - x}{h} \right) u_h(y) \, dy. \]

For this integral the Jacobi-Gauss quadrature rule is used to obtain the exact answer. As the integrand is discontinuous, each continuous subregion is numerically integrated according to the appropriate quadrature rule.

For example, when the filtered solution needs to be calculated at point \( y \) as in Fig. 8, the integrand is a polynomial of degree \( 2k \) within each continuous region, but there are discontinuities at the boundaries. For the numerical integration to give the exact solution it requires \( k + 1 \) quadrature points per segment. The integrand is then evaluated at these locations, multiplied by the appropriate weights, and the result is the summation.

Additionally, since we are operating on a lower dimensional manifold, we use arc-length coordinates. These coordinates of the quadrature points have to be converted to physical
coordinates in order to obtain the solution data. Since the streamline is calculated with a time integrator, it is built up and visualized from linear line segments, while in reality it is a higher order curve. However, the quadrature points of the integral do not necessarily coincide with the locations that the time integrator calculates. To get the real coordinates of a quadrature point that is not one of the actual sample points, an interpolation is done between the two end points of the linear segment. Once the coordinates are found, the real high-order interpolant is used as the solution at the point. Figure 9 shows how there can be a difference between the real coordinates of a quadrature point if it is calculated on linear segments or higher-order curves. The squares represent the locations the time-integrator calculated, x is a quadrature point along the streamline.

Alternatively, Hermite interpolation could also be used. In Table 2 the maximum errors are compared for five different time steps for both linear polynomial interpolation and Hermite interpolation. In this table, the errors are compared for the case of 20 cycles of oscillation with the maximum element size 0.101 as characteristic length. For cases with fewer oscillations, the difference between hermite and linear interpolation is smaller as one can expect since the frequency decreases. This table gives us insight into the fact that although the Hermite interpolation is always better than the linear polynomial interpolation, other errors are clearly dominating. Therefore we can conclude that for a small enough time steps, the linear interpolation is sufficient since the impact of the Hermite interpolation diminishes with decreasing time step.
### Table 2
Maximum filtered error for linear polynomial interpolation and Hermite interpolation for five different time steps

| Time step | Linear     | Hermite    |
|-----------|------------|------------|
| $10^{-2}$ | 0.21017    | 0.19863    |
| $10^{-3}$ | 0.17634    | 0.17101    |
| $10^{-4}$ | 0.15303    | 0.15186    |
| $10^{-5}$ | 0.14371    | 0.14291    |
| $10^{-7}$ | 0.13693    | 0.13691    |

### 3.4 Time Integration Along a Streamline

Time-stepping represents the second major numerical approximation used in this approach. There are a wide variety of time-integration techniques available for streamline calculations, a few are presented in [1, 34]. These streamline time-stepping techniques are normally broken down into multi-stage and multi-step methods. For example, the generic form of a multi-step scheme is the following:

$$\sum_{t=0}^{s} \alpha_i x^{n+1-t} = k \sum_{t=0}^{s} \beta_t u(x^{n+1-t}, t^{n+1-t}),$$

where $s$ represents the number of steps, for explicit schemes $\beta_0 = 0$. The main disadvantage of higher order accurate multi-step methods ($s > 1$) is that they require $s - 1$ startup steps that are lower order accurate. Thus additional error may be introduced into the time-integration due to initialization choices. Computationally these schemes tend not to be as expensive as multi-stage methods since only one velocity field needs to be evaluated per iteration; the previous positions can be stored and reused.

The other family of methods is multi-step methods. Even though some families of multi-stage methods can be written down in a generic form (for example Strong Stability Preserving Runge-Kutta methods [17, 18]), there is no general descriptive formula for all multi-stage methods. The most commonly used multi-stage techniques are from the Runge-Kutta family. One of the main concerns with these schemes is that they require the calculation of the velocity at intermediate steps which can be computationally expensive and result in longer calculation times. In order to calculate the velocity, the underlying element in the grid that contains the intermediate stage needs to be found. This process is the most computationally expensive part of the streamline calculator. In addition, for cases when the solution is only known at sample points, intermediate velocity calculations can cause difficulty. This difficulty is usually solved by the use of a Newton-Raphson scheme to get an interpolated value. Introducing this extra numerical algorithm for interpolation produces additional error in the streamlining process. However, if the time integrator has access to the entire polynomial solution within the time integration domain and not just the visualized one, the interpolation phase can be avoided and the order of accuracy is not compromised.

There are also methods from both the multi-step and multi-stage families that use adaptive time-steps (e.g. predictor-corrector, RK-4/5 [1]) in order to bound the local (per step) error. In a discontinuous Galerkin setting, the jump in the solution at element boundaries can appear as “errors” to the time-integrator (in the sense that they show up as places in need of local refinement). The local error depends on the size of the jump and the size of the time step, $\Delta t$. In order to introduce the minimal amount of error at large jumps in the solution, the timestep must be small. As $\Delta t$ becomes smaller, more iterations are needed and getting past...
a single element boundary becomes computationally expensive. As a result, if one wishes to achieve a relatively accurate streamline with these methods, the process can become rather time consuming due to the many discontinuities the streamline encounters in its path [16]. Additionally, these methods still rely on the velocities being calculated at locations different than the sample points.

In this work we assume that we are dealing with data that is discontinuous at element interfaces. This places restrictions on the type of time integration techniques that can be used. In order to use implicit schemes, the solution needs to have smooth first derivatives. For this work, we assume that we only know information about the solution itself. Furthermore, we also want to implement this filter with an explicit method that demonstrates a high order of convergence to reduce the number of time-steps needed for the calculation. The most commonly used method is RK4 or RK4/5. But, the implementation of these techniques requires sampling the field from locations that are not along the streamline. To see this, we can examine the RK4 formula shown below where steps 3 and 4 do not satisfy the requirement of being along the streamline.

\[
\begin{align*}
k_1 &= hf(t_n, y_n) \\
k_2 &= hf(t_n + \frac{h}{2}, y_n + \frac{1}{2}k_1) \\
k_3 &= hf(t_n + \frac{h}{2}, y_n + \frac{1}{2}k_2) \\
k_4 &= hf(t_n + h, y_n + k_3) \\
y_{n+1} &= y_n + \frac{1}{6}k_1 + \frac{1}{3}k_2 + \frac{1}{3}k_3 + \frac{1}{6}k_4.
\end{align*}
\]

Since the convolution proposed in this work is done along the streamline, calculating the filtered solution for intermediate stages that are not on the path is inconsistent and may lead to unquantifiable errors. Thus we choose to use a second order Runge-Kutta method to reduce these errors. RK2 uses one intermediate stage, which is a half time-step in the future along the streamline.

\[
\begin{align*}
k_1 &= hf(t_n, y_n) \\
k_2 &= hf(t_n + \frac{h}{2}, y_n + \frac{1}{2}k_1) \\
y_{n+1} &= y_n + k_2.
\end{align*}
\]

Using this method requires two filtering steps per iteration since the solution has to be calculated at \(y_n\) and \(y_n + \frac{h}{2}k_1\).

3.5 Validation of One-Dimensional Filter for Multi-Dimensional Data

Now that the foundation has been laid for using the smoothness-increasing accuracy-conserving filter for multi-dimensional streamline calculation, we can link the components together to produce an algorithm and test the validity on the model problem consisting of oscillating circles outlined in Sect. 3.1. This model problem will aid us in predicting whether this approach is feasible for more realistic examples as those given in Sect. 4, where the exact solution is unknown.
The algorithm that we developed requires evaluation using filtered elements and then integrating in time. We can apply this in a multi-dimensional manner by using arc-length coordinates. More specifically, we seek to obtain the filtered solution $v^{n+1}$. This is done in the following way:

**Step 1:** Assume we have a collection of points obtained from the discontinuous Galerkin field {$r^{n-2}, r^{n-1}, r^n$} along a streamline.

**Step 2:** Based on the sample history, create a local parameterization of the curve (i.e. parameterized approximation of the streamline). Do this either:

(a) Using the derived streamline position values to fit polynomials; or
(b) Using both position and tangent information to fit Hermite polynomials or more generally splines.

We note that this is now the domain over which we integrate the filtering kernel.

**Step 3:** Obtain the filtered collection of points along the curve, {$\tilde{v}^{n-2}, \tilde{v}^{n-1}, \tilde{v}^n$}, using the one-sided SIAC filter.

$$u^*(x) = \frac{1}{L} \sum_{\gamma = -2k-1}^{-1} c^2_{\gamma} \sum_{j = -k'}^{0} \int_{l_{i+j}} \psi^{(k+1)} \left( \frac{y - x}{L} - \gamma \right) u_{h,i}(y) dy. \quad (5)$$

**Step 4:** March forward in time to obtain $r^{n+1}$. We emphasize again that this new position will be within the support of the filter.

We note that in this paper, the model problem consists of piecewise linear data and linear polynomial interpolation is used for step (2). Generally, the filter requires $2k' + 1$ pieces of information including the current element, where $k' = \lceil \frac{3k+1}{2} \rceil$. Thus for the linear filter five pieces of information are required. To begin the streamline integration we assume that we start at the fifth piece of information.

To test the accuracy of the smoothness-increasing accuracy-conserving filter on one-dimensional streamline calculation from multi-dimensional data, we calculated the streamlines of our model problem. These results are presented in Fig. 10. Without filtering, the calculated streamlines do not remain consistent with the solution and spiral into the circle. With filtering, the calculated streamlines are closer to the actual solution.

### 4 Applications to Simulation Data

To demonstrate the SIAC filtering method to real world data, streamlining is applied to the results from aerodynamic simulations using MIT’s Project X DG solver [15]. Below we test the one-dimensional SIAC filter on two cases of inviscid flow, and one of viscous flow.

#### 4.1 Two-Dimensional Transonic Airfoil

In this example, the streamlines are calculated for a NACA 0012 airfoil with an angle of attack $\alpha = 1.128$ and Mach Number $Ma = 0.8$. The solution uses a fifth order polynomial in each element that is built up from 1836 triangles. The geometry of the airfoil is represented by cubic triangle sides, otherwise all other triangle segments are linear.

Streamline results are shown for a two-dimensional inviscid (Euler Equations) transonic airfoil simulation. Figure 11 depicts two streamlines with the same starting position. Note that in the figure the geometry is drawn as linear but it is cubic in the simulation. Both of the
Without filtering (left), the calculated streamlines spiral into the circle. With filtering (right), the calculated streamlines are closer to the actual solution. The thin line represents the real solution and bold line represents the calculated streamline.

Streamline results on a 2D transonic simulation. Dashed line is a streamline without post-processing; solid line denotes the streamline with post-processing. The streamline stops just short of the airfoil, as emphasized by the arrow.

Streamlines shown were traced using a second-order Runge-Kutta method with $\Delta t = 0.01$; the dashed line was calculated without filtering and stops close to the airfoil boundary as indicated by the arrow. This problem can be caused by the following two considerations:

- **Element jumps**: The velocity direction indicates that the flow is leaving a cell at a particular face. Its neighboring element (the one sharing the face) can also specify that the flow
is leaving the element at that face (acting like a sink). This situation can easily occur in regions close to stagnation or where the flow is under-resolved.

- **Time-step/Numerical errors**: The integrator targets the next position outside of the computational domain. This can readily occur because the integration scheme applied here does not check for local errors.

In this situation, if $\Delta t$ is reduced to 0.0015, the non-filtered streamline can also be fully evaluated (i.e. it continues past the leading edge and exits the domain) suggesting that the problem is a numerical integration issue. It should be noted that the calculation time of the filtered solution is roughly four times longer than the simple integration scheme. For this particular streamline applying the simple integrator requires seven times the number of iterations than the SIAC scheme. Therefore the overall performance of the SIAC scheme is better and results in fewer line segments allowing for faster rendering.

### 4.2 Three-dimensional Transonic Airfoil

All of the test cases and examples have been two-dimensional. The strength of the SIAC filtering scheme described in this paper is that the difference between streamlining in 2D and 3D is minor. This is a major contrast to using filter pre-processing in which the filter must be applied in each coordinate direction. This is because all filtering is done during the integration and along the trace as the new positions are computed.

In this example, SIAC streamlining is shown from the results of an inviscid (Euler Equations) three-dimensional simulation. The geometry is that of an isolated Onera M6 wing and the flow conditions were $Ma = 1.5$. The DG solution employs second-order polynomials within each element of a tetrahedral mesh containing 45,937 cells. All tetrahedra have planar faces interior to the domain and curved edges and faces that sit on the wing in an isoparametric (i.e. quadratic geometry) setting.

A streamline was traced close to the wingtip, and the results are shown in Fig. 12. Again, we emphasis that this example demonstrates that we can go from two-dimensional streamline filtering to three-dimensional streamline filtering with little extra effort.

### 4.3 Viscous Flow

The last example that we present is a two-dimensional viscous flow (using the Reynolds-Averaged Navier-Stokes Equations) calculated around a NACA 0012 airfoil with the following conditions: $\alpha = 2.0$, $Ma = 0.5$ and $Re = 5,000$. The mesh consists of 4068 quadratic adapted elements with a $P = 2$ solution interpolation. Figure 13 shows the type of streamline that we can expect to obtain; separation can be observed toward the trailing edge. It should be noted that the SIAC scheme was used to generate these streamlines.

Figure 14 shows a streamline in the separated region at the trailing edge. $\Delta t = 0.1$ is used with a second-order Runge-Kutta scheme in both cases. It can be seen that the non-filtered streamline (top two images) spirals inward toward a critical point. This is a physically incorrect situation. However, for the streamline calculation done with filtering (bottom two images), the streamline spirals out and finally leaves the airfoil. This example demonstrates how, when using ODE integrators, errors can accumulate and produce physically erroneous results (especially in the presence of critical points). Filtering of the solution ameliorates this problem in both an accurate and efficient manner.
5 Conclusions and Future Work

A smoothness-increasing accuracy-conserving filtering technique was introduced to obtain accurate streamline calculations by introducing continuity at element interfaces. The method uses an on-the-fly accuracy conserving, smoothness-increasing filter with a second-order Runge-Kutta (RK2) method to trace streamlines. By eliminating the element-wise jumps in-
herent in discontinuous Galerkin solutions, the order of convergence of time-integrators can be conserved. With this method, incorrect integration close to critical points can be avoided, and accurate streamlines can be traced with larger time steps. Although the filter is computationally expensive, it is a necessary tool to be employed in the DG post-processing settings, so the time integrator does not see the “artificial” discontinuities in the flow solution.

Clearly, a more accurate streamline time integration scheme is desirable; the currently used RK2 solver is explicit and displays only second order convergence. Finding a higher-order multi-stage or multi-step scheme that requires sample points only along the path would lead to a more accurate streamlining method. For streaklining, it has been shown that implicit methods, in particular Backward Differentiation, are most effective [14]. In order to be able to use these algorithms, a continuous solution is not sufficient; the first derivative of the solution also needs to be smooth. As a requirement of the implicit nature of these schemes
and a desire to efficiently converge, a Newton-Raphson iteration is used to find the desired location of the sample points. Without a smooth and accurate velocity gradient tensor, the Newton-Raphson scheme does not display quadratic convergence and may not be stable. By applying a modification to this filtering technique [3], continuity of the first derivative can be achieved and more effective time-integrators can be implemented for both streamlining and streaklining.

Additionally, examining the errors in the interpolation procedure needs to be performed since the convolution procedure requires the solution at quadrature points along the streamline. Currently, the location of these points is calculated using linear interpolation along that segment of the streamline. The solution, however, is a higher-order curve. In order to improve the accuracy of the quadrature point coordinates calculation, a curve fitting of the higher-order curve should be applied to the sample points of the streamline.

However, given the limitations of current visualization techniques for streamline integration of higher-order data, we are able to obtain results that suggest this is a promising filtering technique. We have used existing knowledge of post-processing discontinuous Galerkin methods to increase smoothness of the approximation using a combination of one-sided post-processing and a characteristic length for non-uniform meshes. Since this technique takes into account the information about the approximation, we are able to ensure that it conserves the accuracy while improving smoothness.
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