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Abstract

We address the problem of efficient exploration for learning lifted operators in sequential decision-making problems without extrinsic goals or rewards. Inspired by human curiosity, we propose goal-literal babbling (GLIB), a simple and general method for exploration in such problems. GLIB samples goals that are conjunctions of literals, which can be understood as specific, targeted effects that the agent would like to achieve in the world, and plans to achieve these goals using the operators being learned. We conduct a case study to elucidate two key benefits of GLIB: robustness to overly general preconditions and efficient exploration in domains with effects at long horizons. We also provide theoretical guarantees and further empirical results, finding GLIB to be effective on a range of benchmark planning tasks.

1 Introduction

Human curiosity often manifests in the form of a question: “I wonder if I can do X?” A toddler wonders whether she can climb on the kitchen counter to reach a cookie jar. Her dad wonders whether he can make dinner when he’s missing one of the key ingredients. These questions lead to actions, actions may lead to surprising effects, and from this surprise, we learn. In this work, inspired by this style of playful experimentation [Gil, 1994; Cropper, 2019], we study exploration via goal-setting for the problem of learning lifted operators to enable robust, generalizable planning.

Lifted operators, like those used in STRIPS [Fikes and Nils- son, 1971], are composed of relational preconditions and effects that capture the applicability and consequences of each action. Such operators offer a compact description of a transition model and are well-suited for long-horizon planning.

Learning lifted operators is particularly important in sequential decision-making settings, where an agent must learn these operators through interaction with a domain. If successful, the agent can use the learned operators to generalize far beyond what it has seen during training, solving problems that feature new objects and more challenging goals.

In this paper, we address the problem of efficient exploration for lifted operator learning in domains where the agent is given no goal or reward function at training time. Previous approaches have focused on operator refinement: inspecting faulty operators and gathering data to adjust them [Gil, 1994; Shen and Simon, 1994; Wang, 1996; Rodrigues et al., 2011]. These approaches lack the intrinsic drive needed to explore unfamiliar regions of the state space. An exploration method that does use intrinsic drive to learn operators is REX [Lang et al., 2012]. We will discuss two common regimes in which REX struggles: when the learned operators have overly general preconditions, and when operator effects can only be discovered in regions of space that are far from the initial state.

Inspired by playful experimentation in humans, we propose a novel family of exploration methods for lifted operator learning called Goal-Literal Babbling (GLIB). Goals in GLIB are conjunctions of literals; informally, these can be understood as specific, targeted effects that the agent would like to achieve in the world. A particular instantiation of GLIB is characterized by an integer k, which bounds the number of literals involved in each goal, and a choice between lifted (GLIB-L) or ground (GLIB-G) goals. Goals are proposed according to their novelty [Lehman and Stanley, 2008] (con-
ditioned on actions). To try to achieve these goals, we plan using the current (often flawed) operators.

In planning, we often have the intuition that searching with incorrect operators should be avoided due to the potential for compounding errors. This might be especially concerning in a learning-to-plan setting, where these errors could lead the agent to build representations in problematic and irreparable ways. However, we show both in theory and in practice that this intuition does not apply: we provide theoretical guarantees that GLIB cannot get stuck in a subregion of the reachable state space (§4.4), and we show empirically that GLIB yields strong performance across a range of benchmark tasks (§5).

This work has four main contributions. (1) We propose GLIB, a novel exploration method for lifted operator learning. (2) We prove that exploration under GLIB is ergodic and converges to the ground truth set of operators given mild assumptions on the planner, learner, and domain. (3) We present a case study that illustrates the limitations of REX (the closest prior approach) and demonstrates how GLIB overcomes these limitations. (4) We evaluate GLIB across four benchmark tasks and compare against several prior methods, finding GLIB to consistently outperform these baselines. We argue that GLIB is a strong approach that can be easily integrated into any architecture for learning lifted operators.

2 Problem Setting

We begin with background notation, then define the lifted operator learning problem and discuss its challenges.

2.1 STRIPS-Style Domains

We study exploration in sequential, deterministic, relational domains with no goals at training time. Formally, consider a STRIPS-style planning domain [Fikes and Nilsson, 1971] \( \langle \mathcal{P}, \mathcal{O} \rangle \), where \( \mathcal{P} \) is a set of predicates (Boolean-valued functions) sufficient to describe the state, and \( \mathcal{O} \) is a set of operators. A predicate applied to objects (resp. variables) is a ground (resp. unground) literal. A state \( s \) is a set of literals constructed from the predicates in \( \mathcal{P} \); absent literals are considered false (closed-world assumption). An operator \( o \in \mathcal{O} \) is defined by a unique name, a set of parameters, preconditions (a logical expression over the parameters specifying when the operator can be executed), and effects (a set of literals over the parameters specifying the consequences of executing the operator).\(^1\) The parameters of \( o \) that are not uniquely determined given a state are called free parameters. An operator name along with an assignment of its free parameters to objects is an action; an operator name along with placeholders for its free parameters is an action template.

An action \( a \) is said to be applicable in state \( s \) if \( s \) satisfies the preconditions of \( a \); applying \( a \) produces a new state \( s' \) where the positive effects of \( a \) have been added and the negative effects of \( a \) have been removed. If \( a \) is not applicable in \( s \), then applying \( a \) leaves \( s \) unchanged. We denote the transition model induced by a set of operators \( \mathcal{O} \) as \( f_{\mathcal{O}}(s, a) = s' \).

\(^1\)Effects may also be conditional as in ADL [Pednault, 1989].

Algorithm Lifted Operator Learning Pipeline

| Input: Predicates \( \mathcal{P} \) and action templates \( \mathcal{A} \). |
| Input: Transition function \( f_{\mathcal{O}} \). |
| Input: Initial state \( I \). |
| Initialize: \( \mathcal{D} \leftarrow \emptyset \), a dataset of transitions. |
| Initialize: \( \hat{\mathcal{O}} \leftarrow \emptyset \), a set of learned operators. |
| \( s \leftarrow I \) |
| while not done do |
| \( a \leftarrow \text{EXPLORE}(\mathcal{P}, \mathcal{A}, \mathcal{D}, \hat{\mathcal{O}}, s) \) |
| \( s' \leftarrow f_{\mathcal{O}}(s, a) \) |
| \( \mathcal{D} \leftarrow \mathcal{D} \cup \{(s, a, s')\} \) |
| \( \hat{\mathcal{O}} \leftarrow \text{OPLEARN}(\mathcal{D}, \hat{\mathcal{O}}) \) |
| \( s \leftarrow s' \) |
| return final learned operators \( \hat{\mathcal{O}} \) |

Algorithm 1: An overview of the pipeline for lifted operator learning. Our focus in this work is on strategies for EXPLORE.

2.2 The Lifted Operator Learning Problem

At the beginning of training time, the agent is given a set of predicates \( \mathcal{P} \), action templates \( \mathcal{A} \), and an initial state \( I \). For simplicity, we assume that all objects appear within at least one literal in \( I \). This implies that the (ground) state space and (ground) action space are known to the agent. The agent interacts with an environment that has transition model \( f_{\mathcal{O}} \), as summarized in Algorithm 1. The agent’s task is to learn \( \mathcal{O} \) through its sequential interactions with \( f_{\mathcal{O}} \). We stress that the agent cannot evaluate \( f_{\mathcal{O}} \) at any arbitrary state, only the current state. At each timestep, the agent selects an action according to an exploration method EXPLORE, passes the action to \( f_{\mathcal{O}} \), and observes the resulting new state. The new transition is added to the dataset \( \mathcal{D} \) and fed to the agent’s operator learning algorithm OPLEARN, which produces learned operators \( \hat{\mathcal{O}} \). Our focus in this paper is on strategies for EXPLORE; see (§5) for details on our OPLEARN implementation.

The agent’s objective is to learn operators \( \hat{\mathcal{O}} \) that are as close to the true \( \mathcal{O} \) as possible. To evaluate its performance, at test time we present it with a set of goals \( G \), where each goal is a classifier over states. For each \( G \in \mathcal{G} \), the agent uses a symbolic planner to try to achieve \( G \) under the learned \( \hat{\mathcal{O}} \).

The Importance of Exploration. The success of operator learning depends critically on the dataset used for training. The EXPLORE method in Algorithm 1 is responsible for gathering the dataset; it must guide the agent through maximally informative parts of the transition space. No matter how powerful OPLEARN is, the learned operators will be useless if, for example, EXPLORE only outputs actions that result in no state change. Our objective in this paper is to design an EXPLORE method that efficiently gathers data and leads to good test-time performance in the low sample complexity regime.

3 Related Work

Operator Learning and Refinement. Learning operators that are amenable to planning has been the subject of a long line of work; see Minton [1993] and Arora et al. [2018] for surveys. One popular approach is to learn lifted operators that are plug-compatible with STRIPS plan-
ners [Zhuo et al., 2010], as we do in this work. Inductive Logic Programming (ILP) techniques have also been previously applied to this end [Benson, 1995; Rodrigues et al., 2011]. A related line of work has considered operator refinement: gathering data to improve the current set of good but imperfect operators [Gil, 1994; Shen and Simon, 1994; Wang, 1996]. These methods are useful when an error in the operators is discovered; they suggest actions that would be useful for gathering data to correct the operators. We use EXPO [Gil, 1994] as a baseline in our experiments.

IRALe [Rodrigues et al., 2011] learns operators using the intuition that an action should be explored if its preconditions almost hold (measured using a variant of least general generalization [Plotkin, 1970]), because the agent is likely to learn something new from observing the resulting effects. Unlike methods such as EXPO, IRALe does not perform lookahead. We also use IRALe as a baseline in our experiments.

Exploration in Model-Based RL. Exploration is one of the fundamental challenges of reinforcement learning. Exploration strategies for model-based RL are particularly relevant to our setting, though typically, the agent is given rewards, and the transition model is stochastic. \(E^3\) [Kearns and Singh, 2002] and R-MAX [Brafman and Tennenholtz, 2002] are two such classic strategies, but are not lifted. Walsh [2010] proves the existence of a KWIK (knows what it knows) algorithm for efficient exploration in lifted operator learning. As pointed out by Lang et al. [2012], Walsh’s algorithm provides theoretical insight but has never been realized in practice. Lang et al. [2012] propose REX, which extends \(E^3\) to the relational regime, and as such is the closest prior approach to our own. We use REX as a baseline in our experiments.

Goal Babbling in Robotics. Our use of the term “babbling” is an homage to prior work in robotics on goal babbling, originally studied in the context of learning kinematic models [Rolf et al., 2010; Baranes and Oudeyer, 2013]. More recent work considers goal babbling for automatic curriculum generation in model-free RL [Florensa et al., 2017; Forestier et al., 2017; Laversanne-Finot et al., 2018]. Forestier and Oudeyer [2016] use goal babbling in a continuous model-based setting where trajectory optimization suffices for planning. Though quite different from our symbolic setting, we expect that insights from this line of research can be adapted to further extend the methods of our work.

4 Exploration via Goal-Literal Babbling

In this section, we begin by discussing limitations of existing methods (§3). We then introduce GLIB (goal-literal babbling) and provide theoretical guarantees on its performance.

4.1 Limitations of Existing Methods

Our objective in this work is to identify a method for efficient exploration in lifted operator learning. A naive approach would be to ignore the relational structure in the problem setting and apply a generic exploration method such as \(E^3\) or R-MAX. However, as discussed in detail by Lang et al. [2012], the relational structure can be heavily exploited not only during planning and learning, but also during exploration.

Existing methods that were designed for lifted operator refinement, such as EXPO [Gil, 1994], can be adapted to our setting in combination with a fallback strategy that selects actions when no existing operators require refinement. However, given their original purpose, these methods lack intrinsic drive; they were designed to guide the behavior of an agent trying to achieve a given goal. Consequently, if the fallback strategy is naive, there is nothing driving the agent toward unexplored regions of the state space. IRALe [Rodrigues et al., 2011] is similarly prone to local, myopic exploration, as it does not use its learned operators for lookahead and therefore relies on a fallback strategy when no action from the current state is considered to be novel.

To our knowledge, REX is the only previous method that includes a form of intrinsic drive and performs lookahead during exploration. REX calculates novelty with respect to lifted states and actions using the learned operators, favoring states where “rare” operator preconditions hold. REX struggles in two common regimes. (1) REX attempts to find the shortest plan from the current state to any novel state. Thus, its exploration is greedy, preferring to visit novel states that are closest to the current state first. This makes it difficult to learn effects that require exploring far away from the current state. (2) When the preconditions of the learned operators are overly general, the novelty score wrongly reports that certain states are familiar and thus not worth exploring, when in fact these states must be visited to fix the preconditions.

4.2 Goal-Literal Babbling (GLIB)

We now present GLIB, an exploration method that overcomes the limitations discussed above. See Algorithm 2 for pseudocode. The key idea is to set goals that are conjunctions of a small number of literals, intuitively representing a tar-

### Algorithm EXPLORE: GOAL-LITERAL BABBLING

**Input:** Bound on literal count \(k\).

**Input:** The mode \([\text{ground or lifted}]\).

**Input:** Number of sampling tries \(N\).

**Input:** \(\mathcal{P}, A, \mathcal{D}, \hat{O}, s\). // See Algorithm 1.

**Input:** plan\(_{\text{in progress}}\). // Internal state.

**if** plan\(_{\text{in progress}}\) exists **then**

\[
\begin{align*}
\text{a} & \leftarrow \text{POPFIRST}(\text{plan}_{\text{in progress}}) \\
\text{return} & \text{a, plan}_{\text{in progress}} \\
\end{align*}
\]

// Queue of novel goal-action pairs.

queue \(:= \text{ENUMNOVELGA}(\mathcal{P}, A, \mathcal{D}, \hat{O}, \text{mode})\)

**for** \(N\) iterations **do**

\[
\begin{align*}
G, a_G & \leftarrow \text{POPFIRST}(\text{queue}) \\
\text{plan} & \leftarrow \text{SYMBOLICPLAN}(s, G, \hat{O}) \\
\text{if} & \text{plan found then} \\
\text{if} & \text{mode is lifted then} \\
& a_G \leftarrow \text{GROUNDACT}(a_G, s, \text{plan}) \\
& \text{Append} a_G \text{ to plan.} \\
& \text{a} \leftarrow \text{POPFIRST}(\text{plan}) \\
& \text{return} \text{a, plan} \\
\end{align*}
\]

// Fallback: random ground action.

return SAMPLE(\(\mathcal{A}\), null)

**Algorithm 2:** Pseudocode for the goal-literal babbling (GLIB) family of algorithms. In practice, the queue returned by ENUMNOVELGA can be cached between calls for efficiency.
geted set of effects that the agent would like to achieve in the world. GLIB has two main parameters: $k$, a bound on the conjunction’s size; and a mode, representing whether the chosen goals are ground (such as $\text{OnTable(cup)}$) or lifted (such as $\exists \text{cup: OnTable(cup)}$). GLIB can be used with any implementation of OPLEARN (Algorithm 1).

Another key aspect of GLIB is that goal literals are proposed not in isolation, but together with actions that the agent should execute if and when that goal is achieved. The reason for considering actions in addition to goals is that to learn operators that predict the effects of actions, we must explore the space of transitions rather than states. A proposed goal-action pair $(G, a_G)$ can be interpreted as a transition that the agent would like to observe as it improves its transition model. Like the goals, actions can be ground or lifted, optionally sharing variables with the goal in the lifted case.

How should the agent select goals and actions to set itself? The most naive method would be to sample goals uniformly from all possible $(\leq k)$-tuples of literals; however, this may lead the agent to pursue the same goals repeatedly, not learning anything new. Instead, GLIB uses a novelty metric, only selecting goals and actions that have never held in any previous transition. In Algorithm 2, the method ENUMNOVELGA enumerates all novel pairs whose goal size is at most $k$.

Once the agent has selected a goal-action pair $(G, a_G)$, it uses a symbolic planner to find a plan for $G$ under the current learned operators $O$. If a plan is found, $a_G$ is appended to its end (in lifted mode, $a_G$ will be lifted, so we first run GROUNDACT to ground it by randomly sampling values for the free parameters not bound in the goal); we then execute this plan step-by-step. If a plan is not found after $N$ tries, we fall back to taking a random action, as discussed in (§4.3).

The choice of mode (ground or lifted) can have significant effects on the performance of GLIB, and the best choice is domain-dependent. On one hand, novelty in lifted mode has the tendency to over-generalize: if location5 is the only one containing an object, then lifted novelty cannot distinguish that object being at location5 versus anywhere else. On the other hand, novelty in ground mode may not generalize sufficiently, and so can be much slower to explore.

We note that GLIB exploits the relational structure in the domain, and has a natural sense of far-sighted intrinsic drive, unlike both operator refinement methods and IRALE. In (§5.1), we will discuss how GLIB improves over the previously identified limitations of REX, through a case study.

4.3 Is Planning for Exploration Wise?

GLIB rests on the assumption that planning with faulty operators for exploration can lead to informative data, from which we can learn better operators. In general, there is good reason to hesitate before using faulty operators to plan, especially over long horizons: prediction errors will inevitably compound over time. However, for the particular case of planning for exploration, it is important to disambiguate two failure cases: (1) a plan is found with the learned operators and it does not execute as expected; (2) no plan is found, but some plan exists. Interestingly, (1) is not problematic; in fact it is ideal, because following this plan gives useful data to improve the operators. The only truly problematic case is (2). Wang [1996] identify a similar problem in the context of operator refinement and attempt to reduce its occurrence by approximating the “most general” operator. In our setting, where the same action template may lead to multiple sets of lifted effects [Pednault, 1989], a “most general” operator is not well-defined. We therefore take a different approach: when no plan has been found after $N$ goal attempts, we take a random action. This fallback strategy allows us to escape when no goals seem possible, either due to the domain structure or flaws in the current set of learned operators.

4.4 Theoretical Guarantees

We now present theoretical guarantees for the asymptotic behavior of GLIB. Let $f_O$ be a transition model induced by operators $O$; $P$ be a set of predicates; $A$ be a set of action templates; and $I$ be an initial state. A state $s$ is reachable if there exists any sequence of actions that leads to $s$ from $I$ under $f_O$. Let $\Omega_{I,A}$ be a set of all transitions $(s, a)$ where $s$ is reachable and $a$ is an action template in $A$ ground with objects from $I$. Note that any exploration method EXPLORE (see Algorithm 1) induces a Markov chain over state-action pairs $(s, a)$. Let $MC(\text{EXPLORE}, I, P, A, f_O)$ denote this Markov chain. Let RANDOM denote a purely random EXPLORE policy.

**Definition 1** (Ergodic task). A task $\langle I, P, A, f_O \rangle$ is ergodic if $MC(\text{RANDOM}, I, P, A, f_O)$ is ergodic over $\Omega_{I,A}$.

Theorem 1 states that if a task is ergodic, then exploration with GLIB is also ergodic, that is, it will never get “stuck” in a subset of the reachable space. Let GLIB($k$) refer to GLIB called with parameter $k$ in either ground or lifted mode.

**Theorem 1** (Ergodicity of GLIB). Suppose that the task $\langle I, P, A, f_O \rangle$ is ergodic, OPLEARN is consistent, and SYM-BOLICPLAN is sound. Then for any integer $k > 0$, $MC(\text{GLIB}(k), I, P, A, f_O)$ is ergodic over $\Omega_{I,A}$.

**Proof.** Each step in the Markov chain corresponds to one call to GLIB($k$). In each call, there are three possible outcomes: (1) a plan is in progress, so the next action in it is taken; (2) a new plan is made for a novel goal $G$ and action $a_G$; (3) a random action is taken. We will show that (2) can only occur finitely many times. Note that when a plan for $G$ is found, either (i) $G$ is reached and then $a_G$ is taken or (ii) $G$ is not reached. In case (i), the number of novel goal-action pair decreases; this can only happen finitely many times, since $k, P$, and $A$ are finite. In case (ii), the operators must be incorrect, and the data generated by the execution of the plan will be used to update at least one such operator. Since OPLEARN is consistent, this can only happen finitely many times (at most $|\Omega_{I,A}|$). Thus, instances of outcome (2) are finite. Further, (1) can only occur after (2). Therefore, there exists a time after which only (3) occurs. Ergodicity of GLIB follows from the assumption that the task is ergodic (Definition 1).
The consistency assumption on OPLeARN holds for our operator learner and most others in the literature [Arora et al., 2018]. The soundness assumption on SYMBOLICPLAN is similarly mild. The assumption of task ergodicity does not always hold in practice; some domains will have irreversible action effects. However, note that in the episodic regime, where a new initial state is sampled periodically, task ergodicity is guaranteed for any domain, since all initial states will get revisited infinitely often. While the conclusion of Theorem 1 is somewhat weak, it does not hold for all possible EXPLORE implementations, including some natural variations on GLIB. For example, suppose that in place of ENUM-NOVELGA, we were to enumerate all goal-action pairs irrespective of novelty. This method could get stuck in regions of the state space where it can achieve some goals ad infinitum.

**Definition 2** (Sufficiently representative transitions). Given a learning method OPLeARN and operators \( \mathcal{O} \), a set of transitions \( \mathcal{D} \) is sufficiently representative if the learned operators \( \hat{\mathcal{O}} = \text{OPLeARN}(\mathcal{D}, \cdot) \) are logically equivalent to \( \mathcal{O} \).

**Corollary 1.** Suppose \( \Omega_{I,A} \) is sufficiently representative for OPLeARN and \( \mathcal{O} \). Then under the assumptions of Theorem 1, GLIB converges to a set of operators \( \hat{\mathcal{O}} \) that are logically equivalent to the ground truth \( \mathcal{O} \).

**Proof.** By Theorem 1, the Markov chain induced by GLIB is ergodic over \( \Omega_{I,A} \); therefore, all transitions \((s, a) \in \Omega_{I,A}\) will eventually appear in the dataset \( \mathcal{D} \) (Algorithm 1). At that time, by Definition 2, \( \hat{\mathcal{O}} \) will be logically equivalent to \( \mathcal{O} \). \( \square \)

The challenge of proposing a practical exploration method with strong sample-complexity guarantees still remains open. Walsh [2010] and Mehta et al. [2011] provide algorithms with guarantees that are intractable in practice; Rodrigues et al. [2011] and Lang et al. [2012] provide practical algorithms without guarantees. To compare GLIB against previous practical methods, we now turn to empirical investigations.

## 5 Experiments

In this section, we present empirical results for GLIB and several baselines. We begin with a case study and then proceed with an evaluation on four benchmark planning tasks.

### 5.1 Case Study: GLIB and REX

In §4.1, we outlined two major limitations of REX: that it searches greedily for unfamiliar states and actions, and that its inspection of the learned operators can be harmful when the preconditions are overly general. Now, we consider a domain that is hand-crafted to demonstrate these two issues.

The domain is a simple 1-dimensional grid where a robot starts on the left-most square, and can move left or right in a single timestep. Each location \( i \) has a gadget \( G_i \) which the robot can choose to interact with —— interacting with each gadget \( G_i \) produces a different set of effects \( E_i \). To build a complete model of the world, the agent should \texttt{MoveRight}, then \texttt{Interact} with gadget \( G_i \), and repeat until done. At test time, we will give it the goal of producing the effects \( E_n \), where \( n \) is the right-most location. To successfully plan for this goal, the agent must have explored interacting with \( G_n \) during training, which requires executing \texttt{MoveRight} \( n \) times, then executing \texttt{Interact}.

Figure 2 shows the learning curves of this test-time goal, averaged over 10 seeds, for GLIB and REX. For further clarity, we also evaluate action babbling (random action selection). It is clear that GLIB continues to perform well as the size of the domain increases, while REX and action babbling do not.

There are two primary reasons for this difference in performance. First, REX explores unfamiliar states and actions greedily around the current state, and so does not quickly explore the far-away locations. For instance, when the robot is at location \( i \) and interacts with the gadget \( G_i \) to produce effects \( E_i \), then since the current state now contains \( E_i \) in it, \texttt{MoveLeft} seems like an interesting action to take because it leads to a novel state. On the other hand, GLIB can set itself the goal of moving to the right-most location, thereby committing to moving there over the next \( n \) timesteps rather than being interested by moving back to the left frequently.

Second, REX is particularly sensitive to overly general preconditions, which arise frequently in this domain. For instance, when the robot interacts with a gadget \( G_i \) and sees effects \( E_i \), our learner induces that \( E_i \) can be achieved no matter where the robot is currently located, which is incorrect (overly general). Because REX uses this precondition to derive novelty scores, it concludes that there is no point in further attempting to interact with gadget \( G_i \), and so will never learn the ground-truth transition model for inducing the effects \( E_i \). GLIB shines here: when the operators have overly general preconditions, the agent sets a goal for itself and (misunderstoodly) believe it is achievable; when it executes its plan for achieving this goal, it is quickly able to correct the operators.

### 5.2 Benchmark Tasks

**Exploration Methods Evaluated.**

- **Action babbling.** A uniformly random exploration policy over the set of ground actions of the domain.
- **IRALe** [Rodrigues et al., 2011]. This exploration method uses the current learned operators for action selection, but does not perform lookahead with them.
- **EXPO** [Gil, 1994]. This operator refinement method allows for correcting errors in operators when they are dis-
covered. Since we do not have goals at training time, we run action babbling until an error is discovered.

- **REX** [Lang et al., 2012] in E3-exploration mode.
- **GLIB-G1 (ours)**. GLIB in ground mode with \( k = 1 \).
- **GLIB-L1 (ours)**. GLIB in lifted mode with \( k = 1 \).
- **GLIB-L2 (ours)**. GLIB in lifted mode with \( k = 2 \).
- **Oracle**. This method has access to the ground-truth operators and is intended to provide a rough upper bound on performance. The oracle picks an action for the current state whose predicted effects under the current operators and true operators do not match. If all effects are correctly predicted, the oracle performs breadth-first search (with horizon 2) for any future mismatches, falling back to action babbling when none are found.

**Experimental Details**. We evaluate four benchmark planning tasks: Blocks [Vallati et al., 2015], Keys and Doors (also called Lightworld [Konidaris and Barto, 2007]), Travelling Salesman, and Gripper [Vallati et al., 2015]. We use PDDL-Gym [Silver and Chitnis, 2019], a library for interacting with predicate-based environments. Each training episode is 25 timesteps, after which the environment is randomly reset to a new initial state. All experiments are run sequentially on a dual-core Intel Xeon E5 with 8GB RAM. All methods use Fast-Forward [Hoffmann, 2001] with a 10-second timeout.

GLIB can be used with any implementation of OPLearn. Our implementation uses TILDE [Blockeel and De Raedt, 1998], an inductive logic programming method that extends decision tree learning to the first-order logic regime. As done by Rodrigues et al. [2011], for efficiency we train only on transitions that previously led to prediction errors.

**Results and Discussion**. Figure 3 shows learning curves for all tasks, averaged over 10 seeds. Across all domains, GLIB outperforms all baselines, sometimes by large margins. In three of the four domains, GLIB-L2 performs better than IRALe, EXPO, and REX; in Blocks there is a 3x improvement in sample complexity, while in Keys and Doors there is a 4x improvement. In Gripper, GLIB-L1 performs best. This suggests that the setting of \( k \) is an important hyperparameter.

In the Keys and Doors domain, to open the door to the next room, the agent must first navigate to and pick up the key to unlock that door. In such settings with bottlenecks, we can see major improvements by using GLIB, as the agent often sets goals that drive itself through and beyond the bottleneck.

In all domains, GLIB-L outperforms GLIB-G, suggesting that these domains gain a lot from the computational benefits afforded by over-generalization in the novelty heuristic.

While the results suggest that GLIB is a strong approach for exploration, its per-iteration time can be higher than that of methods which do not perform lookahead (see Table 1). This difference can be partly attributed to the time- and compute-intensive nature of planning. For instance, GLIB-L2 is relatively slow in Gripper because of the large number of infeasible goals that may be proposed (e.g., is-spoon(fork3)). This motivates a straightforward extension to GLIB: provide as input an auxiliary logic that defines feasible goals. We have implemented this extension and found that it reduces the per-iteration time for GLIB-L2 on Gripper from 5.512 to 0.263 seconds without impacting performance.

|                   | Blocks | Keys and Doors | Travelling Salesman | Gripper |
|-------------------|--------|----------------|---------------------|---------|
| Action babbling   | 0.000  | 0.000          | 0.000               | 0.000   |
| IRALe             | 0.028  | 0.669          | 0.051               | 0.028   |
| EXPO              | 0.042  | 0.033          | 0.013               | 0.064   |
| REX               | 0.121  | 44.509         | 0.128               | 0.429   |
| GLIB-G1 (ours)    | 0.213  | —              | 7.045               | 0.202   |
| GLIB-L1 (ours)    | 0.003  | 0.002          | 0.001               | 0.023   |
| GLIB-L2 (ours)    | 1.683  | 0.022          | 0.092               | 5.512   |

Table 1: Average seconds per iteration taken by each method. REX and GLIB typically take much more time than the other baselines; this is because they perform search using the current learned operators. GLIB-G1 is intractable on Keys and Doors because the space of ground literals is extremely large in this domain.

6 Conclusion

We have addressed the problem of efficient exploration for learning lifted operators in goal-free settings. We proposed GLIB as a new exploration method and showed it to be an empirically useful strategy, as validated on a range of benchmark planning tasks against several state-of-the-art baselines.

An important avenue for future work is to devise a mechanism for automatically detecting the optimal length of conjunctive goals for a particular domain, rather than starting from single-literal goals and working upward incrementally. This can be done by examining correlations in neighboring states to understand how quickly literals tend to change. Another line of work could be to develop other goal-setting methods; for instance, one could imagine fruitfully combining the insights of REX and GLIB, planning for potentially long horizons but only within known parts of the state space.
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