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ABSTRACT Data compression techniques allow data size to be reduced prior to data transmission and involve decompression upon transfer. This study shows for the first time that license plate (LP) detection can be accomplished without full decompression of the encoded data. Therefore, by determining in advance which images are required for LP recognition, computational costs of the system can be reduced. The proposed approach is realized on High Efficiency Video Coding (HEVC) based compressed video sequences. Two methods are provided that generate images from HEVC attributes. Fully decoded pixel domain images are also generated for comparative purposes from the same encoded data. The YOLO V3 Tiny Object Detector is used in order to detect LPS in the generated images. EnglishLP, a public dataset, is used to interpret the findings in terms of speed and precision and for comparison with previous studies. An additional contribution of the paper is that a new compressed domain LP database has been created and made publicly available, comprising images captured by a commercial license plate recognition system. Using at least two-orders-of-magnitude less amount of data, the proposed compressed domain LP detector achieved similar precision and recall values to those of the state-of-the-art LP detection schemes tested on both datasets. Moreover, the proposed method results in more than 30% saving in inference time. The results suggest that the proposed method can be utilized for rapid video archive searching applications.

INDEX TERMS Compressed domain image/video analysis, H.265, license plate detection, YOLO.

I. INTRODUCTION
With the rapid development of deep learning-based methods, object detection accuracy has increased in almost all areas of image processing, including license plate recognition (LPR) [2], [3]. Deep learning networks give high performance whereas they require high processing power. To be able to utilize computationally demanding deep learning-based methods, there are two different ways. The first way is to have high-capacity processors at the source of data and do processing in real-time. The second way, is to transfer data to a center and process it there with powerful computers. The first way increases the cost of the image processing unit, whereas, the second way increases the cost of data transmission and includes risks such as disconnection. For both ways, all efforts to reduce the amount of data to be processed or transmitted are especially important.

The aim of this research is to develop a faster vehicle license detection (LP) method using data available in a compressed domain (CD). Data compression techniques [4], [5] reduce the size of the data and make it suitable for network transmission. When data is received, the traditional method is to decompress it first, then perform any necessary analyses, such as LPR. Our strategy is to use partial decompressed data to detect LPS, as illustrated in Fig. 1. The underlying assumption is that encoded data preserves the discriminative properties of an LP. We provide methods for detecting LP using those properties. As a result, data can be processed faster or with less processing power. The possibility of lowering computing costs is very appealing, due to the wide variety of applications of LPR technology.

To the best of the authors’ knowledge, no previous research has been conducted on LP detection in compressed domain data. We use High Efficiency Video Coding (HEVC) for video compression. We developed two different methods to represent LP characteristics inside encoded data. We use a
state-of-the-art object detector, YOLO, and train three different convolutional neural networks (CNNs) to show and compare our LP detection performance. The improved performance in terms of speed is demonstrated, while maintaining accuracy comparable to fully decoded data.

The paper is organized as follows. Section 2 discusses related work on LP detection and compressed domain analytics. HEVC and its attributes are briefly defined in Section 3. In Section 4, we introduce our compressed domain LP detection methodology. In Section 5, a new database for LP detection is introduced. Section 6 summarized the results obtained in terms of speed and accuracy. Section 7 is devoted to future works and discussions. Finally, in Section 8, the conclusions are drawn.

II. RELATED WORK

There has been many algorithms developed for LP detection [8]. Edge detection [9], [10], Gabor filters [12], SIFT features [11] and connected component analyses [13] are some of the common techniques that are used for traditional LP detection.

With the advance of deep learning, CNNs are successfully used for LP detection and high accuracy is achieved [2]. Delmar et al. proposed a CNN for detecting LPs, which calculates a score for each image sub-region to detect the region [14]. Hedry et al. used YOLO [31] as CNN and has achieved 98.22% accuracy on LP of Taiwan’s cars [15]. Wanwei et al. train a light multi-task CNN (MTCNN) to detect LP for Chinese license plates [16]. Laroca et al. proposed an efficient and layout-independent Automatic License Plate Recognition (ALPR) system based on the cutting-edge YOLO object detector. They reported 99.92% vehicle detection recall accuracy, 99.51% LP detection, and a 96.8% average end-to-end recognition rate [17]. Min et al. utilize YOLOv2 for detection. They use k-means++ clustering algorithm to select the best number and size of plate candidate boxes and based on this information they modify the structure and depth of YOLOv2 model [18]. Tao et al. compared YOLO and SSD [4] in terms of LP detection and reported that YOLO achieved better accuracy [19]. Unlike these studies, we do detection in the compressed domain.

There have been many studies performing video analytics in the compressed domain [21]–[26]. Toreyin, uses Wavelet and Markov model for smoke detection in MJPEG2000 compressed video [27]. Bombardelli et al. tracked objects in H.264 encoded video [28]. Zhao et al. proposed an approach for real-time object tracking in H.265 [29]. Alvar et al. conducted a study to detect face localization in encoded data [30].

III. BACKGROUND

HEVC and its attributes used in our system are briefly defined in this section and the reason why we choose these attributes.

A. HIGH EFFICIENCY VIDEO CODING (HEVC)

High efficiency video coding (HEVC), also known as H.265, is a video compression format which is designed as a successor to the previous H.264 video compression format. H.264 is the most commonly used video coding standard worldwide [4]. HEVC, compared to H.264, can achieve from 25% to 50% better data compression at the same level of video quality [5]. HEVC is becoming one of the new video standards. Numerous IP camera manufacturers now include HEVC support by default.

B. HEVC ATTRIBUTES

Our compressed domain LP detection approach utilizes the following attributes of the HEVC. In doing so, compressed bit-stream is not required to be fully re-constructed. Therefore, data to be processed is less in amount.

1) BLOCK PARTITIONING STRUCTURE OF HEVC

HEVC encodes data using a flexible partitioning structure [5]. The image is divided into partitions, namely Coding Tree Units (CTU). The default size of CTU is 64 × 64 pixels.
The HEVC block partitioning structure. a) The division of an image into CTUs of equal size. b) Subdivision of a CTU into CUs.

Fig. 2(a) shows how an image is segmented into CTUs of equal size. CTUs are divided into different sized Coding Units (CUs) depending on the complexity of the encoded region. CUs can be $8 \times 8$, $16 \times 16$, $32 \times 32$ or $64 \times 64$. CUs of various sizes are portrayed in Fig. 2(b).

We choose this attribute because the HEVC partitioning structure is designed to use small-sized CUs when encoding the complex texture of the image. In other words, high-band spatial content in the pixel domain requires using smaller CUs. There is an image of a vehicle in Fig. 4(a) and the corresponding block partitioning image is present in 4b. High-band spatial frequency areas, such as the LP zone, can be seen to be partitioned using smaller CU blocks. For LP detection in the compressed domain, this characteristic partitioning of LP regions is exploited.

2) PREDICTION UNITS OF HEVC

Each coding unit (CU) is divided into one or more Prediction Units (PUs) using Intra Prediction or Inter Prediction. Our method, uses only intra predicted frames to detect plate region. Once a plate region is detected, it can be tracked using inter prediction attributes until another intra-predicted frame arrives.

In an intra-predicted frame, each PU estimates from adjacent image data within the same image using DC prediction, planar prediction, and directional prediction. In the H.264 standard there are 8 directions defined to be used in prediction (cf. Fig. 3(a)). In the HEVC there are 33 different directions in addition to DC and planar predictions (cf. Fig. 3(b)).

The PUs, in intra-coded stream, are calculated from adjacent image data. Thus, PUs hold the correlation information between CUs. We choose PUs as a distinctive attribute, to create an image that reflects the correlation between pixels inside a plate region.

IV. COMPRESSED DOMAIN LICENSE PLATE (LP) DETECTOR

In this section, we describe our compressed domain LP detection methodology. First, we’ll go over how the HEVC attributes are turned into images, namely HEVC images.

Then, using HEVC images, we demonstrate how LP detection is performed.

A. IMAGE GENERATION FROM HEVC ATTRIBUTES

Our objective is to detect LPs without fully decoding the HEVC stream. The first step is to convert the encoded stream to an LP-detectable format. We select “image format” to represent HEVC attributes and generate images from the encoded stream. There are two advantages to using an image as an output. To begin, image processing techniques can be used to detect LPs. Second, the images produced aid in data interpretation. The two developed methods for constructing an image using HEVC attributes are described in the following sub-sections.

1) IMAGE GENERATION FROM BLOCK PARTITION STRUCTURE

The first method generates an image using HEVC block partition (BP) structure. Let $I(x, y)$ be the intensity value of an intra-coded image $I$ at location $(x, y)$. Let $A$ be the set of boundary pixel locations of coding units (CUs) corresponding to the image $I$. An image $I$ is converted into a binary image using (1).

$$f_{bp}(x, y) = \begin{cases} 1 & \text{if } (x, y) \in A \\ 0 & \text{else} \end{cases}$$

Pixels that cross CU boundaries are converted to white pixels, while the rest are converted to black pixels. The first method’s output image will be referred to as HEVC Block Partition Image, abbreviated $H_{bp}$. An example of a $H_{bp}$ is shown in Fig. 4.

2) IMAGE GENERATION FROM PREDICTION UNIT INFORMATION

The second method generates an image using HEVC prediction unit (PU) information. An image $I$ is converted into a gray-level image based on its PU values using (2).

$$f_{pu}(x, y) = \begin{cases} \alpha P(x, y) + \beta & \text{if } |C[I(x, y)]| = 8 \times 8 \\ \gamma & \text{else if } (x, y) \in A \\ 0 & \text{else} \end{cases}$$

An earlier study of the $H_{bp}$ based method was presented in Turkish [1].
where $P(x, y)$ denotes the prediction unit value for a pixel in an image $I$ at location $(x, y)$. And $C[I(x, y)]$ is the coding unit block corresponding to the image $I$ at location $(x, y)$. The $P(x, y)$ are integers in the range of 0 to 34 (cf. Fig. 3). A linear equation is used to convert PU values to the 0-255 pixel range, with $\alpha$ and $\beta$ determined empirically. The $\beta$ is used to distinguish PU values from the black background image. $\beta = 45$ is sufficient to generate a background difference, whereas $\alpha = 6$ generates distinct areas for various PU values.

Apart from PU values, the generated image also preserves the block partition structure by using the $\gamma$ parameter. For $\gamma$, the average value between the background and the minimum PU value is chosen, which is $\gamma = \frac{\beta}{2} = 24$. Typically, the LP will be located in small-sized CUs. Therefore, the output image is created in a way that only $8 \times 8$ sized CUs are visible. The remaining image area is set to black.

The image produced by the second method is referred to as HEVC Prediction Unit Image, abbreviated $H_{pu}$. A $H_{pu}$ is illustrated in Fig. 5.

The final output of the HEVC decoding phase is a standard image, which we refer to as the pixel domain image, abbreviated $P$. The outputs of three image generation methods, namely Pixel Image ($P$), HEVC Block Partition Image ($H_{bp}$), and HEVC Prediction Unit Image ($H_{pu}$), are shown in Fig. 6.

When creating HEVC images, each CU is represented by a single pixel. Due to the fact that the smallest CU contains $8 \times 8$ pixels, the resulting image is $8 \times 8$ times smaller than the original. Working with HEVC images has the advantage of having condensed information, which results in faster detection. The size difference between the original image and the one constructed from HEVC attributes is shown in Fig. 7.

### B. LP DETECTION

LP detection is one of the fundamental steps of license plate recognition. We use a CNN to detect LP, specifically the YOLO object detection method [31], [32]. YOLO is a popular object detection method optimized for real-time operation [31], [32]. YOLO has reported good precision and recall rates besides its fast execution times (around 70 FPS (76.8% mAP over the PASCAL-VOC dataset)). In many recent works, YOLO is used for real-time LP detection [15], [18]–[20]. In this work, a smaller version of YOLO, namely YOLOv3-tiny, is used to achieve even faster execution times while maintaining detection performance.

Fig. 8 illustrates our LP detection methodology in the HEVC domain. Our primary input is a HEVC bit-stream. This input is decoded into two distinct image types. The first is a
FIGURE 6. Three distinct image types produced from a variety of HEVC streams. a) Pixel domain (P) images. b) HEVC block partition (H_{bp}) images. c) HEVC prediction unit (H_{pu}) images.

FIGURE 7. The size of the compressed domain image in comparison to the size of the pixel domain image. a) A 1024 × 768 pixel domain image. b) A compressed domain image corresponding to the pixel domain image with a resolution of 128 × 96 pixels, where each CU is represented by a single pixel.

Pixel domain images that are decoded in accordance with the HEVC standard. The other is HEVC domain images, which are generated using our methods. The HEVC image generated can be $H_{bp}$ or $H_{pu}$.

To generate a pixel domain image from a HEVC stream, the following steps are required: entropy decoding, de-quantization, data inverse transformation, summing inverse transformed data with inter predicted data, applying a deblocking filter, and finally applying an adaptive loop filter. The required data for creating HEVC images, on the other hand, is available immediately after the entropy decoder step. There is no need for de-quantization or inverse transformation. According to [6] entropy decoding accounts for 37% of the total decoding phase. When generating HEVC images, we spend less computation time than when generating pixel domain images.

We have three distinct image types, and for each of these types, we generate unique YOLOv3-tiny weights. Weights for the pixel domain are obtained by training pixel domain images, whereas weights for the HEVC domain are obtained by training HEVC domain images. Images are fed into the YOLO network with the appropriate weight, and LP regions are detected. $LPD_{pixel}$ is the abbreviation for the entire LP detector method in the pixel domain. There are two LP detectors in the compressed domain, and they are referred to as $LPD_{CD_{bp}}$ and $LPD_{CD_{pu}}$, respectively, based on their input image types (cf. Fig. 8).

V. DATASETS

Despite the widespread use of LPR systems around the world, there are far too few datasets that are open to the public. This paper introduces and shares a new public-domain dataset, the Compressed Domain LP Dataset (CP-LP Dataset) [34]. Furthermore, a second data set, EnglishLP [35], is employed to compare the results with previously conducted studies.

A. CD-LP DATASET

The CD-LP dataset contains images from commercial cameras that are currently operational and located on a highway and at a shopping mall’s entrance [36]. Generally, the images in this dataset depict the front view of a vehicle. They typically contain a single vehicle, but can occasionally contain two or more. The dataset contains $3 \times 2,400$ images in three formats: 2,400 $P$, 2,400 $H_{bp}$ and 2,400 $H_{pu}$. $H_{bp}$ and $H_{pu}$ are created by first encoding pixel domain images into a HEVC bitstream and then utilizing one of the methods described in Section 4.
The original images had a resolution of $1,024 \times 768$ pixels in size. Due to fact that each CU is represented by a single pixel, the $H_{bp}$ and $H_{pu}$ are generated at a resolution of $128 \times 96$ pixels. We also resize the $P$ set to $128 \times 96$ pixels for three reasons:

1. A reasonable comparison to HEVC images.
2. To be able to make a database publicly accessible without regard for privacy concerns.
3. It has been demonstrated that a resolution of $128 \times 96$ pixels is sufficient for achieving high accuracy in LP detection.

The train set includes 1,800 images for each of the three formats, while the test set contains the remaining 600. Our dataset is summarized in Table 1. Each image in the database has a companion file containing plate annotation information in YOLO format.

### EnglishLP DATASET

A digital camera with a resolution of $(640 \times 480)$ pixels was used to capture images of the EnglishLP dataset. Over 500 images of the rear views of various vehicles

| Image | Resolution | Train Set | Test Set | Total  |
|-------|------------|-----------|----------|--------|
| $P$   | $1024 \times 768$ | 1,800     | 600      | 2,400  |
| $H_{bp}$ | $128 \times 96$  | 1,800     | 600      | 2,400  |
| $H_{pu}$ | $128 \times 96$  | 1,800     | 600      | 2,400  |
(trucks, cars, buses) were included in the database, taken under various lighting conditions (cloudy, sunny, rainy). This dataset is divided in the same way as in [16] and [37], with 80% of the images being used for training. 20% of the images are used for testing as given in Table 2.

**TABLE 2.** EnglishLP dataset.

| Image | Resolution | Train Set | Test Set | Total |
|-------|------------|-----------|----------|-------|
| P     | 640×480    | 407       | 102      | 509   |
| H_{sp}| 128×96     | 407       | 102      | 509   |
| H_{bp}| 128×96     | 407       | 102      | 509   |

**VI. EXPERIMENTAL RESULTS**

**A. MEASUREMENT**

The following conditions were used to evaluate LP detection in the compressed and pixel domains:

1. The same number of images with the same resolution were used for training and testing.

2. The same deep learning network was utilized using the same hyper-parameters, including “learning rate”, “batch size”, “number of epochs to train for” and “number of nodes in the given layer”.

3. A total of 500,000 training sessions are conducted to ensure that the average loss no longer decreases, and the weight with the best mAP is chosen from among the generated weights.

The results are evaluated using the F1-score, precision, recall, average intersection of union (Avg. IoU) and mean average precision (mAP). The Precision (P), Recall (R) and F1-score (F1) values are calculated based on True Positive (TP), False Positive (FP) and False Negative (FN) as shown in (3), (4) and (5), respectively. The F1-score is a metric that evaluates the sensitivity and accuracy criteria together.

\[
R = \frac{TP}{TP + FN} \quad (3)
\]

\[
P = \frac{TP}{TP + FP} \quad (4)
\]

\[
F1 = \frac{2 \times P \times R}{P + R} \quad (5)
\]

**B. COMPARISON OF DATA SIZE**

Analyzing data in the compressed domain allows us to work with less data. A comparison of data amount for each image type is shown in Table 3. In the pixel domain, the raw image is a three-channel colored image with a resolution of 1,024×768. H_{sp}, on the other hand, is a grayscale image with a resolution of 128×96 pixels. Finally, H_{bp} is a binary image with a resolution of 128×96 pixels. It is 1,536 times smaller than the pixel image.

**TABLE 3. Data size comparison.**

| Image | Size | Depth | Size in bit | Ratio |
|-------|------|-------|-------------|-------|
| P     | 1,024×768 | 24 (color) | 18,874,368 bit | 1/1   |
| H_{sp}| 128×96     | 8 (gray)  | 98,304 bit    | 1/192 |
| H_{bp}| 128×96     | 1 (B&W)   | 12,288 bit    | 1/1,536 |

**FIGURE 10.** The results of LP detection for the CD-LP dataset are presented. A compressed domain approach based on prediction units achieves performance that is comparable to that of the pixel domain.

2) **EnglishLP DATASET ACCURACY**

EnglishLP is a publicly available dataset that enables us to compare methods developed in the compressed domain to those developed in the pixel domain. The obtained results are summarized in Table 5. The block partitioning method achieved a recall rate of 0.94. The partition unit-based method achieved 1.00 recall and precision rates by correctly detecting all LPs in the test set. This is the same rate as the Pixel domain approach and the research published in [17]. Despite being in the pixel domain, the study in [37] was unable to identify some LPs. The applicability of the proposed method appears to be promising considering these findings. The proposed
TABLE 5. EnglishLP dataset accuracy.

| Method          | TP  | FP  | P   | R   | F1   | mAP  |
|-----------------|-----|-----|-----|-----|------|------|
| LDP<sub>CD_pu</sub> | 106 | 6   | 0.94| 0.94| 1.00 | 99.02% |
| LDP<sub>CD_pu</sub> | 106 | 6   | 0.94| 0.94| 1.00 | 99.02% |

Detection results, where "TP" means true positive, "FP" means false positive, "P" means precision and "R" means recall. The dash indicates that no data is shared for the related measurement.

FIGURE 11. The LP detection results for the publicly accessible English-LP dataset.

FIGURE 12. The time required to generate the image. Image generation in the compressed domain is 40% faster than the pixel domain.

LDP<sub>CD_pu</sub> method successfully detects all plates while using 192 times less data than the pixel domain approach.

D. SPEED
One of the most important advantages of LP detection in HEVC domain is the reduction of the processes performed and the acceleration of the analysis.

1) IMAGE GENERATION
The required data for HEVC domain images is available at the end of the entropy decoder step. The steps of de-quantization and inverse transformation are omitted. However, for pixel images, the entire decoding phase must be completed. According to [6] entropy decoding accounts for 37% of the total decoding phase.

Using reference software [7], we measure the elapsed time during the decoding and image generation phases, as shown in Fig. 6. The process took an average of 85 milliseconds to generate an image in the pixel domain. The process of generating compressed domain images, on the other hand, took an average of 53 milliseconds. Our proposed method is more than 1.5 times faster than the traditional full decoding approach, as shown in Table 6.

2) LP DETECTION
After the image has been created, the next step is to locate the license plate. The image produced in the compressed domain has been shown to have an 8 × 8 lower resolution than the image produced in the pixel domain. This low resolution significantly reduces the time required for the trained deep learning network to process images. As given in Table 7 these images are processed in about two milliseconds. This corresponds to a frame rate of 500 frames per second, which is more than enough for real time processing.

TABLE 6. Time comparison of pixel and compressed domain image generation.

| Time (ms) | LDP<sub>pixel</sub> | LDP<sub>CD</sub> | LDP<sub>CD_pu</sub> |
|-----------|---------------------|------------------|---------------------|
| Average   | 56.35               | 39.97            | 39.97               |
| Minimum   | 36                  | 23               | 23                  |
| Maximum   | 62                  | 62               | 62                  |

The experiments are done on an Intel(R) Core(TM) i9-9900X CPU @ 3.50GHz CPU, NVIDIA GeForce GTX 1080 Ti GPU, 48 GB RAM and Windows10 64-bit operating system using JCT-VC HEVC reference software version HM 16.9.

TABLE 7. Processing time for LP detection using YOLOv3 Tiny at various image resolutions.

| Resolution | Time (ms) | FPP |
|------------|-----------|-----|
| 128 x 96   | 2         | 500 |
| 416 x 416  | 3.6       | 280 |

The experiments are done on an Intel(R) Core(TM) i9-9900X CPU @ 3.50GHz CPU, NVIDIA GeForce GTX 1080 Ti GPU, 48 GB RAM and Windows10 64-bit operating system.

The general approach in the pixel domain is to use one of the default YOLO resolutions. When a 416 × 416 is used as network input, the processing time is 3.6 ms on average. Images generated in the pixel area can be processed at the same rate as images in the compressed domain. To accomplish this, the generated image must first be down scaled 8 × 8, and then the DNN must be trained with this resolution in mind.

3) OVERALL ACCELERATION
The entire process consists of image generation and LP detection. Comparing Table 6 and 7, it is apparent that image generation is the most time-consuming process, taking roughly 20 to 30 times the amount of time as LP detection. The proposed method suggests a significant improvement for this time-consuming phase. When the entire process is taken into account, the acceleration remains greater than 1.4 times (cf. Table 8).

VII. DISCUSSION AND FUTURE WORK
Within the scope of this study, a solution is represent only for LP detection part. The future work is combining this
study with LP recognition. There are some advantages to do LP recognition in compressed domain. HEVC image format allows partial decoding of an image [5]. Thus, only a specific region of an image can be decompressed independent from the entire frame. That feature can be effectively used by our method since we can detect plate region inside whole encoded stream. Once plate region is detected, LP recognition can be performed at higher speeds by simply dissolving the relevant area.

Having the ability to identify LPs in the compressed domain would pave the way for advanced codecs and applications in video analytics. The privacy-protected cameras that display cars while shielding LP areas could be one such potential application.

Another significant application of the study could be the scanning of video archives. Vehicle and license plate searches can be performed on compressed videos by leveraging the method’s speed advantage.

### VIII. CONCLUSION

To the best of our knowledge, there have been no previous studies on LP detection in compressed video streams. Our research demonstrates that it is possible to detect vehicle plates in a compressed domain. The study expands LP detection into a new area, which has promising results in terms of speed and accuracy. Compressed domain analytics has a big potential in solving performance bottleneck for common artificial intelligence tasks. Another important contribution is that we also share our database to assist future research on compressed domain LP detection.
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