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ABSTRACT The Internet of Things (IoT) is an emerging networking paradigm connecting billions of devices securely to the Internet. Another emerging paradigm is quantum computing which – while opening new compute opportunities – was shown to jeopardise most cybersecurity protocols. In this study, we discuss techniques able to provide security in a post-quantum IoT. Specifically, we examine how the third-generation partnership project (3GPP) IoT security solutions fair in a post-quantum environment. Also, we analyse the security features of fifth-generation (5G) networks, propose improvements and discuss the manner in which a quantum computer can compromise security. Our results prove the existence of multiple vulnerabilities in the current IoT architecture and implementations. With advances in quantum computing having rendered the current security algorithms unsafe, more advanced techniques should be established to mitigate such risks. To this end, we present promising lattice-driven cryptographic techniques which we prove quantum resistance.
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I. INTRODUCTION
The Internet of Things (IoT) connects embedded sensors and actuators using Internet networking protocols. Its emergence has enabled novel applications, such as smart cities, intelligent systems, smart homes, smart agriculture, healthcare, drones, and many more. However, these applications are under continuous cyberattacks [1], [2] because of their asset value.

In a parallel development, quantum computers are emerging which are known to be able to solve problems classical computers cannot. Because of the tremendous combinatorial speed of the quantum computers, which act in a superposition state where the state can be zero and one simultaneously (quantum bit), combinatorial problems are solved much quicker. Since the majority of the cyber algorithms rely on unsurmountable combinatorial complexity, quantum constitutes a real threat to the cyber security of the global digital infrastructure.

While traditional information technology (IT) systems will likely be patched in the future, the billions of embedded IoT devices are unlikely to be patched easily. Therefore, the security of current and future IoT devices in the emerging post-quantum world must be carefully addressed to avoid serious security breaches.

To understand the remit of IoT systems, the underlying connectivity technologies used to connect the sensors and actuators must be understood. Short-range solutions, such as Zigbee, Bluetooth and Wifi, are available. However, they are not the focus of this study because they are typically attached to more powerful devices for which quantum patches are likely to be available in the future. Long-range solutions typically connect truly remote sensors/actuators and are based on proprietary solutions (e.g. Sigfox), alliances (e.g. LoRa) or standardised third-generation partnership project (3GPP) cellular solutions. The former two operate over license-exempt spectrum and cannot provide quality-of-service (QoS) assurance, which is a critical issue in case of industrial IoT (iIoT) or tactile internet applications.

Because we focus on critical applications potentially compromised by quantum, we aim to understand cellular 3GPP solutions herein. Many insights can be translated to the remaining short- and long-range connectivity solutions, which will be referred to when appropriate.

These technologies exhibit significant advantages in several fields, including smart cities and e-healthcare, for example, during the coronavirus outbreak (COVID-19) that has affected our daily activities. However, some vulnerabilities
are associated with the security architecture of these technologies that will considerably affect their implementations. The symmetric algorithms with a 128-bit key size and the currently used asymmetric algorithms can be broken by sophisticated attacks such as quantum computing attacks, rendering these technologies insecure. For instance, during these challenging circumstances, hackers have manipulated and stolen tens of millions of dollars that have been allocated by the German government to combat COVID-19 [3], with more cyberattacks expected over the coming months and years [4].

The most used cellular connectivity technologies for the IoT are based on extended coverage global system for mobiles (hereinafter EC-GSM), long-term evolution (LTE) for machine-type communication (MTC) (hereinafter LTE-M) and narrowband IoT (hereinafter NB-IoT). These have been found to be insecure because of weaknesses in the underlying algorithms. This thus warrants an expert analysis of the security architecture of these technologies and determines the most appropriate techniques for enhancing their security.

Concerning cryptography algorithms, certain protocols, such as elliptic curve cryptosystems (ECCs), are known to be compromised by quantum computers. According to [5], the 256-bit elliptic curve Diffie–Hellman (ECDH) and 256-bit elliptic curve digital signature algorithm (ECDSA) have been broken using Shor’s quantum algorithm. Subsequently, we prove that 5G networks exhibit multiple drawbacks and should be further developed to overcome their vulnerabilities with respect to quantum and replay attacks. As will be shown later in this study, we propose the application of lattice-based cryptosystems using algorithms, such as the shortest vector problem (SVP) and closest vector problem (CVP), based on our understanding that these algorithms are NP-hard to the degree that they can resist quantum attacks.

In this research, we make the following main contributions:

- provide a comparative study of the pre-quantum and post-quantum IoT security architectures;
- evaluate the security of third-generation partnership project (3GPP) IoT implementations and provide a higher security level;
- analyse 5G security features and suggest solutions to overcome the drawbacks of current 5G embodiments;
- introduce a comprehensive study of how quantum computers can compromise security;
- prove how lattice-driven cryptography is secure against quantum attacks; and
- assess the current security of IoT and determine the most appropriate techniques used to secure post-quantum IoT.

To this end, the paper is organised as follows. In Section II, an overview of the technology principles that are used in this study is provided, including the emergence of quantum computing and its working principles. Also, we explain the available IoT connectivity solutions in 3GPP. Section III examines the security required for IoT in the context of 3GPP, notably 5G. In Section IV, we describe the method of quantum computing that compromises the security, the quantum-resistant cybersecurity technologies and prove that lattice-driven cryptosystems resist quantum attacks using the SVP, the CVP and the CVP complement (CVP’). Section V considers the IoT security in the quantum world. Finally, we offer our concluding remarks in Section VI.

II. OVERVIEW OF THE TECHNOLOGY PRINCIPLES

This section describes the technology principles necessary for understanding the work exposed in this article.

A. PRINCIPLES OF CYBERSECURITY

Cryptography is the science associated with any cryptographic service that involves secure communication over unsecured public channels. Cryptography is mainly used for hiding messages in such a manner that only the relevant parties can read the message [6]. Plaintext data is hidden in the form of ciphertext via some encoding method, and only the relevant party can decode the given ciphertext to obtain the original plaintext. The process of hiding plaintext in the form of ciphertext is known as encryption, whereas the process of retrieving plaintext from the given ciphertext is known as decryption.

Cryptography has a very long history. Monoalphabetic substitution ciphers were used by Hebrew scholars around 500 to 600 BCE [7]. The basic encryption method (substitution ciphers) was frequently used during 800–1100 AD in the early medieval England to encipher notes and solutions to riddles [8]. However, the majority of the currently used cryptography methods have been developed after the 19th century. During World War I, cryptography was applied in the form of cipher wheels or marks on papers. Further, cryptographic tools, including the purple machine and Enigma, were used during World War II [9], [10]. Apart from ensuring the secrecy of a message, cryptography can also provide confidentiality, authentication, integrity and accessibility [9]. Confidentiality ensures that only an authorised entity can decrypt the encoded message. Authentication helps the communicating parties to authenticate their identities to each
other. Further, integrity prevents any unauthorised entity to alter the message content. Finally, accessibility ensures that the information resources can be accessed only by authorised entities.

Currently, several cryptography-based applications are used in daily life. For example, if we are surfing the Internet, the SSL/TLS cryptographic tool provides a channel to ensure secure communication between the browser and the host server. Similarly, cryptography has found applications in wireless communication (mobile phones), digital transactions and data storage [11]. Fig. 1 depicts the main architecture of a general cryptographic system.

As described in Fig. 2, cryptography has two branches, i.e. symmetric cryptography and public key (asymmetric) cryptography. The key used for encryption and decryption are identical in symmetric cryptography. The symmetric key must be exchanged at the beginning of the communication between two parties. This is a considerably crucial step if both the parties stay at a large distance from each other. This problem can be resolved using public key cryptography. In public key cryptography, there are two different keys, i.e. a private key and a public key. A plaintext (message) is encrypted using the public key to obtain a ciphertext, and the ciphertext can be decrypted using the private key.

Symmetric and asymmetric cryptographic algorithms are susceptible to various attacks. Symmetric ciphers are mainly susceptible to known-plaintext attack (KPA), chosen-plaintext attack (CPA), differential cryptanalysis and linear cryptanalysis [13]. In KPA, an attacker accesses a plaintext and ciphertext pair and attempts to gain knowledge about the secret symmetric key. In CPA, an attacker can obtain the ciphertext for any selected plaintext. KPA was used to break Enigma. Classical ciphers, such as the Caesar cipher, are susceptible to KPA and CPA. Differential cryptanalysis and linear cryptanalysis mainly focus on finding a pattern or differences in the ciphertext string. They are considerably advanced attacks and are mostly used to attack, block and stream ciphers, including RC4 and DES [14].

Public key cryptosystems are mainly vulnerable to man-in-the-middle attack (MITM), chosen-ciphertext attack (CCA) and some specific attacks related to the underlying hard problems. In MITM, an attacker may attempt to change the entire message or some part of a message. The plain RSA encryption algorithm is based on integer factorisation and is vulnerable to the index-calculus attack on integer factorisation as well as CCA. The Diffie–Hellman key exchange method is based on the discrete logarithm problem (DLP) and is vulnerable to index-calculus as well as the Pollard rho attack on DLP. NTRUEncrypt is susceptible to the MITM attack, lattice reduction attack and CCA [15].

The majority of these attacks require less time when compared with that required of a brute force attack. An easy solution against known attacks is to sufficiently increase the key size, achieving the minimum required security. Symmetric
and asymmetric cryptosystems are vulnerable to the brute force key search attack. In a brute force key search attack, an attacker tries every possible key; the success of this attack is dependent on the size of the key [16]. If the size of the key is \( n \) bits, then the complexity of the brute force attack is \( 2^n \) [13]. Currently, i.e. assuming non-quantum compute availability, a minimum of 112–bit security is considered to be safe (until approximately 2030) [17].

1) SYMMETRIC CRYPTOGRAPHY

In a symmetric cryptosystem, the secret key \( K \) is shared among the communicating parties. Using this secret key, the sender encrypts the message and sends it to the receiver. The receiver uses the same secret key to decrypt and retrieve the message from the ciphertext. Let us assume that Alice wants to transmit a message \( m \) to Bob and that Alice and Bob have a shared (secret) key \( k \). Alice develops a ciphertext \( C \) by encrypting the plaintext \( m \) using the secret key \( k \).

\[
C = E_k(m)
\]  

Here, \( E() \) represents an encryption function that is used to encrypt the message \( m \) using the key \( k \). To decrypt the ciphertext \( C \), Bob uses the same secret key \( k \) to retrieve the message \( m \).

\[
D_k(C) = D_k(E_k(m)) = m
\]  

Here, \( D() \) represents a decryption function corresponding to the encryption function.

As mentioned in a previously conducted study [13], certain advantages are associated with the usage of a symmetric key cryptosystem. Some of the advantages are as follows:

(i) When compared with public key cryptography, encryption and decryption are faster in a symmetric key cryptosystem.

(ii) For obtaining identical levels of security, the key used in symmetric encryption is shorter than that used in a public key cryptosystem.

(iii) Symmetric encryption is relatively reliable and secure.

Even though a symmetric key cryptosystem can be easily implemented, it exhibits certain disadvantages [13]. Some of them are listed as follows:

(i) For ensuring secure communication, the secret key used for encryption and decryption must be shared between the communication parties.

(ii) An individual should create and share a new key for every communication with a new party.

(iii) Because a key is shared between two parties, the authenticity of the communicated message cannot be ensured.

(iv) Symmetric keys are difficult to manage.

There are mainly two kinds of symmetric cryptosystems, i.e. stream ciphers and block ciphers. Stream ciphers are a type of approximation of one-time pad (OTP). The OTP uses a keystream, which is a bitstream of completely random bits, and the stream cipher keystream of pseudo-random bits is generated using a fixed-length key. Some renowned stream ciphers include RC4, SEAL and Trivium. A block cipher uses a fixed-length key and divides a long message into blocks exhibiting same/similar lengths. Then, it encrypts each block using the same key. Some examples of block ciphers are DES, RC5, advanced encryption standard (AES) and Blowfish.

2) ASYMMETRIC CRYPTOGRAPHY (PUBLIC KEY CRYPTOGRAPHY)

Public key cryptography (PKC) was initially introduced by W. Diffie and M. Hellman in 1976 in an article named New Directions in Cryptography [18]. In PKC, each individual possesses two keys, i.e. a public key that is publicly available to others and a secret/private key that is kept secret and securely stored via the entity. A trapdoor function is the main requirement of PKC. Because of the trapdoor property of a function, decryption is successful only if the trapdoor value (the private key corresponding to the public key) matches. Similar to the symmetric key cryptosystem, Alice can use PKC to send an encrypted message to Bob. Let \( pk \) be the public key of Bob and \( sk \) be the corresponding private (secret) key of Bob. Suppose the message \( m \) has to be securely sent from Alice to Bob.

Alice encrypts the plaintext \( m \) using the public key \( pk \) of Bob using a public key encryption algorithm.

\[
C = E_{pk}(m)
\]

The encrypted message \( C \) is sent to Bob. Bob uses his private key \( sk \) and the corresponding decryption algorithm to decrypt the ciphertext \( C \).

\[
D_{sk}(C) = D_{sk}(E_{pk}(m)) = m
\]

This system can operate under certain underlying one-way functions. In case of a one-way function, reverse computation is computationally hard. Given an input \( x \) and a one-way function \( f() \), it is relatively easy to evaluate \( y = f(x) \) but computationally hard to obtain \( x \) such that \( x = f^{-1}(y) \). This property of the one-way function ensures that the encrypted message is computationally prohibitive to be decrypted by any other party who does not possess the corresponding private key. The public key cryptosystem provides authenticity as well as non-repudiation in the form of digital signatures.

There are several algorithmic approaches, such as the DLP, DLP over elliptic curve (ECDLP), integer factorisation problems, and SVP, which are considered to be computationally hard. The public key cryptosystem RSA uses the hardness of integer factorisation. RSA is used for encryption and digital signature algorithms. DLP and ECDLP are used in key exchange algorithms, such as Diffie–Hellman key exchange, and encryption and digital signature algorithms, such as ElGamal. SVP is used in lattice-based cryptosystem, including NTRUEncrypt and NTRUSign. The public key cryptosystem is shown in Fig. 3.

Almost all the PKC-based products and standards are based on the RSA algorithm. The size of the RSA key has been continually increased in recent years to provide the
required security with respect to the advancement of the software and hardware technologies. This increment in key size resulted in the requirement of considerable processing for RSA-based applications. This affects services, including e-commerce sites that simultaneously process several secure transactions. Recent developments in ECC have resulted in a new alternate primitive exhibiting a reduced key size.

As described in Table 1, some of the known encryption algorithms, such as DES and AES, initially used RSA and subsequently used ECC for key management (i.e., for encryption/decryption session key). The symmetric algorithms, such as DES and AES, use smaller keys when compared with those used by RSA and ECC. Because of the development of efficient factorisation methods, RSA becomes increasingly vulnerable with reduced key size. For example, AES128 is more secure than RSA with a public key size of 1024 or 2048 bits, which is considered in the typical implementation of RSA [19]. Due to the advancement in technology and innovation with respect to the attack strategy, the minimum required security is observed to continuously increase. Experts recommend the usage of AES256 for data encryption instead of AES128. This significantly increases the public key size for RSA when compared with that for ECC. If we use ECC for the key management of the AES256 session key, a 512-bit ECC public key will be required, as shown in Table 1; further, RSA requires a public key size of 15360 bits for ensuring the same level of security, which is comparatively difficult to implement in the current systems [19].

In quantum computers, the RSA and ECC-based cryptosystems are easily breakable with respect to the currently used key sizes [5]. To ensure that they are secure in case of quantum computers, the public key size must be considerably increased. NTRUEncrypt is a novel alternative to RSA- and ECC-based cryptosystems and is quantum-resistant. NTRUEncrypt is based on the SVP in a lattice. For obtaining a 112-bit security level, the recommended public parameters for NTRUEncrypt are $N = 401$ and $q = 2048 = 2^{11}$, where $N$ is the degree of the polynomial ring and $q$ is the size of the coefficient of the polynomial. In case of public polynomial, majority of the coefficients are zeros; for ensuring a 112-bit security level, the recommended number of non-zero coefficients in any scenario is 133. Similarly, for ensuring a 256-bit security level, $N = 743$ and $q = 2048$, and the recommended number of non-zero coefficients in any scenario should be 247 [20].

NTRUEncrypt and other lattice-based cryptosystems are considerably faster with respect to encryption and decryption when compared with ECC-based cryptosystems exhibiting the same security level [146]. NTRUEncrypt is promising because it is quantum-computer secure and exhibits a feasible public key size.

A public key cryptosystem exhibits certain advantages and disadvantages when compared with symmetric key algorithms. The main advantage of a public key cryptosystem is that it does not require the concerned parties to share a secret key and each party has to manage only one public–private key pair to communicate with one another. However, PKC is considerably slower when compared with symmetric encryption. PKC ensures the secure sharing of only small messages. In practice, a symmetric key algorithm is always used for encrypting large data; subsequently, the secret key is encrypted using PKC and is shared with another party. PKC
is mainly used to provide authentication and non-repudiation in the form of digital signatures because a symmetric key cryptosystem does not provide such features.

B. PRINCIPLES OF QUANTUM COMPUTING
A new compute paradigm has emerged over past decades, i.e. quantum computing. Quantum computers use quantum phenomena (entanglement and superposition) to achieve computation which can be applied to classical computational problems, such as to the cipher algorithms discussed above, or entirely novel paradigms can be designed such as in the emerging quantum cryptography. The underlying principles will be introduced subsequently.

1) INTRODUCTION TO QUANTUM COMPUTING
Quantum computing was introduced in the 1980s and gained popularity after the publication of the article ‘Simulating Physics with Computers’ by the American theoretical physicist Feynman [21]. In the paper, Feynman suggested the use of operations with quantum system states in the calculations. He pointed out that each quantum state can be in a state of superposition. Quantum computing uses quantum bits (hereinafter qubits) whereas classical computers use digital bits. A digital bit will be either 0 or 1; whereas a qubit can be a coherent superposition of 0 and 1, i.e. it can be in both states simultaneously.

Quantum mechanics presents numerous strange phenomena that are difficult to explain. One of the most popular explanations of the electron spin phenomena is given by nuclear magnetic resonance experiments [22]. The electron spin can have two values obtained by measuring the angular momentum of the electron along the directed magnetic north pole. We can show mathematically that an electron can be in a ‘ghostly’ double state, a.k.a superposition state. This state can be both zero and one, and this property can be used for calculations with electrons that simultaneously use zero and one, and this property can be used for a ‘ghostly’ double state, a.k.a superposition state. This state pole. We can show mathematically that an electron can be in both states simultaneously.

Quantum states cannot be handled by classical computers because these computers would require exponentially large resources for computations. Therefore, the quantum system’s numerical simulation, which include up to a few hundreds of qubits, is not practical for classical machines. These simulations can only be performed by using logical operations on quantum computers, which act on the superposition states. Superposition is essentially the phenomenon of a quantum computer to be in multiple states simultaneously.

Shor’s algorithm is a quantum scheme that solves the factorisation problem of finding prime factors of a large integer \( N \). This procedure provides exponential acceleration in comparison with most powerful classical algorithms.

It demonstrates that the integer factorisation problem can be effectively broken on a quantum computer and can be applied in quantum cryptography and communication using small-sized qubits.

Pure quantum system states are vectors in the Hilbert space of wave functions that have probabilistic interpretations. Quantum computing works by the superposition of the basis (qubit) states that require only finite-dimensional quantum systems, and they may be seen as a new type of quantum parallel computing. The complex inner product space associated with any physical system is sufficient for quantum computing because it requires a finite-dimensional state space [23]–[25].

The primary objects of quantum computing are vectors and matrices, and their transformations provide quantum system states. Bra–ket notation is usually used for describing quantum states. In this notation, ket vectors are column K-vectors and bra vectors are their transpositions and conjugations (which are row vectors). The scalar product of these vectors determines the combination.

The physical implementation of the practical quantum computer is based on two principles of identity. The following example describes the computing logic.

In quantum computing, a bit (the elementary unit of information) is replaced by a qubit. The state vector of qubit was set to one of the following options:

(i) Zero

\[ |\psi \rangle \geq |0 \rangle \]

(ii) One

\[ |\psi \rangle \geq |1 \rangle \]

(iii) A combination of the two states called superposition

\[ |\psi \rangle \geq C_0|0 \rangle \geq +C_1|1 \rangle \]

The complex numbers \( C_0C_0 \) and \( C_1 \) are known as the probability amplitudes.

The superposition itself is unobservable unlike the case for the classical states. A qubit is always found to be either zero with the probability \( |C_0|^2 \) or one with the probability \( |C_1|^2 \). The numerical values of the coefficients \( C_0 \) and \( C_1 \) change when the unitary operations are performed over the qubits. The work of a quantum computer is well explained by the Deutsch algorithm:

A black box calculates some Boolean function \( f(x) \) of a single variable. The function gives zero or one for any input value (zero or one). The function \( f \) can take four possible values. These options can be divided into two categories: constant and balanced (see Fig.4 (a), (b)).

The calculation task is to determine which of these two categories is the function in the black box. The only way to solve this problem in a classical computer is to first enter zero (0) in the input and then enter one (1). Thus, the function \( f(x) \) is evaluated twice to clearly define the function type. A single evaluation of \( f(x) \) on a classical computer cannot define the...
category; this is not the case in a quantum computer. In the case of quantum computing, the qubit is a superposition of zero and one. The qubit has the following form:

\[ |\Psi| \geq \left[ \frac{1}{\sqrt{2}} \right] 0 > + \left[ \frac{1}{\sqrt{2}} \right] 1 > \]  

(5)

The coefficients \( C_0 = C_1 \frac{1}{\sqrt{2}} \). It is equally probable for the qubit measurement to take the value of zero or one because \( \left| \frac{1}{\sqrt{2}} \right|^2 = 0.5 \). Qubit coefficients are modified by an operation as follows:

\[ |\Psi| \geq \left[ \frac{1}{\sqrt{2}} \right] (-1)^{f(0)} \]  

\[ 0 > + \left[ \frac{1}{\sqrt{2}} \right] (-1)^{f(1)} \]  

\[ 1 > \]  

(6)

In fact, the operation is a quantum mechanical analogue of the classical black box. By measuring the qubit immediately after the operation, regardless of the type of function \( f(x) \), we will still obtain a 50% probability of zero and one because the operation can only change the sign. Therefore, \( \left| \frac{1}{\sqrt{2}} \right|^2 = \left[ \frac{1}{\sqrt{2}} \right]^2 = 0.5 \). Applying the Hadamard transform \( H \) on the input qubit will change the probability to:

\[ |\Psi| \geq 1/2 \left[ (-1)^{f(0)} + (-1)^{f(1)} \right] 0 > +1/2 \left[ (-1)^{f(0)} - (-1)^{f(1)} \right] 1 > \]  

(7)

After measuring a qubit for the constant functions, we obtain the following values for the coefficients \( C_0 = 1, C_1 = 0 \), and the result of the measurement will be zero. However, for the balanced functions, we obtain \( C_0 = 0, C_1 = 1 \), and the result of the measurement will be equal to one.

On a quantum computer, the category of the function can be clearly obtained by executing the operation only once; this significantly speeds up the calculations.

Let us now consider the quantum parallelism using the following example. Theoretically, we can expect an exponential growth in the performance by increasing the number of quantum states (qubits). To describe a two-qubit state, four complex numbers are necessary \( C_{00}, C_{01}, C_{10}, C_{11} \):

\[ |\psi| \geq C_{00} |00| + C_{01} |01| + C_{10} |10| + C_{11} |11| > \]  

(8)

For an \( N \)-qubit number, we need \( 2^N \) numbers for the exponential growth.

Quantum values operate on the entire state vector that contains a superposition of all possible classical bits; therefore, quantum parallelism is implemented. All except one of the probability amplitudes is zero, which makes it possible to obtain a clear insight into the quantum algorithm.

Quantum computers give a probabilistic answer because of their underlying working principles. This method is hybrid, and it is required for adjusting the results with the results obtained by using the classical computer method. Thus, quantum algorithms are still used only for specific problems where unidirectional functions may be encountered.

In classical computing, it is easy to multiply two numbers, but it is difficult to decompose the number into factors. Therefore, many cryptography systems rely on the factorization of large numbers. For example, Shor’s quantum algorithm that ran in polynomial time, gave 80% probability that the value of the divisor is a specific number, e.g. \( 213,432,237,905,197 \). However, this needs to be checked using a classical computer.

The search task relies on whether the element is desired and whether this task is easier and faster than sorting the entire array. However, the quantum Grover algorithm solves the enumeration problem using a quadratic speedup, which cannot be done in classical computers.

Scaling complexity is the main obstacle in the practical implementation of quantum computers. Unlike digital bits, qubits are not independent. Adding more bits to a regular computer still means dealing with one state at a time and increasing the depth of the registers. When adding qubits, the power of the computer grows exponentially (for \( n \) qubits, \( 2^n \) states can be represented). A single-qubit state (electron spin, photon polarisation) is easy to find whereas an entangled two-qubit state requires a combined system of photons or electrons.

C. IOT TECHNOLOGIES IN 3GPP

Finally, we provide an overview of the connectivity of IoT in 3GPP, which is the de-facto standards body for telecommunication technologies.

1) EC-GSM

Extended coverage global system for mobiles (EC-GSM) is a vital technology for next-generation networks (NGNs) with added functionalities (such as EC-GPRS and EC-GSM-IoT). It has come out of 2G technologies and adapted to the coverage and power needs of the IoT; and is thus not surprisingly very popular with the IoT industry.

EC-GSM has the following characteristics: a frequency spectrum of 200 kHz in the GSM band, 1800 bands, frequency-division multiple access/time-division multiple access modulations, Gaussian minimum shift keying/8-phase key shifting, a line budget of 154–164 dB, a maximum throughput of 70 kbps, a transmission rate of 240 kbits/s and 3GPP encryption (128/256 bits). Technically, the modified standard GSM/GPRS technology allows the line budget to be increased, which increases the count of the connected devices; this technology also makes it inexpensive for implementation in new devices.

An underpinning technology feature is extended discontinuous reception (eDRX); it is more effective than using the power saving mode (PSM) to increase energy conservation. eDRX minimises the frequency of important signal communications and improves the time taken for sending and receiving messages. The sleep cycle (the node is connected to the network without any communication) is approximately 50 min. Thus, EC-GSM’s battery life extends up to 10 years (with a 5 Wh standard battery). Moreover, the coverage can be extended by adapting the network channel level that involves the repetition of the transmitted message multiple times to enhance the coverage by 23dB as opposed to the conventional systems. Terminating support for the signalling part, which
enables interactions with the 3G–5G networks, helps to simplify the network signalling.

2) LTE-M

LTE-M is an adaption of LTE networks to the needs of the IoT. The main consideration has been to attain targets, such as battery life, coverage and cost, while maintaining full compatibility with the existing infrastructure of network operators. One major difference in the technology is the bidirectional high bandwidth, which can be as high as (1.4–20 MHz). LTE-M has the following characteristics: (i) ability to access a frequency spectrum of 1.8 GHz in the licensed spectrum, (ii) a maximum transmission rate of 1 Mbit/s for UL and DL, (iii) low latency and interference immunity, (iv) a link budget of 155.7 dB and (v) orthogonal FDMA (OFDMA)/single carrier (SC) modulation.

3) NB-IoT

Narrow Band IoT (NB-IoT) is an important development in IoT, which accommodates association and interoperability with LTE. NB-IoT has the following features: (i) uses licensed LTE frequency band up to 200 kHz, (ii) has a link budget of 164 dB and (iii) employs synchronous LTE communication protocols and licensed spectrum for optimal quality of service. NB-IoT is mostly used with applications that require guaranteed quality of service. For SC-FDMA/OFDMA/FDMA modulation, the data rate is 200 kbps, and a handover procedure appears with the end device that connects with a single base station. The LTE-M and NB-IoT standards are two parts of an incorporated procedure advancement known as massive IoT, which is applicable to industrial IoT (iIoT) and consumer IoT (cIoT). One advantage of using NB-IoT is its high energy efficiency because NB-IoT uses eDRX and PSM, which have device lifetimes of more than 10 years. NB-IoT provides cheap communication services with large-scale communication links. NB-IoT enjoys deployment worldwide; in terms of range, it covers 10 km in rural areas and 1 km in cities. NB-IoT only offers low data transmission speeds at 62 kbits/s uplink and 27 kbits/s downlink (in LTE-M, this speed can reach 1 Mbits/s).

III. SECURITY FOR IOT IN 3GPP

In this section, we discuss the security provided for IoT in the context of 3GPP.

A. CYBER SECURITY FOR LTE-M & NB-IoT

The underlying cyber security principles for LTE-M and NB-IoT are very similar in 3GPP. We will thus use both interchangeably, understanding that they are two connectivity technologies with very different capabilities.

Two standardized algorithms are being used to ensure confidentiality and data integrity protection through the air interface that included the EIA and the EPS encryption algorithm (EEA). Moreover, three sets of cryptographic algorithms, including EEA1/EEA1 (based on the SNOW 3G algorithm), EEA2/EEA2 (based on the AES algorithm) and EEA3/EEA3 (based on the Zu Chongzhi (hereinafter ZUC) algorithm), are being used in LTE.

The 128-EEA1 algorithm encrypts and decrypts a block of data the length of which ranges from 1 to 232 bits [26]. Additionally, the resistance to attackers in the LTE networks is dependent on the capability of the algorithm to resist an attack. Algorithms exhibit a range of time complexities for resisting attacks. AES is the best algorithm, whereas ZUC has less immunity to specific attacks [26].

Moreover, Jover et al. [27] stated that the 3GPP defined five levels of data security in the LTE security architecture following the use of symmetric cryptography. The first level involves the network access security used for providing UEs and electronic product codes (EPCs), which ensure secure access and protect against various radio access link attacks. It comprises security mechanisms such as ciphering and integrity protection. The second level involves the network domain security containing certain security features with respect to the user data, secure the signalling data exchange and act against wireline network attacks. The third level involves user domain security containing security features for mutual authentication between user equipment (UE) and SIM. The fourth level involves the application domain security that helps to securely exchange messages between the UE and the service provider domains. Finally, the non-3GPP domain security is used to securely connect the UEs to EPC through the 3GPP access networks [27].

However, despite the implementation of the LTE/LTE-A technology, there have been several reports of breaches in cellular networks owing to multiple vulnerabilities. The distributed DoS (hereinafter referred to as DDoS) attack on the LTE cellular network has significantly affected the global communication networks, resulting in the degradation of services across platforms [28]. Several users currently rely on cellular networks for communication; however, the increase in DoS in case of low traffic volumes and DDoS in case of high traffic volume attacks is likely to cause severe challenges. Outbreaks of mobile malware are assumed to have the potential of attacking and infecting numerous devices relying on the platform. Therefore, the information systems deployed on the technology model are vulnerable to threats, such as the advanced persistent threat (APT). Well-funded and highly sophisticated attacks could exploit the majority of the information systems across the globe [28].

GSM incorporates techniques originally developed to address these challenges, such as authentication and privacy concerns. In recent years, the computational power and threat landscape has considerably advanced; 3G and 4G seemed to have introduced better authentication and encryption algorithms. However, these networks are still vulnerable to attacks. Certain attacks having a local scope disrupt the services at the radio access network (RAN) level and block the service for one sector or a cell. Other possible attacks on these cellular networks include phishing, malware spreading and data exfiltration in the APT context [28]. Additionally, local attacks include saturation and radio jamming (i.e. intentional...
transmission of radio signals to disrupt communication by reducing the signal-to-noise ratio of the received signal) [27] of the wireless interfaces. These attacks are executed from the radio transmitters of single devices. There has been a large increase in such attacks in the current models, which has significantly impacted the IoT networks [27].

Bikos and Sklavos [29] reported that LTE was exposed to several other challenges pertaining to reliability and security. The heterogeneous nature of LTE and operations with IP-based open networks are major contributors towards the attack vulnerabilities. LTE is vulnerable to two major forgery attacks that threaten the integrity protection on the system. The first attack is a linear forgery attack that involves the declaration of two evolved packet system (EPS) integrity (protection) algorithms EIA1 and EIA3 as insecure if the initial value can be duplicated throughout the integrity key life cycle [30]. The method states that given two valid message authentication codes (MACs), an attacking algorithm can generate a maximum of 2^32 valid MACs. The second attack is the trace extension forgery attack that works on theory alone. The attack is applied on a message to shrink the guessing space using only one message pair and a MAC.

Jover et al. [27] noted that the initial universal mobile telecommunications system (UMTS)/3G security model was vulnerable to attacks, such as the MITM attacks, DoS and rogue-based attacks. Therefore, it was necessary for future generations to improve the security for ensuring better operations. However, this has not yet been achieved because of vulnerabilities in the current LTE/LTE-A networks. Hence, majority of the researchers have embarked on the evaluation of the existing security and have proposed new models to improve security. The majority of the studies that analyse 4G system security vulnerabilities involve NGNs, IP multimedia subsystems (IMSs) and the proposed Bell Labs security model x.805 standard in [27].

The NB-IoT performance requirements are similar to those of wideband LTE-M solutions. The NB-IoT operation result is only slightly different in a flexible deployment [31]. This shows that NB-IoT is susceptible to some key attacks, such as DDoS, DoS, malware infection, injection and forgery, because it inherits most of the LTE security techniques. The key attacks vary depending on the architectural layer of the NB-IoT model; such attacks include application programming interface attacks, access vulnerability, maintenance and operation risks, replay attack, web application vulnerability, device forgery, sensitive information leakage and firmware integrity problems [32]. The three-layered LTE-M/NB-IoT architecture comprises the physical (perception) layer, the transmission layer and the application layer [144]. Fig. 5 shows the three layers with various attacks for each level for LTE-M and NB-IoT. NB-IoT is used as a low-power wide-area technology for the acquisition of physical data aimed at supporting smart low-data-rate implementations [32].

Chen et al. [32] stated that the security requirements of NB-IoT are similar to those of the conventional IoT connectivity technologies although there were key differences, such as the network communication mode and low-power-consuming hardware. NB-IoT is also characterised by the features of low computing power, low-power consumption and infrequent charging. This renders the technology vulnerable to attacks, especially at the terminal side of the field. The physical layer in the NB-IoT architecture faces security problems similar to the security problems of the physical layer in the IoT architecture. The architecture is under both active and passive attacks. In active attacks, the attackers exploit all the information and modify the data. In passive attacks, the attackers steal only the information without making any modifications. In the transmission layer, the security threats include difficulty in access control of the high-capacity terminals because the transmission layer fails to authenticate the identity of the increasing number of connections. The attacker can also cause a communication outage through the transmission of interference signals. Finally, the application layer suffers from threats because of its inability to identify and process massive heterogeneous data. It also faces difficulties in the authentication and maintenance of data integrity, which makes the technique susceptible to data loss during the transmission and storage processes [32]. One mechanism in this technology to resist attacks is the use of cryptographic algorithms, including identity authentication, data encryption and integrity verifying. However, the resistance is not sufficient because attackers use multiple techniques that require advanced technologies, including data self-destruction and data duplication. Thus, the levels of suspicion include the terminal points and the architecture layers.

The LTE/LTE-M and NB-IoT levels of suspicions rely on the time and space complexities with respect to the implemented algorithms and the communication links. The resources, such as the memory and time taken to break the implemented algorithm for security, define the extent of vulnerability with respect to the security levels of

---

**FIGURE 5.** Three-layered attacks for LTE-M and NB-IoT.
LTE/LTE-M and NB-IoT. All these security vulnerabilities prove that there is a need to improve and enhance the future LTE-M and NB-IoT models for obtaining better security outcomes. This entails the propositions from various researchers who are currently investigating the 3GPP standard security architecture.

B. CYBER SECURITY IN THE CONTEXT OF 5G

The security of a 5G mobile communication network is built upon the reuse of suitable technologies present in the 4G-LTE standard. Consequently, the security architecture of the 5G network is based almost on the same principles used in the 4G-LTE standard. The main difference is in the bidirectional IPSec encryption protocols (with variable key identifier lengths).

Let us now examine the security architecture of LTE-M and the 5G networks. Security is the basic building block of any mobile network standard. The security architecture usually contains four blocks [33], [34]:

1. **Security in the access layer.** This security resists the hackers on the radio interfaces by the authentication process between the user and the network; it involves secure delivery from the secondary node to the 5G access network. It provides the security and integrity verification of the non-access stratum (NAS) between the user terminal and authentication management field (AMF) using HASH AMF, HASH UE, NAS MAC and a ciphering algorithm, such as 128-EEA. Access layer security ensures that the message is not amended or eavesdropped by an attacker. It also verifies the radio resource control (RRC) integrity between UE and next-generation NodeB (gNB); if this verification is successful, RCC ciphering is achieved. Furthermore, access layer security achieves integrity control and encoding (i.e. encryption) of traffic at the packet data convergence protocol level. In addition, IPSec protects the channels between the gateways and the network core (S1-U interfaces, S1-serving network (SN)).

2. **Security at the IMS.** This provides security between the proxy server with proxy call session control function (PCSCF) and the UE in the context of integrity protection and encryption. It also hides the configuration of the network. Moreover, it introduces security features that enable the network to achieve the following functions: registration, discovery and the protection of interfaces based on services.

3. **Network domain security.** This provides protection and security to Cx, which is the interface between the home network (HN) and the CSCF used for the transmission of the private keys. This block is created using a framework that involves the following features: key agreement (AKA), the security of the connection between the IMS network entities, the protection of the temporary network having PCSCF and I/S CSCF HNs and the concealing configuration of the network.

In general, it enables nodes to exchange the user plane (UP) data and signalling data in a secure manner.

4. **Security at the generic bootstrapping architecture.**

This is described in [140] and provides user verification for the network application function (NAF) after the ciphering of the signal traffic between the UE and the NAF to exchange messages securely.

We will not be able to provide a detailed description of the authentication, identification and key distribution procedures because of space constraints. Only the main aspects of each process will be highlighted in this article. At the core of the security in the LTE-M and 5G networks lies a mechanism in which the required private keys are calculated immediately before each operation, and they change after every session. In contrast to GSM networks, LTE-M and 5G networks enact mutual authentication protocols. In other words, besides the user’s identity verification by the service network, the UE verifies the legitimacy of the service network. Moreover, a relatively new security mechanism has been implemented in the LTE-M and 5G networks called the integrity protection mechanism. This mechanism allows the verification of the identity of the alarm message sender, and it is valuable for IoT.

The mutual authentication technique involves the combined use of a KI master key of 128 bits by an HN and a USIM user module. The authentication process [34]–[36] is shown in Fig. 6.

The 5G-AKA process improves upon EPS-AKA by offering authentication proof of UE, which is transmitted in a confirmation message by the visited network. As the process starts, the SN transmits a request to the HN that has a record of master keys of the user used by AMF to derive the security keys of NAS and other keys; then HN can create authentication vectors (AVs). The procedure for creating an AV is initiated by setting a 48-bit sequence number. It ensures that the new AV created has not been repeated. To generate the AV, one-way functions (f1–f5) created by using the MILENAGE algorithm are used. The f1 and f2 functions are message authentication functions whereas f3–f5 are functions for key generation. AMF determines the type of AV that will be created; in particular, it depends upon the bit zero of the AMF of the authentication token AUTN, which is also known as the ‘separation bit’. If this bit is set to 1, EPS-AV/5G-AV is created, and if the bit is set to 0, UMTS-AV is generated. However, 5G-AKA does not introduce the multiple requests of 5G-AVs. The mechanism of creating an AV in HN [35], [37] is presented in Fig. 7. Here, we propose adding the current timestamp \( T \) to prevent any replay attacks.

For the verification of the network services in the USIM, we calculated the XMAC value by using the f1 function. Then, we compared the value to the MAC involved in the AUTHN acquired from the network. The authentication succeeds if both values match. The f2 function verifies the user in SN by computing the XRES value. Then, this XRES value is compared with the RES obtained from the USIM. The user authentication is confirmed if both the values match.
High-level process of 5G-authentication (5G-AKA). SN is the serving network. MME is the mobility management entity. AUTN is the authentication token of 128 bits. $K_{\text{SEAF}}$ is the 128-bit key of the security anchor function. RAND is the random challenge. CK is the encryption key (128 bits). IK is the integrity key (128 bits).

In EAP-AKA', IK' and CK' are used instead of IK and CK. (IK' and CK' are derived from IK and CK.) The KDF function is used to generate different keys when the different strings S and the key K are inputs. Based on the key of the access security management entity $K_{\text{ASME}}$, the following are the SN and UE process keys: $K_{\text{eNB}}$ (the key of the eNB gateway), $K_{\text{UPenc}}$ (the key of confidentiality for UP), $K_{\text{UPinc}}$ (the key of integrity for the UP), $K_{\text{RRCenc}}$ (the key of confidentiality for RRC), $K_{\text{RRCinc}}$ (the key of integrity for RRC), $K_{\text{NASenc}}$ (the key of confidentiality for NAS) and $K_{\text{NASint}}$ (the key of integrity for the NAS). Here, $E_k$ (the 128-bit block cipher) and other secret keys, such as CK and IK, are vulnerable to quantum attacks. We suggest doubling the bit value of each key to 256 bits to resist quantum attacks. The common architecture of a 5G network is presented in Fig. 8, and the following network entities/functions achieve the core security features [38]–[40]:

- Non-3GPP interworking function (N3IWF)
- Security policy control function (SPCF)
- Security context management function
- Subscription identifier de-concealing function (SIDF)
- Security anchor function (SEAF)
- Authentication server function (AUSF)
- Authentication credential repository and processing function (ARPF)

According to [38]–[40], SEAF links with AUSF to give UE authentication through the reference point N12 when SEAF connects with the network for any type of access. When we use non-3GPP access in 4G-LTE, it includes the use of a function, such as SEAF, in the trusted WLAN access gateway for trusted access and in the evolved packet data gateway for untrusted access. The role of ending authentication requests from SEAF and the broadcasting them in ARPF is performed by AUSF. The ARPF includes databases that store
FIGURE 7. Mechanism of creating an AV in the HN. AK is a 48-bit anonymous key.

FIGURE 8. The 5G network architecture. AF is the application function, SMF is the session management function, UPF is the user plane function, PCF is the policy control function and UDM is unified data management.
KIs and cryptographic coefficients and create AVs according to EAP-AKA or 5G-AKA. The ARPF location is very important; therefore, it is placed in the data centre of HN to protect it from cyber-physical attacks and outside influences. The N3IWF feature plays the role of an interface for the 5G core (5GC) network and UP function by using N2 and N3, respectively. N3IWF supports the establishment of an IPsec tunnel that enables the UE to attach to the 5GC through untrusted non-3GPP access. In addition, N3IWF supports the information required to authenticate and authorise the UE’s access to the 5GC over N2. SPCF considers the specifications and requirements of the UE and the network. The AUSF assigning process, the authentication selection, cryptography and integrity methods are involved in security policies.

The 5G vision is that its networks should have high-security features that are compatible with system-level spectral efficiency; the networks should also support high data rates and be free from network security threats. Therefore, the core security features of 5G and LTE-M contain the following features:

- Mutual authentication between the user and the network;
- ensuring that no authorised UE is denied access to the network resources;
- exchanging keys between the UE and the network and the distribution of public keys;
- maintaining confidentiality and integrity offered by the NAS, UP and RRC security policies at the NAS, UP and RRC levels;
- maintaining confidentiality and privacy of the user’s identity and position;
- monitoring traffic for detecting malicious and intrusive nodes and blocking them using intrusion detection systems;
- interfacing of security between the different entities of the network involving the reference points N1–N13;
- enhancing security by encrypting each slice after network slicing;
- securing the signal and user traffic between the eNb 4G-LTE network and the gNB 5G network within Option 3 of the 4G to 5G migration scenario [39]; and
- improving the security system to make it intelligent by using the principles of artificial intelligence, such as genetic algorithms, neural networks and machine learning.

However, 5G standards/networks do not overcome quantum attacks; they have limitations, such as identification based on the elliptic curve integrated encoding scheme (ECIES), which is used especially in the 3GPP standards. The 5G standards can be broken via a quantum attack and are vulnerable to replay attacks. To avoid replay attacks, we propose the addition of the current timestamp associated with each communication. Furthermore, ECIES-based authentication is vulnerable to specific subscription permanent identifier (SUPI) attacks and bidding-down attacks. The public key of the HN needs to be quickly updated when the malware attempts to recover the private key of the HN; therefore, it needs further refinement and development [41].

User IDs are crucial security objects of 5G networks. Let us consider three basic identifiers [34], [39], [40], [42]:

- SUPI of the UE (5G concealed SUPI) is stored in the unified data management process and USIM. A unique 4G international mobile subscription identity (4G-IMSI) or network access identifier may act as a SUPI identifier. To initiate the identification process, we used only the SUPI/IMSI.
- The privacy-preserving ID called subscription concealed identifier (SUCI) contains the SUPI type; SUCI also contains the HN ID, routing indicator, protection scheme ID, HN public key ID and scheme output. The query of the subscription identifier is started when the AMF requests the SUCI of UE. The ECIES is used to encrypt the SUPI. The intended public key for SUPI encryption is stored in the USIM whereas the private key is stored in SIDF. However, a part of SUPI contains a mobile country code and a mobile network code.
- The 5G globally unique temporary UE identity (5G-GUTI) was assigned by the access and mobility management function regardless of whether the access type was non-3GPP or 3GPP; 5G-GUTI was used by the UE and the network to establish the identity of UE for the duration of signalling between them in the 5G systems. The structure of 5G-GUTI [34], [39], [40], [42] is demonstrated in Fig. 9. Assigning and reallocating 5G-GUTI to the UE was supported by the AMF, as shown in Fig. 10.

![FIGURE 9. The 5G-GUTI format. GUAMI is the globally unique AMF ID; 5G-S-TMSI is the 5G S-temporary mobile subscription ID.](image-url)

IV. SECURITY COMPROMISED BY QUANTUM COMPUTERS

In this section, we will consider the operating principle of quantum computers and the main concerns arising in the context of system security. As mentioned earlier, there are three cryptographic security methods: classical, quantum and hybrid. The classical systems and methods are well known and do not require elaboration here. A quantum computer may be successfully used to solve only problems in quantum key distribution and in quantum cryptographic algorithms [25]. It is still too early to claim that a quantum computer will generally outperform classical computers.
However, it has been shown that quantum computing can be successfully applied to solve specific problems.

The quantum analogue of a traditional processor register is a quantum register, which represents the most significant part of the quantum computer. An $L$-sized quantum register is purely a collection of $L$ qubits, whereas an $L$ traditional register size denotes an array of $L$ flip-flops. All qubits are in the initial state given in the Boolean states prior to entering the register. The external electromagnetic field controlled by a computer performs selective action over the qubits, which gives the non-basic states of certain qubits; the superposition of basic states determines the register state.

The input register state in the quantum computer uses pulse actions to convert the initial states into coherent superposition. The quantum processor further executes quantum logical operations over the information. The sequence of operations is determined by the unitary transformations that are termed gates. A unitary transformation, as a straightforward rotation extension in a multidimensional space of complex vectors, transforms the initial quantum state into a new superposition at the output.

Quantum computers provide information security by employing quantum computing methods, but they cannot be used for network security. Grover’s scheme determines with a high probability the unique input into a black box function that yields a specific value as the output; this function gives an inequality $f(x_q)\mid t \gg f(x_c)\mid t$, where $q$ and $c$ are operations performed using the quantum and classical calculations, respectively. In this case, the time $t$ has a constant value. The inverse probability relationship while ensuring security is obvious; this means that a quantum computer increases the crypto-vulnerability of data, not the data security.

A quantum computer significantly outperforms classical computers regardless of the physical principle that was employed. For achieving maximum efficiency, these computers need to satisfy some basic conditions [21], [43]–[45]:

- The effect of qubits decoherence due to the different noise sources and interactions with the environment need to be suppressed. The quantum states tend to decohere and destruct the state superpositions negating the potential power offered by the quantumness of the problem

$$F_{n} (x) \gg F_{m} (y), \tag{9}$$

where $m$ is the cycle time of the basic quantum operations, and $n$ is the decoherence time. This means that a qubit must remain independent.

- To prepare the quantum register in all possible basic states, the quantum computer must initialise its own register to an initial state.

- In quantum computing, the execution of the set of quantum logic gates must be ensured during the cycle. The operations called unitary transformations represent the set of two-qubit operations that provide the state vector’s two-qubit rotations, and these transformations are composed of the interacting qubits in the Hilbert space with four dimensions.

- To perform a variety of quantum operations, the quantum computer must use a large number of observable qubits.

- High measuring reliability must be provided at the output because quantum machines are very sensitive to noise and interactions with the environment. Any interaction could cause a collapse of the finite state function. This is also because the measurements of the quantum finite state change the finite state function.

A trapped-ion quantum computer topology is the most appropriate; it makes computing more resistant to decoherence and noise problems. In this article, we describe the use of qubits of an ion’s energy levels to implement the quantum computer model. The interaction of mutually charged ions in a one-dimensional chain of traps should be achieved by collective excitation motion, which can be achieved using an infrared laser. Single qubits can be easily managed individually using this method.

Let us consider the interaction of quantum probabilities using the technical system security. Quantum cryptography has already ensured information security and is the best candidate for potentially reducing the number of operations required to solve the integer factorisation problem. We found that the solution of the numerical sequence factorisation problem $N^m$ can be reduced to the limit of realisation of a multidimensional N-qubit of a quantum computer. This fact makes all the classical cryptosystems potentially vulnerable. Quantum cryptography and post-quantum cryptography are quantum resistant and provide strong solutions for quantum attacks. However, experimental quantum machines need massive processing power to compromise any valid scheme of cryptography.

Quantum key distribution systems efficiently implement the principles of quantum cryptography to produce unbreakable keys [46]. Similar to quantum computers, quantum key distribution systems rely on the theory of quantum physics. In such systems, the secret key is formed as a sequence of optical signals.

Quantum computers can be used for several types of attacks. These computers can be used for breaking the secret
key by solving the factorisation and the DLPs; the communication channel can be attacked. This solves the problem of optimisation of a set of variants; the information source code is attacked by solving the problem of the exclusive OR sequence detection.

The quantum distribution of keys will keep the system robust against all attacks. Generating and distributing a secret key by means of phase fluctuations in the fibre optical links may be used for the quantum key distribution. The gained key can be used to support secure transmission. A self-compensating fibre optic system of quantum key distribution with the coding phase of photon states is shown on Fig. 11 [46], [47]. The system for the key distribution consists of two stations that interact along the optical fibre. The optical signals are attenuated by controlled optical attenuators, and they contain 0.1 photons per pulse, which means that the signal is equally distributed to every 10th optical pulse.

Optical pulses are generated at a telecommunication wavelength of 1550 nm, and they pass through the optical circulator. The Mach–Zehnder interferometer is used for pulse phase encoding, and the pulses are sent through the quantum communication channel to the ‘Alice’ station where they are synchronised. The pulses are reflected from the path end to the ‘Bob’ transmitter–receiver station. These systems are called two-pass systems. The pulses encoded by the phase modulators interfere on the way back, and they are detected by the avalanche photodiodes.

A quantum key is formed by one of the quantum cryptographic protocols BB84, BB92, COW, Decoy State or their modifications, which are also used for the quantum key distribution. These protocols prevent the attacker from intercepting the generated key because the keys are formed at the ends of both stations (i.e. the key itself is not transmitted over the network). Only a signal with a small number of photons is transmitted over the optical fibre, which limits the ability of the hacker to get the complete picture of the secret key.

The main disadvantage associated with quantum cryptography is the gap between the actual device and the model, which results in side-channels that can be used by the eavesdropper, compromising data security. These potential side-channels must be monitored, and adequate countermeasures must be adopted. Timing attacks and attacks using the information leaked based on the Trojan-horse attack, pulse-energy monitoring, source flaws, device calibration, laser damage and laser seeding, indicate that detectors are the most vulnerable system part. Therefore, quantum key distribution may be considered as partially reliable. However, additional research effort is required with respect to the practical implementation of this system.

Another example of the quantum computer application is in the security algorithm for telecommunications systems. The security algorithm in such systems uses asymmetric encryption using private and public keys. The capability to factor large products rapidly is enough to decipher the RSA algorithm. Asymmetric encryption (e.g. RSA, DH, DSA) security is based on the complexity involved in the factorisation of a very large number into its prime factors. The complexity escalates exponentially with the key size. Shor’s algorithm performed on a quantum computer can decompose the number into its primary factors in deterministic polynomial time and makes it possible to find the private key. This type of attack may be used for all systems that use asymmetrical cryptographic algorithms (e.g. transactions on the Internet).

Research by scientists from the Singaporean and Australian universities [48] show that quantum computers can be efficiently used to attack any of the cryptographic algorithms used on the Internet. This research points out that the number of qubits would double every 10 months in an
optimistic scenario as the quantum computer power grows. However, in a less optimistic scenario, it would double every 20 months. Consequently, quantum computing based on the quantum physics laws enables the highest level of data protection against secret key attacks. Quantum cryptography still remains secure regardless of the number of qubits that the attacker has.

A. QUANTUM-RESISTANT CYBERSECURITY TECHNOLOGIES

With rapid advances in the field of quantum computers, the research for creating quantum-safe cryptographic algorithms has turned out to be increasingly important [49]. The quantum computer uses Shor’s algorithm to break many of the currently deployed cryptographic algorithms [50] within polynomial time. However, a classical computer requires exponential time to break the currently available deployed cryptographic algorithms. Shor’s algorithm is a mathematical calculation that uses quantum evaluation and equates different periods of prime numbers. These phases are thought to be sine waves, and the goal is to factorise whole numbers (integers). The DLP on which numerous conventional cryptographic calculations are based [51]–[53] is effectively solved. Consequently, Shor’s algorithm is used to solve the DLP within polynomial time. Quantum computing is still in its very early stages and is restricted to a small set of mathematical operations that can be determined [54] one way or another. Nevertheless, we need to create adequately consistent qubits (a legitimate cubit is steady after some time and might be made out of hundreds or thousands of the present physical qubits) that can be exploited to compromise the cryptosystems [55]. Such quantum-resistant algorithms must be put in order before the more established, non-quantum-safe calculations are broken by quantum computers. This will guarantee that secret or sensitive data that are currently encrypted using conventional cryptographic algorithms (i.e. non-quantum safe calculations) will not remain sensitive when these encryption algorithms are not useful (i.e. they are not secure) [56].

The currently deployed cryptographic algorithms mostly depend on the conventional public key cryptographic schemes [57]. Until now, these schemes are mostly used to secure cryptographic algorithms. The hardness of these algorithms lies in the discrete logarithm, integer factorisation and the elliptic curve discrete logarithmic problem [58]. Quantum computers running Shor’s algorithm can solve the problem within polynomial time. The exchange of (mostly sensitive) information over the Internet is secured by using the conventional public key cryptosystem, which will be breakable within polynomial time once quantum computers are in place. Consequently, there is a need for quantum-resistant cryptographic algorithms to secure this sensitive information [59].

Several disadvantages and limitations are associated with the productive use of quantum key distribution [60]; therefore, most of the research in this field focuses on the search for a non-quantum and conventional cryptographic algorithm aligned with the existing infrastructure. The algorithms that are quantum resistant are termed post-quantum cryptography (PQC) and are considered secure even when quantum computers are used [61]. The PQC algorithms are for the most part executed by using either multivariate, code-based, hash-based signatures or lattice-based cryptography, as shown in Fig. 12. A brief discussion of post-quantum cryptographic algorithms is discussed in the next section.

1) MULTIVARIATE CRYPTOGRAPHY

There are post-quantum cryptographic techniques, the complexities of which lie in solving a non-linear equation defined over a finite field [62]. Solutions to these types of equations falls in the nondeterministic polynomial-type (NP) category; the solutions will be NP-complete or NP-hard problems. The well-known example of this technique is Patarin’s Hidden Fields [63], which is a generalisation of the approach used by Matsumoto and Imai [64].

The multivariate polynomials that are defined over a finite field is of critical importance because the multivariate public key cryptosystem depends on the utilisation of multivariate polynomials. These polynomials are mostly multivariate quadratic polynomials in which the polynomials are of the degree two. Multivariate quadratic polynomials are still categorised as NP-hard [65]. Consequently, multivariate cryptography is categorised as quantum-resistant cryptographic schemes [65].

2) CODE-BASED SIGNATURES

Code-based cryptography is one of the candidates for PQC. It is considered to be the next-generation cryptographic algorithm for the currently deployed conventional public key cryptosystem [66]. The hardness of the currently deployed classical public key cryptosystem is mostly dependent on a discrete logarithmic problem or an integer factorisation problem [67]. In contrast, the hardness of code-based cryptography is highly dependent on decoding an unknown error-correcting code. The decoding of an error-correcting code that is unknown falls in the category of an NP-hard problem. Consequently, code-based cryptography is an NP-hard problem [68]. McEliece [69] and Niederreiter and Xing [70] named after their inventors are two advanced variants of
code-based cryptography. The main characteristic of these two cryptographic algorithms is the huge key length. This characteristic differs from the classical PKC, such as the RSA algorithm [71], and the key length is the main challenge associated with the implementation of this algorithm in devices with limited resources [143].

In encryption using code-based cryptography [72], the plain text message (input) is transformed into code words. It is achieved by adopting the following measures:

- Adding random errors to the input
- Forming error patterns by message encoding

In decryption using code-based cryptography, decryption recovers the original message. Code-based cryptography is done by

- Removing errors from the input message
- Extracting plain text (input message) from the errors

An attacker who has access to the specific code used for encryption would decrypt the message easily. Consequently, hiding the code structure is of utmost importance. A better approach would be to conceal it as an unknown generic code [73].

3) HASH-BASED SIGNATURES
A post-quantum cryptographic technique is hash-based signatures. This scheme is based on the concept of a one-time signature (OTS) scheme. In the OTS scheme, each message is signed by a unique key pair [74]. The main drawback of this scheme is that different messages, such as \( m_1 \) and \( m_2 \), are signed using one OTS key pair. In this case, the attacker can easily create a signature by comparing these signed messages. Consequently, by compromising the network, the attacker can have access to the personal information of the user. To overcome this problem, Merkle used the Lamport’s scheme [75] and its different variants. The scheme proposed by Merkle, which was later named as the Merkle tree, uses the concept of binary hash trees. In this scheme, the OTS public key hash values are represented by the leaf nodes of the trees whereas the parent nodes are computed by concatenating the hashes of its child nodes. All the authentication of the leaf nodes (i.e. the OST public keys) by the parent node is accomplished by using the collision-resistance hash function [76].

In the Merkle signature scheme, the public and private keys are as follows [77], [78]:

- Public key: A root node of the tree (Merkle tree),
- Secret key: A set of OTS secret keys. The strings of random bits are used as a secret key in the hash-based OTS.

In a hash-based OTS, random strings are used as the secret key. The cryptographically secure pseudo-random number generator can replace the process of storing all the OTS secret keys [79]. First, we select a short seed, store it and regenerate all the OTS secret keys. However, its reuse is an overhead. To prevent the reuse of the OST key pair [80], they are arranged according to the order of the leaf nodes. The starting leaf is the leftmost one. In addition, the last-used OTS key pair index is kept as an internal state in the MSS scheme for using these key pairs according to the order of the leaves.

4) LATTICE-BASED CRYPTOGRAPHY
Lattice-based algorithms were first formulated by Ajtai [81] for constructing strong cryptographic algorithms based on the hard lattice problem [82]. This scheme used the generalisation of parity-based learning along with the concept of lattices. This idea resulted in the formulation of a lattice-based public key encryption scheme; however, an adequately strong and provable scheme was not proposed until 2005 by Goldreich et al. [83]. Lattices are a periodic structure with a set of points in an \( n \)-dimensional space. They are used in various fields and are often based on either the SVP or the CVP. A lattice is a grid made of infinite dots in which the SVP [84], [85] is the most important computational problem. A lattice involves finding a point in the grid, which is nearest to a fixed point (origin) in the grid. Even though most of the cryptographic concepts used in constructing lattice-based cryptography is time-efficient and simple, it does not provide enough security proofs for the worst-case hardness scenarios [86]. However, some of the lattice-based cryptographic mechanisms do not rely on the hard problems solved by Shor’s algorithm; therefore, they are quantum resistant [87]. This provides us with a few lattice-based cryptographic algorithms, which are strong candidates for PQC.

The privacy and authenticity of our everyday communication is provided by cryptographic protocols, such as HTTPS and TLS [88]. The encryption algorithms used to cover these protocols are ECDH [89], [90], RSA [91], [92] and EC [93]–[95]. The hardness of these algorithms lies in their mathematical operations that are difficult to solve. All the aforementioned algorithms are termed asymmetric cryptographic primitives [96]. The solutions to these modern algorithms require enormous computational resources and time; therefore, they are highly secure algorithms if they have quantum computers to solve their existing asymmetric cryptographic primitives [97], [98]. Quantum computers using Shor’s algorithm [99] can solve these problems within the polynomial time and hence are not more secure. Table 2 presents the unreliable security associated with the existing PKC schemes in quantum computers. Therefore, symmetric cryptography and PQC are exclusive solutions. However, symmetric cryptography must use very large keys to achieve quantum resistance; the code-based cryptosystem requires a very long key to make it suitable for resisting quantum attacks. Numerous multivariate polynomial-based cryptosystems have been broken [141], i.e. such systems exhibit low security.

Hence, certain experts [100] state that lattice-based cryptosystems would be an alternative to the PQC techniques and symmetric cryptography for obtaining a robust solution against quantum adversary mechanisms. This technique incorporates two-dimensional algebraic solutions that are deemed secure against quantum computers. This algebraic solution is termed as a lattice [101], [102], which is a
TABLE 2. Security effects of quantum computers.

| Algorithm                  | Purpose                                         | Impact on quantum computers | Time in classical computers | Time in quantum computers |
|----------------------------|-------------------------------------------------|-------------------------------|-----------------------------|----------------------------|
| RSA, ECC                   | Operates on a digital signature and public key encryption models | Not secure, broken by Shor’s quantum algorithm [49, 5]. | \(2^{10^8}\) for 512 bits and \(2^{10^{17}}\) for 1024 bits for both algorithms. Here, \(C\) is a value that remains constant for each year. | \(0.5 \times 10^7\) and calculated to be \(4\) for RSA and \(360n^1\) for ECC; \(n\) = number of bits |
| AES                        | Symmetric encryption                            | Doubling of the key size [49]. | Brute force attack with a time of \(O(2^n)\). For the 128-bit AES key, the encryption requires a time of \(O(2^{128})\). | Brute force attack with a time of \(O(2^n)\). For the 128-bit AES key, the encryption requires a time of \(O(2^{128})\); thus, AES-128 is broken via a quantum attack. |
| ECDH, DH                   | Key exchange                                     | Not secure, broken by Shor’s attack [5, 49]. | \(2^{10^8}\) for 512 bits and \(2^{10^{17}}\) for 1024 bits for both algorithms. | \(0.5 \times 10^7 = 360n^1\) for ECC; \(n\) = number of bits. |
| SHA-3, SHA-2               | Hashing functions                                | Enlarges the output [49]. | Time = 2\(^n\) years to invert SHA-1 [142]. | 10\(^{12}\) years to break (polynomial time) |
| Lattice-based cryptography | Public key encryption, key exchange, signature (with small size of keys and low time consumption) | Is secure [141] and the size of the public and private keys grows linearly with respect to the security parameters [129]. | Hard to break (time undetermined). | Quantum resistant and hard to break (non-deterministic polynomial-time hardness) |
| Code-based cryptosystems   | Public key encryption                            | The increased key size by a factor of 4 makes it suitable for resisting quantum attacks. It requires a very long key [141] unlike others and similar to RSA. | Hard to break (time undetermined). | Quantum resistant, hard to break; time taken to generate 20,000 keys was undetermined. |
| Multivariate polynomial-based cryptosystems | Public key signature | Numerous proposed cryptosystems belonging to this category have been broken over the past few decades even though they have shown efficiency in resisting some quantum attacks [130]. | Numerous proposed cryptosystems for this category have been broken [141]. | Time was undetermined but needed a long key size. |

Quantum resistance technique. Quantum computers can solve a two-dimensional grid more easily than a high-dimensional grid. Hence, lattice-based mechanisms having an increasing number of dimensions become the front runner [103] for providing fast, quantum-resistant solutions that enable the formulation of primitives, which were earlier assumed to be impossible.

B. LATTICE-DRIVEN CRYPTOGRAPHY AGAINST QUANTUM COMPUTING ATTACKS: MATHEMATICAL PROOF

We will discuss the security of the lattice-based cryptographic algorithms in this section. We will show that the security of these algorithms, such as SVP or CVP, are NP-hard [104]–[106] against different quantum attacks. Furthermore, we will show that the closest and shortest vector approximation problem within the lattices for an \(\sqrt{n}\) factor exists within the intersection of \(NP\) and \(coNP\) [107]. Literature provides numerous solutions for examining the primitives of the post-quantum cryptographic algorithms for lattice-based cryptography [107]–[109].

Let us first consider the NP-hard factoring problem [110], and let \(C = \{(n, c)\}\) describe the problem of factoring. In \(C = \{(n, c)\}\), \(n\) has a factor that is less than or equal to \(C\), i.e. a factor \(n \leq C\). Since \(C\) is member of \(P\), \(C \in P\). In addition, factoring is based on \(P[110], [111]\). We have \(N-C = P\cup\{1\}\); therefore, for a given string \(s\), we must have a polynomial-time algorithm that determines whether the given string \(s\) equals \(P\) or not, that is \(s = P\) or not [110], [112].

**Assumption:**

Let us suppose that \(C\) is an \(NP\)-complete problem. Until now, in cryptography, we do not have any proof that \(P\) is an \(NP\). However, we consider that \(P \neq NP\) [110], [113], [114].
The use of lattices in mathematics is broad and intensive, and a number of completely different problems have been formulated about lattices, such as finding the integer relations [115], integer programming [116] and factoring an integer. Other problems formulated include Diophantine approximation [117] and factoring polynomials with rational coefficients [118]. Lattices are important in security because they possess one of the most important properties of cryptography, as stated by Ajtai [81].

In the 3-dimensional function for a basis

\[ \beta \] is a function (fixed) for the lattice n dimension. In the GapCVP β problem, the distance between the targeted vector and the lattice point was calculated. The decision whether the distance was 1 or greater than \( \beta \) was decided by the targeted vector \( v \in \mathbb{R}^n \), given the basis vectors \( v_1, v_2, v_3, \ldots, v_n \).

A number of studies have been conducted [121] to investigate the impossibility of approximating the NP-hardness for CVP and SVP within the terms of the polynomial factors. The problem of the approximation relevant to the closest vector and the SVPs in the context of the promise problem was investigated in [109], [122].

Definition 1 CVP Approximation:

GapCVP (where \( \geq 1 \)): A dimensional function for a basis B, y vector and d (a positive number) with instances such as the triple \((B,y,d)\) is defined as

- If \( \text{dist}(yLB) \) is less than or equal to \( d \), then the instance \((B,y,d)\) is a YES instance.
- If \( \text{dist}(yLB) > d \cdot g(n) \), then the instance \((B,y,d)\) is a NO instance.

Example: An integer \( z \) that is a member of \( \mathbb{Z}^n \), \( ||Bz - y|| \) is less than or equal to \( d \).

V. APPLICATION OF PQC TO THE IOT

Currently, cryptographic algorithms are the primary alternatives for securing modern communications in IoT [49]. Examples of these algorithms include the ECCs. However, there is a very high possibility of quantum computers being used to break the ECC public key schemes. Cheng et al. [49] stated that researchers and developers need to advance the security schemes in quantum IoT security because recent developments in quantum computing are posing a major threat to the current state of security for IoT implementations. In today’s environment of numerous IoT applications and implementations, Cheng et al. [49] estimated that the number...
of devices likely to be connected by IoT will reach 20.8 billion. Some of the major devices that will be connected by the technology include vehicles. This calls for proper security improvements in the technology implementations to suit the security requirements effectively.

Moreover, IoT focuses on three major aims of security: authentication, integrity and confidentiality [126]. Authentication ensures that the devices exchanging data or communication are identifiable within the nodes. Integrity ensures that no information exchanged through the network is modified by either route. Confidentiality aims at guaranteeing that there is no leakage of critical information while it is stored for transmission. To ensure that these goals are achieved efficiently, some cryptographic primitives and communication protocols have been implemented, which include the cryptographic algorithms AES, ECDH and ECDSA and the communication protocols 6LoWPAN, CoAP and IEEE 802.15.4. AES and ECCs are used to achieve the goals of confidentiality and integrity. However, ECDSA and ECDH are used to achieve the goals of non-repudiation or AKA.

The security of ECCs is based on the generation of complex elliptic curve logarithm problems similar to the RSA design and the ECDH algorithms whose security implementations are based on the key exchange schemes developed by using the complexity of solving discrete and factorisation algorithms. However, major threats surround the algorithms implemented with these security models since early investigations at the Bell Labs by the mathematician Peter Shor. These threats indicated the possibility of efficiently solving these complex problems using quantum computers [49]. Some of the possible suggested algorithms to increase security include Grover’s search algorithms, adiabatic quantum computing for problems of optimisation, quantum Fourier transform and quantum walk algorithms used to solve the search problems that offer great improvements over previous solutions. Threats in the quantum computing world are steadily increasing because more quantum computers are being built with fewer resources; however, these computers have been able to effectively implement the above algorithms [50]. Although the date for the public release of advanced quantum computers is unknown, most researchers and scientists suggest that there is a need for improving the techniques of mitigating these challenges to avoid future engineering obstacles. Large-scale quantum computers are likely to be used to perform future attacks of the public key algorithms, which means that the algorithms will not be secure anymore.

Although some secure substitutes for the cryptographic algorithms have been implemented, it will take time to transition from the current IoT architecture to devices that are resistant to quantum computer attacks [49]. Moreover, most of the IoT implementations, such as NB-IoT and LTE technologies, are secure; their standardisation is currently being implemented, which limits the secure quantum replacements for the current IoT models. Thus, scientists and researchers need to provide adequate security measures to prepare IoT for the future quantum world. One alternative to improve traditional security is the evaluation of the recent research on quantum-resistant cryptosystems, which can be used to improve the IoT security. The current cryptosystem models have been classified into the previously discussed two groups, which include the asymmetric and symmetric cryptosystems [49]; AES belongs to the symmetric models whereas ECCs belong to the public key class.

AES operates by encrypting messages with secret key sizes of 128, 192 and 256 bits, as indicated in Table 3. It is also referred to as a one-way function because the plaintext from the ciphertext cannot be easily retrieved by any attack [127]. In encryption, these are represented as AES-128, AES-192 and AES-256; the commonly used algorithm for IoT implementations is AES-128. Table 3 compares the most widely used algorithms in IoT, which are AES and ECC. Currently, brute force attacks can effectively exploit the AES algorithms by covering all possible keys. Other side-channels can exploit the algorithm implementation. However, honey encryption operates by generating fake messages that look very similar to the real message thereby confusing hackers and making it difficult for them to choose the correct encryption key to read the message [127]. The application of Grover’s algorithm in quantum computers enhances the speed of attack; therefore, the currently used key size is not appropriate for securing IoT in the quantum world. The key size needs to be doubled to 256 bits [49].

Cheng et al. [49] stated that there is tremendous effect of the quantum computing attacks on the current digital signature and public key models. Most of the public keys, such as the ECC and RSA schemes, are completely broken. In the future quantum world, these public keys will not be secure; however, the hash functions and symmetric schemes can be easily advanced to ensure adequate security. This indicates that most of the IoT implementations are likely to suffer

| Metric | AES | ECCs |
|--------|-----|------|
| **Performance** | High throughput performance combinations. | High throughput performance combinations. |
| **Usage** | Used in symmetrical encryption algorithm. | Operate on a public key mechanism, i.e. encryption, digital signature or key exchange. |
| **Key size** | Operates with key size data blocks of 128, 192 and 256 [128]. | Offers different key sizes for various security levels. |
| **Security level in 128 and 256 bits** | AES128 and AES256, for 128 and 256 bits, respectively. | Key sizes of 256 and 512 bits for 128 and 256 bits, respectively. |
| **Development** | Based on the models of block/stream ciphers. | Based on the elliptic curve theory. |
from numerous attacks after the emergence of the large-scale quantum world because their security is based on ECCs.

Some of the recommended solutions for addressing the security challenges in the post-quantum world is the extensive comprehension of cryptographic primitives that can be more secure in both large-scale classical and quantum computers. Multivariate polynomial-based cryptosystems, code-based cryptosystems, hash-based signature and lattice-based cryptosystems [131] are the recommended and accepted public key cryptosystems that are resistant to quantum computer attacks [49]. In addition, ECC with proper parameters was initially recommended for use in constrained devices, and the networks supporting IoT gathers information and acts on it. The constrained devices include those devices that had limited resources, such as limited CPU, power and memory. However, due to the weaknesses of the schemes, lattice-based cryptosystem and multivariate polynomial-based cryptosystems are recommended for improving security in these constrained devices.

Therefore, ongoing investigations are a significant development for most stakeholders, including the government and the academia. For instance, the European Commission has been promoting post-quantum cryptosystems research with the PQCRIPTO conference that targeted to provide security solutions for the cloud, Internet and small devices. The SAFEcrypt project was established to conduct research focused on improving the security for the public safety communication systems and satellite systems [49].

Liu et al. [131] investigated the approaches for securing edge devices in post-quantum IoT by using lattice-based cryptography. Lattice-based cryptography is considered the most suitable alternative cryptographic technique for IoT in the post-quantum world because it uses short keys with high efficiency [49], [131], [132]. This is one of the techniques suggested by Cheng et al. [49] for the protection of constrained devices in IoT. The traditional IoT model involves the use of small devices for data collection, storage and processing from the physical environment; therefore, some security and privacy concerns arise regarding the latency challenges and the bandwidth requirements. Fog computing or edge computing [145] is used to obtain solutions for these challenges by providing a gateway that connects the Internet with the IoT devices or using specific dedicated devices strategically positioned at the network edges next to the data source [131]. According to Liu et al. [131], this technique helps to reduce the amount of data transmitted between the devices and the cloud; this technique also eliminates round-trip delays. Moreover, fog computing helps to address the security and privacy concerns that effectively ensure that all the critical information protected by the data is sent to the cloud only upon completion of the anonymisation process, or the information is stored on the edge devices.

Possible attacks on the edge devices include attacks coming via the Internet from the connected devices. For such attacks, the hacker installs injections or manipulates the devices connected to the network [131]. This indicates that besides providing the capabilities to process and store information sensitive to the users, the devices must be protected against attackers; this will improve the general IoT security in the post-quantum world. Moreover, this requires the development of a new sophisticated security architecture that takes into account the IoT requirements and constraints. Also, the resource restrictions for IoT devices should be considered when choosing the protocols and cryptographic algorithms to ensure effective security in the communication channels. The ECC algorithms, including ECDH and ECDSA, are recommended as the most appropriate for protecting edge devices, unlike the traditional ECDH and RSA algorithms [131]. This is because the ECC requires limited resources, such as low RAM, short key lengths and low transmission bandwidths. However, these recommended algorithms are said to be ineffective and insecure in the quantum world because large-scale quantum computers are emerging, which have the capability of breaking the algorithms [49].

However, the ring learning with errors (RLWE) encryption scheme is being used as one of the implementation schemes of the IoT devices for lattice-based cryptography. According to Liu et al. [131], various researchers have tested the scheme for both hardware and software implementations. The results indicated the robustness and efficiency of the RLWE encryption algorithm in the processors of the 32-bit systems. Also, the RLWE and the learning with errors key exchange protocols have been implemented to improve the authentication in the edge devices. The lattice-based signature scheme proposed by Güneysu et al. [133] implements the security by relying on the hardness of the lattice problems.

According to Garcia-Morchon et al. [134], realisation of the large-scale quantum computers in the future will make several key agreement algorithms implemented on the Internet completely insecure. This will also affect the critical IoT requirements for a robust security system that is also quantum secure. However, Garcia-Morchon et al. [134] stated that the recent introduction of hiding information and mixing modular operations (HIMMO) scheme with resistance properties enable secure direct communications between any interconnected pair of devices. Moreover, HIMMO is an ideal lightweight technique for information verification and key agreement in the post-quantum world. HIMMO introduces the DTLS-HIMMO operation mode to secure IoT devices, especially in real-time interactions among IoT devices, which is the best alternative for the available public key-based solutions [134]. DTLS HIMMO has critical properties that make it suitable for IoT for the post-quantum world; these properties include resiliency to quantum computers, low operational costs, credential verification and mutual authentication. These properties are scalable similar to other public key cryptography-based solutions. HIMMO is formed using two complex problems (hiding information and mixing modular operations) for implementing the data encryption technique to secure devices and data in IoT implementations in the post-quantum world. The HIMMO algorithm provides efficient implementations for both the memory and...
TABLE 4. Comparison of BLISS, HIMMO and IBE security techniques.

| Metric                        | BLISS                                      | HIMMO                                      | IBE                                         |
|-------------------------------|--------------------------------------------|--------------------------------------------|---------------------------------------------|
| Operation                     | Operates with the use of bimodal Gaussian distribution and the process of modified reject sampling for signature size reduction | A key pre-distribution scheme having properties that allow efficient credential authentication and key establishment in the settings of a one-way communication | Secure data exchange in multi-user scenarios with simplified key management. |
| Security features             | 128-bit, 160-bit and 192-bit secure parameters, key generation, hash functions | Uses lattice-based primitives, small public keys, static key exchange for forwarding security and source authentication [138] | Simplified key management, and 80-bit security level that requires 36-ms decryption and 105-ms encryption |
| Possible attacks              | Side-channel attacks                       | Active attacks, Collision attack and key recovery attack | Selective opening attack, chosen-ciphertext attacks [139] |

the speed [135]. The technique is said to operate effectively similar to the combined ECDSA and ECDH for credential verification and key agreement. However, it requires three phases and a trusted third party for an operation similar to any key pre-distribution scheme.

In addition, the identity-based encryption (IBE) was proposed for securing the future of post-quantum IoT because of its ability to provide secure data exchange through its key management scheme, which was simplified to address the asymmetric key distribution challenges [136]. However, there are difficulties in IBE’s practical applications in IoT devices, which are lower than the RLWE encrypt implementations. The IBE implementations are simplified with key management, which is not available in the RLWE encrypt. This study differs from that of Liu et al. [131], which indicated that cryptosystems based on RLWE are expected to play a significant role in post-quantum IoT and edge computing.

However, bimodal lattice signature scheme (BLISS) is proposed as a secure post-quantum security technique with a lattice-based signature scheme [137]. BLISS is also the most promising candidate for digital signature and message authentication; it has most of the aforementioned properties, which were required for its introduction at CRYPTO 2013. In addition, BLISS uses basic operations of the Gaussian samplers and polynomial multiplication by using number-theoretic transform. Oder et al. [137] stated that the model technique is effective with low-cost performance with 167 verifications and 28 signing operations per second; this is far superior to the conventional techniques, such as ECC and RSA. The technique is also suitable for multiple embedded applications such as the vehicle-to-grid and vehicle-to-vehicle infrastructures [137]. Moreover, the BLISS scheme offers security similar to the 128-bit or the 256-bit ECC of symmetric security. Initially, BLISS was implemented for 32-bit advanced reduced instruction set computer machine devices, but BLISS could be adopted in other environments including embedded devices, medical instruments and smart gateways.

BLISS, HIMMO and IBE are some of the modern IoT security implementations that are gaining tremendous popularity; the rapid advances in research on security will help achieve the objectives in the post-quantum world. The effectiveness of these proposed candidates for post-quantum IoT was determined by comparing the features that defined their suitability and the strength of their protection networks (see Table 4).

VI. CONCLUSION AND FUTURE WORK

In this study, we evaluated methodologies to secure the IoT in the current and a post-quantum world. We investigated the manner in which IoT is secured today, where the main security aims include integrity, confidentiality and authentication. The IoT architecture was investigated by analysing the security threats associated with each layer for each data level. DoS, DDoS, brute force attacks, direct channel attacks, injections and malware infections are potential threats for the majority of IoT implementations. Further, the security algorithms and protocols of two major IoT technologies (NB-IoT and LTE-M) were assessed. This study indicates that 5G networks require further refinement and development because of their drawbacks, including their vulnerability to quantum and replay attacks. Therefore, we have proposed solutions to overcome such drawbacks.

Currently, there is a major difference between theoretical and real systems in case of quantum cryptography. Eavesdroppers can exploit the imperfections of quantum systems, including side-channels. Therefore, post-quantum cryptosystems using non-quantum algorithms are considered promising alternatives, among which the best system is lattice-based cryptography. In addition, most researchers have indicated the important requirement of improving the security architecture of IoT and its implementations by adopting new security models such as BLISS, HIMMO and IBE. Such models have been proposed as the most suitable models to protect devices in a post-quantum world.

These techniques are considered to be resistant to quantum computing attacks that threaten to break almost all the algorithms implemented in IoT today. Further, security techniques with diverse operations for the current scenario and the quantum world have been proposed by researchers. However, we lack a standard security model that will be completely resistant to future large-scale quantum attacks. In future studies, we must evaluate the proposed security models to determine their suitability for mitigating the emerging threats in the current and post-quantum world. Furthermore, the various cryptosystems being applied in the IoT that can resist the attacks caused by large-scale quantum computers must be evaluated.
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