Analyzing Optical TDMA to Mitigate Interference in Downlink LiFi Optical Attocell Networks
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Abstract—Co-channel interference in the downlink of LiFi attocell networks significantly decreases the network performance in terms of rate. Analysis of multiple access schemes is essential to mitigate interference and improve rate. The light emitting diodes (LEDs) being centrally monitored, the time division multiple access (TDMA) scheme over the LEDs will be suitable to analyze. This work considers the interference characterization in [1] over M-PAM modulated signals to derive an exact expression for the goodput $G$ of the time scheduled attocell network, which is arranged as a deterministic square lattice in two dimensions. Given this TDMA over the LEDs, numerical simulations show that the LEDs can be optimally time scheduled to maximize the goodput, which implies that the TDMA mitigates interference in an attocell network compared to the case when the LEDs are unscheduled.
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I. INTRODUCTION

Light Fidelity (LiFi) has emerged as a high speed wireless data access solution using visible light [2]. The light emitting diode (LED) is used as an access point which both illuminates a certain area and provides a wireless connection in that area of illumination. The arrangement of LEDs as a network is called an attocell network. Such an attocell network is centrally monitored and is generally arranged in a deterministic lattice in both one and two dimensions. For downlink access, the signal-to-interference-plus-noise-ratio (SINR) is analyzed at a receiver to measure the system performance. Co-channel interference or simply interference in such networks significantly affects the SINR and hence limits the data rate. Tractable closed form expressions characterizing this interference have been provided in [1] over the attocell geometries. While various multiple access schemes have been used to mitigate interference in conventional wireless networks, the time division multiple access (TDMA) over the LiFi LEDs will be suitable to analyze and implement since the attocell networks are always centrally monitored over a deterministic lattice.

A. Related works

To the best of the authors’ knowledge, due to the absence of tractable closed form expressions for interference and hence the SINR in LiFi attocell networks, the topic of time scheduling to mitigate interference has relatively been untouched. Nonetheless, there have been other approaches to achieve mitigation [3-7], respectively wherein the research focussed on angle diversity receivers and their orientation and some novel resource allocation schemes. All the mentioned works, however significant they actually are, do not consider TDMA over the LEDs to improve the network performance; which actually is an important aspect since the entire attocell network tends to be centrally monitored.

B. Contributions of this work

- Since the LiFi LEDs are centrally monitored, the TDMA is implemented over the LEDs to mitigate interference over a two dimensional LiFi attocell network.
- Using the results in [1] over M-PAM modulated signals, an exact expression (10) is derived an for the goodput $G$ of the TDMA system, where $G$ is defined as the product of the rate and the probability of correctness of reception.
- The existence of an optimum TDMA parameter $K$ is shown, at which $G$ is maximized.

C. Arrangement of the paper and notations

The involved notations are given in Table I. The paper is arranged as follows. Section II describes the system model. Section III describes the time scheduling scheme along with the numerical simulations validating the analytical results. The paper concludes with Section IV.

II. SYSTEM MODEL

A. The attocell network

Consider the two dimensional LiFi attocell network in Fig[1]. Let the set $\mathcal{S}$ represent an infinite set of LiFi LEDs with $(i,j) \in \mathcal{S}$ indicating the two dimensional index of a particular LiFi LED. All the LEDs are fixed at a height $h$, are separated symmetrically by a distance $a$ and emit at a uniform average optical power $P_o$. The photodiode (PD) is assumed to have it’s surface always parallel to the ground, i.e., without any orientation towards any LED and is assumed to be located at $(z_x, z_y, 0)$ from the origin. We neglect any non-linearities of the LED while intensity modulation and assume the field-of-view (FOV) $\theta_f$ of the PD to be $\frac{\pi}{2}$ radians. The LEDs have a lambertian emission order $m$ given as $m = -\frac{\ln(2)}{\ln(\cos(\theta_h))}$, where $\theta_h$ is the half-power-semi-angle (HPSA) of any given LED.

Let the PD have a cross section area $A_{pd}$ and the responsivity $R_{pd}$. Let the optical system bandwidth be $W$, and the noise power spectral density at the PD be $N_o$. Also, since the entire network is considered to be located in an open area without any opaque obstructions, the works in [8–10] will be followed to neglect any multipath and non-line-of-sight
components received at the PD. Importantly, this PD tags to the nearest LED, which is considered to be at \((0, 0, h)\).

### B. The modulation scheme

In LiFi, the intensity modulation and direct detection (IM/DD) schemes are used to form a wireless link \([1]\). The data frames \(x_{i,j}(t)\) from every \((i,j)\)th LED are intensity modulated to \(s_{i,j}(t)\) over the visible light intensities. The single carrier \(M\)-ary pulse-amplitude-modulation (PAM) scheme is assumed with equiprobable intensity levels; each level with probability \(\frac{1}{M}\), and ranging from \(A\) to \((2M - 1)A\), where \(A\) is a constant in watts, as shown in Fig. 2.

It is assumed that \(\log_2(M)\) bits of information are transmitted over a given time slot from a particular \((i, j)\)th LED. The average optical power \(P_o\) emitted from this \((i, j)\)th LED is given as

\[
P_o = \mathbb{E}(s_{i,j}(t)),
\]

\[
= \frac{A}{M} (1 + 3 + \ldots + (2M - 1)),
\]

\[
= AM,
\]

where \(\mathbb{E}(\cdot)\) is the expectation operator over the possible intensity values. So, from \([1]\) Eqn. 2, the channel gain \(G_{i,j}(z)\) experienced by the optical intensities from the \((i, j)\)th LED in line of sight with the PD is given as

\[
G_{i,j}(z) = \frac{(m + 1)A_{pd}h^{m+1}}{2\pi}(D_{i,j}^2 + h^2)^{-(m+3)/2},
\]

where \(D_{i,j} = \sqrt{(z_x + ia)^2 + (z_y + ja)^2}\), represents the horizontal distance between the PD and the \(i^{th}\) LED at \((ia, ja, h)\). All the LEDs, saving the tagged LED at \((0, 0, h)\), are termed as co-channel interferers. Now, the total received current \(I(z, t)\) at the PD, during a time slot \(t\) is given as

\[
I(z, t) = s_0(t)G_0(z)R_{pd} + \mathcal{I}_\infty(z) + n(t),
\]

where \(\mathcal{I}_\infty(z) = \sum_{(i,j) \in \mathbb{S}\{0,0\}} s_{i,j}(t)G_{i,j}(z)R_{pd}\) is the co-channel interference current, and \(n(t) \sim N(0, \sigma^2)\) has a power spectral density \(N_o\) such that the variance of the noise process \(\sigma^2 = N_oW\). Also, the co-channel interference term \(s_{i,j}(t)G_{i,j}(z)R_{pd}\), is a uniformly distributed random variable over the \(M\)-PAM intensity levels whose mean is given as

\[
I_{i,j}(z) = \mathbb{E}[s_{i,j}(t)G_{i,j}(z)R_{pd}],
\]

\[
= AMG_{i,j}(z)R_{pd},
\]

and the variance is given as

\[
\frac{\sigma^2}{4A^2(M^2 - 1)}G_{i,j}^2(z)R_{pd}^2.
\]

Summing up over a large number of interfering LEDs, the sum \(\sum_{i,j \in \mathbb{S}\{0,0\}} s_{i,j}(t)G_{i,j}(z)R_{pd}\) is approximated to converge in
distribution to a Gaussian random variable with a mean of 
\[ \mu = E[I_z(z)], \]
\[ = AM \sum_{(i,j) \in \mathcal{S}(0,0)} G_{i,j}(z)R_{pd}, \]
\[ = \sum_{(i,j) \in \mathcal{S}(0,0)} T_1(D_{i,j}^2 + h^2)^{-(m+3)/2}, \]
and a variance of 
\[ \sigma_z^2 = \frac{A^2(M^2 - 1)}{2} \sum_{(i,j) \in \mathcal{S}(0,0)} G_{i,j}^2(z)R_{pd}^2, \]
\[ = \sum_{(i,j) \in \mathcal{S}(0,0)} T_2(D_{i,j}^2 + h^2)^{-(m+3)}, \]
where 
\[ T_1 = \frac{AM - \rho_d \rho_d'(m+1(h^{m+1})}{A^2(M^2 - 1)R_d^2} \quad \text{and} \quad T_2 = \frac{\rho_d^2 \rho_d'(m+1)h^{m+1}}{12\pi}. \]
So, the received interference plus noise \( n(t) \) at the PD is normally distributed as 
\( N(\mu, \sigma^2 + \sigma_z^2) \). Using the interference characterization in (1) by considering till \((u, v)\) Fourier terms, we give a closed form expression for mean \( \mu \) in (1) as

\[ \mu \approx I_u,v(z), \]
\[ = T_1 \left( \frac{h^2 - \beta \pi}{a^2(z^2 - 1)} - \frac{1}{(z^2 + h^2)^{\beta/2}} + \sum_{(w,f) \in \mathcal{H}} g_1(w, f) \right), \]
where \( \mathcal{H} \triangleq \{ Z^2 \cap \{(0, u) \times (0, v)\} \} \setminus \{(0, 0)\} \) over the set of integers \( Z^2; u \) and \( v; \beta = m + 3 \) and \( \Gamma(x) = \int_0^\infty t^{x-1}e^{-t}dt \) is the standard gamma function. Also,

\[ g_1(w, f) = \frac{\mathcal{K}_\beta - 1}{\sqrt{\pi}} \left( \frac{2\pi}{a} \right) \cos \left( \frac{2\pi w z}{a} \right) \cos \left( \frac{2\pi f z}{a} \right), \]

where \( \mathcal{K}_\beta(y) = \frac{\Gamma(y + \frac{1}{2})}{\sqrt{\pi}} \int_0^\infty \cos(t)dt \quad (t^2 + y^2)^{y/2} \), is the modified Bessel function of second kind.

Similarly, \( \sigma_z^2 \) in (2) can be approximated to a closed form expression as

\[ \sigma_z^2 \approx I_{u,v}(z), \]
\[ = T_2 \left( \frac{h^2 - \beta \pi}{a^2(\beta - 1)} - \frac{1}{(z^2 + h^2)^{\beta/2}} + \sum_{(w,f) \in \mathcal{H}} g_2(w, f) \right), \]
where,

\[ g_2(w, f) = \frac{\mathcal{K}_{\beta - 1} \left( \frac{2\pi \sqrt{f^2 + w^2}}{a} \right) \cos \left( \frac{2\pi w z}{a} \right) \cos \left( \frac{2\pi f z}{a} \right)}{\left( \frac{h}{2\pi \sqrt{f^2 + w^2}} \right)^{\beta - 1} 2^{\beta - 4} a^{\beta + 1} \Gamma(\beta)}, \]

C. The Probability of Error

For an M-PAM IM/DD scheme, the probability of error depends on two factors, namely, the distance \( d \) between two adjacent constellation points of M-PAM, and the interference plus noise at the PD. We neglect any non-linearities of the PD while reception. The tagged LED at \( (0, 0, h) \) transmits data to the PD over medium with different noise intensity levels. If there were no effect of interference or noise at the PD, then every \( l \)-th intensity level would just suffer through a channel gain \( G_{0,0}(z) \), and hence be received as \( (2l - 1)AG_{0,0}(z) \) at the PD. So, the adjacent distance \( d \) between two constellation points would be \( 2AG_{0,0}(z) \), as shown in Fig. 3.

If the noise and the interference were present at the PD, the received symbols would be in error. For a given constellation point, the per symbol probability of error \( P_s \) can be calculated using the mean \( \mu \) and variance \( \sigma_z^2 \) respectively in (1) and (2) as

\[ P_s = P \left[ I_{\infty}(z) + n(t) \right] \left( \frac{R_{pd}d}{2} \right], \]
\[ = Q \left( \frac{R_{pd}d - \mu}{\sqrt{\sigma^2 + \sigma_z^2}} \right), \]
where (a) follows the approximation in (3) and (4). Assuming the leftmost and the rightmost constellation points have neighbours at infinity, the total symbol error \( P_e \), using the union bound is given as

\[ P_e \leq \frac{2}{M} Q \left( \frac{R_{pd}d - I_{u,v}(z)}{\sqrt{\sigma^2 + I_{u,v}(z)}} \right), \]
\[ + \frac{2}{M} \sum_{j=2}^{M-1} Q \left( \frac{R_{pd}d - I_{u,v}(z)}{\sqrt{\sigma^2 + I_{u,v}(z)}} \right), \]
\[ = \frac{2(M - 1)}{M} Q \left( \frac{R_{pd}d - I_{u,v}(z)}{\sqrt{\sigma^2 + I_{u,v}(z)}} \right), \]

D. The Rate Expression

The SINR is calculated using the electrical powers received at the PD as

\[ \gamma(z) = \frac{T_1(z^2 + h^2)^{-m-3}}{\sigma_z^2 + \sigma^2}, \]
\[ \approx \frac{T_1(z^2 + h^2)^{-m-3}}{I_{u,v}(z) + \sigma^2}. \]
where (b) follows from (4). So, the rate $R$ with the units of bits/s/Hz is given as

$$R = \log_2(1 + \gamma(z)), \quad (c)$$

$$= \log_2 \left( 1 + \frac{T_1^2(z^2 + h^2)^{-m-3}}{I_{u,v}(z) + \sigma^2} \right). \quad (7)$$

where (c) follows from (6).

We now proceed to understand how to improve the performance of the system by applying the TDMA over the LEDs.

III. THE TDMA OVER THE LEDS

A generalized top view of the infinite 2D plane of Fig 1 is shown in Fig 4. Out of the infinite number of LEDS over the plane, if every $K^2$ LEDs ($K = 3$ in Fig 4) are square-symmetrically grouped together with $K$ LEDs on each side of the square, and only one out of those $K^2$ LEDs now acts as a LiFi source for a time period of $\frac{1}{K^2}$, then the following two things happen. Firstly, in that duration of $\frac{1}{K^2}$, every LiFi source in the infinite plane is separated by a distance of $Ka$ along both the edges of the virtual square; and secondly, the other remaining $K^2 - 1$ LEDs consecutively take up the LiFi ability over the rest of the duration of $\frac{(K^2 - 1)}{K^2}$.

![Figure 4. Generalized top view of the infinite 2D attocell network for a duration of $\frac{1}{K^2}$. Here, $K = 3$, or $K^2 = 9$ LEDs are symmetrically grouped together into the virtual square groups. Each group is bordered by boldly dotted lines, and is represented by a collation of $K^2$ smaller square attocells. In the $\frac{1}{K^2}$ duration, only one of the $K^2$ LEDs is LiFi capable and is represented by a larger filled circle. All other non-LiFi LEDs are represented by relatively smaller filled circles. For a given attocell length $a$, the adjacent separation between the LiFi LEDs now becomes $Ka$.](image)

Given this time division multiplexing, the PD will experience the signal power from the tagged LED only for a duration of $\frac{1}{K^2}$. Whereas, for the rest of $\frac{(K^2 - 1)}{K^2}$ duration, it doesn’t experience any. During this time period $\frac{1}{K^2}$, because the separation between every neighbouring LiFi source becomes $Ka$, the expressions in (5) and (7) modify respectively as

$$P_e' = \frac{2(M - 1)}{M} Q \left( \frac{R_{\text{cod}} - \hat{I}_{u,v}(z)}{\sqrt{\sigma^2 + \hat{I}_{u,v}(z)}} \right). \quad (8)$$

$$R' = \frac{1}{K^2} \log_2 \left( 1 + \frac{T_1^2(z^2 + h^2)^{-m-3}}{I_{u,v}(z) + \sigma^2} \right). \quad (9)$$

where $\hat{I}_{u,v}(z) = \hat{I}_{u,v}(z)|_{a-Ka}$ and $\hat{I}_{u,v}(z) = \hat{I}_{u,v}(z)|_{a-Ka}$.

Using the modified expressions, (8) and (9), relative to this TDMA over the LEDs, an exact expression for the goodput $G$ of the system can now be expressed as

$$G = R' \times (1 - P_e'),$$

$$= \frac{1}{K^2} \log_2 \left( 1 + \frac{T_1^2(z^2 + h^2)^{-m-3}}{I_{u,v}(z) + \sigma^2} \right) \times \left( 1 - \frac{2(M - 1)}{M} Q \left( \frac{R_{\text{cod}} - \hat{I}_{u,v}(z)}{\sqrt{\sigma^2 + \hat{I}_{u,v}(z)}} \right) \right). \quad (10)$$

A. Optimal time scheduling

It is of significant importance to exploit this time scheduling to mitigate the effect of interference and maximize the system performance. Evidently, as the TDMA parameter $K$ increases, the LiFi LEDs are separated by a distance of $Ka$ and therefore the co-channel interference also considerably reduces. By analyzing the modified terms $\hat{I}_{u,v}(z)$ and $\hat{I}_{u,v}(z)$, it can be seen that when $K$ gets bigger and for $\beta > 2$,

$$\mathbb{K}_{\beta - 1} \left( \frac{2\pi h \sqrt{f^2 + w^2}}{Ka} \right) \ll \mathbb{K}_{\beta - 1} \left( \frac{2\pi h \sqrt{f^2 + w^2}}{Ka} \right).$$

This means the denominator inside the $Q$ function in (8) reduces more rapidly than the numerator, implying that the probability of error $P_e'$ dwindles rapidly over this increase in $K$. Moreover, the rate $R'$ is also bound to increase due to a decrease in interference but only up to a certain value $K$. The reason lies in the fact that $K^2$, which resides as a denominator in the expression for $R'$, dominates the logarithmic behaviour of the rest of the expression. This work essentially focuses on maximizing the goodput $G$ because it represents a joint optimization between the $P_e'$ and the rate $R'$ of the time scheduled system. That is to say, the system must be optimally scheduled such that the $P_e'$ is relatively minimized up to the extent that the rate $R'$ is maximized. The optimum value of $K$ is given as

$$K^* = \arg \max_K G.$$
The graph for goodput is then drawn in Fig. 7.

1) Probability of error $P_e'$: When the value of $K$ increases, the probability of error reduces rapidly. For both numerical and analytical simulations over different values of $h/a$. Importantly, the numerical simulations performed without any of the approximations made in this paper tightly bound with the analytical ones, which actually validates the latter. The drop in $P_e'$ generally starts after $K > 2$ and for any given $K$, the $P_e'$ is always lesser for a lesser value of $h/a$.

| Parameter                        | Symbol | Value            | Unit        |
|----------------------------------|--------|------------------|-------------|
| Temperature of Operation         | $T$    | 300              | K           |
| Noise power spectral density at Photodiode | $N_o$ | $4.14 \times 10^{-21}$ | A$^2$Hz$^{-1}$ |
| Modulation bandwidth of LED      | $W$    | $40 \times 10^6$ | Hz          |
| Area of Photodiode               | $A_{pd}$ | $10^{-4}$     | m$^2$       |
| Responsivity of PD               | $R_{pd}$ | 0.1             | AW$^{-1}$   |
| Order of the PAM                 | $M$    | 5                |             |
| Optical power constant           | $A$    | 1                | W           |
| Field Of View of PD              | $\theta_f$ | 90              | degrees     |
| Half power semi angle of the LEDs | $\theta_h$ | 60              | degrees     |

![Table II: Parameters considered for numerical simulations](image)

Figure 5. The variation of probability of error $P_e'$, for both numerical and analytical simulations, is plotted against the TDMA parameter $K$ for different values of the ratio $h/a$ of LED installation. Here, the PD is assumed to be located at $z_x = z_y = 0$.

2) Rate $R'$ (Fig. 6): As mentioned earlier, it can be seen that the rate $R'$ attains a peak value at a particular value of $K$. It improves till the peak and decreases thereafter, which clearly implies the effect of a logarithmic increase due to decrease in interference before the peak, and the dominant effect of $K^2$ in the denominator of $\theta$ after the peak. Also, the numerical simulations performed without any of the approximations made in this paper tightly bound with the analytical ones, which actually validates the latter. Parallely, the rate is always higher for a lower value of $h/a$ for any given value of $K$.

![Figure 6. The variation of rate $R'$, for both numerical and analytical simulations, is plotted against the TDMA parameter $K$ for different values of the ratio $h/a$ of LED installation. Here, the PD is assumed to be located at $z_x = z_y = 0$.](image)

3) Goodput $G$ (Fig. 7): It was observed in Fig. 5 and 6 that though the rate $R'$ may have been maximized at a particular value of $K$, the $P_e'$ was still large enough to cause a decrease in the system performance. For example, at $h/a = 3$, and at $K = 5$ where the rate was maximized to $R' = 0.43 \times 10^7$bits/Hz, the value of $P_e'$ = 0.6 was still large enough, and it was desirable to achieve a lower value. So, it is essential to perform a trade-off between the allowable probability of error and the rate that can be achieved; and this is taken care of by the goodput $G$ of the system. The value of $K^* (= \arg \max_K G)$ is higher than that obtained to maximize the rate. It occurs between $K = 6$ and $8$ for different values of $h/a$ considered. Here too, the numerical simulations performed without any of the approximations made in this paper tightly bound with the analytical ones, which actually validates the latter. Also, $G$ is always higher for a lower value of $h/a$ at any given $K$.

Above all, the fact is clearly established that co-channel interference can be mitigated and the performance of a LiFi attocell network can be improved with TDMA over the LEDs, and there exists an optimal value of $K$ at which the goodput $G$, an evidently appropriate parameter, can be maximized.

IV. Conclusion

This work uses the interference approximation in [1] to provide closed form expressions for the goodput $G$ of a time scheduled LiFi system in its downlink. It was shown through analytical simulations that the co-channel interference can be mitigated and the performance of a LiFi attocell network can be improved with TDMA over the LEDs. Moreover, the existence of an optimum scheduling parameter $K$ was shown at which $G$ was maximized.
Figure 7. The variation of Goodput $G = R^e \times (1 - P_e^e)$, for both numerical and analytical simulations, is plotted against the TDMA parameter $K$ for different values of the ratio $h/a$ of LED installation. Here, the PD is assumed to be located at $z_x = z_y = 0$.
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