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Abstract: Model-based reinforcement learning techniques accelerate the learning task by employing a transition model to make predictions. In this paper, a model-based learning approach is presented that iteratively computes the optimal value function based on the most recent update of the model. Assuming a structured continuous-time model of the system in terms of a set of bases, we formulate an infinite horizon optimal control problem addressing a given control objective. The structure of the system along with a value function parameterized in the quadratic form provides a flexibility in analytically calculating an update rule for the parameters. Hence, a matrix differential equation of the parameters is obtained, where the solution is used to characterize the optimal feedback control in terms of the bases, at any time step. Moreover, the quadratic form of the value function suggests a compact way of updating the parameters that considerably decreases the computational complexity. Considering the state-dependency of the differential equation, we exploit the obtained framework as an online learning-based algorithm. In the numerical results, the presented algorithm is implemented on four nonlinear benchmark examples, where the regulation problem is successfully solved while an identified model of the system is obtained with a bounded prediction error.

Keywords: Reinforcement learning, Model-based learning, Optimal control, Feedback control, Continuous-time control, Adaptive dynamic programming, Sparse identification.

1. INTRODUCTION

Model-based reinforcement learning techniques, as opposed to direct methods in learning, are known to be more data-efficient. Direct methods usually require enormous data and hours of training even for simple applications (Duan et al., 2016), while model-based techniques can show optimal behavior in a limited number of trials. This property, in addition to the flexibilities in changing learning objectives and performing farther safety analysis make them more suitable for real-world implementations, such as robotics. In model-based approaches, having a deterministic or probabilistic description of the transition system saves much of the effort spent by direct methods in treating any point in the state-control space individually. Hence, the role of model-based techniques become even more significant when it comes to problems with continuous control rather than discrete actions (Sutton (1990); Atkeson and Santamaria (1997); Powell (2004)).

Various model-based approaches can be found in the literature that are mainly categorized under two topics: value function and policy search methods. In value methods, known also as approximate/adaptive dynamic programming techniques, a value function is used to construct the policy. However, policy search methods directly improve the policy to achieve optimality. A review of recent techniques can be found in Busoniu et al. (2017); Recht (2019); Polydoros and Nalpantidis (2017); Kamalapurkar et al. (2018). Another survey is given in Benosman (2018) that contrasts model-based techniques with data-driven adaptive techniques.

Value methods in reinforcement learning normally require solving the well-known Hamilton-Jacobi-Bellman (HJB). However, common techniques for solving such equations suffer from curse of dimensionality. Hence, in approximate dynamic programming techniques, a parametric or non-parametric model is used to approximate the solution. In Lewis and Vrabie (2009), some related approaches are reviewed that fundamentally follow the actor-critic structure (Barto et al. (1983)), such as value and policy iteration algorithms.

In such approaches, the Bellman error, which is obtained from the exploration of the state space, is used to improve the parameters estimated in a gradient-descent or least-square loop that require persistent excitation condition. Since the Bellman error obtained is only valid along the trajectories of the system, sufficient exploration in the state-space is required to efficiently estimate the parameters. Kamalapurkar et al. (2018) has reviewed different strategies employed to increase the data-efficiency in exploration. In Vamvoudakis et al. (2012); Modares et al. (2014), a probing signal is added to the control to enhance the exploring properties of the policy. In another approach, the recorded data of explorations is used as a replay of experience to increase the data efficiency. In Modares et al. (2014), the model obtained from identification is used to
acquire more experience by doing simulation in an offline routine that decreases the need for visiting any point in the state space.

As an alternative method, considering a nonlinear control affine system with a known input coupling function, Kamalapurkar et al. (2016b) used a parametric model to approximate the value function. Then, they employed a least-square minimization technique to adjust the parameters according to the Bellman error which can be calculated at any arbitrary point of the state space by having identified internal dynamics of the system and approximated state derivatives.

In this paper, as a different approach for obtaining the parameters of value function, we aim on solving a closed-loop optimal control problem online, rather than using a minimization technique to update the parameters based on the Bellman error. Although, Bellman theory is clearly behind all these techniques, the formulation here is contrasted with previous approaches: assuming a particular structure for the identified system allows us to analytically obtain a matrix differential equation in terms of parameters. This relaxes the need of a gradient-descent or least-square technique that is used in similar approaches. Unlike Zhang et al. (2011); Bhasin et al. (2013); Kamalapurkar et al. (2016b), we assume a quadratic form for the value function considered for the dynamics. Accordingly, we will refer to the presented framework as a structured online learning (SOL) algorithm.

In Brunton et al. (2016), an algorithm for sparse identification of nonlinear dynamical systems (SINDy) is presented to obtain the explicit dynamics of the system. In Kaiser et al. (2018), a control approach is employed based on SINDy that includes two independent stages: the identification with a generated random signal and the model predictive control. This technique is shown to be a data-efficient identification scheme that, in addition, can handle the noise in data. Although the identification methods can be used in SOL algorithm are not limited to any particular approach, as another contribution of this paper, we employ SINDy to achieve faster convergence of the parameters in an online scheme. This is contrasted with Kaiser et al. (2018) in a way that we iteratively perform both identification and control in a single loop.

The rest of the paper is organized as follows. In Section 2, we propose an optimal control approach based on a particular structure of dynamics, and characterize the optimal feedback control based on a matrix of parameters obtained by a differential equation. Section 3 outlines the SOL algorithm designed based on the obtained results. In Section 4, we present the numerical results of this algorithm implemented on a few benchmark examples.

1.1 Notations

We will denote $p$-norm by $\| \cdot \|_p$. For defining a set of basis, any operator on vector $x$, is performed component-wise e.g. $x^2 = [x_1^2, \ldots, x_n^2]$. Moreover, a diagonal square matrix $A$ with elements $A_1, \ldots, A_n$ on the diagonal is shortened as $A = \text{diag}([A_1, \ldots, A_n])$.

2. A STRUCTURED APPROXIMATE OPTIMAL CONTROL FRAMEWORK

Consider the nonlinear affine system

$$\dot{x} = f(x) + g(x)u$$

where $x \in D \subset \mathbb{R}^n$, $u \in \Omega \subset \mathbb{R}^m$, and $f, g : D \to \mathbb{R}^n$. The cost function to be minimized along the trajectory, started from the initial condition $x_0 = x(0)$, is considered in the following linear quadratic form

$$J(x_0, u) = \lim_{T \to \infty} \int_0^T e^{-\gamma t} \left( x^T Q x + u^T R u \right) dt$$

where $Q \in \mathbb{R}^{n \times n}$ is positive semi-definite, $\gamma \geq 0$ is the discount factor, and $R \in \mathbb{R}^{m \times m}$ is a diagonal matrix with only positive values, given by design criteria.

For the closed-loop system, by assuming a feedback control law $u = \omega(x(t))$ for $t \in [0, \infty)$, the optimal control is given by

$$\omega^* = \arg \min_{u \in \Gamma(x)} J(x_0, u(\cdot))$$

where $\Gamma$ is the set of admissible controls.

Assumption 1. $f$ and $g$ can be identified or effectively approximated within the domain of interest by the linear combination of some basis functions $\phi_i \in C^1 : D \to \mathbb{R}$ for $i = 1, 2, \ldots, p$.

Accordingly, (1) is rewritten as

$$\dot{x} = W\Phi(x) + \sum_{j=1}^{m} W_j \Phi(x)u_j$$

where $W$ and $W_j \in \mathbb{R}^{n \times p}$ are the matrices of the coefficients obtained for $j = 1, 2, \ldots, m$, and $\Phi(x) = [\phi_1(x) \ldots \phi_p(x)]^T$.

In what follows, without loss of generality, the cost defined in (2) is transformed to the space of bases $\Phi(x)$, that is

$$J(x_0, u) = \lim_{T \to \infty} \int_0^T e^{-\gamma t} \left( \bar{Q} \Phi(x)^T \Phi(x) + u^T R u \right) dt$$

where $\bar{Q} = \text{diag} ([Q, 0_{(p-n) \times (p-n)}])$ is a block diagonal matrix that contains all zeros except the first block $Q$ which correspond to the linear bases $x$.

Then the corresponding HJB equation can be written by the Hamiltonian defined as

$$-\frac{\partial}{\partial t} (e^{-\gamma t} V) = \min_{u \in \Gamma(x)} \left\{ H = e^{-\gamma t} \left( \Phi(x)^T \bar{Q} \Phi(x) + u^T R u \right) + e^{-\gamma t} \frac{\partial V}{\partial x} (W\Phi(x) + \sum_{j=1}^{m} W_j \Phi(x)u_j) \right\}$$

In general, there exist no analytical approach that can solve such partial differential equation and obtain the optimal value function. However, it has been shown in the literature that approximate solutions can be computed by numerical techniques.

Assume the optimal value function in the following form

$$V = \Phi(x)^T P \Phi(x)$$

where $P$ is symmetric.
Remark 1. Unlike other approximate optimal approaches in the literature, such as, Zhang et al. (2011); Bhasin et al. (2013); Kamalapurkar et al. (2016a), that use a linear combination of bases to parameterize the value function, we assume a quadratic form. As a result, the value function now is defined in the product space $\Lambda := \Phi \times \Phi$. Hence, it is expected that the resulting quadratic terms better contribute to basing a positive value function around $x = 0$. Furthermore, due to the function-approximating properties of bases $\Phi$ itself, one may bring them to $\Lambda$ in addition by including a constant basis $c$ in $\Phi$. Therefore, compared to other approaches, the structure used in (7) suggests a more compact way of formulating the problem compared to other approaches, the structure used in (7) suggests a more compact way of formulating the problem where by only a limited number of bases in $\Phi$, we can attain a richer set $\Lambda$ to parameterize the value function.

Then the Hamiltonian is given by

$$
H = e^{-\gamma t}(\Phi(x)^T Q \Phi(x) + u^T Ru) + e^{-\gamma t} \Phi(x)^T P \frac{\partial \Phi(x)}{\partial x} \left( W \Phi(x) + \sum_{j=1}^{m} W_j \Phi(x) u_j \right)
+ e^{-\gamma t} \left( \Phi(x)^T W^T + \sum_{j=1}^{m} u_j^T \Phi(x) W_j^T \right) \frac{\partial \Phi(x)^T}{\partial x} P \Phi(x).
$$

Moreover, based on the structure of $R$, the quadratic term of $u$ is rewritten in terms of its components.

$$
H = e^{-\gamma t} \Phi(x)^T Q \Phi(x) + \sum_{j=1}^{m} r_j u_j^2 + \Phi(x)^T P \frac{\partial \Phi(x)}{\partial x} W \Phi(x)
+ \Phi(x)^T P \frac{\partial \Phi(x)}{\partial x} \left( \sum_{j=1}^{m} W_j \Phi(x) u_j \right)
+ \Phi(x)^T W^T \frac{\partial \Phi(x)^T}{\partial x} P \Phi(x)
+ \left( \sum_{j=1}^{m} u_j \Phi(x) W_j^T \right) \frac{\partial \Phi(x)^T}{\partial x} P \Phi(x),
$$

(8)

where $r_j \neq 0$ is the jth component on the diagonal of matrix $R$. To minimize the resulting Hamiltonian we need

$$
\frac{\partial H}{\partial u_j} = 2r_j u_j + 2 \Phi(x)^T P \frac{\partial \Phi(x)}{\partial x} W_j \Phi(x)
= 0,
$$

(9)

for $j = 1, 2, \ldots, m$. Hence, the jth optimal control input is obtained as

$$
u_j = -\Phi(x)^T r_j^{-1} \frac{\partial \Phi(x)}{\partial x} W_j \Phi(x).
$$

(10)

By plugging in the optimal control and the value function in (6) we get

$$
- e^{-\gamma t} \Phi(x)^T \dot{P} \Phi(x) + \gamma e^{-\gamma t} \Phi(x)^T P \dot{\Phi}(x)
= e^{-\gamma t} \Phi(x)^T Q \Phi(x) + \Phi(x)^T P \frac{\partial \Phi(x)}{\partial x} \left( \sum_{j=1}^{m} W_j \Phi(x) r_j^{-1} \Phi(x)^T W_j^T \right)
+ 2 \Phi(x)^T P \frac{\partial \Phi(x)}{\partial x} \left( \sum_{j=1}^{m} W_j \Phi(x) r_j^{-1} \Phi(x)^T W_j^T \right) \frac{\partial \Phi(x)^T}{\partial x} P \Phi(x)
$$

$$
+ \Phi(x)^T P \frac{\partial \Phi(x)}{\partial x} \left( \sum_{j=1}^{m} W_j \Phi(x) r_j^{-1} \Phi(x)^T W_j^T \right) \frac{\partial \Phi(x)^T}{\partial x} P \Phi(x)
$$

This is rewritten as

$$
\Phi(x)^T P \frac{\partial \Phi(x)}{\partial x} \left( \sum_{j=1}^{m} W_j \Phi(x) r_j^{-1} \Phi(x)^T W_j^T \right)
$$

$$
+ \Phi(x)^T P \frac{\partial \Phi(x)}{\partial x} \left( \sum_{j=1}^{m} W_j \Phi(x) r_j^{-1} \Phi(x)^T W_j^T \right)
$$

$$
\frac{\partial \Phi(x)^T}{\partial x} P \Phi(x)
$$

$$
- \Phi(x)^T P \frac{\partial \Phi(x)}{\partial x} \left( \sum_{j=1}^{m} W_j \Phi(x) r_j^{-1} \Phi(x)^T W_j^T \right)
$$

$$
\frac{\partial \Phi(x)^T}{\partial x} P \Phi(x)
$$

where a sufficient condition to hold this equation is

$$
- \Phi(x)^T P \frac{\partial \Phi(x)}{\partial x} \left( \sum_{j=1}^{m} W_j \Phi(x) r_j^{-1} \Phi(x)^T W_j^T \right) \frac{\partial \Phi(x)^T}{\partial x} P = 0.
$$

(11)

This equation has to be solved backward to get a value of $P$ that characterizes the optimal value function (7) and control (10), however it has been shown that the forward integration of such equation converge to similar results as long as we are not very close to the initial time.

Remark 2. While the similarity between the derived optimal control and the linear quadratic regulation (LQR) problem cannot be denied, there are substantial differences. It should be noted that the matrix differential equation (11) is derived in terms of $\Phi$ which is of dimension $p$ in contrast with the LQR formulation that includes only the linear terms of the state with dimension $n$. As a result, by using the proposed SOL framework, once we reached to the neighborhood of the goal ($x \geq 0$), we have a richer value function that can be generalized to a larger domain than LQR which is only valid in the neighborhood of the origin. Fig. 1 and Fig. 2 denote the comparison results with trajectories of the system. In this case, $P$ will be a $(2 \times 2)$-block-structured matrix where the $P_{11}$ block of (11) produces the well-known Riccati equation, with $\gamma = 0$.

Remark 3. In fact, it is not difficult to prove the LQR control as a special case of the proposed framework by limiting the bases to $\Phi(x) = [(x_1 \ldots x_n)^T]$. In this case, $P$ will be a $(2 \times 2)$-block-structured matrix where the $P_{11}$ block of (11) produces the well-known Riccati equation, with $\gamma = 0$.

Remark 4. Because of the general case considered in obtaining (11), where $\Phi$ includes arbitrary basis functions of the state, there exists no way to escape from the state-dependency in this equation, except in the linear case as mentioned. Hence, we require (11) be solved along the trajectories of the system.

In the next section, we will establish an online learning algorithm based on the proposed optimal control framework.
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ODE Solver and Control Update: In this approach, we run the system from some \( x_0 \in D \), then solve the matrix differential equation (11) along the trajectories of the system. Different solvers are already developed that can efficiently integrate differential equations. In the simulation, we use a Runge–Kutta solver to integrate the dynamics of the system that replaces the real system in a real-world application. Although the solver may take smaller steps, we only allow the measurements and control update at time steps \( t_k = kh \), where \( h \) is the sampling time and \( k = 0, 1, 2, \ldots \). For solving (11) in continuous time, we use the Runge–Kutta solver with a similar setting, where the weights and the states in this equation are updated by a system identification algorithm and the measurements \( x_k \) at each iteration of the control loop, respectively. A recommended choice for \( P_0 \) is a matrix with components of zero or very small values.

The differential equation (11) also requires evaluations of \( \partial \Phi / \partial x_k \) at any time step. Since the bases \( \Phi \) are chosen beforehand, the partial derivatives can be analytically calculated and stored as functions. Hence, they can be evaluated for any \( x_k \) in a similar way as \( \Phi \) itself. By solving (11), we can calculate the control update at any time step \( t_k \) according to (10). Although, at the very first steps of learning, control is not expected to take effective steps toward the control objective, it can help in exploration of the state space and gradually improve by learning more about the dynamics.

Remark 5. The computational complexity of updating parameters by relation (11) is bounded by the complexity of matrix multiplications of dimension \( p \) which is \( O(p^3) \).

However, it should be noted that, regarding the symmetry in the matrix of parameters \( P \), this equation updates \( L = (p^2 + p)/2 \) number of parameters which correspond to the number of bases used in the value function. Therefore, in terms of the number of parameters, the complexity of the proposed technique is \( O(L^{3/2}) \). However, for instance, if recursive least squares technique were employed with the same number of parameters, the computations are bounded by \( O(L^3) \). As a result, the proposed parameter update scheme can be done considerably faster than similar model-based techniques, such as, Kamalapurkar et al. (2016b); Bhasin et al. (2013). In another effort, Kamalapurkar et al. (2016a) decreased the number of bases used to improve the computational efficiency, while the complexity still remained as \( O(L^3) \).

Identified Model Update: We considered a given structured nonlinear affine system in terms of some bases as in (4), we obtained a structured optimal control framework that suggests using the state-dependent matrix differential equation (11) to achieve the parameters of the nonlinear feedback control. Next, we exploit this framework to propose the SOL algorithm. Hence the focus of this section will be on the algorithm and practical properties of SOL.

The learning procedure is done in the following order: We first initialize \( P \) with a zero matrix. In the control loop, at any time step \( t_k \), the samples of the states are acquired and the set of bases are evaluated accordingly. Next, by an identification technique, the system model is updated. The measurements and the most recent model coefficients are used to integrate (11) and improve \( P \), which is required to calculate the control value for the next step \( t_{k+1} \). In what follows, we discuss the steps involved in more details with focusing on SINDy algorithm.
approach, along with the identification, the sparsity is also
promoted in the weights by minimizing
\[ E(\dot{x}, \dot{\hat{W}}, \Theta(x_k, u_k)) = \|\dot{x}_k - \dot{\hat{W}}_k \Theta(x_k, u_k)\|_2^2 + \lambda\|\dot{\hat{W}}_k\|_1 \]
as in (12), where \( \lambda \) is a positive constant. Furthermore,
there exist other techniques that can be alternatively used,
such as neural networks, nonlinear regression, or any other
function approximation and system identification methods
that can minimize the prediction error \( \|\dot{x}_k - \dot{\hat{W}}_k \Theta(x_k, u_k)\| \)
by assuming the structure defined in (4).

**Database Update:** For using SINDy algorithm, a database
of samples is required to recursively perform regressions.
These weights correspond to a library of functions given in \( \Phi \). Any sample of the system, to be stored in the database
at time \( k \), includes \( \Theta(x_k, u_k) \) and the derivatives of the
states approximated by \( (x_k - x_{k-1})/h \).

We adopt SINDy to do an online learning task, meaning
that the database has to gradually build along with
the exploration and control. Different approaches can be
employed in the choice of samples and building a database
online. A comparison of these techniques can be found in
Kivinen et al. (2004); Van Vaerenbergh and Santamaría
(2014). In the implementations of SOL done in this paper,
we assume a given maximum size of database \( N_d \), then
we keep adding the samples with larger prediction errors
to the database. This is done in a loop together with
updating the control until the bound of the prediction
error obtained allows the control to regulate the system
to the given reference state. If the maximum number of
samples in database is reached, we forget the oldest sample
and replace it with the recent one.

### 4. SIMULATION RESULTS

We have implemented the proposed approach on four ex-
amples which, are presented in two categories, considering
Assumption 1: 1) the dynamics can be written exactly
in terms of some choice of basis functions, and 2) the
dynamics includes some terms that are required to be
approximated in the space of some given bases.

As mentioned, in these numerical examples we have ex-
plained the SINDy algorithm for the identification purpose,
however, clearly the focus of the simulations here is on the
properties of the proposed control scheme rather than the
identification part, regarding that SINDy already has been
promoted in the weight by minimizing
\[ E(\dot{x}, \dot{\hat{W}}, \Theta(x_k, u_k)) = \|\dot{x}_k - \dot{\hat{W}}_k \Theta(x_k, u_k)\|_2^2 + \lambda\|\dot{\hat{W}}_k\|_1 \]
\[ \text{as in (12), where } \lambda \text{ is a positive constant. Furthermore,} \]
there exist other techniques that can be alternatively used,
such as neural networks, nonlinear regression, or any other
function approximation and system identification methods
that can minimize the prediction error \( \|\dot{x}_k - \dot{\hat{W}}_k \Theta(x_k, u_k)\| \)
by assuming the structure defined in (4).

**Database Update:** For using SINDy algorithm, a database
of samples is required to recursively perform regressions.
These weights correspond to a library of functions given in \( \Phi \). Any sample of the system, to be stored in the database
at time \( k \), includes \( \Theta(x_k, u_k) \) and the derivatives of the
states approximated by \( (x_k - x_{k-1})/h \).

We adopt SINDy to do an online learning task, meaning
that the database has to gradually build along with
the exploration and control. Different approaches can be
employed in the choice of samples and building a database
online. A comparison of these techniques can be found in
Kivinen et al. (2004); Van Vaerenbergh and Santamaría
(2014). In the implementations of SOL done in this paper,
we assume a given maximum size of database \( N_d \), then
we keep adding the samples with larger prediction errors
to the database. This is done in a loop together with
updating the control until the bound of the prediction
error obtained allows the control to regulate the system
to the given reference state. If the maximum number of
samples in database is reached, we forget the oldest sample
and replace it with the recent one.

### 4.1 Systems Identifiable in Terms of a Given Set of Bases

In the following two examples, we assume that the bases
constituting the systems dynamics exist in \( \Phi \). The system
identified, after running the proposed learning algorithm
and obtaining the value function, clearly depends on the
identification algorithm used and its tuning parameters.

In Table 1, we illustrate the variations of the identified
system and the corresponding value function by imple-
menting the presented SOL algorithm with the exact \( \dot{x} \)
and with the first order approximation of the derivative.
It can be observed that, in the pendulum example, both of
the obtained equations match the exact system (13) with
a good precision. On the other hand, the Lorenz system
is a more challenging system. Hence, by the first-order
approximation of \( \dot{x} \) with \( h = 5\text{ms} \), only an approximation
of the dynamics can be obtained, while the exact system
(14) is identified if we use the exact \( \dot{x} \). As shown in Fig.
3 and Fig. 4, although the model obtained for Lorenz
system by using the approximate state variables does not
closely match the exact dynamics, the obtained controller
can successfully solve the regulation problem as long as
the prediction errors remain bounded.

**Example 1. (Pendulum)** The state space description of
the system is given as
\[ \dot{x}_1 = -x_2, \]
\[ \dot{x}_2 = -\frac{g}{l} \sin(x_1) - \frac{k}{m} x_2 + \frac{1}{ml^2} u, \]
\[ \text{where } m = 0.1\text{kg}, l = 0.5m, k = 0.1, \text{ and } g = 9.8m/s^2. \]
The performance criteria are defined by the choices of
\( Q = \text{diag}([1,1]), R = 2. \)

**Objective:** The system is regulated to the unstable equi-
librium point given by \( x_{ref} = 0 \).

In Fig. 1(h) and Fig. 2.(b) state and control responses
for two runs of the learned system are illustrated starting
from different initial conditions. In table 1, the learned
dynamics and value function are listed for the exact and
the approximated \( \dot{x} \).

**Example 2. (Chaotic Lorenz System)** The system dy-
namics are defined by
\[ \dot{x}_1 = \sigma(x_2 - x_1) + u, \]
\[ \dot{x}_2 = -x_2 + x_1 (\rho - x_3), \]
\[ \dot{x}_3 = x_1 x_2 - \beta x_3. \]
\[ \text{where } \sigma = 10, \rho = 28, \text{ and } \beta = 8/3. \]
Furthermore, we set the performance criteria to \( Q = \text{diag}([160,160,12]), R = 1. \) This system has two unstable equilibrium points
\( (\pm \sqrt{72}, \pm \sqrt{72}, 27) \), where the trajectories of the system
oscillate around these points.
In what follows, we apply the presented learning scheme on two benchmark examples. Unlike the previous examples, the dynamics of these systems includes some rational terms that cannot be written in terms of some basis functions, however, an approximation can be obtained locally that is shown to be sufficient to successfully solve the regulation problem, as shown in Fig. 6-9.

Moreover, as shown in Fig. 5, a video of the graphical simulation of the following benchmark examples is included.

**Example 3. (Cartpole Swing up)** The dynamics are given as
\[
\begin{align*}
x_1 &= x_2, \\
x_2 &=
\end{align*}
\]
the assumed bases, we obtained the optimal value function where \( \Phi = \{ 1, x, x^2, \sin x, \cos x \} \), and the position and velocity of the cart, with \( m = 0.1 \text{kg}, M = 1 \text{kg}, L = 0.8 \text{m}, \) and \( g = 9.8 \text{m/s}^2 \). Moreover, we choose \( Q = \text{diag}(60, 1.5, 180, 45) \), \( R = 1 \).

**Objective:** By starting from some initial angles close to the stable angle of the pendulum \( (\pm \pi) \), the cart swings up the pendulum to reach to and stay at the unstable state given as \( x_{\text{ref}} = 0 \).

By running the learning scheme, an approximation of the system is identified as

\[
\begin{align*}
\dot{x}_1 &= 1.000x_2, \\
\dot{x}_2 &= 12.934\sin(x_1) + 0.230\sin(x_3) - 1.234\cos(x_1)u, \\
\dot{x}_3 &= 0.995x_4, \\
\dot{x}_4 &= 0.926\sin(x_1) + 0.953u,
\end{align*}
\]

where \( \Phi = \{1, x, x^2, x^3, \sin x, \cos x\} \). Moreover, considering the assumed bases, we obtained the optimal value function as below.

\[
\begin{align*}
V(x) &= 59.712x_1^2 + 9.855x_2x_1 + 134.855x_2^2 + 9.587x_3x_1 \\
&\quad + 241.295x_3x_2 + 223.389x_3^2 + 4.418x_4x_1 + 222.022x_4x_2 \\
&\quad + 226.646x_4x_3 + 100.417x_4^2 - 63.050\sin(x_1)x_1 \\
&\quad + 1098.765\sin(x_1)x_2 + 2294.259\sin^2(x_1) \\
&\quad + 984.786\sin(x_1)x_3 + 909.030\sin(x_1)x_4 - 1.712\sin(x_3)x_1 \\
&\quad + 18.102\sin(x_3)x_2 + 15.812\sin(x_3)x_3 + 0.806\sin^2(x_3) \\
&\quad + 75.231\sin(x_3)x_4 + 15.072\sin(x_3)x_4.
\end{align*}
\]

**Example 4.** (Double Inverted Pendulum on a Cart) By defining \( y := [q, \theta_1, \theta_2]^T \) to be a vector of the cart position and angles of the double pendulum from the top equilibrium point, the system dynamics can be written in the following form.

\[
\dot{x} = M^{-1}f(y, \dot{y}),
\]

where \( M = \begin{bmatrix} m + m_1 + m_2, l_1(m_1 + m_2)\cos(\theta_1), m_2l_2 \cos(\theta_2) \\
\end{bmatrix} \begin{bmatrix} l_1(m_1 + m_2)\cos(\theta_1), l_2^2m_2 \cos(\theta_2), l_1l_2m_2 \cos(\theta_1 - \theta_2), l_2^2m_2 \end{bmatrix} \)

\[
f(y, \dot{y}) = \left[ \begin{array}{c}
l_1(m_1 + m_2)d_1^2 \sin(\theta_1) + m_1l_2d_2^2 \sin(\theta_2) - d_1\dot{q} + u \\
-l_1l_2m_2d_2^2 \sin(\theta_1 - \theta_2) + g(m_1 + m_2)l_1 \sin(\theta_1) - d_2\dot{\theta}_1 \\
l_1l_2m_2d_2^2 \sin(\theta_1 - \theta_2) + gl_2m_2 \sin(\theta_1 - \theta_2) - d_2\dot{\theta}_2 \\
m = 6\text{kg}, m_1 = 3\text{kg}, m_2 = 1\text{kg}, l_1 = 1\text{m}, l_2 = 2\text{m}, d_1 = 10, \\
d_2 = 1, \text{ and } d_3 = 0.5.
\end{array} \right]
\]

**Objective:** We run the system from random angles around the top unstable equilibria of the pendulums given by \( \theta_1 = 0 \) and \( \theta_2 = 0 \), where the controller has to learn to regulate the system to \( x_{\text{ref}} = 0 \).

We choose the bases as \( \Phi = \{1, x, x^2\} \). Moreover the performance criteria is given by \( Q = \text{diag}(15, 15, 15, 1, 1, 1, 1) \), \( R = 1 \). A sample of the obtained approximate dynamics is

\[
\begin{align*}
\dot{x}_1 &= 0.998x_4, \quad \dot{x}_2 = 0.997x_5, \quad \dot{x}_3 = 0.996x_6, \\
\dot{x}_4 &= 0.238x_1 - 4.569x_2 + 1.245x_3 - 1.891x_4 - 0.908x_6 \\
&\quad - 0.105x_2^2 + 5.013x_3 - 2.824x_2^2u, \\
\dot{x}_5 &= 16.718x_2 - 2.328x_3 + 1.558x_4 - 0.508x_5 + 0.130x_6 \\
&\quad - 0.114x_3^2 - 4.9915x_5^2x_2 - 0.690x_3^2u, \\
\dot{x}_6 &= 0.123x_1 - 6.721x_2 + 9.032x_3 + 0.191x_5 - 0.358x_6 \\
&\quad + 0.969x_3^2 + 0.184x_6^2 - 1.898x_2^2u + 1.431x_3^2u. \quad (19)
\end{align*}
\]

It should be noted that, because of the random initial conditions and different samples in the database, a different approximation of the system may be obtained in any learning procedure. Furthermore, considering the dimension of the system and the number of terms in the identified system (19), the obtained value function includes many terms of polynomials as expected. Therefore, for the sake of brevity, the obtained optimal value function is omitted.

5. CONCLUSION

Considering the online model-based regulation problem, the structured dynamics helped us in analytically computing an iterative update rule to improve the optimal value function according to the latest update on the identified system. Based on the computational complexity and the performance observed in the numerical and graphical simulations, we showed some potential opportunities in...
employing the SOL algorithm as an online model-based learning technique. Our future research will follow on the stability analysis and further applications of this approach.

Fig. 8. Responses of the double-inverted pendulum system while learning by using the approximated state derivatives.

Fig. 9. The value, components of $P$, and prediction error corresponding to Fig. 8, respectively.
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