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Abstract

The current standard approach for fine-tuning transformer-based language models includes a fixed number of training epochs and a linear learning rate schedule. In order to obtain a near-optimal model for the given downstream task, a search in optimization hyperparameter space is usually required. In particular, the number of training epochs needs to be adjusted to the dataset size. In this paper, we introduce adaptive fine-tuning, which is an alternative approach that uses early stopping and a custom learning rate schedule to dynamically adjust the number of training epochs to the dataset size. For the example use case of named entity recognition, we show that our approach not only makes hyperparameter search with respect to the number of training epochs redundant, but also leads to improved results in terms of performance, stability and efficiency. This holds true especially for small datasets, where we outperform the state-of-the-art fine-tuning method by a large margin.

1 Introduction

The use of transformer-based models has had a game-changing impact on natural language processing in the last few years. A multitude of pretrained models are readily available in many languages [1] and can be fine-tuned on a labeled dataset for a specific downstream task. Due to the inherent transfer learning capabilities of the models, excellent performance can be achieved with relatively small datasets. As the model architecture is determined by the pretrained model, only optimization hyperparameters need to be specified for the fine-tuning. This includes e.g. the choice of an optimizer, the learning rate schedule, the batch size as well as the number \( N_{\text{epochs}} \) of times the training dataset is fed to the model. Usually, the dataset is split into a training, validation and test set. A simple grid in hyperparameter space (e.g. [2]) is then explored, and the model with the hyperparameter combination that performs best on the validation set is used for inference, while the test set serves to verify the ability of the model predictions to generalize.

For most of the hyperparameters, strong and generally applicable baseline settings have been found, such that the need for hyperparameter search is somewhat reduced (more on this in Sec. 2.2). The number of training epochs, however, is special among the hyperparameters as its optimal value is intrinsically tied to the size \( |\text{dataset}| \) of the dataset, see e.g. [3]. In practice, state-of-the-art performances have been achieved using a wide range of training epochs, from \( N_{\text{epochs}} = 3 \) [2] to \( N_{\text{epochs}} = 20 \) [4]. While a small number of training epochs is suitable for larger datasets, more epochs are needed for smaller datasets. In the end, one needs to tune the number of training epochs to achieve optimal results for a given dataset [3].

In this work, we introduce adaptive fine-tuning. In contrast to the previously described fixed epoch approach, it uses early stopping and automatically adjusts the number of training epochs to account for the dataset size. This way, a close-to-optimal model is found for any dataset without the need for multiple hyperparameter runs. While adaptive fine-tuning (like the fixed epoch approach) can be applied to any downstream task, we study it here for named entity recognition (NER).
The paper is structured as follows: In Sec. 2, the background of our contribution and related work are outlined. Next, we explain the adaptive fine-tuning approach in Sec. 3. Afterwards, we discuss the experiments we conduct (Sec. 4) and their results (Sec. 5). We conclude with a summary in Sec. 6.

2 Background & Related Work

2.1 Performance, stability and efficiency

The quality of a fine-tuned model is evaluated by measuring its performance on the test dataset. The very definition of performance depends on the downstream task. For a multiclass classification problem like NER, the main metric to consider is usually the f_1 score (see App. C for details).

However, regarding the fine-tuning process itself, performance is not the only relevant quantity. Training of neural networks includes stochastic processes, like weight initialization or shuffling of the training dataset. Hence—even if the same data, architecture and hyperparameters are used—the results are not deterministic but depend on the employed random seed, and the dependency can be particularly strong for small datasets [5]. Even if training with one specific random seed leads to great performance, the use of another one may lead to poorer results or even divergence. It is of great interest to keep the dependence of the results on the random seed weak, not least in order to reduce the need for retraining.

The stability of fine-tuning for a given setting can be assessed using multiple identical runs with different random initializations. In a first step, the fraction of converged runs is determined. In a second step, on the subset of converged runs, one may compute the standard deviation of the performance (and other quantities of interest) to gain control over the statistical uncertainties. Note that a certain dependence of the performance on the initialization is unavoidable. Trying out several random seeds has been shown to improve the expected performance [5] [6], i.e. the performance of the best of the trained models.

Finally, the computational effort that is needed to fine-tune a model is of relevance. If the same performance and stability is achieved with two different approaches, we use the term efficiency synonymously with computational effort.

2.2 Fixed epoch fine-tuning

For the first transformer-based encoder model, BERT, a hyperparameter grid was specified in the original paper [2]. In particular, a model was fine-tuned for \( N_{\text{epochs}} = 3 - 5 \) training epochs with a linearly decaying learning rate. Similar heuristic global hyperparameter grids were employed for other transformer-based architectures, see e.g. [7] for the ELECTRA model. The original fine-tuning setup turned out to be prone to the instabilities described in Sec. 2.1 i.e. large performance variance or even divergence depending on the employed random initialization. This problem as well as potential remedies have been discussed in many papers, see e.g. [5] [8]. It is nowadays standard practice to use the Adam optimizer with weight decay and a linear warm-up period of the learning rate followed by linear decay, for instance. The most recent publication on the topic, [4], attributes the instabilities to vanishing gradients at the beginning of training and generalization incapabilities at the end of training, and proposes small learning rates with Adam bias correction and an increased number of \( N_{\text{epochs}} = 20 \) training epochs to overcome the problems. Their approach achieves improvements in terms of performance and stability. We refer to it as stable fine-tuning, use it as a baseline and adopt all hyperparameters from it throughout this work (except for the number of training epochs and the learning rate schedule—more on this in Sec. 3). An overview of the hyperparameters can be found in App. A. In addition, we consider a variant of the stable approach with identical hyperparameters except for that it uses \( N_{\text{epochs}} = 5 \). We will simply call it the original fine-tuning approach although it contains all the aforementioned improvements with respect to the original BERT paper [2]. The original and stable fine-tuning approaches are two special cases of the fixed epoch approach that is currently state-of-the-art.

The suitability of a specific number of training epochs depends heavily on the size of the training dataset. While the original approach may work well for large datasets, the number of associated training iterations for a smaller dataset often does not suffice for the model to master the downstream task well [3] [4]. In contrast, the stable approach significantly improves the performance on smaller datasets while the performance on large datasets is not impaired [4].

A downside, as the authors point out themselves, is however that the training for large datasets may run for more epochs and thus use more computational resources than necessary. We infer from this that the choice of \( N_{\text{epochs}} \) is a trade-off between performance and stability on the one side and efficiency on the other side, see Fig. 1.

The optimal \( N_{\text{epochs}} \) thus depends on the dataset and its size and can only be found using hyperparameter search [3]. Simply setting \( N_{\text{epochs}} \) to a high number like in the stable approach may be a useful alternative if one has a sufficiently large dataset and computational resources are abundant [4]. However, while most publicly available benchmark datasets
are rather large, one often faces significantly smaller datasets in industrial applications, where the data may have to be expensively generated using manual annotation. Below a certain dataset size threshold, even the stable variant of the fixed epoch approach is suboptimal, as we will see below.

3 Adaptive Fine-tuning

3.1 Approach

In this work, we propose an adaptive fine-tuning approach that automatically adjusts the number of training epochs to the dataset size using early stopping. We start with a linear warm-up for two epochs like the fixed epoch approach. Subsequently, training is continued using a constant learning rate. After each epoch, we evaluate the loss on the validation dataset. Any decrease in validation loss is considered an improvement. Any increase indicates that we are somewhat close to the aspired optimization minimum, and triggers a custom early stopping process. We continue training for another

\[ N_{\text{patience}} = 7 \]

epochs, while letting the learning rate decrease linearly to zero (similar to the fixed epoch approach) in order to fine-adjust the model parameters. The validation loss is continuously monitored during this cool-down phase. If we observe a new best value, the early stopping process is stopped and training with a constant learning rate is resumed. This procedure is crucial as there is always the possibility to encounter a statistical fluctuation that leads to a temporary increase of the validation loss even before the training is actually near convergence, especially for small datasets. If there is no reoccurrence of validation loss improvement, the training is stopped at the end of the cool-down phase.

The hybrid learning rate schedule of our adaptive approach is compared to the other methods in Fig. 2. We emphasize that it—just like the fixed epoch fine-tuning approach—requires only a single parameter (see Eq. (1)) to be set. However, monitoring the validation loss allows us to automatically find a reasonable number of training epochs without having to specify it beforehand, irrespective of the training dataset size. Our choice of \( N_{\text{patience}} \) is motivated in App. G where different variants of our adaptive approach are studied. Note that apart from the learning rate schedule and the number of training epochs, we employ the same hyperparameters as the fixed epoch approach.

3.2 Computational Effort

As mentioned in Sec. 2.2 the fixed epoch approach is often employed multiple times in connection with a simple grid search in hyperparameter space (which in our case is 1-dimensional). In contrast, the adaptive approach requires only a single run to determine the optimal number of training epochs. However, in order to compare the computational effort of both approaches, we need to take into account that adaptive fine-tuning relies on the computation of the validation loss after each epoch.
In App. E we show that the relative computational effort ($R_c$) of the adaptive approach ($C_{total}^{adap;c}$) with respect to a single fixed epoch hyperparameter run ($C_{total}^{fixed}$) can be estimated as follows:

$$R_c := \frac{C_{total}^{adap;c}}{C_{total}^{fixed}} \approx \frac{N_{epochs}^{adap;c}}{N_{epochs}^{fixed}} \cdot \alpha_c$$

with $\alpha_c = 1 + \frac{N_{val}^c}{2 N_{train}^c}$.

where $c$ is an index denoting the dataset that is considered, and $N_{train}^c$ ($N_{val}^c$) is the size of its training (validation) dataset. Note that in Eq. (2), the ratio of the number of epochs amount to the pure training effort, while $\alpha_c$ is the correction due to the additional validation effort in the adaptive approach.

In order to take into account a multitude of $N_{hyper}$ fixed epoch hyperparameter runs, we simply need to add up the computational effort of the single runs, i.e. replace

$$C_{total}^{fixed} \rightarrow \sum_{i=1}^{N_{hyper}} C_{total}^{fixed;i}$$

$$N_{epochs}^{fixed} \rightarrow \sum_{i=1}^{N_{hyper}} N_{epochs}^{fixed;i}$$

in Eq. (2).

### 4 Experiments

#### 4.1 Setups

Our goal is to compare the adaptive approach (Sec. 3) to the fixed epoch approach (Sec. 2.2). For this purpose, we conduct experiments where we use these different methods to fine-tune a pretrained transformer-based language model on a dataset annotated for named entity recognition. In order to ensure generalizability, we consider various dataset-model combinations, listed in Tab. 1. The datasets all employ the B1O annotation scheme [16], and each of them consists of a training, validation and test dataset. As the adaptive approach is meant to work well for any dataset size, we also simulate various dataset sizes by scaling down the original training and validation datasets simultaneously by a scaling factor $x \in [0, 1]$:

$$x_{train} = x_{val} = x$$

2 The Swedish NER Corpus dataset originally comes in a different scheme and only contains a training and test dataset. We convert it to the B1O scheme and split off a validation dataset from the training dataset such that it is roughly of the same size as the test dataset. The Swe-NERC dataset originally comes as a single dataset with instructions on how to sample a validation dataset [13]. We apply this technique twice to sample both a validation and a test dataset. The remainder is used for training.

3 A dataset is scaled down by randomly sampling a subset of the wanted size to ensure that the subset represents the original dataset as well as possible.
In a realistic scenario, the test datasets would be scaled down accordingly. However, we opt to leave them unchanged,

\[ x_{\text{test}} = 1 \]  

(5)
as this allows us to compare the generalization capacity of a model using the same, best possible estimator irrespective of the scaling factor \( x \). The sizes of the different datasets using different scaling factors are visualized in Fig. 3. We define an experiment by the following three parameters:

- **fine-tuning approach:** \( a \in A = \{ \text{original, stable, adaptive} \} \)
- **dataset-model combination:** \( c \in C = \{ \text{I, II, III, IV, V} \} \)
- **dataset scaling factor:** \( x \in X = \{ 0.005, 0.01, 0.015, 0.02, 0.05, 0.1, 0.2, 0.4, 0.6, 0.8, 1.0 \} \)

Each experiment consists of

\[ N_{\text{runs}} = 5 \]  

(7)runs with different random seeds\(^4\) and the hyperparameters specified in App. A are used. We conduct experiments for all combinations \((a, c, x)\) on a machine with 1 TITAN RTX GPU (24GB RAM). The software that is used is our nerblackbox package \([17]\). In App. D we check its validity by reproducing literature results.

### 4.2 Analysis

We discuss how to evaluate and compare the different experiments in terms of performance, stability and efficiency. The main quantity of interest with regard to *performance* is the micro-averaged \( f_1 \) score on the entity level, which we evaluate on the test dataset (see App. C for details). As a proxy for *efficiency* and computational effort, we consider the number \( N_{\text{epochs}} \) of training epochs as it is directly measurable as well as comparable across experiments. For each experiment \((a, c, x)\) and both metrics \( m \in \{ f_1, N_{\text{epochs}} \} \), we compute the mean \( \bar{m} \) and standard deviation \( \sigma_m \) of the single run results \( m = [m_1, \ldots, m_{N_{\text{runs}}}] \) to get an estimate \( \hat{m} \) for the (unknown) real mean:

\[ \hat{m} = \bar{m} \pm \Delta m \quad \text{with} \quad \Delta m = \frac{\sigma_m}{\sqrt{N_{\text{runs}}}} \]  

(8)

Following common practice, we will use the notation \( m \) instead of \( \hat{m} \) in the following. Note that \( \Delta m \) is proportional to \( \sigma_m \), which is widely used in the literature (e.g. \([4][5]\)). Numerical results for \( \Delta m \) will be specified using the notation explained in App. B. In order to assess the relative performance and efficiency of the adaptive approach with respect to the fixed epoch approach variants, \( a' \in \{ \text{original, stable} \} \), we compute

\[ f_1^{\text{adap}/a'} = \frac{f_1^{\text{adap}}}{f_1^{a'}} \]  

(9a)

\[ N_{\text{epochs}}^{\text{adap}/a'} = \frac{N_{\text{epochs}}^{\text{adap}}}{N_{\text{epochs}}^{a'}} \]  

(9b)
The associated uncertainties of these ratios are derived using Gaussian error propagation (see App. B). In addition to the ratio of \( f_1 \), Eq. (9a), we follow \([4]\) and also consider the maximum value of \( f_1 \) to evaluate the performance, as the corresponding model is usually used for inference. From the ratio of \( N_{\text{epochs}} \), Eq. (9b), we can derive the relative computational effort \( R' \), Eq. (2), which is larger by up to 21% depending on the dataset \( c \in C \) (see Tab. 1). As outlined in Sec. 2.1, an approach is said to be more efficient if it achieves the same results with less computational effort. More specifically, we use the term *efficiency* (of the adaptive approach with respect to the fixed epoch approach) synonymously with \( R' \) wherever we find \( f_1^{\text{adap}/a'} \approx 1 \).

To assess stability, we first consider the single experiments \((a, c, x)\) and count the number of converged runs for each of them. Strictly speaking, convergence is defined in terms of the loss function. However, a convergent run usually results in an \( f_1 \) score on the test dataset that is greater than zero, while a divergent run leads to zero. For the sake of simplicity, we use this property to distinguish convergence from divergence, and define the number of converged runs as

\[ \text{cv}(a, c, x) := \sum_{n=1}^{N_{\text{runs}}} \mathbf{1}_{f_1^{(n)}(a,c,x) > 0} \]  

(10)

\(^4\)For each experiment, the seeds 43-47 are used.
Table 2: Comparison of fine-tuning results on the dataset-model combination $c = I$ for different fine-tuning approach $a \in A$ and dataset scaling factors $x \in X$. The $f_1$ scores are evaluated on the entity level and the test dataset. The number of training epochs for the original and stable strategy are fixed to 5 and 20, respectively. The numbers in the $cv$ columns denote the number of runs that converged, where a run is considered converged if the micro-averaged $f_1$ score is greater than 0. If no number is given, all 5 runs converged and the corresponding mean $f_1$ score is specified. Highlighted values are significantly better than the other $f_1$ scores in the same row (cf. App. [B]).

![Figure 4: Results for different fine-tuning approaches on the dataset-model combination $c = I$. Left panel: Number $N_{\text{epochs}}$ of training epochs as a function of the dataset scaling factor $x$. Right panel: $f_1$ score on the test dataset as a function of the dataset scaling factor $x$.](image-url)

where $f_1^{(n)}$ is the $f_1$ score of the $n$-th run. On the subset of converged runs, the computed relative uncertainties $\Delta f_1 / f_1$ provide information about the stability of the model training. As they can depend strongly on the employed dataset size (cf. Sec. [2.1]), we compute the average relative uncertainty

$$ u^a(c) := \frac{1}{|X|} \sum_{x \in X} \frac{\Delta f_1(a, c, x)}{f_1(a, c, x)} $$

for each set of experiments with $(a, c)$, where we average over all $x \in X \equiv \tilde{X}(c) := \{x \in X | x \geq \bar{x}(c)\}$ that are greater than or equal some thresholds $\bar{x}(c)$. These thresholds serve two purposes. Firstly, they are to ensure that all of the runs of the experiments that are taken into account in the sum above converge. This is typically the case once a certain training dataset size is exceeded, and could be ensured by thresholds $\bar{x} \equiv \bar{x}(a, c)$ that are specific for every combination $(a, c)$. However, secondly, our goal is to compare different fine-tuning approaches. In order to have a fair comparison, one needs to employ the same thresholds $\bar{x} \equiv \bar{x}(a, c)$ for every $a \in A$, due to the aforementioned dependence of $\Delta f_1 / f_1$ on $x$. Hence, we define the thresholds such that all experiments $(a, c, x)$ converge for $x \geq \bar{x}(c)$:

$$ \bar{x}(c) := \min \{x \in X | \text{cv}(a, c, x) = N_{\text{runs}} \forall a \in A\} $$

The average relative uncertainty $u^a(c)$ may be averaged again over all $c$ to get the global average relative uncertainty

$$ \bar{u}^a := \frac{1}{|C|} \sum_{c \in C} u^a(c) $$

for a specific approach $a \in A$.

5 Results

For the sake of brevity, we restrict ourselves to the dataset-model combination $c = I$ here. The other dataset-model combinations $c \in C$ are discussed in App. [E] showing that the findings hold generally.

The results for the different fine-tuning approaches $a \in A$ and dataset scaling factors $x \in X$ can be found in Tab. 2. The number of epochs after which the training stopped and the $f_1$ score are also visualized in Fig. 4. We observe that training with the adaptive approach requires more iterations than the other approaches for very small datasets.
Figure 5: Relative performance \( f_{\text{adap./orig.}}^{a} \) (cf. Eq. (9a)) against the epoch ratio \( N_{\text{epochs}}^{\text{adap./orig.}} \) (cf. Eq. (9b)) of the adaptive fine-tuning approach with respect to the other approaches \( a' \in \{\text{original, stable}\} \), for different dataset scaling factors \( x \) and the dataset-model combination \( c = 1 \). In the plots, the center point \((1,1)\) corresponds to the performance and number of epochs in the stable (top) and original (bottom) strategy, and the horizontal (vertical) lines represents the same performance (epochs). The other points show the relative performance gain and epochs ratio of our adaptive approach, for different dataset scaling factors \( x \). The relative computational cost \( R' \) approximately equals the epoch ratio times a factor \( \alpha' = 1.12 \) (cf. Eq. (2) and Tab. 1). Note that the points where the performance gain is highest (for small \( x \)) are outside the plot range. For \( x \leq 0.01 \), the relative performance \( f_{\text{adap./orig.}}^{a} \) is undefined as the original fine-tuning runs do not converge (cf. Tab. 2).

However, the number of epochs decreases rapidly as the dataset size increases and lies quite far below the 20 epochs used in the stable approach for most dataset sizes. More importantly, the performance of the adaptive approach is much better than the fixed epoch approach for small datasets (\( x \leq 0.05 \)), and very similar to the stable variant for larger datasets (\( x > 0.05 \)). Fig. 5 lists the ratios \( f_{\text{adap./orig.}}^{a} \) and \( N_{\text{epochs}}^{\text{adap./orig.}} \) (see Eq. (9)) and plots them in combination, for each \( a' \in \{\text{original, stable}\} \). Throughout all experiments, we find

\[
  f_{\text{adap./orig.}}^{a} > 1
\]

and

\[
  f_{\text{adap./stab.}}^{a} > 1 \quad \text{or} \quad \left( f_{\text{adap./stab.}}^{a} \approx 1 \quad \text{and} \quad N_{\text{epochs}}^{\text{adap./stab.}} < 1 \right)
\]

where the two cases in Eq. (14b) correspond to small and large datasets, respectively. The maximum values of the \( f_1 \) score, listed in App. F (Tab. 6), display a very similar behavior. We conclude that our approach outmatches the other approaches in terms of performance and efficiency: it either leads to higher performance (in particular on smaller datasets) or to competitive performance but higher efficiency (on larger datasets compared to the stable approach). The latter holds true even if one takes into account the additional computational effort corresponding to the validation steps in the adaptive approach (cf. Sec. 3.2), which amounts to 12% (see Tab. 1). Moreover, as pointed out in Sec. 3.2 there is no need for multiple hyperparameter runs with respect to the number of training epochs if the adaptive approach is used, which further contributes to an improved efficiency.

To assess stability, we first note that the original approach does not converge for very small datasets (cf. Tab. 2). The threshold above which the experiments for all approaches converge (see Eq. (12)) is \( \bar{x}(1) = 0.015 \). For the average
relative uncertainties, we find

\[ u^\alpha(I) = \begin{cases} 
0.0494 & \text{for } a = \text{original} \\
0.0025 & \text{for } a = \text{stable} \\
0.0012 & \text{for } a = \text{adaptive} 
\end{cases} \quad (15) \]

The results show that for small dataset scaling factors \( x \), the stable and adaptive approach—while there is no large difference between the two of them—both outperform the original approach in terms of stability.

The appendices contain important additional studies. Most notably, in App. F we display the results for all dataset-model combinations \( c \in C \), suggesting that the findings hold generally across datasets of various sizes and irrespective of the pretrained model architecture. In App. C some variants of the adaptive approach are studied, motivating the choices we made in Sec. 3. In particular, we find that the effect of varying \( N_{\text{patience}} \) (cf. Eq. 1) is small and somewhat inexplicit. This is an important result as it not only confirms that adaptive fine-tuning automatically uses a close-to-optimal \( N_{\text{epochs}} \), but also implies that the need to adjust \( N_{\text{patience}} \) is very low. Consequently, in practice, there is only one hyperparameter to tune manually. Moreover, in App. H we study the different features of the adaptive approach that make it distinct from the fixed epoch fine-tuning approach, in order to gain an understanding of their individual contributions. In App. I we discuss the learning curves of the validation loss for the different approaches. App. J investigates how the model performance depends on \( x_{\text{train}} \) and \( N_{\text{epochs}} \) and provides further insights on why adaptive fine-tuning works well. Finally, we cover two topics that have important implications in practice. App. K shows that adaptive fine-tuning is very robust in the sense that the results hardly depend on the size of the validation dataset. App. L demonstrates that the approach is also useful in the case where one chooses to add the validation dataset to the training dataset in a final step to make the most of the available data and push the performance.

6 Summary

In this paper, we have introduced adaptive fine-tuning for transformer-based language models. It is based on a hybrid learning rate schedule in conjunction with monitoring of the validation loss and the use of early stopping, with the goal of training for an optimal amount of epochs. For the example use case of named entity recognition, we have shown that our approach has two big advantages. Firstly, it makes the hyperparameter search regarding \( N_{\text{epochs}} \) redundant. Secondly, it is generally applicable for any dataset size and achieves optimal results. In particular, it surpasses the current state-of-the-art fixed epoch approach in terms of model performance and training stability on small datasets, while reaching equivalent results more cost-efficiently on large datasets.

An example use case where these advantages appear at their best is iterative manual annotation, where after each iteration a model is trained on the gathered data to assist the annotators with its predictions. The very different dataset sizes after each iteration require very different numbers of training epochs. Adaptive fine-tuning automatically takes care of this, and can be employed throughout the whole process to guarantee that the model training makes the most of the available data.

The adaptive fine-tuning approach is implemented in our nerblackbox package [17] for named entity recognition. The source code can be found under [https://github.com/flxst/nerblackbox](https://github.com/flxst/nerblackbox) and contains a script to reproduce the numerical results of this paper.

Note that adaptive fine-tuning can be employed for other downstream tasks as well. We leave it for future work to follow up on this.
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A  Hyperparameters

The training hyperparameters of the different fine-tuning approaches we use are listed in Tab. 3. The stable hyperparameters are taken from [4] and target the BERT architecture. The hyperparameters used for the other architectures employed in this paper are identical, with a single exception being the weight decay for ELECTRA, which is zero in the original paper [7]. For the sake of simplicity, we ignore this difference assuming that it has the same effect on the fine-tuning approaches that we aim to compare. The original hyperparameters are the same as the stable hyperparameters, except for the number of training epochs. They can also be considered a variation of the default hyperparameter combination specified in [2], where bias correction and a specific warm-up period are employed in order to improve stability at the beginning of training (see [4]). The adaptive hyperparameters employ a hybrid of a constant and linearly decaying learning rate and a varying number of training epochs, as described in Sec. 3. Note that the models we use (cf. Tab. 1) all have a maximum sequence length of 512. However, at least 99.7% of the samples of each dataset consist of 128 tokens or less. Hence, we opt to use a sequence length of 128, which significantly reduces the computational effort.

| hyperparameter | original | stable | adaptive | source |
|----------------|---------|--------|----------|--------|
| data | batch size | 16 | 128 | [2], [4] |
| | sequence length | | | |
| optimizer | type | Adam | | [2], [4] |
| | bias correction | yes | | [4] |
| | $\beta_1$ | 0.9 | | [2], [4] |
| | $\beta_2$ | 0.999 | | [2], [4] |
| | weight decay | 0.01 | | [2], [4] |
| learning rate | maximum | 2e-5 | | [2], [4] |
| | warm-up decay | linear | | [2], [4] |
| | total | 5 | 20 | varying |

Table 3: Training hyperparameters of the different fine-tuning approaches. Only the highlighted hyperparameters are varied, the other ones (which except for the sequence length are exactly the BERT hyperparameters from [4]) are held fixed throughout all experiments.

B  Notation

We use a shorthand notation where the uncertainty (see Eq. (8)) is specified in parentheses. The figures refer to the last decimals, e.g.

$$0.1234(56) \equiv 0.1234 \pm 0.0056$$

(16)

In case of derived quantities $f(a, b)$, we use Gaussian error propagation to compute the uncertainty $\Delta f(a, b)$, e.g.

$$f(a, b) = \frac{a}{b} \quad \Rightarrow \quad \Delta f(a, b) = \sqrt{\left(\frac{\Delta a}{b}\right)^2 + \left(\frac{a \cdot \Delta b}{b^2}\right)^2}$$

(17)

The difference $a - b$ between two quantities is considered significant (with respect to one standard deviation) if

$$|a - b| > \Delta (a - b)$$

(18)

$f_1$ scores (cf. App. C) that are significantly better than others in terms of this definition are often highlighted in bold, see e.g. Tab. 2.

C  Model Evaluation

Model performance (and its capability to generalize) is assessed on the test dataset. The standard quantities to use for the evaluation of a model on the NER task are precision, recall and $f_1$ score. They can be computed both on the token and entity level. After those metrics are determined individually for each class, the respective micro-average over all classes is often taken to get numbers that quantify the model performance for the whole class system.

Throughout this work, we consider the micro-averaged $f_1$ score on the entity level as a single metric to assess model performance. In particular, we employ the strict evaluation scheme defined in the CoNLL-2003 task [9], where a multi-token entity is considered correct if and only if each of its tokens is predicted correctly.
D Reproduction of Literature Results

This section serves to cross-check that the use of our nerblackbox package \cite{17} leads to performances on a par with literature results. We employ the original fine-tuning approach with the hyperparameters listed in App. \(A\). Our results are shown in Tab. \(4\). We find that they are in rough agreement with the literature results. The small differences are to be expected as the literature results were created using very similar, but slightly different hyperparameters (without the improvements described in Sec. \(2.2\)).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
\(c\) & \multicolumn{2}{c|}{our result} & \multicolumn{2}{c|}{literature} \\
\cline{2-5}
 & \(\text{val}\) & \(\text{test}\) & \(\text{val}\) & \(\text{test}\) \\
\hline
I & 0.9507(7) & 0.951 & 0.9149(9) & 0.913 \cite{18} \\
II & 0.9454(4) & 0.941 & 0.9028(8) & — \cite{19} \\
IV & — & — & — & 0.8127(23) \\
\hline
\end{tabular}
\caption{Comparison of our fine-tuning results with literature results. The numbers denote the micro-averaged \(f_1\) score on the entity level. We average over 5 identical runs, leading to the uncertainty on the last decimals displayed in parentheses (see App. \(B\)). Note that \(c = I^*\) is the same as \(c = I\) but with the base (\texttt{bert-base-cased}) instead of the large (\texttt{bert-large-cased}) English BERT model \cite{2}. The literature value for \(c = IV\) is the result of 6 single runs with different train/test data splits \cite{13}, and thus—strictly speaking—not directly comparable to our result that employs a single train/test data split only.}
\end{table}

E Computational Effort

In this section, we derive Eq. \((2)\) for the relative computational effort of the adaptive approach with respect to the fixed epoch approach. We consider a dataset with \(N_{\text{train}}\) training samples and \(N_{\text{val}}\) validation samples, and a model that we train for \(N_{\text{epochs}}\) epochs. Let \(C_{\text{forward}}\) be the computational effort of a forward pass in terms of FLOPs. We follow the assumption that the computational effort \(C_{\text{backward}}\) of a backward pass is approximately the same \cite{7}:

\[ C_{\text{backward}} \approx C_{\text{forward}} \quad (19) \]

Training basically amounts to a forward and backward pass per batch, while validation only requires a forward pass. For simplicity, we assume that the batch size is \(N_{\text{batch}}\) for both training and validation:

\[ C_{\text{train/epoch}} \approx (C_{\text{forward}} + C_{\text{backward}}) \cdot N_{\text{train}} / N_{\text{batch}} \quad (20a) \]
\[ C_{\text{val/epoch}} \approx C_{\text{forward}} \cdot N_{\text{val}} / N_{\text{batch}} \quad (20b) \]

The adaptive approach applies validation after each epoch, while the fixed epoch approach only applies it once at the end of the training process. Hence, the respective total computational efforts are

\[ C_{\text{total}} = C_{\text{train/epoch}} \cdot N_{\text{epochs}} + C_{\text{val/epoch}} \cdot N_{\text{epochs}} \quad (21a) \]
\[ C_{\text{total}} = C_{\text{train/epoch}} \cdot N_{\text{epochs}} + C_{\text{val/epoch}} \cdot N_{\text{epochs}} \quad (21b) \]

Putting it all together, for the ratio of these two quantities we find

\[ R = \frac{C_{\text{total}}}{C_{\text{total}}} \quad (22) \]

Note that the quantities \(N_{\text{train}}, N_{\text{val}}, N_{\text{epochs}}\), and therefore also \(C_{\text{total}}\) and \(R\), are dataset-dependent. Taking this into account by adding a dataset index \(c\) leads to Eq. \((2)\).
Table 5: Comparison of fine-tuning results for the different fine-tuning approaches \(a \in A\), dataset-model combinations \(c \in C\) and dataset scaling factors \(x \in X\). See Tab. 2 for details.
Table 6: Comparison of the maximum values $f_{1, \text{max}}$ for different fine-tuning approaches $\alpha \in A$ and dataset scaling factors $x \in X$. The results show the performance on the test set for the run with the best performance on the validation set, and the best $f_{1, \text{max}}$ of each row is highlighted in bold. The two columns on the right correspond to ratios of $f_{1, \text{max}}$ analogous to Eq. (9a).

| $c$ | $x$ | $f_{1, \text{max}}^{\text{orig}}$ | $f_{1, \text{max}}^{\text{stab}}$ | $f_{1, \text{max}}^{\text{adap.}}$ | $f_{1, \text{max}}^{\text{adap./stab}}$ |
|-----|-----|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| 0.005 | — | 0.3591 | 0.6522 | — | 1.816 |
| 0.015 | — | 0.6292 | 0.7594 | — | 2.107 |
| 0.015 | 0.1764 | 0.7759 | 0.8197 | 4.647 | 1.056 |
| 0.02 | 0.4463 | 0.8179 | 0.8428 | 1.888 | 1.030 |
| 0.05 | 0.5988 | 0.8858 | 0.8870 | 1.083 | 1.001 |
| 0.1 | 0.8808 | 0.8964 | 0.8916 | 1.012 | 0.995 |
| 0.2 | 0.9022 | 0.9063 | 0.9072 | 1.006 | 1.001 |
| 0.4 | 0.9079 | 0.9129 | 0.9091 | 1.001 | 0.996 |
| 0.6 | 0.9126 | 0.9154 | 0.9161 | 1.004 | 1.001 |
| 0.8 | 0.9177 | 0.9199 | 0.9197 | 1.002 | 1.000 |
| 1.0 | 0.9165 | 0.9210 | 0.9210 | 1.005 | 1.000 |
| 0.005 | 0.1468 | 0.6414 | 0.4369 | — | — |
| 0.015 | — | 0.6013 | 0.7559 | — | 1.257 |
| 0.02 | 0.2806 | 0.7646 | 0.7804 | 2.781 | 1.021 |
| 0.05 | 0.7134 | 0.8502 | 0.8549 | 1.198 | 1.006 |
| 0.1 | 0.8475 | 0.8662 | 0.8724 | 1.029 | 1.007 |
| 0.2 | 0.8817 | 0.8810 | 0.8834 | 1.002 | 1.003 |
| 0.4 | 0.8957 | 0.8940 | 0.8961 | 1.000 | 1.002 |
| 0.6 | 0.9014 | 0.9038 | 0.9041 | 1.003 | 1.000 |
| 0.8 | 0.9008 | 0.9048 | 0.9031 | 1.003 | 0.998 |
| 1.0 | 0.9040 | 0.9017 | 0.9032 | 0.999 | 1.002 |
| 0.005 | — | — | — | — | — |
| 0.015 | — | — | — | — | — |
| 0.02 | — | 0.2363 | 0.6101 | — | 2.582 |
| 0.05 | — | 0.6787 | 0.7466 | — | 1.100 |
| 0.1 | 0.5949 | 0.7908 | 0.8190 | 1.577 | 1.036 |
| 0.2 | 0.7841 | 0.8500 | 0.8385 | 1.069 | 0.986 |
| 0.4 | 0.8571 | 0.8651 | 0.8620 | 1.006 | 0.996 |
| 0.6 | 0.8642 | 0.8682 | 0.8663 | 1.002 | 1.009 |
| 0.8 | 0.8668 | 0.8677 | 0.8709 | 1.005 | 1.004 |
| 1.0 | 0.8743 | 0.8717 | 0.8774 | 1.004 | 1.007 |
| 0.005 | — | — | — | — | — |
| 0.015 | — | — | — | — | — |
| 0.02 | — | — | — | — | — |
| 0.05 | — | 0.5839 | 0.6204 | — | 1.063 |
| 0.1 | 0.3357 | 0.6601 | 0.6766 | 2.015 | 1.025 |
| 0.2 | 0.5769 | 0.7526 | 0.7511 | 1.302 | 0.998 |
| 0.4 | 0.7679 | 0.7753 | 0.7783 | 1.014 | 1.004 |
| 0.6 | 0.7946 | 0.7934 | 0.7971 | 1.003 | 1.005 |
| 0.8 | 0.8004 | 0.7960 | 0.8027 | 1.003 | 1.008 |
| 1.0 | 0.7996 | 0.8056 | 0.8135 | 1.017 | 1.010 |
| 0.005 | — | — | — | — | — |
| 0.015 | — | — | — | — | — |
| 0.02 | — | — | — | — | — |
| 0.05 | — | — | — | — | — |
| 0.1 | 0.5971 | 0.7352 | — | 1.231 |
| 0.2 | 0.4219 | 0.7154 | 0.7390 | 1.752 | 1.033 |
| 0.4 | 0.6249 | 0.7857 | 0.7577 | 1.213 | 0.964 |
| 0.6 | 0.6855 | 0.7878 | 0.7983 | 1.165 | 1.013 |
| 0.8 | 0.7068 | 0.7840 | 0.7913 | 1.120 | 1.009 |
| 1.0 | 0.7480 | 0.8021 | 0.8014 | 1.071 | 0.999 |

Table 7: Average relative uncertainty $u^\alpha(c)$ for the different approaches $\alpha \in A$, computed according to Eq. (11) for each dataset-model combination $c \in C$. The different choices of $\bar{x}$ take into account the dataset scaling factors $x$ for which all runs converge irrespective of $\alpha$ and $c$, cf. Eq. (12). The last row of each table shows the global average relative uncertainty $\pi^\alpha$, cf. Eq. (13).

| $c$ | $\bar{x}$ | orig. | stab. | adap. |
|-----|-------|-------|-------|-------|
| I | 0.01 | 0.0054 | 0.0025 | 0.0012 |
| II | 0.02 | 0.0436 | 0.0014 | 0.0014 |
| III | 0.1 | 0.0060 | 0.0024 | 0.0023 |
| IV | 0.1 | 0.0361 | 0.0034 | 0.0035 |
| V | 0.2 | 0.0756 | 0.0045 | 0.0048 |
| glob. | 0.0421 | 0.0028 | 0.0026 |
Figure 6: Relative performance $f_{\text{adap./orig.}}$ (cf. Eq. (9a)) against the epoch ratio $N_{\text{epochs}}$ (cf. Eq. (9b)) of the adaptive fine-tuning approach with respect to the fixed epoch approach variants $\alpha \in \{\text{original, stable}\}$, for different dataset scaling factors $x \in X$ and the dataset-model combination $c = \text{II}$ (top) and $c = \text{III}$ (bottom). The relative computational cost $R^2$ approximately equals the epoch ratio times a factor $\alpha^{\text{II}} = 1.12$ and $\alpha^{\text{III}} = 1.21$ (cf. Eq. (2) and Tab. I), respectively. See Fig. 5 for further details.
| $\epsilon$ | $x$ | $f_{1,\text{adap./stab.}}$ | $R_{\text{epochs}}^{\text{adap./stab.}}$ |
|---|---|---|---|
| 0.005 | — | — | — |
| 0.01 | — | — | — |
| 0.015 | — | — | — |
| 0.02 | — | — | — |
| 0.05 | 1.072(15) | 1.03(3) | |
| 0.1 | 1.026(6) | 0.93(4) | |
| 0.2 | 1.000(5) | 0.75(4) | |
| 0.4 | 1.013(4) | 0.64(1) | |
| 0.6 | 0.997(4) | 0.59(1) | |
| 0.8 | 1.005(2) | 0.56(1) | |
| 1.0 | 1.000(5) | 0.58(2) | |

| $\epsilon$ | $x$ | $f_{1,\text{adap./orig.}}$ | $R_{\text{epochs}}^{\text{adap./orig.}}$ |
|---|---|---|---|
| 0.005 | — | — | — |
| 0.01 | — | — | — |
| 0.015 | — | — | — |
| 0.02 | — | — | — |
| 0.05 | 3.045(12) | 3.72(16) | |
| 0.1 | 3.04(11) | 3.00(16) | |
| 0.2 | 1.079(13) | 2.56(6) | |
| 0.4 | 1.014(6) | 2.36(6) | |
| 0.6 | 1.014(3) | 2.24(4) | |
| 0.8 | 1.007(5) | 2.32(8) | |
| 1.0 | — | — | — |

| $\epsilon$ | $x$ | $f_{1,\text{stab.}}$ | $R_{\text{epochs}}^{\text{stab.}}$ |
|---|---|---|---|
| 0.005 | — | — | — |
| 0.01 | — | — | — |
| 0.015 | — | — | — |
| 0.02 | — | — | — |
| 0.05 | 1.252(11) | 1.80(5) | |
| 0.1 | 1.080(9) | 1.26(1) | |
| 0.2 | 1.000(8) | 0.87(2) | |
| 0.4 | 1.004(7) | 0.77(3) | |
| 0.6 | 1.001(5) | 0.74(1) | |
| 0.8 | 1.000(2) | 0.69(1) | |
| 1.0 | — | — | — |

| $\epsilon$ | $x$ | $f_{1,\text{orig.}}$ | $R_{\text{epochs}}^{\text{orig.}}$ |
|---|---|---|---|
| 0.005 | — | — | — |
| 0.01 | — | — | — |
| 0.015 | — | — | — |
| 0.02 | — | — | — |
| 0.05 | 3.674(264) | 5.04(4) | |
| 0.1 | 1.297(18) | 3.48(8) | |
| 0.2 | 1.148(6) | 3.08(12) | |
| 0.4 | 1.106(5) | 2.96(4) | |
| 0.6 | 1.057(4) | 2.76(6) | |

**Figure 7:** Relative performance $f_{1,\text{adap./stab.}}$ (cf. Eq. 9a) against the epoch ratio $R_{\text{epochs}}^{\text{adap./stab.}}$ (cf. Eq. 9b) of the adaptive fine-tuning approach with respect to the fixed epoch approach variants $\epsilon \in \{\text{original, stable}\}$, for different dataset scaling factors $x \in X$ and the dataset-model combination $\epsilon = IV$ (top) and $\epsilon = V$ (bottom). The relative computational cost $R^c$ approximately equals the epoch ratio times a factor $\alpha^N = 1.06$ and $\alpha^V = 1.12$ (cf. Eq. 12) and Tab. 1, respectively. See Fig. 5 for further details.
G Variants of the Adaptive Fine-tuning Approach

In this appendix, we study variations of the adaptive fine-tuning approach. Firstly, in Sec. G.1, we consider simplifications in order to verify the relevance of training resumption and the cool-down phase. Next, we vary the length $N_{\text{patience}}$ of the cool-down phase (Sec. G.2). Finally, we compare our results to an early stopping approach where the learning rate is kept constant, in Sec. G.3. The different variations are illustrated in Fig. 8. For brevity, we restrict our studies to the dataset-model combinations $c \in \{\text{II, III, IV}\}$.

G.1 Simplification

We conduct some experiments while dropping elements of the adaptive approach, see the left panel of Fig. 8. Firstly, we consider immediate early stopping, where we drop both the linear cool-down phase and the training resumption.

Next, we vary the length of the cool-down phase (Sec. G.2). Finally, we compare our results to an early stopping approach where the learning rate is held constant instead of linearly decreased.

Figure 8: Comparison of the standard adaptive approach to some variations. Circles indicate the beginning of an early stopping stage. Left: adaptive fine-tuning without training resumption, where early stopping is executed irrespective of the validation loss. Center: adaptive fine-tuning with $N_{\text{patience}} \in \{5, 7, 9\}$. Right: adaptive fine-tuning where the learning rate is held constant instead of linearly decreased.

In this appendix, we study variations of the adaptive fine-tuning approach. Firstly, in Sec. G.1, we consider simplifications in order to verify the relevance of training resumption and the cool-down phase. Next, we vary the length $N_{\text{patience}}$ of the cool-down phase (Sec. G.2). Finally, we compare our results to an early stopping approach where the learning rate is kept constant, in Sec. G.3. The different variations are illustrated in Fig. 8. For brevity, we restrict our studies to the dataset-model combinations $c \in \{\text{II, III, IV}\}$.

G.1 Simplification

We conduct some experiments while dropping elements of the adaptive approach, see the left panel of Fig. 8. Firstly, we consider immediate early stopping, where we drop both the linear cool-down phase and the training resumption. Subsequently, we employ the cool-down phase and drop only the possibility to resume the training. The results can be found in Tab. 8. In addition, Fig. 9 shows the relative performance of the two simplification variants, while the average

| $c$ | $x$ | $N_{\text{patience}}=0$ | $N_{\text{patience}}=7$ |
|-----|-----|-------------------------|-------------------------|
|     |     | $f_1$ | $N_{\text{epochs}}$ | $f_1$ | $N_{\text{epochs}}$ |
| 0.005 | 0 | 0.6631(72) | 42.8(2.9) |
| 0.01 | 0.7306(61) | 18.2(8) | 0.7403(5) | 25.2(8) | 0.7404(6) | 29.8(1.2) |
| 0.015 | 0.7508(1) | 14.6(9) | 0.7675(23) | 21.6(9) | 0.7706(31) | 25.4(7) |
| 0.02 | 0.7780(46) | 13.2(3) | 0.7861(35) | 20.2(3) | 0.7853(41) | 23.4(7) |
| 0.05 | 0.8419(35) | 9.4(5) | 0.8508(15) | 16.4(5) | 0.8527(6) | 19.6(1.1) |
| 0.1 | 0.8576(3) | 7.0(6) | 0.8691(9) | 14.6(6) | 0.8692(11) | 16.0(5) |
| 0.2 | 0.8773(3) | 5.6(4) | 0.8837(6) | 12.6(4) | 0.8837(8) | 14.0(3) |
| 0.4 | 0.8902(15) | 5.2(3) | 0.8959(6) | 12.2(3) | 0.8955(8) | 12.6(2) |
| 0.6 | 0.8948(8) | 4.62(2) | 0.9026(7) | 11.6(2) | 0.9026(7) | 11.6(2) |
| 0.8 | 0.8967(19) | 4.4(2) | 0.9041(6) | 11.4(2) | 0.9041(6) | 11.4(2) |
| 1.0 | 0.8984(9) | 4.0(0) | 0.9055(6) | 11.0(0) | 0.9055(6) | 11.0(0) |

Table 8: Comparison of fine-tuning results for simplified versions of the adaptive approach, where either early stopping is applied immediately without patience, or the resumption of training in case of validation loss improvement is dropped.
relative uncertainties are compared in Tab. 9.

We observe that additional linear cool-down epochs \( N_{\text{patience}} \) have a positive impact on both model performance and stability. Moreover, we find that training resumption improves convergence for very small datasets (\( c = \text{III} \) and \( x \leq 0.02 \)).

### G.2 Varying length of the cool-down phase

In Sec. 3 the parameter \( N_{\text{patience}} \), which is the number of epochs that training is continued for after an increase in validation loss is detected, was set to a fixed value in Eq. (1). Here, we motivate our choice after conducting some experiments using other values of \( N_{\text{patience}} \); see the center panel of Fig. 8. The bare results can be found in Tab. 10, and the performances for the different variants are compared in Fig. 10.

**Table 9:** Average relative uncertainty \( u^a (c) \) for \( c \in \{ \text{II, III} \} \) and the adaptive variants without training resumption. See Tab. 7 for further details.

| \( c \) | \( x \) | \( N_{\text{patience}} = 0 \) | \( N_{\text{patience}} = c \) | \( N_{\text{patience}} = r \) |
| --- | --- | --- | --- | --- |
| \( \text{II} \) | 0.02 | 0.0028 | 0.0011 | 0.0014 |
| \( \text{III} \) | 0.03 | 0.0039 | 0.0023 | 0.0023 |
| glob. | | 0.0034 | 0.0018 | 0.0018 |

**Table 10:** Fine-tuning results for variants of the adaptive approach with different \( N_{\text{patience}} \).

| \( c \) | \( x \) | \( N_{\text{patience}} = 5 \) | \( N_{\text{patience}} = 7 \) | \( N_{\text{patience}} = 9 \) |
| --- | --- | --- | --- | --- |
| \( \text{II} \) | 0.05 | 0.6560(81) | 39.6(3.1) | 0.6621(72) | 42.9(2.9) |
| 0.01 | 0.7409(47) | 27.8(1.2) | 0.7404(46) | 29.8(1.2) | 0.7408(48) | 31.6(1.2) |
| 0.015 | 0.7683(39) | 23.8(1.0) | 0.7706(31) | 25.4(7) | 0.7701(37) | 27.4(7) |
| 0.02 | 0.7846(37) | 21.0(8) | 0.7853(41) | 23.4(7) | 0.7861(51) | 25.4(7) |
| 0.05 | 0.8512(15) | 17.4(1.7) | 0.8527(6) | 19.6(1.1) | 0.8519(6) | 22.4(1.6) |
| 0.1 | 0.8690(8) | 14.4(5) | 0.8692(11) | 16.0(5) | 0.8699(6) | 18.0(5) |
| 0.2 | 0.8836(8) | 12.0(3) | 0.8837(8) | 14.0(3) | 0.8831(7) | 16.0(3) |
| 0.4 | 0.8953(1) | 10.6(2) | 0.8955(8) | 12.6(2) | 0.8957(2) | 14.6(2) |
| 0.6 | 0.9020(9) | 9.6(2) | 0.9026(7) | 11.6(2) | 0.9027(8) | 13.6(2) |
| 0.8 | 0.9047(6) | 9.4(2) | 0.9041(6) | 11.4(2) | 0.9047(8) | 13.4(2) |
| 1.0 | 0.9052(9) | 9.0(0) | 0.9055(6) | 11.0(0) | 0.9047(1) | 13.0(0) |

**Figure 9:** Relative performance of the two simplification variants without training resumption, \( f_1^{(N_{\text{patience}}=7)}/f_1^{(N_{\text{patience}}=0)} \), as a function of the dataset scaling factor \( x \).
We find that using a constant learning rate has a moderate positive impact on performance and stability for very small values are more important for our considerations. The results for the gain can be found in Tab. 12. Increasing learning rate is preferable.

In addition, Tab. 11 shows the average relative uncertainties of the different variants. The results indicate that an increase of $N_{\text{patience}}$ has a stabilizing effect for very small datasets. For larger dataset scaling factors $x$ though, the effect of varying $N_{\text{patience}}$ is small and ambiguous. This is a wanted effect, which we attribute to the fact that the early stopping mechanism ensures that the number of training epochs is of an appropriate size generally, while $N_{\text{patience}}$ has little impact since it only affects the very end of the training process. Hence, the need for manually adjusting this parameter is reduced. In order to pick a reasonable parameter $N_{\text{patience}}$ heuristically, we compute the gain

$$G(c; N_{\text{patience}}) := \sum_{x \in X} x \cdot [f_1(c; x; N_{\text{patience}}) - f_1(c; x; N_{\text{patience}} - 2)]$$

(23)

to move from $N_{\text{patience}} - 2$ to $N_{\text{patience}}$ for each dataset-model combination $c$. We choose $x$ as weights in the sum to account for the fact that the set $X$ (see Eq. (6b)) places emphasis on rather small dataset scaling factors, while the larger values are more important for our considerations. The results for the gain can be found in Tab. 12. Increasing $N_{\text{patience}}$ up to 7 has a positive impact on performance for all $c$. Above this value, we observe a negative or negligible effect on the performance. Moreover, $N_{\text{patience}} = 7$ leads to the best results for $x = 1.0$, i.e. when the full datasets are used.

### G.3 Early stopping with a constant learning rate

In App. [G.1] we have seen that a linearly decreasing cool-down benefits the model performance. However, one could just as well keep the learning rate constant also after early stopping is triggered, see the right panel of Fig. 8. We repeat a few experiments with this alternative approach, again while varying $N_{\text{patience}} \in \{5, 7, 9\}$ (cf. App. [G.2]). The results are shown in Tab. 13. In Fig. 11 we compare them visually to the corresponding results of the adaptive approach. We find that using a constant learning rate has a moderate positive impact on performance and stability for very small datasets, with $x \lesssim 0.015$ for $c = \text{II}$ and $x \lesssim 0.1$ for $c = \text{III}$. However, for all other datasets sizes, the effect is the opposite. We assign a higher value to the latter and thus conclude that the adaptive approach with a linearly decaying learning rate is preferable.

| $c$ | $\bar{x}$ | $N_{\text{patience}} = 5$ | $N_{\text{patience}} = 7$ | $N_{\text{patience}} = 9$ | $N_{\text{patience}} = 5$ | $N_{\text{patience}} = 7$ | $N_{\text{patience}} = 9$ |
|-----|----------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| II  | 0.02     | 0.00115         | 0.0014          | 0.0013          | 0.087           | 0.38            | -0.19           |
| III | 0.1      | 0.0029          | 0.0023          | 0.0026          | 3.22            | 2.77            | -1.72           |
| IV  | 0.0048   | 0.0035          | 0.0025          | 0.0022          | 13.16           | 7.01            | 0.09            |
| glob.| 0.0031   | 0.0024          | 0.0022          | 0.0          | 5.75            | 3.38            | -0.60           |

| $c$ | $N_{\text{patience}} = 5$ | $N_{\text{patience}} = 7$ | $N_{\text{patience}} = 9$ |
|-----|-----------------|-----------------|-----------------|
| II  | $N_{\text{patience}} = 5$ | $N_{\text{patience}} = 7$ | $N_{\text{patience}} = 9$ |
| III | $N_{\text{patience}} = 5$ | $N_{\text{patience}} = 7$ | $N_{\text{patience}} = 9$ |
| IV  | $N_{\text{patience}} = 5$ | $N_{\text{patience}} = 7$ | $N_{\text{patience}} = 9$ |
| glob.| $N_{\text{patience}} = 5$ | $N_{\text{patience}} = 7$ | $N_{\text{patience}} = 9$ |

Figure 10: Relative performance of the two variants with modified patience ($N_{\text{patience}} = 7$), as a function of the dataset scaling factor $x$. The results are shown separately for the dataset-model combinations $c \in \{\text{II, III, IV}\}$. The results for the gain can be found in Tab. 12. Increasing learning rate is preferable.
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Table 13: Results for the alternative approach with a constant learning rate.

| c     | x | f1_c = II | Npatience = 5 | Nepochs | f1_c = II | Npatience = 7 | Nepochs | f1_c = II | Npatience = 9 | Nepochs |
|-------|---|-----------|---------------|---------|-----------|---------------|---------|-----------|---------------|---------|
| 0.005 |   | 0.6733(45)| 44.2(7)       | 50.2(3.6)| 0.6781(49)| 52.2(3.6)     |         |           |               |         |
| 0.01  |   | 0.7395(64)| 26.6(1.0)     | 28.6(1.0)| 0.7439(45)| 30.6(1.0)     |         |           |               |         |
| 0.015 |   | 0.7686(29)| 23.2(7)       | 25.2(7)  | 0.7687(38)| 27.2(7)       |         |           |               |         |
| 0.02  |   | 0.7841(47)| 21.8(1.0)     | 23.8(1.0)| 0.7851(44)| 25.8(1.0)     |         |           |               |         |
| 0.05  |   | 0.8485(19)| 17.6(1.1)     | 19.6(1.1)| 0.8477(11)| 21.6(1.1)     |         |           |               |         |
| II    | 0.1| 0.8661(14)| 14.0(5)       | 16.0(5)  | 0.8660(8) | 18.0(5)       |         |           |               |         |
|       | 0.2| 0.8808(9 )| 12.0(3)       | 14.0(3)  | 0.8788(2) | 16.0(3)       |         |           |               |         |
|       | 0.4| 0.8899(15)| 10.8(3)       | 12.8(3)  | 0.8914(15)| 14.8(3)       |         |           |               |         |
|       | 0.6| 0.8972(9 )| 9.6(2)        | 11.6(2)  | 0.8963(15)| 13.6(2)       |         |           |               |         |
|       | 0.8| 0.8976(22)| 9.4(2)        | 11.4(2)  | 0.8981(13)| 13.4(2)       |         |           |               |         |
|       | 1.0| 0.8934(21)| 9.0(0)        | 11.0(0)  | 0.9005(16)| 13.0(0)       |         |           |               |         |
| III   | 0.005| 0.3702(307)| 33.0(4.5) | 0.4156(187)| 40.4(2.4)| 0.4251(151)| 43.8(2.7)|         |               |         |
|       | 0.01 | 0.5929(88) | 39.8(2.4)    | 41.8(2.4)| 0.6046(9) | 45.4(2.6)     |         |           |               |         |
|       | 0.015| 0.7494(73)| 21.8(1.9)     | 23.8(1.9)| 0.7568(52)| 25.8(1.9)     |         |           |               |         |
|       | 0.05 | 0.8161(22)| 15.4(9)       | 17.4(9)  | 0.8177(25)| 19.4(9)       |         |           |               |         |
|       | 0.2  | 0.8410(43)| 10.8(2)       | 12.8(2)  | 0.8512(45)| 14.8(2)       |         |           |               |         |
|       | 0.4  | 0.8586(29)| 9.4(2)        | 11.4(2)  | 0.8592(16)| 13.4(2)       |         |           |               |         |
|       | 0.6  | 0.8600(36)| 9.0(0)        | 11.0(0)  | 0.8578(9) | 13.0(0)       |         |           |               |         |
|       | 0.8  | 0.8636(16)| 9.6(2)        | 11.6(2)  | 0.8637(21)| 13.6(2)       |         |           |               |         |
|       | 1.0  | 0.8651(26)| 8.8(2)        | 10.8(2)  | 0.8655(38)| 12.8(2)       |         |           |               |         |

Figure 11: Ratio of the $f_1$ score for the alternative approach with a constant learning rate (see Tab. 13) and the $f_1$ score for adaptive approach with a hybrid learning rate (see Tab. 10).
H Ablation Studies

As we have seen in Sec. 3, the \( f_1 \) performance using the adaptive approach is greater or equal to the performance using the fixed epoch variants (cf. Eq. (14)). Recall that the main differences of the adaptive approach with respect to the fixed epoch approach are the early stopping mechanism, the adaptive number \( N_{\text{epochs}} \) of training epochs and the hybrid learning rate schedule that employs a constant learning rate followed by a linearly decaying cool-down phase at the end of the training process.

In this appendix, we aim to disentangle the impact of these features and study how they affect the performance individually. To this end, we rerun the model training with three different setups that use different subsets of the aforementioned feature that make the adaptive approach distinct. We start from the stable fine-tuning approach. Then, firstly, we replace the linearly decaying learning rate schedule by the hybrid learning rate schedule of the adaptive approach. Secondly, instead of training for \( N_{\text{epochs}} = 20 \) epochs, we use the number of training epochs we found previously using the adaptive approach, rounded to the nearest integer. Finally, we combine those two changes, i.e. we use both a hybrid learning rate schedule and an adaptive number of training epochs. This last variant can be considered a static version of the adaptive approach that misses only the early stopping mechanism. The different ablation variants are illustrated in Fig. 12.

![Figure 12: Ablation variants (center) compared to the stable (left) and adaptive (right) learning rate schedules. Circles indicate the beginning of an early stopping stage, while the square represents training resumption.](image)

Note, however, that the three ablation variants are no serious alternatives in practice, for different reasons. The variant with a fixed number of training epochs and a hybrid learning rate schedule contains two parameters with regard to the number of training epochs, \( N_{\text{epochs}} = 20 \) and \( N_{\text{patience}} = 7 \), which is a significant disadvantage compared to the other approaches. The ablation variants that use the number of training epochs from the adaptive approach cannot be applied in practice, as the number of training epochs is a priori unknown. Hence, it has to be emphasized that the reason we study the ablation variants here is mostly to understand the different individual effects of the three features that differentiate the adaptive approach from the other approaches. This is also why we discuss them separately in this section instead of treating them as yet additional variants of the adaptive approach like the ones presented in Sec. 3.

The fine-tuning results of the ablation variants for \( c \in \{\text{II}, \text{III}, \text{IV}\} \) are listed in Tab. 14. In Fig. 13 we compare the \( f_1 \) score for the ablation variants and the adaptive approach with the stable approach. We observe the following patterns: If we replace the linear learning rate schedule of the stable approach with a hybrid learning rate schedule while keeping the number of training epochs fixed, we find that the \( f_1 \) score benefits for small and moderately large datasets (\( x^{\text{III}} \leq 0.05, x^{\text{IV}} \leq 0.4 \)). The ablation variant with a purely linear decay rate but varying \( N_{\text{epochs}} \) leads to better results for very small datasets (\( x^{\text{III}} \leq 0.015, x^{\text{IV}} \leq 0.02 \)), those that benefit from \( N_{\text{epochs}} > 20 \). The combination of an adaptive number of training epochs with a hybrid learning rate schedule combines these two positive effects and significantly improves the results for small dataset scaling factors \( x \), while maintaining the performance of the stable approach for large datasets. In fact, the difference between this ablation variant and the full adaptive approach (using early stopping) is very small compared to the associated statistical uncertainties.

We conclude that the hybrid learning rate schedule has a positive impact on the performance especially for small datasets. However, we stress again that only our adaptive approach allows to use it without introducing an additional parameter. Furthermore, we find that the adaptive number of training epochs has two effects. It improves the performance for very small datasets, while making the training more efficient for larger datasets.
Table 14: Fine-tuning results for the ablations variants. We abstain from showing the number of converged runs here for the sake of brevity. Note that \(N_{\text{epochs}}\) is the number of epochs found using the adaptive approach. The ablation variants with adaptive training epochs use the same numbers, rounded to the nearest integer. More detailed results for the stable and adaptive fine-tuning approaches can be found in Tab. \[S\].
I Learning Curves

In Fig. 14, we display the validation loss obtained at the end of training, for \( c = \Pi \), all \( a \in A \) and all \( x \in X \). The validation loss learning curves for two representative examples, \( x = 0.005 \) and \( x = 1.0 \), are shown in Fig. 15.

![Validation loss for \( c = \Pi \) in dependence of \( x \in X \) and for all \( a \in A \).](image)

We find that for a small dataset, the fixed epoch variants achieve a suboptimal validation loss as the training is stopped prematurely. In contrast, for a large dataset, all approaches encounter a minimum of the validation loss (which is located at around 3 training epochs for \( x = 1.0 \)). The stable variant continues training for several additional epochs after the minimum is reached, just like the adaptive fine-tuning approach does by design. Comparing this behavior to the \( f_1 \) scores given in Tab. 5, for instance \( f_{\text{adap}} > f_{\text{stab}} > f_{\text{orig}} \) for \( x = 0.005 \) and \( f_{\text{adap}} > f_{\text{stab}} > f_{\text{orig}} \) for \( x = 1.0 \), we infer that the model performance benefits from training beyond the validation loss minimum. This is also in accordance with the results of Sec. 3.1, where we showed that the cool-down phase of the adaptive approach has a positive effect on the model performance.
 Dependency of the Model Performance on the Training Dataset Size and Training Epochs

Given a dataset-model combination \( c \in C \), the fine-tuning performance \( f_1 \) depends on the dataset scaling factor \( x \in X \) as well as the fine-tuning approach \( a \in A \). The latter impacts the results mainly through the number of training epochs \( N_{\text{epochs}} \), as we have seen in App. [H].

In this section, we study the functional dependency of \( f_1 \equiv f_1(x, N_{\text{epochs}}) \). For the example of \( c = \text{II} \), we show the results for \( f_1 \) as a function of the inverse dataset scaling factor \( x^{-1} \) in the left panel of Fig. [16]. Adding more data corresponds to going from right to left in the plot. While this is done, the \( f_1 \) score constantly improves but eventually saturates, i.e. the effect of more data drastically fades. The trajectory of each fine-tuning approach asymptotically approaches the value \( f_1(x^{-1} \to 0) \), which corresponds to infinite training data. The impact of \( N_{\text{epochs}} \) can be discussed using the example of \( x = 0.02 \), or \( x^{-1} = 50 \). The \( f_1 \) score improves a lot between \( N_{\text{epochs}} = 5 \) (original approach) and \( N_{\text{epochs}} = 20 \) (stable approach). However, the result for \( N_{\text{epochs}} = 23.4 \) (adaptive approach) is only slightly better, as the point of convergence is reached where additional training does not have an effect any longer.\(^6\) Hence, we find empirically that \( f_1 \) is a continuously increasing function of \( x \) and \( N_{\text{epochs}} \) unless the latter exceeds a certain threshold \( T(x) \):

\[
\frac{\partial f_1}{\partial x} \geq 0 \tag{24a}
\]

\[
\frac{\partial f_1}{\partial N_{\text{epochs}}} \bigg|_{N_{\text{epochs}} \leq T(x)} \geq 0 \tag{24b}
\]

\[
\frac{\partial f_1}{\partial N_{\text{epochs}}} \bigg|_{N_{\text{epochs}} > T(x)} = 0 \tag{24c}
\]

In the right panel of Fig. [16] we show \( f_1 \) as a function of \( (N_{\text{epochs}} \cdot x)^{-1} \). Interestingly, irrespective of the fine-tuning approach \( a \in A \), the data can effectively be described by a polynomial of second order\(^7\) in \( (N_{\text{epochs}} \cdot x)^{-1} \),

\[
f_1 = a_0 - a_1 (N_{\text{epochs}} \cdot x)^{-1} - a_2 (N_{\text{epochs}} \cdot x)^{-2} \tag{25}
\]

where \( a_0, a_1, a_2 \in \mathbb{R}^+ \cup \{0\} \) are non-negative fit parameters\(^8\). Such a polynomial can be found with a reasonable fit quality for any \( c \in C \), see Fig. [17].

---

\(^6\)Strictly speaking, at some point overfitting will lead to a decrease of the considered \( f_1 \) score on the test dataset [4].

\(^7\)We tried first, second and third order polynomials. For all \( c \in C \), the second order polynomial had the highest adjusted \( R^2 \) and the lowest mean squared error.

\(^8\)We used weighted least squares and [22].
Note that our data corresponds to $N_{\text{epochs}} \leq T(x)$ only. However, Eq. (25) can easily be generalized to all $N_{\text{epochs}}$ under consideration of Eq. (24c) by

$$f_1 = a_0 - a_1 \left( N_{\text{epochs}}^* \cdot x \right)^{-1} - a_2 \left( N_{\text{epochs}}^* \cdot x \right)^{-2}$$  \hspace{1cm} (26a)

with the replacement

$$N_{\text{epochs}} \rightarrow N_{\text{epochs}}^* = \min(N_{\text{epochs}}, T(x))$$  \hspace{1cm} (26b)

The generalized functional dependency, Eq. (26), reflects the performance boundaries one encounters when increasing $N_{\text{epochs}}$ or $x$. Regarding $N_{\text{epochs}}$, performance reaches the limit

$$f_1(x, N_{\text{epochs}} \rightarrow \infty) = a_0 - a_1 \left( T(x) \cdot x \right)^{-1} - a_2 \left( T(x) \cdot x \right)^{-2}$$  \hspace{1cm} (27a)

defined by the limited amount of data. Regarding $x$, performance is limited by the nature of the machine learning problem, i.e. complexity and noise of the data as well as model limitations:

$$f_1(x \rightarrow \infty, N_{\text{epochs}} \rightarrow \infty) = a_0$$  \hspace{1cm} (27b)

The advantage of the adaptive fine-tuning approach is that it automatically chooses a close-to-optimal number of training epochs for a given dataset, $N_{\text{epochs}} \approx T(x)$. Hence, it makes the most of the data, without wasting computational resources.
## Dependency of the Model Performance on the Validation Dataset Size

Throughout all our previous experiments, we scaled our validation datasets proportionally to the training datasets, see Eq. (4), such that the ratio \( N_{c,\text{val}} / N_{c,\text{train}} \) always was the same for a given dataset-model combination \( c \). As our adaptive fine-tuning approach crucially depends on the validation dataset through the monitoring of the validation loss (see Sec. 3), the question arises what impact the size of the validation dataset, determined by \( N_{\text{val}} \) and the scaling factor \( x_{\text{val}} \), has on the fine-tuning process. To investigate this question, we conduct adaptive fine-tuning experiments for \( c \in \{ II, III, IV \} \) using constant validation dataset scaling factors,

\[
x_{\text{val}} \in \{ 0.01, 0.1, 1.0 \},
\]

that are independent of the usual training dataset scaling factors \( x_{\text{train}} \in X \). The results are listed in Tab. 15 and visualized in Fig. 18.

### Tab. 15

Comparison of adaptive fine-tuning results for \( c \in \{ II, III, IV \} \) and \( x_{\text{train}} \in X \) using different validation dataset scaling factors \( x_{\text{val}} \), as given in Eq. (28). Note that the results for \( x_{\text{train}} = x_{\text{val}} = x \) can also be found in Tab. 5.

Let us first discuss \( N_{\text{epoch}} \). We observe that the results are very similar for \( x_{\text{val}} \in \{ x_{\text{train}}, 0.01, 1.0 \} \). However, for \( x_{\text{val}} = 0.01 \), there is a tendency for the training to take significantly longer, in particular for large \( x_{\text{train}} \). This effect is more pronounced the smaller the size of the original validation dataset is (recall that \( N_{\text{val}}^{\text{II}} > N_{\text{val}}^{\text{III}} > N_{\text{val}}^{\text{IV}} \); compare Tab. 1 and Fig. 3). This indicates that there is a certain threshold in terms of absolute validation dataset size, above which adaptive fine-tuning can be considered stable.

The impact of this extensive training on the \( f_1 \) score is rather small though, which is in accordance with the observation that additional training hardly leads to overfitting, see App. 1 and 4. Regarding \( f_1 \), we see some instability for small \( x_{\text{train}} \) instead. Again, there seems to be a threshold in terms of absolute numbers, in this case the size of the training dataset.

To summarize, our results suggest that the adaptive fine-tuning approach is stable unless the training and validation dataset sizes are extremely small. As an estimate for the order of magnitude required, we note that there are hardly any instabilities for \( c = II \) and \( x_{\text{train}}, x_{\text{val}} \geq 0.01 \), as well as for \( c \in \{ III, IV \} \) and \( x_{\text{val}} \geq 1.0 \). Those scaling factors very
Figure 18: Comparison of adaptive fine-tuning results for $x_{\text{val}} \in \{x_{\text{train}}, 0.01, 0.1\}$ with respect to $x_{\text{val}} = 1.0$. The top (bottom) row shows the respective ratios of $N_{\text{epochs}}(f_1)$ as a function of the training dataset scaling factor $x_{\text{train}}$, separately for $c \in \{\text{II, III, IV}\}$.

roughly correspond to $N_{\text{train}}, N_{\text{val}} \approx 100$ sentences (cf. Fig. 3). We conclude that moderately sized validation datasets are sufficient for adaptive fine-tuning to work well, so that there is no use in having unnecessarily large validation datasets. Instead, spare data can be assigned to the training dataset in the first place.

Note that the fixed epoch approach also potentially suffers from small validation datasets, as these may lead to reduced accuracy of the results for the different hyperparameter runs and thus the danger of choosing a suboptimal $N_{\text{epochs}}$. 
L Adaptive Fine-tuning in Practice: Using the Validation Dataset for Training

In practice, after hyperparameter search, the model sometimes is retrained while adding the validation dataset to the training dataset to further improve model performance. In that case, the optimal hyperparameters found using the pure training dataset are reused, assuming that they are also optimal on the extended training dataset. The results in this paper (see e.g. Tab. 2) indicate that this assumption is well-justified for the adaptive fine-tuning approach, as the optimal \( N_{\text{epochs}} \) only decreases if the dataset size is increased, while training for some additional epochs does not do any harm.

An important difference when using the extended dataset and adaptive fine-tuning is that \( N_{\text{epochs}} \) is not dynamically determined as before, but specified beforehand using the \( N_{\text{epochs}} \) found on the pure training dataset, in combination with the hybrid learning rate schedule of the adaptive approach (cf. Fig. 2). In particular, the validation of the model after each training epoch is discarded. As App. II shows, this procedure does not affect the results apart from the usual statistical fluctuations.

Consequently, the adaptive approach should work well in the described scenario. To verify this, and to see how it compares to the fixed epoch fine-tuning approach, we repeat the fine-tuning experiments for \( a \in A \) and \( c \in \{\text{II, III, IV}\} \) (see Sec. 5 and App. I), while using the validation set as additional training data. We denote the results as \( f_1^+ \), and consider the ratio \( f_1^+ / f_1 \) with the performance \( f_1 \) obtained on only the original training data. This number represents the factor by which the performance improves when adding the validation data to the training data.

The results can be found in Tab. 16 and Fig. 19.

| approach          | original | stable | adaptive |
|-------------------|----------|--------|----------|
| early stopping    | no       | no     | no       |
| training epochs   | 5        | 20     | adaptive |
| learning rate     | linear   | linear | hybrid   |
| \( c \)            |          |        |          |
| 0.005             | —        | —      | —        |
| 0.01              | —        | —      | —        |
| 0.015             | —        | —      | —        |
| 0.02              | 0.3792(646) | 3.046(394) | 0.7675(90) |
| 0.05              | 0.7747(2)  | 1.090(6)  | 0.8571(13) |
| II                | 0.1      | 0.8558(12) | 1.011(2)  |
|                  | 0.02     | 0.8912(7)  | 1.008(1)  |
|                  | 0.4      | 0.8984(7)  | 1.004(1)  |
|                  | 0.6      | 0.9049(9)  | 1.004(1)  |
|                  | 0.8      | 0.9082(7)  | 1.007(1)  |
|                  | 1.0      | 0.9074(8)  | 1.005(1)  |
| 0.005             | —        | —      | —        |
| 0.01              | —        | —      | —        |
| 0.015             | —        | —      | —        |
| 0.02              | 0.375(65)  | —      | —        |
| 0.05              | 0.1966(455) | —      | —        |
| III               | 0.1      | 0.7175(48) | 1.240(16) |
|                  | 0.2      | 0.8385(15) | 1.060(7)  |
|                  | 0.4      | 0.8659(21) | 1.019(3)  |
|                  | 0.6      | 0.8702(28) | 1.010(4)  |
|                  | 0.8      | 0.8729(1)  | 1.008(2)  |
|                  | 1.0      | 0.8757(2)  | 1.007(3)  |
| 0.005             | —        | —      | —        |
| 0.01              | —        | —      | —        |
| 0.015             | —        | —      | —        |
| 0.02              | —        | —      | —        |
| 0.05              | —        | —      | —        |
| IV                | 0.1      | 0.3445(344) | 1.554(167) |
|                  | 0.2      | 0.6027(95)  | 1.051(18) |
|                  | 0.4      | 0.7535(68)  | 1.038(15) |
|                  | 0.6      | 0.7920(36)  | 1.014(7)  |
|                  | 0.8      | 0.8056(25)  | 1.014(4)  |
|                  | 1.0      | 0.8127(23)  | 1.014(3)  |

Table 16: Fine-tuning results for \( a \in A \) and \( c \in \{\text{II, III, IV}\} \), while using the validation set for training.

As expected, the \( f_1 \) score benefits from the additional data generally, i.e. for all fine-tuning approaches \( a \), dataset-model combinations \( c \) and dataset scaling factors \( x \). The extent by which they improve varies though. It is a lot bigger for small datasets, and for those, the original setup with its low number of \( N_{\text{epochs}} \) benefits more from the additional data.
Figure 19: Ratio $f_1^+ / f_1$ of the model performance with the extended training dataset and the model performance with the pure training dataset, in dependence of the dataset scaling factor $x$. The results are shown for all fine-tuning approaches $a \in A$, and separately for $c \in \{\text{II}, \text{III}, \text{IV}\}$.

than the stable or adaptive fine-tuning approaches. This is in accordance with the discussion in App. J, see e.g. Eq. (25) and Fig. 16.

In conclusion, we observe that the findings discussed in Sec. 5 also hold in the scenario where the validation dataset is used for training after hyperparameter search. The adaptive fine-tuning approach shows improved behavior in comparison with the fixed epoch approach, namely better performance for small datasets and improved efficiency for larger datasets.