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Abstract: Currently, social networks have become one of the most used channels by society to share their ideas, their status, generate trends, etc. By applying artificial intelligence techniques and sentiment analysis to the large volume of data found in social networks, it is possible to predict the personality of people. In this work, the development of a data analysis model with machine learning algorithms with the ability to predict the personality of a user based on their activity on Twitter is proposed. To do this, a data collection and transformation process is carried out to be analyzed with sentiment analysis techniques and the linguistic analysis of tweets. Very successful results were obtained by developing a training process for the machine learning algorithm. By generating comparisons of this model, with the related literature, it is shown that social networks today house a large volume of data that contains significant value if your approach is appropriate. Through the analysis of tweets, retweets, and other factors, there is the possibility of creating a virtual profile on the Internet for each person; the uses can vary, from creating marketing campaigns to optimizing recruitment processes.
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1. Introduction

Currently, social networks have become the communication channels most used by people. The existing interaction between people and groups has transformed social networks into the largest existing source of data worldwide. According to the studies reviewed, it is established that social network users grew by 227 million over the past year, reaching a total of 4.7 billion at the beginning of July 2022. The global base of social network users has increased by more than 5% in the last 12 months [1,2]. The global total of social network users currently represents 59% of the total world population. These figures point to a slowdown in digital growth compared to the 2020–2021 period, where an exponential increase was recorded at the peak of the 2019 Coronavirus disease (COVID-19) pandemic [3].

However, despite the current slowdown, trends indicate that by 2023, the two strongest populations of the world will be online using at least one social network. Therefore, it is possible to assume that society is at a turning point in digital growth [4]. As a result, the coming years will see a flatter growth curve with an inevitable slowdown. However, the world population will be increasingly connected, which means that social networks are part of the lives of most people in the world. This leads to a change in the paradigm of the use of social networks, to the point that the question is not whether the population is
using these technologies, but why they are using them and how they take advantage of the opportunities.

Several works, which validate the data found in the Reuters Institute’s digital news report, mention that people are currently 2.5 times more likely to go to social networks to search for the news [5]. This tendency was evaluated with participation in surveys on the use of social networks [6]. Among the groups surveyed, it was found that six out of ten women use social networks and messaging services to consume news content. Regarding the time that users spend on social networks, related studies mention that the results change according to age and sex, for example, people between 16 and 24 years old dedicate more time to these platforms [7], and it has been identified that the networks have more male than female users with 53.9% versus 46.1%, respectively. However, studies show that women at any age tend to spend more time on social media.

Concerning the most used social networks, the top eight of those that are preferred by people and companies is established. Among these are Facebook, YouTube, WhatsApp, Instagram, TikTok, Twitch, Twitter, and LinkedIn [8,9]. Of these platforms, Twitter stands out, with 436 million active users per month, which makes this a suitable data source for trend analysis and other studies. Twitter is a free social network that is used to send short messages of up to 280 characters. This platform is ideal for user interaction through the expression of feelings, sharing opinions, conversing with different people, reacting to trends and ideas, etc. These characteristics make Twitter data ideal for identifying user behavior and allowing the prediction of their personality [10].

In personality prediction, several works carried out a psychological analysis, and with the results, several researchers have generated different models that allow identifying the traits of people that define their personality. With these models, it is possible to discover the relationships behind personality and psychological disorder [11], job performance [12] and satisfaction, and even in interactions with other people. The large amount of information existing in social networks and their millions of users make this an adequate source for personality analysis of a given population. In the reviewed work, a personality test is applied in the prediction of the personality of users on Twitter. In other works, such as [13], neural networks and the Twitter user personality prediction test was applied. Using the information from Twitter, they have tried to solve problems of various origins, for example, they have tried to identify the mood of people [14], predict fluctuations in the stock market, identify pedophiles on chat websites, generate user profiles [15], and more.

Social networks have become a means to make our ideas and thoughts public, giving way to an increase in user discourse that leads to determining their state of mind. There are even cases where it is common to spread racist, xenophobic, and intolerant messages or point out others as a threat. These behaviors on social networks are mainly directed toward groups of vulnerable people [16]. It is for this reason that a method able to capture the data of social networks is necessary, and with this, the emotions of the users identified. By having a method that can be replicated, the fields of application are various and can help organizations improve the quality of life of people in all aspects that society requires.

Currently, one of the problems that needs solving in natural language processing (NLP) is author profiling; this is the problem of identifying, through the text that the user writes, the demographic characteristics of the author of that text [17]. The most common traits identified are gender and age range. However, other demographic aspects are of interest, not only to the computing community, but also to areas of the social sciences, particularly psychology [18,19]. This aspect is known as the identification of personality traits, which is considered as one more dimension to the problem of author profiling. This work proposes the development of a machine learning model for personality prediction. For this, Twitter data is taken and processed to identify the behavioral traits of a given population [20,21].
2. Materials and Methods

According to related work, social networks are capable of highlighting attributes that people do not transmit to the outside world on a day-to-day basis. This breaks the paradigm of those who believe they know themselves when the Internet can know them more than the person himself. Likewise, the work [22] mentions that the tweets that users write every day have a strong correlation with their personality, specifically with the five great personality traits [23]. What can be discovered by performing a textual analysis of the words that people write in their tweets? For example, in the results found by the authors, they identify that the words related to the family have a stronger correlation with the extraversion trait, or the words related to health have a higher correlation with the conscientiousness trait. According to the article [24], the most popular social networks are Facebook and Twitter. In article [25], a business analysis functionality is offered that contemplates the use of opinions carried out in software applied to companies in general and, thus, facilitates the polarity of the content. Based on the study carried out in [26], the development of a technology capable of helping opinion-free exploration and perception with the help of vector support machines is recommended, that is, the opinions represent the analysis; however, it lacks a specific topic since tweets in general are analyzed. In this way, you can identify how they use systematized processes to find the result. The work [27] presents the development of a tweet classification model using supervised machine learning with artificial neural networks, which segmented the users of a Twitter account into categories. In this work, information was collected from a representative sample of network users with personal online surveys, using the qualitative methodology, which consisted of conducting personal interviews. This work achieves an analysis of the perception of users through their digital images. Other projects have developed an automatic summary system that is based on the extraction of the most representative tweets with the help of systems based on latent semantic analysis which counts the popularity of a tweet [28].

Another of the works reviewed [29] estimates the personality of individuals, preparing a survey using the characteristics of the Big Five Inventory (BFI) and applying it to 295 Twitter users. This research uses three machine learning methods known as support vector machine (SVM), K-Nearest-Neighbor (KNN), and Multinomial Naive Bayes (MNB) [30], where they combine Linguistic Inquiry Analysis and Word Count (LIWC) to obtain a better performance of the personality prediction system. These methodologies are taken as the basis for the design of a model capable of predicting the personality of university students through the application of automatic learning techniques and algorithms [31]. In addition to the hypotheses found in the related works, several concepts that are part of the proposed method are used in this one. In addition to these models, the work [28] discusses the design of a data mining strategy to analyze the sentiments of the tweets regarding the special jurisdiction for peace, carrying out an investigation with which it is sought to order and execute a series of steps to perform this process optimally and sustainably [32]. In its results, a data mining model is implemented to classify the corresponding tweets based on the feelings of the users to know their position regarding a specific topic and its processes.

2.1. Development Tools

For the development of the machine learning algorithm, the use of open-source software has been arranged. This selection is so the method can be replicated by as many sectors as possible, without licensing limitations. Another factor that influences the use of this type of tool is the volume of existing information on their use, as well as the availability of libraries and datasets that can be used for algorithm training [33].

Python version 3.11.0, created by Guido van Rossum in 1991 in the USA, has several libraries that allow the use or integration of various additional features. Of those that have been considered for this work is Tweepy, which allows easy and automated access to Twitter’s application programming interface (API) that uses functions associated with the original endpoints of the application. The next library is Pandas, which is used for the
management and analysis of data structures, with the option of creating new structures with more functionalities based on arrays from the NumPy library. Another library is Seaborn, which allows the presentation of the results through detailed graphics, it is based on Matplotlib, and provides a high-level interface [34]. For the NLP tasks, the natural language toolkit and TextBlob are used, which allow morphological analysis, entity extraction, opinion analysis, sentiment analysis, and automatic translation, among other tasks.

2.2. Machine Learning

Machine learning belongs to the field of AI, which creates systems that learn automatically. In this context, learning means that systems can identify complex patterns in millions of data [35,36]. The machine that learns is an algorithm that reviews the data and can predict future behavior. Machine learning is classified in different ways depending on how you want to train the algorithm, among these types the following stand out:

- Supervised learning;
- Unsupervised learning;
- Reinforced learning;
- Semi-supervised learning;

2.3. The Big Five Personality Traits

Why does everyone behave differently in different situations and contexts? How can we explain that brothers raised in the same environment are so opposed to each other? In recent centuries, these types of questions about the personality of human beings have been finding certain answers thanks to research in the field of the psychology of individual differences [29]. The Big Five model is a pattern in the study of personality that examines its structure, based on five broad elements or personality traits. It is one of the most used theoretical bodies to define and measure what the personality of everyone is like, and these are:

- Openness to experiences: people with this personality tend to seek new personal experiences and prefer to break the routine. These types of people are more creative and know different topics thanks to their intellectual curiosity.
- Meticulousness: in this case, this type of person usually has self-control, they have a great ability to plan and organize. In addition, they tend to be introverted and develop a behavior of perfectionism or obsession, usually requiring a balance to avoid reaching these extremes.
- Extraversion: the subject with this personality is open with others and is focused on social environments. These people have a better type of communication with large groups of people and tend to relate more personally than on social networks.
- Kindness: people in this category rely on honesty and are willing to lend help to people in need, and tend to be respectful, tolerant, and calm people.
- Neurosis or emotional instability: those who have this personality have unpredictable behavior, are reactive people in intense situations, and tend to have negative thoughts.

2.4. Method Design

The method focuses on the development of a machine learning model for personality prediction based on the behavior of a person on the social network Twitter. To meet this objective, the use of a method by phases aligned to knowledge discovery in databases (KDD) is proposed for the first two stages and the final stages focus on the design of the AI model [37,38].

- Population identification and data collection;
- Data preprocessing;
- Sentiment analysis;
- Training and evaluation of the AI model;
- Implementation of the model in a real environment.
2.4.1. Population Identification and Data Collection

The selected population is part of a focus group of users that allows a quantitative or qualitative analysis of the study phenomenon. The group is made up of 21 students who belong to a university in Ecuador. These students belong to an administration career course. Of the group, 21 students are active Twitter users to whom a survey was applied where they must select their personality type [39]. This is based on the five personality traits; the results are presented in Figure 1. Of the 21 people surveyed, 7 are considered in the sympathy group, 5 in conscientiousness, 4 people are considered extraverted, 3 are in the category of neurosis, and 2 are open to experiences.

An important aspect in handling the data of a given population is the security of the information and that people know what the data is used for. For this reason, the group was informed that the use of their data from the use of the survey is part of an academic study seeking to establish initial parameters to determine the personality of people by using information technologies [40] and communication (ICT). In the survey, in addition, to the five major personality traits, additional data has been obtained that is used for subsequent analysis, one of the important data extracted is the Twitter username.

Once the population has been identified, the extraction phase begins with the creation of functions for data collection, for which the Jupyter Notebook cloud platform known as Deepnote is used. One factor that has been considered in the development of the model is that the data collection process is automatic and reusable. To achieve this goal, the Tweepy library is used to interact with the Twitter API and make requests to obtain the following data:

- The number of followers;
- The number of people you follow;
- The total number of tweets;
- Twitter ID of the user;
- Retweets;
- Total retweets;
- The number of user mentions;
- Tweets where the user is mentioned;
- A total number of tweets the user has liked;
- Tweets that the user has liked;
- Tweets are written by the user.
For the collection of data, certain guidelines are followed, for example, the retweets of the users considered are those that are shown in the personal timeline. Mentions or labels to a user are also contemplated either by a response to another tweet or by interactions [41]. For data limitation, the last 100 original tweets, retweets, mention tweets, and tweets that the user has liked were collected.

The collection of retweets and tags affects the collection of data since these become data from random users. The collection of data from random users aims to create a basis for a correlation between the focus group whose personality traits are already known and their behavior on Twitter versus the data of random users that are the object of study for the training and validation of the machine learning model. The tweets generated by the focus group of users are processed to identify the frequent words used when writing a tweet, in addition to the most frequent words that they liked in the tweet, this information allows random users to be selected. Therefore, with the frequent words identified, a search of 50 tweets is generated for every 10 most-used words, and with these results, 21 selected users are identified [42]. For the data to be valid, the search tweets to be collected must be original and must have likes. From each collected tweet, the author is extracted, resulting in more than 2000 random users. However, for the analysis process, and considering the technological resources available, the sample is limited to 1,000 users. To avoid blocking the collection requests made to the Twitter APIs, the process is divided into batches of 500 users.

2.4.2. Data Preprocessing

Preprocessing takes the raw data and transforms it into a machine-readable format. Preprocessing includes two stages, data cleansing and data transformation. Data cleaning allows the fixing or removal of incorrect, corrupt, duplicate, or incomplete data from a dataset [43]. When analyzing data, you must verify that the dataset you are working with is as clean and complete as possible. In the data collected from the focus group and the group of random users, it is verified that there are no data that negatively affect the training of the AI algorithm.

For the preparation of textual data to functional data for the application of sentiment analysis algorithms, a procedure consisting of three steps is applied. Tokenization separates or segments each string of text into individual words. That is, it transforms a text string that is understandable for people into a string that is understandable for analysis. For example, if we clean a text string that is in Spanish because this is the language of the country where the work is carried out, we have “Ayer regrese a la casa tarde!!!”, and with the tokenization applied, [“Ayer”, “regrese”, “a”, “la”, “casa”, “tarde”, “!!!”] is obtained. In the next step, reserved words are removed, this includes all those words in common use that a search engine has been programmed to ignore, for example, la, a, en, le, etc. Therefore, the previous string would be [“Ayer”, “regrese”, “casa”, “tarde”, “!!!”]. In the next step, special characters that are within the text, such as punctuation, exclamation, question marks, etc., are removed. The text string is finally [“Ayer”, “regrese”, “casa”, “tarde”].

Data transformation is the process of converting data into appropriate formats for analysis or model training [44]. One of the common transformations that you need to perform on Twitter data is to identify the appropriate column to get the average number of words per tweet and the average number of hashtags per tweet. The averages allow us to analyze the relationship between the average number of words a person writes when posting a tweet and their personality. In addition, it is possible to identify the average number of hashtags that you can use when writing your tweets.

2.4.3. Sentiment Analysis

Sentiment analysis is the process that uses AI models and algorithms to categorize text into three polarized sentiments. The polarity of a text is a value that measures the strength of a positive, neutral, or negative feeling [45]. Currently, there are pre-trained machine learning algorithms that specialize in NLP [46]. The sentiment analysis process focuses
on the polarity of the text, where there are values ranging from $-1$ to $1$. Those values less than 0 are marked with a negative polarity, values equal to 0 are marked with a neutral polarity, and those values greater than 0 and close to 1 belong to a positive polarity. For this proposal, the Python TextBlob library is used in the sentiment analysis model. This library is widely used in the processing of textual data since it has a very simple API to perform NLP tasks, sentiment analysis, noun extraction, text translation, etc. Tweets present in the extracted dataset are the original tweets, those that have been liked, and the retweets of each user [47].

Once the categories have been identified, three tasks are applied for the analysis. The first is to obtain the average polarity of all the users’ tweets. In this process it is important to establish the language of the tweets, this depends on the country of the users. This work is carried out in Ecuador, therefore, most of the tweets are in Spanish. When using TextBlob, the process allows us to translate the tweets into English and perform the text analysis. The second task is to label the averages based on the range from $-1$ to 1, to define whether the comments are negative, neutral, or positive. The third task labels the polarities based on the feelings that are repeated the most.

Figure 2 shows the total number of negative, neutral, and positive sentiments in the analysis data set. Figure 2a shows the average number of negative, neutral, and positive sentiments for each category of tweets. The average obtained indicates that there are many tweets with positive feelings, followed by negative tweets, and with a lower percentage are tweets with neutral feelings. In Figure 2b, the common feelings found by category of tweets are presented, the results that it presents refer to the fact that there is a greater number of neutral feelings than positive feelings.

(a) (b)

Figure 2. Sentiment analysis and category identification: (a) shows the average of mixed feelings by category of tweets; (b) presents the common sentiments by category of tweets.

For the next stage of the analysis, the LIWC tool is used. This uses a dictionary of words that associates them with more than 70 linguistic categories, such as first-person pronouns, social categories, negative and positive content categories, etc. The tool uses the Open-Source library, and Empath, which analyzes and compares each existing word in a tweet with a dictionary of words available in the tool or custom dictionaries. From this information, the tool calculates the frequency of appearance of the words by category and finally returns the average appearance [24]. Below is an example of the configuration of the LIWC analysis model in a text with a negative connotation applied to three categories of tweets from the dataset used. The analyze_lexicon function is used in a text with a negative connotation and returns a series of linguistic categories based on the frequency with which they appear. In the example, categories whose words appear at least 25% within the phrase
are filtered. The negative phrase is “I hate life I hate my family”, the results fall into three categories, hate, envy, and negative emotions, each with an appearance percentage of 25%. These results demonstrate the relationship between the phrase, the categories, and the effectiveness of the analysis tool.

- result = analyze_lexicon (“I hate the life I hate my family”)
- for k,v in result.items () :
  a. if v >= 0.25:
  b. print (f”{k}:{v}”)

Resulted:
- hate = 0.25;  
- envy = 0.25;  
- negative_emotion = 0.25;

When making a comparison of the analysis using a text with a positive connotation, it is obtained in a small sentence, and there may be several categories of words, among the most relevant are love, science, school, reading, and positive emotions. The phrase used in this analysis is “I love learning”, the configuration and results are below.

- result = analyze_lexicon (“I hate the life I hate my family”)
- for k,v in result.items() :
  a. if v >= 0.25:
  b. print (f”{k}:{round (v,3)}”)

Resulted:
- school = 0.333;  
- love = 0.333;  
- science = 0.333;  
- reading = 0.333;  
- positive_emotion = 0.333;

An important aspect of text analysis is the elimination of stop words, within this group are those common words within a text that do not generate an added value or meaning. For example, the articles or prepositions that are used in the language such as the, or words such as for, with, of, etc. By eliminating the stop words, the complete words of the tweets are obtained for the calculation of frequent words used by users. The elimination of the stop words, the natural language toolkit (NLTK) and WordCloud libraries are used. NLTK allows you to perform text analytics and remove stop words through its list of stop words in Spanish and English. WordCloud is a library that calculates the frequency with which words appear within a text and graphs them in a word cloud.

The results of the analysis are presented with the use of a cloud of words; the larger the size of the word in the cloud, the greater the incidence of it being in the analyzed text. Figure 3 presents an example of frequent words from the original tweets of a user who, on average, has negative feelings, and another user whose tweets, on average, have positive feelings. In the negative connotation, Figure 3a, words such as rude, hate, envy, and thief are identified, all in Spanish. Figure 3b shows words with neutral and positive connotations, such as love, person, life, and virtue. In this figure, there is a word with a negative meaning, this is suffering, and it has a small size compared to the rest.

2.4.4. Training and Evaluation of the AI Model

In this stage, a machine learning model is used to recognize patterns in the analyzed dataset. The applied algorithm is regression, which considers the five columns of personalities with numerical values that result in the frequency percentages of each personality [48]. For the selection of the algorithm to train, an evaluation of three algorithms is carried out, which are linear regression, logistic regression, and random forest regression. Each of the statistical algorithms evaluated performs both classification and regression tasks, the latter being the one with the best performance.
Another important hyperparameter is the criterion with which the variables are evaluated, the higher the computational cost, among these they find each other: Class_weight; Criterion; Max-depth; Max_features; Max_leaf_node; N_estimators; Max-samples, etc.

For the evaluation, a dataset of 942 rows of data was segmented into 80% for training data and 20% for test data. Once the three algorithms have been trained with the training set, the error metrics are evaluated with the test data. The three algorithms obtained satisfactory results; however, the random forest regression algorithm stood out from the others because the resulting mean square error (MSE) was the lowest of all. In addition, this algorithm has the following advantages:

- It is an algorithm of easy use and understanding of results;
- It adjusts to large data sets since it can generate as many decision trees as necessary;
- It tends to handle data overfitting through the random generation of trees based on the training set;
- This algorithm tends to generate better accuracy in its predictions compared to decision trees or other similar algorithms.

For the regularization of the model, several hyperparameters have been established when training a machine learning AI model, and several hyperparameters are considered typical within the training, including the estimators, the precision, the percentage of the data used, etc. The evaluation of the hyperparameters is the result of experimentation; however, it is possible to use libraries that allow establishing the hyperparameters that fit the proposed models. For example, for RadomRorestClassifier, the get_params() method is used, which presents the potential hyperparameters that can be included in the learning; however, it is necessary to consider that the greater the number of hyperparameters, the higher the computational cost, among these they find each other:

- Class_weight;
- Criterion;
- Max-depth;
- Max_features;
- Max_leaf_node;
- N_estimators;
- Max-samples, etc.

To begin processing of the data, the use of n_estimator is established, this has by default several estimates of 100; however, it is possible to adjust this value and create several models with smaller estimates, such as 10, 20, 30, etc. Another hyperparameter selected is the max_samples, which is the percentage of data used to build each tree, for example, a tree can be built with 10% of the data, and another with 30% or 60%. This hyperparameter allows variation in the creation of the trees that correspond to the forest. Another important hyperparameter is the criterion with which the variables are evaluated, for which it is possible to use the entropy or the Gini impurity, even including both in

Figure 3. Categories of feelings represented in word clouds: (a) presents the LIWC categories of a user with negative feelings in a text in Spanish; (b) presents a cloud of words with the identification of LIWC categories of users with positive feelings.

(a)  
(b)
the same analysis. These criteria are included in the hyperparameter “criterion”. The configuration of the hyperparameters in the application has the following format:

- Parameters = {'criterion': ('gini', 'entropy');
- "n_estimators": (10, 20, 30);
- "max_samples": (1/3, 2/3)}.

Once selected and given the values in each hyperparameter, it is necessary to establish the metric that interests optimizing, this metric is the most important in the domain and is generally the accuracy.

There are other methods by which the training of AI models is possible, for example, the Sklearn Python library allows the use of various machine-learning algorithms. Among them is RandomForestRegressor, which is the one applied in the analysis, the required hyperparameters are the number of estimators or decision trees to be generated and the maximum number of nodes in the tree. The values of the parameters are:

- Estimators or decision trees = 100;
- Maximum number of nodes = 100.

The model is trained with 754, where the numerical values to be predicted are the frequency percentages of the personality columns. The predictive variables are the following:

- Number of followers;
- Number of followed;
- Total, user tweets;
- Total number of tweets that the user has liked;
- Average sentiment polarity of the user’s original tweets;
- Average sentiment polarity of user retweets;
- The average polarity of the sentiment of the tweets that the user has liked.

Another personality classification model is a multiple-label classification. This implies that a person may have more than one personality trait or no dominant personality trait at all. The multiple-label method used is a binary relevance that transforms each label into a binary with an independent assumption [16]. It uses a classifier for each tag and trains a classifier based on the transformed data. Naive Bayes is a classification algorithm based on the application of Bayes’ theorem [17]. Multinomial Naive Bayes (MNB) is a variation of Naive Bayes designed to solve the classification of text documents. MNB uses a multinomial distribution with the number of occurrences of a word or the weight of the word as the classification feature. The MNB equation is shown in Formula (1), where:

- \( P(X|c) \) =probability document X in class c;
- \( N_c \) = total documents in class c;
- \( N \) = total documents;
- \( t_1 \) = weight term t;
- \( \propto \) = smoothing parameter.

\[
P(c) = \log \frac{N_c}{N} + \sum_{i=1}^{n} \log \frac{t_i + \propto}{\sum_{i=1}^{n} t_i + \propto}
\]

2.4.5. Implementation of the Model in a Real Environment

The implementation of the machine learning model is carried out in a production environment, in which both users and business stakeholders can interact with it and make decisions based on the results obtained from the model. To meet this objective, a hosting location that allows rapid data consumption is important. The option proposed in the method is the development of a web page. For the development of the page, the Python Flask micro-framework is used, this tool allows to easily develop the back end and front end of a web application using HTML templates created with a proprietary language called Jinja2. The selection of Flask is mainly due to the ease of deployment of the machine learning models that the tool has [49].
In Figure 4, the architecture of the web application is presented, where the five models deployed are shown. Access to the endpoint is conducted through a URL, depending on the domain where it was applied. The endpoint makes a connection to the Twitter login using its authentication API to a user’s account. The application looks up the username of the authenticated account and the user can initiate data processing and analysis.

\[ P(c) = \frac{\text{log} N_c}{N + \text{log} \sum_{t} t_i} \]

2.4.5. Implementation of the Model in a Real Environment

The implementation of the machine learning model is carried out in a production environment, in which both users and business stakeholders can interact with it and make decisions based on the results obtained from the model. To meet this objective, a hosting location that allows rapid data consumption is important. The option proposed in the method is the development of a web page. For the development of the page, the Python Flask micro-framework is used, this tool allows to easily develop the back end and front end of a web application using HTML templates created with a proprietary language called Jinja2. The selection of Flask is mainly due to the ease of deployment of the machine learning models that the tool has [49].

3. Results

For the analysis, 1000 random users collected were considered, in the cleaning phase it was found that there was duplicate usernames, specifically 31 users who were eliminated from the dataset. Additionally, users were found who strangely had no data on the tweets they liked, or their original tweets were all very similar. When performing manual checks of their activity on Twitter, it was discovered that these users were possibly bots or people who did not use the platform or generated very little activity. These users, likewise, were removed from the dataset due to their null relevance in the analysis. In addition, URLs, hashtags, mentions, emojis, or any other type of character that could negatively affect the analysis of tweets were removed. Thus, the final dataset was reduced from 1000 rows of users to 942 rows of users.

After cleaning and analysis, several results were obtained that guaranteed the sentiment analysis process. Among the most relevant results that stood out was the correlation between the personality trait of the users and their number of followers. Figure 5 presents the extraversion trait, where on average, users had fewer followers than the conscientiousness or neurosis trait.

Figure 6 analyzes the relationship between the average of the negative sentiments of the original tweets and the predominant personalities of the users. Figure 6a shows that there is no absolute dominance of a single personality, there are several users with a predominant personality of neurotic who have more negative feelings in their tweets. However, the remaining users are very close in the count, such as agreeableness or extraversion. In this way, it is concluded that, although negative feelings are related to negative personalities, such as neurosis, this is not always the case, and the rest of the personalities can also have negative feelings associated with tweets. The opposite happens in Figure 6b, where the relationship between the positive sentiment of the original tweets of the users and their predominant personalities is observed. Those positive personalities are more frequent.
in the count of positive feelings, dominating the agreeable trait, along with extraversion and conscientiousness. However, as in the previous result, the fact that the tweets have a high positive polarity on average does not mean that personalities, such as neurosis, do not contain some type of relationship, although, to a lesser extent, there is a relationship.

![Figure 5](image)

**Figure 5.** Identification of the number of followers by user personality trait.

![Figure 6](image)

**Figure 6.** Analysis of relevant sentiments of predominant personalities: (a) negative sentiments of tweets by predominant personality; (b) the positive sentiment of tweets by predominant personality.

For data labeling, human-in-the-loop (HITL) involvement is required. In this process, the developers are responsible for labeling the data, according to certain criteria. For dataset data labeling, correlation Table 1 is used, where the existing level between the LIWC categories and the five major personality traits is identified.

**Table 1.** Pearson correlation between the LIWC categories and the Big 5 personality traits.

| LIWC          | NEU | EXT | OPN | AGR  | CON  |
|---------------|-----|-----|-----|------|------|
| Total pronouns| 0.06| 0.06| –0.21| 0.11 | –0.02|
| First person sings | 0.12| 0.01| –0.16| 0.05 | 0    |
| First person plural | –0.07| 0.11| –0.1 | 0.18 | 0.03 |
| First person   | 0.1 | 0.03| –0.19| 0.08 | 0.02 |
| Second person  | –0.15| 0.16| –0.12| 0.08 | 0    |
| Third person   | 0.02| 0.04| –0.06| 0.08 | –0.08|

AGR = Agreeableness; CON = Conscientiousness; EXT = Extraversion; NEU = Neuroticism; OPN = Openness.

Figure 7 presents the Pearson correlation between the LIWC categories and the five broad traits considered in the study [40]. The correlations focus on the personal pronouns, in the first, second, and third person. The results show that texts written with pronouns in the first-person singular have a positive correlation with the Neurosis trait, while pronouns in the first person plural have a positive correlation with both the extraversion trait and the trait of sympathy. With this information, a keyword dictionary is created, these are the ones found in the Empath analysis, as well as LIWC’s own words. Dictionary values are a list of positively correlated personality traits targeting one or more categories. The
features represented in letters form the acronym OCEAN. In the next stage, the categories previously obtained based on the three categories of tweets in the dataset are compared, and the data is labeled by calculating the frequency of appearance of each of the five letters of the traits.

Figure 7. Distribution of personalities of all users of the dataset results in relative differences between the percentage of one personality and another.

4. Discussion

According to the results obtained, it can be identified that the performance of the machine learning algorithm in the personality trait recognition task has been effective. For this, an evaluation was carried out using quintuple-crossed controls. Table 2 reports the precision result for the analyzed data set, the precision calculation is performed using the standard deviation, for which it is possible to use two formulas. One of them is used if the measured data represents a complete population, while a second formula is used in case the measured data comes from only a sample of the population. For this work, a set of samples is used, where Formula (2) for the standard deviation to be used for a set of samples is presented below:

$$\sigma = \sqrt{\frac{\sum (x - \mu)^2}{n - 1}}$$  \hspace{1cm} (2)

Table 2. Accuracy of the dataset in Spanish.

|        | ACC       | MNB       | KNN       | SVM       |
|--------|-----------|-----------|-----------|-----------|
| AGR    | 60.45 ± 1.98 | 59.38 ± 1.54 | 62.75 ± 1.36 |           |
| CON    | 59.86 ± 1.65 | 61.95 ± 1.75 | 61.74 ± 1.23 |           |
| EXT    | 61.02 ± 1.21 | 63.51 ± 2.06 | 58.92 ± 1.81 |           |
| NEU    | 58.48 ± 1.75 | 55.3 ± 1.42  | 60.12 ± 1.15 |           |
| OPN    | 63.98 ± 1.94 | 65.71 ± 2.51 | 59.66 ± 1.61 |           |
| Third person | 60.75 ± 1.71 | 61.17 ± 1.85 | 60.63 ± 1.43 |           |

As with calculating the mean deviation, the first step is to find the mean of the data values by using the set of measurements on each factor. In the second step, the square of each variation is calculated, for which, for each data point, the data value is subtracted from the mean and the result is squared. The square of the difference will always be positive in each case of the five sample data values. Finally, the square root of the result is calculated, this represents the variance of the data set. The standard deviation is the square root of the variance, using this calculation, the precision of the balance is represented by giving the mean, plus or minus the standard deviation. For example, the accuracy of AGR is 60.45 ± 1.98.

In the validation tests, MNB had the best precision of the three methods tested with an average value of 59%, while SVM and KNN presented a similar performance. The MNB method works more efficiently than SVM since it presents certain difficulties to separate a class from a word when the data set is not exact. The KNN method about MNB has a lower precision, this is due to the difficulty in determining the optimal value of K [18,19].
The total value of K is crucial because the probability result of KNN is calculated from the K samples. The opposite is seen in MNB, which uses pure probability calculations on existing features, based on average scores of 60% and 61%. This limits the analysis and fails to improve accuracy since the results are equal to the best score of similar investigations with 60%.

Other results analyzed and that is relevant is the test of respondents. This process aimed to identify how this automatic personality prediction model compares to more traditional personality prediction. Currently, one of the most popular personality prediction tests is the test based on the big five personality traits that are applied in online questionnaires [22,23]. Therefore, we compared the result of the Figure 2 system with the predicted result of the questionnaires [50]. The system will retrieve the text data of users’ Twitter accounts and classify them using three methods and the combined method. Users then complete the questionnaire test and report the results. The respondents consisted of 21 people. Elected respondents must have a Twitter account, and the ranking language selection is based on the user’s primary language [51]. The test results are shown in Table 3.

Table 3. Accuracy of respondent testing.

| Method | ACC  |
|--------|------|
| MNB    | 61%  |
| KNN    | 59%  |
| SVM    | 60%  |
| Combined | 63% |

The combined method is the final prediction of the application, in which the best analysis results of the respondents were obtained with an accuracy of 63%. The combined method can produce higher precision because it presents improvements in the classification model. The overall accuracy is not very good, but it may show that automatic text personality recognition can be an alternative to survey-based analysis.

5. Conclusions

In this work, an AI model is developed to demonstrate the reliability of estimating the personality traits of a user using the tweets it generates. We incorporate language-based functions based on sentiment analysis and NLP, with an ensemble prediction algorithm consisting of decision trees and an SVM classifier. The results indicate that the accuracy of the prediction varies across the five personality categories, with the labels for the neurosis and extraversion dimensions being the most reliable.

The performance of the model is directly related to the state of the art in this domain and is validated on the Twitter dataset used. During analysis processing, it was found that simple language-based models can reliably identify certain personality traits, although some aspects can be evaluated with greater confidence than others. However, language-based prediction models do not efficiently capture a person’s behavior, especially on Twitter, as its format limits posts to 280 characters.

Multimodal information fusion has been effective for analysis as it feeds into a diverse set of features that may be important in improving prediction accuracy. An important challenge in this work has been the process of acquiring reliable data containing sets of information aligned to the proposed research. Several works have been reviewed that aim to predict the personality traits of social networks, these incorporate different sources of information that include text tweets/posts, photos, videos, URLs and activities likes, comments, retweets, mentions, follows, etc.

In future work, the plan is to collect and represent different forms of interactions such as tweets, retweets, mentions, comments, URLs, and likes as a multi-layered graph and explore the usefulness of incorporating data from multiple social networks such as Facebook and Instagram for data-driven analytics, text, and images.
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