Resonant Y-shaped soliton solutions to the Kadomtsev–Petviashvili II (KPII) equation are modelled as shock solutions to an infinite family of modulation conservation laws. The fully two-dimensional soliton modulation equations, valid in the zero dispersion limit of the KPII equation, are demonstrated to reduce to a one-dimensional system. In this same limit, the rapid transition from the larger Y soliton stem to the two smaller legs limits to a travelling discontinuity. This discontinuity is a multivalued, weak solution satisfying modified Rankine–Hugoniot jump conditions for the one-dimensional modulation equations. These results are applied to analytically describe the dynamics of the Mach reflection problem, V-shaped initial conditions that correspond to a soliton incident upon an inward oblique corner. Modulation theory results show excellent agreement with direct KPII numerical simulation.

1. Introduction

Mach reflection occurs when a sufficiently large amplitude line soliton or classical shock interacts with a barrier at a sufficiently small angle. A Y-shaped triad is formed consisting of two smaller amplitude solitons or shocks and a larger ‘Mach’ stem perpendicular to the barrier (figure 1). This phenomenon was first reported experimentally in the context of shallow water solitons impinging on a corner in J. Scott Russell’s seminal 1845 paper [1], while later in 1875 Ernst Mach observed his eponymous phenomenon arising through interacting shocks in gas dynamics [2,3]. In this paper, we present
Figure 1. (a) Mach reflection of a soliton or shock impinging on a compressive corner with sufficiently small angle $\varphi$. (b) Mach reflection also occurs for solitons with an initial inward V-shape, which under the KP equation (1.1) is identical to the left figure for the purposes of analysis. (Online version in colour.)

Figure 2. (a) A line soliton exact solution (1.2) to the KP equation (1.1), where $a$ represents the max amplitude, $q = \tan \varphi$, and the width is proportional to $\epsilon$. (b) A resonant Y soliton solution to the KP equation (1.1) with physical variables $(a_i, q_i)$ of the $i$th soliton labelled. The physical variables are determined by three phase variables according to the conditions (2.4). This Y soliton corresponds to the local behaviour of the bottom half of figure 1b. (Online version in colour.)

Line solitons are special travelling wave solutions of the Kadomstev–Petviashvili (KP) equation

$$u_t + uu_x + \epsilon^2 u_{xxx} + u_{yy} = 0,$$  

where $\epsilon > 0$ is a parameter representing the strength of dispersion. This version (1.1) with $+u_{yy}$ is also known as KPII [4], a completely integrable equation [5] that arises in surface water waves [6,7], internal water waves [8,9] and ion-acoustic waves in plasma [10]. It admits a two-parameter family of stable line soliton solutions,

$$u(x, y, t) = a \text{sech}^2 \left( \frac{\sqrt{a}}{12} \frac{x + qy - ct}{\epsilon} \right), \quad c = \frac{a}{3} + q^2,$$  

where $a$ is the soliton peak amplitude, $q = \tan \varphi$, $\varphi$ being the counterclockwise angle between the soliton and the $y$-axis (figure 2a), and $\epsilon$ is proportional to the soliton’s width in the direction of propagation. The KP equation (1.1) is a two-dimensional generalization of the Korteweg–deVries (KdV) equation and therefore a natural framework for the study of line solitons; when $q = 0$ in (1.2), the well-known KdV soliton is recovered.

The KP equation (1.1) also admits a three-parameter family of Y soliton solutions that consist of a resonant triad of line solitons stably joined together (figure 2b) and represent the long-time asymptotic state for line solitons after Mach reflection. Objects of much study, Y-shaped configurations have been observed in numerics [11–18], physical experiments [1,12,15,19–23] and field observations [6,24]. KP Y solitons were first described mathematically by John Miles.
[25,26], whose results were generalized by the discovery of more complex KP exact solutions that contain Y-shaped substructures [13,27–31]. Numerical studies have also identified approximately resonant Y-shapes arising in other similar equations [32–35].

In this paper, we study the Y soliton in the zero-dispersion (i.e. $\epsilon \to 0$) limit of the KP equation (1.1). In this limit, which is equivalent to the limit of long time $t$ and large spatial $(x,y)$ scales for some kinds of data, line solitons (1.2) vanish in width to become localized to a line in the $x$-$y$ plane. When a line soliton is modulated, its parameters $(a,q)$ in the zero-dispersion limit evolve according to Whitham modulation equations [36–40]. Recent advances in Whitham modulation theory for the KP equation (1.1) [41–43] have proven to be effective for studying the asymptotic evolution of line solitons interacting due to various initial conditions [44–46], some of the first applications of Whitham theory to a governing equation in two spatial and one temporal dimension.

In this work, we obtain two main results by examining the zero-dispersion limit of line solitons and Y solitons. The first result is that, in this limit, all continuous line soliton modulations become essentially one-dimensional in the $x$-$y$ plane. We demonstrate that $a$ and $q$ are constrained so that if one knows the parameters’ evolution in one spatial dimension, their evolution in the other dimension can be determined. This result will allow us to reduce the ($2+1$)-dimensional soliton modulation equations to a ($1+1$)-dimensional system.

The second and primary result of this paper is that the KP Y soliton can be interpreted as a shock solution to the soliton modulation equations. In the zero-dispersion limit, the three-way intersection of line solitons in the centre of the Y soliton reduces to a single point of discontinuity in the modulation parameters. The velocity of this vertex and relationships between the three solitons’ parameters can then be determined using a generalization of Rankine–Hugoniot jump conditions for a family of conservation laws of the modulation equations. In order to account for the multivalued nature of the Y soliton while using ($1+1$)-dimensional modulation conservation laws, we introduce modified Rankine–Hugoniot jump conditions, where the densities and fluxes of the two smaller legs of the Y soliton are summed. Notably, we show that the family of modulation conservation laws for which the Y soliton vertex satisfies these modified Rankine–Hugoniot jump conditions is infinite, contrary to the typical setting of hyperbolic conservation laws.

Our results imply that the Y soliton can be understood as a modified Whitham shock [47], a recent discovery defined as a discontinuity in the modulation equations that satisfies Rankine–Hugoniot jump conditions and corresponds to a travelling wave solution to the full equation. Whereas in classical shock theory, a shock is obtained by taking a zero viscosity limit of a travelling wave solution to a dissipative equation, a Whitham shock is obtained by taking the zero-dispersion limit of a travelling wave in a dispersive equation.

The modulation theory approach features a number of additional novel elements. A physically inspired way to study resonant soliton interactions is by formulating non-soliton initial value problems. The descriptions of the full dynamics of such problems have been limited to numerical simulations, because analytical methods have focused on exact multi-soliton solutions to the KP equation (1.1) [14,17,22,23,30,48,49]. The modulation approach has the advantage of being able to describe the dynamical evolution of non-soliton initial conditions, not only the long time, locally steady state. In this paper, we demonstrate this advantage by analytically solving for the evolution of V-shaped initial conditions, i.e. the Mach reflection problem [14,17,22,23,34,49]. In addition, to the best of our knowledge, this work is the first fully two-dimensional application of Whitham modulation theory, which typically has been restricted to one-dimensional equations or reductions. Consequently, this method holds promise for studying soliton resonance or near resonance in equations where multi-soliton solutions are not known.

The remainder of the paper is organized as follows. In §2, we summarize the exact solution forms of the KP line soliton and Y soliton solutions, and we review their zero-dispersion limits. Next, in §3, the derivation of an infinite number of soliton modulation equations in conservation form is presented. In §4, we show how the Y soliton satisfies (modified) jump conditions for the infinite modulation conservation laws. These results are applied to the classical Mach reflection problem.
2. Exact soliton solutions to the KP equation

(a) Exact soliton solutions

A large class of multi-soliton solutions of the KP equation (1.1) can be expressed as \[49,50\]

\[
u(x, y, t) = 12 \frac{\partial^2}{\partial y^2} [\log \tau(x, y, t)],
\]

where the tau function \( \tau(x, y, t) \) is given by the Wronskian of exponentials

\[
\tau(x, y, t) = \text{Wr}(f_1, \ldots, f_N) \quad \text{and} \quad f_n(x, y, t) = \sum_{m=1}^{M} A_{n,m} e^{\theta_{n}(x,y,t)},
\]

and the phases \( \theta_1, \ldots, \theta_M \) are

\[
\theta_m(x, y, t) = \frac{1}{\sqrt{12}} \left( k_mx + \frac{k_m^2}{2} y - \frac{k_m^3}{3} t + \theta_{m,0} \right).
\]

The solution (2.1) is uniquely determined by the phase parameters \( k_1, \ldots, k_M \) and the coefficient matrix \( A = (A_{n,m}) \), plus the translation constants \( \theta_{1,0}, \ldots, \theta_{M,0} \). Without loss of generality, one can take the phase parameters to be strictly ordered so that \( k_1 < \cdots < k_M \).

Generically, the above representation produces a solution with exactly \( N \) asymptotic line solitons as \( y \to \infty \) and \( M - N \) asymptotic line solitons as \( y \to -\infty \) \[50\]. The amplitude and slope of each asymptotic line soliton are completely determined by the phase parameters \( k_1, \ldots, k_M \). In the simplest nontrivial case, obtained when \( N = 1 \) and \( M = 2 \), one recovers the soliton solution (1.2), shown in figure 2a. It is convenient to label the two phase parameters as \( k_-, k_+ \), \( k_- < k_+ \) in this case. The amplitude and slope parameters \( a \) and \( q \) are given by

\[
a = \frac{1}{4}(k_+ - k_-)^2 \quad \text{and} \quad q = \frac{1}{2}(k_+ + k_-).
\]

The inverse map to (2.2) is

\[
k_- = q - \sqrt{a} \quad \text{and} \quad k_+ = q + \sqrt{a}.
\]

The next simplest case is obtained when \( N = 1 \) and \( M = 3 \) and represents the resonant soliton solution \[51\], shown in figure 2b. As \( y \to -\infty \) there are two solitons with phase parameters \( (k_1, k_2) \) and \( (k_2, k_3) \), respectively. Conversely, as \( y \to \infty \) one observes only one soliton specified by the phase parameters \( (k_1, k_3) \). Consequently, the Y soliton is determined (up to translation constants) by three phase parameters \( k_1, k_2, \) and \( k_3 \). For leg \( j \) of the Y soliton, \( j \in \{1, 2, 3\} \), counting clockwise from the bottom left (figure 2b), the physical variables \( (a_i, q_i) \) are determined by the phase parameters as

\[
\begin{cases}
q_1 = \frac{1}{2}(k_2 + k_1), & q_2 = \frac{1}{2}(k_3 + k_1), & q_3 = \frac{1}{2}(k_3 + k_2) \\
a_1 = \frac{1}{4}(k_2 - k_1)^2, & a_2 = \frac{1}{4}(k_3 - k_1)^2, & a_3 = \frac{1}{4}(k_3 - k_2)^2.
\end{cases}
\]

Due to the ordering \( k_1 < k_2 < k_3 \), one can see that the top leg (leg 2, also known as the Mach stem) is also the largest amplitude soliton. The velocity \( (s_x, s_y) \) of the Y soliton vertex is obtained by
assuming a travelling wave solution satisfying $\theta_1 = \theta_2 = \theta_3$ (2.1c), which yields

$$(s_x, s_y) = \left(-\frac{1}{3}(k_1 k_2 + k_1 k_3 + k_2 k_3), \frac{2}{3}(k_1 + k_2 + k_3)\right). \tag{2.5}$$

Note that by applying the symmetry transformation $y \to -y$, one can apply the same analysis to a Y soliton with two legs as $y \to \infty$ and one leg as $y \to -\infty$. In this case, after taking $s_y \to -s_y$ and reordering the new phase variables $k_{4-j} \to -k_j$, the expressions for the velocities (2.5) remain unchanged. Although the Y soliton is a special exact solution to the KP equation (1.1), Y-shaped interactions are ubiquitous as building blocks for higher-order solutions to the KP equation [49].

Since the KP equation remains unchanged under the pseudorotation transformation of the form [41,52],

$$q' = Q + q, \quad x' = x + Qy - Q^2t \quad \text{and} \quad y' = y - 2Qt, \quad Q \in \mathbb{R}, \tag{2.6}$$

one can determine $s_x$ in terms of the remaining Y soliton parameters. For a general Y soliton with parameters (2.4), we consider the rotated image of the Y soliton with parameters denoted by $'$ and a vertical stem $q_2' = 0$. The vertical velocity of the Y soliton image from (2.5) is $s'_y = 2k_2'/3$ and its horizontal velocity must be the velocity of the stem $s'_x = a_2'/3$ (see (1.2)). If we now rotate the image Y soliton to the initial Y soliton via a rotation of $Q = q_2$, we can use the symmetries (2.6) to obtain the horizontal velocity that is equivalent to (2.5),

$$s_x = \frac{a_2}{3} + q_2^2 - q_2 s_y. \tag{2.7}$$

(b) Zero-dispersion limit of KP solitons

We will study the Y soliton in the zero dispersion ($\epsilon \to 0$) limit. The equation for the potential $\phi$ of a single line soliton (1.2) where $u = \epsilon \phi_x$ is

$$\phi(x, y, t) = \sqrt{12}q + \sqrt{12}a \tanh \left(\sqrt{\frac{a}{12}} \frac{x + qy - ct}{\epsilon}\right), \quad c = \frac{a}{3} + q^2, \tag{2.8}$$

where the first term is a constant of integration that is well-defined by using the tau function form (2.1). The dispersion parameter $\epsilon$ represents the transition width of the tanh function, which corresponds to the width of the soliton (1.2). The limit of the potential (2.8) as $\epsilon \to 0$ becomes a discontinuous step,

$$\lim_{\epsilon \to 0} \phi(x, y, t) = \sqrt{12} \left[ (q - \sqrt{a}) + 2\sqrt{a}H(x + qy - ct) \right], \tag{2.9}$$

where $H$ is the Heaviside (step) function. Thus, the corresponding soliton solution to the KP equation in the zero-dispersion limit, which is the scaled $x$-derivative of (2.9), is a zero-width impulse with parameters $a$ and $q$, where $a$ is the impulse strength and $q$ is a measure of the slope of the line in the $x$-$y$ plane. In other words, the soliton is localized along the line $x + qy = ct$. This interpretation of a line soliton is similar to what has been called a soliton graph [49], with the zero-dispersion limit corresponding to the so-called ‘tropical’ limit.

Consequently, in the zero-dispersion limit, the three line solitons which compose a Y soliton are localized to three semi-infinite lines with a single point of intersection. This intersection point is a travelling discontinuity between all three zero-width, constant line soliton impulses. It is the behaviour of this point that we will interpret with Whitham modulation theory.

3. Soliton modulation theory

(a) Derivation of one-dimensional soliton modulation equations

In this section, we will derive one-dimensional modulation conservation laws for the parameters $(a, q)$ of the line soliton solution (1.2). These equations describe the parameters’ evolution in the zero-dispersion limit where the line soliton reduces to the scaled derivative of (2.9), an impulse
along a curve in the \( x \)-\( y \) plane. Fully two-dimensional soliton modulation equations have been derived in prior work as \([43,44]\)

\[
\begin{bmatrix}
\frac{a}{q}
\end{bmatrix}_t + \begin{bmatrix}
\frac{1}{2}a - q^2 & -\frac{1}{2}aq \\
-\frac{1}{2}aq & \frac{1}{2}a - q^2
\end{bmatrix} \begin{bmatrix}
a \\
q
\end{bmatrix}_x + \begin{bmatrix}
\frac{2a}{3} & \frac{4a}{2q}
\end{bmatrix} \begin{bmatrix}
a \\
q
\end{bmatrix}_y = 0. \tag{3.1}
\]

We will use the following theorem, proved in appendix A, to justify considering a one-dimensional reduction of (3.1).

**Theorem 3.1.** If \((a_x, q_x)\) and \((a_y, q_y)\) are well-defined and piecewise continuous, the modulation equations (3.1) for the parameters \((a, q)\) of a KP line soliton (1.2) can always be reduced to an equivalent \((1+1)\)-dimensional system of equations.

Theorem 3.1 can be intuitively understood by the fact that since a line soliton is localized to a curve in the zero-dispersion limit, modulations in one spatial dimension can be locally mapped to modulations in the other spatial dimension using the line equation \(x + qy = ct\). Consequently, in most of this paper, without loss of generality, we assume \(x\)-independence of the modulation parameters. In §4d, we will show how to map these results to \(y\)-independent parameters. As an aside, a natural approach for line soliton modulations would be to use an arc length parametrization, similar to equations obtained for modulations of line dark solitons of the nonlinear Schrödinger equation \([53]\).

In light of the above discussion, using the dispersion parameter \(\epsilon\), we assume the \(x\)-independent asymptotic expansion

\[
u(x, y, t; \epsilon) = u_0(\theta, y, t) + \epsilon u_1(\theta, y, t) + \cdots, \tag{3.2}
\]

with the leading order modulated soliton ansatz

\[
u_0(\theta, y, t; \epsilon) = a(y, t) \text{sech}^2 \left( \sqrt{\frac{a(y, t) \theta}{12 \epsilon}} \right) \tag{3.3}
\]

and where every \(u_i\) and their derivatives in (3.2) vanish as \(\theta \to \pm \infty\). Due to division by \(\epsilon\) in (3.3), \(\theta/\epsilon\) is a fast variable compared to \(y\) and \(t\). We require the compatibility conditions \(\theta_{xy} = \theta_{yx}, \theta_{xt} = \theta_{tx}, \text{ and } \theta_{yt} = \theta_{ty}\). The first two compatibility conditions are satisfied by the assumption that \(a\) and \(q\) are \(x\)-independent, i.e. \(a_x \equiv q_x \equiv 0\). The third condition \(\theta_{yt} = \theta_{ty}\) yields the equation

\[
\theta_{yt} - \theta_{ty} = q_t + \left( \frac{a}{3} + q^2 \right)_y = 0, \tag{3.4}
\]

which immediately gives a modulation equation for \(q\) in conservation form. This equation (3.4) is known as conservation of waves.

We will now average the conservation laws of the KP equation over the fast variable \(\theta/\epsilon\) to obtain a number of additional modulation conservation laws for the soliton amplitude \([36,37,54]\). Consider a general conservation law

\[
\frac{\partial}{\partial t} F + \frac{\partial}{\partial x} G + \frac{\partial}{\partial y} H = 0, \tag{3.5}
\]

where \(F, G, H\) depend on the derivatives of the potential \(\phi\) such that \(u = \epsilon \phi_x\). Based on the modulated soliton form (3.3), we can expand the derivatives as

\[
\frac{\partial}{\partial t} \mapsto \frac{1}{\epsilon} \frac{\partial}{\partial \theta} \quad \text{and} \quad \frac{\partial}{\partial y} \mapsto \frac{q}{\epsilon} \frac{\partial}{\partial \theta} + \frac{\partial}{\partial y}. \tag{3.6}
\]

After inserting the derivatives (3.6) and the expansion (3.2) into (3.5), we then apply the integral operator \(\mathcal{F} = \int_{-\infty}^{\infty} F(u) \, d\theta\) to each element in the equation. All total derivatives with respect to
\( \theta \) disappear, since we assumed that every \( u_i \) and their derivatives vanish as \( \theta \to \pm \infty \). We are therefore left with
\[
\int_{-\infty}^{\infty} \left( \frac{\partial F}{\partial t} + \frac{\partial G}{\partial x} + \frac{\partial H}{\partial y} \right) \, d\theta = \frac{\partial \bar{F}}{\partial t} + \frac{\partial \bar{G}}{\partial x} + O(\epsilon). \tag{3.7}
\]

As a consequence of integrability, the KP equation (1.1) admits an infinite number of conservation laws of the form (3.5). We list three of them here \([55,56]\), given in terms of the potential \( \phi \) where \( u = \epsilon \phi_x \)
\[
(\phi^2_x)_t + \left( 2 \epsilon^2 (\phi_x \phi_{xxx} - \phi_{xx}^2) + \frac{2 \epsilon}{3} \phi_{xx}^3 - \phi_y^3 \right)_x + (2 \phi_x \phi_y)_y = 0, \tag{3.8a}
\]
\[
(\phi_y \phi_{y}) + \left( 2 \epsilon^2 (\phi_y \phi_{yyy} - \phi_{yy} \phi_{xy}) + \epsilon \phi_y \phi_x^2 + \phi_t \phi_x \right)_x + \left( \epsilon^2 \phi_{xx}^2 + \phi_y^2 - \frac{\epsilon}{3} \phi_x^3 - \phi_t \phi_x \right)_y = 0 \tag{3.8b}
\]
and
\[
\left( \frac{\epsilon \phi_x^3}{3} - \epsilon^2 \phi_{xx}^2 + \phi_y^2 \right)_t + (2 \epsilon^2 (\phi_x \phi_{xx} - \phi_t \phi_{xxx}) - \epsilon \phi_x^2 \phi_y - \phi_t^2)_x - (2 \phi_t \phi_y)_y = 0. \tag{3.8c}
\]

These equations correspond to conservation of momentum in \( x \) (3.8a), momentum in \( y \) (3.8b), and energy (3.8c) in shallow water applications. After transforming the derivatives according to (3.6), inserting the expansion (3.2), and applying the integral operator, the zero-dispersion limit of (3.8) becomes
\[
(\bar{u}_0^2)_t + (2q \bar{u}_0^2)_y = 0 \tag{3.9a}
\]
\[
(q \bar{u}_0^2)_t + \left( \frac{u_{0x}^2 - \bar{u}_0^2}{3} + (q^2 + c \bar{u}_0^2) \right)_y = 0 \tag{3.9b}
\]
and
\[
\left( -\bar{u}_{0x}^2 + \frac{u_{0x}^2}{3} + q^2 \bar{u}_0^2 \right)_t + (2qc \bar{u}_0^2)_y = 0. \tag{3.9c}
\]

Upon substituting (3.3), the integrals in (3.9) can be calculated explicitly to yield the modulation conservation laws
\[
(a^{3/2})_t + (2qa^{3/2})_y = 0, \tag{3.10a}
\]
\[
(qa^{3/2})_t + \left( \frac{2}{15} a^{5/2} + 2q^2 a^{3/2} \right)_y = 0 \tag{3.10b}
\]
and
\[
\left( \frac{a^{5/2}}{5} + q^2 a^{3/2} \right)_t + \left( \frac{2}{3} qa^{5/2} + 2q^2 a^{3/2} \right)_y = 0. \tag{3.10c}
\]

The expression (3.10a) corresponds to conservation of wave action for soliton modulations. Expanding the derivatives in each of (3.10) yields equivalent modulation equations for \( a \) and \( q \). Together with (3.4), the \( x \)-independent modulation equations for \( a \) and \( q \) can then be written in matrix form as the \( x \)-independent reduction of (3.1),
\[
\begin{bmatrix} a \\ q \end{bmatrix}_t + \begin{bmatrix} \frac{2q}{3} & \frac{4}{3} \frac{a}{q} \\ \frac{1}{3} & 2q \end{bmatrix} \begin{bmatrix} a \\ q \end{bmatrix}_y = 0. \tag{3.11}
\]

Importantly, all three modulation conservation laws (3.10) are consistent with the system (3.11). This system (3.11) has previously been derived using multiple scales \([45,57]\) and averaged Lagrangian methods \([43]\). The KP equation has an additional conservation law, conservation of mass. For the well-posedness of initial value problems involving line solitons \([58]\), the
conservation law (and the KPII equation (1.1) itself) must be written as
\[(u_t)_x + (uu_x + u_{xxx})_x + (u_y)_y = 0,\]
whose direct averaging yields the trivial zero result. Note also that the modulation system (3.11) and therefore all modulation conservation laws [59] possess the scaling symmetry
\[(y, t, a, q) \rightarrow (\lambda^2 y', \lambda^3 t', \lambda^2 a', \lambda q').\] (3.12)

The infinite number of KP conservation laws suggests that, in principle, one could continue this averaging process to find an infinite number of modulation conservation laws. In the next section, we will use a more direct approach to obtain an infinite number of modulation conservation laws.

(b) Derivation of generalized conservation laws

In this section, we generate an infinite family of conservation laws consistent with the modulation system (3.11), following an approach developed by Whitham [36]. A general soliton modulation conservation law in \(y\), like those given in (3.10), has the form
\[\frac{\partial f}{\partial t} + \frac{\partial h}{\partial y} = 0,\] (3.13)
where \(f = f(a, q)\) and \(h = h(a, q)\). Applying the chain rule and inserting the evolution equations (3.11) yields
\[-2qa + \frac{1}{3}qa + h a_y + \left(-\frac{4}{3}qa - 2q f_a + h a\right) q_y = 0.\] (3.14)
Since (3.14) must be true for all values of \(q_y\) and \(a_y\), the terms in the parentheses must both equal zero, leading to two compatibility equations for \(f\) and \(h\). Let us consider a general density of the form
\[f(a, q) = \sum_{i=1}^{n} c_i a^{i+(1/2)} q^{2(n-i)}, \quad c_1 = 1.\] (3.15)
This density ansatz is motivated by analogy with (3.10a) (which corresponds to (3.15) with \(n = 1\)) and (3.10c) (which corresponds to (3.15) with \(n = 2\)). In addition, the ansatz (3.15) satisfies the scaling symmetries (3.12) of the modulation system (3.11). Taking the partial derivatives of (3.15) and inserting into the compatibility conditions from (3.14) yields
\[h a = \sum_{i=1}^{n} \left[ (2i + 1)q + \frac{2}{3}(n - i) \right] c_i a^{i+(1/2)} q^{2(n-i+(1/2))} \] (3.16a)
and
\[h q = \sum_{i=1}^{n} \left[ 2(2i + 1) + 4(n - i) \right] c_i a^{i+(1/2)} q^{2(n-i)}.\] (3.16b)
Requiring equality of coefficients for \(h a q = h q a\) gives a recursion relation for \(c_i\) in terms of \(c_{i-1}\), which can be solved explicitly as
\[c_i = \frac{3i}{(n - i)(2n)(2n - 1)} \left( \frac{2n}{2i + 1} \right), \quad i = 1, \ldots, n - 1 \quad \text{and} \quad c_n = \frac{3}{(2n + 1)(2n - 1)}.\] (3.17)
By integrating \(h q\) (3.16b) with respect to \(q\) we obtain the flux as
\[h(a, q) = \sum_{i=1}^{n} d_i a^{i+(1/2)} q^{2(n-i)+1},\] (3.18)
where the coefficients \(d_i\) are defined as
\[d_i = \left( 2 - \frac{4(i - 1)}{3(2i - 2n - 1)} \right) c_i, \quad i = 1, \ldots, n.\] (3.19)
Up to an arbitrary additive constant, the same result (3.18) is also obtained by integrating (3.16a) with respect to $a$. Since the constant is arbitrary, we set it to zero. For $n = 1, 2, \ldots$, equations (3.13), (3.15), (3.17), (3.18) and (3.19) together form an infinite family of modulation conservation laws that are consistent with the modulation system (3.11). This family includes (3.10a) and (3.10c) as the $n = 1$ and $n = 2$ cases, respectively. The $n = 3$ case is

$$
\left( \frac{3}{35} a^{7/2} + \frac{6}{5} q^2 a^{5/2} + q^4 a^{3/2} \right) \frac{\partial}{\partial t} + \left( \frac{2}{5} q a^{7/2} + \frac{44}{15} q^3 a^{5/2} + 2q^5 a^{3/2} \right) \frac{\partial}{\partial y} = 0.
$$

(3.20)

We can use a different density ansatz to obtain a second infinite family of modulation conservation laws. This family includes (3.10b) as the $n = 1$ case. The process is the same as above, so we simply state the results. The density $\tilde{f}(a, q)$ takes the form

$$
\tilde{f}(a, q) = \sum_{i=1}^{n} \tilde{c}_i a^{i+(1/2)} q^{2(n-i)+1}, \quad \tilde{c}_1 = 1
$$

(3.21a)

and

$$
\tilde{c}_i = \frac{(2i - 2n - 3)(i - n - 1)}{(i - 1)(2i + 1)} \tilde{c}_{i-1}, \quad i = 2, \ldots, n.
$$

(3.21b)

The corresponding flux $\tilde{h}(a, q)$ is found to be

$$
\tilde{h}(a, q) = \sum_{i=1}^{n+1} \tilde{d}_i a^{i+(1/2)} q^{2(n-i)+2}, \quad \tilde{d}_1 = 2, \quad \tilde{d}_{n+1} = \frac{2}{9 + 6n} \tilde{c}_n
$$

(3.22a)

and

$$
\tilde{d}_i = 2\tilde{c}_i + \frac{2n - 2i + 1}{3(i + 3/2)} \tilde{c}_{i-1}, \quad i = 2, \ldots, n.
$$

(3.22b)

4. Shock solutions of the soliton modulation equations

In this section, we show that the Y soliton can be understood as a discontinuous, weak solution to all the modulation conservation laws given in §3. In particular, the velocity of the vertex $s_y$ of the Y soliton and each legs’ parameters satisfy Rankine–Hugoniot conditions for the conservation of waves equation (3.4) and modified Rankine–Hugoniot jump conditions for all other modulation conservation laws. We also summarize some properties of the Y soliton shock.

(a) Shock solution to general KP conservation laws

We can use jump conditions arising from any averaged KP conservation law to determine the correct velocity of the Y soliton. However, it is evident from figure 2b that the modulation equations for $a(y, t)$ and $q(y, t)$ are multivalued in $y$; for example, for $y < z(t)$, $\dot{z} = s_y$, $a(y, t)$ takes on two different constant values: $a(y, t) = a_1$ and $a(y, t) = a_3$. Consequently, the calculation of the jump condition must be modified from traditional Rankine–Hugoniot jump conditions, which are defined using the difference operator $[u] = u_+ - u_-$ between two states $u_\pm$. Instead, we define a modified difference operator:

Definition 4.1. Consider a multivalued function $u(y)$ with a discontinuity at $y = z(t)$ and

$$
\lim_{y \to z(t)^+} u = \{u_1^{(1)}, \ldots, u_1^{(n)}\} \quad \text{and} \quad \lim_{y \to z(t)^-} u = \{u_2^{(1)}, \ldots, u_2^{(m)}\}, \quad \dot{z}(t) = s_y(t).
$$

The multivalued difference operator $[\ ]_{n,m}$ is defined as

$$
[u]_{n,m} = \sum_{j=1}^{n} u_1^{(j)} - \sum_{j=1}^{m} u_2^{(j)}.
$$

Using the multivalued difference operator, we can define modified Rankine–Hugoniot conditions.
**Definition 4.2.** For a conservation law \((f(u))_t + (h(u))_y = 0\), where \(u(y, t)\) is multivalued and discontinuous as in definition 4.1, the discontinuity with velocity \(s_y\) is calculated using modified Rankine–Hugoniot conditions as

\[
s_y [f(u)]_{n,m} = [h(u)]_{n,m}.
\]

Since both \(a(y, t)\) and \(q(y, t)\) are multivalued for either \(y < z(t)\) or \(y > z(t)\) for the Y soliton, we will apply modified Rankine–Hugoniot jump conditions to the modulation conservation laws derived above. The summation of multivalued densities and fluxes in definition 4.2 will be justified below. First, we demonstrate how to perform this calculation using the wave action conservation law (3.10a), for which modified Rankine–Hugoniot jump conditions take the form

\[
s_y = \frac{2q_2a_2^{3/2}}{\|a^{3/2}\|_{n,m}}.
\]  

(4.1)

The multivalued difference operator \(\mathbb{\|} \) is applied by adding the appropriate quantities that share the same half plane in \(y\), in this case legs 1 and 3 (see figure 2b), so that \(n = 1, m = 2\) and

\[
s_y = \frac{2q_2a_2^{3/2}}{\|a^{3/2}\|_{n,m}} \bigg( \frac{2q_1a_1^{3/2} + 2q_3a_3^{3/2}}{(a_1^{3/2} + a_3^{3/2})} \bigg) = \frac{2}{3}(k_1 + k_2 + k_3),
\]  

(4.2)

where the simplification from physical to phase variables follows from (2.4) after some algebra. The result (4.2) agrees with the known velocity \(s_y\) of the Y soliton vertex in \(y\) (2.5). We remark that modified jump conditions for the zero-dispersion limit of the Y soliton applied to any of the modulation conservation equations (3.10) will also correctly determine \(s_y\).

One can justify the adding of the fluxes and densities in \(y\) as follows. Consider any conservation law of the full KP equation of the form (3.5). A general travelling wave solution \(u\), where \(u(x, y, t) \to 0, |x| \to \infty\), with velocity \((s_x, s_y)\) has the form

\[
u = u(\xi, \eta), \quad \xi = x - s_x t, \quad \eta = y - s_y t.
\]  

(4.3)

Inserting (4.3) into (3.5) yields

\[
-s_x F_\xi - s_y F_\eta + G_\xi + H_\eta = 0.
\]  

(4.4)

We now fix \(\eta\) and integrate (4.4) with respect to \(\xi\) from \(-\infty\) to \(\infty\). This definite integral can be calculated for the first and third terms of (4.4) by evaluating \(F\) and \(G\) at \(\xi \to \pm \infty\), where they are zero. Thus, we obtain

\[
\left( \int_{-\infty}^{\infty} -s_y F(\xi, \eta) + H(\xi, \eta) \, d\xi \right)_\eta = 0.
\]

This expression can be integrated with respect to \(\eta\) to yield

\[
-s_y F(\eta) + \frac{H(\eta^+)}{H(\eta^-)} = A,
\]  

(4.5)

where \(A\) is a constant, and the average, denoted e.g. by \(\bar{F}\), is calculated by integrating over the real line in the \(\xi\)-direction. Evaluating (4.5) at two different values \(\eta^+ \gg 1\) and \(-\eta^- \gg 1\) allows us to eliminate the constant \(A\), and we can solve for \(s_y\) to obtain

\[
s_y = \frac{\bar{F}(\eta^+) - \bar{F}(\eta^-)}{\bar{F}(\eta^+) - \bar{F}(\eta^-)}
\]

which has an identical form to, for example, (4.1). For the Y soliton given in §2, averaging the flux and density over \(\xi\) from \(-\infty\) to \(\infty\), at some \(-\eta^- \gg 1\), is equivalent to adding together the fluxes and densities of the two smaller legs (legs 1 and 3). Thus, \(\bar{F}(\eta^-)\) can be expressed as \(\bar{F}_1 + \bar{F}_3\), where \(\bar{F}_i\) denotes the value of the averaged flux \(\bar{F}\) at the ith leg. Similarly, \(\bar{H}(\eta^-) = \bar{H}_1 + \bar{H}_3\). Our
final expression for the velocity in $y$ becomes
\[ s_y = \frac{H_2 - (H_1 + H_3)}{F_2 - (F_1 + F_3)}, \]
which corresponds to the addition of fluxes and densities in the averaged conservation law in
(4.2). In the zero-dispersion limit, the $Y$ soliton vertex region shrinks to a point, and we merely
require $\eta^+ > 0$ and $\eta^- < 0$. A similar construction holds if the multivalued pair of $Y$ soliton legs
occurs for $y > z(t)$ where now $n = 2, m = 1$ in (4.1).

(b) Shock solutions to families of conservation laws

In this section, we will prove that the $Y$ soliton satisfies modified Rankine–Hugoniot conditions
(see definition 4.2) for the infinite family of conservation laws given above. Specifically, we will
prove the following:

**Proposition 4.3.** Consider a modulation conservation law (3.13) with density given by (3.15) and
flux given by (3.18) and (3.19), respectively. Then modified Rankine–Hugoniot jump conditions
for the conservation law applied to the $Y$ soliton parameters (2.4) yield
\[ \frac{\|h(a, q)\|_{1,2}}{\|f(a, q)\|_{1,2}} = \frac{2}{3}(k_1 + k_2 + k_3) = s_y. \] (4.6)

**Proof.** We proceed by rewriting the density for a single soliton (3.15) in terms of phase variables
$s = q + \sqrt{a}$ and $r = q - \sqrt{a}$ (2.3) as
\[ f(s, r) = \sum_{i=1}^{n} \frac{c_i}{2^{2n+1}}(s - r)^{2i+1}(s + r)^{2(n-i)}. \] (4.7)

The density polynomial (4.7) can be rewritten as
\[ f(s, r) = (s^{2n+1} - r^{2n+1}) \sum_{i=1}^{n} \frac{c_i}{2^{2n+1}} + (r^{2n} - rs^{2n}) \sum_{i=1}^{n} \frac{c_i}{2^{2n+1}} (4i - 2n + 1). \]

These terms come from expanding the binomials in (4.7) and distributing for the product. Any
term that contains a power of less than $2n$ cancels. Similarly, the flux (3.18) can be rewritten as
\[ h(s, r) = \sum_{i=1}^{n} \frac{d_i}{2^{2n+2}}(s - r)^{2i+2}(s + r)^{2(n-i)+1}, \]
\[ = (s^{2n+2} - r^{2n+2}) \sum_{i=1}^{n} \frac{d_i}{2^{2n+2}} + (r^{2n} - rs^{2n}) \sum_{i=1}^{n} \frac{d_i}{2^{2n+2}} (4i - 2n) \]
\[ + (r^{2n-1}s^2 - r^2s^{2n-1}) \sum_{i=1}^{n} \frac{d_i}{2^{2n+2}} (2n^2 - n - 8in + 8i^2 - 1). \]

If we now insert the phase variables $k_i$ for each leg, evaluate $\|f\|_{1,2}$, and multiply by the velocity
$s_y = \frac{2}{3}(k_1 + k_2 + k_3)$, we find after some algebra that this product is equal to $\|h\|_{1,2}$ if and only if
the following equalities hold
\[ \sum_{i=1}^{n} \frac{c_i}{3}(4i - 2n + 1) = \sum_{i=1}^{n} \frac{d_i}{2}(2i - n) = \sum_{i=1}^{n} -\frac{d_i}{4}(2n^2 - n - 8in + 8i^2 - 1). \] (4.8)

Thus, if we can prove (4.8), we have shown (4.6). Using (3.17) and (3.19), a calculation
demonstrates that (4.8) holds.

Consequently, the parameters of the resonant $Y$ soliton satisfy modified Rankine–Hugoniot
jump conditions for an infinite family of conservation laws in $y$. We omit the similar proof for the
second family of conservation laws given in (3.21) and (3.22).
(c) Shock solution to conservation of waves

In this section, we use ordinary Rankine–Hugoniot jump conditions for the modulation equation for $q$ (3.4) that arises from conservation of waves. Instead of modified Rankine–Hugoniot jump conditions, we choose any two legs of the Y soliton and insert them into the ordinary jump conditions for (3.4). The justification for using modified Rankine–Hugoniot jump conditions above depended on the fact that the modulation conservation laws were derived from KP conservation laws. By contrast, the wave action conservation law (3.4) is a kinematic condition arising from the definition of our modulation ansatz (3.3). A similar kinematic calculation to determine the speed of multisoliton structures was used in [60].

Without loss of generality, we consider the jump between legs 1 and 2 (figure 2b). Then, ordinary jump conditions ($\llbracket/ \rrbracket$) for (3.4) become (with simplification using (2.4))

$$s_y[q] = \left[ \frac{a}{3} + q^2 \right]$$

and

$$s_y = \frac{(1/3)(k_2 - k_1)^2 + (k_2 + k_1)^2 - (1/3)(k_3 - k_1)^2 - (k_3 + k_1)^2}{2((k_2 + k_1) - (k_3 + k_1))} = \frac{2}{3}(k_1 + k_2 + k_3),$$

which is the correct velocity $s_y$ (2.5). One can verify that the jump condition (4.9) yields the correct velocities for the choice of any two legs from the three that make up the resonant Y soliton. This is true even for the two legs in the multivalued region, i.e. inserting legs 1 and 3 into the jump conditions in $y$ (4.9).

We justify this result as follows. The velocity of the vertex of the Y soliton is calculated directly by setting $\theta_1 = \theta_2 = \theta_3$, where $\theta_i$ is the non-modulated phase (1.2) of the $i$th soliton leg. Consider $\theta_i = \theta_j$, which can be rewritten as

$$(q_i - q_j)y = \left( \frac{a_i}{3} + q_i^2 - \frac{a_j}{3} + q_j^2 \right) t,$$

up to an overall additive phase constant that we have set to zero. Since $y/t = s_y$, the above equation is precisely the jump condition (4.9). Thus, the requirement that $\theta_i = \theta_j$ is equivalent to calculating the shock velocity $s_y$ using ordinary jump conditions.

(d) Shocks in $y$-independent variables

In this section, we briefly show how the results from the above sections using $x$-independent equations can be repeated for $y$-independent equations, correctly obtaining the velocity $s_x$ of the Y soliton vertex in $x$. In order to transform $x$-independent modulation equations (3.11) to $y$-independent modulation equations, one can use the identification

$$\partial_y \to -q \partial_x \quad \text{and} \quad \partial_t \to \partial_t + c \partial_x,$$

where the first expression in (4.11) transforms the derivative with respect to $y$ to a derivative with respect to $x$ (assuming $q \neq 0$). The second expression in (4.11) reflects that modulations in $x$ must occur at the velocity $c$ of the soliton in $x$.

Assuming a modulation conservation law in $y$ with the general form $f_t + h_y = 0$, one can use the transformation (4.11) combined with conservation of waves $q_t + c_y = 0$ (c.f. (3.4)) to verify that there is an equivalent modulation conservation law in $x$ having the form

$$\left( \frac{f}{q} \right)_t + \left( \frac{fc}{q} - h \right)_x = 0.$$

With (4.12), one can extend all of the above results in $y$ to results in $x$. 
Properties of the Y soliton shock solution

Construction and uniqueness of Y soliton shocks

In this section, we will discuss how to construct the Y soliton using modulation conservation laws and make some remarks regarding uniqueness. For three line solitons travelling together there are eight free variables: six soliton parameters and the velocity \((s_x, s_y)\). As the Y soliton is a three-parameter family of solutions to the KP equation (1.1), at least five equations are required to completely determine the Y soliton. The speed relation (2.7) and two jump conditions for conservation of waves (3.4) yield three independent equations. We obtain additional equations using the modified jump conditions in definition 4.2 applied to (3.10) and the infinite family of conservation laws. The eight unknown parameters of the Y soliton solve this infinite system of algebraic equations.

A discontinuous solution to the modulation conservation laws as described above is said to be admissible if it corresponds to the zero-dispersion limit of a travelling wave solution to the KP equation (1.1). The Y soliton is the only KP travelling wave solution consisting of three solitons joined together, so any other discontinuous solution to the modulation conservation laws with three solitons is therefore inadmissible. It remains an open question as to how many modulation conservation laws are necessary to uniquely determine the Y soliton solution, i.e. what is the minimal subset of the infinite set of algebraic equations that does not yield inadmissible solutions.

The Hilbert basis theorem implies that a finite subset of equations exists that gives necessary and sufficient conditions to determine the unique solution to the entire infinite set of equations (see e.g. [61]). The simplest, smallest candidate for this subset consists of (2.7), two equations from jump conditions for conservation of waves (3.4), and modified jump conditions for conservation of momentum in \(x\) (3.10a) and \(y\) (3.10b). Numerical calculations reveal that along with the known Y soliton solution, these five equations have a second (irrational) solution family that is inadmissible. Simply including the modified jump condition for conservation of energy (3.10c) does not eliminate the inadmissible family, but adding the next conservation law (3.20) precludes the existence of the inadmissible family, leaving only the admissible Y soliton solution. Whether or not this set of six algebraic equations is sufficient to guarantee a unique solution corresponding to the admissible Y soliton is a question left for further study.

Using a similar approach, we can show that no two half solitons can be connected by a single shock satisfying modified Rankine–Hugoniot jump conditions. First, no KP travelling wave solution consisting of two half solitons joined together exists, other than (trivially) a soliton, so no corresponding discontinuous solution can be admissible. Second, attempting to solve for the parameters of such a solution using conservation laws yields a combination of parameters with non-zero imaginary parts or negative amplitude. Consider a shock solution to the modulation system (3.11) consisting of two half solitons

\[
a(y, t) = \begin{cases} a_2 & y > s_y t \\ a_1 & y < s_y t \end{cases} \quad \text{and} \quad q(y, t) = \begin{cases} q_2 & y > s_y t \\ q_1 & y < s_y t \end{cases},
\]

where \(a_1, a_2 > 0\). In order for a shock to exist in the modulation variables, ordinary jump conditions arising from conservation of waves (4.9), as well as modified jump conditions for the conservation laws (3.10a) and (3.10b) should all equal \(s_y\). Setting these three jump conditions equal to each other eliminates \(s_y\) and gives two polynomial equations in \(q\) and \(\sqrt{a}\). Given some lower soliton with parameters \((a_1, q_1)\), we obtain a nonlinear system with two equations and two unknowns. Solving for \((a_2, q_2)\) yields the following solutions for \(a_2\):

\[
a_2 \in \left\{ \pm a_1, \frac{1}{2} \pm i \frac{1}{2} \pm \sqrt{-1 \pm i} a_1 \right\},
\]

where each \(\pm\) should be understood to operate independently from the others, yielding a total of ten unique solutions for \(a_2\). Given that \(a_1 > 0\), each non-trivial solution for \(a_2\) in (4.14) is either negative or complex and is therefore not admissible. Consequently, it is impossible for initial
conditions as given in (4.13) to satisfy the modulation jump conditions unless \( a_1 = a_2, q_1 = q_2 \). Any shock solution to the modulation system (3.11) must therefore consist of at least three half solitons joined together.

(ii) Y soliton as shock in Riemann invariants

We find some additional properties of the Y soliton modulation shock by examining the \( x \)-independent modulation system (3.11), which can be written in diagonal form as [45]

\[
\frac{\partial}{\partial t} R_{\pm} + V_{\pm} \frac{\partial}{\partial y} R_{\pm} = 0, \quad R_{\pm} = q \pm \sqrt{a}, \quad V_{\pm} = 2q \pm \frac{2}{3} \sqrt{a} = \frac{4}{3} R_{\pm} \pm \frac{2}{3} R_{\mp},
\]

(4.15)

where \( R_{\pm} \) are Riemann invariants and \( V_{\pm} \) are the corresponding characteristic velocities. As pointed out in [46], \( R_{\pm} \) above are identical to the phase variables \( k_{\pm} \) for a soliton (2.3).

As a result, for the Y soliton, one Riemann invariant is conserved for the jump from the Y soliton stem (leg 2 in figure 2b) to the other legs (leg 1 or 3). From leg 2 to leg 3, \( R_+ = k_3 \) is conserved. Examining characteristic velocities (4.15) shows that this is a compressive shock in the slow characteristic family. The characteristic velocity above the shock \( V_-(y > s_y t) = \frac{4}{3} k_1 + \frac{2}{3} k_3 \) is less than the characteristic velocity below the shock \( V_-(y < s_y t) = \frac{4}{3} k_2 + \frac{2}{3} k_3 \), since \( k_1 < k_2 \). By contrast, from leg 2 to leg 1 in figure 2b, \( R_- = k_1 \) is conserved, which in this case is an expansive shock in the fast characteristic family. The characteristic velocity above the intersection \( V_+(y > s_y t) = \frac{4}{3} k_3 + \frac{2}{3} k_1 \) is greater than the characteristic velocity below the intersection \( V_+(y < s_y t) = \frac{4}{3} k_2 + \frac{2}{3} k_1 \), since \( k_2 < k_3 \). For the jump from leg 1 to leg 3, neither Riemann invariant is conserved. This jump in \( x \) passes through \( q = 0 \), where the \( y \)-independent modulation system is non-strictly hyperbolic, and in fact the \( y \)-independent soliton ansatz cannot be defined for \( q = 0 \) (cf. [46]).

The conservation of Riemann invariants gives us one more way to calculate the velocity of the Y soliton \( s_y \). For the jump where \( R_- = k_1 \) is conserved, from leg 1 to leg 2, we can use ordinary jump conditions for the hyperbolic equation for the Riemann invariant in \( y \) (4.15) to correctly calculate \( s_y \), ignoring leg 3. A similar calculation holds for conservation of \( R_+ \) from leg 2 to leg 3.

5. Application: V-shape initial conditions

The previous sections showed that the Y soliton can be understood as a shock solution to an infinite family of modulation conservation laws. In this section, we apply these insights to V-shape initial conditions, i.e. the Mach reflection problem, which in modulation variables is written as

\[
a(y, 0) = a_0 \quad \text{and} \quad q(y, 0) = \begin{cases} -q_0 & y > 0 \\ q_0 & y < 0 \end{cases},
\]

(5.1)

where \( q_0 > 0 \). The initial conditions (5.1) model the symmetrical oblique interaction of two line solitons, which is identical to a single soliton encountering an inward oblique corner through a method of images argument [22,23] (see schematic in figure 1). This problem is well studied [14,17,22,23,49], but the following modulation theory approach offers new insight on the dynamics of the system evolution. Given a modulation solution \( a(y, t) \) and \( q(y, t) \) to (5.1), the solution of the full KP equation (1.1) can be reconstructed via

\[
u(x, y, t) = a(y, t) \text{sech}^2 \left( \frac{\sqrt{a(y, t)}}{12} \theta \right), \quad \theta = x + \int_0^y q(y', t) \, dy' - \int_0^t c(0, t') \, dt',
\]

(5.2)

where the soliton velocity satisfies \( c(y, t) = a(y, t)/3 + q(y, t)^2 \) (cf. (1.2) and (3.3)). Numerical evolutions of the full KP equation (1.1) with \( \epsilon = 1 \) and initial conditions (5.1) projected onto (5.2) (with smoothing of \( q(y, 0) \) to prevent Gibbs phenomenon) are shown in figure 3 for \( \sqrt{a_0} > q_0 \) and in figure 5 for \( \sqrt{a_0} < q_0 \). Note that the scale-free initial condition (5.1) and modulation equations (3.1) imply that the \( \epsilon \rightarrow 0 \) limit for \( t = O(1) \) is equivalent to the \( t \rightarrow \infty \) limit with \( \epsilon = O(1) \).
Figure 3. Numerical evolution of V-shape initial conditions (5.1) projected onto (5.2) for the KP equation (1.1) with $\epsilon = 1$ for $a_0 = 1$ and $q_0 = 0.7$ on $t \in \{0, 100, 250\}$. (Online version in colour.)

(a) Mach reflection

By directly examining the characteristic velocities (4.15), it is evident that the solution to (5.1) must give rise to shocks in the modulation variables. For $y > 0$ in (5.1) the characteristic velocities are $V^\pm(y > 0) = -2q_0 \pm 2\sqrt{a_0}/3$, while for $y < 0$, $V^\pm(y < 0) = 2q_0 \pm 2\sqrt{a_0}/3$. Since $q_0 > 0$, $V^\pm(y < 0) > V^\pm(y > 0)$, so both characteristic velocities are compressive and should give rise to shocks in the modulation equations. As Y solitons are shocks in modulation variables, we will look for solutions to (5.1) consisting of two Y solitons.

Initial data (5.1) for the $x$-independent modulation equations (3.4) and (3.9) constitute a Riemann problem for a hyperbolic system of two equations. Traditionally, such problems are solved in terms of two waves—one slow and the other fast—that are separated by a constant region. Each wave is either a shock or rarefaction wave. Here, the multivalued structure of the Y shock and the modified Rankine–Hugoniot conditions lead us to solve this Riemann problem with four waves separated by constant regions. The four waves are visible in the KP simulation of figure 3. We observe the two reflected Y shocks separated by a constant stem $(a_i, q_i)$ and two rarefaction waves that lead the growth of two new partial soliton legs from $(a, q) = (a_0, q_0)$ (upper left leg) and $(a, q) = (a_n, -q_n)$ (lower left leg). The new legs arise as a consequence of the fact that modulation shocks must be composed of at least three soliton legs to satisfy the jump conditions (see §4e).

We can determine the parameters of the stem $(a_i, q_i)$ by looking for a state that shares one phase variable (Riemann invariant) with the top and the bottom, solving the equations

$$-q_0 - \sqrt{a_0} = q_i - \sqrt{a_i} \quad \text{and} \quad q_0 + \sqrt{a_0} = q_i + \sqrt{a_i}.$$  

We obtain that $q_i = 0$ and $\sqrt{a_i} = \sqrt{a_0} + q_0$. From the requirement that the physical variables of a Y soliton conserve phase parameters (see §4e), we know that the new leg has $R_+ = k_3$, which it shares with the stem, and $R_- = k_2$, which is $R_+$ of the initial right leg. Thus, one can determine the parameters $(a_n, q_n)$ of the new upper left leg by solving the equations

$$q_i + \sqrt{a_i} = a_n + \sqrt{a_n} \quad \text{and} \quad -q_0 + \sqrt{a_0} = q_n - \sqrt{a_n}.$$  

Using the results for $(a_i, q_i)$ obtained above, we obtain $(a_n, q_n) = (q_0^2, \sqrt{a_0})$, with symmetrical results ($q \rightarrow -q$) for the bottom new leg. Using the jump conditions calculated throughout this paper (e.g. (4.2)), we also determine that the velocity of the top discontinuity is $s_y = \frac{2}{3}(\sqrt{a_0} - q_0)$. Consequently, leaving aside the growth of the extra leg on the top and bottom, the evolution of the initial half solitons and the new stem becomes

$$a(y, t) = \begin{cases} a_0 & |y| > \frac{2}{3}(\sqrt{a_0} - q_0)t \\ (q_0 + \sqrt{a_0})^2 & |y| < \frac{2}{3}(\sqrt{a_0} - q_0)t \end{cases}$$  

(5.3a)
Figure 4. Comparison between analytical solution (dashed) with numerical solution (solid) for v-shape initial conditions from figure 3 for \( a \) (left) and \( q \) (right) on \( t \in \{0, 50, 150, 250\} \). The top panel shows the evolution of the upper left leg as modelled by (5.5), and the bottom panel shows the evolution of the original legs and the shock stem as described by (5.3). The right leg beyond the stem region remains unchanged and so is not pictured. In all cases, the evolution approaches the long-time prediction (dashed dotted). The top plot includes a phase shift of \( y_0 = 12 \) in order to account for higher-order effects. (Online version in colour.)

and

\[
q(y, t) = \begin{cases} 
-\text{sgn}(y)q_0 & |y| > \frac{2}{3}(\sqrt{a_0} - q_0)t \\
0 & |y| < \frac{2}{3}(\sqrt{a_0} - q_0)t 
\end{cases}.
\]  

Comparing the modulation theory analytical solution (5.3) with parameter values extracted from numerical simulation of the full KP equation (1.1) with \( \epsilon = 1 \), shown in figure 3, we see that (5.3) shows excellent agreement with large \( t \) numerical results in the bottom panels of figure 4.

Modulation theory can also analytically describe the growth of the new leg. We focus on the upper left leg, with symmetrical results for the bottom left leg. Since this leg must appear immediately to satisfy the jump conditions, we can model its appearance as a partial soliton, a problem previously solved \([45, 46, 57]\). The partial soliton problem is a Riemann problem in the modulation variables

\[
ap(y, 0) = \begin{cases} 
a_n & y < 0 \\
0 & y > 0
\end{cases} \quad \text{and} \quad qp(y, 0) = \begin{cases} 
q_n & y < 0 \\
q_* & y > 0
\end{cases}
\]

where \( q_* \) can be determined by conservation of a Riemann invariant. The solution to (5.4) is a simple wave with \( R_+ \) constant, and we can write down an explicit solution for all values above the expanding stem where \( a(y, t) \) and \( q(y, t) \) are multivalued, i.e. for \( y > \frac{2}{3}(\sqrt{a_0} - q_0)t \),

\[
\sqrt{ap(y, t)} = \begin{cases} 
0 & 2q_*t < y \\
\frac{3}{8} \left( 2q_* - \frac{y}{7} \right) & 2q_*t < y < 2q_*t \\
\frac{2}{3} (\sqrt{a_0} - q_0)t & \frac{2}{3} (\sqrt{a_0} - q_0)t < y < \left( 2q_* - \frac{2}{3} \sqrt{a_0} \right) t
\end{cases}
\]

and

\[
qp(y, t) = q_n + \sqrt{a_n} - \sqrt{ap(y, t)}.
\]

Here, \( q_* = R_+ = q_n + \sqrt{a_n} \) and represents the limit of \( q(y, t) \) for the \( a = 0 \) edge of the simple wave. Note that the new leg is well defined, since the bottom (soliton) edge of the simple wave travels with velocity \( 2q_n - \frac{2}{3} \sqrt{a_n} = 2\sqrt{a_0} - 3q_0 > \frac{2}{3} (\sqrt{a_0} - q_0) \), so the upper left leg always grows faster than the discontinuity with the stem. The solution (5.5) is shown to accurately capture the large \( t \) numerics in the top panels of figure 4. To our knowledge, the evolution (5.5) has not been obtained in previous work for V-shape initial conditions (5.1).
Figure 5. Numerical evolution of the KP equation (1.1) with $\epsilon = 1$ for V-shape initial conditions (5.1) projected onto (5.2) on $t \in \{0, 40, 100\}$ for $a_0 = 1$ and $q_0 = 1.4$. The resonance condition is not met, so Mach reflection does not occur. (Online version in colour.)

Figure 6. Accuracy of the modulation prediction for the simulation from figure 5. The left two panels show contour plots for $t = 30$ and $t = 50$, with the predictions for $\theta$ from (5.5) and (5.2) overlayed (dashed). The right panel shows the accuracy of the amplitude prediction (dashed) compared to numerical simulation (solid) for $t \in \{40, 80, 120, 160\}$. The long-time asymptotic prediction (dash dotted) is also shown. The modulated prediction is shown to be accurate, although the peak amplitude is actually $\approx 2.3$, whereas superposition of modulation theory solutions predicts $a(0, t) = 2$. (Online version in colour.)

The above Mach reflection behaviour occurs for $\sqrt{a_0} \geq q_0$. The maximum amplitude of the intermediate (stem) region is obtained when $q_0 = \sqrt{a_0}$, which gives $a_i = (2\sqrt{a_0})^2 = 4a_0$, precisely the maximum fourfold amplification first predicted by Miles [25]. When $q_0 > \sqrt{a_0}$, the solution (5.3) breaks down, since the stem no longer grows. We consider this case next.

(b) Regular reflection

When $q_0 > \sqrt{a_0}$ for (5.1), we have regular reflection. It is well known that in this regime an X-shaped solution arises where two solitons intersect with a small phase shift [14], which is higher-order [25] and therefore not captured by modulation theory. A simulation of regular reflection is shown in figure 5. The growth of the new left legs of the X can be modelled identically as before in (5.5), with the only difference being that $a_n = a_0$ and $q_n = -q_0$, and the lower bound of the new soliton is $y = 0$. Consequently, $q_* = q_0 + \sqrt{a_0}$. The partial soliton solution (5.5) with the new parameters is favourably compared with numerical simulation in figure 6.

The resulting X-shaped soliton, often called the O-type (meaning ‘ordinary’ [49]) soliton, is a travelling wave exact solution of the KP equation (1.1) with velocity $(s_x, s_y)$. By the argument in §4, this structure as a whole should satisfy the jump conditions as given in §4. For $y > \frac{s_y}{s_x}t$, we have two solitons with parameters $(a_0, \pm q_0)$ while for $y < \frac{s_y}{s_x}t$, we also have two solitons with parameters $(a_0, \mp q_0)$. As a result, all $(n, m) = (2, 2)$ modified Rankine–Hugoniot jump conditions are trivially
satisfied with no information gained about \(s_y\). However, we can still use jump conditions for \(q\) from (3.4) to determine the velocity \(\bar{s}_y\). Taking any two legs with opposite signs for \(q\), we obtain

\[
\bar{s}_y = \left[ \frac{a/3 + q^2}{|q|} \right] = \frac{a_0/3 + q_0^2 - (a_0/3 + q_0^2)}{q_0 - (-q_0)} = 0,
\]

as expected from symmetry.

6. Discussion and conclusion

The main finding of this paper is that the KP resonant Y soliton can be modelled as a shock solution to the soliton modulation equations. Remarkably, the velocity of the Y soliton satisfies modified Rankine–Hugoniot jump conditions for an infinite family of conservation laws. The justification for our result is the fact that the modulation equations (3.11) represent the soliton parameter evolution in the zero-dispersion limit of the full KP equation (1.1). In this limit, the rapid transition from the single, larger stem of the resonant soliton to the two smaller legs limits to a single point of discontinuity. This zero-dispersion limit approach for defining admissible discontinuous weak solutions is analogous to the vanishing viscosity approach of admissible classical shocks in conservation law theory [62]. Our work is the second known example of Whitham shocks [47], discontinuities in the modulation variables that correspond to travelling wave solutions of the full equation.

Since the Y soliton parameters are multivalued in the modulation equations, and the fully two-dimensional modulation system reduces to an equivalent one-dimensional system, we must introduce modified Rankine–Hugoniot conditions. Namely, the fluxes and densities of the two smaller legs are added when calculating the shock velocities. This is justified by the fact that the two smaller legs summed together satisfy integral conservation laws when one integrates over \(x\).

Through Whitham modulation theory, we were able to analytically describe the evolution of V-shape initial conditions (5.1). Unlike prior work, our approach also determines the dynamic growth of the reflected legs as partial solitons. These predictions were quantitatively verified to high accuracy in the large \(t\) regime by numerical simulation for the KP equation (1.1). In addition, we identified the transition between Mach reflection and regular reflection for a soliton incident upon an inward, compressive corner, with Mach reflection occurring when \(|q_0| < \sqrt{a_0}\). Mach reflection is analogous to the phenomenon of Mach expansion, identified in [45], where a soliton incident on an outward corner creates a new, straight lower-amplitude stem whenever \(|q_0| < \sqrt{a_0}\). Within the Mach reflection and expansion regimes, a new line soliton is formed perpendicular to the wall. Outside of these regimes, the interaction of a soliton with an outward or inward corner is very different, with the initial partial solitons evolving independently from each other.

The results in this paper are (to our knowledge) the first application of modulation theory to a fully two-dimensional evolution, thereby opening new doors for future work studying soliton resonance in other two-dimensional equations. Modulation theory does not depend on integrability or, relatedly, the existence of a large family of multi-soliton solutions. Consequently, this work can be generalized to any system with a known line soliton solution. For example, the two-dimensional Benjamin-Ono (2DBO) equation, which models internal water waves [63], has numerically observed resonance-like behaviour [33] and line soliton solutions for which modulation equations have been calculated [64]. Few analytical tools and no known exact multi-soliton solutions exist for the 2DBO equation, but the generalization of our approach seems like a promising avenue for research in this area.
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### Appendix A. Reducibility of multidimensional modulations

In this appendix, we prove theorem 3.1. Namely, we will show that when \( a \) and \( q \) describe a modulated KP soliton (1.2), the system (3.1) can be reduced to a \((1 + 1)\)-dimensional system, assuming differentiable modulations.

**Proof.** The full modulation system (3.1) is equivalent to (3.11) under the assumption that \( a_x \equiv q_x \equiv 0 \), which followed from the ansatz (3.3). This assumption can be relaxed by using a more general line soliton ansatz as

\[
\psi(\theta, x, y, t; \epsilon) = \psi(a, q) \quad \text{and} \quad \theta_t = -\psi(a, q) \left( \frac{a}{3} + q^2 \right),
\]

where \( \psi = \psi(a, q) \) is non-zero, real-valued and differentiable. If the soliton is unmodulated (i.e. \( a(x, y, t) \equiv a \) and \( q(x, y, t) \equiv q \)), (A 1) must be consistent with (1.2). Since the argument of \( \text{sech}^2 \) in (A 1) has been divided by \( \psi \), it must also be multiplied by \( \psi \). We incorporate \( \psi \) into the derivatives of the fast phase \( \theta/\epsilon \) so that

\[
\theta_x = \theta(a, q), \quad \theta_y = q\psi(a, q) \quad \text{and} \quad \theta_t = -\psi(a, q) \left( \frac{a}{3} + q^2 \right),
\]

where \( a = a(x, y, t) \) and \( q = q(x, y, t) \) are the modulation parameters. For the ansatz in this work (3.3), we selected \( \psi = 1 \), while for a previous work focusing on \( y \)-independent modulations we selected \( \psi = 1/q \) [46]. The compatibility conditions \( \theta_{xy} = \theta_{yx} \) and \( \theta_{xt} = \theta_{tx} \) for (A 2) yield, respectively

\[
\psi_a a_y + \psi_q q_y = q\psi_q a_x + (q\psi_q + \psi)q_x \quad \text{(A 3a)}
\]

and

\[
\psi_a a_t + \psi_q q_t = -\left( c\psi_a + \frac{\psi}{3} \right) a_x - (c\psi_q + 2q\psi)q_x. \quad \text{(A 3b)}
\]

We require consistency with the full modulation system (3.1), so we insert the equations for \( a_t \) and \( q_t \) from (3.1) into (A 3b) to obtain an equation in which \((a, q)\) only depend on the spatial variables \((x, y)\). Using simplifying calculations together with (A 3a), we obtain the system

\[
\begin{bmatrix}
\psi_a & \psi_q \\
\psi_a & 4a\psi_a
\end{bmatrix}
\begin{bmatrix}
a_y \\
a_q
\end{bmatrix}
= q
\begin{bmatrix}
\psi_a & \psi_q \\
\psi_q & 4a\psi_a
\end{bmatrix}
\begin{bmatrix}
a_x \\
a_q
\end{bmatrix}
+ \begin{bmatrix} 0 & \psi \\ \psi & 0 \end{bmatrix}
\begin{bmatrix} a_x \\ q_x \end{bmatrix}. \quad \text{(A 4)}
\]

We can always solve for either \((a_x, q_x)\) or \((a_y, q_y)\) in equation (A 4), since for any \( \psi \) either the left-hand side or the right-hand side matrix in (A 4) is invertible. We show this by assuming both determinants are zero and generating a contradiction. Let us rewrite (A 4) as \( A v_y = B v_x \), where \( v = [a \ q]^T \) and \( A, B \) are the appropriate matrices from (A 4). We assume that

\[
\det A = 4a\psi_a^2 - \psi_q^2 = 0 \quad \text{(A 5a)}
\]

and

\[
\det B = 4a\psi_a^2 - \psi_q^2 - 2q\psi_q\psi = -\psi^2 - 2q\psi_q\psi = 0. \quad \text{(A 5b)}
\]

The condition (A 5b) for non-zero \( \psi \) implies that \( \psi + 2q\psi_q = 0 \). This ordinary differential equation is solved as \( \psi = R(a)/\sqrt{q} \) for any \( R(a) \). But inserting this into (A 5a), we obtain an equation for \( R \) that is satisfied when \( 4q\sqrt{aR'(a)} = \pm R(a) \). This contradicts the fact that \( R = R(a) \) is only a function of \( a \), so we cannot find a solution for \( \psi \) that satisfies (A 5) and sets both determinants to zero. Therefore, for any \( \psi \) either \( A \) or \( B \) must have a non-zero determinant and therefore be invertible.

\[\square\]
Consequently, in (A 4), we can solve for either \((ax, qx)\) or \((ay, qy)\). We can then locally substitute whichever variables were solved for into the full modulation system (3.1), reducing (3.1) to a \((1 + 1)\)-dimensional system.

References

1. Russell JS1845 Report on waves. In Report of the Fourteenth Meeting of the British Association for the Advancement of Science, pp. 311–390. John Murray: London.
2. Mach E, Wosyka J. 1875 Über einige mechanische Wirkungen des elektrischen Funkens. Sitzungsber. Akad. Wiss. Wien 72, 44–52.
3. Krehl P, van der Geest M. 1991 The discovery of the Mach reflection effect and its demonstration in an auditorium. Shock Waves 1, 3–15. (doi:10.1007/BF01414863)
4. Kadomtsev BB, Petviashvili VI. 1970 On the stability of solitary waves in weakly dispersing media. Sov. Phys. Dokl. 15, 753–756.
5. Ablowitz MJ, Clarkson PA. 1991 Solitons, nonlinear evolution equations and inverse scattering. Cambridge, UK: Cambridge University Press.
6. Ablowitz M, Baldwin D. 2012 Nonlinear shallow ocean wave soliton interactions on flat beaches. Phys. Rev. E 86, 036305. (doi:10.1103/PhysRevE.86.036305)
7. Ablowitz M, Segur H. 1979 On the evolution of packets of water waves. J. Fluid Mech. 92, 691–715. (doi:10.1017/S0022112079000835)
8. Grimshaw R. 1981 Evolution equations for long, nonlinear internal waves in stratified shear flows. Stud. Appl. Math. 65, 159–188. (doi:10.1002/sapm1981652159)
9. Yuan C, Grimshaw R, Johnson E, Chen X. 2018 The propagation of internal solitary waves over variable topography in a horizontally two-dimensional framework. J. Phys. Oceanogr. 48, 283–300. (doi:10.1175/JPO-D-17-0154.1)
10. Infeld E, Rowlands G. 2001 Nonlinear waves, solitons, and chaos. Cambridge, UK: Cambridge University Press.
11. Funakoshi M. 1980 Reflection of obliquely incident solitary waves. J. Phys. Soc. Japan 49, 2371–2379. (doi:10.1143/JPSJ.49.2371)
12. Tanaka M. 1993 Mach reflection of a large-amplitude solitary wave. J. Fluid Mech. 248, 637–661. (doi:10.1017/S0022112093000941)
13. Biondini G, Maruno KI, Oikawa M, Tsuji H. 2009 Soliton interactions of the Kadomtsev-Petviashvili equation and generation of large-amplitude water waves. Stud. Appl. Math. 122, 377–394. (doi:10.1111/j.1467-9590.2009.00439.x)
14. Kodama Y, Oikawa M, Tsuji H. 2009 Soliton solutions of the KP equation with V-shape initial waves. J. Phys. A: Math. Theor. 42, 312001. (doi:10.1088/1751-8113/42/31/312001)
15. Li W, Yeh H, Kodama Y. 2011 On the Mach reflection of a solitary wave: revisited. J. Fluid Mech. 672, 326–357. (doi:10.1017/S0022112010006014)
16. Kao CY, Kodama Y. 2012 Numerical study of the KP equation for non-periodic waves. Math. Comput. Simul. 82, 1185–1218. (doi:10.1016/j.matcom.2010.05.025)
17. Chakravarty S, McDowell T, Osborne M. 2017 Numerical studies of the KP line-solitons. Commun. Nonlinear Sci. Numer. Simul. 44, 37–51. (doi:10.1016/j.cnsns.2016.07.026)
18. Knowles J, Yeh H. 2019 Fourfold amplification of solitary-wave Mach reflection at a vertical wall. J. Fluid Mech. 861, 517–523. (doi:10.1017/jfm.2018.926)
19. Gilmore FR, Plesset MS, Crossley HE. 1950 The analogy between hydraulic jumps in liquids and shock waves in gases. J. Appl. Phys. 21, 243–249. (doi:10.1063/1.1699641)
20. Perroud PH. 1957 The solitary wave reflection along a straight vertical wall at oblique incidence. Institute of Engineering Research. Wave Research Laboratory. Technical Report Ser. 99 University of California, Berkeley.
21. Melville WK. 1980 On the Mach reflexion of a solitary wave. J. Fluid Mech. 98, 285–297. (doi:10.1017/S0022112080000158)
22. Yeh H, Li W, Kodama Y. 2010 Mach reflection and KP solitons in shallow water. Eur. Phys. J. Spec. Top. 185, 97–111. (doi:10.1140/epjst/e2010-01241-0)
23. Kodama Y, Yeh H. 2016 The KP theory and Mach reflection. J. Fluid Mech. 800, 766–786. (doi:10.1017/jfm.2016.422)
24. Wang C, Pawlowicz R. 2012 Oblique wave-wave interactions of nonlinear near-surface internal waves in the Strait of Georgia. J. Geophys. Res.: Oceans 117, C06031. (doi:10.1029/2012JC008022)
25. Miles J. 1977 Obliquely interacting solitary waves. *J. Fluid Mech.* **79**, 157–169. (doi:10.1017/S0022112077000081)

26. Miles J. 1977 Resonantly interacting solitary waves. *J. Fluid Mech.* **79**, 171–179. (doi:10.1017/S0022112077000093)

27. Hirota R. 2004 *The direct method in soliton theory*. Cambridge, UK: Cambridge University Press.

28. Kodama Y. 2004 Young diagrams and $N$-soliton solutions of the KP equation. *J. Phys. A* **37**, 11 169–11 190. (doi:10.1088/0305-4470/37/46/006)

29. Biondini G. 2007 Line soliton interactions of the Kadomtsev-Petviashvili equation. *Phys. Rev. Lett.* **99**, 064103. (doi:10.1103/PhysRevLett.99.064103)

30. Chakravarty S, Kodama Y. 2009 Soliton solutions of the KP equation and application to shallow water waves. *Stud. Appl. Math.* **123**, 11 169–11 190. (doi:10.1111/j.1467-9590.2009.00448.x)

31. Kodama Y. 2010 KP solitons in shallow water. *J. Phys. A* **43**, 434004. (doi:10.1088/1751-8113/43/43/434004)

32. Chang JH. 2019 Soliton interaction in the modified Kadomtsev-Petviashvili-(II) equation. *Appl. Anal.* **98**, 2589–2603. (doi:10.1080/00036811.2018.1466285)

33. Tsuji H, Oikawa M. 2001 Oblique interaction of internal solitary waves in a two-layer fluid of infinite depth. *Fluid Dyn. Res.* **29**, 251–267. (doi:10.1016/S0169-5983(01)00026-0)

34. Oikawa M, Tsuji H. 2006 Oblique interactions of weakly nonlinear long waves in dispersive systems. *Fluid Dyn. Res.* **38**, 868–898. (doi:10.1016/j.fluiddyn.2006.07.002)

35. Matsuno Y. 1998 Oblique interaction of interfacial solitary waves in a two-layer deep fluid. *Proc. R. Soc. A* **454**, 835–856. (doi:10.1098/rspa.1998.0188)

36. Whitham G. 1974 *Linear and nonlinear waves*. New York, NY: Wiley Interscience.

37. El G, Hoefer M. 2016 Dispersive shock waves and modulation theory. *Physica D* **333**, 11–65. (doi:10.1016/j.physd.2016.04.006)

38. Lax PD, David Levermore C. 1983 The small dispersion limit of the Korteweg-de Vries equation. I. *Commun. Pure Appl. Math.* **36**, 253–290. (doi:10.1002/cpa.3160360302)

39. Lax PD, Levermore CD. 1983 The small dispersion limit of the Korteweg-de Vries equation. II. *Commun. Pure Appl. Math.* **36**, 571–593. (doi:10.1002/cpa.3160360503)

40. Lax PD, David Levermore C. 1983 The small dispersion limit of the Korteweg-de Vries equation. III. *Commun. Pure Appl. Math.* **36**, 809–829. (doi:10.1002/cpa.3160360606)

41. Ablowitz M, Biondini G, Wang Q. 2017 Whitham modulation theory for the Kadomtsev–Petviashvili equation. *Proc. R. Soc. A* **473**, 20160695. (doi:10.1098/rspa.2016.0695)

42. Ablowitz MJ, Biondini G, Rumanov I. 2018 Whitham modulation theory for $(2+1)$-dimensional equations of Kadomtsev-Petviashvili type. *J. Phys. A* **51**, 215501. (doi:10.1088/1751-8121/aabb3)

43. Grava T, Klein C, Pitton G. 2018 Numerical study of the Kadomtsev–Petviashvili equation and dispersive shock waves. *Proc. R. Soc. A* **474**, 20170458. (doi:10.1098/rspa.2017.0458)

44. Biondini G, Hoefer M, Moro A. 2020 Integrability, exact reductions and special solutions of the KP–Whitham equations. *Nonlinearity* **33**, 4114–4132. (doi:10.1088/1361-6544/ab8a66)

45. Ryskamp S, Maiden MD, Biondini G, Hoefer MA. 2021 Evolution of truncated and bent gravity wave solitons: the Mach expansion problem. *J. Fluid Mech.* **909**, A24. (doi:10.1017/jfm.2020.952)

46. Ryskamp S, Hoefer MA, Biondini G. 2021b Oblique interactions between solitons and mean flows in the Kadomtsev-Petviashvili equation. *Nonlinearity* **34**, 3583–3617. (doi:10.1088/1361-6544/ab834d)

47. Sprenger P, Hoefer MA. 2020 Discontinuous shock solutions of the Whitham modulation equations as zero dispersion limits of traveling waves. *Nonlinearity* **33**, 3268. (doi:10.1088/1361-6544/ab834d)

48. Chakravarty S, Kodama Y. 2013 Construction of KP solitons from wave patterns. *J. Phys. A* **47**, 025201. (doi:10.1088/1751-8113/47/2/025201)

49. Kodama Y. 2018 *Solitons in two-dimensional shallow water*. Philadelphia, PA: SIAM.

50. Biondini G, Chakravarty S. 2006 Soliton solutions of the Kadomtsev-Petviashvili II equation. *J. Math. Phys.* **47**, 033514. (doi:10.1063/1.2181907)

51. Biondini G, Kodama Y. 2003 On a family of solutions of the Kadomtsev–Petviashvili equation which also satisfy the Toda lattice hierarchy. *J. Phys. A* **36**, 10 519–10 536. (doi:10.1088/0305-4470/36/42/008)

52. Segur H, Finkel A. 1985 An analytical model of periodic waves in shallow water. *Stud. Appl. Math.* **73**, 183–220. (doi:10.1002/sapm1985733183)
53. Mironov V, Smirnov A, Smirnov L. 2011 Dynamics of vortex structure formation during the evolution of modulation instability of dark solitons. *J. Exp. Theor. Phys.* 112, 46–59. (doi:10.1134/S1063776110061135)

54. Whitham G. 1965 Non-linear dispersive waves. *Proc. R. Soc. A* 283, 238–261. (doi:10.1098/rspa.1965.0019)

55. Anco S, Ganadrias M, Recio E. 2018 Conservation laws, symmetries, and line soliton solutions of generalized KP and Boussinesq equations with $p$-power nonlinearities in two dimensions. *Theor. Math. Phys.* 197, 1393–1411. (doi:10.1134/S004057791810001X)

56. Anco SC, Recio E. 2021 Topological charges and conservation laws involving an arbitrary function of time for dynamical PDEs. *Proc. R. Soc. A* 477, 2020442. (doi:10.1098/rspla.2020.0442)

57. Neu J. 2015 *Singular perturbation in the physical sciences*. Providence, RI: American Mathematical Society.

58. Molinet L, Saut JC, Tzvetkov N. 2011 Global well-posedness for the KP-II equation on the background of a non-localized solution. *Ann. Inst. Henri Poincaré C* 28, 653–676. (doi:10.1016/j.anihpc.2011.04.004)

59. Baldwin D, Hereman W. 2010 A symbolic algorithm for computing recursion operators of nonlinear partial differential equations. *Int. J. Comput. Math.* 87, 1094–1119. (doi:10.1080/00207160903111592)

60. Ostrovsky L, Stepanyants Y. 2020 Kinematics of interacting solitons in two-dimensional space. *Russ. J. Earth Sci.* 20, 3. (doi:10.2205/2020ES000735)

61. Mahdi A, Pessoa C, Hauenstein JD. 2017 A hybrid symbolic-numerical approach to the center-focus problem. *J. Symb. Comput.* 82, 57–73. (doi:10.1016/j.jsc.2016.11.019)

62. LeFloch P. 2002 *Hyperbolic systems of conservation laws*. Boston, MA: Springer.

63. Ablowitz MJ, Segur H. 1980 Long internal waves in fluids of great depth. *Stud. Appl. Math.* 62, 249–262. (doi:10.1002/sapm1980623249)

64. Ablowitz M, Biondini G, Wang Q. 2017 Whitham modulation theory for the two-dimensional Benjamin-Ono equation. *Phys. Rev. E* 96, 032225. (doi:10.1103/PhysRevE.96.032225)