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ABSTRACT

We analyze the hidden activations of neural network policies of deep reinforcement learning (RL) agents and show, empirically, that it’s possible to know a-priori if a state representation will lend itself to fast learning. RL agents in high-dimensional states have two main learning burdens: (1) to learn an action-selection policy and (2) to learn to discern between useful and non-useful information in a given state. By learning a latent representation of these high-dimensional states with an auxiliary model, the latter burden is effectively removed, thereby leading to accelerated training progress. We examine this phenomenon across tasks in the PyBullet Kuka environment, where an agent must learn to control a robotic gripper to pick up an object. Our analysis reveals how neural network policies learn to organize their internal representation of the state space throughout training. The results from this analysis provide three main insights into how deep RL agents learn. First, a well-organized internal representation within the policy network is a prerequisite to learning good action-selection. Second, a poor initial representation can cause an unrecoverable collapse within a policy network. Third, a good initial representation allows an agent’s policy network to organize its internal representation even before any training begins.

Keywords Deep reinforcement learning · Representation learning · Robotics

1 Introduction

The combination of reinforcement learning (RL) and neural networks has gained significant research momentum over the past decade (Levine et al., 2016; Chebotar et al., 2017). The highly expressive nonlinear attributes of neural networks make them a prime candidate for approximating complex functions that can be used as control policies for self-learning agents. This combination has allowed RL algorithms to surpass human performance on complex tasks, such as mastering a suite of classic Atari video games (Mnih et al., 2015) and the board game Go (Silver et al., 2016).

Applying deep RL to real-world systems, such as robotics, is difficult due to several fundamental challenges (Kober et al., 2013; Zhang and Ma, 2020). Perhaps the most apparent is the need for an abundance of agent-environment interactions. This high threshold is highlighted in real-world scenarios due to the relatively slow movement of real systems when compared to digitally-produced systems. This long wall-clock time motivates the search for general methods that can speed up the learning process of deep RL agents.

Many modern robotic tasks are assisted by devices that produce high-dimensional data, such as the images produced by a camera (Levine et al., 2018; Jariwala et al., 2019). Images are rich with information, but there is no guarantee that all of the information present in an image is directly relevant to the task at hand. In certain situations, excess information can essentially act as noise to a machine learning system being trained.
When a deep RL agent is operating in a high-dimensional state space, it has two main learning burdens. For one, it must learn an action-selection policy that achieves the agent’s given goal. Second, the neural network policy must learn to discern between useful and non-useful information in the states that it receives. These two objectives are tied together, which creates a noisy learning process that is further exacerbated by RL’s well-known high-variance weight updates (Fox et al., 2016). Ideally, the dimensionality of the state space could be reduced to only the most important axes of variation.

In this paper, we explore the hidden representations within neural network policies that are learning robotic control. Specifically, we examine how neural network policies learn to organize their internal representations of the state space throughout the RL training process. We compare the progress of agents that are trained directly on high-dimensional images from the state space to the progress of agents that are trained on a latent representation that is learned independently from the RL task. Our analysis shows that learning a well-organized internal representation is a prerequisite burden to good policy learning. It also reveals that pre-learned latent representations can significantly improve policy learning by removing this burden. Perhaps surprisingly, our results also show that a well-learned latent representation can give neural network policies an innate internal representation that is well organized even before policy learning has begun.

2 Background

2.1 Reinforcement Learning

We consider the usual reinforcement learning paradigm of a Markov decision process parameterized by the tuple \((A, S, \gamma, R)\). In a sequence of discrete time steps, an agent uses a policy \(\pi\) that maps states \(s\in S\) to actions \(a\in A\). The agent uses scalar rewards \(r\) produced by a reward function \(R: S \times A \rightarrow \mathbb{R}\) as a feedback mechanism to guide policy improvement. From an optimization perspective, the agent’s goal is to learn the optimal policy \(\pi^*\) that maximizes the long-term expected return \(\pi^* = \arg\max_{\pi} \mathbb{E}_{a \sim \pi} [\sum_{t=0}^{T} \gamma^{t-t} R(s_t, a_t)|s_0 = s, a_0 = a, \pi]\) where \(T\) is the time-horizon of the task, \(\gamma \in [0, 1)\) is a discount rate that helps the agent weigh between short- and long-term gain, and \(\Pi\) is a set of possible policies.

One common family of RL algorithms is policy gradient methods. These are approaches that look to optimize \(\pi\) directly by computing the gradient of a performance measure with respect to the parameters \(\theta\) of the policy. Actor-critic methods are a subclass of policy gradient methods that parameterize both a stochastic policy \(\pi(a|s)\) (actor) and a value function \(V(s)\) (critic). The actor produces a probability distribution over actions that is conditioned upon the current state. The critic produces a single value meant to represent the understood value of the current state. There are many variations of actor-critic algorithms, and in the remainder of this subsection, we describe the flavor that we implement for this study. In some cases, the actor and the critic are functions that are parameterized independently. In our case, our actor and critic share weights by using a neural network with two prediction heads, one for the actor and one for the critic. For this study, we use the so-called Monte Carlo approach to RL, where the agent accumulates a buffer of states, actions, and rewards during an episode, and then performs a weight update process once the episode has completed.

**Algorithm 1:** Monte Carlo Actor-Critic with Shared Weights

Input: a neural network policy/value function with initialized parameters \(\theta\), learning rate \(\alpha\)

**foreach Episode in training do**

**generate** episode \(\{s_0, a_0, r_1, ..., s_{T-1}, a_{T-1}, r_T\}\) following \(\pi_\theta\)

**foreach Step t in the episode do**

\[
\delta \leftarrow \sum_{t'=t}^{T} \gamma^{t-t'} R(s_{t'}, a_{t'}) - V_\theta(s_t)
\]

\[
\theta \leftarrow \theta + \alpha \delta \nabla_\theta \log \pi_\theta(a_t|s_t)
\]

**end**

2.2 Representation Learning

Representation learning deals with the learning of a function \(\Phi\) that can map data from one dimension to another \(\Phi: \mathbb{R}^d \rightarrow \mathbb{R}^d\). It can reveal information in data that is not obvious in its original form. As such, representation learning can be used for analysis purposes, such as converting high-dimensional data into a dimension that can be visualized. Also, it can be used to transform data to improve the performance of downstream modeling tasks. One example of this would be the classic “kernel trick”, where a toy dataset is made linearly separable by \(\mathbb{R}^2 \rightarrow \mathbb{R}^1\).
2.2.1 Variational autoencoders

Variational autoencoders (VAEs) are introduced by Kingma and Welling (2014) as a self-supervised Bayesian method for learning latent representations of input data. Most frequently, autoencoders use a dual neural network architecture that compresses input data into a lower-dimensional space and then expands that representation back into the input data’s original resolution. Specifically, using an encoder $\Phi(z|s)$, we probabilistically produce latent codes $z \in \mathbb{R}^{d_2}$ given a state input $s \in \mathbb{R}^{d_1}$ such that $d_1 < d_2$. In this work, the latent code is drawn from a diagonal Gaussian $z \sim N(\mu, \Sigma)$ where $\Phi$ produces the mean vector $\mu$ and the diagonal $\sigma$ of the covariance matrix $\Sigma$. Finally, a decoder $\Psi(\hat{s}|z)$ takes the latent code and produces an output of the same dimensions as $s$.

As outlined in the original paper, sampling the Gaussian creates a random node in the network that is non-differentiable. We employ a simple solution, the “reparameterization trick,” to divert the randomness outside of the main computation graph. This involves using a scaling factor $\epsilon$ that is drawn from a prior $\epsilon \sim p$. In this work, we sample from a unit Gaussian $\epsilon \sim N(0, 1)$ and re-compute the latent code $z = \sigma \odot \epsilon + \mu$.

These dual networks can be jointly trained by minimizing some difference between their input and output over a given training set $X$. The best way to $\arg \min_{\Phi, \Psi} E[X - \Psi(\Phi(X))]$ is to have the learned encoder imprint the most important axes of variation from $s$ into $z$. Once the autoencoder is trained, $\Psi$ can be discarded, and we are left with a reliable way to decrease the dimensionality of incoming data while still retaining important information.

2.2.2 Principal component analysis

Principal Component Analysis (PCA) (Pearson [1901]) is a well-known technique for finding a linear transformation to project high-dimensional data down into lower dimensions. These transformed variables, called principal components (PCs), lose information in terms of the raw numbers that represent them, but they largely retain a meaningful distance between data points. As such, PCA is a common method across many scientific disciplines for visualizing and analyzing high-dimensional data (Jolliffe and Cadima [2016], Elmore and Richman [2001], Koren and Carmel [2003]). PCA works by iteratively finding projections that minimize the distance between the original representation and the PCs while maintaining an orthogonal relationship between each created PC.

3 Related Works

3.1 Deep reinforcement learning

In the last ten years, research has increasingly focused on the application of expressive nonlinear functions, such as neural networks, to reinforcement learning problems (Silver et al. [2016, 2017]). The modern-day seminal application in this area was to the domain of video games, accomplished by learning directly on the screen pixels (Mnih et al., 2015). This work was later expanded upon with various training-stabilization mechanisms (Hasselt et al., 2016, Lillicrap et al., 2015) as well as enhancements to memory processes that significantly improve sample efficiency (Horgan et al., 2018).

In recent years, deep reinforcement learning has successfully been applied to some real-world systems, such as robotics (Schöttlter et al., 2020, Schmackpeper et al., 2020, Sharma et al., 2020, Peng et al., 2020). The applications are diverse, ranging from using human-robot interaction for intrinsically learning social skills (Qureshi et al., 2018) to improving classic model predictive control systems via autonomously learning well-performing parameters of a differential drive robot (Jardine et al., 2019).

3.2 Representation learning for downstream tasks

Successfully training deep neural networks is a difficult task. Recently, researchers have looked to use representation learning for the purpose of improving the performance of downstream models. For example, Rongali et al. [2020] apply correlational neural networks (Chandar et al., 2016) to learn a latent-space representation of intensive-care patient data to help predict mortality rate. Many modern applications in natural language processing use latent projections of incoming text data produced by models like word2vec (Mikolov et al., 2013), doc2vec (Le and Mikolov, 2014), and GloVe (Pennington et al., 2014).

This effort extends into the realm of reinforcement learning. Anand et al. [2019] provide a method for learning representations via loss functions that operate directly on the hidden layers of encoder neural networks. They do so by maximizing a mutual information objective (Belghazi et al., 2018, Hjelm et al., 2019) across temporally-similar images in Atari games. Laskin et al. [2020] offer an alternative method by using contrastive learning via a dual-encoder network that learns to discriminate between augmented pairs of similar and dissimilar images.
3.3 Explainable artificial intelligence

The field of “explainable artificial intelligence” seeks to understand how and why neural networks learn. One early example of this effort is given by Lee et al. (2007), wherein the authors examine the magnitude of hidden activation values to determine that a well-trained Deep Belief Network learns to detect corners of objects. Erhan et al. (2009) quickly built upon this work, proposing several, more automated, methods that establish intuitions about the hierarchical way in which neural networks learn on images. More recently, Zhou et al. (2016) introduce the global average pooling operation for convolutional neural networks in combination with the class activation mapping technique. This approach gives visual insight into localized areas of an input image that help the network determine classification.

4 Experiments

4.1 Environment

We train our agents within the Kuka environment provided by the PyBullet physics engine. The Kuka environment contains a robot gripper arm, a tray, and several objects. The agent’s goal is to control the gripper arm to grasp and lift the object out of the tray. The reward function returns a small, negative value that approaches zero as the gripper moves closer to the object and a large, positive value for when the task is successfully completed. To discretize the action-space, we use the following movement matrix:

\[
\begin{bmatrix}
0 & -0.005 & 0.005 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -0.005 & 0.005 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -0.005 & 0.005 \\
\end{bmatrix}
\]

where the rows correspond to movement along the x, y, and z axes, respectively. The agent’s chosen action \(a\) extracts a column vector from this matrix. For example, when \(a = 2\), the movement vector is \((-0.005, 0, 0)\). Once selected, the action repeats 25 times within the environment, and the length of each episode is 40 selected actions. At each time step, the environment produces an image via a static camera. For an example of the state, see Figure 1 below.

4.2 Policy Models and VAEs

The agents in this work operate in two distinct state spaces. One set of agents learns directly on the raw pixels that are produced by the environment. The other set of agents learns on latent codes produced by a VAE that is trained before the agents begin to learn. The agents that learn directly on the pixels use a policy that is parameterized by a convolutional neural network. The base of the convolutional policies have three convolutional layers, each with a 3x3 kernel and a stride of 2, and one dense layer that outputs a vector \(x_{\text{conv}} \in \mathbb{R}^{64}\). The fully-connected policies have a base made of two dense layers with 32 and 64 hidden units, respectively, that also outputs a vector \(x_{\text{dense}} \in \mathbb{R}^{64}\). Each policy type has two prediction heads, one for the actor \(\pi(a|s)\) and one for the critic \(V(s)\). The critic outputs a scalar that values \(s\) and the actor outputs a probability distribution that our agents use to select actions. Both network types use ReLU nonlinearities (Glorot et al., 2011) \(\max(0, x)\) between each layer.

All agents use a Monte Carlo paradigm where states, actions, and rewards are accumulated during an episode and the parameters \(\theta\) are updated once the episode completes. Because our actor and critic share parameters via the base of the policy networks, they are effectively updated together in a single backpropagation step that uses the following loss:

\[
\mathcal{L}(\theta) = \sum_{n=1}^{N} \log \pi_{\theta}(a_{n}|s_{n})[V_{\theta}(s_{n}) - \sum_{j=1}^{n} r_{j} \gamma^{n-j}] + \sum_{n=1}^{N} V_{\theta}(s_{n}) - \sum_{j=1}^{n} r_{j} \gamma^{n-j}
\]

where \(N\) is the number of steps taken in the given episode.

All VAEs are trained on a de-noising task. To do this, we first generate a collection \(D\) of 10,000 images from the environment using an agent that selects actions at random. Then, at each training step, we sample from this collection \(\tilde{D} \subseteq D\) and produce a “noisy” version of the images \(\tilde{s}\) by adding a small amount of Gaussian noise \(\sim N(0, 0.1)\) to all three color channels of all pixels. These noisy images are used as the VAE’s inputs, and the non-noisy versions are used as the VAE’s targets. The loss function is a combination of a pixel-wise loss as a reconstruction error, as well as the KL divergence between the encoder \(\Phi(\cdot)\) and a prior on the latent variable \(Pr(z)\), which is set to \(\sim N(0, 1)\).

\[
\mathcal{L}(\Phi, \Psi) = \frac{1}{M} \sum_{m=1}^{M} \| s_{m} - \Psi(\Phi(\tilde{s}_{m})) \|_{2}^{2} + D_{KL,\tilde{z} \sim \Phi(\cdot)}[\Phi(z|\tilde{s}) || Pr(z)]
\]
where \( M \) is the batch size. We train all VAEs with a batch size of 32 for 20,000 epochs before they are deployed into the RL loop. By training the VAE independently of the RL agents, we effectively decouple the learning of a useful representation with the learning of a strong policy. For a visual example of this training process, see Figure 1 below.

Figure 1: Trio of images produced during VAE training. The original state (left), the image produced by the VAE (center), and the noisy input image (right).

### 4.3 Learning to pick up objects with deep reinforcement learning

We deploy all experiments within two distinct tasks. First, with a static object that is placed in the same location every episode (\textit{static, static}). Second, with a static object that is placed at a random point in the tray with a random orientation every episode (\textit{static, random}).

In each task, each agent is trained three times for roughly 1,000,000 steps each time. The metric for performance is the percentage of the time the agent successfully lifts the object out of the tray within a sliding window of 100 training episodes. Figure 2 below, shows the mean performance (bold line) as well as +/- one standard deviation (shaded area). We note that, in both tasks, the agents that use latent codes learn at a significantly accelerated rate. For the \textit{static, static} task (left), these agents achieve a consistent, nearly-perfect performance by 10,000 training episodes. At this point, the agents that use the raw pixels are only able to achieve the task about 20\% of the time. In the \textit{static, random} task, the agents that use the full images do not learn to complete the task in any meaningful sense, while the agents that use the latent codes are able to pick up the object nearly 40\% of the time. Also, the progress of the agents that use the latent codes shows an upward trend, suggesting that additional training could improve performance further.

Figure 2: Success rate throughout training on \textit{static, static} task (left) and \textit{static, random} task (right). Mean performance (bold line) and +/- one standard deviation (shaded area).
4.4 Visualizing hidden representations within policy networks

To glimpse into how neural network policies are interpreting their input, we visualize the outputs of their hidden layers. To generate all of the plots in the remainder of this section, we first collect three episodes where the agent successfully picks up the object. Collecting only successful episodes guarantees a wide range of state-reward pairs. For each step in each episode, we capture the outputs of the network bases for both types of agents. Finally, we make these hidden spaces visible by projecting them onto a three dimensional manifold using PCA. While the actual transformed values do not carry inherent meaning by themselves, this projection largely retains a meaningful distance between points.

Figure 3 below, shows these projections for four cases: (a) fully-trained policy that uses latent codes (top left), (b) fully-trained policy that uses the full images (top right), (c) a randomly-initialized policy that uses the latent codes (bottom left), and (d) a randomly-initialized policy that uses the full images (bottom right). The colors of each point correspond to the received reward of that point from lowest (dark) to highest (light).

![PCA: Hidden Space of Trained Policy (Latent)](image1)

![PCA: Hidden Space of Trained Policy (Images)](image2)

![PCA: Hidden Space of Random Policy (Latent)](image3)

![PCA: Hidden Space of Random Policy (Images)](image4)

Figure 3: PCA projections of the hidden spaces of fully-trained latent (top left) and image (top right) policies as well as randomly-initialized latent (bottom left) and image (bottom right) policies.

We note that both of the fully-trained policies (top row) seem to have learned some structure of the input data. The input states that are close together in terms of their given reward are placed near each other in high-dimensional space by the internals of the neural networks. Surprisingly, the non-trained latent policy network (bottom left) shows a similar level of structure, despite being filled with completely random weights. Further, the non-trained image policy network (bottom right) does not show this. This result suggests that the latent codes, as learned by the VAEs, already carry an explicit structure.

As a visual control, Figure 4 displays the same hidden-space projection when the policies are fed randomly generated data. No color scale is used, as the randomly generated data do not correspond to any state-reward pair.
4.5 Does weight initialization method affect internal structure?

To ensure that the results in the previous subsection are not confined to a specific weight initialization scheme, we repeat the PCA projection process on fully-connected policies with two common and two uncommon initialization methods. Figure 5 below, displays networks initialized with He Normal (He et al., 2015) (top left), orthogonal (Saxe et al., 2014) (top right), a one-sided distribution with a long tail ($\sim \beta(1, 3)$) (bottom left), and a U-shaped distribution ($\sim \beta(0.5, 0.5)$) (bottom right). We note that, across all four weight initialization schemes, each hidden representation retains an organization that relates to reward. These results suggest that the innate internal organization that is gifted by a well-learned latent representation is robust to differences in weight initialization method.

Figure 5: PCA projection of hidden representations of VAE-learned latent inputs under various weight initialization schemes.

4.6 How do hidden representations evolve throughout training?

One way to understand how these policy networks learn to organize their hidden representations is to visualize them throughout training. To do so, we take snapshots of the weights of policy networks at set intervals. The remaining plots
in this section are arranged in the form of a timeline, read left to right, for each of the four experiment cases. Figure 6 below, shows the progress of an agent being trained on the full images of the environment in the *static, static* task at episodes 0, 5,000, 10,000, and 15,000. We note that, somewhere between episodes 5,000 and 10,000, the policy’s internal representation becomes relatively more organized, as shown by the reduction in the plot’s “jitter”. This seems to coincide with the learning progress seen in Figure 2 which shows this particular agent lacking any real progress until after episode 5,000.

Figure 6: Image-based policy’s internal representations of input states in the *static, static* task at episode 0, 5k, 10k, and 15k of training (left to right).

Figure 7, below, shows the same sort of timeline for the latent agent in the *static, static* task at episodes 0, 2,500, 5,000, and 10,000. In contrast to the agent being trained on the full images, this agent’s policy’s internal representation is tightly organized from before training began. Coordinating this with the results in Figure 2, we highlight the fact that this agent begins making real progress in the very early stages of training.

Figure 7: Latent-based policy’s internal representations of input states in the *static, static* task at episode 0, 2.5k, 5k, and 10k of training (left to right).

Figure 8, below, displays the evolution of the hidden representations for an agent being trained on the full images in the *static, random* task at episodes 0, 5,000, 10,000, and 20,000. Most notably, these hidden representations collapse at some point between weight initialization and episode 5,000. This is represented in the plots by (seemingly) a single point, which is actually the result of every point being placed at the exact same location in three dimensional space. This means that this neural network has failed to learn to differentiate, at all, between any of its inputs. These results coordinate logically with Figure 2 as this policy-task combination made no real learning progress at any time during the 1,000,000 steps of training.

Figure 8: Image-based policy’s internal representation collapsing on the *static, random* task at episodes 0, 5k, 10k, and 20k of training (left to right).

Finally, Figure 9 below, shows the progress of an agent being trained on latent representations in the *static, random* task at episodes 0, 5,000, 10,000, and 20,000. Just as in the *static, static* task, the latent representations seem to give the policy networks an innately organized hidden representation. However, when compared to the *static, static* task, the organization of points is slightly noisier. This is most likely due to the increased stochasticity of the environment due to the object spawning in random locations every episode.

Finally, Figure 9 below, shows the progress of an agent being trained on latent representations in the *static, random* task at episodes 0, 5,000, 10,000, and 20,000. Just as in the *static, static* task, the latent representations seem to give the policy networks an innately organized hidden representation. However, when compared to the *static, static* task, the organization of points is slightly noisier. This is most likely due to the increased stochasticity of the environment due to the object spawning in random locations every episode.
In total, these results suggest that a well-organized internal representation, in terms of the task’s reward, is the first step in the learning progress of deep reinforcement learning agents. When we coordinate these temporal results with the overall plots of training progress, we see that the agents can only begin improving their action-selection by first being able to understand the important elements of their perceived environment. Finally, we observe the collapse of the internal representation of a convolutional network, resulting in the agent never improving at their task. This result suggests that a poor initial representation can have significant, negative impacts on the learning progress.

5 Conclusion

In this work, we train deep reinforcement learning agents on two versions of a robotic control task, one with an object that is placed in the same location every episode and one with an object that is placed in a random location every episode. Within each task, we train two different types of agents. One learns directly on the full images from the environment using a convolutional policy. The other learns on latent representations of the images that are produced by an auxiliary VAE by using a fully-connected policy. By independently learning a more-dense representation of the state space, the agents with the fully-connected policies are relieved of the burden of learning a good internal representation. As a result, they learn to complete both tasks more quickly.

Also, we analyze the hidden activations of the neural network policies by projecting them into three dimensional space via a linear transformation. In doing so, we reveal that the latent representations give the policy networks an internal representation that is innately organized around task rewards. In addition, we show that this phenomenon exists even under unusual weight initialization circumstances. Also, we observe the progress of hidden-representation organization for each type of policy-task combination. Our results show that a well-organized internal representation is a prerequisite to good policy learning. Finally, we observe a collapse phenomenon within a convolutional policy, suggesting that a poor initial representation can have catastrophic implications on the learning progress of deep reinforcement learning agents.
References

Ankesh Anand, Evan Racah, Sherjil Ozair, Yoshua Bengio, Marc-Alexandre Côté, and R Devon Hjelm. Unsupervised state representation learning in atari. In Advances in Neural Information Processing Systems (NeurIPS), volume 32, pages 8769–8782, Vancouver, Canada, 2019.

Mohamed Ishmael Belghazi, Aristide Baratin, Sai Rajeswar, Sherjil Ozair, Yoshua Bengio, Aaron Courville, and Devon Hjelm. Mutual information neural estimation. In Proceedings of the 35th International Conference on Machine Learning (ICML), pages 531–540, Stockholm, Sweden, 2018.

Sarah Chandar, Mitesh M. Khapra, Hugo Larochelle, and Balaraman Ravindran. Correlational neural networks. *Neural Computation*, 28(2):257–285, 2016.

Yevgen Chebotar, Mrinal Kalakrishnan, Ali Yahya, Adrian Li, Stefan Schaal, and Sergey Levine. Path integral guided policy search. In *IEEE International Conference on Robotics and Automation (ICRA)*, pages 3381–3388, Singapore, 2017.

Kimberly Elmore and Michael Richman. Euclidean distance as a similarity metric for principal component analysis. *Monthly Weather Review*, pages 540–549, 2001.

Dumitru Erhan, Yoshua Bengio, Aaron Courville, and Pascal Vincent. Visualizing higher-layer features of a deep network. Technical report, Université de Montréal, 2009.

Roy Fox, Ari Pakman, and Naftali Tishby. Taming the noise in reinforcement learning via soft updates. In *Conference on Uncertainty in Artificial Intelligence (UAI)*, page 202–211, Jersey City, New Jersey, USA, 2016.

Xavier Glorot, Antoine Bordes, and Yoshua Bengio. Deep sparse rectifier neural networks. In *Proceedings of the Fourteenth International Conference on Artificial Intelligence and Statistics*, pages 315–323, Fort Lauderdale, FL, USA, 2011.

Hado van Hasselt, Arthur Guez, and David Silver. Deep reinforcement learning with double q-learning. In *Proceedings of the Thirtieth AAAI Conference on Artificial Intelligence*, pages 2094–2100, Phoenix, AZ, USA, 2016.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Delving deep into rectifiers: Surpassing human-level performance on imagenet classification. In *2015 IEEE International Conference on Computer Vision (ICCV)*, pages 1026–1034, Santiago, Chile, 2015.

Devon Hjelm, Alex Fedorov, Samuel Lavoie-Marchildon, Karan Grewal, Philip Bachman, Adam Trischler, and Yoshua Bengio. Learning deep representations by mutual information estimation and maximization. In *International Conference on Learning Representations (ICLR)*, New Orleans, LA, USA, 2019.

Dan Horgan, John Quan, David Budden, Gabriel Barth-Maron, Matteo Hessel, Hado van Hasselt, and David Silver. Distributed prioritized experience replay. In *International Conference on Learning Representations (ICLR)*, Vancouver, BC, Canada, 2018.

P. Travis Jardine, Michael Kogan, Sidney N. Givigi, and Shahram Yousefi. Adaptive predictive control of a differential drive robot tuned with reinforcement learning. *International Journal of Adaptive Control and Signal Processing*, 33(2):410–423, 2019.

Saumil Jariwala, Omkar Chaubal, Roshan Singh, and Kanchan Bakade. Robotic hand-eye system using machine learning. In *Intelligent Computing, Information and Control Systems (ICICCS)*, Secunderabad, India, 2019.

Jens Kober, J. Andrew Bagnell, and Jan Peters. Reinforcement learning in robotics: A survey. *The International Journal of Robotics Research*, 32(11):1238–1274, 2013.

Michael Laskin, Aravind Srinivas, and Pieter Abbeel. CURL: Contrastive unsupervised representations for reinforcement learning. In *Proceedings of the 37th International Conference on Machine Learning (ICML)*, pages 5639–5650, 2020.

Quoc Le and Tomas Mikolov. Distributed representations of sentences and documents. In *Proceedings of the 31st International Conference on Machine Learning (ICML)*, pages 1188–1196, Beijing, China, 2014.

Honglak Lee, Chaitanya Ekanadham, and Andrew Ng. Sparse deep belief net model for visual area v2. In *Advances in Neural Information Processing Systems (NeurIPS)*, Vancouver, BC, Canada, 2007.
Sergey Levine, Chelsea Finn, Trevor Darrell, and Pieter Abbeel. End-to-end training of deep visuomotor policies. *Journal of Machine Learning Research*, 17(1):1334–1373, 2016.

Sergey Levine, Peter Pastor, Alex Krizhevsky, Julian Ibarz, and Deirdre Quillen. Learning hand-eye coordination for robotic grasping with deep learning and large-scale data collection. *The International Journal of Robotics Research*, 37(4-5):421–436, 2018.

Timothy P. Lillicrap, Jonathan J. Hunt, Alexander Pritzel, Nicolas Heess, Tom Erez, Yuval Tassa, David Silver, and Daan Wierstra. Continuous control with deep reinforcement learning. In *International Conference on Learning Representations (Poster)*, San Juan, Puerto Rico, 2016.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S. Corrado, and Jeff Dean. Distributed representations of words and phrases and their compositionality. In *Advances in Neural Information Processing Systems (NeurIPS)*, pages 3111–3119, Statieline, NV, USA, 2013.

Volodymyr Mnih, Koray Kavukcuoglu, David Silver, Andrei A. Rusu, Joel Veness, Marc G. Bellemare, Alex Graves, Martin Riedmiller, Andreas K. Fidjeland, Georg Ostrovski, Stig Petersen, Charles Beattie, Amir Sadik, Ioannis Antonoglou, Helen King, Dharshan Kumaran, Daan Wierstra, Shane Legg, and Demis Hassabis. Human-level control through deep reinforcement learning. *Nature*, 518:529–533, 2015.

Karl Pearson. On lines and planes of closest fit to systems of points in space. *The London, Edinburgh, and Dublin Philosophical Magazine of Science*, 2:559–572, 1901.

Xue Bin Peng, Erwin Coumans, Tingnan Zhang, Tsang-Wei Lee, Jie Tan, and Sergey Levine. Learning agile robotic locomotion skills by imitating animals. In *Robotics: Science and Systems (RSS)*, 2020.

Jeffrey Pennington, Richard Socher, and Christopher D. Manning. GloVe: Global vectors for word representation. In *Empirical Methods in Natural Language Processing (EMNLP)*, pages 1532–1543, Doha, Qatar, 2014.

Ahmed Hussain Qureshi, Yutaka Nakamura, Yuichiro Yoshikawa, and Hiroshi Ishiguro. Intrinsically motivated reinforcement learning for human–robot interaction in the real-world. *Neural Networks*, 107:23–33, 2018.

Subendhu Rongali, Adam J. Rose, David D. McManus, Adarsha S. Bajracharya, Alok Kapoor, Edgard Granillo, and Hong Yu. Learning latent space representations to predict patient outcomes: Model development and validation. *Journal of Medical Internet Research*, 22(3):e16374, 2020.

Andrew Saxe, James McClelland, and Surya Ganguli. Exact solutions to the nonlinear dynamics of learning in deep linear neural networks. In *International Conference on Learning Representations (ICLR)*, Banff, AB, Canada, 2014.

Karl Schmeckpeper, Annie Xie, Oleh Rybkin, Stephen Tian, Kostas Daniilidis, Sergey Levine, and Chelsea Finn. Learning predictive models from observation and interaction. In Andrea Vedaldi, Horst Bischof, Thomas Brox, and Jan-Michael Frahm, editors, *Computer Vision – ECCV 2020*, pages 708–725, Glasgow, UK, 2020. Springer International Publishing.

Gerrit Schoettler, Ashvin Nair, Juan Aparicio Ojea, Sergey Levine, and Eugen Solowjow. Meta-reinforcement learning for robotic industrial insertion tasks. In *2020 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS)*, pages 9728–9735, Las Vegas, NV, USA, 2020.

Archit Sharma, Michael Ahn, Sergey Levine, Vikash Kumar, Karol Hausman, and Shixiang Gu. Emergent real-world robotic skills via unsupervised off-policy reinforcement learning. In *Robotics: Science and Systems (RSS)*, 2020.

David Silver, Aja Huang, Chris J. Maddison, Arthur Guez, Laurent Sifre, George van den Driessche, Julian Schrittwieser, Ioannis Antonoglou, Veda Panneershelvam, Marc Lanctot, Sander Dieleman, Dominik Grewe, John Nham, Nal Kalchbrenner, Ilya Sutskever, Timothy Lillicrap, Madeleine Leach, Koray Kavukcuoglu, Thore Graepel, and Demis Hassabis. Mastering the game of go with deep neural networks and tree search. *Nature*, 529:484–489, 2016.

David Silver, Thomas Hubert, Julian Schrittwieser, Ioannis Antonoglou, Matthew Lai, Arthur Guez, Marc Lanctot, Laurent Sifre, Dharshan Kumaran, Thore Graepel, Timothy P. Lillicrap, Karen Simonyan, and Demis Hassabis. Mastering chess and shogi by self-play with a general reinforcement learning algorithm. *Science*, 362:1140–1144, 2017.

Cheng Zhang and Liang Ma. A sample efficient model-based deep reinforcement learning algorithm with experience replay for robot manipulation. *International Journal of Intelligent Robotics and Applications*, 4:217–228, 2020.

Bolei Zhou, Aditya Khosla, Agata Lapedriza, Aude Oliva, and Antonio Torralba. Learning deep features for discriminative localization. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, Las Vegas, NV, USA, 2016.