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ABSTRACT

Online hate speech is an important issue that breaks the cohesiveness of online social communities and even raises public safety concerns in our societies. Motivated by this rising issue, researchers have developed many traditional machine learning and deep learning methods to detect hate speech in online social platforms automatically. However, most of these methods have only considered single type textual feature, e.g., term frequency, or using word embeddings. Such approaches neglect the other rich textual information that could be utilized to improve hate speech detection. In this paper, we propose DeepHate, a novel deep learning model that combines multi-faceted text representations such as word embeddings, sentiments, and topical information, to detect hate speech in online social platforms. We conduct extensive experiments and evaluate DeepHate on three large publicly available real-world datasets. Our experiment results show that DeepHate outperforms the state-of-the-art baselines on the hate speech detection task. We also perform case studies to provide insights into the salient features that best aid in detecting hate speech in online social platforms.

CCS CONCEPTS
• Information systems → Data mining; • Computing methodologies → Information extraction; Neural networks; • Applied computing → Sociology.
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1 INTRODUCTION

Motivation. The proliferation of social media has enabled users to share and spread ideas at a prodigious rate. While the information exchanges in social media platforms may improve an individual’s sense of connectedness with real and virtual communities, these platforms are increasingly exploited for the propagation of toxic content such as hate speeches [14, 35], which are defined by the Cambridge dictionary as “public speech that expresses hate or encourages violence towards a person or group based on something such as race, religion, sex, or sexual orientation” [8]. The spread of hate speech in social media has not only sowed discord among individuals or communities online but also resulted in violent hate crimes [27, 34, 44]. Therefore, it is a pressing issue to detect and curb hate speech in online social media.

Major social media platforms such as Facebook and Twitter have made great efforts to combat the spread of hate speech in their platforms [7, 39]. For instance, the platforms have provided clear policies on hateful conduct [13, 40], implemented mechanisms for users to report hate speech, and employed content moderators to detect hate speeches actively. However, such approaches are labor-intensive, time-consuming, and thus not scalable or sustainable in the long run [17, 42].

The gravity of the issues and limitations of manual approaches has motivated the search for automatic hate speech detection methods. In recent years, researchers from data mining, information retrieval, and Natural Language Processing (NLP) fields have proposed several such methods [14, 35]. These methods can be broadly grouped into two categories: (i) methods that adopted classic machine learning-based strategies [9–11, 30, 41, 42], and more recently, (ii) deep learning-based methods [2, 3, 12, 15, 17, 21, 28, 32, 47].

For traditional machine learning-based methods, textual features such as bag-of-words are commonly extracted from social media posts to train a classifier to detect hate speech in the posts. For deep learning-based methods, words in the posts are often represented by some word embedding vectors and fed as inputs to train a neural network for hate speech detection. Although the existing methods, especially the deep learning ones, have shown promising results in automatic hate speech detection in social media, there are limitations in these models. Firstly, most of the existing methods have only considered single type textual features, neglecting the other rich textual information that could be utilized to improve hate speech detection. Secondly, the current deep learning methods offered limited explainability on why a particular post should be flagged as hate speech.

Research Objectives. In this paper, we address the limitations in existing methods and propose DeepHate1, a novel deep learning architecture that effectively combines multi-faceted textual representations for automatic hate speech detection in social media. At a high level, DeepHate utilizes three types of textual representations:

1Code: https://gitlab.com/bottle_shop/safe/deephate
semantic, sentiment, and topical information. The semantic representations of social media posts are extracted from several word embeddings pre-trained on a much larger text corpus [29, 33, 43]. For sentiment representation, we proposed a two-step approach that utilizes an existing sentiment analysis tool [24] and neural network to train a new word embedding that captures the sentiment information in a social media post. Latent Dirichlet Allocation (LDA) [6] is used to extract topical representations of posts. The three types of textual representations are subsequently used as input to train our DeepHate model for hate speech classification. The underlying intuition is that the multi-faceted textual representations enrich the representation of social media posts, and this enables the deep learning classifier to perform better hate speech detection. To gain a better understanding of how DeepHate decides which posts to classify as hate speech, we also conduct empirical studies to analyze the salient features aided in hate speech detection.

Contributions. Our main contributions in this work consist of the following.

- We propose a novel deep learning model called DeepHate, which utilizes multi-faceted textual representations for automatic hate speech detection in social media.
- We conduct extensive experiments on three real-world and publicly available datasets. Our experiment results show that DeepHate consistently outperforms state-of-the-art methods in the hate speech detection task.
- We conduct empirical analyses on the DeepHate model and provide insights into the salient features that helped in detecting hate speech in social media. The salient feature analysis also improves the explainability of our proposed model.

2 RELATED WORK

Automatic detection of hate speech has received considerable attention from the data mining, information retrieval, and natural language processing (NLP) research communities. Interest in this field has increased with the proliferation of social media and social platforms. In this section, we focus on reviewing the existing works for detecting hate speech in social media text content. Mostly, we will be focusing on hate speech detection on Twitter short messages (i.e., tweets). These works can be broadly categorized into two approaches: (i) works that adopt classic machine-learning strategies, and, more recently, (ii) those that deep learning methods. Readers are encouraged to refer to recent the surveys on the topic [14, 35] for great detail of methods for both Twitter and other social media.

Traditional machine learning methods have been applied to detect hate speech in social media [9–11, 30, 41, 42]. Typically, these methods include an initial feature extraction phase, where features are extracted from the raw textual content. The most commonly extracted features include Term Frequency Inverse Document Frequency (TF-IDF) scores, Bag-of-Words vectors, and other linguistic attributes. Xiang et al. [45] had also explored the latent semantic features extracted from tweets for hate speech detection by mining topics of the tweets. Beyond the textual content, some studies have also utilized other meta-information from the users’ profiles and network structures (i.e., followers, mentioned, etc.) [9, 31, 36]. The extracted features are subsequently used as input for classifiers such as Logistic Regression, SVM, Random Forest, etc., to predict if the given tweet contains hate speeches. In this paper, we focus on utilizing only the textual content to perform hate speech detection as other meta-information is scarce and often incomplete. Moreover, by not using these meta-information, we would avoid to bias our hate detectors by any personal information of the users.

Deep learning methods have achieved notable performance in many classification tasks. Unlike traditional machine learning methods, deep learning methods are able to automatically learn latent representations of the input data to perform classification [20]. Such deep learning approaches have also been applied to several natural language processing tasks, including text classification [19, 46]. The increasing popularity of deep learning approaches also sees a number of recent studies adopting these methods to detect hate speech in social media [2, 3, 12, 15, 17, 21, 28, 32, 47].

Mehdad et al. [28] experimented applying Recurrent Neural Network (RNN) model different input types such as word, unigram, and bigram character embeddings for hate speech detection. Gamberc et al. [17] conducted similar studies using Convolutional Neural Network (CNN). Badjiya et al. [3] proposed an ensemble approach that combines Long-Short Term Memory (LSTM) model and Gradient-Boost Decision Tree to detect hate speech on Twitter. Park and Fung [32] introduced the HybridCNN method that trains a CNN over both word and unigram character embeddings for hate speech detection. Zhang et al. [47] proposed a new neural network architecture that combines CNN with Gate Recurrent Unit (GRU) to classify hate speech using word embeddings as input. Founta [15] trains a combined RNN and Multilayer perceptron (MLP) on textual content and meta-information to perform hate speech detection. Most of these studies have applied and experimented with their proposed methods on datasets proposed in [11, 42]. Unlike the existing deep learning methods, which mainly utilized word or character embeddings as input, we proposed a novel deep learning architecture to combine multi-faceted text representations for the classification of hate speech. We will evaluate and benchmark our proposed model against these state of the art in Section 5.

3 PROPOSED MODEL

In this section, we elaborate on our proposed DeepHate model. The intuition of our proposed model is to learn the latent representations of multi-faceted text information, and effectively combine them to improve hate speech detection. Figure 1 illustrates the overall architecture of the DeepHate model. The proposed model first utilizes different types of feature embeddings to represent a post _p_. The feature embeddings are subsequently fed into neural network models to learn three types of textual information latent representations, namely, semantic, sentiment, and topic. The latent representations are then combined via a feed-forward network. Finally, a softmax layer takes the combined representation as input to predict probability distribution over all possible classes. The details of the individual components in DeepHate model are described in the subsequent subsections.

3.1 Semantic Representation

To learn the latent semantic representation of a post _p_, we first represent the post as a sequence word, i.e., \( W^p = (w^p_1, w^p_2, \ldots, w^p_L) \), where _L_ refers to the length of the post. Each word in the sequence
3.2 Sentiment Representation

Tweets often contain abundant sentiment information [18]. Each tweet encodes the attitude and emotion of the writer, and such information may be helpful in hate speech detection. From this intuition, we aim to incorporate sentiment information in the DeepHate model. Inspired by the method proposed in [37], our goal here is to train a word embedding that contains sentiment information. Then, similar to the training of latent semantic representation, this trained sentiment-specific word embedding, denoted by $e_p^s$, will be used to represent the words in a post, which is subsequently used as input into the C-LSTM-Att encoder to learn the latent sentiment representation of the post.

However, the technique proposed in [37] is a supervised method that requires labels for sentiment classification, and the existing hate speech datasets lack such sentiment labels. To overcome this limitation, we first explore a sentiment analysis tool, VADER [24], to label the sentiment for the tweets in the hate speech datasets. VADER is a lexicon and rule-based sentiment analysis tool that is specifically tuned to extract sentiments expressed in social media. Given a tweet, the tool generates scores over three polarities: negative, positive, and neutral. In our implementation, we assume the sentiment label for a tweet to be the polarity with the highest score. With the generated sentiment labels for the hate speech datasets, we train a sentiment-specific word embedding [37] by performing a sentiment classification task to predict the sentiment labels in hate speech datasets. Similar to the pre-trained word embeddings, the sentiment-specific word embedding (a.k.a sentiment embedding) is trained as 300-dimensional vectors.

Finally, we represent the word sequence of a post using the trained sentiment embedding, $e_p^s = (e_{p_1}^s, e_{p_2}^s, \ldots, e_{p_n}^s)$, and use it as input into a C-LSTM-Att encoder to learn a latent sentiment representation of the post, $x_p^s$. Note that we also freeze the parameters in the sentiment embedding layers such that the sentiment embedding is not updated; this ensures the sentiment information is preserved and not updated by the back-propagation from our hate speech detection task.

3.3 Topic Representation

We employ the probabilistic topic modeling approach [5] to derive the topic representation of the posts. Generally, this approach allows to represent each text document by a multinomial distribution over topics where each topic is mathematically defined as a multinomial distribution over words. Often, in mining topics from Twitter posts, the documents are formed by aggregating the posts by hashtags, published time, or authors [23, 48]. However, since our datasets are highly sparse in those dimensions (e.g., there are not many common hashtags among posts, posts are published in a long span of time, and each user has very few posts), we consider each single post is a document and make use of the original Latent Dirichlet Allocation model [6] (LDA) for computing the posts’ topic distribution. Moreover, inspired by previous works that each post should focus on one or a few topics, we exploit sparsity regularization in the learning of the LDA model [4]. Thus, posts’ topic representations, $x_p^t$, are sparse vectors (which are highly skewed multinomial distribution over topics).
Specifically, we first remove all stopwords and non-English words. Next, we iteratively filter away infrequent words and too short posts such that: each word must appear in at least five remaining posts while each post contains at least three remaining words. These minimum thresholds are to ensure that for each post and each word, we have enough observations to learn the topics accurately. To determine the appropriate number of topics in each dataset, we run the LDA model (with sparsity regularization) with the number of topics varied from 5 to 20 and measure the likelihood of the learned model in each case. The number of topics in each dataset is then set by considering both computational complexity and improvement in the likelihood. Lastly, for too short posts that are previously filtered away, we assume that their topic distributions are uniform. There is just a small proportion (often less than 10%) of such posts in each dataset.

3.4 C-LSTM-Att Encoder

Zhou et al. [49] introduced the C-LSTM model, which stacked a convolutional neural network (CNN) and long-short term memory (LSTM) [22], for text classification. Motivated by C-LSTM’s good performance in the text classification task, we modify C-LSTM by adding an attention mechanism [46] to select informative words that contribute more towards detecting hate speech in social media posts. Also, our proposed network can be adaptive to convolution operation with multiple filter sizes. We name the modified model C-LSTM-Att. The C-LSTM-Att model is used to encode the post’s pre-trained word embeddings, i.e., \( e^p_{w,g}, e^p_{w,v}, e^p_{w,t} \), and sentiment embedding, \( e^s \), into its latent semantic and sentiment representations. As the process of encoding the four feature embeddings is similar, we use \( e^p \) as a generic word embedding and \( x^p \) as a generic latent semantics or sentiment representation of a post for illustration in our subsequent discussion in this section.

**CNN Component.** This component is a slight variant of the traditional convolutional networks [20]. Let \( e^p_j \in \mathbb{R}^d \) be the \( d \)-dimensional word vectors for the \( i \)-th word in a post \( p \). Let \( e^p \in \mathbb{R}^{L \times d} \) denote the input post where \( L \) is the length of the post. Let \( k \) be the length of the filter, and the vector \( m \in \mathbb{R}^{k \times d} \) is a filter for the convolution operation. For each position \( j \) in the post, we have a window vector \( w_j \) with \( k \) consecutive word vectors, denoted as:

\[
w_j = [e^p_j, e^p_{j+1}, \ldots, e^p_{j+k-1}] \tag{2}
\]

Where the commas represent row vector concatenation. A feature map \( c \in \mathbb{R}^{L-k+1} \) is generated with as the filter \( m \) convolves with the window vectors \( (k\text{-grams}) \) at each position. Each element \( c_j \) of the feature map for window vector \( w_j \) is produced as follows:

\[
c_j = f(mw_j + b) \tag{3}
\]

where \( b \) is a bias term and \( f \) is the ReLU nonlinear transformation function. We use \( n \) filters to generate \( n \) feature maps. To be more specific, the output from convolution operation with window size \( k \) and \( n \) filters is: \( C^s = \mathbb{R}^{(L-k+1) \times nd} \). We assume there are \( v \) different sizes of filters, so the output is: \( C^{s1}, C^{s2}, \ldots, C^{sv} \). Each of the output is subsequently fed into the LSTM component individually. As LSTM is specified for sequence organization due to the discontinuous selected features, we do not use these operators after the convolution operation.

**LSTM Component.** We adopt the LSTM model [20] to learn the long-range dependencies from higher-order sequential features generated by the CNN component of our model. Formally, the transition functions are defined as follows:

\[
i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \]
\[
f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \]
\[
o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o) \]
\[
c_t = f_t \odot c_{t-1} + i_t \odot \tanh(W_c \cdot [h_{t-1}, x_t] + b_c) \]
\[
h_t = o_t \odot \tanh(c_t) \tag{4}
\]

where \( x_t \) denotes the current input feature representation from \( C^{si} \) and \( h_t \in \mathbb{R}^z \); \( h_{t-1} \) is the old hidden state at previous time \( t - 1 \); \( i_t, o_t, f_t \) represent the values of an input gate, an output gate, a forget gate at time step \( t \), respectively. We use \( z \) as the number of hidden states in the LSTM. These gates collectively decide how to update the current memory cell \( c_t \) and the current hidden state \( h_t \). \( W_i, W_f, W_o, W_c \in \mathbb{R}^{z \times (n+2z)} \) are the weighted matrices and \( b_i, b_f, b_o, b_c \in \mathbb{R}^z \) are biases, which parameterizing the transformations. Here, \( \sigma \) is the logistic sigmoid function that has an output in \([0, 1]\), \( \tanh \) denotes the hyperbolic tangent function that has an output in \([-1, 1]\), and \( \odot \) denotes the element-wise multiplication.

Attention mechanism is subsequently applied on the learned hidden states to capture the informative words that contribute more towards detecting hate speech in social media posts.

**Attention Mechanism.** Not all words in a post contribute equally to the detection of hate speech. We adapt the word attention proposed by Yang et al. [46] to emphasize the important word features extracted from LSTM that aided hate speech detection and aggregate the representation of these informative word features to form the post’s latent representations.

Specifically, we let \( H \in \mathbb{R}^{z \times L} \) be a matrix consisting of hidden vectors \([h_1, \ldots, h_L]\) that the C-LSTM model produces, where \( z \) is the size of hidden layers and \( L \) is the length of the output. The length \( l \) can be represented as \( L - k + 1 \), when the window size of filters is \( k \). The final hidden state of LSTM, \( h_L \), contains information of the whole sentence. To implement self-attention over the sentence, we consider the relation between each word and the meaning of the whole sentence. As a consequence, we use the final hidden state to attend to hidden state of each word to obtain the importance of each word for detecting hate speech. The attention mechanism will produce an attention weight vector \( \alpha \) and the post’s latent representations \( x^p \).

\[
M = \tanh(W_H H + W_H h_L + b_h) \tag{5}
\]
\[
\alpha = \text{softmax}(w^T M) \tag{6}
\]
\[
x^p = H \alpha^T \tag{7}
\]

where, \( M \in \mathbb{R}^{z \times L} \), \( w \in \mathbb{R}^z \) are projection parameters and \( \alpha \) is a middle dimension of computation. \( \alpha \in \mathbb{R}^L \) is a vector consisting of attention weights and \( x^p \) is attended output where there is only single size of filters. As there are multiple filter sizes, we concatenate output from attention module to form the final latent representation of the post. As such, the post’s semantic representations \( x^p_{w, g}, x^p_{w, v}, x^p_{w, t} \).
and $x^p_j$, and sentiment representation $x^s_j$ are learned in similar fashion.

### 3.5 Representation Fusion

After learning the latent semantic, sentiment, and topic representations, we perform operations to effectively combine the different post representations in the representation fusion layer.

In this layer, we adopt the Gate Attention Network to fuse information from multiple modalities. The Gate Attention Network proposed by Tang et al. [38] is effective for combining two vectors. Here we extend the gate fusion from two modalities to three modalities. The sentiment representation and topic representation are regarded as complementary information of semantic representation. So they are weighted by the interaction with semantic representation at first. Eventually, element-wise sum operation is performed to combine the weighted sentiment and topic representation with the semantic representation:

\[
\text{att}_w^s = \sigma(W_w(x^w_j + x^s_j)) \\
\text{att}_t^s = \sigma(W_t(x^w_j + x^t_j)) \\
x^f_j = x^w_j + \text{att}_w^s x^s_j + \text{att}_t^s x^t_j
\]

where $W_w$ and $W_t$ are weighted matrices. The resulting joint representation $x^f_j$ is a high level representation of the post and can be used as features for hate speech multi-class classification in the softmax layer.

### 3.6 Implementation Details

We use the same embedding size $d = 300$ for pre-trained word embeddings and sentiment embedding. Additionally, we have added a dropout layer with 150% dropout after the embedding layer for regularization and 20% dropout for fully connected layer. Each CNN layer has three kinds of filter window size with 50 filters each. The number of hidden states in LSTM is set as 200. We use ADAM [25] as the optimizer with a learning rate of 0.001 to train our model.

### 4 DATASET

We evaluate DeepHate on three publicly available datasets and one dataset reconstructed by merging tweets of the three datasets. The first three datasets, namely, WZ-LS [32], DT [11], and FOUNTA [16], are widely used in hate speech detection studies. The merged dataset was constructed by concatenating the three datasets and removing the spam tweets. Table 1 shows the statistical summary of the these datasets. The table clearly shows that these datasets are diverse in both size and nature, thus allows us to evaluate our proposed model more comprehensively.

#### WZ-LS dataset

Park et al. [32] combined two Twitter datasets [41, 42] to form the WZ-LS dataset. The dataset breaks down the types of hate speech into four classes: racism, sexism, both, and neither. As only the ids of the tweets are released in [32], we retrieve the text of the tweets using Twitter’s APIs. However, some of the tweets have been deleted by Twitter due to their inappropriate content. Thus, our dataset is slightly smaller than the original dataset reported in [32].

#### DT dataset

Davidson et al. [11] argued that hate speech should be differentiated from offensive tweets; some tweets may contain hateful words but may be just offensive and did not meet the threshold of classifying them as hate speech. The researchers constructed the DT Twitter dataset, which manually labeled and categorized tweets into three categories: offensive, hate, and neither.

#### FOUNTA dataset

The FOUNTA dataset is recently published in [16]. It’s a human-annotated dataset that went through two rounds of annotations. In the first round, annotators are required to classify tweets into three categories: normal, spam, and inappropriate. Subsequently, the annotators were asked to refine further the labels of the tweets in the “inappropriate” category. Specifically, the final version of the dataset consists of four classes: normal, spam, hate, and abusive. We found that there were duplicated tweets in FOUNTA dataset as the dataset annotators have included retweets in their dataset. For our experiments, we remove the retweets resulting in the distribution in Table 1.

#### COMBINED dataset

The COMBINED dataset is an aggregation of all inappropriate tweets including offensive and hate tweets, and normal tweets in three datasets above. We postulate that the aggregated dataset is closer to the real-world application as the social media platform provider is likely to be interested in detecting and reducing both hate and offensive tweets. The COMBINED dataset is the largest dataset with diverse types of inappropriate tweets.

### 5 EXPERIMENT

In this section, we will first describe the settings of experiments conducted to evaluate our DeepHate model. Next, we discuss the experiment results and evaluate how DeepHate fare against other state-of-the-art baselines. We conduct more in-depth ablation studies on the various components in the DeepHate. Empirical analyses on the sentiment, topics, and salient features that aided in hate speech detection are also conducted. Finally, we discuss some interesting case studies on how DeepHate’s strengths and limitations in hate speech detection.

#### 5.1 Experiment Setup

**Baselines.** For evaluation, we compare the DeepHate model with the following state-of-the-art baselines that utilized textual content for hate speech detection:

- CNN: Previous studies have utilized CNN to perform automatic hate speech detection and achieved good results [1, 3, 17]. For baselines, we train three CNN models with

| Dataset          | #tweets | Classes (#tweets)                      |
|------------------|---------|----------------------------------------|
| WZ-LS            | 13,202  | racism (82), sexism (3,332), both (21), neither (9,767) |
| DT               | 24,783  | hate (1,430), offensive (19,190), neither (4,163) |
| FOUNTA           | 89,990  | normal (53,011), abusive (19,232), spam (13,840), hate (3,907) |
| COMBINED         | 114,120 | normal (66,941), inappropriate (47,194) |
Figure 2: Sentiment distribution of datasets. Figure a, b, c corresponds to the distribution of WZ-LS, DT and FOUNTA. Green in the pie chart denotes tweets labeled positive, orange denotes negative and blue denotes neural.

| Table 2: Experiment results of DeepHate and baselines on WZ-LS dataset |
|-----------------|-------|-------|-------|
| Model           | Micro-Prec | Micro-Rec | Micro-F1 |
| CNN-W           | 75.95     | 78.57   | 75.54   |
| CNN-C           | 54.77     | 74.01   | 62.95   |
| CNN-B           | 76.30     | 79.08   | 74.78   |
| LSTM-W          | 75.39     | 79.52   | 74.52   |
| LSTM-C          | 74.82     | 78.13   | 71.95   |
| LSTM-B          | 54.77     | 74.01   | 62.95   |
| HybridCNN       | 76.35     | 78.93   | 75.98   |
| CNN-GRU         | 75.33     | 79.27   | 74.42   |
| DeepHate        | **77.95** | 79.48   | **78.19** |

| Table 3: Experiment results of DeepHate and baselines on DT dataset |
|-----------------|-------|-------|-------|
| Model           | Micro-Prec | Micro-Rec | Micro-F1 |
| CNN-W           | 87.88     | 88.65   | 87.95   |
| CNN-C           | 60.53     | 77.43   | 67.60   |
| CNN-B           | 78.02     | 80.33   | 77.01   |
| LSTM-W          | 88.08     | 89.08   | 87.87   |
| LSTM-C          | 77.21     | 79.88   | 76.47   |
| LSTM-B          | 59.97     | 77.44   | 67.60   |
| HybridCNN       | 88.33     | 88.96   | 88.07   |
| CNN-GRU         | 87.60     | 88.24   | 87.23   |
| DeepHate        | **89.97** | **90.39** | **89.92** |

| Table 4: Experiment results of DeepHate and baselines on FOUNTA dataset |
|-----------------|-------|-------|-------|
| Model           | Micro-Prec | Micro-Rec | Micro-F1 |
| CNN-W           | 78.26     | 79.71   | 78.27   |
| CNN-C           | 69.66     | 70.15   | 64.40   |
| CNN-B           | 52.01     | 58.41   | 50.64   |
| LSTM-W          | 78.54     | 79.87   | 78.48   |
| LSTM-C          | 70.15     | 70.89   | 66.30   |
| LSTM-B          | 55.22     | 62.71   | 54.52   |
| HybridCNN       | 78.34     | 79.24   | 77.73   |
| CNN-GRU         | 78.62     | 80.17   | 78.39   |
| DeepHate        | **78.95** | **80.43** | **79.09** |

| Table 5: Experiment results of DeepHate and baselines on COMBINED dataset |
|-----------------|-------|-------|-------|
| Model           | Micro-Prec | Micro-Rec | Micro-F1 |
| CNN-W           | 91.86     | 91.77   | 91.72   |
| CNN-C           | 79.56     | 79.06   | 78.50   |
| CNN-B           | 42.26     | 58.63   | 43.67   |
| LSTM-W          | 91.54     | 91.54   | 91.52   |
| LSTM-C          | 82.46     | 80.64   | 79.70   |
| LSTM-B          | 64.93     | 65.50   | 63.85   |
| HybridCNN       | 91.77     | 91.72   | 91.67   |
| CNN-GRU         | 91.63     | 91.40   | 91.31   |
| DeepHate        | **92.48** | **92.45** | **92.43** |

- **CNN-GRU**: The CNN-GRU model that was proposed in a recent study by Zhang et al. [47] is also replicated in our study as a baseline. The CNN-GRU model takes word embeddings as input.

**Sentiment Learning.** As mentioned in Section 3.2, we learn the post’s sentiment using the VADER [24] sentiment analysis tool. The learned sentiment will be used as labels (i.e., negative, positive, and neutral) to train the sentiment representations of the post. Figure 2 shows the Sentiment distributions of the three datasets.

**Topic Modeling.** In learning post’s topic representation, we set the number of topics in WZ-LS, DT, and FOUNTA datasets to 15, 10, 15, respectively.
Training and Testing Set. In our experiments, we adopt an 80-20 split, where for each dataset, 80% of the posts are used for training with the remaining 20% used for testing.

Evaluation Metrics. Similar to most existing hate speech detection studies, we use micro averaging precision (Micro-Prec), recall (Micro-Rec), and F1 score (Micro-F1) as the evaluation metrics. Micro averaging is preferred in our experiments as there are classes imbalance in the hate speech datasets. Also, five-fold cross-validation is used in our experiments, and the average results of the five folds are reported.

5.2 Experiment Results
Table 2 shows the experiment results on WZ-LS dataset while Tables 3, 4 and 5 show that on DT, FOUNTA and COMBINED datasets respectively. In the tables, the highest figures are highlighted in bold. We observe that DeepHate outperformed the state-of-the-art baselines. Interestingly, we observed that the CNN and LSTM models with word embedding perform better than character-level embeddings input, suggesting that the semantics information in words is able to yield good performance for hate speech detection. The performance of character-level bi-gram embedding is worse among the three types of input feature embeddings. A possible reason may be that posts are short, and character-level bi-gram embedding may be ambiguous sometimes. We also noted that the basic CNN and LSTM with word embedding models are able to outperform some of the more complicated models such as HybridCNN and CNN-GRU in some occasions.

It is worth noting that there are differences between the results of HybridCNN and CNN-GRU models in our experiments and the results that were reported in previous studies [32, 47]. For instance, previous studies for HybridCNN [32] and CNN-GRU [47] had conducted experiments on the WZ-LS dataset. However, we did not cite the previous scores directly as some of the tweets in WZ-LS has been deleted. Similarly, CNN-GRU was also previously applied to the DT dataset. However, in the previous work [47], the researchers have cast the problem into binary classification by re-labeling the offensive tweets as non-hate. In our experiment, we perform the classification based on the original DT dataset [11]. Therefore, we replicated the HybridCNN and CNN-GRU models and applied them to the updated WZ-LS dataset and original DT dataset.

5.3 Ablation Study
Our proposed DeepHate model is made up of several components. In this evaluation, we perform an ablation study to investigate the effects of different latent post representations. Specifically, we compare the following settings:

- **Semantic**: We apply the DeepHate model using only the post’s latent semantic representation $x_p^w$.
- **Topic+Semantic**: We apply the DeepHate model using only the post’s latent semantic representation $x_p^w$ and topic representation $x_p^t$.
- **Sentiment+Semantic**: We apply the DeepHate model using only the post’s latent semantic representation $x_p^w$ and sentiment representation $x_p^s$.
- **DeepHate**: Our original DeepHate model which utilized post’s semantic, topic, and sentiment representations.

Table 6: Performance of various DeepHate components on WZ-LS dataset

| Model            | Micro-Prec | Micro-Rec | Micro-F1 |
|------------------|------------|-----------|----------|
| Semantic         | 77.98      | 79.32     | 77.98    |
| Topic+Semantic   | 79.09      | 78.62     | 77.35    |
| Sentiment+Semantic| 79.48     | 79.48     | 78.19    |
| DeepHate         | 77.95      | 79.48     | 78.19    |

Table 7: Performance of various DeepHate components on DT dataset

| Model            | Micro-Prec | Micro-Rec | Micro-F1 |
|------------------|------------|-----------|----------|
| Semantic         | 89.44      | 90.24     | 89.49    |
| Topic+Semantic   | 89.56      | 90.28     | 89.64    |
| Sentiment+Semantic| 89.59     | 90.39     | 89.64    |
| DeepHate         | 89.97      | 90.39     | 89.92    |

Table 8: Performance of various DeepHate components on FOUNTA dataset

| Model            | Micro-Prec | Micro-Rec | Micro-F1 |
|------------------|------------|-----------|----------|
| Semantic         | 78.68      | 80.40     | 78.57    |
| Topic+Semantic   | 78.77      | 80.45     | 78.62    |
| Sentiment+Semantic| 78.88     | 80.53     | 78.79    |
| DeepHate         | 78.95      | 80.43     | 79.09    |

Table 9: Performance of various DeepHate components on COMBINED dataset

| Model            | Micro-Prec | Micro-Rec | Micro-F1 |
|------------------|------------|-----------|----------|
| Semantic         | 92.26      | 92.23     | 92.20    |
| Topic+Semantic   | 92.33      | 92.30     | 92.27    |
| Sentiment+Semantic| 92.32     | 92.28     | 92.25    |
| DeepHate         | 92.48      | 92.45     | 92.43    |

Table 6, 7, 8 and 9 shows the results of our ablation studies on WZ-LS, DT, FOUNTA and COMBINED datasets respectively. Our post’s latent semantic representations, which combined the latent representations learned from three pre-trained word embeddings, outperforms the LSTM or CNN model with randomly initialized word embedding. We postulate that the combination of three pre-trained word embeddings allows more expressive semantic representations and ultimately leads to better hate speech detection. The addition of the post’s latent topic and sentiment representations to its semantic representation is observed to improve performance, suggesting that topic and sentiment information are useful in hate speech detection. Finally, our DeepHate model that utilizes the post’s semantic, topic, and sentiment representations constantly outperforms the other configurations in the four datasets, suggesting that multi-faceted textual representations can improve hate speech detection.
### Table 1: Example Posts

| Label | Example Post |
|-------|--------------|
| Sexism | *I'm not sexist but fuck that and she's awful* |
| Racism | *Man wtf is this damn lies dumb doing on this damn commercial* |
| Both | *You can just see her credentials black feminist* |

Figure 3: Visualized saliency scores on posts in WZ-LS dataset.

| Label | Example Post |
|-------|--------------|
| Offensive | *Fuck you up* |
| Hate | *Those guys are the definition of white trash* |

Figure 4: Visualized saliency scores on posts in DT dataset.

| Label | Example Post |
|-------|--------------|
| Abusive | *Democracy where any two idiot cutout genius* |
| Hate | *I'm going to find then I'm going to fuck this nigger stupid af* |

Figure 5: Visualized saliency scores on posts in FOUNTA dataset.

### 5.4 Salient Feature Analysis

To analyze how our DeepHate is able to extract important features from the textual information to perform hate speech detection, we examine the most salient sections of a single post’s latent semantic representations. We adopt the saliency score defined by [26] to measure the saliency of input features. The score indicates how sensitive a model is to the changes in the embedding input, i.e., in our case, how much a specific word, contributes to the final classification decision. Figure 3, 4, and 5 show the visualized computed saliency scores for WZ-LS, DT, and FOUNTA dataset respectively. Note that the more salient that section of the post’s input feature representation, the darker is its shade of red.

From the visualizations, we notice that the salient words highlighted in a post are descriptive of its true-label. For example, in Figure 3, the words “lady she’s awful” are highlighted for the post labeled as sexism. Similarly, words such as “nigga” are salient in the racism post. More interesting, words that are indicative of both sexism and racism are highlighted for posts labeled to contain both racism and sexism. Similar observations are made for other datasets. For instance, in the DT dataset, Figure 4 visualization shows that offensive lexicons are differentiated from hateful ones. The salient feature analysis demonstrates DeepHate’s capabilities to extracting critical textual features for hate speech detection.

The extracted critical textual features also provide some form of explanation to DeepHate’s classification decision; it highlights the keywords which may suggest some form of hate or abusive language in the text. Besides achieving excellent detection performances, hate speech detection models should also be explainable to aid the content moderator in providing reasons for content removal. To the best of our knowledge, this is the first deep-learning-based hate speech detection study that supports explainability.

### 5.5 Case Studies

To gain a better understanding of the difference between DeepHate and baseline models, we qualitatively evaluate the models by examining some example posts and their classification results. Table 10, 11, and 12 show example posts from WZ-LS, DT, and FOUNTA datasets respectively. In each example post, we display the true label and predicted labels from DeepHate and the best baseline, CNN-GRU. The correct predictions are marked in green font, while the incorrect predictions are represented in red font.

From the example posts, we observed that the posts’ sentiments have a profound impact on DeepHate’s hate speech detection performance. For instance, for posts with “normal” or “non-hate” true labels speech (e.g., post 1, 9, 15), DeepHate is correctly classified the posts while CNN-GRU made incorrect predictions. We postulate that sentiment information, i.e., neutral sentiment, utilized by DeepHate has helped the model to minimize false negatives, i.e., labeling non-hate speech as hate speeches. However, the dependent on sentiment information also exposes a limitation of DeepHate model: the inaccuracy of the sentiment information may have an adverse effect on DeepHate’s performance. For example, in post 5, 11, 12, 16, 17, the posts’ sentiments are labeled as neural, and DeepHate has wrongly classified these posts. The sentiment labels learned using VADER model are also inaccurate as examining the posts’ text clearly suggests that these are posts with negative sentiment. Thus, for future work, we will explore utilizing or designing better sentiment classification techniques to boost DeepHate performance in hate speech detection.

### 6 CONCLUSION AND FUTURE WORK

In this paper, we proposed a novel deep learning framework known as DeepHate, which utilized multi-faceted text representations for automatic hate speech detection. We evaluated DeepHate on three publicly available real-world datasets, and our extensive experiments have shown that DeepHate outperformed the state-of-the-art baselines. We have also empirically analyzed the DeepHate model and provided insights into the salient features that best aided in detecting hate speech in online social platforms. Our salient feature analysis provided some form of explanation to DeepHate’s hate classification decision. For future works, we will like to incorporate non-textual features into DeepHate model and improve the posts’ sentiment and topic representations with more advanced techniques.
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