A Study on CNN-Based Detection of Psyllids in Sticky Traps Using Multiple Image Data Sources
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Abstract: Deep learning architectures like Convolutional Neural Networks (CNNs) are quickly becoming the standard for detecting and counting objects in digital images. However, most of the experiments found in the literature train and test the neural networks using data from a single image source, making it difficult to infer how the trained models would perform under a more diverse context. The objective of this study was to assess the robustness of models trained using data from a varying number of sources. Nine different devices were used to acquire images of yellow sticky traps containing psyllids and a wide variety of other objects, with each model being trained and tested using different data combinations. The results from the experiments were used to draw several conclusions about how the training process should be conducted and how the robustness of the trained models is influenced by data quantity and variety.

Keywords: deep learning; model robustness; data variety; citrus; HLB

1. Introduction

One of the most damaging problems in all agriculture is the citrus huanglongbing (HLB) [1], an incurable disease that is caused by the bacterium Candidatus Liberibacter spp.) [2]. The main vector for this disease is the psyllid species Diaphorina citri, a two to three-millimeter light-brown insect that is most often found in citrus shoots. The constant monitoring of psyllid infestation is thus essential for timely preventive actions to avoid substantial economic losses.

Psyllids can be sampled in the field using a variety of methods [3], among which sticky traps are the most used for monitoring infestations due to their reliability [4]. However, accurate population estimates have to rely on a very time-consuming sorting and counting process. In addition, fatigue and well-known cognitive phenomena tend to decrease the accuracy of the visual assessment [5]. As a result, infestation estimates may become too inaccurate to properly support decisions. This is a problem that affects not only psyllids, but almost all methods of insect infestation estimation, which has given rise to many research efforts towards the automation of the process using imaging devices [6].

Depending on the type of infestation, the detection of insects directly on leaves [7–12], stems [13], and flowers [14] can be appropriate, but in most cases counting insects caught by traps is a better proxy for the real situation in a given region [15]. The literature has many examples of image-based insect monitoring that employ traps for sample collection [5,16–22]. In most cases, traps capture not only the specimens of interest, but also other invertebrate species, dust, and other types of debris. Detecting specific objects in images captured under this type of condition can be challenging. This is particularly true in the case of psyllids, as these tend to be among the smallest objects usually found in the traps. Pattern recognition in a busy environment is the type of task that can, in many cases, be suitably handled by machine learning algorithms. Thus, it is no surprise that this type of technique has been predominant in this context.
Traditional machine learning techniques such as multi-layered perceptron (MLP) neural networks [20], Support Vector Machines (SVM) [10,13,14,23], and K-means [21] have been applied to insect counting in sticky traps, with various degrees of success. However, an important limitation associated with those techniques is that they either require complex feature engineering to work properly, or are not capable of correctly modelling all the nuances and nonlinearities associated with pattern recognition with busy backgrounds. This may explain in part why deep learning techniques, and CNNs in particular, have gained so much popularity in the last few years for image recognition tasks.

The use of deep learning for insect recognition has mostly concentrated on the classification of samples into species and subspecies, with the insects of interest appearing prominently in the images captured either under natural [11,24] or controlled [25] conditions. Some investigations have also addressed pest detection amidst other disorders [26]. To the best of the authors’ knowledge, the only work found in the literature that uses deep learning for monitoring psyllids was proposed by Partel et al. [27], achieving precision and recall values of 80% and 95%, respectively. Another study with similar characteristics, but dedicated to moth detection in sticky traps, was carried out by Ding and Taylor [19]. In any case, a problem that is common to the vast majority of the investigations based on deep learning found in the literature is that training and tests are done with the datasets generated using the same camera or imaging device. As a result, the model will be trained using data that lack the variability that can be found in practice, reducing its reliability. This difference between the distribution of the data used to train the model and the data on which the model is to be applied in the real world is commonly called covariate shift [28], and is one of the main reasons for models to fail under real world conditions.

In order to investigate how severe is the covariate shift problem when CNNs are used to detect and count psyllids in yellow sticky traps, nine distinct datasets were built using different imaging devices. Extensive experiments were conducted in order to determine the impact that the lack of variability has on the ability of the trained model to handle image data acquired by different people using different devices. This study is a follow-up to a previous investigation about the influence of image quality on the detection of psyllids [29].

2. Material and Methods

2.1. Image Datasets

Psyllids were captured by means of yellow sticky traps (Isca Tecnologias, Ijuí, Brazil) placed in farms located in the State of São Paulo, Brazil. The traps were collected after two weeks in the field and encased in a transparent plastic overlay to prevent object displacement. Images were captured indoors under artificial illumination. Smartphones were hand held in a horizontal position at a distance of approximately 30 cm from the traps, such that the region of interest filled as much of the screen as possible. Seven different smartphones, handled by eight different people, were used to capture the images (Table 1). These devices were chosen due to their diversity of characteristics in terms of resolution, optical quality and capture settings, and also because they roughly represent the variety of devices that would be used in practice. Part of the traps was also imaged by a scanner located in a laboratory environment. The images associated with the Huawei Mate SE smartphone and to the scanner were captured in the context of a previous research [29], so the traps that were imaged were not the same as the ones used with the other devices. In the case of all other devices, the traps imaged were the same. Differences in the number of samples associated with each device are due to the fact that traps were imaged twice whenever deemed necessary, for example due to lack of focus or to unusual camera settings (which were always kept automatic) resulting in unexpected image attributes. Severely blurred or out-of-focus images were discarded and are not included in the numbers shown in Table 1.
An experienced entomologist identified each psyllid and marked their positions on the transparent overlay using a felt tip marker. Each image contained between 1 and 30 psyllids. Next, the original images were cropped using a simple graphical interface which allowed the task to be performed with a single mouse click. The cropping process was divided into two parts. In the first part, small square regions containing each psyllid and immediate surroundings were selected. In order to guarantee that the entire insect bodies would fit inside the cropped regions, the size of the square side was defined as approximately 1.5 times the typical psyllid length. Because the imaging devices had different resolutions, the dimensions of the cropped regions ranged from $35 \times 35$ pixels to $97 \times 97$ pixels (Table 1). The second part of the cropping procedure was dedicated to building the non-psyllid dataset. In order to guarantee that classes were balanced, the number of cropped images generated for the non-psyllid dataset was exactly the same as for the psyllid class, and the dimensions of the cropped regions were also kept the same. The non-psyllid class was created to adequately represent the diversity of objects other than psyllids that can be found in the sticky traps. Approximately one third of this set contains bare background (with or without the reference lines), one third contains insects with characteristics similar to those of psyllids, one sixth contains insects (or parts of insects) with diverse visual features, and one sixth contains a diversity of debris, including dust, small leaves, etc. In total, 7594 cropped images were generated for each class. Some examples for the psyllid and non-psyllid classes are shown in Figure 1.

Table 1. Devices used to acquired images from sticky traps. The code column reveals the number used to identify each source from this point forward. The number of images for each class can be obtained simply by dividing the total numbers by two. The Motorola Moto Z2 Play smartphone was handled by two different people.

| Code | Device | Resolution (Pixels) | # Images | # Cropped Images | Size of Cropped Images (Pixels) |
|------|--------|---------------------|----------|-----------------|-------------------------------|
| 1    | Samsung Galaxy J5 Prime | $4128 \times 3096$ | 279      | 940             | $59 \times 59$               |
| 2    | Asus ZenFone 5            | $3264 \times 1836$ | 186      | 914             | $43 \times 43$               |
| 3    | Xiaomi Redmi Note 3       | $4160 \times 3120$ | 186      | 926             | $55 \times 55$               |
| 4    | iPhone 6s                | $4032 \times 3024$ | 197      | 936             | $63 \times 63$               |
| 5    | ASUS ZenFone 4 Selfie     | $4608 \times 2592$ | 191      | 904             | $71 \times 71$               |
| 6    | Motorola Moto Z2 Play (1) | $4032 \times 2268$ | 179      | 926             | $71 \times 71$               |
| 7    | Motorola Moto Z2 Play (2) | $4032 \times 2268$ | 296      | 900             | $71 \times 71$               |
| 8    | Huawei Mate SE           | $4608 \times 3456$ | 20       | 638             | $75 \times 75$               |
| 9    | Scanner Epson Perfection 1200 | $14,040 \times 10,200$ | 20     | 510             | $195 \times 195$             |
| -    | Total                    | -       | 1554     | 7594            | -                             |

Figure 1. Examples of cropped regions for each imaging device.

2.2. Experimental Setup

The CNN used in this work was Squeezenet [30]. This architecture is lightweight, thus being appropriate for use under relatively limited computational resources (e.g., mobile devices). This characteristic is important in the context of this work because the ultimate objective is, in the near future, to incorporate the model into a mobile application for psyllid counting. However, because the
objective of this study was to investigate how this type of architecture deals with covariate shift, experiments were carried out using Matlab\textsuperscript{TM} 9.4 (Mathworks, Natick, MA, USA) on a personal computer equipped with a 12-GB Nvidia\textsuperscript{TM} Titan XP Graphics Processing Unit (GPU) (Santa Clara, CA, USA). The only aspect that would differ if the trained models were run on a mobile device would be the execution time, which was not the object of investigation in this study. The training parameters used in this work were: mini-batch size: 64; base learning rate, 0.001, reduced to 0.0001 after five epochs; L2 Regularization, 0.0001; number of epochs: 10; momentum, 0.9. The model was pretrained using the ImageNet dataset, which has more than 1 million images covering 1000 different classes; transfer learning was then applied, greatly speeding up convergence and reducing the number of images needed for training [31,32]. All cropped images were upsampled by bicubic interpolation to match the standard input size for the Squeezenet architecture (227 × 227 pixels). The training dataset was augmented using the following operations: 90° counter-clockwise rotation, 90° clockwise rotation, 180° rotation, horizontal and vertical flipping, random brightness increase, random brightness decrease, sharpness enhancement, contrast reduction, contrast enhancement, and addition of random Gaussian noise (0 mean, 0.001 variance). These operations were chosen to simulate most of the variations that can be found in practice for the specific problem tackled in this study. A 10-fold cross validation was adopted in all experiments in order to avoid biased results.

Three different experiments were carried out in order to test different aspects related to dataset diversity. In the first experiment, the number of images in the training dataset (840 images prior to augmentation) and test dataset (6754 images) were always kept the same, but the number of sources for the training dataset was varied from 1 to 9 (Table 2); all images from all sources were always present in the test dataset, with the exception of those used for training. All 511 possible combinations of data sources were tested, and considering that a 10-fold cross-validation was adopted, this meant that 5110 CNNs were trained for this experiment alone. The objective of this experiment was to investigate how the diversity of sources represented in the training dataset affects the ability of the model to correctly detect psyllids. The number of training samples was limited to the amount of images available when a single source was used, in order to ensure that only the source diversity factor influenced the results.

Table 2. Training setup used in the first experiment. The values between parentheses in the second column are the number of samples after augmentation.

| # Sources | # Training Samples per Source | # Source Combinations | # Trained CNNs |
|-----------|-------------------------------|-----------------------|---------------|
| 1         | 420 (5040)                    | 9                     | 90            |
| 2         | 210 (2520)                    | 36                    | 360           |
| 3         | 140 (1680)                    | 84                    | 840           |
| 4         | 105 (1260)                    | 126                   | 1260          |
| 5         | 84 (1008)                     | 126                   | 1260          |
| 6         | 70 (840)                      | 84                    | 840           |
| 7         | 60 (720)                      | 36                    | 360           |
| 8         | 52 or 53 (624 or 636)         | 9                     | 90            |
| 9         | 46 or 47 (552 or 564)         | 1                     | 10            |

In the second experiment, both the number of sources and the number of images in the test set were varied. As more image sources were used, the number of samples in the training dataset was decreased (Table 3). The objective was to determine which of the two factors, diversity or number of samples, is more important for proper model training. Again, all images not used for training were included in the test dataset, and all 511 possible combinations of data sources were tested.

The third experiment aimed at further investigating what would happen if the training set contained only samples from a single source. Each one of the nine devices was investigated separately, and results were tallied considering each other source individually. The objective was to determine
if devices with certain characteristics were better (or worse) sources of training data, thus providing
some cues on which aspects should be given priority when building the training dataset.

Table 3. Training setup used in the second experiment. The values between parentheses in the second
and third columns are the number of samples after augmentation.

| # Sources | # Training Samples Per Source | # Training Samples | # Source Combinations |
|-----------|------------------------------|--------------------|-----------------------|
| 1         | 420 (5040)                   | 420 (5040)         | 9                     |
| 2         | 195 (2340)                   | 390 (4680)         | 36                    |
| 3         | 120 (1440)                   | 360 (4320)         | 84                    |
| 4         | 82 or 83 (984 or 996)        | 330 (3960)         | 126                   |
| 5         | 60 (720)                     | 300 (3600)         | 126                   |
| 6         | 45 (540)                     | 270 (3240)         | 84                    |
| 7         | 34 or 35 (408 or 420)        | 240 (2880)         | 36                    |
| 8         | 26 or 27 (312 or 324)        | 210 (2520)         | 9                     |
| 9         | 20 (240)                     | 180 (2160)         | 1                     |

In addition to the three experiments above, all misclassification in all experiments were tallied
together in order to determine which of the non-psyllid image types (insects with features similar to
psyllids, insects with dissimilar features, bare background, or debris) caused more confusion with the
psyllid class.

3. Results and Discussion

The results obtained in experiment 1 (Figure 2 and Table 4) clearly indicate that increasing the
variability of the samples used for training the model, while keeping the number of images fixed,
indeed improves the results, as error rates decreased by almost 40% (from 15.1% using a single source
to 9.4% using all sources). The standard deviations were quite low, indicating that there was not much
variation between repetitions and between different source combinations. However, when only a
few sources were used, the inclusion of certain devices, especially the Xiaomi Redmi Note 3 and the
iPhone 6s, led to slightly higher accuracies. On the other hand, the inclusion of the scanner images
was not helpful in any case, confirming the conclusions reached in [29]. The explanation for this is
that the scanner images, despite having a much higher quality in terms of resolution and illumination
homogeneity, are too different from the smartphone images to cause a positive impact on the model
training. Thus, with the number of sources fixed, there was not much difference when different
devices were included in the training, except in the case of the scanner. This indicates that the quality
variation of the samples acquired with different smartphones is important to better prepare the model
to deal with the variability expected in practice. In addition, since each device covers part of that
variability, their replacement does not cause a significant change in the accuracy (but the samples that
are misclassified may be different).

While the number of images used for training was above 300 (less than five sources included in
the training set), the results obtained in experiment 2 were similar to those achieved in experiment 1
(Figure 3 and Table 5). As the number of images used for training fell below 300 and the number of
sources increased, the accuracy plateaued, but did not fall significantly even when as few as 180 images
(nine sources) were used. This indicates that data variability is more important than data quantity.
Although it is evident that the more images are included, the higher the probability is that more
variability is included, and a carefully selected training set may be effective even with a relatively low
number of samples. This is very relevant considering that obtaining large amounts of labelled data is
usually a challenge.
Table 4. Results obtained in experiment 1, with increasing number of sources and fixed number of training samples. Sources are identified by the code numbers adopted in Table 1. The numbers between parentheses represent the average accuracies for those particular source combinations.

| # Sources | Average Accuracy | Standard Deviation | Best Source Combination | Worst Source Combination |
|-----------|------------------|--------------------|-------------------------|--------------------------|
| 1         | 0.849            | 0.019              | 6 (0.876)               | 9 (0.789)                |
| 2         | 0.867            | 0.017              | 2/3/6 (0.892)           | 7/9 (0.832)              |
| 3         | 0.879            | 0.011              | 3/4/6 (0.897)           | 6/7/9 (0.861)            |
| 4         | 0.888            | 0.008              | 2/4/5/7 (0.898)         | 1/4/8/9 (0.873)          |
| 5         | 0.893            | 0.007              | 2/3/7/8/9 (0.903)       | 1/4/6/8/9 (0.881)        |
| 6         | 0.896            | 0.006              | 1/2/3/4/5/7 (0.903)     | 1/4/6/7/8/9 (0.887)      |
| 7         | 0.899            | 0.005              | 1/2/3/4/7/8/9 (0.904)   | 1/3/5/6/7/8/9 (0.891)    |
| 8         | 0.902            | 0.005              | 1/2/3/4/5/7/8/9 (0.906) | 1/2/4/5/6/7/8/9 (0.897)  |
| 9         | 0.906            | 0.004              | *                       | *                        |

Figure 2. Results obtained in the first experiment. The round markers represent the average accuracy obtained in each case, and vertical bars represent the respective standard deviations.

Table 5. Results obtained in experiment 2. Sources are identified by the code numbers adopted in Table 1. The numbers between parentheses represent the average accuracies for those particular source combinations.

| # Sources | Average Accuracy | Standard Deviation | Best Source Combination | Worst Source Combination | # Training Samples |
|-----------|------------------|--------------------|-------------------------|--------------------------|--------------------|
| 1         | 0.856            | 0.013              | 6 (0.873)               | 9 (0.781)                | 5040               |
| 2         | 0.870            | 0.019              | 4/5 (0.890)             | 4/9 (0.825)              | 4680               |
| 3         | 0.880            | 0.011              | 1/2/8 (0.894)           | 6/7/9 (0.846)            | 4320               |
| 4         | 0.885            | 0.008              | 3/4/5/7 (0.897)         | 5/6/7/9 (0.869)          | 3960               |
| 5         | 0.886            | 0.007              | 3/4/5/7/8 (0.885)       | 1/6/7/8/9 (0.873)        | 3600               |
| 6         | 0.885            | 0.007              | 1/3/4/5/7/9 (0.892)     | 1/4/5/7/8/9 (0.876)      | 3240               |
| 7         | 0.883            | 0.007              | 2/3/4/5/7/8/9 (0.892)   | 1/2/3/5/6/7/8/9 (0.877)  | 2880               |
| 8         | 0.880            | 0.006              | 2/3/4/5/6/7/8/9 (0.884) | 1/3/4/5/6/7/8/9 (0.875)  | 2520               |
| 9         | 0.870            | 0.014              | *                       | *                        | 2160               |
Figure 3. Results obtained in the second experiment, with increasing number of sources and decreasing number of training samples. The round markers represent the average accuracy obtained in each case, and vertical bars represent the respective standard deviations.

The results obtained in experiment 3 (model training using a single source) were mostly consistent with those yielded by the previous two experiments (Table 6), but some relevant differences were observed as the source for the training samples was changed. The best training dataset was the first Motorola Moto Z2 Play, which resulted in an average accuracy of 0.876. A possible explanation for this is that this smartphone has an intermediate resolution and optical quality in comparison with the other devices, so the characteristics of its images tend to not be too dissimilar to those yielded by the other smartphones. In addition, the Motorola Moto Z2 Play was the only device operated by two people (thus generating two separate datasets), and very high accuracies (>0.92) were achieved when the model trained using the images captured by one person was used to classify the other set. Despite this, the accuracy associated with this smartphone would still be the highest if the second database was removed from the experiments. It is also worth noting that the two Motorola Moto Z2 Play models yielded relatively dissimilar results when used to classify images from other sources, with differences surpassing 5% when the trained models were applied to the Asus ZenFone 5 and Huawei Mate SE test sets. This is a clear indication that differences in the way people acquire images may have a sizeable impact on the characteristics of the dataset generated, even when the exact same imaging device is used.

As expected, accuracies dropped significantly when scanner images were used for training (0.708 in average), confirming the results obtained in the other experiments. However, models trained with smartphone images performed relatively well classifying scanner images (0.826). This unexpected asymmetry seems to indicate that, while CNN models trained with high quality images have problems dealing with samples of lower quality, the opposite is not necessarily true.

All models trained with smartphone images yielded classification accuracies above 0.89 when applied to the iPhone 6s dataset, a result that was considerably better than those obtained for the other test sets. A suitable explanation for this was only found upon a careful analysis of all images used in the experiments. Because all smartphone images were captured indoors with a relatively low light intensity, problems related to focus and motion blur were a relatively common occurrence. Images severely blurred or out-of-focus were not used, but those with mild distortions were included to better represent situations that can occur in practice. The iPhone 6s dataset was the least affected by distortions and, as observed in the case of the scanner images, high quality images tend to be suitably classified by models trained with more degraded images. It is not clear if this dataset was less
distorted because of the operator dexterity, the effectiveness of the device’s post-processing, or both. Analyzing the image capture process and how to decrease distortions was beyond the scope of this work, but these may be interesting topics for future research.

Table 6. Average accuracies obtained for each device when the training set included samples from a single source. The first column shows the source used for training, and the first row shows the sources used for testing. The last column reveals the average accuracy for each training set, and the last row shows the accuracy obtained for each source averaged over all training sets.

| Source | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | All  |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| 1      | 0.851 | 0.823 | 0.861 | 0.890 | 0.856 | 0.883 | 0.866 | 0.811 | 0.793 | 0.861 |
| 2      | 0.775 | 0.858 | 0.843 | 0.880 | 0.765 | 0.888 | 0.838 | 0.825 | 0.857 | 0.846 |
| 3      | 0.874 | 0.917 | 0.890 | 0.856 | 0.883 | 0.866 | 0.811 | 0.793 | 0.861 | 0.861 |
| 4      | 0.911 | 0.823 | 0.861 | -    | 0.876 | 0.888 | 0.838 | 0.825 | 0.857 | 0.846 |
| 5      | 0.775 | 0.858 | 0.843 | 0.880 | -    | 0.849 | 0.854 | 0.809 | 0.884 | 0.844 |
| 6      | 0.883 | 0.909 | 0.833 | 0.921 | 0.840 | -    | 0.924 | 0.826 | 0.869 | 0.876 |
| 7      | 0.879 | 0.851 | 0.822 | 0.895 | 0.838 | 0.931 | -    | 0.772 | 0.842 | 0.854 |
| 8      | 0.875 | 0.839 | 0.817 | 0.919 | 0.787 | 0.880 | 0.836 | -    | 0.820 | 0.847 |
| 9      | 0.727 | 0.713 | 0.548 | 0.754 | 0.737 | 0.781 | 0.772 | 0.631 | -    | 0.708 |
| Avg.   | 0.847 | 0.844 | 0.807 | 0.887 | 0.806 | 0.876 | 0.851 | 0.786 | 0.826 | 0.837 |

The test dataset with the worst performance was the Huawei Mate SE (average accuracy of 0.786). This dataset was built for the previous research [29], so the traps that were imaged were not the same as the ones used with the other devices. One important characteristic of the traps imaged by the Huawei Mate SE is that most of them contained a very large amount of psyllids and other objects. As a result, images were very busy, and image crops containing psyllids usually also contained other objects. Since this kind of situation may happen in practice, the inclusion of such busy image was warranted, but it caused this dataset to be more difficult to be correctly classified. Interestingly, the results when this dataset was used for training were not nearly as poor (average accuracy of 0.847), which again indicates that including images with distortions or spurious elements actually helps to increase classification accuracies.

The vast majority of the false positive errors (non-psyllid images classified as psyllid) were due to the presence of insects with features similar to those of psyllids (Table 7). Because the features that distinguish different species of insects are often minor, it can be difficult for the model to properly learn those distinctive features if only a few representative samples are available for training. It is likely that one of the reasons for the steady model improvement as more data sources were included, even when the number of training samples was decreased, was that problematic cases were represented in a more diverse way in the training set. As a result, the model was better prepared to discriminate species under different circumstances.

Table 7. Composition of the false positive errors (non-psyllid images classified as psyllid).

| Type of Image        | Percentage |
|----------------------|------------|
| Insects similar to psyllids | 96.7%      |
| Insects dissimilar to psyllids | 2.5%       |
| Bare background      | 0%         |
| Debris               | 0.8%       |

Finally, it is worth mentioning that testing CNNs with deeper and more complex architectures was beyond the objectives of this work, but experiments like this have been carried out previously under similar conditions [29]. In that study, the ResNet-101 architecture [33] yielded only slightly higher accuracies (between 1% and 4%) at the cost of a prediction time almost 10 times larger.
4. Conclusions

This article presented a study on the impact of using different data sources to train and validate CNN models, for the specific purpose of psyllid detection and counting using images of sticky traps. Relatively good results were achieved even when only samples from a single smartphone were used for training. This indicates that reasonably accurate estimates for the psyllid infestation may be possible even with models trained with limited datasets, as long as the characteristics of the training samples do not depart too much from those commonly found in practice. However, for more accurate estimates, or if a large number of devices with significantly different characteristics are expected to be employed in practice, the CNN model should be trained and tested using data that is as diverse as possible, otherwise results will not reflect reality and practical failure will become inevitable. This is not an easy task because data collection can be expensive and time consuming. Incremental evolution, in which the model is continuously improved as more data become available, may be a viable option, especially if a network of early adopters is already available.

Some factors that are relevant in the context of psyllid detection were only superficially investigated in this study and should receive more attention in the future, such as the influence of illumination, the consistency of the manual annotation of the reference material, the impact of unfocused and blurred images on training and testing, the importance of having multiple different people acquiring the images used to develop the models, and the consequences of having different psyllid densities in the traps, among others.
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