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Abstract

For any complex number $c$, let $\sigma_c : \mathbb{N} \rightarrow \mathbb{C}$ denote the divisor function defined by $\sigma_c(n) = \sum_{d|n} d^c$ for all $n \in \mathbb{N}$, and define $R(c) = \{\sigma_c(n) \in \mathbb{C} : n \in \mathbb{N}\}$ to be the range of $\sigma_c$. We study the basic topological properties of the sets $R(c)$. In particular, we determine the complex numbers $c$ for which $R(c)$ is bounded and determine the isolated points of the sets $R(c)$. In the third section, we find those values of $c$ for which $R(c)$ is dense in $\mathbb{C}$. We also prove some results and pose several open problems about the closures of the sets $R(c)$ when these sets are bounded.
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1 Introduction

Throughout this article, we will let \( \mathbb{N}, \mathbb{N}_0, \) and \( \mathbb{P} \) denote the set of positive integers, the set of nonnegative integers, and the set of prime numbers, respectively. The lowercase letter \( p \) will always denote a prime number, and \( \nu_p(n) \) will denote the exponent of \( p \) in the prime factorization of a positive integer \( n \). Furthermore, for any nonzero complex number \( z \), we let \( \text{arg}(z) \) denote the principal argument of \( z \) with the convention that \(-\pi < \text{arg}(z) \leq \pi \).

For any complex number \( c \), the divisor function \( \sigma_c: \mathbb{N} \to \mathbb{C} \) is the arithmetic function defined by \( \sigma_c(n) = \sum_{d \mid n} d^c \) for all \( n \in \mathbb{N} \). The function \( \sigma_c \) is a multiplicative arithmetic function that satisfies \( \sigma_c(p^\alpha) = 1 + p^c + \cdots + p^{\alpha c} \) for all primes \( p \) and positive integers \( \alpha \). Of course, if \( p^c \neq 1 \), then we may write \( \sigma_c(p^\alpha) = \frac{p^{(\alpha+1)c} - 1}{p^c - 1} \). Divisor functions are some of the most important functions in number theory; their appearances in various identities and applications are so numerous that we will not even attempt to list them. However, divisor functions other than \( \sigma_1, \sigma_0, \) and \( \sigma_{-1} \) are rarely studied. Recently, the author \[1\] has studied the ranges of the functions \( \sigma_c \) for real \( c \) and has shown that there exists a constant \( \eta \approx 1.8877909 \) such that if \( r \in (1, \infty) \), then the range of the function \( \sigma_{-r} \) is dense in the interval \([1, \zeta(r)]\) if and only if \( r \leq \eta \).

For any complex \( c \), we will let \( R(c) = \{ \sigma_c(n): n \in \mathbb{N} \} \) be the range of the function \( \sigma_c \). In this article, we will study the basic topological properties of the sets \( R(c) \) for various complex numbers \( c \). More specifically, we will direct the bulk of our attention toward answering the following questions:

1. For which complex \( c \) is \( R(c) \) bounded?

2. For which complex \( c \) does \( R(c) \) have isolated points?

3. What can we tell about the closure \( \overline{R(c)} \) of the set \( R(c) \) for given values of \( c \)? In particular, what are the values of \( c \) for which \( R(c) \) is dense in \( \mathbb{C} \)?

We begin with a number of useful lemmas. Some of these lemmas not only aid in the proofs of later theorems, but also provide some basic yet interesting
information that serves as a nice introduction to the sets $R(c)$. Henceforth, $c$ will denote a complex number with real part $a$ and imaginary part $b$.

**Lemma 1.1.** For any $n \in \mathbb{N}$, $\sigma_c(n) = \overline{\sigma_c(n)}$.

**Proof.** We have

$$\sigma_c(n) = \sum_{d | n} d^{a-bi} = \sum_{d | n} d^a d^{-bi} = \sum_{d | n} d^a \cdot \overline{d^b} = \sum_{d | n} d^{a+bi} = \overline{\sigma_c(n)}.$$  

\[\square\]

Lemma 1.1 tells us that $R(\overline{c})$ is simply the reflection of the set $R(c)$ about the real axis. In many situations, this simple but useful lemma allows us to restrict our attention to complex numbers $c$ in the upper half plane and then use symmetry to deduce similar results for values of $c$ in the lower half-plane.

**Lemma 1.2.** We have $0 \in R(c)$ if and only if $a = 0$ and $b = \frac{\pi}{\log p}$ for some prime $p$ and some rational $q$ that is not an even integer.

**Proof.** First, suppose $a = 0$ and $b = \frac{\pi}{\log p}$, where $p$ is a prime and $q$ is a rational number that is not an even integer. As $q$ is not an even integer, $p^c = p^{bi} = e^{q\pi i} \neq 1$. We may write $q = \frac{\ell}{m}$ for some nonzero integers $\ell$ and $m$ with $m > 0$. Then

$$\sigma_c(p^{2m-1}) = \frac{p^{2mc} - 1}{p^c - 1} = \frac{p^{2mbi} - 1}{p^b - 1} = \frac{e^{2\pi i} - 1}{p^c - 1} = 0,$$

so $0 \in R(c)$.

Conversely, suppose $0 \in R(c)$. Then there exists some $n \in \mathbb{N}$ with $\sigma_c(n) = 0$. Clearly $n > 1$, so we may let $n = p_1^{\alpha_1} \cdots p_r^{\alpha_r}$ be the canonical prime factorization of $n$. Then $0 = \sigma_c(n) = \sigma_c(p_1^{\alpha_1}) \cdots \sigma_c(p_r^{\alpha_r})$, so $\sigma_c(p_i^{\alpha_i}) = 0$ for some $i \in \{1, \ldots, r\}$. Let $p = p_i$ and $\alpha = \alpha_i$. We know that $p^c \neq 1$ because, otherwise, we would have $\sigma_c(p^a) = 1 + p^c + \cdots + p^{ac} = \alpha + 1 \neq 0$. Therefore, $0 = \sigma_c(p^a) = \frac{p^{(\alpha+1)c} - 1}{p^c - 1}$, so $p^{(\alpha+1)c} = 1$. Now, $p^{(\alpha+1)c} = p^{(\alpha+1)a} e^{(\alpha+1)b(\log p)i}$

3
so we must have \( a = 0 \) and \( b = \frac{2k\pi}{(\alpha + 1)\log p} \) for some integer \( k \). Letting \( q = \frac{2k}{\alpha + 1} \), we see that \( b \) has the desired form. Finally, \( q \) is not an even integer because \( e^{q\pi i} = p^q \neq 1 \).

**Lemma 1.3.** Suppose \( a = 0 \) and \( b \neq 0 \). Let \( \Psi(c) = \{ \sigma_c(p) : p \in \mathbb{P} \} \), and let \( C \) be the circle \( \{ 1 + z \in \mathbb{C} : |z| = 1 \} \). Then \( \Psi(c) \) is a dense subset of \( C \).

**Proof.** By Lemma 1.1 it suffices to prove our claim in the case \( b > 0 \). Furthermore, because \( \sigma_c(p) = 1 + p^c \) for all primes \( p \), it suffices to show that the set \( \Psi'(c) = \{ p^c : p \in \mathbb{P} \} \) is a dense subset of the circle \( C' = \{ z \in \mathbb{C} : |z| = 1 \} \). We know that every point in \( \Psi'(c) \) lies on the circle \( C' \) because \( |p^c| = p^a = 1 \) for all primes \( p \). Now, choose some \( z \in C' \) and some \( \epsilon > 0 \). We may write \( z = e^{i\varphi} \) for some \( \varphi \in (-\pi, \pi] \). We wish to show that there exists a prime \( p \) such that \( |\arg(p^c) + 2t\pi - \varphi| < \epsilon \) for some integer \( t \). Equivalently, we need to show that there exists a prime \( p \) and a positive integer \( n \) such that \( \varphi + 2n\pi - \epsilon < b \log p < \varphi + 2n\pi + \epsilon \). Setting \( \lambda = e^{(\varphi-\epsilon)/b} \), \( \mu = e^{2\pi/b} \), and \( \delta = e^{2\epsilon/b} \), we may rewrite these inequalities as \( \lambda\mu^n < p < \lambda\mu^n\delta \). It follows from the well-known fact that \( \lim_{k \to \infty} \frac{p_{k+1}}{p_k} = 1 \) that such a prime \( p \) is guaranteed to exist for sufficiently large \( n \) (here, we let \( p_i \) denote the \( i^{th} \) prime number).

**Lemma 1.4.** If \( a > 0 \), then \( |\sigma_c(n)| \geq \prod_{p<2^{1/a}} (p^a - 1) \) for all \( n \in \mathbb{N} \).

**Proof.** Suppose \( a > 0 \). For any prime \( p \) and positive integer \( \alpha \) we have

\[
|\sigma_c(p^\alpha)| = \left| \frac{p^{(\alpha+1)c} - 1}{p^\alpha - 1} \right| \geq \frac{|p^{(\alpha+1)c} - 1|}{|p^\alpha + 1|} = \frac{p^{(\alpha+1)a} - 1}{p^a + 1} \geq \frac{p^{2a} - 1}{p^a + 1} = p^a - 1.
\]

Therefore, for any \( n \in \mathbb{N} \),

\[
|\sigma_c(n)| = \left[ \prod_{p|n} \left| \sigma_c(p^{\nu_p(n)}) \right| \right] \left[ \prod_{p|n, p<2^{1/a}} \left| \sigma_c(p^{\nu_p(n)}) \right| \right] \left[ \prod_{p|n, p \geq 2^{1/a}} \left| \sigma_c(p^{\nu_p(n)}) \right| \right]
\]
\[
\begin{align*}
\geq & \left[ \prod_{p \mid n, p < 2^{1/a}} (p^a - 1) \right] \left[ \prod_{p \mid n, p \geq 2^{1/a}} (p^a - 1) \right] \geq \prod_{p < 2^{1/a}} (p^a - 1).
\end{align*}
\]

In the third question that we posed above, we asked if we could find the values of \( c \) for which \( R(c) \) is dense in \( \mathbb{C} \). Lemma 1.4 gives us an immediate partial answer to this question. If \( a > 0 \), then \( R(c) \) cannot be dense in \( \mathbb{C} \) because there is a neighborhood of 0 of radius \( \prod_{p < 2^{1/a}} (p^a - 1) \) that contains no elements of \( R(c) \). We will see in Theorem 2.2 that, in some sense, \( R(c) \) is very far from being dense when \( a > 0 \).

The following lemma simply transforms an estimate due to Rosser and Shoenfeld into a slightly weaker inequality which is more easily applicable to our needs.

**Lemma 1.5.** If \( 285 \leq y < x \), then
\[
\prod_{p \in [y, x]} \left( 1 - \frac{1}{p} \right) < \frac{\log y}{\log x} + \frac{2}{\log^2 y}.
\]

**Proof.** Rosser and Shoenfeld’s estimate [2, Theorem 7] states that if \( x \geq 285 \), then
\[
\frac{e^{-\gamma}}{\log x} \left( 1 - \frac{1}{2 \log^2 x} \right) < \prod_{p \leq x} \left( 1 - \frac{1}{p} \right) < \frac{e^{-\gamma}}{\log x} \left( 1 + \frac{1}{2 \log^2 x} \right),
\]
where \( \gamma \) is the Euler-Mascheroni constant. Therefore, if \( 285 \leq y < x \), then
\[
\prod_{p \in [y, x]} \left( 1 - \frac{1}{p} \right) < \left( \frac{e^{-\gamma}}{\log x} \left( 1 + \frac{1}{2 \log^2 x} \right) \right) \left( \frac{e^{-\gamma}}{\log y} \left( 1 - \frac{1}{2 \log^2 y} \right) \right)^{-1}
\]
\[
= \frac{\log y}{\log x} + \frac{2}{\log^2 y} < \frac{\log y}{\log x} + \frac{2}{\log^2 y}.
\]

\( \square \)
Lemma 1.6. Suppose $a \geq -1$ and $b > 0$. Fix some $\beta \in \left(0, \frac{\pi}{4}\right)$. For each nonnegative integer $k$, let $G_k = [e^{(2k\pi-\beta)/b}, e^{(2k\pi+\beta)/b}]$. Let $\mathcal{G} = \bigcup_{k=0}^{\infty} G_k$. If $x \in \mathcal{G}$, then $-\beta \leq \arg(x^c) \leq \beta$ and

$$|1 + x^c| \geq \sqrt{1 + 2x^a \cos \beta + x^{2a}}.$$

In addition,

$$\sum_{p \in \mathcal{G}} \log |1 + p^c| = \infty.$$

Proof. Suppose $x \in \mathcal{G}$. Then $x^c = x^a e^{ib \log x}$, so $\arg(x^c) = \arg(e^{ib \log x})$. By the definition of $\mathcal{G}$, $b \log x \in [2k\pi - \beta, 2k\pi + \beta]$ for some nonnegative integer $k$. Therefore, $-\beta \leq \arg(e^{ib \log x}) \leq \beta$. The inequality $|1 + x^c| \geq \sqrt{1 + 2x^a \cos \beta + x^{2a}}$ follows from the Law of Cosines because

$$|1 + x^c| = \sqrt{1 + x^{2a} - 2x^a \cos(\pi - \arg(x^c))}$$

$$= \sqrt{1 + 2x^a \cos(\arg(x^c)) + x^{2a}} \geq \sqrt{1 + 2x^a \cos \beta + x^{2a}}.$$

We now wish to prove that $\sum_{p \in \mathcal{G}} \log |1 + p^c| = \infty$. This sum makes sense (the order of the summands is immaterial) because all summands are positive by the preceding inequality. For sufficiently large $k$, we may use Lemma 1.5 to write

$$\prod_{p \in G_k} \frac{p}{p-1} = \left( \prod_{p \in G_k} \left(1 - \frac{1}{p}\right)\right)^{-1} \geq \left(\frac{2k\pi - \beta}{2k\pi + \beta} + \frac{2b^2}{(2k\pi - \beta)^2}\right)^{-1}$$

$$= \left(1 - \frac{2\beta}{2k\pi + \beta} + \frac{2b^2}{(2k\pi - \beta)^2}\right)^{-1} \geq \left(1 - \frac{\beta}{2k\pi + \beta} + \frac{2b^2}{(2k\pi - \beta)^2}\right)^{-1}$$

$$> \left(1 - \frac{\beta}{7k}\right)^{-1} = 1 + \frac{\beta}{7k - \beta}.$$

Also, if $p \geq 5$, then

$$1 + 2p^a \cos \beta + p^{2a} > 1 + \frac{2\cos \beta}{p} \geq 1 + \frac{2\cos(\pi/4)}{p} > \frac{p}{p-1}.$$
Hence, for sufficiently large $k$, we have
\[
\sum_{p \in G_k} \log |1 + p^c| \geq \sum_{p \in G_k} \log \sqrt{1 + 2p^a \cos \beta + p^{2a}} > \sum_{p \in G_k} \log \sqrt{\frac{p}{p - 1}}
\]
\[
= \frac{1}{2} \log \prod_{p \in G_k} \frac{p}{p - 1} > \frac{1}{2} \log \left(1 + \frac{\beta}{7k - \beta}\right).
\]
The desired result then follows from the fact that
\[
\sum_{k=1}^{\infty} \frac{1}{2} \log \left(1 + \frac{\beta}{7k - \beta}\right) = \infty.
\]

\[\square\]

**Lemma 1.7.** Suppose $-1 \leq a < 0$ and $b > 0$. Fix some $\beta \in \left(0, \frac{\pi}{4}\right)$. For each nonnegative integer $k$, let $H_k = [e^{((2k-1)\pi - \beta)/b}, e^{((2k-1)\pi + \beta)/b}]$. Let $H = \bigcup_{k=1}^{\infty} H_k$. If $x \in H$, then
\[
|1 + x^c| \leq \sqrt{1 - 2x^a \cos \beta + x^{2a}}
\]
and either $\arg(x^c) \leq -\pi + \beta$ or $\arg(x^c) \geq \pi - \beta$. In addition,
\[
\sum_{p \in H} \log |1 + p^c| = -\infty.
\]

**Proof.** The proof is quite similar to that of Lemma 1.6. Suppose $x \in H$. Then $x^c = x^a e^{ib \log x}$, so $\arg(x^c) = \arg(e^{ib \log x})$. By the definition of $H$, $b \log x \in [(2k-1)\pi - \beta, (2k-1)\pi + \beta]$ for some positive integer $k$. Therefore, either $\arg(x^c) \leq -\pi + \beta$ or $\arg(x^c) \geq \pi - \beta$. The Law of Cosines yields
\[
|1 + x^c| = \sqrt{1 + x^{2a} - 2x^a \cos(\pi - \arg(x^c))} \leq \sqrt{1 - 2x^a \cos \beta + x^{2a}}.
\]

We now show that
\[
\sum_{p \in H} \log |1 + p^c| = -\infty.
\]
First, we need to check that the order of the summands in this summation does not matter. For all $p \in H$, we have $p^a < 1 < 2 \cos \beta$ because $a < 0$ and $\beta \in \left(0, \frac{\pi}{4}\right)$. Therefore, $\log |1 + p^\xi| \leq \log \sqrt{1 - 2p^a \cos \beta + p^{2a}} < 0$ for all $p \in H$. In fact, if $p$ is sufficiently large, then

$$1 - 2p^a \cos \beta + p^{2a} < 1 - p^a \leq 1 - \frac{1}{p}.$$  

As all summands are negative, their order does not matter. Using Lemma 1.5 we see that if $k$ is sufficiently large, then

$$\prod_{p \in H_k} \left(1 - \frac{1}{p}\right) < \frac{(2k - 1)\pi - \beta}{(2k - 1)\pi + \beta} + \frac{2b^2}{(2k - 1)\pi - \beta)^2}$$

$$= 1 - \frac{2\beta}{(2k - 1)\pi + \beta} + \frac{2b^2}{((2k - 1)\pi - \beta)^2} \leq 1 - \frac{\beta}{4k}.$$  

Hence, for sufficiently large $k$, we have

$$\sum_{p \in H_k} \log |1 + p^\xi| \leq \sum_{p \in H_k} \log \sqrt{1 - 2p^a \cos \beta + p^{2a}} < \sum_{p \in H_k} \log \sqrt{1 - \frac{1}{p}}$$

$$= \frac{1}{2} \log \prod_{p \in H_k} \left(1 - \frac{1}{p}\right) \leq \frac{1}{2} \log \left(1 - \frac{\beta}{4k}\right).$$  

We now obtain the desired result from the fact that

$$\sum_{k=1}^{\infty} \frac{1}{2} \log \left(1 - \frac{\beta}{4k}\right) = -\infty.$$  

We omit the proof of the following lemma because it is very similar to (and quite a bit easier than) the proofs of Lemmas 1.6 and 1.7. We remark that, for the proof of the following lemma, it is more convenient to use Theorem 5 in [2] than it is to use Theorem 7.
Lemma 1.8. Suppose $b > 0$. For each nonnegative integer $k$, let $J_k = \left[ e^{((2k+\frac{3}{4})\pi)/b}, e^{((2k+\frac{1}{4})\pi)/b} \right]$, and let $\mathcal{J} = \bigcup_{k=0}^{\infty} J_k$. If $x \in \mathcal{J}$, then

$$\frac{\pi}{4} \leq \arg(x^c) \leq \frac{3\pi}{4}.$$

Also, $\sum_{p \in \mathcal{J}} \frac{1}{p} = \infty$.

2 Boundedness and Isolated Points

It turns out that questions 1 and 2 posed in the introduction are not too difficult to handle, so we will give complete answers to them in this section.

Theorem 2.1. The set $R(c)$ is bounded if and only if $a < -1$.

Proof. If $a < -1$, then $R(c)$ is bounded because

$$|\sigma_c(n)| = \left| \sum_{d|n} d^c \right| \leq \sum_{d|n} |d^c| = \sum_{d|n} d^a < \sum_{k=1}^{\infty} k^a = \zeta(-a)$$

for all $n \in \mathbb{N}$. Now, suppose $a \geq -1$. By Lemma 1.1, we see that it suffices to prove the result for $b \geq 0$. If $b = 0$, then

$$\lim_{x \to \infty} \sigma_c \left( \prod_{p \leq x} p \right) = \lim_{x \to \infty} \prod_{p \leq x} \sigma_c(p) = \lim_{x \to \infty} \prod_{p \leq x} (1 + p^a) = \infty.$$

If $b > 0$, then the proof follows from Lemma 1.6 because

$$\lim_{x \to \infty} \left| \sigma_c \left( \prod_{p \in \mathcal{G}} p \right) \right| = \lim_{x \to \infty} \prod_{p \in \mathcal{G}} |\sigma_c(p)| = \lim_{x \to \infty} \prod_{p \in \mathcal{G}} |1 + p^c| = \infty,$$

where $\mathcal{G}$ is defined as in the lemma. Note that we have used the fact that $\sigma_c$ is multiplicative. \qed
**Theorem 2.2.** If \( a \leq 0 \) and \( c \neq 0 \), then \( R(c) \) has no isolated points. If \( a > 0 \) or \( c = 0 \), then every point of \( R(c) \) is an isolated point of \( R(c) \).

**Proof.** First, suppose \( a < 0 \), and let \( z_0 \in R(c) \). Note that \( z_0 \neq 0 \) by Lemma 1.2. We may write \( z_0 = \sigma_c(n) \) for some \( n \in \mathbb{N} \). Choose some \( \epsilon > 0 \). To show that \( z_0 \) is not an isolated point of \( R(c) \), we simply need to exhibit a positive integer \( N \) such that \( 0 < |z_0 - \sigma_c(N)| < \epsilon \). As \( a < 0 \), we may choose some prime \( q > n \) such that \( q^a < \frac{\epsilon}{|z_0|} \). Let \( N = qn \). As \( q \) is relatively prime to \( n \), we have

\[
|z_0 - \sigma_c(N)| = |z_0 - \sigma_c(q)\sigma_c(n)| = |z_0| \cdot |1 - \sigma_c(q)| = |z_0| \cdot |1 - (1 + q^a)| = q^a|z_0| < \epsilon.
\]

This also shows that \( |z_0 - \sigma_c(N)| \neq 0 \) because \( q^a \neq 0 \).

We now handle the case \( a = 0 \), \( c \neq 0 \). In this case, \( c = bi \neq 0 \). We wish to show that \( R(c) \) has no isolated points. In fact, we will prove the much stronger assertion that \( R(c) \) is dense in \( \mathbb{C} \). By Lemma 1.1 we see that it suffices to prove this claim when \( b > 0 \). Fix some \( r > 0 \) and some \( \theta \in (-\pi, \pi] \). Choose \( \epsilon \in (0, 1/5) \). We wish to exhibit a positive integer \( N \) such that \( |\sigma_c(N)| \in (r(1 - \epsilon)^2, r(1 + \epsilon)^2) \) and \( |\arg(\sigma_c(N)) - \theta + 2t\pi| < (r + 9)\epsilon \) for some integer \( t \). This will show that \( re^{i\theta} \) is either in \( R(c) \) or is a limit point of \( R(c) \). Because we may choose \( re^{i\theta} \) to be any nonzero complex number, this will prove the assertion that \( R(c) \) is dense in \( \mathbb{C} \). By Lemma 1.3 it is possible to find distinct primes \( q_1, q_2, q_3 \) such that \( |\arg(\sigma_c(q_\ell)) - \theta/3| < \epsilon \) for each \( \ell \in \{1, 2, 3\} \). Note that \(-\frac{\pi}{3} < \frac{\theta}{3} \leq \frac{\pi}{3} \), so \( |\arg(\sigma_c(q_\ell))| < |\frac{\pi}{3} + \epsilon| < |\frac{\pi}{3} + \frac{1}{5}| \) for each \( \ell \in \{1, 2, 3\} \). For each \( \ell \in \{1, 2, 3\} \), we know that \( \sigma_c(q_\ell) \) lies on the circle \( \{1 + z \in \mathbb{C}: |z| = 1\} \) and that \( |\arg(\sigma_c(q_\ell))| < \frac{\pi}{3} + \frac{1}{5} \), so it is easy to verify that \( |\sigma_c(q_\ell)| \geq \frac{3}{5} \). Therefore, one may easily verify that

\[
\log_{1.9} \left( \frac{r}{|\sigma_c(q_1)\sigma_c(q_2)\sigma_c(q_3)|} \right) < r + 3.
\]

Let \( h \) be a positive integer such that

\[
\log_{1.9} \left( \frac{r}{|\sigma_c(q_1)\sigma_c(q_2)\sigma_c(q_3)|} \right) < h < r + 4.
\]
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Now, if \( p \) is any prime such that \( |\arg(p^c)| < \epsilon \), then it is easy to see from the Law of Cosines (just as in the proof of Lemma \( 1.6 \)) that

\[
|\sigma_c(p)| = |1 + p^c| = \sqrt{2 - 2\cos(\pi - \arg(p^c))} = \sqrt{2 + 2\cos(\arg(p^c))} > 1.9
\]

because \( \arg(p^c) < \epsilon < \frac{1}{5} \). Lemma \( 1.3 \) tells us that it is possible to choose distinct primes \( P_1, P_2, \ldots, P_h \) such that \( |\arg(P_j^c)| < \epsilon \) and \( P_j \notin \{q_1, q_2, q_3\} \) for all \( j \in \{1, 2, \ldots, h\} \). Let \( P = q_1q_2q_3P_1P_2 \cdots P_h \), and let \( Q = \frac{r}{|\sigma_c(P)|} \).

Using the fact that \( \log_{1.9} \left( \frac{r}{|\sigma_c(q_1)\sigma_c(q_2)\sigma_c(q_3)|} \right) < h \), we have

\[
|\sigma_c(P)| = |\sigma_c(q_1)\sigma_c(q_2)\sigma_c(q_3)| \prod_{j=1}^{h} |\sigma_c(P_j)| > 1.9^h|\sigma_c(q_1)\sigma_c(q_2)\sigma_c(q_3)| > r.
\]

Therefore, \( 0 < Q < 1 \). This implies that there exists a complex number \( z_0 \) such that \( \Re(z_0) > 0, |z_0| = \sqrt{Q} \), and \( |z_0 - 1| = 1 \). By Lemma \( 1.3 \), it is possible to choose distinct primes \( q_4 \) and \( q_5 \) such that \( q_4 \mid P, q_5 \nmid P \), \( |\arg(\sigma_c(q_4)) - \arg(z_0)| < \epsilon \), \( |\arg(\sigma_c(q_4)) + \arg(z_0)| < \epsilon \), \( \sqrt{Q}(1 - \epsilon) < |\sigma_c(q_4)| < \sqrt{Q}(1 + \epsilon) \), and \( \sqrt{Q}(1 - \epsilon) < |\sigma_c(q_5)| < \sqrt{Q}(1 + \epsilon) \). Essentially, we have just chosen \( q_4 \) and \( q_5 \) so that \( \sigma_c(q_4) \) is sufficiently close to \( z_0 \) and \( \sigma_c(q_5) \) is sufficiently close to \( \frac{1}{\sqrt{Q}} \). If we let \( N = q_4q_5P \), then

\[
|\sigma_c(N)| = |\sigma_c(q_4)||\sigma_c(q_5)||\sigma_c(P)| = |\sigma_c(q_4)||\sigma_c(q_5)| \frac{r}{Q} \in \left(r(1 - \epsilon)^2, r(1 + \epsilon)^2\right).
\]

Also, there exists some integer \( t \) such that

\[
|\arg(\sigma_c(N)) - \theta + 2t\pi| = \left|\sum_{\ell=1}^{5} \arg(\sigma_c(q_\ell)) + \sum_{j=1}^{h} \arg(\sigma_c(P_j)) - \theta\right|
\]

\[
\leq \left(\sum_{\ell=1}^{3} |\arg(\sigma_c(q_\ell)) - \theta/3|\right) + |\arg(\sigma_c(q_4)) - \arg(z_0)|
\]

\[
+|\arg(\sigma_c(q_5)) + \arg(z_0)| + \sum_{j=1}^{h} |\arg(\sigma_c(P_j))|
\]

\[
< 5\epsilon + \sum_{j=1}^{h} \epsilon < 5\epsilon + (r + 4)\epsilon = (r + 9)\epsilon.
\]
This completes the proof of the fact that $R(c)$ is dense in $\mathbb{C}$ when $a = 0$ and $b \neq 0$.

Now, assume $a > 0$. Choose some $D > 0$, and let $m$ be a positive integer such that $\sigma_c(m) < D$. Suppose $p_0^{\alpha_0} | m$ for some prime $p_0$ and some positive integer $\alpha_0$. Let us write $m = p_0^\xi y$, where $\xi$ and $y$ are integers, $\xi \geq \alpha_0$ and $p_0 \nmid y$. Note that

$$|\sigma_c(p_0^\xi)| = \left| \frac{p_0^{\xi+1} - 1}{p_0^\xi - 1} \right| \geq \left| \frac{p_0^{\xi+1} - 1}{|p_0^\xi| + 1} \right| = \frac{p_0^{\xi+1}}{p_0^\xi + 1} - 1 \geq \frac{p_0^{\alpha_0+1} - 1}{p_0^\alpha + 1}$$

and $|\sigma_c(y)| \geq \prod_{p < 2^{1/a}} (p^a - 1)$ by Lemma 1.4. For the sake of brevity, let $M = \prod_{p < 2^{1/a}} (p^a - 1)$. Then

$$D > |\sigma_c(m)| \geq M \frac{p_0^{\alpha_0+1} - 1}{p_0^\alpha + 1}.$$

If we fix $p_0$, we see that $\alpha_0$ must be bounded above. Similarly, if we fix $\alpha_0$, we see that $p_0$ must be bounded above. Consequently, there are only finitely many prime powers $p_0^{\alpha_0}$ that can divide $m$. This implies that there are only finitely many positive integers $m$ such that $|\sigma_c(m)| < D$. It follows that any disk in the complex plane contains finitely many points of $R(c)$, so every point of $R(c)$ is an isolated point of $R(c)$.

The final case we have to consider is when $c = 0$. This is easy because $\sigma_c(n)$ is simply the number of divisors of $n$. We see that $R(0) = \mathbb{N}$, so every point in $R(0)$ is an isolated point of $R(0)$. \hfill \square

3 Closures

The third question posed in the introduction proves to be more difficult than the first two. For one thing, the first part of the question is fairly open-ended. What exactly would we like to know about the sets $\overline{R(c)}$? In order to ask more specific and interesting questions, we wish to gain a bit of basic
information. First of all, if \( a > 0 \) or if \( c = 0 \), then there is not much use in inquiring about the set \( \overline{R(c)} \) because this set is the same as \( R(c) \) by Theorem 2.2. If \( b = 0 \) (so that \( c \) is real), then \( R(c) \) is a subset of \( \mathbb{R} \). In that case, there are many fascinating questions we may ask. For example, as mentioned in the introduction, the author has classified those real \( c \) for which \( \overline{R(c)} \) is a single closed interval \([1]\). Here, however, we will not pay too close attention to the sets \( \overline{R(c)} \) for real \( c \).

For the moment, let us streamline our attention toward the sets \( \overline{R(c)} \) when \( -1 \leq a \leq 0 \) and \( b \neq 0 \). By Theorem 2.1, these sets are not bounded. At the same time, Theorem 2.2 tells us that \( R(c) \) has no isolated points for such values of \( c \), so we might hope to obtain more interesting sets than those that arise when \( a > 0 \). In fact, if we recall the second part of the third question posed in the introduction and decide to embark on a quest to find those complex \( c \) for which \( \overline{R(c)} = \mathbb{C} \), then we need only consider the case \( -1 \leq a \leq 0, b \neq 0 \). To begin this quest, we define a set \( \Theta(c) \subseteq (-\pi, \pi] \) for each complex \( c \) by \( \Theta(c) = \{ \arg(\sigma_c(n)) : n \in \mathbb{N}, \sigma_c(n) \neq 0 \} \). The set \( \Theta(c) \) is simply the set of arguments of nonzero points in \( R(c) \). Clearly, if \( R(c) = \mathbb{C} \), then \( \Theta(c) = [-\pi, \pi] \). In fact, the truth of the converse of this assertion (in the case \( -1 \leq a \leq 0 \)) will allow us to deduce our main result. First, we need the following lemma.

**Lemma 3.1.** If \( -1 \leq a < 0 \) and \( b \neq 0 \), then \( \overline{\Theta(c)} = [-\pi, \pi] \).

*Proof.* Choose some \( \theta, \epsilon > 0 \). We will find a positive integer \( n \) such that \( \theta - \epsilon < \arg(\sigma_c(n)) + 2t\pi < \theta + \epsilon \) for some integer \( t \), and this will prove the claim. Consider the sets \( J_k \) and \( \mathcal{J} \) that were defined in Lemma 1.8 and let \( \mathcal{J} \cap \mathbb{P} = \{ s_1, s_2, \ldots \} \), where \( s_1 < s_2 < \cdots \). Pick some positive integer \( k \). Note that \( |s_k| = s_k^a \). Because Lemma 1.8 tells us that \( \frac{\pi}{4} \leq \arg(s_k^a) \leq \frac{3\pi}{4} \), it is not difficult to see from a bit of geometry that

\[
\arg(\sigma_c(s_k)) = \arg(1 + s_k^c) \geq \tan^{-1}\left( \frac{s_k^a/\sqrt{2}}{1 + s_k^a/\sqrt{2}} \right).
\]

Using the fact that \( \frac{1}{s_k} \leq s_k^a < 1 \) along with the inequality \( \tan^{-1} x \geq x(1-x) \),
which holds for all real $x$, we have

$$\tan^{-1}\left(\frac{s_k^a/\sqrt{2}}{1 + s_k^a/\sqrt{2}}\right) \geq \frac{s_k^a\sqrt{2}}{(\sqrt{2} + s_k^a)^2} > \frac{\sqrt{2}}{(\sqrt{2} + 1)^2} s_k.$$ 

It then follows from Lemma 1.8 that $\sum_{j=1}^{\infty} \arg(\sigma_c(s_j)) = \infty$. Because $a < 0$, $\lim_{j \to \infty} \arg(\sigma_c(s_j)) = \lim_{j \to \infty} \arg(1 + s_j^a) = 0$. Let $K$ be a positive integer such that $\arg(\sigma_c(s_j)) < \epsilon$ for all $j \geq K$. As $\sum_{j=K}^{\infty} \arg(\sigma_c(s_j)) = \infty$, there exists some integer $M \geq K$ such that $\theta - \epsilon < \sum_{j=K}^{M} \arg(\sigma_c(s_j)) < \theta + \epsilon$. Setting $n = \prod_{j=K}^{M} s_j$, we have $\arg(\sigma_c(n)) = \sum_{j=K}^{M} \arg(\sigma_c(s_j)) - 2t\pi$ for some integer $t$, from which we obtain the desired inequalities $\theta - \epsilon < \arg(\sigma_c(n)) + 2t\pi < \theta + \epsilon$.

**Theorem 3.1.** The set $R(c)$ is dense in $\mathbb{C}$ if and only if $-1 \leq a \leq 0$ and $b \neq 0$.

**Proof.** We have seen that $-1 \leq a \leq 0$ and $b \neq 0$ if $\overline{R(c)} = \mathbb{C}$, so we now wish to prove the converse. If $a = 0$ and $b \neq 0$, then we saw in the proof of Theorem 2.2 that $R(c)$ is dense in $\mathbb{C}$. Therefore, let us assume that $-1 \leq a < 0$. With the help of Lemma 1.1 we may also assume that $b > 0$. Fix $c$ (with $-1 \leq a < 0 < b$), and choose some $\theta \in \Theta(c)$ and some $r > 0$. Let $n$ be a positive integer such that $\arg(\sigma_c(n)) = \theta$. We wish to show that $re^{i\theta}$ is a limit point of $R(c)$. If we can accomplish this goal, then we will know that any arbitrary nonzero complex number $z$ is a limit point of $R(c)$. Indeed, Lemma 3.1 allows us to choose $\theta$ arbitrarily close to $\arg(z)$, and we may set $r = |z|$. It will then follow that 0 is also a limit point of $R(c)$ so that $\overline{R(c)} = \mathbb{C}$.

If $re^{i\theta} \in R(c)$, then we are done by Theorem 2.2. Therefore, let us assume that $re^{i\theta} \notin R(c)$. In particular, $r \neq |\sigma_c(n)|$ because $re^{i\theta} \neq \sigma_c(n)$. Choose some $\beta, \epsilon > 0$ with $\beta < \pi/4$. If $r > |\sigma_c(n)|$, let $\Omega = 2\sin \beta \log\left(\frac{re^\epsilon}{|\sigma_c(n)|}\right)$;
if $r < |\sigma_c(n)|$, let $\Omega = \frac{2 \sin \beta}{2 - \sqrt{2}} \log \left( \frac{|\sigma_c(n)| \epsilon}{r} \right)$. We will produce a positive integer $N$ such that $|r - |\sigma_c(N)|| < r(\epsilon^e - 1)$ and $|\theta - \arg(\sigma_c(N)) + 2t\pi| < \Omega$ for some integer $t$. As $c, n,$ and $r$ are fixed, we may make $|re^{i\theta} - \sigma_c(n)|$ as small as we wish by initially choosing sufficiently small values of $\beta$ and $\epsilon$. Therefore, the construction of such an integer $N$ will prove that $re^{i\theta}$ is a limit point of $R(c)$ (technically, we must insist that $re^{i\theta} \notin \sigma_c(n)$, but this follows from our assumption that $re^{i\theta} \notin R(c)$).

Let us define $G_k, H_k, G, \text{ and } H$ as in Lemmas 1.6 and 1.7. We will also write $G \cap \mathbb{P} = \{q_1, q_2, \ldots\}$ and $H \cap \mathbb{P} = \{w_1, w_2, \ldots\}$, where $q_1 < q_2 < \cdots$ and $w_1 < w_2 < \cdots$. Because $a < 0$, we have $\log |1 + q_k| < \epsilon$ and $\log |1 + w_k| > -\epsilon$ for all sufficiently large integers $k$. Let us fix some positive integer $K$ large enough so that for all integers $k \geq K$, we have $\log |1 + q_k| < \epsilon$, $\log |1 + w_k| > -\epsilon$, $q_k \nmid n$, $w_k \nmid n$, $q_k^a < \sqrt{2} - 1$, and $w_k^a < \sqrt{2} - 1$.

Suppose $r > |\sigma_c(n)|$. Because $\log |1 + q_k^e| < \epsilon$ for all $k \geq K$ and $\sum_{k=K}^{\infty} \log |1 + q_k^e| = \infty$ by Lemma 1.6 there must exist some integer $M \geq K$ such that

$$\log \left( \frac{r}{|\sigma_c(n)|} \right) - \epsilon < \sum_{k=K}^{M} \log |1 + q_k^e| < \log \left( \frac{r}{|\sigma_c(n)|} \right) + \epsilon.$$ 

This yields the inequalities

$$re^{-\epsilon} < |\sigma_c(n)| \prod_{k=K}^{M} |1 + q_k^e| < re^\epsilon.$$ 

Let $N = n \prod_{k=K}^{M} q_k$. Because $q_k$ is relatively prime to $n$ for all $k \geq K$, we have

$$\sigma_c(N) = \sigma_c(n) \prod_{k=K}^{M} \sigma_c(q_k) = \sigma_c(n) \prod_{k=K}^{M} (1 + q_k^e).$$ 

Therefore, $|\sigma_c(N)| = |\sigma_c(n)| \prod_{k=K}^{M} |1 + q_k^e| \in (re^{-\epsilon}, re^\epsilon)$, so $|r - |\sigma_c(N)|| < \max\{r - re^{-\epsilon}, re^\epsilon - r\} = re^\epsilon - r = r(e^\epsilon - 1)$ as desired.
We now prove that $|\theta - \text{arg}(\sigma_c(N)) + 2t\pi| < \Omega$ for some integer $t$. We have

$$\text{arg}(\sigma_c(N)) = \text{arg}(\sigma_c(n)) + \sum_{k=K}^{M} \text{arg}(1 + q_k^a) + 2t\pi = \theta + \sum_{k=K}^{M} \text{arg}(1 + q_k^a) + 2t\pi$$

for some integer $t$. Therefore,

$$|\theta - \text{arg}(\sigma_c(N)) + 2t\pi| = \left| \sum_{k=K}^{M} \text{arg}(1 + q_k^a) \right| \leq \sum_{k=K}^{M} |\text{arg}(1 + q_k^a)|.$$

Let us fix some $k \in \{K, K+1, \ldots, M\}$. Because $q_k \in \mathcal{G}$, we know from Lemma 1.6 that $-\beta \leq \text{arg}(q_k^a) \leq \beta$. Also, $|q_k^a| = q_k^a$. Using basic trigonometry, we have

$$|\text{arg}(1 + q_k^a)| \leq \tan^{-1} \left( \frac{q_k^a \sin \beta}{1 + q_k^a \cos \beta} \right) < \frac{q_k^a \sin \beta}{1 + q_k^a \cos \beta} < q_k^a \sin \beta.$$

If we write $\eta_k = \sqrt{1 + 2q_k^a \cos \beta + q_k^{2a}}$, then Lemma 1.6 tells us that $|1 + q_k^a| \geq \eta_k$. Recall that we chose $K$ large enough to ensure that $q_k^a < \sqrt{2} - 1$. Also, $\cos \beta > \frac{1}{\sqrt{2}}$ because we chose $\beta < \frac{\pi}{4}$. We have $q_k^{2a} < \sqrt{2}q_k^a - q_k^a$, so

$$q_k^a < \sqrt{2}q_k^a - q_k^{2a} = \sqrt{2}q_k^a - \frac{1}{2}(\sqrt{2}q_k^a)^2 < \log(1 + \sqrt{2}q_k^a)$$

$$< \log(1 + 2q_k^a \cos \beta) < 2 \log \eta_k.$$

This shows that

$$\frac{q_k^a}{\log \eta_k} < 2.$$

From these inequalities, we get

$$|\theta - \text{arg}(\sigma_c(N)) + 2t\pi| \leq \sum_{k=K}^{M} |\text{arg}(1 + q_k^a)| < \sum_{k=K}^{M} q_k^a \sin \beta$$

$$= \sin \beta \log \prod_{k=K}^{M} \eta_k^{q_k^a/\log \eta_k} < \sin \beta \log \prod_{k=K}^{M} \eta_k^2 \quad \text{for some integer } t.$$
\[= 2 \sin \beta \log \prod_{k=K}^{M} \eta_k \leq 2 \sin \beta \log \prod_{k=K}^{M} |1 + q_k^\epsilon|.
\]

We now use the fact that \(|\sigma_c(n)| \prod_{k=K}^{M} |1 + q_k^\epsilon| < re^\epsilon\) to conclude that

\[|\theta - \arg(\sigma_c(N)) + 2t\pi| < 2 \sin \beta \log \left(\frac{re^\epsilon}{|\sigma_c(n)|}\right) = \Omega.\]

This completes the proof of the case \(r > |\sigma_c(n)|\).

Let us now assume \(r < |\sigma_c(n)|\). The proof of this case is quite similar to the previous case. Because \(\log |1 + w_k^\epsilon| > -\epsilon\) for all \(k \geq K\) and \(\sum_{k=K}^{\infty} \log |1 + w_k^\epsilon| = -\infty\) by Lemma 1.7 there must exist some integer \(W \geq K\) such that

\[
\log \left(\frac{r}{|\sigma_c(n)|}\right) - \epsilon < \sum_{k=K}^{W} \log |1 + w_k^\epsilon| < \log \left(\frac{r}{|\sigma_c(n)|}\right) + \epsilon.
\]

This yields the inequalities

\[re^{-\epsilon} < |\sigma_c(n)| \prod_{k=K}^{W} |1 + w_k^\epsilon| < re^\epsilon.
\]

In this case, we will let \(N = n \prod_{k=K}^{W} w_k\). Because \(w_k\) is relatively prime to \(n\) for all \(k \geq K\), we have

\[\sigma_c(N) = \sigma_c(n) \prod_{k=K}^{W} \sigma_c(w_k) = \sigma_c(n) \prod_{k=K}^{W} (1 + w_k^\epsilon).
\]

Therefore, \(|\sigma_c(N)| = |\sigma_c(n)| \prod_{k=K}^{W} |1 + w_k^\epsilon| \in (re^{-\epsilon}, re^\epsilon)\), so \(|r - |\sigma_c(N)|| < r(e^\epsilon - 1)\) once again.
We have

\[ \arg(\sigma_c(N)) = \arg(\sigma_c(n)) + \sum_{k=K}^{W} \arg(1 + w_k^c) + 2t\pi = \theta + \sum_{k=K}^{W} \arg(1 + w_k^c) + 2t\pi \]

for some integer \( t \). Therefore,

\[ |\theta - \arg(\sigma_c(N)) + 2t\pi| = \left| \sum_{k=K}^{W} \arg(1 + w_k^c) \right| \leq \sum_{k=K}^{W} |\arg(1 + w_k^c)|. \]

Let us fix some \( k \in \{K, K+1, \ldots, W\} \). Because \( w_k \in \mathcal{H} \), we know from Lemma 1.7 that \( \arg(w_k^c) \leq -\pi + \beta \) or \( \arg(w_k^c) \geq \pi - \beta \). Also, \( |w_k^c| = w_k^a \).

Trigonometry tells us that

\[ |\arg(1 + w_k^c)| \leq \tan^{-1} \left( \frac{w_k^a \sin \beta}{1 - w_k^a \cos \beta} \right) < \frac{w_k^a \sin \beta}{1 - w_k^a \cos \beta}. \]

Recalling that we chose \( K \) large enough to ensure that \( w_k^a < \sqrt{2} - 1 \), we see that \( |\arg(1 + w_k^c)| < \frac{w_k^a \sin \beta}{1 - (\sqrt{2} - 1) \cos \beta} \leq \frac{\sin \beta}{2 - \sqrt{2}} w_k^a \). In addition, because \( \cos \beta \geq \frac{1}{\sqrt{2}} \), we have \( 2w_k^a \cos \beta - w_k^{2a} > w_k^a \). If we write \( \mu_k = \sqrt{1 - 2w_k^a \cos \beta + w_k^{2a}} \), then Lemma 1.7 tells us that \( |1 + w_k^c| \leq \mu_k \). We also see that \( \mu_k < 1 \), so \( -\log \mu_k > 0 \). Using the inequality \( x \leq -\log(1 - x) \), which holds for all \( x < 1 \), we have

\[ w_k^a < 2w_k^a \cos \beta - w_k^{2a} \leq -\log(1 - (2w_k^a \cos \beta - w_k^{2a})) = -\log(2w_k^a \cos \beta - w_k^{2a}) = -\log(2 - \sqrt{2} \log \mu_k) < 0. \]

Thus, \( -\frac{w_k^a}{\log \mu_k} < 2 \). Combining these inequalities, we get

\[
|\theta - \arg(\sigma_c(N)) + 2t\pi| \leq \sum_{k=K}^{W} |\arg(1 + w_k^c)| < \frac{\sin \beta}{2 - \sqrt{2}} \sum_{k=K}^{W} w_k^a
\]

\[ = \frac{\sin \beta}{2 - \sqrt{2}} \log \prod_{k=K}^{W} (1/\mu_k)^{-w_k^a/\log \mu_k} < \frac{\sin \beta}{2 - \sqrt{2}} \log \prod_{k=K}^{W} (1/\mu_k)^2
\]

\[ = \frac{2 \sin \beta}{2 - \sqrt{2}} \log \prod_{k=K}^{W} (1/\mu_k) \leq \frac{2 \sin \beta}{2 - \sqrt{2}} \log \prod_{k=K}^{W} |1 + w_k^c|^{-1}. \]
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Using the fact that $|\sigma_c(n)| \prod_{k=K}^{W} |1 + w_k^c| > re^{-\epsilon}$, we have

$$\prod_{k=K}^{W} |1 + w_k^c|^{-1} < \frac{|\sigma_c(n)|e^\epsilon}{r}.$$ 

Hence, we conclude that

$$|\theta - \arg(\sigma_c(N)) + 2\pi| < \frac{2\sin \beta}{2 - \sqrt{2}} \log \left( \frac{|\sigma_c(n)|e^\epsilon}{r} \right) = \Omega.$$ 

This completes the proof of the case $r < |\sigma_c(n)|$. \hfill \Box

Recall the section of the proof of Theorem 2.2 in which we proved that $\overline{R(c)} = \mathbb{C}$ whenever $a = 0$ and $b \neq 0$. We proved this fact by describing the construction of an integer $N$ and showing that we could make $\sigma_c(N)$ arbitrarily close to any predetermined complex number. The observant reader may have noticed that the integer $N$ that we constructed was squarefree. Furthermore, we constructed $N$ using primes that could have been arbitrarily large. In other words, there was never an upper bound on the sizes of the required primes. The same observations are true of the proofs of Lemma 3.1 and Theorem 3.1. In particular, we chose $n$ in the proof of Theorem 3.1 to be an arbitrary element of $\Theta(c)$, and we could have chosen $n$ to be a squarefree number with large prime divisors. Therefore, we obtain the following corollary.

**Corollary 3.1.** Let $D$ be a positive integer, and let $E(D)$ be the set of squarefree integers whose prime factors are all greater than $D$. Suppose $-1 \leq a \leq 0$ and $b \neq 0$. Let $\sigma_c(E(D)) = \{\sigma_c(n) \in \mathbb{C} : n \in E(D)\}$. Then $\sigma_c(E(D))$ is dense in $\mathbb{C}$.

We now focus on the sets $R(c)$ that arise when $a < -1$. We saw in Theorem 2.1 that these sets are bounded, so it is natural to inquire about the shapes of their closures. We will prove two theorems in order to provide a taste of the questions that one might wish to ask about these sets. The first theorem is very straightforward, but leads to an interesting question.

**Theorem 3.2.** If $a < -1$, then $\sum_{n \leq x} \sigma_c(n) = x\zeta(1 - c) + O(1)$. 
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**Proof.** As \( x \to \infty \), we have

\[
\sum_{n \leq x} \sigma_c(n) = \sum_{n \leq x} \sum_{km=n} k^c = \sum_{k \leq x} \sum_{m \leq \frac{x}{k}} k^c = \sum_{k \leq x} \left\lceil \frac{x}{k} \right\rceil k^c
\]

\[
= x \sum_{k \leq x} k^{c-1} + O(1) \sum_{k \leq x} k^c = x \zeta(1 - c) - x \sum_{k > x} k^{c-1} + O(1).
\]

Now, \( \left| x \sum_{k > x} k^{c-1} \right| \leq x \sum_{k > x} |k^{c-1}| = x \sum_{k > x} k^{c-1} = x O(x^a) = o(1) \), and the result follows.

It is clearly not difficult to extract explicit bounds for

\[\left| \sum_{n \leq x} \sigma_c(n) - x \zeta(1 - c) \right|\]

from the proof of Theorem 3.2, but we are more concerned with the following obvious corollary.

**Corollary 3.2.** If \( a < -1 \), then \( \lim_{x \to \infty} \frac{1}{x} \sum_{n \leq x} \sigma_c(n) = \zeta(1 - c) \).

Suppose \( a < -1 \). Since \( \overline{R(c)} \) is Lebesgue measurable, we may define \( A(c) \) to be the area of \( \overline{R(c)} \). Provided \( A(c) \neq 0 \), we may let

\[ C(c) = \frac{1}{A(c)} \int \int_{\overline{R(c)}} z \, dA \]

be the centroid of \( \overline{R(c)} \) (where \( dA = d(\Re(z)) \, d(\Im(z)) \) represents a differential area element in the complex plane). Corollary 3.2 endorses \( \zeta(1 - c) \) as a potential candidate for \( C(c) \), although it certainly does not provide a proof. Unfortunately, a rigorous determination of the value of \( C(c) \) seems to require knowledge of the shape of \( \overline{R(c)} \) because of the apparent necessity of calculating the integrals involved in the definitions of \( A(c) \) and \( C(c) \). The limit in Corollary 3.2 does not appear to be too useful for these purposes because its value depends on the ordering of \( \mathbb{N} \). That is, if we let \( m_1, m_2, \ldots \) be some...
enumeration of the positive integers, then it could very well be the case that
\[ \lim_{x \to \infty} x \sum_{n \leq x} \sigma_c(m_n) \neq \zeta(1 - c) \] (or that this limit does not exist). Hence, for now, we will let \( C(c) \) be.

It seems natural to ask for the values of \( c \) with \( a < -1 \) for which the sets \( R(c) \) are connected. The following theorem will show that if \( a \) is sufficiently negative (meaning negative and sufficiently large in absolute value), then \( R(c) \) is separated. In fact, the theorem states that for any positive integer \( N \), if \( a \) is sufficiently negative, then \( R(c) \) is a disjoint union of at least \( N \) closed sets. This is somewhat unintuitive since, for each \( n \in \mathbb{N} \), \( \sigma_c(n) \to 1 \) as \( a \to -\infty \). In other words, the sets \( R(c) \) “shrink” while becoming “more separated” as \( a \to -\infty \).

**Theorem 3.3.** For each positive integer \( N \), there exists a real number \( \rho_N \leq -1 \) such that if \( a < \rho_N \), then \( R(c) \) is a union of at least \( N \) disjoint closed sets.

**Proof.** We will assume that \( a < -1 \) throughout this proof. Note that we may set \( \rho_1 = -1 \). We will let \( \sigma_c(T) \) denote the image under \( \sigma_c \) of a set \( T \) of positive integers. For each \( j \in \mathbb{N} \), let \( p_j \) denote the \( j \)th prime number. Let \( V_j \) be the set of positive integers that are not divisible by any of the first \( j \) primes, and let \( S_j \) denote the set of positive integers \( n \) such that the smallest prime divisor of \( n \) is \( p_j \). In symbols, \( V_j = \{ n \in \mathbb{N} : p_\ell \nmid n \ \forall \ \ell \in \{1, 2, \ldots, j\} \} \), and \( S_j = V_{j-1} \cap p_j \mathbb{N} \), where we convene to let \( V_0 = \mathbb{N} \). Fix some positive integer \( k \). We will show that there exists a real number \( \tau_k \leq -1 \) and a function \( \delta_k : (-\infty, \tau_k) \to (0, \infty) \) such that if \( a < \tau_k \), then \( |\sigma_c(m) - \sigma_c(n)| > \delta_k(a) \) for all \( m \in S_k \) and \( n \in V_k \). This will show that \( \overline{\sigma_c(S_k)} \) is disjoint from \( \overline{\sigma_c(V_k)} \) whenever \( a < \tau_k \). In particular, it will follow that \( \sigma_c(S_k) \) is disjoint from \( \sigma_c(S_j) \) for all integers \( j > k \) whenever \( a < \tau_k \). Setting \( \rho_{k+1} = \min\{\tau_1, \tau_2, \ldots, \tau_k\} \), we will see that if \( a < \rho_{k+1} \), then \( \sigma_c(S_1), \sigma_c(S_2), \ldots, \sigma_c(S_k), \sigma_c(V_k) \) are \( k + 1 \) disjoint closed sets whose union is \( \overline{R(c)} \).

Choose some \( m \in S_k \) and \( n \in V_k \). Note that we may write \( m = p_k^t h \), where \( t \) is a positive integer and \( h \in V_k \). If we let \( L_k(x) = \sum_{v \in V_k \setminus \{1\}} v^x \) for all
$x < -1$, then we have

$$|\sigma_c(n) - 1| = \left| \sum_{d|n \atop d > 1} d^c \right| \leq \sum_{d|n \atop d > 1} |d^c| = \sum_{d|n \atop d > 1} d^a < L_k(a).$$

Similarly, $|\sigma_c(h) - 1| < L_k(a)$. Observe that $L_k(x) = O(p_{k+1}^x)$, so there exists some number $\tau_k \leq -1$ such that

$$L_k(a) \left(p_k^a + p_k^{2a} + 2\right) + p_k^{2a} < p_k^a$$

for all $a < \tau_k$. Let us define $\delta_k: (-\infty, \tau_k) \to (0, \infty)$ by

$$\delta_k(x) = \frac{1}{1 + p_k} \left(p_k^a - p_k^{2a} - L_k(x)(p_k^a + p_k^{2a} + 2)\right).$$

If $a < \tau_k$, then

$$\frac{|\sigma_c(p_k^a) - 1| - \delta_k(a)}{|\sigma_c(p_k^a)| + 1} = \frac{\left| (1 - p_k^{(t+1)c})/(1 - p_k^c) - 1 \right| - \delta_k(a)}{\left| (1 - p_k^{(t+1)c})/(1 - p_k^c) \right| + 1}$$

$$= \frac{\left| (1 - p_k^{(t+1)c}) - (1 - p_k^c) \right| - \delta_k(a)|1 - p_k^c|}{\left| 1 - p_k^{(t+1)c} \right| + |1 - p_k^c|}$$

$$= \frac{p_k^c - p_k^{(t+1)c} - \delta_k(a)|1 - p_k^c|}{p_k^c + p_k^{(t+1)c} + |1 - p_k^c|} \geq \frac{p_k^a - p_k^{(t+1)a} - \delta_k(a)(1 + p_k^a)}{p_k^c + p_k^{(t+1)c} + 2} = L_k(a),$$

so $|\sigma_c(p_k^a) - 1| - L_k(a)(|\sigma_c(p_k^a)| + 1) \geq \delta_k(a)$. Therefore,

$$|\sigma_c(m) - \sigma_c(n)| = |(\sigma_c(p_k^a) - 1) - (\sigma_c(p_k^b) - \sigma_c(m)) - (\sigma_c(n) - 1)|$$

$$\geq |\sigma_c(p_k^a) - 1| - |\sigma_c(p_k^b) - \sigma_c(m)| - |\sigma_c(n) - 1|$$

$$= |\sigma_c(p_k^a) - 1| - |\sigma_c(p_k^b)||\sigma_c(h) - 1| - |\sigma_c(n) - 1|$$

$$> |\sigma_c(p_k^a) - 1| - |\sigma_c(p_k^b)||L_k(a) - L_k(a)$$

$$= |\sigma_c(p_k^a) - 1| - L_k(a)(|\sigma_c(p_k^a)| + 1) \geq \delta_k(a)$$

for all $a < \tau_k$, and this is what we sought to prove. □
The expressions in the proof of Theorem 3.3 get a bit messy, and we probably could have simplified the argument by using more careless estimates. However, we organized the proof in order to give an upper bound for the values of $\tau_k$. That is, we showed that we may let $\tau_k \leq -1$ be any number such that (1) holds for all $a < \tau_k$. In particular, we have the following corollary.

**Corollary 3.3.** If $a \leq -3.02$, then $R(c)$ is separated.

**Proof.** Preserve the notation from the proof of Theorem 3.3. Note that

$$L_1(a) = -1 + \sum_{2^v} v^a = -1 + \zeta(-a)(1 - 2^a).$$

Therefore, when $k = 1$, (1) becomes

$$(-1 + \zeta(-a)(1 - 2^a))(2^a + 2^{2a} + 2) + 2^{2a} < 2^a.$$

We may rewrite this inequality as

$$\zeta(-a)(1 - 2^a) < \frac{2^a - 2^{2a}}{2a + 2^{2a} + 2} + 1.$$  

Noting that $\frac{2^a - 2^{2a}}{2a + 2^{2a} + 2} + 1 = \frac{2 + 2^{a+1}}{2a + 2^{2a} + 2}$ and dividing each side of this last inequality by $1 - 2^a$ yields

$$\zeta(-a) < \frac{1 + 2^a}{1 - 2^{a-1} - 2^{3a-1}}.$$  \hfill (2)

Therefore, we simply need to show that (2) holds for all $a < -3.02$. If $a \leq -5$, then $\frac{2^{a+1}}{-(a+1)} \leq 2^{a-1}$, so

$$\zeta(-a)(1 - 2^{a-1} - 2^{3a-1}) \leq \left(1 + 2^a + \int_2^{\infty} t^a \, dt\right)(1 - 2^{a-1})$$

$$= \left(1 + 2^a + \frac{2^{a+1}}{-(a+1)}\right)(1 - 2^{a-1}) \leq 1 + 2^a + \frac{2^{a+1}}{-(a+1)} - 2^{a-1} \leq 1 + 2^a.$$

Hence, (2) holds for $a \leq -5$. We now show that (2) holds for $-5 < a < -3.02$. The reader who wishes to evade the banalities of the following fairly
computational argument may wish to simply plot the values of $\zeta(-a)$ and \[ \frac{1 + 2^a}{1 - 2^{a-1} - 2^{3a-1}} \] to see that (2) appears to hold for these values of $a$.

Let $F(x) = \zeta(x) - \frac{1 + 2^{-x}}{1 - 2^{-x-1} - 2^{-3x-1}}$ and $I = (3.02, 5)$ so that our goal is to prove that $F(x) < 0$ for all $x \in I$. In order to reduce the number of necessary computations, we will partition $I$ into the two intervals $I_1 = (3.02, 3.22]$ and $I_2 = (3.22, 5)$. For all $x \in I$, we have

\[
F'(x) = \zeta'(x) + \frac{2^{2x+1}(3 \cdot 2^x + 3 \cdot 2^{3x} + 2) \log 2}{(2^x - 1)^2(2^x + 2^{2x+1} + 1)^2} \leq \frac{2^{2x+1}(3 \cdot 2^{3x} + 2^2) \log 2}{(2^x - 1)^2(2^{2x+1})^2} = \frac{(3 \cdot 2^x + 1) \log 2}{2(2^x - 1)^2}. \]

Now, if $x \in I_1$, then

\[
F'(x) \leq \frac{(3 \cdot 2^x + 1) \log 2}{2(2^x - 1)^2} < \frac{(3 \cdot 2^{3.22} + 1) \log 2}{2(2^{3.02} - 1)^2} < 0.2.
\]

Numerical calculations show that if

\[
x \in \left\{ 3.02 + \frac{n}{2000} : n \in \{0, 1, 2, \ldots, 400\} \right\},
\]

then $F(x) < -\frac{1}{10000}$. Because $F$ is continuous, we see that

\[
F(x) < -\frac{1}{10000} + 0.2 \left( \frac{1}{2000} \right) = 0
\]

for all $x \in I_1$. If $x \in I_2$, then

\[
F'(x) \leq \frac{(3 \cdot 2^x + 1) \log 2}{2(2^x - 1)^2} < \frac{(3 \cdot 2^5 + 1) \log 2}{2(2^{3.22} - 1)^2} < 0.5.
\]

For all

\[
x \in \left\{ 3.22 + \frac{7n}{500} : n \in \{0, 1, 2, \ldots, 127\} \right\},
\]

numerical calculations show that $F(x) < -\frac{7}{1000}$. Because $F$ is continuous, we see that

\[
F(x) < -\frac{7}{1000} + 0.5 \left( \frac{7}{500} \right) = 0
\]

for all $x \in I_2$. 

\[ \square \]
4 Concluding Remarks and Open Problems

We have obtained a decent understanding of the ranges $R(c)$ of the functions $\sigma_c$ for values of $c$ with real part $a \geq -1$, but many problems concerning the sets $R(c)$ that arise when $a < -1$ remain open. For example, it would be quite interesting to determine the values of $c$ for which $R(c)$ is connected. Corollary 3.3 provides an initial step in this direction, but there is certainly much work that remains to be done. For example, it seems as though the bound $a < -3.02$ in that corollary is quite weak since the estimates used to derive it are far from optimal. Recall that we derived that bound by showing that if $a < -3.02$, then $\overline{R(c)}$ is the disjoint union of the closed sets $\sigma_c(S_1)$ and $\sigma_c(V_1)$ defined in the proof of Theorem 3.3. We remark, however, that it might be more useful to look at the value of $c$ for which $\sigma_c(V_2)$ is disjoint from $\sigma_c(S_1 \cup S_2)$. Indeed, if we confine $c$ to the real axis and decrease $c$ from $-1.5$ to $-2$, we will see that $\overline{R(c)}$ first separates into the disjoint union of the two connected sets $\sigma_c(V_2)$ and $\sigma_c(S_1 \cup S_2)$. More formally, one may use the methods described in [1] to show that there exist constants $\eta \approx 1.8877909$ and $\kappa \approx 1.9401017$ such that if $c$ is real and $-\kappa < c < -\eta$, then $\overline{R(c)}$ is the disjoint union of the two connected sets $\sigma_c(V_2)$ and $\sigma_c(S_1 \cup S_2)$ (this phenomenon essentially occurs because the largest value of $p_{j+1}/p_j$ occurs when $j = 2$). Nonetheless, a full determination of those complex $c$ for which $\overline{R(c)}$ is connected seems to require knowledge about the specific shapes of the sets $\overline{R(c)}$. Using Mathematica to plot points of some of these sets allows one to see the emergence of sets that appear to have certain fractal-like properties (see Figure 1). However, as we can only plot finitely many points, it is difficult to predict the shapes of the full sets $R(c)$ and their closures.

We mention once again the open problem of determining the values of $A(c)$ and $C(c)$ defined after Corollary 3.2 above. Observe the point $\zeta(1-c)$ plotted in the top image of Figure 1 (corresponding to $c = -1.3 + i$). Upon visual inspection, this point does not appear to be the centroid $C(c)$ of $\overline{R(c)}$. This is likely due to the fact that points of $R(c)$ clustered in the lower part of the image are packed more densely than those in the middle part. Finally, we remark that, while investigating the topics discussed in Section 3, the author found that it would be useful to have good upper and lower bounds for $\Theta(c)$. Thus, we state the derivation of such bounds as an additional potential topic for future research.
Figure 1: Plots of $\sigma_c(n)$ for $1 \leq n \leq 10^6$. The top image shows a plot for $c = -1.3 + i$, and the bottom shows a plot for $c = -2 + 2i$. In each image, the blue dot is the point $\zeta(1 - c)$. 
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