Exploring deterministic frequency deviations with explainable AI
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Abstract—Deterministic frequency deviations (DFDs) critically affect power grid frequency quality and power system stability. A better understanding of these events is urgently needed as frequency deviations have been growing in the European grid in recent years. DFDs are partially explained by the rapid adjustment of power generation following the intervals of electricity trading, but this intuitive picture fails especially before and around noonday. In this article, we provide a detailed analysis of DFDs and their relation to external features using methods from explainable Artificial Intelligence. We establish a machine learning model that well describes the daily cycle of DFDs and elucidate key interdependencies using SHapley Additive exPlanations (SHAP). Thereby, we identify solar ramps as critical to explain patterns in the Rate of Change of Frequency (RoCoF).

I. INTRODUCTION

The balance of power generation and demand is central for the stability of our power grids. The grid frequency reflects this balance, since an overproduction of power leads to a rise and an undersupply to a drop of the frequency [1]. The need for power balancing therefore translates into constraints on the grid frequency to limit large deviations from the set point of 50/60 Hz through adequate control measures. This is critical as large frequency deviations, such as deviations of more than 200 mHz in Continental Europe, can trigger the disconnection of loads with severe consequences for the power consumers.

An important threat to frequency stability results from deterministic frequency deviation (DFDs). DFDs occur regularly at the beginning of hourly or sub-hourly intervals and can be observed in various large-scale power grids such as the Continental European [2], the Great Britain [3] and the Nordic synchronous areas [4]. Large DFDs lead to a depletion of frequency control reserves at the beginning of hourly or sub-hourly intervals, thus making the system vulnerable to additional, unforeseen disturbances or failures [3]. For example, the combination of a DFD and a measurement failure led to an extreme deviation of nearly 200 mHz on the 10th of January 2019, in Continental Europe. In this area, the number of large frequency deviations has increased constantly thus requiring an intensified control of large DFDs [5].

A common model explains DFDs through the effect of scheduled changes in the power generation due to block-wise electricity trading [6]. In this view, the direction of DFDs during the day is often related to the load ramp, i.e. to the slope of the load curve [4], [6], [7] and a connection between large frequency events and the load ramp is suggested [3], [8]. However, not only load ramps but many other external features such as electricity prices or forecasting errors affect power grid frequency deviations [9].

Methods from Machine Learning (ML) are excellent candidates to model the complex effects of multiple features on power grid frequency fluctuations. Due to control measures, frequency dynamics exhibit complex non-linear dependencies [1] and measurement errors further modify many publicly available grid frequency measurements [10]. Moreover, drivers of frequency deviations such as load or generation ramps are strongly correlated [9]. Modern ML methods, such as Gradient Tree Boosting, are able to extract non-linear dependencies even from noisy data with correlated features [11], which is not possible in a simple correlation analysis. They can further harness the growing amount of power system data, which has been made publicly available in the past years [12], [13]. However, complex ML models are often black-boxes, which impede a scientific understanding of the model structure [14].

Tools from eXplainable Artificial Intelligence (XAI) enable us to understand and visualise the dependencies captured by the ML model [15]. In particular, the recently introduced SHapely Additive exPlanations (SHAP) values offer a numerically efficient way to quantify the impact of different features on the model output [16]. Within the set of methods to measure feature effects, SHAP values guarantee certain optimal properties and avoid inconsistencies within other approaches [17], [18]. Combining non-linear ML models and SHAP values thus enables us to examine the effect of multiple external features on DFDs in a consistent way.

Here, we explore hourly DFDs in the Continental Euro-
pean (CE) synchronous area with an explainable ML model introduced in ref. [9]. In sec. III we introduce the ML model, as well as the common load-based model of DFDs, which is based on the effect scheduled-based generation. In sec. III we first evaluate how well the load-based DFD model reproduces the daily pattern of DFDs in CE. Then, we explore the deficits of the load-based model with SHAP values and finally discuss a refined physical view of DFDs, which integrates the insights from our explainable ML.

II. METHODS

A. Modelling deterministic frequency deviations

DFDs are regular deviations of the grid frequency that occur at the beginning of hourly or sub-hourly intervals. For instance, the grid frequency sample from an evening hour in CE (fig. 1) exhibits a steep slope at the full hour and after 30 min. These large slopes even persist after averaging over multiple days, which demonstrates their deterministic nature [9]. In particular, the direction of the slope shows a regular daily profile. In the morning, the deviations typically point upward and in the evening we typically observe negative slopes.

We quantify these DFDs with the Rate of Change of Frequency (RoCoF) at the beginning of the hour (fig. 1). The hourly DFDs dominate the daily profile of the grid frequency [2]. Moreover, the hourly interval is still the most important time scale for power system operation in CE, since electricity is mostly traded on an hourly basis [19]. Therefore, we focus on the hourly RoCoF to model DFDs in this study.

A common model for (hourly) DFDs is based on different temporal behaviour of the load and the generation, which is crucially determined by the electricity market [6]. In Continental Europe, electricity is mostly traded in hourly blocks, such that power generators adapt their output to the new set point at the beginning of each hour. This leads to a step \( \Delta P_L(t_i) \) in the power generation at the beginning of the hour \( t_i \), as shown in fig. 2. Since the load varies only slowly, the step-like generation introduces power imbalances around the full hour. For example, at 06:00 the imbalance changes from under- to oversupply due to the positive step \( \Delta P_L \). The slope of the resulting frequency jump is then proportional to the generation step \([7]\), which implies a linear model \( y_{L}(t_i) \) for the RoCoF:

\[
y_{L}(t_i) = a \cdot \Delta P_L(t_i) .
\]

Here, the value of the generation step \( \Delta P_L(t) \) is estimated by the load ramp, i.e. the hourly change of the total load \( \Delta L(t) \) in CE. This estimate is based on the assumption that most of the load is covered by schedule-based generation. The schedule coincides with the hourly average of the load, such that the generation steps approximate the load ramp. In that way, the direction of the DFDs is inherently correlated to the load ramp, so that we call the above approach the load-based model.

To visualise the assumptions of the load-based model, we construct load and generation curves on sub-hourly resolution (fig. 2). We design a continuous load curve \( L(t) \) with a resolution of one minute by applying a cubic spline interpolation to the load values, which only have an hourly resolution (see sec. II-B). The generation values for each minute \( G_T^{i}(t) \) follow a step function with hourly steps \( \Delta P_L \).

B. Data sources and preparation

To evaluate the load-based DFD model, we use a set of pre-processed, publicly available time series from the CE power system, which covers the years 2015 to 2019 [20]. The data set contains hourly RoCoFs of the CE grid frequency, as well as multiple hourly-resolved external features, such as the load and the power generation.

The hourly RoCoF is extracted from grid frequency measurements \( f(t) \) using the procedure sketched in fig. 1. Based on frequency data with 1 s resolution [21], we estimate the derivative \( df/dt \) by first extracting the increments \( f(t + 1s) - f(t) \). Then, we smooth the increments with a rectangular rolling window of length \( L = 30 \) s. Finally, we identify the time \( t_{max} \) in an interval around the full hour \( [t_i - T, t_i + T] \), where the absolute derivative \( \left| df/dt \right| \) reaches its maximum. We then set RoCoF\((t_i) = df/dt(t_{max}) \) using \( T = 30s \) (cf. [9]).

The external features serve as input to the load-based model and to our ML model. From the data set, we only include a subset of features into our analysis. The subset includes the actual load and generation per type, as well as their hourly ramps and forecast errors. Moreover, we include day-ahead prices together with their ramps, and three variables indicating the hour, the weekday and the month. As our focus is on the explanation of DFDs and not on prediction, we here use the correct post-hoc values of all features and omit day-ahead predictions which are in principle available in the data set. As the grid frequency is affected by power imbalances in all locations of the synchronous area, the features represent the area-wide aggregated values of the variable. For example, the "load ramp" represents the slope of the aggregated load

![Fig. 1. Quantifying DFDs with the hourly RoCoF. The grid frequency exhibits regular jumps, particularly at the beginning of the hour \( t_i \), which are deterministic frequency deviations (DFDs). To measure the DFD at the full hour \( t_i \), we calculate the corresponding Rate of Change of Frequency (RoCoF) from the grid frequency time series \( f(t) \) (see inset). We first estimate the derivative \( df/dt \) by extracting and smoothing the increments \( f(t + 1s) - f(t) \) (dashed orange line in the inset). We then evaluate the maximum slope in an interval around the full hour. See text for details.](image-url)

| Time [min] | Frequency [mHz] | RoCoF |
|-----------|-----------------|-------|
| 0         | 0               |       |
| 100       | 0               |       |
| 200       | 0               |       |
| 300       | 0               |       |
C. Machine learning model for hourly RoCoF

We apply the explainable ML model from ref. [9] to explore the impact of external features on the DFDs. The model uses a Gradient Tree Boosting model [22] for the prediction of hourly RoCoFs from external features, which is then explained through SHAP values.

For the model training and evaluation, we randomly split the data set into a test set (20%) and a training set (80%). In contrast to ref. [9], we additionally include the data of a continuous 24h interval (from December 2016) in our test set to allow for a visualisation of the predicted time series (see fig. 2b). Moreover, we only use the subset of features discussed in sec. II-B. To optimise the model hyper-parameters, we use 5-fold cross-validation on the training set. Then, we retrain the optimal model on the whole training set and calculate the ML prediction \( y_{ML}(t_i) \) of the RoCoF for every hour \( t_i \) in the unseen test set. We evaluate the performance on the test set using the \( R^2 \)-score, which represents the share of variability in the hourly RoCoF explained by the model. In the same way, we also estimate the linear model (eq. 1) on the training set (via least-squares) and evaluate it on the test set. In addition to their \( R^2 \)-score, we evaluate the model predictions in terms of their daily average profile. A good model should reproduce the daily profile of RoCoFs estimated from the frequency data.

To explain the model output, we finally calculate the SHAP values on the test set [17]. SHAP values quantify the effect of each feature on the model prediction for each hour \( t_i \). By aggregating individual SHAP values, we can also understand global relations in the model, in particular the dependency between external features, such as the load, and the hourly DFDs. In addition, we explore daily aggregated SHAP values that explain the daily average profile of the model prediction. They reflect the average impact of a feature on the RoCoF at a certain hour of the day and are therefore perfectly suited to explain the daily DFD pattern. For details on the ML model training, performance evaluation and model explanation via (daily aggregated) SHAP values we refer to ref. [9].

D. Data and code availability

The data is publicly available on zenodo [20] and the python code for this study can be obtained from GitHub [23].

III. RESULTS

A. Evaluation of load-based DFD model

The load-based predictor \( y_L(t_i) \) (eq. 1) partially explains the direction of DFDs, but its overall performance is limited. Fig. 2b depicts the model prediction for a continuous time interval within the test set. The prediction reproduces the general trend of the RoCoF with upward jumps in the morning and in the afternoon, and downward jumps around noonday and during the night. However, the \( R^2 \)-score only yields a value of 0.37, which reflects the mismatch of data and prediction in fig. 2b.

Evaluating the daily profile of the prediction confirms this observation (fig. 2b). The overall shape of the daily RoCoF profile is reproduced, but the direction of the jumps does not align with the sign of the predicted RoCoF in 5 of 24 hours. In particular, the load is increasing on average between 09:00 and 11:00, but the average RoCoF is negative within these hours. We observe such a sign mismatch also at 04:00 and 16:00. The direction of the load ramp thus cannot fully explain the direction of the DFDs within the day.

Note, that adding a constant bias to the linear model (eq. 1) increases the performance to \( R^2 = 0.52 \). However, the prediction is merely shifted and its daily profile still exhibits the wrong sign in 5 hours within the day. Consequently, an additional bias does not improve the explanation of the daily DFD pattern through the load-based model.

B. Exploring DFDs with XAI

We explain the deficits of the load-based model by exploring the daily DFDs with our explainable ML model (fig. 3). As
Fig. 3. Revealing the effect of external features on daily DFDS with machine learning. a: We model the hourly RoCoF with an ML model based on external features, such as load ramps or forecast errors. By interpreting the model with SHAP, we can calculate daily (aggregated) SHAP values that explain the average impact of a feature on the model prediction for each hour of the day (coloured areas). For example, load ramps (grey) have a positive impact on the predicted RoCoF (solid line) at 07:00 and a negative impact at 22:00. b: The ML prediction $y_{ML}(t_i)$ predicts the hourly RoCoF with high accuracy in this sample, yielding an overall performance of $R^2 = 0.73$ on the test set. c: Driven by the SHAP results, we explain the sign mismatch of the load-based model with the daily ramps of solar power and fast generation, such as pumped hydro. d-e: Pumped hydro ramps have a positive relation to the RoCoF and solar ramps a non-linear dependency. The strong effect of negative pumped hydro ramps thus explains the deficits of the load-based model between 09:00 and 11:00 in the morning.

Using our ML model explanation, daily aggregated SHAP values reveal the impact of external features on the daily DFDS pattern. The SHAP values describe the contribution of each feature on the model prediction both in magnitude and sign. In the figure, the daily SHAP values are represented by coloured areas. Areas below the prediction line (solid) indicate a positive effect of the feature on the RoCoF in that hour, while areas below the line reflect a negative impact. We observe a positive impact of the load ramp on the RoCoF in the morning between 04:00 and 11:00, where the load is still rising (see fig. 2c). This is in line with the load-based model, which predicts a positive RoCoF within this period due to the rising load. However, the actual RoCoF becomes negative between 09:00 and 11:00. Here, the contribution of the load ramp is still positive, but other features now have a strong impact on the model outcome. In fact, the ML model mainly attributes this decrease to the negative impact of hydro power ramps, which leads to a correct prediction of the downwards DFDS direction.

To further explain the contradiction between the ML prediction and the load-based model in the morning, we connect the ML prediction to the daily evolution of solar and hydro power (fig. 3c). Solar power ramps up slowly between 05:00 and 08:00. As the load already increases strongly during this time (see fig. 2c), fast conventional generators, such as pumped hydro, ramp up to cover the load. Between 09:00 and 11:00 the load is still rising, but solar power starts to ramp up strongly and pumped hydro thus has to ramp down. As solar power ramps are still slow compared to hydro ramps, the generation step at the beginning of the hour is dominated by fast negative hydro ramps. Their direction is opposite to the load ramp,
which is not captured in the load-based model. However, the ML model integrates this effect as depicted in the dependency plot fig. [3], which displays the SHAP values together with the feature value. Negative hydro ramps have a strong negative impact on the predicted RoCoF. The ML model integrates this effect (fig. [3]) and thus reproduces the direction of the DFD correctly.

In the afternoon, fast generation ramps and a smoothing effect of solar power explain the deficits of the load-based model. At 16:00 the load does not change strongly and the load-based model predicts a slightly negative RoCoF (see fig. [2]). However, solar power ramps down strongly in that time, so that flexible generators, such as pumped hydro, ramps up to cover the load (fig. [3]). The ML model captures this effect and the daily SHAP values in fig. [3] clearly show the positive effect of hydro power at 16:00, which leads to an upward DFD at this time. Interestingly, we also observe large positive SHAP values of solar ramps between 15:00 and 17:00. According to the dependency in fig. [3], negative solar power ramps strongly increase the RoCoF, while positive ramps have a small negative effect. The impact of negative ramps most probably relates to a smoothing effect solar power. Solar power ramps down slowly thus following the load more smoothly than scheduled generation, which offsets the RoCoF.

The sign mismatch of the load-based model at 04:00 is not explained by the ML model and probably relates to an overall bias in the hourly RoCoF. The ML prediction at 04:00 exhibits the average RoCoF value of \(-0.29\) mHz/s (fig. [3]), which cannot be related to feature effects as SHAP values only explain the prediction relative to the average. The average RoCoF reflects a bias of the hourly DFD towards negative values. For example, this bias can stem from different ramping speeds for upwards and downwards regulation of generators, or from a systematic bias in the power imbalance due to market mechanism. While our ML model reproduces the bias of the average RoCoF, a physical explanation thereof is still open.

Finally, we point to the impact of local legislation that is revealed by the "hour" feature in fig. [3]. The hour exhibits its only (strong) effect at 22:00. At this time wind power farms in Germany are shut down due to environmental protection in favour of bats and noise prevention [5]. This leads to a strong negative effect on the RoCoF, which is well captured in our ML model, but not included in the load-based model at all.

C. A refined view of DFDs

The ML results lead us to a refined view of the generation behaviour that cause hourly DFDs (fig. [4]). To include the continuous effect of solar power into the load-based model, we calculate modified generation steps by subtracting the hourly solar power ramp \(\Delta G_S(t)\):

\[
\Delta P_S(t_i) = \Delta P_L(t_i) - \Delta G_S(t_i),
\]

In this way, we define a refined linear model that predicts the RoCoF based on the power jump \(\Delta P_S(t_i)\):

\[
y_S(t_i) = a \cdot \Delta P_S(t_i) + b.
\]

Here, we introduced the intercept \(b\) to model the negative bias of the RoCoF as discussed in sec. III-B.

To visualise the refined model, we calculate the solar generation \(G_S(t)\) for every minute with a cubic spline interpolation of the hourly solar power time series in our data set. The refined generation curve is then given by \(G^*_S(t) = G_L(t) + G_S(t)\), where \(G_L\) has hourly steps \(\Delta P_S\). The resulting sketch in fig. [4] depicts the same sample as in fig. [2], but the generation steps have another direction particularly at 09:00.

We clearly see that the continuous solar power ramps up faster than the load between 09:00 and 10:00. As explained through our ML model, this leads to fast downwards ramps of flexible generation, as observed in fig. [3] at 09:00. Notably, we can also observe the smoothing effect of solar power between 13:00 and 15:00. Here, the solar generation smoothly follows the load thus leading to a less severe generation step than predicted through the load-based model.
The refined model of hourly power steps outperforms the load-based model and explains the daily DFD pattern successfully. The prediction of the continuous sample in fig. 2b better aligns with the data, as compared to the load-based model, and the overall R²-score yields 0.63 on the test set. Furthermore, the refined model correctly reproduces the direction of the daily RoCoFs in each hour of the day (fig. 4c). Together with a model bias, the approximation of hourly generation ramp without the contribution of solar power already leads to a good explanation of the daily DFD pattern.

IV. CONCLUSION

In summary, we have modelled and explored the relation between DFDs and external features such as load and generation ramps using explainable ML. Our ML model explains 73% of the variation within the slope of hourly DFDs. The evaluation of a common, load-based DFD model yields a much lower performance of 37% and does not entirely explain the daily pattern of DFDs in Continental Europe. Using daily aggregated SHAP values, we offer another way to explain the daily DFD pattern, thus revealing multiple important external features that go beyond a pure load-based view. Including this information into the load-based predictor improves its performance to 63% and gives a refined view on daily DFD patterns.

Our explainable ML model reveals that solar ramps and scheduled (fast) generation ramps are important for the daily DFD pattern. Solar power ramps continuously during the day. Meanwhile, fast scheduled generation ramps, from e.g. hydro power, have to balance this behaviour thus leading to DFDs that can be opposite to the slope of the load curve. This is consistent with other studies that point to the connection between solar power and generation ramps on 15 min basis due to intraday electricity trading [19], [24].

Our explainable ML approach provides an alternative to physical models of the grid frequency, but also complements them. Physical models such as the DFD model in ref. 9 have limits when modelling the impact of multiple external features on frequency stability for each hour. Control parameters and highly resolved generation data are mostly not publicly available, such that simulation have to use simplifying assumptions. Our ML model therefore offers an alternative by using publicly available data and estimating a model for DFDs without physical simplifications. However, the ML approach can also complement physical models by pointing to unknown dependencies and important features that have to be included to improve physical modelling. For example, we have presented a refined model of hourly generation steps using our ML insights, which improves the common load-based view.

As frequency deviations have been increasing in Continental Europe, a limitation of large DFDs is urgently needed [5]. Data-based predictions can be combined with control actions to prevent large DFDs [25], thus saving costs for control actions and making the grid less vulnerable. Explainable ML models can offer predictions [9], but they also contribute by better understanding drivers and risks of DFDs in an increasingly complex power system.
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