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Abstract

The training of neural networks using different deep learning frameworks may lead to drastically differing accuracy levels despite the use of the same neural network architecture and identical training hyperparameters such as learning rate and choice of optimization algorithms. Currently, our ability to build standardized deep learning models is limited by the availability of a suite of neural network and corresponding training hyperparameter benchmarks that expose differences between existing deep learning frameworks. In this paper, we present a living dataset of models and hyperparameters, called CrossedWires, that exposes semantic differences between two popular deep learning frameworks: PyTorch and Tensorflow. The CrossedWires dataset currently consists of models trained on CIFAR10 images using three different computer vision architectures: VGG16, ResNet50 and DenseNet121 across a large hyperparameter space. Using hyperparameter optimization, each of the three models was trained on 400 sets of hyperparameters suggested by the HyperSpace search algorithm. The CrossedWires dataset includes PyTorch and Tensorflow models with test accuracies as different as 0.681 on syntactically equivalent models and identical hyperparameter choices. The 340 GB dataset and benchmarks presented here include the performance statistics, training curves, and model weights for all 1200 hyperparameter choices, resulting in 2400 total models. The CrossedWires dataset provides an opportunity to study semantic differences between syntactically equivalent models across popular deep learning frameworks. Further, the insights obtained from this study can enable the development of algorithms and tools that improve reliability and reproducibility of deep learning frameworks. The dataset is freely available at https://github.com/maxzvyagin/crossedwires through a Python API and direct download link.

1 Introduction

Deep learning and neural network techniques [Bengio et al., 2021] are ubiquitous within AI applications that are deployed at scale across various domains (speech [Xiong et al., 2017; Saon et al., 2015; Wang and Chen, 2018; Amodei et al., 2016; Huang et al., 2014], language translation [Young et al., 2018b; Vaswani et al., 2018], Bahdanau et al. [2014], self-driving cars [Maqueda et al., 2018; Ramos et al., 2017; Kulkarni et al., 2018], image search and recognition [Krizhevsky et al., 2012; He et al., 2015; Abbas et al., 2021; Sun et al., 2015], information retrieval [Lam et al., 2015; Liu et al., 2015; Yan et al., 2016], etc.). However, the choice of deep learning frameworks and consequently the hardware (or accelerator; e.g., GPU, TPU, data-flow architectures, etc.) platform used to implement, train, and deploy neural network architectures has an immediate impact on their performance. In specific, syntactically equivalent neural network implementations (across deep learning frameworks) can have a large variance in model accuracies despite controlling for architectures, hyperparameter
Figure 1: An overview of the CrossedWires dataset: We studied the problem of syntactically identical models producing different test accuracies using formal publications and informal anecdotal evidence on forums. We built the SpaceRay library for easily parallelizing hyperparameter search using multiple GPU nodes. We performed $O(10^4)$ GPU hours of exploratory runs to determine the sensitive hyperparameters and their ranges. Finally, we created the CrossedWires dataset of 1200 pairs of models and built the Python API for efficiently accessing the dataset.

Given the wide range of applications that deep learning models are being deployed on, including safety-critical systems [Le et al., 2018] [Biondi et al., 2020] [Henne et al., 2020] and scientific/experimental workflows (e.g., as surrogate models [Jiang et al., 2020] [Christensen et al., 2021] [Kashinath et al., 2021] [Jumper et al., 2021] [Townshend et al., 2021]), or optimal experimental design strategies [Cao et al., 2021] [King et al., 1996] [Sparkes et al., 2010]), there is an immediate need to develop datasets that can quantify the intrinsic variability in model performance based on the choice of framework selected alone as well as how this may impact the choice of performance optimization on a specific hardware platform. The end users of deep learning frameworks naturally expect the accuracy of the models to depend only on the model architecture, training algorithm and the choice of hyperparameters. However, as we demonstrate empirically in this paper, the accuracy of neural network models can vary by up to 68.1% based only on the deep learning framework being used (PyTorch [Paszke et al., 2019] or TensorFlow [Abadi et al., 2016]) even when they share the same neural network architecture, optimization algorithms and choice of training hyperparameters. This problem is further exacerbated if other parameters are considered for optimizing performance (e.g., hardware platform, mixed precision training, network compression, etc.) [Thompson et al., 2020].

To address these challenges and enable the community to build reproducible implementation of neural network models across diverse hardware and software platforms, we developed the CrossedWires dataset that allows for a systematic comparison of PyTorch and TensorFlow models. The creation of the dataset will democratize the study of such framework-based semantic differences between neural network models despite syntactically identical network architectures, hyperparameters and optimization algorithms. The contributions from our dataset can be summarized as follows:

- The CrossedWires dataset provides 1200 pairs of neural network models with syntactically identical architectures, training hyperparameters and optimization algorithms but different test accuracies on the CIFAR-10 dataset using three popular computer vision architec-
tures, namely - ResNet50 [He et al., 2016], VGG16 [Simonyan and Zisserman, 2014] and DenseNet121 [Huang et al., 2017]. The accuracies of models differ by up to 68.1%, 45.2% and 45.7% for VGG16, ResNet50 and DenseNet121 respectively.

- The CrossedWires dataset is made accessible using a Python API interface that allows the end user to load a specific model and the metadata about the accuracy of the models as a Python dataframe and a metadata data sheet (see Supplementary Material). This enables end users to analyze models with divergent behaviors without explicitly downloading the 340GB data that describes all the weights. Our dataset allows for extreme ease of use across the board, needing no more than a few lines of code from installation to neural network initialization with pre-trained weights. In this way, users can access everything from weight and bias vectors, additional model evaluation, and continued training and transfer learning.

- CrossedWires is also a living dataset, where by other users can contribute data and models to study semantic differences between deep learning models. Especially in the context of parameter-rich models (e.g., GPT-3 with 175 billion parameters), such an effort would be needed to reconcile differences and improve performance on various ‘real-world’ tasks.

We feel that the CrossedWires dataset will be useful across multiple fronts. One, for researchers interested in improving reproducibility of deep learning models, the dataset provides a starting point for testing such approaches without the need to extensively train identical networks. With the ability to extend the datasets through a functional API, it will facilitate interactions across disciplines, breaking barriers of communication such that models may be implemented in a more standardized manner, irrespective of hardware/software platforms. Two, it will also enable engineers of novel hardware and software platforms to rigorously test assumptions about model equivalence, starting with the fundamental building blocks of neural networks (e.g., densely connected layers, convolutional layers, etc.). Complementary to community-led efforts such as MLPerf [Mattson et al., 2020], where benchmarking performance across software and hardware platforms have been the primary goal, CrossedWires will enable research in understanding how variability can arise and spur novel research in developing effective interfaces between software and hardware platforms with the primary goal of reproducibility. This will also enable researchers in the area of safety critical systems to quantitatively evaluate and address limitations of deploying models for various application domains. In the context of scientific applications, where surrogate models are being used to accelerate simulation kernels, the variation in model performance as a consequence of hardware and software selections will be valuable to build realistic metrics of confidence in how such models function. Inspired by the approaches developed for scientific simulation toolkits such as molecular dynamics (MD) [Eastman et al., 2017], where simulations instantiated from different MD engines still provide consistent results, CrossedWires will spur the development of better interoperability across software and hardware platforms.

## 2 Methods

### 2.1 Models, Dataset, and Training Details

The CrossedWires dataset comprises of models from hyperparameter optimization runs on three different CNN architectures, namely ResNet50, VGG16 and DenseNet121 that are trained on the CIFAR10 dataset. The primary goal of these searches is to explore the difference in accuracy of syntactically identical models and create a survey-type global overview of the hyperparameter space. Each search is orchestrated using our Python package SpaceRay, resulting in the following artifacts: (i) 2400 total models (1200 each of PyTorch and TensorFlow), (ii) CSV files generated by RayTune [Liaw et al., 2018] on the metrics of each trial, and (iii) pickled Python files containing scipy [Virtanen et al., 2020] OptimizeResult objects which detail the optimization history of the Gaussian process guided search. All the models and the metadata generated during the search process are included in the CrossedWires dataset.

Ease of use was a key design consideration in developing the dataset. Without the ability to integrate into existing codebase or a simple way to retrieve a trained network which works “out of the box”, potential insights could be lost. All objects, including all trained TensorFlow and PyTorch models, may be accessed using the Python API which makes up CrossedWires module. Details on installation and interaction may be found as part of the repository [https://github.com/maxzvyagin/crossedwires](https://github.com/maxzvyagin/crossedwires) and an associated comprehensive documentation site.
The entire dataset can also be downloaded as a single archive [https://storage.googleapis.com/crossed-wires-dataset/full_cifar10_results.zip](https://storage.googleapis.com/crossed-wires-dataset/full_cifar10_results.zip). However, the majority of users will likely benefit more from programmatic access versus an en masse download.

Our experiments focused on the characteristic deep learning problem of image classification, using three well-known convolution neural network architectures: VGG16 [Simonyan and Zisserman, 2014], ResNet50 [He et al., 2016], and DenseNet121 [Huang et al., 2017]. All models were loaded from pre-existing definitions as part of the PyTorch and TensorFlow libraries, with default weight initialization. Importantly, the PyTorch library version of VGG16 had an extra layer of adaptive pooling included to stabilize the gradients which added approximately an extra 100 million parameters when compared to the TensorFlow version. This layer was removed in order to keep the network definitions consistent – the updated PyTorch model definition is included in our repository. The library defined models were selected due to their likelihood of use in common machine learning scenarios, in contrast to potential users writing the code for the entire network from scratch.

The well-known dataset CIFAR10 [Krizhevsky et al.] was selected for this benchmarking experiment, allowing for a moderate level of challenge while simultaneously not requiring immense computational resources. The standard training and test splits were loaded using the PyTorch and TensorFlow libraries, which included 50,000 training samples and 10,000 testing samples. Shuffling was turned off and data values normalized between the values of 0 and 1. Categorical cross entropy was used as the loss function, and the random seed was set to 0. The model implementations and training scripts are available at [https://github.com/maxzvyagin/cross_framework_hpo](https://github.com/maxzvyagin/cross_framework_hpo).

### 2.2 Hyperparameter Optimization

In order to effectively expose the largest divergence of the two different deep learning frameworks, a methodical hyperparameter optimization search strategy was used. The objective function used in the optimization attempted to maximize the absolute value of the difference between the PyTorch and TensorFlow test set accuracy metrics. Four different hyperparameters were tuned - learning rate, batch size, total training epochs, and the epsilon parameter in the Adam optimizer. A relatively wide range for these parameters was fed into the HPO algorithm in order to ensure an exhaustive search. These bounds are shown in Table 1.

| Hyperparameter | Min   | Max   |
|----------------|-------|-------|
| Learning Rate  | $1e^{-8}$ | 0.1   |
| Epochs         | 1     | 50    |
| Adam Epsilon   | $1e^{-8}$ | 1.0   |
| Batch Size     | 10    | 10,000|

We used the approach outlined in the HyperSpace hyperparameter optimization library to examine the optimal settings for the various deep learning networks. The experiments reported here tuned the 4 hyperparameters, leading to $(2^4 = 16)$ hyperparameter spaces being fed into scikit-optimize, with an overlap factor $\phi = 0.5$. Our implementation is a more automated and user friendly extension of the hyperparameter search defined in the original HyperSpace implementation [Young, 2017]. As demonstrated previously, HyperSpace can discover hyperparameter settings that can outperform other approaches and result in optimal settings for a model’s performance [Young et al., 2018a, 2020].

These individual spaces are then fed into the Ray Tune SkOptSearch implementation, which integrates with the scikit-optimize Gaussian process search algorithm to optimize within each hyperparameter space and evaluates them in parallel. This entire process is handled by the SpaceRay library ([www.github.com/maxzvyagin/spaceray](https://www.github.com/maxzvyagin/spaceray)). For each generated scikit-optimize search space, 25 trials were performed, for a total of 400 tested hyperparameter sets per neural network architecture. For each architecture, this then translates to 800 sets of model weights (400 PyTorch, 400 TensorFlow), for a total of 2400 model weights and 1200 tested hyperparameter configurations. All trials were logged using Weights and Biases [Biewald, 2020] and the links to these logs are included in the documentation and the supplementary material. In addition, the CSV file exports of the Weights and Biases logs are directly included as a part of the CrossedWires dataset.

[https://pytorch.org/vision/stable/_modules/torchvision/models/vgg.html#vgg16](https://pytorch.org/vision/stable/_modules/torchvision/models/vgg.html#vgg16)
2.3 Hardware and Environment Details

The exploratory runs as well as the dataset generation experiments were performed on the Lambda system at Argonne National Laboratory. Each node in the Lambda system has 8 NVIDIA Tesla V100 GPUs and 80 Intel Xeon Gold 6148 CPUs. The system utilized NVIDIA driver version 470.57.02, and CUDA version 11.4. Each trial was automatically allocated a single GPU and CPU by RayTune. While replication of the dataset will only require approximately $O(10^2)$ GPU-hours, our exploratory studies to determine the sensitive hyperparameters and parameter regimes took $O(10^4 - 10^5)$ GPU-hours.

3 Benchmark Results and Dataset Observations

3.1 Distribution of Results

As expected, there is a wide range in the final accuracy metrics for both TensorFlow and PyTorch, in addition to a surprisingly wide range of total divergence between the two frameworks, depending on the selected hyperparameter settings. The distributions of the individual accuracy and accuracy difference metrics are displayed in Figure 2. Overall, we see that the majority of the HPO trials generate high test set accuracy in both frameworks, despite the accuracy distribution not being exactly the same. Noticeably, PyTorch has a greater overall density at the top end of the accuracy spectrum across all three architectures. In addition, we see that the majority of the accuracy difference distributions (green line) are at or around zero, with a markedly higher density of non-zero trials in the DenseNet architecture (Figure 2c). From these plots, it is clear that all three HPO searches contain trials with a non-trivial accuracy difference between PyTorch and TensorFlow models of above 5%. Overall, 52.3% of the trials that make up the dataset resulted in a model pair which diverges by at least 5%.

Table 2: Statistical summary of the accuracy difference metric for each tested architecture.

| Architecture | Min             | Max     | Median  | Mean  |
|--------------|-----------------|---------|---------|-------|
| VGG          | $4.17 \times 10^{-10}$ | 0.681   | 0.0843  | 0.123 |
| ResNet       | $1.36 \times e^{-4}$ | 0.452   | 0.0418  | 0.0779|
| DenseNet     | $2.17 \times e^{-4}$ | 0.457   | 0.0563  | 0.104 |

Within each architecture, there are a range of hyperparameter configurations which lead to high accuracy in both frameworks, those which lead to low accuracy in both frameworks, those which lead to high PyTorch accuracy but low TensorFlow accuracy, and vice versa. Unsurprisingly, the final accuracy statistics, including divergence between the frameworks, varies based on the network architecture. The range of the test set accuracy for each individual framework does not necessarily have a linear relationship with the number of parameters within the network. Interestingly, the lowest TensorFlow accuracy in DenseNet is zero, while it is non-zero for the other two architectures (Table 3).
Table 3: Statistical summary of individual framework accuracy on the test dataset, for both PyTorch (PT) and TensorFlow (TF).

| Architecture | PT Min | TF Min | PT Max | TF Max |
|--------------|--------|--------|--------|--------|
| VGG          | 0.0959 | 0.100  | 0.786  | 0.796  |
| ResNet       | 0.0978 | 0.0493 | 0.699  | 0.671  |
| DenseNet     | 0.0799 | 0.0    | 0.764  | 0.771  |

Table 4: Top three and bottom three sets of hyperparameter results for VGG architecture when sorted by accuracy difference.

| Adam Epsilon | Batch Size | Learning Rate | Epochs | PT Test Acc | TF Test Acc | Accuracy Diff |
|--------------|------------|---------------|--------|-------------|-------------|---------------|
| 0.19658      | 202        | 0.09901       | 50     | 0.09998     | 0.78150     | 0.68152       |
| 0.73954      | 22         | 0.06213       | 21     | 0.75619     | 0.10000     | 0.65619       |
| 0.16867      | 242        | 0.09234       | 21     | 0.75329     | 0.10000     | 0.65329       |
| 0.84102      | 10         | 0.05205       | 21     | 0.10000     | 0.10000     | 0.00000       |
| 0.07937      | 10         | 0.04891       | 7      | 0.10000     | 0.10000     | 0.00000       |
| 0.35535      | 10         | 0.04866       | 46     | 0.10000     | 0.10000     | 0.00000       |

Overall, the VGG architecture has the greatest level of maximum model divergence at 68.1%, with the maximum in ResNet and DenseNet architectures being about 23% less (Table 2). Notably, although the individual framework statistics are similar for VGG and DenseNet, the maximum accuracy divergence is 20% higher in VGG. In other words, the top trials of the VGG architecture results in Table 4 generate models where one framework reaches a performance level similar to the individual maximums seen in Table 3. However, in the DenseNet architecture results in Table 6, even the high performing network in the top trials falls short of the 76-77% maximum performance level (Table 5). This is a key result, as it is then plausible that a top performing set of hyperparameters for VGG (selected using a single framework search as is normally done) could be unstable in the other framework. In DenseNet, on the other hand, this is not the case, as the top “divergent” parameter configurations do not lead to maximum performance in either framework. The same holds true for the ResNet architecture, with the individual framework accuracies in Table 5 showing a maximum potential accuracy of 61% in an individual framework, while in Table 3 the maximum potential accuracy is 69%. All trial results for the three architectures can be found in the supplementary material and as part of the hosted dataset.

Table 5: Top three and bottom three sets of hyperparameter results for ResNet architecture when sorted by accuracy difference.

| Adam Epsilon | Batch Size | Learning Rate | Epochs | PT Test Acc | TF Test Acc | Accuracy Diff |
|--------------|------------|---------------|--------|-------------|-------------|---------------|
| 0.20390      | 382        | 0.05596       | 26     | 0.59364     | 0.09990     | 0.49374       |
| 0.20259      | 466        | 0.05103       | 24     | 0.61146     | 0.12910     | 0.48236       |
| 0.46381      | 502        | 0.07989       | 20     | 0.57465     | 0.10610     | 0.46855       |
| 0.53622      | 904        | 0.03705       | 26     | 0.47656     | 0.47680     | 0.00024       |
| 0.18580      | 388        | 0.01245       | 20     | 0.53219     | 0.53240     | 0.00021       |
| 0.91122      | 904        | 0.07455       | 45     | 0.53747     | 0.53730     | 0.00017       |

3.2 Hyperparameter Space Topology

Through Figures 3 and 4, it is clear that the hyperparameter configurations leading to divergent results between PyTorch and Tensorflow are not homogeneous across the different network architectures. In Figure 3, the 4D hyperparameter space is visualized against the top 50% of accuracy difference results (bottom 50% are colored in gray), painted by the level of accuracy difference. The distribution of these points appears to be unique to each individual architecture without any clear regions of similarity across the three architectures. However, there does appear to be some clustering: for example, in the DenseNet figure 3, there is a clear cluster in the very center of the axes of an ~ 0.4 accuracy difference, with turquoise colored points. The greatest variation in the hyperparameter
Table 6: Top three and bottom three sets of hyperparameter results for DenseNet architecture when sorted by accuracy difference.

| Adam Epsilon | Batch Size | Learning Rate | Epochs | PT Test Acc | TF Test Acc | Accuracy Diff |
|--------------|------------|---------------|--------|-------------|-------------|---------------|
| 0.37500      | 589        | 0.05955       | 2      | 0.54946     | 0.11050     | 0.43896       |
| 0.62937      | 824        | 0.08118       | 2      | 0.52159     | 0.08830     | 0.43329       |
| 0.37500      | 686        | 0.06250       | 3      | 0.56427     | 0.15010     | 0.41417       |
| 0.08772      | 602        | 0.02302       | 46     | 0.73392     | 0.73320     | 0.00072       |
| 0.71086      | 370        | 0.08254       | 43     | 0.71602     | 0.71650     | 0.00048       |
| 0.60260      | 13         | 0.05400       | 1      | 0.09990     | 0.10000     | 0.00010       |

Figure 3: Visualization of hyperparameter space with respect to accuracy difference between PyTorch and TensorFlow. Size of points corresponds to epsilon parameter of Adam. Points are painted if above threshold of median accuracy difference. Median statistics can be found in Table 2. (a) corresponds to VGG16, (b) corresponds to ResNet50, and (c) corresponds to DenseNet121.

topology of the painted points does seem to be in the VGG model results (Figure 3a) - there are some small clusters present, however, the majority of the points are distributed somewhat evenly across the entire visualized hyperparameter space.

By calculating the mutual information between the hyperparameter settings and the final accuracy difference between the two frameworks, it is possible to infer the importance and impact of each individual hyperparameter setting on divergence of the resulting models. Both univariate and bivariate results were computed, to understand the effect of both individual and pairwise sets of the hyperparameters. This analysis is presented in Figure 4. From this, we see that the Adam epsilon parameter has the highest influence on the final accuracy difference in the VGG architecture, the pair of epochs and Adam epsilon has the highest influence in ResNet, and the epochs parameters has the highest influence in DenseNet. This is a key understanding: it shows that architecture must be considered when attempting to create stable, framework agnostic hyperparameter settings. This plot also demonstrates that different categories of hyperparameter settings must not be discounted when a novel architecture is involved. For example, the Adam epsilon parameter is not of particularly high importance in the DenseNet architecture, but it is the maximally important parameter in VGG. If this hyperparameter search-based experiment was only performed on DenseNet, with the intent to extrapolate these results, one could erroneously conclude that the epsilon value could instead be hardcoded in hyperparameter searches for subsequent architectures such as VGG. Further, the relatively high values of mutual information found within the bivariate computations show that hyperparameters should not only be considered in isolation.

Another advantage of using our hyperparameter optimization strategy is that it enables one to examine the partial dependency of the hyperparameters and its impact on model performance (see supplementary material, partial dependency plots). Given that very few settings of hyperparameters actually end up ‘sampling’ good model performance (i.e., accuracy), understanding the innate structure of the hyperparameter space can be valuable in fine tuning the models across different frameworks. While this represents just a snapshot of the 4-dimensional landscape (spanned by the hyperparameters), complex models can include higher-order dependencies that may need principled approaches to characterize the overall performance space of semantic equivalence. Such insights are enabled within our dataset implicitly via our data API and SpaceRay.
Figure 4: Mutual information between hyperparameter settings (individual and pairwise) and accuracy difference. All hyperparameter settings and mutual information values were normalized between 0 and 1, then digitized with bin sizes of 0.1 [Harris et al., 2020]. Univariate and bivariate values have been calculated. Both orders of the bivariate data were computed, with the average taken as the final result. To address the non-deterministic nature of this calculation, the computation was repeated 50 times - the mean and standard deviation are shown here. Mutual information was calculated using the NPEET library [Ver Steeg].

4 Related Work

Machine learning benchmarks Benchmarking is a key area of interest to the machine learning community, allowing for effective tracking, collective knowledge, and state of the art performance. An example of this kind of collection is MLPerf, a benchmarking suite which is used to measure and record the performance of deep learning networks on various hardware systems [Mattson et al., 2020]. This organization of knowledge is key in keeping the industry moving forward in pursuit of continuously accelerating training and inference times. Another example is the Papers with Code website, which aggregates accuracy metrics on different architectures and datasets, showcasing which submissions are currently state of the art and linking the statistics to the relevant papers and repositories [PWC]. However, to our knowledge there is very little data in understanding how model performance can vary as a consequence of the choice of a particular framework, hyperparameter settings and how the model is consequently optimized and deployed.

In this paper, we focus on two of the most popular deep learning frameworks, PyTorch and TensorFlow. Both frameworks implement the sets of kernels, layers, and operations required to realize neural networks, however, they do so in significantly different ways. PyTorch is imperative and based on dynamic computation [Paszke et al., 2019]. TensorFlow, on the other hand, is graph-based, allows for kernel substitution at runtime, and is automatically tuned for specific hardware based on resource allocation [Abadi et al., 2016]. There are also noted differences in certain mathematical operation implementations such as the convolution and optimization algorithms. Both of them leverage the cuDNN library [Chetlur et al., 2014], a set of primitives used to accelerate graphics processing unit (GPU) computation. Peer reviewed sources do exist which compare hardware performance between PyTorch and TensorFlow, such as in [Jain et al., 2019] which performed a review of deep networks on modern CPU clusters.

Common Representation of machine learning models At this time, translation between deep learning frameworks can be cumbersome. One potential solution to this has been the introduction of the Open Neural Network Exchange (ONNX) [Bai et al., 2019], which attempts to address framework translation by defining a separate intermediate representation. Although widely adopted for its ease of representation, translating larger and more complex deep learning models and specific aspects (perhaps unique to an implementation framework or hardware) can be challenging to capture within its description. Other problems include translation of the architecture and layers which make up the network, and the translation of operations such as custom training loops. This also does not account for the potential that inference mechanisms could vary between frameworks. Often, the path of least resistance is to simply re-train in a new framework, however, this comes with its own challenges,
of which hyperparameter optimization is just one. We posit that by co-training two syntactically equivalent networks across different implementation frameworks, one can obtain valuable insights into the nature of affects that hyperparameters may induce on model performance within a unified evaluation framework. The CrossWire dataset provides a starting point for such evaluations.

5 Conclusions

In this paper, we have presented the initial generation and statistical characterization of a dataset which will allow for improved understanding of the differences between deep learning framework implementations. Our dataset could prove to be highly useful to better understand the dependence of model implementation in the context of complex hyperparameter spaces which eventually plays an essential role in its deployment and successful application. By providing this dataset to the machine learning community, we hope to provide researchers with the key to unlock novel approaches that improve the stability of machine learning models, and more importantly to develop a rational understanding of how to approach hyperparameter settings. Ideally, this dataset will allow for generalizable insights that will make way for informed and stable hyperparameter configuration without requiring extreme levels of compute power and extensive hyperparameter searches.

It is important to note that while this dataset only consists of the three models as applied to the CIFAR-10 dataset, a significant number of other models (e.g., multi-layer perceptron, Alexnet [Krizhevsky et al., 2012], etc.) and datasets were explored (including Fashion-MNIST [Xiao et al., 2017], ImageNet [Deng et al., 2009], etc.) were explored. In addition, the approach presented here is not limited to only computer vision models and can be extended to complex models (for e.g., language models such as BERT [Devlin et al., 2018], GPT [Radford et al., 2019]) and other scientific datasets. Further, in the context of exploring complex hyperparameter spaces, we deliberately chose to examine a 4-dimensional space. This was a practical choice, rather than a limitation of the hyperparameter optimization approach since larger space exploration would necessarily need extensive computational resources as well. Given the opportunity to expand this dataset, we will gladly incorporate larger models and hyperparameter spaces. We hope that as a living dataset, our efforts will continue to evolve and involve the broader scientific community in contributing to our dataset and enable better development of reproducible deep learning models. This also reflects on how important it would be to quantify the inter- and intra-framework variability when implementing foundational models for AI [Bommasani et al., 2021].

This contribution to the machine learning community must be a living dataset in order to realize its full potential and provide the greatest level of utility. We invite submissions to the dataset, with the hope of expanding our knowledge base to other machine learning frameworks, datasets, architectures, and hardware systems. Submissions must be formatted and include all code in order to be considered as a contribution, in addition to following standard reproducibility guidelines. Details for contribution are included in the documentation, and will take the form of a GitHub pull request which maintains the streamlined API structure.
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