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Abstract
With the growing popularity of digital currencies known as cryptocurrencies, there is a need to develop models capable of robustly analyzing and predicting the value of future returns in these markets. In this article, we extract behavior rules to predict the values of future returns in the Bitcoin, Ethereum, Litecoin, and Ripple closing series. We used categorical data in the analyses and Markov chain models from the first to the tenth order to propose a new way of establishing possible future scenarios, in which we analyze the dependence of memory on the dynamics of the process. We used the measurements of accuracy Mean Quadratic Error, Absolute Error Mean Percentage, and Absolute Standard Deviation for the choice of the best models. Our findings reveal that cryptocurrencies have long-range memory. Bitcoin, Ethereum, and Ripple exposed seven steps of memory, while Litecoin displayed nine memory steps. From the transitions between states that happened the most, we defined decision rules that assisted in the definition of future returns in the series. Our results can support the decisions of traders, investors, crypto-traders, and policy-makers.
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1 Introduction

Recently, the cryptocurrency market has become popular among investors due to the technology known as blockchain allows the distribution of data and records among market participants based on cryptographic protection (Stosic et al. 2019). There are currently more than 2000 cryptocurrencies on the market (CoinMarketCap 2020a; Cheng et al. 2019), the most popular being Bitcoin (BTC), first introduced in 2008 and with the largest market capitalization (Song et al. 2019). In the ranking of the top 100 cryptocurrencies, the four more important are Bitcoin (often in the first position), Ethereum (ETH), Litecoin (LTC), and Ripple (XRP). These four cryptocurrencies are considered the largest in the digital market. They account for about 80% of all cryptocurrency market capitalization and are often the focus of investigation in academic studies (CoinMarketCap 2020b).

In this perspective, several researchers have endeavored to understand the dynamics of cryptocurrency time series better. Different approaches have been adopted with the aid of computational tools. For example, the multifractality techniques were employed to analyze the Bitcoin market (Takaishi 2018; Mensi et al. 2019; El Alaoui et al. 2019). It is also possible to find studies with the modeling of volatilities of some cryptocurrencies (Fakhfekh and Jeribi 2020; Yi et al. 2018; Phillip et al. 2019), and the use of a hybrid structure for forecasting volatility (Almeida et al. 2015; Bouri et al. 2019; Peng et al. 2018). Caporale et al. (2018) investigated the persistence in the time series of Bitcoin, Litecoin, Ripple, and Dash cryptocurrencies. The study results revealed a positive correlation between current and past values, with changes over time. Also, one can see the inefficiency of the studied markets, ensuring a certain degree of predictability into the series. Catania and Grassi (2017) analyzed more than 600 cryptocurrencies. They emphasized the main four (BTC, ETH, LTC, and XRP) and produced a dynamic model with the ability to use asymmetries and long memory in volatility; its forecast results were promising with the use of a robust filter where there is a variable asymmetry over time.

Bouri et al. (2021b) analyzed the dynamic equicorrelation between twelve cryptocurrencies from 2015 to 2019. The authors noted that if Bitcoin, for example, suffers a serious failure, other cryptocurrencies may be affected. In addition, evidence suggests a time-varying mean return equicorrelation. It also points out that the integration of markets has its causes in the volume of business and measures of uncertainty. Schinckus et al. (2021) studied 1636 cryptocurrencies and observed densification of interconnections between virtual currencies. The authors suggested that cryptocurrencies presented short-term interdependence between them. The power of influence of each cryptocurrency varied year after year. Schinckus et al. (2020) related Bitcoin trading volume data to energy consumption to verify the impact on climate change. Their results revealed a significant and increasing positive influence between energy consumption and cryptocurrency activities. They also verified that the increase in energy consumption is linked to the increase in cryptocurrency activities. Naeem et al. (2021) used Multifractal Detrended Fluctuation Analysis (MF-DFA) to assess the asymmetric efficiency of the Bitcoin,
Ethereum, Litecoin and Ripple series during the COVID-19 pandemic. The approach revealed that in downtrends, there is weaker multifractality than in uprends. The two largest cryptocurrencies (Bitcoin and Ethereum) were the most affected. They presented a rapid recovery from the slide into inefficiency during the pandemic period. Bouri et al. (2021a) investigated seven cryptocurrencies between 2015 and 2020 and observed instability of the connectivity system under extreme events, such as COVID-19. The authors pointed out besides Bitcoin, other cryptocurrencies such as Ethereum contribute to the stability of the connection network in the cryptocurrency market. This fact indicates the importance of other cryptocurrencies, in addition to Bitcoin, must also be investigated during monitoring.

Regarding forecasting, Markov chain models have been used for various types of phenomena, such as wind speed predictability (Song et al. 2014), the stock market (Kiral and Uzun 2017), water resources management (Rezaeianzadeh et al. 2016), and inflammatory breast cancer with bone metastasis (Fujii et al. 2019). Leaning on forecasting financial markets using Markov chains, Svoboda and Lukas (2012) used four Markov chain models to forecast trends in Prague stock indexes and analyze investment strategies. The authors used discrete state spaces to define the models and generate the transition probability matrices used in the forecast. Soloviev et al. (2011) performed the forecast with Markov chains for American, European, and Asian stock indexes. The results presented in the study are very favorable and reveal the efficiency of the model. There are several works on cryptocurrency forecasting in the literature (Sun et al. 2020; Chowdhury et al. 2019, 2020; Velankar et al. 2018; Catania et al. 2019) and a variety of Markov chain applications for forecasting different phenomena (Zhan-Li and Jin-Hua 2011; Liu et al. 2009; Chaudhuri et al. 2014; Carvalho and Moura 2015). However, our study is the first study that uses Markov chains from the first to the tenth order to extract rules to be used to forecast cryptocurrency returns.

Namely, the advantages of our approach lie in the development of a simple model that is easy to use, understand and implement. We verified the stochastic dependence of the first to tenth-order models of the Markov chains, analyzing the adjustment errors and investigating the existence of dependence on higher orders in the process. About the disadvantages, the dependence was considered by directly relating the observations with each order of the Markov chains. Furthermore, as we increase the order of the Markov model, there is an increase in memory consumption, leading to a memory cost of $\Theta(n^{m+1})$, i.e. the memory cost increases with the number of state transition $n$ raised to power $m + 1$, where $m$ is the Markov chains order. In this way, this prevents us from using higher orders in the models. In this sense, our observations are restricted only to the investigated orders, leading to statements regarding only those orders.

Therefore, in this paper, the main contributions are as follows: extract rules from the dynamics of cryptocurrencies return time series via Markov Chains to determine possible future scenarios, analyzing memory dependence on the process dynamics. The first to tenth order models were used to assess which one provides the slightest
forecast error for the time series. We use time series data for the four main cryptocurrencies by market capitalization: Bitcoin, Ethereum, Litecoin e Ripple.

The rest of this paper is structured as follows: Sect. 2 presents a brief description of Markov chain models. Section 3 displays the evaluation metrics used, Sect. 4 describes the investigated data set. Sections 5 and 6 expose the data pre-processing, the experiment protocol, the empirical results, and analysis, respectively. Finally, Sect. 7 sets out the main conclusions.

2 Markov Chain

Markov chain is a type of stochastic process in which the result of the next state of an experiment depends only on the result of the experiment in the current state (Kemeny and Snell 1976).

Let be a stochastic process of a random variable $X$. The data are discretized and assigned to a state $S$ in the set $\{1, 2, \ldots, n\}$. Since $n$ is the number of states in the system, the transition probability matrix $(n \times n)$ is defined as (Sahin and Sen 2001),

$$
P_{i,t+1} = \begin{bmatrix}
p_{11} & p_{12} & p_{13} & p_{14} & \cdots & p_{1n} \\
p_{21} & p_{22} & p_{23} & p_{24} & \cdots & p_{2n} \\
p_{31} & p_{32} & p_{33} & p_{34} & \cdots & p_{3n} \\
p_{41} & p_{42} & p_{43} & p_{44} & \cdots & p_{4n} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
p_{n1} & p_{n2} & p_{n3} & p_{n4} & \cdots & p_{nn}
\end{bmatrix}
$$

wherein $p_{ij}$ represents the probability of transition from state $i$ at time $t$ to state $j$ at time $t + 1$. $p_{ij}$ is a conditional probability constant over time and can be written as $Pr(X_t = j|X_{t-1} = i) = p_{ij}$. Two properties are always valid (da Silva et al. 2019): (i) $0 \leq p_{ij} \leq 1$ and (ii) $\sum_{j=1}^{n} p_{ij} = 1$. Through the number of transitions from state $i$ to the state $j$ ($i \rightarrow j$), we obtain the maximum likelihood estimator corresponding to the inputs of the matrix (Papaefthymiou and Klockl 2008),

$$
p_{ij} = \frac{n_{ij}}{\sum_{j} n_{ij}},
$$

where $n_{ij}$ indicates the total number of times that the $i \rightarrow j$ transition occurred in the transition probability matrix.

The probability of transition to the next state, which is dependent on the current state and the previous state ($p_{ijk}$), makes up the second-order transition probability matrix expressed as (Shamshad et al. 2005),
where $p_{ijk}$ represents the probability of the next state $k$, if $j$ represents the current state and $i$ the previous state. The accumulated probability is given by,

$$P_{ijk} = \sum_{l=1}^{k} p_{ijl},$$

in which $p_{ijl}$ is the probability of transition on the $ij$-th row in the $k$-th state.

For a Markov Chain matrix of order $m$, future processes are dependent on the past $m$ states. Since $C_t$ is a sequence of states, the probabilities can be written as (Ky and Tuyen 2018):

$$Pr(C_{t+1}|C_t, C_{t-1}, \ldots, C_1) = Pr(C_{t+1}|C_t, C_{t-1}, \ldots, C_{t-m+1}).$$

Thus, the transition probability matrix for a Markov Chain with memory $m$ is given by (Guo and Ching 2021):

$$P = \begin{bmatrix}
P_{11} & P_{12} & P_{13} & P_{14} & \cdots & P_{1m} \\
P_{21} & P_{22} & P_{23} & P_{24} & \cdots & P_{2m} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
P_{m1} & P_{m2} & P_{m3} & P_{m4} & \cdots & P_{mm} \\
P_{11} & P_{12} & P_{13} & P_{14} & \cdots & P_{1m} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
P_{m1} & P_{m2} & P_{m3} & P_{m4} & \cdots & P_{mm} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
P_{mn} & P_{mn+1} & P_{mn+2} & P_{mn+3} & \cdots & P_{mm+1} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
P_{mn} & P_{mn+1} & P_{mn+2} & P_{mn+3} & \cdots & P_{mm+1} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
P_{mm} & P_{mm+1} & P_{mm+2} & P_{mm+3} & \cdots & P_{mm+1} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
P_{mm} & P_{mm+1} & P_{mm+2} & P_{mm+3} & \cdots & P_{mm+1} \\
\end{bmatrix}$$
3 Evaluation Metrics

3.1 Jarque-Bera Test

The bilateral Jarque-Bera test was initially proposed in 1987 (Jarque and Bera 1987) to verify the null hypothesis that the sample observations follow a normal distribution with unknown mean and variance. The Jarque-Bera test uses kurtosis and asymmetry coefficients as parameters as an alternative to the Pearson distribution system (Zhang et al. 2018). The Jarque-Bera test statistic is given by,

\[
JB = \frac{N}{6} \left( s^2 + \frac{(k - 3)^2}{4} \right)
\]

where \( N \) is the number of observations, \( s \) and \( k \) are the asymmetry and kurtosis coefficients of the observations. When the sample is considerably large, the JB statistic follows a Chi-Square distribution with two degrees of freedom: \( JB \sim \chi^2_2 \).

3.2 Accuracy Measures

Hyndman and Koehler (2006) state that accuracy measures such as Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) should be used to compare databases with equal scales and that RMSE has a higher sensitivity to outliers than the MAE. On the other hand, accuracy measures based on percentage errors, such as Mean Absolute Percent Error (MAPE), do not depend on the scale of the data sets and may be used in comparisons with different databases. In this sense, to identify the matrix order that provides the least error in the generation of cryptocurrency forecasts, we used the RMSE, MAE, and MAPE accuracy measures. Table 1 exhibits the mathematical expressions of each measure applied (Ferreira et al. 2008; Guo et al. 2018; Antulov-Fantulin et al. 2020).

Where \( x_i \) represents each observation in the series of cryptocurrencies returns, \( \hat{x}_i \) the estimate of the observations in the analyzed series, and \( N \) the number of time series points. For all the performance measures employed, the best performance is obtained when they have the lowest value (Altan et al. 2019). Therefore, with the choice of the best order of the Markov chain model, more significant the accuracy estimate and better the model’s suitability for the data forecast.

3.3 Rule and Support

In this work, we will understand the rule as the information obtained from the \( i \rightarrow j \) transitions of the Markov Chains transition probability matrices analyzed. The rule support is a percentage statistical measure, which reflects the proportion of values that meet the antecedent (\( i \)) and the consequent (\( j \)) of the rule (Mata et al. 2002). The application of this measure aims to provide aid to decision making regarding the future scenarios generated. Mathematically, let \( D \) be the database that contains all possible transactions (\( T \)), that is, \( T \in D \). A rule \( A \rightarrow B \) reveals that if a transaction contains items \( a \in A \), it probably also contains items \( b \in B \). Support for \( A \) is
provided by \( \text{supp}_D(A) = |\{T \in D|A \subseteq T\}|/|D| \). Thus, support to the rule is determined by (Hipp et al. 2002; Han et al. 2011):

\[
\text{supp}_D(A \rightarrow B) = \text{supp}_D(A \cup B) = P(A \cup B).
\] (5)

4 Datasets

We use four times series of highly liquid cryptocurrencies in the market: Bitcoin, Ethereum, Litecoin, and Ripple. The databases were composed of daily closing prices in US dollars from October 1st, 2016 to November 30th, 2019 (1156 observations for each cryptocurrency), available at https://coinmetrics.io/data-downloads/. Fig. 1 illustrates the price series of the four cryptocurrencies over the period investigated. Between December 2017 and March 2018 occurred the highest price increases for all cryptocurrencies studied. For Bitcoin, we observed that from June to December 2019, although the values are up compared to the previous semester, they appear to be in a downward trend.

5 Data Pre-processing and Protocol of Experiments

We calculate the series of logarithmic price returns (see Fig. 2) using the equation

\[
r_t = \log(z_t) - \log(z_{t-1})
\]

where \( z_t \) corresponds to the observed value for the current day and \( z_{t-1} \) the observed value for the previous day, that is, one step back. We note that returns show high variability over the entire period, with higher peaks in 2017 and the first quarter of 2018.

The database utilized for each cryptocurrency was separated into two sets: i) 95% for training (from the first observations), and ii) the last 5% for testing. Table 2 presents the descriptive statistics of the series of complete returns, training and testing. The average values of the returns presented negative values only for the test series. The standard deviation values indicate similar volatilities in the series of returns. The kurtosis of these cryptocurrencies can assist in checking for volatility. We observed high kurtosis values for some cryptocurrencies, such as Litecoin in the complete series (14.5200) and training set (14.2462) and Ripple also in the complete series (14.9041) and training set (14.3897).

In contrast, the other cryptocurrencies had kurtosis values <3. In particular, the lowest kurtosis was found for Ripple in the test series (0.787) and with a very low

| Statistics | Mathematical equation |
|------------|-----------------------|
| MAPE       | \( \frac{1}{N} \sum_{i=1}^{N} \left| \frac{x_i - \hat{x}_i}{x_i} \right| \times 100\% \) |
| MAE        | \( \frac{1}{N} \sum_{i=1}^{N} |x_i - \hat{x}_i| \) |
| RMSE       | \( \sqrt[2]{\frac{1}{N} \sum_{i=1}^{N} (x_i - \hat{x}_i)^2} \) |
value when compared to the Normal distribution (kurtosis=3), reflecting a platicurtic curve of the data.

Asymmetry values other than zero can reveal the incidence of profit and loss probabilities based on series of returns. Positive asymmetry values indicate values
above the average of the normal distribution, making the tail heavier on the right side of the distributions. However, negative asymmetry values reveal a greater probability of lower values than the average of the normal distribution, i.e., the tail of the data distribution is located on the left side of the average. In this paper, the asymmetry values were positive (except for Bitcoin in the complete-return series and training series), implying a higher probability of positive returns. The Jarque-Bera (JB) test, performed to identify whether the data follows a normal distribution, revealed a significant difference between the $p$-value of all BTC, ETH, LTC, and XRP series, except for the XRP test series. In this way, it means that the data in these series do not come from a normal distribution and corroborates with characteristics found in the financial markets (Bouri et al. 2019; Wu et al. 2018).

For the analysis, it is necessary to categorize the series. The data granularity can influence the forecast values generated. The return times series amplitudes typically are in order of some decimals (see Table 2). In this way, we defined four distinct granularities (0.1, 0.01, 0.001, and 0.0001) to find the best one for a given time series. The choice of these granularity values is just a simple form to variate the discretization of the return times series, where the smaller the granularity, the more precise the state discretization. However, it could make different choices for these granularities, where different categorization methodologies will be research themes in future works. These granularities are the range of the categories where the time series data will be classified. The entire categorization range is defined by the minimum (min) and maximum (max) values of the time series, subtracting and adding a granular value,

- Granularity 0.1: $[\text{min} - 0.1, \text{max} + 0.1]$, with subintervals varying from 0.1 to 0.1;

| Table 2 | Descriptive statistics and Jarque–Bera test of the series of returns, for the complete series, of training and testing of the four cryptocurrencies |
|---------|----------------------------------------------------------------------------------------------------------------------------------|
| Returns | Min. | Mean | SD | Max. | kurt. | Asym. | JB $p$-value |
| BTC Complete | – 0.1861 | 0.0022 | 0.0424 | 0.2241 | 6.1795 | – 0.0517 | 487.01 | 2.2e-16 |
| Training | – 0.1861 | 0.0024 | 0.0428 | 0.2241 | 6.1098 | – 0.0953 | 443.71 | 2.2e-16 |
| Test | – 0.0738 | – 0.0015 | 0.0341 | 0.1495 | 8.3052 | 1.4335 | 87.883 | 2.2e-16 |
| ETH Complete | – 0.3138 | 0.0021 | 0.0578 | 0.3006 | 6.8624 | 0.3041 | 735.76 | 2.2e-16 |
| Training | – 0.3138 | 0.0024 | 0.0588 | 0.3006 | 6.7190 | 0.2914 | 647.72 | 2.2e-16 |
| Test | – 0.0817 | – 0.0025 | 0.0341 | 0.1178 | 5.0719 | 0.4620 | 12.437 | 0.001992 |
| LTC Complete | – 0.3040 | 0.0022 | 0.0625 | 0.5568 | 14.5200 | 1.6440 | 6906.9 | 2.2e-16 |
| Training | – 0.3040 | 0.0025 | 0.0635 | 0.5568 | 14.2462 | 1.6335 | 6268.9 | 2.2e-16 |
| Test | – 0.0848 | – 0.0031 | 0.0374 | 0.1328 | 4.8557 | 0.4365 | 10.164 | 0.006208 |
| XRP Complete | – 0.3477 | 0.0029 | 0.0704 | 0.5829 | 14.9041 | 1.9007 | 7508.6 | 2.2e-16 |
| Training | – 0.3477 | 0.0031 | 0.0719 | 0.5829 | 14.3897 | 1.8688 | 6578.2 | 2.2e-16 |
| Test | – 0.0663 | – 0.0016 | 0.0301 | 0.0842 | 3.8971 | 0.3516 | 34.456 | 0.1786 |
The historical data series was used to define the transition probability matrix states and generate the forecast values with the obtained matrices. We use Eqs. 1, 2, and 3 to define transition probability matrices in Markov Chain models. The RMSE, MAPE, and MAE errors were used to inspect which order in the Markov chain had the smallest error measures in the predictions. Based on the best models obtained for each cryptocurrency series, we analyzed the rules that presented the “best support” in the transitions between states with the help of Eq. 5. We defined the probable return intervals in future scenarios for Bitcoin, Ethereum, Litecoin, and Ripple.

6 Empirical Results and Analysis

With the series categorized, we define the states of the transition matrices of the values so that the total number of states for each granularity is the total number of categories minus one. For example, for BTC at granularity 0.1, we have the limit for categorization $[-0.286095194, 0.324052773]$. Here, it was generated six categories and five possible states of the transition matrices. Subsequently, we calculated the transition matrices from the 1st to 10th order of the Markov Chain. All Markov models were employed for each granularity of the four cryptocurrencies studied. Fig. 3 shows the transition probability matrices between the states of the Markov Chain model for the 1st order at granularity 0.1 for all the cryptocurrencies studied. One can note that in this granularity, except for ETH, in each matrix obtained, there is at least one state in which the transition probability is equal to 1. For example, for the BTC transition matrix of order 1, the probability of transition from state 5 → 2 is 1. In this way, it means that if in an instant $t$, the categorical return of BTC is in state 5, in instant $t + 1$, it will be in state 2. Likewise, this happens for the $8 \rightarrow 2$ and $9 \rightarrow 3$ transitions in LTC and $1 \rightarrow 5$ and $10 \rightarrow 3$ in XRP. Nevertheless, we found that for ETH the greatest probabilities identified occurred in the transitions $3 \rightarrow 4 (0.6413)$, $2 \rightarrow 4 (0.6207)$ and $4 \rightarrow 4 (0.6076)$.

Applying the transition probabilities among the states, we generate future values for the series with the ten Markov Chain models. According to the criteria mentioned in Section 3, the RMSE and MAE error measures indicate the orders of the Markov Chain models that provide better accuracy in the values generated within each granularity. On the other hand, the MAPE error measure provides information for comparing granularities. Table 3 shows the values of the RMSE, MAE, and MAPE accuracy measures obtained when comparing the future values generated and the values of the test series for the best models obtained. At each granularity, we observe the cryptocurrencies individually. Using the RMSE and MAE measures, we compare the predictions for the ten Markov chain models.
applied. The Markov chain models that we see in Table 3 are the ones that showed the smallest errors in the comparisons.

There was a significant reduction in the values from the first (0.1) to the second (0.01) granularities regarding the MAPE measure. At the third granularity (0.001), errors increased considerably. Note that for ETH, LTC, and XRP, the MAPE values are approximately three times greater than the second granularity. For the fourth granularity (0.0001), the errors were even greater. Thus, the MAPE measure revealed that the predictions with the Markov models at 0.01 granularity provided the best results. This result indicates that this is the ideal granularity to proceed with the analyzes. At 0.01 granularity, we observed that the predictions with Markov of order 7 provided better results for BTC, ETH, and XRP, indicating that these series had seven memory steps, that is, to know the current state \( i \), seven states must be considered previous \( (i - 7) \). On the other hand, to define the LTC status \( i \), it is necessary to use information from the state \( (i - 9) \), according to the Markov model of order 9.

![Heatmaps of the transition probability matrices for Markov chains of first order of Bitcoin, Ethereum, Litecoin and Ripple at 0.1 granularity](image)

**Fig. 3** Heatmaps of the transition probability matrices for Markov chains of first order of Bitcoin, Ethereum, Litecoin and Ripple at 0.1 granularity
In the literature, there is divergence regarding the existence of memory in the series of cryptocurrency markets (Rambaccussing and Mazibas 2020). For example, Tiwari et al. (2018) and Soylu et al. (2020) oppose the existence of long memory in the series of returns. Stosic et al. (2019) claim that there is no correlation in the prices of the top 50 cryptocurrencies (including Bitcoin, Ethereum, Litecoin and Ripple) calculated by logarithmic returns, implying greater efficiency in these markets. In contrast, Jiang et al. (2018), Zhang et al. (2018) and Charfeddine and Maouchi (2019) find evidence of long memory in the series of cryptocurrency returns. In our study, besides finding evidence of the presence of long-range memory in the series, we identified how many memory steps each has. Results show that Litecoin is the cryptocurrency that presents the longest period of dependence, with nine steps of memory, while the other cryptocurrencies exhibited seven steps of historical dependence. Figs. 4, 5, 6 and 7 display the forecasts with smallest errors relative to the actual values for each cryptocurrency investigated. These results corroborate with those previously found by Karakoyun and Cibikdiken (2018) when forecasting the next 30 days for the Bitcoin price series using an ARIMA model and also by Altan et al. (2019) for forecasting Litecoin prices using long short-term memory (LSTM), for example.

Examining the best model found for each cryptocurrency investigated, we count the quantities of transitions that occurred among the states, and then we order from the lowest to the highest value. Then, we cut the quantile 75% of the values found to assess the rule that most happened within each case, that is, to analyze the most recurring transitions. We calculated the transition support of those states that

Table 3  Accuracy of statistical measures for cryptocurrency forecasts

| Granularity | Cryptocurrency | Markov Model | RMSE  | MAE  | MAPE |
|-------------|----------------|--------------|-------|------|------|
| 0.1 BTC     | 8th-order      | 0.767        | 6.061e-01 | 18.617 |
| ETH         | 9th-order      | 0.745        | 5.877e-01 | 12.810 |
| LTC         | 9th-order      | 0.852        | 7.242e-01 | 16.142 |
| XRP         | 1st-order      | 0.805        | 6.109e-01 | 12.055 |
| 0.01 BTC    | 7th-order      | 3.604        | 2.296e+00 | 11.728 |
| ETH         | 7th-order      | 3.975        | 2.774e+00 | 8.646 |
| LTC         | 9th-order      | 3.618        | 2.712e+00 | 8.648 |
| XRP         | 7th-order      | 3.481        | 2.513e+00 | 6.908 |
| 0.001 BTC   | 9th-order      | 49.656       | 3.103e+01 | 16.516 |
| ETH         | 2nd-order      | 127.909      | 7.859e+01 | 24.255 |
| LTC         | 9th-order      | 102.344      | 6.760e+01 | 22.407 |
| XRP         | 3rd-order      | 115.007      | 5.917e+01 | 17.328 |
| 0.0001 BTC  | 8th-order      | 1131.592     | 8.442e+02 | 47.163 |
| ETH         | 9th-order      | 1779.246     | 1.166e+03 | 38.395 |
| LTC         | 3rd-order      | 1674.517     | 1.158e+03 | 38.471 |
| XRP         | 4th-order      | 2201.324     | 1.559e+03 | 46.279 |
occurred the most to obtain the percentage of transitions that contain the states X and Y, indicating the relevance of the rule. Table 4 shows the supports obtained for the transitions between states that most happened in our models and their respective transition probabilities.

When looking at Bitcoin, for example, the rule that most occurred was the 19 → 19 transition (60.34% of cases). This transition has a 0.26 probability of occurrence. Through Table 4, state 19 corresponds to the return interval from −0.0161 to −0.0061. Thus, with a transition probability of 0.26, for a given time $t$, if Bitcoin’s return is in the range of −0.0161 to −0.0061, at time $t + 7$ it will remain in the same range with an associated 11.78 MAPE error. Similarly, we conclude that for Ethereum and Ripple at time $t + 7$, their returns will remain in the ranges of −0.0138 to −0.0038 and −0.0277 to −0.0177, with transition probabilities of 0.17, and 0.16, and MAPE error of 8.65, and 6.91, respectively. For Litecoin, in the instant $t + 9$ the return value can migrate from −0.0140 to −0.0040, to −0.0238 to −0.0140, or from −0.0238 to −0.0140, from −0.0140 to −0.0040 as they had equal support value (36.21%) in the rules, both with a transition probability of 0.18, and MAPE error of 8.65.

As already mentioned, in this work, we estimated the amount of memory existing in the series of categorized returns of cryptocurrencies. So far, in the literature, studies about memory dependence estimative on cryptocurrency have not been found. This fact makes it impossible to compare our work directly. Works claim there is memory in the series, and others claim there is no memory. We corroborate with the works that claim there is memory in the series and, in addition to this corroborations, we defined the amount of memory existing for the investigated cryptocurrencies.
Fig. 5  Forecasts generated for Ethereum

Fig. 6  Forecasts generated for Litecoin
7 Conclusions

In this article, we use the high-order Markov chain models for the categorized returns series of Bitcoin, Ethereum, Litecoin and Ripple cryptocurrencies to extract forecasting rules. The models were applied in the series with granularity 0.1, 0.01, 0.001 and 0.0001. According to the RMSE and MAE criteria, it was possible to identify the best Markov model for each granularity. To check which granularity presents the best Markov model, we used the MAPE criterion, and it was found that the granularity that presented the least error measure was 0.01 granularity. We detected that Markov’s 7th order generated better forecasts for the Bitcoin, Ethereum, and Ripple series of categorized returns. For Litecoin, the 9th order model was the most appropriate. These facts characterize the presence of long-range memory in the investigated series. We calculated the support of the transitions that happened most in each chosen model and also verified through the experimental results that the proposed methodology is capable of projecting future perspectives for the return values considering the dependence on discovered memory for cryptocurrencies.

Thus, we extend the existing literature identifying, in addition to the presence of memory, the memory steps present in the series of returns of the main cryptocurrencies in terms of capitalization. The main contributions of this work include a predictive approach not yet used for series of cryptocurrencies, which present behaviour as complex and dynamic as observed in the series of traditional financial markets. As discussed in the categorization time series process, how smaller is the granularity value, better is the precision in the extracted rules.
## Table 4  Decision rules for the selected models

| Transition | Interval of returns | Number of transitions | Support (%) | Probability of transition |
|------------|---------------------|-----------------------|-------------|--------------------------|
| **BTC**    |                     |                       |             |                          |
| 7th-order Markov |                     |                       |             |                          |
| 19 → 18    | \([-0.0161, -0.0061]\) → \([-0.0261, -0.0161]\) | 4          | 6.90        | 0.12                     |
| 23 → 18    | \([0.0239, 0.0339]\) → \([-0.0261, -0.0161]\) | 3          | 5.17        | 0.15                     |
| 18 → 19    | \([-0.0261, -0.0161]\) → \([-0.0161, -0.0061]\) | 6          | 10.34       | 0.22                     |
| 19 → 19    | \([-0.0161, -0.0061]\) → \([-0.0161, -0.0061]\) | 35         | 60.34       | 0.26                     |
| **ETH**    |                     |                       |             |                          |
| 7th-order Markov |                     |                       |             |                          |
| 32 → 31    | \([-0.0138, -0.0038]\) → \([-0.0238, -0.0138]\) | 4          | 6.90        | 0.11                     |
| 31 → 32    | \([-0.0238, -0.0138]\) → \([-0.0138, -0.0038]\) | 4          | 6.90        | 0.18                     |
| 32 → 32    | \([-0.0138, -0.0038]\) → \([-0.0138, -0.0038]\) | 41         | 70.69       | 0.17                     |
| **LTC**    |                     |                       |             |                          |
| 9th-order Markov |                     |                       |             |                          |
| 31 → 30    | \([-0.0140, -0.0040]\) → \([-0.0240, -0.0140]\) | 21         | 36.21       | 0.18                     |
| 30 → 31    | \([-0.0240, -0.0140]\) → \([-0.0140, -0.0040]\) | 21         | 36.21       | 0.18                     |
| 32 → 31    | \([-0.0040, 0.0059]\) → \([-0.0140, -0.0040]\) | 2          | 3.45        | 0.14                     |
| **XRP**    |                     |                       |             |                          |
| 7th-order Markov |                     |                       |             |                          |
| 34 → 32    | \([-0.0277, -0.0177]\) → \([-0.0477, -0.0377]\) | 2          | 3.51        | 0.05                     |
| 34 → 33    | \([-0.0277, -0.0177]\) → \([-0.0377, -0.0277]\) | 3          | 5.26        | 0.08                     |
| 34 → 34    | \([-0.0277, -0.0177]\) → \([-0.0277, -0.0177]\) | 31         | 54.39       | 0.16                     |
| 36 → 34    | \([-0.0077, 0.0023]\) → \([-0.0277, -0.0177]\) | 5          | 8.62        | 0.14                     |
| 32 → 35    | \([-0.0477, -0.0377]\) → \([-0.0177, -0.0077]\) | 2          | 3.45        | 0.16                     |
| 33 → 35    | \([-0.0377, -0.0277]\) → \([-0.0177, -0.0077]\) | 2          | 3.45        | 0.14                     |
| 35 → 36    | \([-0.0177, -0.0077]\) → \([-0.0077, 0.0023]\) | 3          | 5.17        | 0.17                     |
However, if the granularity value is very small, the number of states is enormous. In these conditions, the computational and memory cost of the proposed methodology is high. In general, when the algorithm works with matrices, the memory cost is the product of the number of rows and columns. For the first-order Markov chain, the transition probability matrix is squared, the number of rows is equal to the number of columns. The memory cost is $\Theta(n^2)$, where $n$ is the number of rows (or the number of possible states for the problem aboard here). However, generalizing the memory cost for high-order Markov chains, $m$-order Markov chain memory cost will be $\Theta(n^{m+1})$, where $n$ increases with the granularity decrease. In this way, the memory cost was our practical limitation, where it was possible to investigate up to the ten-order Markov chain. The computation cost (the processing cost) increases in the same way as the memory cost multiplied by the number of the time series points $N$, but the memory cost is more critical in the practical sense.

The findings in this work lead us to help investors and policymakers in making investment decisions in the cryptocurrency markets. The results show that the cryptocurrency returns times series have memory, and which is this memory. This information makes it possible to determine better observation windows about the times series data, concentrating the data analysis where it is crucial. In the case of BTC, ETH, and XRP, the relevant observation windows are composed of the last seven lags. For LTC, the previous nine lags. With this analysis, the decision rules (presented in Table 4) can help the investors in the decision make process. Given this better understanding of the cryptocurrency market behavior, investors will obtain better profits and/or minimize their financial losses.

Furthermore, currently, the world suffers from the COVID-19 pandemic. This new world situation can change the behavior of the financial market, in particular the cryptocurrency market. Thus, a new investigation has been started to compare the extracted rules analyzing data before and after the COVID-19 pandemic began. For further research, we will employ other methodologies to categorize the time series data and different forecasting horizons to reduce the error between the future value and the forecasted value. As well as expanding the training series or making a composition of the price value taking into account opening, closing, intraday minimum, and maximum intraday.
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