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Abstract
Climate change is a burning issue of our time, with the Sustainable Development Goal (SDG) 13 of the United Nations demanding global climate action. The worldwide scientific evidence exhibits that the current processes of market-led economic development are unsustainable. Realizing the urgency, in 2015 in Paris, world leaders signed an agreement committing to taking voluntary action to reduce carbon emissions. However, the scale, magnitude, and climate action processes vary globally, especially between developed and developing countries. Therefore, from parliament to social media, the debates and discussions on climate change gather data from wide-ranging sources essential to the policy design and implementation. The downside is that we do not currently have the mechanisms to pool the worldwide dispersed knowledge emerging from the structured and unstructured data sources.

The paper thematically discusses how NLP techniques could be employed in climate policy research and contribute to society’s good at large. In particular, we exemplify symbiosis of NLP and Climate Policy Research via four methodologies. The first one deals with the major topics related to climate policy using automated content analysis. We investigate the opinions (sentiments) of major actors’ narratives towards climate policy in the second methodology. The third technique explores the climate actors’ beliefs towards pro or anti-climate orientation. Finally, we discuss developing a ‘Climate Knowledge Graph.’

The present theme paper further argues that creating a knowledge platform would help in the formulation of a holistic climate policy and effective climate action. Such a knowledge platform would integrate the policy actors’ varied opinions from different social sectors like government, business, civil society, and the scientific community. The research outcome will add value to effective climate action because policymakers can make informed decisions by looking at the diverse public opinion on a comprehensive platform.

1 Introduction
Climate change is one of the gravest threats that humanity has ever faced. The natural systems essential for sustaining human and wildlife are fast depleting due to anthropogenic activities, the most dominant of which is the burning of fossil fuels (Intergovernmental Panel on Climate Change, 2018). The adverse environmental impacts of climate change spill over to interact with broader societal dynamics. The hierarchical power structures existing at the international and national levels determine how various social groups and individuals are affected by climate change. The poorest population of the world, although responsible for just 10 percent of global emissions (Oxfam, 2015), bear the greatest brunt of climate change (Paul, 2020) including climate-induced migration (International Organization for Migration, 2020).

The international policy negotiations recognize the aforementioned socio-economic divide within the broader climate change concerns. The principle of Common but Differentiated Responsibility (CBDR) encapsulates this distinction recognizing that the “developed country Parties should take the lead in combating climate change and the adverse effects thereof” along with giving full consideration to “the specific needs and special circumstances of developing country Parties” (United Nations Framework Convention on Climate Change (UNFCCC), Rio, 1992). From the climate change convention at Rio in 1992 to the Paris Agreement in 2015 (United Nations, 2015a), this principle has been an overarching debating point between developed and developing countries while they negotiate on mitigating and adaptive actions like emis-
sions reductions, energy transition to renewable sources, and climate funding for developing countries. The principle holds particular relevance for developing countries like India, which are trying to balance climate change action and ensure economic development to lift millions out of poverty. Moreover, United Nations Sustainable Development Goal (SDG) 13 (United Nations, 2015b,d,c) needs to align with the Paris agreement because of holistic and urgent climate action (Campbell et al., 2018).

These debates around climate policy spill over into the public discourse, and international policy norms get domesticated through mass media like newspapers (Djerf-Pierre et al., 2016) and social media sites1. The mass media presents an arena where various climate-related claims get discussed and contested by diverse claim-makers, a process that has a bearing on public perception and policy (Boykoff, 2010). Media discourse, therefore, offers “publicly visible sites for conflict over appropriate policy responses and approaches to climate governance.” (Stoddart and Tindall, 2015, p.402). The use of language in a particular way, the negotiated choices of phrasing a problem “illustrate the acknowledged interaction between discourse and practice.” (Boykoff, 2011, p. 11).

Given the importance of linguistic discourse in various media regarding climate change and related policy, analyzing the media discourse becomes pertinent. Not only it adds to our more extensive understanding of public perceptions on climate change, but it may also prove to be an effective tool at the disposal of policy-makers to make informed decisions, especially for developing countries like India, where reliable data will ease the humongous task of climate policy-making within the concerns of economic development.

Natural Language Processing (NLP) and its methodological toolbox provide a promising set of technical tools to make a robust analysis of linguistic discourse on climate change. The application of NLP techniques can help to reduce the tedious effort and biases of manual extraction. With this context in mind, this paper’s overall objective is to discuss ways in which the NLP techniques can be exploited to collect, collate and systematically analyze the considerable amount of scattered data to render it useful for the purposes of research and policy-making. This will eventually lead to processing and gathering the text data faster, thus expediting the climate policy formulation process.

There has been considerable research in linguistics and sociolinguistics in media discourse analysis (O’keeffe, 2011; Bednarek, 2006; Fairclough, 1988). Researchers have investigated media discourse from different perspectives, e.g., genre analysis (linguistic analysis of newspaper genre and how it differs from other genres of a language) (Tardy and Swales, 2014), register variation (modulation of language based on context and intended audience) (Wikipedia, 2021c; Lyons, 2013; Biber, 1995), conversational analysis (the study of the structure of conversations between individuals in any real-life setting) (Wikipedia, 2021a; Paulus et al., 2016), critical discourse analysis (the study of discourse as a social practice) (Wikipedia, 2021b; Bisceglia et al., 2014; Fairclough, 2001), inter alia. Print media and social media texts have also been analyzed extensively in the NLP community via a number of tasks like opinion mining (Ravi and Ravi, 2015), controversy detection (Jang et al., 2016; Jung and Allan, 2016; Dori-Hacohen, 2015), fake news detection (Zhou and Zafarani, 2020; Yang et al., 2019; Thorne et al., 2017), argument mining (Lippi and Torroni, 2016), stance detection (Ghosh et al., 2019; Küçük and Can, 2020), perspective identification (Wong et al., 2016), inter alia. Researchers have recently started exploring media’s perception on climate issues (Jiang et al., 2017; Luo et al., 2020).

However, to the best of our knowledge, research in the NLP domain on analyzing media discourse exclusively in the context of climate change policy has been very sparse. This line of research is still in its incipient stages, and a lot more is required to be done. Moreover, there exists a gap between the climate policy researchers and the NLP researchers. Both the communities have mostly been working in isolation. Climate policy researchers and climate policymakers, being from a different background, are unaware of different techniques proposed in the NLP community that could help glean and analyze pertinent information from myriad sources. On the other end of the spectrum, NLP researchers are unaware of the research and technical challenges pertinent to climate change research, hence are unable to contribute towards it. Both the communities need to talk to each other to create a significant impact.

This paper aims to bridge the gap. We describe
how techniques developed by the NLP community could contribute towards making a social impact. It explores how NLP techniques could be applied in the context of climate change policy and provide a means for the policy creators to make an informed decision. Though there could be myriad ways to address research in climate change policy analysis. This paper proposes four principal methodologies that could contribute to creating a knowledge platform that would help in the formulation of a holistic climate policy and effective climate action. The knowledge platform aims to integrate information from policy actors, the scientific community, government, and citizens. However, we firmly believe this is not an exhaustive list; there are many more exciting applications where NLP methodologies could be employed for climate change policy research. This paper argues that even relatively existing and straightforward NLP techniques can help bring about a significant social impact. We want to make the NLP community aware of the research avenues in climate change policy and instigate interest in this under-researched area. The proposed tasks serve as exemplars for the community, and we believe further research on these would spark new ideas. The methodologies of interest contributing towards the creation of knowledge platform are:

• Content Analysis of climate change policy via Topics.
• Opinion Analysis of major actor’s narratives.
• Belief Analysis of major actors towards pro or anti-climate orientation.
• Climate knowledge graph that links actors based on their beliefs.

2 Related Work

Huntingford et al. (2019) has argued that the integration of machine learning with rising concerns about climate change will provide abundant opportunities. This idea is evident by the increasing corpus of studies on climate change that are employing the toolbox of Machine learning to devise innovative ways to approach multifaceted challenges posed by warming earth and changing climate. The various techniques of machine learning have been employed for diverse uses, including Earth system modeling (Schneider et al., 2017; Gentine et al., 2018), weather forecasting (McGovern et al., 2017), forecasting climate extremes like drought (Deo and Şahin, 2015), among others.

The NLP techniques have been used to study the argumentative structure of the public debates. These are being employed in various studies, for example, for analyzing the global warming stances taken by various actors (Luo et al., 2020), uncovering the belief structure of actor-networks around climate change using Discourse Network Analyzer (Leifeld, 2017; Kukkonen et al., 2018) and tracing coalitions in international climate negotiations (Castro, 2020).

Researchers in communities other than NLP and ML have used the readily available tools to analyze print media for various goals, such as finding out relevant themes/topics, sentiments, and beliefs of the people and policymakers. In subsequent sections, where we discuss four principal methodologies proposed earlier, we also describe the relevant work in this regard.

The above review showcases some of the work that has made significant contributions to positively bring the techniques of machine learning into addressing the dynamic complications of climate change. However, the ever-diversifying literature in different fields (environmental sciences, climate research, and ML/NLP) is increasingly becoming scattered, thereby reducing its effective integration with practical usage. Seeking to bridge the gap between the fields mentioned above, the present paper aims to make an action-oriented contribution to this growing body of literature by providing an integrative knowledge platform that can provide comprehensive knowledge on NLP and climate change to be used by a wide variety of actors ranging from researchers to policymakers.

3 Media Content Analysis for Climate Change via Topic Modeling

Media coverage of climate change influences all strata of society from policy formulators, politicians, to general public (Keller et al., 2020; Carmichael and Brulle, 2017; Weingart et al., 2000; Carvalho, 2010; Arlt et al., 2011; Moser, 2010). Consequently, analyzing the content of these articles becomes important. The objective of analyzing print media content is to discover the salient themes and topics pertinent to climate change. Furthermore, the analysis would also help discover the importance of print media to the growing problem of climate change and how each of the discovered
themes/topics is covered by media, and in what depth. All these analyses hold special relevance since they provide a broad yet rigorous overview of the dominant themes that emerge in the public discourse on climate change. It illuminates the interface between public policy and public discourse on climate change.

An influential strand of literature within the environmental sciences research community has used unsupervised machine learning techniques like Latent Dirichlet Allocation (LDA) (Blei et al., 2003) to address diverse concerns for climate change raised in the media. Topic modeling using LDA has been used to analyze media discourse and trace the social policy debates on climate change in different countries like Brazil (Benites-Lazaro et al., 2018) and US (Bohr, 2020). Lu and Nemet (2020) apply LDA on 4875 academic articles on energy transition to uncover the dominant aspects in the literature in a meta-analytical literature review, reporting the prominence of policy-related articles along with paucity of literature from developing countries. The findings of such studies highlight the significance of these techniques in analyzing the dominant discourses and themes, yielding new insights into the various intersections that define climate policy.

Keller et al. (2020) have done an in-depth content analysis of the media coverage on climate change. Authors have used topic modeling (LDA) on 18,224 newspaper articles published between 1997-2016 in two leading Indian English newspapers: Times of India and The Hindu. The authors used machine learning to seek answers to three broad questions, regarding, a) the salience of climate change in Indian media between 1997-2016; b) the themes and topics in media coverage on climate change, and c) the prevalence of each theme in the media coverage. The automated content analysis used by the authors extracts the latent themes from a large amount of text using the “bag-of-words” assumption. They set parameters containing 28 topics divided into five broad themes, namely, “Climate Change Impacts,” “Climate Science,” “Climate Politics,” and “Climate Change and Society” (Keller et al., 2020, p. 20). They found the media coverage was dominated by the “climate change and society” and “climate politics” themes. The focus on the “climate change and society” theme is of particular consequence, according to the researchers, since it endeavors to educate the public and raise awareness about climate change.

All these analyses and studies have mainly been done in the environmental science, climate, and energy research communities, where the researchers have merely used LDA as a tool to a means. However, not much work has been done in the NLP community in this regard.

The advantage of topic modeling is that we can fetch a range of topics and prominent keywords from a large-scale corpus, including print media, social media, and policy documents, through the process of clustering. However, this process has a few limitations. We believe that researchers in the NLP community could contribute by developing advanced techniques for addressing some of these limitations. First, in topic modeling, the number of clusters or topics has to be fixed beforehand. Knowing topics in advance may not always be feasible. Matrix factorization based techniques (Arun et al., 2010) could be employed to circumvent this limitation. Second, it is not possible to determine the relationship between the topics. There has been work on learning the representations (word embedding based) for topics (Dieng et al., 2020), this could be adapted to study the relationship between topics in the domain of climate change policy. Third, we cannot decide the evolution of topics over a period of time. NLP researchers could apply/develop dynamic topic models (Blei and Lafferty, 2006) that could analyze the evolution of relevant topics over time. Deep learning-based techniques could be applied to study how the language in the context of climate research has evolved over time; for example, dynamic word embeddings based techniques could be developed (Rudolph and Blei, 2018; Yao et al., 2018; Frermann and Lapata, 2016). Fourth, we can only get the topics in topic modeling but not the associated actors who have discussed the topics. For example, ‘deforestation’ can be a topic. Still, it is impossible to infer whether the ministry of environment talked about deforestation or some think-tanks or research organizations from topic modeling alone. One possible way of addressing is by the creation of a Knowledge Graph (section 6). Finally, it is impossible to find out the pro and anti-climate emotions or sentiments of various actors from topic modeling alone, however, this is crucial in policymaking. To overcome the above mentioned limitation, opinion mining techniques could be employed (section 4).
4 Opinion Mining

Mapping the overall perceptions, opinions (or sentiments), and awareness of people around specific issues can provide enlightening insights into the extent to which a social issue has penetrated the socio-political fabric of the society and how well or ill-received are the policy measures around it. Mass media, including social media and newspapers, represent spaces where such perceptions and opinions can be traced. These are the spaces where actors articulate and frame their opinions on a given issue. For example, consider these two statements from newspaper articles:

“In India’s view, the INDCs should reflect basic principles of UNFCCC and should not be legally binding.” (Sibal, 2015)

“India needs to join the gathering consensus that the 2015 agreement will take the form of a legally binding treaty.” (Dubash and Rajamani, 2015).

In the first statement, the person expresses a negative sentiment regarding the legally binding nature of any global climate agreement, especially for a country like India, which is balancing its developmental needs with combating climate change. However, in the second statement, the writer expresses a positive sentiment regarding the same notion of a legally binding treaty.

The various media spaces are replete with such opposing statements by multiple actors. Interestingly, India is among those countries where the number of tweets regarding climate change is among the highest (Pathak et al., 2017). NLP can provide a diverse set of tools to extract, analyze, and interpret such narratives’ nature. For example, Pathak et al. (2017) determine the various factors that can affect the opinion of a Twitter user like the demographics (income group, age, gender), the type of affiliation (personal or organizational account), and time. In addition, studies using these techniques can also highlight the nuanced differences, like gender, that affect a person’s sentiment not just towards climate change but also towards energy policies (e.g., (Loureiro and Alló, 2020).

Analysis like these can provide a constructive direction to the policy-making around an issue like climate change, where public mobilization and participation is utmost needed. It can also indicate the extent to which the existing policy measures and their outcomes converge with people’s expectations, making policies more people-oriented and thereby increasing their legitimacy.

There is a plethora of work on opinion mining and sentiment analysis (Ravi and Ravi, 2015) in the NLP domain. The majority of these approaches have been developed to adhere to commercial applications like product reviews, movie reviews, customer feedback monitoring, social media monitoring, among others. However, there has been limited application of sentiment analysis techniques for analyzing opinions about climate change policies in mass and social media. For example, (Jiang et al., 2017) assess the public perception and sentiments regarding climate change and adaptive and mitigating measures like renewable energy. Dahal et al. (2019) and Loureiro and Alló (2020) have employed sentiment analysis techniques for analyzing tweets on climate change. (Medimorec and Pennycook, 2015) have assessed the difference in language used by the proponents and skeptics of climate change.

Opinion mining in the context of climate change policy is a relatively less explored area, and more research in this direction is required. Using sentiment analysis techniques, we can identify the actors (both the person and its associated organizations) with their direct narrative, which exhibits the actors’ inherent sentiment. It helps to identify which actor supports or opposes an issue. For example, the transition from coal to renewable energy may be supported by environmental focused Non-Government Organizations (NGOs) but not by the fossil fuel companies. However, sentiment analysis has its limitations. We cannot identify the actors’ inherent core beliefs from their statements, which is pertinent to locating the policy subsystem. One possible way to overcome this limitation is via discourse network analysis.

5 Beliefs and Discourse Analysis

In climate change policies, media (including social media) is full of statements by various actors expressing different views. Analyzing such discourses can give insights into the dynamics of policymaking. The Discourse Network Analysis focuses on investigating a policy subsystem’s discursive domain and emphasizes policy processes as “networked phenomenon” (Leifeld, 2017). The method is operationalized through Discourse Network Analyzer (DNA) that allows mapping the

https://github.com/leifeld/dna
policy discourse for the major actors and their beliefs along with different types of networks based on these two elements. The basic unit of analysis is the statement, which is essentially a portion of text from necessarily a public (Leifeld, 2017) document (e.g., newspaper articles, policy reports) where an actor expresses a belief regarding a specific policy measure. It may be a direct quote or a paraphrased statement. This statement is coded for four main variables:

• the person making the statement,

• the organization to which he/she belongs,

• the concept, which summarizes in a few words the belief being expressed, and

• a dummy variable recording person’s agreement or disagreement with the belief.

For example, consider the following statement from a newspaper article,

“Rich nations that “powered their way to prosperity on fossil fuel” must shoulder the greatest burden in the fight against global warming, Prime Minister Narendra Modi wrote in the Financial Times ahead of the Paris climate talks on Monday.” (Hindustan Times, 2015)

DNA would code this as (a) Narendra Modi [the person], (b) Prime Minister’s Office [the organization], (c) the concept category “Developed countries should bear the major responsibility in Greenhouse Gas reduction” [the concept], and (d) ‘agreement’ with the concept [dummy variable for agreement/disagreement]. Consider another example of a direct quote from another newspaper article,

“Well, what I mean by saying that this is not Kyoto is......What was a distinguishing feature of Kyoto is that all of the new obligations were only directed at developed countries, so it was really a developed country agreement with developing countries on the sidelines. That doesn’t work anymore.” (The Hindu, 2015)

This statement is coded as, (a) Todd Stern [the person] (b) United States Government [the organization], (c) concept category “Developed countries should bear the major responsibility in Greenhouse gas reduction” [the concept], and (d) ‘disagreement’ with the concept [dummy variable for agreement/disagreement].

Following this procedure, once the statements from the documents are coded for the variables, the data can be extracted to derive various types of networks for analysis. These networks can be analyzed using popular network visualization software like VISONE (Brandes and Wagner, 2004), allowing for cluster analysis. This type of analysis automatically groups those actors who are most densely connected based on ideological affinity.

In a comparative study including U.S., Canada, Brazil, and India, Kukkonen et al. (2018) have employed discourse network analysis technique to arrive at an understanding of climate change discourse and dominant actors within it. They specifically look at how influential are the international actors within national discourse. They find meaningful actor clusters, theoretically contextualized as advocacy coalitions in the U.S. and Canada while uncovering none in Brazil and India. However, they find that the international actors are more dominant in low-income countries like Brazil and India, where the climate change debate is less polarized. Such studies have a direct bearing on our understanding of climate policy-making.

The emerging actor-networks defending or opposing particular policy norms highlight the advocacy patterns within a policy subsystem and the future direction that it may take. Veltri and Atanasova (2017) have done a thematic and network analysis of the Twitter data relevant to climate change showing how a small set of media sources play a significant role in sharing climate-related information.

The method highlights the significance of the discourse analysis for policy-making dynamics. Conceiving the public discourse as a space for debating actors and connecting them according to similar and conflicting beliefs allows for analyzing the ideological affinities and antagonisms. This provides a glimpse into the policy trajectories that may emerge within a particular policy subsystem like climate change by analyzing the existing and possible advocacy coalitions. In the NLP community, there has been much research in the context of identifying entities and relationships between them in text via the tasks of Named Entity Recognition (NER) (Wen et al., 2019; Li et al., 2020), Relationship Extraction (Pawar et al., 2017) and Open Information
Extraction (Niklaus et al., 2018). Many of these techniques could be further developed for analyzing discourse in media text in the vein of discourse network analysis.

Discourse analysis gives us a range of actors and their similarities or differences in beliefs. This method already exists, and researchers have conducted it through discourse network analysis. However, hand-coding in DNA has some limitations in terms of scale. However, using NLP techniques, we can train the system on hand-coded data and code more information in a large text corpus. However, the discourse network analysis has its limitation. It deals with two things: actors and their beliefs. However, an actor might have multiple attributes (based on social status and role) relevant to its climate opinion. Discourse network analysis fails to capture the multi-view of an actor. To address this, we propose creating a climate knowledge graph.

6 Climate Knowledge Graph

Much research has been done in the NLP community concerning knowledge graphs (Ji et al., 2020). A Knowledge Graph (KG) is a structured representation of information about the world. KG represents this information in the form of a graph where nodes are the entities, and edges indicate the relationships between them. The notion of entities is quite generic. An entity could be a specific person or an object or a concept, or an organization. Several KGs have been created (e.g., YAGO (Suchanek et al., 2007), DBPedia (Auer et al., 2007), FreeBase (Bollacker et al., 2008), NELL (Carlson et al., 2010), WikiData (Vrandečić and Krötzsch, 2014), inter alia). However, these KGs capture the general factual knowledge about the world and are not specific to climate change policy. We want to represent unstructured knowledge about climate change policy in the form of a KG where entities would be climate policy actors, politicians, activists, organizations, and concepts related to climate change. Edges will represent different types of relationships between entities, e.g., beliefs of entities about other entities and an entity’s association with another entity. KGs are created from an unstructured text by extracting domain-related entities and relations between them. For creating a Climate KG, we need to create a domain-specific dictionary, i.e., climate dictionary. The climate dictionary would focus on terms (entities and relations) of interest, e.g., it could have as an entity, a politician and climate-related organizations/forums they are associated with, and relationships could be beliefs expressed by them at different forums.

Various Governments are a producer of a wealth of information on policy decisions. For coming up with policies, Governments consults a range sources from research outputs to media reports (Wang et al., 2019). In climate change, a policy decision is complex because it combines science, politics, economics, and social aspects. Information comes from various sources and attributes. Moreover, as described in the case of sentiment and discourse analysis, the relationship between the actor and their attribute is crucial to making a rational decision. Climate specific KG can help to overcome this gap.

7 Knowledge Platform: Connecting the Dots

We envisage an integrated knowledge platform in the form of a database. Given structured and unstructured data in the form of print and social media, government reports, white papers produced by NGOs related to climate change policy, we could employ the four methodologies described earlier.
to create a database (Figure 1). The exact nature of the database still needs more research, but one possibility could be graph databases.

The platform will serve as both a research tool facilitating analysis of large volumes of unstructured text-based data and a knowledge and action network. Designing the final platform will ensure ease of access and utilization by a wide range of decision-makers. The practice of sustainable development concerning climate change policy is generally undertaken by large financial, scientific, and governmental institutions within an organizational framework that involves a limited set of domain expertise. Moreover, the actual decision-maker has to trust the experts’ knowledge without having an idea of the big picture. Since the policymakers are not expected to have a technical background, whatever is the actual implementation of the knowledge platform, it must support natural language queries. Anyone should be able to ask a question in natural language about various policies, major actors, their opinions, and the relationship between them. Recently, there has been research in this direction in the NLP domain (Dar et al., 2019; Kim et al., 2020), those techniques could be further developed for our case.

Our platform will evolve as a solution to these limitations through four significant steps. By topic modeling, we expect to get the dominant topics of the discussions. With opinion mining and discourse analysis, we would like to identify the actors in the climate debate and their relationship based on similar and different beliefs. For example, actor A and actor B may support nuclear energy, but they might not have interacted in reality. By identifying their perception, beliefs, and sentiments, we can create a cluster of actors. Finally, we make an integrated system covering a range of attributes of the actors through a knowledge graph.

To give an example, how all the discussed use-cases could help create a Knowledge Platform, we take India’s use-case. The rationale being that India represents a paradox in terms of climate change concerns. With the second largest population globally, it is the third highest emitter globally (Wang et al., 2020) but owing to the deep-rooted socioeconomic gap; its per-capita emissions are much below the global average (Anandarajah and Gambhir, 2014). In this regard, the media representation of climate change policy-related news in prominent English national newspapers in India could be investigated. Climate-related media articles could be extracted from the Factiva database. Making use of techniques described in-depth previously, we could extract the reported speeches, both direct and indirect, from the media along with the actors and organization associated with them. Furthermore, these speeches could be classified based on pre-defined beliefs. Finally, a knowledge graph could be created having actors as nodes and edges as beliefs. In the end, we would get a knowledge platform that could be used by Indian climate policymakers.

8 Conclusion

Climate change is a reality, and it needs to be addressed on a priority basis. Formulating climate change policies is the first step towards it. However, to make informed decisions, policymakers need to take into account all sources of information. We showed in the paper climate change researchers have mostly been working in isolation analyzing media discourses, and on the other side, NLP researchers are completely oblivious to the research questions in the domain of climate change. In this paper, we argued that NLP researchers and Climate change researchers could benefit from each other and contribute to the greater good of society.

This paper advocated creating an integrated knowledge platform that would extract relevant information coming from structured and unstructured sources and store it in a suitable database. A policymaker could query the knowledge platform in natural language and ask about policies, opinions, and actors’ beliefs. We outlined four methodologies for creating the knowledge platform: topic modeling, opinion mining, discourse network analysis, and knowledge graphs. NLP researchers have a rich experience in these four, and they could, in conjunction with climate researchers, contribute actively towards creating the knowledge platform. Although this paper discussed only four methods, this is not an exclusive list, and many more avenues are possible. Active collaboration between the two research communities (NLP and climate change) would open up unexplored avenues leading to good for humanity.

---

https://professional.dowjones.com/factiva/
References

Gabrial Anandarajah and Ajay Gambhir. 2014. India’s CO2 emission pathways to 2050: what role can renewables play? *Applied energy*, 131:79–86.

Dorothee Arlt, Imke Hoppe, and Jens Wolling. 2011. Climate change and media usage: Effects on problem awareness and behavioural intentions. *International Communication Gazette*, 73(1-2):45–63.

Rajkumar Arun, Venkatasubramaniyan Suresh, CE Veni Madhavan, and MN Narasimha Murthy. 2010. On finding the natural number of topics with latent dirichlet allocation: Some observations. In *Pacific-Asia conference on knowledge discovery and data mining*, pages 391–402. Springer.

Sören Auer, Christian Bizer, Georgi Kobilarov, Jens Lehmann, Richard Cyganiak, and Zachary Ives. 2007. Dbpedia: A nucleus for a web of open data. In *The semantic web*, pages 722–735. Springer.

Monika Bednarek. 2006. *Evaluation in media discourse: Analysis of a newspaper corpus*. A&C Black.

LL Benites-Lazaro, L Giatti, and A Giarolla. 2018. Topic modeling method for analyzing social actor discourses on climate change, energy and food security. *Energy research & social science*, 45:318–330.

David M Blei and John D Lafferty. 2006. Dynamic topic models. In *Proceedings of the 23rd international conference on Machine learning*, pages 113–120.

David M Blei, Andrew Y Ng, and Michael I Jordan. 2003. Latent dirichlet allocation. *The Journal of Machine Learning research*, 3:993–1022.

Jeremiah Bohr. 2020. Reporting on climate change: A computational analysis of us newspapers and sources of bias, 1997–2017. *Global Environmental Change*, 61:102038.

Kurt Bollacker, Colin Evans, Praveen Paritosh, Tim Sturge, and Jamie Taylor. 2008. Freebase: a collaboratively created graph database for structuring human knowledge. In *Proceedings of the 2008 ACM SIGMOD international conference on Management of data*, pages 1247–1250.

Max Boykoff. 2010. Indian media representations of climate change in a threatened journalistic ecosystem. *Climatic Change*, 99(1-2):17.

Maxwell T Boykoff. 2011. *Who speaks for the climate?: Making sense of media reporting on climate change*. Cambridge University Press.

Ulrik Brandes and Dorothea Wagner. 2004. Analysis and visualization of social networks. In *Graph drawing software*, pages 321–340. Springer.

Bruce M Campbell, James Hansen, Janie Rioux, Clare M Stirling, Stephen Twomlow, et al. 2018. Urgent action to combat climate change and its impacts (sdg 13); transforming agriculture and food systems. *Current opinion in environmental sustainability*, 34:13–20.

Andrew Carlson, Justin Betteridge, Bryan Kisiel, Burr Settles, Estevam Hruschka, and Tom Mitchell. 2010. Toward an architecture for never-ending language learning. In *Proceedings of the AAAI Conference on Artificial Intelligence*, volume 24.

Jason T Carmichael and Robert J Brulle. 2017. Elite cues, media coverage, and public concern: an integrated path analysis of public opinion on climate change, 2001–2013. *Environmental Politics*, 26(2):232–252.

Anabela Carvalho. 2010. Media (ted) discourses and climate change: a focus on political subjectivity and (dis) engagement. *Wiley Interdisciplinary Reviews: Climate Change*, 1(2):172–179.

Paula Castro. 2020. National interests and coalition positions on climate change: A text-based analysis. *International Political Science Review*, page 0192512120953530.

IPCC Intergovernmental Panel on Climate Change. 2018. *Climate Change Report by UN’s Intergovernmental Panel on Climate Change (IPCC): https://tinyurl.com/y5yf2lsh*.

Biraj Dahal, Sathish AP Kumar, and Zhenlong Li. 2019. Topic modeling and sentiment analysis of global climate change tweets. *Social Network Analysis and Mining*, 9(1):1–20.

Hafsa Shareef Dar, M Ikramullah Lali, Moin Ul Din, Khalid Mahmood Malik, and Syed Ahmad Chan Bukhari. 2019. Frameworks for querying databases using natural language: a literature review. *arXiv preprint arXiv:1909.01822*.

Ravinesh C Deo and Mehmet Şahin. 2015. Application of the extreme learning machine algorithm for the prediction of monthly effective drought index in eastern australia. *Atmospheric Research*, 153:512–525.

Adj B Dieng, Francisco JR Ruiz, and David M Blei. 2020. Topic modeling in embedding spaces. *Transactions of the Association for Computational Linguistics*, 8:439–453.
Monika Djerf-Pierre, John Cokley, and Louise J Kuchel. 2016. Framing renewable energy: A comparative study of newspapers in australia and sweden. *Environmental Communication*, 10(5):634–655.

Shiri Dori-Hacohen. 2015. Controversy detection and stance analysis. In *Proceedings of the 38th international ACM SIGIR conference on research and development in information retrieval*, pages 1057–1057.

Navroz K. Dubash and Lavanya Rajamani. 2015. Why India Must Up the Stakes in Paris: https://tinyurl.com/y3ru5yp9.

Norman Fairclough. 1988. Discourse representation in media discourse. *Sociolinguistics*, 17(2):125–139.

Norman Fairclough. 2001. Critical discourse analysis. *How to analyse talk in institutional settings: A casebook of methods*, pages 25–38.

Lea Frermann and Mirella Lapata. 2016. A bayesian model of diachronic meaning change. *Transactions of the Association for Computational Linguistics*, 4:31–45.

Pierre Gentine, Mike Pritchard, Stephan Rasp, Gael Reinaudi, and Galen Yacalis. 2018. Could machine learning break the convection parameterization deadlock? *Geophysical Research Letters*, 45(11):5742–5751.

Shalmoli Ghosh, Prajwal Singhania, Siddharth Singh, Koustaw Rudra, and Saptarshi Ghosh. 2019. Stance study in web and social media: a comparative study. In *International Conference of the Cross-Language Evaluation Forum for European Languages*, pages 75–87. Springer.

Hindustan Times. 2015. Rich nations must shoulder greatest burden in climate fight: PM Modi: https://tinyurl.com/yy3zppyr.

Chris Huntingford, Elizabeth S Jeffers, Michael B Bonsall, Hannah M Christensen, Thomas Lees, and Hui Yang. 2019. Machine learning and artificial intelligence to aid climate change research and preparedness. *Environmental Research Letters*, 14(12):124007.

Myungha Jang and James Allan. 2016. Improving automated controversy detection on the web. In *Proceedings of the 39th International ACM SIGIR conference on Research and Development in Information Retrieval*, pages 865–868.

Myungha Jang, John Foley, Shiri Dori-Hacohen, and James Allan. 2016. Probabilistic approaches to controversy detection. In *Proceedings of the 25th ACM international on conference on information and knowledge management*, pages 2069–2072.

Shaoxiong Ji, Shirui Pan, Erik Cambria, Pekka Marttinen, and Philip S Yu. 2020. A survey on knowledge graphs: Representation, acquisition and applications. *arXiv preprint arXiv:2002.00388*.

Ye Jiang, Xingyi Song, Jackie Harrison, Shaun Quegan, and Diana Maynard. 2017. Comparing attitudes to climate change in the media using sentiment analysis based on latent dirichlet allocation. In *Proceedings of the 2017 EMNLP Workshop: Natural Language Processing meets Journalism*, pages 25–30.

Tobias R Keller, Valerie Hase, Jagadish Thaker, Daniela Mahl, and Mike S Schäfer. 2020. News media coverage of climate change in india 1997–2016: Using automated content analysis to assess themes and topics. *Environmental Communication*, 14(2):219–235.

Hyeyeon Kim, Byeong-Hoon So, Wook-Shin Han, and Hongrae Lee. 2020. Natural language to sql: Where are we today? *Proceedings of the VLDB Endowment*, 13(10):1737–1750.

Dilek Küçük and Fazli Can. 2020. Stance detection: A survey. *ACM Computing Surveys (CSUR)*, 53(1):1–37.

Anna Kukkonen, Tuomas Ylä-Anttila, Pradip Swarnakar, Jeffrey Broadbent, Myanna Lahren, and Mark CJ Stoddart. 2018. International organizations, advocacy coalitions, and domestication of global norms: Debates on climate change in canada, the us, brazil, and india. *Environmental Science & Policy*, 81:54–62.

Philip Leifeld. 2017. Discourse network analysis. *The Oxford handbook of political networks*, pages 301–326.

Jing Li, Aixin Sun, Jianglei Han, and Chenliang Li. 2020. A survey on deep learning for named entity recognition. *IEEE Transactions on Knowledge and Data Engineering*.

Marco Lippi and Paolo Torroni. 2016. Argumentation mining: State of the art and emerging trends. *ACM Transactions on Internet Technology (TOIT)*, 16(2):1–25.

Maria L Loureiro and Maria Alló. 2020. Sensing climate change and energy issues: Sentiment and emotion analysis with social media in the uk and spain. *Energy Policy*, 143:111490.

Jiaqi Lu and Gregory F Nemet. 2020. Evidence map: topics, trends, and policy in the energy transitions literature. *Environmental Research Letters*.

Yiwei Luo, Dallas Card, and Dan Jurafsky. 2020. Desmog: Detecting stance in media on global warming. *arXiv preprint arXiv:2010.15149*.

Megan Lyons. 2013. *Register Variation*, pages 2534–2534. Springer New York, New York, NY.

Amy McGovern, Kimberly L Elmore, David John Gagne, Sue Ellen Haupt, Christopher D Karstens, Ryan Lagerquist, Travis Smith, and John K Williams. 2017. Using artificial intelligence to improve real-time decision-making for high-impact
weather. *Bulletin of the American Meteorological Society*, 98(10):2073–2090.

Srdan Medimorec and Gordon Pennycook. 2015. The language of denial: text analysis reveals differences in language use between climate change proponents and skeptics. *Climatic Change*, 133(4):597–605.

IMO International Organization for Migration. 2020. Internal displacement in the context of the slow-onset adverse effects of climate change: https://tinyurl.com/yyqp8rkp.

Susanne C Moser. 2010. Communicating climate change: history, challenges, process and future directions. *Wiley Interdisciplinary Reviews: Climate Change*, 1(1):31–53.

Christina Niklaus, Matthias Cetto, André Freitas, and Siegfried Handschuh. 2018. A survey on open information extraction. In *Proceedings of the 27th International Conference on Computational Linguistics*.

Anne O’keeffe. 2011. Media and discourse analysis.

Oxfam. 2015. *Extreme Carbon Inequality*: https://tinyurl.com/yy3k72rd.

Neetu Pathak, Michael J Henry, and Svitlana Volkova. 2017. Understanding social media’s take on climate change through large-scale analysis of targeted opinions and emotions. In *AAAI Spring Symposia*.

Harpreet Kaur Paul. 2020. Climate change affects rich and poor unequally: https://tinyurl.com/y5ag2c21.

Trena Paulus, Amber Warren, and Jessica Nina Lester. 2016. Applying conversation analysis methods to online talk: A literature review. *Discourse, context & media*, 12:1–10.

Sachin Pawar, Girish K Palshikar, and Pushpak Bhattacharyya. 2017. Relation extraction: A survey. *arXiv preprint arXiv:1712.05191*.

Kumar Ravi and Vadamalani Ravi. 2015. A survey on opinion mining and sentiment analysis: tasks, approaches and applications. *Knowledge-based systems*, 89:14–46.

Maja Rudolph and David Blei. 2018. Dynamic embeddings for language evolution. In *Proceedings of the 2018 World Wide Web Conference*, pages 1003–1011.

Tapio Schneider, Shiwei Lan, Andrew Stuart, and Joao Teixeira. 2017. Earth system modeling 2.0: A blueprint for models that learn from observations and targeted high-resolution simulations. *Geophysical Research Letters*, 44(24):12–396.

Kanwal Sibal. 2015. *Paris should not Cloud Our Mind*: https://tinyurl.com/y2pxzjme.

Mark CJ Stoddart and David B Tindall. 2015. Canadian news media and the cultural dynamics of multilevel climate governance. *Environmental Politics*, 24(3):401–422.

Fabian M Suchanek, Gjergji Kasneci, and Gerhard Weikum. 2007. Yago: a core of semantic knowledge. In *Proceedings of the 16th international conference on World Wide Web*, pages 697–706.

Christine M Tardy and John M Swales. 2014. Genre analysis. *Pragmatics of discourse*, 3:165.

The Hindu. 2015. India a partner in climate change fight: US: https://tinyurl.com/yxv92bye.

James Thorne, Mingjie Chen, Giorgos Myrianthous, Jiashu Pu, Xiaoxuan Wang, and Andreas Vlachos. 2017. Fake news stance detection using stacked ensemble of classifiers. In *Proceedings of the 2017 EMNLP Workshop: Natural Language Processing meets Journalism*, pages 80–83.

United Nations. 2015a. *Paris Agreement*: https://tinyurl.com/y8yok58p.

United Nations. 2015b. *Transforming Our World: The 2030 Agenda for Sustainable Development*: https://tinyurl.com/z4o6pk4.

United Nations. 2015c. United Nations Sustainable Goal 13: https://sdgs.un.org/goals/goal13.

United Nations. 2015d. United Nations Sustainable Goals: tinyurl.com/i42hjonj.

United Nations Framework Convention on Climate Change (UNFCCC), Rio. 1992. United Nations Framework Convention on Climate Change: https://tinyurl.com/zf4mggo.

Giuseppe A Veltri and Dimitrinka Atanasova. 2017. Climate change on twitter: Content, media ecology and information sharing behaviour. *Public Understanding of Science*, 26(6):721–737.

Denny Vrandečić and Markus Krötzsch. 2014. Wiki-data: a free collaborative knowledgebase. *Communications of the ACM*, 57(10):78–85.

Peng Wang, Zesong Li, Zeyuan Li, and Xin Fang. 2019. A government policy analysis platform based on knowledge graph. In *2019 2nd International Conference on Artificial Intelligence and Big Data (ICAIBD)*, pages 208–214. IEEE.

Qiang Wang, Shuyu Li, and Zhanna Pisarenko. 2020. Modeling carbon emission trajectory of china, us and india. *Journal of Cleaner Production*, 258:120723.

Peter Weingart, Anita Engels, and Petra Pansegrau. 2000. Risks of communication: discourses on climate change in science, politics, and the mass media. *Public understanding of science*, 9(3):261–284.
Yan Wen, Cong Fan, Geng Chen, Xin Chen, and Ming Chen. 2019. A survey on named entity recognition. In *International Conference in Communications, Signal Processing, and Systems*, pages 1803–1810. Springer.

Wikipedia. 2021a. Conversation analysis — Wikipedia, the free encyclopedia. [https://en.wikipedia.org/w/index.php?title=Conversation_analysis&oldid=1002133168](https://en.wikipedia.org/w/index.php?title=Conversation_analysis&oldid=1002133168). [Online; accessed 31-January-2021].

Wikipedia. 2021b. Critical discourse analysis — Wikipedia, the free encyclopedia. [https://en.wikipedia.org/w/index.php?title=Critical_discourse_analysis&oldid=1003585910](https://en.wikipedia.org/w/index.php?title=Critical_discourse_analysis&oldid=1003585910). [Online; accessed 31-January-2021].

Wikipedia. 2021c. Register (sociolinguistics) — Wikipedia, the free encyclopedia. [https://en.wikipedia.org/w/index.php?title=Register_(sociolinguistics)&oldid=995093528](https://en.wikipedia.org/w/index.php?title=Register_(sociolinguistics)&oldid=995093528). [Online; accessed 31-January-2021].

Felix Ming Fai Wong, Chee Wei Tan, Soumya Sen, and Mung Chiang. 2016. Quantifying political leaning from tweets, retweets, and retweeters. *IEEE transactions on knowledge and data engineering*, 28(8):2158–2172.

Shuo Yang, Kai Shu, Suhang Wang, Renjie Gu, Fan Wu, and Huan Liu. 2019. Unsupervised fake news detection on social media: A generative approach. In *Proceedings of the AAAI conference on artificial intelligence*, volume 33, pages 5644–5651.

Zijun Yao, Yifan Sun, Weicong Ding, Nikhil Rao, and Hui Xiong. 2018. Dynamic word embeddings for evolving semantic discovery. In *Proceedings of the eleventh acm international conference on web search and data mining*, pages 673–681.

Xinyi Zhou and Reza Zafarani. 2020. A survey of fake news: Fundamental theories, detection methods, and opportunities. *ACM Computing Surveys (CSUR)*, 53(5):1–40.