Quantum phase transitions in the $K$-layer Ising toric code
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We investigate the quantum phase diagram of the $K$-layer Ising toric code corresponding to $K$ layers of two-dimensional toric codes coupled by Ising interactions. While for small Ising interactions the system displays $Z^K_2$ topological order originating from the toric codes in each layer, the system shows $Z_2$ topological order in the high-Ising limit. The latter is demonstrated for general $K$ by deriving an effective low-energy model in $K$th-order degenerate perturbation theory, which is given as an effective anisotropic single-layer toric code in terms of collective pseudo-spins 1/2 referring to the two ground states of isolated Ising chain segments. For the specific cases $K = 3$ and $K = 4$ we apply high-order series expansions to determine the gap series in the low- and high-Ising limit. Extrapolation of the elementary energy gaps gives convincing evidence that the ground-state phase diagram consists of a single quantum critical point in the 3d Ising* universality class for both $K$ separating both types of topological order, which is consistent with former findings for the bilayer Ising toric code.

I. INTRODUCTION

Two-dimensional topological order is known for its fascinating physical properties like long-range entangled ground states, a topology-dependent ground-state degeneracy, and elementary anyonic excitations with fractional statistics, all related by the universal topological entanglement entropy. In recent years also topological order in three-dimensional quantum many-body systems has been explored and, apart from direct generalizations of intrinsic topological order with a ground-state degeneracy depending only on the genus of the underlying topology like in the 3D toric code, so-called fracton phases have received a lot of attention. Here the ground-state degeneracy scales sub-extensively with the system size and elementary fracton excitations are immobile even in the presence of arbitrary local perturbations. Interestingly, many fracton models can originate from a layer construction, i.e., two-dimensional codes exhibiting topological order are stacked in specific ways resulting in three-dimensional quantum systems with non-trivial topological properties.

In general, it is therefore an important and fundamental question how topological order in two dimensions changes when adding a finite extension in the vertical direction so that one scales from two to three spatial dimensions. This includes also the fate of topological phase transitions out of topologically ordered phases which can not be described by local order parameters. One promising framework for topological phase transitions in two dimensions is in terms of the condensation of bosonic quasiparticles, also dubbed topological symmetry breaking, which has been observed microscopically in a variety of models for phase transitions between topological and non-topological phases. This concept can also be extended to phase transitions between two distinct topological phases. Apart from bilayer fractional quantum Hall systems and certain lattice models, the bilayer Ising toric code represents a paradigmatic example. The latter consists of two toric code layers coupled by an Ising interaction. The toric code (TC) is an exactly solvable two-dimensional quantum spin model with intrinsic $Z_2$ topological order and elementary excitations with mutual Abelian statistics. The bilayer Ising TC displays a second-order quantum phase transition between $Z_2 \times Z_2$ and $Z_2$ intrinsic topological order. The associated quantum phase transition can be described by the condensation of bosonic quasiparticles from both sides and it lies in the 3d Ising* universality class, which can be deduced from an exact duality mapping to the transverse-field Ising model on the square lattice.

Here we study the dimensional crossover from two- to three-dimensional topological quantum systems by investigating the $K$-layer Ising toric code (KITC) corresponding to $K$ layers of two-dimensional TCs coupled by Ising interactions as illustrated in Fig. 1. We aim at under-
standing the topological phase transition between the $\mathbb{Z}_2^k$ topological order for small Ising interactions and the $\mathbb{Z}_2$ topological order in the high-Ising limit. The presence of the topological order for large Ising interactions is demonstrated for general $K$ by deriving an effective low-energy model in $K$th-order degenerate perturbation theory, which is given as an effective single-layer TC. For the specific cases $K = 3$ and $K = 4$ we apply high-order series expansions to access the ground-state phase diagram quantitatively. We find evidence for a single quantum critical point in the 3d* universality class in both cases separating both types of topological order.

The article is organized as follows. In Sec. [II] we introduce the KITC. We further describe an exact duality mapping in the low-Ising topological phase and an exact representation of the KITC in terms of pseudospins 1/2 and hardcore bosons suitable for the high-Ising limit. All results for general $K$ are contained in Sec. [II]. This includes the derivation of an effective single-layer TC in the high-Ising limit using $K$th-order degenerate perturbation theory and the discussion of leading order perturbation theory for the elementary gaps in both limits. In the following Sec. [III] we apply high-order series expansions for the specific cases $K = 3$ and $K = 4$ and determine the ground-state phase diagram via extrapolation of the second derivative of the ground-state energy and the gap series about both limits. Finally, we conclude the main findings and implications in Sec. [IV].

II. MODEL

The KITC is defined on $K$ stacked two-dimensional square lattices with $N_c$ spin-1/2 sites each which are located on the edges as shown in Fig. 4. The spins are described by Pauli matrices $\sigma^\alpha_{s,\kappa}$ with $\alpha \in \{x, y, z\}$ where the index $\kappa \in \{1, \ldots, K\}$ represents the layers and $j$ labels the $N_c$ supersites which coincide with the spin sites of a single layer. These supersites correspond therefore to finite Ising chain segments with $K$ sites. The Hamiltonian

$$\mathcal{H}_{\text{KITC}} = -J_s \sum_{s,\kappa} A_{s,\kappa} - J_p \sum_{p,\kappa} B_{p,\kappa} - I \sum_{j,\kappa,\kappa'} \sigma^z_{j,\kappa} \sigma^z_{j,\kappa'},$$

(1)

consists of two types of interactions. Firstly, there are four-spin-interactions within each layer defined analogously to the single TC as introduced by Kitaev [8]. Spins located around a vertex of the same layer interact according to the star operator $A_{s,\kappa} \equiv \prod_{\kappa'} \sigma^x_{s,\kappa'}$ where stars are centered on vertices in layer $\kappa$, whereas spins on a square in the same layer $\kappa$ interact according to the plaquette operator $B_{p,\kappa} \equiv \prod_{j \in \partial_p} \sigma^z_{j,\kappa}$. These operators have eigenvalues $a_{s,\kappa}, b_{p,\kappa} \in \{\pm 1\}$, which is a consequence of $A_{s,\kappa}^2 = B_{p,\kappa}^2 = 1$ for all $s, p, \kappa$. Secondly, two nearest-neighbor spins in adjacent layers $\kappa$ and $\kappa'$ are coupled by an Ising interaction $\sigma^x_{j,\kappa} \sigma^x_{j,\kappa'}$. In the following we focus on $J_s, J_p, I > 0$.

Individual plaquette operators $B_{p,\kappa}$ commute with $\mathcal{H}_{\text{KITC}}$ so that the $a_{s,\kappa}$ are conserved quantities. This is not the case for the eigenvalues $a_{s,\kappa}$ of the star operators $A_{s,\kappa}$ whenever $I \neq 0$, because $[A_{s,\kappa}, \sigma^z_{s,\kappa} \sigma^z_{s,\kappa+1}] \neq 0$ if $i \in s$. Instead, the operators $A_{s,\kappa}^s \equiv \prod_{\kappa} A_{s,\kappa}$ and $B_{p,\kappa}^p \equiv \prod_{\kappa} B_{p,\kappa}$ commute with the Hamiltonian: we will call them superstar and superplaquette operators in the following. Whereas the $B_{p,\kappa}^p$ are not independent of the individual conserved plaquette operators, the eigenvalues $a_{s,\kappa}^s \in \{\pm 1\}$ of all $A_{s,\kappa}^s$ are additional conserved quantities. Since the possible eigenvalues of all conserved quantities found so far are $\pm 1$, we refer to them as parities that divide the Hilbert space into subspaces which do not mix under the action of the Hamiltonian $\mathcal{H}_{\text{KITC}}$. It will turn out that the relevant low-energy physics takes place in the sector $b_{p,\kappa} = a_{s,\kappa}^s = +1$ for all $p, \kappa, s$ as for the bilayer Ising toric code [13].

A. Dual model: High-Ising limit

For the discussion of the limit of high Ising interactions (hi), we apply a duality transformation that makes the symmetries of the individual Ising chain segments apparent. We observe that each chain can be described by knowing one selected spin and the alignment properties, i.e., ferro- or antiferromagnetic alignment, between all pairs of neighboring spins. Therefore, we map the $K$ spins of a chain segment at supersite $j$ on a pseudospin $\tau_j$ accounting for the $\mathbb{Z}_2$-symmetry

$$\tau^x_j \equiv \sigma^x_j, \quad \tau^z_j \equiv \prod_{\kappa} \sigma^z_{j,\kappa}$$

(2)

and $K - 1$ hardcore bosons

$$b_{j,\beta} \equiv \frac{1}{2} \left(1 - \sigma^z_{j,\beta} \sigma^z_{j,\beta+1}\right) \prod_{\kappa > \beta} \sigma^z_{j,\kappa},$$

$$b_{j,\beta}^- \equiv \frac{1}{2} \left(1 + \sigma^z_{j,\beta} \sigma^z_{j,\beta+1}\right) \prod_{\kappa > \beta} \sigma^z_{j,\kappa},$$

(3)

where $\beta \in \{1, \ldots, K - 1\}$ labels the positions between the layers numbered like the layer directly below it. An analogous mapping was used for the bilayer Ising toric code [18]; it originates from a perturbative treatment of the Kitaev honeycomb model [49]. Note that these bosonic operators $b_{j,\beta}$ are different from the star operator eigenvalues $b_{p,\kappa}$. They can be distinguished in particular by their $z$-symmetry

$$b_{j,\beta} \equiv \sigma^z_{j,\beta},$$

$$b_{j,\beta}^- \equiv \sigma^z_{j,\beta+1},$$

(4)

and can only take the values one and zero depending on the alignment of the two spins in adjacent layers. The hardcore bosons are mutually independent, which is described by the commutation relations

$$[b_{j,\beta}, b_{j,\beta'}] = 0,$$

$$[b_{j,\beta}, b_{j,\beta'}^-] = 0,$$

$$[b_{j,\beta}, b_{j,\beta'}^-] = \delta_{ij} \delta_{\beta\beta'}(1 - 2n_{j,\beta}).$$


The possible excitations are charges ($a_{s,p,\kappa}$) which satisfy the requirement $a_{s,p,\kappa} = +1$ on all stars which reduces the number of possible configurations. For every superstar $s$ we can find a mapping in terms of $K-1$ pseudospins $\mu_{s,\beta}$ located at positions $\beta \in \{1, \ldots, K-1\}$ between the layers. The eigenvalue of a pseudospin

$$\mu_{s,\beta} = \prod_{\kappa > \beta} A_{s,\kappa}$$

is +1 if the number of star excitations at superstar $s$ in the layers above is even and −1 if it is odd.

We can use these pseudospins to rewrite all operators of the original Hamiltonian \(\Pi\). The star operators read

$$A_{s,1} = \mu_{s,1},$$

$$A_{s,\kappa} = \mu_{s,\kappa-1}\mu_{s,\kappa}^{z} \quad \text{for } 1 < \kappa < K,$$

$$A_{s,K} = \mu_{s,K-1}^{z}.$$
relations (9) and (10) into (11) and neglecting the constant contribution of the plaquette operators, the Hamiltonian in terms of the pseudospins \( \mu_{s,\kappa} \) reads

\[
\mathcal{H}_{\text{dual,il}} = - J_s \sum_s \left( \mu_{s,1}^\dagger + \sum_{(\beta,\beta')} \mu_{s,\beta} \mu_{s,\beta'}^\dagger + \mu_{s,K-1} \right) - I \sum_{(s,s')} \mu_{s,\beta} K^\dagger_{s,\beta} \cdot \mu_{s',\beta} .
\]

and therefore consists of Ising interactions between superimposed pseudospins and field terms on the lowermost and topmost layer.

III. RESULTS FOR GENERAL \( K \)

This section includes all results which we obtained for general values of \( K \). We start by deriving an effective single-layer TC using \( K \)-th-order degenerate perturbation theory within the ground-state manifold of the high-Ising limit. In the following two subsections we discuss the properties of elementary excitations perturbatively up to second order about both limits.

A. Effective TC in high-Ising limit

In this subsection we derive an effective low-energy model of the Kitano Takahashi expansion (30) (51) that does not contain intermediate \( P_0 \)-operators reads \( P_0(\mathcal{V})K^{-1}VP_0 \) (see also App. A). Here \( P_0 = \sum_j (|\uparrow\rangle\langle\uparrow|_j + |\downarrow\rangle\langle\downarrow|_j) \) denotes the projector on the ground-state manifold and \( S \equiv (1 - P_0)/(E_{0,\text{hl}}^{(0)} - \mathcal{H}_0) \) with \( \mathcal{H}_0 \) the unperturbed Ising part of Hamiltonian Eq. (6) for \( J_s = J_p = 0 \). Thus, the only contribution in the perturbative expansion up to order \( K \) yielding a non-trivial contribution, which will turn out to be proportional to \( A_s \), can be obtained by determining all possible processes in \( V^K \) that flip all spins at a superstar exactly once and calculating the eigenvalues taken by the \( S \)-operators for each process. The eigenvalue of \( S \) is given by \( (-2I \cdot \#QP)^{-1} \) where \( \#QP \) denotes the number of hardcore bosons existing in one of the four involved Ising chain segments for later convenience. The number of hardcore bosons is determined by the sequence the flips are made. The \( K! \) possible sequences can be labeled by permutations \( \sigma \in S_K \) with \( S_K \) denoting the symmetric group for permutations of \( K \) elements such that the \( \sigma(m) \)-th spin in each chain is flipped by the \( m \)-th occurring \( V \). For each permutation \( \sigma \) the number of hardcore bosons per chain after the action of \( n \) perturbations is denoted by \( \#QP(\sigma,n) \). Finally, this yields the explicit expression

\[
P_0(\mathcal{V})K^{-1}VP_0 = \frac{-J_s^K}{(8I)^{K-1}} \sum_{\sigma \in S_K} \prod_{n=1}^{K-1} \frac{1}{\#QP(\sigma,n)} \sum_s A_s P_0 - E_{\text{offset}} P_0 .
\]

(See App. A for a proof by induction on \( K \)). Accordingly, the effective Hamiltonian of the Kitano Takahashi expansion in the limit \( I \gg J_s \) reads

\[
\mathcal{H}_{\text{eff,hl}}^{(K)} = - \frac{J_s^K}{(4I)^{K-1}} \sum_s A_s - K J_p \sum_p B_p + E_{\text{offset}} .
\]

(14)

This effective model corresponds to a single-layer TC with different couplings in front of star and plaquette operators, which is again exactly solvable. The ground states in the high-Ising phase are characterized by eigenvalues \( A_s = B_p = 1 \) for all \( s, p \). Consequently, the Kitano Takahashi expansion for large \( I \) displays \( Z_2 \) topological order with the topological entanglement entropy \( \gamma_{\text{TC}} = \log 2 \) of a single TC.
Thus, the relevant low-energy excitations have the energy to be distributed along closed loops on the dual lattice. The elementary excitations in the ground-state parity sector are the shown four hardcore-boson states.

and the topologically ordered ground states lie in the parity sector with \( a_s^+ = \tilde{a}_s = +1 \) for all \( s \).

We note that higher-order corrections in \( J/I \) are always products of effective star and plaquette operators. As a consequence, the effective low-energy model remains exactly solvable at any order in perturbation theory. This is a consequence of the reduced Hilbert space dimension \( 2^{N_c/2} \) of the low-energy subspace, which is similar to the multiplaquette expansion in the Kitaev’s honeycomb model [54] about the anisotropic limit.

B. Excitations in the high-Ising limit

In order to investigate the critical behavior, we consider the gap closing of the relevant excitations within the parity sector of the ground state that is defined by \( a_s^+ = b_{p,\kappa} = +1 \) for all \( s, p, \kappa \). Here we extract the ground-state energy and the gap in second-order perturbation theory for general \( K \). In Sec. [IV] we determine this gap for the specific cases \( K = 3 \) and \( K = 4 \) using high-order series expansions. This allows a quantitative analysis of the gap closing. Which excitations one has to consider is not a priori clear. Nevertheless, it cannot be the static excitations of the effective single-layer TC [14] but hardcore bosons must be involved. From Eqs. [15] and [7] we can express

\[
A_s^+ = \tilde{A}_s ,
\]

\[
B_{p,1} = \tilde{B}_p ,
\]

\[
B_{p,\kappa} = \tilde{B}_p \prod_{\beta<\kappa} \prod_{j\in p} (1 - 2n_{j,\beta}) .
\]  

(15)

This implies that the effective star and plaquette operators have eigenvalue +1 in this parity sector. Investigating terms as \( B_{p,\beta}B_{p,\beta+1} = \prod_{\gamma\in p} (1 - 2n_{\gamma,\beta}) \) yields that the hardcore bosonic excitations in the interlayer \( \beta \) have to be distributed along closed loops on the dual lattice. Thus, the relevant low-energy excitations have the energy \( 8I \) and are of the form \( \langle s, \beta \rangle \equiv \prod_{j\in s} a_j^\dagger \prod_{j\in \beta} [0] \), where \( [0] \) denotes the ground state of the effective single-layer TC [14].

First, we determine the absolute value of the ground-state energy \( E^{(2)}_{0,\text{hl}} \) for general \( K \) in second-order perturbation theory. It is given by

\[
E^{(2)}_{0,\text{hl}} = E^{(0)}_{0,\text{hl}} - \frac{N_c K}{2} J_p - \frac{N_c (K+2) J^2}{32} .
\]  

(16)

To calculate the gap of this elementary excitation consisting of four hardcore bosons, we introduce the Fourier transformed states \( |(q,p),\beta \rangle \) where \( (q,p) \) denotes the momentum coordinate within the layers, normalized by a factor of \( 2\pi/\sqrt{N_c/2} \) with \( \sqrt{N_c/2} \) being the width of the lattice. The effective single-particle Hamiltonian reads

\[
H_{1p,\text{hl}}^{(2)} = E^{(0)}_{1p} P_1 + P_1 V P_1 + P_1 V S_{1p} V P_1 ,
\]  

(17)

where \( P_1 \) refers to the projector on the single-particle \( (1p) \) Hilbert space sector and \( S_{1p} \) refers to the corresponding resolvent with \( E^{(0)}_{1p} = E^{(0)}_{\text{hl}} + 8I \). The associated matrix of dimension \( K - 1 \) from this effective Hamiltonian reads

\[
\langle (q,p),\beta | (H_{1p,\text{hl}}^{(2)} - E^{(2)}_{0,\text{hl}}) | (q,p),\beta' \rangle = \begin{pmatrix}
(f(q,p) J^2 s & J_s & J_s & 0 \\
J_s & J^2 & J^2 & J_s \\
J_s & J^2 & J^2 & J_s \\
0 & J_s & J_s & J^2
\end{pmatrix}_{\beta\beta'}
\]

\[
= 8I \delta_{\beta\beta'} - M_{\beta\beta'}
\]  

(18)

with \( f(q,p) = \frac{13}{18} + \frac{1}{4} \cos q + \frac{1}{4} \cos p \) which can only be diagonalized explicitly in first order for arbitrary \( K \). Using the diagonalization of tridiagonal Toeplitz matrices [54], we find

\[
\Delta_{\text{hl},K \geq 2}^{(1)} = 8I - 2J_s \cos \frac{\pi}{K} .
\]  

(19)

in first order. In second order, it can be shown that the eigenvalue is minimal for the case \( (q,p) = 0 \) which is also reasonable physically since the hopping processes within the layers with the negative coefficient \( -J^2/8I \) should lower the energy of a delocalized state with the same eigenvalue on all stars most.

Finally, we can analyze the limiting case \( K \to \infty \) by introducing periodic boundary conditions since this neglects effects of the outermost layers. The resulting matrix \( M_{\text{periodic}} \) reads

\[
M_{\text{periodic}} = \sum_{\kappa} \left( \begin{array}{c}
\frac{J^2}{24I} |(q,p),\beta\rangle \langle (q,p),\beta| \\
+ J_s |(q,p),\beta + 1\rangle \langle (q,p),\beta + 1| + \text{h.c.}) \\
+ \frac{J^2}{16I} |(q,p),\beta + 2\rangle \langle (q,p),\beta + 2| + \text{h.c.}
\end{array} \right)
\]  

(20)
$M_{\text{periodic}}$ is diagonal when Fourier transforming additionally in the direction within the chains. The maximal eigenvalue is $2J_s + J_s^2/(6I)$ at $(q, p) = 0$, which suffices to deduce the energy gap

$$\Delta_{\text{h},K=\infty}^{(2)} = 8I - 2J_s - \frac{1}{6} J_s^2$$

in the limit $K \to \infty$.

**C. Excitations in the low-Ising limit**

We turn to the low-Ising limit and determine the ground-state energy and the energy gap in second-order perturbation theory for general $K$. The ground state energy $E_{0,\text{II}}^{(2)}$ is given by

$$E_{0,\text{II}}^{(2)} = E_{0,\text{II}}^{(0)} - \frac{N_c (K - 1) I^2}{8} - \frac{3}{2} J_s.$$  \hspace{1cm} (22)

As for the high-Ising phase, the energy gap is located at momentum $(q, p) = 0$. In second-order perturbation theory, one has to distinguish the cases $K = 3$ and $K \geq 4$. For the 3ITC, one has the three elementary excitations in terms of the pseudospin model Eq. (22) (see Fig. 2 for illustration in the original language of star eigenvalues): $|\uparrow\downarrow\rangle$, $|\uparrow\uparrow\rangle$, and $|\uparrow\uparrow\rangle$ above the ground-state configuration $|\downarrow\downarrow\rangle$. The three corresponding energy gaps are given by

$$\Delta_{\text{h},|\uparrow\downarrow\rangle}^{(2)} = 4J_s - 4I - \frac{3}{2} J_s,$$

$$\Delta_{\text{h},|\uparrow\uparrow\rangle}^{(2)} = 4J_s - 3I^2 J_s.$$  \hspace{1cm} (23)

The fact that matrix elements between different particles vanish due to the conserved parity $\prod_s \mu^\sigma_{s,\kappa}$ for each layer $\kappa$, is used for the result. For $K \geq 4$, the excitation with the lowest energy can be identified in general from this. For $I = 0$ these are all states with exactly two $A_{s,\kappa}$ being flipped on a single star $s$ which results in the excitation energy $4J_s$. From the gap of the particles $|\uparrow\downarrow\rangle$ and $|\uparrow\uparrow\rangle$ as compared to the particle $|\uparrow\uparrow\rangle$ it can be concluded that all particles with non-vanishing first-order corrections have the flipped eigenvalues in neighboring layers. These excitations take the following form in the pseudospin model in terms of $(K - 1)$-mer states on a superstarg $s$: $|\uparrow\downarrow\ldots\downarrow\rangle = |s, 1\rangle_{\text{II}}, |\uparrow\uparrow\ldots\downarrow\rangle = |s, 2\rangle_{\text{II}}, \ldots, |\uparrow\downarrow\ldots\uparrow\rangle = |s, K - 1\rangle_{\text{II}}$. For all these particles the first-order correction

$$\mu(|q, p\rangle, \beta) P_1 \mathcal{P} V \mathcal{P}_1 (|q, p\rangle, \beta)_{\text{II}} = -2I (\cos q + \cos p),$$  \hspace{1cm} (24)

where $V$ corresponds to the Ising interaction, $P_1$ is the projector onto the single particle space and $(|q, p\rangle, \beta)_{\text{II}}$ denotes the Fourier transformed states. In second order, one finds that the energy gap is given by

$$\Delta_{\text{h},K \geq 4}^{(2)} = 4J_s - 4I - \frac{1}{6} J_s^2$$

is determined by the quasiparticles that are not in the layers at the border.

**IV. DISCUSSION FOR $K = 3$ AND $K = 4$**

After having discussed the properties of the KITC for general $K$, we use high-order series expansions for $K = 3$ and $K = 4$ in order to gain quantitative insights in the ground-state phase diagram. We applied Löwdin’s partitioning technique [55–57] and the method of perturbative continuous unitary transformations (pCUTs) [58, 59] to calculate the ground-state energies $E_{0,\text{II}}$ and $E_{0,\text{II}}$ as well as the elementary excitation gaps $\Delta_{\text{II}}$ and $\Delta_{\text{II}}$ in the low- and high-Ising limit up to high orders in perturbation. We reached order 14 for the ground-state energy in all cases while order 11 (order 8) has been calculated for $\Delta_{\text{II}}$ ($\Delta_{\text{II}}$) for both values of $K$. Assuming a second-order phase transition, we expect the following behaviour close to the quantum critical point

$$\Delta \propto (x - x_c)^{\nu z} \text{ for } |x - x_c| \ll 1$$

with the critical exponents $\nu$ describing the correlation length and the dynamical critical exponent $z$ describing the autocorrelation time. The second derivative of the ground-state energy $E_0$ diverges at the critical point as follows

$$\frac{d^2E_0}{dx^2} \propto (x - x_c)^{-\alpha} \text{ for } |x - x_c| \ll 1,$$  \hspace{1cm} (27)

with the critical exponent $\alpha$. Here $x$ corresponds to $J/I$ ($I/J$) in the low-Ising (high-Ising) phase. The obtained series are extrapolated using DLog Padé extrapolation [60] in order to extract estimates for the critical points $x_c$ as well as the associated critical exponents $\nu z$ and $\alpha$. Technical details on the Löwdin’s partitioning technique, on the pCUT method, the explicit series as well as on DLog Padé extrapolation can be found in App. [61]

Although we can not exclude a first-order phase transition between the low-Ising and the high-Ising phase, we can at least check consistency between the extrapolation of the low-Ising and the high-Ising series expansions, e.g., a first-order transition would result in a crossing of the two ground-state energies without a divergence of the second derivative. In principle, the ground-state phase diagram could also consist of intermediate phases. If the transitions from the low- and high-Ising phase to the intermediate region are both continuous, we could detect an intermediate region by the gap closing from both limits. In contrast, first-order phase transitions to potential intermediate phases can not be seen by our series expansions. In the following we find convincing indications for a single second-order phase transition in the 3d* universality class for $K = 3$ and $K = 4$.

**A. Phase diagram for $K = 3$**

We start with the case $K = 3$. The estimates for $(I/J_{\text{crit}})^{\nu z}$ and $\nu z$ from the gap extrapolations are displayed in Fig. [4]. The low-Ising gap $\Delta_{\text{II}}$ is available up to order 11 while the high-Ising gap $\Delta_{\text{II}}$ has been calculated.
FIG. 4. Non-defective DLog Padé approximants \([m, n]\) for the critical point (upper panels) and the critical exponent \(\nu_z\) (lower panels) for the low-Ising (left panels) and the high-Ising (right panels) limit from the \(K = 3\) gap series as a function of \(m + n\). DLog Padé approximants \([m, n]\) of the same family with \(m - n\) constant are connected by solid lines. For the more reliable gap \(\Delta_{ll}\), additionally, the average of orders with more than one DLog Padé approximant is shown in the inset plots with the sample standard deviation as error bars.

up to order 8. Thus the number of DLog Padé approximants is considerably larger in the low-Ising case. The degree of convergence for the low-Ising case is remarkably good for the critical point and trustworthy for the exponent. The respective numerical values are obtained by averaging over DLog Padé approximants \([m, n]\) of the two highest orders, excluding DLog Padé families consisting of single approximants. A family consists of all approximants with equal \(m - n\). The results are given in the first line of Tab. II.

From the high-Ising gap we can extract no reliable information about the exponent and only a rough estimate
of the critical point. Therefore we will not take these results into account in the following. For completeness, the second line of Tab. I contains the numerical values obtained analogously for the high-Ising gap series. Due to the low number of non-defective approximants, we also took families consisting of single members into account.

In Fig. 5 estimates for $x_c$ and $\alpha$ from the extrapolations of the second-derivative of the ground-state energy are shown. The low-Ising ground-state energy [IV] and the high-Ising ground-state energy [IV] are both available up to order 14. Due to this many approximants are available and the families seem to be reliably converged. The expected accuracy of the critical point is higher than for the exponent. Numerical values are obtained by aver-


TABLE I. Estimates for the critical point and the critical exponents from DLog Padé extrapolations for $3\text{ITC}$. Except for the high-Ising gap, the respective values are obtained by averaging over DLog Padé approximants $[m, n]$ of the two highest orders, excluding DLog Padé families consisting of single approximants. A family consists of all approximants with equal $m - n$. The standard deviations are given in brackets. Because of the low number of approximants of the high-Ising gap $\Delta_{3\text{ITC}}$, we also took the respective single family members into account; the approximants must be assumed to be not satisfyingly converged. Averaging over the other three results for the critical point overall indicates an estimate of $(I/J_s)_c = 0.606(6)$.

\[
\begin{array}{|c|c|c|}
\hline
\text{Energy gap} & \alpha & \nu_z \\
\hline
\Delta_{\text{ITC}} & 0.6056(10) & 0.577(11) \\
\Delta_{3\text{ITC}} & 0.63(10) & 0.5(4) \\
\partial_{I/J_s}E_{0,\text{ITC}} & 0.61/2(10) & 0.504(11) \\
\partial_{I/J_s}E_{0,3\text{ITC}} & 0.6011(23) & 0.461(13) \\
\hline
\end{array}
\]

TABLE II. Estimates for the critical point with sample standard deviations of all reliable expansions for $K = 4$. Except for the second derivative of the low-Ising ground-state energy, the respective values are obtained by averaging over DLog Padé approximants $[m, n]$ of the two highest orders, excluding families consisting of single approximants. A family consists of all approximants with equal $m - n$. The standard deviations are given in brackets. Because of the low number of high-order approximants of the low-Ising ground-state energy $E_{0,\text{ITC}}$, we also took the respective single family members into account. Averaging over the all three results for the critical point overall indicates an estimate of $(I/J_s)_c = 0.569(15)$.

\[
\begin{array}{|c|c|c|}
\hline
\text{Energy gap} & \text{II-limit} & \text{II-limit} \\
\hline
\text{Ground-state energy} & 0.5729(5) & \\
\hline
\end{array}
\]

V. CONCLUSION

In this work, we have investigated the quantum phase diagram of the $K$-layer Ising toric code. The system displays $\mathbb{Z}_2^K$ topological order for small Ising interactions originating from the toric codes in each layer. In contrast, the system shows $\mathbb{Z}_2$ topological order in the high-Ising limit. This can be shown for general $K$ by deriving an effective low-energy model in $K$th-order degenerate perturbation theory. Up to an unimportant energy offset, the low-energy model corresponds to an effective single-layer toric code in terms of collective pseudo-spins $1/2$ referring to the two ground states of isolated Ising chain segments. The prefactors of effective star and plaquette operators are highly anisotropic. While the effective pla-
quette operators are present in first-order perturbation theory, the effective star operators arise in order $K$ perturbation theory. As a consequence, the effective charge gap reduces with increasing $K$ and vanishes for $K \to \infty$.

We further analyzed the nature of the quantum phase transition between the low-Ising and high-Ising topological orders. Our results are consistent with a single quantum critical point in the 3d Ising* universality class for all $K$ generalizing former findings for the bilayer Ising toric code [48]. For the specific cases $K = 3$ and $K = 4$ we applied high-order series expansions to determine the series of the ground-state energy and the elementary gap.
in the low- and high-Ising limit. Extrapolation of the elementary energy gaps gives indeed convincing evidence that the ground-state phase diagram consists of a single quantum critical point for both \( K \). The extracted critical exponents are in agreement with the 3d Ising* universality class, but the quality of the extrapolation is not sufficient for quantitative predictions. Further numerical studies are therefore needed which we leave for future research.
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Appendix A: Proof of the effective coupling of the
KITC

In the following we show \( J_{\text{eff}} = J_K^{K+1} \) by proving
\[
\sum_{s \in S_{K+1}} \prod_{n=1}^{K-1} \frac{1}{#QP(s,n)} = 2^{K-1}
\]
by induction on \( K \). The effective coupling for the bilayer toric code \( J_{\text{eff}} = J_K^2/4I \) can be used as the base case. The induction step is equivalent to the statement
\[
\sum_{s \in S_K} \prod_{n=1}^{K} \frac{1}{#QP(s,n)} = 2 \sum_{s \in S_K} \prod_{n=1}^{K-1} \frac{1}{#QP(s,n)}.
\]

The proof of Eq. (A1) is simplified by the formula
\[
\frac{1}{a_1 a_2 \ldots a_N} = \frac{1}{(a_1+1)a_2 \ldots a_N} + \frac{1}{(a_1+1)(a_2+1)a_3 \ldots a_N} + \ldots + \frac{1}{(a_1+1)(a_2+1) \ldots (a_N+1)a_N}
\]
for \( a_1, \ldots, a_N \in \mathbb{R} \setminus \{ -1, 0 \} \) and \( N \in \mathbb{N} \) which can be proven by induction. Now, the induction step for the proof of \( J_{\text{eff}} = J_K^{K+1} \) from Eq. (A1) can be shown. The approach is to split the right hand side of Eq. (A1) into its addends and to show that the equality holds for every addend individually for a suitable choice of addends of the left hand side. For this, the set \( \Omega_{\sigma} \subset S_{K+1} \) is defined as
\[
\Omega_{\sigma} = \left\{ (K+1, \sigma(1), \ldots, \sigma(K)), \ldots, (\sigma(1), K+1, \sigma(2), \ldots, \sigma(K)), \ldots, (\sigma(1), \ldots, \sigma(K), K+1) \right\}.
\]

For clarity, permutations of \( S_K \) are denoted by \( \sigma = (\sigma(1), \ldots, \sigma(K)) \) and permutations of \( S_{K+1} \) by \( \tau \). Furthermore, the set \( \Omega_{\sigma} \) is divided into two disjoint subsets
\[
\Omega_{\sigma}^{1} = \left\{ \tau \in \Omega_{\sigma} | \tau^{-1}(K+1) < \tau^{-1}(K) \right\} \quad \text{(A4)}
\]
and
\[
\Omega_{\sigma}^{2} = \left\{ \tau \in \Omega_{\sigma} | \tau^{-1}(K+1) > \tau^{-1}(K) \right\} \quad \text{(A5)}
\]
As intended, the disjoint union of all sets \( \Omega_{\sigma}^{1,2} \)
\[
\bigcup_{\sigma \in S_K} \Omega_{\sigma}^{1} \cup \Omega_{\sigma}^{2} = S_{K+1} \quad \text{(A6)}
\]
is the symmetric group \( S_{K+1} \). Intuitively, \( \Omega_{\sigma} \) is the set of orders in which the spins \( 1, \ldots, K \) are flipped in the order given by \( \sigma \) and the spin \( K+1 \) is flipped in an arbitrary step in between. \( \Omega_{\sigma}^{1,2} \) distinguish between the cases that spin \( K+1 \) is flipped before and after its only neighbor \( K \). Defining \( j \) as \( \sigma^{-1}(K) \), it follows that
\[
K = \left\{ \tau(j+1) \quad \tau \in \Omega_{\sigma}^{1} \right\} \quad \text{(A7)}
\]
\[
\left\{ \tau(j) \quad \tau \in \Omega_{\sigma}^{2} \right\}
\]
which means that spin \( K \) is flipped by the \( j \)-th \( V \) in \( \Omega_{\sigma}^{1} \) and by the \((j+1)\)-th \( V \) in \( \Omega_{\sigma}^{2} \).

Now, the contributions from permutations of \( \Omega_{\sigma}^{1,2} \) to the sum on the left hand side of Eq. (A1) are to be calculated with \( p_n = #QP(\sigma, n) \). For each addend, it is denoted in which step spin \( K+1 \) is flipped by the corresponding permutation \( \tau \). Using this, the modification of the term \((p_{1}p_{2} \ldots p_{K-1})^{-1}\) from the process given by \( \sigma \) can be expressed by adding 1 to \( p_n \) in all steps with an additional quasiparticle from the spins \( K \) and \( K+1 \). In this form the contributions from \( \Omega_{\sigma}^{1,2} \) read
\[
\sum_{\tau \in \Omega_{\sigma}^{1,2}} \prod_{n=1}^{K} \frac{1}{#QP(\tau,n)} = \frac{1}{p_{1}p_{2} \ldots p_{K-1}} = \prod_{j=1}^{K-1} \frac{1}{#QP(\sigma,n)}
\]
The first calculation, Eq. (A2) was applied with $j = 1, a_1 = p_{j-1}$ and $a_N = p_1$, and in the second calculation with $N = K - j$, $a_1 = p_j$ and $a_N = p_{K-1}$. These results imply Eq. (A1) directly:

$$\sum_{\tau \in \Omega_2} \prod_{n=1}^{K} \frac{1}{\#Q_P(\tau, n)}$$

$$= \sum_{\tau \in \Omega_2} \left( \sum_{\tau \in \Omega_2} \prod_{n=1}^{K} \frac{1}{\#Q_P(\tau, n)} + \sum_{\tau \in \Omega_2} \prod_{n=1}^{K} \frac{1}{\#Q_P(\tau, n)} \right)$$

$$= 2 \sum_{\tau \in \Omega_2} \prod_{n=1}^{K-1} \frac{1}{\#Q_P(\tau, n)}.$$

**Appendix B: Technical aspects**

In the following we give technical aspects on Löwdin's partition technique, pCUTs, as well as on DLog Padé extrapolation.

1. **Löwdin's partition technique**

For an eigenvalue problem

$$\left( H_0 + \lambda V \right) |\Psi_i\rangle = E_i |\Psi_i\rangle$$  \hspace{1cm} (B1)

Löwdin’s partitioning technique [55, 57] can be used to determine the eigenvalues $E_i$ up to a given order in $\lambda$. To this sake the Hilbert space is decomposed into the eigenspace of interest and its orthogonal complement i.e. a state $|\Psi_i\rangle$ is decomposed into

$$|\Psi_i\rangle = P |\Psi_i\rangle + Q |\Psi_i\rangle = |\Psi_i\rangle_p + |\Psi_i\rangle_q$$  \hspace{1cm} (B2)

where $P$ is a projection operator onto the eigenspace of interest and $Q = 1 - P$ projects onto the orthogonal complement of this subspace [59]. After some rearrangement [61] one can write an eigenvalue equation of the form

$$\Theta_{i} |\Psi_{i\rangle} = \left( E_{i} - E_{i}^{(0)} \right) |\Psi_{i\rangle}_{p},$$  \hspace{1cm} (B3)

where $E_i$ is the energy eigenvalue of $H$ and $E_{i}^{(0)}$ is the energy eigenvalue of $H_0$ for any state in the eigenspace of interest. The operator $\Theta_{i}$ can then be shown to be given as [57]

$$\Theta_{i} = PV \left[ \sum_{m=0}^{\infty} \left( \sum_{j=0}^{\infty} \left( -S \sum_{k=1}^{\infty} E^{(k)}_{i} \right) \lambda^{j} \right)^{m} \right] P,$$  \hspace{1cm} (B4)

where $E^{(k)}_{i}$ is the energy in order $k$ and

$$S = \frac{Q}{E^{(0)} - H_0}.$$  \hspace{1cm} (B5)

Note that in order to calculate $\Theta_{i}$ up to order $k$ only energy corrections up to order $k - 2$ are needed during the calculation, so this operator can be calculated iteratively up to a desired order in $\lambda$. Actually the iterative use of the energy corrections results efficient, not only because these terms do not have to be recalculated, but also because it is easy to sort out terms based on very simple criteria. For example, if no first-order correction exists, all terms involving the corresponding energy can be dropped [57]. Obviously, expectation values calculated with Löwdin’s partition technique equal those calculated with pCUT. Accordingly, it is usually suitable to perform the linked cluster expansions for ground-state energies with Löwdin instead of pCUT.

2. **Method: pCUT**

For perturbative continuous unitary transformations (pCUTs) [58, 59] we start with a lattice Hamiltonian, which has an equidistant spectrum and is bounded from below

$$H = H_0 + Q + \lambda \sum_{n=-N}^{N} T_n,$$  \hspace{1cm} (B6)

where $Q$ is a quasiparticle-counting operator and the $T_n$-operators change the number of quasi-particles (QPs) by $n$

$$[Q, T_n] = nT_n.$$  \hspace{1cm} (B7)
The pCUT method maps such a many-particle lattice Hamiltonian to a QP-conserving effective Hamiltonian

\[ \mathcal{H}_{\text{eff}} = E_0 + Q + \sum_k \lambda^k \sum_{m, |m| = k} \mathcal{C}(m) T(m) \]  

with \( m = (m_1, \ldots, m_k), \)

\[ |m| = \dim(m), \]

\[ T(m) = T_{m_1} \cdots T_{m_k}. \]

Interestingly the effective Hamiltonian can be rewritten as the sum of nested commutators of \( T \)-operators. This naturally leads to a linked cluster property, i.e. that all processes involved in the perturbative expansion are defined on connected subclusters. This makes the method naturally suited for linked cluster expansions in all quasi-particle sectors, which we also employ in this paper, in order to push to higher perturbation orders.

3. Method: DLog Padé approximation

For a more precise analysis of the system regarding phase transitions, the ground-state energies and energy gaps in both limiting cases must be investigated for parameter values of \( I/J \) in the vicinity of the points the gaps close at. Here the ground-state energy and the energy gap in the low-Ising limit are denoted by \( E_{0,1l} \) and \( \Delta_{1l} \) and in the high-Ising limit by \( E_{0,1h} \) and \( \Delta_{1h} \). Besides the zero points of the gaps corresponding to phase transition points, also the dependence of these quantities on the parameter controlling the transition is interesting since, in the case of a second-order phase transitions, close to the critical point these dependencies are described by critical exponents which are determined by the universality class of the phase transition. In general, with \( x \) being a normalized model parameter, the energy gap scales according to

\[ \Delta \propto (x - x_c)^\nu z \text{ for } |x - x_c| \ll 1 \]

with the critical exponents \( \nu \) describing the correlation length and the dynamical critical exponent \( z \) describing the autocorrelation time. The second derivative of the ground-state energy diverges at the critical point which is described by the exponent \( \alpha \)

\[ \frac{d^2 E_0}{dx^2} \propto (x - x_c)^{-\alpha} \text{ for } |x - x_c| \ll 1, \]

corresponding to the behavior of the specific heat in thermal phase transitions. In order to gain access to these quantities higher orders of the perturbative series are needed. Therefore, an implementation for computing these corrections was used to obtain the exact series expansions of the ground-state energies up to order 14, the low-Ising gap up to order 11, and the high-Ising gap up to order 8. The ground-state energies were evaluated using a full graph decomposition and a perturbative method by Löwdin. The gap in the low-Ising limit using perturbative continuous unitary transformations and graph decomposition, and the gap in the high-Ising limit on a cluster using the Takahashi method. The results are given in App. C.

The approximations can be refined by performing Padé extrapolations. Instead of polynomials, rational functions are used with the same condition that all known derivatives must coincide with the expansion. These rational approximations are much more suitable to describe functions close to poles than the raw series expansions. In order to apply this technique on observables with an undifferentiable but not diverging point, the observable needs to be modified. Considering the energy gap again, differentiating the logarithm of the gap

\[ \frac{d}{dx} \log \Delta = \frac{\Delta'}{\Delta} \sim \frac{\nu z}{x - x_c} \]

yields the desired form. In principle, a pole structure could also be obtained by differentiating the gap only, but the logarithm gives better numerical access to the exponent, then equaling the residue

\[ \nu z = \left[ (x - x_c) \frac{d}{dx} \log \Delta \right]_{x_c}. \]

Padé approximations of such modified functions \( f \) are also called DLog Padé approximations and defined in terms of the chosen degrees of the polynomials in the numerator \( m \) and in the denominator \( n \)

\[ \text{DLog Padé}[m, n](f) = \frac{q(x)}{p(x)} = \frac{\sum_{i=0}^m a_i x^i}{1 + \sum_{i=1}^n b_i x^i} \approx \frac{d}{dx} \log f. \]

The coefficient \( b_0 \) can be set to one for \( p(0) \neq 0 \) by rescaling all other coefficients. In this form all \( m + n + 1 \) coefficients are determined by the \( N + 1 \) coefficients obtained from a series expansion of \( \frac{d}{dx} \log f \) up to order \( N \) if \( m + n = N \) holds, using the condition that the derivatives coincide. If instead the series expansion of \( f \) up to order \( N \) is used, the highest order is distorted by the derivation and the condition for the highest correct approximation reads \( m + n = N - 1 \).

However, the quality of the individual approximants for degrees \( m \) and \( n \) depends on how suitable the corresponding rational function is to the physical behavior. In order to avoid artifacts in the extrapolation, approximants possessing certain properties will be neglected. Firstly, if an approximant contains additional poles close to the assumingly physical pole, the physical pole must
be expected to be displaced. Also complex poles must be considered disturbing. For the later discussion, all approximants with additional poles within the radius of \( I/J_s = 0.2 \) around the critical point will be neglected, therefore. Secondly, if \( q \) and \( p \) share roots, the resulting values equal the ones from the approximant DLog Padé\([m - 1, n - 1]\) which then are only included in the analysis for the lower order. Neglected poles are also referred to as defective. We do not expect approximants with \( m = 1 \) or \( n = 1 \) to successfully indicate the critical values and thus neglect them.

**Appendix C: High-order series for \( K = 3 \) and \( K = 4 \)**

| \( n \) | \( \Delta_{ll} \) | \( \Delta_{hl} \) |
|---|---|---|
| 0 | 4 | 8 |
| 1 | 1 | 2 | 7 |
| 3 | 8 | 16 |
| 4 | -87 | 4327 |
| 5 | 1079 | 18847 |
| 6 | 18303 | 761018983 |
| 7 | 296207 | 184324826079 |
| 8 | 4784639425 | 8692398091519146 |
| 9 | 67928594161 | 83062832077209600000 |
| 10 | 1669420313037689 | |
| 11 | 2251880345977663031 | |
| 12 | 352241053631262000 | |

**TABLE III.** Coefficients of the expansions of the energy gaps in the low-Ising and the high-Ising limit of the 3ITC. A coefficient of order \( n \) contributes to the expansion proportional to \( J^n/N^{n-1} \) in the high-Ising limit and to \( I^n/J^{n-1} \) in the low-Ising limit.

| \( n \) | \( \epsilon_{0,ll} \) | \( \epsilon_{0,hl} \) |
|---|---|---|
| 0 | -3 | -4 |
| 1 | 0 | 0 |
| 2 | -2 | -3 |
| 3 | 0 | 0 |
| 4 | -9 | -58 |
| 5 | 0 | 113 |
| 6 | 4505 | -1225 |
| 7 | 44268 | |
| 8 | -33074467 | -131097159916159 |
| 9 | -254039065 | -176675047517477261 |
| 10 | -333678519849319 | -14749704844496920190000054457 |
| 11 | -392236186089 | -108311858323133991777207089600000000 |
| 12 | -303172238388823419 | -38397452345838746850800000000000 |
| 13 | 0 | -661598755006059470450241200990705747 |
| 14 | 917682994052455134414030999 | 23312415467802500038677566210538051106685250654307 |
| 15 | 16701972227243207420000000 | -15460544415192681847885224721305040675720396800000000 |

**TABLE IV.** Coefficients of the low-Ising and high-Ising ground-state energy expansions per unit cell for the 3ITC. A coefficient of order \( n \) contributes to the expansion proportional to \( J^n/N^{n-1} \) in the high-Ising limit and to \( I^n/J^{n-1} \) in the low-Ising limit. The energy zero point of the zeroth order is chosen according to the model in its original form of Eq. \( [1] \).
TABLE V. Coefficients of the expansions of the energy gaps in the low-Ising and the high-Ising limit of the 4ITC. A coefficient of order $n$ contributes to the expansion proportional to $J^n_s/I^{n-1}$ in the high-Ising limit and to $I^n/J^{n-1}$ in the low-Ising limit.

| $n$ | $\Delta_{II}$ | $\Delta_{II}^*$ |
|-----|---------------|-----------------|
| 0   | 4             | 8               |
| 1   | -4            | $-\sqrt{2}$     |
| 2   | -2            | $-\frac{7}{17}$ |
| 3   | $-\frac{3}{17}$ | $\frac{35\sqrt{2}}{9216}$ |
| 4   | $-\frac{59}{71}$ | $-\frac{8993}{43861}$ |
| 5   | $\frac{71}{3072}$ | $\frac{682663741\sqrt{2}}{417617981440}$ |
| 6   | $-\frac{1536}{23233}$ | $-\frac{1638633709221}{1092472128000}$ |
| 7   | $\frac{15834157}{21226644}$ | $\frac{46579091529447\sqrt{2}}{4226532630595216000}$ |
| 8   | $\frac{2230496311}{2548039680}$ | $\frac{2171225541259}{4226532630595216000}$ |
| 9   | $\frac{6115295221200}{32314028621984019}$ | $\frac{11876070855690809}{70448201072640000}$ |
| 10  | $-\frac{911179726263054989}{70448201072640000}$ | $\frac{4}{21226644}$ |
| 11  | $-\frac{3550000000000}{21226644}$ | $-\frac{1265026654096681769}{4409250026752096000000}$ |

TABLE VI. Coefficients of the low-Ising and high-Ising ground-state energy expansions per unit cell for the 4ITC. A coefficient of order $n$ contributes to the expansion proportional to $J^n_s/I^{n-1}$ in the high-Ising limit and to $I^n/J^{n-1}$ in the low-Ising limit. The energy zero point of the zeroth order is chosen according to the model in its original form of Eq. [1].

| $n$ | $\epsilon_{0,II}$ | $\epsilon_{0,II}$ |
|-----|--------------------|--------------------|
| 0   | -4                 | -6                 |
| 1   | 0                  | 0                  |
| 2   | $-\frac{7}{256}$   | $-\frac{1}{2}$     |
| 3   | 0                  | 0                  |
| 4   | $\frac{47}{192}$   | $-\frac{467}{1728}$ |
| 5   | 0                  | 0                  |
| 6   | $\frac{41875}{32184}$ | $\frac{525314909}{933464448000}$ |
| 7   | 0                  | 0                  |
| 8   | $\frac{83376133}{339736824}$ | $-\frac{1265026654096681769}{4409250026752096000000}$ |
| 9   | 0                  | 0                  |
| 10  | $-\frac{296016849889}{587638427200}$ | $-\frac{1272424614372127286829605158291}{27483606047594278313195206380000000}$ |
| 11  | 0                  | 0                  |
| 12  | $\frac{3332831772209465181}{118552977560352000000}$ | $-\frac{4611210689071559709714245633149718176000000000}{4611210689071559709714245633149711817600000000000000}$ |
| 13  | 0                  | 0                  |
| 14  | $-\frac{17101800787552558640040551}{121718312797972462400000000000}$ | $-\frac{5106626361618246901094488983961991874205524098826776618502037}{26655197266762549936205216392220954559602744802184003584400000000000000000}$ |
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