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Introduction

In this thesis we develop the theory of diagrammatic Temperley-Lieb categories in order to construct examples of spherical fusion categories, which we then use to define Turaev-Viro skein modules for $n$-holed disks.

The basic Temperley-Lieb category contains as endomorphism spaces the Temperley-Lieb algebras, which have many surprising links to statistical mechanics, knot theory and representation theory. From this basic definition one constructs the Temperley-Lieb-Jones categories, which have very nice structure: at roots of unity $q$ they are equivalent as braided spherical tensor categories to the semisimplified category $\mathcal{R}ep U_q(\mathfrak{sl}_2)$ of representations of the quantum algebra $U_q(\mathfrak{sl}_2)$. (We do not address this any further in this thesis, the interested reader may see for example [ST08] or Chapter XII of [Tur94]). Further, the Temperley-Lieb-Jones categories are examples of spherical fusion categories, that is, semisimple spherical linear categories with additional nice properties, and one of the reasons these categories are interesting is that they allow us to construct skein modules.

A skein module is a module associated to a 2-manifold, and is the first step towards constructing a $(2+1)$-dimensional topological quantum field theory (TQFT). Briefly speaking, a $(n+1)$-dimensional TQFT is a functor from $(n+1)$-Cob to $\text{FdVect}$, assigning to every $n$-manifold a finite-dimensional vector space and to every $(n+1)$-cobordism between $n$-manifolds a linear transformation between the corresponding vector spaces, in a manner that respects composition and the rigid symmetric monoidal structure of the categories. These were first used to construct topological invariants by Witten in a seminal paper in 1989 [Wit89], and were axiomatized by Atiyah [Ati88] around the same time. (For a general introduction to topological quantum field theory from the algebraic point of view see for instance [Ati88] or the first section of [BD95].)

Following Witten’s work, one of the next TQFTs to be discovered was the Turaev-Viro TQFT [TV92], which takes as input a spherical fusion category in order to construct vector spaces (free modules) for 2-surfaces and linear maps for 3-cobordisms. In this thesis we deal only with the 2-dimensional aspect of the theory and use Temperley-Lieb-Jones at roots of unity to construct skein module invariants associated to a specific class of surfaces, namely $n$-holed disks.

The outline of this thesis is as follows. Chapter 1 begins with some preliminary definitions and results. In Chapter 2 we define generic Temperley-Lieb, introduce the all-important Jones-Wenzl idempotents and use them to construct the generic Temperley-Lieb-Jones cate-
gories TLJ. In Chapter 3 we take a necessary detour into some Temperley-Lieb skein theory, proving the results we will need in order to show that generic TLJ is semisimple, which we do in Chapter 4. In Chapter 5 we consider what happens for TLJ evaluated at a root of unity, and show that after taking the quotient by the negligible ideal we obtain a semisimple category with finitely many simple objects, which is also spherical fusion. Finally, in Chapter 6 we present an alternative approach to constructing the Turaev-Viro skein modules for $n$-holed disks.
Chapter 1

Preliminaries

In this chapter we introduce some basic notions and notation that will be used throughout the rest of this thesis.

For a category $\mathcal{C}$ let $\text{Obj}(\mathcal{C})$ denote the set of objects of $\mathcal{C}$ and $\text{Mor}(\mathcal{C})$ the set of all morphisms in $\mathcal{C}$. We write $\mathbb{I}_a$ for the identity morphism on $a$. All our categories are small, that is, $\text{Obj}(\mathcal{C})$ and $\text{Mor}(\mathcal{C})$ are sets.

Definition 1.0.1. A monoidal category $(\mathcal{C}, \otimes, e)$ is a category $\mathcal{C}$ together with a tensor product bifunctor $\otimes: \mathcal{C} \times \mathcal{C} \to \mathcal{C}$ and a distinguished object $e \in \text{Obj}(\mathcal{C})$ satisfying the following axioms:

1. (Identity). There are natural isomorphisms $\lambda$ and $\rho$ with components

   $$\lambda_a: e \otimes a \cong a$$

   and

   $$\rho_a: a \otimes e \cong a$$

   for each $a \in \text{Obj}(\mathcal{C})$.

2. (Associativity). There is a natural isomorphism $\alpha$ with components

   $$\alpha_{a,b,c}: (a \otimes b) \otimes c \cong a \otimes (b \otimes c)$$

   for all $a, b, c \in \text{Obj}(\mathcal{C})$.

3. (Coherence). The triangle diagram

   $$
   \begin{array}{ccc}
   (a \otimes e) \otimes b & \xrightarrow{\alpha_{a,e,b}} & a \otimes (e \otimes b) \\
   \alpha_{a,b,e} \downarrow & & \downarrow \alpha_{a,b,c} \\
   a \otimes b & = & a \otimes (e \otimes b) \\
   \rho_a \otimes 1_b & & 1_a \otimes \lambda_b \\
   \end{array}
   $$
and the pentagon diagram

\[
\begin{array}{ccc}
(a \otimes (b \otimes c)) \otimes d & \xrightarrow{\alpha_{a,b,c,d}} & (a \otimes b) \otimes (c \otimes d) \\
\downarrow & & \downarrow \\
 a \otimes ((b \otimes c) \otimes d) & \xrightarrow{1_a \otimes \alpha_{b,c,d}} & a \otimes (b \otimes (c \otimes d))
\end{array}
\]

are commutative for all \(a, b, c, d \in \text{Obj}(C)\). This implies that the order in which we parenthesize a tensor product of \(a_1, \ldots, a_n\) (with arbitrary insertions of the tensor identity \(e\)) does not matter: any two such parenthesized tensor products \(x\) and \(y\) are isomorphic via a sequence of morphisms \(\lambda, \rho, \alpha\) and their inverses, and furthermore any two such sequences beginning at \(x\) and ending at \(y\) in fact yield the same isomorphism \(x \cong y\). (See Chapter VII of [Mac98] or Section 1.9 of [EGNO09] for more information.)

Note that \(\otimes\) being a bifunctor means that in particular the “exchange relation” \((f \otimes g) \circ (h \otimes k) = (f \circ h) \otimes (g \circ k)\) holds for all morphisms \(f, g, h, k \in \text{Mor}(C)\).

A monoidal category is called \textbf{strict} if the natural isomorphisms \(\lambda, \rho\) and \(\alpha\) are in fact identities.

We will construct skein modules using monoidal categories that have some additional structure. Here we introduce the first of these.

**Definition 1.0.2.** A \textbf{linear category} is a category enriched over the category of vector spaces. Explicitly, a \(\mathbb{F}\)-linear category is a category whose hom-sets are vector spaces over some field \(\mathbb{F}\), in which composition of morphisms is bilinear with respect to addition in the hom-space. A \textbf{linear monoidal category} is category that is linear, monoidal, and whose tensor product is bilinear with respect to addition.

We then have the following easy fact, stated without proof:

**Proposition 1.0.3.** The endomorphism spaces of \(\mathbb{F}\)-linear categories are in fact \(\mathbb{F}\)-algebras, with multiplication given by composition of morphisms.

For this reason \(\mathbb{F}\)-linear categories are often known as \(\mathbb{F}\)-\textit{algebroids} in the literature.

Until stated otherwise, throughout this paper we will take our ground field to be \(\mathbb{F} = \mathbb{C}(q)\), the fraction field of the ring of complex polynomials in a formal parameter \(q\).

**Definition 1.0.4.** The \(n\)-th quantum integer \([n]\) is the element of \(\mathbb{F}\) given by

\[
[n] := \frac{q^n - q^{-n}}{q - q^{-1}} = q^{-n+1} + q^{-n+3} + \cdots + q^{n-3} + q^{n-1} \quad \text{when } n \neq 0.
\]

An important relation we will make use of is the following, whose proof follows easily from the definitions.
Proposition 1.0.5 (Recursion relation for \([n]\)). For all integers \(n > 0\),

\[
[n + 1] = [2][n] - [n - 1].
\]

Next we define the Temperley-Lieb diagrams.

Definition 1.0.6. Let \(m, n\) be non-negative integers, \(I\) the unit interval \([0, 1]\) and consider the unit square \(I \times I\) with \(m\) and \(n\) points distinguished on the bottom and top edges \(I \times \{0\}\) and \(I \times \{1\}\) respectively. For \(m + n\) even, a simple Temperley-Lieb (TL) diagram from \(m\) to \(n\) points consists of smooth arcs with endpoints on a top or bottom edge connecting pairs of distinguished points, together with finitely many (possibly zero) loops drawn in the unit square. All arcs and loops are mutually disjoint, and planar isotopic diagrams are to be considered equal. If \(m + n\) is odd, there are no simple TL diagrams from \(m\) to \(n\) points.

Arcs connecting two points on the top edge are known as cups, those connecting points on the bottom edge caps, and arcs connecting a point on the top edge with a point on the bottom edge are called through-strings. For convenience we call points connected by cups and caps, capped points and cupped points respectively.

There is a composition rule for simple TL diagrams: if \(f: m \rightarrow n\) and \(g: n \rightarrow k\) are diagrams from \(m\) to \(n\) and \(n\) to \(k\) points respectively, their composition \(g \circ f: m \rightarrow k\) is the diagram obtained by stacking \(g\) on top of \(f\), joining the ends of the corresponding arcs and rescaling the diagram into the unit square (Fig. 1.1).

Note also that \(m\) and \(n\) are allowed to be zero, in which case the simple diagrams consist of zero or more disjoint loops in the square.

Figure 1.1: Composition of TL diagrams.
Chapter 2

The Temperley-Lieb categories

2.1 Generic Temperley-Lieb

As indicated in the previous section, we will until otherwise stated work over \(\mathbb{F} = \mathbb{C}(q)\) where \(q\) is a formal parameter.

**Definition 2.1.1.** The generic Temperley-Lieb category \(\text{TL}\) has as objects non-negative integers \(n \in \mathbb{N}\), with morphisms defined as follows. \(\text{Hom}(m,n)\) is defined to be the \(\mathbb{F}\)-linear span of all simple TL diagrams from \(m\) to \(n\) points, modulo the \(d\)-equivalence relation — a diagram with a loop is equal to \(d\) times the same diagram without the loop, where \(d = [2] = q + q^{-1}\) is the loop variable (Fig. 2.1). Composition of morphisms is given by the composition of simple TL diagrams extended linearly, and \(\mathbb{1}_n\) is the diagram containing exactly \(n\) through-strings.

![Figure 2.1: d-equivalence of TL diagrams.](image)

We call the morphisms in \(\text{TL}\) formal diagrams to distinguish them from the simple TL diagrams, though in the interests of brevity we will often refer to them as diagrams. Whenever we really mean simple TL diagrams this will be stated explicitly.

**Proposition 2.1.2.** \(\text{TL}\) is a strict linear monoidal category: it has tensor product given by \(a \otimes b = a + b\) for objects \(a, b\). For simple diagrams \(f: m \to n, g: m' \to n'\), the tensor product \(f \otimes g: m \otimes m' \to n \otimes n'\) is the simple diagram formed by juxtaposition, placing \(f\) to the left of \(g\) (Fig. 2.2) and rescaling into the unit square. Extending bilinearly gives the tensor product of formal diagrams.
2.1. GENERIC TEMPERLEY-LIEB

Proof. This is a simple exercise in verifying the axioms: since \( \otimes \) on objects is addition of integers, the tensor product is strictly associative with tensor identity 0, and the components of \( \lambda \) and \( \rho \) are equalities. Since \( \lambda, \rho, \alpha \) are all equalities the triangle and pentagon diagrams are trivially commutative. Finally, by construction the hom-sets of TL are \( \mathbb{F} \)-vector spaces, and tensor product and composition distribute over addition. \( \square \)

Remark 2.1.3. The \( d \)-equivalence relation means that all morphisms \( f \in \text{Hom}(m, n) \) can be written canonically as a linear combination of simple TL diagrams, each having no closed loops. Thus the set of all simple TL diagrams from \( m \) to \( n \) points without loops forms a basis for \( \text{Hom}(m, n) \), and it is not hard to show that there are exactly the Catalan number \( c_k = \frac{1}{k+1} \binom{2k}{k} \) of these diagrams, where \( k = \frac{m+n}{2} \). (See for instance Proposition 1.12 of [Wan10].) Hence in particular \( \text{Hom}(m, n) \) is finite-dimensional.

Remark 2.1.4. Since the only diagram in \( \text{Hom}(0, 0) \) that does not contain any closed loops is the empty diagram \( \mathbb{1}_0 \), this means that every morphism \( f \in \text{Hom}(0, 0) \) is a \( \mathbb{F} \)-multiple of \( \mathbb{1}_0 \). Thus we may canonically identify \( \text{Hom}(0, 0) \) with the field \( \mathbb{F} \).

We define the following operations on morphisms in TL:

Definition 2.1.5. There is an anti-involution \( \overline{\cdot} \) of formal diagrams which takes \( f: n \to m \) to the diagram \( \overline{f}: m \to n \) obtained by complex-conjugating the coefficients of \( f \), sending \( q \mapsto q^{-1} \) and reflecting every simple diagram in \( f \) in the horizontal line \( I \times \frac{1}{2} \) through the middle of the diagram (Fig. 2.3).

Definition 2.1.6. The dual of a simple TL diagram \( f: m \to n \) is the diagram \( f^*: n \to m \) obtained by rotating \( f \) around its center by 180° (Fig. 2.3); this is extended to all formal diagrams by complex-conjugating coefficients and sending \( q \mapsto q^{-1} \).

Definition 2.1.7. Let \( f \in \text{Hom}(n, n) \) be a simple diagram on \( n \) points. The trace of \( f \) is the diagram \( \text{tr}(f) \) obtained by joining corresponding points on the top and bottom edges by \( n \) disjoint arcs drawn around the outside of \( f \) (Fig. 2.4). Extending linearly gives the trace of any endomorphism on \( n \) points.

Remark 2.1.8. By Remark 2.1.4 we consider the trace as a map \( \text{tr}: \text{Hom}(n, n) \to \mathbb{F} \).
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\[
(1 + i) \begin{array}{c}
\text{Diagram}
\end{array} = (1 - i) \begin{array}{c}
\text{Diagram}
\end{array}
\]

\[
\begin{array}{c}
\text{Diagram}^* = \text{Diagram}
\end{array}
\]

Figure 2.3: Anti-involution and dual of TL diagrams.

\[
\text{tr} \begin{array}{c}
\text{Diagram}
\end{array} = \begin{array}{c}
\text{Diagram}
\end{array} = d
\]

Figure 2.4: Trace of TL diagrams.

2.2 Hom-spaces and ideals in Temperley-Lieb

Recall from Proposition 1.0.3 that the endomorphism spaces of \( \mathbb{F} \)-linear categories are in fact \( \mathbb{F} \)-algebras, with multiplication in the algebra given by composition in the category. Because of this we will often abuse notation and write \( g \circ f \) for the composition of arbitrary morphisms \( f, g \in \text{Mor}(\text{TL}) \).

Definition 2.2.1. The \( n \)-th Temperley-Lieb algebra \( \text{TL}_n \) is the endomorphism space \( \text{Hom}(n, n) \) in \( \text{TL} \) consisting of all formal diagrams on \( n \) points.

\( \text{TL}_n \) is finitely generated as an algebra by the \( n \) simple diagrams \( \text{id}_n, U_1, \ldots, U_{n-1} \), where \( \text{id}_n = \mathbb{1}_n \) is the identity diagram with \( n \) through-strings, and \( U_i \) is the simple diagram with a cup joining the \( i \)-th and \( (i+1) \)-th points on the top edge, a cap joining the \( i \)-th and \( (i+1) \)-th points on the bottom edge and through-strings connecting the remaining points (Fig. 2.5).

If we can express any simple diagram without loops as a product of these generators then we can add in any number of loops by multiplying by appropriate powers of \( d \), and take linear combinations to obtain any formal diagram on \( n \) points. So to show that these diagrams generate \( \text{TL}_n \) it suffices to show how to write any simple diagram without loops as a product of the generators. We can do this by “wriggling the strings” of the diagram to obtain an isotopic diagram for which the decomposition is obvious. This is illustrated with a particular example beneath (Fig. 2.6), for further details see Section 3 of [Kau90].
2.2. HOM-SPACES AND IDEALS IN TEMPERLEY-LIEB

Figure 2.5: Generators of $\text{TL}_n$.

![Generators of TLn](image)

Figure 2.6: A simple diagram as a product of generators.

![Simple Diagram](image)

Remark 2.2.2. In general there is more than one way to express a simple diagram as a product of generators; see the next remark about relations in $\text{TL}_n$.

Remark 2.2.3. $\text{TL}_n$ is often presented as an abstract $\mathbb{F}$-algebra in terms of the generators $\text{id}_n, U_1, \ldots, U_{n-1}$ and relations

\[
U_i^2 = dU_i \\
U_i U_j = U_j U_i, \quad |i - j| > 1 \\
U_i U_{i+1} U_i = U_i \quad \text{and} \quad U_{i+1} U_i U_{i+1} = U_{i+1}, \quad 1 \leq i < n
\]

Our diagrammatic definition is due to Kauffman, and in this setting it is easy to see that the above relations hold. (Proving that only these relations hold is slightly less trivial, see Theorem 4.3 of [Kau90].)

Definition 2.2.4. An ideal $\mathcal{I}$ in a category $\mathcal{C}$ is a collection of morphisms that is closed under composition by arbitrary morphisms in $\mathcal{C}$ (whenever such a composition is defined). If $\mathcal{C}$ is a linear monoidal category, $\mathcal{I}$ is known as a tensor ideal if it is further closed under tensor product with arbitrary morphisms, and for all pairs of objects $x, y \in \text{Obj}(\mathcal{C})$ the subset $\mathcal{I} \cap \text{Hom}(x, y) \subset \mathcal{I}$ is a linear subspace of $\text{Hom}(x, y)$.

The following result, though simple, has a very useful corollary that we will make use of in many proofs to come.

Lemma 2.2.5. Suppose $f : m \to n$, $g : n \to k$ are simple TL diagrams with $b$ and $c$ through-strings respectively. Then the composite diagram $gf$ has at most $\min(b, c)$ through-strings.
Proof. Since $f$ has $b$ through-strings it must have $m - b$ points on its bottom edge not connected by through-strings — that is, it has that many capped points. Similarly since $g$ has $c$ through-strings it must have $k - c$ points on its top edge not connected by through-strings (that is, cupped points). It is clear that capped and cupped points remain capped and cupped after composition of diagrams, so composition never decreases the number of capped or cupped points. Thus $gf : m \to k$ has at least $m - b$ capped points and $k - c$ cupped points, hence at most $\min(b, c)$ points connected by through-strings.

We say that a formal diagram $f$ has $c$ through-strings if $c$ is the greatest number of through-strings possessed by any simple diagram in $f$. By the above lemma and bilinearity of composition we get the following result.

**Corollary 2.2.6.** The set of all formal diagrams $f \in \text{Mor}(\text{TL})$ with at most $c$ through-strings forms an ideal $I_c$ in $\text{TL}$.

Note that this is not however a tensor ideal, since we can always tensor with an identity diagram $\text{id}_n$ to add $n$ more through-strings.

### 2.3 Jones-Wenzl idempotents

One of our main goals will be to show that certain categories built from generic Temperley-Lieb are semisimple (definitions to come), which will enable us to construct finite-dimensional vector spaces associated to surfaces. To this end we introduce an important class of endomorphisms in $\text{TL}$, first discovered by Jones [Jon83] in the context of subfactors of von Neumann algebras. The inductive definition we use here is due to Wenzl [Wen87].

First, some notation:

**Definition 2.3.1.** Let $n \geq 2$ and $1 \leq i < n$. Define the **cup** $\cup_{i,n}$ to be the simple TL diagram from $n - 2$ to $n$ points having $i - 1$ through-strings connecting corresponding points on the top and bottom edges, followed by a cup connecting the $i$-th and $i + 1$-th points on the top edge, followed by through-strings connecting the remaining points (reading from left to right). That is,

$$
\begin{array}{c}
1 & i & i+1 & \cdots & n \\
\cup_{i,n} = & & & & \\
1 & n-2
\end{array}
$$

and similarly define the **cap** $\cap_{i,n} : n \to n - 2$ by

$$
\begin{array}{c}
1 & i & i+1 & \cdots & n \\
\cap_{i,n} = & & & & \\
1 & n-2
\end{array}
$$
We will in general write $\cap_i$ and $\cup_i$ for $\cap_{i,n}$ and $\cup_{i,n}$ since $n$ will always be clear from the context. Observe that $\cup_i \cap_i = U_i$ and $\cap_i \cup_i = d \cdot \text{id}$.

**Theorem 2.3.2.** For $n = 0, 1, 2, \ldots$ define $p_n \in \text{TL}_n$ inductively by

$$
p_0 = \begin{array}{c}
\end{array} \quad \text{(the empty diagram)},
\begin{array}{c}
p_1 = \begin{array}{c}
\end{array} = \text{id}_1,
\end{array}
\begin{array}{c}
p_{n+1} = \begin{array}{c}
\vdots
\end{array} - \frac{[n]}{[n+1]} \begin{array}{c}
\vdots
\end{array}
\end{array}
\begin{array}{c}
p_n
\end{array}
\begin{array}{c}
\vdots
\end{array}
\begin{array}{c}
\vdots
\end{array}
$$

(2.1)

We call $p_n$ the **Jones-Wenzl idempotents**. They are the unique endomorphisms $p_n : n \to n$ in $\text{TL}$ satisfying the following properties:

i. $p_n$ is nonzero and can be written as $p_n = \text{id}_n + m$ where $m = \sum c_j m_j$ is a $\mathbb{F}$-linear combination of non-identity diagrams $m_j : n \to n$,

ii. $\cap_i p_n = p_n \cup_i = 0$ for $i = 1, \ldots, n - 1$, and

iii. $p_{2n} = p_n$.

**Proof.** It is trivial to check that properties (i) through (iii) hold for $p_0$ and $p_1$, and that $p_1$ satisfies the relation (2.1). Let $n \geq 1$, assume the required properties hold for $p_n$, $p_{n-1}$, and consider $p_{n+1}$.

1. Since the coefficient of $\text{id}_n$ in $p_n$ is 1, the first term in (2.1) contributes an identity diagram with coefficient 1. For the second term note that

$$
\begin{array}{c}
p_n
\end{array}
\begin{array}{c}
\vdots
\end{array}
\begin{array}{c}
\vdots
\end{array}
\begin{array}{c}
U_n
\end{array}
$$

is a product involving $U_n$ which has $n - 1$ through-strings, hence by Corollary 2.2.6 is a formal diagram that cannot contain the identity on $n + 1$ points. Thus the coefficient of $\text{id}_{n+1}$ in $p_{n+1}$ is exactly 1.
2. For $i \neq n$,

\[
\cap_i p_{n+1} = \begin{array}{c}
\includegraphics[width=0.3\textwidth]{diagram1.png}
\end{array} - \frac{[n]}{[n+1]} = 0
\]

For $i = n$,

\[
\cap_n p_{n+1} = \begin{array}{c}
\includegraphics[width=0.3\textwidth]{diagram2.png}
\end{array} = 0
\]

Consider the one-strand (right) trace $\text{tr}_1(p_n)$ of $p_n$, then we get the following relation:

\[
\text{tr}_1(p_n) = \begin{array}{c}
\includegraphics[width=0.3\textwidth]{diagram3.png}
\end{array} = \frac{n-1}{n} p_{n-1} - d \cdot p_{n-1} = \left(d - \frac{n-1}{n}\right) p_{n-1}
\]
and by substitution into (2.2) we get that

\[ \cap_n p_{n+1} = \begin{array}{c} \ldots \\ \vdots \\ p_n \\ \ldots \\ \vdots \\ \ldots \end{array} - \frac{[n]}{[n+1]} \left( d = \frac{[n-1]}{[n]} \right) \begin{array}{c} \ldots \\ \vdots \\ p_{n-1} \\ \ldots \\ \vdots \\ \ldots \end{array} \]

\[ = \begin{array}{c} \ldots \\ \vdots \\ p_n \\ \ldots \\ \vdots \\ \ldots \end{array} - \begin{array}{c} \ldots \\ \vdots \\ p_{n-1} \\ \ldots \\ \vdots \\ \ldots \end{array} \]

as

\[ d - \frac{[n-1]}{[n]} = \frac{d[n] - [n-1]}{n} = \frac{[n+1]}{[n]} \]

by Proposition 1.0.5.

Now we can “absorb” \( p_{n-1} \) into \( p_n \): by property (i) we have

\[ \begin{array}{c} \ldots \\ \vdots \\ p_{n-1} \\ \ldots \\ \vdots \\ \ldots \end{array} = \begin{array}{c} \ldots \\ \vdots \\ p_n \\ \ldots \\ \vdots \\ \ldots \end{array} + \sum_j c_j \begin{array}{c} \ldots \\ \vdots \\ m_j \\ \ldots \\ \vdots \\ \ldots \end{array} \begin{array}{c} \ldots \\ \vdots \\ p_n \\ \ldots \\ \vdots \\ \ldots \end{array} = p_n \]

since the summation term is zero. This is because each \( m_j \) is a non-identity diagram and hence must contain a cap on its bottom edge, so by the induction hypothesis \( m_j p_n = 0 \). Thus we finally have that

\[ \cap_n p_{n+1} = \begin{array}{c} \ldots \\ \vdots \\ p_n \\ \ldots \\ \vdots \\ \ldots \end{array} - \begin{array}{c} \ldots \\ \vdots \\ p_n \\ \ldots \\ \vdots \\ \ldots \end{array} = 0. \]

Lastly observe that by the inductive formula (2.1) and invariance of the quantum integers under \( q \mapsto q^{-1} \) we have that \( p_{n+1} = p_{n+1} \), hence

\[ p_{n+1} \cup_{i} = p_{n+1} \cup_{i} \{ i = 1, 2, \ldots , n \} p_{n+1} = 0. \]
3. Write $\mu_n$ for $\frac{[n]}{[n+1]}$. Using the one-strand trace relation and the idempotent property of $p_n$, we calculate that

$$p_{n+1}^2 = p_n \begin{array}{c} \cdots \\p_n \\cdots \end{array} = 2\mu_n \begin{array}{c} \cdots \\p_n \\cdots \end{array} + \mu_n^2(d - \mu_{n-1}) \begin{array}{c} \cdots \\p_{n-1} \\cdots \end{array}$$

by the absorption relation, and it is a straightforward calculation that $2\mu_n - \mu_n^2(d - \mu_{n-1}) = \mu_n$.

Finally for uniqueness, let $p_n = \text{id} + m$ and $p'_n = \text{id} + m'$ be endomorphisms on $n$ points satisfying properties (i) through (iii). Then

$$p_n = \text{id} \circ p_n = (\text{id} + m')p_n = p'_n \circ \text{id} = p'_n \circ (\text{id} + m) = p'_n \circ \text{id} = p'_n \circ \text{id}.$$

**Remark 2.3.3.** The absorption property proved in (ii) holds more generally: if $m < n$ then

$$(\text{id} \otimes \text{id} \otimes \text{id}) \circ p_n = p_n = p_n \circ (\text{id} \otimes \text{id} \otimes \text{id})$$

whenever the composition is defined. The proof is essentially the same as that given before.

**Remark 2.3.4.** In property (ii) the requirement that the coefficient of id is 1 was included purely as a matter of convenience in simplifying the proof; it can in fact be shown that this is a necessary consequence of the other properties. For assume $p_n$ is nonzero and satisfies properties (ii) and (iii). Then we may write $p_n = c \cdot \text{id} + m$ for some $c \in \mathbb{F}$, and

$$p_n = p_n^2 = p_n(c \cdot \text{id} + m) = c p_n + p_n m = c p_n,$$

so $c = 1$.

**Remark 2.3.5.** We have seen that $p_n = \overline{p_n}$, in particular the Jones-Wenzl idempotents are invariant under reflection in the horizontal. In fact they are also invariant under the lateral reflection $p_n \mapsto p'_n$, where $p'_n$ is the diagram obtained by reflecting all simple diagrams in $p_n$. 

![Diagram](attachment:image.png)
in the vertical line $\frac{1}{2} \times I$ through the middle of the square. This is easily seen as properties (i) through (iii) are invariant under lateral reflection, and thus satisfied by $p_n^r$, which by uniqueness is equal to $p_n$. In particular this means that the laterally reflected version of the relation (2.1) holds. Furthermore, since the dual $\ast$ is the composition of the anti-involution and lateral reflection, we have that $p_n^r = p_n$, i.e. the Jones-Wenzl idempotents are also invariant under taking duals.

In the proof of Theorem 2.3.2 we saw that the Jones-Wenzl idempotents satisfy the relation

$$tr_1(p_n) = \frac{[n+1]}{[n]}p_{n-1}. $$

From this we also have the following fact.

**Proposition 2.3.6** (Trace of $p_n$).

$$tr(p_n) = [n+1]$$

**Proof.** This is true for the empty diagram $p_0$ since $tr(p_0) = d^0 = 1 = [1]$. Suppose the result holds for $p_{n-1}$ where $n-1 \geq 0$. Then

$$tr(p_n) = tr(tr_1(p_n))$$

$$= tr \left( \frac{[n+1]}{[n]}p_{n-1} \right)$$

$$= \frac{[n+1]}{[n]}tr(p_{n-1})$$

$$= \frac{[n+1]}{[n]}[n]$$

$$= [n+1]. \quad \square$$

### 2.4 Generic Temperley-Lieb-Jones

We now wish to promote the Jones-Wenzl idempotents to be objects in a new category constructed from TL. To do this we first need the following notion.

**Definition 2.4.1.** The Karoubi envelope or idempotent completion of a category $C$ is the category $Kar C$ constructed from $C$ as follows:

- Objects in $Kar C$ are idempotent morphisms $p: x \rightarrow x$ in $Mor(C)$.

- Let $p: x \rightarrow x$ and $q: y \rightarrow y$ be objects in $Kar C$; a morphism $f: p \rightarrow q \in Mor(Kar C)$ is a morphism $f: x \rightarrow y \in Mor(C)$, such that $fp = f = qf$ when considered as morphisms in $C$. Composition of morphisms $g$ and $f$ in $Kar C$ is the same as composition in $C$, except we now consider $gf$ as a morphism between objects in $Kar (C)$ instead of the underlying objects in $C$. 
The identity morphism \( \mathbb{1}_p \) on \( p: x \to x \) in \( \text{Kar} \mathcal{C} \) is then \( p \) itself. The original category \( \mathcal{C} \) injects fully and faithfully into \( \text{Kar} \mathcal{C} \) via the functor that sends \( x \) to the identity morphism \( \mathbb{1}_x \) and \( f: x \to y \) to \( f: \mathbb{1}_x \to \mathbb{1}_y \).

**Remark 2.4.2.** The defining property of the Karoubi envelope is that all idempotent morphisms split in \( \text{Kar} \mathcal{C} \): that is, for every idempotent \( f: p \to p \) there is an object \( q \) and morphisms \( g: q \to p, h: p \to q \) such that \( g \circ h = f \) and \( h \circ g = \mathbb{1}_q \). However the approach we take in our applications to skein modules will not rely on this particular property.

Let us now take the idempotent completion \( \text{Kar} \text{TL} \) of Temperley-Lieb. This has as objects all idempotent TL diagrams on \( n \) points, with morphisms also being TL diagrams \( f: p \to q \) that are invariant under pre-composition with their domain and post-composition with their codomain (that is, \( fp = f \) and \( qf = f \)).

Recall that TL is a strict linear monoidal category with tensor product \( \otimes \); this lifts to a tensor product in \( \text{Kar} \text{TL} \) as follows. Observe that the tensor product of idempotents in TL is also an idempotent, hence an object in \( \text{Kar} \text{TL} \). Furthermore \( \otimes \) of diagrams is strictly associative, the empty diagram \( p_0 \) is the tensor identity, and the coherence conditions hold trivially. It is also easy to see that if \( f, g: p \to q \) are morphisms from \( p \) to \( q \) in \( \text{Kar} \text{TL} \) then so is \( cf + g \) for all \( c \in \mathbb{F} \), and \( \otimes \) is already bilinear. Thus \( \text{Kar} \text{TL} \) is also a strict \( \mathbb{F} \)-linear monoidal category.

The following lemma gives an easy way to determine the hom-sets in the Karoubi envelope of any category.

**Lemma 2.4.3.** Let \( \mathcal{C} \) be a category. For all idempotents \( p: x \to x \) and \( q: y \to y \) in \( \text{Kar} \mathcal{C} \) there is a surjection

\[
\phi: \text{Hom}_\mathcal{C}(x, y) \to \text{Hom}_{\text{Kar} \mathcal{C}}(p, q)
\]

given by

\[
\phi(f) = qfp.
\]

**Proof.** If \( f \in \text{Hom}_\mathcal{C}(x, y) \) then \( \phi(f) = qfp \in \text{Hom}_\mathcal{C}(x, y) \). Furthermore \( \phi(f) \) satisfies

\[
\phi(f)p = qfpp = qfp = \phi(f)
\]

and

\[
q\phi(f) = qqfp = qfp = \phi(f).
\]

Hence \( \phi(f) \) is a morphism from \( p \) to \( q \) in \( \text{Kar} \mathcal{C} \) and \( \phi \) defines a map from \( \text{Hom}_\mathcal{C}(x, y) \) to \( \text{Hom}_{\text{Kar} \mathcal{C}}(p, q) \).

For surjectivity observe that if \( f \in \text{Hom}_{\text{Kar} \mathcal{C}}(p, q) \) then \( f \) is a morphism in \( \text{Hom}_\mathcal{C}(x, y) \) satisfying \( fp = f = qf \), and thus \( f = qfp \).

Next we prove an important property of the Jones-Wenzl idempotents. We need the following definitions.
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\[ g = \begin{array}{c}
  \vdots \\
  p_c \\
  \vdots \\
  f \\
  \vdots \\
  p_a \\
  \vdots \\
\end{array} \]

Figure 2.7: A morphism \( g: p_a \otimes p_b \to p_c \) in \( \text{Kar TL} \).

**Definition 2.4.4.** An object \( x \) in a \( F \)-linear category \( C \) is called **simple** if \( \text{Hom}(x, x) = \text{span}_F \{1_x\} \). Let \( S \subset \text{Obj}(C) \) be a collection of simple objects, following [Müg03] we further say that \( S \) is a collection of **disjoint simple objects** if \( \text{Hom}(x, y) = \{0\} \) for all \( x \neq y \) in \( S \).

**Definition 2.4.5.** An integer triple \( (a, b, c) \) is called **admissible** if \( a + b + c \) is even and \( a + b \geq c, b + c \geq a, \) and \( a + c \geq b \).

**Theorem 2.4.6.** Let \( p_a, p_b, p_c \) be Jones-Wenzl idempotents in \( \text{Kar TL} \). The hom-space \( \text{Hom}(p_a \otimes p_b, p_c) \) is 1-dimensional if and only if \( (a, b, c) \) is admissible, and zero otherwise.

**Proof.** Let us first consider the diagrams \( g = p_c \circ f \circ (p_a \otimes p_b) \) where \( f \) is a simple diagram from \( a + b \) to \( c \) points (see Fig. 2.7). By Remark 2.1.3 we may assume \( f \) has no closed loops.

We will prove that if \( (a, b, c) \) is not admissible the composite \( g \) is zero for all simple diagrams \( f \), while for admissible triples it is zero for all but one \( f \). The result will then follow from Lemma 2.4.3 and bilinearity of composition.

If \( a + b + c \) is odd then there are no such \( f \) and hence no morphisms from \( p_a \otimes p_b \) to \( p_c \) apart from the zero morphism. So \( \text{Hom}(p_a \otimes p_b, p_c) = \{0\} \) in this case.

Let \( a + b + c \) be even. We have the following cases.

Case 1: \( a + b < c \). In this case any \( f: a + b \to c \) must have at most \( a + b \) through-strings and hence has a cup on its top edge. Then \( g = (p_c \circ f) \circ (p_a \otimes p_b) = 0 \circ (p_a \otimes p_b) \) is always zero and \( \text{Hom}(p_a \otimes p_b, p_c) = \{0\} \).

Case 2: \( a + b \geq c \). Now \( f \) must have at most \( c \) through-strings, but if it has any fewer then it contains a cup on its top edge and \( g = 0 \) as before. Thus we only need consider \( f \) with exactly \( c \) through-strings; in this case the bottom edge of \( f \) has \( a + b - c \) points connected by caps. However, if \( f \) caps off either of \( p_a \) or \( p_b \) then again \( g = 0 \), so to find nonzero morphisms \( g \) we may restrict our attention further to those simple diagrams whose caps connect a strand of \( p_a \) to a strand of \( p_b \). There is only one possibility for such a diagram \( f \): it consists of \( k = \frac{a + b - c}{2} \) successively nested caps connecting the \( k \) rightmost strands of \( p_a \) with the \( k \) leftmost strands of \( p_b \), and through-strings connecting the remaining \( 2c \) points (Fig. 2.8).
Now \( f \) exists precisely when

\[
a \geq \frac{a + b - c}{2} \quad \text{and} \quad b \geq \frac{a + b - c}{2}
\]

\[\iff a + c \geq b \quad \text{and} \quad b + c \geq a,
\]

and in this case writing \( p_a = \text{id}_a + m_a, p_b = \text{id}_b + m_b, p_c = \text{id}_c + m_c \) as in property (i) of Theorem 2.3.2 and expanding, we have that

\[
g = p_c \circ f \circ (p_a \otimes p_b) = f + f \circ (m_a \otimes \text{id}_b) + f \circ (\text{id}_a \otimes m_b) + f \circ (m_a \otimes m_b) + m_c \circ f \circ (p_a \otimes p_b). \tag{2.3}
\]

We claim that the coefficient of \( f \) in the above expression is exactly 1, so in particular \( g \) is nonzero. To see this, let us partition the points on the top and bottom edges of \( g \) into three groups: the leftmost points on the bottom edge, the remaining rightmost \( b \) points on the bottom edge, and the \( c \) points on the top edge. Observe that every arc in \( f \) connects points from distinct groups \( a, b, c \). On the other hand each of the other terms in (2.3) contains a \( m_a, m_b \) or \( m_c \) term, each of which is a sum of non-identity diagrams on \( a, b \) or \( c \) points which contain cups and caps. Hence these terms all have arcs which connect two points in some group \( a, b, c \), and so do not contain \( f \) as a summand, thus proving our claim.

\[\square\]

**Corollary 2.4.7.** The Jones-Wenzl idempotents are simple, and form a collection of disjoint simple objects in \( \text{Kar} \, \text{TL} \).

**Proof.** \((0, a, a)\) is admissible hence \( \text{Hom}(p_a, p_a) = \text{Hom}(p_0 \otimes p_a, p_a) \) is one-dimensional, spanned by \( g = p_a \circ \text{id}_a \circ p_a = p_a = \mathbb{1}_{p_a} \). On the other hand if \( b \neq c \) then \((0, b, c)\) is not admissible, hence \( \text{Hom}(p_b, p_c) = \text{Hom}(p_0 \otimes p_b, p_c) = \{0\} \).

Finally, let us extend our category one last time.

**Definition 2.4.8.** Let \( \mathcal{C} \) be a Ab-enriched category, i.e. one whose hom-sets are additive abelian groups, and where composition distributes over addition. The **additive completion** or **matrix category** \( \text{Mat} \, \mathcal{C} \) of \( \mathcal{C} \) is the category formed by taking all formal finite direct sums...
\( \bigoplus_i x_i \) of objects \( x_i \) in \( \mathcal{C} \). A morphism \( f: \bigoplus_{i=1}^n x_i \to \bigoplus_{j=1}^m y_j \) is a \( m \times n \) matrix with columns indexed by \( x_i \) and rows by \( y_j \), where the \((j, i)\)-th entry is a morphism \( f_{j,i}: x_i \to y_j \). Composition of morphisms is given by matrix multiplication, and the identity morphism on \( \bigoplus_i x_i \) is the matrix direct sum
\[
\mathbb{I}_{\bigoplus_i x_i} = \bigoplus_i \mathbb{I}_{x_i}.
\]

Recall, or refer to Chapter VIII of [Mac98], that an additive category is a \( \text{Ab} \)-enriched category which further has a zero object and finite biproducts (equivalently, products or coproducts) for all objects. The additive completion of a category \( \mathcal{C} \) is then an additive category containing \( \mathcal{C} \) as a subcategory, where the biproduct of objects in \( \text{Mat} \mathcal{C} \) is given by their direct sum.

If \( \mathcal{C} \) is a \( \mathbb{F} \)-linear category then so is \( \text{Mat} \mathcal{C} \): its hom-spaces \( \text{Hom}(\bigoplus_i x_i, \bigoplus_j y_j) \) are \( \mathbb{F} \)-vector spaces isomorphic to the direct sum \( \bigoplus_{i,j} \text{Hom}(x_i, y_j) \). If in addition \( \mathcal{C} \) is linear monoidal, we can further lift this structure to \( \text{Mat} \mathcal{C} \) by defining \( \otimes \) in \( \text{Mat} \mathcal{C} \) to be the tensor product in \( \mathcal{C} \) on single (unary direct sums of) objects and extending bilinearly over \( \oplus \), while we define \( \otimes \) of morphisms to be the usual Kronecker product of matrices with composition of the entries in place of multiplication.

We are now ready to introduce the main ingredient in the construction of our skein modules.

**Definition 2.4.9.** Take the full subcategory of \( \text{Mat} (\text{Kar TL}) \) having as objects the closure of the set of Jones-Wenzl idempotents under the direct sum and tensor product. This is a \( \mathbb{F} \)-linear monoidal category which we call the **generic Temperley-Lieb-Jones category** \( \text{TLJ} \).

Observe that \( \text{Kar TL} \) embeds fully and faithfully into \( \text{TLJ} \) (with objects and morphisms corresponding to unary direct sums and \( 1 \times 1 \) matrices in the obvious way), and that the Jones-Wenzl idempotents still form a collection of disjoint simple objects in \( \text{TLJ} \).

We wish to show that \( \text{TLJ} \) is **semisimple**; that is, every object in \( \text{TLJ} \) is isomorphic to a direct sum of simple objects, namely the Jones-Wenzl idempotents. In order to do so we need to develop a bit more theory.
Chapter 3

Temperley-Lieb skein theory

3.1 Trivalent graphs and TL diagrams

In the previous section we saw that \( \text{Hom}(p_a \otimes p_b, p_c) \) is a one-dimensional \( \mathbb{F} \)-vector space precisely when \((a, b, c)\) is admissible, in which case \( \text{Hom}(p_a \otimes p_b, p_c) \) is spanned by the formal diagram

\[
g_{a,b,c} = \begin{array}{c}
\vdots \\
p_i \\
\vdots \\
p_a & p_b & p_c \\
\end{array}
\]

where \( i = \frac{a + c - b}{2}, \quad j = \frac{b + c - a}{2}, \quad k = \frac{a + b - c}{2} \), and in the right hand simplified diagram:

- an edge marked by \( n \) represents a collection of \( n \) parallel strands, and
- a rectangle \( \begin{array}{c}
\vdots \\
p_a \\
\end{array} \) represents a Jones-Wenzl idempotent \( p_n \) on \( n \) strands.

We also introduce the use of edge-labelled uni-trivalent graphs to represent a certain class of TL diagrams built by connecting Jones-Wenzl idempotents.

**Definition 3.1.1** (Trivalent representations of TL diagrams). A *uni-trivalent* graph is one whose vertices have degree 1 or 3. Let \( \Gamma \) be a planar uni-trivalent graph with edges labelled by natural numbers, such that at every trivalent vertex \( v \) the labels \((a, b, c)\) of the edges incident to \( v \) form an admissible triple. We implicitly assume that \( \Gamma \) is drawn in the unit square \( I \times I \), and require that its univalent vertices are either on the top or bottom edge. Then \( \Gamma \) represents a formal TL diagram in the following manner: an edge labelled by \( n \) indicates the presence of a Jones-Wenzl idempotent \( p_n \), and a trivalent vertex with incident edges \( a, b, c \) represents the basis element \( g_{a,b,c} \) of \( \text{Hom}(p_a \otimes p_b, p_c) \).
Thus for instance

\[ g_{a,b,c} = \]

is the representation of \( g_{a,b,c} \) as a trivalent graph. We will use uni-trivalent graphs and formal diagrams interchangeably, as required.

### 3.2 Theta nets

**Definition 3.2.1.** The TL diagram represented by the graph

\[ \theta(a, b, c) = \]

is called a **theta net**.

Expanding fully we see that the theta nets are given by

\[ \theta(a, b, c) = \]

by the idempotent property, where the \( l, m, n \) are uniquely determined by the \( a, b, c \) and vice versa: given an admissible triple \( (a, b, c) \) we have the by-now familiar formulae

\[
\begin{align*}
m &= \frac{a + b - c}{2}, & n &= \frac{b + c - a}{2}, & l &= \frac{a + c - b}{2}, \\
\end{align*}
\]

and given any triple \( (l, m, n) \) we have

\[
\begin{align*}
a &= m + l, & b &= m + n, & c &= n + l.
\end{align*}
\]

Hence we may equivalently describe a theta net \( \theta(a, b, c) \) by specifying the labels \( m, n, l \).

**Definition 3.2.2.** Define

\[ \text{Net}(m, n, l) := \theta(a, b, c) \]

where \( m, n, l \) and \( a, b, c \) are related by equations (3.1) and (3.2).
We will need to know the value of the theta nets \( \theta(a, b, c) = \text{Net}(m, n, l) \). Kauffman and Lins devote an entire chapter to finding an explicit formula for this trace; we simply state their result here and refer the reader to Chapter 6 of [KL94] for a proof.

**Theorem 3.2.3** (Kauffman and Lins, 1994). The value of the theta net \( \theta(a, b, c) = \text{Net}(m, n, l) \) is given by

\[
\text{Net}(m, n, l) = \frac{m!n!(l)!(m + n + l + 1)!}{m + n!n + l!(m + l)!}
\]

where the quantum factorial \([n]!\) is the product of the quantum integers ranging from \( [n] \) down to \([1] \). In particular,

\[
\text{Net}(m, n, 0) = [m + n + 1].
\]

From this theorem we observe the following fact.

**Corollary 3.2.4.** The value of a theta net \( \text{Net}(m, n, l) \) is invariant under any permutation of its arguments \( m, n, l \). Hence by the relations in equation (3.1), \( \theta(a, b, c) \) is also invariant under permutations of \( a, b, c \).

### 3.3 Some diagrammatic identities

In this section we prove the main results we need to show that TLJ is semisimple, beginning with a lemma due to Kauffman and Lins.

**Lemma 3.3.1** (cf. Lemma 7 of [KL94]). Let \( (a, c, d) \) and \( (b, c, d) \) be admissible triples. If \( a \neq b \) then

\[
\begin{align*}
\begin{array}{cc}
\ & \text{ } c \ & \text{ } d \ & \text{ } a \\
\ & \text{ } b \\
\end{array}
\end{align*}
\]

while if \( a = b \) then

\[
\begin{align*}
\begin{array}{cc}
\ & \text{ } c \ & \text{ } d \\
\ & \text{ } b \\
\end{array}
\end{align*} = \frac{\theta(a, c, d)}{[a + 1]}
\]

Proof. If \( a > b \) then

\[
\begin{align*}
\begin{array}{cc}
\ & \text{ } c \ & \text{ } d \\
\ & \text{ } b \\
\end{array}
\end{align*}
\]

and since \( f \) is a diagram from \( b < a \) to \( a \) points it must have a cup on its top edge, so composition with \( p_a \) gives 0. A similar argument applies to the case \( a < b \).
On the other hand if $a = b$ then

$$
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\bullet
\end{array}
\end{array}
\end{align*}
\begin{array}{c}
\begin{array}{c}
\bullet
\end{array}
\end{array}
$$

by the idempotent property of $p_a$. Writing the dotted portion as a linear combination of simple diagrams in $\text{TL}_n$ and observing that every diagram that is not multiple of the identity term is a product of generators $U_i$ and hence contains caps, we have that

$$
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\bullet
\end{array}
\end{array}
\end{align*}
\begin{array}{c}
\begin{array}{c}
\bullet
\end{array}
\end{array}
$$

since only the identity terms survive the extra $p_a$. Taking the trace we have that

$$
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\bullet
\end{array}
\end{array}
\end{align*}
\begin{array}{c}
\begin{array}{c}
\bullet
\end{array}
\end{array}
$$

so that

$$
\lambda = \frac{a + 1}{[a + 1]},
$$

as required.

We also have the following two “triangle-shrinking” lemmas.

**Lemma 3.3.2.** Let $(a, b - 1, k), (b - 1, 1, b)$ and $(k, 1, k + 1)$ be admissible triples. Then

$$
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\bullet
\end{array}
\end{array}
\end{align*}
\begin{array}{c}
\begin{array}{c}
\bullet
\end{array}
\end{array}
$$

Proof. Expanding, we have

$$
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\bullet
\end{array}
\end{array}
\end{align*}
\begin{array}{c}
\begin{array}{c}
\bullet
\end{array}
\end{array}
$$
where we use the idempotent and absorption rules to absorb the blue and red idempotents into $p_b$ and $p_{k+1}$ respectively.

\[ \text{Lemma 3.3.3. Let } (a, b-1, k), (b-1, 1, b) \text{ and } (k, 1, k-1) \text{ be admissible triples. If } a+k > b-1 \text{ then } n = \frac{k+b-1-a}{2} < k, \text{ and } \]

\[ (-1)^n \frac{[k-n]}{[k]} \]

Proof. Expanding as in the previous proof we have that

\[ \text{where } n = \frac{k+b-1-a}{2} \text{ by equation (3.1).} \]

Assume that $a+k > b-1$, then

\[ n = \frac{k+b-1-a}{2} < \frac{k+b-1-(b-1)+k}{2} = k. \]
If $n = 0$ then $(-1)^n \frac{[k-0]}{[k]} = 1$, and in (3.3) we can absorb the central blue idempotent into $p_a$, obtaining

\[
\begin{array}{c}
\begin{array}{c}
\text{a} \\
\downarrow \quad \text{b}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{b-1} \\
\downarrow \quad \text{l}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
k-1 \\
\text{a}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
k-1 \\
\text{b}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{a} \\
\downarrow \quad \text{b}
\end{array}
\begin{array}{c}
\begin{array}{c}
k-1 \\
\text{a}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
k-1 \\
\text{b}
\end{array}
\end{array}
\end{array}
\end{array}
\]

as required.

In the case that $n > 0$, we have the following identity for $0 \leq j < n$,

\[
\begin{array}{c}
\begin{array}{c}
\text{a} \\
\downarrow \quad \text{m} \\
\text{l}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{b} \\
\downarrow \quad \text{j}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
k-j-1 \\
\text{j-1}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
k-1 \\
\text{k}
\end{array}
\end{array} = -\frac{[k - j - 1]}{[k - j]} \left[ \begin{array}{c}
\text{a} \\
\downarrow \quad \text{m} \\
\text{l}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{b} \\
\downarrow \quad \text{j+1}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
k-j-2 \\
\text{j+1}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
k-1 \\
\text{k}
\end{array}
\end{array} \right]
\end{array}
\]

by expanding the central idempotent according to the inductive relation (2.1) and applying the absorption rule.

Applying (3.4) recursively to (3.3) we get that

\[
\begin{array}{c}
\begin{array}{c}
\text{a} \\
\downarrow \quad \text{m} \\
\text{l}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{b} \\
\downarrow \quad \text{n}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
k-1 \\
\text{k}
\end{array}
\end{array} = \left[ \prod_{j=0}^{n-1} \left( -\frac{[k - j - 1]}{[k - j]} \right) \right] \left[ \begin{array}{c}
\text{a} \\
\downarrow \quad \text{m} \\
\text{l}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{b} \\
\downarrow \quad \text{n}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
k-n-1 \\
\text{n}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
k-1 \\
\text{k}
\end{array}
\end{array} \right]
\end{array}
\]

where the product telescopes to give the required coefficient.

Remark 3.3.4. It should be noted that by Remark 2.3.5 all our diagrammatic identities hold under planar Euclidean transformations (specifically, reflections and rotations); this follows simply by applying the transformation to all diagrams in the proofs.
Let us use the notation
\[
\sum_{k=r}^{s} f(k) = f(r) + f(r+2) + \cdots + f(s-2) + f(s)
\]
to indicate that a summation is to be taken in steps of two over the range of the indexing variable in the case that \(s-r\) is even. Now we come to the main theorem of this chapter.

**Theorem 3.3.5** (Tensor product identity). For \(a, b \geq 0\),
\[
p_a \otimes p_b = \sum_{k=|a-b|}^{a+b} \left( \begin{array}{c} k+1 \\ \theta(a, b, k) \end{array} \right) \left( \begin{array}{c} a \\ k \end{array} \right) \left( \begin{array}{c} b \\ k \end{array} \right)
\]

(3.5)

**Proof.** First observe that \(a + b - |a - b| = 2 \min(a, b)\) is even, and that for every \(k\) in the range of the two-step sum, \(k = |a - b| + 2i\) for some \(0 \leq i \leq \min(a, b)\). Then for all such \(k\), the sum \(a + b + k\) is even, and
\[
\begin{align*}
a + b &= |a - b| + 2 \min(a, b) \\
b + k &\geq b + |a - b| \geq \max(a, b) \geq a,
\end{align*}
\]
and
\[
\begin{align*}
a + k &\geq a + |a - b| \geq \max(a, b) \geq b,
\end{align*}
\]
so that \((a, b, k)\) is admissible over the range of the sum.

If \(a = 0\) then
\[
\sum_{k=|a-b|}^{a+b} \left( \begin{array}{c} k+1 \\ \theta(a, b, k) \end{array} \right) \left( \begin{array}{c} a \\ k \end{array} \right) \left( \begin{array}{c} b \\ k \end{array} \right) = \left( \begin{array}{c} b+1 \\ b \end{array} \right)
\]
\[
= p_b
\]
\[
= p_a \otimes p_b
\]
where we simplify the coefficient using Theorem 3.2.3 and Corollary 3.2.4. The same proof applies \textit{mutatis mutandis} in the case \(b = 0\).

Next let \(a \geq 1\); we first prove this identity for \(b = 1\). Consider
\[
\sum_{k=a-1}^{a+1} \left( \begin{array}{c} k+1 \\ \theta(a, 1, k) \end{array} \right) \left( \begin{array}{c} a \\ k \\ 1 \\ a_1 \end{array} \right) = \left( \begin{array}{c} a \\ 1 \\ a_1 \end{array} \right) \left( \begin{array}{c} a+2 \\ \theta(a, 1, a+1) \end{array} \right)
\]
\[
= \left( \begin{array}{c} a+1 \\ a_1 \end{array} \right).
\]
By Theorem 3.2.3 we have that
\[
\theta(a, 1, a - 1) = \text{Net}(1, 0, a - 1) = [a + 1] \tag{3.6}
\]
and
\[
\theta(a, 1, a + 1) = \text{Net}(0, 1, a) = [a + 2], \tag{3.7}
\]
thus
\[
\sum_{k=a-1}^{a} \frac{[k + 1]}{\theta(a, 1, k)} \frac{a}{1} = \frac{[a]}{[a + 1]} + \frac{[a + 2]}{[a + 2]} \cdot \frac{a}{1} = \frac{[a]}{[a + 1]} + p_{a+1}
\]
\[
= \frac{[a]}{[a + 1]} + 1 - \frac{[a]}{[a + 1]} = p_a \otimes p_1.
\]

Suppose now that \(2 \leq b \leq a\), and that the result holds for \(p_a \otimes p_c\) for all \(1 \leq c \leq b - 1\). Then
\[
p_a \otimes p_b = \quad = 
\]
\[
= \sum_{k=a-(b-1)}^{a+b-1} \left( \lambda(a, b-1, k) \right)
\]

by the induction hypothesis, where we write \( \lambda(i, j, k) = \frac{[k+1]}{\theta(i, j, k)} \).

Now

\[
\begin{array}{ccc}
\lambda(k, 1, k-1) & + & \lambda(k, 1, k+1)
\end{array}
\]

and by (3.6) and (3.7),

\[
\lambda(k, 1, k-1) = \frac{[k]}{\theta(k, 1, k-1)} = \frac{[k]}{[k+1]}
\]

and

\[
\lambda(k, 1, k+1) = \frac{[k+2]}{\theta(k, 1, k+1)} = \frac{[k+2]}{[k+2]} = 1,
\]

hence

\[
p_a \otimes p_b = \sum_{k=a-b+1}^{a+b-1} \lambda(a, b-1, k) \left( \frac{[k]}{[k+1]} \right) \left( \frac{[k]}{[k+1]} \right)
\]

(3.8)

by the triangle-shrinking lemmas 3.3.2 and 3.3.3 and where \( n_k = \frac{k+b-1-a}{2} \).
3.3. SOME DIAGRAMMATIC IDENTITIES

Reindexing the sum by \( k' = k - 1 \) and simplifying, we get that

\[
p_a \otimes p_b = \sum_{k' = a-b}^{a+b-2} \lambda(a, b - 1, k + 1) \left( \frac{[k' + 1 - n_{k' + 1}]^2}{[k' + 1][k' + 2]} \right) \begin{array}{c}
  \includegraphics{diagram1} \\
  \includegraphics{diagram2}
\end{array}
\]

which upon expansion is

\[
\begin{align*}
  &= \lambda(a, b - 1, a - b + 1) \left( \frac{[a - b + 1 - n_{a-b+1}]^2}{[a - b + 1][a - b + 2]} \right) \\
  &\quad + \sum_{k' = a-b+2}^{a+b-2} \left( \lambda(a, b - 1, k' - 1) + \lambda(a, b - 1, k' + 1) \frac{[k' + 1 - n_{k' + 1}]^2}{[k' + 1][k' + 2]} \right) \\
  &\quad + \lambda(a, b - 1, a + b - 1) \begin{array}{c}
  \includegraphics{diagram1} \\
  \includegraphics{diagram2}
\end{array}
\end{align*}
\]

It is now a tedious algebraic calculation to verify that the coefficients in this expression agree with those in \((3.3)\). The coefficients for the first and last terms in the above expansion are straightforward to compute using Theorem \((3.2.3)\); these we leave to the reader. We show here that for \( k' \in \{a - b + 2, a - b + 4, \ldots, a + b - 2\} \),

\[
\lambda(a, b - 1, k' - 1) + \lambda(a, b - 1, k' + 1) \frac{[k' + 1 - n_{k' + 1}]^2}{[k' + 1][k' + 2]} = \lambda(a, b, k'). \tag{3.9}
\]

Write \( k' = a - b + 2 + 2i \) for some \( 0 \leq i \leq b - 2 \). Then one calculates that

\[
\lambda(a, b, k') = \frac{[a - b + 3 + 2i]}{\theta(a, b, a - b + 2 + 2i)} \\
= \frac{[a]! [b]! [a - b + 3 + 2i]!}{[b - 1 + i]! [i + 1]! [a - b + 1 + i]! [a + 2 + i]!},
\]

and similarly

\[
\lambda(a, b - 1, k' - 1) = \frac{[a]! [b - 1]! [a - b + 2 + 2i]!}{[b - 1 - i]! [i]! [a - b + 1 + i]! [a + 1 + i]!},
\]

\[
\lambda(a, b - 1, k' + 1) = \frac{[a]! [b - 1]! [a - b + 4 + 2i]!}{[b - 2 - i]! [i + 1]! [a - b + 2 + i]! [a + 2 + i]!},
\]

so that the left-hand side of \((3.9)\) is equal to

\[
\lambda(a, b, k') \left( \frac{[i + 1] [a + 2 + i] + [b - 1 - i] [a - b + 2 + i]}{[b] [a - b + 3 + 2i]} \right). \tag{3.10}
\]
But since
\[ [i + 1][a + 2 + i] + [b - 1 - i][a - b + 2 + i] \]
\[ = \frac{(q^{i+1} - q^{-i-1})(q^{a+2+i} - q^{-a-2-i}) + (q^{b-1-i} - q^{-b+1+i})(q^{a-b+2+i} - q^{-a+b-2-i})}{(q - q^{-1})^2} \]
\[ = \frac{q^{a+2i+3} - q^{a-2b+2i+3} - q^{-a+2b-2i-3} + q^{-a-2i-3}}{(q - q^{-1})^2} \]
\[ = \frac{(q^b - q^{-b})(q^{a-b+2i+3} - q^{-a+b-2i-3})}{(q - q^{-1})^2} \]
\[ = [b][a - b + 2i + 3], \]
we have that (3.10) is equal to \( \lambda(a,b,k') \), as required. Hence by induction the identity holds for all \( b \leq a \).

Finally, if \( b > a \) observe that
\[
p_b \otimes p_a = \sum_{k=b-a}^{a+b} \binom{k + 1}{b} \binom{b}{a} k_{b,b} \theta(b,a,k),
\]
then reflecting all diagrams about the vertical axis gives
\[
p_a \otimes p_b = \sum_{k=b-a}^{a+b} \binom{k + 1}{a} \binom{a}{b} k_{a,a} \theta(a,b,k)
\]
by Corollary 3.2.4. \( \square \)
Chapter 4

Semisimplicity of generic Temperley-Lieb-Jones

Definition 4.0.6. A $\mathbb{F}$-linear category $\mathcal{C}$ with biproduct $\oplus$ is semisimple if there is a collection of disjoint simple objects $S \subset \text{Obj}(\mathcal{C})$ such that every object $x$ of $\mathcal{C}$ is isomorphic to a finite biproduct $\bigoplus_{i=1}^{n} x_{i}$ of objects $x_{i} \in S$.

We remark that if $\mathcal{C}$ is also abelian, this definition is equivalent to the usual notion of semisimplicity in abelian categories.

Recall (cf. Corollary 2.4.7) that in TLJ the Jones-Wenzl idempotents form a collection of disjoint simple objects and the direct sum $\oplus$ is a biproduct.

We claim that generic Temperley-Lieb-Jones is semisimple. In fact most of the work to show this has already been done in the previous chapter; all we still need is the following important lemma, from which semisimplicity will follow as a consequence.

Lemma 4.0.7. Let $p_{a}, p_{b} \in \text{Obj}(\text{TLJ})$ be Jones-Wenzl idempotents. Then

$$p_{a} \otimes p_{b} \cong p_{|a-b|} \oplus p_{|a-b|+2} \oplus \cdots \oplus p_{a+b},$$

where the direct sum runs from $p_{|a-b|}$ to $p_{a+b}$ in steps of two.

Proof. Write $P = p_{|a-b|} \oplus p_{|a-b|+2} \oplus \cdots \oplus p_{a+b}$. Note that we showed in the proof of Theorem 3.3.5 that $(a, b, k)$ is admissible for $k \in \{|a-b|, |a-b|+2, \ldots, a+b\}$; hence let $\varphi : p_{a} \otimes p_{b} \to P$ be the morphism with single column indexed by $p_{a} \otimes p_{b}$ and rows indexed by $p_{|a-b|}, p_{|a-b|+2}, \ldots, p_{a+b}$, whose entry in the row indexed by $p_{k}$ is given by

$$g_{a,b,k} = \begin{array}{c}
|k| \\
|a| \\
|b|
\end{array}$$
That is,

\[
\varphi = \begin{bmatrix}
\begin{array}{c}
|a-b| \\
|a-b|+2 \\
\vdots \\
|a+b|
\end{array}
\end{bmatrix}
\]

Also let \( \psi: P \to p_a \otimes p_b \) be the following morphism row-indexed by \( p_a \otimes p_b \) and column-indexed by \( p_{|a-b|}, p_{|a-b|+2}, \ldots, p_{a+b} \):

\[
\psi = \begin{bmatrix}
\begin{array}{c}
[a-b] \\
\frac{[a-b]+1}{(a,b)} \\
\vdots \\
\frac{a+b}{(a,b)} \\
\frac{a+b+1}{(a,b)}
\end{array}
\end{bmatrix}
\]

where in similar fashion to \( \varphi \) the entry in the column indexed by \( p_k \) is given by

\[
\frac{k+1}{(a,b,k)}
\]

We claim that \( \varphi \) and \( \psi \) are inverse isomorphisms.

To see this first consider the composition \( \varphi \psi: P \to P \). Let us write \( (\varphi \psi)_{p_i,p_j} \) to mean the entry of \( \varphi \psi \) row-indexed by \( p_i \) and column-indexed by \( p_j \). Then by Lemma 3.3.1 observe that \( \varphi \psi \) has off-diagonal entries

\[
(\varphi \psi)_{p_i,p_j} = \frac{j+1}{(a,b,j)}
\]

and diagonal entries

\[
(\varphi \psi)_{p_i,p_i} = \frac{i+1}{(a,b,i)}
\]

Thus \( \varphi \psi = [p_{|a-b|}] \oplus [p_{|a-b|+2}] \oplus \cdots \oplus [p_{a+b}] \) is the identity morphism on \( P \).
Consider now $\psi\varphi: p_a \otimes p_b \to p_a \otimes p_b$, multiplying out the matrices we have that

$$\psi\varphi = \sum_{k=|a-b|}^{a+b} \frac{[k+1]}{\theta(a, b, k)} \begin{array}{c} a \cr \scriptstyle k \cr b \end{array}$$

by Theorem 3.3.5, hence $\psi\varphi$ is the identity on $p_a \otimes p_b$. 

**Theorem 4.0.8** (Semisimplicity of TLJ). *Generic Temperley-Lieb-Jones is semisimple: every object $P \in TLJ$ is isomorphic to a direct sum of Jones-Wenzl idempotents.*

**Proof.** By the distributive property of $\otimes$ over $\oplus$ every object $P \in TLJ$ can be written as a direct sum of tensor products $\bigotimes_{i=1}^n p_{a_i}$, so it suffices to show that every non-unary tensor product is isomorphic to a direct sum of Jones-Wenzl idempotents.

This is an easy induction on the number of tensor factors; the base case $n = 2$ is Lemma 4.0.7. Assume that for some $n \geq 2$ all tensor products with $n$ factors are isomorphic to a direct sum. Then for a product with $n + 1$ factors, using the isomorphism on the first $n$ factors and distributing the last factor over the resulting direct sum we obtain a direct sum of two-factor tensors. Applying Lemma 4.0.7 to each tensor product once more gives the required direct sum of Jones-Wenzl idempotents.
Chapter 5

Specializing at roots of unity

We pause for a moment to provide some motivation for this chapter and give an indication of where we are headed.

In order to construct a skein module associated to a surface \( \Sigma \) we take a suitable diagrammatic category \( \mathcal{C} \) and “draw diagrams” labelled with simple objects from \( \mathcal{C} \) onto \( \Sigma \). However we would like our modules to be finite-dimensional, and in this case generic Temperley-Lieb-Jones does not suffice; if we apply our construction to TLJ we obtain an infinite-dimensional module, for the reason that there are infinitely many simple objects \( p_n, n \in \mathbb{N} \) in the category.

In this chapter we show that TLJ, at a root of unity \( q \) and modulo negligible elements, is a semisimple category with finitely many simple objects (and is moreover a spherical fusion category) which we can use to construct finite skein modules.

5.1 Strict pivotal and spherical categories

In order to develop the results we will need, we must first formalize a few properties of TL.

**Definition 5.1.1.** Let \( (\mathcal{C}, \otimes, e) \) be a strict monoidal category. \( \mathcal{C} \) is further called a **strict pivotal category** if it satisfies the following axioms.

1. Firstly, \( \mathcal{C} \) is equipped with a contravariant functor \( * : \mathcal{C}^{op} \rightarrow \mathcal{C} \) known as the **dual**, such that
   
   i. \( e^* = e \),
   
   and for all \( a, b \in \text{Obj}(\mathcal{C}) \),
   
   ii. \( (a \otimes b)^* = b^* \otimes a^* \), and
   
   iii. \( (a^*)^* = a \).

2. Secondly, for all objects \( a \in \text{Obj}(\mathcal{C}) \) there is a **unit** or **co-evaluation** morphism \( \eta_a : e \rightarrow a \otimes a^* \) satisfying the following three properties.
For all \( a, b \in \text{Obj}(C) \) and \( f : a \to b \), the following diagram commutes:

\[
\begin{array}{ccc}
e & \xrightarrow{\eta_a} & a \otimes a^* \\
\downarrow{\eta_b} \quad & & \downarrow{f \otimes 1} \\
b \otimes b^* \quad & \xrightarrow{1 \otimes f^*} & b \otimes a^*
\end{array}
\]

ii. The following composition is the identity on \( a^* \):

\[
a^* = e \otimes a^* \xrightarrow{\eta_a \otimes 1} a^* \otimes a^{**} \otimes a^* = a^* \otimes (a \otimes a^*)^* \xrightarrow{1 \otimes \eta^*_a} a^* \otimes e = a^* = e \otimes a^* (5.1)
\]

iii. The following composition is \( \eta_{a \otimes b} \):

\[
e \xrightarrow{\eta_a} a \otimes a^* = a \otimes e \otimes a^* \xrightarrow{1 \otimes \eta^*_b} a \otimes b \otimes b^* \otimes a^* = a \otimes b \otimes (a \otimes b)^* (5.2)
\]

Generic Temperley-Lieb is a strict pivotal category: the dual \( a^* \) of an object \( a \in \mathcal{O} \) is itself, that is \( a^* = a \), and the dual of a morphism \( f \) is exactly the dual \( f^* \) of formal diagrams as given in Definition 2.1.6. The unit morphism \( \eta_a : 0 \to a \otimes a^* = 2a \) is the \( a \)-fold nested cup from 0 to \( 2a \) points, hence \( \eta^*_a : 2a \to 0 \) is the \( a \)-fold nested cap. One checks that the axioms for a strict pivotal category are satisfied; note especially that the compositions (5.1) and (5.2) are given by the diagrams in Figure 5.1

![Diagram](image)

Figure 5.1: TL is pivotal.

Remark 5.1.2. We only define strict pivotal categories since it will turn out that TL and the rest of our categories are all strictly pivotal. The non-strict definition is more involved: we replace the equalities in (1) in Definition 5.1.1 with natural isomorphisms between the appropriate functors. As a result the compositions in (2) have to include the identity and associative isomorphisms \( \lambda, \rho, \alpha \), and we have to impose coherence conditions in the form of
six different diagrams which are required to be commutative. Fortunately for our purposes we may ignore these details and simply refer the interested reader to Sections 1 and 2 of [BW99] for more information.

The dual $\eta^*$ of the unit morphism is called the evaluation or co-unit morphism. Any strict pivotal category has trace maps on endomorphisms $f$, obtained by tensoring $f$ on the left or right with the identity morphism and then composing with the appropriate unit and evaluation morphisms.

**Definition 5.1.3.** Let $\mathcal{C}$ be a strict pivotal category. The **right trace** of a morphism $f: a \to a$ in $\mathcal{C}$ is given by the following composition,

$$e \xrightarrow{\eta_a} a \otimes a^* \xrightarrow{f \otimes 1} a \otimes a^* \xrightarrow{\eta^*_a} e.$$ 

Similarly we define the **left trace** of $f$ to be

$$e \xrightarrow{\eta^*_a} a^* \otimes a \xrightarrow{1 \otimes f} a^* \otimes a \xrightarrow{\eta_a} e.$$ 

It is clear that in TL the categorical trace is exactly the trace $\text{tr}$ obtained by tracing off an endomorphism $f$ on the right or the left as in Definition 2.1.7. Recall from Remark 2.1.8 that $\text{tr}$ is a map from the endomorphism spaces $\text{Hom}(a, a)$ to $\mathbb{F}$, given by $d^m$ where $m$ is the number of loops in $\text{tr}(f)$. Since this is the same whichever side we trace off, the left trace and the right trace are the same for all $f$, hence TL is an example of a spherical category.

**Definition 5.1.4** (Barrett and Westbury, 1993). A pivotal category $\mathcal{C}$ is spherical if for every endomorphism $f$ in $\mathcal{C}$, the left and right trace of $f$ are equal.

This justifies us simply speaking of “the” trace in a spherical category.

Let $f: a \to b, g: b \to a$ be TL diagrams, and consider $\text{tr}(gf)$. Observe that the trace of a TL diagram $D$ is invariant under isotopies of $D$, thus we may pull the diagram $g$ around the closed loop without changing the trace (Fig. 5.2). This proves the following statement:

**Lemma 5.1.5.** For all formal diagrams $f: a \to b, g: b \to a$ in TL,

$$\text{tr}(gf) = \text{tr}(fg).$$

In fact Lemma 5.1.5 is true in general for all spherical categories, see Lemma 1.5.1 of [Tur94]. (This justifies the name “trace”; furthermore this construction is indeed the usual linear trace in the category Vect of vector spaces.)

### 5.2 Negligible morphisms

**Definition 5.2.1.** Let $\mathcal{C}$ be a spherical category with trace $\text{tr}$. A morphism $f: a \to b$ in $\mathcal{C}$ is **negligible** if for all $g: b \to a$, the trace $\text{tr}(gf)$ is zero.

We state and prove the following lemma in the setting of TL, though the reader familiar with the diagrammatic calculus for pivotal categories will recognize it as a result for such categories in general.
Lemma 5.2.2. The set $\mathcal{N}$ of all negligible morphisms in TL forms a tensor ideal, called the negligible ideal.

Proof. Let $f : a \to b$ be negligible. For all $g : b \to c$ and all $h : c \to a$,

$$\text{tr}(h(gf)) = \text{tr}((hg)f) = 0$$

and

$$\text{tr}(g(fh)) = \text{tr}((gf)h) = \text{tr}(h(gf)) = \text{tr}((hg)f) = 0$$

by Lemma 5.1.5, hence $\mathcal{N}$ is closed under arbitrary composition.

Now suppose $g : c \to d$, we need to show that for all $h : b \otimes d \to a \otimes c$ the composite $h(f \otimes g)$ has zero trace. By isotoping, we have that

$$\text{tr}(h(f \otimes g)) = 0.$$

A similar argument shows that $\mathcal{N}$ is closed under left tensor multiplication.

Finally since the trace is $\mathbb{F}$-linear, if $f, g \in \text{Hom}(a, b)$ are negligible then so are $f + g$ and $cf$ for all $c \in \mathbb{F}$, hence the intersection of $\mathcal{N}$ with $\text{Hom}(a, b)$ is a linear subspace of $\text{Hom}(a, b)$.

\[\square\]
5.3 Evaluating the quantum parameter

Recall from Definition 1.0.4 the formula for the quantum integers $[n]$. By fixing the value of the parameter $q$ at a root of unity, we find that for certain $n$ the quantum integers $[n]$ become zero. More specifically, $[n] = 0$ precisely when $q \neq \pm 1$ is a $2n$-th root of unity, since

$$[n] = \frac{q^n - q^{-n}}{q - q^{-1}} = 0 \iff q^n - q^{-n} = 0 \iff q^{2n} - 1 = 0.$$

Recall that generic Temperley-Lieb TL is a $\mathbb{C}$-linear category; if we fix a value for $q$ we obtain a $\mathbb{C}$-linear category.

**Definition 5.3.1.** Let $n > 1$ and let $q = e^{\pi i/n}$ be a $2n$-th root of unity. We obtain a $\mathbb{C}$-linear category $\text{TL}(q = e^{\pi i/n})$ with the same objects $x \in \mathbb{C}6$ as $\text{TL}$, and whose morphisms are now $\mathbb{C}$-linear combinations of simple TL diagrams from $x$ to $y$ points. We say that $\text{TL}(q)$ is the Temperley-Lieb category evaluated at $q = e^{\pi i/n}$.

Evaluating TL at a root of unity has two effects — the first is that all but finitely many of the Jones-Wenzl idempotents cease to exist in $\text{TL}(q)$, and the second is that some nonzero morphisms in the category become negligible.

**Lemma 5.3.2.** Let $q = e^{\pi i/n}$ for some $n > 1$, then in $\text{TL}(q)$ only the finitely many Jones-Wenzl idempotents $p_i$ for $0 \leq i \leq n - 1$ are defined. Furthermore $p_{n-1}$ is negligible, and is the only Jones-Wenzl idempotent to be so.

**Proof.** Observe from the inductive definition (2.1) in Theorem 2.3.2 that since $[n] = 0$, $p_n$ is no longer defined, hence the $p_i$ are undefined for $i \geq n$.

We claim that among the remaining Jones-Wenzl idempotents, $p_a$ is negligible if and only if $[a + 1] = 0$. Let $g \in \text{Hom}(a, a)$ and write $g = c \cdot \text{id}_a + \sum c_jm_j$, where as usual each $m_j$ is a product of non-identity generators $U_i$ of $\text{TL}_a$. Then by property $(ii)$ of Theorem 2.3.2 we have that $gp_a = cp_a$, so that $\text{tr}(gp_a) = c\text{tr}(p_a) = c[a + 1]$, and this trace is zero for all $g$ if and only if $[a + 1] = 0$. Suppose $[m] = 0$, then $1 = q^{2m} = e^{2m\pi i/n}$ implies that $m$ is a multiple of $n$, thus $n$ is the smallest integer for which $[n] = 0$ and $p_{n-1}$ is negligible.

**Lemma 5.3.3.** Let $q = e^{\pi i/n}$ and let $(a, b, c)$ be an admissible triple. The morphism

$$g_{a,b,c} = \begin{array}{c} c \\ \downarrow \\ b \end{array} \begin{array}{c} a \\ \downarrow \\ \end{array}$$

is negligible in $\text{TL}(q)$ if and only if $a + b + c \geq 2n - 2$. 
Proof. By isotopy we have that
\[
\text{tr}(h \circ g_{a,b,c}) = \begin{array}{ccc}
\begin{array}{c}
\text{(Diagram)}
\end{array}
\end{array} = \begin{array}{ccc}
\begin{array}{c}
\text{(Diagram)}
\end{array}
\end{array},
\]
so for all \( h: c \to a \otimes b \) the diagram \( h^* \) is a morphism from \( b \otimes a \) to \( c \). We proved (cf. Theorem 2.4.6) that the only such nonzero diagram is \( g_{b,a,c} \), so the trace is certainly zero unless \( h^* = g_{b,a,c} \), in which case we get that
\[
\text{tr}(h \circ g_{a,b,c}) = \begin{array}{ccc}
\begin{array}{c}
\text{(Diagram)}
\end{array}
\end{array} = \theta(a, b, c),
\]
which by Theorem 3.2.3 is equal to
\[
\frac{[a+b-c]! [b+c-a]! [a+c-b]! [a+b+c+2]!}{[a]! [b]! [c]!}.
\]
But this is zero if and only if the numerator contains a factor of \([n]\), which occurs precisely when
\[
\frac{a + b + c + 2}{2} \geq n \iff a + b + c \geq 2n - 2.
\]
The preceding two lemmas motivate the following definition, which we will shortly use.

**Definition 5.3.4.** At a root of unity \( q = e^{\pi i/n} \), a triple \((a, b, c)\) of natural numbers is called \( q\)-admissible if \((a, b, c)\) is admissible, \(0 \leq a, b, c \leq n - 2\), and \( a + b + c < 2n - 2\).

### 5.4 Temperley-Lieb-Jones at roots of unity

Throughout this section we fix the value of \( q = e^{\pi i/n} \) at a 2n-th root of unity for some \( n > 1\).

Now let us take the quotient of \( TL(q) \) by its negligible ideal \( N \). This is the category \( TL(q)/N \) having the same objects as \( TL(q) \), with each \( \text{Hom}_{TL(q)}(a, b) \) being the hom-space \( \text{Hom}_{TL(q)}(a, b) \) quotiented out by its subspace \( N \cap \text{Hom}_{TL(q)}(a, b) \). Thus \( TL(q)/N \) is the category \( TL(q) \) where all negligible morphisms are identified with the zero morphism 0. In particular \( p_{n-1} \) and \( g_{a,b,c} \), where \((a, b, c)\) is not a \( q\)-admissible triple, are zero in \( TL(q)/N \).

Note that the quotient category inherits the spherical \( \mathbb{C}\)-linear monoidal structure of \( TL(q) \). As in the unevaluated case we can take the Karoubi envelope and then the additive completion to obtain \( Mat Kar (TL(q)/N) \).
Remark. Our quotient category \( TL/\mathcal{N} \) is a specific instance of Theorem 2.9 in [BW99].

Definition 5.4.1. The Temperley-Lieb-Jones category \( TLJ(q) \) evaluated at \( q = e^{\pi i/n} \) is the full subcategory of \( MatK\text{ar}\,(TLJ(q)/\mathcal{N}) \) having objects \( \text{Obj}(TLJ(q)) \) being the closure of the nonzero Jones-Wenzl idempotents \( p_i, \ 0 \leq i \leq n-2 \) under direct sum and tensor product.

By Theorem 2.4.6 and Lemma 5.3.3, if \( p_a, p_b, p_c \) are Jones-Wenzl idempotents in \( TLJ(q) \) at a root of unity then \( \text{Hom}(p_a \otimes p_b, p_c) \) is 1-dimensional if and only if \( (a,b,c) \) is a \( q \)-admissible triple. This is because for \( (a,b,c) \) not \( q \)-admissible, \( g_{a,b,c} \) is negligible in \( TLJ(q) \) and hence zero after taking the quotient. From this it then follows in exactly the same manner as for the unevaluated case that

Theorem 5.4.2. The Jones-Wenzl idempotents \( p_i, \ 0 \leq i \leq n-2 \) are simple and form a collection of disjoint simple objects in \( TLJ(q) \).

As before we wish to show that \( TLJ(q) \) is semisimple. However now the isomorphism between a tensor product and a direct sum of simple objects is more complicated. The following notation will simplify the presentation slightly: at a \( 2n \)-th root of unity we write

\[
a + n b = \begin{cases} a + b & \text{if } a + b < n - 1 \\ 2n - (a + b) - 4 & \text{if } a + b \geq n - 1 \end{cases}
\]

Remark 5.4.3. It is not hard to verify that for all \( 0 \leq a, b \leq n - 2 \) we have

\[
a + n b \leq n - 2,
\]

and \( (a + n b) - |a - b| \geq 0 \) is even. Now let \( k \in \{|a - b|, |a - b| + 2, \ldots, a + n b\} \), then the triple \((a,b,k)\) is \( q \)-admissible, which we see as follows.

In the case that \( a + b < n - 1 \) we have \( a + n b = a + b \), and we showed in the proof of Theorem 3.3.3 that \( (a,b,k) \) is admissible in this case. Furthermore since \( k \leq a + n b \leq n - 2 \) and \( a + b + k \leq a + b + n - 2 \leq 2(n - 2) = 2n - 4 \), it is also \( q \)-admissible.

If \( a + b \geq n - 1 \) then by the proof mentioned earlier we have that \( a + b + k \) is even, \( b + k \geq a \), and \( a + k \geq b \). Furthermore

\[
a + b \geq n - 1 > a + n b \geq k,
\]

and

\[
a + b + k \leq a + b + (a + n b) = 2n - 4,
\]

so \((a,b,k)\) is also \( q \)-admissible in this case.

Observe that at a root of unity, Lemmas 3.3.1, 3.3.2 and 3.3.3 and their proofs still hold under condition of \( q \)-admissibility. We then have the following theorem.
5.4. TEMPERLEY-LIEB-JONES AT ROOTS OF UNITY

Theorem 5.4.4 (Truncated tensor product identity). At a root of unity \( q = e^{\pi i/n} \),

\[
p_a \otimes p_b = \sum_{k=|a-b|}^{a+b} \left( \frac{[k+1]}{\theta(a, b, k)} \right) \theta(a, b, k)
\]

for \( 0 \leq a, b \leq n - 2 \).

Proof. The structure of this proof is essentially the same as that for the non-truncated tensor product identity (Theorem 3.3.5), we give a sketch by following along the lines of the proof of the non-truncated case, indicating what changes need to be made as we go. Note that we have already showed in Remark 5.4.3 that \((a, b, k)\) is \(q\)-admissible over the range of the sum.

Firstly, the case where \( a = 0 \) or \( b = 0 \) is the same as for the non-truncated version.

Next we prove (5.3) for \( a \geq 1 \) and \( b = 1 \). If \( a < n - 2 \), we have that \( a + b < n - 1 \) and \( a + n b = a + b \), and the truncated identity is the same as the non-truncated identity, which we have already proved. (One checks that the proof in the non-truncated case does not involve negligible morphisms and division by zero quantum integers, and so is still valid when considered at a root of unity.) If \( a = n - 2 \), we have \( a + b = n - 1 \), and hence \( a + n b = n - 3 = a - 1 \). Then

\[
\sum_{k=a-1}^{a-1} \left( \frac{[k+1]}{\theta(a, b, k)} \right) \theta(a, b, k) = \frac{[a]}{\theta(a, 1, a-1)}
\]

\[
= \frac{[n-2]}{[n-1]} + \frac{[n-2]}{[n-1]} \quad \text{since } p_{n-1} = 0 \text{ in } TLJ(q)
\]

\[
= p_a \otimes p_1.
\]

We have proved the truncated identity on \( p_a \otimes p_1 \) in the “correct” way; let us now introduce a convention that will greatly simplify the rest of this proof. We have observed that the truncated identity for \( p_a \otimes p_1 \) coincides with the non-truncated identity when \( a < n - 2 \). Let
us extend this by convention to include the case $a = n - 2$, that is to say we will write
\[
p_{n-2} \otimes p_1 = \sum_{k=n-3}^{n-1} \frac{[k+1]}{\theta(a,1,k)} \sum_{k=n-2}^{n-1} \frac{[n-2]}{\theta(n-2,1,n-3)} \sum_{k=1}^{n-3} \frac{[n]}{\theta(n-2,1,n-1)} \sum_{k=1}^{n-1}
\]
and consider the second term to be zero since $p_{n-1} = 0$. (Of course, the coefficient $\frac{[n]}{\theta(n-2,1,n-1)}$ is, properly speaking, not well-defined, but we will agree that it is 1 since the numerator and denominator are equal.) We use this convention to avoid having to break into cases depending on whether $a < n - 2$ or $a = n - 2$.

Next let $2 \leq b \leq a$, and assume for induction that (5.3) holds for $p_a \otimes p_c$ for all $1 \leq c \leq b-1$. Then we have the following cases for $b$.

Case 1: $a + b < n - 1$. Then $a + b = a + b$, so the upper limit of summation is the same as in the non-truncated case, and one checks that the proof for the unevaluated case also holds here, with no modifications necessary.

Case 2. $a + b = n - 1$, so $a + n, b = n - 3 = a + b - 2$. Then using the convention described earlier and following the calculation of the non-truncated proof we get that
\[
p_a \otimes p_b = \lambda(a,b,a-b)
\]
\[
+ \sum_{k'=a-b+2}^{a+b} \lambda(a,b,k') + \lambda(a,b-1,a+b-1)
\]
where as before we write $\lambda(i,j,k) = \frac{[k+1]}{\theta(i,j,k)}$. The last term in the above expansion comes from our convention of writing $p_{n-2} \otimes p_1$ and is negligible (it involves $p_{a+b} = p_{n-1}$) and hence zero. Hence we have that
\[
p_a \otimes p_b = \sum_{k=a-b}^{a+b} \lambda(a,b,k)
\]

Remark. In the calculation above we had to use the triangle-shrinking Lemma 3.3.2 on a diagram involving the negligible Jones-Wenzl idempotent $p_{n-1}$, however this is not a problem since the lemma simply rewrites one negligible morphism as another. (That is, zero morphisms stay zero and nonzero morphisms stay nonzero under the lemma.)

Case 3. $a + b \geq n$, hence $a + n, b = 2n - 4 - (a + b)$. The calculation is the same as for the unevaluated case, except we have to change the upper limit of summation to $a + n(b - 1) =
2n - 4 - (a + b - 1), obtaining

\[ p_a \otimes p_b = \sum_{k=a-b+1}^{2n-4-(a+b-1)} \lambda(a, b - 1, k) \left( \begin{array}{c}
\frac{[k-nk]^2}{k[k+1]} \\
\frac{a}{a-b+1} \\
\frac{b}{b} \\
\frac{a+b}{a+b}
\end{array} \right) \]

(compare equation (3.8) in Theorem 3.3.5). Reindexing and simplifying as in the non-truncated proof, we get that

\[ p_a \otimes p_b = \lambda(a, b - 1, a - b + 1) \left( \begin{array}{c}
\frac{[a-b+1-n_{a-b+1}]^2}{[a-b+1][a-b+2]} \\
\frac{a}{a-b} \\
\frac{b}{b} \\
\frac{a+b}{a+b}
\end{array} \right) \]

+ \sum_{k'=a-b+2}^{2n-4-(a+b)} \left( \lambda(a, b - 1, k' - 1) + \lambda(a, b - 1, k' + 1) \frac{[k'+1-n_{k'+1}]^2}{[k'+1][k'+2]} \right) \left( \begin{array}{c}
\frac{a}{a} \\
\frac{b}{b} \\
\frac{a+b}{a+b}
\end{array} \right)

Now \( k' \leq 2n - 4 - (a + b) \leq 2(a + b) - 4 - (a + b) = a + b - 4 \), and by the non-truncated proof we know that for all \( k' \in \{ a - b, a - b + 2, \ldots, a + b - 4 \} \), the coefficients of the terms indexed by \( k' \) in the above expansion are the coefficients \( \lambda(a, b, k') = \frac{[k'+1]}{g(a, b, k')} \) in the tensor product identity. Furthermore the last term again arises due to us writing \( p_{n-2} \otimes p_1 \) as a sum involving a negligible morphism, it is itself negligible since \( a + b + (2n - 2 - (a + b)) = 2n - 2 \), and hence is equal to zero. Thus

\[ p_a \otimes p_b = \sum_{k=a-b}^{2n-4-(a+b)} \lambda(a, b, k) \left( \begin{array}{c}
\frac{[k+1]}{g(a, b, k)} \\
\frac{a}{a} \\
\frac{b}{b} \\
\frac{a+b}{a+b}
\end{array} \right) \]

Hence by induction the truncated identity holds for all \( b \leq a \). Finally, reflecting all diagrams about the vertical axis gives the result for all \( a, b \leq n - 2 \). \( \square \)

As in generic TLJ, we have maps

\[ \varphi: p_a \otimes p_b \longrightarrow p_{a-b} \oplus p_{a-b+2} \oplus \cdots \oplus p_{a+n-b}, \]

\[ \psi: p_{a-b} \oplus p_{a-b+2} \oplus \cdots \oplus p_{a+n-b} \longrightarrow p_a \otimes p_b, \]
given by

\[ \varphi = \begin{bmatrix} [a-b] \\ a \\ [a-b]+2 \\ a \\ \vdots \\ a+n \cdot b \\ b \end{bmatrix} \]

and

\[ \psi = \begin{bmatrix} \frac{[a-b]+1}{\theta(a, b, |a-b|)} \\ [a-b] \\ \cdots \\ \frac{[(a+n \cdot b)+1]{\theta(a, b, a+n \cdot b)}}{a+n \cdot b} \end{bmatrix} \]

for all objects \( p_a \otimes p_b \) in \( \text{TLJ}(q) \), and the proof that these give isomorphisms

\[ p_a \otimes p_b \cong p_{|a-b|} \oplus p_{|a-b|+2} \oplus \cdots \oplus p_{a+n \cdot b} \]

is exactly the same as for Lemma 4.0.7. Accordingly, the proof of the following theorem is the same as for the generic case.

**Theorem 5.4.5** (Semisimplicity of \( \text{TLJ}(q) \)). Temperley-Lieb-Jones at a root of unity \( q = e^{\pi i/n} \) is semisimple, with simple objects the Jones-Wenzl idempotents \( p_i \) for \( 0 \leq i \leq n-2 \).

**Remark 5.4.6.** \( \text{TLJ}(q) \) at a root of unity \( q \) is in fact equivalent as a braided spherical tensor category to the category \( \text{Rep} U_q(\mathfrak{sl}_2(\mathbb{C})) \) of representations of the quantum algebra \( U_q(\mathfrak{sl}_2(\mathbb{C})) \). However a problem arises when we consider \( \text{TLJ}(q) \) and \( \text{Rep} U_q(\mathfrak{sl}_2(\mathbb{C})) \) as pivotal categories: for reasons we do not go into here, their standard pivotal structures do not match, hence in order to make them equivalent as pivotal categories we either change the pivotal structure or else negate the parameter \( q \) in one of the categories. That is to say, \( \text{TLJ}(q) \) and \( \text{Rep} U_{-q}(\mathfrak{sl}_2(\mathbb{C})) \) are equivalent categories. (See [ST08] and [Tin10] for details.)

**Definition 5.4.7.** A spherical fusion category is a category that is

1. spherical,
2. linear with finite-dimensional hom-spaces,
3. rigid monoidal, having tensor product with duals and unit and evaluation morphisms satisfying the zigzag identities

\[ a \otimes a^* \otimes a = a \otimes a^* = a^* \otimes a = a \otimes a^* \otimes a. \]
and

4. semisimple with finitely many simple objects, and the tensor identity is simple.

We have now shown that Temperley-Lieb-Jones at a root of unity is an example of such a category, and are finally ready to turn our attention to the construction of skein modules.
Chapter 6

Turaev-Viro skein modules for \(n\)-holed disks

At the end of the last chapter we saw that \(TLJ(q)\) is a spherical fusion category. One of the reasons these categories are interesting is that they allow us to construct (2 + 1)-dimensional topological quantum field theories (TQFTs).

One of the first TQFTs to be discovered was the Turaev-Viro TQFT [TV92], which takes as input a spherical fusion category in order to construct free modules for 2-surfaces and linear maps for 3-cobordisms. In this final chapter we deal only with the 2-dimensional aspect of the theory and present an alternative construction of the Turaev-Viro skein modules for \(n\)-holed disks.

In Turaev and Viro’s original construction, the skein module for a given surface \(\Sigma\) is defined abstractly as a finite quotient of an infinite-dimensional vector space formed by considering all possible “labellings” over all triangulations of \(\Sigma\). In order to do concrete calculations one then has to invoke the (folkloric) spine lemma [Mat13], which allows one to pass from triangulations to a spine for \(\Sigma\), that is, a graph embedded in \(\Sigma\) onto which \(\Sigma\) deformation retracts, and this then gives us an explicit basis for the skein module. Our approach in this chapter will be to short-circuit all this, and instead define modules via spines, proving all the results we need about existence and uniqueness directly. However our construction is much weaker than the original, being valid for \(n\)-holed disks (or more generally, for compact surfaces with trivial \(n\)th homology for \(n \geq 2\)); in contrast the original Turaev-Viro construction works for any compact 2-manifold.

For the rest of this chapter we work at a root of unity \(q = e^{\pi i/n}\).

Definition 6.0.8. Let \(\Sigma\) be a \(n\)-holed disk, i.e. \(\Sigma = \overline{D^2} \setminus \bigsqcup_{i=1}^{n} D_i^2\) is the compact smooth 2-manifold with boundary, formed by taking the closed 2-disk and removing \(n\) disjoint copies \(D_1^2, \ldots, D_n^2\) of the open disk from its interior. Let \(M\) be a finite collection of distinguished points marked on the boundary of \(\Sigma\). Then we call \((\Sigma, M)\) a \(n\)-holed disk with marked boundary.
**Definition 6.0.9.** Let \((\Sigma, M)\) be a \(n\)-holed disk with marked boundary. A **spine** for \((\Sigma, M)\) is a planar graph \(s\) embedded in \(\Sigma\) such that

1. the set of vertices of degree 1 in \(s\) is precisely the set \(M\) of marked points on the boundary of \(\Sigma\), and
2. \(\Sigma\) deformation retracts onto \(s\).

A **trivalent spine** is a spine that is further uni-trivalent, i.e. one whose vertices are all of degree 3, except for those coinciding with the marked boundary points.

Note that the marked boundary points are part of the data of spines for \(n\)-holed disks, so for example while the two surfaces in Figure 6.1 are the same, the set of marked boundary points is different and hence a spine for one is not a spine for the other.

![Figure 6.1: Trivalent spines for different \(n\)-holed disks.](image)

**Definition 6.0.10.** Let \(s\) be a trivalent spine for a \(n\)-holed disk \((\Sigma, M)\). A **coloring** of \(s\) is a labelling of the edges of \(s\) by simple objects \(p_i\) in \(\text{TLJ}(q)\), such that at every trivalent vertex the labels of the edges adjacent to it form a \(q\)-admissible triple.

Hence we see that a coloring of \(s\) determines a particular configuration of TL diagrams drawn on the surface of \(\Sigma\). Such diagrams are in general called **skein diagrams**.

**Definition 6.0.11.** The **skein module associated to the trivalent spine** \(s\) for the surface \((\Sigma, M)\) is the free \(\mathbb{C}\)-module \(C(s)\) having as a basis all colorings of \(s\).

For example, let \((D^2 \setminus (D^2_1 \cup D^2_2), \emptyset)\) be the doubly-holed disk with empty boundary marking, and let \(s_1\) and \(s_2\) be the trivalent spines given in Figure 6.2. Then at \(q = e^{\pi i/3}\), the simple objects in \(\text{TLJ}(q)\) are \(p_0\) and \(p_1\), the only \(q\)-admissible triples are \((0, 0, 0)\) and \((0, 1, 1)\),

![Figure 6.2: Trivalent spines for the doubly-holed disk.](image)
and the skein modules associated to $s_1$ and $s_2$ are given by

$$C(s_1) = \text{span} \left\{ \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
0 \ 0 \ 0
\end{array}
\begin{array}{c}
\begin{array}{c}
1 \ 0 \ 0
\end{array}
\begin{array}{c}
\begin{array}{c}
0 \ 0 \ 1
\end{array}
\begin{array}{c}
\begin{array}{c}
1 \ 0 \ 1
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\right\}$$

and

$$C(s_2) = \text{span} \left\{ \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
0 \ 0 \ 0
\end{array}
\begin{array}{c}
\begin{array}{c}
1 \ 0 \ 1
\end{array}
\begin{array}{c}
\begin{array}{c}
1 \ 0 \ 0
\end{array}
\begin{array}{c}
\begin{array}{c}
0 \ 0 \ 1
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\right\}$$

where for simplicity we write $i$ instead of $p_i$ to indicate the values of the edge labels.

Observe that $C(s_1)$ and $C(s_2)$ are both 4-dimensional and are thus isomorphic (although not naturally). This is true in general: given any two trivalent spines $s_1$ and $s_2$ for a $n$-holed disk $(\Sigma, M)$ the skein modules $C(s_1), C(s_2)$ associated to the spines are always isomorphic, as we will soon show. We will rely on the following two results, for proofs of which see Theorem 2 and Proposition 9 of [KL94].

**Theorem 6.0.12 (Recoupling theorem, Kauffman).** Let $(a, b, j)$ and $(c, d, j)$ be $q$-admissible triples. Then there exist unique $r_i \in \mathbb{R}$ such that

$$\sum \limits_{i=0}^{n-2} r_i \{ a \ b \ i \ c \ d \ j \} = \delta_{jk}$$

where the sum on the right hand side runs over all $0 \leq i \leq n-2$ for which $(a, d, i)$ and $(b, c, i)$ are $q$-admissible.

The coefficients $r_i$ are called the $q$-6j symbols, and we write

$$r_i = \left\{ \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
a \ b \ i
\end{array}
\begin{array}{c}
\begin{array}{c}
c \ d \ j
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\right\}$$

to emphasize the dependence of their values on the values of the edge labels. They satisfy the following relation.

**Lemma 6.0.13 (Orthogonality identity).** Let $(a, b, j)$, $(c, d, j)$, $(a, b, k)$ and $(c, d, k)$ be $q$-admissible. Then

$$\sum \limits_{i=0}^{n-2} \left\{ \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
a \ b \ i
\end{array}
\begin{array}{c}
\begin{array}{c}
c \ d \ j
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\right\} \left\{ \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
d \ a \ k
\end{array}
\begin{array}{c}
\begin{array}{c}
b \ c \ i
\end{array}
\end{array}
\end{array}
\end{array}
\end{array}
\right\} = \delta_{jk}$$
where $\delta_{jk}$ is the Kronecker delta, and the sum is taken over all $i$ for which $(a, d, i)$ and $(b, c, i)$ are $q$-admissible.

Remark 6.0.14. An explicit formula for the $q$-6$j$ symbols is given in Proposition 11 of [KL94], though we will not need it here. We remark however that our tensor product identities Theorem 5.4.11 and Theorem 3.3.5 (in the case of generic $q$) are special cases of the recoupling theorem with $j = 0$, $a = b$ and $c = d$, which gives us that

$$\left\{ \begin{array}{ccc} a & a & i \\ c & c & 0 \end{array} \right\} = \frac{i + 1}{\theta(a, c, i)}.$$

One last thing we will need is to define the HI move on trivalent graphs.

Definition 6.0.15. Suppose a general (unlabelled) trivalent graph contains a subgraph

![Diagram](diagram1)

then we can replace this locally by

![Diagram](diagram2)

One may think of as “contracting” the central edge down to a point and then extending again perpendicularly, keeping the edges outside of the circular region constant throughout. We call performing such a local substitution a HI move. Observe that HI moves are invertible; we simply apply the HI move (rotated $90^\circ$) to the same local region of the graph.

Let $s$ be a trivalent spine for $(\Sigma, M)$, and assume $s'$ is another spine for $(\Sigma, M)$ obtained by applying a single HI move to $s$. Let $\gamma$ be the subgraph of $s$ to which we apply the HI move, and $\gamma'$ the subgraph of $s'$ which we hence obtain. We define a linear map $\varphi: C(s) \to C(s')$ in the following manner:

Let $c$ be a coloring of $s$ for which the labelling of the subgraph $\gamma$ is given by

![Diagram](diagram3)

The image $\varphi(c)$ is defined to be the linear combination of colorings of $s'$ whose labels agree with those of $s$ on the region $s' \setminus \gamma' = s \setminus \gamma$, and whose labels on $\gamma'$ are given by the linear combination

$$\sum_i \left\{ \begin{array}{ccc} a & b & i \\ c & d & j \end{array} \right\}$$
as per the recoupling theorem.

Define \( \psi: C(s') \to C(s) \) in a similar manner: the image of the basis element \( c' \in C(s') \) is the linear combination of colorings of \( s \) whose labels agree with those of \( c' \) on \( s' \setminus \gamma \), and whose labels on \( \gamma \) are given by the linear combination

\[
\sum_k \left\{ \begin{array}{ccc} d & a & k \\ b & c & i \end{array} \right\} \begin{array}{c} b \\ c \\ k \\ d \end{array}
\]

we get by applying the recoupling theorem to

\[
\begin{array}{c} b \\ c \\ i \\ d \end{array}
\]

**Lemma 6.0.16.** The linear maps \( \varphi \) and \( \psi \) are inverse isomorphisms, and

\( C(s) \cong C(s') \).

**Proof.** We abuse notation and represent colorings of the spines \( s, s' \) by the subgraphs \( \gamma, \gamma' \) on which we apply the HI move, for instance writing

\[
c = \begin{array}{c} b \\ j \\ c \\ d \end{array}
\]

to mean the coloring \( c \) of \( s \), and noting as we do so that the labellings of the edges of \( c \) are constant outside of this local region.

Then

\[
\psi \varphi (c) = \psi \left( \sum_i \left\{ \begin{array}{ccc} a & b & i \\ c & d & j \end{array} \right\} \begin{array}{c} b \\ c \\ i \\ d \end{array} \right) = \sum_i \left\{ \begin{array}{ccc} a & b & i \\ c & d & j \end{array} \right\} \left( \sum_k \left\{ \begin{array}{ccc} d & a & k \\ b & c & i \end{array} \right\} \begin{array}{c} b \\ k \\ c \\ d \end{array} \right) = \sum_k \left( \sum_i \left\{ \begin{array}{ccc} a & b & i \\ c & d & j \end{array} \right\} \left\{ \begin{array}{ccc} d & a & k \\ b & c & i \end{array} \right\} \begin{array}{c} b \\ k \\ c \\ d \end{array} \right),
\]

but by the orthogonality identity (Lemma 6.0.13) all the coefficients are zero except those for which \( k = j \), in which case

\[
\psi \varphi (c) = \sum_{i=0}^{n-2} \left\{ \begin{array}{ccc} a & b & i \\ c & d & j \end{array} \right\} \left\{ \begin{array}{ccc} d & a & j \\ b & c & i \end{array} \right\} \begin{array}{c} b \\ j \\ c \\ d \end{array}.
\]
Hence $\psi \varphi (c) = c$ for all basis elements $c$ of $C(s)$, and the same argument also gives that $\varphi \psi (c') = c'$ for all basis elements $c'$ of $C(s')$. Thus $\psi \varphi$ and $\varphi \psi$ are the identities on the bases for $C(s), C(s')$, and so $\varphi, \psi$ are isomorphisms.

Now we are ready to prove that different trivalent spines for the same surface yield isomorphic skein modules.

**Theorem 6.0.17.** Let $(\Sigma, M)$ be a $n$-holed disk with marked boundary, and let $s, s'$ be trivalent spines for $(\Sigma, M)$. Then $C(s) \cong C(s')$.

The fundamental idea is to show that any two trivalent spines $s, s'$ for $(\Sigma, M)$ are related via a sequence of HI moves $s = s_1 \rightarrow s_2 \rightarrow s_3 \rightarrow \cdots \rightarrow s_{k-1} \rightarrow s_k = s'$ where the $s_i$ are intermediate trivalent spines for $(\Sigma, M)$ and each $z_i$ is a single HI move applied to a local region of $s_i$. Then by Lemma 6.0.16 this yields a sequence of isomorphisms $C(s) \cong C(s_2) \cong \cdots \cong C(s_{k-1}) \cong C(s')$.

Our proof will use some basic concepts from Morse theory; the reader unfamiliar with some of the terms involved may consult Chapter 3 of [Mat02], Chapter 4 of [GS99] or any other introductory text.

**Proof of Theorem 6.0.17.** Observe that any spine $s$ (not necessarily trivalent) for $(\Sigma, M)$ defines a handle decomposition $S$ for $\Sigma$ in terms of 2-dimensional 0 and 1-handles in the following way: for every vertex $v$ of $s$ we "enlarge" $v$ to a 0-handle $H_0^v = D^0 \times D^2$ while keeping the edges adjacent to $v$ attached to the boundary of $H_0^v$, and for every edge $e$ connecting vertices $v, w$ we attach a 1-handle $H_1^e = D^1 \times D^1$ to the corresponding 0-handles $H_0^v, H_0^w$ in the obvious way, without twisting and by taking $e$ to be the core of $H_1^e$. Conversely, suppose we have a handle decomposition for $\Sigma$ in terms of 0 and 1-handles, such that every marked boundary point on $\Sigma$ has an associated 0-handle with exactly one 1-handle attached. Then it is clear that we can deformation retract each 1-handle to its core and then each 0-handle to a single point, and thus obtain a spine for $(\Sigma, M)$. Therefore we see that giving a spine $s$ for $(\Sigma, M)$ is equivalent to specifying a handle decomposition $S$ of $\Sigma$ "with respect to the marked boundary $M"$. It will be advantageous to first consider the case $M = \emptyset$, i.e. where $\Sigma$ has no marked boundary points.

Let $s, s'$ be trivalent spines for $(\Sigma, \emptyset)$, and let $S, S'$ be the associated handle decompositions for $\Sigma$. By a fundamental result of Cerf theory, $S$ and $S'$ are related (via homotopies of their corresponding Morse functions) by a finite sequence of handle pair creations, cancellations, and handle slides (cf. Theorem 4.2.12 of [GS99]); that is to say that $S'$ can be obtained from
S by applying a sequence of such handle moves, which are in fact diffeomorphisms. Again, by considering homotopies of Morse functions it is not hard to show that since \( S, S' \) only involve handles of index 0 or 1, we may restrict ourselves to using only \((0,1)\)-handle moves.

Observe that every \((0,1)\)-handle move on handle decompositions has an interpretation as a “spine move”, i.e. a transformation of the associated spine, as shown in Figure 6.3. The handle move theorem then asserts the existence of a finite sequence of spine moves that takes \( s \) to \( s' \). Our proof then proceeds in two steps:

1. First we show that given some sequence of spine moves taking \( s \) to \( s' \), we can rewrite it into one that passes through spines \( s_i \) whose largest vertex degree never exceeds 4,

2. then we show that we can rearrange the moves in a sequence passing through such 4-valent spines into one that reads as a sequence of HI moves that passes through trivalent spines.

Now we begin the actual work of the proof. Let

\[
s = s_1 \overset{w_1}{\longrightarrow} s_2 \overset{w_2}{\longrightarrow} \cdots \overset{w_{k-1}}{\longrightarrow} s_k = s'\]

be a sequence of spine moves from \( s \) to \( s' \). Without loss of generality we may assume that each move \( w_i \) is one of the following:

- Creation/cancellation (Type I):
- Creation/cancellation (Type II):
- Slide:

(where the ellipses indicate zero or more edges attached to a vertex) as we can always write a general spine move as a composition consisting only of these moves.

For a sequence of spine moves \( W \) taking \( s \) to \( s' \), define a complexity function \( \Phi \) on \( W \) by the ordered pair

\[
\Phi(W) = (d, T)
\]

where \( d \geq 3 \) is the maximum degree over all vertices over all spines in the sequence, and \( T \geq 1 \) is the maximum contiguous length of time for which some vertex in the sequence achieves degree \( d \). That is, \( T \) is the length of the longest subsequence

\[
s_{i_1} \overset{w_{i_1}}{\longrightarrow} s_{i_2} \overset{w_{i_2}}{\longrightarrow} \cdots \overset{w_{i_{T-1}}}{\longrightarrow} s_{i_T}
\]

in which the same vertex \( v \) appears in every \( s_{i_j} \) having degree \( d \) throughout.

We claim that given a sequence \( W \) from \( s \) to \( s' \) having complexity function \( \Phi(W) = (d, T) \) where \( d > 4 \) and \( T \geq 1 \), we can always rewrite \( W \) into a sequence \( W' \) for which

\[
\Phi(W') = (d', T'),
\]

where either \( d' < d \), or else \( d' = d \) and \( T' < T \). That is, if the maximum degree \( d \) over all vertices in a sequence is greater than 4, we can always reduce the length of time for which
Figure 6.3: Handle moves for \((0,1)\)-handle decompositions and their associated spine moves.
vertices of degree $d$ appear in $W$, hence we can always find a sequence of maximum vertex degree at most 4. To prove this claim, let

$$s_{i_1} \xrightarrow{w_{i_1}} \cdots \xrightarrow{w_{i_T-1}} s_{i_T},$$

be a subsequence of $W$ of length $T$ containing a vertex $v$ of degree $d$ throughout. Then $v$ must have degree $d - 1$ in the spine $s_{i_1-1}$ immediately preceding $s_{i_1}$, and also in the spine $s_{i_T+1}$ immediately following $s_{i_T}$.

$$\begin{array}{cccccccc}
\text{deg } v & d-1 & d & \cdots & d & d & d-1 \\
\end{array}$$

(6.1)

Thus $w_{i_1-1}$ and $w_{i_T}$ are moves that respectively increase and decrease the degree of $v$ by 1. Since there are a finite number of possibilities for such moves, we can go through each and show that we can always rewrite the subsequence (6.1) in order to reduce the length of time for which $v$ has degree $d$. The crucial fact that allows us to do this is that none of the moves $w_{i_1}, \ldots, w_{i_T-1}$ change the degree of $v$, which means that each is either some move that does not involve $v$ or any of the edges adjacent to it, or else is a Type II creation/cancellation. Even so the proof that we can always accomplish such a rewriting is a lengthy case-bash, which we relegate to Appendix A. Hence by rewriting every subsequence of length $T$ in $W$ which contains a vertex of degree $d > 4$ throughout, we reduce the total complexity of $W$.

Iterating this process we eventually obtain a sequence $Y$ taking $s$ to $s'$, for which

$$\Phi(Y) = (4, T).$$

It finally remains to show that we can rewrite $Y$ as a sequence $Z$ with complexity

$$\Phi(Z) = (4, 1),$$

the proof of which we omit. Then such a sequence $Z$ is in fact a sequence of HI moves, since every subsequence

$$s_{i_1} \to \cdots \to s_{i_T}$$

either does not contain a vertex of degree 4, or else is of the form

$$s_{i_1} \xrightarrow{w_{i_1}} s_{i_2} \xrightarrow{w_{i_2}} s_{i_3},$$

where $s_{i_1}, s_{i_3}$ contain no vertices of degree 4 while $s_{i_2}$ contains exactly one vertex of degree 4. In the former case the spines $s_{i_j}$ are all isotopic, and in the latter case $w_{i_1}$ and $w_{i_2}$ are necessarily slides, and either $s_{i_1}, s_{i_2}, s_{i_3}$ are all isotopic, or else the subsequence is of the form

$$s_{i_1} \xrightarrow{w_{i_1}} \cdots \xrightarrow{w_{i_T}} s_{i_T}.$$
and is a HI move. Thus any trivalent spines \( s \) and \( s' \) for \( (\Sigma, \emptyset) \) are related by a sequence of HI moves.

Suppose now that the marked boundary \( M \) is nonempty, and \( s, s' \) are spines for \( (\Sigma, M) \). By removing from \( s \) and \( s' \) all vertices in \( M \) together with every edge connected to some \( v \in M \), we obtain a sequence \( Z' \) of HI moves from \( s \setminus M \) to \( s' \setminus M \), and one can convert this to a sequence \( Z \) of HI moves from \( s \) to \( s' \) by inserting a HI move every time an edge in \( Z' \) is slid past the endpoint of some edge connected to a marked boundary point.

Finally, we define our skein modules for \( n \)-holed disks.

**Definition 6.0.18.** Let \( B \) be the set of all spines \( s \) for the \( n \)-holed disk \( (\Sigma, M) \), and let \( E \xrightarrow{p^{-1}} B \) be the bundle over \( B \) with fiber \( p^{-1}(s) = C(s) \). We define the **skein module for** \( (\Sigma, M) \) to be the set \( C(\Sigma) \) of all functions

\[
 f : B \to E \\
 s \mapsto x \in p^{-1}(s)
\]

such that for all sequences \( Z \) of HI moves from one spine \( s \) to another spine \( s' \), we have that

\[
 \tilde{Z}(f(s)) = f(s')
\]

where \( \tilde{Z} \) is the isomorphism on \( C(s) \) induced by \( Z \).

Then \( C(\Sigma) \cong C(s) \) for any fixed \( s \in B \), by the map that sends

\[
 f \mapsto f(s), \\
 (f : s \mapsto x) \mapsto x.
\]

For this map to be well-defined we require that the following “coherence condition” holds: namely that for all spines \( s, s' \) and any two sequences \( Z_1 \) and \( Z_2 \) of HI moves sending \( s \) to \( s' \),

\[
 \tilde{Z}_1 = \tilde{Z}_2.
\]

That is, any sequence of HI moves between the same two spines yields the same isomorphism. This is a consequence of the pentagon (Beidenharn-Elliot) identity for the \( q \)-6j symbols (see Proposition 10 of [KL94]).

Defining the skein module \( C(\Sigma) \) for \( (\Sigma, M) \) as above guarantees its invariance under diffeomorphisms of the surface \( \Sigma \). However in order to do concrete computations one generally chooses a spine \( s \) and calculates in \( C(s) \).
Appendix A

Rewriting subsequences to reduce complexity

In this appendix we give an indication of how one should go about rewriting subsequences as defined by (6.1) in Theorem 6.0.17 in order to reduce their complexity. We prove three of the four cases that need to be considered, leaving the case where $T = 1$ and $w_{i-1}$ is a slide to the reader.

The following notation for the spine moves will make the case-check a little less painful.

Creation/cancellation (Type I):

Creation/cancellation (Type II):

Slide:
Case 1. $w_{i_1} = \text{Creation}, w_{i_T} = \text{Cancellation}$.

| Old subsequence: | Replace with the modification: |
|------------------|--------------------------------|
| Create and cancel the same edge via Type I moves. | The moves $w_{i_1}, \ldots, w_{i_{T-1}}$ do not involve the created edge-vertex pair in any way, hence we may simply remove $w_{i_1-1}$ and $w_{i_T}$ from the subsequence. |
| Create an edge and cancel a different one via Type I moves. | Again, $w_{i_1}, \ldots, w_{i_{T-1}}$ do not involve the created edge-vertex pair, hence we may make the following modification. |

Note that we do not consider Type II creation/cancellations for $w_{i_1-1}, w_{i_T}$ as these do not change the degree of $v$. 
Case 2. $w_{i_1-1} = \text{Creation}, \ w_{i_T} = \text{Slide}.$

Old subsequence:

Create an edge with a Type I move, and slide the created edge off.

Replace with the modification:

First perform $w_{i_1}, \ldots, w_{i_T-1},$ then create an edge on $u'.$

Create an edge via a Type I move and slide another edge off along the created edge.

First perform $w_{i_1}, \ldots, w_{i_T-1},$ and then perform a Type II creation to extend the edge $e.$

Create an edge via a Type I move and slide another edge off an edge different to the recently-created one.

Replace with the following:
Case 3. $T > 1$ and $w_{i_1-1} = \text{Slide.}$

Then the subsequence has the following form:

\[
\begin{array}{ll}
  s_{i_1-1} & s_{i_1} \\
  u \rightarrow f \rightarrow v & u \rightarrow f \\
  \downarrow & \downarrow \\
  d-1 & d \\
  d-1 & d \\
  \cdots & \cdots \\
\end{array}
\]

and there are 3 subcases:

1. $w_{i_1}$ does not involve the edges $e$ or $f$.

\[
\begin{array}{ll}
  s_{i_1-1} & s_{i_1} \\
  u \rightarrow f \rightarrow v & u \rightarrow f \\
  \downarrow & \downarrow \\
  d-1 & d \\
  d-1 & d \\
  \cdots & \cdots \\
\end{array}
\]

Then we first perform $w_{i_1}$, then slide $e$ along $f$ to $v$, and continue with $w_{i_2}, \ldots$ as before. This reduces the length of time for which $v$ has degree $d$ by 1.

2. $w_{i_1}$ involves $e$. Then $w_{i_1}$ is a Type II creation/cancellation ($\ast$).

\[
\begin{array}{ll}
  s_{i_1-1} & s_{i_1} \\
  u \rightarrow f \rightarrow v & u \rightarrow f \\
  \downarrow & \downarrow \\
  d-1 & d \\
  d-1 & d \\
  \cdots & \cdots \\
\end{array}
\]

Then we first perform ($\ast$) at step $s_{i_1-1}$, then slide the resulting edge $e'$ over $f$ to $v$, then continue with $w_{i_2}, \ldots$. 

\[
\begin{array}{ll}
  s_{i_1-1} & s_{i_1} \\
  u \rightarrow f \rightarrow v & u \rightarrow f \\
  \downarrow & \downarrow \\
  d-1 & d \\
  d-1 & d \\
  \cdots & \cdots \\
\end{array}
\]
3. \( w_i \) involves \( f \). Then again \( w_i \) must be a Type II creation/cancellation.

If it is a creation:

\[
\begin{align*}
s_{i-1} & \quad s_i & \quad s_i \\
\vdots & \quad \vdots & \quad \vdots \\
d-1 & \quad d & \quad d \quad \ldots
\end{align*}
\]

Then we first perform the creation, and then two successive slides to move \( e \) back on to \( v \). Then we continue with \( w_{i+1}, \ldots \).

If it is a cancellation:

\[
\begin{align*}
s_{i-1} & \quad s_i & \quad s_i \\
\vdots & \quad \vdots & \quad \vdots \\
d-1 & \quad d & \quad d \quad \ldots
\end{align*}
\]

Then we first slide \( e \) across \( g \), then cancel \( f \), then slide \( e \) back across \( g \) on to \( v \), and continue with \( w_{i+1}, \ldots \).

Bibliography

[Ati88] Michael Atiyah. Topological quantum field theories. *Publ. mathématiques l’IHÉS*, 68(1):175–186, January 1988.

[BD95] John C. Baez and James Dolan. Higher-dimensional algebra and topological quantum field theory. *J. Math. Phys.*, 36(11):6073, March 1995.

[BW99] John W. Barrett and Bruce W. Westbury. Spherical Categories. *Adv. Math. (N. Y.)*, 143(2):357–375, May 1999.

[EGNO09] Pavel Etingof, Shlomo Gelaki, Dmitri Nikshych, and Viktor Ostrik. Tensor Categories. Lecture notes for the MIT course 18.769, available at [http://www-math.mit.edu/~etingof/tenscat.pdf](http://www-math.mit.edu/~etingof/tenscat.pdf) 2009.

[GS99] R.E. Gompf and A. Stipsicz. *4-manifolds and Kirby calculus*. American Mathematical Society, Providence, RI, 1999.

[Jon83] Vaughan F. R. Jones. Index for subfactors. *Invent. Math.*, 72(1):1–25, February 1983.

[Kau90] Louis H. Kauffman. An Invariant of Regular Isotopy. *Trans. Am. Math. Soc.*, 318(2):417, April 1990.

[KL94] Louis H. Kauffman and Sóstenes L. Lins. *Temperley-Lieb Recoupling Theory and Invariants of 3-Manifolds*, volume 13. Princeton University Press, New Jersey, December 1994.

[Mac98] Saunders Mac Lane. *Categories for the Working Mathematician*. Springer-Verlag, New York, NY, 2nd edition, 1998.

[Mat02] Yukio Matsumoto. *An introduction to Morse theory*. American Mathematical Society, Providence, RI, 2002.

[Mat13] Provide a citation for the spine lemma? Question asked by Scott Morrison at [http://mathoverflow.net/questions/142455/provide-a-citation-for-the-spine-lemma](http://mathoverflow.net/questions/142455/provide-a-citation-for-the-spine-lemma). MathOverflow, September 2013.
[Müg03] Michael Müger. From subfactors to categories and topology I: Frobenius algebras in and Morita equivalence of tensor categories. *J. Pure Appl. Algebra.*, 180(12):81–157, 2003.

[ST08] Noah Snyder and Peter Tingley. The half-twist for $U_q(g)$ representations. arXiv:0810.0084 [math.QA], October 2008.

[Tin10] Peter Tingley. A minus sign that used to annoy me but now I know why it is there. arXiv:1002.0555 [math.GT], February 2010.

[Tur94] Vladimir G. Turaev. *Quantum invariants of knots and 3-manifolds*. De Gruyter, Berlin, 2nd ed. edition, 1994.

[TV92] Vladimir G. Turaev and Oleg Y. Viro. State Sum Invariants of 3-Manifolds and Quantum 6j-Symbols. *Topology*, 31(4):865–902, 1992.

[Wan10] Zhenghan Wang. *Topological Quantum Computation*. American Mathematical Society, Providence, RI, 2010.

[Wen87] Hans Wenzl. On sequences of projections. *C. R. Math. Rep. Acad. Sci. Canada*, 9(1):5–9, 1987.

[Wit89] Edward Witten. Quantum field theory and the Jones polynomial. *Commun. Math. Phys.*, 121(3):351–399, September 1989.