Abstract. We propose structure-preserving neural-network-based numerical schemes to solve both $L^2$-gradient flows and generalized diffusions. In more detail, by using neural networks as tools for spatial discretization, we introduce a structure-preserving Eulerian algorithm to solve $L^2$-gradient flows and a structure-preserving Lagrangian algorithm to solve generalized diffusions. The Lagrangian algorithm for a generalized diffusion evolves the “flow map” which determines the dynamics of the generalized diffusion. This avoids the non-trivial task of computing the Wasserstein distance between two probability functions.

Unlike most existing methods that construct numerical discretizations based on the strong or weak form of the underlying PDE, the proposed schemes are constructed using variational formulations of these PDEs for preserving their variational structures. Our schemes first perform temporal discretization on these variational systems. By doing so, they are very computer-memory-efficient. Moreover, instead of directly solving the obtained nonlinear systems after temporal and spatial discretization, the minimizing movement scheme is utilized to evolve the solutions. This guarantees the monotonic decay of the energy of the system, and is crucial for the long-term stability of numerical computation. Lastly, the proposed neural-network-based scheme is mesh-free, and enables us to solve gradient flows in high dimensions. Various numerical experiments are presented to demonstrate the accuracy and energy stability of the proposed numerical approaches.

1. Introduction. Neural networks (NNs) have shown remarkable success across diverse scientific disciplines [12, 29, 38, 40, 44]. Due to the strong expressive power of neural network (NN) [3, 10, 20], and in particular deep neural network (DNN), there are substantial interests in solving partial differential equations (PDEs) by developing neural-network-based algorithms, especially for PDEs in high dimensions, in which traditional numerical algorithms, such as finite difference, finite element, and finite volume methods, suffer from the well-known curse of dimensionality (CoD) [25]. Namely, the computational complexity of the numerical algorithm increases exponentially as a function of the dimensionality of the problem [4, 25].

Ideas of solving differential equations numerically with a NN discretization have been explored for a couple of decades [13, 21, 34, 35, 39, 57, 62, 64, 70]. Examples include physics-informed neural network (PINN) [57], deep Ritz method (DRM) [21], deep Galerkin method (DGM) [62], variational PINN [34], and weak adversarial network (WAN) [76] to name a few. A key component of these aforementioned approaches is to represent solutions of PDEs via NNs. This makes the approximation function to belong to a space of nonlinear functions, which may lead to a robust estimation by sparser representation and cheaper computation [34].

Very recently, efforts have been made in using NNs to solve evolution PDEs [8, 16]. Instead of approximating the solution of the evolution PDE over the whole time-space domain, these approaches use NNs with time-dependent parameters to represent the solutions. So the algorithms update the parameters sequentially from one time slice to another, similar to that of time marching numerical methods. However, most
of these methods are developed based on the strong or weak forms of the evolution equations, which may fail to preserve the underlying variational structures of the original evolution PDEs. As a consequence, a significantly small time step size may be needed to guarantee the stability of the algorithm.

The goal of this paper is to develop structure-preserving, energetic variational neural network (EVNN) discretizations to various gradient flows or evolution PDEs that can be derived by using the Energetic Variational Approach (EnVarA) [23, 45, 67]. More specifically, we consider the following two types of gradient flows modeled by the EnVarA:

- **An $L^2$-gradient flow** that satisfies an energy-dissipation law

$$\frac{d}{dt} F[\varphi] = -\int_{\Omega} \eta |\varphi_t|^2 dx.$$  

Here $\varphi$ is the state variable, and the functional $F[\varphi] = \int_{\Omega} W(\varphi, \nabla \varphi, \ldots)dx$ is the free energy of the system with $W(\varphi, \nabla \varphi, \ldots)$ being the free energy density. $\eta > 0$ is the dissipation rate that determines how the system evolves to the equilibrium. $\frac{1}{\eta}$ is known as the mobility. $\eta$ can depend on both $x$ and $\varphi$ in general. The corresponding $L^2$-gradient flow equation can be written as

$$\eta \varphi_t = -\frac{\delta F}{\delta \varphi}.$$  

- **A generalized diffusion** that satisfies an energy-dissipation law

$$\frac{d}{dt} F[\rho] = -\int_{\Omega} \eta(\rho) |u|^2 dx,$$

where $F[\rho]$ is the free energy, $\eta(\rho) > 0$ is the friction coefficient, and $\rho$ is a conserved quantity satisfying the physics law of conservation of mass

$$\rho_t + \nabla \cdot (\rho u) = 0,$$

with $u$ being the “velocity”. The corresponding PDE is given by

$$\rho_t = \nabla \cdot \left( \frac{\rho^2}{\eta(\rho)} \nabla \mu \right), \quad \mu = \frac{\delta F}{\delta \rho}.$$  

The detailed variational procedures that derive the underlying PDEs from these prescribed energy-dissipation laws are described in Sections 2.1.1 and 2.1.2 of the paper.

A key idea of our approach is to directly construct numerical discretizations based on the continuous energy-dissipation laws (1.1) and (1.3), respectively. The proposed schemes have advantages of preserving a discrete counterpart of the energy dissipation property of the system in numerical solution, which is crucial for long term stability of numerical computation. So the schemes are termed as structure-preserving schemes. More specifically, we propose a structure-preserving Eulerian algorithm to solve the $L^2$-gradient flows and a structure-preserving Lagrangian algorithm to solve the generalized diffusions. Both algorithms utilize the variational formulation of the gradient flows and the minimizing movement scheme [24] for temporal discretization to ensure the monotonic decay of the energy over time. Moreover, our approach firstly constructs the temporal discretization, and then the spatial discretization. The advantage of doing so is that our method is efficient in utilizing computer memory in neural-network-based implementations.
We note that the numerical algorithm to solve the generalized diffusion (1.5) can also be formulated in the Eulerian frame of reference based on the notion of Wasserstein gradient flow [33]. However, it is often challenging to compute the Wasserstein distance between two probability densities efficiently in high accuracy, which often requires to solve an additional min-max problem or minimization problem [5, 6, 9, 31]. We refer the interested readers to a recent work [31] for a neural network implementation of the minimizing movement scheme with the Wasserstein distance.

Since gradient flows also provide a continuous variational formulation of many machine learning algorithms [19, 66], the numerical approaches developed here will have wide applications in many machine learning tasks, such as supervised learning [19], variational inference [66], density estimation [63] and generative models [30].

The rest of the paper is organized as follows. Section 2 reviews the EnVarA and some existing neural-network-based numerical approaches for solving gradient flows. Section 3 of the paper is devoted to derivation of the proposed EVNN schemes. Numerical simulation results are described in Section 4. Conclusions are drawn in Section 5.

2. Preliminary.

2.1. Energetic Variational Approach. In this section, we briefly review the EnVarA formulation of both $L^2$-gradient flows and generalized diffusions. Motivated by the non-equilibrium thermodynamics, especially the seminal works of Rayleigh [58] and Onsager [53, 54], the EnVarA describes an isothermal and closed system by its energy-dissipation law

$$\frac{d}{dt}E_{\text{total}} = -\nabla \leq 0,$$

where $E_{\text{total}}$ is the sum of the kinetic energy $K$ and the Helmholtz free energy $F$ of the system, and $\nabla$ is the rate of energy dissipation, which in fact is the rate of entropy production. Eq. (2.1) can be easily derived via the combination of the first and second laws of thermodynamics. The EnVarA has been employed to develop thermodynamically consistent models for various complex systems, such as two-phase flows [72, 73, 75], liquid crystals [45], ionic solutions [22], and reactive fluids models [68, 69]. We refer the interested readers to [23, 67] for a comprehensive review of the EnVarA.

In contrast to Newton’s vectorial mechanics, in which momentum and force are considered, the variational approach mainly concerns with two fundamental scalar quantities, the kinetic energy $K$ and the free energy $F$, and their dissipation over time $\nabla$. After defining the energy-dissipation law, the EnVarA derives the dynamics of the systems through the Least Action Principle (LAP) and the Maximum Dissipation Principle (MDP) in combination of kinematic relations (assumptions) of the physical variables of the system. The LAP states that the equation of motion of a Hamiltonian system can be derived from the variation of the action functional $A = \int_{t_0}^{t_f} (K - F) dt$ with respect to the flow map $x(X, t)$ (the trajectory of material points in the Lagrangian coordinates $X$ if applicable). This gives rise to a unique procedure to derive the “conservative” (or Hamiltonian) part of the force of the system. Here $x$ is the Eulerian coordinates, and $X$ is the Lagrangian coordinates or initial configuration of the system. See Section 2.1.2 for details. The MDP, in which variation of the dissipation potential $D$ that equals to $\frac{1}{2} \nabla$ in the linear response regime (near equilibrium) with respect to $x_t$, i.e., the velocity, gives the “dissipative” part of the force of the system.
In turn, the force balance condition
\[ \frac{\delta D}{\delta x_t} = \frac{\delta A}{\delta x} \]
leads to the evolution equation (equation of motion) of the system. The thermodynamic consistency of the derived evolution equations, which is guaranteed by the variational procedures described here, is also crucial for establishing well-posedness of the underlying system.

The variational principle are invariant with respect to the choice of the reference frame for the system, and assure the thermodynamic consistency of the system. Additionally, Ritz-type methods can be readily employed to find the solution to the system without the need of working with the corresponding PDEs [46, 65, 74].

Throughout this paper, we consider the cases in which \( K = 0 \), then the system can be viewed as a generalized gradient flow.

2.1.1. \( L^2 \)-gradient flow. \( L^2 \)-gradient flows are those systems satisfying the energy-dissipation law:
\[ \frac{d}{dt} F[\varphi] = - \int_{\Omega} \eta |\varphi_t|^2 dx . \]
where \( \varphi \) is the state variable, \( F[\varphi] \) is the Helmholtz free energy, and \( \eta > 0 \) is the dissipation rate. We assume that \( \varphi \) is a scalar function throughout this paper. One can also view \( \varphi \) as the generalized coordinates of the system [14]. By treating \( \varphi \) as \( x \), the general variational procedure (2.2) leads to the \( L^2 \)-gradient flow equation (1.2):
\[ \eta \varphi_t = - \frac{\delta F}{\delta \varphi} . \]
Many problems arising in soft matter physics, material science and machine learning can be modeled as \( L^2 \)-gradient flows. Examples include Allen-Cahn equation [15], Oseen-Frank and Landau-de Gennes models of liquid crystals [11, 42], phase field crystal models of quasicrystal [32, 41], and generalized Ohta-Kawasaki model of diblock and triblock copolymers [52]. For example, by taking \( F[\varphi] = \int_{\Omega} \frac{1}{2} |\nabla \varphi|^2 + \frac{1}{4\epsilon^2} (\varphi^2 - 1)^2 dx \), the classical Ginzburg-Landau free energy and letting \( \eta(\varphi) = 1 \), one gets the Allen-Cahn equation \( \varphi_t = \Delta \varphi - \frac{1}{\epsilon^2} (\varphi^2 - 1) \varphi \).

2.1.2. Generalized diffusion. Another type of gradient flows is known as generalized diffusions, which describe the space-time evolution of a conserved quantity \( \rho(x, t) \). Due to the physics law of mass conservation, \( \rho(x, t) \) satisfies the kinematics relation (1.4), \( \partial_t \rho + \nabla \cdot (\rho \mathbf{u}) = 0 \), where \( \mathbf{u} \) is an averaged velocity. Given the velocity field \( \mathbf{u}(x, t) \), one can define a flow map \( x(X, t) \) through
\[
\begin{align*}
\frac{d}{dt} x(X, t) &= u(x(X, t), t) , \\
x(x, 0) &= X ,
\end{align*}
\]
where \( X \in \Omega_0 \) is the Lagrangian coordinates and \( x \in \Omega_t \) is the Eulerian coordinates. Here \( \Omega_0 \) is the initial configuration of the system, and \( \Omega_t \) is the configuration of the system at time \( t \). For a fixed \( X \), \( x(X, t) \) describes the trajectory of a particle (or a material point) labeled by \( X \); while for a fixed \( t \), \( x(X, t) \) is a diffeomorphism from
The existence of the flow map $\mathbf{x}(\mathbf{X}, t)$ requires a certain regularity of $u(\mathbf{x}, t)$, for instance, being Lipschitz in $\mathbf{x}$.

In a Lagrangian picture, evolution of the density function $\rho(\mathbf{x}, t)$ is determined by the evolution of the $\mathbf{x}(\mathbf{X}, t)$ through the kinematics relation (1.4) (written in the Lagrangian frame of reference). More precisely, one can define the deformation tensor associated with the flow map $\mathbf{x}(\mathbf{X}, t)$ by

\begin{equation}
\tilde{F}(\mathbf{x}(\mathbf{X}, t), t) = F(\mathbf{X}, t) = \nabla_{\mathbf{X}} \mathbf{x}(\mathbf{X}, t).
\end{equation}

Without ambiguity, we do not distinguish $F$ and $\tilde{F}$ in the rest of the paper. Let $\rho_0(\mathbf{X})$ be the initial density, then the law of mass conservation which states that

\begin{equation}
\int_{\Omega_t} \rho(\mathbf{x}, t) d\mathbf{x} = \int_{\Omega_0} \rho_0(\mathbf{X}) d\mathbf{X},
\end{equation}

$\rho(\mathbf{x}, t)$ indicates

\begin{equation}
\rho(\mathbf{x}(\mathbf{X}, t), t) = \frac{\rho_0(\mathbf{X})}{\det F(\mathbf{X}, t)}
\end{equation}
in the Lagrangian frame of reference. This is equivalent to $\rho_t + \nabla \cdot (\rho \mathbf{u}) = 0$ in the Eulerian frame.

In the EnVarA framework, a generalized diffusion can be described by an energy-dissipation law (1.3):

\begin{equation}
\frac{d}{dt} F[\rho] = - \int \eta(\rho) |\mathbf{u}|^2 d\mathbf{x}.
\end{equation}

A typical form of the free energy $F[\rho]$ is

\begin{equation}
F[\rho] = \int_{\Omega} \omega(\rho) + \rho V(\mathbf{x}) + \frac{1}{2} \int_{\Omega} K(\mathbf{x}, \mathbf{y}) \rho(\mathbf{x}) \rho(\mathbf{y}) d\mathbf{y} d\mathbf{x},
\end{equation}

where $V(\mathbf{x})$ is a potential field, and $K(\mathbf{x}, \mathbf{y})$ is a symmetric non-local interaction kernel. By a direct computation (see Appendix for details), the force balance equation (2.2) can be written as

\begin{equation}
\eta(\rho) \mathbf{u} = - \rho \nabla \mu.
\end{equation}

Combining (2.6) with the kinematics equation (1.4), one obtains a generalized diffusion equation

\begin{equation}
\rho_t = \nabla \cdot \left( \frac{\rho^2}{\eta(\rho)} \nabla \mu \right).
\end{equation}

The velocity equation (2.6) can be viewed as the equation of the flow map $\mathbf{x}(\mathbf{X}, t)$ in the Lagrangian coordinates

\begin{equation}
\eta \left( \frac{\rho_0(\mathbf{X})}{\det F(\mathbf{X})} \right) \frac{d}{dt} \mathbf{x}(\mathbf{X}, t) = - \frac{\rho_0(\mathbf{X})}{\det F(\mathbf{X})} \mathbf{F}^{-T} \nabla_{\mathbf{X}} \mu \left( \frac{\rho_0(\mathbf{X})}{\det F(\mathbf{X})} \right),
\end{equation}
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where $F(X) = \nabla X x(X, t)$. The flow map (2.8) is a highly nonlinear equation of $x(X, t)$ that involves both $F$ and $\det F$. It is rather unclear how a suitable spatial discretization to Eq. (2.8) would be introduced. However, the generalized diffusion can be viewed as a $L^2$-gradient flow of the flow map in the space of diffeomorphism. This gives rise to a natural discretization to the generalized diffusion [46].

**Remark 2.1.** In the case that $\eta(\rho) = \rho$, the generalized diffusions can be viewed as Wasserstein gradient flows in space of all probability densities having finite second moments $P_2(\Omega)$ [33]. Formally, the Wasserstein gradient flow can be defined as a continuous time limit ($\tau \to 0$) from the semi-discrete scheme, known as the JKO scheme,

$$
\rho_{k+1} = \arg\min_{\rho \in P_2} \frac{1}{2\tau} W_2(\rho, \rho_k)^2 + \mathcal{F}[\rho], \quad k = 0, 1, 2, \ldots,
$$

where $P_2 = \left\{ \rho : \Omega \to [0, \infty) \mid \int_\Omega \rho d\mathcal{L} = 0, \int_\Omega |x|^2 \rho(x) d\mathcal{L} < \infty \right\}$ and $W_2(\rho, \rho_k)$ is the Wasserstein distance between $\rho$ and $\rho_k$. The Wasserstein gradient flow is an Eulerian description to these systems [6]. Other choices of dissipation can define other metrics in the space of probability measures [1, 43].

### 2.2. Neural-network-based numerical schemes for PDEs

In this subsection, we briefly review some existing approaches for solving PDEs by neural-network-based algorithms. We refer interested readers to [18, 48] for detailed reviews.

Consider a PDE subject to some boundary condition

$$
\mathcal{L} \varphi(x) = f(x), \quad x \in \Omega \subset \mathbb{R}^d, \quad \mathcal{B} \varphi(x) = g(x), \quad x \in \partial \Omega \subset \mathbb{R}^{d-1}.
$$

Assume the solution can be approximated by a neural network $\varphi_{NN}(x; \Theta)$, where $\Theta$ is the set of parameters used in the neural network. The loss function of the PINN and similar methods in [13, 57, 62, 70] can be defined by

$$
L(\Theta) = \frac{1}{N_{\text{in}}} \sum_{i=1}^{N_{\text{in}}} (\mathcal{L} \varphi_{NN}(x_i; \Theta) - f(x_i))^2 + \frac{1}{N_{\text{b}}} \sum_{j=1}^{N_{\text{b}}} (\mathcal{B} \varphi_{NN}(s_j; \Theta) - g(s_j))^2,
$$

where $\{x_i\}_{i=1}^{N_{\text{in}}}$ and $\{s_j\}_{j=1}^{N_{\text{b}}}$ are sets of samples in $\Omega$ and $\partial \Omega$, respectively. These samples can be drawn uniformly or by following some prescribed distributions. Minimizers of the loss function (2.11) can be obtained by using some optimization methods, such as the standard stochastic gradient descent (SGD) method. Of course, the objective function of this minimization problem in general is not convex even when the initial problem is. Obtaining the global minimum of (2.11) is in general non-trivial.

Unlike the PINN which adopts the strong forms of the PDEs, the deep Ritz method [21] is designed for solving problems using variational formulations (The Rayleigh–Ritz or Ritz method is to find approximate solutions for problems described using variational formulations). The loss function of the DRM is defined in a variational fashion [21]. If Eq. (2.10) is an Euler-Lagrangian equation of some functional

$$
I[\varphi, \nabla \varphi] = \int_\Omega W(\varphi(x), \nabla_x \varphi(x)) d\mathcal{L},
$$

the loss function can be defined directly by

$$
L(\Theta) = \frac{1}{N_{\text{in}}} \sum_{i=1}^{N_{\text{in}}} W(\varphi_{NN}(x_i), \nabla_x \varphi_{NN}(x_i)) + \frac{1}{N_{\text{b}}} \sum_{j=1}^{N_{\text{b}}} (\mathcal{B} \varphi_{NN}(s_j) - g(s_j))^2.
$$
Here the last term is a penalty for imposing the boundary condition, \( \{ x_i \}_{i=1}^{N_i} \) and \( \{ s_j \}_{j=1}^{N_b} \) can be uniformly sampled from \( \Omega \) and \( \partial \Omega \) or sampled following some other prescribed distributions, respectively. We also note that both the variational PINN [34] and the WAN [76] utilized the Galerkin formulation to solve PDEs. While the variational PINN [34] represents the solution via a DNN, and the test functions still belong to linear function spaces; the WAN [76] employs the primal and adversarial networks to parameterize the weak solution and test functions, respectively. Results from these works underscore importance of formulating PDEs as variational problems to achieve better performance.

For the evolution equation

\[
\begin{align*}
\partial_t \varphi(x,t) &= F(t, x, \varphi), \quad (x, t) \in \Omega \times (0, \infty), \\
\varphi(x, 0) &= \varphi_0(x), \quad x \in \Omega
\end{align*}
\]

with a suitable boundary condition. The neural Galerkin method, proposed in a recent work [8], parameterizes the solution as \( \varphi_h(x; \Theta(t)) \) with \( \Theta(t) \) being the NN parameters, and defines a loss function in terms of \( \Theta \) and \( \dot{\Theta} \) through a residual function, i.e.,

\[
J(\Theta, \eta) = \frac{1}{2} \int |\nabla \Theta \varphi_h \cdot \eta - F(x, t, \varphi_h(x; \Theta))|^2 \nu_\Theta(x) ,
\]

where \( \nu_\Theta(x) \) is a suitable measure which might depend on \( \Theta \). By taking variation of \( J(\Theta, \eta) \) with respect to \( \eta \), the neural Galerkin method arrives at an ODE of \( \Theta(t) \):

\[
M(\Theta) \dot{\Theta} = F(t, \Theta), \quad \Theta(0) = \Theta_0 ,
\]

where \( M(\Theta) = \int \nabla \Theta \varphi_h \otimes \nabla \Theta \varphi_h \nu_\Theta(x) \), and \( F(t, \Theta) = \int \nabla \Theta \varphi_h F(x, t, \varphi_h) \nu_\Theta(x) \). The ODE (2.16) can be solved by standard explicit or implicit time-marching schemes.

It is worth mentioning that most of the existing approaches are Eulerian methods. For certain types of PDEs, such as generalized diffusions, it might be difficult to preserve the physical constraints, such as positivity and conservation of mass of a probability function by the Eulerian methods.

3. Energetic Variational Neural Network. In this section, we present the proposed structure-preserving EVNN schemes for solving both \( L^2 \)-gradient flows and generalized diffusions in detail. Our key idea is to integrate neural-network-based spatial discretization with the structure-preserving variational integrator for these two types of gradient flows [46]. We note that Eulerian [51], Lagrangian [46, 47] and particle methods [66] have been traditionally used for spatial discretization. Since neural networks are a powerful parametric approximation to an unknown function, and one can use Monte Carlo type approaches to compute high-dimensional integrals appeared in the problems, here we choose to use neural network discretization so that our scheme is capable of solving gradient flows in high-dimension.

We also note that, due to the nonlinear nature of neural network approximation, it is not straightforward to replace traditional spatial discretization by neural networks.

In the following subsections, we’ll describe how to construct the neural-network-based discrete schemes for the gradient flows (1.2) and (1.5), respectively, in detail.

3.1. Discrete Eulerian EVNN scheme for \( L^2 \)-gradient flow: temporal-then-spatial approach. To develop structure-preserving variational scheme for gradient flows, the authors proposes a discrete energetic variational approach in [46, 74],
which first constructs a finite-dimensional approximation to a continuous energy-dissipation law by introducing a spatial discretization to the state variable $\varphi$, denoted by $\varphi_h(x; \Theta(t))$, where $\Theta(t) \in \mathbb{R}^K$ is the parameter to be determined. This results in a semi-discrete energy-dissipation law:

$$
\frac{d}{dt} \mathcal{F}_h[\Theta(t)] = -\Delta_h[\Theta(t), \Theta'(t)],
$$

where $\Theta'(t)$ is its time derivative. $\mathcal{F}_h[\Theta(t)] = \mathcal{F}[\varphi_h(x; \Theta)]$, and $\Delta_h[\Theta(t), \Theta'(t)] = \int \eta(\varphi_h)\nabla \varphi_h \cdot \Theta'(t)^2 \, dx$. For example, in Galerkin methods, one can let $\varphi_h(x, t)$ be $\varphi_h(x, t) = \sum_{i=1}^{K} \gamma_i(t) \psi_i(x)$ with $\{\psi_i\}_{i=1}^{K}$ being the set of basis functions. Then $\Theta(t)$ is a vector given by $\Theta(t) = (\gamma_1(t), \gamma_2(t), \ldots, \gamma_K(t))^T \in \mathbb{R}^K$.

By employing the energetic variational approach in the semi-discrete level (3.1), one can obtain an ODE system of $\Theta(t)$. Particularly, in the linear response regime, $\mathcal{D}_h[\Theta(t), \Theta'(t)] = \frac{1}{2} \int \eta(\varphi_h) |\partial_t \varphi_h|^2 \, dx$ is a quadratic function of $\Theta'$. The ODE system of $\Theta(t)$ can then be written as

$$
\mathcal{D}(\Theta) \Theta'(t) = -\frac{\delta \mathcal{F}_h}{\delta \Theta},
$$

where

$$
\frac{\delta \mathcal{F}_h}{\delta \Theta} = \frac{\delta \mathcal{F}}{\delta \varphi} \nabla \Theta \varphi_h, \quad \mathcal{D}(\Theta) = \int \eta(\varphi_h)(\nabla \Theta \varphi_h \otimes \nabla \Theta \varphi_h) \, dx.
$$

The ODE (3.2) is same to the ODE (2.16) in the neural Galerkin method [8], although the derivation is totally different.

Since (3.2) is a finite-dimensional gradient flow, one can then construct a minimizing movement scheme for $\Theta$: finding $\Theta^{n+1}$ such that

$$
\Theta^{n+1} = \arg \min_{\Theta \in S_{ad}^h} J_n(\Theta), \quad J_n(\Theta) = \frac{(\mathcal{D}_n(\Theta - \Theta^n)) \cdot (\Theta - \Theta^n)}{2\tau} + \mathcal{F}_h(\Theta),
$$

where $\mathcal{D}_n$ is a constant matrix. A typical choice of $\mathcal{D}_n = \mathcal{D}(\Theta^n)$. An advantage of this scheme is that

$$
\mathcal{F}_h(\Theta^{n+1}) \leq J_n^{n}(\Theta^{n+1}) \leq J_n^{n}(\Theta^n) = \mathcal{F}_h(\Theta^n),
$$

which guarantees the energy stability for the discrete free energy $\mathcal{F}_h(\Theta)$. Moreover, by choosing a proper optimization method, we can assure that $\varphi^{n+1}$ stays in the admissible set $S$.

Although neural networks can be used to construct $\varphi_h(x; \Theta(t))$, it might be expensive to compute $\nabla \Theta \varphi_h \otimes \nabla \Theta \varphi_h$ in $\mathcal{D}(\Theta)$. Moreover, $\mathcal{D}(\Theta)$ is not a sparse matrix, and requires a lot of computer memory to store when a very deep neural network is used.

To overcome these difficulties, we propose an alternative approach. Here we first introduce a temporal discretization. Let $\tau$ be the time step-size. For the $L^2$-gradient flow (1.2), given $\varphi^n$, which is a numerical solution at $t^n = n\tau$, one can obtain $\varphi^{n+1}$ by solving the following optimization problem: finding $\varphi^{n+1}$ in some admissible set $S$ such that

$$
\varphi^{n+1} = \arg \min_{\varphi \in \mathcal{S}} J^n(\varphi), \quad J^n(\varphi) = \frac{1}{2\tau} \int \eta(\varphi^n)|\varphi - \varphi^n|^2 \, dx + \mathcal{F}[\varphi].
$$
Let \( \varphi_h(x; \Theta) \) be a finite-dimensional approximation to \( \varphi \) with \( \Theta \in \mathbb{R}^K \) being the parameter of the spatial discretization (e.g., weights of linear combination in a finite element discretization) yet to be determined, then the minimizing movement scheme can be written in term of \( \Theta \): finding \( \Theta^{n+1} \) such that

\[
\Theta^{n+1} = \arg \min_{\Theta \in S_h} J^n_h(\Theta), \quad J^n_h(\Theta) = \frac{1}{2\tau} \int_{\Omega} \eta^n \left| \varphi_h(x; \Theta) - \varphi_h(x; \Theta^n) \right|^2 dx + F_h[\Theta].
\]

Here \( \Theta^n \) is the value of \( \Theta \) at time \( t^n \). \( F_h[\Theta] = F[\varphi_h(x; \Theta)] \), and \( \eta^n = \eta(\varphi_h(x; \Theta^n)) \).

**Remark 3.1.** The connection between the minimizing movement scheme (3.7) derived by temporal-discretization-first, and the minimizing movement scheme (3.4) derived by spatial-discretization-first, can be shown with a direct calculation. One can show that an optimal solution to the minimization problem (3.7) \( \Theta^{n+1} \) satisfies

\[
\frac{\delta J^n_h(\Theta)}{\delta \Theta} \bigg|_{\Theta^{n+1}} = \frac{1}{\tau} \int_{\Omega} \eta^n \left( \varphi_h(x; \Theta^{n+1}) - \varphi_h(x; \Theta^n) \right) \nabla \Theta \varphi_h \bigg|_{\Theta^{n+1}} dx + \frac{\delta F_h}{\delta \Theta} \bigg|_{\Theta^{n+1}} = 0
\]

for some \( \Theta^* \), where the second equality follows the mean value theorem. In the case of Galerkin methods, as \( \nabla \Theta \varphi_h \) is independent on \( \Theta \), \( \Theta^{n+1} \) is a solution to an implicit Euler scheme for the ODE (3.2) in which \( D(\Theta) \) is treated explicitly.

By choosing a certain neural network as an approximation to \( \varphi \), denoted by \( \varphi_{NN}(x; \Theta) \) (\( \Theta \) is used to denote all parameters in the neural network), the EVNN scheme for solving the \( L^2 \)-gradient flow is summarized in Alg. 3.1.

### Algorithm 3.1 Numerical Algorithm for solving the \( L^2 \)-gradient flow

For a given initial condition \( \varphi_0(x) \), compute \( \Theta^0 \) by solving

\[
\Theta^0 = \arg \min_{\Theta} \int_{\Omega} \left| \varphi_{NN}(x; \Theta) - \varphi_0(x) \right|^2 dx;
\]

At each step, update \( \Theta^{n+1} \) by solving the optimization problem

\[
\Theta^{n+1} = \arg \min_{\Theta} \left( \frac{1}{2\tau} \int_{\Omega} \eta^n \left| \varphi_{NN}(x; \Theta) - \varphi_{NN}(x, \Theta^n) \right|^2 dx + F[\varphi_{NN}(x; \Theta)] \right).
\]

We have \( \varphi_{NN}(x; \Theta^n) \) as a numerical solution at time \( t^n = n\tau \).

It can be noticed that both Eq. (3.9) and Eq. (3.10) involve integration in the computational domain \( \Omega \). This integration is often computed by using Monte-Carlo or Quasi Monte-Carlo algorithms [60].

**Remark 3.2.** It is straightforward to incorporate other variational high-order temporal discretizations to solve the gradient flows. For examples, a second-order accurate BDF2 scheme can be reformulated as an optimization problem

\[
\Theta^n = \arg \min_{\Theta} \left( \frac{\eta}{\tau} \int_{\Omega} \varphi_{NN}(x; \Theta) - \varphi_{NN}(x, \Theta^{n-1})|^2 dx \right.
\]

\[
- \frac{\eta}{4\tau} \int_{\Omega} \left| \varphi_{NN}(x; \Theta) - \varphi_{NN}(x, \Theta^{n-2}) \right|^2 dx + F[\varphi_{NN}(x; \Theta)] \right).
\]
A modified Crank-Nicolson time-marching scheme can be reformulated as

\[
\Theta^n = \arg \min_{\Theta} \left( \eta \frac{1}{2} \int_{\Omega} (\varphi_{NN}(x; \Theta) - \varphi_{NN}(x; \Theta^{n-1}))^2 \, dx + \mathcal{F}[\varphi_{NN}(x; \Theta)] + (\nabla_{\Theta} \mathcal{F}[\varphi_{NN}(x; \Theta^{n-1})], \Theta - \Theta^{n-1}) \right). 
\]

Here we assume that \( \eta \) is a constant for simplicity.

### 3.2. Discrete Lagrangian EVNN scheme for generalized diffusions.

In this subsection, we show how to formulate an EVNN scheme in the Lagrangian frame of reference for generalized diffusions. As discussed previously, a generalized diffusion can be viewed as an \( L^2 \)-gradient flow of the flow map \( \rho(X, t) \) in the space of diffeomorphism. Hence, the EVNN scheme for the generalized diffusion can be formulated in terms of a minimizing movement scheme for the flow map given by

\[
\Phi^{n+1} = \arg \min_{\Phi \in \text{Diff}} \frac{1}{2\tau} \int |\Phi(X) - \Phi^n(X)|^2 \rho_0(X) \, dX + \mathcal{F}[\rho_0 \delta(\Phi^{-1}(x))],
\]

where \( \Phi^n(X) \) is a numerical approximation of the flow map \( \rho(X, t) \) at \( t^n = n\tau \), \( \rho_0(X) \) is the initial density. \( \mathcal{F}[\rho] \) is the free energy for the generalized diffusion defined in Eq. (2.5), and

\[
\rho_0 \delta(\Phi^{-1}(x)) := \frac{\rho_0(\Phi^{-1}(x))}{\det F(\Phi^{-1}(x))}, \quad \text{Diff} = \{ \Phi : \mathbb{R}^d \to \mathbb{R}^d \ | \ \Phi \text{ is a diffeomorphism} \}.
\]

One can then parameterize \( \Phi : \mathbb{R}^d \to \mathbb{R}^d \) by a suitable neural network. The remaining procedure is almost the same as that of the last subsection.

The optimization problem (3.13) seeks for a transport map between \( \rho^0 \) and \( \rho^{n+1} \). Here \( \rho^n \) stands for a numerical approximation to \( \rho(x, t) \) at \( t^n = n\tau \). Notice that \( \rho^n(x) = \rho^0 \delta(\Phi^n)^{-1}(x) \). As a consequence, it is often difficult to solve this optimization problem, and the minimizer to (3.13) may not even exist after a finite dimensional approximation to the space of diffeomorphism. To overcome this difficulty, at each time step, instead of seeking for an optimal \( \Phi^{n+1} \) between \( \rho^0 \) and \( \rho^{n+1} \), we seek for an optimal \( \Psi^{n+1} \) between \( \rho^n \) and \( \rho^{n+1} \). More precisely, we assume that

\[
\Phi^{n+1} = \Psi^{n+1} \circ \Psi^{n} \circ \Psi^{n-1} \ldots \circ \Psi^1.
\]

Given \( \rho^n \), one can compute \( \Psi^{n+1} \) by solving the following optimization problem

\[
\Psi^{n+1} = \arg \min_{\Psi \in \text{Diff}} \frac{1}{2\tau} \int |\Psi(x) - x|^2 \rho^n(x) \, dx + \mathcal{F}[\rho^n \delta(\Psi^{-1}(x))].
\]

The corresponding \( \rho^{n+1} \) can then be computed through \( \rho^{n+1}(x) = \rho^n \delta(\Psi^{n+1})^{-1}(x) \).

**Remark 3.3.** The scheme (3.14) can be viewed as a Lagrangian realization of the JKO scheme (2.9) for the Wasserstein gradient flow under some suitable assumption, although it is developed based on the \( L^2 \)-gradient flow structure in the space of diffeomorphism. According to the Benamou–Brenier formulation [5], the Wasserstein distance between two probability densities \( \rho_1 \) and \( \rho_2 \) can be computed by solving the optimization problem

\[
\mathbb{W}_2(\rho_1, \rho_2)^2 = \min_{(\rho, u) \in S} \int_0^1 \int |u|^2 \, dx \, dt,
\]

where

\[
\mathbb{W}_2(\rho_1, \rho_2)^2 = \min_{(\rho, u) \in S} \int_0^1 \int |u|^2 \, dx \, dt.
\]
where the admissible set of \((\rho, u)\) is given by

\[
S = \{ (\rho, u) \mid \rho_t + \nabla \cdot (\rho u) = 0, \quad \rho(x, 0) = \rho_1, \quad \rho(x, 1) = \rho_2 \}.
\]

If we further assume that \(u(x, t)\) is independent of \(t\), which is reasonable if \(\rho_1\) and \(\rho_2\) are close enough, we have \(u(x) = \Psi(x) - x\), where \(\Psi(x)\) is a transport map between \(\rho_1\) and \(\rho_2\), i.e., \(\rho_2(\Psi(x)) = \rho_1(x)/\det(\nabla_x \Psi)\). Then optimization problem (3.15) can be reformulated in a Lagrangian form, i.e.,

\[
W_2(\rho_1, \rho_2)^2 = \arg \min_{\Psi \in S_\Psi} \int \rho_1 |\Psi(x) - x|^2 \, dx,
\]

where

\[
S_\Psi = \left\{ \Psi : \mathbb{R}^d \to \mathbb{R}^d \mid \rho_2(\Psi(x)) = \frac{\rho_1(x)}{\det(\nabla_x \Psi)} \right\}.
\]

**Remark 3.4.** If \(\eta(\rho) \neq \rho\), we can formulate the optimization problem (3.14) as

\[
\Psi^{n+1} = \arg \min_{\Psi \in S_\Psi} \frac{1}{2\tau} \int |\Psi(x) - x|^2 \eta(\rho^n(x)) \, dx + F[\rho^n \circ \Psi^{-1}(x)].
\]

A subtle fact is that \(\det F^n = 1\) since we always start with an identity map.

The numerical algorithm for solving the generalized diffusion is summarized in Alg. 3.2.

**Algorithm 3.2** Numerical Algorithm for solving the generalized diffusion

- Given \(\{x^n_i\}_{i=1}^N\) and the densities \(\rho^n_i\) at \(t = n\tau\) and \(x^n_i\).
- Find \(\Psi^{n+1}(x) : \mathbb{R}^d \to \mathbb{R}^d\), by solving the optimization problem (3.14). To guarantee the energy stability, we should take \(\Psi\) as an approximation to an identity map initially when solving the optimization problem (3.14).
- After obtaining \(\Psi^{n+1}\), one updates \(\{x^{n+1}_i\}_{i=1}^N\) and \(\rho^{n+1}\) by

\[
x^{n+1}_i = \Psi^{n+1}(x^n_i), \quad \rho^{n+1}_i = \frac{\rho^n_i}{\det(\nabla \Psi^{n+1}(x^n_i))}.
\]

The next question is how to evaluate the numerical integration in (3.14), which requires to draw a set of samples. In principle, given \(\Phi^n\) and \(\rho_0(X)\), we can compute \(\rho^n(x)\) point-wisely through \(\rho^n(x) = \rho_0 \circ \Phi^n^{-1}(x)\). However, the computation might be expensive as it requires an efficient and accurate way to compute \((\Phi^n)^{-1}\). Alternatively, we can use the idea of the Lagrangian method [46] which only updates the value of \(\rho^n\) at the set of transformed samples \(\{\Phi^n(x^n_i)\}_{i=1}^N\) through

\[
\rho^n(\Phi^n(x^n_i)) = \frac{\rho_0(x^n_i)}{\det(\nabla \Phi^n(x^n_i))},
\]

where \(\{x^n_i\}_{i=1}^N\) is the set of initial samples. Let \(x^n_i = \Phi^n(x^n_i)\). Then for the general free energy (2.5), the loss function in Eq. (3.14) can be computed through

\[
J(\Psi) = \frac{1}{2\tau} \sum_{i=1}^N \rho^n_i \|\Psi(x^n_i) - x^n_i\|^2 |\Omega^n_i| + \sum_{i=1}^N \left( \omega \left( \frac{\rho^n_i}{\det(\nabla \Psi(x^n_i))} \right) \det(\nabla \Psi(x^n_i)) \right) |\Omega^n_i| + \frac{1}{2} \sum_{i=1}^N V(\Psi(x^n_i)) \rho^n_i |\Omega^n_i| + \frac{1}{2} \sum_{i,j=1}^N K(\Psi(x_i), \Psi(x_j)) \rho^n_i \rho^n_j |\Omega^n_i| |\Omega^n_j|,
\]

where

\[
\omega(x) = \begin{cases} 1 & \text{if } x \in S, \\ 0 & \text{if } x \notin S, \end{cases}
\]

and

\[
|\Omega^n_i| = \det(\nabla \Psi(x^n_i))^{-1}.
\]
where \(|\Omega^n_i|\) is the volume of the Voronoi cells associated with the set of points \(\{x^n_i\}\). \(\rho^n_i\) stands for \(\rho^n(x^n_i)\). Here the numerical integration is computed through a piece-wisely constant reconstruction of \(\rho^n\) based on its values at \(\{\Phi^n(x^n_i)\}_{i=1}^N\). In practice, if the initial samples are uniformly drawn in \(\Omega_0\), we take \(|\Omega^n_i| = \frac{|\Omega|}{N}\), although it might be a very rough approximation as \(x^n_i\) may not follow a uniform distribution in \(\Omega^n\). If the initial samples are drawn from \(\rho_0\), one can roughly assume that \(\{x^n_i\}\) follows the distribution \(\rho^n\), then according to the Monte-Carlo approach, the numerical integration can be evaluated as

\[
\begin{align*}
J(\Psi) &= \frac{1}{2\pi} \left( \frac{1}{N} \sum_{i=1}^{N} \|\Psi(x^n_i) - x^n_i\|^2 \right) \\
&+ \frac{1}{N} \sum_{i=1}^{N} \left( f_\omega \left( \frac{\rho^n_i}{\text{det}(\nabla\Psi(x^n_i))} \right) + V(\Psi(x^n_i)) \right) + \frac{1}{2\pi^2} \sum_{i,j=1}^{N} K(\Psi(x_i), \Psi(x_j)) ,
\end{align*}
\]

where \(f_\omega(\rho) = \omega(\rho)/\rho\). The proposed numerical method can be further improved if one can evaluate the integration more accurately. We will explore this in the future work.

The remaining question is how to parameterize a diffeomorphism using neural networks. This is discussed in detail in the next subsection.

### 3.3. Neural network architectures

In principle, the proposed numerical framework is independent of the choice of neural network architectures. However, different neural network architectures may lead to different numerical performance, arising from balance of approximation (representation power), optimization and generalization. In this subsection, we briefly discuss several neural network architectures that we use in the numerical experiments.

#### 3.3.1. Neural network architectures for Eulerian methods

For the Eulerian methods, one can construct a neural network to approximate the unknown function \(f : \mathbb{R}^d \rightarrow \mathbb{R}\). Shallow neural networks (two-layer neural networks) approximate \(f\) by functions of the form

\[
f(x; \Theta) = \sum_{i=1}^{N} \alpha_i \sigma(\omega_i \cdot x + b_i) = \alpha \cdot \sigma(Wx + b) ,
\]

where \(\sigma(\cdot) : \mathbb{R} \rightarrow \mathbb{R}\) is a fixed nonlinear activation function, \(N\) is the number of hidden nodes (neurons), and \(\Theta = \{\alpha_i, \omega_i, b_i\}_{i=1}^{N}\) are the NN parameters to be identified. Typical choices of activation functions include ReLU \(\sigma(x) = \max(x, 0)\) and the sigmoid function \(\sigma(x) = 1/(1 + e^{-2x})\).

A DNN can be viewed as a network composing of many hidden layers. More precisely, a DNN with \(L\) hidden layers represents a function \(f : \mathbb{R}^d \rightarrow \mathbb{R}\) by \cite{61}

\[
f(x; \Theta) = g \circ T^L \circ T^{L-1} \circ \ldots \circ T^{(1)}(x) ,
\]

where \(g(z) = \sum_{i=1}^{N_L} \gamma_i z_i\) is a linear map from \(\mathbb{R}^{N_L}\) to \(\mathbb{R}\), \(T^{(l)}\) is a nonlinear map from \(\mathbb{R}^{N_{l-1}}\) to \(\mathbb{R}^{N_l}\), and \(N_0 = d\). The nonlinear map \(T^{(l)}\) takes the form

\[
T^{(l)}(x_{l-1}) = \sigma(W_l x_{l-1} + b_l) ,
\]

where \(W_l \in \mathbb{R}^{N_{l-1} \times N_l}\), \(b_l \in \mathbb{R}^l\) and \(\sigma(\cdot)\) is a nonlinear activation function that acts component-wisely on vector-valued inputs.
Another widely used class of DNN model is residual neural network (ResNet). An L-block ResNet approximates an unknown function \( f(x) : \mathbb{R}^d \to \mathbb{R} \) by
\[
(3.26) \quad f_L(x; \Theta) = g(z_L(x)),
\]
where \( g(z) = \sum_{i=1}^{N} \gamma_i z_i \) is a linear map from \( \mathbb{R}^N \to \mathbb{R} \) and \( z_L(x) : \mathbb{R}^d \to \mathbb{R}^N \) is a nonlinear map defined through
\[
(3.27) \quad z_0 = V x, \quad z_i = \sigma_2(\alpha_i \sigma_1(W_i z_{i-1} + b_i) + z_{i-1}), \quad i = 1, 2, \ldots, L.
\]
Here \( V \in \mathbb{R}^{N \times d}, W_i \in \mathbb{R}^{M \times N}, b_i \in \mathbb{R}^M, \alpha_i \in \mathbb{R}^{N \times M} \) and \( \sigma_i(\cdot) \) is an element-wise activation function. The model parameters are \( \Theta = \{ \gamma, \alpha_i, W_i, b_i, V \} \). The original ResNet [27] takes \( \sigma_2 \) as a nonlinear activation function such as ReLU. Later studies indicate that one can also take \( \sigma_2 \) as the identity function [28, 18]. Then at an infinite length, i.e., \( L \to \infty \), (3.27) corresponds to the ODE
\[
(3.28) \quad \frac{dz}{dt} = f(z), \quad z_0 = x.
\]
Compared with fully connected neural network models which may suffer from numerical instabilities in the form of exploding or vanishing gradients [19, 26, 37], very deep ResNet can be constructed to avoid these issues.

In the current study, we use ResNet for the Eulerian EVNN method for the \( L^2 \)-gradient flows. The detailed neural network settings for each numerical experiment are described in the next section. It is worth mentioning that since the proposed numerical scheme uses neural networks with time-dependent parameters to approximate the solution to a gradient flow, it is not necessary to use a very deep neural network.

3.3.2. Neural network architectures for Lagrangian methods. The goal of the proposed Lagrangian method is to use a neural network to approximate a diffeomorphism from \( \mathbb{R}^d \) to \( \mathbb{R}^d \). There are two main difficulties in doing so. One is to guarantee that the map is diffeomorphism; the other is to compute the deformation gradient tensor \( F \) and its determinant \( \det F \) efficiently and in a robust manner. Fortunately, various neural network architectures have been proposed to approximate a transport map. Examples include planar flows [59], auto-regressive flows [36], continuous-time diffusive flow [63], neural spline flow [17] and convex potential flow [30].

One way to construct a neural network \( \mathbb{R}^d \to \mathbb{R}^d \) to approximate a flow map is to use the planar flow. A K-layer planar flow is defined by \( T = T_K \circ \ldots \circ T_1 \circ T_0 \), where \( T_k : \mathbb{R}^d \to \mathbb{R}^d \) is given by
\[
(3.29) \quad x^{k+1} = T_k(x^k) = x^k + u_k h(W_k^T x^k + b_k),
\]
where \( W_k, u_k \in \mathbb{R}^d, b_k \in \mathbb{R} \), and \( h \) is a smooth, element-wise, non-linear activation function such as tanh. Direct computation shows that
\[
(3.30) \quad J_k = \det(\nabla T_k) = 1 + h'(W_k^T x^k + b_k) u_k^T W_k.
\]
Here \( T_k \) is a diffeomorphism if \( h'(W_k^T x^k + b_k)u_k^T W_k < 1 \) for \( \forall x_k \). The determinant of the transport map can be computed as \( \det(\nabla T) = J_K J_{K-1} \ldots J_0 \). and we have \( \varphi(T(x)) = \frac{x^T(x)}{\det(\nabla T)} \). The optimization problem can be formulated in terms of \( W_k, u_k \) and \( b_k \).
Another widely used neural network architecture to approximate a flow map is the convex potential flow [30], which defines a diffeomorphism via the gradient of a strictly convex function. An Input Convex Neural Network (ICNN) [2] parameterizes an unknown convex function which guarantees the existence of diffeomorphism. A fully connected, \( K \)-layer ICNN can be parameterized by

\[
    z_{l+1} = \sigma_l(W_l z_l + A_l X + b_l), \quad l = 0, 1, \ldots K - 1,
\]

where \( z_0 = 0, \ W_0 = 0, \ \Theta = \{W_l, A_l, b_l\} \) are the parameters to be determined, and \( \sigma_l \) is the nonlinear activation function. As proved in [2], if all entries \( W_l \) are non-negative, and all \( \sigma_l \) are convex and non-decreasing, then \( f(X; \Theta) \) is a convex function with respect to \( X \). Hence \( \nabla_X f(X; \Theta) \) provides a parametric approximation to the flow map. In the current study, we adopt the idea of convex potential flow to develop the Lagrangian EVNN method. We’ll consider other types of flows in future works.

**Remark 3.5.** It is worth mentioning that the gradient of a convex function \( f \) only defines a subspace of diffeomorphism, and the optimal solution of (3.14) may not belong to this subspace.

**4. Numerical Experiments.** In this section, we test the proposed EVNN methods for various gradient flows that can be derived by the EnVarA. The numerical accuracy is evaluated through the point-wise absolute spatial errors or the absolute and relative spatial \( L^2 \)-errors between the NN solutions and the corresponding reference solutions. The analytic solutions or numerical solutions obtained by traditional numerical methods are taken as the reference solutions.

**4.1. \( L^2 \)-gradient flow.**

**4.1.1. Poisson equation.** We first consider a two-dimensional Poisson equation given by

\[
    \begin{cases}
    -\Delta u(x) = f(x), & x \in \Omega \subset \mathbb{R}^2, \\
    u(x) = 0, & x \in \partial \Omega.
    \end{cases}
\]

The corresponding variational problem can be formulated as: finding \( u \in H^1_0 \) such that

\[
    u = \arg \min_{u \in H^1_0} \int_{\Omega} \frac{1}{2} |\nabla u|^2 - f(x)u(x)dx.
\]

We can obtain an optimal solution of the variational problem by solving the following \( L^2 \)-gradient flow

\[
    \frac{d}{dt} \left( \int_{\Omega} \frac{1}{2} |\nabla u|^2 - f(x)u(x)dx + \lambda \int_{\partial \Omega} |u|^2 dS \right) = -\int_{\Omega} u_t^2 dx.
\]

Here the surface energy term \( \lambda \int_{\partial \Omega} |u|^2 dS \) is added to enforce the Dirichlet boundary condition. We take \( \lambda = 500 \) in the following numerical experiments.

We test our algorithm, Alg. 3.1 for Eq. (4.1) in the following two settings.

- **Case 1:** \( \Omega = \{(x, y) \mid x^2 + y^2 \leq 1\} \) and \( f(x) = 1 \). The exact solution is \( u(x) = 1 - 0.25(x^2 + y^2) \).
- **Case 2:** \( \Omega = (0, \pi) \times (-\pi/2, \pi/2) \) and \( f(x) = 2 \sin x \cos y \). The exact solution is \( u(x) = \sin x \cos y \).
The neural network architectures for both test cases are the same. We use a 1-block ResNet with 20 hidden nodes in hidden layers. We take $\tau = 0.01$ and regenerate samples to evaluate the numerical integration in Eq. (3.10). For Case 1, we generate sets of samples $\{x_i = (r_i \cos \theta_i, r_i \sin \theta_i)\}_{i=1}^{N}$ in polar coordinates, where $\{r_i\}_{i=1}^{N}$ and $\{\theta_i\}_{i=1}^{N}$ are drawn from the uniform distribution in $(0, 1)$ and $(0, 2\pi)$, respectively. For Case 2, we use Latin hypercube sampling (LHS) to generate samples in $\Omega$. The optimization problem at each time step is solved by a standard L-BFGS algorithm.

![Fig. 4.1: Numerical results for the two-dimensional Poisson equation. (a) - (b) The evolution of discrete free energy with respect to time. (c) - (d) The relative $L_2$-errors to the stationary solutions for the three methods.](image)

To verify the energy stability property of our algorithm, we include the plot of the free energy in each epoch in Fig. 4.1. It is clear that, in these two cases, the free energy monotonically decreases during the training process. We also compare the numerical performance of the proposed numerical method, the EVNN with the PINN and the DRM. Both PINN and DRM are trained by 50000 epochs. The corresponding relative $L_2$ errors are shown in Fig 4.1. For our EVNN, since we use at most 100 iterations in solving each optimization problem (3.10), we plot error at $t^n$ at the place of 100 epoch in Fig. 4.1. The models are evaluated at $101 \times 101$ and 7845 quadrature points, respectively. For these two problems, the relative errors computed by the EVNN are reduced to $10^{-2}$ and $10^{-1}$, respectively. Although the PINN achieves better accuracy in the constant forcing setting (Case 1), the EVNN achieves comparably better results in these two cases, especially in periodic forcing setting (Case 2).

Next, we consider a high-dimensional Poisson equation

$$-\Delta u = f(x), \quad x \in \Omega = (-1, 1)^d,$$

with homogeneous Neumann boundary condition $\frac{\partial u}{\partial n}|_{\partial \Omega} = 0$. We take $f(x) = \pi^2 \sum_{k=1}^{d} \cos(\pi x_k)$. Similar numerical examples are studied in [21] by using the deep Ritz method. The exact solution to this high-dimensional Poisson equation is $u(x) = \sum_{k=1}^{d} \cos(\pi x_k)$. Following [21], we slightly modify the free energy into the following form to fix the solution since we impose the homogeneous Neumann boundary condition in this example:

$$\mathcal{F}[u] = \int_{(-1,1)^d} \frac{1}{2} \| \nabla u \|^2 - f(u) x - \lambda \left( \int_{(-1,1)^d} f(x) \right)^2,$$
where the last term enforces $\int_{[-1,1]^d} u \, dx = 0$. We take $\lambda = 0.5$ as in [49] in all numerical tests.

Due to the large computational cost of L-BFGS in high-dimensional spaces, we solve the optimization problem at each iteration by an Adam algorithm. The model is trained with 200 outer iterations and at most 200 iterations for inner optimization (3.10) with an early stop rule specifying that the $L_2$ norm of the error of model parameters between two consecutive epochs should be less than $10^{-6}$.

| Setting | $d = 4$ | $d = 8$ | $d = 16$ | $d = 32$ |
|---------|---------|---------|---------|---------|
| $(2, 10, 1000)$ | 0.024 | 0.046 | 0.623 | 0.867 |
| $(3, 60, 1000)$ | 0.042 | 0.048 | 0.077 | 0.117 |
| $(3, 60, 10000)$ | 0.018 | 0.022 | 0.036 | 0.077 |

The numerical results with different neural network settings for Eq. (4.3) in different dimensions are summarized in Table 4.1. The entry in the first column of Table 4.1, for example $(2, 10, 1000)$, represents 2 residual blocks with 10 nodes in each of the linear layers. 1000 denotes the number of samples that we draw in each epoch. The experiment runs from dimension 4 to 32 and the corresponding $L_2$ errors are shown in the table. As we can see, our algorithm achieves comparable results in each setting. It can also be seen from the result that the width of the network plays an important role in increasing the expressive power of the neural network and the solution accuracy.

### 4.1.2. Heat equation.

Next we consider the initial-boundary value problem of a heat equation given by

\[
\begin{cases}
    u_t = \Delta u(x), \quad x \in \Omega = (0, 2)^2, \quad t \in (0, T], \\
    u(x, t) = 0, \quad x \in \partial \Omega, \quad t \in (0, T], \\
    u(x, 0) = \sin \left( \frac{\pi}{2} x_1 \right) \sin \left( \frac{\pi}{2} x_2 \right), \quad x \in \Omega = (0, 2)^2.
\end{cases}
\] (4.5)

We test the numerical accuracy of the proposed EVNN scheme over time using this problem. This heat equation problem can be viewed as an $L^2$-gradient flow satisfying the energy-dissipation law

\[
\frac{d}{dt} \left( \int_{\Omega} \frac{1}{2} |\nabla u|^2 \, dx + \lambda \int_{\partial \Omega} |u|^2 \, dS \right) = - \int |u_t|^2 \, dx.
\] (4.6)

Again, a surface energy term is added to enforce the Dirichlet boundary condition.

In the numerical simulation, we take $\tau = 0.01$ and use a 1-block ResNet with 20 nodes in each layer. The nonlinear activation function is chosen to be tanh. We also employ the L-BFGS optimizer, and the same 301 $\times$ 301 uniform mesh points as training samples in each time step in this test. The maximum number of iterations in each time step is set to be 300. To test the accuracy of the solution over time, we compare the neural network solution with the finite difference solution. In more details, the finite difference method solves $\phi_h^{n+1}$ using

\[
\phi_h^{n+1} = \arg \min_{\phi_h \in C} \frac{1}{2\tau} \|\phi_h - \phi_h^n\|^2 + \frac{1}{2} \int |\nabla h| \phi_h|^2 \, dx,
\]
where $\mathcal{C}$ is the set of grid functions defined on the computational domain. We use a $101 \times 101$ uniform grid in the FDM simulation.

We compare the NN solution with the FDM solution at the grid points of the $101 \times 101$ computational grid of the FDM method. Figure 4.2 summarizes the results of our experiment. Specifically, the top panel of Fig. 4.2 shows the NN predicted spatio-temporal solution at four different times, $t = 0.01, 0.2, 0.4$ and 0.6, respectively. The middle panel of Fig. 4.2 plots the relative error in the $L_2$ norm. Low panel of Fig. 4.2 shows the evolution of the numerical free energy with respect to time, which demonstrates the energy stability of the proposed Eulerian EVNN scheme.

**4.1.3. Allen-Cahn equation.** In this subsection, we consider to solve the Allen-Cahn equation with a volume constraint, which is extensively utilized in phase-field modeling. The phase-field modeling has become a versatile technique to solve interface problems arising from different disciplines [15]. In particular, we consider an Allen-
Fig. 4.3: Numerical results for the Allen-Cahn equation with a volume constraint. (a)-(d) NN solutions at $t = 0, 0.05, 0.1$ and $0.3$, respectively. (e)-(h) Absolute differences between NN solutions and FEM solutions at $t = 0, 0.05, 0.1$, and $0.3$, respectively. (i) Evolution of numerical free energies with respect to time for both of the FEM and EVNN solutions.

The Allen-Cahn equation

$$\begin{aligned}
\frac{\partial \varphi}{\partial t} &= - \left( \frac{F'(\varphi)}{\varepsilon^2} - \Delta \varphi(x, t) + 2W \left( \int \varphi dx - A \right) \right), \\
\varphi(x, t) &= -1, \quad x \in \partial \Omega, \quad t > 0, \\
\varphi(x, 0) &= -\tanh(10(\sqrt{4x_1^2 + x_2^2} - 0.5)), \quad x \in \Omega.
\end{aligned}$$

where $\varphi(x, t) \in [-1, 1]$ is the phase-field order parameter. $\Omega = (-1, 1)^2$. The constants $\varepsilon$, $W$ and $A$ are model parameters. The corresponding energy-dissipation law is given by

$$\frac{d}{dt} \mathcal{F}[\varphi] = - \int_{\Omega} |\varphi_t|^2 dx, \quad \mathcal{F}[\varphi] = \int_{\Omega} \frac{1}{2} |\nabla \varphi|^2 + \frac{1}{4\varepsilon^2} (\varphi^2 - 1)^2 dx + W \left( \int_{\Omega} \varphi dx - A \right)^2.$$

Here the last term is a penalty term for the volume constraint that enforces $\int \varphi dx \approx A$, as the Allen-Cahn equation does not preserve the volume fraction $\int \varphi dx$ over time. In the numerical simulation, we take $A = -(4 - \pi r^2) + \pi r^2$, $r = 0.5$, $\frac{1}{\varepsilon^2} = 100$, and $W = 1000$.

The neural network architecture used here is exactly the same as that for the heat equation. We use $201 \times 201$ uniform grid points in $(-1, 1)^2$ as training samples in the
bulk region of the domain $\Omega$. To test the numerical accuracy of the EVNN scheme for this problem, we also solve Eq. (4.7) by a finite element method, which approximates the phase-field variable $\varphi$ by a piece-wise linear function $\varphi_h(x,t) = \sum_{i=1}^{N} \gamma_i(t) \psi_i(x)$, where $\psi_i(X)$ are hat functions supported on the computational mesh. Inserting $\varphi_h$ into the continuous energy–dissipation law (4.8), we get a discrete energy–dissipation law with the discrete energy and dissipation given by

$$F_{FEM}^h = \sum_{e=1}^{N_e} \int_{\tau_e} \frac{1}{2} \left| \sum_{i=1}^{N} \gamma_i \nabla \psi_i(x) \right|^2 + \frac{1}{2} \sum_{i=1}^{N} (\gamma_i^2 - 1) \psi_i(x) \, dx,$$

and $D_{FEM}^h = \sum_{e=1}^{N_e} \int_{\tau_e} \left( \sum_{i=1}^{N} \gamma_i'(t) \psi_i(x) \right)^2 \, dx$ respectively. Here $\tau_e$ is used to denote a finite element cell, and $N_e$ is the number of cells. We also construct a piece-wise linear approximation to the nonlinear term in the discrete energy. This form of discretization was used in [71]. We can solve $\gamma_i$ at each time step by using the scheme (3.7).

The simulation results are summarized in Fig. 4.3. Numerical simulation of phase-field type models is often challenging. To capture the dynamics of the evolution of the thin diffuse interface, the mesh-size should be much smaller than $\epsilon$, the width of the diffuse interface layer. To overcome this difficulty, traditional numerical methods use the adaptive and moving mesh approaches. In contrast, neural-network-based numerical scheme has a mesh-free feature. The number of parameters of the neural network can be much smaller than the number of finite element mesh cells needed to capture the diffuse interface. Since the dimension of the optimization problem in the NN-based scheme is much smaller than that of the FEM-based scheme, the NN-based solver is much faster than the FEM-based solver which do not use adaptive or moving meshes.

4.2. Generalized diffusions. In this subsection, we apply the proposed Lagrangian EVNN scheme to solving two generalized diffusion problems: the Fokker-Planck equation and the porous medium equation, respectively.

4.2.1. Fokker-Planck equation. We first consider a Fokker-Planck equation

$$\begin{cases}
\rho_t = \nabla \cdot (\nabla \rho + \rho \nabla V), & x \in \Omega \subset \mathbb{R}^d, \quad t \in (0,T), \\
\rho(x,0) = \rho_0(x), & x \in \Omega \subset \mathbb{R}^d,
\end{cases}$$

where $V(x)$ is a prescribed potential energy function. The Fokker-Planck equation can be viewed as a generalized diffusion satisfying the energy-dissipation law

$$\frac{d}{dt} \int_{\mathbb{R}^d} \rho \ln \rho + \rho V(x) \, dx = -\int_{\mathbb{R}^d} \rho |u|^2 \, dx,$$

where the probability density $\rho$ satisfies $\rho_t + \nabla \cdot (\rho \mathbf{u}) = 0$ with $\mathbf{u}$ being the averaged velocity.

We test our numerical scheme for solving the Fokker-Planck equation in 2D and 4D spaces, respectively. For both of these numerical experiments, we adopt the NN architecture of Augmented-ICNN proposed in [30]. More specifically, we use 1 ICNN block of 6 fully connected layers with 32 hidden nodes in each layer. We choose the Gaussian-Softplus function $\sigma(x) = \sqrt{\frac{x}{2}} \left( \sqrt{2\pi} \int_{0}^{x} e^{-t^2} dt + e^{-x} + \sqrt{\pi} x \right)$ as the activation function. In addition, we choose the L-BFGS optimizer with at most 50 iterations within each time step.
For the 2D case, we use 301 × 301 grid points uniformly distributed in the domain Ω = [−3, 3]² as the initial samples. We take \( V(\mathbf{x}) \) to be
\[
V = \frac{1}{2}(\mathbf{x} - \mu_{\text{target}})^T \Sigma_{\text{target}}^{-1}(\mathbf{x} - \mu_{\text{target}}) \quad \text{with} \quad \mu_{\text{target}} = \left(\frac{1}{3}, \frac{1}{3}\right),
\]
and \( \Sigma_{\text{target}} = \begin{bmatrix}
\frac{5}{8} & -\frac{3}{8} \\
-\frac{3}{8} & \frac{5}{8}
\end{bmatrix} \). The initial condition \( \rho_0(\mathbf{x}) \) is taken as the 2D standard Gaussian \( \mathcal{N}(0, I) \). The exact solution of Eq. (4.9) takes the following analytical form
\[
(4.11) \quad \rho(\mathbf{x}, t) \sim \mathcal{N}(\mu(t), \Sigma(t)),
\]
where \( \mu(t) = (1 - e^{-4t})\mu_{\text{target}} \) and \( \Sigma(t) = \begin{bmatrix}
\frac{5}{8} + \frac{3}{8} \times e^{-8t} & -\frac{3}{8} + \frac{3}{8} \times e^{-8t} \\
-\frac{3}{8} + \frac{3}{8} \times e^{-8t} & \frac{5}{8} + \frac{3}{8} \times e^{-8t}
\end{bmatrix} \). Fig. 4.4 shows the numerical results of this 2D case. Figs. 4.4(a)-4.4(d) show the evolution of the initial samples as well as the evolution of the numerical solution over space and time. The absolute and relative \( L_2 \)-errors are shown in Figs. 4.4(e)-4.4(f).

For the 4D case, we choose the domain to be \( \Omega = [-3, 3]^4 \). We take \( V(\mathbf{x}) \) to be
\[
V = \frac{1}{2}(\mathbf{x} - \mu_{\text{target}})^T \Sigma_{\text{target}}^{-1}(\mathbf{x} - \mu_{\text{target}}) \quad \text{with} \quad \mu_{\text{target}} = \left(\frac{1}{3}, \frac{1}{3}, 0, 0\right),
\]
and \( \Sigma_{\text{target}} = \begin{bmatrix}
\frac{5}{8} & -\frac{3}{8} & 0 & 0 \\
-\frac{3}{8} & \frac{5}{8} & 0 & 0 \\
0 & 0 & \frac{4}{3} & 0 \\
0 & 0 & 0 & \frac{4}{3}
\end{bmatrix} \oplus \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix} \). The initial condition \( \rho_0(\mathbf{x}) \) to be the 4D standard normal distribution \( \mathcal{N}(0, I) \). The exact solution of Eq. (4.9) still follows the normal distribution with \( \mu(t) = (1 - e^{-4t})\frac{1}{3}, (1 - e^{-4t})\frac{1}{3}, 0, 0 \), and \( \Sigma(t) = \begin{bmatrix}
\frac{5}{8} + \frac{3}{8} \times e^{-8t} & -\frac{3}{8} + \frac{3}{8} \times e^{-8t} & 0 & 0 \\
-\frac{3}{8} + \frac{3}{8} \times e^{-8t} & \frac{5}{8} + \frac{3}{8} \times e^{-8t} & 0 & 0 \\
0 & 0 & \frac{4}{3} & 0 \\
0 & 0 & 0 & \frac{4}{3}
\end{bmatrix} \oplus \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix} \). Here \( \oplus \) is the direct sum. Instead of using uniform grid points in 4D to draw samples, we let the initial samples be 10000
Fig. 4.5: Numerical results for the 4D Fokker Planck equation. (a)-(d) The numerical solution in $x_1$-$x_2$ plane at $t = 0, 0.1, 0.5$ and $1$, respectively. (e)-(h) The numerical solution in $x_3$-$x_4$ plane at $t = 0, 0.1, 0.5$ and $1$, respectively. (i)-(j) The $L_2$-errors of the solution.

points randomly drawn from $\rho_0(\mathbf{x})$. Fig. 4.5 shows the evolution of samples as well the values of the numerical solution on individual samples over space and time.

Fokker-Planck type equation has a wide application in machine learning. One of the fundamental tasks in modern statistics and machine learning is to estimate or generate samples from a target distribution $\rho^*(\mathbf{x})$, which might be completely known, partially known up to the normalizing constant, empirically given by the data, or directly estimated if it is not known. Examples include Bayesian inference [7], numerical integration [50], space-filling design [56], density estimation [63], and generative learning [55]. These problems can be transformed as an optimization problem, which is to seek for a $\rho^{\text{opt}} \in \mathcal{Q}$ by solving an optimization problem

\begin{equation}
\rho^{\text{opt}} = \arg \min_{\rho \in \mathcal{Q}} D(\rho || \rho^*) ,
\end{equation}

where $\mathcal{Q}$ is the admissible set, $D(p || q)$ is a dissimilarity function that assesses the differences between two probability measure $p$ and $q$. The classical dissimilarities include the Kullback-Leibler (KL) divergence and the Maximum Mean Discrepancy (MMD). The optimal solution of the optimization problem can be obtained by solving
a Fokker-Planck type equation, given by

\begin{equation}
\rho_t = \nabla \cdot (\rho \nabla \mu), \quad \mu = \frac{\delta D(\rho||\rho^*)}{\delta \rho}.
\end{equation}

The developed numerical approach has potential applications in these machine learning problems. To illustrate this point, we consider a toy problem that widely used in the machine learning literature [30]. We take the dissimilarity function as the KL divergence

\[KL(\rho||\rho^*) = \int_\Omega \rho(x) \ln \left( \frac{\rho}{\rho^*} \right) dx,\]

then Eq. (4.13) is reduced to the Fokker-Planck equation (4.9) with

\[V(x) = -\ln \rho^*.\]

The simulation results is summarized in Fig. 4.6. It can be noticed that the proposed neural-network-based algorithm can generate weighted sample for a complicated target distribution.

**4.2.2. Porous medium equation.** Next we consider a porous medium equation (PME) \(\rho_t = \Delta \rho^\alpha\), where \(\alpha > 1\) is a constant. The PME is a typical example of nonlinear diffusion equations, which can be derived through an energy-dissipation law

\begin{equation}
\frac{d}{dt} \int_\Omega \frac{1}{\alpha - 1} \rho^\alpha dx = -\int \rho |\nabla u|^2 dx.
\end{equation}

One important feature of the PME is that the solution to the PME has a compact support at any time \(t > 0\) if the initial data has a compact support. The free boundary of the compact support moves outward with a finite speed, known as the property of finite speed propagation. As a consequence, numerical simulations of the PME are often difficult by using Eulerian methods, which may fail to capture the movement of the free boundary, and suffer from numerical oscillations [46]. In a recent work [46], the authors developed a variational Lagrangian scheme using finite element
method. In this subsection, we apply the neural-network-based Lagrangian method - the Lagrangian EVNN scheme to solve the PME.

![Numerical results for the porous medium equation.](image)

We take \( \alpha = 4 \) in the following simulation. To test the numerical accuracy of the EVNN scheme for solving the PME, we consider a 2D Barenblatt-Pattle solution to the PME. The Barenblatt-Pattle solution in \( d \)-dimensional space is given by

\[
B_\alpha(x, t) = t^{-k} \left( C_0 - \frac{k(\alpha - 1)}{2\alpha} \frac{|x|^2}{t^{2\alpha/d}} \right)^{1/(\alpha - 1)}, \quad x \in \mathbb{R}^d,
\]

where \( k = (\alpha - 1 + 2/d)^{-1}, u_+ := \max(u, 0) \), and \( C_0 \) is a constant that is related to the initial mass. This solution is radially symmetric, self-similar, and has compact support \( |x| \leq \xi_\alpha(t) \) for any finite time, where \( \xi_\alpha(t) = \sqrt{\frac{2\alpha C_0}{k(\alpha - 1)}} t^{k/d} \). We take the Barenblatt solution (4.15) with \( C_0 = 0.1 \) at \( t = 0.1 \) as the initial condition, and compare the numerical solution at \( T \) with the exact solution \( B_\alpha(x, T + 0.1) \). The set of initially drawn samples consists of two parts. One part is a set of uniform grid points inside a disk \( \{(x, y) \mid \sqrt{x^2 + y^2} < \xi_\alpha(0.1)\} \). The other part is a set of 500 points distributed with equal arc length on the free boundary. The numerical results with \( \tau = 0.005 \) are shown in Fig. 4.7. It can be noticed that the proposed neural-network-based algorithm can well approximate the Barenblatt-Pattle solution and capture the movement of free boundary.

5. Conclusion. In this paper, we develop two structure-preserving EVNN numerical schemes for simulating the \( L^2 \)-gradient flows and the generalized diffusions, respectively. These numerical schemes are directly constructed based on the prescribed continuous energy-dissipation law for the system, which describe all physics that one cares about. Neural network with time-dependent parameters is utilized to introduce a finite-dimensional approximation to the original gradient flow system. As a mesh-free approach, the neural-network-based spatial discretization may enable us to study high-dimensional gradient flows with acceptable computational costs.
Various numerical experiments are presented to demonstrate the accuracy and energy stability of the proposed numerical approaches. We will investigate different neural network architectures, sampling strategy, and apply the EVNN scheme to other complex fluid models such as Cahn-Hilliard equation and Cahn-Hilliard-Navier-Stokes equations in the future work.
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