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Abstract

The underlying dependence structure between two random variables can be described in manifold ways. This includes the examination of certain dependence properties such as lower tail decreasingness (LTD), stochastic increasingness (SI) or total positivity of order 2, the latter usually considered for a copula (TP2) or (if existent) its density (d-TP2). In the present paper we investigate total positivity of order 2 for a copula’s Markov kernel (MK-TP2 for short), a positive dependence property that is stronger than TP2 and SI, weaker than d-TP2 but, unlike d-TP2, is not restricted to absolutely continuous copulas, making it presumably the strongest dependence property defined for any copula (including those with a singular part such as Marshall-Olkin copulas). We examine the MK-TP2 property for different copula families, among them the class of Archimedean copulas and the class of extreme value copulas. In particular we show that, within the class of Archimedean copulas, the dependence properties SI and MK-TP2 are equivalent.
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1 Introduction

Copulas capture the many facets of dependence relationships between (continuous) random variables, and various ways exist to quantify and describe them. For the quantification of dependence, numerous measures are available that examine dependence from a wide range of perspectives. This includes (but is not limited to) the popular measures of concordance Kendall’s tau and Spearman’s rho (see, e.g., [1, 2]), the tail dependence coefficients and functions (see, e.g., [3]), or measures of directed or mutual complete dependence as presented in [4, 5, 6]. Apart from the option of assigning a single value to a dependence structure, an alternative way consists in checking whether a copula fulfills certain (positive) dependence properties such as positive quadrant dependence (PQD), left tail decreasingness (LTD), right tail increasingness (RTI), stochastic increasingness (SI), or total positivity of order 2, the latter usually considered for a copula (TP2) or (if existent) its density (d-TP2 for short), where the different notions of positive dependence are linked as given in Figure 1 below (see, e.g., [3, 2]). LTD, RTI and SI are defined coordinatewise while PQD, TP2 and d-TP2 are symmetric in the sense that permuting the coordinates has no effect on the respective dependence property.

Dependence properties may have direct impact on the interplay of different measures of dependence or the equivalence of different modes of convergence: For instance, as mentioned in [7, 8], Spearman’s rho is larger than Kendall’s tau for all those copulas that are LTD and RTI. Moreover, as shown in [9] pointwise convergence and weak conditional convergence (see, e.g., [10, 11]), i.e.,
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weak convergence of almost all conditional distribution functions, are equivalent for stochastically increasing (SI) copulas.

The property total positivity of order 2 has been extensively studied for copulas (TP2) and their densities (d-TP2); see, e.g., [12, 13, 3, 14]. The d-TP2 property is one of the strongest notions of positive dependence - stronger than TP2 and also stronger than stochastic increasingness (SI) (the latter two notions are not related to each other, in general). Both notions, TP2 and SI, can be examined for any copula, however, the d-TP2 property is defined only for those copulas that are absolutely continuous, which automatically excludes many known copula families such as Fréchet copulas or Marshall-Olkin copulas.

In this paper we build the analysis on conditional distributions and investigate total positivity of order 2 for a copula's Markov kernel (MK-TP2 for short), a positive dependence property that is stronger than TP2 and SI, weaker than d-TP2 (see Figure 1 below) but, unlike d-TP2, is not restricted to absolutely continuous copulas, making it presumably the strongest dependence property defined for any copula. From a conditional distribution point of view the MK-TP2 property has been studied in [15, 16] showing its interrelation with the other above-mentioned dependence properties.

In the present paper, we investigate under which conditions the MK-TP2 property is fulfilled for certain copulas classes, among them the class of Archimedean copulas and the class of extreme value copulas (including Marshall-Olkin copulas). To the best of the authors' knowledge, no results are known in this regard so far. We show that, for Archimedean copulas, the properties MK-TP2 and SI are equivalent, and can be characterized by the Archimedean generator. In passing we slightly extend a well-known result from literature (see, e.g., [7, 17]) by proving the equivalence of SI and log-convexity of the generator’s derivative for arbitrary Archimedean copulas (i.e., the generator neither needs to be strict nor twice differentiable). The equivalence of MK-TP2 and SI is consistent with the very restrictive, exchangeable structure of Archimedean copulas and the well-known equivalence of TP2 and LTD (see, e.g., [2]).

Another class of copulas generated by convex functions are extreme value copulas (EVC). It is well-known that EVCs are TP2 and SI, however, fail to be MK-TP2, in general. We present sufficient and necessary conditions (in terms of the Pickands dependence function) for an EVC to be MK-TP2 and, for certain parametric subclasses (including Marshall-Olkin copulas, Gumbel copulas, and EVCs occuring in the symmetric mixed model by Tawn), we determine exactly those parameters for which their elements are MK-TP2.

The rest of this contribution is organized as follows: Section 2 gathers preliminaries and notation that will be used throughout the paper. In Section 3, we formally define the positive dependence properties and examine the MK-TP2 property for different well-known copulas and copula families. Section 4 is devoted to Archimedean copulas and comprises the equivalence of MK-TP2 and SI property in the Archimedean setting. In Section 5 we then present sufficient and necessary conditions for an extreme value copula to be MK-TP2. Some auxiliary results and technical proofs can be found in Section 6.
2 Notation and preliminaries

Throughout this paper we will write \( I := [0, 1] \) and let \( C \) denote the family of all bivariate copulas; \( M \) will denote the comonotonicity copula, \( \Pi \) the independence copula and \( W \) will denote the countermonotonicity copula.

For every \( C \in C \) the corresponding probability measure will be denoted by \( \mu_C \), i.e. \( \mu_C([0,u] \times [0,v]) = C(u,v) \) for all \((u,v) \in I^2\); for more background on copulas and copula measures we refer to [1, 2]. For every metric space \((\Omega,\delta)\) the Borel \( \sigma \)-field on \( \Omega \) will be denoted by \( B(\Omega) \).

In what follows Markov kernels will play a decisive role: A Markov kernel of \( C \) is a mapping \( K : \mathbb{R} \times B(\mathbb{R}) \to I \) such that for every fixed \( F \in B(\mathbb{R}) \) the mapping \( x \mapsto K(x,F) \) is measurable and for every fixed \( x \in \mathbb{R} \) the mapping \( F \mapsto K(x,F) \) is a probability measure. Given a real-valued random variable \( Y \) and a real-valued random variable \( X \) on a probability space \((\Omega,A,P)\) we say that a Markov kernel \( K \) is a regular conditional distribution of \( Y \) given \( X \) if

\[
K(X(\omega), F) = E(1_F \circ Y \mid X)(\omega)
\]

holds \( P \)-almost surely for every \( F \in B(\mathbb{R}) \). It is well-known that for each random vector \((X,Y)\) a regular conditional distribution \( K(\_,\_\,) \) of \( Y \) given \( X \) always exists and is unique for \( P^X \)-a.e. \( x \in \mathbb{R} \), where \( P^X \) denotes the push-forward of \( P \) under \( X \). If \((X,Y)\) has distribution function \( H \) (in which case we will also write \((X,Y) \sim H\)) and let \( \mu_H \) denote the corresponding probability measure on \( B(\mathbb{R}^2) \) we will let \( K_H \) denote (a version of) the regular conditional distribution of \( Y \) given \( X \) and simply refer to it as Markov kernel of \( H \). If \( C \in C \) is a copula then we will consider the Markov kernel of \( C \) (with respect to the first coordinate) automatically as mapping \( K_C : I \times B(I) \to I \). Defining the \( u \)-section of a set \( G \in B(I^2) \) as \( G_u := \{ v \in I : (u,v) \in G \} \) the so-called disintegration theorem yields

\[
\mu_C(G) = \int_I K_C(u,G_u) \, d\lambda(u) \tag{2.1}
\]

so, in particular, we have

\[
\mu_C(I \times F) = \int_I K_C(u,F) \, d\lambda(u) = \lambda(F)
\]

where \( \lambda \) denotes the Lebesgue measure on \( B(I) \). For more background on conditional expectation and general disintegration we refer to [18, 19]; for more information on Markov kernels in the context of copulas we refer to [1, 10, 11].

3 Dependence properties

In the present section we first summarise some well-known standard notions of positive dependence viewed from a copula perspective; their probabilistic interpretation is presented in Figure 3 below. We then formally define the MK-TP2 property and discuss this property for different (parametric) copula families.

A copula \( C \in C \) is said to be

- positively quadrant dependent (PQD) if \( C(u,v) \geq \Pi(u,v) \) holds for all \((u,v) \in (0,1)^2\).
- left tail decreasing (LTD) if, for any \( v \in (0,1) \), the mapping \((0,1) \to \mathbb{R} \) given by \( u \mapsto \frac{C(u,v)}{u} \) is non-increasing.
- stochastically increasing (SI) if, for (a version of) the Markov kernel \( K_C \) and any \( v \in (0,1) \), the mapping \( u \mapsto K_C(u,[0,v]) \) is non-increasing.
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According to [2] these three dependence properties are related as follows

\[ SI \implies LTD \implies PQD \]

Another notion of positive dependence that differs from the above mentioned dependence properties is total positivity of order 2 - a property applicable to various copula-related objects: the copula itself, its Markov kernel and its density, leading to three different but related positive dependence properties. In general, a function \( f : \Omega \to \mathbb{R} \) with \( \Omega \subseteq \mathbb{R}^2 \) is said to be **totally positive of order 2** (TP2) on \( \Omega \) if the inequality

\[
f(u_1, v_1)f(u_2, v_2) - f(u_1, v_2)f(u_2, v_1) \geq 0 \tag{3.1}
\]

holds for all \( u_1 \leq u_2 \) and all \( v_1 \leq v_2 \) such that \([u_1, u_2] \times [v_1, v_2] \subseteq \Omega \). The TP2 property has been extensively discussed for copulas and their densities (see, e.g., [7, 13, 3, 2]) and, to a certain extent, also for their partial derivatives respectively their conditional distribution functions (see, e.g., [15, 16]). A copula \( C \in \mathcal{C} \) is said to be

- **TP2** if the copula itself is TP2, i.e., the inequality
  \[
  C(u_1, v_1)C(u_2, v_2) - C(u_1, v_2)C(u_2, v_1) \geq 0 \tag{3.2}
  \]
  holds for all \( 0 < u_1 \leq u_2 < 1 \) and all \( 0 < v_1 \leq v_2 < 1 \); see Lemma 6.1 for a characterization in terms of the copula’s Markov kernel.

- **MK-TP2** (short for Markov kernel TP2) if (a version of) its Markov kernel is TP2, i.e., the inequality
  \[
  K_C(u_1, [0, v])K_C(u_2, [0, v]) - K_C(u_1, [0, v_2])K_C(u_2, [0, v_1]) \geq 0 \tag{3.3}
  \]
  holds for all \( 0 < u_1 \leq u_2 < 1 \) and all \( 0 < v_1 \leq v_2 < 1 \).

If the copula has a density another dependence property can be formulated: \( C \) is said to be

- **d-TP2** (short for density TP2) if (a version of) its density \( c \) is TP2, i.e., the inequality
  \[
  c(u_1, v_1)c(u_2, v_2) - c(u_1, v_2)c(u_2, v_1) \geq 0 \tag{3.4}
  \]
  holds for all \( 0 < u_1 \leq u_2 < 1 \) and all \( 0 < v_1 \leq v_2 < 1 \).

The property d-TP2 is also referred to as positively likelihood ratio dependence (see, e.g., [14]). Altogether the different notions of positive dependence are linked as depicted in Figure 2 (compare [16, 2]). Notice that the MK-TP2 property, unlike d-TP2, can be examined for any copula, making

\[
\text{d-TP2} \implies \text{MK-TP2} \implies \text{LTD} \implies \text{PQD} \implies \text{SI}
\]

Figure 2: Relations between the different notions of positive dependence.

It presumably the strongest dependence property defined for any copula.
Remark 3.1. By definition, a copula $C$ that is SI satisfies $K_C(u_1, [0, v]) \geq K_C(u_2, [0, v])$ for all $0 < u_1 \leq u_2 < 1$ and all $v \in (0, 1)$. Thus, the inequality

$$K_C(u_2, [0, v_1]) \leq \min \{ K_C(u_1, [0, v_1]), K_C(u_2, [0, v_2]) \} \leq \max \{ K_C(u_1, [0, v_1]), K_C(u_2, [0, v_2]) \} \leq K_C(u_1, [0, v_2])$$

holds for all $0 < u_1 \leq u_2 < 1$ and all $0 < v_1 \leq v_2 < 1$. Therefore, to prove the MK-TP2 property for such copulas Equation (3.3) only needs to be shown for those rectangles $0 < u_1 \leq u_2 < 1$ and $0 < v_1 \leq v_2 < 1$ for which $K_C(u_2, [0, v_1]) > 0$.

We now provide a probabilistic interpretation of the above-mentioned positive dependence properties in terms of continuous random variables $X$ and $Y$ with connecting copula $C$:

| Dependence property | Probabilistic interpretation |
|---------------------|-----------------------------|
| PQD                 | $\mathbb{P}(Y \leq y | X \leq x) \geq \mathbb{P}(Y \leq y)$ |
| LTD                 | $x \mapsto \mathbb{P}(Y \leq y | X \leq x)$ is non-increasing for any $y$ |
| SI                  | $x \mapsto \mathbb{P}(Y \leq y | X = x)$ is non-increasing (a.s.) for any $y$ |
| TP2                 | $x \mapsto \frac{\mathbb{P}(Y \leq y | X \leq x)}{\mathbb{P}(Y \leq y' | X \leq x)}$ is non-increasing for any $y \leq y'$ |
| MK-TP2              | $x \mapsto \frac{\mathbb{P}(Y \leq y | X = x)}{\mathbb{P}(Y \leq y' | X = x)}$ is non-increasing (a.s.) for any $y \leq y'$ |
| d-TP2               | $x \mapsto \frac{f_Y | X (y | x)}{f_Y | X (y' | x)}$ is non-increasing (a.s.) for any $y \leq y'$ |

Figure 3: Probabilistic interpretation of the positive dependence properties

In the remainder of this section, we examine the MK-TP2 property for different well-known copulas and copula families.

Example 3.2.

1. The independence copula $\Pi$ is d-TP2 and hence MK-TP2.
2. The comonotonicity copulas $M$ is MK-TP2; since $M$ is singular, it cannot fulfill the d-TP2 property.
3. The countermonotonicity copula $W$ fulfills $W(0.5, 0.5) < \Pi(0.5, 0.5)$. Thus it fails to be PQD and hence fails to satisfy any of the above-mentioned positive dependence properties.
The first two copula families under consideration - the Farlie-Gumbel-Morgenstern family of copulas (FGM copula) and the Gaussian family of copulas according to [1] - are exceptional since all notions of positive dependence depicted in (2) are equivalent:

**Example 3.3.** (FGM copula)
For $\theta \in [-1, 1]$, the mapping $C_\theta : \mathbb{I}^2 \to \mathbb{I}$ given by

$$C_\theta(u,v) := uv + \theta uv(1-u)(1-v)$$

is a copula and called Farlie-Gumbel-Morgenstern (FGM) copula. For an FGM copula $C_\theta$ the following statements are equivalent:

1. $C_\theta$ is PQD / LTD / SI / TP2 / MK-TP2 / d-TP2.
2. $\theta \geq 0$.

**Example 3.4.** (Gaussian copula)
For $\rho \in (-1, 0) \cup (0, 1)$, the mapping $C_\rho : \mathbb{I}^2 \to \mathbb{I}$ given by

$$C_\rho(u,v) = \int_{(-\infty, \phi^{-1}(u)) \times (-\infty, \phi^{-1}(v))} \frac{1}{2\pi \sqrt{1-\rho^2}} \exp \left( -\frac{s^2 - 2\rho st + t^2}{2(1-\rho^2)} \right) \, d\lambda^2(s,t)$$

is a copula and called Gaussian copula, where $\phi^{-1}$ denotes the inverse of the standard Gaussian distribution function. According to [3], for a Gaussian copula $C_\rho$ the following statements are equivalent:

1. $C_\rho$ is PQD / LTD / SI / TP2 / MK-TP2 / d-TP2.
2. $\rho \in (0, 1)$.

We conclude this section with a brief discussion of the Fréchet family of copulas and the Marshall-Olkin family of copulas according to [1] - two copula subclasses for which the above-mentioned dependence properties are not equivalent; we thereby provide at the same time an outlook on a result from Section 5.

**Example 3.5.** (Fréchet copula)
For $\alpha, \beta \in \mathbb{I}$ with $\alpha + \beta \leq 1$, the mapping $C_{\alpha,\beta} : \mathbb{I}^2 \to \mathbb{I}$ given by

$$C_{\alpha,\beta}(u,v) = \alpha M(u,v) + (1-\alpha-\beta)\Pi(u,v) + \beta W(u,v)$$

is a copula and called Fréchet copula. The following statements can be easily verified:

1. $C_{\alpha,\beta}$ is PQD / LTD / SI / TP2 if and only if $\beta = 0$.
2. $C_{\alpha,\beta}$ is MK-TP2 if and only if $\alpha \in \{0, 1\}$ and $\beta = 0$.
3. $C_{\alpha,\beta}$ is d-TP2 if and only if $\alpha = 1$ and $\beta = 0$.

**Example 3.6.** (Marshall-Olkin copula)
For $\alpha, \beta \in \mathbb{I}$, the mapping $M_{\alpha,\beta} : \mathbb{I}^2 \to \mathbb{I}$ given by

$$M_{\alpha,\beta}(u,v) = \begin{cases} u^{1-\alpha}v & u^{\alpha} \geq v^\beta \\ uv^{1-\beta} & u^{\alpha} < v^\beta \end{cases}$$

is a copula and called Marshall-Olkin (MO) copula. Since MO copulas are extreme value copulas (EVC) they are SI and TP2. If $\min\{\alpha, \beta\} = 0$, then $M_{\alpha,\beta} = \Pi$ implying that in this case $M_{\alpha,\beta}$ is d-TP2. If, on the other hand, $\min\{\alpha, \beta\} \neq 0$, $M_{\alpha,\beta}$ fails to be absolutely continuous (see, e.g., [1]) and hence fails to be d-TP2. In this case, the strongest verifiable notion of positive dependence is MK-TP2: According to Example 5.13, for $\alpha, \beta \in (0, 1]$, the following statements are equivalent:

1. $M_{\alpha,\beta}$ is MK-TP2.
2. $\beta = 1$. 
In the next two sections we consider the family of Archimedean copulas and the family of extreme value copulas - both of which are copula families whose elements are generated by convex functions - and investigate under which conditions the corresponding copulas are MK-TP2.

4 Archimedean copulas

In this section we investigate under which conditions on the Archimedean generator (or its pseudo-inverse) the corresponding Archimedean copula is MK-TP2. It is well-known that an Archimedean copula \( C \) is TP2 if and only if it is LTD (see, e.g., [2]). In what follows, we add a second characterisation to Figure 2 by showing that an Archimedean copula \( C \) is MK-TP2 if and only if it is SI.

Recall that a generator of a bivariate Archimedean copula is a convex, strictly decreasing function \( \varphi : \mathbb{I} \to [0, \infty] \) with \( \varphi(1) = 0 \) (see, e.g., [1, 2]). According to [10] we may, w.l.o.g., assume that all generators are right-continuous at 0. Every generator \( \varphi \) induces a symmetric copula \( C \) via

\[
C(u, v) = \psi(\varphi(u) + \varphi(v))
\]

for all \((u, v) \in \mathbb{I}^2\) where \( \psi : [0, \infty] \to \mathbb{I} \) denotes the pseudo-inverse of \( \varphi \) defined by

\[
\psi(x) := \begin{cases} 
\varphi^{-1}(x) & \text{if } x \in [0, \varphi(0)) \\
0 & \text{if } x \geq \varphi(0). 
\end{cases}
\]

The pseudo-inverse \( \psi \) is convex, non-increasing and strictly decreasing on \([0, \varphi(0))\). Furthermore, it fulfills \( \psi(0) = 1 \). Since most of the subsequent results are formulated in terms of \( \psi \), we call \( \psi \) co-generator.

If \( \varphi(0) = \infty \) the induced copula \( C \) is called strict, otherwise it is referred to as non-strict. Since for every generator \( \varphi \) and every constant \( a \in (0, \infty) \) the generator \( a\varphi \) generates the same copula, w.l.o.g., we may assume that generators are normalized, i.e. \( \varphi(\frac{1}{2}) = 1 \), which allows for a one-to-one correspondence between generators and Archimedean copulas.

For every generator \( \varphi \) we denote by \( D^+ \varphi(u) \) (\( D^- \varphi(u) \)) the right-hand (left-hand) derivative of \( \varphi \) at \( u \in (0, 1) \), and for every co-generator \( \psi \) we denote by \( D^+ \psi(x) \) (\( D^- \psi(x) \)) the right-hand (left-hand) derivative of \( \psi \) at \( x \in (0, \infty) \). Convexity of \( \varphi \) (respectively \( \psi \)) implies that right-hand and left-hand derivative coincide almost surely, i.e., \( \varphi \) (respectively \( \psi \)) is differentiable outside a countable subset of \((0, 1)\) (respectively \((0, \infty)\)). Setting \( D^+ \varphi(0) = -\infty \) (\( D^- \psi(\infty) = 0 \)) in case of strict \( C \) allows to view \( D^+ \varphi \) (\( D^- \psi \)) as non-decreasing and right-continuous (left-continuous) function on \([0, 1)\) \(([0, \infty))\).

To investigate under which conditions an Archimedean copula \( C \) is MK-TP2 we need to establish (a version of) the Markov kernel of \( C \). To this end, we first define the 0-level function \( f^0 : (0, 1) \to \mathbb{I} \) by \( f^0(u) := \psi(\varphi(0) - \varphi(u)) \).

**Theorem 4.1.** Let \( C \) be an Archimedean copula with generator \( \varphi \) and co-generator \( \psi \). If \( C \) is strict, then

\[
K_C(u, [0, v]) = \begin{cases} 
1 & \text{if } u \in (0, 1) \\
\frac{D^- \psi(\varphi(u) + \varphi(v))}{D^- \psi(\varphi(u))} & \text{if } u \in (0, 1)
\end{cases}
\]

is (a version of) its Markov kernel, and, if \( C \) is non-strict, then

\[
K_C(u, [0, v]) = \begin{cases} 
1 & \text{if } u \in (0, 1) \\
\frac{D^- \psi(\varphi(u) + \varphi(v))}{D^- \psi(\varphi(u))} & \text{if } u \in (0, 1) \text{ and } v \geq f^0(u) \\
0 & \text{if } u \in (0, 1) \text{ and } v < f^0(u)
\end{cases}
\]

is (a version of) its Markov kernel.
Proof. According to [20, 10], if $C$ is strict, then

$$K_C(u, [0,v]) = \begin{cases} 1 & \text{if } u \in \{0,1\} \\ \frac{D^+\varphi(u)}{(D^+\varphi)(C(u,v))} & \text{if } u \in (0,1) \end{cases}$$

is (a version of) its Markov kernel, and, if $C$ is non-strict, then

$$K_C(u, [0,v]) = \begin{cases} 1 & \text{if } u \in \{0,1\} \\ \frac{D^+\varphi(u)}{(D^+\varphi)(C(u,v))} & \text{if } u \in (0,1) \text{ and } v \geq f^0(u) \\ 0 & \text{if } u \in (0,1) \text{ and } v < f^0(u) \end{cases}$$

is (a version of) its Markov kernel. Since $\varphi$ is decreasing, for $t \in (0,1)$ if $C$ is strict (and for $t \in [0,1]$ if $C$ is non-strict), $h > 0$ such that $t + h \in (0,1)$, and $l := \varphi(t + h) - \varphi(t) < 0$, we first have

$$\frac{\varphi(t + h) - \varphi(t)}{h} = \frac{1}{\psi(\varphi(t+h) - \varphi(t))} = \frac{1}{l}$$

and hence

$$D^+\varphi(t) = \lim_{h \to 0^+} \frac{\varphi(t + h) - \varphi(t)}{h} = \lim_{l \to 0^-} \frac{1}{\psi(\varphi(t)+l) - \psi(\varphi(t))} = \frac{1}{D^-\psi(\varphi(t))}$$

Now, consider $u \in (0,1)$. If $C$ is strict,

$$\frac{D^+\varphi(u)}{(D^+\varphi)(C(u,v))} = \begin{cases} \frac{D^-\psi(\varphi(u)+\varphi(v))}{D^-\psi(\varphi(u))} & \text{if } \varphi(u) + \varphi(v) < \varphi(0) \\ 0 & \text{if } \varphi(u) + \varphi(v) = \varphi(0) \end{cases}$$

$$= \frac{D^-\psi(\varphi(u) + \varphi(v))}{D^-\psi(\varphi(u))}$$

If $C$ is non-strict, then $v \geq f^0(u)$ if and only if $\varphi(u) + \varphi(v) \leq \varphi(0)$ and in this case

$$\frac{D^+\varphi(u)}{(D^+\varphi)(C(u,v))} = \begin{cases} \frac{D^-\psi(\varphi(u)+\varphi(v))}{D^-\psi(\varphi(u))} & \text{if } \varphi(u) + \varphi(v) < \varphi(0) \\ \frac{D^-\psi(\varphi(0))}{D^-\psi(\varphi(u))} & \text{if } \varphi(u) + \varphi(v) = \varphi(0) \end{cases}$$

$$= \frac{D^-\psi(\varphi(u) + \varphi(v))}{D^-\psi(\varphi(u))}$$

This proves the assertion. $\square$

For $\psi$ twice differentiable, (a version of) the Markov kernel of an Archimedean copula is given in [7, 17].

For completeness, we repeat the following necessary and sufficient condition for an Archimedean copula to be TP2 which is well known, see, e.g., [2]; having Lemma 6.1 in mind, the equivalence of (b) and (c) is straightforward. A function $f : [0, \infty) \to (0, \infty)$ is called log-convex if $\log f|_{(0,\infty)}$ is convex.

**Proposition 4.2.** Let $C$ be an Archimedean copula with generator $\varphi$ and co-generator $\psi$. Then the following statements are equivalent:

(a) $C$ is LTD.
(b) $C$ is TP2.
(c) $\psi$ is log-convex.
In the sequel we examine under which conditions on the co-generator $\psi$ the corresponding Archimedean copula $C$ is MK-TP2. We prove the result by showing that SI implies log-convexity of $-D^-\psi$ (Lemma 4.4) which in turn implies MK-TP2 (Lemma 4.5). In passing we slightly extend a well-known result from literature (see, e.g., [7, 17]) by proving the equivalence of SI and log-convexity of $-D^-\psi$ for arbitrary Archimedean copulas (i.e., $C$ needs not to be strict and $\psi$ needs not to be twice differentiable).

Recall that every TP2 (and also every SI) copula satisfies $C(u, v) > 0$ for all $(u, v) \in (0, 1)^2$. In the Archimedean setting, the latter is equivalent to $v > f^0(u)$ for all $(u, v) \in (0, 1)^2$. This implies that a non-strict Archimedean copula is neither TP2 nor SI and hence not MK-TP2. Therefore, from now on we can restrict ourselves to strict Archimedean copulas. The following lemma imposes further restrictions on an Archimedean co-generator for the corresponding copula $C$ to be MK-TP2:

**Lemma 4.3.** Let $C$ be a strict Archimedean copula with generator $\varphi$ and co-generator $\psi$. If $D^-\psi$ has a discontinuity point then $C$ is not SI and hence not MK-TP2.

**Proof.** Recall that $C$ is SI if and only if $u \mapsto K_C(u, [0, v])$ is non-increasing. Further recall that $D^-\psi$ is non-decreasing, left-continuous on $(0, \infty]$ and, since $C$ is strict, $D^-\psi(x) < 0$ holds for all $x \in (0, \infty)$.

Since $D^-\psi$ has a discontinuity point there exists $x^* \in (0, \infty)$ and $\delta \in (0, 1)$ such that $y := D^-\psi(x^*) < D^-\psi(x^* +) = y + \delta < 0$. Further, there exists $z^* \in (0, x^*)$ such that $z \mapsto D^-\psi(z)$ is continuous on $(z^*, x^*)$. Choosing $\varepsilon \in (0, \delta y/(y + \delta))$, there exists some $w^* \in (z^*, x^*)$ such that $y - \varepsilon \leq D^-\psi(z) \leq y$ for all $z \in [w^*, x^*]$. Now, consider $u_1 = \psi(x^*)$, $u_2 = \psi(w^*)$, $v_1 = \psi(1/n)$ for some $n \in \mathbb{N}$ such that $w^* + 1/n < x^*$, and $v_2 := 1$. Then, $u_1 < u_2$, $v_1 < v_2$ and monotonicity implies

\[
x^* + 1/n = \varphi(u_1) + \varphi(v_1) \\
\geq \max\{\varphi(u_1) + \varphi(v_2), \varphi(u_2) + \varphi(v_1)\} \\
\geq \min\{\varphi(u_1) + \varphi(v_2), \varphi(u_2) + \varphi(v_1)\} \\
\geq \varphi(u_2) + \varphi(v_2) \\
= w^*
\]

Thus, using $\varphi(v_2) = 0$

\[
K_C(u_2, [0, v_1]) = \frac{D^-\psi(\varphi(u_2) + \varphi(v_1)) D^-\psi(\varphi(u_1) + \varphi(v_1))}{D^-\psi(\varphi(u_2) + \varphi(v_2)) D^-\psi(\varphi(u_1) + \varphi(v_2))} \\
= \frac{D^-\psi(w^* + 1/n) D^-\psi(x^*)}{D^-\psi(w^*) D^-\psi(x^* + 1/n)} y \\
\geq \frac{y^2}{(y - \varepsilon)(y + \delta)} \geq \frac{y^2}{(y - \delta y/(y + \delta))(y + \delta)} = 1
\]

This proves the assertion. \hfill \square

Equation (4.1) in the proof of Lemma 4.3 shows very clearly that in the Archimedean case the SI property is actually a TP2 property.

The next lemma provides a necessary condition for an Archimedean copula to be SI:

**Lemma 4.4.** Let $C$ be an Archimedean copula with generator $\varphi$ and co-generator $\psi$. If $C$ is SI, then $C$ is strict, $D^-\psi$ is continuous and $-D^-\psi$ is log-convex.
The previous result is remarkable since for Archimedean copulas the dependence properties SI and MK-TP2 are equivalent:

\[ 0 \leq \log \left( \frac{K_C(u_1, 0, v)}{K_C(u_2, 0, v)} \right) \]

\[ = \log \left( \frac{D^- \psi(\varphi(u_1) + \varphi(v)) D^- \psi(\varphi(u_2))}{D^- \psi(\varphi(u_1)) D^- \psi(\varphi(u_2) + \varphi(v))} \right) \]

\[ = f(\varphi(u_1) + \varphi(v)) + f(\varphi(u_2)) - f(\varphi(u_1)) - f(\varphi(u_2) + \varphi(v)) \]

for all \( 0 < u_1 \leq u_2 < 1 \) and all \( v \in (0, 1) \) for which \( D^- \psi(\varphi(u_1) + \varphi(v)) < 0 \).

Assume that \( C \) is SI. Then \( C \) is strict (and hence \( D^- \psi(x) < 0 \) for all \( x \in (0, \infty) \)) and, by Lemma 4.3, \( D^- \psi \) is continuous. We now prove that \( f \) is convex. Since \( f \) is continuous, it remains to show mid-point convexity. To this end, consider \( x, y \in (0, \infty) \) with \( x < y \) and set \( u_1 := \psi((x + y)/2) \), \( u_2 := \psi(x) \), and \( v := \psi((y - x)/2) \). Then (*) implies

\[ 0 \leq f\left(\frac{x + y}{2} + \frac{y - x}{2}\right) + f(x) - f\left(\frac{x + y}{2}\right) - f\left(\frac{x}{2}\right) \]

and hence \( f((x + y)/2) \leq (f(y) + f(x))/2 \). This proves the assertion. \( \square \)

The next result provides a sufficient condition for an Archimedean copula to be MK-TP2:

**Lemma 4.5.** Let \( C \) be an Archimedean copula with generator \( \varphi \) and co-generator \( \psi \). If \( -D^- \psi \) is log-convex, then \( C \) is MK-TP2.

**Proof.** Defining the functions \( f : (-\infty, 0) \to \mathbb{R} \) and \( G : (0, 1)^2 \to (-\infty, 0) \) by \( f(x) := \log(-D^- \psi(-x)) \) and \( G(u, v) := -(\varphi(u) + \varphi(v)) \), the copula \( C \) is MK-TP2 if

\[ 0 \leq \log \left( \frac{K_C(u_1, 0, v_1)}{K_C(u_2, 0, v_1)} \right) \]

\[ = \log \left( \frac{D^- \psi(-G(u_1, v_1)) D^- \psi(-G(u_2, v_2))}{D^- \psi(-G(u_1, v_2)) D^- \psi(-G(u_2, v_1))} \right) \]

\[ = (f \circ G)(u_1, v_1) + (f \circ G)(u_2, v_2) - (f \circ G)(u_1, v_2) - (f \circ G)(u_2, v_1) \]

for all \( 0 < u_1 \leq u_2 < 1 \) and all \( 0 < v_1 \leq v_2 < 1 \) for which \( D^- \psi(-G(u_1, v_1)) < 0 \). Since \( G \) is a 2-increasing and coordinatewise non-decreasing function and \( f \) is non-decreasing and, by assumption, convex (recall that convexity of \( \log(-D^- \psi) \) implies convexity of \( f \)), it follows from [21, p.219] that the composition \( f \circ G \) is 2-increasing. This proves the assertion. \( \square \)

Combining Figure 2, Lemma 4.5 and Lemma 4.4, we are now in the position to state the main result of this section: an Archimedean copula is MK-TP2 if and only if it is SI if and only if \( -D^- \psi \) is log-convex. Recall that we slightly extend a well-known result from literature (see, e.g., [7, 17]) by proving the equivalence of (b) and (c) for arbitrary Archimedean copulas (i.e., \( C \) needs not to be strict and \( \psi \) needs not to be twice differentiable).

**Theorem 4.6.** Let \( C \) be an Archimedean copula with generator \( \varphi \) and pseudo-inverse \( \psi \). Then the following statements are equivalent:

(a) \( C \) is MK-TP2.

(b) \( C \) is SI.

(c) \( -D^- \psi \) is log-convex.

The previous result is remarkable since for Archimedean copulas the dependence properties SI and MK-TP2 are equivalent.
Remark 4.7. According to [7], for an Archimedean copula with twice differentiable co-generator $\psi$, the following statements are equivalent:

(a) $C$ is d-TP2.
(b) $\psi''$ is log-convex.

In sum, for Archimedean copulas, Figure 2 reduces to

$$\text{d-TP2} \overset{(1)}{\iff} \text{MK-TP2} \iff \text{SI} \overset{(2)}{\iff} \text{TP2} \iff \text{LTD} \iff \text{PQD}$$

Remark 2.13 in [17] provides an Archimedean copula that is MK-TP2 and SI, but not d-TP2, i.e., the reverse of (1) does not hold, in general. An Archimedean copula that is LTD and TP2 but not MK-TP2 is given in [22, Example 19]: The mapping $\psi : [0, \infty] \to \mathbb{I}$ given by $\psi(x) := (x + \sqrt{1 + x^2})^{-1/10}$ is an Archimedean co-generator which is log-convex. However, since $-\psi'$ is not log-convex, the reverse of (2) does not hold, in general.

An Archimedean co-generator $\psi$ is said to be completely monotone if its restriction $\psi|_{[0, \infty)}$ has derivatives of all orders and satisfies $(-1)^n \psi^{(n)}(x) \geq 0$ for all $x \in (0, \infty)$ and all $n \in \mathbb{N}$, and it follows from [23] that completely monotone functions are log-convex. If $\psi$ is completely monotone then its negative derivative is completely monotone as well implying that $(-1)^n \psi^{(n)}$ is log-convex for all $n \in \mathbb{N}$. Therefore, every Archimedean copula with completely monotone co-generator is d-TP2 and hence MK-TP2.

Example 4.8. (Gumbel copula)
For $\alpha \in [1, \infty)$, the mapping $\psi_\alpha : [0, \infty] \to \mathbb{I}$ given by

$$\psi_\alpha(x) := \exp \left(-x^{1/\alpha} \log(2)\right)$$

is a (normalized) Archimedean co-generator and the corresponding Archimedean copula is called Gumbel copula. $\psi$ is completely monotone (see, e.g., [2]) and hence d-TP2 as well as MK-TP2.

Recall that Gumbel copulas are Archimedean and extreme value copulas (EVC) at the same time. EVCs are subject of the next section.

Further examples of Archimedean copulas with completely monotone co-generator may be found in [2, Chapter 4].

5 Extreme Value copulas

It is well-known that every extreme value copula (EVC) is TP2 (see, e.g., [13]) and SI (see, e.g., [16]). However, EVCs may fail to be MK-TP2, in general; see Example 5.13 below or [16]. In what follows we answer the question under which conditions on the Pickands dependence function the corresponding EVC is MK-TP2.

According to [1], a copula $C$ is called extreme value copula if one of the following two equivalent conditions is fulfilled (see also [24, 25, 26]):

1. There exists a copula $B \in C$ such that for all $(u, v) \in \mathbb{I}^2$ we have

$$C(u, v) = \lim_{n \to \infty} B^n(u^{\frac{1}{n}}, v^{\frac{1}{n}})$$

2. There exists a convex function $A : \mathbb{I} \to \mathbb{I}$ fulfilling $\max\{1 - t, t\} \leq A(t) \leq 1$ for all $t \in \mathbb{I}$ such that

$$C(u, v) = (uv)^A\left(\frac{\ln(u)}{\ln(uv)}\right)$$

for all $(u, v) \in (0, 1)^2$. $A$ is called Pickands dependence function.
Let $\mathcal{A}$ denote the class of all Pickands dependence functions. Following [10, 27], for $A \in \mathcal{A}$ we will let $D^+A$ denote the right-hand derivative of $A$ on $(0,1)$ and $D^-A$ the left-hand derivative of $A$ on $(0,1]$. Convexity of $A$ implies that it is differentiable outside a countable subset of $(0,1)$, i.e. the identity $D^+A(t) = D^-A(t)$ holds for $\lambda$-almost every $t \in (0,1)$. Furthermore $D^+A$ is non-decreasing and right-continuous. For more information on Pickands dependence functions and the approach via right-hand derivatives we refer to [28, 29].

In order to simplify notation, for a Pickands dependence function $A$ we define the function $F_A : [0,1) \to \mathbb{R}$ by letting

$$F_A(t) := A(t) + (1 - t)D^+A(t)$$

and set $F_A(1) := 1$. Then, convexity of $A$ implies that $F_A$ is non-decreasing and non-negative (see, e.g., [27, Lemma 5]). Additionally, we consider the function $h : (0,1)^2 \to \mathbb{R}$ given by $h(u,v) := \log(u)/\log(uv)$ and recall that $u \mapsto h(u,v)$ is strictly decreasing for all $v \in (0,1)$, and that $v \mapsto h(u,v)$ is strictly increasing for all $u \in (0,1)$. Moreover, for $t \in (0,1)$, we define the function $f_t : \mathbb{I} \to \mathbb{I}$ by $f_t(u) := u^{1/t}$, and note that $f_t$ is increasing and convex whenever $t \in (0,1/2]$ and concave whenever $t \in [1/2,1)$. Simple calculation yields $h(u,f_t(u)) = t$.

According to [27, Lemma 3] and using the above-introduced functions,

$$K_A(u, [0,v]) = \begin{cases} 1 & \text{if } u \in [0,1) \\ \frac{C(u,v)}{u}F_A(h(u,v)) & \text{if } u,v \in (0,1) \\ v & \text{if } (u,v) \in (0,1) \times \{0,1\} \end{cases} \quad (5.1)$$

is a (version of the) Markov kernel of the extreme value copula $C$ with Pickands dependence function $A$.

In what follows we give sufficient and necessary conditions on $A$ for the corresponding EVC to be MK-TP2. As we will show, the behaviour of $D^+A$ at point 0 is crucial. The first result is evident:

**Lemma 5.1.** $D^+A(0) = 0$ if and only if $A \equiv 1$. In this case $C = \Pi$ is d-TP2 and hence MK-TP2.

Next we consider the class of Pickands dependence functions fulfilling $D^+A(0) \in (-1,0)$ and show that the corresponding EVCs fail to be MK-TP2.

**Lemma 5.2.** If $D^+A(0) \in (-1,0)$ then the corresponding EVC is not MK-TP2.

**Proof.** To prove the result we proceed in two steps: first, we consider the case when $D^+A$ has at least one discontinuity point and in the second step we assume that $D^+A$ is continuous.

First, suppose there exists some $t_1 \in (0,1)$ such that $D^+A(t_1) \neq D^-A(t_1)$. By assumption, $D^+A(0) \in (-1,0)$ which implies $F_A(0) = 1 + D^+A(0) \in (0,1]$. Since $F_A$ is non-decreasing and continuous outside of a countable subset of $(0,1)$ there further exists some $t_2 \in (0,t_1)$ such that $F_A(t) > 0$ for all $t \in [t_2, t_1)$ and $t \mapsto F_A(t)$ is continuous on $[t_2, t_1)$. Lemma 6.3 hence implies that the corresponding EVC is not MK-TP2.

Suppose now that $D^+A$ and thus also $F_A$ are continuous. Notice that, since $h$ is continuous, the mapping $u \mapsto K_A(u, [0,v])$ is continuous and non-increasing for every $v \in (0,1)$ where the latter property follows from the fact that every EVC is stochastically increasing.

Define $\beta_A \in (0, \infty)$ and $g : [0, \beta_A] \to \mathbb{R}$ according to Lemma 6.4. Then, by Lemma 6.4, $g(\alpha) > g(\beta_A)$, $F_A(1/(1 + \beta_A)) < F_A(1/(1 + \alpha))$ and the inequality

$$\gamma_\alpha := \frac{\log \left( \frac{F_A(1/\alpha)}{F_A(1/\beta_A)} \right)}{g(\alpha) - g(\beta_A)} < 0$$

is satisfied.
holds for all $\alpha \in (0, \beta_A)$. Now, fix $\alpha \in (0, \beta_A)$ and choose $u := \exp(\gamma_\alpha/2) \in \exp(\gamma_\alpha, 1)$ and set $u_1 := u$, $v_1 := u^{\beta_A}$, $v_2 := u^\alpha$ and $u_{2,n} := 1 - 1/n$ for $n \in \mathbb{N}$ with $u < 1 - 1/n$ (as illustrated in Figure 4). Then

![Figure 4: Blue lines are the contour lines of $f_{1/(1+\alpha)}$ and $f_{1/(1+\beta_A)}$ with $\alpha < 1 < \beta_A$.](image)

\[
\lim_{n \to \infty} K_A(u_{2,n}, [0, v]) = \lim_{n \to \infty} \frac{C(u_{2,n}, 0)}{u_{2,n}} F_A(h(u_{2,n}, v)) = v F_A(0) > 0
\]

for all $v \in (0, 1)$ and hence

\[
\lim_{n \to \infty} \frac{K_A(u_{2,n}^*, [0, v_2])}{K_A(u_{2,n}^*, [0, v_1])} = \frac{u^\alpha F_A(0)}{u^{\beta_A} F_A(0)} = u^{\alpha - \beta_A} = \exp\left(\frac{\gamma_\alpha}{2} (\alpha - \beta_A)\right) > 1
\]

Continuity then implies the existence of some $n^* \in \mathbb{N}$ with $n^* \geq n$ such that

\[
\frac{K_A(u_{2,n}^*, [0, v_2])}{K_A(u_{2,n}^*, [0, v_1])} < \left(\frac{F_A \left(\frac{1}{1+\alpha}\right)}{F_A \left(\frac{1}{1+\beta_A}\right)}\right)^{1/2} u^{\alpha - \beta_A}
\]

Moreover, we have

\[
K_A(u_1, [0, v_1]) = \frac{C(u, u^{\beta_A})}{u} F_A \left(\frac{1}{1+\beta_A}\right) = u^{(1+\beta_A)\left(\frac{1}{1+\beta_A}\right)} - 1 F_A \left(\frac{1}{1+\beta_A}\right) > 0
\]

and

\[
K_A(u_1, [0, v_2]) = \frac{C(u, u^\alpha)}{u} F_A \left(\frac{1}{1+\alpha}\right) = u^{(1+\alpha)\left(\frac{1}{1+\alpha}\right)} - 1 F_A \left(\frac{1}{1+\alpha}\right) > 0
\]

Altogether, we finally obtain

\[
\frac{K_A(u_1, [0, v_1])}{K_A(u_1, [0, v_2])} \frac{K_A(u_{2,n}^*, [0, v_2])}{K_A(u_{2,n}^*, [0, v_1])} = \frac{K_A(u_{2,n}^*, [0, v_2])}{K_A(u_{2,n}^*, [0, v_1])} \frac{u^{(1+\beta_A)\left(\frac{1}{1+\beta_A}\right)} - 1 F_A \left(\frac{1}{1+\beta_A}\right)}{u^{(1+\alpha)\left(\frac{1}{1+\alpha}\right)} - 1 F_A \left(\frac{1}{1+\alpha}\right)}
\]

\[
< \left(\frac{F_A \left(\frac{1}{1+\alpha}\right)}{F_A \left(\frac{1}{1+\beta_A}\right)}\right)^{1/2} u^{\alpha - \beta_A} \frac{u^{g(\beta_A) + \beta_A} F_A \left(\frac{1}{1+\beta_A}\right)}{u^{g(\alpha) + \alpha} F_A \left(\frac{1}{1+\alpha}\right)}
\]
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this case, Assume that the EVC is MK-TP2. By Lemma 6.3, we immediately obtain

\[
\left( \frac{F_A \left( \frac{1}{1+\alpha} \right)}{F_A \left( \frac{1}{1+\beta_A} \right)} \right)^{1/2} \left( \frac{u^{\phi(\beta_A)-g(\alpha)}}{F_A \left( \frac{1}{1+\beta_A} \right)} \right) = 1
\]

Thus, the corresponding EVC is not MK-TP2. This proves the result. \(\square\)

**Example 5.3.** In [16] the authors mentioned that the EVC \(C_\theta\) occurring in Tawn’s model [30] and generated by the Pickands dependence function \(A_\theta(t) := \theta t^2 - \theta t + 1, \theta \in \mathbb{I},\) is MK-TP2 for \(\theta = 1\) but fails to be MK-TP2 for \(\theta = 1/5\).

Due to Lemma 5.1 and Lemma 5.2 we are now in the position to finally name exactly those EVCs
in that class that are MK-TP2: Since \(D^+(0) = -\theta, C_\theta\) is MK-TP2 if and only if \(\theta \in \{0, 1\}\).

Due to Lemma 5.1 and Lemma 5.2, it remains to discuss only those EVCs for which the corresponding Pickands dependence function \(A\) satisfies \(D^+A(0) = -1\) (or, equivalently, \(F_A(0) = 0\)).

We first focus on how many discontinuity points can occur in this setting:

**Lemma 5.4.** Suppose that \(D^+A(0) = -1\) and that \(D^+A\) has at least two discontinuity points.
Then the corresponding EVC is not MK-TP2.

**Proof.** Denote by \(t_1\) and \(t_2\) two discontinuity points of \(D^+A\) such that \(t \mapsto D^+A(t)\) is continuous on \([t_1, t_2]\). Then \(t_1\) and \(t_2\) are discontinuity points of \(F_A, F_A(t) > 0\) for all \(t \in [t_1, t_2]\) and the mapping \(t \mapsto F_A(t)\) is continuous on \([t_1, t_2]\). The assertion now follows from Lemma 6.3. \(\square\)

The previous lemma states that the Pickands dependence function of an EVC that is MK-TP2 can have at most one discontinuity point. We can even make the statement more precise for this case.

**Lemma 5.5.** Suppose that \(D^+A(0) = -1\) and that \(D^+A\) has exactly one discontinuity point at \(t^* \in (0, 1)\). If the corresponding EVC is MK-TP2 then \(A\) fulfills \(A(t) = 1 - t\) for all \(t \in [0, t^*]\). In this case, \(t^* \leq 1/2\).

**Proof.** Assume that the EVC is MK-TP2. By Lemma 6.3, we immediately obtain \(F_A(t) = 0\) for all \(t \in [0, t^*]\) and hence \(A(t) = 1 - t\) for all \(t \in [0, t^*]\). Thus, \(t^* \leq 1/2\). This proves the assertion. \(\square\)

Although quite simple, Lemma 5.5 is crucial, as from now on we can restrict ourselves to only those \(D^+A\) for which there exists some \(t^* \in [0, 1/2]\) such that \(D^+A(t) = -1\) for all \(t \in [0, t^*)\) and being continuous on \([t^*, 1]\). This is equivalent to considering only those \(F_A\) for which there exists some \(t^* \in [0, 1/2]\) such that \(F_A(t) = 0\) for all \(t \in [0, t^*)\) and being continuous on \([t^*, 1]\). According to inequality (3.3) and Remark 3.1, for proving MK-TP2, it thus remains to consider only those rectangles \(0 < u_1 \leq u_2 < 1\) and \(0 < v_1 \leq v_2 < 1\) for which \(h(u_2, v_1) \geq t^*\) (since otherwise \(K_A(u_2, [0, v_1]) = 0\)); setting \(f := \log \circ F_A\) the copula \(C\) hence is MK-TP2 if and only if

\[
1 \leq \frac{(C(u_1, v_1)C(u_2, v_2))}{(C(u_1, v_2)C(u_2, v_1))} \cdot \frac{F_A(h(u_1, v_1))F_A(h(u_2, v_2))}{F_A(h(u_1, v_2))F_A(h(u_2, v_1))}
\]

for all those rectangles \(0 < u_1 \leq u_2 < 1\) and \(0 < v_1 \leq v_2 < 1\) for which \(h(u_2, v_1) \geq t^*\). Since every EVC is TP2, we obviously have \(I_1 \geq 1\), and \(I_2 \geq 1\) if and only if \(F_A \circ h\) is TP2 (or equivalently, \(\log \circ F_A \circ h\) is 2-increasing) on \(h^{-1}(t^*, 1)\).

At this point we summarize our findings obtained so far:
**Theorem 5.6.** Let $C$ be an EVC with Pickands dependence function $A$.

1. If $D^+A(0) = 0$, then $C$ is MK-TP2.
2. If $D^+A(0) \in (-1, 0)$, then $C$ is not MK-TP2.
3. If $D^+A(0) = -1$ and

   (i) $D^+A$ has at least two discontinuity points, then $C$ is not MK-TP2.
   (ii) $D^+A$ has exactly one discontinuity point $t^* \in (0, 1)$ such that $D^+A(t) > -1$ for some $t \in (0, t^*)$, then $C$ is not MK-TP2.
   (iii) there exists some $t^* \in [0, 1/2]$ such that $D^+A(t) = -1$ for all $t \in [0, t^*)$, $D^+A$ is continuous on $[t^*, 1]$ and $F_A \circ h$ is TP2 on $h^{-1}([t^*, 1])$, then $C$ is MK-TP2.

For the remainder of this section we focus on part 3.(iii) in Theorem 5.6 and examine conditions under which the function $F_A \circ h$ is TP2. We start with the following lemma that relates the TP2 property of $F_A \circ h$ to log-concavity of $F_A$.

**Lemma 5.7.** Suppose that $D^+A(0) = -1$, there exists some $t^* \in [0, 1/2]$ such that $D^+A(t) = -1$ for all $t \in [0, t^*)$ and $D^+A$ is continuous on $[t^*, 1]$.

1. If $F_A \circ h$ is TP2 on $h^{-1}([t^*, 1/2])$, then $F_A$ is log-concave on $[t^*, 1/2]$.
2. If $F_A$ is log-concave on $[1/2, 1]$, then $F_A \circ h$ is TP2 on $h^{-1}([1/2, 1])$.

**Proof.** We first assume that $F_A \circ h$ is TP2, or equivalently $\log F_A \circ h$ is 2-increasing, on $h^{-1}([t^*, 1/2])$. Since $F_A$ is assumed to be continuous on $[t^*, 1/2]$ it is sufficient to show that $\log F_A$ is midpoint concave. To this end, for every $t^* \leq s < t \leq 1/2$ we will construct a rectangle $[u_1, v_1] \times [u_2, v_2] \subseteq h^{-1}([t^*, 1/2])$ with $h(u_1, v_2) = t, h(u_2, v_1) = s$ and $\max\{h(u_1, v_1), h(u_2, v_2)\} \leq r := (s + t)/2$ and then use the 2-increasingness of $\log F_A \circ h$ to show $\log(F_A(s)) + \log(F_A(t)) \leq 2 \log(F_A(r))$ (see Figure 5 for an illustration). Fix $u_1 \in (0, 1)$ and set $v_2 := f_t(u_1)$. Since $p \mapsto (1 - p)/p$ is positive, strictly decreasing and strictly log-convex on $(0, 1/2]$ we have

\[
\frac{1-s}{s} - \frac{1-t}{t} > \left(\frac{1-r}{r}\right)^2 \quad \text{and hence } 1 > \frac{1-t}{1-r} > \frac{1-r}{1-s}.
\]

We can thus choose $u_2 \in (u_1, 1)$ such that $\frac{1-t}{1-r} < u_2 < \frac{1-r}{1-s}$ and set $v_1 := f_s(u_2)$. Then, $h(u_1, v_2) = t, h(u_2, v_1) = s$ and monotonicity of $h$ yields

\[
h(u_1, v_1) \leq h(u_1, u_1^{1-r}) = r
\]
and

\[ h(u_2, v_2) \leq h \left( \frac{1-t}{t}, u_1, \frac{1-t}{1-t} \right) = \frac{1-t}{t} \frac{r}{1-t} + \frac{1}{1-t} = r \]

Applying 2-increasingness of \( \log \circ F_A \circ h \) and monotonicity of \( \log \circ F_A \) we finally obtain

\[
(\log \circ F_A)(s) + (\log \circ F_A)(t) = (\log \circ F_A \circ h)(u_2, v_1) + (\log \circ F_A \circ h)(u_1, v_2) \\
\leq (\log \circ F_A \circ h)(u_1, v_1) + (\log \circ F_A \circ h)(u_2, v_2) \\
\leq 2 \log(F_A(r))
\]

This proves the first assertion. The second assertion follows from Lemma 6.2 and the fact that \( h \) is 2-increasing on \( h^{-1}\left(\{1/2, 1\}\right) \). □

For those Pickands dependence functions \( A \) that are three times differentiable, log-concavity of \( F_A \) (i.e., \( F_A(t)F''_A(t) - F'_A(t)^2 \leq 0 \)) is even more visible and Lemma 5.7 follows immediately:

**Theorem 5.8.** Suppose that \( D^+(A)(0) = -1 \), there exists some \( t^* \in [0, 1/2] \) such that \( D^+(A)(t) = -1 \) for all \( t \in [0, t^*] \) and \( A \) is three times differentiable on \( (t^*, 1) \). Then the following statements are equivalent:

(a) \( F_A \circ h \) is TP2 on \( h^{-1}\left([t^*, 1]\right) \).

(b) The inequality

\[
\frac{F_A(t)F''_A(t) - F'_A(t)^2}{F_A(t)} t(1-t) + \frac{F'_A(t)}{F_A(t)} (1 - 2t) \leq 0 \tag{5.3}
\]

holds for all \( t \in (t^*, 1) \).

**Proof.** Notice that (a) is equivalent to \( \log \circ F_A \circ h \) being 2-increasing on \( h^{-1}\left([t^*, 1]\right) \), i.e.,

\[
0 \leq \frac{\partial^2}{\partial u \partial v} \log(F_A(h(u, v))) \tag{*}
\]

\[
= \frac{F_A(h(u, v))F''_A(h(u, v)) - F'_A(h(u, v))^2}{F_A(h(u, v))^2} \partial_1 h(u, v) \partial_2 h(u, v) \\
+ \frac{F'_A(h(u, v))}{F_A(h(u, v))} \partial_{12} h(u, v)
\]

for all \((u, v) \in h^{-1}\left([t^*, 1]\right)\), where

- \( \partial_1 h(u, v) := \frac{\partial}{\partial v} h(u, v) = \frac{\log(v)}{u \log(uv)^2} < 0 \)
- \( \partial_2 h(u, v) := \frac{\partial}{\partial u} h(u, v) = \frac{-\log(u)}{u \log(uv)^2} > 0 \)
- \( \partial_{12} h(u, v) := \frac{\partial^2}{\partial u \partial v} h(u, v) = \frac{\log(u)-\log(v)}{uv \log(uv)^3} \)

Since

\[
\partial_{12} h(u, v) = \partial_1 h(u, v) \partial_2 h(u, v) \frac{1 - 2h(u, v)}{h(u, v)(1 - h(u, v))}
\]

we have
\[0 \leq \frac{\partial^2}{\partial u \partial v} \log(F_A(h(u,v))) = \left( \frac{F'_A(h(u,v))F''_A(h(u,v)) - F''_A(h(u,v))^2}{F_A(h(u,v))^2} + \frac{F''_A(h(u,v))}{F_A(h(u,v))} \frac{1 - 2h(u,v)}{h(u,v)(1 - h(u,v))} \right) \cdot \partial_h h(u,v) \partial_v h(u,v)\]

Therefore, (*) holds if and only if

\[0 \geq \frac{F'_A(t)F''_A(t) - F''_A(t)^2}{F'_A(t)^2} t(1 - t) + \frac{F''_A(t)}{F'_A(t)} (1 - 2t)\]

for all \(t \in (t^*, 1)\). This proves the assertion. \(\square\)

**Remark 5.9.** It is worth mentioning that Inequality (5.3) is equivalent to the non-increasingness of

\[t \mapsto t (1 - t) \frac{F'_A(t)}{F'_A(t)}\]  

(5.4)

on \((t^*, 1)\) which turns out to be neither a sufficient nor a necessary condition for log-concavity of \(F_A\) (i.e., \(t \mapsto F'_A(t)/F'_A(t)\) is non-increasing) on \((t^*, 1)\).

Lemma 5.7 and Theorem 5.8 suggest that log-concavity of \(F_A\) could be a sufficient condition for MK-TP2. The next example contradicts this conjecture.

**Example 5.10.** The mapping \(A : I \rightarrow I\) given by

\[A(t) := \log \left( t^{3/2} + (1 - t)^{3/2} \right)^{2/3} + 1\]

is a Pickands dependence function fulfilling \(D^+ A(0) = -1\) and being (at least) three times differentiable on \((0,1)\) with

\[F_A(t) = \frac{2}{3} \log \left( t^{3/2} + (1 - t)^{3/2} \right) + \frac{t^{1/2}}{t^{3/2} + (1 - t)^{3/2}}\]

\[F'_A(t) = \frac{1 - t}{(t^{3/2} + (1 - t)^{3/2})^2} \frac{1 + 4t(1 - t) - 2\sqrt{(1 - t)t}}{2\sqrt{t(1 - t)}}\]

Figure 6 depicts a sample of the corresponding EVC. Tedious calculation yields that \(F_A\) is log-concave. However, for \(t_1 = 0.1\) and \(t_2 = 0.2\)

\[\frac{F'_A(t_1)}{F'_A(t_1)}t_1(1 - t_1) = 0.474 < 0.505 = \frac{F'_A(t_2)}{F'_A(t_2)}t_2(1 - t_2)\]

which contradicts (5.4), hence \(F_A \circ h\) fails to be TP2 on \((0,1)^2\). It even holds that the corresponding EVC is not MK-TP2 which follows considering the rectangle \([0.9, 0.95] \times [0.5, 0.6]\).

In what follows, we examine for selected classes of EVCs for which parameters the MK-TP2 property is fulfilled and for which it is not.

**Example 5.11.** (Gumbel copula)

For \(\alpha \in [1, \infty)\), the mapping \(A_\alpha : I \rightarrow I\) given by

\[A_\alpha(t) := (t^\alpha + (1 - t)^\alpha)^{1/\alpha}\]

is a Pickands dependence function; the corresponding EVC \(C_\alpha\) is called Gumbel copula (see, e.g., [1]). It immediately follows from Example 4.8 that \(C_\alpha\) is MK-TP2 by taking into account its Archimedean structure.
Figure 6: Sample of size $n = 10,000$ drawn from the EVC discussed in Example 5.10 with Pickands dependence function $A(t) := \log \left( t^{3/2} + (1 - t)^{3/2} \right)^{2/3} + 1$.

We now consider the asymmetric mixed model by Tawn (see, e.g., [31, 30]) which generalizes Example 5.3:

**Example 5.12.** (Asymmetric mixed model by Tawn)

For $\theta$ and $\kappa$ satisfying $\theta \geq 0, \theta + 3\kappa \geq 0, \theta + \kappa \leq 1$ and $\theta + 2\kappa \leq 1$, the mapping $A : \mathbb{I} \to \mathbb{I}$ given by

$$A(t) := 1 - (\theta + \kappa)t + \theta t^2 + \kappa t^3$$

is a Pickands dependence function; the corresponding EVC $C_{\theta,\kappa}$ occurs in Tawn’s model [30]. Note that the parameter conditions imply $0 \leq \theta + \kappa \leq 1$. The following statements are equivalent

(a) $C_{\theta,\kappa}$ is MK-TP2.

(b) $\theta + \kappa \in \{0, 1\}$.

Indeed, considering $A'(t) = -(\theta + \kappa) + 2\theta t + 3\kappa t^2$ and hence $A'(0) = -(\theta + \kappa)$ cases $\theta + \kappa = 0$ and $\theta + \kappa \in (0, 1)$ immediately follow from Theorem 5.6. Now assume that $\theta + \kappa = 1$. Then

$$A(t) = 1 - t + \theta t^2 + (1 - \theta)t^3$$

with $\theta \in [1, 3/2]$. Simple calculation yields

- $F_A(t) = 2\theta(1 - t)^2 + (3 - 2t)t^2$
- $F'_A(t) = 2(1 - t)(\theta + 3(1 - \theta)t)$
- $F''_A(t) = -2\theta + 6(1 - \theta)(1 - t) - 6(1 - \theta)t$

In order to show inequality (5.3) we calculate

$$F_A(t)F''_A(t) - F'_A(t)^2 \quad t(1 - t) + F_A(t)F'_A(t)(1 - 2t)$$

$$= 2(1 - t)t^2 \left(-6\theta^2(1 - t)^3 - 6(2 - t)t^2 + \theta(3 - 17t + 30t^2 - 12t^3)\right)$$

The latter term is negative if and only if
\[
\theta (3 - 17t + 30t^2 - 12t^3) \geq 6\theta^2 (1 - t)^3 + 6(2 - t)t^2 
\]

for all \( t \in (0, 1) \). Bounding \( \theta \) on the left-hand side from below by 1 and on the right-hand side from above by \( 3/2 \) yields a sufficient condition, namely

\[
(3 - 17t + 30t^2 - 12t^3) \geq \frac{27}{2} (1 - t)^3 + 6(2 - t)t^2 
\]

which is true for all \( t \in (0, 1) \). Therefore, inequality (5.3) holds implying that \( C_{\theta, \kappa} \) is MK-TP2.

We now resume Example 3.6 and show that a Marshall-Olkin copula \( M_{\alpha, \beta} \) with \( \alpha, \beta \in (0, 1] \) is MK-TP2 if and only if

\[
\beta = 1:
\]

**Example 5.13.** (Marshall-Olkin copula)

For \( \alpha, \beta \in (0, 1] \), the mapping \( A : I \to I \) given by

\[
A(t) = \begin{cases} 
1 - \beta t & t < \frac{\alpha}{\alpha + \beta} \\
1 - \alpha (1 - t) & t \geq \frac{\alpha}{\alpha + \beta}
\end{cases}
\]

is a Pickands dependence function; the corresponding EVC \( M_{\alpha, \beta} \) is called Marshall-Olkin copula (see, e.g., [1]). The following statements are equivalent

(a) \( M_{\alpha, \beta} \) is MK-TP2.

(b) \( \beta = 1 \).

Indeed, we first have \( D^+ A(0) = -\beta \). Now, if \( \beta \in (0, 1) \) then \( D^+ A(0) \in (-1, 0) \) and Theorem 5.6 implies that \( M_{\alpha, \beta} \) is not MK-TP2. If, otherwise, \( \beta = 1 \) then

\[
F_A(t) = \begin{cases} 
0 & t < \frac{\alpha}{\alpha + 1} \\
1 & t \geq \frac{\alpha}{\alpha + 1}
\end{cases} = 1_{[\alpha/(\alpha + 1), 1]}(t)
\]

implying Inequality (5.3) to hold for all \( t \in (\alpha/(\alpha + 1), 1) \).

We conclude this section by drawing the reader’s attention to another quite simple condition under which a given EVC fails to be MK-TP2; the proof is deferred to the Appendix.

**Lemma 5.14.** Suppose that \( D^+ A(0) = -1 \) and that there exist \( t_1, t_2 \in (0, 1) \) with \( t_1 < t_2 \) and some \( c \in (0, 1) \) such that \( F_A(t) = c \) on \([t_1, t_2]\). Then the corresponding EVC is not MK-TP2.

In other words, if the function \( F_A \) is constant on an interval, then the corresponding EVC is not MK-TP2. We illustrate this result with an example:

**Example 5.15.** The mapping \( A : I \to I \) given by

\[
A(t) := \begin{cases} 
1 - t & t \in [0, \frac{1}{8}) \\
\frac{12}{16} - \frac{1}{2} t & t \in [\frac{1}{8}, \frac{1}{4}) \\
\frac{12}{16} + (x - \frac{1}{2})^2 & t \in [\frac{1}{4}, 1]
\end{cases}
\]

is a Pickands dependence function fulfilling \( D^+ A(t) = -1 \) for all \( t \in [0, 1/8) \) and

\[
F_A(t) = \begin{cases} 
0 & t \in [0, \frac{1}{8}) \\
\frac{7}{16} & t \in [\frac{1}{8}, \frac{1}{4}) \\
t(2 - t) & t \in [\frac{1}{4}, 1]
\end{cases}
\]

(see Figure 7 for an illustration). It is straightforward to verify that \( F_A \circ h \) fails to be TP2 on \([1/8, 1]\) and it follows from Lemma 5.14 that the corresponding EVC is not MK-TP2.
Figure 7: Corresponding functions $A$ and $F_A$ for Example 5.15.
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6 Supplementary material

In this appendix we gather some helpful results concerning the TP2 property and extreme value copulas.

By definition, a copula \( C \) that is TP2 (or SI) satisfies \( C(u,v) \geq \Pi(u,v) > 0 \) for all \( (u,v) \in (0,1)^2 \).

The next result characterizes the TP2 property in terms of a monotonicity property:

**Lemma 6.1.** Consider some copula \( C \) satisfying \( C(u,v) > 0 \) on \( (0,1)^2 \). Then the following statements are equivalent:

(a) \( C \) is TP2.

(b) \( \log \circ C \) is \( 2 \)-increasing.

(c) For any \( u \in (0,1) \), the mapping \( (0,1) \to \mathbb{R} \) given by

\[
  v \mapsto \frac{K_C(u,[0,v])}{C(u,v)}
\]

is non-decreasing.

**Proof.** The equivalence of (a) and (b) is straightforward. Now, fix \( v \in (0,1) \) and define \( F_v : \mathbb{R} \to \mathbb{R} \) by letting \( F_v(u) := C(u,v) \). Then \( F_v \) is a continuous distribution function with \( \lambda \)-density satisfying

\[
  F_v(u) = \int_{(0,\,u]} K_C(s,[0,v]) \, d\lambda(s)
\]

Thus, for every \( u \in (0,1) \)

\[
  (\log \circ C)(u,v) = -\int_{(C(u,v),[1,\,1]} \frac{1}{s} \, d\lambda(s)
  = -\int_{(0,1)} \frac{1}{(F_v^{-1}(s))} \frac{1}{(F_v \circ F_v^{-1})(s)} \, d\lambda(s)
  = -\int_{(u,1]} \frac{1}{C(s,v)} \, d\lambda F_v^{-1}(s)
  = -\int_{(u,1]} \frac{K_C(s,[0,v])}{C(s,v)} \, d\lambda(s)
\]

Therefore, \( \log \circ C \) is \( 2 \)-increasing if and only if, for any \( u \in (0,1) \)

\[
  v \mapsto \frac{K_C(u,[0,v])}{C(u,v)}
\]

is non-decreasing. This proves the result. \( \square \)

It is well-known that if \( \phi \) is a \( 2 \)-increasing and monotone (both coordinates in the same direction) function and \( f \) is convex and non-decreasing, then the composition \( f \circ \phi \) is \( 2 \)-increasing (see [21, p.219]). In the next lemma we modify the assumption on \( f \) for the case \( \phi \) is monotone in opposite direction. Lemma 6.2 applies to Lemma 5.7.

**Lemma 6.2.** Suppose that \( \phi : \Omega_2 \to \Omega_1 \), \( \Omega_2 \subseteq \mathbb{R}^2 \), \( \Omega_1 \subseteq \mathbb{R} \), is \( 2 \)-increasing, \( x \mapsto \phi(x,y) \) is non-increasing, \( y \mapsto \phi(x,y) \) is non-decreasing, and \( f : \Omega_1 \to \mathbb{R} \) is concave and non-decreasing. Then \( f \circ \phi \) is \( 2 \)-increasing.
Proof. For $x_1 \leq x_2$ and $y_1 \leq y_2$ such that $[x_1, x_2] \times [y_1, y_2] \subseteq \Omega_2$ monotonicity of $\phi$ implies

$$\phi(x_2, y_1) \leq \min\{\phi(x_1, y_1), \phi(x_2, y_2)\} \leq \max\{\phi(x_1, y_1), \phi(x_2, y_2)\} \leq \phi(x_1, y_2).$$

and 2-increasingness yields $\phi(x_1, y_2) + \phi(x_2, y_1) \leq \phi(x_1, y_1) + \phi(x_2, y_2)$.

First, assume $\phi(x_1, y_1) < \phi(x_2, y_2)$, choose $s_2$ and $t_1 < t_2$ such that $s_2 - t_1 = \phi(x_1, y_2)$ and $s_2 - t_2 = \phi(x_2, y_2)$, and set $s_1 := \phi(x_2, y_1) + t_2 < s_2$. Then (see Figure 8 for an illustration)

$$s_1 - t_1 = \phi(x_2, y_1) + t_2 - t_1 + \phi(x_1, y_2) - s_2 + t_1$$

$$= \phi(x_2, y_1) + \phi(x_1, y_2) + t_2 - s_2$$

$$\leq \phi(x_1, y_1) + \phi(x_2, y_2) + t_2 - s_2$$

$$= \phi(x_1, y_1)$$

By assumption $\exp \circ f$ is (non-negative), log-concave and non-decreasing. Analogous to [32] (see also [21, Example A.10]) log-concavity implies that the function $(s, t) \mapsto (\exp \circ f)(s - t)$ is TP2 which gives

$$(\exp \circ f)(\phi(x_1, y_2)) \cdot (\exp \circ f)(\phi(x_2, y_1)) = (\exp \circ f)(s_2 - t_1) \cdot (\exp \circ f)(s_1 - t_2)$$

$$\leq (\exp \circ f)(s_2 - t_2) \cdot (\exp \circ f)(s_1 - t_1)$$

$$= (\exp \circ f)(\phi(x_2, y_2)) \cdot (\exp \circ f)(\phi(x_1, y_1))$$

and monotonicity of $\exp \circ f$ yields

$$(\exp \circ f)(\phi(x_1, y_2)) \cdot (\exp \circ f)(\phi(x_2, y_1)) \leq (\exp \circ f)(\phi(x_2, y_2)) \cdot (\exp \circ f)(\phi(x_1, y_1))$$

This is equivalent to $f \circ \phi$ being 2-increasing. The case $\phi(x_1, y_1) > \phi(x_2, y_2)$ follows analogously. This proves the desired assertion. 

Figure 8: Illustration how the specific points are chosen and why $s_1 - t_1 \leq \phi(x_1, y_1)$ holds in the case $\phi(x_1, y_1) < \phi(x_2, y_2)$.

We now present some auxiliary results that are used in Section 5. Lemma 6.3 provides a structure for $F_A$ that contradicts the MK-TP2 property.

**Lemma 6.3.** Suppose that $F_A$ has discontinuity point $t_r \in (0, 1)$ and there exists some $t_l \in (0, t_r)$ such that $F_A(t) > 0$ for all $t \in [t_l, t_r)$ and $t \mapsto F_A(t)$ is continuous on $[t_l, t_r)$. Then the corresponding EVC is not MK-TP2.

**Proof.** In what follows we construct a rectangle $[u_1, u_2] \times [v_1, v_2]$ for which inequality (3.3) is not fulfilled (see Figure 9 for an illustration).

Recall that $F_A$ is non-decreasing. First of all, discontinuity of $F_A$ in $t_r$ implies the existence of some
δ ∈ (0, 1) such that \( F_A(t_r) = \delta + y \) where \( y := \sup_{t < t_r} F_A(t) > 0 \), and choose \( \varepsilon \in (0, \delta y/(\delta + y)) \). Since \( F_A \) is continuous on \([t_l, t_r]\) there exists some \( \varepsilon \) such that
\[
0 < y - \varepsilon \leq F_A(t) \leq y \quad \text{for all } t \in [t_l, t_r)
\]
where the first inequality follows from the fact that \( y > \delta y/(\delta + y) \). Now, let \( u_1 \in (0, 1) \) and set \( v_2 := f_{t_r}(u_1) = u_1^{y/(\delta + y)} \in (0, 1) \). Then we immediately obtain \( h(u_1, v_2) = t_r \) and monotonicity of \( h \) implies
\[
h(u, v) < \min\{h(u, v_2), h(u_1, v)\} \leq \max\{h(u, v_2), h(u_1, v)\} < h(u_1, v_2) = t_r
\]
for all \( u \in (u_1, 1) \) and all \( v \in (0, v_2) \). Since \( h \) is continuous and has convex or concave contour lines respectively, there exist \( u^* \in (u_1, 1) \) as well as \( v^* \in (0, v_2) \) such that \( h(u, v) \geq t^* \) for all \( (u, v) \in [u_1, u^*] \times [v^*, v_2] \) and hence
\[
0 < y - \varepsilon \leq F_A(h(u, v)) \leq y \quad \text{for all } (u, v) \in ([u_1, u^*] \times [v^*, v_2]) \setminus \{(u_1, v_2)\}.
\]

We therefore have
\[
\sup_{u \in [u_1, u^*]} \sup_{v \in [v^*, v_2]} \frac{F_A(h(u_1, v))F_A(h(u, v_2))}{F_A(h(u_1, v_2))F_A(h(u, v))} \leq \frac{y^2}{(\delta + y)(y - \varepsilon)} = \frac{y^2}{y(\delta + y) - \delta y} = 1
\]

Setting \( \beta := y^2/[(y + \delta)(y - \varepsilon)] < 1 \) we then obtain
\[
\sup_{u \in [u_1, u^*]} \sup_{v \in [v^*, v_2]} \frac{F_A(h(u_1, v))F_A(h(u, v_2))}{F_A(h(u_1, v_2))F_A(h(u, v))} \leq \beta
\]
and continuity of copulas implies the existence of some \( u_2 \in (u_1, u^*) \) and some \( v_1 \in (v^*, v_2) \) such that \( C(u_2, v_1) > \beta \cdot C(u_2, v_2) \).

We are now in the position to show that inequality (3.3) for the chosen rectangle \([u_1, u_2] \times [v_1, v_2]\)
fails to hold. First note that \( K_C(u_2, [0, v_1]) = C(u_2, v_1)/u_2 \cdot F_A(h(u_2, v_1)) > 0 \), hence

\[
\frac{K_C(u_1, [0, v_1]) K_C(u_2, [0, v_2])}{K_C(u_1, [0, v_2]) K_C(u_2, [0, v_1])} = \frac{C(u_1, v_1) F_A(h(u_1, v_1)) C(u_2, v_2) F_A(h(u_2, v_2))}{C(u_1, v_2) F_A(h(u_1, v_2)) C(u_2, v_1) F_A(h(u_2, v_1))}
\]

\[
\leq \frac{C(u_1, v_1)}{C(u_1, v_2)} \frac{C(u_2, v_2)}{\beta \frac{C(u_2, v_1)}{C(u_1, v_1)}}
\]

\[
\leq \frac{C(u_1, v_1) C(u_2, v_2)}{\beta}
\]

\[
\leq 1
\]

This proves the assertion.

Next, consider some Pickands dependence function \( A \) with \( A \neq 1 \). Since \( A \) is convex it attains its minimum on \((0, 1)\), i.e. there exists some \( \delta \in (0, \infty) \) such that

\[
\delta = \arg \min_{\gamma \in (0, \infty)} A \left( \frac{1}{1 + \gamma} \right)
\]

Since there may exist several minimizer we set

\[
\beta_A := \sup \left\{ \delta \in (0, \infty) : \delta = \arg \min_{\gamma \in (0, \infty)} A \left( \frac{1}{1 + \gamma} \right) \right\}
\]

Lemma 6.4 simplifies the proof of Lemma 5.2 in the continuous case.

**Lemma 6.4.** Suppose that \( D^+ A \) is continuous with \( A \neq 1 \) and define the mapping \( g : [0, \beta_A] \to \mathbb{R} \) by

\[
g(\alpha) := (1 + \alpha) A \left( \frac{1}{1 + \alpha} \right) - \alpha
\]

Then

(1) \( g \) is strictly decreasing on \((0, \beta_A)\).

(2) \( g(0) = 1 \) and \( g(\alpha) \geq 0 \) for all \( \alpha \in (0, \beta_A) \).

(3) the inequality

\[
F_A \left( \frac{1}{1 + \beta_A} \right) < F_A \left( \frac{1}{1 + \alpha} \right)
\]

holds for all \( \alpha \in (0, \beta_A) \).

(4) the inequality

\[
\log \left( \frac{F_A \left( \frac{1}{1 + \beta_A} \right)}{F_A \left( \frac{1}{1 + \alpha} \right)} \right) < 0
\]

\[
\log \frac{g(\alpha)}{g(\beta_A)} < 0
\]

holds for all \( \alpha \in (0, \beta_A) \).

**Proof.** First of all, the derivative of \( g \) on \((0, \beta_A)\) fulfills

\[
g'(\alpha) = \left( A \left( \frac{1}{1 + \alpha} \right) - 1 \right) \frac{D^+ A \left( \frac{1}{1 + \alpha} \right)}{1 + \alpha} < 0
\]

\[
g'(\alpha) = \left( A \left( \frac{1}{1 + \alpha} \right) - 1 \right) \frac{D^+ A \left( \frac{1}{1 + \alpha} \right)}{1 + \alpha} < 0
\]
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for all $\alpha \in (0, \beta_A)$ which implies that $g$ is strictly decreasing on $(0, \beta_A)$. This proves (1), and (2) is immediate from the fact that $A(t) \geq 1 - t$ for all $t \in \mathbb{I}$. Now, we prove (3) and (4). Continuity of $D^+A$ implies

$$F_A\left(\frac{1}{1+\beta_A}\right) = A\left(\frac{1}{1+\beta_A}\right) + \left(1 - \frac{1}{1+\beta_A}\right) D^+A\left(\frac{1}{1+\beta_A}\right)$$

$$= A\left(\frac{1}{1+\beta_A}\right)$$

$$< A\left(\frac{1}{1+\alpha}\right) + \left(1 - \frac{1}{1+\alpha}\right) D^+A\left(\frac{1}{1+\alpha}\right)$$

$$= F_A\left(\frac{1}{1+\alpha}\right)$$

for all $\alpha \in (0, \beta_A)$. Since $F_A\left(1/(1+\beta_A)\right) = A\left(1/(1+\beta_A)\right) > 0$ we therefore obtain $\log \left(F_A\left(1/(1+\beta_A)\right)\right) < \log \left(F_A\left(1/(1+\alpha)\right)\right)$ and hence

$$\frac{\log \left(F_A\left(1/(1+\beta_A)\right)\right) - \log \left(F_A\left(1/(1+\alpha)\right)\right)}{g(\alpha) - g(\beta_A)} < 0$$

This proves the assertion. \qed

Lemma 5.14 provides another structure for $F_A$ that contradicts the MK-TP2 property. Its proof is given below and employs the results presented in Lemma 6.5 and Lemma 6.6.

**Lemma 6.5.** For every $a \in \mathbb{R}$ the identity

$$a(h(u_1,v_1) - h(u_2,v_2), a(h(u_1,v_1) - h(u_2,v_1)) = 1$$

holds for all $0 < u_1 \leq u_2 < 1$ and all $0 < v_1 \leq v_2 < 1$.

**Proof.** For simplicity we use the following abbreviation: $h_{ij} := h(u_i,v_j)$. W.l.o.g. assume $a = 1$. Then straightforward calculation yields

$$\log \left(u_{11}^{h_{11}} - h_{12}^{h_{12}}, u_{21}^{h_{21}} - h_{22}^{h_{22}}\right) = (h_{11} - h_{12}) \log(u_{11}) + (h_{11} - h_{21}) \log(v_{11}) + (h_{22} - h_{21}) \log(u_{22})$$

$$+ (h_{22} - h_{12}) \log(v_{22})$$

$$= h_{11} \log(u_1) + \log(v_1) - h_{12} \left(\log(u_1) + \log(v_1)\right)$$

$$- h_{21} \log(u_2) + \log(v_2)$$

$$= \log(u_1) - \log(u_2) + \log(v_2)$$

which proves the result. \qed

**Lemma 6.6.** Suppose that $0 < t_1 < t_2 < s < 1$ such that

$$\frac{1-s}{s} \cdot \frac{t_2}{1-t_2} > \frac{1-t_2}{t_2} - \frac{t_1}{1-t_1}$$

Then the inequality

$$h(u_2,v_1) = t_1 < \min\{h(u_1,v_1), h(u_2,v_2)\} \leq \max\{h(u_1,v_1), h(u_2,v_2)\} \leq t_2 < s = h(u_1,v_2)$$

holds for all $u_1, u_2 \in (0,1)$ such that $u_1 \frac{h_{11} - h_{12}}{h_{22} - h_{12}} < u_2 < u_1 \frac{h_{22} - h_{12}}{h_{22} - h_{11}}$, $v_1 = f_{t_1}(u_2)$ and $v_2 = f_s(u_1)$. 26
Proof. For simplicity we use the following abbreviation: $h_{ij} := h(u_i, v_j)$. By assumption, $u_1 < \frac{1}{t_2 - t_1} t_2 < u_1$ which allows choosing $u_2$ in between. Since $\frac{1-s}{s} 2 < 1$ we first have $u_1 < u_2$. We further show that $v_1 < v_2$ which can be seen as follows: since $\frac{1-s}{s} 1-t_1 < \frac{1-s}{s} 1-t_2$, we obtain

$$u_2 < u_1 \quad \frac{1-s}{s} 1-t_1 < u_1 \quad \frac{1-s}{s} 1-t_2$$

or, equivalently, $v_1 = f_{i_1} (u_2) = u_2 < u_1$ and hence $v_1 = f_{i_1} (u_1) = v_2$. Direct computation then yields $h_{21} = t_1$ and $h_{12} = s$, and monotonicity of $h$ implies

$$h_{21} < h_{22} = \frac{\log (u_2)}{\log (u_2 v_2)} < \frac{\log (u_1)}{\log (u_2 u_1)} = \frac{\log \left( \frac{u_1 + u_2}{u_2} \right)}{\log \left( \frac{u_1}{u_2} \right)} = \frac{\frac{1-s}{s} 1-t_2}{\frac{1-s}{s} 1-t_1} = t_2 < s$$

and

$$h_{21} < h_{11} = \frac{\log (u_1)}{\log (u_1 v_1)} < \frac{\log (u_2)}{\log (u_2 v_1)} = \frac{\log \left( \frac{u_2}{u_1} \right)}{\log \left( \frac{u_2}{v_1} \right)} = \frac{\frac{1-s}{s} 1-t_1}{\frac{1-s}{s} 1-t_2} = t_1 < s$$

from which the assertion hence follows.

We are now in the position to prove Lemma 5.14:

Proof. [of Lemma 5.14] For simplicity we use the following abbreviation: $h_{ij} := h(u_i, v_j)$. By assumption, we have $F_A(t) > 0$ for all $t \in [t_1, 1]$. If $F_A$ has a discontinuity point in $[t_1, 1]$ then Lemma 6.3 implies that the corresponding EVC is not MK-TP2. Therefore, it remains to prove the result for $F_A$ continuous on $[t_1, 1]$.

The solution of the first-order differential equation $F_A(t) = A(t) + (1-t)D^+ A(t) = c$ on $[t_1, t_2]$ is a linear function (see, e.g., [33]), i.e., there exist $a, b \in \mathbb{R}$ such that $A(t) = at + b$ on $[t_1, t_2]$, hence $a + b = at + b + (1-t)a = F_A(t) = c \in (0, 1)$ for all $t \in [t_1, t_2]$. W.l.o.g. set $t_2 := \sup \{ t \in \mathbb{R} : F_A(t) \leq c \}$. Then $F_A(t) > c = a + b$ for all $t \in (t_2, 1]$.

In what follows we choose a rectangle $u_1 \leq u_2$ and $v_1 \leq v_2$ such that the corresponding values fulfill $h_{21}, h_{11}, h_{22} \in [t_1, t_2]$, $h_{12} > t_2$ and hence $F_A(h_{21}) = F_A(h_{11}) = F_A(h_{22}) = c < F_A(h_{12})$ (see Figure 10 for an illustration), which we then use to show that $C$ is not MK-TP2.

![Figure 10: Example of $F_A$ which is constant on $[t_1, t_2]$.](image-url)

Since $t \mapsto (1-t)/t$ is strictly decreasing and continuous on $(0, 1)$, we have $(1-t_2)/t_2 \cdot t_1/(1-t_1) < 1$ and there exists some $s_1 \in (t_2, 1)$ such that

$$\frac{1-s}{s} \frac{t_2}{t_1} > \frac{1-t_2}{t_2} \frac{t_1}{1-t_1}$$
for all $s \in (t_2, s_1]$. Moreover, since $b \in [0, 1]$ and $c \in (0, 1)$ we have $a = c - b \in (-1, 1)$ such that the Pickands dependence function $A$ does not coincide with the lower bound $t \mapsto \max\{1 - t, t\}$ on $(t_2, 1]$ (otherwise $D^+ A$ would have a discontinuity point which then would contradict Lemma 6.3). Therefore we can extend the linear part of $A$ to a certain degree and are still above the lower bound (see Figure 11). Formally this means that there exists some $s_2 \in (t_2, 1)$ such that $at + b > \max\{1 - t, t\} \geq 1/2$ for all $t \in (t_2, s_2]$. Setting $s := (t_2 + \min\{s_1, s_2\})/2$, we then have

\[ \frac{1}{s} t_2 > \frac{1 - t_2}{t_2} \frac{t_1}{1 - t_1} \]

Now, choose $u_1 \in (0, 1)$ large enough such that

\[ a + b < u_1^{\frac{1}{s}} F_A(s) \leq (u_1^{\frac{1}{s}})^{A(s)-(as+b)} F_A(s) \quad (6.1) \]

By choosing $u_2 \in (0, 1)$ such that $u_1^{\frac{1 - t_2}{t_2 - t_1}} u_2 \leq u_1^{\frac{1 - t_2}{t_2 - t_1}} u_2$ and setting $v_1 = f_{t_1}(u_2)$ and $v_2 = f_{s}(u_1)$, applying Lemma 6.6 yields

\[ h_{21} = t_1 < \min(h_{11}, h_{22}) \leq \max(h_{11}, h_{22}) \leq t_2 < s = h_{12} \]

For the Markov kernels, we then obtain

\[ K_A(u_1, [0, v_1]) K_A(u_2, [0, v_2]) = \frac{C(u_1, v_1)}{u_1} F_A(h_{11}) \frac{C(u_2, v_2)}{u_2} F_A(h_{22}) \]

\[ = \frac{(a + b)^2}{u_1 u_2} (u_1 v_1)^{ah_{11} + b} (u_2 v_2)^{ah_{22} + b} \quad \text{(6.2)} \]

and

\[ K_A(u_1, [0, v_2]) K_A(u_2, [0, v_1]) = \frac{C(u_1, v_2)}{u_1} F_A(h_{12}) \frac{C(u_2, v_1)}{u_2} F_A(h_{21}) \]

\[ = \frac{a + b}{u_1 u_2} F_A(s) (u_1 v_2)^{A(s)} (u_2 v_1)^{ah_{21} + b} \quad \text{(6.3)} \]
and Lemma 6.5 yields $v_1^{a(h_{11}-h_{21})} u_2^{a(h_{22}-h_{21})} = u_1^{a(h_{12}-h_{11})} v_2^{a(h_{12}-h_{22})}$ which gives

\[
\frac{K_A(u_1, [0, v_1]) K_A(v_2, [0, v_2])}{K_A(u_1, [0, v_2]) K_A(u_2, [0, v_1])} = \frac{(a + b) (u_1 v_1)^{ah_{11}+b} (u_2 v_2)^{ah_{22}+b}}{F_A(s) (u_1 v_2)^{A(s)} (u_2 v_1)^{ah_{21}+b}}
\]

\[
= \frac{(a + b)}{F_A(s)} (u_1^{ah_{11}+b-A(s)} v_1^{ah_{11}-h_{21}} u_2^{a(h_{22}-h_{21})} v_2^{ah_{22}+b-A(s)})
\]

\[
= \frac{(a + b)}{F_A(s)} (u_1^{ah_{11}+b-A(s)} u_1^{ah_{12}+b-A(s)} v_2^{ah_{12}-h_{11}} v_2^{ah_{22}+b-A(s)})
\]

\[
= \frac{(a + b)}{F_A(s)} (u_1 v_2)^{ah_{12}+b-A(s)}
\]

\[
= \frac{(a + b)}{F_A(s)} (u_1^1)^{as+b-A(s)} < 1
\]

Therefore, the EVC is not MK-TP2.

\[\square\]