Abstract

Offline reinforcement learning (RL) refers to the problem of learning policies entirely from a batch of previously collected data. This problem setting is compelling, because it offers the promise of utilizing large, diverse, previously collected datasets to acquire policies without any costly or dangerous active exploration, but it is also exceptionally difficult, due to the distributional shift between the offline training data and the learned policy. While there has been significant progress in model-free offline RL, the most successful prior methods constrain the policy to the support of the data, precluding generalization to new states. In this paper, we observe that an existing model-based RL algorithm on its own already produces significant gains in the offline setting, as compared to model-free approaches, despite not being designed for this setting. However, although many standard model-based RL methods already estimate the uncertainty of their model, they do not by themselves provide a mechanism to avoid the issues associated with distributional shift in the offline setting. We therefore propose to modify existing model-based RL methods to address these issues by casting offline model-based RL into a penalized MDP framework. We theoretically show that, by using this penalized MDP, we are maximizing a lower bound of the return in the true MDP. Based on our theoretical results, we propose a new model-based offline RL algorithm that applies the variance of a Lipschitz-regularized model as a penalty to the reward function. We find that this algorithm outperforms both standard model-based RL methods and existing state-of-the-art model-free offline RL approaches on existing offline RL benchmarks, as well as two challenging continuous control tasks that require generalizing from data collected for a different task.

1 Introduction

Recent advances in machine learning using deep neural networks have shown significant successes in scaling to large realistic datasets, such as ImageNet [12] in computer vision, SQuAD [54] in NLP, and RoboNet [9] in robot learning. Reinforcement learning (RL) methods, in contrast, struggle to scale to many real-world applications, e.g., autonomous driving [72] and healthcare [21], because they rely on costly online trial-and-error. However, pre-recorded datasets in domains like these can be large and diverse. Hence, designing RL algorithms that can learn from those diverse, static datasets would both enable more practical RL training in the real world and lead to more effective generalization.

While off-policy RL algorithms [42, 26, 19] can in principle utilize previously collected datasets, they perform poorly without online data collection. These failures are generally caused by large extrapolation error when the Q-function is evaluated on out-of-distribution actions [18, 35]. Without online interaction, these errors can lead to unstable learning and divergence. Offline reinforcement learning methods present an alternative direction. These methods learn from myriad offline data and
have the potential to generalize broadly since diverse data is practical to collect in one batch and subsequently reuse. To do so, a wide range of offline RL methods propose to mitigate bootstrapped error by constraining the learned policy to the behavior policy induced by the dataset [18, 35, 70, 29, 48, 51, 57]. While these methods achieve reasonable performances in some settings, their learning is limited to behaviors within the data manifold. Specifically, these methods estimate error with respect to out-of-distribution actions, but only consider states that lie within the offline dataset and do not consider those that are out-of-distribution. We argue that it is important for an offline RL algorithm to be equipped with the ability to leave the data support to learn a better policy for two reasons: (1) the provided batch dataset is usually sub-optimal in terms of both the states and actions covered by the dataset, and (2) the target task can be different from the tasks performed in the batch data for various reasons, e.g., because data is not available or hard to collect for the target task. Hence, the central question that this work is trying to answer is: can we develop an offline RL algorithm that generalizes beyond the state and action support of the offline data?

To approach this question, we first hypothesize that model-based RL methods [63, 11, 41, 37, 28, 43] make a natural choice for enabling generalization, for a number of reasons. First, model-based RL algorithms effectively receive more supervision, since the model is trained on every transition, even in sparse-reward settings. Second, they are trained with supervised learning, which provides more stable and less noisy gradients than bootstrapping. Lastly, uncertainty estimation techniques, such as bootstrap ensembles, are well developed for supervised learning methods [39, 34, 59] and are known to perform poorly for value-based RL methods [70]. All of these attributes have the potential to improve or control generalization. As a proof-of-concept experiment, we evaluate two state-of-the-art off-policy model-based and model-free algorithms, MBPO [28] and SAC [26], in Figure 1. Although neither method is designed for the batch setting, we find that the model-based method and its variant without ensembles show surprisingly large gains. This finding corroborates our hypothesis, suggesting that model-based methods are particularly well-suited for the batch setting, motivating their use in this paper.

Despite these promising preliminary results, we expect significant headroom for improvement. In particular, because offline model-based algorithms cannot improve the dynamics model using additional experience, we expect that such algorithms require a careful and calculated use of the model in regions outside of the data support, to achieve top performance. Quantifying the risk imposed by imperfect dynamics and appropriately trading off that risk with the return is a key ingredient towards building a strong offline model-based RL algorithm. To do so, we modify MBPO to incorporate a reward penalty based on an estimate of the model error. Crucially, this estimate is model-dependent, and does not necessarily penalize all out-of-distribution states and actions equally, but rather prescribes penalties based on the estimated magnitude of model error. Further, this estimation is done both on states and actions, allowing generalization to both, in contrast to model-free approaches that only reason about uncertainty with respect to actions.

The primary contribution of this work is an offline model-based RL algorithm that optimizes a policy in a penalized model MDP, where the reward function is penalized by an estimate of the model’s error. Under this new MDP, we theoretically show that we maximize a lower bound of the return in the true MDP, and find the optimal trade-off between the return and the risk. Based on our analysis, we develop a practical method that estimates model error using the predicted variance of a Lipschitz-regularized model, uses this uncertainty estimate as a reward penalty, and trains a policy using MBPO in this uncertainty-penalized MDP. We empirically compare this approach, model-based offline policy optimization (MOPO), to both MBPO and existing state-of-the-art model-free offline RL algorithms. Our results suggest that MOPO substantially outperforms these prior methods on the offline RL benchmark D4RL [17] as well as on offline RL problems where the agent must generalize to out-of-distribution states in order to succeed.
2 Related Work

Reinforcement learning algorithms are well-known for their ability to acquire behaviors through online trial-and-error in the environment [3, 64]. However, such online data collection can incur high sample complexity [45, 55, 56], limit the power of generalization to unseen random initialization [8, 74, 4], and pose risks in safety-critical settings [67]. These requirements often make real-world applications of RL to be less practical. To overcome some of the sample efficiency challenges, we study the batch offline RL setting [40]. While many off-policy RL algorithms [52, 10, 30, 47, 26, 19, 23, 24] can in principle be applied to a batch offline setting, they perform poorly in practice [18] due to poor extrapolation to out-of-distribution actions.

Model-free Offline RL. Many model-free batch RL methods are designed with two main ingredients: (1) constraining the learned policy to be closer to the behavioral policy either explicitly [18, 35, 70, 29, 48] or implicitly [51, 57], and (2) applying uncertainty quantification techniques, such as ensembles, to stabilize Q-functions [11, 55, 70]. In contrast, our model-based method does not rely on constraining the policy to the behavioral distribution, allowing the policy to potentially benefit from taking actions outside of it. Furthermore, we utilize uncertainty quantification to quantify the risk of leaving the behavioral distribution and trade it off with the gains of exploring diverse states.

Model-based Online RL. Our approach builds upon the wealth of prior work on model-based online RL methods that models the dynamics by Gaussian processes [11], local linear models [41, 37], neural network function approximators [14, 20, 13], and neural video prediction models [15, 31]. Our work is orthogonal to the choice of model. While prior approaches have used these models to select actions using planning [66, 16, 53, 50, 58], we choose to build upon Dyna-style approaches that optimize for a policy [63, 65, 71, 31, 25, 27, 33], specifically MBPO [28]. Uncertainty quantification, a key ingredient to our approach, is critical to good performance in model-based RL both theoretically [62, 73, 43] and empirically [11, 6, 49, 38, 7], in optimal control [61, 2, 33]. However, unlike these works, we develop and leverage proper uncertainty estimates that particularly suits the offline setting.

Concurrent work by Kidambi et al. [32] also develops an offline model-based RL algorithm, MOReL. Unlike MOReL, which constructs terminating states based on a hard threshold on uncertainty, MOPO uses a soft reward penalty to incorporate uncertainty. In principle, a potential benefit of a soft penalty is that the policy is allowed to take a few risky actions and then return to the confident area near the behavioral distribution without being terminated. Moreover, while Kidambi et al. [32] compares to model-free approaches, we make the further observation that even a vanilla model-based RL method outperforms model-free ones in the offline setting, opening interesting questions for future investigation. Finally, we evaluate our approach on both standard benchmarks [17] and domains that require out-of-distribution generalization, achieving positive results in both.

3 Preliminaries

We consider the standard Markov decision process (MDP) \( M = (S, A, T, r, \mu_0, \gamma) \), where \( S \) and \( A \) denote the state space and action space respectively, \( T(s' | s, a) \) the transition dynamics, \( r(s, a) \) the reward function, \( \mu_0 \) the initial state distribution, and \( \gamma \in (0, 1) \) the discount factor. The goal in RL is to optimize a policy \( \pi(s | a) \) that maximizes the expected discounted return \( \eta_M(\pi) := \mathbb{E}_{\pi,T,\mu_0} \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) \right] \). The value function \( V^\pi_M(s) := \mathbb{E}_{\pi,T,\mu_0} \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) | s_0 = s \right] \) gives the expected discounted return under \( \pi \) when starting from state \( s \).

In the offline RL problem, the algorithm only has access to a static dataset \( D_{\text{env}} = \{(s, a, r, s')\} \) collected by one or a mixture of behavior policies \( \pi^B \), and cannot interact further with the environment. We refer to the distribution from which \( D_{\text{env}} \) was sampled as the behavioral distribution.

We also introduce the following notation for the derivation in Section 4. In the model-based approach we will have a dynamics model \( \hat{T} \) estimated from the transitions in \( D_{\text{env}} \). This estimated dynamics defines a model MDP \( \hat{M} = (S, A, \hat{T}, r, \mu_0, \gamma) \). Let \( \mathbb{P}^\pi_{\hat{T},t}(s) \) denote the probability of being in state \( s \) at time step \( t \) if actions are sampled according to \( \pi \) and transitions according to \( \hat{T} \). Let \( \rho^\pi_{s,t}(s) \) be the discounted state distribution of policy \( \pi \) under dynamics \( \hat{T} \): \( \rho^\pi_{s,t}(s) := (1 - \gamma) \sum_{t=0}^{\infty} \gamma^t \mathbb{P}^\pi_{\hat{T},t}(s) \).
We also define (abusing notation) the discounted state-action distribution \( \rho^\pi_T(s, a) := \rho^\pi_T(s) \pi(a | s) \).

Note that \( \eta_M(\pi) = \mathbb{E}_{\rho^\pi_T} [r(s, a)] \).

We now summarize model-based policy optimization (MBPO) [28], which we build on in this work. MBPO learns a model of the transition distribution \( \hat{T}_\theta(s', a, s) \) parametrized by \( \theta \), via supervised learning on the behavioral data \( D_{\text{env}} \). MBPO also learns a model of the reward function in the same manner. During training, MBPO performs \( k \)-step rollouts using \( \hat{T}_\theta(s', a, s) \) starting from state \( s \in D_{\text{env}} \), adds the generated data to a separate replay buffer \( D_{\text{model}} \), and finally updates the policy \( \pi(a | s) \) using data sampled from \( D_{\text{env}} \cup D_{\text{model}} \). When applied in an online setting, MBPO iteratively collects samples from the environment and uses them to further improve both the model and the policy. We omit this step in the offline setting considered in this paper. In our experiments in Section 5.3 and Table 3, we observe that MBPO performs surprisingly well on the offline RL problem compared to model-free methods. In the next section, we derive MOPO, which builds upon MBPO to further improve performance.

4 MOPO: Model-Based Offline Policy Optimization

Unlike model-free methods, our goal is to design an offline model-based reinforcement learning algorithm that can take actions that are not strictly within the support of the behavioral distribution. Using a model gives us the potential to do so. However, models will become increasingly inaccurate further from the behavioral distribution, and vanilla model-based policy optimization algorithms may exploit these regions where the model is inaccurate. This concern is especially important in the offline setting, where mistakes in the dynamics will not be corrected with additional data collection.

For the algorithm to perform reliably, it’s crucial to balance the return and risk: 1. the potential gain in performance by escaping the behavioral distribution and finding a better policy, and 2. the risk of overfitting to the errors of the dynamics at regions far away from the behavioral distribution. To achieve the optimal balance, we first bound the return from below by the return of a constructed model \( \hat{M} \), which may compound over time. In this subsection, we characterize how the error of \( \hat{M} \) influences the uncertainty of the total return. We begin by stating a lemma (adapted from [33]) that gives a precise relationship between the performance of a policy under dynamics \( T \) and dynamics \( \hat{T} \). (All proofs are given in Appendix B.)

**Lemma 4.1** (Telescoping lemma). Let \( M \) and \( \hat{M} \) be two MDPs with the same reward function \( r \), but different dynamics \( T \) and \( \hat{T} \) respectively. Let \( G_M^T(s, a) := \mathbb{E}_{s' \sim T(s, a)} [V_M^\pi(s')] - \mathbb{E}_{s' \sim \hat{T}(s, a)} [V_M^\pi(s')] \) and \( \kappa := \gamma/(1 - \gamma) \). Then,

\[
\eta_M(\pi) - \eta_{\hat{M}}(\pi) = \kappa \mathbb{E}_{(s, a) \sim \rho^\pi_T} [G_M^T(s, a)] \leq \kappa \mathbb{E}_{(s, a) \sim \rho^\pi_T} [G_{\hat{M}}^\pi(s, a)]
\]

(1)

In other words,

\[
\eta_M(\pi) = \mathbb{E}_{(s, a) \sim \rho^\pi_T} [r(s, a) - \kappa G_M^\pi(s, a)] \geq \mathbb{E}_{(s, a) \sim \rho^\pi_T} [r(s, a) - \kappa G_{\hat{M}}^\pi(s, a)]
\]

(2)

Here and throughout the paper, we view \( T \) as the real dynamics and \( \hat{T} \) as the learned dynamics. We observe that the quantity \( G_M^\pi(s, a) \) plays a key role linking the estimation error of the dynamics and the estimation error of the return. By definition, we have that \( |G_M^\pi(s, a)| \) measures the difference between \( M \) and \( \hat{M} \) under the test function \( V^\pi \) — indeed, if \( M = \hat{M} \), then \( G_M^\pi(s, a) = 0 \). By
As a direct corollary of Assumption 4.2 and equation (3), we have
\begin{equation}
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by heuristics (see sections 4.3 and 5.3).

(ii) If
\[
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\]
and
\[
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\]
where
\[
\hat{r}(s, a)
\]
contains several other distance measures as special cases [60]. Depending on what we are willing to assume about \( V^*_M \), there are multiple options to bound \( G^*_M \) by some notion of error of \( \hat{T} \), discussed in greater detail in Appendix A.

(i) If \( \mathcal{F} = \{ f : \| f \|_{\infty} \leq 1 \} \), then \( d_{\mathcal{F}} \) is the \textit{total variation distance}. Thus, if we assume that the reward function is bounded such that \( \forall (s, a), |r(s, a)| \leq r_{\text{max}} \), we have \( \| V^* \|_{\infty} \leq \sum_{t=0}^{\infty} \gamma^t r_{\text{max}} = \frac{r_{\text{max}}}{1-\gamma} \), and hence
\[
|G^*_M(s, a)| \leq \frac{r_{\text{max}}}{1-\gamma} D_{\text{TV}}(\hat{T}(s, a), T(s, a))
\]
\begin{equation}
(4)
\end{equation}

(ii) If \( \mathcal{F} \) is the set of 1-Lipschitz function w.r.t. to some distance metric, then \( d_{\mathcal{F}} \) is the \textit{1-Wasserstein distance} w.r.t. the same metric. Thus, if we assume that \( V^*_M \) is \( L_v \)-Lipschitz with respect to a norm \( \| \cdot \| \), it follows that
\[
|G^*_M(s, a)| \leq L_v W_1(\hat{T}(s, a), T(s, a))
\]
\begin{equation}
(5)
\end{equation}

Note that when \( \hat{T} \) and \( T \) are both deterministic, then \( W_1(\hat{T}(s, a), T(s, a)) = \| \hat{T}(s, a) - T(s, a) \| \) (here \( T(s, a) \) denotes the deterministic output of the model \( T \)).

Approach (ii) has the advantage that it incorporates the geometry of the state space, but at the cost of an additional assumption which is generally impossible to verify in our setting. The assumption in (i), on the other hand, is extremely mild and typically holds in practice. Therefore we will prefer (i) unless we have some prior knowledge about the MDP. We summarize the assumptions and the inequalities in the options above as follows.

\textbf{Assumption 4.2.} Assume a scalar \( c \) and a function class \( \mathcal{F} \) such that \( V^*_M \in c \mathcal{F} \) for all \( \pi \).

As a direct corollary of Assumption 4.2 and equation (3), we have
\[
|G^*_M(s, a)| \leq c d_{\mathcal{F}}(\hat{T}(s, a), T(s, a))
\]
\begin{equation}
(6)
\end{equation}

Concretely, option (i) above corresponds to \( c = r_{\text{max}}/(1-\gamma) \) and \( \mathcal{F} = \{ f : \| f \|_{\infty} \leq 1 \} \), and option (ii) corresponds to \( c = L_v \) and \( \mathcal{F} = \{ f : f \text{ is 1-Lipschitz} \} \). We will analyze our framework under the assumption that we have access to an oracle uncertainty quantification module that provides an upper bound on the error of the model. In our implementation, we will estimate the error of the dynamics by heuristics (see sections 4.3 and 5.3).

\textbf{Assumption 4.3.} Let \( \mathcal{F} \) be the function class in Assumption 4.2. We say \( u : S \times A \to \mathbb{R} \) is an admissible error estimator for \( \hat{T} \) if \( d_{\mathcal{F}}(\hat{T}(s, a), T(s, a)) \leq u(s, a) \) for all \( s \in S, a \in A \).

Given an admissible error estimator, we define the \textit{uncertainty-penalized reward} \( \hat{r}(s, a) := r(s, a) - \lambda u(s, a) \) where \( \lambda := \kappa c \), and the \textit{uncertainty-penalized MDP} \( \tilde{M} = (S, A, \hat{T}, \hat{r}, \mu, \gamma) \). We observe that \( \tilde{M} \) is conservative in that the return under it bounds from below the true return:
\[
\eta_M(\pi) \geq \mathbb{E}_{(s, a) \sim \rho^*_\hat{T}} \left[ r(s, a) - \kappa |G^*_M(s, a)| \right] \geq \mathbb{E}_{(s, a) \sim \rho^*_\hat{T}} \left[ r(s, a) - \lambda u(s, a) \right]
\]
\begin{equation}
(7)
\end{equation}
Algorithm 1 Framework for Model-based Offline Policy Optimization (MOPO) with Reward Penalty

Require: Dynamics model $\hat{T}$ with admissible error estimator $u(s,a)$; constant $\lambda$.

1: Define $\hat{r}(s,a) = r(s,a) - \lambda u(s,a)$. Let $\tilde{M}$ be the MDP with dynamics $\hat{T}$ and reward $\hat{r}$.
2: Run any RL algorithm on $\tilde{M}$ until convergence to obtain

$$\hat{\pi} = \arg\max_{\pi} \eta_{\tilde{M}}(\pi) \quad (8)$$

4.2 Policy optimization on uncertainty-penalized MDPs

Motivated by (7), we optimize the policy on the uncertainty-penalized MDP $\tilde{M}$ in Algorithm 1.

Theoretical Guarantees for MOPO. We will theoretical analyze the algorithm by establishing the optimality of the learned policy $\hat{\pi}$ among a family of policies. Let $\pi^*$ be the optimal policy on $M$ and $\pi^B$ be the policy that generates the batch data. Define $\epsilon_u(\pi)$ as

$$\epsilon_u(\pi) = \mathbb{E}_{(s,a) \sim \rho^T_\pi} u(s,a) \quad (9)$$

For notational simplicity, we will omit the dependency on $\hat{T}$ and write it as $\epsilon_u(\pi)$. We observe that $\epsilon_u(\pi)$ characterizes how erroneous the model is along trajectories induced by $\pi$. For example, consider the extreme case when $\pi = \pi^B$. Because $\hat{T}$ is learned on the data generated from $\pi^B$, we expect $\hat{T}$ to be relatively accurate for those $(s, a) \sim \rho^T_B$, and thus $u(s,a)$ tends to be small. Thus, we expect $\epsilon_u(\pi^B)$ to be quite small. On the other end of the spectrum, when $\pi$ often visits states out of the batch data distribution in the real MDP, namely $\rho^T_B$ is different from $\rho^T_\pi$, we expect that $\rho^T_\pi$ is even more different from the batch data and therefore the error estimates $u(s,a)$ for those $(s,a) \sim \rho^T_B$ tend to be large. As a consequence, we have that $\epsilon_u(\pi)$ will be large.

For $\delta \geq \delta_{\min} := \min_\pi \epsilon_u(\pi)$, let $\pi^\delta$ be the best policy among those incurring model error at most $\delta$:

$$\pi^\delta := \arg\max_{\pi: \epsilon_u(\pi) \leq \delta} \eta_M(\pi) \quad (10)$$

The main theorem provides a performance guarantee on the policy $\hat{\pi}$ produced by MOPO.

Theorem 4.4. Under Assumption 4.2 and 4.3, the learned policy $\hat{\pi}$ in MOPO (Algorithm 1) satisfies

$$\eta_M(\hat{\pi}) \geq \sup_{\pi: \epsilon_u(\pi) \leq \delta} \{ \eta_M(\pi) - 2\lambda \epsilon_u(\pi) \} \quad (11)$$

In particular, for all $\delta \geq \delta_{\min}$,

$$\eta_M(\hat{\pi}) \geq \eta_M(\pi^\delta) - 2\lambda \delta \quad (12)$$

Interpretation: One consequence of (11) is that $\eta_M(\hat{\pi}) \geq \eta_M(\pi^B) - 2\lambda \epsilon_u(\pi^B)$. This suggests that $\hat{\pi}$ should perform at least as well as the behavior policy $\pi^B$, because, as argued before, $\epsilon_u(\pi^B)$ is expected to be small.

Equation (12) tells us that the learned policy $\hat{\pi}$ can be as good as any policy $\pi$ with $\epsilon_u(\pi) \leq \delta$, or in other words, any policy that visits states with sufficiently small uncertainty as measured by $u(s,a)$. A special case of note is when $\delta = \epsilon_u(\pi^*)$, we have $\eta_M(\hat{\pi}) \geq \eta_M(\pi^*) - 2\lambda \epsilon_u(\pi^*)$, which suggests that the suboptimality gap between the learned policy $\hat{\pi}$ and the optimal policy $\pi^*$ depends on the error $\epsilon_u(\pi^*)$. The closer $\rho^T_\pi$ is to the batch data, the more likely the uncertainty $u(s,a)$ will be smaller on those points $(s,a) \sim \rho^T_B$. On the other hand, the smaller the uncertainty error of the dynamics is, the smaller $\epsilon_u(\pi^*)$ is. In the extreme case when $u(s,a) = 0$ (perfect dynamics and uncertainty quantification), we recover the optimal policy $\pi^*$.

Second, by varying the choice of $\delta$ to maximize the RHS of Equation (12), we trade off the risk and the return. As $\delta$ increases, the return $\eta_M(\pi^\delta)$ increases also, since $\pi^\delta$ can be selected from a larger set of policies. However, the risk factor $2\lambda \delta$ increases also. The optimal choice of $\delta$ is achieved when the risk balances the gain from exploring policies far from the behavioral distribution. The exact optimal choice of $\delta$ may depend on the particular problem. We note $\delta$ is only used in the analysis, and our algorithm automatically achieves the optimal balance because Equation (12) holds for any $\delta$. 

We treat the penalty coefficient $\mu$ as a user-chosen hyperparameter. Since we do not have a true admissible error estimator, the penalty coefficient $\lambda$ prescribed by the theory may not be an optimal choice. The penalty should be larger if our heuristic $u(s, a)$ underestimates the true error, and smaller if we substantially overestimate the true error.

### Algorithm 2 MOPO instantiation with regularized probabilistic dynamics and ensemble uncertainty

**Require:** reward penalty coefficient $\lambda$ rollout horizon $h$, rollout batch size $b$.

1: Train on batch data $D_{\text{env}}$ an ensemble of $N$ probabilistic dynamics $\{\hat{T}(s', r | s, a) = N(\mu^i(s, a), \Sigma^i(s, a))\}_{i=1}^N$ with Lipschitz-regularized $\mu^i(s, a)$.

2: Initialize policy $\pi$ and empty replay buffer $D_{\text{model}} \leftarrow \emptyset$.

3: for epoch 1, 2, \ldots do

   4: for 1, 2, \ldots, $b$ (in parallel) do

      5: Sample state $s_1$ from $D_{\text{env}}$ for the initialization of the rollout.

      6: for $j = 1, 2, \ldots, h$ do

         7: Sample an action $a_j \sim \pi(s_j)$.

         8: Randomly pick dynamics $\hat{T}$ from $\{\hat{T}^i\}_{i=1}^N$ and sample $s_{j+1}, r_j \sim \hat{T}(s_j, a_j)$.

         9: Compute $\tilde{r}_j = r_j - \lambda \max_{a} \|\Sigma^i(s_j, a_j)\|_F$.

      10: Add sample $(s_j, a_j, \tilde{r}_j, s_{j+1})$ to $D_{\text{model}}$.

5: Drawing samples from $D_{\text{env}} \cup D_{\text{model}}$, use SAC to update $\pi$.

### 4.3 Practical implementation

Now we describe a practical implementation of MOPO motivated by the analysis above. Our practical method is summarized in Algorithm 2 and largely follows MBPO with a few key exceptions.

Following MBPO, we model the dynamics using a neural network that outputs a Gaussian distribution over the next state. The mean and covariance matrix are parameterized by $\theta$ and $\phi$ respectively: $\hat{T}_{\theta, \phi}(s_{t+1}, r | s_t, a_t) = N(\mu^i(s_t, a_t), \Sigma^i(s_t, a_t))$. We learn an ensemble of $N$ dynamics models $\{\hat{T}^i_{\theta, \phi} = N(\mu^i, \Sigma^i)\}_{i=1}^N$, with each model trained independently via maximum likelihood.

**Uncertainty quantification.** A perfect admissible error estimator is not available in practice, and therefore we consider using heuristical surrogates, which turn out to be sufficiently accurate and effective for our problem. In most of our experiments, we use $u(s, a) = \max_{a} \|\Sigma^i(s, a)\|_F$, the maximum standard deviation of the learned models in the ensemble, as the estimator for the error of the prediction model and the reward penalty. Indeed, the learned variance of a Gaussian probabilistic model can theoretically recover the true aleatoric uncertainty when the model is well-specified. Empirically the learned variance often captures both aleatoric and epistemic uncertainty, even for learning deterministic functions (where only epistemic uncertainty exists). We use the maximum of the learned variance in the ensemble to be more conservative and robust.

**Lipschitz regularization.** An important ingredient of our algorithm is to learn the model with a Lipschitz normalization on the mean function $\mu^i(\cdot, \cdot)$. Following the work of Miyato et al. [44], we use spectral normalization to regularize the weights of the mean network $\mu^i$. Every weight matrix $W$ in the mean network is normalized as $W_{\text{SN}} := \frac{1}{\sigma(W)} W$ where $\sigma(W)$ denotes the largest singular value of $W$. Our motivation to apply Lipschitz normalization is twofold. First, as shown in the standard settings [44] [68] [69], Lipschitz regularization may improve the in-distribution and out-of-distribution generalization performance of the learned dynamics. Second, when the true dynamics are not sufficiently Lipschitz in some region, the Lipschitz regularization will incur larger prediction error and uncertainty estimates. Thus, non-Lipschitz regions will be heavily penalized and the policy will be encouraged to avoid them. Recall that Lipschitz assumptions on the model and value function are assumed in the theory, which suggests that avoiding non-Lipschitz regions may be generally beneficial. We show in Section 5.3 that Lipschitz regularization is helpful for various settings; hence, we suspect that there may be other reasons that cause the gains beyond the motivations above.

We treat the penalty coefficient $\lambda$ as a user-chosen hyperparameter. Since we do not have a true admissible error estimator, the penalty coefficient $\lambda$ prescribed by the theory may not be an optimal choice. The penalty should be larger if our heuristic $u(s, a)$ underestimates the true error, and smaller if we substantially overestimate the true error.

\[^1\]Designing prediction confidence intervals with strong theoretical guarantees is challenging and beyond the scope of this work, which focuses on using uncertainty quantification properly in offline RL.
Table 1: Results for D4RL datasets. Each number is the average undiscounted return of the policy at the last iteration of training, averaged over 3 random seeds. We include the mean and max undiscounted return of the episodes in the batch data (under Batch Mean and Batch Max, respectively), as well as MBPO (which is the same as our method minus Lipschitz regularization and reward penalty), for comparison. Numbers for other methods taken from [17]. We omit BRAC-p in this table for space because BRAC-v obtains higher performance in 10 of these 12 tasks and is only slightly weaker on the other two.

5 Experiments

In our experiments, we aim to study the following questions: (1) How does MOPO perform on standard offline RL benchmarks in comparison to prior state-of-the-art approaches? (2) Can MOPO solve tasks that require generalization to out-of-distribution behaviors? (3) How does each component in MOPO affect performance?

Question (2) is particularly relevant for scenarios in which we have logged interactions with the environment but want to use those data to optimize a policy for a different reward function. To study (2) and challenge methods further, we construct two additional continuous control tasks that demand out-of-distribution generalization, as described in Section 5.2. For more details on the experimental set-up and hyperparameters, see Appendix C.

We compare against several baselines, including the current state-of-the-art model-free offline RL algorithms. Bootstrapping error accumulation reduction (BEAR) aims to constrain the policy’s actions to lie in the support of the behavioral distribution [35]. This is implemented as a constraint on the average MMD between \( \pi(\cdot | s) \) and a generative model that approximates \( \pi_B(\cdot | s) \). Behavior-regularized actor critic (BRAC) is a family of algorithms that operate by penalizing the value function by some measure of discrepancy (KL divergence or MMD) between \( \pi(\cdot | s) \) and \( \pi_B(\cdot | s) \) [70]. BRAC-v uses this penalty both when updating the critic and when updating the actor, while BRAC-p uses this penalty only when updating the actor and does not explicitly penalize the critic.

5.1 Evaluation on the D4RL benchmark

To answer question (1), we evaluate our method on a large subset of datasets in the D4RL benchmark[17], including three environments (halfcheetah, hopper, and walker2d) and four dataset types (random, medium, mixed, medium-expert), yielding a total of 12 problem settings. The datasets in this benchmark have been generated as follows: random: roll out a randomly initialized policy for 1M steps. medium: partially train a policy using SAC, then roll it out for 1M steps. mixed: train a policy using SAC until a certain (environment-specific) performance threshold is reached, and take the replay buffer as the batch. medium-expert: combine 1M samples of rollouts from a fully-trained policy with another 1M samples of rollouts from a partially trained policy or a random policy.

Results are given in Table[1] Our method is the strongest by a significant margin on all the mixed datasets and most of the medium-expert datasets, while also achieving the best performance on all of the random datasets. Our model-based approach performs less well on the medium datasets. We hypothesize that the lack of action diversity in the medium datasets make it more difficult to learn a model that generalizes well. Fortunately, this setting is one in which model-free methods can

---

https://sites.google.com/view/d4rl
Figure 2: We visualize the two out-of-distribution generalization environments halfcheetah-jump (bottom row) and ant-angle (top row). We show the training environments that generate the batch data on the left. On the right, we show the test environments where the agents perform behaviors that require the learned policies to leave the data support. In halfcheetah-jump, the agent is asked to run while jumping as high as possible given an training offline dataset of halfcheetah running. In ant-angle, the ant is rewarded for running forward in a 30 degree angle and the corresponding training offline dataset contains data of the ant running forward directly. Perform well, suggesting that model-based and model-free approaches are able to perform well in complementary settings.

5.2 Evaluation on tasks requiring out-of-distribution generalization

To answer question (2), we construct two environments halfcheetah-jump and ant-angle where the agent must solve a task that is different from the purpose of the behavioral policy. The trajectories of the batch data in these datasets are from policies trained for the original dynamics and reward functions HalfCheetah and Ant in OpenAI Gym [5] which incentivize the cheetah and ant to move forward as fast as possible. Note that for halfCheetah, we set the maximum velocity to be 3. Concretely, we train SAC for 1M steps and use the entire training replay buffer as the trajectories for the batch data. Then, we assign these trajectories with new rewards that incentivize the cheetah to jump and the ant to run towards the top right corner with a 30 degree angle. Thus, to achieve good performance for the new reward functions, the policy need to leave the observational distribution, as visualized in Figure 2. We include the exact forms of the new reward functions in Appendix C. In these environments, learning the correct behaviors requires leaving the support of the data distribution; optimizing solely within the data manifold will lead to sub-optimal policies.

In Table 2, we show that MOPO significantly outperforms the state-of-the-art model-free approaches. In particular, model-free offline RL cannot outperform the best trajectory in the batch dataset, whereas MOPO exceeds the batch max by a significant margin. This validates that MOPO is able to generalize to out-of-distribution behaviors while existing model-free methods are unable to solve those challenges. Note that vanilla MBPO performs much better than SAC in the two environments, consolidating our claim that vanilla model-based methods can attain better results than model-free methods in the offline setting, especially where generalization to out-of-distribution is needed. The visualization in Figure 2 suggests indeed the policy learned MOPO can effectively solve the tasks by reaching to states unseen in the batch data.

| Environment  | Batch Mean | Batch Max | MOPO (ours) | MBPO | SAC | BEAR | BRAC-p | BRAC-v |
|--------------|------------|-----------|-------------|------|-----|------|--------|--------|
| halfcheetah-jump | -1022.6 | 1808.6 | **4140.6** | 2971.4 | -3588.2 | 16.8 | 1069.9 | 871   |
| ant-angle    | 866.7      | 2311.9   | **2502.2** | 65.9 | -966.4 | 1873.7 | 1806.7 | 2333  |

Table 2: Average returns halfcheetah-jump and ant-angle that require out-of-distribution policy. The results are averaged over 3 random seeds. Batch Mean and Max denote the average return and maximum return of the trajectories stored in the replay buffer. Note that Batch Mean and Max are significantly lower than on-policy SAC, suggesting that the behaviors stored in the buffers are far from optimal and the agent needs to go beyond the data support in order to achieve better performance. As shown in the results, our method outperforms all the baselines by a large margin, indicating that our approach is effective in generalizing to out-of-distribution states where model-free offline RL methods struggle.
5.3 Ablation Study

To answer question (3), we conduct a thorough ablation study on MOPO. The main goal of the ablation study is to understand how Lipschitz regularization and the choice of reward penalty affects performance. We denote no Lip as a method without using Lipschitz regularization, no ens. as a method without model ensembles, ens. penalty as a method that uses model ensemble disagreement as the reward penalty, no penalty as a method without reward penalty, and oracle uncertainty as a method using the true model prediction error $|\hat{T}(s, a) - T(s, a)|$ as the reward penalty. Note that we include oracle uncertainty to indicate the upper bound of our approach.

The results of our study are shown in Table 3. Lipschitz regularization generally boosts the performance on both the D4RL environment and the out-of-distribution environment. Note that one exception is that in the halfcheetah-jump results, MOPO, no penalty is performing poorly, which suggests that reward penalty is important for out-of-distribution generalization. For different reward penalty types, reward penalties based on learned variance outperform those based on ensemble disagreement in 3 out of 4 settings. Both reward penalties achieve significantly better performances than no reward penalty, indicating that it is imperative to consider model uncertainty in batch model-based RL. Methods that use oracle uncertainty obtain slightly better performance than most of our methods. Note that MOPO even attains the best results on halfcheetah-jump. Such results suggest that our uncertainty quantification on states is empirically successful, since there is only a small gap. We believe future work on improving uncertainty estimation may be able to bridge this gap further.

In general, we find that performance differences are much larger for halfcheetah-jump than the D4RL halfcheetah-mixed dataset, likely because halfcheetah-jump requires greater generalization and hence places more demands on the accuracy of the model and uncertainty estimate.

| Method                      | halfcheetah-mixed | halfcheetah-jump | penalty type | Lip? |
|-----------------------------|-------------------|------------------|--------------|------|
| MOPO                        | 6418.3            | 4140.6           | learned var  | Yes  |
| MOPO, no Lip                | 6393.3            | 3912.3           | learned var  | No   |
| MOPO, ens. penalty          | 6405.2            | 3763.2           | ensemble     | Yes  |
| MOPO, no Lip, ens. penalty  | 6502.4            | 3239.4           | ensemble     | No   |
| MOPO, no penalty            | 6409.1            | -980.8           | no penalty   | Yes  |
| MBPO                        | 5598.4            | 2971.4           | no penalty   | No   |
| MBPO, no ens.               | 2247.2            | -68.7            | no penalty   | No   |
| MOPO, oracle uncertainty    | 7092.1            | 3948.8           | oracle       | Yes  |
| MOPO, no Lip, oracle uncertainty | 6837.3          | 3917.6           | oracle       | No   |

Table 3: Ablation study on one D4RL task halfcheetah-mixed and one out-of-distribution task halfcheetah-jump. We observe that Lipschitz regularization on the models is generally helpful. Different reward penalties can all lead to substantial improvement of the performance and reward penalty based on learned variance is a better choice than that based on ensemble disagreement in most cases. Methods that use oracle uncertainty as the reward penalty achieve marginally better performance than MOPO, implying that MOPO is effective at estimating the uncertainty.

6 Conclusion

In this paper, we studied model-based offline RL algorithms. We started with the observation that, in the offline setting, existing model-based methods significantly outperform vanilla model-free methods, suggesting that model-based methods are more resilient to the overestimation and overfitting issues that plague off-policy model-free RL algorithms. This phenomenon implies that model-based RL has the ability to generalize to states outside of the data support and such generalization is conducive for offline RL. However, online and offline algorithms must act differently when handling out-of-distribution states. Model error on out-of-distribution states that often drives exploration and corrective feedback in the online setting can be detrimental when interaction is not allowed. Using theoretical principles, we develop an algorithm, model-based offline policy optimization (MOPO), which maximizes the policy on a MDP that penalizes states with high model uncertainty. MOPO trades off the risk of making mistakes and the benefit of diverse exploration from escaping the behavioral distribution. In our experiments, MOPO outperforms state-of-the-art offline RL methods in both standard benchmarks and out-of-distribution generalization environments.
Our work opens up a number of questions and directions for future work. First, an interesting avenue for future research to incorporate the policy regularization ideas of BEAR and BRAC into the reward penalty framework to improve the performance of MOPO on narrow data distributions (such as the “medium” datasets in D4RL). Second, it’s an interesting theoretical question to understand why model-based methods appear to be much better suited to the batch setting than model-free methods. Multiple potential factors include a greater supervision from the states (instead of only the reward), more stable and less noisy supervised gradient updates, or ease of uncertainty estimation. Our work suggests that uncertainty estimation plays an important role, particularly in settings that demand generalization. However, uncertainty estimation does not explain the entire difference nor does it explain why model-free methods cannot also enjoy the benefits of uncertainty estimation. For those domains where learning a model may be very difficult due to complex dynamics, developing better model-free offline RL methods may be desirable or imperative. Hence, it is crucial to conduct future research on investigating how to bring model-free offline RL methods up to the level of the performance of model-based methods, which would require further understanding where the generalization benefits come from.
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Appendix

A Reminders about integral probability metrics

Let \((\mathcal{X}, \Sigma)\) be a measurable space. The integral probability metric associated with a class \(\mathcal{F}\) of measurable real-valued functions on \(\mathcal{X}\) is defined as

\[
    d_{\mathcal{F}}(P, Q) = \sup_{f \in \mathcal{F}} \left| \int_{\mathcal{X}} f \, dP - \int_{\mathcal{X}} f \, dQ \right| = \sup_{f \in \mathcal{F}} \left| \mathbb{E}_{X \sim P}[f(X)] - \mathbb{E}_{Y \sim Q}[f(Y)] \right|
\]

where \(P\) and \(Q\) are probability measures on \(\mathcal{X}\). We note the following special cases:

(i) If \(\mathcal{F} = \{f : \|f\|_{\infty} \leq 1\}\), then \(d_{\mathcal{F}}\) is the total variation distance

\[
    d_{\mathcal{F}}(P, Q) = D_{TV}(P, Q) := \sup_{A \in \Sigma} |P(A) - Q(A)|
\]

(ii) If \(\mathcal{F}\) is the set of 1-Lipschitz function w.r.t. to some cost function (metric) \(c\) on \(\mathcal{X}\), then \(d_{\mathcal{F}}\) is the \(1\)-Wasserstein distance w.r.t. the same metric:

\[
    d_{\mathcal{F}}(P, Q) = W_1(P, Q) := \inf_{\gamma \in \Gamma(P, Q)} \int_{\mathcal{X}^2} c(x, y) \, d\gamma(x, y)
\]

where \(\Gamma(P, Q)\) denotes the set of all couplings of \(P\) and \(Q\), i.e. joint distributions on \(\mathcal{X}^2\) which have marginals \(P\) and \(Q\).

(iii) If \(\mathcal{F} = \{f : \|f\|_{\mathcal{H}} \leq 1\}\) where \(\mathcal{H}\) is a reproducing kernel Hilbert space with kernel \(k\), then \(d_{\mathcal{F}}\) is the maximum mean discrepancy:

\[
    d_{\mathcal{F}}(P, Q) = \text{MMD}(P, Q) := \sqrt{\mathbb{E}[k(X, X')] - 2\mathbb{E}[k(X, Y)] + \mathbb{E}[k(Y, Y')]}\]

where \(X, X' \sim P\) and \(Y, Y' \sim Q\).

In the context of Section 4.1, we have (at least) the following instantiations of Assumption 4.2

(i) Assume the reward is bounded by \(r_{\text{max}}\). Then (since \(\|V_{\pi}^\pi\|_{\infty} \leq \frac{r_{\text{max}}}{1-\gamma}\))

\[
    |G_{\pi}(s, a)| \leq \frac{r_{\text{max}}}{1-\gamma} D_{TV}(T(s, a), T(s, a))
\]

This corresponds to \(c = \frac{r_{\text{max}}}{1-\gamma}\) and \(\mathcal{F} = \{f : \|f\|_{\infty} \leq 1\}\).

(ii) Assume \(V_{\pi}^\pi\) is \(L_v\)-Lipschitz. Then

\[
    |G_{\pi}(s, a)| \leq L_v W_1(T(s, a), T(s, a))
\]

This corresponds to \(c = L_v\) and \(\mathcal{F} = \{f : f\text{ is }1\text{-Lipschitz}\}\).

(iii) Assume \(\|V_{\pi}^\pi\|_{\mathcal{H}} \leq \nu\). Then

\[
    |G_{\pi}(s, a)| \leq \nu \text{MMD}(T(s, a), T(s, a))
\]

This corresponds to \(c = \nu\) and \(\mathcal{F} = \{f : \|f\|_{\mathcal{H}} \leq 1\}\).

B Proofs

We provide a proof for Lemma 4.1 for completeness. The proof is essentially the same as that for Lemma 4.3.

Proof. Let \(W_j\) be the expected return when executing \(\pi\) on \(T\) for the first \(j\) steps, then switching to \(T\) for the remainder. That is,

\[
    W_j = \mathbb{E}_{a_t \sim \pi(s_t)} \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) \right]
\]
Note that $W_0 = \eta_M(\pi)$ and $W_\infty = \eta_{\tilde{M}}(\pi)$, so
\[
\eta_{\tilde{M}}(\pi) - \eta_M(\pi) = \sum_{j=0}^\infty (W_{j+1} - W_j)
\]
Write
\[
W_j = R_j + \mathbb{E}_{s_j,a_j \sim \pi, \tilde{T}} \left[ \gamma j+1 V_{\tilde{M}}^\pi (s_{j+1}) \right]
\]
\[
W_{j+1} = R_j + \mathbb{E}_{s_j,a_j \sim \pi, \tilde{T}} \left[ \gamma j+1 V_{\tilde{M}}^\pi (s_{j+1}) \right]
\]
where $R_j$ is the expected return of the first $j$ time steps, which are taken with respect to $\tilde{T}$. Then
\[
W_{j+1} - W_j = \gamma j+1 \mathbb{E}_{s_j,a_j \sim \pi, \tilde{T}} \left[ \gamma j+1 V_{\tilde{M}}^\pi (s_{j+1}) \right]
\]
\[
= \gamma j+1 \mathbb{E}_{s_j,a_j \sim \pi, \tilde{T}} \left[ G_{\tilde{M}}^\pi (s_j, a_j) \right]
\]
Thus
\[
\eta_{\tilde{M}}(\pi) - \eta_M(\pi) = \sum_{j=0}^\infty (W_{j+1} - W_j)
\]
\[
= \sum_{j=0}^\infty \gamma j+1 \mathbb{E}_{s_j,a_j \sim \pi, \tilde{T}} \left[ G_{\tilde{M}}^\pi (s_j, a_j) \right]
\]
\[
= \frac{\gamma}{1 - \gamma (s,a) \sim \rho_{\tilde{M}}^\pi} \left[ G_{\tilde{M}}^\pi (s,a) \right]
\]
as claimed. \qed

Now we prove Theorem 4.2.

Proof. By (7) and the definition of $\tilde{\pi}$ as an optimal policy on $\tilde{M}$, we have
\[
\eta_M(\tilde{\pi}) \geq \eta_{\tilde{M}}(\tilde{\pi}) = \sup_{\pi} \eta_{\tilde{M}}(\pi) \tag{13}
\]
Recall that $\epsilon_u(\pi)$ is defined as $\epsilon_u(\pi) = \mathbb{E}_{\rho_{\tilde{M}}^\pi} u(s,a)$. Using Lemma 4.1 again, we have, for any $\pi$,
\[
\eta_M(\tilde{\pi}) \geq \eta_{\tilde{M}}(\pi) = \eta_{\tilde{M}}(\pi) - \lambda \mathbb{E}_{(s,a) \sim \rho_{\tilde{M}}^\pi} u(s,a)
\]
\[
\geq \eta_M(\pi) - 2\lambda \mathbb{E}_{(s,a) \sim \rho_{\tilde{M}}^\pi} u(s,a) \tag{by Lemma 4.1}
\]
\[
= \eta_M(\pi) - 2\epsilon_u(\pi) \tag{14}
\]
\qed

C Experiment Details

C.1 Details of out-of-distribution environments

For half-cheetah-jump, the reward function that we use to train the behavioral policy is $r(s,a) = \max\{v_x, 3\} - 0.1 \|a\|^2_2$ where $v_x$ denotes the velocity along the x-axis. After collecting the offline dataset, we relabel the reward function to $r(s,a) = \max\{v_x, 3\} - 0.1 \|a\|^2_2 + 15 \times (z - \text{init}\ z)$ where $z$ denotes the z-position of the half-cheetah and init $z$ denotes the initial z-position.
| Dataset type | Environment     | MOPO $(h, \lambda)$ | MBPO $h$ |
|--------------|-----------------|----------------------|----------|
| random       | halfcheetah     | 5, 0.5               | 5        |
| random       | hopper          | 5, 1                 | 5        |
| random       | walker2d        | 1, 1                 | 5        |
| medium       | halfcheetah     | 1, 1                 | 5        |
| medium       | hopper          | 5, 5                 | 5        |
| medium       | walker2d        | 5, 5                 | 5        |
| mixed        | halfcheetah     | 5, 1                 | 5        |
| mixed        | hopper          | 1, 5                 | 5        |
| mixed        | walker2d        | 1, 1                 | 1        |
| med-expert   | halfcheetah     | 5, 5                 | 5        |
| med-expert   | hopper          | 5, 1                 | 5        |
| med-expert   | walker2d        | 1, 2                 | 1        |

Table 4: Hyperparameters used in the D4RL datasets.

For ant-angle, the reward function that we use to train the behavioral policy is $r(s,a) = v_x - \text{control cost}$. After collecting the offline dataset, we relabel the reward function to $r(s,a) = v_x \cos \frac{\pi}{6} + v_y \sin \frac{\pi}{6} - \text{control cost}$ where $v_x, v_y$ denote the velocity along the $x, y$-axis respectively.

For both out-of-distribution environments, instead of sampling actions from the learned policy during the model rollout (line 10 in Algorithm 2), we sample random actions from $\text{Unif}[-1, 1]$, which achieves better performance empirically. One potential reason is that using random actions during model rollouts leads to better exploration of the OOD states.

### C.2 Hyperparameters

Here we list the hyperparameters used in the experiments.

For the D4RL datasets, the rollout length $h$ and penalty coefficient $\lambda$ are given in Table 4. We search over $(h, \lambda) \in \{1, 5\}^2$ and report the best final performance, averaged over 3 seeds. The only exceptions are halfcheetah-random and walker2d-medium-expert, where other penalty coefficients were found to work better.

For the out-of-generalization tasks, we use rollout length 5 for halfcheetah-jump and 25 for ant-angle, and penalty coefficient 1 for halfcheetah-jump and 2 for ant-angle.

When sampling from $\tilde{M}$, we use a rollout batch size $b$ of

Across all domains, we train an ensemble of 7 models and pick the best 5 models based on their prediction error on a hold-out set of 1000 transitions in the offline dataset. Each of the model in the ensemble is parametrized as a 4-layer feedforward neural network with 200 hidden units and after the last hidden layer, the model outputs the mean and variance using a two-head architecture. Spectral normalization [44] is applied to all layers except the head that outputs the model variance.

For the SAC updates, we sample a batch of 256 transitions, 5% of them from $D_{env}$, and the rest of them from $D_{model}$.