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At low temperatures, a spin ice enters a Coulomb phase—a state with algebraic correlations and topologically constrained spin configurations. We show how analytical and numerical approaches for model spin-ice systems reveal a crossover between two Curie laws. One of these laws characterizes the high-temperature paramagnetic regime, while the other, which we call the “spin-liquid Curie law,” characterizes the low-temperature Coulomb-phase regime, which provides implicit evidence that the topological sector fluctuates. We compare our theory with experiment for \( \text{Ho}_2\text{Ti}_2\text{O}_7 \), where this process leads to a nonstandard temperature evolution of the bulk susceptibility and the wave-vector-dependent magnetic susceptibility, as measured by neutron scattering. Theory and experiment agree for bulk quantities and at large scattering wave vectors, but differences at small wave vectors indicate that the classical spin-ice states are not equally populated at low temperatures. More generally, the crossover appears to be a generic property of the emergent gauge field for a classical spin liquid, and it sheds light on the experimental difficulty of measuring a precise Curie-Weiss temperature in frustrated materials. The susceptibility at finite wave vectors is shown to be a local probe of fluctuations among topological sectors on varying length scales.
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I. INTRODUCTION

There are indications [1–10] that condensed matter physics is leaving the drought in which experimental candidates for quantum spin-liquid states are scarce. Main contenders for future spin-liquid materials are quantum versions of the well-known “spin ices,” where quantum fluctuations [11–14] of the classically degenerate spin-ice state could lead to a collective paramagnetic phase with such exotic features as emergent gauge symmetry or charge or spin fractionalization [15,16]. Theoretical investigations have had great success in characterizing quantum spin liquids through emergent topological properties [17]. In the case of gapped spin liquids, the presence of topological invariants naturally leads to the concept of “topological order”—a quantity connected to the topological degeneracy of the emergent gauge theory. Such topological invariants are, however, generally hidden from conventional probes and typically require measurement of nonlocal quantities, such as the entanglement entropy [18,19], which are not obviously accessible to experiment. In the case of gapless spin liquids, entanglement entropy cannot be so easily used to classify the emergent topology. This is particularly unfortunate for the quantum spin ices, which, due to the nature of the underlying classical gauge structure, most likely fall into this category [3]. For this reason, it is imperative to search for other probes that can be used to characterize the topological structure of spin-ice states—probes that are preferably amenable to experimental measurement.

Topological invariants have already been used extensively in the past to characterize the rich behavior of classical, geometrically frustrated magnets and dimer systems, arising from the constraints inherent in these many-body systems. The most familiar topological invariant is the “winding number sector,” which can be used to define \( \mathbb{Z}_2 \) or integer topological sectors in a variety of 2D and 3D systems. Interestingly, other novel topological sectors have recently been identified [20] that are unique to three dimensions and which may be related to exotic quasiparticle excitations in some spin-liquid phases arising from local constraints [21]. In this paper, we address the question of how these topological structures could be related to...
measurable correlations in real materials. The correlations induced by local constraints were discussed in systems on the kagome lattice with both discrete [22] and continuous symmetry [23] and for frustrated antiferromagnets with a pyrochlore structure [24–26]. In these theoretical models, the physics of the “Coulomb phase,” with dipolar correlations showing up as pinch-point singularities in reciprocal space [27–29], is universally present. Among systems showing Coulomb-phase physics [30], spin-ice models [31] have again proven particularly fruitful testing grounds for the collective behavior associated with topological constraints, as the associated real materials are the only experimental magnetic systems for which sharp pinch points have been observed [28,29,32,33]. An extensive manifold of low-energy states can be constructed by ensuring that the spin configurations into a space with particular boundary conditions leads to the identification of a topological invariant, the winding number, which is directly related to the magnetization (see Sec. II). Hence, although the topological invariants are global measures of the system, they are intimately related to correlations at the microscopic level. It is therefore reasonable to suppose that, by probing the correlations, one can extract information about the invariants themselves. This is the subject of the present paper.

We show that, while spin ice is topologically constrained, it is not topologically ordered, as it is able to fluctuate between topological sectors. We hence show how the susceptibility can be used as an indicator of these topological-sector fluctuations (TSF) and present a detailed comparison of our results with both bulk-magnetometry and neutron-scattering measurements on Ho₂Ti₂O₇ [34]. We compare the experimental data to analytical and numerical expressions of the susceptibility, where the emergence of TSF at low temperatures appears as a crossover between two Curie laws at specific wave vectors $Q$ in the structure factor $S(Q)$. This study was motivated, in part, by the experimental observation of an unusual temperature dependence in the wave-vector-dependent susceptibility, close to the Brillouin-zone boundary [35] (see Fig. 6), which is explained by the theory presented in this paper. Approaching the zone center, the experimental data remain consistent with topological-sector fluctuations over all length scales, although there is some discrepancy between theory and experiment, which we discuss.

The rest of the paper is organized as follows: In Sec. II, we present a detailed theoretical discussion of topological-sector fluctuations in spin-ice models and materials. In Sec. III, we present a calculation of the susceptibility and pseudospin susceptibility within the Husimi-cactus approximation for spin ice, which can be seen as an infinite-dimension version of the pyrochlore lattice. In Sec. IV, we compare theory and experimental data for bulk-magnetometry measurements, both in the context of topological-sector fluctuations and in the extraction of an effective Curie-Weiss temperature. In Sec. V, we compare the numerical simulation of neutron-scattering intensities for nearest-neighbor spin ice with the theory from the Husimi-cactus calculation. Section VI compares theory and neutron-scattering data. In Sec. VII, we broaden the field, showing how our results apply generally to frustrated ferromagnets and antiferromagnets on pyrochlore and related lattices, and we conclude in Sec. VIII.

**II. TOPOLOGICAL SECTORS IN SPIN ICE**

Let us first characterize a model system, of size $L$, with periodic boundaries and, only afterwards, relate its properties to experimental observables. We study the

![FIG. 1.](image-url)
nearest-neighbor spin-ice model (NNSI) [31] with vector spins of unit length, \( \vec{S}_i \), placed on the vertices of a pyrochlore lattice. The lattice is constrained to lie along the body- centered crystal-field directions of the tetrahedra: \( \vec{S}_i = \pm \vec{d}_i \) (see Fig. 1). The NNSI also has ferromagnetic-exchange interaction \( J > 0 \). The model maps onto Anderson’s Ising antiferromagnet [36] with exchange constant \( J' = -J/3 \) [37] through the definition of Ising pseudospin variables \( \sigma_i = \vec{S}_i \cdot \vec{d}_i \). However, it is the ferromagnetic spin-ice model that is physically realizable: The Ising pyrochlore antiferromagnet with a single easy axis cannot represent any real magnetic system, as its Hamiltonian breaks the cubic lattice symmetry [31]. The ensemble of ground states satisfying the ice rules of two spins in and two out, or \( \sum_{i=1}^N \sigma_i = 0 \), on each tetrahedron is a Coulomb phase [24,25] and leads to the Pauling zero-point entropy [38,39] (see Fig. 1). In this paper, we consider cubic systems with \( L^3 \) unit cells and \( N = 16L^3 \) spins. Throughout the paper, as we have in mind comparisons with \( \text{Ho}_2\text{Ti}_2\text{O}_7 \), we take \( J = 1.8 \) K, the value found to best parametrize thermodynamic measurements of this spin-ice material with nearest-neighbor coupling [34]. The strong uniaxial crystal fields [40] make the magnetic degrees of freedom Ising-like up to the 100 K energy scale, as discussed in more detail in Sec. IV B.

A microstate of the Coulomb phase can be classified by a set of strings of alternating out, in, out . . . spins that wind through the system along each of the cubic axes. In other words, any spin \( \vec{S}_i \) with a downward (upward) projection along a given cubic axis always has at least one nearest neighbor above and below it with the same downward (upward) projection (see Fig. 1). Connecting these spins draws a map of strings spanning the system from top to bottom in the negative (positive) direction. We define an individual string, which does not necessarily close on itself, as an object spanning the system once along one cubic axis, so each string is composed of \( 4L \) spins. Hence, each microstate has \( n_k^- (n_k^+) \) strings spanning in the negative (positive) direction along cubic axis \( \hat{k} \), such that the total number, \( n_0 = n_k^- + n_k^+ = 4L^2 \), equals the number of spins on a plane of the pyrochlore lattice perpendicular to \( \hat{k} \). Each spin belongs to three strings threading along \( \hat{x}, \hat{y}, \) and \( \hat{z} \). Two strings threading through a tetrahedron in the same direction \( \hat{k} \) are indistinguishable and can, in fact, be mapped onto the world lines of bosons living in the \( (d - 1) \)-dimensional space perpendicular to the string direction [41–43]. One can define a topological sector for each configuration through a winding vector \( \vec{w} = (w_k = n_k^+ - n_k^-)_{k=x,y,z} \); whose components are even integers taking values between \( \pm 4L^2 \). \( \vec{w} \) therefore constitutes a topological invariant with \( U(1) \) symmetry.

Spin fluctuations within the Coulomb phase are nonlocal and limited to the flipping of a closed loop of spins identified in two categories (see Fig. 2). First, a nonwinding loop of spins closes within the system. This kind of spin moves the system between microstates of a given topological sector, rearranging the string network without changing the winding number. Second, a winding loop closes on itself after passing one or more times through the periodic boundaries. Each passage flips a string of spins and changes the topological sector through a change in one component of the winding vector by 2. We define a topologically ordered system as one that is restricted to a single topological sector.

In model systems, the Coulomb phase space can be sampled directly in simulations by using a nonlocal worm algorithm [44,45]. The worm is a virtual sequence of spins that burrows through the system until it closes on itself, becoming a loop move that maintains the ice rules. Using the worm algorithm, one can test for topological order, or topological-sector fluctuations, without invoking ergodicity arguments. While transitions to topologically ordered states do exist [28,41–43,47–49], no such transition occurs in the NNSI in the zero field, and we find that sector fluctuations are maintained in the Coulomb phase.

Of course, in reality there are no worm dynamics. Rather, magnetic monopoles, which are deconfined topological defects [50,51], provide local dynamics [52], and their creation and annihilation allow for the sampling of different constrained states. Sector fluctuations occur as topological defects are created, wind through the periodic boundaries, and are destroyed. A system-spanning loop update of the worm algorithm is therefore nothing more than a fast forward of such a trajectory for a single pair of topological defects. The same topological defects that provide the dynamics decouple the topological-sector information from the magnetization for length scales above their mean separation. This decoupling happens because...
the magnetization of a lattice plane that cuts a line between the pair of defects is different from one that does not. Hence, strictly speaking, such fluctuations can never be seen in the thermodynamic limit. Pragmatically, there is, of course, a limit for the defect concentration, below which the magnetic fluctuations faithfully represent those of the topological sector. We are able to reach this temperature in simulation and approach it in experiment, allowing us to extract information about fluctuations of the topological sector from the temperature range where the concentration of topological defects is finite.

Topological order may also be defined heuristically in classical spin liquids as a lack of ergodicity between configurations with different topological invariants (see, e.g., Ref. [53]). In this paper, following the discussion above, we show that, in the NNSI with periodic boundaries and in Ho₂Ti₂O₇, this heuristic definition of topological order is not required, as on decreasing the temperature the fate of the topological sector fluctuations is decided before ergodicity is lost.

The winding vector \( \vec{w} \) is a direct measure of the difference between upward and downward projections along each cubic axis, making it proportional to the magnetic moment: \( \vec{M} = (4L/\sqrt{3})\vec{w} \). Magnetic fluctuations of a system in the Coulomb phase are therefore a direct measure of topological-sector fluctuations: Nonwinding loop fluctuations carry no magnetic moment, while winding ones carry a magnetic fingerprint of the change in topological sector. Each sector is associated with an extensive subset of states with constant magnetization connected by nonwinding loop moves, while magnetic fluctuations correspond to a change in topological sector. Susceptibility measurements could therefore be used as a diagnostic of both the crossover from the high-temperature paramagnetic phase into the constrained phase and the extent of topological-sector fluctuations at low temperatures.

III. SPIN ICE ON A HUSIMI CACTUS

We calculate both the magnetic susceptibility and the pseudospin susceptibility for Ising spins exactly on a Husimi cactus of corner-sharing tetrahedra. This approach preserves the coordinates of the pyrochlore lattice but neglects nonwinding loops (see Fig. 1). Although this approach gives an approximation of the pyrochlore lattice, previous work [41] suggests that it should provide an excellent basis for describing magnetic fluctuations, as it allows system-spanning strings of flipped spins and hence winding-number fluctuations. The approach is reminiscent of the cluster-variation method developed in Ref. [54]. Spins on the \((n + 1)\)th shell (green in Fig. 1(b)) have three equivalent neighbors and one neighbor on the \(n\)th shell (blue in Fig. 1(b)). The total partition function is built up recursively by summing over the degrees of freedom of the spins from the \((n + 1)\)th shell while holding the spin on the \(n\)th shell fixed, with an external field \(h\) along the \(z\) axis breaking the up-down symmetry [55,56]. In order to neglect boundary effects, thermodynamic quantities, such as the longitudinal susceptibility \(\chi\), are extracted from the center of the cactus:

\[
\chi = \left( \frac{\partial m_z}{\partial h} \right)_{k=0} = \frac{2\beta}{3} \frac{1 + e^{2\beta J}}{2 + e^{2\beta J} + e^{-6\beta J}}, \tag{1}
\]

where \(m_z = \langle \sum_{i} \sigma^z_i / N \rangle\), and \(\langle \cdots \rangle\) is a thermal average. Here and throughout the paper, our susceptibility has dimensions of inverse temperature. To compare with experiment, the susceptibility must be multiplied by 3\(C\), where \(C\) is the normal Curie constant in the SI units system: \(C = \mu_0 \mu^2 N_{\text{Ho}} / 3V = 4\) K for Ho₂Ti₂O₇, where \(\mu_0\) is the vacuum permeability, \(\mu\) is the magnetic moment operator for Ho³⁺, \(N_{\text{Ho}}\) is the number of Ho ions, and \(V\) is the system volume.

The asymptotic limits of \(\chi(T)\) [44,51] reveal a crossover between collective paramagnetic regimes that are unconstrained and constrained, with the Curie constant scaled by a factor of 2:

\[
\chi(T \to \infty) \sim 1/3T, \quad \chi(T \to 0) \sim 2/3T. \tag{2}
\]

The factor of 1/3 at high temperatures is a necessary property of a system with cubic space symmetry, familiar in the case of a Heisenberg paramagnet where an applied field couples to fluctuations in only one of the three Cartesian components of the magnetization. We refer to the low-temperature behavior as the “spin-liquid Curie law.” Although spin ice has local easy-axis anisotropy, it is isotropic in linear response, like a Heisenberg ferromagnet, as can be seen within the Husimi-cactus calculation. This symmetry is a key property of spin ice and is related to the almost-perfect screening of the long-range interactions in the Coulomb phase of the dipolar spin-ice model [57,58]. Further insight into this low-temperature crossover can be gained from the pseudospin susceptibility (cf. Fig. 1)

\[
\chi_0 = \left( \frac{\partial m_0}{\partial h_0} \right)_{h=0} = \frac{4\beta}{3} \frac{1 + e^{-6\beta J}}{4 + 6e^{2\beta J} - 2e^{-6\beta J}}, \tag{3}
\]

where \(m_0 = \sum_{i} \sigma_i / N\) and where \(h_0\) is parallel to the global pseudospin axis and thus conjugate to \(m_0\). The asymptotic limits of \(\chi_0\) are

\[
\chi_0(T \to \infty) \sim 1/T, \quad \chi_0(T \to 0^+) \sim \frac{2e^{-2\beta J}}{3T} \tag{4}
\]

without the factor of 1/3, as all pseudospins are parallel to the field. As the constraints are imposed, the pseudospin moment vanishes on each tetrahedron, and \(\chi_0\) falls to zero on the same temperature scale as the crossover of \(\chi\) between the two Curie laws for the system with real spins (cf. Fig. 3), reinforcing our claim that this crossover can be used as a signal of the system entering the Coulomb phase and as an indicator of topological-sector fluctuations at low temperatures.
and/\(C_{31}\) between cactus. Within the Coulomb phase, the total correlation where the summation is over the shells of the Husimi pseudospin susceptibilities showing the temperature dependence.

FIG. 3. Analytical and numerical calculations of the spin and pseudospin susceptibilities showing the temperature dependence for spins, from Eq. (1), and \(3\chi_0 T\) for pseudospins, from Eq. (3). All data are for \(J_{\text{eff}} = 1.8\) K. The susceptibility of the NNSI model obtained by MC simulation is also compared with the analytical theory.

This result can be attained from fluctuations as well as response, which exposes the origin of the crossover in terms of correlations. The susceptibility can be written as

\[
3\chi T = 1 + \sum_{i \neq 0} (S_i \cdot S_0),
\]

where the summation is over the shells of the Husimi cactus. Within the Coulomb phase, the total correlation between \(i\)th nearest neighbors is \(\langle S_i \cdot S_0 \rangle\) [55,56], and \(\chi = 2/3T\) is recovered upon the summation over all shells. We find that most (98\%) of the crossover is accounted for by the first three shells, i.e., within a sphere of radius \(r \leq a\). This calculation shows explicitly how integration over all space leads to a masking of the long-range part of the correlations generated by the topological constraints. Hence, we obtain enhanced paramagnetic fluctuations, rather than the critical scattering one might have expected. However, the change of scale as one passes from high to low temperatures is confirmed in simulations with the full connectivity of the pyrochlore lattice (see Sec. V), where the algebraic dipolar correlations are recovered. The factor of 2 between the two regimes appears to be related to the dimensionless stiffness of the Coulomb phase flux field [26].

Comparison with Monte Carlo simulations gives excellent agreement between analytics and numerics, as shown in Fig. 3, where we show both \(T\chi\) and \(3\chi_0 T\) from simulations of the NNSI using the worm algorithm. The data agree with the analytic prediction, within numerical error, over the entire range of temperature from 100 K to around 0.7 K, at which point the system enters the asymptotic regime characterized by Eqs. (2) and (4). A closer look at \(T\chi\) as \(T \to 0\), taken from Ref. [44], gives an estimate of \(T\chi = 0.66735 \pm 0.0003\), very close (but not equal) to the 2/3 predicted by the Husimi cactus. The first correction to the Husimi-cactus calculation is a loop fluctuation around a six-spin hexagon. These fluctuations appear at the level of the third shell, whose contribution to the susceptibility is already very small, and are consistent with the Husimi calculation’s being an excellent approximation for magnetic fluctuations of the NNSI model.

IV. BULK SUSCEPTIBILITY FOR Ho\(_2\)Ti\(_2\)O\(_7\)

A. Comparison with the Husimi cactus

We now move from the model to real materials, which have no periodic boundaries, so no winding of loops, but any finite window has strings running through it as in the periodic system. Although boundary effects may change the string statistics [22], the same picture of strings and closed internal loops should hold, motivating a detailed comparison between model systems and experiment. Among the frustrated pyrochlore magnets, Ho\(_2\)Ti\(_2\)O\(_7\) is generally considered one of the best candidates for a spin-ice material. In Fig. 4, we superimpose experimental data from susceptibility measurements for a single crystal of Ho\(_2\)Ti\(_2\)O\(_7\) taken between 3 and 15 K, with data corrected to take demagnetizing fields into account. The experimental moment is scaled to 96\% of its full value of \(\mu = 10\mu_B\) to get the best fit. Even when taking into account this scale factor (which is close to unity), the agreement between experiment, theory, and simulation is remarkably good, indicating that the bulk susceptibility does indeed approach the TSF regime as the temperature becomes of order \(J\). Measurements from a powder sample are compatible with this conclusion [59].

B. Consequences for the Curie-Weiss law

Unfrustrated ferromagnetic or antiferromagnetic order begins at a temperature scale set by the Curie-Weiss temperature, \(\Theta_{\text{CW}}\), estimated from a high-temperature expansion for the magnetic susceptibility.
Expanding Eq. (1) to order $O(\beta)$, one finds $\Theta_{CW} = 2J$ for the NNSI. A standard picture of frustrated compounds proposed by Ramirez [60] is that frustration hinders ordering down to a lower temperature, $T^* \ll \Theta_{CW}$, with $T^* \to 0$ for a classical or quantum spin liquid. This is the case for spin ice, although the susceptibility approaches a spin-liquid Curie law, characteristic of topological-sector fluctuations, rather than falling to zero at low $T$, as in an antiferromagnetic spin liquid with gapped magnetic excitations. The crossover between the two Curie laws occurs over a very wide range of temperatures so that, while the TSF regime is reached at around 1 K, the paramagnetic Curie law is reached only above 100 K. This requirement to reach rather high temperatures to access the true Curie-Weiss law is important for comparison with experiment: 100 K is outside the temperature range over which $\text{Ho}_2\text{Ti}_2\text{O}_7$ is well approximated by spin-ice models, as the rare-earth single ion $\text{Ho}^{3+}$ starts to lose its Ising nature, becoming more Heisenberg-like at high temperatures [40,61]. Although this scale is well above that set by $J$, it is still in the crossover regime. Setting $J = 1.8$ K, the canonical value $\text{Ho}_2\text{Ti}_2\text{O}_7$ gives $\Theta_{CW} = 3.6$ K, which is noticeably larger than the estimate from the bulk-magnetometry measurements for $\text{Ho}_2\text{Ti}_2\text{O}_7$ that are shown in Fig. 5 [34]. In Fig. 5, we plot the data for $1/\chi$ for the bulk susceptibility against temperature, together with theory and simulation. The data, now scaled by an effective moment that is 96% of the full moment, compare extremely well with a Curie-Weiss law with $\Theta_{CW} \sim 1.9$ K, but lie far from the true Curie-Weiss law with $\Theta_{CW} = 2J = 3.6$ K. In the crossover region, the measured estimate of the Curie-Weiss temperature thus depends on the temperature window used for the fit, leading to an uncertainty in $\Theta_{CW}$. However, as the frustration parameter is an order-of-magnitude concept, this conclusion has only a minor impact on its utilization.

V. SIMULATIONS OF THE SCATTERING FUNCTION $S(\mathbf{Q}, T)$

The scattering function $S(\mathbf{Q}, T)$ measured from diffuse unpolarized neutron-scattering intensity in the static approximation is defined as

$$S(\mathbf{Q}, T) = |f(\mathbf{Q})|^2 \left( \sum_{i=1}^{N} |S_{i\perp}\mathbf{e}^{i\mathbf{Q}\cdot r_i}|^2 \right).$$

FIG. 5. $1/\chi$ vs $T$ for bulk-magnetometry measurements of a single crystal of $\text{Ho}_2\text{Ti}_2\text{O}_7$ (green triangles), Monte Carlo simulation of the nearest-neighbor spin ice (red dots), and the analytical result from the Husimi cactus, Eq. (1) (solid blue line). The dashed lines show Curie-Weiss laws for $\Theta_{CW} = 2J = 3.6$ K (thin line) and $\Theta_{CW} = 1.9$ K (thick line). The susceptibility is expressed in CGS units cm$^3$ mol$^{-1}$. 

where $S_{i\perp}$ is the component of a spin at $r_i$ orthogonal to the scattering vector $\mathbf{Q}(q_x, q_y, q_z)$, and where $\langle \ldots \rangle$ represents a thermal average at temperature $T$. $f(\mathbf{Q})$ is the magnetic form factor for $\text{Ho}^{3+}$ ions, which we are able to take as unity throughout the paper. $S(\mathbf{Q}, T)$ has previously been evaluated within a mean-field approximation to the dipolar spin-ice model [62]. In this section, we test the generic physics of the Curie-law crossover in the near-neighbor approximation. In the following section, which deals with simulation, the form factor is set to unity, while, when comparing with experimental data, we divide $|f(\mathbf{Q})|^2$ out of the problem by scaling the scattering intensity to our theoretical prediction at a fixed high temperature. (See Secs. V and VI). $S(\mathbf{Q}, T)$ is the Fourier transform of the thermally averaged two-spin correlation function, so it is related to the wave-vector-dependent susceptibility.

In the paramagnetic phase, Eq. (7) becomes

$$S(\mathbf{Q}, T \to \infty) = \left\langle \sum_{i=1}^{N} (S_{i\perp x}^2 + S_{i\perp y}^2) \right\rangle = \frac{2N}{3},$$

where $x'$ and $y'$ are the axes of the plane orthogonal to $\mathbf{Q}$. As a spin ice is cooled into the Coulomb phase, $S(\mathbf{Q}, T)$ develops a strong $\mathbf{Q}$ dependence with, in particular, the appearance of the pinch points [25,27,63] that are characteristic of the local divergence-free constraint imposed by the ice rules. Figure 1 shows a map of $S(\mathbf{Q}, T)$ generated from Eq. (7), in the $[h, h, \ell]$ plane of reciprocal space, for the NNSI as the Coulomb phase is approached. The wave vectors are in units of $2\pi/a$, where $a$ is the side of a 16-site cubic unit cell. The pinch points, narrow regions of intense diffuse scattering, can be seen at the reciprocal lattice vectors $[0,0,2], [1,1,1], [2,2,2]$; i.e., at Brillouin-zone centers for the face-centered cubic lattice of the pyrochlore structure. Near the [0,0,2] pinch point, the scattering is expected to take the form

$$S(\mathbf{Q}, T) = C(T) \frac{\tilde{q}_x^2 + \xi_{ice}^{-2}(T)}{\tilde{q}_x^2 + \tilde{q}_y^2 + \tilde{q}_z^2 + \xi_{ice}^{-2}(T)},$$

where $\tilde{q}_x = q_x$, $\tilde{q}_y = q_y$, and $\tilde{q}_z = q_z - 2 \times (2\pi/a)$ and where, following Younghblood and Axe [63], $\xi_{ice}(T)$ is a characteristic length for the Coulomb phase [25,29]. The amplitude $C(T)$, which is the value of $S(\mathbf{Q})$ at the
singular point \( \vec{q}_s = \vec{q}_t = \vec{q}_z = 0 \), comes from transverse magnetic fluctuations: They are described by spin fluctuations in the plane perpendicular to the wave vector \( \vec{q}_z \) that describes them. \( S(\vec{Q}, T) \) is therefore coupled to two spin components and so should constitute two contributions from the bulk susceptibility \( \chi \). This expression predicts a ridge of intense diffuse scattering of constant amplitude along the cubic axis \( (\vec{q}_x = \vec{q}_y = 0) \), whose width is limited by \( \xi^{c,2}_z \) at the pinch point: By continuity, as \( \vec{Q} \) goes to zero, \( S(\vec{Q} = [0, 0, \ell], T) = C(\ell) = 2N\chi \), which scales as \( 4N/3 \) as \( T \) goes to zero, while at higher temperatures, as \( \xi^{c,2}_z \) becomes microscopic, the pinch point broadens and one crosses back to isotropic homogeneous paramagnetic scattering, with \( S(\vec{Q}, T) \) independent of \( \vec{Q} \) and scaling at around \( 2N/3 \). As a summary, we expect

\[
S(\vec{Q}, T) = 2N\chi(T) \begin{cases} \forall \vec{Q} & T \to \infty \\ \forall \vec{T} & \vec{q} \to \vec{0}. \end{cases}
\]  

(10)

In Fig. 6(a), we show simulation results for the NNSI for \( 3S(\vec{Q}, T)/2N \) as a function of temperature for different values of \( \vec{Q} \). For \( \vec{Q} \) along \( [0, 0, \ell] \), the simulation results confirm the above scenario to a high degree of accuracy, as results at the Brillouin-zone boundary \([0,0,1]\) and center \([0,0,2]\) follow the theoretical expression given by the cactus calculation within numerical precision between \( T = 0.7 \text{ K} \) and \( T = 1000 \text{ K} \). This agreement should also be true for scattering at any pinch point, as confirmed for the point at \([1,1,1]\). The data here, extending down to 0.02 K, have been generated using the loop algorithm, while those for \([0,0,1]\) and \([0,0,2]\) come from local, single spin-flip dynamics. For the latter, the system freezes in the 0.6–0.7-K regime, as expected, as the density of magnetic monopoles falls to zero. However, the crossover to the regime of topological-sector fluctuations is completed before ergodicity is lost. Away from the line of high symmetry \([0, 0, \ell] \) and from pinch points, the scattering intensity fails to develop as the constraints are imposed but remains larger than the high-temperature asymptote. As seen from the data at \([1,1,0]\) and \([2,2,0]\), the topological-sector information is not contained in these projections, or at least not in a straightforward way.

A. Scattering along the ridge

The pinch-point function [Eq. (9)] is arranged to give scattering of constant amplitude along \([0, 0, \ell]\) [63]. It is perhaps surprising, however, to find that, for the numerical scattering from the NNSI, this long-wavelength expression holds all the way from the zone center (pinch point) to the zone boundary. The \( \vec{q} = (\vec{q}_x, \vec{q}_y, \vec{q}_z) \) independence is a consequence of the collective paramagnetism yielding diffuse, rather than either Bragg or critical, scattering. At finite \( \ell \), away from the zone center along the cubic axis \([0, 0, \ell]\), one observes topological-sector fluctuations in an effective system with reduced size of approximately \( 2\pi/|\ell| \). This effective system has only small finite-size corrections to the thermodynamic limit.

Specifically, for \( \vec{q} \) along \( \ell \), we are interested in fluctuations in \( M_\ell \propto w_\ell \) and \( M_y \propto w_y \). The strings of alternating “out-in-out-in . . .” spins along a given cubic axis behave as random walkers in the perpendicular plane [64,65]. Thus, those strings oriented along the \( \ell \) axis have a ballistic trajectory in this direction but make a diffusive random walk in the \((\ell, \ell)\) plane. String correlations are therefore lost when the extension of the string in the \( \ell \) direction exceeds \( \lambda = 2\pi/|\ell| \). If the number of steps along the \( \ell \) axis is \( \ell_\ell \), the diffusive orthogonal extension in the \((\ell, \ell)\) plane is approximately \( \sqrt{\lambda} \). For a string oriented along the \( y \) axis, each tetrahedron provides two possible paths, alternatively, along the \([1,0,1]\) and \([1,0,1]\) axes. Hence, such strings make an almost isotropic random-walk step in the \((\ell, \ell)\) plane after spanning two tetrahedra. As there are four tetrahedra in a cubic cell, a step length is \( a/2 \). Fixing the perpendicular extension as \( (a/2)\sqrt{\lambda} \) gives \( \ell_\ell \sim (2\lambda/a)^{1/2} \), a number that is always greater than unity, even at the zone boundary, where \( \lambda = a \) and \( \ell_\ell \) spans two cubic cells. Hence, even at the zone boundary, we are observing strings for a system of large enough effective size to be essentially in the asymptotic regime where one can observe topological-sector fluctuations. Although this argument

![FIG. 6. Wave-vector-dependent susceptibility compared to theory. Panel (a): Simulations of the NNSI model at selected \( \vec{Q} \) points, obtained from Monte Carlo simulation. Panel (b): Temperature dependence of \( S(\vec{Q}, T) \) measured for \( \text{Ho}_2\text{Ti}_2\text{O}_7 \) (see text for details), compared with theory.](011014-7)
relates to a window of finite size embedded in a larger system, rather than to one with periodic boundaries [22], the soft effective boundaries provided by a finite-scattering wave vector appear to give similar results, allowing a constant scattering amplitude along the entire \([0,0,\ell]\) ridge.

In pictorial terms (see Fig. 2), a neutron with momentum transfer \(2\pi/\lambda\) will not detect closed loops on that scale, as such loops do not change the two-point correlation function \(g(r = \lambda)\), or the magnetic moment calculated over an area incorporating the loop. However, such a neutron will be sensitive to fluctuations on a larger scale \((r > \lambda)\), which appear as fluctuations of strings as a result of the anisotropic scaling of the string trajectory. Hence, the strings should give essentially uniform scattering right up to the zone boundary.

For a detailed theoretical discussion of the pinch point physics, see the recent paper by Sen et al. [66].

VI. NEUTRON SCATTERING EXPERIMENTS ON Ho2Ti2O7

We now compare our theoretical and numerical findings with experimental measurements of \(S(\mathbf{Q})\). In Fig. 6(b), we show \(S(\mathbf{Q})\) for several \(\mathbf{Q}\) values in the \([h,h,\ell]\) plane from single-crystal neutron-scattering experiments of Ho2Ti2O7. (See the Appendix for details.) For each data set, the intensity is scaled to the value of the susceptibility estimated from the Husimi cactus at a single temperature between 30 and 100 K. There are no fitting parameters for the temperature axis. One can immediately see that the total intensity at or near the zone boundaries \([0,0,0.9]\) and \([0,0,3]\) is in remarkably good agreement with theory and simulation and shows the clear signature of a crossover between paramagnetic fluctuations and topological-sector fluctuations. The departure from the theory at high temperatures is most likely due to increasing thermal population of higher crystal-field levels leading to a loss of elastic spectral weight, an effect that cannot be captured by the ideal Ising spins of the theory.

However, the situation is very different at the pinch point \([0,0,2]\). After an initial increase above the Curie law below 30 K, the value of the scattering intensity stagnates and even decreases as the temperature dips below 3 K. Even though experiment does not follow the NNSI, the pinch points become sharply developed at low temperatures, indicating that the topological constraints are imposed to an excellent approximation [29]. We also show the evolution of the scattering intensity at points along the \([h,h,0]\) axis. The data for \(h = 3/2\) are similar to the numerical scattering data from the NNSI when scaled to the theoretical susceptibility at high temperatures. As the temperature is reduced, the intensity increases slightly before approaching a plateau, well below the theoretical predictions for scattering along the cubic axis \([0,0,1]\). This result is to be expected, as the spin components perpendicular to this low-symmetry direction fail to capture the correlations of the Coulomb phase.

The differences in behavior at the zone center and at the zone boundaries shows that in Ho2Ti2O7, unlike in the NNSI model, not all Pauling states have the same weight. This observation suggests that states with closed loops of flipable spins on many length scales, which are characterized by strong pinch-point scattering, have a lower weight than states characterized by short loops only, which have enhanced scattering intensity at the zone boundaries. Such a variation is consistent with the phenomenology of Youngblood and Axe [63], whose free-energy functional allows for the variation in scattering amplitude along the \([0,0,\ell]\) ridge. The variation is apparent in both Ref. [29], where polarized neutron scattering was required to expose the pinch points, and Ref. [67], where unpolarized scattering in the related spin-ice material Dy2Ti3O7 tends toward a pattern characteristic of closed six-spin loops, leaving pinch points of much-reduced amplitude. The long-range nature of the dipolar interactions could be at the origin of the varying amplitude. In the dipolar spin-ice model, the degeneracy of the Pauling states is weakly lifted, although the ensuing phase transition [68] is not observed experimentally. Further neighbor-exchange coupling has also been evoked to explain states dominated by six-spin loops [67]. More exotically, it has also recently been shown [13,14,69,70] that quantum fluctuations can favor states with only short loops and that the inclusion of quantum fluctuations over short loops in a nearest-neighbor spin-ice model can produce simulated neutron-scattering patterns that look remarkably similar to those for Ho2Ti2O7 [29].

The intensity variation along the \([0,0,\ell]\) ridge is further investigated in Fig. 7, where we replot data from Ref. [29]. In part (a), we show data at a sequence of points on \([0,0,\ell]\) as a function of temperature. In each case, the scattering intensity is scaled to the predicted susceptibility at 20 K. A continuous evolution away from the theoretical curve is visible between \([0,0,3]\) (the zone boundary) and \([0,0,2]\) (the zone center). In part (b), we show the evolution of scattering intensity at \(T = 1.7\) K for all \(Q\) points along the ridge and compare this evolution with the theoretical expectation at this temperature. The points are folded into a single Brillouin zone. The falloff in scattering intensity along the ridge is approximately linear, with perhaps a hint of curvature toward a constant value above \(\ell = 0.8\). The linear evolution of intensities between the values we have developed for a paramagnetic and those for a spin-liquid Curie law would indicate that there is, in fact, no characteristic scale above which \(S(\mathbf{Q})\), and hence the magnetic susceptibility, returns to the paramagnetic regime. A tentative conclusion, compatible with the observation of pinch points, is therefore that topological-sector fluctuations are maintained, although with reduced amplitude, up to a macroscopic length scale. A word of caution, however: 1.7 K is above the temperature at which the susceptibility
reaches the asymptotic value characteristic of TSF in the NNSI. For the model system, and presumably for other systems with short-range interactions, we are able to extrapolate to this regime and make clear statements concerning the topological sectors. A full investigation of whether this argument is true in the dipolar spin-ice model would require extensive numerical simulation, which is beyond the scope of the present work.

As, strictly speaking, the excitation of monopoles destroys the Coulomb phase, one might consider the $[0,0,\ell]$ ridge intensity to be modulated by a characteristic scale related to the monopole separation. At 1.7 K, this length scale is now estimated to be $\xi_m \sim 15$ Å [71], giving a characteristic wave vector of $2\pi/\xi_m \sim 0.68$, in rough agreement with the $\ell = 0.8$ estimated above. However, we do not believe the $[0,0,\ell]$ ridge to be modulated in this way, as the monopole separation, which controls the pinch-point width, evolves more rapidly with temperature than does the ridge modulation (consistent with the phenomenology of Youngblood and Axe [63] when translated to magnetism). More measurements are needed to examine this point in detail, but it is worth noting here that the absence of any monopole-related length scale for ridge modulation is consistent with the observed robustness of $S(Q)$ to a small but finite concentration of monopoles. In the inset of Fig. 7(b), we show the $|Q|$ dependence of the scattering at 20 K compared to the (scaled) magnetic form factor of $\text{Ho}^{3+}$ (pink line). The 20-K scattering was used as the scale factor for the comparison between theory and experiment at lower temperatures, which therefore removed the form-factor dependence from the experimental data.

Loss of ergodicity could also be responsible for the observed differences between experiment and theory, but we do not believe that to be the case. In all instances, as we have already discussed for numerical simulation, the fate of the comparison between experiment and theory is determined at a temperature above the characteristic $T \sim 0.6$ K, where a splitting occurs between field-cooled and zero-field-cooled susceptibilities [72]. This loss of ergodicity is driven by the rarefaction of topological defects, which hinders magnetic relaxation both in numerical simulations and in experiment [52,72–76] and will ultimately lead to ergodicity breaking between topological sectors [53]. However, the crossover to the low-temperature spin-liquid susceptibility is completed before ergodicity is lost, allowing for an extrapolation into the Coulomb phase with associated topological-sector fluctuations.

Finally for this section, we remark that the bulk-susceptibility measurements are in close agreement with the predictions of the NNSI, as regards the Curie-law crossover (Figs. 4 and 6). At first sight, this result is surprising, given that the susceptibility estimated by neutron scattering at the Brillouin-zone center (0,0,2) does not show the full crossover. To explain this difference, one should consider, among other things, that the neutron scattering, even at the zone center, probes spin correlations over much smaller length scales than the bulk measurement. The applied field for the bulk measurement is corrected for the spatial truncation of the magnetic dipole-dipole interaction by using a standard demagnetizing factor, while agreement between neutron scattering and bulk measurements occurs through the fluctuation-dissipation relation. Tracking down the precise cause of the difference defines an intriguing problem for future consideration.

VII. TOPOLOGICAL SECTORS IN OTHER SYSTEMS

Finally, we address the question of generality, as we have argued that the enhanced fluctuations occurring in spin ice at low temperatures provide an implicit measure of emergent gauge phenomena and consequent fluctuations...
in the topological sector of the gauge constraint. Similar emergent phenomena have recently been reported in classical dimer systems [77] and in magnetic pyrochlore, kagome, and checkerboard systems [22–26,78]. In spin-lattice models and materials, the gauge field is proportional to the coarse-grained field of magnetic moments. Hence, it is directly accessible through both bulk-measurement and scattering experiments. This direct access to the gauge field [29] makes spin ice of particular interest in this context, as we have shown here. In pyrochlore antiferromagnets, the gauge field is a hidden property of the rule of satisfied units [79] and essentially corresponds to an inverse mapping between antiferromagnetically coupled spins and ferromagnetically coupled pseudospins. The latter resemble the spin-ice degrees of freedom and form an effective magnetic field within a coarse-grained description [24]. Hence, the physics of the emergent gauge field is common to both classes of systems. For the Heisenberg antiferromagnet, within a Gaussian approximation, the susceptibility for the pseudospin degrees of freedom is enhanced by the same factor of 2 as the susceptibility in spin ice, as the system is cooled into the Coulomb phase, and is related to the stiffness of the Coulomb phase flux field [26]. Although the pseudospin degrees of freedom are not accessible through bulk measurement, their presence appears in magnetic scattering in the form of $S(Q)$ maps with pinch points of differently detailed form from those for spin ice but encoding equivalent information. For nearest-neighbor models, one finds lines of constant scattering, this time along the [$h, h, 0$] axes. As further neighbor interactions are added, the intensity at the Brillouin-zone center is found to dip [26], even though the lowest energy states remain within the topologically constrained phase space. This result seems in complete analogy with our experimental observations along the $[0, 0, \ell]$ axis in spin ice, giving weight to our interpretation in terms of topological-sector fluctuations of varying intensity, as the effective length scale, $\ell \sim 1/|Q|$, changes from the zone center to the zone boundary.

**VIII. CONCLUSION**

The local divergence-free constraint of the Coulomb phase in spin-lattice materials allows a decomposition of the ground-state ensemble in terms of topological sectors. Fluctuations between sectors are clearly visible through susceptibility measurements, as the winding numbers characterize the sectors are directly proportional to the magnetization. This is true only in the Coulomb phase, and, as the system settles into that phase, dipolar spin correlations develop, giving a Curie-law crossover between paramagnetism and fluctuations characteristic of the topological spin-liquid phase. The scale factor between the two Curie laws is exactly 2 for our nearest-neighbor model on a Husimi cactus and 2 to a very close approximation for the NNSI model on a pyrochlore lattice. For other systems, it may take different values, but the crossover itself appears quite general and, together with the observation of pinch points, can be taken as an indicator of topological-sector fluctuations.

We have compared analytical and numerical results for the nearest-neighbor spin-ice model with bulk-magnetometry measurements and neutron-scattering measurements through the structure function $S(Q, T)$ for a single crystal of Ho$_2$Ti$_2$O$_7$. We find quantitative agreement between theory and experiment for bulk magnetometry and for scattering at large $Q$, but near the pinch point, at small wave vectors, the experimental scattering intensity is suppressed compared with theory. We show, however, that the amplitude suppression is not characterized by a single length scale, even though the mean monopole separation scale is in the center of the range of scales probed by neutron scattering at low temperatures. More experimental and theoretical work is required to understand these mechanisms in detail.

We believe this Curie-law crossover is, in fact, a general feature of many frustrated systems [56], apparent as TSF in spin-lattice materials and encoded into the scattering pattern of related antiferromagnets. As a consequence, the standard Curie-Weiss picture at high temperatures appears to be incomplete and should be used with caution. Further work in this direction, and, in particular, in potential quantum spin-liquid compounds—herbertsmithite [80], Tb$_2$Ti$_2$O$_7$ [81–83], Yb$_2$Ti$_2$O$_7$ [12,84]—would be particularly interesting.

It is remarkable that, in spin ice, a completely local probe readily accessible by experiment is able to identify fluctuations between topological sectors, i.e., the difference between “topological constraints” and “topological order.” Until now, this task necessarily fell to nonlocal probes, such as measures of the winding number, or the topological-entanglement entropy [18,19]. In gapless U(1) quantum liquids, the notion of topological-entanglement entropy is expected to be ill defined [85]. In light of the revelation that there may be other, as yet undiscovered topological invariants in related systems [20,21], it is interesting to speculate whether similar probes may prove instrumental in characterizing this important class of topological order in the future.
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APPENDIX: DETAILS OF NEUTRON-SCATTERING EXPERIMENTS

Neutron-scattering data from three different experiments have been presented. In Fig. 6(b), the temperature dependence of the intensity at [0,0,0] was obtained using a large flux-grown single crystal of Ho$_2$Ti$_2$O$_7$ and IN14 triple-axis spectrometer at the the Institut Laue-Langevin. The IN14 was operated with a graphite monochromator and analyzer. Detailed energy scans of the magnetic scattering showed that it is quasielastic, with an energy width below 0.1 meV for temperatures below about 200 K. We found that, for the temperature scale of interest (0.1–100 K), our measurements integrated all magnetic fluctuations in the relevant energy window and provided a good measure of $S(Q)$. This sample and experimental configuration were also reported in Ref. [86].

The other reciprocal space positions were investigated in a second experiment using a large crystal of Ho$_2$Ti$_2$O$_7$ grown in an image furnace. In this experiment, IN14 was operated in polarized mode, with a Heusler analyzer, giving a similar energy resolution. The reported intensities were obtained by combining measurements of spin-flip and non-spin-flip scattering with vertical incident polarization. Further results of this experiment are as yet unpublished.

The data discussed in Fig. 7 were obtained using the D7 diffuse-scattering spectrometer at the ILL and the second sample mentioned above. These data were extracted from a series of reciprocal space maps, some of which were originally presented in Ref. [29], again combining the spin-flip and non-spin-flip cross sections. In this case, scattering was integrated up to the incident energy (3.5 meV). It is known that there is no significant inelastic scattering in Ho$_2$Ti$_2$O$_7$ in this temperature range [87], and the very small quasielastic broadening [61] would have also been integrated in the triple-axis experiments. Thus, all three experiments correspond equally well to a measurement of $S(Q)$.
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