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Abstract—Recently, communication systems that are both spectrum and energy efficient have attracted significant attention. Different from the existing research, we investigate the throughput and energy efficiency of a general class of multiple-input and multiple-output systems with arbitrary inputs when they are subject to statistical quality-of-service (QoS) constraints, which are imposed as limits on the delay violation and buffer overflow probabilities. We employ the effective capacity as the performance metric, which is the maximum constant data arrival rate at a buffer that can be sustained by the channel service process under specified QoS constraints. We obtain the optimal input covariance matrix that maximizes the effective capacity under a short-term average power constraint. Following that, we perform an asymptotic analysis of the effective capacity in the low signal-to-noise ratio and large-scale antenna regimes. In the low signal-to-noise ratio regime analysis, we utilize the first and second derivatives of the effective capacity when the signal-to-noise ratio approaches zero in order to determine the minimum energy-per-bit and also the slope of the effective capacity versus energy-per-bit curve at the minimum energy-per-bit. We observe that the minimum energy-per-bit is independent of the input distribution, whereas the slope depends on the input distribution. In the large-scale antenna analysis, we show that the effective capacity approaches the average transmission rate in the channel with the increasing number of transmit and/or receive antennas. Particularly, the gap between the effective capacity and the average transmission rate in the channel, which is caused by the QoS constraints, is minimized with the number of antennas. In addition, we put forward the non-asymptotic backlog and delay violation bounds by utilizing the effective capacity. Finally, we substantiate our analytical results through numerical illustrations.
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I. INTRODUCTION

Following the research of Foschini [1] and Telatar [2], multiple-input and multiple-output (MIMO) transmission systems have been widely studied, and it was shown that employing multiple antennas at a transmitter and/or a receiver can remarkably enhance the system performance in terms of both reliability and spectral efficiency [3]. Herein, the information-theoretic analysis of MIMO systems formed the basis to understand the system dynamics [4]–[14]. For instance, the ergodic capacity of MIMO systems was explored and analytical characterizations of spatial fading correlations and their effect on the ergodic capacity were provided in [5]. Moreover, regarding the available information about the channel statistics at the transmitter, the optimal input covariance matrix that achieves the maximum ergodic capacity in a one-to-one MIMO system was investigated in [6]. Considering line-of-sight characterizations in a wireless medium, the structures of the capacity-achieving input covariance matrices were researched as well (see e.g., [12]–[14]).

Meanwhile, the efficient use of energy is a fundamental requirement in communication networks because most of the portable communication devices are battery-driven and environmental concerns are also to be carefully mediated. Thus, energy efficiency along with spectral efficiency is in the focus of attention in prospective transmission system designs. For example, the next generation wireless communication technology, commonly known as 5G, targets to support 10 to 100 times higher data transmission rate while providing 10 times longer battery life than the preceding mobile technology [15]. In this regard, the ergodic capacity of MIMO systems were primarily studied in low-power regimes [16]–[19]. These studies revealed that when the objective capacity function is concave, the minimum energy required to transmit one bit of information, i.e., energy-per-bit, is obtained when the signal-to-noise ratio approaches zero [16]. Subsequently, a more comprehensive energy efficiency analysis was conducted considering any power regime [20]. In particular, MIMO scenarios with Rayleigh fading channel models were investigated and a fairly accurate closed-form approximation for the energy-per-bit was obtained by engaging different power consumption models. Similar investigations were conducted in distributed MIMO systems as well [21].

Another approach that maximizes the spectral efficiency while minimizing the energy-per-bit is to increase the spatial dimension by increasing the number of transmit and/or receive antennas. It was shown that the spectral efficiency improves substantially with the increasing number of antennas while making the transmit power arbitrarily small [22]. On this account, massive MIMO (or large-scale antenna [23]) systems have evolved as a candidate technology for 5G wireless communications [24], [25] and they have been investigated from information-theoretic perspectives [26]–[32]. Particularly, energy and spectral efficiency in the uplink channels of multi-user massive MIMO systems were studied with different information processing techniques such as maximum-ratio combining, zero forcing, and minimum mean-square error...
Quality-of-service (QoS) constraints, which generally emerge in the form of delay and/or data buffering limitations, are generally disregarded when the ergodic capacity is set as the only performance metric. However, the increasing demand for delay-sensitive services such as video streaming and online gaming over wireless networks has brought up the need for a comprehensive investigation of delay-sensitive scenarios [33]. For wireless communications systems with such delay-sensitive services, the ergodic capacity solely is not a sufficient metric. On the contrary, QoS constraints in the data-link layer that are attributed to delay violation and buffer overflow probabilities should be invoked as performance measures as well. Relying on this motivation, cross-layer design goals were acquired as new research grounds. Initial cross-layer analysis in fact was performed in wired networks where the effective bandwidth, which concerns the minimum required service rate from a transmission node given a data arrival process to that node under desired QoS requirements, was introduced as a performance probing tool [34], [35]. In effective bandwidth studies, stochastic nature of data arrival processes were taken into account while assuming service processes with constant transmission rates. However, in contrast to the deterministic nature of wired networks, wireless service links demonstrate generally a stochastic behavior and the instantaneous transmission (service) rates may vary drastically. In this context, the effective capacity, which provides the maximum constant data arrival rate to a transmission node that is sustained by a given stochastic service process under defined QoS constraints, was proposed [36]. The effective capacity is the dual of the effective bandwidth. The concept of the effective capacity has gained a notable attention and it has been investigated in several transmission scenarios, including MIMO systems [37]–[40]. Specifically, point-to-point MIMO scenarios were explored under QoS constraints by employing the effective capacity as the performance metric in the low and high signal-to-noise ratio regimes and the wide-band regime [37]. A comparable analysis was extended to cognitive MIMO systems, where the effects of channel uncertainty on the effective capacity performance of secondary users following channel sensing errors are studied [38]. Regarding the antenna beam-forming, optimal transmit strategies that maximize the effective capacity were derived in MIMO systems with doubly correlated channels and a covariance feedback [39].

Because Gaussian input signaling in certain cases is optimal in the sense of maximizing the mutual information between the input and output in the transmission channel, it has been invoked in many research scenarios. Even though Gaussian input signaling is not practical, it is preferred by many researchers since it typically simplifies the analytical presentations. On the other hand, it is of importance to understand the effects of signaling choice on the system performance, because the type of input signaling may critically affect the tradeoff between the data arrival process to a node and the data service process from that node [41]. A general look at wireless systems employing finite and discrete input signaling methods can be found in [42]–[50]. However, QoS constraints are generally not included in these studies. Particularly, the optimal precoding matrix in a point-to-point MIMO system, which maximizes the mutual information in the low and high signal-to-noise ratio regimes was proposed [42]. With the same objective, channel diagonalization was applied in order to obtain the optimal channel precoder [45], [47], i.e., parallel and non-interfering Gaussian channels are formed to reach the optimal input covariance matrix. In another study [51], the optimal power allocation policy that maximizes the mutual information, named as mercury/water-filling, was shown to be a generalization to the well-known water-filling algorithm. Multi-access systems were studied as well [49], where linear precoding matrices are obtained in order to maximize the weighted sum rate. An extension of the same analysis was performed in scenarios in which transmitters have only statistical information about the wireless channels [50].

Asymptotic analyses in the large-scale antenna regimes were also provided. Here, the notion of mutual information was utilized as the performance metric and the rudimentary relation between the mutual information and the MMSE, which was introduced in [52], [53], was exploited.

In this paper, we focus on a more general MIMO scenario in which input signaling is arbitrary and statistical QoS constraints are imposed as limits on delay violation and buffer overflow probabilities. We investigate the system performance by employing the effective capacity. More specifically, we can list our contributions as follows:

1) Assuming that the instantaneous channel knowledge is available at both the transmitter and the receiver, we have identified the optimal input covariance matrix that maximizes the effective capacity under a short-term average power constraint over the transmit antennas.

2) We obtain the first and the second derivatives of the effective capacity when the signal-to-noise ratio goes to zero. Using these derivatives, we obtain a linear approximation of the effective capacity in the low signal-to-noise ratio regime. We show that this approximation does not depend on the input distribution and covariance matrix.

3) We further show that the minimum energy-per-bit is obtained when the signal-to-noise ratio goes to zero and that it is independent of the QoS constraints, and the input distribution and covariance matrix.

4) In the large-scale antenna regime, we prove that the effective capacity approaches the average mutual information in the channel, i.e., the dependence of the effective capacity performance on the QoS constraints decreases with the increasing number of antennas.

5) Under the stability condition of the data queue, we analyze the non-asymptotic backlog and delay violation bounds by utilizing the effective capacity.

The rest of the paper is organized as follows: We describe the MIMO system in Section II. Then, we discuss the instantaneous mutual information between the channel...
input and output, and then introduce the effective rate and capacity expressions in Section III We provide the optimal input output covariance matrix in the same section. We perform asymptotic analyses in the low signal-to-noise ratio regime in Section IV and in the large-scale antenna regime in Section V. We investigate non-asymptotic backlog and delay bounds in Section VI. We present the numerical results in Section VII and the conclusion in Section VIII. We relegate the proofs to the Appendix.

II. CHANNEL MODEL

As shown in Figure 1, we consider a point-to-point MIMO transmission system in which one transmitter and one receiver are equipped with $M$ and $N$ antennas, respectively. The data generated by a source or sources initially arrives at the transmitter buffer with rate $a(t)$ bits/channel use\(^1\) for $t \in \{0, 1, \ldots \}$ and is stored in the buffer. Following the encoding and modulation processes, the transmitter sends the data to the receiver over the wireless channel packet by packet in frames of $T$ channel uses. During the transmission of the data, the input-output relation in the flat-fading channel at time instant $t$ is expressed as follows:

$$y_t = \sqrt{\gamma}H_t x_t + w_t,$$

where $x_t$ and $y_t$ are the $M$-dimensional input and $N$-dimensional output vectors, respectively, and $w_t$ represents the $N$-dimensional additive noise vector and its elements are independent and identically distributed. Each element of $w_t$ is circularly symmetric, complex Gaussian distributed with zero-mean and variance $\sigma^2_w$. Hence, we have $E\{w_t w_t^H\} = \sigma^2_w I_{N \times N}$, where $E\{\cdot\}$ is the expected value, $\{\}^\dagger$ is the transpose operator and $I_{N \times N}$ is the $N \times N$ identity matrix. Furthermore, $H_t = \{h_{nm}(t)\}$ is the $N \times M$ random channel matrix where $h_{nm}(t)$ is the channel fading coefficient between the $m$th transmit antenna and the $n$th receive antenna and has an arbitrary distribution with finite variance $\sigma^2_h$, i.e., $E\{|h_{nm}(t)|^2\} = \sigma^2_h$. The channel coefficients are independent of each other. We further consider a block-fading channel, i.e., the channel matrix, $H_t$, stays constant during one transmission frame ($T$ channel uses) and changes independently from one frame to another. We finally assume a short-term power constraint, i.e., $\gamma$ in (1) indicates the power allocated for the transmission of the data in one channel use. Accordingly, we have $tr\{E\{x_t x_t^H\}\} = tr\{K_t\} \leq 1$, where $tr\{\cdot\}$ is the trace operator and $K_t$ is a positive semi-definite Hermitian matrix. Throughout the paper, we set $\sigma^2_w = 1$ without loss of generality. So, $\gamma$ represents the average input signal-to-noise ratio at the transmitter normalized by the number of receive antennas.

III. EFFECTIVE CAPACITY

Due to the time-varying nature of wireless channels, it is not very easy to sustain a stable transmission rate. In particular, reliable transmission may not be provided all the time. Therefore, depending on the type of data transmission, delay violation and buffer overflow concerns become critical at the transmitter. Respectively, given a statistical transmission (service) process, how to determine the maximum data arrival rate at the transmitter buffer so that the QoS requirements in the form of limits on delay violation and buffer overflow probabilities can be satisfied is one of the main research questions. In this regard, effective capacity can be employed as a performance metric. Specifically, effective capacity identifies the maximum constant data arrival rate at the transmitter buffer that the time-varying transmission process can support under desired QoS constraints\(^3\).

In Fig. 1, $Q(t)$ is the number of bits in the data buffer at time instant $t$ and $q$ is the buffer threshold. Now, let $Q = Q(t \to \infty)$ be the steady-state queue length and $\theta$ be the decay rate of the tail distribution of the queue length, $Q$. Then, QoS exponent $\theta$ is defined as

$$\theta = -\lim_{q \to \infty} \frac{\log_e Pr\{Q \geq q\}}{q}.$$

Now, we can easily approximate the buffer overflow probability\(^3\) as $Pr\{Q \geq q_{\text{max}}\} \approx e^{-\theta q_{\text{max}}}$ for a large threshold, $q_{\text{max}}$. Here, larger $\theta$ implies stricter QoS constraints, whereas smaller $\theta$ corresponds to looser constraints. Subsequently, for a given discrete-time, ergodic and stationary stochastic service process, $r(t)$, effective capacity as a function of the decay rate parameter, $\theta$, is given by

$$C_E(\theta) = -\lim_{\tau \to \infty} \frac{1}{\theta \tau} \log_e \mathbb{E}\{e^{-\theta \sum_{t=1}^{\tau} r(t)}\},$$

where $r(t)$ is the service rate in the wireless channel at time instant $t$ and $\sum_{t=1}^{\tau} r(t)$ is the time-accumulated service process, i.e., the total number of bits served from the transmitter in $\tau$ channel uses.

Given an input distribution and an input covariance matrix in the MIMO system described in (1), the instantaneous service rate, which is the mutual information between the input vector, $x_t$, and the output vector, $y_t$, at time instant $t$, can be expressed as

$$r(t) = I(x_t; y_t) = E_{x_t, y_t} \left\{ \log_2 \frac{f_{y_t|x_t}(y_t|x_t)}{f_{y_t}(y_t)} \right\},$$

\(^1\)Each channel use duration can be considered equal to the sampling duration of one symbol, i.e., bits/sec/Hz.

\(^3\)The constraint on the overflow probability can be linked to the constraint on the queuing delay probability. For instance, it has been shown that $Pr\{D \geq d_{\text{max}}\} \leq c \sqrt{Pr\{Q \geq q_{\text{max}}\}}$ for constant arrival rates, where $D$ is the steady-state delay experienced at the buffer and $c$ is a constant, and $q_{\text{max}} = a d_{\text{max}}$ where $a$ is the data arrival rate\(^4\).
where \( f_{Y_t}(y_t) = \sum_{x_t} p(x_t) f_{Y_t|x_t}(y_t|x_t) \) is the probability density function of \( Y_t \) and
\[
f_{Y_t|x_t}(y_t|x_t) = \frac{1}{\pi^N} e^{-||y_t - \sqrt{H_t} x_t||^2}
\]
is the conditional probability density function of \( Y_t \) given \( X_t \). Recall that the channel matrix stays constant during one transmission frame and changes independently from one frame to another, and that the encoding and modulation of the data packets are performed in \( T \) channel uses. Then, we can express the normalized effective rate in \([\text{bits/channel use/receive dimension}]\) as
\[
R_E(\theta) = -\frac{1}{\theta N T} \log_2 E[H] \left\{ e^{-\theta T I(x_t; y_t)} \right\}.
\]

Above, while the receiver is aware of the instantaneous channel matrix, the transmitter has no information regarding the channel matrix. If the transmitter is aware of the channel statistics but not the actual value of \( H_t \), then the transmitter sets the input covariance matrix to a value, i.e., \( K_t = K \), in order to maximize the effective rate in \( (3) \) by considering the QoS constraints and the channel statistics, i.e.,
\[
R_E(\theta) = \max_{K_t \succeq 0} \frac{1}{\theta N T} \log_2 E[H] \left\{ e^{-\theta T I(x_t; y_t)} \right\}.
\]
in \([\text{bits/channel use/receive dimension}]\). In \( (4) \), the covariance matrix \( K \) depends on the statistics of \( H_t \) and is independent of its actual realization. On the other hand, if the instantaneous knowledge of \( H_t \) is available at the transmitter and the receiver, the transmitter can adaptively set the input covariance matrix by considering both the QoS constraints and the instantaneous realization of the channel matrix. Hence, the maximum effective rate, which we call as the effective capacity, in \([\text{bits/channel use/receive dimension}]\) is given as follows:
\[
C_E(\theta) = \max_{K_t \succeq 0} \frac{1}{\theta N T} \log_2 E[H] \left\{ e^{-\theta T I(x_t; y_t)} \right\}.
\]

Above, \( K_t \) is time-varying unlike \( K \) in \( (3) \), because it is a function of \( H_t \).

Here, a key research problem is the optimal selection of the power allocation policy (or input covariance matrix) given the channel matrix and the QoS requirements. In particular, the central question is the following: What is the instantaneous input covariance matrix, \( K_t \), that solves \( (5) \) given that the channel matrix, \( H_t \), is available at the transmitter and the receiver, and that there are certain QoS constraints? In the following theorem, we identify the optimal policy that the transmitter should employ to solve the maximization problem in \( (5) \).

**Theorem 1:** The input covariance matrix, \( K_t \succeq 0 \), that maximizes the effective capacity given in \( (5) \) is the solution of the following equality:
\[
K_t = \frac{\theta T \gamma e^{-\theta T I(x_t; y_t)}}{\lambda} H_t^\dagger H_t \text{mmse}_t,
\]
where \( \lambda \) is the Lagrange multiplier of the constraint \( \text{tr} \{ K_t \} \leq 1 \), and
\[
\text{mmse}_t = E \left\{ (E \{ x_t | y_t \} - x_t) (E \{ x_t | y_t \} - x_t)^\dagger \right\}
\]
is the MMSE matrix.

**Proof:** See Appendix [B].

In \( (6) \), both the mutual information and \( \text{mmse}_t \), are functions of the input covariance matrix, \( K_t \), and \( (6) \) is non-concave over the space spanned by \( K_t \). Therefore, the solution obtained from \( (6) \) is not necessarily unique. On the other hand, we follow a different strategy and start with the singular value decomposition of the channel matrix, i.e.,
\[
H_t = U_t D_t V_t^\dagger,
\]
where \( U_t \) and \( V_t \) are \( N \times N \) and \( M \times M \) unitary matrices, respectively, and \( D_t \) is an \( N \times M \) matrix with non-negative real numbers on the diagonal, which are the square roots of the non-zero eigenvalues of \( H_t H_t^\dagger \) and \( H_t^\dagger H_t \). Then, we re-express the input-output model in \( (1) \) as follows:
\[
\tilde{y}_t = \sqrt{\gamma} D_t \tilde{x}_t + \tilde{n}_t,
\]
where \( \tilde{y}_t = U_t^\dagger y_t \) and \( \tilde{x}_t = V_t^\dagger x_t \). The new noise vector is denoted by \( \tilde{n}_t = U_t^\dagger n_t \), which is a zero-mean, Gaussian, complex vector with independent and identically distributed elements \( (2) \). We further know that \( I(x_t; y_t) = I(\tilde{x}_t; \tilde{y}_t) \), because the information regarding \( H_t \) is available at both the transmitter and the receiver. Now, let \( \tilde{K}_t \) be the covariance matrix of \( \tilde{x}_t \), i.e.,
\[
\tilde{K}_t = E[\tilde{x}_t \tilde{x}_t^\dagger] = E[V_t^\dagger x_t x_t^\dagger V] = V_t^\dagger K_t V_t.
\]

In particular, if we can find the optimal \( \tilde{K}_t \), we can also determine the optimal input covariance matrix, \( K_t \). Therefore, we provide the optimal input covariance matrix in the following theorem and show that this is the global solution in its proof.

**Theorem 2:** The input covariance matrix, \( K_t \succeq 0 \), that solves \( (5) \) is
\[
K_t = V_t \Sigma_t V_t^\dagger,
\]
where \( V_t \) is the \( M \times M \) unitary matrix whose columns are the left-singular vectors of \( H_t \). \( \Sigma_t = \text{diag} \{ \sigma_t(1), \ldots, \sigma_t(M) \} \) is an \( M \times M \) diagonal matrix that satisfies
\[
\sigma_t(i) = \frac{\theta T \gamma d_t(i) e^{-\theta T I(x_t; y_t)}}{\lambda} \text{mmse}_t(i), \quad \text{if } \sigma_t(i) \geq 0, \quad (9)
\]
\[
\sigma_t(i) = 0, \quad \text{otherwise,} \quad (10)
\]
\[
\sigma_t(i) = 0, \quad \text{for } \text{min} \{ M, N \} < i \leq M, \quad (11)
\]
given that \( \lambda \) is the Lagrange multiplier associated with the constraint \( \sum_{i=1}^M \sigma_t(i) \leq 1 \) and \( \text{mmse}_t(i) = E \left\{ (E \{ \tilde{x}_t(i) | y_t(i) \} - \tilde{x}_t(i))^2 \right\} \) is the MMSE function. Furthermore, \( d_t(i) \) is the \( i \)th eigenvalue of \( H_t H_t^\dagger \) and \( H_t^\dagger H_t \).

**Proof:** See Appendix [B].

Now, having obtained the effective capacity and rate expressions, and having characterized the optimal input covariance matrices that maximize the effective capacity performance, we note that due to the complexity in the analytical formulations, it becomes difficult to gain insight on the system performance
in general scenarios. On the other hand, asymptotic approaches can help us set the design criteria in certain asymptotic regimes. Therefore, we investigate the effective capacity of MIMO systems in the low signal-to-noise ratio and large-scale antenna regimes. We also note that we drop the time index in the sequel unless otherwise it becomes necessary.

IV. EFFECTIVE CAPACITY IN LOW SIGNAL-TO-NOISE RATIO REGIME

In this section, we explore the effective capacity performance of the aforementioned MIMO system with an arbitrary input distribution in the low signal-to-noise ratio regime. In this direction, we determine the minimum energy-per-bit and the slope of the effective capacity versus the energy-per-bit at the minimum energy-per-bit, which are denoted by \( \zeta_{\min} \) and \( S_0 \), respectively. The benefit of the low signal-to-noise ratio analysis is that many battery-driven applications require operations at low energy costs and energy efficiency generally increases with decreasing transmission power when the transmission throughput is a concave function of the transmission power. For this purpose, we start the low signal-to-noise ratio analysis with the following second-order expansion\(^3\) of the effective capacity with respect to the transmission power, \( \gamma \), at \( \gamma = 0 \):

\[
C_E(\theta, \gamma) = \hat{C}_E(\theta, 0) \gamma + \tilde{C}_E(\theta, 0) \frac{\gamma^2}{2} + o(\gamma^2),
\]

where \( \hat{C}_E(\theta, 0) \) and \( \tilde{C}_E(\theta, 0) \) are, respectively, the first and second derivatives of the effective capacity with respect to \( \gamma \) at \( \gamma = 0 \). Note that we express the effective capacity as a function of \( \theta \) and \( \gamma \).

Now, let \( \zeta = \frac{\gamma}{C_E(\theta, \gamma)} \) denotes the energy-per-bit required for given \( \theta \) and \( \gamma \). Since the effective capacity as a function of the transmission power, \( \gamma \), is concave in the space spanned by \( \gamma \) [Proposition 1], we can obtain the minimum energy-per-bit when the transmission power goes to zero, i.e., \( \gamma \to 0 \), as follows:

\[
\zeta_{\min} = \lim_{\gamma \to 0} \frac{\gamma}{C_E(\theta, \gamma)} = \frac{1}{C_E(\theta, 0)}.
\]

Moreover, considering the result in [16 Eq. (29)], we can show the slope of the effective capacity versus \( \zeta \) (in dB) curve at \( \zeta_{\min} \) as

\[
S_0 = \lim_{\zeta \to \zeta_{\min}} \frac{C_E(\zeta)}{10 \log_{10} \frac{1}{\zeta} - 10 \log_{10} \zeta_{\min}} 10 \log_{10} 2,
\]

where \( C_E(\zeta) \) is the effective capacity as a function of the energy-per-bit, \( \zeta \). Using the first and second derivatives [16 Th. 9], we can express the slope in bits/channel use/(3 dB)/receive antenna as

\[
S_0 = \left( \frac{2(\hat{C}_E(\theta, 0))}{-\tilde{C}_E(\theta, 0)} \right)^2 \log_e 2.
\]

\(^3\) It is known that the minimum energy-per-bit is obtained as the signal-to-noise ratio goes to zero [16]. In our scenario, the signal-to-noise ratio is equal to the transmission power normalized by the number of receive antennas, because we set the noise variance to \( \sigma_n^2 = 1 \).

Accordingly, having \( \zeta_{\min} \) and \( S_0 \), we can form a linear approximation of \( C_E(\zeta) \) in the low signal-to-noise ratio regime.

In order to better understand the effective capacity performance in the low signal-to-noise ratio regime, we provide the following theorem.

**Theorem 3:** The first derivative of the effective capacity in (5) with respect to \( \gamma \) at \( \gamma = 0 \) is given as

\[
\dot{C}_E(\theta, 0) = \frac{1}{N \log_e 2} E_{H}(\lambda_{\max}(H^\dagger H)),
\]

and the second derivative of the effective capacity with respect to \( \gamma \) at \( \gamma = 0 \) is given as

\[
\ddot{C}_E(\theta, 0) = \frac{\theta T}{N \log_e 2} [E_{H}^2(\lambda_{\max}(H^\dagger H)) - E_{H}(\lambda_{\max}^2(H^\dagger H))] - \frac{1}{N \log_e 2} E_{H}(\lambda_{\max}^2(H^\dagger H)),
\]

where \( \lambda_{\max}(H^\dagger H) \) in [16] and [17] is the maximum eigenvalue of \( H^\dagger H \) and \( l \) in (17) is the multiplicity of \( \lambda_{\max}(H^\dagger H) \).

**Proof:** See Appendix C.

**Remark 1:** The first and second derivatives of the effective capacity, \( \dot{C}_E(\theta, 0) \) and \( \ddot{C}_E(\theta, 0) \), respectively, are independent of the input distribution. Particularly, the minimum energy-per-bit, \( \zeta_{\min} \), and the slope of the effective capacity versus \( \zeta \) (in dB) curve at \( \zeta_{\min} \), \( S_0 \), are not functions of \( \theta \) and/or its probability density function. Additionally, our results also confirm the findings in [37], where the effective capacity of MIMO systems are investigated when the input is Gaussian distributed.

**Remark 2:** As also detailed in the proof in Appendix C the minimum energy-per-bit is achieved by allocating data power in the direction of the eigenspace of the maximum eigenvalue of \( H^\dagger H \).

**Remark 3:** The minimum energy-per-bit, \( \zeta_{\min} \), does not change with increasing or decreasing QoS constraints, while the slope of the effective capacity at \( \zeta_{\min} \), \( S_0 \), is a function of the exponential decay rate parameter, \( \theta \).

**Remark 4:** The aforementioned minimum energy-per-bit and slope are acquired given the fact that the input vector, \( \mathbf{x} \), is complex. On the other hand, when the modulation is performed over the real axis of the constellation only, e.g., binary phase-shift keying (BPSK) and \( M \)-pulse-amplitude-modulation, the minimum energy-per-bit stays the same because the first derivative does not change, but the slope becomes half of the slope achieved with a complex modulation because the second derivative is the double of the second derivative in the case of a complex modulation [51].

V. EFFECTIVE CAPACITY IN LARGE-SCALE ANTENNA REGIME

With the increasing number of antennas the transmitters and the receivers are equipped with, there are more communication pathways and increased transmission link reliability. One more advantage of employing many antennas is the energy efficiency, due to the fundamental principle that with a large number of antennas, energy can be focused with extreme sharpness into small regions in space [24]. Therefore, in
this section, we turn our attention to analyzing the system performance in the large-scale antenna regime. Principally, we obtain the effective capacity while the number of transmit or and receive antennas goes to infinity.

In particular, we are interested in the effective capacity given in (5) when both $M$ and $N$ approach, or either $M$ or $N$ approaches, infinity, i.e.,

$$
\lim_{M \text{ and/or } N \to \infty} C_E(\theta, \gamma) = C^\infty_E(\theta, \gamma). 
$$

The following theorem provides a significant property of $C^\infty_E(\theta, \gamma)$, which follows from the increase in the number of antennas at the transmitter and/or the receiver.

**Theorem 4:** For the MIMO system described in (1), the effective capacity, $C^\infty_E(\theta, \gamma)$ defined in (18), is independent of the QoS exponent, $\theta$, and approaches the average transmission rate, i.e.,

$$
C^\infty_E(\theta, \gamma) = \lim_{M \text{ and/or } N \to \infty} \frac{1}{N} E[H\{r\}] 
$$

where $r$ is the instantaneous maximum transmission rate defined in (2).

**Proof:** See Appendix D. □

**Remark 5:** Note that $N \times C_E(\theta, \gamma)$ indicates the throughput level the wireless channel can support under given QoS and transmission power constraints and that $E\{r\}$ is the average service rate in the wireless channel in one channel use. Since $N \times C_E(\theta, \gamma) \leq E\{r\}$ for any $\theta$, the transmitter cannot accept data to its buffer at a rate more than the effective capacity, $N \times C_E(\theta, \gamma)$, due to the delay violation and buffer overflow constraints even though the average service rate in the channel is higher. Therefore, the link utilization, which is defined to be the ratio of the data flow rate to a link to the link capacity, decreases with increasing QoS constraints. We can consider the effective capacity as the maximum data flow rate and the channel throughput as the link capacity. Herein, Theorem 4 states that the maximum link utilization can be achieved under QoS constraints by increasing the number of antennas.

**Remark 6:** As made clear in the proof of Theorem 4, the knowledge of the channel realizations is not necessary at the transmitter side to achieve the transmission rate given in (19) when the number of transmit and/or receive antennas becomes larger. Indeed, the statistical information regarding the channel matrix, $H$, is sufficient.

**Example 1:** When the number of antennas is going to infinity, the minimum energy-per-bit defined in (13), $\zeta_{\min}$, and the slope of the effective capacity versus $\zeta$ curve at $\zeta_{\min}$ defined in (14), $S_\zeta$, are

$$
\zeta_{\min}^\infty = \lim_{M \text{ and/or } N \to \infty} \zeta_{\min} = \lim_{M \text{ and/or } N \to \infty} \frac{1}{N} C_E(\theta, 0) 
$$

(20)

$$
= \lim_{M \text{ and/or } N \to \infty} \frac{\log_2 e}{E[H\{\lambda_{\max}(H^\dagger H)\}]} 
$$

(21)

$$
= \lim_{M \text{ and/or } N \to \infty} \frac{\log_2 e}{\min\{M, N\} N \log_2 e} 
$$

(22)

and

$$
S_\infty^\zeta = \lim_{M \text{ and/or } N \to \infty} S_\zeta 
$$

(23)

$$
= \lim_{M \text{ and/or } N \to \infty} \frac{2[C_E(\theta, 0)]^2}{-C_E(\theta, 0)} \log_2 e 
$$

(24)

$$
= \lim_{M \text{ and/or } N \to \infty} \frac{2 \log_2 e}{\frac{E[H\{\lambda_{\max}(H^\dagger H)\}]}{N \log_2 e}} 
$$

(25)

$$
= \lim_{M \text{ and/or } N \to \infty} \frac{2 \min\{M, N\}}{N} 
$$

(26)

$$
\begin{cases} 
0, & \text{if } N \to \infty, \\
2\rho, & \text{if } M, N \to \infty, \frac{M}{N} = \rho \leq 1, \\
2, & \text{if } \frac{M}{N} > 1, 
\end{cases} 
$$

(27)

VI. NON-ASYMPTOTIC PERFORMANCE ANALYSIS

So far, we have investigated the throughput and energy efficiency of the aforementioned MIMO systems in two different asymptotic regimes by employing the effective capacity, which is also an asymptotic measure in time. Nevertheless, non-asymptotic performance bounds regarding the statistical characterization of buffer overflow and queueing delay are of importance for practical research agendas. Therefore, we benefit from the tools of the stochastic network calculus [57]–[59] and provide a statistical bound on buffer overflow and queueing delay probabilities by utilizing the effective capacity.

Recall that the transmission of a packet is performed over a block duration of $T$ channel uses and the transmission rate in the channel during one transmission block is constant. Now, let us define $s(i)$ as the total number of bits transmitted (served) in the $i$th transmission block. Subsequently, considering the normalized effective rate for a given input covariance matrix given in (5), $R_E(\theta)$, and following the setting in [59, Definition 7.2.1], we define a statistical affine bound for the aforementioned channel model for any decay rate value, $\theta$, as follows:

$$
E\left\{e^{-\theta S(i,j)}\right\} \leq e^{-\theta[(j-1)NTR_E(\theta) - \sigma_R(\theta)]},
$$

(28)

where $S(i,j) = \sum_{i=1}^j s(l)$, and $\sigma_R(\theta)$ is a slack term that defines an initial transmission delay. Due to $-\theta$, the expression in (28) is in fact a lower bound on the expected amount of the transmitted data in the channel. Subsequently, noting Chernoff’s lower bound $Pr\{X \leq x\} \leq e^{\theta x} E\{e^{-\theta X}\}$ for $\theta \geq 0$, we have the exponentially bounded fluctuation model described in [60] with parameters $R_E(\theta) > 0$ and $b \geq 0$ as

$$
Pr\{S(i,j) < (j-1)NTR_E(\theta) - b\} \leq e^b(b),
$$

where $e(b) = e^{\theta \sigma_R(\theta)e^{-\theta b}}$ is a specific exponentially decaying deficit profile of the amount of the transmitted data in the
channel. Now, using the union bound, we express the sample path guarantee as follows:

$$\Pr \{ \exists i \in [0, j] : S(i, j) < (j - i)NTR_E(\theta) - b \} \leq \varepsilon'(b),$$

where

$$\varepsilon'(b) = \frac{e^{\theta \sigma_R(\theta)}}{1 - e^{-\theta b} e^{-\theta b}}$$

(29)

and $NTR_E(\theta) = NTR_E(\theta) - \delta$ with a free parameter $0 < \delta \leq NTR_E(\theta) - Ta$ for a constant data arrival rate at the transmitter buffer, i.e., a bits/channel use. For a more detailed derivation, we refer to [59]. We also refer to [61] where capacity-delay-error boundaries are provisioned as performance models for networked sources and systems. Exclusively, the backlog at the transmitter buffer with the constant data arrival rate $a$, i.e.,

$$Q(j) = \max_{i \in [0, j]} \{(j - i)Ta - S(i, j)\},$$

has a statistical bound

$$q = \max_{i \in [0, j]} \{(j - i)Ta - [(j - i)NTR_E(\theta) - b]_+\}$$

and may fail with probability $\Pr\{Q(j) > q\} \leq \varepsilon'(b)$, where $[x]_+ = 0$ if $x < 0$ and $[x]_+ = x$ otherwise, which accounts for $S(i, j) \geq 0$. In this place, if $a \leq NTR_E(\theta)$ for stability,

$$q = Ta \frac{b}{NTR_E(\theta) - \delta}$$

(30)

is valid for all $j$. Accordingly, we can express the delay bound
Pr\{D(j) > d\} with d = \frac{\epsilon}{\gamma}, which is expressed in channel use. In other words, \(\frac{T_b}{NTR_E(\theta) - \epsilon}\) in (30) provides us the initial latency caused by the variations in the transmission. Finally, we can express \(b\) by inversion of (29) for any given \(\epsilon\) as

\[
b = \sigma_R(\theta) - \frac{1}{\theta} \left[ \log(\epsilon') + \log(1 - e^{-\theta \epsilon}) \right]. \tag{31}
\]

As for the existence of the slack term in (31), we refer to the following Lemma.

**Lemma 1:** If \(S(i,j)\) has an envelope rate \(NTR_E(\theta) < \infty\) for every \(\epsilon > 0\), there exists \(\sigma_R(\theta) < \infty\) such that \(S(i,j)\) is \((\sigma_R(\theta), NTR_E(\theta) - \epsilon)\)-upper constrained [62, Lemma 1].

### VII. Numerical Results

In this section, we substantiate our analytical results through numerical analysis. We consider a Rayleigh fading channel model, where the components of the channel matrix, \(H\), are independent and identically distributed, zero-mean, unit variance, circularly symmetric Gaussian random variables, i.e., \(\{h_{n,m}\} \sim CN(0,1)\) for \(n \in \{1,\ldots,N\}\) and \(m \in \{1,\ldots,M\}\). Moreover, for the sake of simplicity we set the number of channel uses in one transmission frame to 1, i.e., \(T = 1\). Initially, we plot the effective capacity of the MIMO system as a function of the signal-to-noise ratio, \(\gamma\), for different numbers of receive antennas, \(N\), in Fig. 2 when the number of transmit antennas and the queue decay rate are set to 2 and 1, i.e., \(M = 2\) and \(\theta = 1\), respectively. We employ BPSK in Fig. 2(a) and 4-quadrature amplitude modulation (4-QAM) in Fig. 2(b). This transmission scenario with 2 transmit antennas and many receive antennas can be considered as an uplink communication channel. We obtain the optimal input covariance matrix (i.e., optimal power allocation across the transmit antennas) and compare the effective capacity performance with the ones obtained when the input covariance matrix is diagonal (i.e., equal power allocation across the transmit antennas, where \(K = \frac{1}{M}I\)). We clearly observe that the performance gap decreases with the increasing number of the receive antennas. In particular, given that BPSK and 4-QAM are employed, it is not very necessary to perform power optimization across the transmit antennas when the delay concerns are of importance. We further see that because the number of bits that can be transmitted in one modulated symbol is limited (i.e., 1 bit with BPSK and 2 bits with 4-QAM, and hence 2 and 4 bits in total with 2 transmit antennas), when \(\gamma\) is higher we can send the data by employing equal power allocation across the transmit antennas.

Regarding the system performance when the QoS metrics are of importance, we plot the effective capacity as a function of \(\theta\) in Fig. 3 by employing BPSK and setting \(\gamma = 0\) dB. With increasing \(\theta\), the effective capacity performance decreases and approaches zero. The effective capacity goes to the average transmission rate in the channel with decreasing \(\theta\). Moreover, the performance gain by employing power optimization is again not significant when the number of receive antennas is higher.

Employing the equal power allocation policy, we plot the effective capacity as a function of \(\gamma\) when the number of transmit antennas is fixed to 1 for different number of receive antennas in Fig. 4(a) and when the number of receive antennas is fixed to 1 for different number of transmit antennas in Fig. 4(b). The input data is BPSK-modulated. In order to understand the system behavior under strict QoS constraints, we set \(\theta = 5\). Again, we can refer to the scenario in Fig. 4(a) as an uplink scenario and the scenario in Fig. 4(b) as a down-link scenario. We observe that increasing the number of the receive antennas while keeping the number of transmit antennas constant boosts the effective capacity performance when the signal-to-noise ratio is small as seen in Fig. 4(a). On the other hand, increasing the number of transmit antennas while keeping the number of receive antennas fixed does not provide a performance increase when the delay violation and buffer overflow concerns are present as seen in Fig. 4(b). The reason behind this is the fact that increasing the number of receive antennas provides more power gain [63, Chapter 8]. Subsequently, regarding the system performance with different modulation techniques, we again plot the effective capacity as a function of \(\gamma\) in Fig. 5 when we have BPSK, 4-QAM, 16-QAM and Gaussian signaling for \(\theta = 1\). We set the number of transmit and receive antennas as \(M = 1\) and \(N = 16\) in Fig. 5(a) and \(M = 16\) and \(N = 1\) in Fig. 5(b). Likewise, the former scenario can be considered as an uplink transmission and the latter can be considered as a down-link transmission. Regardless of the modulation technique, increasing the number of receive antennas helps improve the system performance more than increasing the number of transmit antennas does under the same conditions. As for the system performance in the low signal-to-noise ratio regime, we plot the effective capacity as a function of the energy-per-bit, \(\zeta\), for different numbers of transmit and receive antennas in Fig. 6 by employing optimal power allocation policy when \(\theta = 1\). We have the results for different number of receive antennas when the number of transmit antennas is set to 1, i.e., \(M = 1\), in Fig. 6(a) and for different number of transmit antennas when the number of receive antennas is set to 1, i.e., \(N = 1\), in Fig. 6(b). We plot the effective capacity in bits/channel use/dimension. The minimum energy-per-bit, \(\zeta_{\min}\), decreases with the increasing number of transmit antennas, whereas it is independent of the number of receive antennas given that the number of transmit antennas is fixed. This observation verifies our analytical derivation in (23), which provides us the minimum energy-per-bit when either the number of transmit antennas or the number of receive antennas goes to infinity, or both go to infinity. In addition, we again plot the effective capacity as a function of \(\zeta\) and compare the system performance when different modulation techniques are employed. In Fig. 7(a) and Fig. 7(b) we set the number of antennas as follows: \(M = 1\) and \(N = 16\), and \(M = 16\) and \(N = 1\), respectively. In both figures, the minimum energy-per-bit, \(\zeta_{\min}\), is independent of the input modulation. We also note that the slope of the effective capacity versus \(\zeta\) curve at \(\zeta_{\min}\), \(S_0\), when BPSK is employed is half of the slope when the other modulation techniques are employed, which are formed in the complex domain.

In addition, we display the system performance in the large-scale antenna regime. Hence, by setting \(\theta = 5\) and \(\gamma = 0\) dB and by employing the equal power allocation policy, we plot
Fig. 4: Effective capacity of different transmission scenarios as a function of signal-to-noise ratio $\gamma$ for BPSK input signaling and $\theta = 5$.

(a) $M = 1$ and $N = 16$

(b) $M = 16$ and $N = 1$

Fig. 5: Effective capacity of different transmission scenarios as a function of signal-to-noise ratio $\gamma$ for different input signaling and $\theta = 1$.

the link utilization as a function of the number of receive antennas in Fig. 8(a) and the number of transmit antennas in Fig. 8(b). And then, we compare the system performance by having different modulation techniques. Recall that we define the link utilization as the ratio of the effective capacity to the average transmission rate. The fact that the link utilization approaches one with the increasing number of receive or transmit antennas justifies the result in Theorem 4. The link utilization reaches 1 faster with the increasing number of receive antennas than it does with the increasing number of transmit antennas. In addition, the link utilization is higher when BPSK is employed than when the others are employed. This is because the scattering of the probability of the achievable transmission rates in the channel is reduced when BPSK is employed and the scattering increases with the complexity of the modulation technique [41].

Finally, we display the non-asymptotic performance of an uplink MIMO scenario when the number of receive antennas is $N = 16$ and the number of transmit antennas is $M = 1$, where we employ the equal power allocation policy. Here, we set the delay violation probability to $\varepsilon = 10^{-6}$ when $\gamma = 0$ dB and $T = 10^{-7}$ seconds. We plot the delay bound as a function of the data arrival rate when the transmitted data is modulated with BPSK and Gaussian input signaling in Fig. 9(a) and Fig. 9(b) respectively. We observe that Gaussian distributed input provides lower delay bounds for a given
Fig. 6: Effective capacity of different transmission scenarios as a function of energy-per-bit $\zeta$ for BPSK input signaling and $\theta = 1$. bpcu=bits/channel use.

Fig. 7: Effective capacity of different transmission scenarios as a function of energy-per-bit $\zeta$ for different input signaling and $\theta = 1$.

delay violation probability than BPSK-modulated input does. We further see that the delay bound goes to infinity when the data arrival rate approaches the average transmission rate in the channel. In addition, the number of receive antennas affects the transmission performance by decreasing the delay bound for a given delay violation probability. However, after a certain value, increasing the number of receive antennas does not contribute to the delay performance.

VIII. CONCLUSION

We have studied the throughput and energy efficiency in a general class of MIMO systems with arbitrary inputs when they are subject to statistical QoS constraints, which are imposed as bounds on the delay violation and buffer overflow probabilities. Adopting the effective capacity as the performance metric, we have obtained the optimal power allocation policies across transmit antennas when there is a short-term average power constraint. Moreover, we have analyzed the system performance in the low signal-to-noise ratio and large-scale antenna regimes. We have attained the first and second derivatives of the effective capacity when the signal-to-noise ratio approaches zero. Using these characterizations, we have revealed that the minimum energy-per-bit does not depend on the input distribution and the QoS constraints but the slope does. In the large-scale antenna regime, we have identified that the gap between the effective capacity and the average transmission rate in the channel decreases with the increasing number of antennas. We have also invoked non-
asymptotic performance measures by employing the effective capacity in backlog and delay violation bounds. Finally, we have performed numerical demonstrations that substantiate our analytical results.

APPENDIX

A. Proof of Theorem 1

Note that the logarithm in (5) is a monotonic function of $I(x_t; y_t)$. Therefore, we can write the optimization problem as follows:

$$\min_{K_t} E_H \left\{ e^{-\theta T I(x_t; y_t)} \right\}$$

(32)

such that

$$\operatorname{tr}\{K_t\} \leq 1 \quad \text{and} \quad K_t \succeq 0.$$  

(33)

Subsequently, we form the Lagrange function as

$$L(K_t, \lambda, \Phi) = E_H \left\{ e^{-\theta T I(x_t; y_t)} - \lambda (1 - \operatorname{tr}\{K_t\}) - \operatorname{tr}\{\Phi K_t\} \right\},$$

where $\lambda$ and $\Phi \succeq 0$ are the Lagrange multipliers to the problem constraints. Then, evaluating its gradient with respect to $K_t$, we obtain

$$-\theta T e^{-\theta T I(x_t; y_t)} \frac{\partial I(x_t; y_t)}{\partial K_t} + \lambda I - \Phi = 0,$$

(34)

where

$$\lambda (1 - \operatorname{tr}\{K_t\}) = 0 \quad \text{for} \quad \lambda \geq 0,$$

(35)

and

$$\operatorname{tr}\{\Phi K_t\} = 0 \quad \text{for} \quad \Phi \succeq 0 \text{ and } K_t \succeq 0.$$  

(36)
Moreover, we know that [53, Eq. (25)]
\[
\frac{\partial I(x_i; y_i)}{\partial K_t} K_t = \gamma H_i^i H_i^t E \left\{ (E[x_i|y_i] - x_i)(E[x_i|y_i] - x_i)^t \right\}. 
\]
Now, plugging (37) into (34), we have
\[
-\theta T e^{-\theta T I(x_i; y_i)} \gamma H_i^i H_i mmse_t + \lambda K_t - \Phi K_t = 0. 
\]
Moreover, we can further express (38) as follows by multiplying both sides with $K_t^2$:
\[
-\theta T e^{-\theta T I(x_i; y_i)} \gamma K_t^2 H_i^i H_i mmse_t + \lambda K_t^2 - K_t^2 \Phi K_t^2 = 0. 
\]
Noting that $tr\{\Phi K_t^2\} = tr\{K_t^2 \Phi K_t^2\} = 0$, we know that $K_t^2 \Phi K_t^2$ is forced to be a null matrix [47]. Consequently, the optimal input covariance matrix, $K_t \geq 0$, is the solution of the following expression:
\[
K_t = \frac{\theta T \gamma e^{-\theta T I(x_i; y_i)}}{\lambda} H_i^i H_i mmse_t. 
\]
This concludes the proof.

B. Proof of Theorem 2

With the new input-output channel model given in (3), we now have component-wise independent channels, i.e.,
\[
y_{\ell}(i) = \sqrt{d_{\ell}(i)} x_{\ell}(i) + \tilde{n}_{\ell}(i) \quad i = 1, \cdots, \min\{M, N\},
\]
where $d_{\ell}(i)$ is the $i$th non-zero diagonal of $D_t$ and $d_{\ell}(i)$ is the $i$th eigenvalue of $HH^\dagger$ and $H_i^i H$. Above, $x_{\ell}(i)$, $y_{\ell}(i)$ and $\tilde{n}_{\ell}(i)$ are the $i$th element of the input, output and noise vectors, respectively. We note that $\tilde{x}_{\ell}(i) = 0$, $\tilde{y}_{\ell}(i) = 0$, and $\tilde{n}_{\ell}(i) = 0$ for $i > \min\{N, M\}$. Moreover, because we have $I(x_i; y_i) = I(x_i; \tilde{y}_i)$, the logarithm in (32) is a monotonic function of $I(x_i; \tilde{y}_i)$ as well. Returning to the optimization problem in (32), we can see that when the minimum is obtained, $I(x_i; \tilde{y}_i)$ is maximized at every time instant. So, the samples of $\bar{x}$ should be independent of each other [3]. In particular, we should have $K_t = \Sigma_i$, which is an $N \times M$ diagonal matrix with non-negative diagonal elements, $\{\sigma_i(i)\}_{i=1}^{\min\{N, M\}}$. Consequently, the new optimization problem becomes
\[
\min_{\Sigma_i} E_H \left\{ e^{-\theta T I(\tilde{x}_i; \tilde{y}_i)} \right\}
\]
such that
\[
tr\{\Sigma_i\} = tr\{K_t\} = tr\{V_t^i K_t V_t^i\} \leq 1. 
\]
In (42), we benefit from the fact that the trace of a matrix is the sum of its eigenvalues and the fact that $K_t$ and $K_t$ have the same eigenvalues because $V_t$ is a unitary matrix. Subsequently, forming the Lagrange function as
\[
\mathcal{L}(\Sigma_t, \lambda, \Phi) = E_H \left\{ e^{-\theta T I(\tilde{x}_i; \tilde{y}_i)} - \lambda (1 - tr\{\Sigma_t\}) - \Phi tr\{\Sigma_t\} \right\},
\]
where $\lambda$ and $\Phi \geq 0$ are the Lagrange multipliers associated with the problem constraints, and taking its deriv-
where $\mathbf{U}$ is the unitary matrix and $\Sigma$ is the diagonal matrix. The unitary matrix is formed by the set of the eigenvectors of $\mathbf{K}$, i.e., $\mathbf{U} = [\mathbf{u}_1, \cdots, \mathbf{u}_M]$, and the diagonal matrix is composed of the eigenvalues of $\mathbf{K}$ corresponding to its eigenvectors, i.e., $\Sigma = \text{diag}\{\lambda_1, \cdots, \lambda_M\}$. Moreover, the eigenvectors form an orthonormal space, i.e., $\mathbf{u}_i^\dagger \mathbf{u}_j = 0$ for $i \neq j$, and eigenvalues are greater than or equal to zero, i.e., $\lambda_i \geq 0$. Here, we assume that the system uses all the available energy for transmission, i.e., $\text{tr}\{\mathbf{K}\} = 1$, and hence, we have $\sum_{i=1}^M \lambda_i = 1$. Now, we have the following:

$$
\hat{R}_E(\theta, \gamma) = \frac{1}{N \log_2 2} \mathcal{E}_H[\text{tr}\{\mathbf{K}\mathbf{H}^\dagger\mathbf{H}\}]
$$

where $\lambda_{\max}(\mathbf{H}^\dagger\mathbf{H})$ is the maximum eigenvalue of $\mathbf{H}^\dagger\mathbf{H}$.

Now, let $l$ be the multiplicity of $\lambda_{\max}(\mathbf{H}^\dagger\mathbf{H})$. Hence, we can re-express $\mathbf{K}$ as follows:

$$
\mathbf{K} = \sum_{i=1}^l \sigma_i \mathbf{u}_i \mathbf{u}_i^\dagger
$$

where $\sigma_i \in [0, 1]$ and $\sum_{i=1}^l \sigma_i = 1$. Above, $\{\mathbf{u}_i\}_{i=1}^l$ are the corresponding column vectors. Hence, we can show that $\mathcal{E}_H[\text{tr}\{\mathbf{K}\mathbf{H}^\dagger\mathbf{H}\}] = \mathcal{E}_H[\lambda_{\max}(\mathbf{H}^\dagger\mathbf{H})]$ and $\mathcal{E}_H[\text{tr}^2(\mathbf{H}^\dagger\mathbf{H})] = \mathcal{E}_H[\lambda^2_{\max}(\mathbf{H}^\dagger\mathbf{H})]$. Moreover, we have

$$
\mathcal{E}_H[\text{tr}\{\mathbf{K}\mathbf{H}^\dagger\mathbf{H}\}] = \mathcal{E}_H[\text{tr}\{\mathbf{K}\mathbf{H}^\dagger\mathbf{H}\}]
$$

and

$$
\mathcal{E}_H[\lambda_{\max}(\mathbf{H}^\dagger\mathbf{H})]
$$

which completes the first part of the proof.

The second derivative of the effective rate in (53), $\hat{R}_E(\theta, \gamma)$, with respect to the transmission power, $\gamma$, when $\gamma$ approaches 0, is

$$
\hat{R}_E(\theta, \gamma) = \lim_{\gamma \to 0} \frac{\partial}{\partial \gamma} \frac{\partial}{\partial \gamma} \mathcal{E}_H[\text{tr}\{\mathbf{K}\mathbf{H}^\dagger\mathbf{H}\}] = \frac{\partial}{\partial \gamma} \mathcal{E}_H[\text{tr}\{\mathbf{K}\mathbf{H}^\dagger\mathbf{H}\}]
$$

where $\tilde{\mathcal{I}}(\gamma)$ is the second derivative of the instantaneous mutual information with respect to $\gamma$. We further know that $\tilde{\mathcal{I}}(\gamma) = \frac{1}{\log_2 2} \frac{\partial \text{mmse}(\gamma)}{\partial \gamma}$. Then, we can re-write (54) as

$$
\hat{R}_E(\theta, \gamma) = \mathcal{E}_H[\tilde{\mathcal{I}}(\gamma)]
$$

which completes the second part of the proof.

D. Proof of Theorem 2

The instantaneous mutual information between the channel input and output, defined in (2), given an input covariance matrix, $\mathbf{K}$, can be expressed as follows:

$$
r = \mathcal{E}_{x,y} \left\{ \log_2 \frac{f_y(x|y)}{f_y(y)} \right\} = \mathcal{E}_{x,y} \left\{ \log_2 f_y(x|y) \right\} - \mathcal{E}_y \left\{ \log_2 f_y(y) \right\}
$$
Now, by inserting (66) into (3) and taking the limit when $M$ goes to infinity, we can write the effective rate as follows:

$$
\lim_{M \to \infty} R_E(\theta, \gamma) = \lim_{M \to \infty} -\frac{1}{\theta NT} \times \log_2 \mathbb{E}_H \left\{ e^{\theta T M Y_r^2} \log_2 \mathbb{E}_x \left\{ e^{-||y - \sqrt{T}X||^2} \right\} \right\}
$$

(67)

which is a result of the assumption of the self-averaging property, in which the free energy converges in probability to its expectation over the distribution of the random variables $H$ and $Y$ in the large-system limit [65]. Moreover, the expression inside the first bracket in (72) is same with the expression in (66), we have the result in (73). Then, we have

$$
\lim_{M \to \infty} R_E(\theta, \gamma) = \lim_{M \to \infty} -\frac{1}{\theta NT} \times \log_2 \mathbb{E}_H \left\{ e^{\theta T M Y_r^2} \log_2 \mathbb{E}_x \left\{ e^{-||y - \sqrt{T}X||^2} \right\} \right\}
$$

(72)

Similarly, when $N$ goes to infinity or both $M$ and $N$ go to infinity, the solution is trivial. We can again use the reformulation performed in (69) and engage the property stated in (74). Since the aforementioned proof is valid for any input covariance matrix, we can complete the proof with [19].
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