Channel Estimation in RIS-assisted Downlink Massive MIMO: A Learning-Based Approach
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Abstract—For downlink massive multiple-input multiple-output (MIMO) operating in time-division duplex protocol, users can decode the signals effectively by only utilizing the channel statistics as long as channel hardening holds. However, in a reconfigurable intelligent surface (RIS)-assisted massive MIMO system, the propagation channels may be less hardened due to the extra random fluctuations of the effective channel gains. To address this issue, we propose a learning-based method that trains a neural network to learn a mapping between the received downlink signal and the effective channel gains. The proposed method does not require any downlink pilots and statistical information of interfering users. Numerical results show that, in terms of mean-square error of the channel estimation, our proposed learning-based method outperforms the state-of-the-art methods, especially when the light-of-sight (LoS) paths are dominated by non-LoS paths with a low level of channel hardening, e.g., in the cases of small numbers of RIS elements and/or base station antennas.

Index Terms—Channel estimation, downlink massive MIMO, reconfigurable intelligent surfaces.

I. INTRODUCTION
Reconfigurable intelligent surfaces (RIS) have currently been considered as an emerging technology to enhance the coverage and capacity of wireless communication systems with low hardware cost and energy consumption [1]. By reconfiguring the low-cost meta-material elements of an RIS to create a phase-shift pattern over the surface that reflects an incident wave of a beam in a specific direction, the radio environments can be controlled to boost signal power at the receivers even at unfavorable locations [2]. However, RISs make the channel models from the transmitter and receiver more complicated than those in the systems without RISs, making channel estimation a key challenge. Therefore, it is essential to develop efficient channel estimation approaches to fully exploit the potentials of RIS-assisted communication systems.

Massive multiple-input multiple-output (MIMO) is the key technology used in 5G systems that serves simultaneously users (UEs) on the same frequency band [2]. Although channel estimation has been widely studied in the traditional massive MIMO space, there are only several works that consider channel estimation in RIS-assisted massive MIMO systems, such as [3]–[5] and references therein. In [3], a channel estimation scheme was proposed by exploiting the spatial correlation characteristics at both the base station (BS) and RISs. The work of [4] proposed a least square-based channel estimation approach in a scenario of one single UE. In [5], the authors developed a two-stage approach using on/off RIS elements and federated learning for channel estimation. However, these existing works focus only on the channel estimation at the BS.

Paper contributions: In this work, we consider a RIS-assisted downlink massive MIMO system. For the downlink transmission, the BS first estimates the aggregated channels based on its received uplink pilot signals. A closed-form expression for the minimum mean square error (MMSE) channel estimates is derived. Then, the BS uses these channel estimates to decode the symbols before sending them to the UEs. At the UEs, to detect their desired signals, the UEs need to estimate the effective channel gains. To do this, we introduce two approaches, namely Hardening Bound and Model-Based schemes that extend the state-of-the-art approaches from the traditional massive MIMO systems to the RIS-assisted massive MIMO systems exploiting the channel hardening characteristics of massive MIMO. However, these two approaches might not perform well in the RIS-assisted massive MIMO when the channels are less hardened with extra random fluctuations. Therefore, we propose a novel learning-based approach that uses deep neural networks (DNN) at the UEs to estimate their effective channels. The DNN model of the learning-based approach is trained in an offline mode with the input features obtained from the Hardening Bound and Model-based approaches. The proposed learning-based approach does not require any downlink pilots and statistical information of interfering UEs. We validate in the simulation results that the proposed learning-based approach outperforms the Hardening Bound and Model-Based approaches, especially when the light-of-sight (LoS) paths are dominated by non-LoS paths with a low level of channel hardening (e.g., due to a small number of RIS elements and/or BS antennas).

II. SYSTEM MODEL
We consider the downlink of an RIS-assisted massive MIMO system, where an M-antenna base station (BS) serves K single-antenna UEs in the same time-frequency resource. The system operates under the time-division duplexing (TDD) scheme that includes two phases: (i) Uplink training for channel estimation, and (ii) Downlink data transmission. Since the UEs are far from the BS, the downlink transmission is assisted by L RISs, each of which comprises N engineered reflecting elements that can modify the phase shift of the incident signals. The modification of the phase shifts is realized by RIS controllers that exchange information, e.g., channel state information (CSI) and RIS phase shifts, with the BS via backhaul links. Let $K \triangleq \{1, \ldots, K\}$, $N \triangleq \{1, \ldots, N\}$, and $L \triangleq \{1, \ldots, L\}$. Denote by $\Phi_{\ell} \triangleq \text{diag}(\nu_{1,\ell}, \ldots, \nu_{N,\ell}) \in \mathbb{C}^{N \times N}$ the matrix of the phase shifts of RIS $\ell$, where $\nu_{n,\ell}$ is the phase shift applied at element $n$ of RIS $\ell$ and $n \in N$, $\ell \in L$. 

...
the aggregated channel between the BS and UE $k$. Since $u_k$ comprises the direct channel $g_k$ and the indirect channel $\sum_{\ell \in \mathcal{L}} H_{\ell} \Phi_\ell z_{\ell k}$ which is a sum of cascaded structures, it is nontrivial to apply minimum mean-square error (MMSE) estimation method to estimate separately $g_k$, $H_{\ell}$, and $z_{\ell k}$ as reported in [7]. Instead, in this work, we assume that the BS employs the linear MMSE estimation technique to estimate the aggregated channel $u_k$.

**Proposition 1.** For given phase shift matrices, the linear MMSE channel estimate $\hat{u}_k$ of $u_k$ is given by

$$\hat{u}_k = \mu_k + C_k \left( \sqrt{\rho_{\tau p}} C_k + I_M \right)^{-1} (y_{p,k} - \sqrt{\rho_{\tau p}} \mu_k),$$

where

$$\mu_k = \sqrt{\beta_{0,k}} \bar{g}_k + \sum_{\ell \in \mathcal{L}} \sqrt{\beta_{0,k}} \bar{H}_\ell \Phi_\ell \sqrt{\beta_{0,k}} \bar{z}_{\ell k},$$

$$C_k = \sqrt{\rho_{\tau p}} \left( \beta_{0,k} \bar{I}_M + \sum_{\ell \in \mathcal{L}} \beta_{0,k} \beta_{1,\ell} \bar{H}_\ell \Phi_\ell \bar{H}_\ell^H \right),$$

$$+ \sum_{\ell \in \mathcal{L}} \beta_{0,k} \beta_{1,\ell} \left( \beta_{0,k} \bar{H}_\ell \Phi_\ell \bar{H}_\ell^H \right) I_M,$$

where $tr(X)$ is the trace of a matrix $X$, $\|x\|$ is the 2-norm of a vector $x$.

**Proof.** See Appendix. □

3) **Downlink Data Transmission:** By using channel reciprocity, the BS first treats the channel estimates obtained in the uplink training phase as the true channels to perform linear precoding on message symbols, and then sends the precoded signals to the UEs using the remaining $\tau_c - \tau_p$ transmission symbols per coherence interval. Let $s_k(n)$ be the symbol intended for UE $k$, and $n \in \{1, \ldots, \tau_c - \tau_p\}$ be the index of message symbol in each coherence interval, where $\mathbb{E}\{ |s_k(n)|^2 \} = 1$, $\mathbb{E}\{ \cdot \}$ presents the expectation operator. Assuming a linear precoding vector $a_k \in \mathbb{C}^M$ is applied to every UE $k$, the signal that the BS sends to all the UEs is

$$x(n) = \sum_{k \in K} \sqrt{\rho_d} \eta_k a_k s_k(n),$$

where $\rho_d$ is the maximum downlink transmit power and $\eta_k$ is a power control coefficient chosen to satisfy $\mathbb{E}\{ \|x(n)\|^2 \} \leq \rho_d$.

The received signal $y_k(n)$ at UE $k$ is

$$y_k(n) = u_k^H x(n) + \tilde{w}_k(n) = \sqrt{\rho_d} \eta_k u_k^H a_k s_k(n)$$

$$+ \sum_{k' \in K \setminus \{k\}} \sqrt{\rho_d} \eta_k u_k^H a_{k'} s_{k'}(n) + \tilde{w}_k(n),$$

where $\tilde{w}_k(n) \sim \mathcal{CN}(0, 1)$ is the additive noise, and $\alpha_{k,k'} \triangleq \sqrt{\rho_d} \eta_k u_k^H a_{k'}$, (11) is the effective channel gain. The first term of (10) is the desired signal of UE $k$, while the remaining constructs an interference-plus-noise term.

III. **Effective Channel Estimation at UEs: Hardening Bound and Model-Based Solutions**

To detect $s_k(n)$ based on $y_k(n)$, UE $k$ needs to know the effective channel gain $\alpha_{k,k}$ in the desired signal and the
average power of the interference-plus-noise term in (10). Since \( \alpha_{kk} \) varies in each coherence interval, estimating \( \alpha_{kk} \) at every UE \( k \) is very challenging, which calls for an efficient downlink channel estimation solution. One possible solution is to let the BS transmit downlink pilots to the UEs. However, with this solution, when the number of UEs is large, the downlink pilots take a large part of the coherence interval, which consequently reduces the spectral efficiency significantly [8]. Thus, channel estimation techniques without any downlink pilots are preferable.

1) Hardening Bound: With the Hardening Bound scheme, \( \alpha_{kk} \) can be estimated by \( \mathbb{E}\{\alpha_{kk}\} \), which is the nominal approach in massive MIMO [8]. The reason behind is that in massive MIMO systems, the channels harden thanks to the large number of antennas, i.e., \( \alpha_{kk} \approx \mathbb{E}\{\alpha_{kk}\} \). However, the channels in RIS-assisted massive MIMO systems suffer from extra random fluctuations from the indirect links, such that the channel hardening property is not as strong as that in massive MIMO systems. Therefore, using \( \mathbb{E}\{\alpha_{kk}\} \) as the true \( \alpha_{kk} \) may result in a poor estimation performance. Based on these observations, in the following, we introduce an alternative solution named Model-Based that improves the estimation performance of RIS-assisted massive MIMO systems without using downlink pilots.

2) Model-Based: The model-based solution is based on the blind channel estimation approach in [8]. In our work, we extend [8] from massive MIMO to RIS-assisted massive MIMO systems. The key idea is to exploit the asymptotic properties of the sample mean power of the received signals in each coherence interval for channel estimation. Specifically, UE \( k \) can compute the sample mean of the received signals in the current coherence interval as

\[
\xi_k = \frac{1}{\tau_c - \tau_p} \sum_{n=1}^{\tau_c - \tau_p} |y_k(n)|^2.
\]

By using (10) and the law of large numbers, we have, as \( \tau_c \to \infty \) for a fixed \( \tau_p \),

\[
\xi_k - \left( |\alpha_{kk}|^2 + \sum_{k' \in K \setminus k} |\alpha_{kk'}|^2 + 1 \right) \xrightarrow{P} 0,
\]

where \( P \) denotes convergence in probability. On the other hand, following the law of large numbers, \( \sum_{k' \in K \setminus k} |\alpha_{kk'}|^2 \) can be approximated by its mean because it is a sum of many terms. Therefore, when \( \tau_c \) and \( K \) are large,

\[
\xi_k \approx |\alpha_{kk}|^2 + \delta_k,
\]

where

\[
\delta_k \triangleq \mathbb{E}\left\{ \sum_{k' \in K \setminus k} |\alpha_{kk'}|^2 \right\} + 1,
\]

is the mean power of the interference-plus-noise term.

Now, from the approximation (14), we can estimate \( \alpha_{kk} \) via \( \xi_k \) as

\[
\alpha_{kk} \approx \sqrt{\xi_k - \delta_k},
\]

In the case of non-positive value of \( \xi_k - \delta_k \), we estimate \( \alpha_{kk} \approx \mathbb{E}\{\alpha_{kk}\} \) as the Hardening Bound solution. In other words, the estimate \( \hat{\alpha}_{kk} \) of the effective channel \( \alpha_{kk} \) is given by

\[
\hat{\alpha}_{kk} = \begin{cases} 
\sqrt{\xi_k - \delta_k}, & \xi_k > \delta_k \\
\mathbb{E}\{\alpha_{kk}\}, & \text{otherwise}
\end{cases}
\]

The disadvantage of the model-based solution is that it relies on asymptotic properties that are only reasonable when \( \tau_c \) and \( K \) are sufficiently large. Thus, there is no guarantee that this solution can perform well when \( \tau_c \) or \( K \) is small. This observation motivated us to design a novel solution that uses neural networks for effective channel estimation and tackle the disadvantage of the model-based solution.

IV. EFFECTIVE CHANNEL ESTIMATION AT UES: PROPOSED LEARNING-BASED SOLUTION

The key idea of our learning-based solution is to use a DNN to identify a proper mapping between the features of the UE’s received signal and the effective downlink channel gain. In particular, the input vector \( \mathbf{u}_k \) of the neural network at UE \( k \) has 4 features: (i) the sample mean of the received signals \( \xi_k \) in (12), (ii) the mean power of interference-plus-noise \( \delta_k \) in (15), (iii) \( \rho_d \mathbb{E}\|\mathbf{u}_k\|^2 \), and (iv) \( \mathbb{E}\{\alpha_{kk}\} \). Here, the first, second, and fourth features are obtained similarly as in the Hardening Bound and Model-Based approaches. The output of the DNN model is \( \hat{\vartheta}_k \), which is expected to be the effective downlink gain \( \alpha_{kk} \). Note that there are other features that can be used as the inputs to the neural network. However, we aim to keep the number of input features small for ease of implementation. We select the set of these four features because it provides the best performance during our feature selection process.

1) Proposed Deep Neural Network Design: To make a mapping from \( \mathbf{u}_k \) to \( \hat{\vartheta}_k \), we consider a fully-connected feedforward neural network with \( Q = 4 \) hidden layers and the sizes of these layers are given in Table I. Note that it is possible to have many different designs of neural network for a given prediction accuracy. In this work, we choose the fully-connected neural network and its hyper-parameters by using the trial-and-error approach. Specifically, we increase the hyper-parameters gradually and try different activation functions. The current layout of the neural networks in Table I offers good performance in terms of NMSE which is defined as

\[
\text{NMSE}_k \triangleq \frac{\mathbb{E}\{|\alpha_{kk} - \hat{\alpha}_{kk}|^2\}}{\mathbb{E}\{\alpha_{kk}^2\}}.
\]

2) Training Deep Neural Network for Channel Estimation: We exploit the supervised learning approach to train the proposed deep neural network as follows. First, we create a data training set \( \{\mathbf{u}_k^d, \hat{\vartheta}_k^d\}_{d=1}^D \), each data point of which includes the input vectors \( \mathbf{u}_k^d \) and the desired output \( \hat{\vartheta}_k^d \). Here, \( \hat{\vartheta}_k^d \) is the true effective channel gain \( \alpha_{kk} \), \( D \) is the size of the training set, and \( d \) is the index of data point. Let \( \Omega \) be the set of weights assigned to the proposed neural network, and \( \hat{\alpha}_{kk} \) the output obtained after training process. We also use the mean square error (MSE) for the loss function, i.e.,

\[
L_k(\Omega) \triangleq \mathbb{E}\{||\hat{\alpha}_{kk} - \alpha_{kk}||^2\}.
\]
Then, we train the proposed neural network with a standard process that is discussed in [9]. The training process is executed offline. Once this process is completed, the proposed neural network is then used online. To adapt the specific continuous mapping in this paper, our proposed DNN has a different design from that in [10] in terms of the input features, the number of layers and the parameters, and the type of loss functions.

3) Acquiring Data Set at UEs in the Offline Mode: Acquiring the data set \( \{ \varphi_{k}^{D}, \tilde{y}_{k}^{D} \}_{k=1}^{D} \) at each UE \( k \) is the key of the training process. First, UE \( k \) can obtain \( \xi_{k} \) by taking the sample mean of its received signals via (10). Since \( \delta_{y} \), \( \rho_{d} \), \( \rho_{\eta} \), \( \mathbb{E}\{ \| \mathbf{a}_{k} \|^{2} \} \), and \( \mathbb{E}\{ \alpha_{kk} \} \) depend on the known statistical properties of the channels, they can be easily obtained by UE \( k \). The main challenge is to obtain the true effective channel gain \( \alpha_{kk} \) for the desired output \( \tilde{y}_{k}^{A} \). Fortunately, thanks to the offline training process, the BS can use the remaining coherence interval \( \tau_{c} - \tau_{a} \) for beamforming orthogonal pilot sequences to the UEs. Since \( \tau_{c} \) is normally large, UE \( k \) can estimate \( \alpha_{kk} \) accurately.

V. NUMERICAL EXAMPLES

1) Network Setup and Parameters Setting: We consider a scenario that a BS is located at \((0, 0)\). \( L = 2 \) RISs are located at \((10, 30)\) and \((-10, -30)\) to ensure LoS paths from the BS. \( K = 10 \) UEs are randomly located in the space in \( 100 \times 100 \) area that extends from \((-150, -50)\) to \((150, 50)\). The BS and RISs are assumed to have the same altitude above the UEs by 10 m. The existence of LoS paths for the channels from the BS to the RISs to the UEs is modeled in a probabilistic manner and the Rician-\( K \)-factors are given in [11, Sec. 5.5.3] and [12]. The large-scale fading coefficients are in both cases that the LoS paths exist and do not exist are given in (68) and (69) of [12], respectively.

The BS is equipped with a uniform linear array (ULA) located on the \( y \)-axis with antenna spacing \( d_{B} = \lambda/2 \), where \( \lambda \) denotes the wavelength, while the RISs are equipped with uniform planar array (UPA) located parallel to the \( x-z \) plane with RIS element spacing \( d_{R} = \lambda/4 \). The LoS components \( \mathbf{g}_{k}, \mathbf{H}_{\ell}, \) and \( \bar{z}_{k\ell} \) are assumed to be known and given by [13]

\[
\mathbf{g}_{k} = \mathbf{a}_{B}(\theta_{B,k}) \quad (\theta_{B,k} \in \mathbb{C}^{M})
\]

(20)

\[
\mathbf{H}_{\ell} = \mathbf{a}_{B}(\theta_{B,R,\ell}) \mathbf{a}_{R}^{H}(\theta_{R,B,\ell}, \psi_{R,B,\ell})
\]

(21)

\[
\bar{z}_{k\ell} = \mathbf{a}_{R}(\theta_{R,U,\ell,k}, \psi_{R,U,\ell,k})
\]

(22)

Here, \( \mathbf{a}_{B}(\theta) \in \mathbb{C}^{M} \) is the array response of the ULA of the BS, where \( |\mathbf{a}_{B}(\theta)|_{m} = e^{j2\pi d_{B} \sin \theta / \lambda} \) and \( \theta \in [0, 2\pi] \). \( \theta_{B,R,\ell} \) is the angle-of-departure (AoD) from the BS to RIS \( \ell \); \( \mathbf{a}_{R}(\theta, \psi) \in \mathbb{C}^{N} \) is the array response of the UPA of RIS, where \( |\mathbf{a}_{R}(\theta, \psi)|_{n} = e^{j2\pi d_{R} \left( \sin \psi \sin \theta + x(\psi - \frac{\pi}{2}) \right) / \lambda} \). \( N_{x} = \min(N, 5) \) denotes the number of RIS elements in each row along the \( x \)-axis, \( \theta \in [0, 2\pi], \psi \in [-\pi/2, \pi/2] \) and \( x \) denotes the closest integer larger than \( x: (\theta_{R,B,\ell}, \psi_{R,B,\ell}) \) are the azimuth and elevation angle-of-arrival from the BS to RIS \( \ell \), \( (\theta_{R,U,\ell,k}, \psi_{R,U,\ell,k}) \) are the azimuth and elevation AoD from RIS \( \ell \) to UE \( k \).

The phase shift applied at element \( n \) of RIS \( \ell \) is modeled as \( \nu_{\ell,n} = a_{\ell,n}(\theta_{\ell,n}) e^{j\varphi_{n}}, \) where \( \theta_{\ell,n} \in [-\pi, \pi] \) and \( a_{\ell,n}(\theta_{\ell,n}) = (1 - a_{\min})(\sin(\theta_{\ell,n} - \phi - 1) + a_{\min}) \) is the amplitude, and \( a_{\min} \geq 0 \), \( a_{\min} \geq 0 \), \( b \geq 0 \) are the constants related to the specific circuit implementation [14]. The phase shift model parameters are set as: \( a_{\min} = 0.2, b = 1.6, \phi = 0.43\pi [14] \), and \( \theta_{\ell,n} \) is uniformly chosen in \([-\pi, \pi]\). We assume the BS uses the maximum-ratio precoding and equal power allocation schemes. Specially, the precoder and power control coefficient for UE \( k \) are

\[
a_{k} = \frac{\bar{u}_{k}}{\sqrt{\mathbb{E}\{\| \mathbf{a}_{k} \|^{2} \}}}, \quad \eta_{k} = \frac{1}{K}, \quad (23)
\]

where the normalization term guarantees \( \mathbb{E}\{\| \mathbf{a}_{k} \|^{2} \} = 1 \). We use QPSK modulation, noise power of \( \sigma_{n}^{2} = -92 \) dBm, and \( \tau_{c} = 500 \). The uplink pilot power is 0.1 W and the downlink power at the BS is 10 W.

Since the locations of UEs and shadow fading coefficients are identical and independently distributed, a large training data set at each UE \( k \) becomes typical, i.e., can be utilized for the same neural network of every UE. Based on this observation, we train our neural network for only a typical UE instead of all \( K \) UEs. In particular, we generate a data set of \( D = 2 \times 10^{6} \) samples for 2000 large-scale realizations and 1000 small-scale fading realizations for each large-scale realization. Here, we choose 400000 samples for training, 100000 for validation, and 1500000 for testing. The neural network is implemented using The Keras open-source library in the environment of Python 2.9.4 on an Intel i7-10750H processor. For the training phase, we use Adam optimizer [15] with a learning rate of 0.01, 200 epochs, and a batch size of 128. Each sample mean is taken over 1000 small-scale realizations.

2) Results and Discussions: Fig. 1 compares the state-of-the-art approaches, i.e., Hardening bound and Model-based, with the proposed Learning-based approach in terms of NMSE. As seen, the proposed learning-based outperform the Hardening Bound and Model-Based approaches in the cases of \( (M = 40, N = 25) \) and \( (M = 100, N = 64) \) with LoS paths dominated by non-LoS paths. This is because in these cases, the level of channel hardening is low, the Hardening Bound and Model-Based approaches perform poorly, while the learning-based approach with the additional knowledge of the input features obtained from these two approaches offers noticeable improvements. On the other hand, when LoS paths dominate non-LoS paths, the channel gains are considered to be approximately deterministic. Both the Hardening Bound and Model-Based are sufficient for channel estimation with \( \text{NMSE} \leq -20 \) dB.

To justify for why we choose 4 input features discussed in
can be calculated as where \( \beta_{\ell,k} \) represents the channel estimates at the BS. For the channel estimation at the sides. We derived closed-form expressions for the MMSE downlink massive MIMO systems at both the BS and UE.

Then, a learning-based approach was proposed to improve the channel hardening, and confirmed by simulation results. Note that the running time by more powerful computing units in real scenarios can be much smaller that those in Table II.

VI. CONCLUSION

This work has studied the channel estimation of RIS-assisted downlink massive MIMO systems at both the BS and UE sides. We derived closed-form expressions for the MMSE channel estimates at the BS. For the channel estimation at the UEs, two state-of-the-art approaches, i.e., Hardening Bound and Model-Based, from the traditional massive MIMO were extended to use in the RIS-assisted massive MIMO systems. Then, a learning-based approach was proposed to improve the performance of these approaches in the cases of a low level of channel hardening, and confirmed by simulation results. Note that the phase shifts of RISs are fixed in this work but can be further optimized to improve the channel estimation accuracy in future works.

APPENDIX

By using [16, Eq. (12.6)], the linear MMSE estimate of \( \mathbf{u}_k \), can be calculated as

\[
\hat{\mathbf{u}}_k = \mathbb{E}\{\mathbf{u}_k\} + C_{x,y}^{-1} \mathbf{y}_{p,k} - \mathbb{E}\{\mathbf{y}_{p,k}\} \tag{24}
\]

where \( C_{x,y} \) and \( C_{x,x} \) is the cross-covariance matrix of \( \mathbf{x}, \mathbf{y} \), and the covariance matrix of \( \mathbf{x} \), respectively.

- Compute \( \mathbb{E}\{\mathbf{u}_k\} \): From (5), we have

\[
\mathbb{E}\{\mathbf{u}_k\} = \mathbb{E}\{\mathbf{g}_k\} + \sum_{\ell \in \mathcal{L}} \mathbb{E}\{\mathbf{H}_\ell \mathbf{\Phi}_\ell \mathbf{z}_{\ell,k}\} = \sqrt{\beta_{0,k}^\text{LoS}} \mathbf{g}_k + \sum_{\ell \in \mathcal{L}} \sqrt{\beta_{1,\ell}^\text{LoS}} \mathbf{H}_\ell \mathbf{\Phi}_\ell \sqrt{\beta_{2,\ell,k}^\text{LoS}} \mathbf{z}_{\ell,k}. \tag{25}
\]

- Compute \( \mathbb{E}\{\mathbf{y}_{p,k}\} \): From (4) and (5), we obtain

\[
\mathbb{E}\{\mathbf{y}_{p,k}\} = \sqrt{\rho_{\tau,p}} \mathbb{E}\{\mathbf{u}_k\}. \tag{26}
\]

- Compute \( C_{\mathbf{u}_k,\mathbf{y}_{p,k}} \):

\[
C_{\mathbf{u}_k,\mathbf{y}_{p,k}} = \mathbb{E}\{(\mathbf{u}_k - \mathbb{E}\{\mathbf{u}_k\}) (\mathbf{y}_{p,k} - \mathbb{E}\{\mathbf{y}_{p,k}\})^H\} = \sqrt{\rho_{\tau,p}} \mathbb{E}\{(\mathbf{u}_k - \mathbb{E}\{\mathbf{u}_k\}) (\mathbf{u}_k - \mathbb{E}\{\mathbf{u}_k\})^H\} = \sqrt{\rho_{\tau,p}} \beta_{0,k}^\text{LoS} \mathbf{I}_M + \sum_{\ell \in \mathcal{L}} \beta_{1,\ell}^\text{LoS} \beta_{2,\ell,k}^\text{LoS} \mathbf{H}_\ell \mathbf{\Phi}_\ell \mathbf{H}_\ell^H + \sum_{\ell \in \mathcal{L}} \beta_{2,\ell,k}^\text{LoS} \mathbb{E}\{\mathbf{z}_{\ell,k}\}^2 + \beta_{0,k}^\text{LoS} \mathbb{E}\{\mathbf{H}_\ell \mathbf{\Phi}_\ell \mathbf{H}_\ell^H \} \mathbf{I}_M. \tag{27}
\]

- Compute \( C_{\mathbf{y}_{p,k},\mathbf{y}_{p,k}} \):

\[
C_{\mathbf{y}_{p,k},\mathbf{y}_{p,k}} = \mathbb{E}\{(\mathbf{y}_{p,k} - \mathbb{E}\{\mathbf{y}_{p,k}\}) (\mathbf{y}_{p,k} - \mathbb{E}\{\mathbf{y}_{p,k}\})^H\} = \sqrt{\rho_{\tau,p}} C_{\mathbf{u}_k,\mathbf{y}_{p,k}} + \mathbb{E}\{(\mathbf{W}_p \varphi_{\ell} (\mathbf{y}_{p,k} - \mathbb{E}\{\mathbf{y}_{p,k}\})^H\} = \sqrt{\rho_{\tau,p}} C_{\mathbf{u}_k,\mathbf{y}_{p,k}} + \mathbb{E}\{\mathbf{I}_M\}. \tag{28}
\]

Substituting (25)–(28) into (24), we arrive at (6).
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