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Abstract. We prove an identity in distribution between two kinds of partition functions for the
log-gamma directed polymer model: (1) the point-to-point partition function in a quadrant, (2)
the point-to-line partition function in an octant. As an application, we prove that the point-to-
line free energy of the log-gamma polymer in an octant obeys a phase transition depending on
the strength of the noise along the boundary. This transition of (de)pinning by randomness was
first predicted in physics by Kardar in 1985 and proved rigorously for zero temperature models by
Baik and Rains in 2001. While it is expected to arise universally for models in the Kardar-Paris-
Zhang universality class, this is the first positive temperature model for which this transition can
be rigorously established.
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1. Introduction and main results

1.1. Preface. Models of directed polymers in $1+1$ dimensions confined to a half-space are expected
to obey a phase transition depending on the strength of the noise along the boundary. This phenom-
enon was predicted in physics by Kardar in [Kar85] and termed depinning by quenched randomness.
A more precise understanding of this transition came from the study of specific exactly solvable
models by Baik and Rains [BR01a, BR01b]. When the strength of the disorder on the boundary
is below a certain threshold, the asymptotic behaviour of the free energy is the same as without
a boundary: fluctuations are governed by a one third scaling exponent and statistics related to
random matrix theory, as usually for models in the Kardar-Parisi-Zhang (KPZ) universality class.
Above this threshold, free energy fluctuations are Gaussian distributed on a square root scale, as if
fluctuations were only determined by the noise along the boundary.

In order to establish these results, [BR01a] applied the RSK correspondence on random matrices
satisfying various symmetries. For each symmetry type, they computed the exact distribution of
the RSK shape in terms of Schur functions. This enabled them to study in particular an exactly
solvable model of last passage percolation, i.e., a directed polymer at zero temperature, where the symmetry imposed on the weights of the model is equivalent to confining polymer paths in a half-space (an octant of the $\mathbb{Z}^2$ lattice). The distribution of the free energy can then be characterized by determinantal and Pfaffian formulas, which can be asymptotically analyzed [BR01b].

All models studied in [BR01a, BR01b] (applications of [BR01a, BR01b] are reviewed in [BR01c]) can be considered as free-fermionic models. Positive temperature models are however typically not free-fermionic and arguably more difficult to study. Some of the results of Baik and Rains have been lifted to the positive temperature setting in [OSZ14, BZ19b, BBC20, BOZ21], using the geometric RSK correspondence instead of the usual one, and Whittaker functions instead of Schur functions. These works provide concise exact formulas for observables of interest of various models, but none of these formulas seem to be readily amenable for asymptotic analysis – see e.g. the discussion in [BBC20, Sections 1.4 and 8]. Thus, a proof of a depinning phase transition for a half-space polymer model at positive temperature, or any model in the KPZ class that is not free-fermionic, has remained out of reach.

In this paper, we consider the point-to-line partition function (and more generally the point-to-half-line partition function) for a log-gamma polymer model in an octant. We prove an identity in distribution between those partition functions and point-to-point partition functions in a quadrant. Relying on known asymptotics for the latter [BCR13, KQ18, BCD21], we prove that the point-to-line partition function in an octant obeys a phase transition, depending on the parameter of weights along the boundary. The identity in distribution is valid for inhomogenous weights distributions, depending on two families of inhomogeneity parameters. The proof is based on applying the geometric RSK algorithm to symmetric random matrices with inverse-gamma distributed weights, and computing the distribution of observables of interest as integrals involving $\text{gl}_n(\mathbb{R})$-Whittaker functions and their orthogonal analogues. This generalizes a similar computation in [BZ19b]. The identity in distribution between the two partition functions may finally be recognized after transforming formulas using the spectral theory associated with Whittaker functions and comparing the Laplace transform formula for the point-to-line partition function to the one for the point-to-point partition function [COSZ14].

1.2. The log-gamma polymer. Let us define the log-gamma directed polymer model, first introduced in [Sep12].

**Definition 1.1** (Partition function of log-gamma polymers). Let $\mathcal{I} \subset \mathbb{N} \times \mathbb{N}$ be an index set. Let $(\theta_{i,j})_{(i,j) \in \mathcal{I}}$ be a parameter array with positive entries $\theta_{i,j} > 0$ for all $(i, j) \in \mathcal{I}$. We define the weight array of the log-gamma polymer with index set $\mathcal{I}$ and parameter array $(\theta_{i,j})$ as a family of independent inverse-gamma random variables $(W_{i,j})_{(i,j) \in \mathcal{I}}$ such that $W_{i,j} \sim \text{Gamma}^{-1}(\theta_{i,j})$ (equivalently $W_{i,j}^{-1} \sim \text{Gamma}(\theta_{i,j})$) for $(i, j) \in \mathcal{I}$. More precisely, the density function of $W_{i,j}$ is given by

$$f_{W_{i,j}}(x) = \frac{1}{\Gamma(\theta_{i,j})} x^{-\theta_{i,j} - 1} e^{-\frac{1}{x}}, \quad \text{for} \quad x > 0.$$  

Suppose that $(1,1)$ and $(n,N) \in \mathcal{I}$. We define the (point-to-point) partition function of the log-gamma polymer via

$$Z(n,N) = \sum_{\pi: (1,1) \rightarrow (n,N)} \prod_{(i,j) \in \pi} W_{i,j}. \quad (1.1)$$

---

1 We remark that earlier progresses towards a proof of this phase transition [OSZ14, BBC20] focused on the point-to-point partition function, which is expected to obey a similar phase transition with slightly different statistics. See predictions based on non-rigorous asymptotics in [BBC20].
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where the sum is over all up-right paths from \((1, 1)\) to \((n, N)\) confined in \(\mathcal{I}\). See Figure 1. We are particularly interested in the following two types of domains of \(\mathbb{Z}^2\) and their corresponding index set:

(i) Rectangular domains, with index set \(\mathcal{I} = \{(i, j) \mid 1 \leq i \leq n, 1 \leq j \leq m\}\) for some \(n, m\), will be used to define full-space point-to-point partition functions as (1.1).

(ii) Trapezoidal domains, where in particular the paths are confined inside an octant, with index set \(\mathcal{I} = \{(i, j) \mid 1 \leq i \leq n, i \leq j \leq 2n + m - i + 1\}\) for some \(n, m\), will be used to define trapezoidal point-to-line partition functions.

Definition 1.2. For trapezoidal domains with index set \(\mathcal{I} = \{(i, j) \mid 1 \leq i \leq n, i \leq j \leq 2n + m - i + 1\}\), we define the trapezoidal point-to-line partition function via

\[
Z^{\alpha}(n; m) := \sum_{1 \leq k \leq n} \prod_{(i, j) \in \pi} W_{i, j} = \sum_{1 \leq k \leq n} Z(k, 2n - k + m + 1),
\]

where the superscript \(\alpha\) is used to distinguish it from point-to-point partition functions.

When \(m = 0\), the point-to-line partition function corresponds to the sum of weights of all paths of length \(2n - 1\) required to remain inside an octant of the \(\mathbb{Z}^2\) lattice (see Figure 1B). For arbitrary \(m\), the point-to-line partition function can be thought of as a sum of products of weights over all up-right paths starting at the point \((1, 1)\) and ending at any of the points on the right border of the trapezoid, as shown in Figure 2B.

1.3. An identity in distribution. Our main result is an identity in distribution between the full-space point-to-point log-gamma polymer partition function and the trapezoidal point-to-line log-gamma polymer partition function. The identity holds when weights depend on the same two families of inhomogeneity parameters. We make this parametrization explicit now.

Definition 1.3. Suppose that \(n \geq 1, m \geq 0\) are two integers and that \(\alpha, \alpha = (\alpha_1, \ldots, \alpha_n)\) and \(\beta = (\beta_1, \ldots, \beta_m)\) satisfy \(\alpha_i + \alpha_\circ > 0\) for all \(1 \leq i \leq n, \alpha_i + \alpha_j > 0\) for all \(1 \leq i, j \leq n\) and \(\alpha_i + \beta_k > 0\) for all \(1 \leq i \leq n, 1 \leq k \leq m\).
Let $Z^{(n,n+m+1)}$ be the full-space point-to-point log-gamma polymer partition function, defined by (1.1) with the following choice of parameters (see also Figure 2A)

$$W_{i,j} \sim \begin{cases} 
\text{Gamma}^{-1} (\alpha_i + \alpha_o), & j = 1, \\
\text{Gamma}^{-1} (\alpha_i + \alpha_{j-1}), & 2 \leq j \leq n + 1, \\
\text{Gamma}^{-1} (\alpha_i + \beta_{j-n-1}), & n + 2 \leq j \leq n + m + 1.
\end{cases}$$ (1.3)

We recall that the random variables $W_{i,j}$ are assumed to be independent.

Let $Z^{(n;m)}$ be the trapezoidal point-to-line partition function of the log-gamma polymer defined by (1.2) with the following parametrization (see Figure 2B)

$$W_{i,j} \sim \begin{cases} 
\text{Gamma}^{-1} (\alpha_i + \alpha_o), & 1 \leq i = j \leq n, \\
\text{Gamma}^{-1} (\alpha_i + \alpha_j), & 1 \leq i < j \leq n, \\
\text{Gamma}^{-1} (\alpha_i + \beta_{j-n}), & 1 \leq i \leq n, n < j \leq n + m, \\
\text{Gamma}^{-1} (\alpha_i + \alpha_{2n+m-j+1}), & 1 \leq i \leq n, n + m < j \leq 2n + m - i + 1.
\end{cases}$$ (1.4)

Again, the random variables $W_{i,j}$ are assumed to be independent.

**Theorem 1.4.** Assume that parameters $n, m, \alpha_o, \alpha, \beta$ and the partition functions $Z^{(n,n+m+1)}$, $Z^{(n;m)}$ are as in Definition 1.3. Then the following equality in distribution holds,

$$Z^{(n;m)} \overset{(d)}{=} Z^{(n,n+m+1)}.$$ (1.5)

**Remark 1.5.** In the case $m = 0$, we obtain an identity in law between the point-to-point partition function of a full-space log-gamma polymer and the point-to-line partition function of a the log-gamma polymer confined in an octant.

**Remark 1.6.** There exist several other remarkable identities in distribution involving partition functions of the log-gamma polymer.

- The so-called replica partition function [BOZ21] has the same distribution as the point-to-point partition function in an octant [OSZ14].
- Two point-to-point partition functions in an octant have the same distribution when parameters along the first row and the boundary are switched [BBC20].
- Certain joint distributions of point-to-point partition functions satisfy a shift invariance property [Dau], similar to identities discovered in [BGW19] for other exactly solvable models.
In order to prove Theorem 1.4 we will show that the Laplace transforms of both sides of (1.5) are equal. As we will prove in the sequel, the Laplace transform of the trapezoidal point-to-line partition function is given, for \( r > 0 \), by

\[
\mathbb{E} \left[ e^{-rZ_n^\triangledown(n;m)} \right] = \prod_{i=1}^{n} \Gamma(\alpha_i + \alpha_o) \prod_{i=1}^{n} \Gamma(\alpha_i + \alpha_j) \prod_{i=1}^{n} \prod_{k=1}^{m} \Gamma(\alpha_i + \beta_k) \\
\times \int_{\mathbb{R}^n_{>0}} T_{\alpha_o,\beta;r}(x) \Psi_{\alpha_o,\beta;1}^\triangledown(x) \prod_{i=1}^{n} \frac{dx_i}{x_i},
\]

where the orthogonal Whittaker functions \( \Psi_{\alpha_o,\beta;1}^\triangledown \) and the function \( T_{\alpha_o,\beta;r} \) are defined in Section 2.3. In the special case \( m = 0 \) and \( \alpha_o = 0 \), the formula (1.6) reduces to [BZ19b, Theorem 3.13]. In the general case, the proof is given in Section 3 where, following the approach used in [BZ19b], we compute the joint distribution of the image of \((W_{i,j})\) under the geometric RSK map. Then we insert this joint distribution into the definition of the Laplace transform of \( Z_n^\triangledown(n;m) \) to obtain (1.6).

Regarding the full-space point-to-point partition function, its Laplace transform was computed in [COSZ14] as

\[
\mathbb{E} \left[ e^{-rZ(n,n+m+1)} \right] = \prod_{i=1}^{n} \Gamma(\alpha_i + \alpha_o) \prod_{i=1}^{n} \Gamma(\alpha_i + \alpha_j) \prod_{i=1}^{n} \prod_{k=1}^{m} \Gamma(\alpha_i + \beta_k) \\
\times \int_{\mathbb{R}^n_{>0}} e^{-r\lambda_1} \Psi_{\alpha_o \cup \alpha \cup \beta;1}^\triangledown(x) \Psi_{\alpha_o}^\triangledown(x) \prod_{i=1}^{n} \frac{dx_i}{x_i},
\]

where \( \alpha_o \cup \alpha \cup \beta \) denotes the concatenation of the three arrays of parameters and the function \( \Psi_{\alpha_o \cup \alpha \cup \beta;1}^\triangledown \), defined in (2.5), is a generalization of \( gl_n \)-Whittaker functions. At first sight, it is far from obvious that (1.6) and (1.7) are equal. It turns out that the Plancherel theorem associated with \( gl_n \)-Whittaker functions (see Section 2.3) can be applied to both formulas (see Corollary 3.2), and one thus transforms (1.6) and (1.7) into the following contour integral formula (see Corollary 3.2 for details)

\[
\mathbb{E} \left[ e^{-rZ_n^\triangledown(n;m)} \right] = \mathbb{E} \left[ e^{-rZ(n,n+m+1)} \right] = \int_{(\mu+i\mathbb{R})^n} r^{\sum_{i=1}^{n}} \prod_{1\leq i,j \leq n} \Gamma(\lambda_i - \alpha_j) \prod_{i=1}^{n} \Gamma(\lambda_i + \alpha_o) \prod_{i=1}^{n} \Gamma(\lambda_i + \alpha_j) \prod_{i=1}^{n} \prod_{k=1}^{m} \Gamma(\lambda_i + \beta_k) s_n(\lambda) d\lambda.
\]

However, the Plancherel theorem can only be applied when \( m \) is sufficiently large, otherwise it is not clear how to write the integrand in (1.6) as a product of two functions in \( L^2(\mathbb{R}^n_{>0}) \), as required to apply the Plancherel theorem. In particular, the above argument does not work for the point-to-line partition function of polymers confined in an octant, since in this case \( m = 0 \). This is the reason why we have introduced in Definition 1.3 the trapezoidal domains with arbitrary \( m \). We will show that for large enough but fixed \( m \), the integrand in (1.6) is the product of two functions in \( L^2(\mathbb{R}^n_{>0}) \). Then, once the identity in distribution (1.5) is established for large enough \( m \), a probabilistic argument allows to prove the result for arbitrary \( m \geq 0 \). This probabilistic argument is given in Section 4.
Remark 1.7. The equality between (1.6) and (1.7) (which holds for any $m \geq 0$) is a sign of seemingly unknown – properties of Whittaker functions. For $m = 0$, the identity reads
\[
\sum_{i=1}^{n} \alpha_i \int_{\mathbb{R}_{>0}} e^{-r/x_1} \left( \prod_{i=1}^{n} (x_i/r)^{-1} \right) \Psi_{\alpha_{0,2n+1}}^{\alpha_0}(x) \prod_{i=1}^{n} \frac{dx_i}{x_i} = \int_{\mathbb{R}_{>0}} e^{-r/x_1} \Psi_{\alpha_{0,1}}^{\alpha_0}(x) \Psi_{\alpha_{1}}^{\alpha_1}(x) \prod_{i=1}^{n} \frac{dx_i}{x_i},
\]
(1.8)
An analogous identity holds in the zero temperature limit, where one considers geometric last passage percolation instead of the log-gamma polymer. This identity was obtained in [BR01a] (7.59), (7.60) (see also [BZ19a, Section 4] and [BZ19a]). Integrals in (1.6) and (1.7) become sums over integer partitions in [BR01a] and Whittaker functions become Schur functions. Another combinatorial proof of (a special case) of this identity at the Schur function level was proposed in [BZ19c], using generalizations of bounded Littlewood identities from [Ste90, Mac95, Oka98, Kra98]. Bounded Littlewood identities also appear in [Bet18] in a very similar context. It would be interesting to investigate whether the properties of Schur functions used in [Bet18, BZ19c] may be generalized to Macdonald polynomials and Whittaker functions (see [RW21] for partial answers).

1.4. Asymptotics. Many asymptotic results have been obtained for partition functions of full-space directed polymer models [ACQ11, SS10, CLDR10, Dot10, BC14, BCF14, BCFV15, IS17, AKQ14], and in particular for the log-gamma polymer [BCR13, KQ18, BCD21]. Yet not many rigorous asymptotic results exist for models in half-space. Theorem 1.3 bridges asymptotics in the full-space case to the half-space case (and more generally, the trapezoidal case). Before stating our asymptotic result, let us fix some notations.

Definition 1.8. Suppose $\theta, \delta > 0$ are fixed constants. Suppose $n$ and $m \geq n$ are integers that tend to infinity in such a way that $\frac{n}{m} > \delta$ holds. We denote $\frac{m}{n}$ by $p$ in the sequel. We assume that $n$ is the variable that tends to infinity and $m, p$ are merely functions of $n$. Let $\theta_0 > 0$ be a positive real number which may depend on $n$.

For each $n$, consider the full space log-gamma polymer defined via (see Figure 3A)
\[
W_{i,j}^{-1} \sim \Gamma_0(\theta_0) \quad \text{for } j = 1, \quad W_{i,j}^{-1} \sim \Gamma(\theta) \quad \text{for } j \geq 2,
\]
(1.9)
on the domain $\{(i, j) \mid 1 \leq i \leq n, 1 \leq j \leq m\}$. We denote its point-to-point partition function by $Z(n, m)$ (as in (1.1)). Consider the trapezoidal log-gamma polymer defined via (see Figure 3B)
\[
W_{i,j}^{-1} \sim \Gamma(\theta_0) \quad \text{if } 1 \leq i = j \leq n, \quad W_{i,j}^{-1} \sim \Gamma(\theta) \quad \text{otherwise},
\]
(1.10)
on the domain $\{(i, j) \mid 1 \leq i \leq n, i \leq j \leq n + m - i\}$. We denote the point-to-line partition function of this trapezoidal log-gamma polymer by $Z_{\alpha}(n; m - n - 1)$ (as in (1.2)). Note that $m$ in this definition corresponds to $n + m + 1$ in Definitions 1.3 and 1.2. We make this change of notation for the simplicity of discussions about Theorem 1.10 and it only concerns Section 1.4 and Section 5.

Now we need to introduce certain quantities appearing in the limit theorem below. Let $\psi$ denote the digamma function defined on $\mathbb{R}_{>0}$ by
\[
\psi(z) = \partial_z \log \Gamma(z) = -\gamma + \sum_{n=0}^{\infty} \left( \frac{1}{n+1} - \frac{1}{n+z} \right),
\]
Here $\gamma$ is the Euler–Mascheroni constant. Its derivative $\psi'(z) = \sum_{n=0}^{\infty} \frac{1}{(n+z)^2}$ is a strictly decreasing function.

Definition 1.9. Fix $\theta > 0$. Define $\theta_c$ to be the unique solution to $\psi'(\theta_c) - p\psi'(\theta - \theta_c) = 0$. It is well-defined since $x \mapsto \psi'(x) - p\psi'(\theta - x)$ is a bijection from $(0, \theta)$ to $\mathbb{R}$. Define
\[
f_{\theta, p} := -\psi(\theta_c) - p\psi'(\theta - \theta_c), \quad \text{and} \quad \tilde{f}_{\theta, p} := -\psi(\theta_0) - p\psi'(\theta - \theta_0).
\]
Define also
\[ \sigma_{\theta,p} := \left( -\psi''(\theta_c) - np''(\theta_c) \right)^{1/2}. \]

Since \( p \) depends on \( n \), the quantities \( \theta_c, f_{\theta,p}, \bar{f}_{\theta,p}, \sigma_{\theta,p} \) all depend on \( n \) as well.

**Theorem 1.10.** Assume that parameters \( n, m, p, \theta, \theta_0 \) and the partition function \( Z^{\alpha}(n; m - n - 1) \) are as in Definition 1.8.

1. If \( \lim \inf_{n \to \infty} n^{1/3}(\theta_0 - \theta_c) = +\infty \), then for all \( t \),
   \[
   \lim_{n \to \infty} P \left( \frac{\log Z^{\alpha}(n; m - n - 1) - nf_{\theta,p}}{n^{1/3}\sigma_{\theta,p}} \leq t \right) = F_{\text{GUE}}(t),
   \]
   with \( F_{\text{GUE}} \) being the GUE Tracy-Widom distribution \( [TW94] \), defined in (5.1).

2. If for some \( y \in \mathbb{R} \), \( \lim_{n \to \infty} n^{1/3}(\theta_0 - \theta_c)\sigma_{\theta,p} = y \), then for all \( t \),
   \[
   \lim_{n \to \infty} P \left( \frac{\log Z^{\alpha}(n; m - n - 1) - nf_{\theta,p}}{n^{1/3}\sigma_{\theta,p}} \leq t \right) = F_{\text{BBP}; -y}(t),
   \]
   with \( F_{\text{BBP}; -y} \) being the Baik-Ben Arous-Péché distribution \( [BBAP05] \), defined in (5.2).

3. If for some \( \alpha \in (2/3, 1] \), the limit \( \lim_{n \to \infty} m^{-\alpha} (n\psi'(\theta_0) - m\psi'(\theta_0)) \) exists and is positive, then for all \( t \),
   \[
   \lim_{n \to \infty} P \left( \frac{\log Z^{\alpha}(n; m - n - 1) - n\bar{f}_{\theta,p}}{n^{1/2}\sqrt{\psi'(\theta_0) - p\psi'(\theta - \theta_0)}} \leq t \right) = \Phi(t),
   \]
   where \( \Phi \) is the standard Gaussian distribution function.

**Remark 1.11.** In part (3) of Theorem 1.10 the hypothesis in the case \( \alpha \in (2/3, 1] \) is equivalent to that the limit \( \lim_{n \to \infty} \frac{m}{np'}(\theta_0 - \theta_c) \) exists and is negative.

**Remark 1.12.** If \( m \) and \( n \) go to infinity in such a way that \( p = \frac{m}{n} \) is fixed, then \( \theta_c \) is also a fixed constant. Theorem 1.10 implies in particular that when \( \theta_0 \) is fixed with \( \theta_0 > \theta_c \), then (1.11) holds, and when \( \theta_0 \) is fixed with \( \theta_0 < \theta_c \), then (1.12) holds.

We prove Theorem 1.10 in Section 5. The part (2) of Theorem 1.10 is a direct consequence of [BCD21, Theorem 1.7], stated below in Proposition 5.2. The part (1) is deduced from [BCD21, Theorem 1.2, Theorem 1.7] via a coupling method. The part (3) is obtained using estimates from [Sep12] about stationary and homogeneous log-gamma polymer models.

An explanation for why the point-to-point partition function undergoes a phase transition under a perturbation of one column is provided in [BBAP05] (in the zero temperature limit). Recall that...
an inverse-gamma variable has large mean value when its parameter is small. For small enough values of \( \theta_0 \), paths stay a macroscopic distance along the first column with large probability under the polymer measure, while for larger values of \( \theta_0 \), paths would not be influenced by the different weights along the first column. We refer to [BBC20, Section 8.1] and [BCD21, Section 1.5] for a more detailed exposition of this argument in the context of the log-gamma polymer. In the half-space setting, a precise qualitative understanding of the measure on polymer paths, for various values of \( \theta_0 \), is more difficult to obtain. Nevertheless, we expect that for a fixed \( \theta_0 < \theta_c \), most paths under the polymer measure will hit the boundary a \( O(n) \) number of times, while when \( \theta_0 > \theta_c \), the geometry of paths should be qualitatively similar as in the full-space case.

### 1.5. KPZ equation

The Kardar-Parisi-Zhang (KPZ) equation [KPZ86] is the stochastic PDE

\[
\partial_t h(t, x) = \frac{1}{2} \partial_{xx} h(t, x) + \frac{1}{2} (\partial_x h(t, x))^2 + \xi(t, x), \quad x \in \mathbb{R}, \ t > 0,
\]

where \( \xi(t, x) \) is a space-time Gaussian white noise. By definition, we say that \( h \) is a solution (in the Cole-Hopf sense) of \((1.13)\) if \( h(t, x) = \log Z(t, x) \) where \( Z \) is a solution of the multiplicative noise stochastic heat equation (mSHE)

\[
\partial_t Z(t, x) = \frac{1}{2} \partial_{xx} Z(t, x) + Z(t, x) \xi(t, x), \quad x \in \mathbb{R}, \ t > 0,
\]

which can be given a precise meaning using Ito calculus, see for example the review [Cor12]. We also consider the KPZ equation on the half-line \( \mathbb{R}_{\geq 0} \). The solution depends on a boundary parameter which we will denote by \( A \in \mathbb{R} \). As is the case for the full-line KPZ equation, a solution of the KPZ equation on a half-line is defined as the logarithm of the mSHE on \( \mathbb{R}_{\geq 0} \) with Robin type boundary condition

\[
\begin{aligned}
\partial_t Z_A(t, x) &= \frac{1}{2} \partial_{xx} Z_A(t, x) + Z_A(t, x) \xi(t, x), \quad x \in \mathbb{R}_{\geq 0}, \ t > 0, \\
\partial_x Z_A(t, x) \big|_{x=0} &= A Z_A(t, 0). 
\end{aligned}
\]

Since the solution \( Z_A(t, x) \) is not differentiable in \( x \), the boundary condition \( \partial_x Z_A(t, x) \big|_{x=0} = A Z_A(t, 0) \) cannot be enforced on the solution itself. It must be enforced on the half-line heat kernel used to define mild solutions, we refer to [CS18, Def. 2.5] for details.

It is predicted in the physics paper [BLD21] that for all \( t > 0, X \geq 0 \) and \( A \in \mathbb{R} \), the identity in distribution

\[
Z_A(t, 0) = 2 Z(t, -X)
\]

holds, where, in the LHS, \( Z_A \) is the solution to \((1.15)\) with initial data \( Z_A(0, x) = 1_{x \geq X} \), and in the RHS, \( Z \) is the solution to \((1.12)\) with initial data \( Z(0, x) = 1_{x \geq 0} e^{B_x - (A + \frac{1}{2}) x} \) where \( B_x \) is a standard Brownian motion independent of the white noise \( \xi \). This prediction was based on the fact that moments of both sides of \((1.16)\) match. However, this observation does not constitute a proof because moments of a solution to the mSHE do not uniquely determine its distribution.

We expect that \((1.16)\) can be proved as a scaling limit of our main result \((1.5)\). Indeed, consider the log-gamma partition functions \( Z(n, n + m + 1) \) and \( Z^\infty(n; m) \) with parameters chosen as in \((1.9)\) and \((1.10)\) respectively. Let us use the scalings

\[
\theta = 2 \sqrt{N}, \quad \theta_0 = \sqrt{N} + A + \frac{1}{2}, \quad n = tN, \quad m = X \sqrt{N}.
\]

Then we expect to find a sequence \( C_N \) such that under the scalings \((1.17)\), for all \( t > 0, X \geq 0 \) and \( A \in \mathbb{R} \), we have the weak convergences as \( N \to +\infty \)

\[
\begin{aligned}
C_N Z(n, n + m + 1) &\Rightarrow 2 Z(t, -X), \\
C_N Z^\infty(n; m) &\Rightarrow Z_A(t, 0),
\end{aligned}
\]

where the initial conditions are the same as those required for \((1.16)\). The convergence of full-space directed polymer partition functions to the mSHE with delta initial data was first proved in [AKQ14].
The proof was extended to cover the particular setting of the log-gamma polymer in [CN17]. It seems however that the convergence stated in (1.18) is not proved in the existing literature, although the same initial condition was considered in [Par19] in a slightly different setting. Regarding half-space directed polymers, a general convergence result of the partition function of discrete polymer models to solutions of (1.15) was proved in [Wu20]. The result of [Wu20] applies to the log-gamma polymer, but only deals with point-to-point partition functions. It seems that significant extra work is needed to prove the convergence of the point-to-line partition function.

Thus, modulo the proof of convergences (1.18) and (1.19), our Theorem 1.4 implies (1.16). Proofs of these convergences are outside the scope of the present paper, but we hope that proving (1.16) may be a motivation to extend the existing proofs of convergence for full-space and half-space polymers to a more general setting, covering in particular (1.18) and (1.19).

1.6. Outline. In Section 2 we state and prove a number of prerequisites about the geometric RSK correspondence and Whittaker functions. In Section 3 we prove two formulas for the Laplace transform of the point-to-line partition function of trapezoidal log-gamma polymers. In Section 4 we prove the main identity in distribution (Theorem 1.4). In Section 5 we prove our asymptotic result (Theorem 1.10).

Acknowledgments. G.B. thanks Pierre Le Doussal and Nikos Zygouras for useful discussions, and Xuan Wu for explanations related to [Wu20]. We also thank an anonymous referee for his/her constructive and detailed comments.

2. Geometric RSK correspondence and Whittaker functions

This section provides preliminary results useful in the following sections. In particular we introduce the geometric RSK correspondence (we will denote it by gRSK) on polygonal arrays (in particular, symmetric polygonal arrays) and Whittaker functions. We refer the reader to Elia Bisi’s PhD thesis [Bis18] for a more detailed introduction to these subjects. We will also introduce the function $T_{\alpha,\beta}$ which appears in (1.6) and state some of its properties.

It was found in [OSZ14, COSZ14] that Whittaker functions arise naturally as we consider gRSK on (rectangular) domains (see also [O’C12] for an earlier occurrence of Whittaker functions in a directed polymer context). The partition functions for log-gamma polymers on such domains may be written as integrals involving Whittaker functions. For log-gamma polymers on non-rectangular domains, a generalization of gRSK to polygonal arrays [NZ17] may be used to derive, for example, the Laplace transform of the partition function, which is the approach adopted by [BZ19b] to treat half-space log-gamma polymers.

2.1. From half-space to symmetrized polymer partition functions. Before introducing gRSK, we point out that gRSK does not seem to apply well to trapezoidal domains, that we are interested in. However, a trapezoidal log-gamma polymer can always be converted to an equivalent symmetric log-gamma polymer, in that they have identical partition functions. And it is convenient to apply gRSK to symmetric domains [OSZ14, BZ19b].

Some notations come in handy. For any domain $I \subset \mathbb{N} \times \mathbb{N}$, we define its transpose as $I^t := \{(i,j) \mid (j,i) \in I\}$. A domain $I$ is symmetric if $I = I^t$. An array $w$ defined on a symmetric domain $I$ is called symmetric if $w_{i,j} = w_{j,i}$ for all $i,j$. We may now state the aforementioned equivalence between trapezoidal log-gamma polymers and symmetric log-gamma polymers.

Recall from [1.2] that the point-to-line partition function on a trapezoidal log-gamma polymer is given by

$$Z^\wedge(n;m) := \sum_{1 \leq k \leq n} \prod_{(i,j) \in \pi} W_{i,j},$$

for a permutation $\pi : (1,1) \rightarrow (k,2n-k+m+1)$.
where the sum is over up-right paths confined in a trapezoidal domain $\mathcal{I} = \{(i, j) \mid 1 \leq i \leq n, 1 \leq j \leq 2n + m - i + 1\}$ (cf. Figure 2B). Now, let $\tilde{W}_{i,j}$’s be random variables given by

$$\tilde{W}_{i,j} := \begin{cases} W_{i,j}/2, & i = j, \\ W_{i,j}, & i < j, \\ W_{j,i}, & i > j. \end{cases}$$

We see from this definition that $(\tilde{W}_{i,j})$ is defined on a symmetric domain (that is, $\tilde{W}_{i,j}$ exists if and only if $W_{j,i}$ exists) and $(\tilde{W}_{i,j})_{i \leq j}$ is a family of independent random variables. We call this the symmetrized polymer and define the symmetrized partition function as

$$Z(\mathcal{I}; n; m) := \sum_{\pi:(1,1)\rightarrow(k,2n-k+m+1) \in \pi} \prod_{(i,j) \in \pi} \tilde{W}_{i,j} + \sum_{1 \leq k \leq n} \prod_{(i,j) \in \pi} \tilde{W}_{i,j},$$

where the sums are over up-right paths $\pi$ in the $\mathcal{I}$-shape domain $\mathcal{I} \cup \mathcal{I}^t$. Since $(\tilde{W}_{i,j})$ is symmetric, a path $\pi$ in $\mathcal{I} \cup \mathcal{I}^t$ can always be converted, by performing reflections with respect to the diagonal $\{i = j\}$, to a path $\pi'$ in $\mathcal{I}$ with the same weight, i.e., $\prod_{(i,j) \in \pi} \tilde{W}_{i,j} = \prod_{(i,j) \in \pi'} \tilde{W}_{i,j}$. Conversely, for a fixed $\pi'$, the number of such $\pi$’s is $2^{|\{(i,i) \in \pi'\}|}$. Hence

$$Z(\mathcal{I}; n; m) = \sum_{1 \leq k \leq n} \prod_{(i,j) \in \pi'} 2^{|\{(i,i) \in \pi\}|} \tilde{W}_{i,j} = \prod_{(i,j) \in \pi'} W_{i,j} = Z(\mathcal{I}; n; m). \quad (2.1)$$

This equivalence allows us to study $Z(\mathcal{I}; n; m)$ in lieu of studying $Z(\mathcal{I}; n; m)$, which will be the starting point of our proof for Theorem 1.4.

2.2. Geometric RSK correspondence. The geometric RSK correspondence was introduced by Kirillov [Kir01] as the geometric lifting of the RSK correspondence. Noumi and Yamada proposed an alternative definition, purely written in terms of matrix algebra [NY04]. It is shown in [OSZ14] that gRSK can be constructed using local moves and that this is equivalent to [NY04]. In the following we present this construction via local moves.

2.2.1. Geometric RSK correspondence on polygonal arrays. We start with some definitions.

**Definition 2.1.** A polygonal domain $\mathcal{I}$ is a finite subset of $\mathbb{N} \times \mathbb{N}$ such that we have $(i, j) \in \mathcal{I}$ whenever $(i+1, j) \in \mathcal{I}$ or $(i, j+1) \in \mathcal{I}$. A polygonal array on $\mathcal{I}$ is an array $(w_{p,q})_{(p,q) \in \mathcal{I}} \in \mathbb{R}_{\geq 0}^{\mathcal{I}}$ with positive entries indexed by a polygonal domain $\mathcal{I}$. For notational convenience, we freely write $w$, $w_{\mathcal{I}}$, $(w_{p,q})_{\mathcal{I}}$, or $(w_{p,q})_{\mathcal{I}}$ to refer to the same polygonal array when there is no ambiguity.

An index $(i, j) \in \mathcal{I}$ is called a border index if $(i+1, j+1)$ does not belong to $\mathcal{I}$. If none of $(i+1, j)$, $(i, j+1)$, $(i+1, j+1)$ belongs to $\mathcal{I}$, then $(i, j)$ is called an outer index.

The gRSK map is a birational map between polygonal arrays on a same polygonal domain. The following presentation of gRSK, following [NZ17] [OSZ14], is based on local moves. Local moves are birational maps between polygonal arrays that are localized on an entry and its neighbors. We will use two families of local moves $(a_{i,j})$ and $(b_{i,j})$.

**Definition 2.2.** Let $(w_{i,j})$ be a polygonal array on $\mathcal{I}$. For an index $(i, j) \in \mathcal{I}$, the local move $a_{i,j}$ replaces $w_{i,j}$ with

$$w_{i,j}(w_{i-1,j} + w_{i,j-1}),$$
with the convention \( w_{i,0} = w_{0,j} = 0 \) and \( w_{0,1} + w_{1,0} = 1 \). For a non-border index \((i,j) \in \mathcal{I}\), the local move \( b_{i,j} \) replaces \( w_{i,j} \) with

\[
 w_{i,j}^{-1} (w_{i-1,j} + w_{i,j-1}) (w_{i+1,j}^{-1} + w_{i,j+1}^{-1})^{-1}.
\]

For \( i \leq j \) (\( i \geq j \) resp.), let

\[
 g_{i,j} := a_{i,j} \circ b_{i-1,j-1} \circ \cdots \circ b_{1,j-1} \circ b_{i,j+1} \quad (g_{i,j} := a_{i,j} \circ b_{i-1,j-1} \circ \cdots \circ b_{i-1,j+1} \text{ resp.}).
\]

Now we are ready to give the definition of gRSK, which is done by induction. Let \( w \) be a polygonal array on \( \mathcal{I} \), let \( \mathcal{I}_{\text{out}} \) be the set of outer indices of \( \mathcal{I} \) and let \( \mathcal{I}^\circ := \mathcal{I} \setminus \mathcal{I}_{\text{out}} \). The induction starts from \( \text{gRSK}(\emptyset) := \emptyset \). By introducing the notations \( w^\circ = \{ w_{i,j} : (i,j) \in \mathcal{I}^\circ \} \), \( w_{\text{out}} = \{ w_{i,j} : (i,j) \in \mathcal{I}_{\text{out}} \} \), the induction relation reads

\[
 \text{gRSK}(w) := \bigcirc_{(i,j) \in \mathcal{I}_{\text{out}}} g_{i,j} \left( \text{gRSK}(w^\circ) \sqcup w_{\text{out}} \right),
\]

where \( \bigcirc \) denotes compositions of \( g_{i,j} \)'s and \( \sqcup \) denotes union of two arrays. Note that the order in which the \( g_{i,j} \)'s for \((i,j) \in \mathcal{I}_{\text{out}}\) are composed is irrelevant (see [NZ17]).

**Proposition 2.3** ([NZ17, Proposition 2.6, 2.7]). Let \( t = \text{gRSK}(w) \).

- The Jacobian of the gRSK in log-coordinates

\[
 (\log w_{i,j} : (i,j) \in \mathcal{I}) \mapsto (\log t_{i,j} : (i,j) \in \mathcal{I})
\]

has absolute value 1.

- With the convention \( t_{0,j} = t_{i,0} = 0 \) for all \( i, j \), we have

\[
 \sum_{(i,j) \in \mathcal{I}} \frac{1}{w_{i,j}} = \frac{1}{t_{1,1}} + \sum_{(i,j) \in \mathcal{I}} \frac{t_{i-1,j} + t_{i,j-1}}{t_{i,j}}.
\]

- For any border index \((n,m)\),

\[
 t_{n,m} = \sum_{\pi : (1,1) \to (n,m)} \prod_{(i,j) \in \pi} w_{i,j},
\]

where the sum is over up-right paths from \((1,1)\) to \((n,m)\).

- For any border index \((n,m)\),

\[
 \prod_{i=1}^{n} \prod_{j=1}^{m} w_{i,j} = \tau_{m-n},
\]

where \( \tau_{q} := \prod_{j-i=q} t_{i,j} \). In particular, for an outer index \((n,m)\),

\[
 \prod_{i=1}^{n} w_{i,m} = \frac{\tau_{m-n}}{\tau_{m-n-1}} \quad \text{and} \quad \prod_{j=1}^{m} w_{n,j} = \frac{\tau_{m-n}}{\tau_{m-n+1}}
\]

hold.

Note that \( t_{n,m} \), \((n,m)\) being a border index, can thus be regarded as a point-to-point partition function for a polymer with weight array \( w \).
2.2.2. Symmetric geometric RSK correspondence. As motivated by Subsection 2.1 we introduce gRSK for symmetric arrays, first considered in [OSZ14]. Suppose \( \mathcal{I} \subset \{(i, j) \mid i \leq j\} \) and that \( \mathcal{I} \cup \mathcal{I}^t \) is a polygonal domain. Then a symmetric array \( \mathbf{w} \) on \( \mathcal{I} \cup \mathcal{I}^t \) only has \( |\mathcal{I}| \) free variables (say, the restriction of \( \mathbf{w} \) to the quadrant \( \{(i, j) \mid i \leq j\} \)). Let \( \mathbf{t} := \text{gRSK}(\mathbf{w}) \), then \( \mathbf{t} \) also is symmetric (see Proposition 2.4 below) and thus has \( |\mathcal{I}| \) free variables. We may thus regard gRSK in this symmetric setting as a birational map from \( \mathbb{R}_{\geq 0}^{|\mathcal{I}|} \) to \( \mathbb{R}_{\geq 0}^{|\mathcal{I}|} \).

Proposition 2.4 ([OSZ14] BZ19b). If \( \mathbf{w} \) is symmetric, then \( \mathbf{t} = \text{gRSK}(\mathbf{w}) \) is also symmetric. In addition, the Jacobian of
\[
(\log w_{i,j} : i \leq j) \mapsto (\log t_{i,j} : i \leq j)
\]
has absolute value 1.

The following proposition provides a formula for the product of diagonal entries \( \prod_{i,j} w_{i,j} \) in terms of \( t_{j,j}'s \). This was first proved in [OSZ14, Lemma 5.1] for cases where the underlying polygonal domain is \( \{(i, j) \mid 1 \leq i, j \leq n\} \) for some \( n \). We provide a proof here for general symmetric polygonal arrays.

We introduce the diagonal length \( \ell \) of a polygonal array \( \mathbf{w} \) on \( \mathcal{I} \) as \( \ell := \text{card}\{i \mid (i, i) \in \mathcal{I}\} \).

Proposition 2.5. Suppose \( \mathbf{w} \) is a symmetric polygonal array. Let \( \mathbf{t} = \text{gRSK}(\mathbf{w}) \), then
\[
4^{\lfloor n/2 \rfloor} \prod_{i=1}^{n} w_{i,i} = \prod_{j=1}^{\ell} t_{j,j}^{(-1)^{n-j}},
\]
where \( n \) is the diagonal length of \( \mathbf{w} \).

Proof. We prove this by induction on \( n \). Observe that when \( n = 1 \), we have \( \mathbf{t} = \mathbf{w} \) and the formula follows.

Suppose that the formula holds for any symmetric polygonal array of diagonal length \( n - 1 \), we now show that it also holds for any symmetric polygonal array \( \mathbf{w} \) of diagonal length \( n \).

By (2.2), if \( (n, n) \) is not an outer index, then \( t_{j,j}^o = t_{j,j} \) for all \( j = 1, \ldots, n \), where \( t^o \) denotes gRSK(\( \mathbf{w}^o \)). Since \( w_{i,i}^o = w_{i,i} \) for all \( 1 \leq i \leq n \), the problem is thus reduced to proving the desired formula for \( \mathbf{w}^o \), which is \( \mathbf{w} \) deprived of the entries on its outer indices. After repeating this process for a finite time, the reduction stops at some \( \mathbf{w}^{o \cdots o} \), of which \( (n, n) \) is an outer index (see Figure 4).

Assume now without loss of generality that \( (n, n) \) is an outer index of \( \mathbf{w} \). Then the diagonal length of \( \mathbf{w}^o \) is \( n - 1 \) and the induction hypothesis yields
\[
4^{\lfloor n-1/2 \rfloor} \prod_{i=1}^{n-1} w_{i,i} = \prod_{j=1}^{\ell} t_{j,j}^o (-1)^{n-1-j}.
\]

By the hypothesis that \( \mathbf{w} \) is symmetric, \( t^o = \text{gRSK}(\mathbf{w}^o) \) is symmetric. Hence we may rewrite (2.2) as
\[
\begin{align*}
t_{1,1} &= \frac{1}{t_{1,1}^o} \left( \frac{1}{t_{1,2}^o} + \frac{1}{t_{2,1}^o} \right)^{-1} = \frac{t_{1,2}^o}{2t_{1,1}^o},

t_{j,j} &= \frac{1}{t_{j,j}^o} \left( \frac{1}{t_{j,j-1}^o} + \frac{1}{t_{j+1,j}^o} \right)^{-1}, \quad 2 \leq j \leq n - 1,

t_{n,n} &= 2w_{n,n} t_{n-1,n}^o.
\end{align*}
\]

As pointed out by an anonymous referee, Proposition 2.5 can also be deduced from [OSZ14, Lemma 5.1] using the fact that the diagonal entries of the gRSK image of a polygonal array \( \mathbf{w} \) coincide exactly with the diagonal entries of the gRSK image of the square subarray \( \mathbf{w}^{sq} = (w_{ij})_{1 \leq i, j \leq \ell} \). In fact, this implies that Proposition 2.5 is still true under the weaker assumption that \( \mathbf{w}^{sq} \) is symmetric.
Figure 4. Reduction from $w$ to $w^0$, and then to $w^{00}$.

Therefore,

$$
\prod_{j=1}^{n} (t_{j,j})^{(-1)^{n-j}} = t_{n,n} t_{n-1,n-1} t_{n-2,n-2} \cdots t_{1,1}^{(-1)^{n-1}}
$$

$$
= 2^{1+(-1)^n} w_{n,n} \prod_{j=1}^{n-1} (t_{j,j})^{(-1)^{n-1-j}}
$$

$$
= 2^{1+(-1)^n} w_{n,n} 4^{\frac{n-1}{2}} \prod_{i=1}^{n-1} w_{i,i}
$$

$$
= 4^{\frac{n^2}{2}} \prod_{i=1}^{n} w_{i,i},
$$

which completes the proof. \hfill \Box

### 2.3. Whittaker functions

We use $i = \sqrt{-1}$ to denote the imaginary unit and reserve $i$ for use as indices.

#### 2.3.1. $\mathfrak{gl}_n$-Whittaker functions

We define $\mathfrak{gl}_n$-Whittaker functions through Givental’s integral formula [Giv97]. Fix a parameter sequence $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{C}^n$. Consider a triangular array $z = (z_{i,j} : 1 \leq i \leq n, 1 \leq j \leq i)$ (Figure 5A). We define the type of such an array as

$$
type(z)_i := \prod_{j=1}^{i-1} \frac{z_{i,j}}{z_{i-1,j}} \quad \text{for} \quad i = 1, \ldots, n,
$$

with the convention $\prod_{j=1}^{0} z_{0,j} = 1$. Denote

$$
type(z)^\alpha := \prod_{i=1}^{n} type(z)^{\alpha_i}_i.
$$

The $\mathfrak{gl}_n$-Whittaker function is defined via an integral on triangular arrays with fixed bottom row:

$$
\Psi^0_{\alpha,n}(x) := \int_{\mathbb{R}^{n(n-1)/2}} type(z)^{-\alpha} \exp \left( -\sum_{j=1}^{i} \sum_{j=1}^{i} \frac{z_{i+1,j+1} + z_{i-1,j}}{z_{i,j}} \right) \prod_{1 \leq i \leq n} \frac{dz_{i,j}}{z_{i,j}}, \quad (2.3)
$$

where $z_{n,j} := x_j$ for $1 \leq j \leq n$ and by convention $z_{i,j} = 0$ if $(i, j)$ is out of the range $1 \leq i \leq n, 1 \leq j \leq i$. A direct consequence of this definition is that for any $c \in \mathbb{C}$,

$$
\Psi^c_{\alpha,z+c}(x) = \left( \prod_{i=1}^{n} x_i \right)^{-c} \Psi^0_{\alpha,n}(x). \quad (2.4)
$$
Figure 5. Tableau of integral variables $z_{i,j}$ (including the fixed bottom row) for $\mathfrak{g}l_n$ Whittaker functions, $\mathfrak{so}_{2n+1}$ Whittaker functions, and generalized $\mathfrak{g}l_n$-Whittaker functions; an arrow $a \rightarrow b$ means that the term $a^b$ appears in the exponential term in (2.3), (2.10), or (2.5), respectively for the three cases.

Now we introduce a generalization of $\mathfrak{g}l_n$-Whittaker functions, following [OSZ14]. This generalized Whittaker function will not be used in the sequel, but completes our discussion for (1.7). Suppose $m \geq n$. Let $\beta \in \mathbb{C}^m$ and let $r \in \mathbb{C}$ be such that $\Re(r) > 0$. Consider an array $z = (z_{i,j} : 1 \leq i \leq m, 1 \leq j \leq i \land n)$ (Figure 5C). We define the type of such an array as

$$\text{type}(z)_i := \frac{\prod_{j=1}^{i \land n} z_{i,j}}{\prod_{j=1}^{(i-1) \land n} z_{i-1,j}} \quad \text{for} \quad i = 1, \ldots, m.$$ 

Denote as above

$$\text{type}(z)^\beta := \prod_{i=1}^{m} \text{type}(z)_{i}^{\beta_i}.$$
The generalized $\mathfrak{gl}_n$-Whittaker function is also defined via an integral on arrays with fixed bottom row:

$$
\Psi_{\beta,\tau}^{\mathfrak{gl}_n}(x) := \int_{\mathbb{R}_{>0}^n} \text{type}(z)^{-\beta} \exp \left( -\frac{r}{z_{n,n}} - \sum_{i=1}^{m} \sum_{j=1}^{n} \frac{z_{i+1,j+1} + z_{i-1,j}}{z_{i,j}} \right) \prod_{1 \leq i \leq m, 1 \leq j \leq i \wedge n} dz_{i,j},
$$

where $z_{m,j} := x_j$ for $1 \leq j \leq n$ and by convention $z_{i,j} = 0$ if $(i,j)$ is not in the range $1 \leq i \leq m, 1 \leq j \leq i \wedge n$.

For a function $g \in L^2(\mathbb{R}_{>0}^n, \prod_{i=1}^{n} dx_i/x_i)$, we define its Whittaker transform as

$$
\hat{g}(\lambda) := \int_{\mathbb{R}_{>0}^n} g(x) \Psi_{\lambda}^{\mathfrak{gl}_n}(x) \prod_{i=1}^{n} \frac{dx_i}{x_i}.
$$

It is known that the Whittaker transformation $g \mapsto \hat{g}$ is an isometry from $L^2(\mathbb{R}_{>0}^n, \prod_{i=1}^{n} dx_i/x_i)$ to $L^2_{\text{sym}}((\mathbb{R})^n, s_n(\lambda)d\lambda)$ \cite{ST94, KL01}. In particular, the following Plancherel formula holds. For all $f_1, f_2 \in L^2(\mathbb{R}_{>0}^n, \prod_{i=1}^{n} dx_i/x_i)$, we have

$$
\int_{\mathbb{R}_{>0}^n} f_1(x)f_2(x) \prod_{i=1}^{n} \frac{dx_i}{x_i} = \int_{(\mathbb{R})^n} \hat{f}_1(\lambda)\hat{f}_2(\lambda)s_n(\lambda)d\lambda.
$$

Now we turn to the Whittaker transform of a particular function $T_{\alpha,\beta,r}(x)$, which naturally appears in the Laplace transform of the point-to-line partition function of trapezoidal polymers, and symmetrized polymers in general, see Remark \ref{rem:trapezoidalpolymers}.

**Definition 2.6.** Assume $r > 0$, $\alpha \in \mathbb{C}$, $\beta \in \mathbb{C}^m$. For $x = (x_1, \ldots, x_n) \in \mathbb{R}_{>0}^n$, consider an array $z = (z_{i,j} : 1 \leq i \leq m+1, 1 \leq j \leq n)$ with fixed bottom row $z_{m+1,j} = x_j$ for all $1 \leq j \leq n$. Define the type of such an array as

$$
type(z)_i := \prod_{j=1}^{i} z_{i+1,j} \prod_{j=1}^{i} z_{i,j}^{-1} \quad \text{for} \quad i = 1, \ldots, m.
$$

Denoting $type(z)^{\beta} = \prod_{i=1}^{m} type(z)^{\beta_i}_i$, we define

$$
T_{\alpha,\beta,r}(x) := \int_{\mathbb{R}_{>0}^n} \left( \prod_{i=1}^{n} (z_{i,i}/r)^{(-1)^i} \right)^{\alpha} \text{type}(z)^{-\beta} \times \exp \left( -\frac{r}{z_{1,n}} - \sum_{i=1}^{m+1} \sum_{j=1}^{n} \frac{z_{i+1,j+1} + z_{i-1,j}}{z_{i,j}} \right) \prod_{i=1}^{m} \prod_{j=1}^{n} dz_{i,j},
$$

with the convention that $z_{i,j} = 0$ whenever $(i,j)$ is not in the range $1 \leq i \leq m+1, 1 \leq j \leq n$. We also define $T_{\alpha,\beta,0}(x) = \left( \prod_{i=1}^{n} (x_i/r)^{(-1)^i} \right)^{\alpha} e^{-r/x_n}$.

The well-definedness of $T_{\alpha,\beta,r}$ will be shown in Proposition \ref{prop:well-definedness}. See Figure \ref{fig:trapezoidalpolymers} for a visual representation of integral variables $(z_{i,j})$. The Whittaker transform of $T_{\alpha,\beta,r}(x)$ in the case $\beta = \emptyset$ is known and stated in the following proposition.
We define the type of such an array as
\[
\mathbb{R} \left( \left[ \text{Sta01}, \text{OSZ14} \right], \text{Corollary 5.4} \right)
\]
combining Proposition 2.8 and [BBC20, Prop. 6.10] that when equivalent to the half-space polymer model considered in [BBC20]. Moreover, one could show by a surprise, as the proof of Proposition 2.8 in Section 3.2 involves a symmetrized polymer model used in [BBC20] to define the half-space Whittaker process, see Definition 6.7 therein. This is not \( \tau \rightarrow 2.3.2. \)

directly through its Whittaker transform.

Proposition 2.7 ([Sta01], [OSZ14, Corollary 5.4]). Suppose \( r > 0, \alpha \in \mathbb{C}^n, \alpha_o \in \mathbb{C} \) satisfy \( \Re (\alpha_i + \alpha_o) > 0 \) for all \( i \) and \( \Re (\alpha_i + \alpha_j) > 0 \) for all \( i > j \), then
\[
\int_{\mathbb{R}^n_0} \left( \prod_{i=1}^n (x_i/r)^{(-1)^i} \right)^{\alpha_o} e^{-r/x_n} \Psi_{\alpha, \beta}^R (x) \prod_{i=1}^n \frac{dx_i}{x_i} = r^{\sum_{i=1}^n \alpha_i} \prod_{i=1}^n \Gamma (\alpha_i + \alpha_o) \prod_{i=1}^n \prod_{i=j=1}^n \Gamma (\alpha_i + \alpha_j) .
\]

Now we give the Whittaker transform of \( T_{\alpha, \beta, r} (x) \). The proof for this formula relies on applying gRSK to a symmetric domain not yet introduced, and we postpone the proof to Section 3.2.

Proposition 2.8. Suppose \( r > 0, \alpha_o \in \mathbb{C}, \beta \in \mathbb{C}^m \), then \( T_{\alpha, \beta, r} (x) \) is well-defined for almost every \( x \in \mathbb{R}^n_0 \). Furthermore, suppose that \( \alpha \in \mathbb{C}^n \) satisfy \( \Re (\alpha_o + \alpha_i) > 0 \) for all \( i \geq 1 \), \( \Re (\alpha_i + \alpha_j) > 0 \) for all \( 1 \leq i < j \leq n \) and \( \Re (\alpha_i + \beta_k) > 0 \) for all \( 1 \leq i \leq n, 1 \leq k \leq m \). We have
\[
\int_{\mathbb{R}^n_0} T_{\alpha, \beta, r} (x) \Psi_{\alpha, \beta}^R (x) \prod_{i=1}^n \frac{dx_i}{x_i} = r^{\sum_{i=1}^n \alpha_i} \prod_{i=1}^n \Gamma (\alpha_i + \alpha_o) \prod_{i=1}^n \prod_{i=j=1}^n \Gamma (\alpha_i + \alpha_j) \prod_{i=1}^n \prod_{i=k=1}^m \Gamma (\alpha_i + \beta_k) .
\]

Remark 2.9. Proposition 2.8 shows that the function \( T_{\alpha, \beta, r} (x) \) is similar to the function \( T_{\alpha} (x) \) used in [BBC20] to define the half-space Whittaker process, see Definition 6.7 therein. This is not a surprise, as the proof of Proposition 2.8 in Section 3.2 involves a symmetrized polymer model equivalent to the half-space polymer model considered in [BBC20]. Moreover, one could show by combining Proposition 2.8 and [BBC20, Prop. 6.10] that when \( r = 1 \), \( T_{\alpha, \beta, r} (x) \) is exactly the \( \tau \rightarrow 0 \) limit of the function \( T_{\alpha} (x) \) defined in [BBC20], provided that parameters are appropriately matched. Thus, Definition 2.6 provides a Givental’s type integral representation for the function \( T \) involved in the definition of half-space Whittaker processes, while it was defined in [BBC20] only indirectly through its Whittaker transform.

2.3.2. \( \mathfrak{so}_{2n+1} \)-Whittaker functions. We define the \( \mathfrak{so}_{2n+1} \)-Whittaker functions also by an integral formula due to [GLO07, GLO08]. The integral is over a half-triangular array (Figure 5B) of depth \( 2n \),
\[
z = (z_{i,j} : 1 \leq i \leq 2n, \lfloor i/2 \rfloor + 1 \leq j \leq i).
\]

We define the type of such an array as
\[
\text{type}(z)_i := \frac{\prod_{j=[i/2]+1}^i z_{i,j}}{\prod_{j=[(i-1)/2]+1}^{i-1} z_{i-1,j}} \quad \text{for } i = 1, \ldots, 2n.
\]

For \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{C}^n \), we denote \( \alpha^\pm := (\alpha_1, -\alpha_2, \alpha_2, \ldots, -\alpha_n, \alpha_n) \) and
\[
\text{type}(z)^{\alpha^\pm} := \prod_{i=1}^{2n} \text{type}(z)_i^{\alpha^\pm}.
\]
Now we define the $so_{2n+1}$-Whittaker function with parameter $\alpha$ via

$$
\Psi_{\alpha}^{502n+1}(x) := \int_{\mathbb{R}_{>0}^{2n}} \text{type}(z)^\alpha \pm \exp \left( -\sum_{i=1}^{2n} \sum_{j=[i/2]+1}^{i} \frac{z_{i+1,j+1} + z_{i-1,j}}{z_{i,j}} - \sum_{k=1}^{n} \frac{z_{2k-1,k}}{z_{i,j}} \right) \prod_{1 \leq i < 2n} \frac{dz_{i,j}}{z_{i,j}},
$$

(2.10)

where on the bottom row $z_{2n,j+[i/2]} = x_j$ for $1 \leq j \leq [i/2]$ and by convention $z_{i,j} := 0$ whenever $i, j$ is out of the range $1 \leq i \leq 2n$, $[i/2]+1 \leq j \leq i$. We conclude this subsection with the Whittaker transform of $so_{2n+1}$-Whittaker functions.

Proposition 2.10 ([BZ19b Lemma 3.14]). Suppose $\mu \in \mathbb{C}$ and $\alpha \in \mathbb{C}^n$ are such that $\Re(\mu) > \max_{j} |\Re(\alpha_j)|$. Let

$$
g(x) := \left( \prod_{i=1}^{n} x_i \right)^\mu \Psi_{\alpha}^{502n+1}(x),
$$

then $g \in L^2(\mathbb{R}_{>0}^{2n}, \prod_{i=1}^{n} dx_i / x_i)$ and

$$
\hat{g}(\lambda) := \frac{\prod_{1 \leq i,j \leq n} \Gamma(\mu - \lambda_i + \alpha_j) \Gamma(\mu - \lambda_i - \alpha_j)}{\prod_{1 \leq i < j \leq n} \Gamma(2\mu - \lambda_i - \lambda_j)}.
$$

Remark 2.11. Several conventions have been used in the literature in order to define Whittaker functions. Our definition for $\Psi_{\alpha}^{50n}(x)$ and $\Psi_{\beta}^{50n}(x)$ are the same as in [OSZ14], but $\Psi_{\alpha}^{50n}(x)$ corresponds to $\Psi_{\alpha}^{50n}(x') = \Psi_{\alpha}^{50n}(x')$ in [BZ19b] (for $x = (x_1, \ldots, x_n)$, we use the notation $x' = (1/x_1, 1/x_{n-1}, \ldots, 1/x_1)$). In [GLO07, GLO08, BC14, BBC20], Whittaker functions are defined in terms of the variables $\log(x_i)$ and the parameters $\alpha, \alpha_i, \beta_j$ are sometimes multiplied by $\pm i$.

Our definition of orthogonal Whittaker functions is such that $\Psi_{\alpha}^{502n+1}(x) \equiv \Psi_{\alpha}^{502n+1}(x')$ in [BZ19b]. In [GLO07, GLO08], orthogonal Whittaker functions are defined in terms of the variables $\log(x_i)$.

3. Laplace transform of the partition function for trapezoidal log-gamma polymers

This section is devoted to proving an integral formula for the Laplace transform of $Z^{\alpha_n}(n; m)$ (Theorem 3.1). We then deduce a contour integral formula (Corollary 3.2) from Theorem 3.1 by applying the Plancherel formula (2.7). This contour integral formula will enable us, in Section 4, to compare the Laplace transform of $Z^{\alpha_n}(n;m)$ with that of $Z(n,m)$ and directly prove Theorem 1.4 for the $m \geq n-1$ case.

In order to apply the Plancherel formula, the Whittaker transform of $T_{\alpha,\beta,r}$ (Proposition 2.8) will be needed. We compute it in Subsection 3.2 using a similar approach as in the proof of Theorem 3.1.

3.1. Laplace transform formula for the partition function of trapezoidal log-gamma polymers. By using symmetric gRSK and $so_{2n+1}$-Whittaker functions, we derive the Laplace transform of $Z^{\alpha}(n;m)$, using a generalization of similar arguments in [OSZ14, BZ19b].
Theorem 3.1. Assume that parameters \( n, m, \alpha, \alpha, \beta \) and the partition function \( Z^\wedge(n; m) \) are as in Definition 2.5. Assume that parameters \( r(x) \) is as in Definition 2.7. We have

\[
E\left[e^{-rZ^\wedge(n; m)}\right] = \prod_{i=1}^{n} \Gamma(\alpha_i + \alpha_0) \prod_{i=1}^{n} \prod_{j=1}^{n} \Gamma(\alpha_i + \alpha_j) \int_{\mathbb{R}^{n}} \mathcal{T}_{\alpha, \beta,r}(x) \psi_{\alpha, \beta}^{2n+1}(x) \prod_{i=1}^{n} \frac{dx_i}{x_i},
\]

Proof. Let \( \mathcal{I} \) be the trapezoidal index set

\[ \mathcal{I} := \{(i, j) | 1 \leq i \leq n, i \leq j \leq 2n + m - i + 1\}. \]

As explained in (2.1), \( Z^\wedge(n; m) \) is equal in distribution to \( Z^\wedge(n; m) \), whose weight array \( W \) (note that \( W \) corresponds to \( \tilde{W} \) in the notation of (2.1)) is defined on \( \mathcal{I} \cup \mathcal{I} \) via

\[
W_{i,j} = W_{j,i} \text{ and } W_{i,j}^{-1} = \begin{cases} 2 \Gamma(\alpha_i + \alpha_0), & 1 \leq i = j \leq n, \\ \Gamma(\alpha_i + \alpha_j), & 1 \leq i < j \leq n, \\ \Gamma(\alpha_i + \beta_{j-n}), & 1 \leq i \leq n, n < j \leq n + m, \\ \Gamma(\alpha_i + \alpha_{2n+m-j+1}), & 1 \leq i \leq n, i \leq 2n + m - j + 1 \leq n. \end{cases}
\]

Now we calculate the Laplace transform of \( Z^\wedge \). To this end, we will derive the joint distribution of \( T = gRSK(W) \), whose outer entries coincide with the point-to-point partition functions, that is, \( T_{k,2n+m-k+1} = Z(k, 2n + m - k + 1) \) and \( T_{2n+m-k+1,k} = Z(2n + m - k + 1, k) \) for \( k = 1, \ldots, n \) (see Proposition 2.3). The Laplace transform of \( Z^\wedge \) will then be expressed in terms of this joint distribution.

Let \( \mathbf{w} \) be a symmetric polygonal array on \( \mathcal{I} \cup \mathcal{I} \). By (3.2), the density of \( (W_{i,j})_{i \leq j} \) at \( (w_{i,j})_{i \leq j} \) is given by \( L_1 \times L_2 \), where

\[
L_1 := \prod_{i=1}^{n} \frac{(2w_{i,i})^{-\alpha_i - \alpha_0}}{\Gamma(\alpha_i + \alpha_0)} \prod_{1 \leq i < j \leq n} \frac{w_{i,j}^{-\alpha_i - \alpha_j}}{\Gamma(\alpha_i + \alpha_j)} \times \prod_{i=1}^{n} \prod_{j=n+1}^{n+m} \frac{w_{i,j}^{-\alpha_i - \beta_{j-n}}}{\Gamma(\alpha_i + \beta_{j-n})} \prod_{i=1}^{n} \prod_{j=n+m+1}^{2n+m-i+1} \frac{w_{i,j}^{-\alpha_i - \alpha_{2n+m-j+1}}}{\Gamma(\alpha_i + \alpha_{2n+m-j+1})},
\]

\[
L_2 := \exp \left( -\frac{1}{2} \sum_{i=1}^{n} \frac{1}{w_{i,i}} - \sum_{i<j} \frac{1}{w_{i,j}} \right) \prod_{(i,j) \in \mathcal{I}} \frac{1}{w_{i,j}}.
\]

In the above expression we have written under the summation symbol \( i \leq j \) instead of \( (i, j) \in \mathcal{I} \cap \{i < j\} \) for simplicity of notation. We will use this convention in several other places in the proof, which should not cause too much confusion. Using the symmetry of \( \mathbf{w} \), we gather \( w_{i,j} \)'s in
By Proposition 2.3, we convert the sum in the expression of $L_1$ to

$$L_1 = C \prod_{i=1}^{n} w_{i,i}^{-\alpha_0} \prod_{j=1}^{n} w_{i,j}^{-\alpha_i} \prod_{i=1}^{n} w_{i,j}^{-\beta_j} \prod_{j=1}^{n} w_{i,j}^{-\beta_{i,j}} \prod_{i=1}^{n} w_{i,j}^{-\alpha_{2n+m-j+1}}$$

$$= C \prod_{i=1}^{n} w_{i,i}^{-\alpha_0} \prod_{j=1}^{n} w_{i,j}^{-\alpha_i} \prod_{j=1}^{n} w_{i,j}^{-\beta_j} \prod_{i=1}^{n} w_{i,j}^{-\alpha_{2n+m-j+1}}$$

$$= C \left( \prod_{i=1}^{n} w_{i,i}^{-\alpha_0} \right) \prod_{j=1}^{n} \left( 2n+m-i+1 \right) \prod_{j=1}^{n} \left( \frac{\tau_{i,j}}{2n-m-2i+2} \right) \prod_{j=1}^{n} \left( \frac{\tau_{i,j}}{2n-m-2i+2} \right) \prod_{j=1}^{n} \left( \frac{\tau_{j,i}}{\tau_{j-1}} \right)$$

where

$$C = \left( \prod_{i=1}^{n} 2^{\alpha_i+\alpha_0} \Gamma(\alpha_i+\alpha_0) \prod_{i=1}^{n} \prod_{j=1}^{n} \Gamma(\alpha_i+\alpha_j) \prod_{i=1}^{n} \prod_{k=1}^{n} \Gamma(\alpha_i+\beta_k) \right)^{-1}.$$

Again, by symmetry of $w$ we have

$$L_2 = \exp \left( -\frac{1}{2} \sum_{(i,j) \in \mathcal{I} \cup \mathcal{I}^t} \frac{1}{w_{i,j}} \right) \prod_{(i,j) \in \mathcal{I}} \frac{1}{w_{i,j}}.$$

Now we do a change of variables via gRSK. Let

$$T := \text{gRSK}(W) \quad \text{and} \quad t := \text{gRSK}(w).$$

By Proposition 2.5 and observing that $n$ is the diagonal length of $w$,

$$\prod_{i=1}^{n} w_{i,i} = 4^{-\lfloor n/2 \rfloor} \prod_{j=1}^{n} t_{j,j}^{-1}. \quad (3.3)$$

By Proposition 2.3,

$$\prod_{j=1}^{2n+m-i+1} w_{i,j} = \frac{\tau_{2n-m-2i+1}}{\tau_{2n-m-2i+2}}, \quad \prod_{i=1}^{2n+m-j+1} w_{i,j} = \frac{\tau_{2n-m-2i+1}}{\tau_{2n-m-2i+2}}, \quad \prod_{i=1}^{n} w_{i,j+n} = \frac{\tau_{j}}{\tau_{j-1}}.$$  \quad (3.4)

where

$$\tau_k = \prod_{j-i=k}^{j-i=k} t_{i,j}.$$  \quad (3.4)

Using Proposition 2.3, we convert the sum in the expression of $L_2$ to

$$\sum_{i,j} w_{i,j}^{-1} = \frac{1}{t_{i,j}} + \sum_{(i,j) \neq (1,1)} t_{i,j}^{-1} + t_{i-j}^{-1} = \frac{1}{t_{i,j}} + \sum_{1<i=j} t_{i,j}^{-1} + t_{i-j}^{-1} + 2 \sum_{i<j} t_{i,j}^{-1} + t_{i-j}^{-1}$$

$$= \frac{1}{t_{i,j}} + 2 \sum_{1<i=j} t_{i,j}^{-1} + 2 \sum_{i<j} t_{i,j}^{-1}.$$  \quad (3.5)

where we omitted the constraint $(i,j) \in \mathcal{I} \cup \mathcal{I}^t$ to ease notation. Inserting (3.3), (3.4) (resp. (3.5)) into the expression of $L_1$ (resp. $L_2$), and recalling that $(\log w_{i,j}) \mapsto (\log t_{i,j})$ has Jacobian $\pm 1$ (see...
Prop. 2.4, we obtain the density of \((T_{i,j})_{i \leq j}\) at \((t_{i,j})_{i \leq j}\) as

\[
C \left( 4^{-[n/2]} \prod_{j=1}^{n} t_{j,j}^{(-1)^{n-j}} \right)^{-\alpha_0} \prod_{i=1}^{n} \left( \frac{\tau_{2n+m-2i+1}}{\tau_{2n+m-2i+2}\tau_{2n+m-2i}} \right)^{-\alpha_i} \prod_{j=1}^{m} \left( \frac{\tau_j}{\tau_j-1} \right)^{-\beta_j} \times \exp \left( \frac{1}{2t_{1,1}} - \sum_{1 \leq i \leq j} t_{i-1,j} - \sum_{i \leq j} t_{i,j-1} \right) \prod_{(i,j) \in I} \frac{1}{t_{i,j}} .
\]

The density of \((2T_{i,j})_{i \leq j}\) at \((t_{i,j})_{i \leq j}\) takes a clearer form

\[
C' \left( \prod_{j=1}^{n} t_{j,j}^{(-1)^{n-j}} \right)^{-\alpha_0} \prod_{i=1}^{n} \left( \frac{\tau_{2n+m-2i+1}}{\tau_{2n+m-2i+2}\tau_{2n+m-2i}} \right)^{-\alpha_i} \prod_{j=1}^{m} \left( \frac{\tau_j}{\tau_j-1} \right)^{-\beta_j} \times \exp \left( \frac{1}{t_{1,1}} - \sum_{1 \leq i \leq j} t_{i-1,j} - \sum_{i \leq j} t_{i,j-1} \right) \prod_{(i,j) \in I} \frac{1}{t_{i,j}} .
\]

where

\[
C' = \left( \prod_{i=1}^{n} \Gamma(\alpha_i + \alpha_0) \prod_{i=1}^{n} \prod_{j=1}^{n} \prod_{k=1}^{m} \Gamma(\alpha_i + \beta_k) \right)^{-1} .
\]

Note that

\[
Z^\bullet(n;m) = \sum_{i=1}^{n} T_{i,2n+m-i+1} + \sum_{i=1}^{n} T_{2n+m-i+1,i} = 2 \sum_{i=1}^{n} T_{i,2n+m-i+1} .
\]

We may therefore calculate its Laplace transform

\[
\mathbb{E} \left[ e^{-rZ(n;m)} \right] = \mathbb{E} \left[ e^{-r\sum_{i=1}^{n} 2T_{i,2n+m-i+1}} \right]
\]

\[
= C' \int_{\mathbb{R}_{>0}^{n(n+m+1)}} \left( \prod_{j=1}^{n} t_{j,j}^{(-1)^{n-j}} \right)^{-\alpha_0} \prod_{i=1}^{n} \left( \frac{\tau_{2n+m-2i+1}}{\tau_{2n+m-2i+2}\tau_{2n+m-2i}} \right)^{-\alpha_i} \prod_{j=1}^{m} \left( \frac{\tau_j}{\tau_j-1} \right)^{-\beta_j} \times \exp \left( \frac{1}{t_{1,1}} - \sum_{i=2}^{n} \sum_{j=i}^{2n+m-i+1} \frac{t_{i-1,j}}{t_{i,j}} - \sum_{i=1}^{n} \sum_{j=i+1}^{2n+m-i+1} \frac{t_{i,j-1}}{t_{i,j}} - \sum_{i=1}^{n} t_{i,2n+m-i+1} \right) \prod_{(i,j) \in I} \frac{dt_{i,j}}{t_{i,j}} .
\]

By the change of variables \(t_{i,j} = r^{-1}s_{i,j}\), we obtain

\[
\mathbb{E} \left[ e^{-rZ^\bullet(n;m)} \right] = C' r \sum_{i=1}^{n} \alpha_i \int_{\mathbb{R}_{>0}^{n(n+m+1)}} \left( \prod_{j=1}^{n} \left( r/s_{j,j} \right)^{(-1)^{n-j}} \right)^{-\alpha_0} \prod_{i=1}^{n} \left( \frac{\tau_{2n+m-2i+1}}{\tau_{2n+m-2i+2}\tau_{2n+m-2i}} \right)^{-\alpha_i} \prod_{j=1}^{m} \left( \frac{\tau_j}{\tau_j-1} \right)^{-\beta_j} \times \prod_{j=1}^{m} \left( \frac{\tau_j}{\tau_j-1} \right)^{-\beta_j} \exp \left( - \frac{r}{s_{1,1}} - \sum_{i=2}^{n} \sum_{j=i}^{2n+m-i+1} \frac{s_{i-1,j}}{s_{i,j}} - \sum_{i=1}^{n} \sum_{j=i+1}^{2n+m-i+1} \frac{s_{i,j-1}}{s_{i,j}} - \sum_{i=1}^{n} s_{i,2n+m-i+1} \right) \prod_{(i,j) \in I} \frac{ds_{i,j}}{s_{i,j}} ,
\]

where as before

\[
\tilde{\tau}_k = \prod_{j-i=k} s_{i,j} .
\]
We observe that the variables \((s_{i,j})_{1 \leq i < n, \ i \neq j \leq i + m - 1}\) and \((s_{i,j})_{1 \leq i < n, \ i + m < j \leq 2n + m - i + 1}\) are not coupled in the integrand. Using the change of variables \(s_{i,j} = z_{j-i+1,n-i+1}\) for \((s_{i,j})_{1 \leq i < n, \ i \leq j \leq i + m - 1}\), we obtain

\[
T_{\alpha,\beta,r}(s_{n,n+m}, \ldots, s_{1,1+m}) = \int_{\mathbb{R}^{m}_0} \prod_{i=1}^{n} \prod_{j=i}^{n+m-1} ds_{i,j} \left( \prod_{j=1}^{n} (r/s_{j,j})^{-1} \right)^{m} \prod_{j=1}^{n} \left( \frac{\tilde{r}_j}{\tilde{j}-1} \right)^{-\beta_j} \times \exp \left( -\sum_{i=2}^{n} \sum_{j=i}^{n+m} \frac{s_{i-1,j}}{s_{i,j}} - \sum_{i=1}^{n} \sum_{j=i}^{n+m} \frac{s_{i,j}}{s_{i,j+1}} \right).
\]

(3.7)

Similarly, using the change of variables \(s_{i,j} = z_{i-j+2n+m-n}^{-1}\) for \((s_{i,j})_{i+m+1 \leq j \leq 2n+m-i-1}\), we see that

\[
\Psi_{2n+1}^{\alpha}(s_{n,n+m}, \ldots, s_{1,1+m}) = \int_{\mathbb{R}^{m}_0} \prod_{i=1}^{n} \prod_{j=i}^{n+m-1} ds_{i,j} \left( \prod_{j=1}^{n} (r/s_{j,j})^{-1} \right)^{-\alpha_i} \times \exp \left( -\sum_{i=2}^{n} \sum_{j=i}^{n+m} \frac{s_{i-1,j}}{s_{i,j}} - \sum_{i=1}^{n} \sum_{j=i}^{n+m} \frac{s_{i,j}}{s_{i,j+1}} - \sum_{i=1}^{n} \frac{s_{i,2n+m-i+1}}{s_{i,j+1}} \right).
\]

(3.8)

Inserting (3.7) and (3.8) into (3.6), we obtain

\[
\mathbb{E} \left[ e^{-r Z_{\alpha}(n;m)} \right] = C' \sum_{i=1}^{n} \alpha_i \int_{\mathbb{R}^{m}_0} T_{\alpha,\beta,r}(x) \Psi_{2n+1}^{\alpha}(x) \prod_{i=1}^{n} \frac{dx_i}{x_i},
\]

which completes the proof of Theorem 3.1.

3.2. Whittaker transform of \(T_{\alpha,\beta,r}\). We prove in this subsection Proposition 2.8 which is required for transforming (3.1) into (3.18). The proof is similar to the proof for Theorem 3.1. But instead of considering a \(\mathfrak{b}\)-shape domain, we consider here the \(\mathfrak{b}\)-shape index set \(\mathcal{I} \cup \mathcal{I}'\) where

\[
\mathcal{I} := \{(i,j) \mid 1 \leq i \leq n, \ i < j \leq n + m\}.
\]

(3.9)

Let the weight array \(W\) be defined on \(\mathcal{I} \cup \mathcal{I}'\) via

\[
W_{i,j} = W_{j,i} \quad \text{and} \quad W_{i,j}^{-1} \sim \begin{cases} 
2 \text{Gamma}(\alpha_i + \alpha_o), & 1 \leq i = j \leq n, \\
\text{Gamma}(\alpha_i + \alpha_j), & 1 \leq i < j \leq n, \\
\text{Gamma}(\alpha_i + \beta_{j-n}), & 1 \leq i \leq n, n < j \leq n + m.
\end{cases}
\]

We readily see that the joint probability density function of \((W_{i,j})_{i \leq j}\) at \((w_{i,j})_{i \leq j}\) can be written as \(L_1 \times L_2\), where

\[
L_1 := \prod_{i=1}^{n} \frac{2w_{i,i}}{\Gamma(\alpha_i + \alpha_o)} \prod_{1 \leq i<j \leq n} \frac{w_{i,j}^{-\alpha_i} w_{j,i}^{-\alpha_j}}{\Gamma(\alpha_i + \alpha_j)} \prod_{i=1}^{n} \prod_{j=i+1}^{n+m} \frac{w_{i,j}^{-\alpha_i} w_{j,i}^{-\alpha_j} w_{i,j}^{-\beta_{j-n}}}{\Gamma(\alpha_i + \beta_{j-n})},
\]

(3.10)

\[
L_2 := \exp \left( -\frac{1}{2} \sum_{i=1}^{n} \frac{1}{w_{i,i}} - \sum_{i<j} \frac{1}{w_{i,j}} \right) \prod_{i<j} \frac{1}{w_{i,j}}.
\]

(3.11)

In (3.11), we have written \(i < j\) under summation symbol instead of \((i,j) \in \mathcal{I} \cap \{i < j\}\) for simplicity of notation. Since \(L_1 L_2\) is a probability density,

\[
\int_{\mathbb{R}^{n(m+(n+1)/2)}} L_1 L_2 \prod_{i,j} dw_{i,j} = 1.
\]

(3.12)
Observe that, by definition of Gamma functions, (3.12) still holds when the parameters are complex numbers chosen with real parts as in the hypothesis of Proposition 2.8, even though the probabilistic interpretation is lost. In the following we work directly with (3.12).

Proof of Proposition 2.8. Let \( w \) be a symmetric array defined on \( \mathcal{I} \cup \mathcal{I}' \) with \( \mathcal{I} \) being as in (3.9).

Let \( L_1, L_2 \) be as in (3.10), (3.11). We rewrite \( L_1 \) by gathering the \( w_{i,j} \)'s according to their exponent

\[
L_1 = C \prod_{i=1}^{n} w_{i,i}^{-\alpha_i} \prod_{i=1}^{n} \prod_{j=i+1}^{n+m} w_{i,j}^{-\alpha_j} \prod_{i=1}^{n} \prod_{j=n+1}^{n+m} w_{i,j}^{-\beta_j-n} = C \prod_{i=1}^{n} w_{i,i}^{-\alpha_i} \prod_{i=1}^{n} \prod_{j=i+1}^{n+m} w_{i,j}^{-\alpha_j} \prod_{j=1}^{n} \prod_{i=1}^{m} w_{i,j+n}^{-\beta_j} = C \left( \prod_{i=1}^{n} w_{i,i} \right)^{-\alpha_i} \prod_{i=1}^{n} \left( \prod_{j=1}^{n+m} w_{i,j} \right)^{-\alpha_j} \prod_{j=1}^{n} \left( \prod_{i=1}^{m} w_{i,j+n} \right)^{-\beta_j},
\]

where

\[
C = \left( \prod_{i=1}^{n} 2^{\alpha_i} \Gamma(\alpha_i + \alpha_0) \prod_{i=1}^{n} \prod_{j=i+1}^{n+m} \Gamma(\alpha_i + \alpha_j) \prod_{i=1}^{n} \prod_{k=1}^{m} \Gamma(\alpha_i + \beta_k) \right)^{-1}.
\]

By symmetry of \( w \) we have

\[
L_2 = \exp \left( -\frac{1}{2} \sum_{(i,j) \in \mathcal{I} \cup \mathcal{I}'} \frac{1}{w_{i,j}} \right) \prod_{(i,j) \in \mathcal{I}} \frac{1}{w_{i,j}}.
\]

Now we make a change of variables via gRSK. Let \( T := \text{gRSK}(W) \) and \( t := \text{gRSK}(w) \). By Proposition 2.5

\[
\prod_{i=1}^{n} w_{i,i} = 4^{-\lfloor n/2 \rfloor} \prod_{j=1}^{n} t_{j,j}^{(-1)^{n-j}}. \tag{3.13}
\]

By Proposition 2.8,

\[
\prod_{j=1}^{n+m} w_{i,j} = \frac{\tau_{n+m-i}}{\tau_{n+m-i+1}} \quad \text{and} \quad \prod_{i=1}^{n} w_{i,j+n} = \frac{\tau_j}{\tau_{j-1}} \quad \text{where} \quad \tau_k = \prod_{j-i=k} t_{i,j}. \tag{3.14}
\]

As in (3.5), the sum in \( L_2 \) can be converted to (here the indices \( i,j \) are in \( \mathcal{I} \cup \mathcal{I}' \))

\[
\sum_{i,j} w_{i,j}^{-1} = \frac{1}{t_{1,1}} + 2 \sum_{1 < i < j} \frac{t_{i,j}}{t_{i,j}} + 2 \sum_{i < j} \frac{t_{i,j}}{t_{i,j}}. \tag{3.15}
\]
Inserting (3.13), (3.14), (3.15), (3.10), (3.11) into (3.12), and recalling that \((\log t_{i,j})\) is of Jacobian \(\pm 1\) (Proposition 2.4), we obtain

\[
1 = \int_{\mathbb{R}^{n+(n+1)/2}} L_1 L_2 \prod_{i,j} dw_{i,j}
\]

\[
= C \int_{\mathbb{R}^{n+(n+1)/2}} \left( 4^{-\lfloor n/2 \rfloor} \prod_{j=1}^{n} (j^{-n-j}) \right) \prod_{i=1}^{n} \left( \frac{\tau_{n+m-i}}{\tau_{n+m-i+1}} \right)^{-\alpha_i} \prod_{j=1}^{m} \left( \frac{\tau_j}{\tau_{j-1}} \right)^{-\beta_j}
\times \exp \left( -\frac{1}{2t_{1,1}} - \sum_{1 \leq i \leq j} t_{i-1,j} - \sum_{i < j} t_{i,j} - \frac{t_{i,j}-1}{t_{i,j}} \right) \prod_{(i,j) \in I} dt_{i,j}.
\]

By the change of variables \(2t_{i,j} = r^{-1}s_{i,j}\),

\[
= r^{\sum_{i=1}^{n} -\alpha_i} \prod_{i=1}^{n} \Gamma(\alpha_i + \alpha_0) \prod_{i=1}^{n} \Gamma(\alpha_i + \alpha_j) \prod_{i=1}^{n} \prod_{j=1}^{m} \Gamma(\alpha_i + \beta_j),
\]

where

\(\tau_q := \prod_{j=i+1}^{j=q} s_{i,j}\).

Applying Fubini’s theorem to (3.16), we obtain that the partial integral

\[
\int_{\mathbb{R}^{n+m}} \left( \prod_{j=1}^{m} (r/s_{i,j})^{-n-j} \right) \prod_{j=1}^{m} \left( \frac{\tau_j}{\tau_{j-1}} \right)^{-\beta_j}
\times \exp \left( -\frac{r}{s_{1,1}} - \sum_{1 \leq i < j} \frac{s_{i-1,j}}{s_{i,j}} - \sum_{i < j} \frac{s_{i,j-1}}{s_{i,j}} \right) \prod_{i=1}^{n} \prod_{j=i}^{n+m-1} ds_{i,j}
\]

is convergent for almost every \((s_{i,j})_{(i,j) \in I} \in \mathbb{R}^{n+(n+1)/2}\). By definition of \(T_{\alpha, \beta, r}\), we recognize that

(3.17) is in fact equal to \(T_{\alpha, \beta, r} (s_{n,n+m}, \ldots, s_{1,1+m})\) (cf. (3.7)). Thus \(T_{\alpha, \beta, r} (x)\) is well-defined for a.e. \(x \in \mathbb{R}^{n}\), which concludes the proof of the first claim of Proposition 2.8.

By definition of \(\Psi_{\alpha}^{gl_n}\) and using the change of variables \(s_{i,j} = z_{i-j+m+n-1}=0\), we obtain (cf. (3.8))

\[
\Psi_{\alpha}^{gl_n} (s_{n,n+m}, \ldots, s_{1,1+m}) =
\int_{\mathbb{R}^{n+(n+1)/2}} \prod_{i=1}^{n} \prod_{j=i+m+1}^{n+m} ds_{i,j} \prod_{i=1}^{n} \left( \frac{\tau_{n+m-i}}{\tau_{n+m-i+1}} \right)^{-\alpha_i} \exp \left( -\sum_{1 \leq i < j} \frac{s_{i-1,j}}{s_{i,j}} - \sum_{i < j} \frac{s_{i,j-1}}{s_{i,j}} \right).
\]
It thus follows from Fubini’s theorem that the left hand side of (3.16) is equal to
\[
\int_{\mathbb{R}_{>0}^n} \mathcal{T}_{\alpha,\beta,T}(x) \Psi_{\alpha}^{\mu}(x) \prod_{i=1}^{n} \frac{dx_i}{x_i},
\]
which, with (3.16), concludes the proof of the second claim of Proposition 2.8. \(\square\)

3.3. Contour integral formula. We deduce from Theorem 3.1 and Proposition 2.8 a contour integral formula for the Laplace transform of \(Z^{\alpha}(n;m)\).

**Corollary 3.2.** Assume that parameters \(n, m, \alpha, \beta\) and the partition function \(Z^{\alpha}(n;m)\) are as in Definition 1.3. Suppose \(\mu > \max_{1 \leq i \leq n} \alpha_i\). Suppose further that \(m \geq n - 1\). We have
\[
\mathbb{E} \left[ e^{-rZ^{\alpha}(n;m)} \right] = \int_{(\mu+i\mathbb{R})^n} e^{\sum_{i=1}^{n}(\alpha_i - \lambda_i)} \prod_{1 \leq i < j \leq n} \Gamma(\lambda_i - \lambda_j) \prod_{i=1}^{n} \Gamma(\lambda_i + \alpha_i) \prod_{i=1}^{n} \Gamma(\lambda_i + \alpha_j) \prod_{1 \leq i < j \leq n} \Gamma(\lambda_i + \beta_k) s_n(\lambda)d\lambda.
\]

**Proof.** Let
\[
f_1(x) := \Psi_{\alpha}^{\mu+1}(x) \left( \prod_{i=1}^{n} x_i \right)^{\mu} \quad \text{and} \quad f_2(x) := \left( \prod_{i=1}^{n} x_i \right)^{-\mu} \mathcal{T}_{\alpha,\beta,T}(x).
\]
Then by Theorem 3.1
\[
\mathbb{E} \left[ e^{-rZ^{\alpha}(n;m)} \right] = \frac{\int_{\mathbb{R}_{>0}^n} f_1(x) f_2(x) \prod_{i=1}^{n} dx_i / x_i}{\prod_{i=1}^{n} \Gamma(\alpha_i + \alpha_0) \prod_{i=1}^{n} \Gamma(\alpha_i + \alpha_j) \prod_{1 \leq i < j \leq n} \Gamma(\alpha_i + \beta_k)}. \quad (3.19)
\]
By Proposition 2.10 \(f_1 \in L^2(\mathbb{R}_{>0}^n, \prod_{i=1}^{n} dx_i / x_i)\) and
\[
\hat{f_1}(\lambda) := \prod_{1 \leq i < j \leq n} \Gamma(\mu - \lambda_i + \lambda_j) \prod_{1 \leq i < j \leq n} \Gamma(2\mu - \lambda_i - \lambda_j).
\]
Now we calculate the Whittaker transform of \(f_2\),
\[
\hat{f_2}(\lambda) = \int_{\mathbb{R}_{>0}^n} \left( \prod_{i=1}^{n} x_i \right)^{-\mu} \mathcal{T}_{\alpha,\beta,T}(x) \Psi_{\alpha}^{\mu+1}(x) \prod_{i=1}^{n} \frac{dx_i}{x_i} = \int_{\mathbb{R}_{>0}^n} \mathcal{T}_{\alpha,\beta,T}(x) \Psi_{\alpha}^{\mu}(x) \prod_{i=1}^{n} \frac{dx_i}{x_i}, \quad (3.20)
\]
where the last equality holds due to (2.4). Recall that \(\lambda \in (i\mathbb{R})^n\), the hypothesis \(\mu > \max_{1 \leq i \leq n} \alpha_i\) thus enables us to apply Proposition 2.8 to the RHS of (3.20)
\[
\hat{f_2}(\lambda) = r^{-\sum_{i=1}^{n}(\lambda_i + \mu)} \prod_{i=1}^{n} \Gamma(\lambda_i + \alpha_0 + \mu) \prod_{1 \leq i < j \leq n} \Gamma(2\mu + \lambda_i + \lambda_j) \prod_{1 \leq i < j \leq n} \Gamma(\lambda_i + \mu + \beta_k).
\]
Now we show that \(\hat{f_2}\) is square integrable, which will imply that \(f_2\) also is square integrable and hence enable us to apply the Plancherel formula to \(\int_{\mathbb{R}_{>0}^n} f_1(x) f_2(x) \prod_{i=1}^{n} dx_i / x_i\). Recall the following equality involving the Gamma function
\[
|\Gamma(iy)|^2 = \frac{\pi}{y \sinh \pi y} \quad \text{for} \quad y \in \mathbb{R} \setminus \{0\},
\]
which yields a bound for the Sklyanin measure (see (2.6))
\[
|s_n(\lambda)| \leq \prod_{i<j} |\lambda_i - \lambda_j| \epsilon |\lambda_i - \lambda_j|.
\]
In order to derive upper bounds for terms in \( \widehat{f}_2 \), we use the following properties of the Gamma function

\[
|\Gamma(x + iy)| \leq |\Gamma(x)| \quad \text{for} \quad x \in \mathbb{R}_{>0}, \ y \in \mathbb{R},
\]

\[
|\Gamma(x + iy)| = \sqrt{2\pi} |y|^{\frac{1}{2}} e^{-\frac{1}{2} |y| + O(1/|y|)} \quad \text{as} \ |y| \to \infty \text{ with fixed} \ x \in \mathbb{R}.
\]

It follows

\[
\left| \prod_{1 \leq i < j \leq n} \Gamma(2\mu + \lambda_i + \lambda_j) \right| \leq \Gamma(2\mu)^{n(n-1)/2},
\]

\[
\prod_{i=1}^{n} \Gamma(\lambda_i + \alpha_0 + \mu) \prod_{i=1}^{m} \prod_{k=1}^{m} \Gamma(\lambda_i + \mu + \beta_k) = (2\pi)^{\frac{n(m+1)}{2}} e^{-\frac{1}{2} \sum_{i=1}^{n} (m+1)(|\lambda_i| + O(1/|\lambda_i|)) \sum_{i=1}^{m} |\lambda_i|^\alpha_0 + \mu - \frac{1}{2} + \sum_{k=1}^{m} (\beta_k + \mu - \frac{1}{2})}.
\]

Therefore, as \(|\lambda_i| \to \infty\) for all \(1 \leq i \leq n\),

\[
|\widehat{f}_2|^2|s_n(\lambda)| \leq P(\lambda) \exp \left( -\pi \sum_{i=1}^{n} (m+1)|\lambda_i| \right) \exp \left( \pi \sum_{i<j} |\lambda_i - \lambda_j| \right)
\]

\[
\leq P(\lambda) \exp \left( -\pi \sum_{i=1}^{n} (m+1)|\lambda_i| + \pi \sum_{i<j} |\lambda_i| + |\lambda_j| \right)
\]

\[
= P(\lambda) \exp \left( -\pi \sum_{i=1}^{n} (m-n+2)|\lambda_i| \right), \tag{3.21}
\]

with \(P(\lambda)\) taking the form

\[
P(\lambda) = C_1 \left( \prod_{i=1}^{n} |\lambda_i| \right)^{C_2} \prod_{i<j} |\lambda_i - \lambda_j|
\]

where \(C_1\) and \(C_2\) are constants that do not depend on \(\lambda\). Since \(m \geq n - 1\) by hypothesis, the estimate \((3.21)\) shows that \(\widehat{f}_2\) is square-integrable.

By the Plancherel formula \((2.7)\),

\[
\int_{\mathbb{R}^n_{>0}} f_1(x) \overline{f_2(x)} \prod_{i=1}^{n} \frac{dx_i}{x_i}
\]

\[
= \int_{(\mathbb{R})^n} x^{\sum_{i=1}^{n} (\lambda_i - \mu)} \prod_{1 \leq i, j \leq n} \Gamma(\mu - \lambda_i + \alpha_j) \Gamma(\mu - \lambda_i - \alpha_j)
\]

\[
\times \prod_{i=1}^{n} \Gamma(-\lambda_i + \alpha_0 + \mu) \prod_{i=1}^{m} \prod_{k=1}^{m} \Gamma(-\lambda_i + \mu + \beta_k) s_n(\lambda) d\lambda
\]

\[
= \int_{(\mu + \mathbb{R})^n} x^{\sum_{i=1}^{n} \lambda_i} \prod_{1 \leq i, j \leq n} \Gamma(\lambda_i - \alpha_j) \prod_{i=1}^{n} \Gamma(\lambda_i + \alpha_0) \prod_{i=1}^{n} \prod_{j=1}^{n} \Gamma(\lambda_i + \alpha_j) \prod_{i=1}^{n} \prod_{j=1}^{n} \Gamma(\lambda_i + \beta_k) s_n(\lambda) d\lambda.
\]

where the change of variables \(\lambda\) to \(-\lambda + \mu\) was used in the last equality. Now it suffices to insert this back to \((3.19)\) to complete the proof. \(\square\)
4. Proof of Theorem 1.3

To prove Theorem 1.3, we compare the Laplace transform of \( Z^\alpha(n; m) \), given by Corollary 3.2, to that of the point-to-point partition function \( Z(n, n + m + 1) \) (as in Definition 1.3), which was computed in [COSZ14]. We will see that the Laplace transforms of the two partition functions are the same, which yields the identity in law when \( m \geq n - 1 \). We then prove the general case by a probabilistic argument.

Consider the weight array

\[ W_{i,j}^{-1} \sim \text{Gamma}(\alpha_i + \hat{\alpha}_j) \quad \text{on} \quad \{(i, j) \mid 1 \leq i \leq n, 1 \leq j \leq N\} \tag{4.1} \]

and the point-to-point partition function \( Z(n, N) \) defined by this weight array via (1.1). The Laplace transform of \( Z(n, N) \) can be expressed as a contour integral.

**Proposition 4.1** ([COSZ14, Theorem 3.9]). Suppose \( n \leq N \). Suppose \( \alpha_1, \ldots, \alpha_n, \hat{\alpha}_1, \ldots, \hat{\alpha}_N \) are such that \( \alpha_i + \hat{\alpha}_j > 0 \) for all \( i, j \). Let \( Z(n, N) \) be the point-to-point partition function for the log-gamma polymer with weight array (4.1). Let \( \mu > \max_{i,j} \{-\hat{\alpha}_j, \alpha_i\} \). Then for all \( r > 0 \), the following formula holds

\[
E\left[e^{-rZ(n,N)}\right] = \int_{(\mu + i\mathbb{R})^n} e^{r\sum_{i=1}^n (\alpha_i - \lambda_i)} \prod_{1 \leq i,j \leq n} \Gamma(\lambda_i - \alpha_j) \prod_{i=1}^n \prod_{j=1}^N \frac{\Gamma(\lambda_i + \hat{\alpha}_j)}{\Gamma(\alpha_i + \hat{\alpha}_j)} s_n(\lambda) d\lambda.
\]

**Proof.** In [COSZ14], it is proved that if \( \alpha_1, \ldots, \alpha_n < 0 \) and \( \hat{\alpha}_1, \ldots, \hat{\alpha}_N > 0 \), then

\[
E\left[e^{-rZ(n,N)}\right] = \int_{(\mathbb{R})^n} e^{r\sum_{i=1}^n (\alpha_i - \lambda_i)} \prod_{1 \leq i,j \leq n} \Gamma(\lambda_i - \alpha_j) \prod_{i=1}^n \prod_{j=1}^N \frac{\Gamma(\lambda_i + \hat{\alpha}_j)}{\Gamma(\alpha_i + \hat{\alpha}_j)} s_n(\lambda) d\lambda.
\]

In the general case, note that \( \alpha_i + \hat{\alpha}_j = (\alpha_i - \mu) + (\hat{\alpha}_j + \mu) \). We may therefore apply the preceding formula to \( (\alpha_i - \mu)_i \) and \( (\hat{\alpha}_j + \mu)_j \)

\[
E\left[e^{-rZ(n,N)}\right] = \int_{(\mathbb{R})^n} e^{r\sum_{i=1}^n (\alpha_i - \mu - \lambda_i)} \prod_{1 \leq i,j \leq n} \Gamma(\lambda_i + \mu - \alpha_j) \prod_{i=1}^n \prod_{j=1}^N \frac{\Gamma(\lambda_i + \hat{\alpha}_j + \mu)}{\Gamma(\alpha_i + \hat{\alpha}_j)} s_n(\lambda) d\lambda.
\]

The change of variable \( \lambda \mapsto \lambda - \mu \) then completes the proof.

**Proposition 4.2.** Theorem 1.3 holds if \( m \geq n - 1 \).

**Proof.** We apply Proposition 4.1 to \( Z(n, n + m + 1) \), the point-to-point partition function of the log-gamma polymer with weight array (1.3). To this end, it suffices to take \( N = 1 + n + m \) and let \( \hat{\alpha} \) be the concatenation of \( (\alpha_0), \alpha, \beta \), i.e., \( \hat{\alpha} = (\alpha_0) \sqcup \alpha \sqcup \beta \). We thus obtain the Laplace transform of \( Z(n, n + m + 1) \), which is the same as the Laplace transform of \( Z^\alpha(n; m) \) given by Corollary 3.2 under the hypothesis \( m \geq n - 1 \). This yields that the two partition functions are identical in law.

To complete the proof for Theorem 1.3, we only need to treat the \( m < n - 1 \) case. Let \( \ell \) be any fixed integer larger or equal to \( n - m - 1 \). The strategy of proof is to reduce the problem to the previous \( m > n - 1 \) case. This will be done in two steps.

In Step 1, we will show that \( Z(n, n + m + 1) = \sum_{\pi : (1,1) \to (n,n+m+1)} \prod_{(i,j) \in \pi} W_{i,j} \) can be expressed as the scaled limit of a sequence of partition functions (denoted by \( (Z_k(n, n + m + \ell + 1))_{k \in \mathbb{N}} \)) for full-space log-gamma polymers whose weight array is constructed by adding \( \ell \) auxiliary columns next to \( (W_{i,j}) \).
In Step 2, we will show that $Z_k^{\infty}(n;m) = \sum_{p+q=2n+m+1} \prod_{(i,j) \in \pi} W_{i,j}$ can be expressed as the scaled limit of a sequence of partition functions (denoted by $(Z_k^{\infty}(n;m+\ell))_{k \in \mathbb{N}}$) of trapezoidal log-gamma polymers whose weight array is constructed by inserting $\ell$ auxiliary columns into $(W_{i,j})$.

These two steps will enable us to conclude. Indeed, $Z_k^{\infty}(n;m+\ell) \overset{(d)}{=} Z_k(n,n+m+\ell+1)$ holds by Proposition 4.2 as we have chosen $\ell \geq n-m-1$, and the desired identity in distribution $Z_k^{\infty}(n;m) \overset{(d)}{=} Z(n,n+m+1)$ follows by letting $k$ go to infinity.

Proof of Theorem 1.4. Let $\ell \geq n-m-1$ be a fixed integer.

Step 1. Let $(w_{i,j}^k : 1 \leq i \leq n, n+m+1 < j \leq n+m+\ell+1, k > 0)$ be a family of random variables whose distribution is given by $w_{i,j}^k \sim \text{Gamma}^{-1}(\alpha_i + k)$ for each triple $k,i,j$. We require that $(w_{i,j}^k)$ be such that $(W_{i,j}) \cup (w_{i,j}^k)$ is a family of independent random variables. Define $(W_{i,j}^k)$ by (see Figure 7A)

$$W_{i,j}^k := \begin{cases} W_{i,j} & \text{if } 1 \leq j \leq n+m+1, \\ w_{i,j}^k & \text{if } n+m+1 < j \leq n+m+\ell+1. \end{cases} \quad (4.2)$$

Let

$$Z_k(n,n+m+\ell+1) := \sum_{\pi: (1,1) \to (n,n+m+\ell+1)} \prod_{(i,j) \in \pi} W_{i,j}^k$$

be the corresponding point-to-point partition function on the augmented log-gamma polymer weight array (4.2). Observe that for any up-right path $\pi$ from $(1,1)$ to $(n,n+m+\ell+1)$, the associated product $\prod_{(i,j) \in \pi} W_{i,j}^k$ can be decomposed into two parts

$$\prod_{(i,j) \in \pi} W_{i,j}^k = \prod_{(i,j) \in \pi} W_{i,j} \prod_{j \geq n+m+1} \prod_{(i,j) \in \pi} w_{i,j}^k. \quad (4.3)$$

The number of factors in the product $\prod_{j \geq n+m+1} w_{i,j}^k$ is at least $\ell$, i.e.,

$$|\{(i,j) \in \pi \mid j > n+m+1\}| \geq \ell.$$

Observe that $|\{(i,j) \in \pi \mid j > n+m+1\}| = \ell$ if and only if $(n,n+m+1) \in \pi$. Let $\Pi_1$ denote the collection of all up-right paths $\pi$ that pass by $(n,n+m+1)$ (see Figure 7B)

$$\Pi_1 := \{\pi \mid (n,n+m+1) \in \pi\},$$

that is, $\pi \in \Pi_1$ if and only if $|\{(i,j) \in \pi \mid j > n+m+1\}| = \ell$.

Now we show that as $k$ tends to infinity, $\sum_{\pi \in \Pi_1} \prod_{(i,j) \in \pi} W_{i,j}^k$ dominates $\sum_{\pi \notin \Pi_1} \prod_{(i,j) \in \pi} W_{i,j}^k$. For an inverse-gamma random variable $X \sim \text{Gamma}^{-1}(k+a)$, we have

$$\mathbb{E}[kX] = \frac{k}{k+a-1} = 1 + O(k^{-1}) \quad \text{and} \quad \text{Var}[kX] = \left(\frac{k}{k+a-1}\right)^2 \frac{1}{k+a-2} = O(k^{-1}) \quad \text{as} \quad k \to \infty.$$
Figure 7. Example of weights \((W^k_{i,j})\) and paths considered in Step 1, in the case \(n = 4, m = 1, \ell = 2\). (A) The weight array \((W^k_{i,j})\) is obtained by adding \(\ell\) columns of weight \((w^k_{i,j})\) (represented by \(\phi\)) to the right of \((W_{i,j})\). (B) A path in \(\Pi_1\) (the solid line) and a path not in \(\Pi_1\) (the dashed line).

Hence for all \(i,j\), \(\lim_{k \to \infty} k w^k_{i,j} = 1\) holds in \(L^2\). Using (4.3), we have the following convergence in \(L^2\)

\[
\lim_{k \to \infty} k^\ell \prod_{(i,j) \in \pi} W^k_{i,j} = \prod_{(i,j) \in \pi} W_{i,j} \lim_{k \to \infty} k^\ell - \{(i,j) \in \pi | j > n + m + 1\} \prod_{(i,j) \in \pi} k w^k_{i,j}
\]

\[
= \begin{cases} 
\prod_{(i,j) \in \pi} W_{i,j} & \text{if } \pi \in \Pi_1, \\
0 & \text{if } \pi \notin \Pi_1.
\end{cases}
\]

It follows that

\[
\lim_{k \to \infty} k^\ell Z_k(n, n + m + \ell + 1) = \sum_{\pi \in \Pi_1} \prod_{j \leq n + m + 1} W_{i,j} \quad \text{in } L^2.
\]

(4.4)

Since \(\pi \in \Pi_1\) if and only if \((n, n + m + 1) \in \pi\), the RHS of (4.4) is in fact equal to \(Z(n, n + m + 1)\)

\[
\lim_{k \to \infty} k^\ell Z_k(n, n + m + \ell + 1) = Z(n, n + m + 1) \quad \text{in } L^2.
\]

(4.5)

Step 2. Similarly to Step 1, let \((w^k_{i,j})\) be a family of independent random variables that is independent of \((W_{i,j})\), whose distribution is given by \(w^k_{i,j} \sim \text{Gamma}^{-1}(\alpha_i + k)\) for each triple of \(k, i, j\). Define \((W^k_{i,j})\) by (see Figure 8A)

\[
\text{for } 1 \leq i \leq n \text{ and } k \geq 1, \quad W^k_{i,j} := \begin{cases} 
W_{i,j} & \text{if } i \leq j \leq n + m, \\
w^k_{i,j} & \text{if } n + m < j \leq n + m + \ell, \\
W_{i,j-\ell} & \text{if } n + m + \ell < j \leq 2n + m + \ell - i + 1.
\end{cases}
\]

(4.6)

Let

\[
Z^\wedge_k (n; m + \ell) := \sum_{\pi : (1,1) \to (p,2n+m+\ell-p+1)} \prod_{1 \leq p \leq n} W^k_{i,j}
\]

be the corresponding point-to-line partition function on the augmented trapezoidal log-gamma polymer with weight array (4.6).
For any up-right path $\pi : (1, 1) \to (p, 2n + m + \ell - p + 1)$, the associated product $\prod_{(i,j) \in \pi} W_{i,j}^k$ can be decomposed into three parts

$$\prod_{(i,j) \in \pi} W_{i,j}^k = \prod_{(i,j) \in \pi, j \leq n+m} W_{i,j} \prod_{(i,j) \in \pi, n+m < j \leq n+m+\ell} w_{i,j}^k \prod_{(i,j) \in \pi, j > n+m+\ell} W_{i,j-\ell}. \quad (4.7)$$

We see that the number of factors in the product $\prod_{n+m < j \leq n+m+\ell} w_{i,j}^k$ is at least $\ell$, i.e.,

$$|\{(i, j) \in \pi \mid n + m < j \leq n + m + \ell\}| \geq \ell.$$  

The preceding inequality becomes an equality if and only if $\pi$ stays horizontal on the columns $j = n + m + 1, \ldots, j = n + m + \ell$. To be precise, this means there exists an integer $i$ such that $(i, n + m) \in \pi$ and $(i, n + m + \ell + 1) \in \pi$. Let $\Pi_2$ denote the collection of all such paths $\pi$ (see Figure SB).

As explained in Step 1, for all $i, j$, $\lim_{k \to \infty} k w_{i,j}^k = 1$ in $L^2$. Thus, for $\pi \notin \Pi_2$ we have

$$\lim_{k \to \infty} k^\ell \prod_{(i,j) \in \pi, j \leq n+m} W_{i,j} = \prod_{(i,j) \in \pi, j \leq n+m} W_{i,j} \left(\lim_{k \to \infty} k^\ell \prod_{(i,j) \in \pi, n+m < j \leq n+m+\ell} w_{i,j}^k \right) \prod_{(i,j) \in \pi, j > n+m+\ell} W_{i,j-\ell} = 0 \text{ in } L^2,$$

where we used (4.7) and $|\{(i, j) \in \pi \mid n + m < j \leq n + m + \ell\}| \geq \ell$. And for $\pi \in \Pi_2$ we have

$$\lim_{k \to \infty} k^\ell \prod_{(i,j) \in \pi} W_{i,j} = \prod_{(i,j) \in \pi, j \leq n+m} W_{i,j} \prod_{(i,j) \in \pi, j > n+m+\ell} W_{i,j-\ell} \text{ in } L^2$$

since $|\{(i, j) \in \pi \mid n + m < j \leq n + m + \ell\}| = \ell$ holds for $\pi \in \Pi_2$. It follows that

$$\lim_{k \to \infty} k^\ell Z_k^\wedge (n; m + \ell) = \sum_{\pi \in \Pi} \prod_{(i,j) \in \pi, j \leq n+m} W_{i,j} \prod_{(i,j) \in \pi, j > n+m+\ell} W_{i,j-\ell} \text{ in } L^2. \quad (4.8)$$

We claim that the RHS of (4.8) is $Z_k^\wedge (n; m)$. To see this, let $\Pi'_2$ be the set of all up-right paths from $(1, 1)$ to $(p, 2n + m - p + 1)$ for some $1 \leq p \leq n$. Then there is a bijection between $\Pi_2$ and $\Pi'_2$. Indeed, since every path $\pi \in \Pi_2$ is horizontal on the columns carrying weights $w_{i,j}$, we can remove the horizontal part from $\pi$ and obtain a path in $\Pi'_2$. Inversely, for $\pi' \in \Pi'_2$ we add a horizontal part to it to obtain a path in $\Pi_2$. To be precise, we construct this bijection as follows. For $\pi \in \Pi_2$, let

$$\pi' := \{ (i, j) \mid j \leq n + m, (i, j) \in \pi \} \cup \{ (i, j - \ell) \mid j > n + m + \ell, (i, j) \in \pi \}. \quad (4.9)$$

Then $\pi' \in \Pi'_2$. Inversely, for $\pi' \in \Pi'_2$, let $i_0$ be such that $(i_0, n+m) \in \pi'$ and $(i_0, n+m+1) \in \pi'$. Let

$$\pi := \{ (i, j) \mid (i, j) \in \pi', j \leq n+m \} \cup \{ (i_0, j) \mid n+m < j \leq n+m+\ell \} \cup \{ (i, j+\ell) \mid (i, j) \in \pi', j > n+m \}.$$  

Then $\pi \in \Pi_2$. Using this bijection, for $\pi \in \Pi_2$, let $\pi' \in \Pi'_2$ be constructed as in (4.9), we have

$$\prod_{(i,j) \in \pi, j \leq n+m} W_{i,j} \prod_{(i,j) \in \pi, j > n+m+\ell} W_{i,j-\ell} = \prod_{(i,j) \in \pi'} W_{i,j}.$$  

Inserting this into (4.8),

$$\lim_{k \to \infty} k^\ell Z_k^\wedge (n; m + \ell) = \sum_{\pi' \in \Pi'_2} \prod_{(i,j) \in \pi'} W_{i,j} = Z_k^\wedge (n; m) \text{ in } L^2, \quad (4.10)$$

as claimed.
Figure 8. Example for weights \((W^k_{i,j})\) and paths considered in Step 2, in the case \(n = 4, m = 1, \ell = 2\). (A) The weight array \((W^k_{i,j})\) is obtained by inserting \(\ell\) columns (represented by \(\ast\)) into \((W_{i,j})\). (B) A path in \(\Pi_2\) (the solid line) and a path not in \(\Pi_2\) (the dashed line).

To conclude, observe that by setting \(\tilde{\beta} = \beta \sqcup (k, \ldots, k)\), where \(k\) repeats \(\ell\) times, the weight array \((1.3)\) with parameters \(\alpha, \alpha, \tilde{\beta}\) is identical to \((4.2)\). And the weight array \((1.4)\) with parameters \(\alpha, \alpha, \tilde{\beta}\) is identical to \((4.6)\). Since the length of \(\tilde{\beta}\) is \(m + \ell\), which is at least \(n - 1\), by Proposition 4.2 we have

\[
Z_k(n, n + m + \ell + 1)^{(d)} = Z_k(n; m + \ell) \quad \text{for all} \quad k.
\]

Using \((4.5)\) and \((4.10)\), this implies \(Z(n, n + m + 1)^{(d)} = Z(n; m)\), which completes the proof.

\[\square\]

5. Asymptotics results for trapezoidal log-gamma polymers

In this section, we consider homogeneous trapezoidal log-gamma polymers with boundary perturbations and prove a phase transition as the boundary parameter varies.

Definition 5.1. The GUE Tracy-Widom distribution function [TW94] is given by

\[
F_{\text{GUE}}(t) := \det \left(1 + K\right)_{L^2(C)},
\]

where the RHS is a Fredholm determinant and the operator \(K\) is given by its integral kernel, also denoted by \(K\),

\[
K(v, v') = \frac{1}{2\pi i} \int_D \frac{e^{w^3/3 - v^3/3}e^{tv - tw}}{(v - w)(w - v')} dw.
\]

The contour \(C\) goes from \(e^{5\pi i/4}\) to \(e^{3\pi i/4}\). The contour \(D\) goes from \(e^{-\pi i/4}\) to \(e^{\pi i/4}\) and lies to the right of the contour \(C\), i.e., the two contours do not intersect.

For \(b \in \mathbb{R}^m\), we define the Baik-Ben Arous-Péché distribution with parameter \(b\) [BBAP05] via

\[
F_{\text{BBP},b}(t) := \det \left(1 + K_b\right)_{L^2(C)},
\]

where

\[
K_b(v, v') = \frac{1}{2\pi i} \int_D \frac{e^{w^3/3 - v^3/3}e^{tv - tw}}{(v - w)(w - v')} \prod_{k=1}^{m} \frac{w - b_k}{v - b_k} dw.
\]

The contours \(C\) and \(D\) are as above, but we require furthermore that \(C\) lie to the right of all the \(b_i\)'s.

Recall from Definition 1.8 that \(Z(n, m)\) is the point-to-point partition function for the log-gamma polymer with weight array \((1.9)\) and \(Z^{\infty}(n; m - n - 1)\) is the point-to-line partition function for the log-gamma polymer with weight array \((1.10)\). The two partition functions have the same distribution due to Theorem 1.4. Therefore, to prove Theorem 1.10, which states the convergence in law of the free energy \(\log Z^{\infty}(n; m - n - 1)\) appropriately scaled, we may prove the corresponding convergence in law of \(\log Z(n, m)\) under the same scaling.
In [BCD21], the authors performed an asymptotic analysis of a Fredholm determinant formula from [BCFV15] for the Laplace transform of $Z(n,m)$, and obtained limiting distribution for the free energy $\log Z(n,m)$. We record the result of [BCD21] as Proposition 5.2 below. It immediately yields part (2) of Theorem 1.10. Using a coupling argument, we will deduce part (1) of Theorem 1.10 as well. We then proceed to prove the asymptotics in the Gaussian phase of Theorem 1.10 with a probabilistic argument, relying on Seppäläinen’s fluctuation estimates on partition functions for stationary log-gamma polymers [Sep12].

5.1. Proof of asymptotics in the GUE Tracy-Widom and BBP phases.

**Proposition 5.2 ([BCD21] Theorem 1.2, Theorem 1.7).** Assume parameters $\theta, \theta_0, n, m, p$ and the partition function $Z(n,m)$ are as in Definition 1.8.

- If $\theta_0 = \theta$, then for all $t$,
  \[
  \lim_{n \to \infty} P \left( \frac{\log Z(n,m) - nf_{\theta,p}}{n^{1/3} \sigma_{\theta,p}} \leq t \right) = F_{\text{GUE}}(t). \tag{5.3}
  \]

- If for some $y \in \mathbb{R}$, $\lim_{n \to \infty} n^{1/3}(\theta_0 - \theta_c)\sigma_{\theta,p} = y$, then for all $t$,
  \[
  \lim_{n \to \infty} P \left( \frac{\log Z(n,m) - nf_{\theta,p}}{n^{1/3} \sigma_{\theta,p}} \leq t \right) = F_{\text{BBP};-y}(t). \tag{5.4}
  \]

First observe that in light of Theorem 1.4, the part (2) of Theorem 1.10 is implied by (5.4) of Proposition 5.2.

Now we turn to the proof of the asymptotics in the GUE Tracy-Widom phase, i.e. the part (1) of Theorem 1.10. Recall that the assumption here is $\lim \inf_{n \to \infty} n^{1/3}(\theta_0 - \theta_c) = +\infty$. We will exhibit an upper bound and a lower bound for $Z(n,m)$ and then show that in the $n \to \infty$ limit, these bounds match and yield the limiting behavior for $Z(n,m)$. Thus the same limiting behavior follows for $\widetilde{Z}(n; n - m - 1)$ by Theorem 1.4.

**Upper bound.** Let $U > 0$ be a positive real number. By the hypothesis $\lim \sup_{n \to \infty} n^{1/3}(\theta_0 - \theta_c) = +\infty$, for some sufficiently large $n_0$, it holds that $\theta_0 - \theta_c - Un^{-1/3} > 0$ for all $n > n_0$. Now, for $n > n_0$, let $\widetilde{Z}(n,m)$ denote the point-to-point partition function with weights ($\widetilde{W}_{i,j}$) defined on the same probability space as the weights ($W_{i,j}$), and satisfying

$$W_{i,1} \leq \widetilde{W}_{i,1} \sim \text{Gamma}^{-1}(\theta_c + Un^{-1/3}) \quad \text{and} \quad \widetilde{W}_{i,j} = W_{i,j} \text{ if } j \geq 2.$$

We may indeed construct such weights ($\widetilde{W}_{i,j}$). We first take random variables

$$X_i \sim \text{Gamma}^{-1}(\theta_0 - \theta_c - Un^{-1/3}), \quad 1 \leq i \leq n,$$

in such a way that all the $X_i$’s and the $W_{i,j}$’s are independent. Then define

$$\widetilde{W}_{i,1} := \left( \frac{1}{W_{i,1}} - \frac{1}{X_i} \right)^{-1} \text{ for } 1 \leq i \leq n.$$

Since $W_{i,1} \sim \text{Gamma}^{-1}(\theta_0)$, we have $\widetilde{W}_{i,1} \sim \text{Gamma}^{-1}(\theta_c + Un^{-1/3})$ and by construction $W_{i,1} \leq \widetilde{W}_{i,1}$ for all $1 \leq i \leq n$. It follows that $\widetilde{Z}(n,m)$ is an upper bound for $Z(n,m)$

$$Z(n,m) \leq \widetilde{Z}(n,m). \tag{5.5}$$

Furthermore, (5.4) yields the limiting behavior of $\widetilde{Z}(n,m)$

$$\lim_{n \to \infty} P \left( \frac{\log \widetilde{Z}(n,m) - nf_{\theta,p}}{n^{1/3} \sigma_{\theta,p}} \leq t \right) = F_{\text{BBP};-U \lim_{n \to \infty} \sigma_{\theta,p}(t)}. \tag{5.6}$$
By (5.5) and (5.6),
\[
\liminf_{n \to \infty} \mathbb{P} \left( \frac{\log Z(n, m) - mf_{\theta,p}}{n^{1/3} \sigma_{\theta,p}} \leq t \right) \geq F_{\text{BBP}; -U}(t).
\]
It is known that (see BR01b (2.36))
\[
\lim_{U \to -\infty} F_{\text{BBP}; -U}(t) = F_{\text{GUE}}(t).
\]
Since \( U \) can be arbitrary large, it follows that
\[
\liminf_{n \to \infty} \mathbb{P} \left( \frac{\log Z(n, m) - mf_{\theta,p}}{n^{1/3} \sigma_{\theta,p}} \leq t \right) \geq F_{\text{GUE}}(t). \tag{5.7}
\]

**Lower bound.** Let \( Z(k, \ell|n, m) \) denote the point-to-point partition function with starting point \((k, \ell)\) and endpoint \((n, m)\). We have
\[
W_{1,1}Z(1, 2|n, m) \leq Z(n, m). \tag{5.8}
\]
Observe that \( Z(1, 2|n, m) \) can be regarded as the partition function on a log-gamma polymer of size \( n \) times \( m - 1 \) with homogeneous inverse-gamma weights of parameter \( \theta \). Thus (5.3) can be applied to \( Z(1, 2|n, m) \)
\[
\lim_{n \to \infty} \mathbb{P} \left( \frac{\log Z(1, 2|n, m) - mf_{\theta,p}}{n^{1/3} \sigma_{\theta,p}} \leq t \right) = \lim_{n \to \infty} \mathbb{P} \left( \frac{\log Z(1, 2|n, m) - mf_{\theta,(m-1)/n}}{n^{1/3} \sigma_{\theta,(m-1)/n}} \leq t \right) = F_{\text{GUE}}(t).
\]
Note that \( n^{-1/3} \log W_{1,1} \to 0 \), by Slutsky’s theorem we obtain
\[
\lim_{n \to \infty} \mathbb{P} \left( \frac{\log W_{1,1} + \log Z(1, 2|n, m) - mf_{\theta,p}}{n^{1/3} \sigma_{\theta,p}} \leq t \right) = F_{\text{GUE}}(t). \tag{5.9}
\]
By (5.8) and (5.9),
\[
\limsup_{n \to \infty} \mathbb{P} \left( \frac{\log Z(n, m) - mf_{\theta,p}}{n^{1/3} \sigma_{\theta,p}} \leq t \right) \leq F_{\text{GUE}}(t). \tag{5.10}
\]
Combine (5.7) with (5.10), we obtain
\[
\lim_{n \to \infty} \mathbb{P} \left( \frac{\log Z(n, m) - mf_{\theta,p}}{n^{1/3} \sigma_{\theta,p}} \leq t \right) = F_{\text{GUE}}(t),
\]
which completes the proof for asymptotics in the GUE Tracy-Widom phase in Theorem 1.10.

5.2. **Proof of asymptotics in the Gaussian phase.** Similarly to the proof in the GUE Tracy-Widom phase, we will also show that \( Z(n, m) \) has an upper and a lower bound which, under the same scaling, converge in law to the same limiting distribution. Recall that \( \theta_0 \) may depend on \( n \) and the assumption here is that for some \( \alpha \in \left(\frac{2}{3}, 1\right] \), the limit
\[
\lim_{n \to \infty} m^{-\alpha} (n\psi'(\theta_0) - m\psi'(\theta_0)) \tag{5.11}
\]
exists and is positive. We make a technical remark here, which will be used in the proof of lower bound.

**Remark 5.3.** The parameter \( \theta_0 \) takes value in a compact subset of \((0, \theta)\). Indeed, since \( n \leq m \leq \delta^{-1}n \) from Definition 1.8, \( \limsup_{n \to \infty} \theta_0 < \theta \) because otherwise the limit in (5.11) would not be positive. Now suppose \( \liminf_{n \to \infty} \theta_0 = 0 \) for a contradiction. This would imply
\[
\limsup_{n \to \infty} m^{-\alpha} (n\psi'(\theta_0) - m\psi'(\theta_0)) = \limsup_{n \to \infty} m^{-\alpha} n\psi'(\theta_0) = \infty,
\]
which contradicts our assumption that the limit is finite. This contradiction proves \( \liminf_{n \to \infty} \theta_0 > 0 \). Since \( \theta_0 \) is a function of \( n \), a variable that takes a countable number of values, we have shown \( \theta_0 \) takes value in a compact subset of \((0, \theta)\).

It also follows from (5.11) that there exists \( n_0 \) such that \( \theta_0 < \theta_c \) holds for all \( n > n_0 \). In the following proof we suppose without loss of generality that \( \theta_0 < \theta_c \) for all \( n \).

**Upper bound.** In [Sep12], Seppäläinen studied a log-gamma polymer whose distribution along down-right paths is stationary. The weight array of this log-gamma polymer is as follows

\[
W_{1,1}^{\text{stat}} = 1 \quad \text{and} \quad W_{i,j}^{\text{stat}} \sim \begin{cases} 
\Gamma^{-1}(\theta_0), & i > j = 1, \\
\Gamma^{-1}(\theta - \theta_0), & j > i = 1, \\
\Gamma^{-1}(\theta), & i, j \geq 2.
\end{cases}
\]

We denote the corresponding point-to-point partition function by \( Z^{\text{stat}}_{\theta}(n, m) \). Observe that the stationary partition function provides an upper bound for \( Z(n, m) \)

\[
Z^{\text{stat}}_{\theta}(n + 1, m) \geq Z^{\text{stat}}_{\theta}(2, 1|n + 1, m) \overset{(d)}{=} Z(n, m).
\] (5.12)

A central limit theorem for \( Z^{\text{stat}}_{\theta} \) was given in [Sep12].

**Proposition 5.4 (Sep12, (2.5) and Corollary 2.2).** Suppose that for some \( \alpha > \frac{2}{3} \), the limit

\[
\lim_{n \to \infty} m^{-\alpha} \left( n \psi'(\theta_0) - n \psi'(\theta - \theta_0) \right)
\]

exists and is positive. Then as \( n \to \infty \),

\[
\log Z^{\text{stat}}_{\theta}(n, m) - n \tilde{f}_{\theta, p} \to \mathcal{N}(0, 1).
\]

Combining (5.12) with Proposition 5.4

\[
\liminf_{n \to \infty} \mathbb{P} \left( \frac{\log Z(n, m) - n \tilde{f}_{\theta, p}}{n^{1/2} \psi'(\theta_0) - \psi'(\theta - \theta_0)} \leq t \right) \geq \liminf_{n \to \infty} \mathbb{P} \left( \frac{\log Z^{\text{stat}}_{\theta}(n + 1, m) - (n + 1) \tilde{f}_{\theta, m/(n + 1)}}{\sqrt{(n + 1) \psi'(\theta_0) - m \psi'(\theta - \theta_0)}} \leq t \right) = \Phi(t).
\] (5.13)

**Lower bound.** For each \( n \), fix some \( s \in (0, p^{-1}) \) (i.e. we allow \( s \) to depend on \( n \)). The value of \( s \) will be precised later. In the summation appearing in the point-to-point partition function \( Z(n, m + 1) \), instead of summing over all up-right paths, we may sum over only up-right paths that pass through the point \( (n - \lfloor ms \rfloor + 1, 1) \), which yields a lower bound for \( Z(n, m + 1) \)

\[
\log Z(n, m + 1) \geq \log Z(n - \lfloor ms \rfloor + 1, 1) + \log Z(n - \lfloor ms \rfloor + 1, 2|n, m + 1).
\] (5.14)

Note that the first term in the RHS of (5.14) is a sum of i.i.d. random variables

\[
\log Z(n - \lfloor ms \rfloor + 1, 1) = \sum_{i=1}^{n - \lfloor ms \rfloor + 1} \log W_{i,1},
\]

and the CLT may be applied to this sum provided \( n - \lfloor ms \rfloor \to \infty \). The second term in the RHS of (5.14) can be identified with the partition function for a homogeneous log-gamma polymer. In fact, let \( Z^n_{\theta}(n, m) \) (where the letter \( \theta \) stands for homogeneous) denote the partition function on the log-gamma polymer whose weight array is given via

\[
W_{i,j}^h \sim \Gamma^{-1}(\theta) \quad \text{for all} \quad 1 \leq i \leq n, 1 \leq j \leq m.
\]

Then we have

\[
Z(n - \lfloor ms \rfloor + 1, 2|n, m + 1) \overset{(d)}{=} Z^n_{\theta}(\lfloor ms \rfloor, m).
\]
The following estimate for the free energy \( \log Z^h(n,m) \) of homogeneous log-gamma polymers is proved in [Sep12, Theorem 2.4] (see also the remark that follows [Sep12, Theorem 2.1]).

**Proposition 5.5** ([Sep12, Theorem 2.4]). Let \( Z^h(n,m) \) be the point-to-point partition function for the log-gamma polymer whose weights are independent and are all distributed as Gamma\(^{-1}(\theta)\). Let \( X \subset (0,\theta) \) be a compact set. For all \( \theta_s \in X \), define \( s := \frac{\psi'(\theta - \theta_s)}{\psi'(\theta)} \). Then there exist constants \( C,M \) depending on \( X, \theta \) and \( \delta \) such that

\[
E \left[ \log Z^h([ms],m) + ms\psi(\theta_s) + m\psi(\theta - \theta_s) \right] \leq C
\]

holds for all \( m \geq M, \theta_s \in X \).

Now we perform a heuristic calculation so as to choose the value of \( s \) that approximately optimizes the expectation of the RHS of (5.14), which will give us the most tight lower bound with (5.11). Using Proposition 5.5 and the fact that \( E[\log W_{i,1}] = -\psi(\theta_0) \) for \( 1 \leq i \leq n - [ms] + 1 \),

\[
E[\log Z(n - [ms] + 1, 1) + \log Z(n - [ms] + 1, 2[n,m + 1]) = -(n - [ms] + 1)\psi(\theta_0) - ms\psi(\theta_s) - m\psi(\theta - \theta_s) + O(m^{1/3})
\]

\[
= -(n - ms)\psi(\theta_0) - ms\psi(\theta_s) - m\psi(\theta - \theta_s) + O(m^{1/3}). \tag{5.15}
\]

Neglecting the \( m^{1/3} \) order term, its derivative with respect to \( s \) is given by

\[
m \left( \psi'(\theta_0) - \psi'(\theta_s) - (s\psi'(\theta_s) - \psi'(\theta - \theta_s))\frac{d\theta_s}{ds} \right) = m\psi(\theta_0) - m\psi(\theta_s).
\]

As \( s \) increases from 0 to \( p^{-1} \), \( \theta_s \) increases from 0 to \( \theta_c \) and thus \( m\psi(\theta_0) - m\psi(\theta_s) \) decreases from \( +\infty \) to \( m\psi(\theta_0) - m\psi(\theta_c) < 0 \) (because we assumed \( \theta_0 < \theta_c \)). Now, let \( s \) be such that \( \theta_s = \theta_0 \), that is,

\[
s = \frac{\psi'(\theta_0)}{\psi'(\theta)}.
\]

Then, approximately, the derivative of (5.15) is positive on \((0,s)\) and negative on \((s,p^{-1})\). This indicates that (5.15) is approximately maximized by choosing \( s \) as such.

Observe that with this choice of \( s \), the hypothesis (5.11) implies

\[
n - ms = \frac{m\psi'(\theta_0) - m\psi'(\theta - \theta_0)}{\psi'(\theta)} \to +\infty,
\]

which enables us to apply the CLT to \( \sum_{i=1}^{n-[ms]+1} \log W_{i,1} \),

\[
\log Z(n - [ms] + 1, 1) + (n - ms)\psi(\theta_0) = \frac{\sum_{i=1}^{n-[ms]+1} \log W_{i,1} + (n - ms)\psi(\theta_0)}{\sqrt{(n - ms) \Var[\log W_{1,1}]}} \overset{(d)}{\to} \mathcal{N}(0,1),
\]

where we have used the fact that \( \Var(\log X) = \psi''(a) \) if \( X \) is an inverse gamma variable with parameter \( a \). Recall from Remark 5.3 that \( \theta_0 \) takes value in a compact set. We may therefore apply Proposition 5.3 to \( Z(n - [ms] + 1, 2[n,m + 1]) \). It follows that

\[
\sqrt{n(\psi'(\theta_0) - p\psi'(\theta - \theta_0))} \to \sqrt{m^{2/3} \log Z(n - [ms] + 1, 2[n,m + 1]) + ms\psi(\theta_0) + m\psi(\theta - \theta_0)} \overset{L^1}{\to} 0.
\]
Substituting \( m \) using (5.14) this implies that for all \( t \)

\[
\text{lim sup}_{n \to \infty} P \left( \frac{\log Z(n, m + 1) + n \psi(\theta_0) + m \psi(\theta - \theta_0)}{n^{1/2} \sqrt{\psi'(\theta_0) - p \psi'(\theta - \theta_0)}} \leq t \right) \leq \Phi(t).
\]

Using (5.14) this implies that for all \( t \),

\[
\limsup_{n \to \infty} P \left( \frac{\log Z(n, m + 1) + n \psi(\theta_0) + m \psi(\theta - \theta_0)}{n^{1/2} \sqrt{\psi'(\theta_0) - p \psi'(\theta - \theta_0)}} \leq t \right) \leq \Phi(t).
\]

Substituting \( m \) for \( m + 1 \), we obtain

\[
\limsup_{n \to \infty} P \left( \frac{\log Z(n, m) + n \psi(\theta_0) + m \psi(\theta - \theta_0)}{n^{1/2} \sqrt{\psi'(\theta_0) - p \psi'(\theta - \theta_0)}} \leq t \right) \leq \Phi(t).
\]

(5.17)

To conclude, we combine (5.13) with (5.17), and we obtain that

\[
\lim_{n \to \infty} P \left( \frac{\log Z(n, m) - n \hat{f}_{\theta, p}}{n^{1/2} \sqrt{\psi'(\theta_0) - p \psi'(\theta - \theta_0)}} \leq t \right) = \Phi(t).
\]
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