AN $\ell_p$ VARIABLE PROJECTION METHOD FOR LARGE-SCALE SEPARABLE NONLINEAR INVERSE PROBLEMS
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Abstract. The variable projection (VarPro) method is an efficient method to solve separable nonlinear least squares problems. In this paper, we propose a modified VarPro for large-scale separable nonlinear inverse problems that promotes edge-preserving and sparsity properties on the desired solution and enhances the convergence of the parameters that define the forward problem. We adopt a majorization minimization method that relies on constructing a quadratic tangent majorant to approximate a general $\ell_p$ regularized problem by an $\ell_2$ regularized problem that can be solved by the aid of generalized Krylov subspace methods at a relatively low cost compared to the original unprojected problem. In addition, we can use more potential general regularizers including total variation (TV), framelet, and wavelets operators. The regularization parameter can be defined automatically at each iteration by means of generalized cross validation. Numerical examples on large-scale two-dimensional imaging problems arising from blind deconvolution are used to highlight the performance of the proposed approach in both quality of the reconstructed image as well as the reconstructed forward operator.
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1. Introduction. In many applications in science and engineering ranging from medical to astronomical imaging, the available measurements are contaminated with blur and noise [15, 18, 30]. We can formulate such problems as discrete ill-posed inverse problems of the form

\begin{equation}
G(y)x = d = d_{\text{true}} + \epsilon \quad \text{with} \quad G(y)x_{\text{true}} = d_{\text{true}},
\end{equation}

where the vector $d_{\text{true}} \in \mathbb{R}^m$ denotes the unknown error-free vector associated with the available data, and $\epsilon \in \mathbb{R}^m$ is an unknown error that may stem from measurement or discretization inaccuracies. The matrix $G(y) \in \mathbb{R}^{m \times n}$ models the forward operator that typically is severely ill-conditioned, i.e., it may be numerically rank deficient or may have singular values that cluster at the origin. In this paper, we assume that $G$ is unknown, but can be parametrized by a vector $y \in \mathbb{R}^r$ with $r \ll m$. We call such problems separable nonlinear inverse problems since the observations depend nonlinearly on the vector of unknown parameters $y$ and linearly on the desired solution $x$. Specifically, we aim to compute good approximations of both $x$ and $y$, given a set of observations $d = [d_1, d_2, ..., d_n]^{\top}$, a matrix function $G$ that maps the unknown vector $y$ to an $m \times n$ matrix, and an initial approximation $x^{(0)}$ of the desired solution $x$ as well as an initial approximation $y^{(0)}$ of the parameter vector $y$. This leads to a minimization problem of the form

\begin{equation}
\min_{x,y} \|G(y)x - d\|_2^2.
\end{equation}

Classical optimization approaches that can be used to solve (1.2) include block coordinate descent, which alternates between fixing one set of variables and minimizing with respect to the other set, see for instance [3, 50]. This approach requires a good initial guess and is known to have uncertain practical convergence properties.

*School of Mathematical and Statistical Sciences, Arizona State University, Tempe, AZ 85281 (malena.espanol@asu.edu, mpasha3@asu.edu).
Other methods such as the Gauss-Newton (GN) and Levenberg-Marquardt methods can be used [43]. Among a large set of methods available to solve (1.2), we focus our attention to the variable projection (VarPro) method introduced in [25]. VarPro is an efficient method where the main idea is to eliminate the linear variable $x$ by solving a linear least squares (LS) problem for each nonlinear variable $y$. Therefore, by writing $x = x(y) = G(y) \dagger d$, where $G(y) \dagger = (G(y)^\top G(y))^{-1} G(y)^\top$ is the Moore-Penrose pseudoinverse of $G(y)$, the functional to be minimized is reduced to a functional of the variable $y$ only, leading to the following minimization problem

$$
\min_y \|G(y)G(y)^\dagger d - d\|_2^2.
$$

which is shown in [25] to have the same solution as (1.2). This reduced minimization problem can then be solved using GN. For every $y$, we define the linear operator $P^\perp_{G(y)} = I - G(y)G(y)^\dagger$ which is the projector onto the orthogonal complement of the column space of $G(y)$. To solve the reduced problem (1.3), an analytic expression of the Jacobian matrix of $P^\perp_{G(y)}d$ with respect to the variable $y$ is given in [25], that uses that

$$
DP^\perp_{G} = -P^\perp_{G} D(G)G^\dagger - (P^\perp_{G} D(G)G^\dagger)^\top,
$$

where $D$ represents the derivative operator with respect to the variable $y$. In [35], Kaufman suggested that the second term of (1.4) could be discarded to speed up the calculation of the Jacobian matrix if the residual is small. In [36], VarPro was extended to constrained problems. In an extended literature, it has been shown computationally and theoretically that separating the linear variables $x$ from the nonlinear variable $y$ by the aid of VarPro speeds up the convergence of iterative methods used to solve problem (1.2) (see [26, 35, 46] for a more detailed analysis). In [27], Golub and Pereyra reviewed the developments and applications of VarPro to solve separable nonlinear least squares problems that have as their underlying model a linear combination of nonlinear functions. For this same family of problems, O’Leary and Rust implemented a more robust implementation of VarPro and computed the Jacobian matrix more efficiently showing that less iterations are required to converge if the full Jacobian matrix is considered [44].

In the last two decades, several algorithms have been developed to solve the regularized formulation of the nonlinear problem (1.2), which is

$$
\min_{x,y} \|G(y)x - d\|_2^2 + \lambda \|Lx\|_2^2,
$$

where $\lambda > 0$ is called the regularization parameter and $L \in \mathbb{R}^{q \times n}$ is a regularization operator that is problem dependent. Typical choices of $L$ include the identity matrix, discrete first or second derivative operators, or some other discrete transform (e.g., discrete wavelet transform or discrete Fourier transform). In [12], Chung and Nagy introduced an efficient method that uses hybrid Krylov subspace approach in order to overcome the high computational cost of solving (1.5) for large-scale inverse problems and for the case when $L$ is the identity matrix. In [14], Cornelio et al. applied VarPro to solve non-negative constrained regularized inverse problems. Moreover, they presented an analytic formulation of the Jacobian matrix for the non-negative constrained case. However, in the computations they used the approximate Jacobian from the unconstrained problem with the argument that this approximation slightly affects the accuracy but it saves on computational time. In [33], the authors discussed
a linearize and project method based on GN after linearizing the residual that requires the evaluation of the Jacobian matrix and the matrix-vector multiplication of the Jacobian with $x$ and $y$. Determining the regularization parameter using the weighted generalized cross-validation (wGCV) method at every VarPro iteration and efficient approximations of the Jacobian were presented in [10]. More recently, a secant variable projection (SVP) method for solving separable nonlinear least squares problem under the framework of the variable projection that employs rank-one updates to estimate the Jacobian matrices efficiently was proposed in [48].

Differently from previous contributions, the focus of this work is on the development of an iterative method that provides edge-preserving and sparsity properties in $x$. Edge-preserving and sparsity promoting techniques are well-known in the imaging community and have also been applied to separable nonlinear least squares problems. In [2], the separable nonlinear least squares problem is reformulated as a sparse-recovery problem by the $\ell_1$-norm minimization. The idea has been pioneered in geophysics applications and then it has been widely used [47, 49]. In [32], He et al. formulated a new time-dependent model for blind deconvolution based on a constrained variational model that uses the sum of the total variation norms as a regularizing functional and both [32] and [52] addressed the issue of the lack of a unique solution of the blind deconvolution problem.

1.1. Main contributions of this work. We present an efficient iterative method to solve the general separable nonlinear $\ell_2 - \ell_p$ minimization problem

$$\min_{x,y} \| G(y)x - d \|_2^2 + \lambda \| Lx \|_p^p. \tag{1.6}$$

Notice that the expression

$$\| x \|_p = \left( \sum_{j=1}^{n} |x_j|^p \right)^{1/p}, \quad x = [x_1, x_2, \ldots, x_n]^T \in \mathbb{R}^n$$

in the regularization term, is a norm when $p \geq 1$. However, the mapping $x \mapsto \| x \|_p$ is not a norm for $0 < p < 1$ since it does not satisfy the triangle inequality. Here with a slightly abuse of notation we are going to call $\| x \|_p$ a norm for all $p > 0$. Because we are interested in reconstructing the edges of $x_{true}$, we are particularly interested in values of $0 < p \leq 1$ (see Figure 5.1). Even though there is a wide range of methods that solve separable nonlinear inverse problems, there are only a few that provide sparse and edge-preserving properties. To the best of our knowledge, this is the first time that an edge-preserving and sparsity promoting approach is being proposed in a general framework for a general $0 < p \leq 2$ and with a general regularization matrix $L$ that may be a TV, framelet, or wavelet, to mention a few general regularization matrices.

First, we formulate VarPro for a general $\ell_2$-regularized separable nonlinear least squares problem and carefully derive the Jacobian matrix. For the case when the generalized singular value decomposition (GSVD) of the matrix pair $\{G, L\}$ is available or feasible to compute, we use it to write the Jacobian matrix in a way that only matrix-vector products are needed. For large scale problems, computing the Jacobian matrix may be computationally not convenient. We showed with a one-dimensional example that the Jacobian of the unregularized problem, which we called reduced Jacobian, gives similar convergence curves for both $x$ and $y$ as when the full Jacobian is computed. We also explored the convergence produced by what we called the
half Jacobian, which consists of the approximation proposed by Kaufman, that discards one of the terms in the full Jacobian under the assumption that the residual is small. We concluded that if the approximate solution is of high quality, no significant difference is noticed in the reconstructions when the reduced and the full Jacobians are used. Therefore, the reduced Jacobian may be preferable specially for large-scale problems. Lastly, we extend VarPro for the case when a closed form solution for \( x \) is not available which is the case when \( p \neq 2 \), and show that for large-scale inverse problems, in the step in VarPro where \( y \) is fixed, we solved (1.6) by combining a majorization-minimization strategy to approximate the \( \ell_p \) norm by a weighted \( \ell_2 \).

This paper is organized as follows. In Section 2, we review the majorize–minimize generalized Krylov subspace (MM-GKS) method to solve the linear problem for the case when \( G \) is known. In Section 3, we describe how to solve the nonlinear minimization problem for the case when \( p = 2 \) and extend it to \( 0 < p < 2 \). We describe VarPro for a general \( p \) in Section 4 by carefully deriving the Jacobian formulations for both cases. Numerical examples illustrate the performance of the proposed methods in Section 5 and some conclusions, future work, and remarks are given in Section 6.

2. Iterative method to solve large-scale \( \ell_p \)-regularized linear problems.

Here we discuss an iterative method to solve problems of the form

\[
\text{min}_{x} \ J_{\lambda,p}(x) = \min_{x} \|Gx - d\|_2^2 + \lambda \|Lx\|_p^p,
\]

for the case when \( G \) (or its corresponding parametrization vector \( y \)) is considered known. There are a huge variety of optimization methods that can be used to solve (2.1) when \( p = 1 \), see [1, 24, 53]. More recent developed iterative methods to solve (2.1) for general \( 0 < p \leq 2 \) in the case of large-scale inverse problems include iteratively reweighting methods that are based on generalized Krylov subspace methods [4, 34, 40, 45] and on flexible Krylov subspace methods [11, 22, 23]. Flexible Krylov subspace methods need the computation of the inverse of \( L \) and that may become computationally demanding to compute for some particular choices of \( L \). Because we want to consider very general regularization matrices \( L \), we focus our attention in the group of methods that are based on generalized Krylov subspace methods to iteratively reweight the regularization term in (2.1). More specifically, we choose to apply the majorize–minimize generalized Krylov subspace (MM-GKS) method introduced in [34] to solve (2.1). First, we will briefly discuss the majorization strategy to approximate (2.1) by a sequence of functionals with \( \ell_2 \) in the regularization term. Let the function \( \phi_p : \mathbb{R} \to \mathbb{R}_+ \cup \{+\infty\} \) be defined by \( \phi_p(t) = |t|^p \), \( p \in \mathbb{R} \). Then, a smoothed approximation of \( \phi_p(t) \) can be used to approximate the functional \( J_{\lambda,p} \) by a differentiable functional for \( p \in (0, 1] \). A popular choice is given by

\[
\phi_{p,\epsilon}(t) = (t^2 + \epsilon^2)^{p/2} \quad \text{with} \quad \begin{cases} \epsilon > 0 & \text{for } 0 < p \leq 1, \\ \epsilon = 0 & \text{for } p > 1, \end{cases}
\]

for a small value of \( \epsilon > 0 \). Then, a smoothed approximation of \( \|x\|_p^p \) for a vector \( x = [x_1, x_2, \ldots, x_n]^\top \in \mathbb{R}^n \) can be obtained by \( \|x\|_p^p \approx \sum_{i=1}^n \phi_{p,\epsilon}(x_i) \) and therefore, instead of solving the \( \ell_p \)-regularized least squares problem (2.1), we consider solving

\[
\text{min}_{x} \ J_{\lambda,p,\epsilon}(x) = \min_{x} \|Gx - d\|_2^2 + \lambda \sum_{j=1}^n \phi_{p,\epsilon}((Lx)_j).
\]

The MM-GKS method constructs a sequence of iterates \( x^{(k)} \) that converges to a stationary point of the functional \( J_{\lambda,p,\epsilon}(x) \). The main idea behind this approach is
that the functional $J_{λ,p,ϵ}(x)$ is majorized at each iteration $k$ by a quadratic functional $Q_{x(k)}(x)$, whose minimizer provides the next iterate $x(k+1)$. To be more precise, we give the following definition.

**Definition 2.1** ([34]). A functional $Q_v : \mathbb{R}^n \rightarrow \mathbb{R}$ is said to be a quadratic tangent majorant for $J_{λ,p,ϵ}(x)$ at $v \in \mathbb{R}^n$ if it satisfies

1. $Q_v(x)$ is quadratic,
2. $Q_v(v) = J_{λ,p,ϵ}(v)$,
3. $\nabla_x Q_v(v) = \nabla_x J_{λ,p,ϵ}(v)$, and
4. $Q_v(x) \geq J_{λ,p,ϵ}(x)$ for all $x \in \mathbb{R}^n$.

Huang et al. [34] describe two approaches to construct a quadratic tangent majorant for (2.2). The two different type of majorants are referred to as adaptive or fixed quadratic majorants. The latter are cheaper to compute, but may give slower convergence. In this paper, we focus on the adaptive quadratic majorant, but all results also hold for fixed quadratic majorants.

Let $x(k)$ be the approximate solution at iteration $k$. We define the vector $u(k) = Lx(k)$ and the weights $w_{p,ϵ}(k) = ((u(k))^2 + ϵ^2)^{p/2-1}$, where all operations in the expressions on the right-hand side, including squaring, are element-wise. The derivation of the weights $w_{p,ϵ}(k)$ is given in detail in [40]. We define the weighting matrix $P_{p,ϵ}(k) = (\text{diag}(w_{p,ϵ}(k)))^{1/2}$ and consider the quadratic tangent majorant for the functional $J_{λ,p,ϵ}(x)$ at $x(k)$ to be

$$Q_{x(k)}(x) = \frac{1}{2} \|Gx - d\|^2 + \lambda ϵ^{p-2} \|P_{p,ϵ}(k)Lx\|^2 + c,$$

where $c$ is a suitable constant that is independent of $x(k)$. An approximate solution at iteration $k + 1$, $x(k+1)$, can be determined as the zero of the gradient of (2.3) by solving the normal equation

$$\left(G^\top G + ηL^\top (P_{p,ϵ}(k)^2L)\right)x = G^\top d,$$

where $η = λ ϵ^{p-2}$. The system (2.4) has a unique solution if the condition $\mathcal{N}(G^\top G) \cap \mathcal{N}(L^\top (P_{p,ϵ}(k)^2L)) = \{0\}$ is satisfied, which is typically the case. The solution $x(k+1)$ of (2.4) is the unique minimizer of the quadratic tangent majorant function $Q_{x(k)}(x)$, hence a solution method is well defined. Nevertheless, solving (2.4) for large matrices $G$ and $L$ may be computationally demanding or even prohibitive. Therefore, the generalized Krylov subspace (GKS) algorithm is applied to solve (2.4) [39]. The GKS method first determines an initial reduction of $G$ to a small bidiagonal matrix by applying $1 ≤ ℓ ≤ \min\{m, n\}$ steps of Golub–Kahan bidiagonalization to $G$ with initial vector $d$. This gives the decomposition

$$GV_ℓ = U_ℓB_ℓ,$$

where the matrix $V_ℓ \in \mathbb{R}^n \times ℓ$ has orthonormal columns that span the Krylov subspace $K_ℓ(\text{span}\{G^\top d, (G^\top G)G^\top d, \ldots, (G^\top G)^{ℓ-1}G^\top d\})$, the matrix $U_ℓ \in \mathbb{R}^m \times (ℓ+1)$ has orthonormal columns, and the matrix $B_ℓ \in \mathbb{R}^{(ℓ+1) \times ℓ}$ is lower bidiagonal.

In the problems that we focus on in this paper, the subspace generated by GKS is of small dimension, hence it is inexpensive to compute the SVD or the QR factorization of $GV_ℓ$. Therefore, we compute the QR factorization of the tall and skinny matrices and obtain $GV_ℓ = Q_G R_G$ and $P_{p,ϵ}(k)LV_ℓ = Q_L R_L$, where $Q_G \in \mathbb{R}^m \times ℓ$ and $Q_L \in \mathbb{R}^s \times ℓ$. 


have orthonormal columns and $\mathbf{R}_G, \mathbf{R}_L \in \mathbb{R}^{\ell \times \ell}$ are upper triangular matrices. Here we assume that $1 \leq \ell \leq s$ is small enough so that the decomposition $\mathbf{G} \mathbf{V}_\ell = \mathbf{U}_\ell \mathbf{B}_{\ell+1,\ell}$ exists. The corresponding projected least squares problem of (2.4) for $k = 1$ is

$$
(2.6) \quad \mathbf{z}^{(1)} = \arg \min_{\mathbf{z} \in \mathbb{R}^l} \left\| \begin{bmatrix} \mathbf{R}_G & \mathbf{R}_L \\ \eta^{1/2} \mathbf{R}_L \end{bmatrix} \mathbf{z} - \begin{bmatrix} \mathbf{Q}_G^\top \mathbf{d} \\ 0 \end{bmatrix} \right\|_2^2,
$$

where $\mathbf{x}^{(1)} = \mathbf{V}_\ell \mathbf{z}^{(1)}$. The normal equation corresponding to (2.6) can be written as

$$
(2.7) \quad (\mathbf{R}_G^\top \mathbf{R}_G + \eta \mathbf{R}_L^\top \mathbf{R}_L) \mathbf{z} = \mathbf{R}_G^\top \mathbf{Q}_G \mathbf{d}.
$$

Once $\mathbf{z}^{(1)}$ is computed, we can compute the residual vector

$$
\mathbf{r}^{(1)} = \mathbf{G}^\top (\mathbf{G} \mathbf{V}_\ell \mathbf{z}^{(1)} - \mathbf{d}) + \eta \mathbf{L}^\top \mathbf{P}_p^0 \mathbf{L} \mathbf{v}_\ell \mathbf{z}^{(1)}.
$$

We use the scaled residual vector $\mathbf{v}_{new} = \mathbf{r}^{(1)}/\|\mathbf{r}^{(1)}\|_2$ to expand the solution subspace. We define the matrix $\mathbf{V}_{\ell+1} = [\mathbf{V}_\ell, \mathbf{v}_{new}] \in \mathbb{R}^{n \times (\ell+1)}$, whose columns form an orthonormal basis for the expanded solution subspace. Note that in exact arithmetic $\mathbf{v}_{new}$ is orthogonal to the columns of $\mathbf{V}_\ell$, but in computer arithmetic the vectors may lose orthogonality, hence reorthogonalization may be needed. We store the matrices $\mathbf{G} \mathbf{V}_{\ell+1} = [\mathbf{G} \mathbf{V}_\ell, \mathbf{G} \mathbf{v}_{new}]$, $\mathbf{L} \mathbf{V}_{\ell+1} = [\mathbf{L} \mathbf{V}_\ell, \mathbf{L} \mathbf{v}_{new}]$, and iterate obtaining at the $k$th iteration the matrices $\mathbf{G} \mathbf{V}_{\ell+k+1} = [\mathbf{G} \mathbf{V}_{\ell+k}, \mathbf{G} \mathbf{v}_{new}]$ and $\mathbf{L} \mathbf{V}_{\ell+k+1} = [\mathbf{L} \mathbf{V}_{\ell+k}, \mathbf{L} \mathbf{v}_{new}]$. The MM-GKS algorithm to solve (2.1) is summarized in Algorithm 2.1.

**Algorithm 2.1 MM-GKS** [34]

1: **Input**: $\mathbf{G}, \mathbf{L}, \mathbf{d}, \mathbf{x}^{(0)}, \epsilon$
2: $\eta = \lambda \varepsilon^{p-2}$
3: Generate the initial subspace basis $\mathbf{V}_\ell \in \mathbb{R}^{n \times \ell}$ such that $\mathbf{V}_\ell^\top \mathbf{V}_\ell = \mathbf{I}$
4: for $k = 0, 1, 2, \ldots$
5: $\mathbf{u}^{(k)} = \mathbf{L} \mathbf{x}^{(k)}$
6: $\mathbf{w}_{p,k} = (\mathbf{u}^{(k)})^2 + \epsilon \mathbf{I}^{-1}$
7: Compute $\mathbf{P}_{p,k} = (\mathbf{diag}(\mathbf{w}_{p,k}))^{1/2}$
8: Compute $\mathbf{G} \mathbf{V}_{\ell+k}$ and $\mathbf{P}_{p,k} \mathbf{L} \mathbf{V}_{\ell+k}$
9: Compute/Update the QR of $\mathbf{G} \mathbf{V}_{\ell+k} = \mathbf{Q}_G \mathbf{R}_G$ and $\mathbf{P}_{p,k} \mathbf{L} \mathbf{V}_{\ell+k} = \mathbf{Q}_L \mathbf{R}_L$
10: $\mathbf{z}^{(k+1)} = (\mathbf{R}_G^\top \mathbf{R}_G + \eta \mathbf{R}_L^\top \mathbf{R}_L)^{-1} \mathbf{R}_G^\top \mathbf{Q}_G \mathbf{d}$
11: $\mathbf{x}^{(k+1)} = \mathbf{V}_{\ell+k} \mathbf{z}^{(k+1)}$
12: $\mathbf{r}^{(k+1)} = \mathbf{G}^\top (\mathbf{G} \mathbf{V}_{\ell+k} \mathbf{z}^{(k+1)} - \mathbf{d}) + \eta \mathbf{L}^\top \mathbf{P}_{p,k} \mathbf{L} \mathbf{V}_{\ell+k} \mathbf{z}^{(k+1)}$
13: Reorthogonalize, if needed, $\mathbf{r}^{(k+1)} = \mathbf{V}_{\ell+k+1} \mathbf{v}^{(k+1)}$
14: Enlarge the solution subspace with $\mathbf{v}_{new} = \mathbf{r}^{(k)}/\|\mathbf{r}^{(k)}\|_2$, $\mathbf{V}_{\ell+k+1} = [\mathbf{V}_{\ell+k}, \mathbf{v}_{new}]$
15: end for

### 2.1. Regularization parameter
The regularization parameter $\lambda$ plays a fundamental role on estimating an approximation of $\mathbf{x}$ and the right choice of it is very important. Investigations on the importance of the right choice of the regularization parameters are performed in [32]. The authors in [12] illustrated the importance of choosing a good regularization parameter for each VarPro iteration applied to solving blind deconvolution and showed how the regularization parameter affects the overall
convergence. Different approaches exist to guide the selection of $\lambda$ such as L-curve, discrepancy principle (DP), unbiased predictive risk estimator (UPRE), and generalized cross validation (GCV) [18, 28, 29, 51]. Each of them has advantages and disadvantages especially when dealing with large scale problems. For instance, UPRE and DP require a knowledge of the bound of the noise in the available data. Therefore, we will apply the GCV method assuming no knowledge about the level of noise is available.

In [13], a weighted GCV to compute regularization parameters for Tikhonov regularization was introduced and the SVD of the forward operator $G$ was used to compute the GCV function (2.8) efficiently. However, computing the SVD might not be computationally attractive or might even prohibitive for large scale problems, and therefore, they also computed the GCV function by the aid of a Lanczos type method. Other references where efficient ways to compute the GCV can be found in [6, 19, 20]. For problems of the form like (2.1) with $p = 2$, GCV chooses the value $\lambda$ that minimizes the function

$$\mathcal{G}_G, d(\lambda) = \frac{n \| (I - GG^\dagger) d \|^2}{\text{trace} \left( I - \omega GG^\dagger \right)^2},$$

where the weighting factor $\omega$, $0 < \omega \leq 1$ can be modified so that larger values of $\omega$ result in larger regularization parameters, and smaller values of $\omega$ result in smaller values of $\lambda$ computed.

Here, we need to apply GCV to find $\eta$ (and therefore $\lambda$) in each iteration of MM-GKS. Then, the GCV function (2.8) applied to (2.6) can be written as

$$\mathcal{G}_{R_G, d}(\eta) = \frac{\| (I - R_G R_G^\dagger) Q_G d \|^2}{\| (I - \omega R_G R_G^\dagger) \|^2},$$

where $R_{G, \eta}^\dagger = (R_G^\dagger R_G + \eta R_L^\dagger R_L) R_G^\dagger$.

Since the matrices $R_G$ and $R_L$ are not very large, we then compute the GSVD of them, which is define by

$$R_G = X_G \Sigma_G Y^\top, \quad R_L = X_L \Sigma_L Y^\top,$$

where the matrices $X_G \in \mathbb{R}^{(\ell + k) \times (\ell + k)}$ and $X_L \in \mathbb{R}^{(\ell + k) \times (\ell + k)}$ are orthogonal, the matrix $Y \in \mathbb{R}^{(\ell + k) \times (\ell + k)}$ is nonsingular, and

$$\Sigma_G = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_{\ell + k}) \in \mathbb{R}^{(\ell + k) \times (\ell + k)}, \quad \Sigma_L = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_{\ell + k}) \in \mathbb{R}^{(\ell + k) \times (\ell + k)}.$$

Substituting (2.10) into (2.9) we obtain the regularization parameter $\eta$ by solving the following minimization problem

$$\eta^{(k+1)} = \arg \min_{\eta} \frac{\| X_G^\top d - \Sigma_G^\top (\Sigma_G^\top \Sigma_G + \eta \Sigma_L^\top \Sigma_L)^{-1} \Sigma_G^\top X_G^\top d \|^2}{\| (I - \omega \Sigma_L^\top (\Sigma_G^\top \Sigma_G + \lambda \Sigma_L^\top \Sigma_L)^{-1} \Sigma_G^\top) \|^2}.$$

We will not dwell in more details on the regularization parameter as we direct the reader to [6].
3. Iterative methods for $\ell_2$-regularized nonlinear least squares problems. In this section we focus our attention to solve (1.6) for $p = 2$ and a general regularization matrix $L$. First, we treat (1.6) as a non separable nonlinear least squares problem and apply the Gauss-Newton (GN) method [16, 37, 43] to solve

\begin{equation}
\min_{x,y} \left\| \begin{bmatrix} G(y) \\ \lambda^{1/2}L \end{bmatrix} x - \begin{bmatrix} d \\ 0 \end{bmatrix} \right\|_2^2,
\end{equation}

or equivalently

\begin{equation}
\min_m \mathcal{F}(m) = \min_m \| \mathbf{F}(m) \|_2^2,
\end{equation}

where $m = (x, y)$ and $\mathbf{F}: \mathbb{R}^{n+r} \to \mathbb{R}^{m+q}$ is defined by

\[ \mathbf{F}(m) = \mathbf{F}(x, y) = \begin{bmatrix} G(y) \\ \lambda^{1/2}L \end{bmatrix} x - \begin{bmatrix} d \\ 0 \end{bmatrix}. \]

Thus, GN iterations are defined by

\[ m^{(i+1)} = m^{(i)} + s^{(i)}, \quad i = 1, 2, \ldots, \]

where $m^{(i)} = (x^{(i)}, y^{(i)})$ and $s^{(i)}$ is the solution of

\begin{equation}
\mathbf{s}^{(i)} = \arg \min_{s} \left\| \mathbf{J}_F(m^{(i)}) s - \mathbf{F}(m^{(i)}) \right\|_2^2
\end{equation}

with $\mathbf{J}_F: \mathbb{R}^{n+r} \to \mathbb{R}^{m+q}$ being the Jacobian matrix of $\mathbf{F}$ defined by

\[ \mathbf{J}_F(m) = \mathbf{J}_F(x, y) = \begin{bmatrix} \frac{\partial \mathbf{F}(x, y)}{\partial x}, & \frac{\partial \mathbf{F}(x, y)}{\partial y} \end{bmatrix} = \begin{bmatrix} G(y) \\ \lambda^{1/2}L \end{bmatrix} \frac{\partial}{\partial y} [G(y)x]. \]

Notice that each column of $\frac{\partial}{\partial y} [G(y)x]$ corresponds to the partial with respect to each $y_j$, $j = 1, \ldots, q$, which is the column vector defined by $\frac{\partial G(y)}{\partial y_j} x$.

**Algorithm 3.1 GN-NLS Algorithm**

1. **Input**: $m^{(0)} = (x^{(0)}, y^{(0)}), G(y^{(0)}), L,$ and $d$.
2. **for** $i = 0, 1, \ldots$
3. \[ \mathbf{F}^{(i)} = \begin{bmatrix} G(y^{(i)}) \\ \lambda^{1/2}L \end{bmatrix} x^{(i)} - \begin{bmatrix} d \\ 0 \end{bmatrix} \]
4. Compute/Update the Jacobian matrix $\mathbf{J}_F^{(i)}$
5. \[ \mathbf{s}^{(i)} = \arg \min_{s} \left\| \mathbf{J}_F^{(i)} s - \mathbf{F}^{(i)} \right\|_2^2 \]
6. \[ m^{(i+1)} = m^{(i)} + s^{(i)} \]
7. **end for**

In Algorithm 3.1 we summarize GN applied to (3.1). The main disadvantages are a) to choose the regularization parameter $\lambda$ which is a task that may be computationally demanding for large-scale problems, and b) the coupling of $x$ and $y$ does not actually help in their convergences as has been shown in the literature before. Therefore, we will follow the idea behind VarPro [25] that completely eliminates the variable $x$ from the problem formulation and provides us with a reduced functional
to minimize only with respect to $y$. That is to say, we can apply GN method to the functional $\Psi(y) = F(x(y), y)$, where $x(y)$ is the solution of the minimization problem

$$\min_x F(x, y) = \min_x \left\| \begin{bmatrix} G(y) \\ \lambda^{1/2} L \end{bmatrix} x - \begin{bmatrix} d \\ 0 \end{bmatrix} \right\|_2^2. \tag{3.4}$$

A big advantage of doing so is that the choice of the regularization parameter is shifted to the linear problem and therefore well-known regularization selection methods can be applied. For large-scale inverse problems and $L = I$, we recall that Chung and Nagy solved (3.4) by the aid of a hybrid Krylov method [12]. For the case of a more general regularization matrix $L$, we can apply projection-based approaches designed for general-form Tikhonov [38, 39].

Notice that a closed form solution of (3.4) is available, which can be used to rewrite the nonlinear problem with respect to the parameters $y$, obtaining the reduced minimization problem

$$\min_y \Psi(y) = \min_y \|F(y)\|_2^2, \tag{3.5}$$

where

$$F(y) = \begin{bmatrix} G(y) \\ \lambda^{1/2} L \end{bmatrix} \begin{bmatrix} G(y) \\ \lambda^{1/2} L \end{bmatrix}^\dagger \begin{bmatrix} d \\ 0 \end{bmatrix} - \begin{bmatrix} d \\ 0 \end{bmatrix} \tag{3.6}$$

To simplify notation we define

$$G_L(y) := \begin{bmatrix} G(y) \\ \lambda^{1/2} L \end{bmatrix} \text{ and } P_{G_L}(y) := I - G_L(y)G_L^\dagger(y),$$

and write only $G_L$ and $P_{G_L}$ instead of $G_L(y)$ and $P_{G_L}(y)$ for even more simplification. To solve (3.5), the GN iterations are defined by

$$y^{(i+1)} = y^{(i)} + \tilde{s}^{(i)}, \quad i = 1, 2, \ldots,$$

where $\tilde{s}^{(i)}$ is the solution of

$$\tilde{s}^{(i)} = \arg \min_{\tilde{s}} \left\| J_{\tilde{F}}(y^{(i)}) \tilde{s} + \tilde{F}(y^{(i)}) \right\|_2^2 \tag{3.7}$$

with $J_{\tilde{F}} : \mathbb{R}^r \to \mathbb{R}^{m+q}$ being the Jacobian matrix of $\tilde{F}$. The $j$-th column of $J_{\tilde{F}}$ can be computed by

$$\frac{\partial \tilde{F}(y)}{\partial y_j} = \frac{\partial}{\partial y_j} \begin{bmatrix} d \\ 0 \end{bmatrix} = \frac{\partial}{\partial y_j} \begin{bmatrix} d \\ 0 \end{bmatrix} \tag{3.8}$$

$$= \begin{bmatrix} \frac{\partial G_L}{\partial y_j} G_L^\dagger + G_L \frac{\partial G_L^\dagger}{\partial y_j} \end{bmatrix} \begin{bmatrix} d \\ 0 \end{bmatrix}. \tag{3.9}$$
By writing $G_L^\dagger = (G_L^\top G_L)^{-1} G_L^\top$, applying the product rule, and using that \( \frac{\partial G_L^\top}{\partial y_j} = -G_L^{-1} \frac{\partial G_L}{\partial y_j} G_L^{-1} \), we have that
\[
\frac{\partial G_L^\dagger}{\partial y_j} = (G_L^\top G_L)^{-1} \frac{\partial G_L^\top}{\partial y_j} P_{GL} - G_L \frac{\partial G_L}{\partial y_j} G_L^\top.
\]
Therefore, the \( j \)-th column of the Jacobian is given by
\[
\frac{\partial \mathbf{F}(y)}{\partial y_j} = \left( \frac{\partial G_L^\top}{\partial y_j} G_L^\top + G_L \left( (G_L^\top G_L)^{-1} \left[ \frac{\partial G^\top}{\partial y_j} 0 \right] P_{GL} - G_L \left[ \frac{\partial G}{\partial y_j} 0 \right] G_L^\top \right) \right) \left[ \begin{array}{c} d \\ 0 \end{array} \right]
\]
\[
= - \left( P_{GL} \left[ \frac{\partial G}{\partial y_j} 0 \right] G_L^\top + \left( P_{GL} \left[ \frac{\partial G}{\partial y_j} 0 \right] G_L^\top \right) \right) \left[ \begin{array}{c} d \\ 0 \end{array} \right]
\]
\[
= -P_{GL} \left[ \frac{\partial G}{\partial y_j} 0 \right] G_L^\top + \left( P_{GL} \left[ \frac{\partial G}{\partial y_j} 0 \right] G_L^\top \right) \left[ \begin{array}{c} d \\ 0 \end{array} \right]
\]
\[\tag{3.10}
= -A_j - B_j.
\]

Suppose the GSVD of the matrix pair \( \{G, L\} \) is available. Then, we have that $G = P C Z^\top$ and $L = P S Z^\top$, where the matrices $P \in \mathbb{R}^{m \times m}$ and $P \in \mathbb{R}^{q \times q}$ are orthogonal, the matrix $Z \in \mathbb{R}^{n \times n}$ is nonsingular, and $C = \text{diag}(c_1, \ldots, c_q, 1, \ldots, 1) \in \mathbb{R}^{q \times n}$ and $S = \text{diag}(s_1, \ldots, s_q, 0, 0, \ldots, 0) \in \mathbb{R}^{q \times n}$, where we assume that $1 \leq q \leq n$. Using the GSVD, we obtain the following expressions of $G_L^\dagger$ and $P_{GL}^\dagger$
\[
G_L^\dagger = Z^{-\top} (C^\top C + \lambda S^\top S)^{-1} \left[ C^\top P^\top, \lambda^{1/2} S^\top P^\top \right]
\]
\[
P_{GL}^\dagger = I - \left[ P C \lambda^{1/2} S P \right] \left[ (C^\top C + \lambda S^\top S)^{-1} \left[ C^\top P^\top, \lambda^{1/2} S^\top P^\top \right] \right].
\]

Therefore, each term in the \( j \)-th column of the Jacobian can be computed as follows.
\[
-A_j = -P_{GL}^\dagger \left[ \frac{\partial G}{\partial y_j} 0 \right] x^{(i)}
\]
\[
= - \left[ \frac{\partial G}{\partial y_j} 0 \right] x^{(i)} + \left[ P C \lambda^{1/2} S P \right] \left[ D_c \lambda^{1/2} D_s P \right] \left[ \frac{\partial G}{\partial y_j} 0 \right] x^{(i)}
\]
\[
= - \left[ \frac{\partial G}{\partial y_j} 0 \right] x^{(i)} + \left[ P C \lambda^{1/2} S P \right] \left[ D_c P^\top \frac{\partial G}{\partial y_j} x^{(i)} \right]
\]
\[
-B_j = -(G_L^\dagger)^\top \left[ \frac{\partial G^\top}{\partial y_j} 0 \right] P_{GL}^\dagger \left[ d \right]
\]
\[
= \left[ P D_C \lambda^{1/2} P D_S \right] Z^{-1} \left[ \frac{\partial G^\top}{\partial y_j} 0 \right] F(y^{(i-1)}),
\]
\[
= \left[ P D_C \lambda^{1/2} P D_S \right] Z^{-1} \frac{\partial G^\top}{\partial y_j} (G(y^{(i-1)})x^{(i)} - d),
\]
where $D_C$ and $D_S$ are the diagonal matrices defined by $D_C = C(C^T C + \lambda S^T S)^{-1}$ and $D_S = S(C^T C + \lambda S^T S)^{-1}$, and $x^{(i)}$ is the solution of the least squares problem with $y^{(i-1)}$ computed in the previous VarPro iteration. Here we have extended the formulation presented in [44], so that only matrix-vector multiplications are used and the only inverse to be computed is one corresponding to a diagonal matrix. In Algorithm 3.2 we summarize VarPro applied to (3.1) for $p = 2$.

Algorithm 3.2 Generalized Variable Projection (Gen-VarPro)

1: Input: $G(y^{(0)})$, $L$, and $d$.
2: for $i = 0, 1, \ldots$
3: \hspace{1em} $x^{(i)} = \min_x \left\{ \left\| G(y^{(i)}) x - \left[ \begin{array}{c} d \\ 0 \end{array} \right] \right\|_2^2 \right\}$
4: \hspace{1em} $\tilde{F}^{(i)} = \left[ \begin{array}{c} G(y^{(i)}) \\ \lambda^{1/2} L \end{array} \right] x^{(i)} - \left[ \begin{array}{c} d \\ 0 \end{array} \right]$
5: \hspace{1em} Compute/Update the Jacobian matrix $J_p^{(i)}$
6: \hspace{1em} $\tilde{s}^{(i)} = \arg \min_{s} \left\| J_p^{(i)} \tilde{s} - \tilde{F}^{(i)} \right\|_2^2$
7: \hspace{1em} $y^{(i+1)} = y^{(i)} + \tilde{s}^{(i)}$
8: end for

4. $\ell_p$ VarPro for large-scale inverse problems. Now we look at the case when $0 < p < 2$ and present the $\ell_p$ VarPro method. Recall that the minimization problem that we aim to solve is

$$
(4.1) \quad \min_{x,y} \left\| G(y)x - b \right\|_2^2 + \lambda\|Lx\|_p^p.
$$

Differently from the case when $p = 2$, a closed form solution of (4.1) for $y$ fixed does not exist. Nevertheless, we consider an approximation of the solution $x(y)$. We define the function $\hat{\Psi}(y) = \tilde{F}(x(y), y)$, where $x(y)$ is the solution of the minimization problem

$$
(4.2) \quad \min_{x} \hat{F}(x, y) = \min_{x} \left\| G(y)x - d \right\|_2^2 + \lambda\|Lx\|_p^p.
$$

Let $x^{(k)}$ be an available approximate solution of (4.2). We define the vector $u^{(k)} = Lx^{(k)}$ and the weights $w_{p,e}^{(k)} = ((u^{(k)})^2 + \epsilon^2)^{p/2-1}$, where all operations in the expressions on the right-hand side, including squaring, are element-wise. We define the weighting matrix $P_{p,e}^{(k)} = (\text{diag}(w_{p,e}^{(k)}))^{1/2}$ and consider the quadratic tangent majorant for the functional $J_{\lambda, p,e}(x)$ at $x^{(k)}$ to be

$$
(4.3) \quad Q_{x^{(k)}}(x) = \frac{1}{2} \left\| G(y)x - d \right\|_2^2 + \frac{\lambda \epsilon^{p-2}}{2} \left\| P_{p,e}^{(k)} Lx \right\|_2^2 + c.
$$

Computing the gradient with respect to $x$ results in minimizing the following:

$$
(4.4) \quad \left( G(y)^T G(y) + \eta L^T (P_{p,e}^{(k)} L)^2 \right) x = G(y)^T d,
$$

With this choice of $P_{p,e}^{(k)}$ we seek for an approximation such that $\|Lx\|_p^p \approx \|P_{p,e}^{(k)} Lx\|_2^2$. 

\[ \ell_p \text{ VARPRO FOR SEPARABLE NONLINEAR PROBLEMS} \]
We want to adapt the gen-VarPro for \( p \neq 2 \). Then, we consider the reduced functional

\[
\min_y \hat{\Psi}(y) = \min_y \|\hat{F}(y)\|_2^2,
\]

where

\[
\hat{F}(y) = \left[ \begin{array}{c} G(y) \\ \lambda^{1/2}P_{p,\epsilon}^{(k)}L \end{array} \right] \left[ \begin{array}{c} G(y) \\ \lambda^{1/2}P_{p,\epsilon}^{(k)}L \end{array} \right]^\dagger \left[ \begin{array}{c} d \\ 0 \\ 0 \end{array} \right] - \left[ \begin{array}{c} d \\ 0 \end{array} \right].
\]

Notice that the only difference is that we have \( P_{p,\epsilon}^{(k)}L \) instead of \( L \). Our approach is based on the following observations. Computing \( x^{(i)} \) for large scale problems might be computationally expensive or even prohibitive, hence we apply MM-GKS to simultaneously compute an approximate solution \( x^{(i)} \) of the desired solution \( x \) and automatically define the regularization parameter without too much effort. Once \( x^{(i)} \) is computed, we can define \( P_{p,\epsilon}^{(i)} \) and therefore redefine the regularization term to \( \hat{L} = P_{p,\epsilon}^{(i)}L \) and compute the Jacobian as in (3.8)-(3.10). In Algorithm 4.1, we summarize all the steps to solve the \( \ell_p \)-regularized separable nonlinear problem (4.1).

**Algorithm 4.1 NLS\( _{\ell_2-\ell_p} \)**

\[
\begin{align*}
1: & \textbf{Input: } G, L, d, x^{(0)}, \\
2: & \text{for } i = 0, 1, 2, \ldots \\
3: & \quad x^{(i)} = \arg\min_x \|Gx - d\|_2^2 + \lambda \|Lx\|_p^p, \text{ (solved using MM-GKS)} \\
4: & \quad u^{(i)} = Lx^{(i)} \\
5: & \quad w_{p,\epsilon}^{(i)} = \left( (u^{(i)})^2 + \epsilon^2 \right)^{p/2-1} \\
6: & \quad \text{Compute } P_{p,\epsilon}^{(i)} = \left( \text{diag}(w_{p,\epsilon}^{(i)}) \right)^{1/2} \\
7: & \quad \text{Compute } \hat{L} = P_{p,\epsilon}^{(i)}L \\
8: & \quad \hat{F}^{(i)} = \left[ \begin{array}{c} G(y^{(i)}) \\ \lambda^{1/2}L \end{array} \right] x^{(i)} - \left[ \begin{array}{c} d \\ 0 \end{array} \right] \\
9: & \quad \text{Compute/Update the Jacobian matrix } J^{(i)}_{p} \\
10: & \quad \hat{s}^{(i)} = \arg\min_{s} \| J^{(i)}_{p} \hat{s} - \hat{F}^{(i)} \|_2^2 \\
11: & \quad y^{(i+1)} = y^{(i)} + \hat{s}^{(i)} \\
12: & \text{end for}
\end{align*}
\]

5. **Numerical experiments.** In this section, we present a few numerical examples to demonstrate the performance of the methods discussed in the previous sections. We start with a one-dimensional deconvolution problem, which allows us to easily compute and test the different Jacobian matrices. We then show some numerical results for two-dimensional blind deconvolution problems where we test the performance of the \( \ell_p \) VarPro with the inclusion of the MM-GKS method to find an approximation of \( x \). We use the MATLAB package [42] to efficiently compute the Jacobian approximation. All tests were performed using MATLAB R2020b on a single processor, Intel Core i7 computer. To assess the quality of the reconstructed solution at iteration \( i \), we compute the Relative Reconstruction Error (RRE) defined by

\[
RRE(x^{(i)}) = \frac{\|x^{(i)} - x_{\text{true}}\|_2}{\|x_{\text{true}}\|_2}.
\]
To assess the quality of the reconstructed parameters $\mathbf{y}$ at iteration $i$ we use the RRE as

$$
\text{RRE}(\mathbf{y}^{(i)}) = \frac{\|\mathbf{y}^{(i)} - \mathbf{y}_{\text{true}}\|_2}{\|\mathbf{y}_{\text{true}}\|_2}.
$$

Visual inspection of the reconstructions, quality measures, as well as the actual parameters $\mathbf{y}$ recovered are also reported.

---

5.1. One-dimensional deconvolution problem. Here we consider a one-dimensional convolution problem, where $\mathbf{y}$ is of dimension one. The forward model can be written as

$$
d(s) = \int_a^b g(s - s') x(s') ds',
$$

where we are assuming a Gaussian kernel of the form

$$
g(s) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{s^2}{2\sigma^2}\right).
$$

To obtain the system $\mathbf{Gx} = \mathbf{d}$ we consider $n$ discretization points and apply midpoint quadrature rule to approximate the integral. Furthermore, we consider zero boundary conditions to obtain a Toeplitz matrix. We consider a small problem where the solution contains edges to demonstrate the need for the $\ell_p$-norm, and at the same time we can solve the $\ell_p$ problem easily without projecting onto a Krylov subspace, and compute the Jacobians by means of matrix decompositions. We use $n = 128$, and the parameters $\sigma = 2$. The condition number of $\mathbf{G}(\mathbf{y})$ is $1.7 \times 10^8$. The exact solution, represented by $\mathbf{x}_{\text{true}}$, is the vector of length 128 shown in Figure 5.1. The noise-free blurred signal, represented by $\mathbf{d}_{\text{true}}$, is computed as $\mathbf{d}_{\text{true}} = \mathbf{Gx}_{\text{true}}$. The elements of the noise vector $\epsilon$ are normally distributed with zero mean, and the standard deviation is chosen such that $\frac{\|\epsilon\|_2}{\|\mathbf{d}_{\text{true}}\|_2} = 0.01$. In this case, we say that the level of noise is 1%. The noisy right-hand side of our system is defined by $\mathbf{d} = \mathbf{d}_{\text{true}} + \epsilon$. Figure 5.1) shows the solutions obtained when solving the regularized linear inverse problem with $\mathbf{G}(\mathbf{y}_{\text{true}})$ for $p = 2$ and $p = 0.05$. It is clear that for $p = 0.05$ we can reconstruct some of the edges better than using $p = 2$. The RRE values here can be used as a reference for the nonlinear problem as lower bounds since it would be hard to get better values than using $\mathbf{y}_{\text{true}}$. For this example, we define 20 logarithmically spaced values of $\lambda$. 

---

**Figure 5.1.** Comparison of the use of a variety of $\ell_p$ norms to reconstruct a solution that has edges, using the exact value of the parameter $\mathbf{y}$, $\mathbf{y}_{\text{true}}$. Blue line represents the true solution and the red line represents the blurred and noisy data and the reconstructed solutions for different values of $p$. a) $\mathbf{x}_{\text{true}}$ and $\mathbf{d}$ b) $p = 2$ and the $\text{RRE} = 0.1396$, c) $p = 0.5$ and $\text{RRE} = 0.0974$. 

---

[Image of graphs showing different reconstructions for different $\ell_p$ norms.]
from $10^{-4}$ to 1. We loop for all values of $\lambda$ and choose the $\lambda$ values that make RRE minimum for $x^{(i)}$.

Figure 5.2 shows the convergence curves used to compare the different Jacobians for the case when $p = 2$.

- **Reduced Jacobian**: We apply Algorithm 3.2 with steps 4-5 replaced by $s^{(i)} = \arg\min_s \|J^{(i)}s - r^{(i)}\|_2^2$ with $J^{(i)} = \frac{\partial G(y)}{\partial y}x^{(i)}$ and $r^{(i)} = G(y^{(i)})x^{(i)} - d$. This reduced Jacobian was used in [12].
- **Full Jacobian**: We apply Algorithm 3.2 where the Jacobian contains $A_j$ and $B_j$ defined in 3.10.
- **Half Jacobian**: We apply Algorithm 3.2 where the Jacobian contains only the term $A_j$ defined in 3.10. This was the approximation suggested in [35].

We conclude that the reduced Jacobian and the full Jacobian makes the convergence behave similarly, but the reduced Jacobian is computational less expensive than the other two. They all produce similar RRE values (RRE($x^{(i)}$)=0.1388 and RRE($y^{(i)}$)=0.008), but they achieved the minimum at different number of iterations (Reduced Jacobian: 68, Full Jacobian: 61, Half Jacobian: 6). All of them, have a semiconvergence behavior, so a stopping criteria is paramount. In the following large-scale numerical examples we will be testing $p \neq 2$ and we will use the reduced Jacobian.

5.2. Blind deconvolution model. We consider the problem of restoring images that have been contaminated by blur and noise. The continuous space-invariant image deblurring problem can be formulated as a Fredholm integral of the first kind, i.e., as an integral equation of the form

\begin{equation}
\int_{\Omega} g(s-u, t-v)x(s,t)dsdt, \quad (u,v) \in \Omega,
\end{equation}

where the function $d$ represents a blurred, but noise-free image, the function $x$ is the unknown image that we would like to recover, and $g$ is a smooth kernel with compact support. The integral operator in (5.3) is compact. Therefore, the solution of (5.3) is an ill-posed problem. Discretizing (5.3) gives the system $Gx = d$, with the matrix $G$ being the sum of a block Toeplitz with Toeplitz block matrix and a correction of
small norm due to the boundary conditions that are imposed; see, e.g., [31] for more
details on image deblurring.

As a first step towards the numerical examples, we describe the blind deconvolution
problem that is obtained by the convolution equation

\[ \hat{d}(s, t) = p(s, t) \ast x(s, t) + \epsilon(s, t), \]

where the true image \( x(s, t) \) is convolved with the point spread function (PSF) \( p(s, t) \)
and noised with the additive noise \( \epsilon(s, t) \) to obtain the blurred and noisy image \( \hat{d}(s, t) \).
The blur is assumed to be spatially invariant, that is shift invariant. The case when
the operator that models the forward problem is not known exactly is referred to as
blind deconvolution. We consider the discretized version of the model of the image
formation where

- \( x \) is the vector that represents the unknown true image that we aim to recon-
  struct.
- \( d \) is the vector that represents the measurements that are blurred and noised.
- \( G(y) \) is an ill-conditioned matrix that describes the parameter-to-observable
  map representing the PSF that is defined by the parameter’s vector \( y \). Usually
  \( G \) is a sparse and/or structured matrix.
- \( y \) is the vector of parameters that define the blurring operator. We assume
  that the vector \( y \) contains a small set of parameters that define the PSF. In
  our case, it will represent a Gaussian PSF where we have

\[ p(s, t) = \frac{1}{2\pi\sqrt{\delta}} \exp \left( -\frac{1}{2} \begin{bmatrix} s \\ t \end{bmatrix}^T \begin{bmatrix} \sigma_1^2 & \rho^2 \\ \rho^2 & \sigma_2^2 \end{bmatrix}^{-1} \begin{bmatrix} s \\ t \end{bmatrix} \right), \]

where \( \delta = \sigma_1^2\sigma_2^2 - \rho^4 > 0 \). This recommends that the set of parameters can
be represented by three values \( \sigma_1, \sigma_2, \) and \( \rho \).
- \( \epsilon \) represents the noise present in the measurements \( d \) that may stem from
  rounding errors or measurement inaccuracies.

In this section we use a special image deblurring problem that can be modeled as
a separable nonlinear inverse problem to illustrate the performance of the approach
that we propose. The matrix that models the blurring operator is defined by \( G(y) =
G(P(y)) \), where \( P(y) \) is the PSF (see Figure 5.3 for an example). We scale the entries
of the PSF to sum up to 1. The reduced Jacobian can be computed using the chain
rule. Specifically,

\[ J = \frac{\partial}{\partial y} [G(P(y))x] \overset{(a)}{=} \frac{\partial}{\partial P} [G(P(y))x] \frac{\partial}{\partial y} P(y) \overset{(b)}{=} G(X) \frac{\partial}{\partial y} P(y) \overset{(c)}{=} G \left( \frac{\partial}{\partial y} P(y) \right) x. \]

The (a) equality in (5.6) follows from the chain rule, (b) follows from the commutative
property of the convolution operator, that is \( G(P(y))x = G(X)\text{vec}(P(y)) \), and (c)
follows by the same argument as in (b). As mentioned in [12], the Jacobians can also
be computed using finite differences.

The task of determining both a restored image and an improved approximation
of the blurring matrix is commonly referred to as blind deconvolution. There is quite
a bit of work done in the blind deconvolution problem (see [8, 9, 17, 41, 54] for some
selected references).

**5.3. Regularization models that we consider.** For our numerical experi-
ments we consider three main cases for the regularization term \( ||Lx||_p^p \) in (1.6).
Case 1. As a first model we use $L = I$ because we would like to reconstruct a solution $x$ whose elements have minimal $p$-norm.

Case 2. As a second model we use a two-level framelet analysis operator $L$ since it is well-known that images have sparse representation in the framelet domain. We recall that framelets are extensions of wavelets. We define the framelets that we use as follows.

**Definition 5.1.** Let $W \in \mathbb{R}^{r \times n}$ with $1 \leq n \leq r$. The set of the rows of $W$ is a framelet system for $\mathbb{R}^n$ if for all $x \in \mathbb{R}^n$ it holds that

$$\|x\|^2_2 = \sum_{j=1}^{r} (w_j^T x)^2,$$

where $w_j \in \mathbb{R}^n$ denotes the $j$th row of the matrix $W$ (written as a column vector), i.e., $W = [w_1, w_2, \ldots, w_r]^T$. The matrix $W$ is referred to as an analysis operator and $W^T$ as a synthesis operator.

We use the same tight frames as in [4, 5, 7], i.e., the system of linear B-splines. This system is formed by a low-pass filter $W_0 \in \mathbb{R}^{n \times n}$ and two high-pass filters $W_1, W_2 \in \mathbb{R}^{n \times n}$, whose corresponding masks are

$$w^{(0)} = \frac{1}{4}[1, 2, 1], \quad w^{(1)} = \sqrt{2} \frac{1}{4} [1, 0, -1], \quad w^{(2)} = \frac{1}{4} [-1, 2, -1].$$

The analysis operator $W$ in one space-dimension is derived from these masks and by imposing reflexive boundary conditions to ensure that $W^T W = I$. The so-determined filter matrices are

$$W_0 = \frac{1}{4}\begin{bmatrix} 3 & 1 & 0 & \cdots & 0 \\ 1 & 2 & 1 & & \\ \vdots & \ddots & \ddots & \ddots & \\ 1 & 2 & 1 & & \\ 0 & \cdots & 0 & 1 & 3 \end{bmatrix}, \quad W_1 = \sqrt{2} \frac{1}{4}\begin{bmatrix} -1 & 1 & 0 & \cdots & 0 \\ -1 & 0 & 1 & & \\ \vdots & \ddots & \ddots & \ddots & \\ -1 & 0 & 1 & & \\ 0 & \cdots & 0 & -1 & 1 \end{bmatrix},$$

and

$$W_2 = \frac{1}{4}\begin{bmatrix} 1 & -1 & 0 & \cdots & 0 \\ -1 & 2 & -1 & & \\ \vdots & \ddots & \ddots & \ddots & \\ -1 & 2 & -1 & & \\ 0 & \cdots & 0 & -1 & 1 \end{bmatrix}.$$

The corresponding two-dimensional operator $W$ is given by

$$(5.8) \quad W = \begin{bmatrix} W_0 \otimes W_0 \\ W_0 \otimes W_1 \\ W_0 \otimes W_2 \\ W_1 \otimes W_0 \\ \vdots \\ W_2 \otimes W_2 \end{bmatrix},$$

where $\otimes$ denotes the Kronecker product. This matrix is not explicitly formed. We note that the evaluation of matrix-vector products with $W$ and $W^T$ is inexpensive, because the matrix $W$ is very sparse.
Case 3. As a third model we use a regularization matrix that represents discretizations of the first and second derivative operator. Let

$$L_{1,1} = \begin{bmatrix} 1 & -1 & 0 \\ 1 & -1 & 1 \\ 0 & 1 & -1 \\ \vdots & \vdots & \vdots \end{bmatrix} \in \mathbb{R}^{(n-1)\times n},$$

be a scaled discretization of the first derivative operator at equidistant points in one space-dimension with periodic boundary conditions. $L_1 = L_{1,1} \otimes I + I \otimes L_{1,1}$. Similarly, we define $L_2 = L_{2,2} \otimes I + I \otimes L_{2,2}$, where

$$L_{2,2} = \begin{bmatrix} -1 & 2 & -1 \\ & \ddots & \ddots \\ & & -1 & 2 & -1 \end{bmatrix} \in \mathbb{R}^{(n-2)\times n},$$

5.4. Example 1: Satellite test problem. The first example considers the satellite test problem from [21]. The exact image is shown in Figure 5.3(a) and has size $256 \times 256$. We blur the image with a Gaussian PSF shown in Figure 5.3(b) that is defined by the true parameters $y_{\text{true}} = (\sigma_1, \sigma_2, \rho) = (1.5, 2.0, 1.0)$ and the initial approximation of the parameters to be $y = (3.0, 4.0, 2.0)$. The blurred image with 5% Gaussian noise is shown in Figure 5.3(c).

![Figure 5.3. Satellite test problem setup. a) The true image, b) The PSF, c) Blurred and noisy image with 5% Gaussian white noise.](image)

5.4.1. Investigation of the quality of the reconstructed image $x$ and parameters $y$. In Figure 5.4, the reconstruction obtained using $p = 2$ (NLS) and $p = 1.1$ (NLS$_{\ell_2-\ell_p}$) are presented. We chose $p = 1.1$ to make sure we are solving a strictly convex optimization for $x$ (step 3 in Algorithm 4.1). Nevertheless, it is known in image deblurring that when the desired solution is sparse, choosing $p < 1$ enhances the quality of the reconstructed solution yet the problem to be solved may be non-convex. For a fair comparison, we let $L = I$, however, we acknowledge that the results presented here can be improved by different choices of $L \neq I$. We vary the noise level from 1% to 5% to illustrate the robustness of the method with respect to noise. Indeed, in the RRE of the desired parameters $y$ shown in Figure 5.5, we observe a quicker decay, as well as the values that stabilize after a certain number of iterations. A similar behaviour is observed for large noise levels, as shown in Figure 5.5(c). In addition, we investigate the objective function values and the RRE of the
reconstructed image. While we observe slightly improvements in the values of the objective function when $\text{NLS}_{\ell_2 - \ell_p}$ is used, we obtain faster convergence and smaller RREs (see Figure 5.6(a) and (b)). More insight on the convergence of the relative function value ($\text{RelFuncValue}$), relative gradient norm ($\text{RelGradNorm}$), RRE of the parameters, and the RRE of the image are shown in Tables 5.1 and 5.2 for iterations $i = 1, 2, \ldots, 11$.

**Figure 5.4.** Reconstructions obtained by $\text{NLS} [12]$ and $\text{NLS}_{\ell_p - \ell_q}$. Panels (a-d) show reconstructions using $\text{NLS} [12]$ and panels (e-h) show reconstructions using $\text{NLS}_{\ell_p - \ell_q}$ at iterations $i = 1, 3, 7, 11$ respectively.

### 5.4.2. Investigation on different choices of $p$.
In this subsection we consider the true object to be the satellite test image, blurred with Gaussian PSF defined by the parameters $y_{\text{true}} = (\sigma_1, \sigma_2, \rho) = (1.5, 2.0, 0.5)$ and perturb the available measurements with 1% Gaussian white noise. We vary the parameter $p$ to investigate the behaviour of the quality of the reconstructed image $x$ and the reconstructed parameters $y$. We choose the starting approximation for the parameters to be $y^{(0)} = (3.0, 4.0, 1.5)$. Here we choose the regularization matrix $L$ to be the discretization of the first derivative operator $L_1$ that enforces extra properties on the desired solution $x$, hence we seek to reconstruct solutions such that their derivatives are sparse when $0 < p < 2$. For our investigation, we set $p$ to be 0.8, 1.2, and 2.0. We present the objective function behaviour and the convergence of the RRE of the parameters $y$ in figure (5.6)(a) and (b) respectively.

### 5.5. Example 2: Grain test problem.
In this example we investigate the performance of $\text{NLS}_{\ell_2 - \ell_p}$ in the reconstruction of the approximation of the forward operator as well as the desired image $x$. To do so, we consider the true image $x \in \mathbb{R}^{256 \times 256}$ shown in Figure (5.8) (a). The image is then blurred with Gaussian PSF with parameters $y_{\text{true}} = (\sigma_1, \sigma_2, \rho) = (3, 4, 0.5)$ resulting in the PSF shown in Figure (5.8) (b), that after contamination with 1% Gaussian noise result on the available measurements $d$ shown in Figure (5.8) (c). We would like to determine an accurate approximation of this image from an available blur- and noise-contaminated version as well as an accurate approximation of the blurring operator. The actual parameters
Figure 5.5. RRE versus the number of iterations. The dotted red line represents RRE for NLS and stared blue line represents the RRE for NLS_{ℓ₂} for different noise levels added in the available data. a) 1% Gaussian noise, b) 5% Gaussian noise, c) 10% Gaussian noise.

Figure 5.6. Objective function behaviour. a) RRE of the reconstructed image vs. the number of iterations. b) RRE of the reconstructed parameters vs. the number of iterations.

Table 5.1
Convergence of NLS [12] method for Satellite test problem with 1% white Gaussian noise.

| i   | RelFuncValue | RelGradNorm | RRE(y^{(i)}) | RRE(x^{(i)}) |
|-----|--------------|-------------|--------------|--------------|
| 1.0 | 1.0000       | 1.0000      | 0.5716       | 0.3998       |
| 2.0 | 0.7850       | 0.8753      | 0.4676       | 0.3657       |
| 3.0 | 0.5476       | 0.7190      | 0.3709       | 0.3394       |
| 4.0 | 0.3190       | 0.5313      | 0.2892       | 0.3194       |
| 5.0 | 0.1688       | 0.3636      | 0.2297       | 0.3051       |
| 6.0 | 0.1079       | 0.2761      | 0.1900       | 0.2947       |
| 7.0 | 0.0824       | 0.2333      | 0.1592       | 0.2871       |
| 8.0 | 0.0686       | 0.2087      | 0.1323       | 0.2814       |
| 9.0 | 0.0592       | 0.1874      | 0.1076       | 0.2780       |
| 10.0| 0.0528       | 0.1722      | 0.0853       | 0.2758       |
| 11.0| 0.0480       | 0.1601      | 0.0660       | 0.2747       |

at each iteration are given in Table 5.3. On this example we set $p = 1$ and the regularization matrix to be $L = W$, hence we aim to reconstruct solutions whose coefficients in the framelet domain $W$ are sparse. The reconstructed images and the reconstructed PSFs at iterations $i = 1, 3, 5, 9$ of $ℓ_{p}$ VarPro are shown in Figure (5.9) panels(a-d) and (e-h) respectively. We conclude the numerical examples with the reconstructed parameters $y = (σ_1, σ_2, ρ)$ at each of nine iterations, as well as the
Table 5.2
Convergence of NLS$_{L_2}$-$\ell_q$ method for Satellite test problem with 1% white Gaussian noise.

| i  | RelFuncValue | RelGradNorm | RRE($y^{(i)}$) | RRE($x^{(i)}$) |
|----|--------------|-------------|----------------|----------------|
| 1.0 | 1.0000       | 1.0000      | 0.5716         | 0.3982         |
| 2.0 | 0.7278       | 0.8238      | 0.4413         | 0.3590         |
| 3.0 | 0.4929       | 0.6718      | 0.3266         | 0.3303         |
| 4.0 | 0.2735       | 0.4981      | 0.2282         | 0.3077         |
| 5.0 | 0.1006       | 0.2817      | 0.1553         | 0.2882         |
| 6.0 | 0.0517       | 0.1791      | 0.1159         | 0.2785         |
| 7.0 | 0.0343       | 0.1244      | 0.0904         | 0.2729         |
| 8.0 | 0.0340       | 0.1231      | 0.0899         | 0.2727         |
| 9.0 | 0.0336       | 0.1218      | 0.0893         | 0.2726         |
| 10.0| 0.0333       | 0.1204      | 0.0887         | 0.2725         |
| 11.0| 0.0330       | 0.1193      | 0.0882         | 0.2724         |

Figure 5.7. Satellite test problem-investigation of choices of $p$. a) RRE of the reconstructed image $x$ in the vertical axis vs. the number of iterations in the horizontal axis. b) RRE of the reconstructed parameters $y$ vs. the number of iterations.

initial guess and $y_{\text{true}}$ that are shown in Table (5.3). They support the argument that we not only reconstruct good quality desired images, but good approximations for the desired parameters as well.

Figure 5.8. Grain test problem setup. a) The true image, b) the PSF, and c) Blurred and noisy image with 1% Gaussian white noise.
Figure 5.9. Reconstructions obtained by NLS\(_{2-\ell_p}\) with \(p = 1\). Panels (a-d) show reconstructions of the image \(x\) and panels (e-h) reconstructions of the PSF at iterations 1, 3, 5, and 9 of \(\ell_p\) VarPro respectively from left to right.

Table 5.3

Convergence of the parameters \(y = (\sigma_1, \sigma_2, \rho)\) at iteration \(i\).

| \(i\) | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | \(y_{\text{true}}\) |
|-----|---|---|---|---|---|---|---|---|---|---|-----------|
| \(\sigma_1\) | 5.0 | 4.15 | 3.65 | 3.37 | 3.04 | 3.04 | 3.04 | 3.04 | 3.04 | 3.04 | 3.03 |
| \(\sigma_2\) | 6.0 | 5.06 | 4.54 | 4.27 | 4.06 | 3.93 | 3.93 | 3.92 | 3.92 | 3.92 | 4.0 |
| \(\rho\) | 1.0 | 0.78 | 0.71 | 0.63 | 0.55 | 0.50 | 0.50 | 0.50 | 0.49 | 0.49 | 0.5 |

6. Conclusions and future work. In this paper we propose a new iterative method to solve large-scale separable nonlinear inverse problems by combining a majorization-minimization technique in a generalized Krylov subspace method with the VarPro method in order to provide solutions with sparse and edge-preserving properties. The first contribution is in considering a general regularization term \(\|Lx\|_2^2\) and formulating its corresponding VarPro method. Further, we generalize it to \(\|Lx\|_p^p\), \(0 < p \leq 2\). Since the regularization parameter is known to play an important role and the nonlinear problem is sensitive to its choice, we adaptively tune the regularization parameter for every iteration by GCV. Furthermore, we carefully derive the Jacobian matrices for all cases considered and we motivate our choices with numerical considerations. Several numerical examples illustrated the performance of the proposed methods in terms of the quality of the reconstructed solution and the speed of the convergence. An advantage of the current approach is that it improves the quality of the reconstructed image \(x\) as well as it provides a nice approximation of the parameters \(y\) that define the forward operator. Since we can obtain a more accurate solution when minimizing with respect to \(x\), the typical behaviour of the nonlinear problem is that it will converge in fewer iterations. Further work will include: (a) more theoretical investigation of the proposed algorithms, (b) imposing nonnegativity constraint for the edge-preserving and sparsity promoting methods, (c) improvements of the computational cost of the Jacobian. Future potential applications of interest
include superresolution imaging, nuclear magnetic resonance data analysis, machine learning, and nonlinear neural networks training, to mention a few.

7. Acknowledgments. The authors would like to thank Julianne Chung for comments that helped improve the manuscript and for providing the code associated with the paper [12].

REFERENCES

[1] A. Beck and M. Teboulle. Fast gradient-based algorithms for constrained total variation image denoising and deblurring problems. IEEE Trans. Image Process., 18(11):2419–2434, 2009.
[2] B. Bernstein, S. Liu, C. Papadaniil, and C. Fernandez-Granda. Sparse recovery beyond compressed sensing: Separable nonlinear inverse problems. IEEE Trans. Inform. Theory, 66(9):5904–5926, 2020.
[3] S. Bonettini. Inexact block coordinate descent methods with application to non-negative matrix factorization. IMA J. Numer. Anal., 31(4):1431–1452, 2011.
[4] A. Buccini, M. Pasha, and L. Reichel. Modulus-based iterative methods for constrained ℓp–ℓq minimization. Inverse Problems, 36(8):084001, 2020.
[5] A. Buccini and L. Reichel. An ℓ2–ℓq regularization method for large discrete ill-posed problems. J. Sci. Comput., 78:1526–1549, 2019.
[6] A. Buccini and L. Reichel. Generalized cross validation for ℓp–ℓq minimization. Numer. Algorithms, pages 1–22, 2021.
[7] J. Cai, S. Osher, and Z. Shen. Linearized Bregman iterations for frame-based image deblurring. SIAM J. Imaging Sci., 2:226–252, 2009.
[8] T. F. Chan and C. Wong. Total variation blind deconvolution. IEEE Trans. Image Process., 7(3):370–375, 1998.
[9] T. F. Chan and C. Wong. Convergence of the alternating minimization algorithm for blind deconvolution. Linear Algebra Appl., 316(1-3):259–285, 2000.
[10] G. Chen, M. Gan, C. P. Chen, and H. Li. A regularized variable projection algorithm for separable nonlinear least-squares problems. IEEE Trans. Automat. Control, 64(2):526–537, 2018.
[11] J. Chung and S. Gazzola. Flexible Krylov methods for ℓq regularization. SIAM J. Sci. Comput., 41(5):S149–S171, 2019.
[12] J. Chung and J. G. Nagy. An efficient iterative approach for large-scale separable nonlinear inverse problems. SIAM J. Sci. Comput., 31(6):4654–4674, 2010.
[13] J. Chung, J. G. Nagy, and D. P. O’Leary. A weighted GCV method for lanczos hybrid regularization. Electron. Trans. Numer. Anal., 28(149-167):2008, 2008.
[14] A. Cornelio, E. L. Piccolomini, and J. G. Nagy. Constrained numerical optimization methods for blind deconvolution. Numer. Algorithms, 65(1):21–42, 2014.
[15] J. W. Demmel. Applied numerical linear algebra. SIAM, 1997.
[16] J. E. Dennis Jr and R. B. Schnabel. Numerical methods for unconstrained optimization and nonlinear equations. SIAM, 1996.
[17] G. Desidera, B. Anconelli, M. Bertero, P. Boccacci, and M. Carlbil. Application of iterative blind deconvolution to the reconstruction of lbt linc-nirvana images. Astronomy & Astrophysics, 452(2):727–734, 2006.
[18] H. W. Engl, M. Hanke, and A. Neubauer. Regularization of inverse problems, volume 375. Springer Science & Business Media, 1996.
[19] C. Fenu, L. Reichel, and G. Rodriguez. GCV for Tikhonov regularization via global Golub–Kahan decomposition. Numer. Linear Algebra Appl., 23(3):467–484, 2016.
[20] C. Fenu, L. Reichel, G. Rodriguez, and H. Sadok. GCV for Tikhonov regularization by partial SVD. BIT, 57(4):1019–1039, 2017.
[21] S. Gazzola, P. C. Hansen, and J. G. Nagy. IR Tools: A MATLAB package of iterative regularization methods and large-scale test problems. Numer. Algorithms, 81:773–811, 2019.
[22] S. Gazzola and J. G. Nagy. Generalized Arnoldi–Tikhonov method for sparse reconstruction. SIAM J. Sci. Comput., 36(2):B225–B247, 2014.
[23] S. Gazzola, J. G. Nagy, and M. Sabaté Landman. Iteratively reweighted FGMR for sparse reconstruction. In XXI Householder Symposium on Numerical Linear Algebra, page 350, 2020.
[24] T. Goldstein and S. Osher. The split Bregman method for l1-regularized problems. Siam journal on imaging sciences, 2, 323–343, doi: 10.1137/080725891. Crossref Web of Science, 2009.
\[ \ell_p \text{ VARPRO FOR SEPARABLE NONLINEAR PROBLEMS} \]

[25] G. H. Golub and V. Pereyra. The differentiation of pseudo-inverses and nonlinear least squares problems whose variables separate. *SIAM J. Numer. Anal.*, 10(2):413–432, 1973.

[26] G. H. Golub and V. Pereyra. Differentiation of pseudoinverses, separable nonlinear least square problems and other tales. In *Generalized inverses and applications*, pages 303–324. Elsevier, 1976.

[27] G. H. Golub and V. Pereyra. Separable nonlinear least squares: the variable projection method and its applications. *Inverse problems*, 19(2):R1, 2003.

[28] M. Hanke and P. C. Hansen. Regularization methods for large-scale problems. *Surv. Math. Ind.*, 3(4):253–315, 1993.

[29] P. C. Hansen. *Rank-deficient and discrete ill-posed problems: numerical aspects of linear inversion*. SIAM, 1998.

[30] P. C. Hansen, J. G. Nagy, and D. P. O’Leary. *Deblurring Images: Matrices, Spectra and Filtering*. SIAM, Philadelphia, 2006.

[31] P. C. Hansen, J. G. Nagy, and D. P. O’Leary. *Deblurring images: matrices, spectra, and filtering*. SIAM, 2006.

[32] L. He, A. Marquina, and S. J. Osher. Blind deconvolution using TV regularization and Bregman iteration. *International Journal of Imaging Systems and Technology*, 15(1):74–83, 2005.

[33] J. Herring, J. Nagy, and L. Ruthotto. LAP: a linearize and project method for solving inverse problems with coupled variables. *arXiv preprint arXiv:1705.09992*, 2017.

[34] G. Huang, A. Lanza, S. Morigi, L. Reichel, and F. Sgallari. Majorization–minimization generalized Krylov subspace methods for \( \ell_p - \ell_q \) optimization applied to image restoration. *BIT*, 57(2):351–378, 2017.

[35] L. Kaufman. A variable projection method for solving separable nonlinear least squares problems. *BIT*, 15(1):49–57, 1975.

[36] L. Kaufman and V. Pereyra. A method for separable nonlinear least squares problems with separable nonlinear equality constraints. *SIAM J. Numer. Anal.*, 15(1):12–20, 1978.

[37] C. T. Kelley. *Iterative methods for optimization*. SIAM, 1999.

[38] Misha E Kilmer, Per Christian Hansen, and Malena I Espanol. A projection-based approach to general-form Tikhonov regularization. *SIAM J. Sci. Comput.*, 29(1):315–330, 2007.

[39] J. Lampe, L. Reichel, and H. Voss. Large-scale Tikhonov regularization via reduction by orthogonal projection. *Linear Algebra Appl.*, 436(8):2845–2865, 2012.

[40] A. Lanza, S. Morigi, L. Reichel, and F. Sgallari. A generalized Krylov subspace method for \( \ell_p - \ell_q \) minimization. *SIAM J. Sci. Comput.*, 37(5):S30–S50, 2015.

[41] L. M. Mugnier, T. Fusco, and J. Conan. Mistral: a myopic edge-preserving image restoration method, with application to astronomical adaptive-optics-corrected long-exposure images. *JOSA A*, 21(10):1841–1854, 2004.

[42] J. G. Nagy, K. Palmer, and L. Perrone. Iterative methods for image deblurring: a Matlab object-oriented approach. *Numer. Algorithms*, 36(1):73–93, 2004.

[43] J. Nocedal and S. Wright. *Numerical optimization*. Springer Science & Business Media, 2006.

[44] D. P. O’Leary and B. W. Rust. Variable projection for nonlinear least squares problems. *Computational Optimization and Applications*, 54(3):579–593, 2013.

[45] R. Rodriguez and B. Wohlberg. An efficient algorithm for sparse representations with \( \ell_p \) data fidelity term. In *Proceedings of 4th IEEE Andean Technical Conference (ANDESCON)*, 2008.

[46] C. R. Vogel. *Computational methods for inverse problems*. SIAM, 2002.

[47] C. R. Vogel, T. F. Chan, and R. J. Plemmons. Fast algorithms for phase-diversity-based blind deconvolution. In *Adaptive Optical System Technologies*, volume 3353, pages 994–1005. International Society for Optics and Photonics, 1998.

[48] S. J. Wright, R. D. Nowak, and M. A. T. Figueiredo. Sparse reconstruction by separable approximation. *IEEE Trans. Signal Process.*, 57(7):2470–2493, 2009.

[49] C. Yu, C. Zhang, and L. Xie. A blind deconvolution approach to ultrasound imaging. *IEEE Trans. Ultras., Ferro., and Freq. Control*, 59(2):271–280, 2012.