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Abstract—Among various aspects in optical network architectures, handling transit traffic at intermediate nodes represents a defining characteristic for classification. In this context, the transition from the first generation of optical-electrical-optical mode to the second generation of optical-bypass marked a paradigm shift in redesigning optical transport networks towards greater network efficiency. Optical-bypass operation has then become the de facto approach adopted by the majority of carriers in both metro and backbone networks. However, in optical-bypass network, the fact that in-transit lightpaths crossing a common intermediate node must be separated in either time, frequency or spatial domain to avoid adversarial interference appears to be a critical shortcoming as the interaction of such lightpaths in optical domain may result in inefficient computing and/or signal processing operations for saving spectral resources. Inspired by the accelerated progresses in optical signal processing technologies and the integration of computing and communications, we introduce in this paper a new architectural paradigm for future optical networks and highlight how this new architecture has the potential to shatter the status quo. Indeed, our proposal is centered on exploiting the superposition of in-transit lightpaths at intermediate nodes to generate more spectrally efficient lightpaths and how to harness this opportunity from network design perspectives. We present two case studies featuring optical aggregation and optical XOR encoding to demonstrate the merit of optical-processing-enabled operation compared to its counterpart, optical-bypass. Preliminary results on realistic network typologies are provided, revealing that a spectral saving up to 30% could be achieved thanks to adopting optical-processing network.

Index Terms—Optical-processing-enabled Network, Optical-processing Networking, Optical-processing-enabled Node, Optical-bypass, Photonic Network Coding, All-optical Aggregation, Optical De-aggregation, Routing, Spectrum Assignment, Optical Network Design and Planning 2.0

I. INTRODUCTION

Broadband Internet connections have become indispensable to our society, forming what is widely known as information era. The proliferation and popularization of bandwidth-intensive services enabled by Internet medium such as 4K and 8K ultra-high-definition video streaming, immersion into virtual reality (VR) and/or augmented reality (AR), and autonomous vehicles will certainly drive explosive growths of Internet traffic. As reported in [1], [2], Internet traffic has been remaining an unabated growth annually of around 30% and this means that in next ten years, roughly 14-fold larger the network capacity will be needed. Indeed, the currently deployed optical transport networks underpinning the majority of Internet traffic transmission will be facing capacity crunch under such rapid traffic rise and this necessitates for sustainably technological and architectural innovations to be investigated and then deployed to upgrade the network capacity [2]–[4]. While technology-based advancements aim at expanding the capacity by multi-order of magnitude, architectural solutions focus on optimal exploiting the available capacity by innovative ways of reducing the effective traffic load and therefore paving the way for serving more traffic requests [5]–[11]. Major technological breakthroughs including coherent transmission, higher-order modulation formats, spectrally and spatially flexible optical transmission [12], [13] and recently wide-band optical transmission [14] have been manifested in a recent world record data transmission set by NICT in 2021 featuring more than 300 Terabit/s across more than 3000 km [15]. It has to be noted that increasing the system capacity alone does not result in appreciable improvements in economic of scales. Equally important, architectural solutions are on one hand to exploit better the system capacity and on the other hand, to achieve economic of scale by lowering both capital and operation expenditures per transmitted bit [16]–[22]. Accordingly, optical network architecture has undergone a major transition in the 2000s time frame with the arrival of optical-bypass-enabled framework in replacing the costly optical-electrical-optical mode [23], [24]. Optical-bypass operation has then become the de facto approach adopted by the majority of carriers in both metro and backbone networks in the last two decades and has remained architecturally unchanged. However, in optical-bypass networking, the fact that two (or more) lightpaths crossing intermediate nodes should be maximally separated to avoid interference which is considered as unwanted noise have turned out to be a fundamental limitation. Indeed, such long-established assumption perceiving the interference of optical channels transiting at the same node as a destructive factor and should therefore circumvent, albeit justifiable, may leave vastly unexplored opportunities.
Different from electronic, photonic processing can make use of all four physical dimensions including amplitude, wavelength, phase and polarization to achieve a wide range of signal processing and computing capabilities. All-optical processing is envisioned therefore as the blueprint for future communication networks to overcome electronic bottleneck and to get in Tb/s regime in a super-efficient way [23], [25]–[28]. Inspired by the accelerated progresses in optical signal processing technologies and the integration of computing and communications [29], we introduce in this paper a new architectural paradigm for future optical networks and highlight how this new architecture has the potential to shatter the status quo. Indeed, our proposal is centered on exploiting the superposition of in-transit lightpaths at intermediate nodes to generate more spectrally efficient lightpaths and how to harness this opportunity from network design perspectives. In reversing the traditional assumption of keeping transitional optical channels intact as in optical-bypass networking, our proposal aims to re-define the optical node architecture by upgrading its naive functionalities from simply add/drop and cross-connecting to pro-actively combining transitional optical channels in photonic domain to better utilize spectrum capacity. We present two case studies featuring optical aggregation and optical XOR encoding to demonstrate the merit of optical-processing-enabled operation compared to its counterpart, optical-bypass. Preliminary results on realistic network typologies are provided, revealing that a spectral saving up to more than 30% could be achieved thanks to adopting optical-processing network.

The paper is organized as followed. In Sect. II, the evolution of optical network architecture with respect to handling the transit traffic is discussed, covering the historic optical-electrical-optical mode to the currently deployed optical-bypass to our proposal for what comes next, that is, optical-processing-enabled network. Besides, in order to highlight the potential of optical-processing architecture, two scenarios exploiting optical aggregation and optical XOR encoding are carefully analyzed. Section III is dedicated to report numerical results drawing on realistic topologies comparing spectral efficiency between conventional optical-bypass routing and our proposal. Finally, conclusions and forward-looking remarks are presented in Sect. IV.

II. EVOLUTION OF OPTICAL NETWORK ARCHITECTURES: FROM OPTICAL-ELECTRICAL-OPTICAL TO OPTICAL-BYPASS-ENABLED TO OPTICAL-PROCESSING-ENABLED MODE

Optical communications and networks have gone a long way in terms of capacity and efficiency since its birth roughly 50 years ago with Charles Kao’s innovative proposal. It is important to note that fiber-optic communications not only provide a huge venue for data transmission but also give rise to optical networks and the field of optical networking [30]–[32]. The development of optical networks is thus broadly linked to capability in manipulating lightstream. Specifically, handling transit traffic at intermediate nodes represents a defining characteristic in classifying optical network architectures [4], [24].

The first generation of architecture was optical-electrical-optical (O-E-O) mode where a lightpath is terminated and regenerated at every intermediate node. A network configured in this mode performs O-E-O conversion of the signals at every endpoint of each transmission system. While having advantages such as eliminating cascaded physical impairments, allowing multi-vendor interoperability and easing performance monitoring, the downsize of this operation mode are manifold, notably with respect to very high cost of capital and operational expenditures [4], [33], [34]. Figure 1 illustrates how the transitional traffic is handled at each intermediate node by making use of an electrical/optical switch and a bank of transponders.

![Optical-Electrical-Optical Node](image)

Fig. 1. Optical-Electrical-Optical Node

Thanks to the convergence of several advances in optical transmission and switching technologies, in the year of 2000s, the introduction and then widespread adoption of optical-bypass mechanism where a lightpath remains fully in optical domain along its route marked the second generation in the development of optical network architecture. Figure 2 depicts the use of Reconfigurable Optical Add-Drop Multiplexer (ROADM) to perform optical cross-connect between input links and output links, permitting the remaining in optical domain of transit lightpaths. Optical-bypass operation has then become a dominant technology adopted by the majority of carriers in both metro and backbone networks in the last two decades [23]. In improving the optical-bypass architecture, there have been a number of proposal investigating the integration of simple optical signal processing functions including regeneration and wavelength/format conversion.
for each individual in-transit lightpath. Nevertheless, the foundation of optical-bypass networking paradigm has remained basically unchanged that each lightpath crossing an intermediate node should be safeguarded from others in certain physical dimensions to mitigate unwanted interference which may degrade the optical signal qualities.

Figure 2 illustrates the routing, modulation selection and spectrum assignment for two demands with dedicated protection in the conventional optical-bypass framework. We turn the attention to Fig. 5 where optical node X is empowered with optical aggregation capability. Fig. 5(a) depicts an optical aggregator (de-aggregator) that receives two input signals of different bit-rate and modulation formats and generates an output signal whose bit-rate is equal to the sum of two inputs and is modulated at higher-order format. By permitting such operation at node X, instead of two optical channels $A_p$ and $B_p$ consuming a total of 11 spectrum slices, an aggregated lightpath 16-QAM carrying 300 Gbps and utilizing 6 spectrum slices is sufficient and this is highlighted in Fig. 5(b). In addition to the spectral savings, potential gains in operational expenditure involving energy consumption could be foreseen. Next we consider the second scenario where the optical XOR operation is armed at node X. The operation of such optical XOR encoder (decoder) is illustrated in Fig. 6(a). In this case, the protection channels of two demands are encoded together at node X as a single 16-QAM signal carrying 200 Gbps (Fig. 6(b)). Rather than utilizing 11 spectrum slices on link $XE$ and $EZ$, 4 spectrum slices is enough to carry an encoded lightpath 200Gbps modulated on 16-QAM format. In case of single-link failure, the destination node Z always receive two remaining signals permitting the reconstruct of lost signal by XOR operation as

$$(A_p \oplus B_p) \oplus A_p = B_p$$

The aforementioned example highlights the potential benefits of exploiting the optical computing capabilities between in-transit lightpaths to achieve greater spectral efficiency. In the next part, we will report numerical results evaluating the impact of introducing such optical mixing operations to network designs.

### III. Numerical Results

This section is dedicated to provide a preliminary comparison between optical-processing-enabled and optical-bypass architecture in term of spectral efficiency when supporting the same set of traffic. Network designs for both architectures are formulated in the form of integer linear programming and optimal results are collected to guarantee a fair and reliable benchmark. Two cases studies featuring two optical mixing operations, that is, optical aggregation and optical XOR
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Fig. 4. Traffic Provisioning in Optical-bypass Networks

Fig. 5. Traffic Provisioning with Optical Aggregation

Fig. 6. Traffic Provisioning with Optical Encoding
coding, are considered. The metric for comparison in both two studies is the wavelength link cost.

A. A Case Study of Optical-processing-enabled Network with Optical Aggregation

In this part, we present a comparison between two designs based on optical-processing-enabled mode with optical aggregation and the traditional optical-bypass. The optical aggregation to be used in this study is a simple one aggregating two 100G QPSK signals into a single 16-QAM channel carrying 200G. The network topology for evaluation is a realistic COST239 one as shown in Fig. 7. The traffic under consideration is generated following the two-to-many model where two nodes are randomly selected as sources and seven remaining nodes are arbitrarily chosen as the destinations. Ten traffic sets are generated according to that model.

Figure 8 reveals the wavelength link cost of two designs at different traffic sets. It can be seen that the aggregation-aware design offers strictly greater performance in 8 out of 10 cases compared to the traditional design of optical-bypass. In term of relative gain, the design with optical aggregation could be up to more than 30% spectrally more efficient than its counterpart in this studied case.

B. A Case Study of Optical-processing-enabled Network with Optical XOR Encoding

This part draws a numerical comparison between two designs based on optical-processing-enabled mode with optical XOR encoding and the traditional optical-bypass. The optical XOR encoding to be used in this study is a simple one performing XOR encoding between two optical signals of the same line rate and format. We restrict the study to a practical setting where the encoding is performed only on two demands with the same destination node and the decoding is only occurred at destination node. The network
topology for evaluation is a realistic NSFNET one as shown in Fig. 9. To exploit network coding benefits, the traffic under consideration is generated following the two-to-many model where two nodes are randomly selected as sources and all the remaining nodes are designated as receiving ends. Ten random traffic sets are generated according to that model.

The results shown in Fig. 10 depicts the wavelength link cost of two designs in supporting the same set of traffic demands. As could be seen, the coding-aware design consistently outperforms the traditional approach with optical-bypass and in our studied case, the relative gain found could be up to 17%.

optical networks. The key idea is to enable multiple optical signals from in-transit lightpaths at different wavelengths and/or formats interacting with each other by non-linear processes in a controllable manner to achieve a desired output signal. In demonstrating the merit of our proposal, two case studies relying on optical aggregation and optical XOR coding were presented and it was shown that network design exploiting optical mixing operations could result in considerably greater performance than traditional optical-bypass approach.

En route from a visionary concept to practical deployments, many interesting and critical issues remain, motivating new technologies and innovations in the realm of optical communications and networking. The advent of fully optical-processing-enabled paradigm may then represent a tour de force for future transport networks. From the network design perspective, a radical change and more complicated algorithms would be required to unlock the potential benefits of the new architecture [44] and this could be referred collectively as optical network design and planning 2.0 in replacement of the currently used for optical-bypass operations.
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