Demonstration of a Quantum Gate using Electromagnetically Induced Transparency

K. McDonnell, L.F. Keary, and J.D. Pritchard
EQOP, Department of Physics, University of Strathclyde, SUPA, Glasgow G4 0NG, UK
(Dated: October 13, 2022)

We demonstrate a native CNOT gate between two individually addressed neutral atoms based on electromagnetically induced transparency (EIT). This protocol utilizes the strong long-range interactions of Rydberg states to enable conditional state transfer on the target qubit when operated in the blockade regime. An advantage of this scheme is it enables implementation of multi-qubit CNOT gates using a pulse sequence independent of qubit number, providing a simple gate for efficient implementation of digital quantum algorithms and stabiliser measurements for quantum error correction. We achieve a loss-corrected gate fidelity of $F_{\text{CNOT}} = 0.82(6)$, and prepare an entangled Bell state with $F_{\text{Bell}} = 0.66(5)$, limited at present by laser power. We present a number of technical improvements to advance this to a level required for fault-tolerant scaling.

Neutral atoms are a promising candidate for scalable quantum computing, pairing long coherence times with strong long-range interactions of highly excited Rydberg states [1–5]. Major advantages over other technologies are the ease with which the system can be scaled to create deterministically loaded, defect-free arrays of single atoms in 1D [6, 7], 2D [8] and 3D [9, 10] or through use of atomic ensembles [11]. Additionally the exquisite control over the atom-atom interactions offered through choice of Rydberg state and tuning using external static [12], microwave [13–15] or optical [16] electric fields to engineer highly anisotropic interactions with variable length scale. The strong long-range interactions give rise to a blockade mechanism whereby within a volume of radius $R \lesssim 10 \, \mu\text{m}$ only a single Rydberg excitation can be created [17]. Rydberg blockade can be exploited to create deterministic entanglement [18–20] or realize high-fidelity two-qubit gate operations [22–27]. These gates have enabled recent demonstration of quantum algorithms [28], with the ability to engineer non-local qubit connectivity through use of mobile tweezers to dynamically rearrange atoms [29].

The strong interactions can be further extended to perform native multi-qubit gates [30–40] providing a route to efficient implementation of quantum circuits [41, 42]. These gates can be realized using sequential excitation pulses applied to each qubit [33, 34], or through simultaneous addressing [35, 37] as recently demonstrated for a three-qubit Toffoli gate [28]. For both approaches, pulse-shaping and quantum optimal control techniques have been utilized to obtain high-fidelity protocols [26, 43]. However, due to the $\sqrt{N}$ scaling of the collective Rabi frequency for Rydberg excitation in the blockade regime, these protocols require re-optimisation as the number of qubits changes. An alternative approach based on electromagnetically induced transparency (EIT) was originally proposed by Müller et al. [42]. This scheme provides a scalable approach to performing multi-qubit gates with a single control and $k$ target qubits (CNOT$^k$) without the need to compensate for the collectively enhanced Rabi frequency, enabling implementation using a pulse-sequencing scheme that is independent of $k$.

In this paper we present the first demonstration of this EIT gate protocol for two-qubits, verifying the ability to perform a native CNOT gate without requiring additional single qubit rotations, yielding a loss corrected gate fidelity of $F_{\text{CNOT}} = 0.82(6)$. We utilize this gate sequence to prepare an entangled Bell state with a corrected fidelity of $F_{\text{Bell}} = 0.66(5)$. Whilst our current demonstration is limited by laser power, we propose a number of technical improvements to reach sufficiently high fidelities to facilitate the creation of entangled states for performing measurements beyond the standard quantum limit [47], and achieving fault-tolerant computing using surface codes for topological error correction [48].

The CNOT gate protocol proposed by Müller et al. [42] is illustrated in Fig. 1 with control and target atoms with states $|i\rangle_{c,e}$ respectively where $i = 0, 1$ correspond to computational basis states and $i = c, r$ are the intermediate excited and Rydberg states respectively. We consider two atoms that are optically trapped at a separation $R$ (Fig. 1a), and individually addressed. The control qubit is coupled from $|1\rangle_c \rightarrow |r\rangle_c$ by a laser with Rabi frequency $\Omega_r$ and the target qubit is addressed by a pair of ground-state Raman lasers each with Rabi-frequency $\Omega_r(t)$ driving a two-photon resonance from $|1\rangle_t \rightarrow |0\rangle_t$ with detuning $\Delta$ from the intermediate excited state $|e\rangle_r$. A strong coupling laser with detuning $-\Delta$ couples $|e\rangle_t \rightarrow |r\rangle_t$ with Rabi frequency $\Omega_c$. The temporal excitation sequence for the CNOT gate protocol is shown in Fig. 1b, where a $\pi$-pulse is applied to the control qubit followed by a smooth adiabatic pulse with area $A = \int dt \Omega_r(t)^2 / 2\Delta = \pi$ on $|0\rangle_t$.

![FIG. 1. EIT gate protocol. (a) A single control and target atom trapped in two optical dipole traps separated by distance $R$. (b) CNOT pulse sequence. (c) If the control atom is in $|0\rangle_c$ during the smooth pulse the target qubit adiabatically follows the EIT dark state $|0\rangle_t$, leaving its state unchanged. (d) If the control atom is initially in $|1\rangle_c$, then strong dipole-dipole interactions $V(R)$ detune the target qubit Rydberg state, breaking the EIT resonance and enabling resonant transfer $|0\rangle_t \rightarrow |1\rangle_t$.](image-url)
the target qubit, then a final π-pulse on the control qubit. For the case of the control atom initially in state $|0\rangle_e$, as shown in Fig. 3(c), the Hamiltonian for the target qubit is given by

$$\mathcal{H}_t = \hbar \Omega_p(t)/(2| \langle 1 \rangle_e |^2 + | \langle 0 \rangle_t |^2) + \hbar \Omega_e/2| \langle e | / - \hbar | \langle \Delta | e | e \rangle + h.c.,$$

which for $|\Delta| \gg \Omega_p(t), \Omega_e$ allows adiabatic elimination of the intermediate $|e\rangle_t$. The resulting Hamiltonian has two EIT dark states $|d_1\rangle_t = (|1\rangle_t - |0\rangle_t)/\sqrt{2}$ and $|d_2\rangle_t = (1 + x^2)^{-1/2} ((|1\rangle_t + |0\rangle_t))/\sqrt{2} - x |\langle 1 \rangle_t|^2$ with $x = \sqrt{2}\Omega_p(t)/\Omega_e$.

For $\Omega_e/\Omega_p^{\max} \gtrsim 2$, and with the target qubit initially in an arbitrary state $|\psi\rangle_t = \alpha |d_1\rangle + \beta |d_2\rangle$, during the smooth Raman pulse the qubit adiabatically follows the dark state corresponding to $|0\rangle_e |\psi\rangle_t \rightarrow |0\rangle_e |\psi\rangle_t$.

If instead the control qubit is in state $|1\rangle_c$, the initial π-pulse transfers population to $|r\rangle_c$ resulting in detuning of the target Rydberg state by the dipole-dipole interaction energy $V(R)$ as shown in Fig. 3(d). This modifies the target Hamiltonian to $\mathcal{H}'_t = \mathcal{H}_t + V(R) |\langle r | / - \hbar \Delta / (4|\Delta|)$ is sufficient to break the EIT condition enabling the target qubit to undergo a Raman π-pulse. This protocol thus realizes a native CNOT gate corresponding to the mapping $|1\rangle_c |0\rangle_t \leftrightarrow |1\rangle_c |1\rangle_t$.

The experiment setup, previously described in reference [19] and illustrated schematically in Fig. 2(a), uses a pair of individually trapped $^{133}$Cs atoms separated by 6 μm that are cooled to 5 μK and detected using fluorescence collected on a sCMOS camera [49]. Qubits are encoded in the hyperfine clock states, with $|1\rangle = |6S_{1/2}, F = 4, m_F = 0\rangle$ and $|0\rangle = |6S_{1/2}, F = 3, m_F = 0\rangle$. Atoms are prepared in $|1\rangle$ using a linearly polarized optical pumping beam resonant with the transition from $|6S_{1/2}, F = 4\rangle \rightarrow |6P_{1/2}, F' = 4\rangle$, and we implement destructive state detection using a strong resonant blow-away beam to remove atoms in $F = 4$ prior to imaging. To overcome limitations in optical pumping fidelity due to finite polarisation purity, after preparation in $|1\rangle$ we apply a resonant microwave π-pulse from $|1\rangle \rightarrow |0\rangle$ followed by a blow-away pulse to eject atoms from $F = 4$ to eliminate errors from states outside the computational basis [50]. To suppress AC Stark shifts and Rydberg anti-trapping from the dipole trap beam, trap light is extinguished for 5 μs during which the EIT gate pulses are applied.

For demonstration of the EIT gate protocol we utilize the laser couplings shown in Fig. 2(b). Rydberg excitation to $6P_{3/2}/|0\rangle$ is performed using two-photon excitation via the 6$P_{3/2}$ intermediate excited state. An 852 nm diode laser with Rabi frequency $\Omega_r$ couples $|1\rangle_c \rightarrow |e\rangle_c$ with detuning $\Delta$, and a frequency doubled Ti:Sapp laser at 509 nm with detuning $\Delta_c \sim -\Delta$ and Rabi frequency $\Omega_r$, couples from $|e\rangle_c \rightarrow |r\rangle_c$. These lasers are locked to an ultra-low expansion (ULE) cavity to obtain sub-kHz linewidths [61] using a detuning of $\Delta/2\pi = 870$ MHz from the $|6S_{1/2}/F = 4\rangle \rightarrow |6P_{3/2}, F' = 5\rangle$ transition. The qubit laser $\Omega_r$ is focused to a waist of 3 μm to locally address the control qubit, whilst the coupling laser is focused down to a $1/e^2$ waist of 18 μm to illuminate both control and target atoms equally. Both beams are $\sigma^+$ polarized to maximize coupling from $|1\rangle \rightarrow |6P_{3/2}, m_j = 5/2\rangle$ resulting in a two-photon Rabi frequency of $\Omega_r/2\pi = 1.77$ MHz.

The Raman laser driving two-photon couplings from $|1\rangle \rightarrow |0\rangle$ is derived from a second 852 nm diode laser which uses an electro-optic modulator to generate sidebands at ±6.4 GHz before filtering out the carrier using a Mach–Zehnder interferometer [52] to obtain co-propagating Raman beams with equal amplitude [19]. To ensure the Raman laser meets the EIT resonance condition, the carrier is phase-locked to the qubit laser ($\omega_0$) to transfer the narrow linewidth whilst ensuring both target and control atoms have a common intermediate state detuning with the coupling laser. The Raman light is aligned onto the target qubit using a tightly focused beam waist of 3 μm with Rabi frequency $\Omega_p(t)$ and $\sigma^+$ polarisation to perform local operations and EIT. A second orthogonally polarized Raman beam with a $1/e^2$ waist of 15 μm is used to perform global operations on both qubits. This beam has an additional 80 MHz detuning from the intermediate level to avoid creating additional EIT resonances with states $m_j = +1/2, 3/2$.

To implement the CNOT protocol we use an acousto-optical modulator to apply a smooth adiabatic pulse to the target qubit of the form $\Omega_p(t) = \Omega_p^{\max}(1 - \cos(2\pi \tau))/2$, resulting in a pulse area of $A = 3\pi \Omega_p^{\max}/8$ where $\tau$ is the pulse duration and $\Omega_p^{\max}$ is the peak two-photon Rabi frequency from $|0\rangle \rightarrow |1\rangle$. The description above presents a simplified picture as two-photon excitation via 6$P_{3/2}$ involves not one but four intermediate hyperfine states $|F, m_F = 1\rangle_c$ coupled to the target qubit (Fig. 3(a)). Only $F_c = 3, 4$ contribute
to the Raman and EIT resonance, whilst the \( f_c = 2 \) and 5 states provide independent routes for Rydberg excitation from \(|1\rangle\) or \(|0\rangle\) and contribute significant AC Stark shifts to the Raman resonance. Whilst the AC shifts evolve dynamically during the pulse sequence, we find applying a fixed detuning of the Raman laser is sufficient to obtain high fidelity state transfer. To optimize pulse parameters the smooth adiabatic Raman pulse is applied in the absence of the coupling laser and the peak power and detuning adjusted to maximize the state transfer \(|1\rangle_t \to |0\rangle_t\), with results shown in Fig. 3bc. For a \( \tau = 2 \mu s \) pulse duration the total peak power in the Raman beam is 110 nW, corresponding to \( \Omega_{\text{R}} \approx 2 \pi = 0.67 \text{ MHz} \) and an optimal Raman detuning of \( \delta/2\pi = 0.28(2) \text{ MHz} \) in excellent agreement with theory [54].

Following optimisation of coherent state transfer, the coupling laser is then applied and its detuning is scanned to locate the EIT resonance corresponding to the frequency at which \(|1\rangle_t \to |0\rangle_t\). Data in Fig. 3d-f show EIT scans as a function of pulse duration for \( \tau = 1.5, 2 \) and 3 \( \mu s \), taken with a coupling power of 170 mW corresponding to a coupling Rabi frequency of \( \Omega_c/2\pi \approx 40 \text{ MHz} \) for \( f_c = 3, 4 \). In each case, the data are compared to numeric simulations with good qualitative agreement with the theoretical model with additional features in the spectra coming from the hyperfine structure of the intermediate \( 6P_{3/2} \) level [50]. For \( \tau = 1.5 \mu s \) the resulting EIT is not well defined, with leakage to \(|1\rangle_t\) at all detunings due to the finite ratio \( \Omega_c/\Omega_p \lesssim 1 \). For longer pulse durations we observe suppression of state transfer on the EIT resonance. Below we use \( \tau = 2 \mu s \) to minimize the time the control qubit is required to remain in the Rydberg state. For this duration with \( \Delta_c/2\pi = 1.8 \text{ MHz} \) we measure \( P_{|0\rangle} = 0.04(10) \), showing minimal leakage during the adiabatic pulse evolution.

Using the optimized pulse parameters on the target qubit we proceed to demonstrate the CNOT gate operation applied to the two qubits, where for a 6 \( \mu m \) separation \( V(R)/2\pi = 35 \text{ MHz} \) [53]. To characterize the gate operation we prepare atoms in each of the four computational basis states using microwave pulses and measure the resulting output states. Local microwave operations are implemented using the method of Xia et al. [54] by applying a calibrated AC Stark shift on the control qubit to ensure it undergoes a 4\( \pi \) rotation during the target qubit operation [50]. Using destructive blow-away it is not possible to discriminate between atom loss events and an atom in \( F = 4 \) being removed from the trap. To overcome this issue, after the gate is applied we rotate each of the basis states into \(|00\rangle\) to allow measurements conditioned on two-atom survivals, and the resulting corrected output probabilities are obtained by rescaling the raw two-atom survival probabilities by the two-atom survival probability when no blow away beam is applied. We characterise our ability to prepare and measure computational states using this technique, resulting in raw and corrected state preparation fidelities given by \( F_{\text{prep}} = 1/4Tr(U_{\text{meas}}^T U_{\text{ideal}}) = 0.81(2) \) and 0.91(4) respectively and an average two-atom survival probability of 0.89(1) [50].

The EIT gate matrix is shown in Fig. 4 with the uncorrected measurements clearly revealing the characteristic structure of the native CNOT gate and verifying that for the control qubit in \(|0\rangle\), the EIT on the target site maintains its initial state whilst for the control atom in \(|1\rangle\) we obtain a rotation of the target states. From the raw data we see the probability of survival is reduced by \( \sim 25 \% \) when the control atom is excited to the Rydberg state due to additional losses of the control atom from the Rydberg state. This loss is dominated by the finite laser phase noise which reduces the probability of the control qubit returning to \(|1\rangle\) after the two \( \pi \)-pulses [28], and is much larger than the \(< 5 \% \) loss predicted from radiative decay and off-resonant scattering from the coupling laser during the \( \tau = 2 \mu s \) the control atom is in the Rydberg state [50].
The raw gate fidelity is \( F_{\text{CNOT}} = 0.55(3) \), and in Fig. 1b) we show that renormalizing the elements by the two-atom survival probability results in comparable values for all non-zero elements and a corrected gate fidelity of \( F_{\text{CNOT}}^{\text{cor}} = 0.82(6) \).

To demonstrate the CNOT protocol is able to generate deterministic entanglement we prepare atoms in the \( |\Phi^+\rangle = (|00\rangle + |11\rangle) / \sqrt{2} \) Bell state using the gate sequence shown in Fig. 5a). For these measurements state preparation is performed using the Raman lasers rather than microwaves to ensure the phase of the input state is well defined with respect to the phase of the Raman pulse applied during the gate. We apply a local \( X(\pi/2) \) to the target qubit, followed by a global \( X(\pi/2) \) pulse. The delay between pulses is chosen such that the target qubit accumulates phase \( Z(\pi) \) to map \( |00\rangle \rightarrow (|00\rangle + i|10\rangle) / \sqrt{2} \) which is converted to \( |\Phi^+\rangle \) following application of the CNOT gate. Bell state populations are shown in Fig. 5b), with direct measurement of \( \rho_{00} / \rho_{11} \) performed from measurement of two-atom survivals with (without) a global \( X(\pi) \) pulse applied, and the remaining elements estimated using the lower bound of \( |c| = 0.17(1) \).

The fidelity of the generated Bell state is equal to \( F_{\text{Bell}} = \langle \Phi^+ | \rho | \Phi^+ \rangle = (\rho_{00} + \rho_{11}) / 2 + |c|^2 \) where \( c = |c|e^{i\phi} \) is the coherence between \( |00\rangle \) and \( |11\rangle \). The coherence is measured using parity oscillations after a global phase accumulation \( Z(\phi) \) and global rotation \( X(\pi/2) \), in which phase the accumulation is realized by varying the delay prior to the final analysis pulse \( |c| = 0.17(3) \) and an average value \( |\Pi_{\phi}| = 0.04(2) \) in good agreement with \( \rho_{xx} = 0.06(2) \) measured independently in the absence of the state-selective blow away beam.

Combining the measurements of population and coherence, we find a raw fidelity of \( F_{\text{Bell}} = 0.44(5) \) which lies below the threshold for entanglement and below the theoretically predicted value of 0.78 due to the enhanced losses discussed above. However, from our loss-corrected population measurements, and rescaling the coherence by the average two-atom survival without blow-away \( P = 0.67(5) \), we obtain a corrected fidelity of \( F_{\text{Bell}}^{\text{cor}} = 0.66(7) \), demonstrating the gate protocol is capable of generating entangled quantum states.

In conclusion, we have presented the first realization of a native CNOT gate between two neutral atoms based on EIT. Correcting for losses we obtain a gate fidelity \( F_{\text{CNOT}}^{\text{cor}} = 0.82(6) \) and demonstrate coherent parity oscillations of a \( |\Phi^+\rangle \) Bell state achieving \( F_{\text{Bell}}^{\text{cor}} = 0.66(7) \). The major limitations in the current implementation arise from technical dephasing noise in the Rydberg excitation lasers which prevent high fidelity recovery of the control atom from the Rydberg state, and the limited power available for the coupling laser which reduces the gate speed, increasing the time the control qubit must remain in the Rydberg manifold.

This limitation can be circumvented using two-photon excitation via 7\( P_{1/2} \), which benefits from reduced scattering and AC Stark shift errors due to having fewer intermediate hyperfine levels, a reduction in excited state linewidth \( \sim \times 1/5 \) and can utilise high-power laser sources at 1039 nm. We show that for modest parameters \( F > 0.998 \) are achievable for 500 ns gate times \( 54 \). This, combined with techniques to suppress laser phase noise \( 20 \), offers a route to high-fidelity gate implementation competitive with current controlled phase gates \( 25 \). The primary advantage of the EIT protocol demonstrated here is the intrinsic scalability to many qubits, enabling implementation of an identical pulse sequence on \( k \) target qubits to realize a CNOT\(^k \) which provides an important gate for error correction \( 48 \). Multi-qubit gate fidelities are limited by residual target-target interactions, however this can be suppressed using a combination of geometric arrangement \( 50 \), careful choice of states \( 40 \) or different atomic isotopes \( 24 \) or species \( 57 \) to obtain a fidelity of \( F_k = 0.998^k \) \( 50 \).

Note added: During completion of our manuscript we became aware of related work calculating multi-qubit gate fidelities based on this EIT protocol using heteronuclear interactions to suppress target-target couplings \( 58 \).
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MULTI-LEVEL EIT MODEL

EIT gate via $6P_{3/2}$

To model the EIT on the target qubit for the realistic case of excitation via the $6P_{3/2}$ state with multiple hyperfine states we extend the simple four level model presented above as follows. For qubits encoded in the hyperfine clock states $|4,0\rangle$ and $|3,0\rangle$ the $\sigma^+$-polarized components of the Raman beams couple to states $|f_c,1\rangle$ in the excited state for $f_c = 2 - 5$ as shown in Fig. 6(a). The Hamiltonian for the target qubit is given by

$$\mathcal{H}_t = -\delta |0\rangle\langle 0| - (\Delta + \Delta_c) |r\rangle\langle r| - \sum_{f_c} \Delta_{f_c} |f_c\rangle\langle f_c|$$

$$+ \sum_{f_c} \frac{1}{2} \left[ \Omega_{e}^{f_c}(t) |0\rangle\langle f_c| + \Omega_{r}^{f_c}(t) |1\rangle\langle f_c| + \Omega_{r}^{f_c}(t) |r\rangle\langle f_c| + \text{h.c.} \right],$$

where $\delta$ is the two-photon detuning from $|1\rangle \rightarrow |0\rangle$, $\Delta$ is the centre of mass detuning from the intermediate state, $\Delta_{f_c} = \Delta - \delta_{\text{hyb}}(f_c)$ is the detuning of the individual hyperfine states, $\Delta_c$ is the coupling laser detuning from the centre of mass detuning to $|r\rangle$, and $\Omega_{e}^{f_c}$ is the Rabi frequency for coupling from $|i\rangle \rightarrow |f_c, m_{f_c} = 1\rangle$.

Evolution of the system is calculated using a Lindblad master equation, including spontaneous emission from the excited states and Rydberg state at rates $\Gamma_e/2\pi = 5.2$ MHz and $\Gamma_r/2\pi = 1$ kHz respectively [60]. To account for the effect of leakage from the computational basis states we use the branching ratios from the excited state to calculate decay from $|f_c\rangle \rightarrow |0, 1\rangle$, and assign the remaining decay amplitude and all decay from the Rydberg state to accumulate into an additional level $|d\rangle$ outside of the computational states.

The Rabi frequencies for the probe transitions are scaled by $\Omega_{i}(t) = \Omega_{i}^{\text{max}}[1 - \cos(2\pi t/\tau)]/2$, however, due to the dipole selection rules only $f_c = 3, 4$ contribute to the two-photon Raman transfer from $|1\rangle \rightarrow |0\rangle$, whilst couplings to $f_c = 2, 5$ lead to additional AC Stark shifts and leakage due to spontaneous emission. Similarly, the EIT dark state is only created via interference of the excitation pathway via $f_c = 3, 4$, and direct two-photon resonances exist for $|1\rangle \rightarrow |r\rangle$ via $f_c = 5$ and from $|0\rangle \rightarrow |r\rangle$ via $f_c = 2$. Additional resonances to Rydberg states with $m_j = 1/2, 3/2$ are suppressed by choice of polarisation and by the 7.5 G quantisation field which are detuned by 25.2 and 12.1 MHz respectively, and can be neglected in the analysis. The effective two-photon Rabi frequency for Raman transitions is equal to $\Omega_R = \sum_{f_c} \Omega_{r}^{f_c}\Omega_{r}^{f_c}/2\Delta_{f_c}$, which is related to the pulse duration as $\tau = 8\pi/(3\Omega_R)$. Table II summarizes peak Rabi frequencies for the experimental parameters chosen for $\tau = 2 \mu$s with a peak Raman power of 110 nW focused to $w_0 = 3 \mu$m, $P_e = 170$ mW focused to $w_0 = 18 \mu$m, $\Delta/2\pi = 1.03$ GHz yielding $F = 0.98$.

Differential shifts on the Raman transition are equal to $\delta_{\text{AC}} = \sum_{f_c} [(\Omega_{r}^{f_c})^2 - (\Omega_{r}^{f_c})^2]/4\Delta_{f_c} + (\Omega_{e}^{f_c})^2/4(\Delta_{f_c} + \omega_q) - (\Omega_{r}^{f_c})^2/4(\Delta_{f_c} - \omega_q)$ where $\omega_q/2\pi = 9.2$ GHz is the qubit hyperfine-splitting, which can be compensated through tuning $\delta$. Whilst these AC shifts are time-dependent, it is possible to compensate using a fixed Raman detuning, as shown in Fig. 6(b) where we model fidelity of transfer from $|1\rangle \rightarrow |0\rangle$ as a function of $\delta$ for the case $\Omega_c = 0$. This yields a peak transfer error of $1 - F = 6 \times 10^{-3}$ at $\delta/2\pi = 0.28$ MHz.

To evaluate the intrinsic Bell state preparation fidelity we...
model the case of an initial state $|\psi\rangle = (|0\rangle_c + |1\rangle_c)/\sqrt{2} \otimes |0\rangle_t$ and calculate the fidelity of creating the $|\Phi^+\rangle$ Bell state after application of the EIT gate protocol. The interaction is included as $\mathcal{H}' = hV(R) |rr\rangle_t \langle rr| \quad \text{where} \quad V(R)/2\pi = 34.9 \text{ MHz}$. The results of the simulation are shown in Fig. 6(c), resulting in a Bell state fidelity $\mathcal{F} = 0.98$, with the dominant error due to leakage out of the computational basis due to the finite lifetime of the control and target Rydberg states resulting in $\rho_d = 0.013$. A second significant error channel introduced in the experiment when using a common coupling laser to illuminate both control and target atoms is scattering of light from the control atom due to the finite intermediate state detuning. Repeating simulations with the coupling laser applied to the control qubit during the pulse sequence we find this leads to an increase in population of $|d\rangle$ to $\rho_d = 0.047$ and a reduction in fidelity to $\mathcal{F} = 0.95$. This limitation can be overcome in future using either single-site addressing of the coupling laser onto the target qubits, or for parallel gate implementation using a dual-species approach to ensure the control atoms do not scatter light from the Rydberg laser acting on target qubits [57].

**EIT gate via the $7P_{1/2}$ transition**

Improvements to the performance of the EIT gate protocol can be obtained by changing from a $P_{3/2}$ to $P_{1/2}$ intermediate state to suppress the $f_c = 2, 5$ hyperfine states that do not contribute to the EIT and Raman pathways but cause leakage from off-resonant scattering from both Raman and coupling lasers. Additionally switching to the inverted excitation scheme using excitation via the $7P_{1/2}$ state as shown in Fig. 7(a) provides two further advantages. Firstly, a $\times 1/5$ reduction in natural linewidth ($\Gamma_c/2\pi = 1.03 \text{ MHz}$) and secondly this means the transition from $|e\rangle \rightarrow |r\rangle$ changes from a visible to near-infrared wavelength at 1039 nm where high power fiber lasers are available. This, combined with the stronger Rydberg transition matrix elements enables $\Omega_c$ to be maximized, permitting fast gate operations and increased intermediate state detuning, providing scope to increase the number of target qubits.

Using the model presented above, we simulate the EIT gate performance for excitation to the $|90D_{3/2}, m_j = 3/2\rangle$ Rydberg state from $7P_{1/2}$ using a probe power of 200 $\mu$W shared equally between the two Raman components and a coupling power of 50 mW, focused onto each qubit with a $1/e^2$-radius of 3 $\mu$m. For an intermediate state detuning of $\Delta/2\pi = 5 \text{ GHz}$ this corresponds to an adiabatic pulse duration of 500 ns as shown in Fig. 7(b), with a Bell state fidelity of $\mathcal{F} > 0.998$.

**MULTI-QUBIT GATE SCALING**

As described in the introduction, the advantage of the EIT gate protocol is its scalability to multi-qubit gate operations. Using the parameters for the optimised two-qubit gate protocol shown in Fig. 4, we consider scaling of gate fidelity as a function of qubit number $k$ by calculating the fidelity of mapping initial state $(|0\rangle_c + |1\rangle_c)/\sqrt{2} \otimes |0\rangle_t$ to the GHZ state $|0\rangle_c \otimes |0\rangle_t^k - |1\rangle_c \otimes |1\rangle_t^k)/\sqrt{2}$ following application of the CNOT$^k$ gate protocol. This factor of $(-1)^k$ arises from the multiplication of the $\pi$-phase associated with ground-state transfer on each target qubit.

We model the process up to $k = 4$ as required for protocols based on surface-code error correction [48], using optimal pulse parameters for excitation via $7P_{1/2}$ used above. Results are shown in Fig. 8 for the case of both realistic target-target interactions (filled points) and neglecting target-target interactions (open points). For each case we consider different geometric configurations (as shown) which maintain a spacing of $R = 4 \mu$m between control and target qubits.

![FIG. 7.](image1.png)

(a) Target qubit level scheme showing excitation to $|90D_{3/2}, m_j = 3/2\rangle$ via $7P_{1/2}$. (b) Bell state preparation for peak Raman power $P_p = 200 \mu$W, $P_c = 50 \text{ mW}$ focused to $u_0 = 3 \mu$m, $\Delta/2\pi = 5 \text{ GHz}$ yielding $\mathcal{F} > 0.998$.
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CNOT$^k$ fidelity vs $k$ for preparing GHZ states using the EIT gate with optimal parameters identified in Fig. 7. Filled points are modelled with real target-target interactions $V(R) \propto 1/R^6$, whilst open circles have target-target couplings suppressed. For each filled point the relative geometry of the control and target qubits is illustrated. Dashed line indicates expected scaling in the absence of target-target interactions with $F_k = (F_1)^k$. 
and scale the target-target couplings appropriately ($\propto 1/R^6$). These results show that for $k = 2$ a line geometry with a central control qubit out performs a right-angled configuration as expected, with a big drop in fidelity for $k > 2$ when the target-target distance is reduced below 8 $\mu$m. In the absence of target-target interactions the gate scales as $F_k = (F_1)^k$, with CNOT$^4$ yielding a fidelity $F > 0.899$ equivalent to performing four sequential CNOT gates with $F_1 > 0.998$. Using a single Rydberg level on both control and target however, the residual target-target couplings limit performance by compromising the EIT dark state. Robust scaling towards multi-qubit systems [57, 58], but the non-interacting results show the feasibility of scaling of this approach.

**EXPERIMENT DETAILS**

**Optical Pumping Procedure**

We use the Cs $D_1$ line to optically pump atoms into qubit state $|1\rangle$ using $\pi$-polarized light on the transition $|6S_{1/2}, F = 4\rangle \rightarrow |6P_{1/2}, F' = 4\rangle$ but find that the optical pumping efficiency is limited by polarisation purity to 95% due to stress-induced birefringence on the viewport window. This finite preparation purity means there is a small fraction of the atomic population in $|6S_{1/2}, F = 4, m_F \neq 0\rangle$ states which are outside of the computational basis. This introduces large errors when performing the EIT gate protocol due to weak excitation of these states to the Rydberg manifold interfering with the adiabatic evolution on the target site.

To suppress these errors, after optical pumping into $|1\rangle$ we apply a resonant microwave $\pi$-pulse to the atoms, followed by a blow-away pulse resonant with $|6S_{1/2}, F = 4\rangle \rightarrow |6P_{3/2}, F' = 5\rangle$ to remove any atoms remaining in $F = 4$, and provides a high-purity preparation of $|00\rangle$ with a probability of 90(1)%. Whilst this reduces the overall atom retention, this is a constant error which can be independently measured for rescaling to perform background correction.

**Microwave State Preparation**

Following optical pumping we perform state preparation using ground state microwave rotations to provide a robust method for implementing high-fidelity single qubit gates from $|0\rangle \rightarrow |1\rangle$ free from errors of spontaneous emission that are present using Raman transitions. To start, atoms are optically pumped into $|11\rangle$, then transferred to $|00\rangle$ using a global microwave $\pi$-pulse $X(\pi)$. However due to the comparatively long wavelength ($\lambda \sim 1$ cm) the microwave field cannot be used to spatially address a single atom. To implement local microwave rotations, we follow the method of Xia et al. [54] using the qubit laser $\Omega_\pi$ focused on the control atom to apply a differential AC Stark shift that detunes the atom from the microwave resonance without disturbing the target atom. For a resonant microwave rotation area $\theta = \Omega t$ on the target atom, the AC Stark shift $\Delta'$ is chosen to give a rotation $\theta = \Omega t = 4\pi$ on the control atom, where $\Omega = \sqrt{\Omega^2 + \Delta''}$, leaving the qubit state of the control atom unchanged. Rearranging gives

$$\frac{|\Delta'|}{\Omega} = \sqrt{\frac{16 \pi^2}{\theta^2} - 1}, \quad (3)$$

which for a microwave $\pi$-pulse gives $|\Delta'_\pi| = \sqrt{17}\Omega$. For the measured microwave Rabi frequency of $\Omega/2\pi = 3.31(6)$ kHz, this corresponds to an applied shift of $|\Delta'_\pi|/2\pi = 12.8$ kHz, which is calibrated independently using Ramsey spectroscopy.

Using this technique, we prepare state $|01\rangle$ using

$$|0\rangle_c \quad X(4\pi) \quad |0\rangle_c$$

$$|0\rangle_t \quad X(\pi) \quad |1\rangle_t$$

where $X(4\pi)$ reflects the effect of a local AC shift on the target site, whilst $|01\rangle$ is achieved using

$$|0\rangle_c \quad X(\pi) \quad X(4\pi) \quad |1\rangle_c$$

$$|0\rangle_t \quad X(\pi) \quad X(\pi) \quad |0\rangle_t$$

In a similar manner, to rotate the output states back to $|00\rangle$ for measurement we use the reverse sequence.

**State Readout**

For neutral atom qubits, the dominant error in state detection and readout is the inability to distinguish atom loss from measurement of an atom in state $|1\rangle$. Following Refs. [26, 61] we introduce the state $\{|x\rangle\}$ corresponding to the case of qubits being lost during the gate sequence, or those outside the computational basis either due to imperfect state preparation or leakage from the excitation pulses. We can now relate these states to measurements in the two-atoms basis which can be performed either using a state selective blow-away beam to expel atoms in $|1\rangle$ from the trap (A), or without (B). For both cases we obtain four possible outcomes $\{\bullet\bullet, \bullet\circ, \circ\bullet, \circ\circ\}$ where $\bullet$ corresponds to an atom present and $\circ$ an atom loss.

When using blow away, the measurements correspond to the operators

$$A_{\bullet\bullet} = \rho_{00}, \quad (4a)$$

$$A_{\bullet\circ} = \rho_{01} + \rho_{02x}, \quad (4b)$$

$$A_{\circ\bullet} = \rho_{10} + \rho_{20x}, \quad (4c)$$

$$A_{\circ\circ} = \rho_{11} + \rho_{1x} + \rho_{21} + \rho_{2xx}. \quad (4d)$$
whilst for measurements taken without blow-away we obtain

\[ B_{\bullet} = \rho_{00} + \rho_{01} + \rho_{10} + \rho_{11}, \quad (5a) \]
\[ B_{\circ} = \rho_{xx}, \quad (5b) \]
\[ B_{\bullet} = \rho_{x0} + \rho_{x1}, \quad (5c) \]
\[ B_{\circ0} = \rho_{xx}, \quad (5d) \]

where \( \rho_{ij} = |ij\rangle\langle ij| \) are the projection operators.

As can be seen from these equations, \( A_{\bullet} \) is insensitive to single atom losses and thus provides a robust output measurement state, whilst \( B_{\bullet} \) provides a measurement of the total population within the computational basis. Following measurement of both populations, the loss-corrected probability is extracted using \( \rho_{00}^{\text{cor}} = A_{\bullet}/B_{\bullet} \).

**Cross-Talk Error**

The gate procedure relies on independent addressing of control and target qubits. Experimentally this is achieved by focusing lasers down onto a single qubit using \( 1/e^2 \) waists of \( 3 \mu m \) (recall the separation of the qubits is \( R = 6 \mu m \)), which results in a factor of \( \exp(-8) \) intensity leakage on the qubits not being addressed, and a theoretical cross talk error below \( 1 \times 10^{-3} \). Experimentally we have measured zero probability of transferring either the control qubit to \( |0\rangle \) when applying a Raman \( \pi \)-pulse on the target or the target qubit to the Rydberg state after a \( \pi \)-pulse on the control qubit after 200 measurements, bounding the error below \( 9 \times 10^{-3} \) limited by the number of measurements used to determine cross talk.

**CNOT Gate State Preparation and Measurement**

To characterize the CNOT gate performance we first prepare the qubits in each of the computational basis states using microwave rotations as described above, then following the gate sequence apply further microwave pulses to rotate each of the possible computational basis states back into \( |00\rangle \). For each input and output combination, we repeat the experiment with (A) and without (B) blow away from which we extract \( A_{\bullet} \) to obtain the raw (uncorrected) gate elements, and normalise by the corresponding \( B_{\bullet} \) to obtain the loss-corrected output probabilities. Error bars are calculated using \( \delta P = \sqrt{P(1-P)/n} \) where \( n \) is the number of times both atoms loaded. Measurements are repeated 200 times for each element, with an average two-atoms load probability \( \sim 25\% \).

Results for the uncorrected \( (A_{\bullet}) \) and corrected \( (A_{\bullet}/B_{\bullet}) \) state preparation matrices (measured without gate pulses) are presented in Fig. 9(a)-(b). State preparation fidelities are calculated using \( F_{\text{prep}} = 1/4 \text{Tr}(U_{\text{ideal}}^\dagger U_{\text{meas}}) \), with the raw data (a) giving \( 0.81(2) \) and corrected date (b) giving \( F_{\text{corr}}^{\text{prep}} = 0.91(4) \). Normalisation data measured without a blow-away pulse \( (B_{\bullet}) \) are shown in (c), corresponding to an average two-atoms survival probability of \( 0.89(1) \). Also shown in Fig. 9(d) is the normalisation data used to correct the CNOT gate matrix in Fig. 4 of the main paper, which clearly shows around \( 25\% \) reduction in two-atoms survival when the control atom is in state \( |1\rangle \). This additional loss is a result of the control qubit not returning from the Rydberg state, which is verified by comparing the probability of the control qubit surviving when the target atom is not present. With no gate pulses, we measure a single atom survival probability of \( 0.92(3) \), whilst following the \( \pi \)-gap-\( \pi \) Rydberg pulses on the control qubit with a gap time of \( \tau = 2 \mu s \) we observe a reduced survival of \( 0.70(4) \) which is consistent with the \( 25\% \) loss observed in the experiments. An intrinsic source of loss from the Rydberg level arises from spontaneous decay or off-resonant scattering from the coupling laser, which was estimated in the theory section above to account for approximately \( 5\% \) loss. The remaining loss is attributed to laser phase noise which causes dephasing, and causing imperfect return of population back to state \( |1\rangle \), after the second \( \pi \)-pulse \([20]\). This is consistent with the observe a \( 1/e \) damping time of \( 1.5 \mu s \) when driving the control qubit to the Rydberg state.
BELL STATE PARITY ANALYSIS

We characterize the experimentally prepared state $\rho$ by evaluating its fidelity with respect to the target Bell state $F = \langle \Phi^+ | \rho | \Phi^+ \rangle = (\rho_{00} + \rho_{11})/2 + \rho_{00,11}/2$. The fidelity is the sum of two terms, the first of which are the Bell state populations, equal to the probability of observing $|00\rangle$ or $|11\rangle$. The second term is the coherence between $|00\rangle$ and $|11\rangle$ equal to $\rho_{00,11} = |c|e^{i\phi_c}$. To extract the coherence, we allow the state to accumulate a global phase shift $Z(\phi)$ followed by applying a global $X(\pi/2)$ rotation on both qubits, and record the parity $\Pi = \rho_{00} + \rho_{11} - \rho_{01} - \rho_{10}$ as a function of $\phi$.

In order to understand the impact of losses on the parity measurements, we consider each qubit to have states $|0\rangle$, $|1\rangle$ and $|x\rangle$ where $x$ denotes an atom that is outside of the computational basis. For an arbitrary initial state $\rho$, following application of the global $Z(\phi)$ and $X(\pi/2)$ rotations we evaluate the output of the operator

$$\hat{\Pi} = \hat{A}_{\bullet\bullet} + \hat{A}_{\circ\circ} - \hat{A}_{\circ\bullet} - \hat{A}_{\bullet\circ}, \quad (6)$$

using the definitions of $\hat{A}_{ij}$ from above, which in the absence of loss is exactly equivalent to the parity $\Pi$. This results in an experimentally measured parity of

$$\bar{\Pi}(\phi) = 2\text{Re}(d) - 2|c| \cos(2\phi + \phi_c) + \rho_{xx}, \quad (7)$$

corresponding to a parity oscillation at frequency $2\phi$ with amplitude $|c|$ with an offset dependent on the two-atom loss probability $\rho_{xx}$ and the coherence associated with the alternative Bell states which are included as $\rho_{10,01} = |d|e^{i\phi_d}$. These results show the measurement of parity oscillations using the global pulse sequence is robust to errors from atom loss, and the observed amplitude $|c|$ can be re-normalized against the averaged two-qubit survival without blow away $\langle B_{\bullet\bullet} \rangle$. 

