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Abstract

Ordinary differential equation models are nowadays widely used for the mechanistic description of biological processes and their temporal evolution. These models typically have many unknown and nonmeasurable parameters, which have to be determined by fitting the model to experimental data. In order to perform this task, known as parameter estimation or model calibration, the modeller faces challenges such as poor parameter identifiability, lack of sufficiently informative experimental data and the existence of local minima in the objective function landscape. These issues tend to worsen with larger model sizes, increasing the computational complexity and the number of unknown parameters. An incorrectly calibrated model is problematic because it may result in inaccurate predictions and misleading conclusions. For nonexpert users, there are a large number of potential pitfalls. Here, we provide a protocol that guides the user through all the steps involved in the calibration of dynamic models. We illustrate the methodology with two models and provide all the code required to reproduce the results and perform the same analysis on new models. Our protocol provides practitioners and researchers in biological modelling with a one-stop guide that is at the same time compact and sufficiently comprehensive to cover all aspects of the problem.
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Introduction

The use of dynamic models has become common practice in the life sciences. Mathematical modelling provides a rigorous, compact way of encapsulating the available knowledge about a biological process. Perhaps more importantly, it is also a tool for understanding, analysing and predicting the behaviour of a complex system under conditions for which no experimental data are available. To these ends, it is particularly important that the model has been developed with that specific purpose in mind.

In bio-medicine, dynamic models are used for basic research as well as for medical applications. On one hand, dynamic models facilitate an understanding of biological processes, e.g., by identifying from a list of alternative mechanisms the most plausible one [1]. On the other hand, dynamic models with sufficient mechanistic detail can be used to make predictions, including the selection of drug targets [2], and the outcome of individual and combination treatments [3, 4]. In bio- and process engineering, dynamic models are used to design and optimize biotechnological processes. Here, models are, for instance, used...
to find the genetic and regulatory modifications that enhance the production of a target metabolite while enforcing constraints on certain metabolite levels [5–8]. In synthetic biology, dynamic models guide the design of artificial biological circuits where fine-tuned expression levels are necessary to ensure the correct functioning of regulatory elements [9–12]. Beyond these topics, there is a broad spectrum of additional research areas.

The choice of model type and complexity depends on which biological question(s) the model will be used to answer. Once this has been decided, the relevant biological knowledge is collected, e.g. from databases such as KEGG [13], STRING [14] and REACTOME [15], or from the literature. Furthermore, already available models can be used, e.g. from JWS Online [16] or Biomodels [17], and information about kinetic parameters can be extracted, e.g. from BRENDA [18] or Sabio-RK [19]. This information is then used to determine the biological species and biochemical reactions that are relevant to the process. In combination with assumptions about reaction kinetics – e.g. mass action or Michaelis-Menten—these elements allow the construction of a tailored mathematical model, which will usually have nonlinear dynamics and uncertainties associated to its structure and parameter values [20]. The model can be specified in a standard format such as SBML, to take advantage of the ecosystem of tools that already support a standard format [21].

The advent of high-throughput experimental techniques and the ever-growing availability of computational resources have led to the development of increasingly larger models. Common models possess tens of state variables and tens to a few hundreds of parameters [22, 23]. Large models can even possess thousands of state variables and parameters [3]. Dynamic models need to be calibrated, i.e. their unknown parameters have to be estimated from experimental data. In model calibration, the mismatch between simulated model output and experimental data is minimized to find the best parameter values [24–28]. Model calibration may be seen as part of a more general problem sometimes called reverse engineering [29] or (nonlinear) systems identification [30]. It is a process composed of a sequence of steps, which usually need to be iterated [31] until a satisfactory result is found. The definition of “satisfactory” depends on the ultimate goal of the model calibration procedure: it may focus on obtaining the most accurate parameter estimates or the most accurate predictions. While related, these two applications may lead to different outcomes, namely in regard to experimental design.

In this work, we consider the calibration of ordinary differential equation (ODE) models. ODE models are widely used to describe biological processes, and their calibration has been discussed in protocols for different classes of processes, including gene regulatory circuits [32], signalling networks [26], biocatalytic reactions [33], wastewater treatment [34, 35], food processing [36], biomolecular systems [37], and cardiac electrophysiology models [38]. Yet, these protocols focus on individual aspects of the calibration process (relevant for the subdiscipline) and/or lack illustration examples and codes that can be reused. The papers [34] and [35] focus on parameter subset selection via sensitivity and correlation analysis and on subsequent model optimization. The works of [32], [36] and [33] consider only low-dimensional models and do not provide in-depth discussion of scalability. The paper [26] neither covers structural identifiability (SI) analysis nor experimental design and describes a prediction uncertainty approach with limited applicability. The works of [33], [37], [38] discuss most aspects of the calibration process, but do not provide a step-by-step illustration with an example model and codes. The work of [39] is tailored to users of the MATLAB software toolbox Data2Dynamics [40].

The protocol presented here aims to provide a comprehensive description of the steps of the calibration process, which integrates recent advances. An outline of the procedure is depicted in Figure 1. The article is structured as follows. First we describe the requirements for running the calibration protocol. Then, we describe the individual steps of the protocol. The theoretical background for each step, along with a brief review of available methodologies, is provided in boxes. After some troubleshooting advice, we illustrate the application of the protocol for two case studies. For the sake of clarity, only a
difficult step to generalize to other model types is arguably Step 1. Box 1 mentions recent efforts in this direction.

**Data**: A set of time-resolved measurements of the model outputs. In the present work, data was taken from the aforementioned PEstb benchmark collection.

### Materials

This section describes the inputs and equipment required to run the protocol.

**Hardware**: A standard personal computer, or a computer cluster. For demonstrating the application of the protocol, in the present work we have performed Step 1 on a standard laptop with a 2.40 GHz processor and 8 GB RAM. Optimization, likelihood profiling and sampling were performed on a laptop with an Intel Core i7-10610U CPU (eight 1.80 GHz cores) and 32 GB RAM, with a total runtime of up to 2 days, per model.

**Software**: A software environment with numerical computation and visualization capabilities, along with specialized toolboxes that facilitate performing specific protocol steps. Table 1 lists the software resources used in this work.

**Model**: A dynamic model described by nonlinear ODEs of the following form:

\[
\dot{x} = f(x, \theta, t), \quad x(t_0) = x_0(\theta),
\]

\[
y = g(x, \theta, t),
\]

\[\text{with initial conditions } x_0(\theta), \text{ outputs } y(t), \text{ and parameters } \theta \text{, are possibly nonlinear functions and } x \text{ is the state vector at time } t \text{, for } t \in [t_0, t_f].\]

**Table 1**: Software resources for dynamic model calibration used in this work

| Name          | Type           | Steps | Reference | Website                                      | Environment     |
|---------------|----------------|-------|-----------|----------------------------------------------|-----------------|
| MATLAB        | Environment    | All   |           | http://www.mathworks.com                     | MATLAB, Python  |
| Python        | Environment    | All   |           | http://www.python.org                         | Python          |
| SBML          | Model format   | Input | [21]      | http://www.sbl.org                           | MATLAB, Python  |
| PEstb         | Data format    | Input | [43]      | https://github.com/PEtab-dev/PEtab           | Python          |
| STRIKE-GOLDD  | Tool (SI analysis) | 1   | [44]      | https://github.com/afvillaverde/strike-golddd | Python          |
| AMICI         | Tool (simulation) | 2   | [45]      | https://github.com/AMICI-dev/AMICI           | Python          |
| pyPESTO       | Tool (various steps) | 3, 5, 6 | [46] | https://github.com/ICB-DCM/pyPESTO | Python |
| Fides         | Tool (optimization) | 3, 5 | [47]      | https://github.com/fides-dev/fides           | Python          |
| SciPy         | Tool (various steps) | 3, 5 | [48]      | https://www.scipy.org                         | Python          |
| Data2Dynamics | Tool (various steps) | 3, 5, 6, (O) | [49] | http://www.data2dynamics.org | MATLAB |

The workflow is depicted in Figure 1 and described in the following paragraphs.

### Procedure

The protocol consists of six main steps, numbered 1–6, which consist of substeps. Furthermore, we describe two optional steps.

**STEP 1**: SI analysis

**SI** is analyzed to assess whether the values of all unknown parameters can be determined from perfect continuous-time and noise-free measurements of the observables under the given set of experimental conditions [66, 67]. Structural nonidentifiabilities imply that there are several model parameterizations, e.g. due to symmetries or redundancies in the model structure, which yield exactly the same observables. An overview of the available methodologies for SI analysis is provided in Box 1. Figure 2 illustrates possible sources of structural nonidentifiability and the related issues. The SI analysis can be complemented by observability analysis, which determines if the trajectory of the model state can be uniquely determined from the observables.

The first step in the protocol is thus:

**STEP 1.1**

Analyze the SI of the model with one of the methods described in Box 1.

If all parameters are structurally identifiable and all state variables are observable, we continue with Step 2.1. Otherwise, we recommend to determine the source of the structural nonidentifiability as an intermediate step (1.2). Ideally, the parametric form of the nonidentifiable manifold (i.e. the set of parameters that yield identical observables) is determined. Some tools offer this functionality or at least provide hints, e.g. COMBOS [58], STRIKE-GOLDD [69], ObservabilityTest [52] or the method in [70].
STEP 1.2
If parameters are structurally nonidentifiable or state variables unobservable, use knowledge about the structure of the non-identifiable manifold to

(i) Reformulate the model by merging the nonidentifiable parameters into identifiable combinations, OR
(ii) Fix the nonidentifiable parameters to reasonable values, taken e.g. from the literature or from publicly available biological knowledge databases.

In both cases, the information about the nonidentifiability needs to be retained to later perform a proper analysis of the prediction uncertainties. That is, since parametric uncertainty can propagate to prediction uncertainty, when calculating the confidence interval of a prediction (STEP 6) the fixed parameters must be varied along the range of values that was initially considered. If this point is not taken into account, the obtained confidence intervals are only valid for the reformulated model, but not for the original one—a fact that is often disregarded.

Model reformulation can be illustrated with the example in Figure 2. Using the AutoRepar function in STRIKE-GOLDD, a structurally identifiable reparameterization of the mRNA translation model is obtained. The new variables are $M = k \cdot s \cdot mRNA$, $P = s \cdot GFP$, $M_0 = k \cdot s \cdot mRNA_0$. The new equations are $\dot{M} = -\gamma \cdot M$, $\dot{P} = -\delta \cdot P + M$, $y = P$. Note that, while the resulting model is structurally identifiable and observable, its variables no longer have their original full mechanistic meaning. This is very often, but not always, the case [69]. The model user must decide if such a transformation is acceptable depending on the model purposes. It should also be noted that it is not always possible to find an identifiable reparameterization.

An alternative to the reformulation of the model or the fixing of parameters is to plan additional experiments, if possible. These can be experiments with new experimental conditions, new observables or both (keeping experimental constraints in mind). The additional information should be recorded such that more, ideally all, parameters are structurally identifiable.

STEP 2: Formulation of objective function
The objective function measuring the mismatch of simulated model observables and measurement data is defined. The choice of the objective function depends on the characteristics of the measurement technique and accounts for knowledge about its accuracy. Possible choices are discussed in Box 2.

STEP 2.1
Construct an objective function.

STEP 3: Parameter optimization
Parameter estimates are obtained by minimizing the objective function. To this end, numerical optimization methods suited for nonlinear problems with local minima should be employed. Available methodologies and practical tips for their application are discussed in Box 3, and key aspects are illustrated in Fig. 3.

STEP 3.1
Launch multiple runs of local, global or hybrid optimization algorithms. The number of runs required is model-dependent. For an initial optimization we recommend at least 50 runs with purely local searches or at least 10 runs with global or hybrid searches.

Accurate gradient computation is required for gradient-based optimization. Before optimization, check that the gradients appear correct by evaluating the gradient at a point, and then compare this with forward, backward and central finite difference approximations of the gradient that are evaluated with different step sizes. Such a gradient check is a common, possibly optional, feature of tools that provide gradient-based optimization.
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STEP 3.2
Evaluate the reproducibility of the fitting results by comparing the optimal objective function values achieved by different runs. The optimal objective function values should be robustly reproducible, meaning that a substantial number of runs (rule-of-thumb: 5) should find it. If this is not the case, repeat Step 3.1 with a larger number of runs. Note that the difference between runs that is considered negligible should be statistically motivated. For the use of log-likelihood and log-posterior this corresponds to an absolute difference, not a relative one [23].

STEP 4: Goodness of fit
The quality of the fitted model should be assessed by visual inspection or use quantitative metrics. Details are provided in Box 4.

STEP 4.1
Assess the goodness of the fit achieved by the parameter optimization procedure.
If the fit is not good, further action is required. Proceed to STEP 4.2.

STEP 4.2
If the fit is not good enough, check convergence of the optimization methods.

1. If there are hints that searches were stopped prematurely (e.g. error messages that indicate that local optimizations did not converge), go back to STEP 3: modify the settings of the optimization algorithms (e.g. increase maximum allowed time and/or number of evaluations) and run the optimizations again.

2. If there are no signs of a premature stop, the problem may be that the optimal solution lies outside the initially chosen parameter bounds → go back to STEP 3: set larger parameter bounds and run the optimizations again. In fact, this action is advisable whenever there are parameter estimates that hit the bounds, even if the fit is good. The exceptions are parameters with hard bounds, originated by physical or mathematical constraints, which should not be enlarged beyond the meaningful limit.

3. If the actions above do not solve the issue, it may be because the optimization method is not well suited for the problem → go back to STEP 3: choose a different method and run the optimizations again.

Figure 2. SI analysis. (A) Diagram of a simplified model of mRNA translation considering only the process in the cytosol. The model captures the translation of mRNA and the degradation of mRNA and protein. (B) Mathematical formulation (ODEs) of mRNA translation dynamics [68] involving two states, mRNA and green fluorescent protein (GFP). (C) The model output is the fluorescence intensity, which is proportional to the GFP level. The model has five unknown parameters: the initial condition of the unmeasured state (mRNA0), three kinetic parameters (γ, δ, k) and an output scaling parameter(s). Given its simplicity, it is possible to calculate the output time-course analytically (here shown for γ ≠ δ). The resulting function contains the product of three parameters (s · k · mRNA0), which is shown in orange, and an expression involving δ and γ, which are shown in green. The latter expression is symmetrical with respect to δ and γ: their values can be exchanged without changing the result. Thus, these two parameters are not structurally globally identifiable, but only locally identifiable with two possible solutions. Furthermore, the product (s · k · mRNA0) allows for an infinite number of parameter combinations; the three involved parameters are structurally nonidentifiable. (D) Illustration of structural nonidentifiability: the time-course of the model output is identical for an infinite number of parameter vectors. (E) Illustration of unobservability caused by nonidentifiability. For illustration purposes, three different parameter vectors are shown, all of which produce the same model output. Each of them yields a different simulation of the mRNA time-course; thus, this state cannot be determined. (F) Illustration of the correlations between the nonidentifiable parameters. The line indicates parameter combinations for which the time-dependent output is identical.
If the new optimizations performed in STEP 4.2 do not yet yield a good fit, there may be a problem with the choice of objective function. Proceed to STEP 4.3.

**STEP 4.3**
If the fit is not good enough, go back to STEP 2 and select a different objective function.

If the new optimization results are still inappropriate, the problem might be the model structure. Proceed to STEP 4.4.

**STEP 4.4**
If the fit is not good enough, go back to the model equations and perform a model refinement.

**STEP 5: Practical identifiability analysis**

The task of quantifying the uncertainty in parameter estimates is known as practical (or numerical) identifiability analysis. It involves calculating univariate confidence intervals or multivariate confidence regions for the parameter values. Key concepts and tools for practical identifiability analysis are listed in Box 5. Practical identifiability issues are illustrated in Figures 5D and 6D.

**STEP 5.1**
Perform practical identifiability analysis with one of the methods described in Box 5. If this analysis reveals uncertainties in parameter estimates that are too large for the intended application of the model, then proceed to STEP 5.2.

**STEP 5.2**
If there are large uncertainties, then:

1. If it is possible to perform new experiments → add more experimental data. In this case, the experiment should be optimally designed in order to yield maximally informative data. This is described in the following section.
2. If it is not possible to perform new experiments → assess the possibility of simplifying the model parameterization without losing biological interpretability.
3. If neither (1) nor (2) are possible → include prior knowledge about parameter values. Such information (either about the value of a parameter or about its bounds) can sometimes be found in publicly available databases.

After performing one of the above actions, go back to STEP 3.

**OPTIONAL STEP**: Alternative experimental design for parameter estimation

If practical identifiability analysis concludes that there are large uncertainties in the parameter estimates, a solution may be to collect new data. Ideally, it should be obtained by designing and performing new experiments in an optimal way. Optimal experiment design (OED) seeks to maximize the information content of the new experiments. It can be performed using optimization techniques that minimize an objective function that represents some measure of the uncertainty in the parameters. It is also possible to perform OED for other goals, such as model discrimination or decreasing prediction uncertainty. OED techniques are discussed in Box (O).
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Box 2. Theory for STEP 2: Formulation of objective function

The objective function encodes the characteristics of the measurement process and potential prior knowledge. It can be composed of up to two parts:

- the likelihood function $p(D|\theta)$ provides the likelihood of measuring the dataset $D$ given the model parameters $\theta$, and
- the prior distribution $p(\theta)$ encodes additional belief.

Frequentist approaches only use the likelihood function, and the common choice of the objective function is the negative log-likelihood function, $J(\theta) = -\log p(D|\theta)$. Bayesian approaches use the posterior instead of only the likelihood, hence also consider the prior distribution, yielding the unnormalised negative log-posterior $J(\theta) = -\log p(D|\theta) - \log p(\theta)$ (which disregards the marginal probability). In contrast to the likelihood function and the posterior distribution, the logarithmic transformations are numerically easier to evaluate and allow for faster optimiser convergence [23].

Under the assumption of independent measurements and normally distributed noise, the negative log-likelihood function is

$$J(\theta) = \frac{1}{2} \sum_{j=1}^{n_j} \sum_{k=1}^{n_k} \left[ \log(2\pi\sigma_j^2(t_k)) + \left( \frac{y_j^m(t_k) - y_j(t_k, \theta)}{\sigma_j(t_k)} \right)^2 \right],$$

in which $y_j^m(t_k)$ is the measured value and $y_j(t_k, \theta)$ is the simulation result of the $j$-th observable, at time point $t_k$. The corresponding standard deviation of the measurement noise is denoted by $\sigma_j(t_k)$, and can be known (e.g. determined from multiple measurement replicates) or a function of the parameters. In many applications the measurements are repeated to obtain biological or at least technical replicates. In this case, one can either (i) use all replicates as measurements and set the noise level to the standard deviation, or (ii) use the mean of the replicates as measurement and set the noise level to the standard error of mean. In the case of known standard deviations, the summation $\log(2\pi\sigma_j^2(t_k))$ are independent of the parameter vector, and can be disregarded for parameter optimisation and uncertainty analysis. This yields the weighted least squares objective function:

$$J(\theta) = \sum_{j=1}^{n_j} \sum_{k=1}^{n_k} w_j(t_k) \left( \frac{y_j^m(t_k) - y_j(t_k, \theta)}{\sigma_j(t_k)} \right)^2$$

with $w_j(t_k) = \sigma_j^{-2}(t_k)$. Sometimes this objective function is also applied without proper statistical motivation, e.g. without linking the weights to the noise levels, which does not yield a proper frequentist formulation of the calibration problem.

The likelihood function is based on the assumed or observed probability distribution of the experimental error. Normal and log-normal distributions are common choices [71], but in a recent study Laplace distributions have also been used to achieve robustness against outliers [72]. For count measurement, distributions such as the binomial and negative binomial distributions appear to be suited. Furthermore, the consideration of the correlation of measurement errors might be necessary.

In addition to quantitative data, also qualitative and ordinal data might be considered for parameter estimation. Such data are obtained using experimental techniques with difficult to quantify readouts, such as FRET experiment. In contrast to quantitative data, the model simulation cannot be directly compared with the measurements, but only ordering constraints need to be satisfied. These can either be implemented directly [73], captured using statistically motivated objective functions [74] or using an optimal scaling approach [75, 76]. The resulting objective functions have more complex structures and the statistical interpretability is limited.

In addition to the statistically motivated likelihood functions, also statistically motivated prior distributions $p(\theta)$ are sometimes replaced by more mathematically motivated regularisation functions. In general, regularisation is used to tackle the problem that models are often over-parameterised. In this case, the calibration problem is ill-posed and small perturbations in the data can result in very different parameter estimates [77]. Regularisation techniques address this problem by penalizing undesirable parameter choices. Tikhonov regularisation penalises large parameter values, and pushes estimates towards zero. Mathematically, it is identical to a normally distributed prior $p(\theta)$ with mean zero. Alternative regularisation schemes include [78] parameter subset estimation, truncated singular value decomposition, principal component analysis, and Bregman regularisation.

The objective functions encountered in model calibration are mostly nonlinear and non-convex, and possess multiple optima. Furthermore, there are frequently flat regions (in particular in the presence of non-identifiabilities), and rims (e.g. at bifurcation points).

---

STEP 0.1

Define the constraints of the new experimental setup and, in case of optimal design, the criterion to optimize.

STEP 0.2

Obtain a new set of experiments, either by optimization or from an educated guess.

STEP 0.3

Perform experiments and collect data.

STEP 0.4

Include the new data in the objective function and repeat STEPS 2-5.
STEP 6: Prediction uncertainty quantification

If the calibrated model is used for making predictions, for example about the time course of its states, it is useful to assess the prediction uncertainty. This assessment is nontrivial because uncertainty in parameters does not directly translate to uncertainty in predictions. Hence, it is pertinent to quantify to which extent the uncertainty in model parameters leads to uncertainty in the predictions of state trajectories. Note that, if some parameters were fixed in STEP 1 to achieve SI, in this step several values within their plausible range should be considered, in order to obtain realistic confidence intervals of the state predictions. The available methods for prediction uncertainty quantification are reviewed in Box 6. Their application to case studies is shown in Figures 5E and 6E.

STEP 6.1

Calculate confidence intervals for the time courses of the predicted quantities of interest using one of the methods in Box 6.

(Optional STEP): Model selection

The protocol presented so far assumes that the model structure is known, except for the specific values of the parameters. Sometimes the form of the dynamic equations that define the model—and not only the parameter values—is not completely known a priori, and a family of candidate models may be considered. Model selection techniques choose the best model from the set of possible ones, aiming at a balance between model complexity and goodness of fit. They are discussed in Box (MS).
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Troubleshooting

Troubleshooting advice can be found in Table 2.

Examples

Here, we demonstrate the protocol by describing its application to two examples. The results described here can be reproduced with Matlab live scripts and Jupyter notebooks, which are provided as supplementary material. Additionally, PDF documents that show the scripts and the output generated by them are also included.

Carotenoid pathway model

Our first case study is the carotenoid pathway model by Bruno et al. [41], with 7 states, 13 parameters and no inputs. The model output differs among the experimental conditions: in each of the six experimental conditions for which data is available, only one of the 7 state variables is measured (one is measured in two experiments, and two states are never measured).

The application of the protocol is summarized in the following paragraphs, and the main results are shown in Figure 5.

Box 4. Methods for STEP 4: Assessment of the goodness of fit.

If the noise level is known, the root-mean-square error (RMSE) between simulated and measured observables, i.e. the square root of the mean squared error, provides a quantitative metric of the goodness of fit. The normalised root mean squared error (NRMSSE) is obtained by dividing the RMSE by the range of the measurements, and it is usually more useful since it enables a direct comparison between different observables and/or estimation methods. The NRMSSE has the additional advantage of being independent of the noise in measurements and the number of data points used for the fitting. These and other metrics are further discussed in [84].

Complementary to this, the achieved objective function value can be compared with the expected objective function value. The distribution of expected objective function values for the data generating model with the true parameters can be constructed from the knowledge of the model and the measurement setup. For normally distributed measurement noise with known standard deviation, the sum of squared residuals follows a chi-squared distribution with $n_D$ (number of data points) degrees of freedom. However, while the distribution for the true parameter is analytically tractable, for the estimated parameter this is not the case. To assess whether the achieved objective function value is plausible, approximations can be employed. For linear regression problems it is known that the sum of squared residuals at the optimal parameters follows a chi-squared distribution with $n_D - n_s$ degrees of freedom, where $n_s$ is the number of estimated parameters. This is often also used as an approximation for ODE models [26], but for certain models (e.g. those with oscillatory dynamics) this can be off. An alternative is the use of bootstrapping procedures, in which a problem-specific distribution is constructed [86].

If the achieved objective function value is much larger than most values expected under the distribution, this can indicate underfitting. This implies that either the optimisation was not successful or that the model is inappropriate. Depending on what is accepted for the specific application, the optimisation algorithm might be changed/tuned or the model might be refined. If the achieved objective function value is much smaller than expected, this is a sign of overfitting, meaning that not only the signal in the measurement data but the noise is described. Under- and overfitting are possible causes of wrong model predictions and should be avoided.

A way of controlling for overfitting is to perform cross-validation. To this end, a subset of the data must be left out of the optimisation in STEP 3. There are many ways of partitioning the original data into an estimation and a validation data set [86]. It is common to save e.g. 30% or 40% of the data for the validation phase, but the choice is largely problem-dependent. Afterwards, the calibrated model is used for predicting this data subset. Overfitting appears if the model achieves a good fit in the optimisation, but then fails to generalise to observables or experimental conditions that it was not trained with.

The appropriateness of the noise model in combination with the model topology can also be assessed by checking the distribution of the residuals. In the case of normally distributed measurement noise, the residuals should also be normally distributed. This can be visually assessed using histograms and quantile-quantile (Q-Q) plots or quantified using normality tests.

The different methods provide statistically interpretable results, yet – as with other statistical methods –, in the end the used has to decide about an acceptable error/threshold. These values depend on the purpose of the model and the specific application. To avoid the construction of overly complex models, we suggest for instance to use relative low significance values (0.001 or lower) for the refinement of the model based on indication by the distribution of the expected objective function.

STEP 1.1: SI analysis

We first assess SI and observability for each individual experimental condition, obtaining a different subset of identifiable parameters for each one. Next, we repeat the analysis after combining the information from all experiments, obtaining that all parameters are structurally identifiable. However, the two state variables that are not measured in any experiment ($\beta$-io and OH-$\beta$-io) are not observable. If the initial conditions of these two states were considered as unknown parameters, they would be nonidentifiable.

STEP 1.2: Address structural nonidentifiabilities

We are not interested in the two unobservable states. Hence, we omit this step and proceed with the original model.

STEP 2.1: Objective function

We use the negative log-likelihood objective function described in Equation 2, which is the common choice in frequentist approaches.

STEP 3.1 and 3.2: Parameter optimization

We estimate model parameters using the multi-start local optimization method L-BFGS-B implemented in the Python package...
With 100 starting points we achieve convergence to the maximum likelihood estimate (MLE), as indicated in the waterfall plot (Figure 5). The parameters plot shows that the parameter vector is similar amongst the best starts, indicating that the parameters are well determined by the optimization problem and the optimizer.

**STEP 4.1: Assess goodness of fit**

Visual inspection indicates a good quality of the fit, with simulations closely matching measurements.

**STEP 4.2: Address fit issues**

As the fit is good, this step is skipped.

**STEP 5.1: Practical identifiability analysis**

We analyze practical identifiability using PLs and MCMC sampling. PLs suggest that all parameters are practically identifiable, as the confidence intervals span relatively small regions of the parameter space. The profiles peak at the MLE, suggesting that optimization was successful. MCMC sampling yields...
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Box (O). Optimal experimental design.
Alternative experimental designs may increase the information content of the data, thereby improving the parameter estimates. If the best possible experiment is found via optimisation, the procedure is called optimal experimental design (OED). OED is formulated as a dynamic optimisation problem, in which the variables that can be changed are the experimental conditions (allowed perturbations, measured quantities, number of experiments, experiment duration, number and location of sampling times), and the objective to maximise is some measure of the information content of the data. The optimisation constraints are the system dynamics and the experimental limitations. The optimisation problem can be solved by control vector parameterization [99].

OED can be performed with several purposes: decreasing the uncertainty in parameter estimates [100, 89, 101, 102, 103], decreasing the uncertainty in model predictions [104, 105], obtaining the best approximate model for control purposes [106], or discriminating between model alternatives [107, 108]. The objective function to optimise depends on this final goal. For the purpose of decreasing parameter uncertainty it is common to use objective functions based on the FIM (4). Typical choices are the D-optimum and E-optimum criteria, which maximise the determinant of the FIM and its minimum eigenvalue, respectively. The D criterion minimises the geometric mean of the errors in the parameters, while the E-criterion minimises the largest error.

STEP 6.1: Prediction uncertainty analysis
We calculate credibility intervals using ensembles of parameters from sampling. In this model, there is a one-to-one correspondence between states and observables; hence, the plots are the same. The prediction uncertainties are reasonably low, suggesting that the model has been successfully calibrated and might be used to predict new behaviour.

Akt pathway model
The second example is an AKT pathway model [42] with 22 unknown parameters, 3 of which are unknown initial conditions, 9 state variables, 3 outputs and 1 input. There are six experimental conditions, each of them with a different input EGF concentration.

Figure 4. MCMC sampling and PL. (A) Upper: traces of MCMC chains through parameter space. The initial sample of a chain is indicated with •. Parameters are labelled as θ with an index as the subscript. The initial sample of the black chain is the MLE from an optimization (at approximately θ₁ = θ₂ = 70). Colour is used in all subfigures to indicate results corresponding to the same MCMC chain. Middle: the marginal distribution (solid line) and 95% credibility interval (shaded region, which corresponds to the shaded region in the upper plot) for a parameter, given the black MCMC chain without burn-in (the set of samples in the chain before the chain converges). Lower: the PL for the global optimum after optimization (see Fig. 3) (dotted line, which corresponds to the dotted line in the upper plot). The 95% likelihood cutoff is indicated with a horizontal line. The corresponding confidence interval is delimited by vertical lines, which are also shown in the upper plot. (B) Traces of the objective function value across the MCMC chains, including burn-in (indicated with vertical grey lines) as detected by the Geweke test. The bottom plot is a zoom-in of the second-to-bottom plot.

similar results; parameter marginal distributions span a similar distance of parameter space compared with PLs, and credibility intervals are also similar.
Results are summarized in the following paragraphs and in Figure 6.

**STEP 1.1: SI analysis**

We consider the following scenarios:

1. For a single experiment with constant EGF, 11 parameters are structurally nonidentifiable, and 3 states are unobservable.
2. For a single experiment with time-varying EGF, the model becomes structurally identifiable and observable.
3. For multiple experiments (at least two) with constant EGF, the model is structurally identifiable and observable.

The experimental data available correspond to the scenario (3) above. The scenario (2) yields an identifiable and observable model, but it requires a continuously varying value of EGF, which is not practical. It is also interesting to note the role of initial conditions in this case study. The results summarized above...
Table 2. Troubleshooting table. Common problems that may appear at different stages of the procedure, their causes and solutions

| Step | Problem | Possible reason | Solution |
|------|---------|-----------------|----------|
| 1    | It is not feasible to analyze SI due to computational limitations | The model is too large and/or too complex | (A) Reduce the model complexity by fixing several parameters (conservative approach) (B) Use a numerical method (e.g. PL) to analyze practical identifiability as a proxy of SI |
| 3    | Parameter optimization takes very long | The size of the model makes this step computationally very expensive | Use parallel optimization approaches to decrease computation times, or try a different optimizer |
| 4    | Parameter optimization does not result in a good fit | (A) The optimizer was stuck in a local minimum (B) The parameter bounds are too small (C) The model is not an adequate representation of the system | (A) Use a global method and allow for enough time to reach the global optimum (B) Set larger bounds (C) Modify the model structure |
| 4    | Parameter optimization resulted in overfitting | Fitting the noise rather than the signal: very good calibration result that however generalizes poorly | In general: use hierarchical optimization if applicable Use cross-validation to detect overfitting. If present: (A) Use regularization in the calibration; (B) Simplify overparameterized models |
| 5    | The confidence intervals of the parameters are too large for the intended application of the model | The data are not sufficiently informative to constrain the values of the parameters sufficiently | (A) Add prior knowledge about parameter values and repeat the optimization (B) Obtain new experimental data (ideally through OED) and repeat the optimization (Same as the above solution) |
| 6    | The confidence intervals of the predictions are too large for the intended application of the model | The data are not sufficiently informative to constrain the values of the predictions sufficiently |

are obtained with generic (nonzero) initial conditions. However, in the available experimental datasets, there are several initial conditions equal to zero. Introducing this assumption in the analyses of the scenarios (2) and (3) leads to a loss of identifiability and observability: four parameters become nonidentifiable and one state becomes unobservable.

STEP 1.2: Address structural nonidentifiabilities

We assume a realistic scenario corresponding to the available experimental data: several experimental conditions with a constant input, EGF and certain initial conditions equal to zero. In this case the model has four nonidentifiable parameters and one unobservable state. To make the model fully observable and structurally identifiable, it is necessary and sufficient to fix the value of two of the nonidentifiable parameters. Thus, we fix two of these parameters and proceed with the next steps.

For comparison, we also performed the remaining steps without fixing the nonidentifiable parameters. We found that fixing the nonidentifiability issues resulted in slightly faster and more robustly convergent optimizations, as well as in better practical identifiability and reduced state uncertainty.

STEP 2.1: Objective function

We choose the negative log-likelihood objective function described in Equation 2.

STEP 3.1 and 3.2: Parameter optimization

Similarly to the other case study, we initially use the multi-start local optimization method ‘L-BFGS-B’.

STEP 4.1: Assess goodness of fit

Visual inspection (i.e. comparison of the simulations produced by the MLE with the measurements) reveals a poor fit to the data (not shown). This result is obtained even with the best result obtained from thousands of optimization runs from different starting points.

STEP 4.2: Address fit issues

First we try to improve the fit by tuning the settings of the optimization method, L-BFGS-B, without success. Then, we try a different method, Fides, which has a higher computational cost but achieves higher quality steps during optimization. With Fides we find an MLE that produces a fit comparable to the one reported in the original publication. The high number of starts (in the order of 10^3) required to find this fit reproducibly indicates that this is a difficult parameter optimization problem.

STEP 5.1: Practical identifiability analysis

Credibility intervals obtained from MCMC sampling indicate that several parameters are practically nonidentifiable. This result is not significantly improved by fixing parameters as suggested in
Figure 5. Calibration of the carotenoid pathway model. (A) Schematic of the model pathway. (B) Visualization of the fit. The plot shows the trajectories of the model observables, as well as the means (points) and standard errors of the means (error bars) of the measurements. (C) Upper: A waterfall plot, showing the number of starts that converged to the MLE. Here and in the remaining subfigures, green indicates results that correspond to the MLE. Lower: A parameters plot, showing variability of parameters among starts that converged to the possible global optimum (green). Vertical dotted lines indicate parameter bounds. (D) Plots related to parameter uncertainty analysis. Upper: a trace of the function values of samples from a MCMC chain. The vertical dotted line indicates burn-in. Middle: marginal density distributions of two parameters, using samples from the converged chain. The plots show a kernel density estimate, histogram and rug plot. Lower: profile likelihood of two parameters. (E) Plots related to prediction uncertainty analysis, computed as percentiles from predictions of samples. Upper: prediction uncertainties of two states. Lower: prediction uncertainties of two observables. Note that in this model, observables are states without transformation, hence, the observables and states have the same uncertainties.
Figure 6. Calibration of the Akt pathway model. (A) Schematic of the model pathway. (B) Visualization of the fit. The plot shows the trajectories of the model observables, as well as the means (points) and standard errors of the means (error bars) of the measurements. (C) Upper: A waterfall plot, showing the number of starts that converged to the MLE. Here and in the remaining subfigures, green indicates results that correspond to the MLE. Lower: A parameters plot, showing variability of parameters among starts that converged to the possible global optimum (green). Vertical dotted lines indicate parameter bounds. (D) Plots related to parameter uncertainty analysis. Upper: a trace of the function values of samples from an MCMC chain. The vertical dotted line indicates burn-in. Middle: marginal density distributions for two parameters, using samples from the converged chain. The plots show a kernel density estimate, histogram and rug plot. Lower: profile likelihood of two parameters. The dotted vertical line indicates a parameter bound. (E) Plots related to prediction uncertainty analysis, computed as percentiles from predictions of samples. Upper: prediction uncertainties of two states under one experimental condition. Lower: prediction uncertainties of two observables under one experimental condition.
STEP 1.2. Improving the practical identifiability of these parameters would require repeating the calibration with additional experimental data.

STEP 6.1: Prediction uncertainty analysis

Credibility intervals obtained from MCMC sampling indicate that the uncertainties in the observable trajectories are reasonably low. However, the state trajectories have larger uncertainties, which make this calibrated model unsuitable for predictions involving these states. The quality of the predictions can be improved by reducing practical nonidentifiabilities in the model, as mentioned in the previous step.

Discussion and conclusion

In this paper, we have proposed a pipeline of methods and resources for calibrating ODE models in the context of biological applications. Its end goal is to obtain a model that is capable of making predictions about quantities of interest with quantifiable uncertainty.

The pipeline consists of a series of steps, each of which represents a task that should be fulfilled before proceeding to the next one to ensure a successful calibration. Performing these tasks entails applying computational methods of different types, symbolic and numerical. The analyses and calculations can be computationally challenging in practice. While the protocol is not dependent on a particular choice of software, we have recommended a number of state-of-the-art tools that implement the methods.

To facilitate the application of the protocol by novices as well as by experienced modellers, we have described in detail how to perform each of the protocol steps. We have also provided the theoretical background required for understanding the underlying problems. Furthermore, we have illustrated its use with two case studies: a carotenoid pathway model in Arabidopsis thaliana and an EGF-dependent Akt pathway of the PC12 cell line. Finally, we have highlighted some of the most common pitfalls in biological modelling, showing how to avoid them.

Key Points

• The correct calibration of dynamic models is essential for obtaining correct predictions and insights.
• While a wide range of tools and resources are currently available, there are also many potential pitfalls, even for the expert.
• Here we propose a model calibration protocol that covers all aspects of the problem.
• The present paper guides the user through all the steps of the pipeline, providing a one-stop guide that is at the same time compact and comprehensive.
• We provide all the code required to reproduce the results and perform the same analysis on new models, so that the biological modelling community can benefit from this pipeline.

Supplementary data

All data, scripts and examples presented in this paper can be downloaded from https://github.com/ICB-DCM/model_calibration_protocol. Supplementary data are also available online at https://academic.oup.com/bib.
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