Contact line depinning from sharp edges.
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With aim of finding mathematical criteria for contact line depinning from sharp corners, we have studied the equilibrium and stability of a semi-infinite planar liquid layer pinned at the vertex of a wedge. Equilibrium is compatible with a fan of apparent contact angles $\theta_0$ bracketed by the equilibrium contact angles of both flanks of the wedge, so the contact line could remain pinned if $\theta_0$ is within this fan. However, the analysis of the stability of these solutions, studied exploiting the variational structure of the problem through turning-point arguments, shows that the equilibrium becomes unstable at critical depinning advancing $\theta_0^a$ and receding $\theta_0^r$ contact angles, which are found as subcritical saddle-node bifurcations. Equilibrium is thus possible (stable) within the interval $\theta_0^a < \theta_0 < \theta_0^r$ but the contact line depins from the vertex beyond these critical angles if they occur within the equilibrium fan.

I. INTRODUCTION

Static liquid free interfaces meet smooth solid surfaces along the contact line, also called triple line, with a well-defined (uniquely determined) angle, the so-called contact angle, which is a thermodynamic property at equilibrium\cite{1,2}. If instead the triple line glides over the surface, the contact angle is no more a thermodynamic property, although it is still characterized by well-defined advancing and receding values, typically functions of the instantaneous apparent relative velocity\cite{3,4}.

However, the contact angle is not uniquely determined by a local equilibrium analysis on surface singularities, i.e. points or lines where the vector normal to the surface is not well-defined, such as sharp corners. Instead, in these cases a fan of angles is compatible with the pinned triple line, so it can pivot around the singularity while still pinned, even when the liquid and its free interface around the triple point are in motion\cite{6,7}. For instance, in the case of the planar configuration of Fig. 1 with an interface pinned at the vertex of a wedge so the triple line is just a point, it was first shown by Gibbs\cite{12}, and later by others both experimentally and theoretically \cite{13,14}, that, at equilibrium, the contact angle can span the fan defined by the equilibrium contact angles of the two flanks forming the wedge.

Triple line configurations with more complex geometry than that considered by Gibbs are considerably more difficult to analyze. This is the case for instance of the interaction of contact lines with superhydrophobic substrates\cite{17,18}. This type of surfaces is typically characterized by complex micro-roughness composed of discrete structures such as posts with a variety of cross section shapes, and with characteristic scales much smaller than the capillary length\cite{19,30}. In these cases, the contact line has typically two different length scales. Locally close to the solid substrate, the interface is deformed and develops wrinkles with the same characteristic length as the micro topology. However, at the macroscopic scale, for instance the diameter of the drop or the thickness of the liquid layers resting on the substrate, the interface can be characterized by well-defined apparent contact angles\cite{31,32}.

Recently, studies solving the details of the geometry of the interface around the contact line in complex configurations have been published\cite{33,34}. However, the more common approach is to use homogenized mesoscopic analyses\cite{9,31,32,39,40}, often based on energy arguments, which somehow circumvent the difficulties associated with the detailed description of the interface. Important contributions from this point of view are the studies due to Pomeau and Vannimenus\cite{11} and to Joanny and de Gennes\cite{12}. Both analyzed the limit of weak heterogeneities on the substrate, the former in static conditions, the latter in the case of a moving triple line pinning on an isolated defect.

Two other seminal contributions using homogenized viewpoints are the phenomenological and now classical models due to Cassie-Baxter\cite{15} and to Wenzel\cite{14}, originally proposed to address the specific case of superhydrophobic substrates. Wenzel’s model is appropriate for the so-called wetting conditions, when the liquid wets the entire exposed solid surface; in this case the apparent contact angle at the triple line is given in terms of the ratio of the wetted to the projected areas of the solid surface. Cassie-Baxter’s model applies instead to the so-called non-wetting conditions, when the liquid entraps underneath its free surface gas pockets which prevent its direct contact with the solid; in this case, the apparent contact angle is given in terms of ratio of the wetted to the exposed areas of the solid surface.

These mesoscopic homogenized models provide guidance understanding experimental work. However, precise quantitative criteria predicting depinning still remains vague despite their critical role in phenomena involving
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liquid free interfaces in contact with solids. For instance, the transition between wetting and non-wetting states on superhydrophobic surfaces is well-known to be mediated by depinning transitions, both in static [45], and in the dynamics conditions [5]. Or in boiling liquids, vapor bubbles grow on microscopic wall cavities up to final bubble sizes at detachment which depend critically on whether the triple line of the bubble remains pinned at the rim or it glides and spreads over the wall around the cavity [50-51].

This paper is devoted to the mathematical analysis of depinning from sharp edges. We show how depinning criteria can be precisely defined, illustrating the methodology in a simple configuration so the mathematical treatment remains affordable. The essential idea is to formulate the problem for the interface shape as an eigenvalue problem, with the Bond number \( B_o \) as the eigenvalue in the specific case studied. Depinning can be found then as a subcritical saddle-node bifurcation for a critical Bond number. This basic idea is still generally applicable in more complex configurations despite the considerable mathematical difficulties.

II. ADVANCING TRIPLE LINES.

Figure 1 shows a sketch of the 2D configuration we study here, namely a semi-infinite horizontal liquid layer in static equilibrium under the action of gravity and surface tension forces and pinned at the vertex of a wedge. The material of the front and back flanks of the wedge can be different, and the corresponding equilibrium contact angles are \( \theta_{ef} \) and \( \theta_{eb} \) respectively. In order to ensure equilibrium, the solid substrate must become horizontal (perpendicular to gravity) far upstream from the wedge, so the liquid layer also levels off to a constant thickness \( h_\infty \), which ultimately sets the pressure distribution inside the liquid layer. The actual details of the substrate between the wedge and this horizontal zone are actually irrelevant in this static problem.

Initially the interface meets the smooth substrate upstream from the wedge’s vertex with the corresponding equilibrium contact angle \( \theta_0 = \theta_{ef} \). In these conditions, as shown below, the balance between gravity and surface tension uniquely determines the liquid layer thickness \( h_\infty \) in terms of \( \theta_{ef} \) as:

\[
h^2 = 2(\sigma/\rho g)(1 - \cos \theta_{ef}).
\]

Angles are measured through the liquid, relative to the local horizontal, positive clockwise as shown in Figure 1.

The liquid layer is then forced quasi-statically to slowly glide – for instance by continuously supplying liquid far upstream from the wedge – over the front flank of the wedge until the triple line touches the vertex. Pushing the liquid layer further against the vertex forces the contact angle \( \theta_0 \) to increase beyond \( \theta_{ef} \). With the triple line pinned, the angle \( \theta_0 \) is now a free parameter, which is no longer determined by thermodynamic equilibrium. Instead, the liquid layer thickness \( h_\infty \) and the angle \( \theta_0 \) are now arbitrary, only linked by the balance between gravity and surface tension forces which leads to the same relationship as in (1) but with \( \theta_0 \) replacing \( \theta_{ef} \). In terms of the capillary length \( \ell_c = \sigma/(\rho g) \) of the bond number \( B_0 = (h_\infty/\ell_c)^2 \) this expression can be alternatively written as:

\[
B_0 = \left( \frac{h_\infty}{\ell_c} \right)^2 = 2(1 - \cos \theta_0)
\]

which is represented in Figure 2.

Thus, forcing the liquid layer against the wedge’s vertex, as trying to overcome it, requires at equilibrium to increase the thickness \( h_\infty \) of the liquid layer, and accordingly the angle \( \theta_0 \), as Eq. (2) shows. The triple line can be expected to still remain pinned at the vertex until, in principle, the equilibrium contact angle with the back flank is reached. Once this condition is reached, the triple line would continue gliding over this flank. The apparent contact angle \( \theta_0 \) spans therefore, with the triple line pinned, a fan of angles bracketed by the lower \( \theta_0^{\min} = \theta_{ef} - \alpha \) and the upper \( \theta_0^{\max} = \pi - \alpha - \phi + \theta_{eb} \) limits, as Gibbs first and others later showed [12-14].

However, as we show below, the interface becomes unstable at a critical angle \( \theta_0^* \) (the superscript * stands for advancing front). In this case, the triple line will depin if \( \theta_0^* \) is contained within the Gibbs’ fan. More specifically, for the configuration considered here the interface destabilizes at \( \theta_0^* = \pi \) so if \( \theta_0^{\min} < \pi < \theta_0^{\max} \), then the interface depins before starting to glide along the back surface. This depinning condition is suggested by Figure 2 which shows that the height \( h_\infty \), or equivalently the
Bond number $B_0$, as functions of the angle $\theta_0$, exhibit a maximum defined by:

$$B_0^a = 4 \quad \text{for} \quad \theta_0^a = \pi,$$

or equivalently $h_{\infty}^a = 2\ell_c$.

Thus, forcing more liquid into the liquid layer, trying to increase its thickness and the contact angle in order to overcome the wedge’s edge, ultimately fails at the critical angle $\theta_0^c = \pi$ because equilibrium is not any more possible for thicknesses greater than $h_{\infty}^c$. The triple line depins therefore. This argument can be made rigorous by studying the stability of the equilibrium solutions to show that $\theta_0^c = \pi$ actually represents a bifurcation point where the equilibrium solutions for $\theta_0 > \pi$ become unstable as shown in Section IV.
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**FIG. 2.** (Color online) The continuous blue and dashed red lines represent the equilibrium (thickness) Bond number $B_0 = \rho g h_{\infty}^2 / \sigma$ as a function of the apparent angle $\theta_0$ at the edge, as given by the expression (2). The blue line represents the stable equilibrium solutions branch, whereas the red dashed line are unreachable equilibrium solutions because depinning occurs before. The insets show the shape of the interfaces for some representative values of $\theta_0$ on the stable branch.

### A. Formulation.

The analysis has been straightforward so far due to the simple configuration considered. However, a more general and systematic approach will be used below, in order to show how to analyze more complex geometries. At equilibrium, the pressure distribution in the liquid is given by the hydrostatic balance $p(z) = p_\infty + \rho g (h_{\infty} - z)$, so the shape of the interface $S$ is determined by the condition that $p(z)$, evaluated at $S$, is $p(S) = p_\infty + \sigma K$, where $\sigma$ is the surface tension of the liquid in contact with the ambient gas, and $K$ is twice the mean curvature of the interface.

The geometry of the liquid interface will be represented parametrically in the form $(x_S(t), z_S(t))$, where $x_S$, $z_S$ are, respectively, the horizontal and vertical coordinates of the interface in the system of reference of Figure II. The parameter $t$ is the arc length, so $x_S'(t) + z_S''(t) = 0$, with the primes representing the $t$-derivative. Lengths are made dimensionless with the far-upstream liquid thickness $h_{\infty}$, leading to the dimensionless variables $\xi = x_S / h_{\infty}$, $\zeta = z_S / h_{\infty}$ and $s = t / h_{\infty}$; the $s$-derivative is represented below with a dot, $\dot{\phi} = d\phi / ds$. With this parametrization, the dimensionless interface curvature can be written as

\[ \frac{\xi}{\zeta} - \zeta \dot{\xi} = B_0 (1 - \zeta) \tag{4a} \]

\[ \xi^2 + \zeta^2 = 1 \tag{4b} \]

The appropriate boundary conditions are those enforcing pinning at the edge of the substrate:

\[ \xi(s = 0) = \zeta(s = 0) = 0, \tag{4c} \]

and leveling off to $h_{\infty}$ far upstream from the edge:

\[ \xi \to -\infty, \quad \zeta \to 1 \quad \text{as} \quad s \to \infty. \tag{4d} \]

This problem has a continuum of solutions parametrized by the Bond number, which enters due to the presence of two characteristic lengths, namely the liquid layer thickness $h_{\infty}$, and the capillary length $\ell_c$. In particular, the apparent contact angle $\theta_0$ of the interface at the edge can then be determined from either $\cos \theta_0 = -\xi(0)$ or $\sin \theta_0 = \zeta(0)$, which give $\theta_0$ as a function of $B_0$ as shown in Figure II. This figure reveals that $\theta_0$ is a multi-valued function of the Bond number $B_0$. On the contrary, $B_0$ is univocally determined as a function of $\theta_0$. Thus, the problem of finding the shape of the interface is more conveniently formulated as an eigenvalue problem, i.e. that of finding the Bond number $B_0$ that corresponds to a given angle $\theta_0$ at the edge. In this case, the boundary conditions must be augmented with $\xi(0) = -\cos(\theta_0)$, $\zeta(0) = \sin(\theta_0)$.

Formulated as an eigenvalue problem, (4) can thus be written as:

\[ \dot{\zeta} + \zeta = B_0 (1 - \zeta) \tag{5a} \]

\[ \dot{\xi}^2 + \zeta^2 = 1 \tag{5b} \]

with boundary conditions

\[ \xi(s = 0) = \zeta(s = 0) = 0 \tag{5c} \]

\[ \dot{\xi}(0) = -\cos(\theta_0), \quad \dot{\zeta}(0) = \sin(\theta_0) \tag{5d} \]

\[ \xi \to -\infty, \quad \zeta \to 1 \quad \text{as} \quad s \to \infty \tag{5e} \]

where $B_0(\theta_0)$ is the eigenvalue which must be obtained as part of the solution for each value of the contact angle $\theta_0$ of the pinned interface at the wedge’s vertex.
B. Solution.

The problem just formulated can be solved analytically in closed form as shown in Appendix A. Here we will just use a first integral that can be obtained as follows. Combining equations (5a) and (5b) to eliminate $\zeta$ gives:

$$\dot{\zeta} = -B_0 (1 - \zeta) \sqrt{1 - \dot{\zeta}^2},$$

which is an ordinary differential equation for the height $\zeta$ of the interface in terms of the arc-length $s$. Integrating it once and matching the solution with the constant $\zeta_0$, which is an ordinary differential equation for the height $\zeta$ of the interface in terms of the arc-length $s$. Integrating it once and matching the solution with the constant $\zeta_0$, gives the Bond number in terms of $\theta_0$, i.e. equation (2):

$$B_0 = \left(\frac{h_\infty}{\ell_c}\right)^2 = 2(1 - \cos \theta_0)$$

Evaluating it at the triple point, namely $\zeta(s = 0) = 0$,

$$\pm \sqrt{1 - \dot{\zeta}^2(s = 0)} = \cos \theta_0,$$

gives the Bond number in closed form as shown in Appendix A. Here we will just use a first integral that can be obtained as follows.

\[ \zeta = -B_0 (1 - \zeta) \sqrt{1 - \dot{\zeta}^2}, \quad (6) \]

\[ \pm \sqrt{1 - \dot{\zeta}^2(s = 0)} = 1 - \frac{B_0}{2} (1 - \zeta)^2. \quad (7) \]

\[ B_0 = \left(\frac{h_\infty}{\ell_c}\right)^2 = 2(1 - \cos \theta_0) \quad (8) \]

\[ \text{FIG. 3. (Color online) Interface shapes for different values of the effective thickness } \Delta h_\infty = h_\infty - h_0 \text{ of the liquid layer.} \]

\[ \text{The thick vertical blue arrow and the thin curved green one indicate the direction of increasing values of } \Delta h_\infty \text{ and } \theta_0 \text{ respectively. } \theta_0 \text{ range from negative (the two lowest darker blue interfaces) to positive (the highest light blue one) values, with } \theta_0 = 0 \text{ corresponding to a straight horizontal interface at the wedge’s vertex height. The arrows also indicate the evolution as the liquid layer is forced to advance against the vertex (green curve starting at } b \text{ in the } \theta_0-\text{Bo plane of Figure 3}, \text{ whereas for a layer receding (purple curve starting at } a \text{ in Figure 3) back from the vertex the evolution is reversed.} \]

In order to keep the reasoning simple we defer the detail analysis of the stability of these equilibrium solutions to Section IV. However, it can be anticipated that, as common experience shows, the equilibrium configurations are stable for small $\theta_0$ contact angles, although increasing it ultimately results in the destabilization and depinning at the critical $\theta_0 = \pi$, so the solutions corresponding to $\theta_0 > \pi$ are unstable.

We note here that the key point is formulating the problem of the equilibrium of the liquid layer as an eigenvalue problem, which naturally leads to the interpretation of Figure 2 as the bifurcation diagram of the equilibrium solutions with the eigenvalue $B_0$, or equivalently the liquid layer thickness $h_\infty$, as bifurcation parameter. For each value of the Bond number $B_0 < 4$ there are two solutions, the stable branch with $\theta_0 < \pi$, and the unstable one $\theta_0 > \pi$. These two branches merge at $B_0 = 4$ and disappear for $B_0 > 4$. Therefore, the triple line depinning occurs as a subcritical saddle-node or fold bifurcation.

III. RECEDING TRIPLE LINES.

The solution of the previous section can be generalized to cases in which the edge height $h_0$ relative to the substrate far upstream is non-zero as shown in Figure 3. Now, in addition to the liquid layer thickness $h_\infty$, the problem has a new length scale $h_0$. However, as shown in Appendix C, it is easy to see that the problem only depends on the difference. Thus, scaling lengths with the effective thickness $\Delta h_\infty = h_\infty - h_0 > 0$ (the negative case is discussed below), leads, to a problem with the exact same form as (5), except that now the eigenvalue is the effective Bond number:

$$B_{0,eff} = \left(\frac{\Delta h_\infty}{\ell_c}\right)^2 = 2(1 - \cos \theta_0) \quad (9)$$

As suggested in Figure 3 this configuration admits both positive and negative values of the effective height $\Delta h_\infty$, when the liquid layer is, respectively, above or below the wedge’s vertex. Due to the symmetries of the problem the solutions in this latter case of negative values of $\Delta h_\infty$ (i.e. $h_\infty < h_0$) can be obtained from symmetry considerations by simply flipping the interface about the $\xi$ axis, which changes the sign of $\theta_0$, but leaves the effective Bond number $B_{0,eff}$ unchanged. Therefore, the bifurcation diagram in this generalized case can be obtained from that in Figure 3 extending it to negative values of $\theta_0$ by a reflection about the axis $\theta_0 = 0$ as shown in Figure 4.

A. Depinning conditions.

In order to derive the depinning criterion as the liquid layer recedes, one can consider as initial condition a point in the bifurcation diagram with positive values of $\Delta h_\infty$ and $\theta_0$, as the point $a$ in Figure 4. The thickness of the liquid layer, and accordingly the apparent contact
angle, can be forced to decrease by removing liquid from far away upstream from the vertex. \( \Delta h_\infty \) traverses the equilibrium line \( Bo_{eff}(\theta_0) \) in the direction represented by the blue path, reaching eventually \( \Delta h_\infty = 0 \) for \( \theta_0 = 0 \), and then becoming negative, forcing accordingly negative apparent contact angles \( \theta_0 \). The evolution in the physical space is that schematically represented in Figure 3, from the light top to the darker blue interfaces. This thinning of the liquid layer can be continued until \( \theta_0 = -180^\circ \). Beyond this point it is not possible keep on decreasing \( h_\infty \), because \( Bo_{eff} = ((h_0 - h_\infty)/l_c)^2 \) has a local maximum, and therefore \( h_\infty \) a local minimum. Consequently, the triple line depins if forced to recede further. The critical depinning condition is thus \( Bo_{eff} = 4 \), or equivalently \( h_\infty = h_0 - 2l_c \), and \( \theta_0 = -180^\circ \).

The green path on the other hand, starting at \( b \) represents the opposite evolution, namely starting with a liquid layer below the vertex, and therefore pinned with an angle \( \theta_0 \) below the horizontal. Adding liquid so to increase its thickness will force the growth of \( \theta_0 \), all the way up through \( \theta_0 = 0 \), until the limit \( \theta_0 = 180^\circ \), beyond which the triple line depins. The reason is again that \( \theta_0 = 180^\circ \) is a local maximum of \( Bo_{eff} = ((h_\infty - h_0)/l_c)^2 \), and therefore of \( h_\infty \), so it is not possible to increase it any further, as the advancing condition being forced would require.

IV. STABILITY

The heuristic arguments given above showing the loss of stability beyond the critical angles \( \theta_0 = \pm 180^\circ \) can be made rigorous through an analysis of the stability of the equilibrium solutions. We exploit for that purpose the variational structure of the problem, derived for reference in Appendix B. From this point of view, stable solutions correspond to local minima of the energy functional \([54]\), i.e., to solutions with the second variation of the energy functional is positive definite. We will proceed in two steps: we first show that the solutions with \( |\theta_0| < 180^\circ \) are stable; then, we use Turning Point methods\([55, 56]\) to prove the loss of stability at \( |\theta_0| = 180^\circ \), and therefore the instability of the solutions branch corresponding to \( \theta_0 > 180^\circ \).

A. Stability for \( |\theta_0| < 180^\circ \).

We consider here the stability of the equilibrium solutions subject to planar perturbations leaving the interface pinned at the vertex. In addition, we restrict this analysis to apparent contact angles \( \theta_0 \) smaller than \( \theta_0 < 180^\circ \). In this case, using the same system of coordinates as in Figure 1, the interface \( S \) can be described explicitly in the form \( \xi = \xi_S(\zeta) \), with \( \xi_S(\zeta = 0) = 0 \) to enforce pinning at the vertex. This representation is admissible for contact angles in the range \([-180^\circ, 180^\circ]\). Beyond these limits the function \( \xi_S(\zeta) \) would be doubled-valued and some more general representation should be used.

The energy functional becomes thus:

\[
\mathcal{E} = \int_0^1 \left\{ \sqrt{1 + \xi_S^2(\zeta)} - Bo(1 - \zeta)(\xi_S(\zeta) - H) \right\} d\zeta
\]

where \( H \) is a constant. Strictly, \( H \) should be let go to infinity, which would make the integral infinite. However, it is easy to check that the value of this constant is immaterial and can actually be set to zero.

We write the perturbed interface as \( \xi_S(\zeta) + h(\zeta) \), with the perturbation \( h \) bounded and compatible with the pinned interface, that is, \( h(0) = 0 \), and with a horizontal interface far upstream from the edge, i.e., \( h'(\zeta \to 1) = 0 \). Otherwise \( h(\zeta) \) is unrestricted, so the perturbed solutions can accommodate variations in the contact angle so \( h(0) \) is arbitrary, although the interface \( S(\zeta) + h(\zeta) \) must still be a well-defined, single valued function of \( z \). With this parametrization the second variation of \( \mathcal{E} \) is:

\[
2\delta^2\mathcal{E} = \int_0^1 \frac{h'^2}{(1 + \xi_S^2)^{3/2}} d\zeta
\]

which is clearly non-negative for any admissible perturbation \( h(x) \). Thus, the equilibrium solutions found for contact angles \( \theta_0 \) within \([-180^\circ, 180^\circ]\) are stable under planar pinned perturbations.
B. Stability for $|\theta_0| \geq 180^\circ$.

The previous analysis shows the stability of the solutions with a contact angle smaller than $180^\circ$. The question of the stability for larger contact angles can be addressed using the elegant results due to Maddocks\cite{Maddocks1} for problems with a variational structure as in the present case. In order to in this analysis apparent contact angles larger than $180^\circ$ we will use the parametric representation of the interface introduced in the text in Section II A. The energy functional $\mathcal{E}(u)$ with $u = (\xi, \zeta, \xi, \zeta)$ can be written in that case as:

$$\mathcal{E} = A + Bo\mathcal{P}$$

with

$$A = \int_0^\infty \left(\sqrt{\xi'^2 + \zeta'^2} - 1\right) ds$$

$$\mathcal{P} = \int_0^\infty \left((\zeta - \zeta'^2/2)\dot{\xi} + 1/2\right) ds$$

with boundary conditions

$$\xi(s = 0) = \zeta(s = 0) = 0, \quad \dot{\xi}(0) = -\cos(\theta_0), \quad \dot{\zeta}(0) = \sin(\theta_0)$$

$$\xi \to -\infty, \quad \zeta \to 1 \quad \text{as} \quad s \to \infty$$

The Bond number $Bo(\theta_0)$ is an eigenvalue of the problem and the bifurcation parameter. Following Maddocks\cite{Maddocks1} and translating his results into our nomenclature, the changes of stability can be studied in the plane $Bo - \mathcal{E}_{Bo}$, where $\mathcal{E}_{Bo} = \mathcal{P}$ is the derivative of the energy functional with respect to the bifurcation parameter $Bo$. In this plane, the equilibrium solutions are represented by curves parametrized in our case by the contact angle $\theta_0$, i.e. $(Bo(\theta_0), \mathcal{P}(\theta_0))$ as shown in Figure 5. The changes of stability are associated with folds of the solution branches\cite{Maddocks1}, defined as points where the derivative $dBo/d\theta_0$ of the bifurcation parameter $Bo$ with respect to $\theta_0$ vanishes, such as the point $\theta_0 = 180^\circ$ shown in Figures 4 and 5.

This can be seen as follows (see Maddocks\cite{Maddocks1} for rigorous proofs). The stable equilibrium solutions correspond to minima of (10a), i.e. to zeros of the first Fréchet $u$-derivative $\delta\mathcal{E}$ where the second Fréchet $u$-derivative $\delta^2\mathcal{E}$ is non-negative. Since $\delta^2\mathcal{E}$ is a real symmetric quadratic form in the perturbation $(\delta\xi, \delta\zeta, \delta\dot{\xi}, \delta\dot{\zeta})$ of the equilibrium solution, its spectrum is real and form an increasing discrete sequence of eigenvalues. Thus, the second variation being non-negative is equivalent to its critical (smallest) eigenvalue $\mu$ being non-negative as well, and the question of the stability of the equilibrium solutions is reduced to the analysis of the evolution of the critical eigenvalue as the contact angle $\theta_0$ is varied. As shown by Maddocks\cite{Maddocks1}, changes of stability can only occur at folds, where the critical eigenvalue crosses zero. This can be easily seen by taking the derivative of the equilibrium condition $\delta\mathcal{E} = 0$ along the solution branch (i.e. taking the derivative with respect to the contact angle $\theta_0$, denoted with a prime hereafter $d\theta_0/d\theta_0 = \phi'$). Performing the derivative leads to $\delta^2\mathcal{E} \cdot u' + \delta\mathcal{E}_Bo \cdot Bo' = 0$, with $\delta\mathcal{E}_Bo$ the derivative of $\delta\mathcal{E}$ with respect to $Bo$. Thus $\delta^2\mathcal{E}$ has a zero eigenvalue when $Bo' = 0$. This shows that in our problem, changes of stability can only occur at the folds $|\theta_0| = 180^\circ$, where $Bo' = 0$ as Figures 4 and 5 reveal. Furthermore, it can be shown\cite{Maddocks1} that the derivative $\mu'$ of the critical eigenvalue with respect to the parameter, $\theta_0$ in this problem, is given, up to a positive factor, by:

$$\mu' \approx Bo' \cdot \mathcal{P}'$$

where the primes represent the derivatives with respect to the contact angle $\theta_0$. Figure 5 shows that $\mathcal{P}$ is an increasing function of $\theta_0$ around the fold $Bo = 4$, whereas $Bo$ features a maximum (see also Figure 2), and therefore $Bo'$ is negative. Thus $\mu'$ is negative at the fold. Consequently, since as seen the branch $|\theta_0| < 180^\circ$ is stable and therefore the critical eigenvalue $\mu$ is positive, $\mu$ crosses zero at $Bo = 4 (\theta = 180^\circ)$ and becomes negative along the branches $|\theta_0| > 180^\circ$. This shows therefore that the equilibrium solutions are unstable for apparent contact angles $|\theta_0| > 180^\circ$.

V. CONCLUSIONS.

We have introduced a general methodology capable of providing precise mathematical criteria for dephing tran-
In the specific problem analyzed here, and in other cases with similar symmetries, the transition occurs as a subcritical bifurcation, with no equilibrium solutions beyond a critical value of the bifurcation parameter, typically an effective Bond number. This methodology leads to straightforward criteria, which in the analyzed configuration is easily obtained due to the relatively uncomplicated system of ordinary differential equations governing the analyzed 2D configuration. Axisymmetric configurations are still governed by a system of differential equations and precise mathematical depinning conditions, which again arise as subcritical saddle-node bifurcations, can be derived. However, general cases of 3D non-symmetrical configurations lead to free boundary problems involving intricate non-linear partial differential equations, with triple lines that are not known in advanced, but must instead be found as part of the solution. One immediate open question for instance is about the robustness of the saddle-node bifurcation in these more complex problems, i.e. if the saddle-node bifurcation is the generic route to triple line depinning. However, despite these technical difficulties, this new approach seems to uncover an exciting new line of research, which could be helpful towards understanding open problems related to wetting-dewetting transitions, and more broadly the dynamics of free interfaces gliding over solid surfaces.
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Appendix A: Equilibrium solutions.

As shown in the text, the problem \[ \frac{\partial^2 u}{\partial s^2} = \frac{\partial u}{\partial s} \left( \frac{\partial u}{\partial s} + \tanh^{-1} \sqrt{1 - \frac{Bo}{4}} \right) \] has the first integral:

\[ \pm \sqrt{1 - \dot{\zeta}^2} = 1 - \frac{Bo}{2} (1 - \zeta)^2. \]  \hspace{1cm} (A1)

from which, the problem for \( \zeta \) turns to be:

\[ \dot{\zeta} = \pm \sqrt{\frac{Bo}{2} (1 - \zeta) \left( 2 - \frac{Bo}{2} (1 - \zeta)^2 \right)^{1/2}} \]  \hspace{1cm} (A2a)

\[ \zeta(s = 0) = 0 \]  \hspace{1cm} (A2b)

where the positive or negative signs apply for contact angles \( 0 \leq \theta_0 \leq \pi \) or \( \pi \leq \theta_0 \leq 2\pi \) respectively.

This equation can be simplified using the auxiliary independent variable \( u^2 = 1 - (Bo/4)(1 - \zeta)^2 \), which, in the case \( 0 \leq \theta_0 \leq \pi \), transforms the problem for \( \zeta \) in:

\[ \dot{u} = \sqrt{Bo}(1 - u^2) \]  \hspace{1cm} (A3a)

to be integrated with

\[ u(s = 0) = \left( 1 - \frac{Bo}{4} \right)^{1/2} \]  \hspace{1cm} (A3b)

The integration is straightforward in terms of the hyperbolic trigonometric functions as for instance:

\[ \zeta = 1 - \frac{2}{\sqrt{Bo} \cosh \left( \sqrt{Bo} s + \tanh^{-1} \sqrt{1 - \frac{Bo}{4}} \right)} \]  \hspace{1cm} (A4)

for \( 0 \leq \theta_0 \leq \pi \)

In the case of contact angles in the interval \( \pi \leq \theta_0 \leq 2\pi \), the negative sign in equation (A2) must be chosen initially. However, \( \dot{\zeta} \) eventually vanishes at a turning point \( s = s_{tp} = Bo^{-1/2} \tanh^{-1} \sqrt{1 - Bo/4} \), corresponding to the minimum negative height of the droplet. The integration then proceeds for \( s > s_{tp} \) with positive values of \( \dot{\zeta} \), so the sign in (A2) must be switched back to plus. The solution can be written thus as:

\[ \zeta = 1 - \frac{2}{\sqrt{Bo} \cosh \left( -\sqrt{Bo} s + \tanh^{-1} \sqrt{1 - Bo/4} \right)} \]  \hspace{1cm} (A5a)

for \( \pi \leq \theta_0 \leq 2\pi \)

On the other hand, the equation for \( \xi \) follows from (A1) as:

\[ \dot{\xi} = -1 + \frac{Bo}{2} (1 - \zeta)^2. \]  \hspace{1cm} (A5b)

to be integrated with the condition \( \xi(s = 0) = 0 \). Thus, using the previous solution for \( \zeta \) gives:

\[ \xi = -s + \frac{2}{\sqrt{Bo}} \left[ \tanh \left( \sqrt{Bo} (s + s_{tp}) - \sqrt{1 - \frac{Bo}{4}} \right) \right] \]  \hspace{1cm} (A5c)

for \( 0 \leq \theta_0 \leq \pi \)

\[ \xi = -s - \frac{2}{\sqrt{Bo}} \left[ \tanh \left( \sqrt{Bo}(-s + s_{tp}) - \sqrt{1 - \frac{Bo}{4}} \right) \right] \]  \hspace{1cm} (A5d)

for \( \pi \leq \theta_0 \leq 2\pi \)

Appendix B: Variational formulation.

The system used in the text can be as well obtained as the Euler-Lagrange equations \[ \frac{\partial}{\partial x} \left( \frac{\partial E}{\partial \dot{u}} \right) - \frac{\partial E}{\partial u} = 0 \] for the shape that minimizes the total energy \[ E = \int \{ \sigma dA + P dV \} \], including the surface and the pressure-gravitational potential energies. In the specific case of the 2D configuration being studied, it is more convenient to consider the energy per unit length (normal to the paper in Figure 1), so the volume integral of the potential energy becomes a surface integral extended to the area enclosed between the interface and the substrate, whereas the surface integral reduces to a line integral along the interface. Assuming a uniform surface tension along the interface,
and writing $\mathcal{E}$ for the energy per unit length scaled with $\sigma h_\infty$, the appropriate energy functional can be written as the line integral:

$$\mathcal{E} = \int_0^\infty \left( \sqrt{\dot{\xi}^2 + \dot{\zeta}^2} + Bo(\zeta - \zeta^2/2)\dot{\zeta} - \mathcal{E}_0 \right) ds \quad (B1)$$

where $\mathcal{E}_0 = 1 - Bo/2$ is a constant added to render the integral convergent as $s \to \infty$, where $\xi \to -1$, $\zeta \to 1$. However, this constant plays no role in the solution and can be dropped.

Standard methods give the system:

$$\ddot{\xi} = -Bo\dot{\zeta}(1 - \zeta) \quad (B2a)$$
$$\ddot{\zeta} = Bo\dot{\xi}(1 - \zeta) \quad (B2b)$$

which can also easily be derived from Eq. [4]. It can be noticed that integral of the term $\zeta \dot{\xi}$ in (B1) represents the volume (per unit length) of the liquid layer. $Bo$ is therefore the Lagrange multiplier of the constrained problem of finding the shape of minimum surface area (per unit length) subject to a constant volume (per unit area). In general cases, the Lagrange multiplier is not known in advance and must be obtained as part of the solution, so in these cases it is more advantageous to formulate the problem as that of finding the interface shape of minimum surface area constrained to a constant volume. However, due to the special configuration of our problem, namely with a constant liquid thickness far upstream, the multiplier can be determined beforehand and the problem can thus be formulated as the unconstrained minimization of the energy functional (B1).

**Appendix C: Triple line pinned at a non-zero height.**

We derive here the formulation of the problem to find the equilibrium shape of the interface in cases where the height of the edge where the interface is pinned is not the same as that of the horizontal substrate far upstream. We use the formulation introduced in the previous Appendix, based on a variational approach, which is equivalent to [5] used in the text. The origin of coordinates is again chosen at the wedge’s vertex where the interface is pinned. The effective height of the liquid layer far upstream from the triple line is therefore $\Delta h_\infty = h_\infty - h_0 > 0$ (we consider below the case of negative values of $\Delta h_\infty$), where the absolute heights, $h_\infty$ and $h_0$, are measured relative to some horizontal reference, for instance the substrate far upstream. The pressure distribution is thus given by:

$$p - p_\infty = \rho g (\Delta h_\infty - z), \quad (C1)$$

Proceeding as before, lengths are made dimensionless with the effective liquid layer thickness $\Delta h_\infty$, whereas the Bond number is defined now in terms of $\Delta h_\infty$, namely $Bo_{eff} = \rho g \Delta h^2_{\infty}/\sigma$. Using the more symmetrical form of the differential equations derived from the variational formulation (B2), the shape of the interface is thus given by the solution of an eigenvalue problem with the form, exactly equivalent to that in the main text [3]:

$$\ddot{\xi} = -Bo_{eff} \dot{\zeta}(1 - \zeta) \quad (C2a)$$
$$\ddot{\zeta} = Bo_{eff} \dot{\xi}(1 - \zeta) \quad (C2b)$$

with boundary conditions

$$\xi(s = 0) = \zeta(s = 0) = 0 \quad (C2c)$$
$$\dot{\xi}(0) = -\cos(\theta_0), \quad \dot{\zeta}(0) = \sin(\theta_0) \quad (C2d)$$
$$\xi \to -\infty, \quad \zeta \to 1 \quad \text{as} \quad s \to \infty \quad (C2e)$$

The solution of this problem is therefore the same as that for zero height the wedge’s edge, but using now as eigenvalue the effective Bond number, given by:

$$\left( \frac{h_\infty - h_0}{\ell_c} \right)^2 = Bo_{eff} = 2(1 - \cos \theta_0) \quad (C3)$$

In particular, the bifurcation diagram remains unchanged.

1. Negative heights

This configuration admits as well negative values of the relative height $\Delta h_\infty$ as shown in Figure 3. The solution in these cases can be obtained proceeding similarly. Using as length scale the absolute value $|\Delta h_\infty|$ of the relative height leads to

$$\ddot{\xi} = -Bo_{eff} \dot{\zeta}(1 - \zeta) \quad (C4a)$$
$$\ddot{\zeta} = Bo_{eff} \dot{\xi}(1 - \zeta) \quad (C4b)$$

subject to

$$\xi(s = 0) = \zeta(s = 0) = 0 \quad (C4c)$$
$$\dot{\xi}(0) = -\cos(\theta_0), \quad \dot{\zeta}(0) = \sin(\theta_0) \quad (C4d)$$
$$\xi \to -\infty, \quad \zeta \to 1 \quad \text{as} \quad s \to \infty \quad (C4e)$$

This problem can be brought back to the same form as (C2) with the change of variables $\zeta \to -\zeta$, $\theta_0 \to -\theta_0$, which represent the reflection about the $\xi$ axis of the solutions $[\xi(s), \zeta(s)]$ corresponding to positive values of $\Delta h_\infty$, i.e. a reflection about the horizontal line through the vertex of the wedge as anticipated. $Bo_{eff}$ has been left unchanged, and therefore it must be an even function of $\theta_0$, which means the bifurcation diagram is even in $\theta_0$ as represented in Figure 4.

This derivation could have been based on the appropriate energy functional in the case of negative heights, namely

$$\mathcal{E} = \int_0^\infty \left( \sqrt{\dot{\xi}^2 + \dot{\zeta}^2} - Bo(\zeta - \zeta^2/2)\dot{\zeta} - 1 + (3/2)Bo \right) ds \quad (C5)$$

which accounts for the opposite sign (convexity) of the interface curvature in these cases of negative height.
[1] P. G. de Gennes, Wetting: statics and dynamics, Reviews of Modern Physics 57, 827 (1985).
[2] A. W. Adamson and A. P. Gast, Physical Chemistry of Surfaces (John Wiley & Sons, 1997).
[3] P. G. de Gennes, F. Brochard-Wyart, and D. Quéré, Capillarity and Wetting Phenomena Drops, Bubbles, Pearls, Waves (Springer, 2003).
[4] J. D. Coninck and T. Blake, Wetting and molecular dynamics simulations of simple liquids, Annual Review of Materials Research 38, 1 (2008).
[5] D. Bonn, J. Eggers, J. Indekeu, J. Meunier, and E. Rolley, Wetting and spreading, Rev. Mod. Phys. 81, 739 (2009).
[6] J. H. Snoeijer and B. Andreotti, Moving contact lines: Scales, regimes, and dynamical transitions., Annu. Rev. Fluid Mech. 45, 269 (2013).
[7] H. Eral, D. ’t Mannetje, and J. Oh, Contact angle hysteresis: A review of fundamentals and applications, Colloids and Polymer Science 291, 247 (2013).
[8] F. Schellenberger, N. Encinas, D. Vollmer, and H. J. Butt, How water advances on superhydrophobic surfaces, Physical Review Letters 116 (2016).
[9] T. Koishi, K. Yasuoka, S. Fujikawa, T. Ebisuzaki, and X. C. Zeng, Coexistence and transition between Cassie and Wenzel state on pillared hydrophobic surface, PNAS 106, 8435 (2009).
[10] T. “. Liu and C.-J. “. Kim, Turning a surface super-repellent even to completely wetting liquids, Science 346, 1096 (2014).
[11] C. Hao, J. Li, Y. Liu, X. Zhou, Y. Liu, R. Liu, L. Che, W. Zhou, D. Sun, L. Li, L. Xu, and Z. Wang, Superhydrophobic-like tunable droplet bouncing on slippery liquid interfaces, Nature Communications 6, 7986 EP (2015).
[12] J. W. Gibbs, Scientific Papers, Vol. Vol. 1, p. 326 (Dover, 1906. Reprint, 1961).
[13] D. Dyson, Contact line stability at edges: comments on gibbs’s inequalities., Phys. Fluids 31, 229 (1988).
[14] L. R. White, The equilibrium of a liquid drop on a non-horizontal substrate and the Gibb’s criteria for advance over a sharp edge, Journal of Colloid and Interface Science 73 (1980).
[15] J. F. Oliver, C. Huh, and S. G. Mason, Resistance to spreading of liquids by sharp edges, Journal of Colloid and Interface Science 59, 568 (1977).
[16] E. Bayramli and S. G. Mason, Liquid spreading: Edge effect for zero contact angle, Journal of Colloid and Interface Science 66 (1978).
[17] D. Quéré, Wetting and roughness, Annu. Rev. Mater. Res. 38, 71 (2008).
[18] G. S. Watson, B. W. Cribb, and J. A. Watson, How micro/nanoarchitecture facilitates anti-wetting: An elegant hierarchical design on the termite wing, ACS Nano 4, 129 (2010).
[19] N. J. Shirtcliffe, G. McHale, M. I. Newton, G. Chabrol, and C. C. Perry, Dual-scale roughness produces unusually water-repellent surfaces, Adv. Mater. 16, 1929 (2004).
[20] B. Bhushan and Y. C. Jung, Natural and biomimetic artificial surfaces for superhydrophobicity, self-cleaning, low adhesion, and drag reduction, Progress in Materials Science 56, 1 (2011).
[21] C. W. Extrand and S. I. Moon, Repellency of the lotus leaf: Contact angles, drop retention, and sliding angles, Langmuir 30, 8791 (2014).
[22] M. Yamamoto, N. Nishikawa, H. Mayama, Y. Nonomura, S. Yokojiima, S. Nakamura, and K. Uchida, Theoretical explanation of the lotus effect: Superhydrophobic property changes by removal of nanostructures from the surface of a Lotus leaf, Langmuir 1, 7355 (2015).
[23] A. Fernández, A. Francone, L. H. Thamdrup, A. Johansson, B. Bilenberg, T. Nielsen, M. Guttmann, C. M. S. Torres, and N. Kehagias, Hierarchical surfaces for enhanced self-cleaning applications, Journal of Micromechanics and Microengineering 27, 045020 (2017).
[24] Y. Li, S. Dai, J. John, and K. R. Carter, Superhydrophobic surfaces from hierarchically structured wrinkled polymers, ACS Appl. Mater. Interfaces 5, 11066 (2013).
[25] Wang, C. Urata, T. Sato, M. W. England, and A. Hozumi, Self-healing superhydrophobic materials showing quick damage recovery and long-term durability limiting, Langmuir 33, 9972 (2017).
[26] W. Barthlott, M. Mail, B. Bhushan, and K. Koch, Plant surfaces: Structures and functions for biomimetic innovations, Nano-Micro Letters 9, 23 (2017).
[27] M. J. Kreder, J. Alvarenga, P. Kim, and J. Aizenberg, Design of anti-icing surfaces: smooth, textured or slippery?, Nature Reviews Materials 1, 15003 EP (2016).
[28] A. T. Paxson and K. K. Varanasi, Self-similarity of contact line depinning from textured surfaces, 4, 1492 EP (2013).
[29] R. Hensel, C. Neinhuis, and C. Werner, The springtail cuticle as a blueprint for omniphobic surfaces, Chem. Soc. Rev. 45, 323 (2016).
[30] Y. C. Jun and B. Bhushan, Wetting behaviour during evaporation and condensation of water microdroplets on superhydrophobic patterned surfaces, Journal of Microscopy 229, 127 (2008).
[31] J. Dong, Y. Jin, H. Dong, J. Liu, and S. Ye, Numerical study for a large-volume droplet on the dual-rough surface: Apparent contact angle, contact angle hysteresis, and transition barrier, Langmuir 34, 8119 (2018).
[32] H. Y. Erbil, The debate on the dependence of apparent contact angles on drop contact area or three-phase contact line: A review., Surface Science Reports 69, 325 (2014).
[33] Y. Chen, M. Bacich, C. Nardin, A. Sitorus, and M. M. Weislogel, The shape and stability of wall-bound and wall-edge-bound drops and bubbles, Microgravity sci. technol. 17, 14 (2005).
[34] B. M. Moggetti and J. M. Yeomans, Modeling receding contact lines on superhydrophobic surfaces, Langmuir 26, 18162 (2010).
[35] M. L. Blow and J. M. Yeomans, Anisotropic imbibition on surfaces patterned with polygonal posts, Phil. Trans. R. Soc. A 369, 2519 (2011).
[36] C. Semprebon, S. Herninghaus, and M. Brinkmann, Advancing modes on regularly patterned substrates, Soft Matter 8, 6301 (2012).
[37] S. Iliev and N. Pesheva, Contact-angle hysteresis on periodic microtextured surfaces: Strongly corrugated liquid interfaces, Physical Review E 93, 062801 (2016).
[38] Z. Lu, D. J. Preston, D. S. Antao, Y. Zhu, and E. N. Wang, Coexistence of pinning and moving on a contact
line, Langmuir 33, 8970 (2017).

[39] A. Sarkar and A.-M. Kietzig, Design of a robust superhydrophobic surface: thermodynamic and kinetic analysis, Soft Matter 11, 1998 (2015).

[40] S. Prakash, E. Xi, and A. J. Patel, Spontaneous recovery of superhydrophobicity on nanotextured surfaces, PNAS 113, 5508 (2016).

[41] Y. Pomeau and J. Vannimenius, Contact angle on heterogeneous surfaces: Weak heterogeneities, Journal of Colloid and Interface Science 104, 477 (1985).

[42] J. F. Joanny and P. G. de Gennes, A model for contact angle hysteresis, J. Chem. Phys. 81, 552 (1984).

[43] A. B. D. Cassie and S. Baxter, Wettability of porous surfaces, Trans. Faraday Soc. 40, 546 (1944).

[44] R. N. Wenzel, Resistance of solid surfaces to wetting by water, Ind. Eng. Chem. 28, 988 (1936).

[45] P. Papadopoulos, L. Mammen, X. Deng, D. Vollmer, and H.-J. Butt, How superhydrophobicity breaks down, PNAS 110, 3254 (2013).

[46] A. R. Betz, J. Jenkins, C.-J. C. Kim, and D. Attinger, Boiling heat transfer on superhydrophilic, superhydrophobic, and superbiphilic surfaces, International Journal of Heat and Mass Transfer 57, 733 (2013).

[47] H. Jo, H. S. Ahn, S. Kang, and M. H. Kim, A study of nucleate boiling heat transfer on hydrophilic, hydrophobic and heterogeneous wetting surfaces, International Journal of Heat and Mass Transfer 54, 5643 (2011).

[48] S. N. Shoghl, M. Bahrami, and M. K. Moraveji, Experimental investigation and cfd modeling of the dynamics of bubbles in nanofluid pool boiling, International Communications of Heat and Mass Transfer 58, 12 (2014).

[49] S. N. Shoghl, M. Bahrami, and M. K. Moraveji, Experimental investigation and cfd modeling of the dynamics of bubbles in nanofluid pool boiling, International Journal of Heat and Mass Transfer 58, 12 (2014).

[50] G. Hazi and A. Markus, On the bubble departure diameter and release frequency based on numerical simulation results, International Journal of Heat and Mass Transfer 52, 1472 (2009).

[51] T. L. Liu and C.-J. C. Kim, Turning a surface superrepellent even to completely wetting liquids, Science 346, 1096 (2014).

[52] M. P. do Carmo, **Differential Geometry of Curves and Surfaces** (Prentice-Hall, 1976).

[53] L. P. Eisenhart, A Treatise on the Differential Geometry of Curves and Surfaces. (Dover, 2004).

[54] I. M. Gelfand and S. Fomin, *Calculus of variations* (Prentice-Hall Inc, 1963).

[55] J. H. Maddocks, Stability and folds, Archive for Rational Mechanics and Analysis 99, 301 (1987).

[56] J. Bostwick and P. Steen, Stability of constrained capillary surfaces, Annu. Rev. Fluid Mech. 47, 539 (2015).

[57] L. D. Landau and E. M. Lifshitz, *Fluid Mechanics* (Pergamon Press, 1987).