Abstract. We prove an explicit formula for the dependence of the exponent $\beta$ in the fractal uncertainty principle of Bourgain–Dyatlov [BoDy16] on the dimension $\delta$ and on the regularity constant $C_R$ for the regular set. In particular, this implies an explicit essential spectral gap for convex co-compact hyperbolic surfaces when the Hausdorff dimension of the limit set is close to 1.

1. Introduction

In this paper, we study the fractal uncertainty principle for the Fourier transform. Roughly speaking, it states that a function and its Fourier transform cannot simultaneously concentrate near fractal sets. More precisely, the fractal sets we study satisfy a condition called Ahlfors-David regularity and we refer to Section 2.2 for the definition of a $\delta$-regular set. In a recent paper, Bourgain-Dyatlov [BoDy16] proved the following remarkable theorem.

**Theorem 1.1.** Let $0 < \delta < 1$, $C_R \geq 1$, $N \geq 1$ and assume that

(a) $X \subset [-1, 1]$ is $\delta$-regular with constant $C_R$ on scales $N^{-1}$ to 1, and

(b) $Y \subset [-N, N]$ is $\delta$-regular with constant $C_R$ on scales 1 to $N$.

Then there exist $\beta > 0$, $C$ depending only on $\delta$, $C_R$ such that for all $f \in L^2(\mathbb{R})$,

$$\supp \hat{f} \subset Y \Rightarrow \|f\|_{L^2(X)} \leq CN^{-\beta}\|f\|_{L^2(\mathbb{R})}. \quad (1.1)$$

The goal of this paper is to give an effective fractal uncertainty principle exponent $\beta$ in Theorem 1.1 with dependence on $\delta$ and $C_R$. Here is our main result.

**Theorem 1.2.** Theorem 1.1 holds for

$$\beta = \exp \left[ -\exp \left( K(C_R\delta^{-1}(1-\delta)^{-1}K(1-\delta)^{-2}) \right) \right]. \quad (1.2)$$

Here $K > 0$ is a universal constant.
1.1. Fractal uncertainty principle. Theorem 1.1 implies a fractal uncertainty principle for general Fourier integral operators (see Theorem 5.1, also [BoDy16, §4.2]) which is useful in the study of quantum chaos. The fractal uncertainty principle was first introduced by Dyatlov–Zahl [DyZa16] to study the essential spectral gap for resonances of convex co-compact hyperbolic surfaces and later by Dyatlov–Jin [DyJi16] in a simple model called open quantum baker’s maps. In both situations, the fractal uncertainty principle implies the existence of an essential spectral gap for systems with trapped sets of any dimension. For example, we now have the following application of Theorem 1.2 for convex co-compact hyperbolic surfaces.

**Theorem 1.3.** Let $M = \Gamma \backslash \mathbb{H}^2$ be a convex co-compact hyperbolic surface with limit set $\Lambda_\Gamma$. Let $\delta$ and $C_R$ be the Hausdorff dimension and the regularity constant of $\Lambda_\Gamma$, respectively. Then $M$ has an essential spectral gap of size

$$\beta_M = \exp \left[ -\exp \left( K(C_R\delta^{-1}(1-\delta)^{-1})^{K(1-\delta)^{-3}} \right) \right],$$

i.e. there are only finitely many resonances for the Laplacian on $M$ when $\text{Im} \lambda > -\beta_M$.

We refer to Theorem 5.3 for a more precise statement and Theorem 5.4 for a similar result on open quantum baker’s maps. It is conjectured by Zworski [Zw17] that there is always an essential spectral gap whenever the trapped set is hyperbolic.

In a recent work of Dyatlov–Jin [DyJi17-2], the fractal uncertainty principle is also applied to closed quantum chaotic systems, to understand the behavior of Laplace eigenfunctions on compact hyperbolic surfaces in the semiclassical limit. In particular, it is shown that any semiclassical measure must have full support on the unit cosphere bundle. The Quantum Unique Ergodicity Conjecture of Rudnick–Sarnak [RuSa94] states that the Liouville measure is the only semiclassical measure. For any subset $U$ of the unit cosphere bundle, combining Theorem 1.2 with the argument in [DyJi17-2] should give a lower bound on the semiclassical measure of $U$, in terms of only the geometry of $U$. But the bound obtained in this way seems unlikely to be even comparable to the Liouville measure.

We would like also to mention a new paper of Han–Schlag [HaSc18] appeared after the initial version of our paper, in which they proved a higher dimensional version of fractal uncertainty principle (Theorem 1.1) with a stronger condition on one of the set $X$ and $Y$. We refer to their paper for more discussion on this issue.

1.2. Beurling–Malliavin multiplier theorem and the proof. The key ingredient of the proof of Theorem 1.1 in [BoDy16] is the Beurling–Malliavin multiplier theorem [BM62]. There are many other different formulations and proofs in the literature for this theorem, for example, [M79], [K96] and [MNH06]. We refer to Mashreghi–Nazarov–Havin [MNH06] for...
a survey of the history of this theorem and more references. Here we follow the formulation [MNH06, Theorem BM1].

**Theorem 1.4.** Let \( \omega \in C^1(\mathbb{R}; (0, 1]) \) satisfy the conditions
\[
\int_{\mathbb{R}} \frac{|\log \omega(\xi)|}{1 + \xi^2} d\xi < \infty
\]
\[
\sup |\partial \log \omega| < \infty.
\]
Then for each \( c_0 > 0 \), there exists a function \( \psi \in L^2(\mathbb{R}) \) such that
\[
\text{supp } \psi \subset [-c_0, c_0], \quad |\hat{\psi}| \leq \omega, \quad \psi \not\equiv 0.
\]

In their proof of Theorem 1.1, Bourgain–Dyatlov use a quantitative refinement of Theorem 1.4, which follows from Theorem 1.4 itself.

**Theorem 1.5.** Let \( C_0, c_0 > 0 \) and \( \omega \in C^1(\mathbb{R}; (0, 1]) \) satisfy the conditions
\[
\int_{\mathbb{R}} \frac{|\log \omega(\xi)|}{1 + \xi^2} d\xi \leq C_0
\]
\[
\sup |\partial \log \omega| \leq C_0.
\]
(1.3)
Then there exists \( c > 0 \) depending only on \( C_0, c_0 \) and a function \( \psi \in L^2(\mathbb{R}) \) such that
\[
\text{supp } \psi \subset [-c_0, c_0], \quad |\hat{\psi}| \leq \omega^c, \quad \|\hat{\psi}\|_{L^2(-1, 1)} \geq c.
\]

However, the proof in [BoDy16] is done by contradiction, thus no effective dependence of \( c \) on \( C_0 \) and \( c_0 \) is obtained. In our approach, we use a different version of the multiplier theorem which appeared in Mashreghi–Nazarov–Havin [MNH06] to obtain a variant, but effective version of Theorem 1.5, see Theorem 3.2 below. In particular, we replace the Lipschitz condition (1.3) on \( \log \omega \) by a Lipschitz condition on the Hilbert transform of \( \log \omega \), see (3.1). This weaker version is only the first step in the “seventh” proof of Beurling–Malliavin theorem given by Mashreghi–Mazarov–Havin [MNH06]. Nevertheless, it is enough for our applications and in fact, the Hilbert transform condition is more natural in the context of multiplier theorems for the Cartwright class of entire functions, due to its natural relation to the Cauchy integrals. This was explained to us by Alexander Sodin during the workshop at IAS and we are very thankful to him. Also, Jean Bourgain [Bo17] informed us another proof of a multiplier theorem with similar Lipschitz conditions using Hörmander’s \( \partial \)-theorem. We refer to [MNH06, §3.1] and [HJ94, Part 2 §3.5] for detailed discussion about the background of the Beurling–Malliavin multiplier theorem.

With the quantitative multiplier Theorem 3.2, we can proceed exactly as in Bourgain–Dyatlov [BoDy16] but with careful treatment of the constants. The only essential difference
is checking that the multiplier adapted to regular sets constructed in Bourgain–Dyatlov also satisfies the new condition (3.1) instead of (1.3).

The paper is organized as follows. In §2, we review some preliminary results. In particular, we discuss the basic properties of the Hilbert transform (§2.3) which plays a great role in our argument. In §3, we establish the effective version of Beurling-Malliavin theorem 3.2 which is the new ingredient needed to make Theorem 1.1 effective. In §4, we follow the argument of Bourgain-Dyatlov [BoDy16] and carefully track all the constants. Finally, we discuss in §5 the fractal uncertainty principle for general Fourier integral operators and applications to spectral gaps for convex co-compact hyperbolic surfaces and open quantum baker’s maps.
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2. Preliminaries

2.1. Notation. We start with some standard notation that we use in this paper. First, we denote the Fourier transform on $\mathbb{R}$ by

$$\hat{f}(\xi) = \mathcal{F}f(\xi) = \int_{\mathbb{R}} e^{-2\pi i x \xi} f(x) dx,$$

then its inverse is given by

$$\mathcal{F}^{-1}g(x) = \int_{\mathbb{R}} e^{2\pi i x \xi} g(\xi) d\xi.$$

Also, for $x \in \mathbb{R}$, we write $\langle x \rangle = (1 + x^2)^{1/2}$ and $\lfloor x \rfloor$ denotes the largest integer not exceeding $x$ while $\lceil x \rceil$ denotes the smallest integer greater or equal to $x$. For a subset $U$ of $\mathbb{R}$, we use $1_U$ to denote the indicator function of $U$. 
In this paper, we always use $K$ to denote a universal constant which might change from line to line and $C$ as well as $C_1, C_2, \ldots$ to denote constants that may depend on $C_R$ and $\delta$.

2.2. Ahlfors–David regular sets. We recall the definition and properties of Ahlfors–David regular sets from [BoDy16].

**Definition 2.1.** Let $X \subset \mathbb{R}$ be a nonempty closed set and $\delta \in [0, 1]$, $C_R \geq 1$, $0 \leq \alpha_0 \leq \alpha_1 \leq \infty$. We say that $X$ is $\delta$-regular with constant $C_R$ on scales $\alpha_0$ to $\alpha_1$ if there exists a Borel measure $\mu_X$ on $\mathbb{R}$ such that

(a) $\mu_X$ is supported on $X$, i.e. $\mu_X(\mathbb{R} \setminus X) = 0$;
(b) for each interval $I$ of size $|I| \in [\alpha_0, \alpha_1]$, we have $\mu_X(I) \leq C_R|I|^{\delta}$;
(c) if additionally $I$ is centered at a point in $X$, then $\mu_X(I) \geq C_R^{-1}|I|^{\delta}$.

The most important property of regular sets for our argument is the following small covering property (see [BoDy16, Lemma 2.8]).

**Proposition 2.2.** Let $X$ be a $\delta$-regular set with constant $C_R$ on scales $\alpha_0$ to $\alpha_1$. Let $I$ be an interval and $\rho > 0$ satisfy $\alpha_0 \leq \rho \leq |I| \leq \alpha_1$. Then there exists a nonoverlapping collection $\mathcal{J}$ of $N_\mathcal{J} \leq 12C_2^2(\rho/\alpha_1^{\delta})$ intervals of size $\rho$ each such that $X \cap I \subset \bigcup_{J \in \mathcal{J}} J$. In fact, we can arrange that each elements in the $J$ is of the form $\rho[j, j + 1]$ with $j \in \mathbb{Z}$.

In other words, a regular set must be “porous”, i.e. there are lots of intervals that are missing from a regular sets. We refer the reader to [BoDy16, §2] for other basic properties of regular sets.

2.3. Hilbert transform. The Hilbert transform plays an important role in the proof of the Beurling–Malliavin multiplier theorem in [MNH06]. Here we follow the presentation there to give a brief review of some basic properties.

Let $\mathcal{H}_0$ be the standard Hilbert transform defined as convolution with p.v. $\frac{1}{\pi x}$: For $f \in C_0^\infty(\mathbb{R})$, (or more generally, $f \in L^1(\mathbb{R}, \langle x \rangle^{-1}dx)$)

$$\mathcal{H}_0(f)(x) = f * \text{p.v.} \frac{1}{\pi x} = \frac{1}{\pi} \text{p.v.} \int \frac{f(x-t)}{t} \frac{dt}{t} = \frac{1}{\pi} \lim_{\varepsilon \to 0^+} \int_{|t| \geq \varepsilon} \frac{f(x-t)}{t} \frac{dt}{t}. \quad (2.1)$$

In particular, if $f$ is continuously differentiable, then

$$\mathcal{H}_0(f)(x) = \frac{1}{\pi} \int_{|t| \leq 1} \frac{f(x-t) - f(x)}{t} dt + \int_{|t| > 1} \frac{f(x-t)}{t} dt. \quad (2.2)$$

Moreover, (2.1) converges for almost all $x$ if $f \in L^1(\mathbb{R}, \langle x \rangle^{-1}dx)$. 
An equivalent definition using Fourier transform is given by
\[
\mathcal{H}_0(f)(x) = F^{-1}(-i \, \text{sgn} \cdot \hat{f}(\xi)), \quad f \in C_0^\infty(\mathbb{R}).
\] (2.3)
This definition naturally extends to $L^2(\mathbb{R})$ which is a subspace of $L^1(\mathbb{R}, \langle x \rangle^{-1}dx)$. Moreover it is straightforward from (2.3) that $\mathcal{H}_0$ is a unitary operator in $L^2(\mathbb{R})$ and satisfies the inversion formula
\[
\mathcal{H}_0(\mathcal{H}_0(f)) = -f,
\] (2.4)
for all $f \in L^2(\mathbb{R})$. The standard approximation argument can be used to show that (2.4) is true for all $f \in L^1(\mathbb{R}, \langle x \rangle^{-1}dx)$ with $\mathcal{H}_0(f) \in L^1(\mathbb{R}, \langle x \rangle^{-1}dx)$.

The Hilbert transform $\mathcal{H}_0$ commutes with translations and dilations. Let $T_{x_0}$ and $D_\lambda$ be the translation and dilation operators:
\[
(T_{x_0} f)(x) = f(x + x_0), \quad x_0 \in \mathbb{R}; \quad (D_\lambda f)(x) = f(\lambda x), \quad \lambda > 0.
\]
Then we have
\[
\mathcal{H}_0(T_{x_0}(f)) = T_{x_0}(\mathcal{H}_0(f)), \quad \mathcal{H}_0(D_\lambda(f)) = D_\lambda(\mathcal{H}_0(f)).
\] (2.5)
Moreover, for any $f \in C_0^\infty$, we have $\mathcal{H}_0(f) \in C^\infty$ with $\mathcal{H}_0(f)' = \mathcal{H}_0(f')$ satisfying the bound
\[
\mathcal{H}_0(f')(x) = O(\langle x \rangle^{-2}).
\] (2.6)

For our applications, we are mostly interested in Hilbert transforms of smooth functions. However, we also want to include functions not in $L^1(\mathbb{R}, \langle x \rangle^{-1}dx)$, for example, the constant functions, or even some unbounded functions (see the examples later). Therefore, we want to “extend” the Hilbert transform to an even larger space $L^1(\mathbb{R}, \langle x \rangle^{-2}dx)$ which, in particular, contains the space $L^\infty(\mathbb{R})$ as well as functions that only grow like $|x|^{1-\epsilon}$ as $|x| \to \infty$. To achieve this, we modify the integral kernel so that it decays like $|x|^{-2}$ as $|x| \to \infty$:
\[
\mathcal{H}(f)(x) = \frac{1}{\pi} \text{p.v.} \int_{\mathbb{R}} f(t) \left( \frac{1}{x-t} + \frac{t}{t^2 + 1} \right) dt, \quad f \in L^1(\mathbb{R}, \langle x \rangle^{-2}dx).
\] (2.7)
Again, for $f \in C_0^\infty$ or continuously differentiable, we have a similar expression to (2.2) and in general, the formula (2.7) converges almost everywhere when $f \in L^1(\mathbb{R}, \langle x \rangle^{-2}dx)$.

If $f \in L^1(\mathbb{R}, \langle x \rangle^{-1}dx)$, then definition differs from the standard Hilbert transform (2.1) by a constant $c(f) = \int_{\mathbb{R}} \frac{tf(t)}{t^2 + 1} dt$. Moreover, since the Hilbert transform $\mathcal{H}$ of a constant function is zero, we have the inversion formula up to constants: say for $f \in L^2(\mathbb{R})$,
\[
\mathcal{H}(\mathcal{H}(f)) = -f + c(\mathcal{H}_0(f)).
\] (2.8)
Again, we can extend (2.8) to all functions $f \in L^1(\mathbb{R}, \langle x \rangle^{-2}dx)$ with $\mathcal{H}(f) \in L^1(\mathbb{R}, \langle x \rangle^{-2}dx)$ by replacing $c(\mathcal{H}_0(f))$ with a constant depending on $f$.

Later we are mainly concerned with the Lipschitz norm of the Hilbert transform of a function. Assume that $f \in C^\infty(\mathbb{R})$ with $\langle x \rangle^{-1}f(x) \to 0$ as $|x| \to \infty$ and $f' \in L^1(\mathbb{R}, \langle x \rangle^{-1}dx)$. In particular, such $f$ are in $L^1(\mathbb{R}, \langle x \rangle^{-2}dx)$ and by direct computation we have

$$\mathcal{H}(f') = \mathcal{H}_0(f').$$

Here are some examples that we will use later in the proof.

**Example 2.3.** Let $f(x) = \log(x^2 + 1)$, then

$$f'(x) = \frac{2x}{x^2 + 1}$$

and we can compute

$$\mathcal{H}(f)'(x) = \mathcal{H}_0(f')(x) = -\frac{2}{x^2 + 1}.$$ (2.9)

either by explicit integration or rewriting $f'(x) = (x+i)^{-1} + (x-i)^{-1}$ and use the definition (2.3).

**Example 2.4.** Let $f(x) = \langle x \rangle^{1/2}$, then $f'(x) = \frac{1}{2}x\langle x \rangle^{-3/2}$ and we can estimate the $L^\infty$ norm of

$$\mathcal{H}(f)'(x) = \mathcal{H}_0(f') = \text{p.v.} \int_{\mathbb{R}} \frac{f'(x-t)}{t} dt = I_1 + I_2.$$

where

$$I_1 = \int_{-1}^{1} \frac{f'(x-t) - f'(x)}{t} dt$$

and

$$I_2 = \int_{|t| \geq 1} \frac{f'(x-t)}{t} dt.$$

Since $f'' = \frac{1}{2}(x)^{-3/2} - \frac{3}{4}x^2(x)^{-7/2}$, we see that $\|f''\|_{L^\infty} \leq \frac{3}{4}$ and thus $|I_1| \leq \frac{3}{2}$. For $I_2$, we have

$$|I_2| \leq \int_{|t| \geq 1} |t|^{-1} (x-t)^{-1/2} dt \leq I'_1 + I'_2 + I'_3$$

where

$$I'_1 = \int_{|t| \geq \max\{2|x|, 1\}} |t|^{-1} (x-t)^{-1/2} dt \leq \int_{|t| \geq \max\{2|x|, 1\}} |t|^{-1} \left| \frac{t}{2} \right|^{-1/2} dt \leq 4\sqrt{2}$$

$$I'_2 = \int_{|x/2| \leq |t| \leq 2|x|} |t|^{-1} (x-t)^{-1/2} dt \leq \int_{|x/2| \leq |t| \leq 2|x|} \frac{2}{|x|} dt = 6$$
\[ I_3 = \int_{1 \leq |t| \leq |x|/2} |t|^{-1} (x-t)^{-1/2} dt \leq \int_{1 \leq |t| \leq |x|/2} |t|^{-3/2} dt \leq 2 \int_1^\infty t^{-3/2} dt = 4. \]

Therefore we have
\[
\| \mathcal{H}(f)' \|_{L^\infty} = \| \mathcal{H}_0(f)' \|_{L^\infty} \leq 20. \tag{2.10}
\]

2.4. **Hardy space and outer functions.** We recall the definition of the Hardy space on the real line

\[ H^2 = H^2(\mathbb{R}) = \{ f \in L^2(\mathbb{R}) : \text{supp} \hat{f} \subset [0, \infty) \}. \]

If \( f \in L^2(\mathbb{R}) \), then \( f + i\mathcal{H}_0(f) \in H^2(\mathbb{R}) \) since by (2.3), we have

\[ \mathcal{F}(f + i\mathcal{H}_0(f))(\xi) = 2 \cdot 1_{[0,\infty)}(\xi) \hat{f}(\xi). \]

The space of the modulus of functions in \( H^2 \) can be characterized by the logarithmic integral: for \( \omega \in L^2 \), \( \omega \geq 0 \), we define

\[ \mathcal{L}(\omega) := \int_{\mathbb{R}} \frac{\log \omega(x)}{1 + x^2} dx. \tag{2.11} \]

**Theorem 2.5.** If \( f \in H^2 \), and \( \mathcal{L}(|f|) = -\infty \), then \( f \equiv 0 \). On the other hand, if \( \omega \in L^2 \), and \( \mathcal{L}(\omega) > -\infty \), then there exists a function \( f \in H^2 \) with \( |f| = \omega \), unique up to multiplication by a complex constant with unit modulus.

For the proof, we refer to [HJ94, §1.5]. For the second statement, we have the following construction of \( f \): Let \( \Omega = -\log \omega \), then \( \Omega \in L^1(\mathbb{R}; \langle x \rangle^{-2} dx) \). Therefore we can define \( \widetilde{\Omega} = \mathcal{H}(\Omega) \) and take

\[ f = ae^{-\langle \Omega + i\widetilde{\Omega} \rangle}, \quad |a| = 1. \tag{2.12} \]

We call functions of the form (2.12) for general \( \Omega \in L^1(\mathbb{R}; \langle x \rangle^{-2} dx) \) outer functions. The class of outer functions contains all nonzero functions in \( H^2 \), but also other functions that are not in \( L^2 \). The class of outer function is also closed under multiplication: if \( f \) and \( g \) are both outer functions, then so is \( fg \). Moreover, if two outer functions \( f \) and \( g \) have the same modulus, i.e. \( |f| = |g| \) everywhere, then there is a constant \( c \in \mathbb{C} \) with \( |c| = 1 \) such that \( f = cg \).

3. **An effective multiplier theorem**

In this section, we prove an effective multiplier theorem, which is actually weaker than the Beurling–Malliavin Theorem 1.4. It is essentially [MNH06, Theorem 1], but we follow the proof there carefully to give an explicit lower bound on \( \psi \).

We start with the following lemma from [MNH06, §1.9] which gives a sufficient condition for a function to be modulus of the Fourier transform of a function supported in \([0, \sigma]\).
Lemma 3.1. Assume that $\omega = e^{-\Omega} \in L^2$ and $L(\omega) > -\infty$. In addition, we assume that $\omega^2 e^{2\pi i \sigma x}$ is an outer function. Then there exists $\psi \in L^2$ with $\text{supp } \psi \subset [0, \sigma]$ and $|\hat{\psi}| = \omega$.

Proof. First, we choose $f \in H^2$ such that $|f| = \omega$, then $f^2$ is an outer function with $|f^2| = \omega^2$. But by our assumption so is $\omega^2 e^{2\pi i \sigma x}$. Therefore there is a constant $c$ with $|c| = 1$ such that $f^2 = c \omega^2 e^{2\pi i \sigma x}$. On the other hand, $\omega^2 = \bar{f} f$, so we have $f = c \bar{f} e^{2\pi i \sigma x}$ and thus $f e^{2\pi i \sigma x} \in H^2$. This implies that $\text{supp } \hat{f}$ is contained in $(-\infty, \sigma]$ and thus in $[0, \sigma]$. We can now take $\psi(\xi) = (F^{-1} f)(\xi + \sigma)$. \hfill $\square$

Now we can state our main theorem in this section.

Theorem 3.2. Assume that $0 < \omega \leq 1$ satisfies $L(\omega) > -\infty$, and

$$\| (\mathcal{H}(\Omega))' \|_{L^\infty} \leq \frac{\pi}{2} \sigma,$$ \hfill (3.1)

where $0 < \sigma < 1/10$, $\Omega = -\log \omega$ and $\mathcal{H}$ is the Hilbert transform defined in (2.7). Then there is $\psi \in L^2(\mathbb{R})$ with

$$\text{supp } \psi \subset [0, \sigma], \quad |\hat{\psi}| \leq \omega,$$ \hfill (3.2)

and

$$\|\hat{\psi}\|_{L^2[-1,1]} \geq \frac{\sigma^6}{600000} \min(\|\omega\|_{L^2(1/2,1)}, \|\omega\|_{L^2(-1,-1/2)}).$$ \hfill (3.3)

Proof. We follow the proof in [MNH06]. The idea is to find some $\tilde{\omega}$ satisfying the assumption of Lemma 3.1 such that $0 \leq \tilde{\omega} \leq \omega$. In particular, we need $\tilde{\omega}^2 e^{2\pi i \sigma x}$ to be an outer function, in other word, for some constant $c$,

$$\mathcal{H}(2 \log \tilde{\omega}) \equiv 2\pi \sigma x + c \mod 2\pi.$$

If we write $\tilde{\omega} = \tilde{m} \omega$ with $0 \leq \tilde{m} \leq 1$, then we need to solve

$$2 \mathcal{H}(\log \tilde{m}) \equiv 2\pi \sigma x + c - 2 \mathcal{H}(\log \omega) \mod 2\pi$$

or equivalently,

$$\mathcal{H}(\log \tilde{m}) \equiv \pi \sigma x + \frac{c}{2} - \mathcal{H}(\log \omega) \mod \pi.$$ \hfill (3.4)

To obtain $\log \tilde{m}$, we hope to use the inversion formula (2.8) which requires to take Hilbert transform of $\mathcal{H}(\log \tilde{m})$. The way to make this Hilbert transform meaningful is to modify the right-hand side of (3.4) by constant multiples of $\pi$ to make it bounded. For example, if $\omega \equiv 1$, then $\mathcal{H}(\log \omega) \equiv 0$ and we can take the sawtooth function (see Figure 1)

$$s(x) = \pi \sigma x - \pi \lfloor \sigma x \rfloor - \frac{\pi}{2}.$$

Then $\log \tilde{m} = -\mathcal{H}(s)$ solves (3.4) when $\omega \equiv 1$. 


In general, we also need to make sure that \( \tilde{\omega} = \tilde{m} \omega \in L^2 \). However, in the construction, \( \tilde{m} \) may grow polynomially while \( \omega \) is merely bounded. To handle this issue, we start the argument above with \( \omega \) replaced by some function which already decays polynomially so that the \( \tilde{\omega} \) we obtain is in \( L^2 \).

To be more precise, we first set
\[
\omega_0(x) = \frac{\omega(x)}{(x^2 + T^2)^3}, \quad \Omega_0 = -\log \omega_0
\]
where \( T \) will be chosen in a moment. Then
\[
\Omega_0 = \Omega + 3 \log(x^2 + T^2)
\]
and by (2.9), we can compute
\[
\mathcal{H}(\log(x^2 + T^2))' = \mathcal{H}(\log((\frac{x^2}{T^2} + 1)))' = T^{-1} \mathcal{H}(\log(x^2 + 1))(\cdot/T) = \frac{-2T}{x^2 + T^2}.
\]
Therefore if we choose \( T = \frac{12}{\pi \sigma} \), then
\[
\|\mathcal{H}(\Omega_0)\|_{L^\infty} \leq \|\mathcal{H}(\Omega)\|_{L^\infty} + 3\|\mathcal{H}(\log(x^2 + T^2))\|_{L^\infty} \leq \pi \sigma.
\]

Let \( m = e^{-M} \) where \( M = \mathcal{H}(s) \) and \( s \) is the function defined by
\[
s(x) = s_0(x) - \pi k(x) - \frac{\pi}{2}
\]
(see Figure 2) where
\[
s_0(x) = \pi \sigma x + \mathcal{H}(\Omega_0)(x), \quad k(x) = |\pi^{-1}s_0(x)|.
\]
We remark that \( s_0 \) is monotone increasing and so is \( k \). Moreover, \( k \) only takes integer values. Now we have \( s \in L^\infty \) and thus in \( L^1(\mathbb{R}, \langle x \rangle^{-2} dx) \). Moreover, \( \|s\|_{L^\infty} \leq \frac{\pi}{2} \). By
definition (2.7) of $H$, we can write $M(x) = J_1 + J_2 + J_3$ where

$$J_1 = \frac{1}{\pi} \int_{|x-t|<1/2} \frac{s(t) - s(x)}{x-t} dt;$$

$$J_2 = \frac{1}{\pi} \int_{|x-t|<1/2} s(t) \frac{t}{t^2 + 1} dt;$$

and

$$J_3 = \frac{1}{\pi} \int_{|x-t|\geq 1/2} s(t) \left( \frac{1}{x-t} + \frac{t}{t^2 + 1} \right) dt.$$

Since for all $t \in \mathbb{R}$, $\left| \frac{t}{t^2 + 1} \right| \leq 1/2$, we have the bound for $J_2$:

$$|J_2| \leq \frac{1}{\pi} \cdot \|s\|_{L^\infty} \cdot \frac{1}{2} \leq \frac{1}{4}. \quad (3.7)$$

Also, we have

$$|J_3| \leq \frac{1}{\pi} \|s\|_{L^\infty} \int_{|x-t|\geq 1/2} \left| \frac{1}{x-t} + \frac{t}{t^2 + 1} \right| dt.$$

Here the integral can be computed explicitly by

$$\int_{|x-t|\geq 1/2} \left| \frac{1}{x-t} + \frac{t}{t^2 + 1} \right| dt = \frac{1}{2} \log((2x+1)^2 + 4) + \frac{1}{2} \log((2x-1)^2 + 4) + \log(x^2 + 1) \leq 6 \log(|x| + 2).$$

Therefore we have the following bound on $J_3$:

$$|J_3| \leq 3 \log(|x| + 2). \quad (3.8)$$

Finally, we need to bound $|J_1|$, at least for some part of $|x| \leq 1$. By (3.6), $s_0(x) = \pi \sigma x + H(\Omega_0)(x)$ is monotone increasing with $\|s_0\|_{L^\infty} \leq 2\pi \sigma$. In particular, as we assume
that $\sigma < \frac{1}{10}$, we see that $\|s_0\|_{L^\infty} < \frac{\pi}{4}$ and thus the monotone increasing function $k(x) = \lfloor \pi^{-1} s_0(x) \rfloor$ can take at most two different values on $[-2, 2]$. Therefore $k$ is either constant on $[0, 2]$ or on $[-2, 0]$. Without loss of generality, we assume that $k(x)$ is constant on $[0, 2]$, then for $x \in (0, 2)$, $s$ is Lipschitz with

$$
\|s'(x)\|_{L^\infty} \leq \pi \sigma + \|\mathcal{H}(\Omega_0)\|_{L^\infty} \leq 2 \pi \sigma
$$

Therefore for $x \in (1/2, 1)$,

$$
|J_1| \leq \frac{1}{\pi} \int_{|x-t|<1/2} \left| \frac{s(t) - s(x)}{x-t} \right| dt \leq \frac{1}{\pi} \|s'(x)\|_{L^\infty} \leq 2 \sigma. \quad (3.9)
$$

For all $x$, we only have a lower bound on $J_1$. Since $s_0(x) = \pi \sigma x + \mathcal{H}(\Omega_0)(x)$ is monotone increasing, $k(x)$ is also monotone increasing. Therefore

$$
J_1 \geq \frac{1}{\pi} \int_{|x-t|<1/2} \frac{s_0(t) - s_0(x)}{x-t} dt \geq -\frac{1}{\pi} (\pi \sigma + \|\mathcal{H}(\Omega_0)\|_{L^\infty}) \geq -2 \sigma. \quad (3.10)
$$

Now combining (3.7), (3.8) and (3.9), we have the following estimates on $M$ on $(1/2, 1)$:

$$
|M(x)| \leq 2 \sigma + \frac{1}{4} + 3 \log 3 \leq 5. \quad (3.11)
$$

and using (3.10), we have for all $x$,

$$
M(x) \geq -2 \sigma - \frac{1}{2} - 3 \log(|x| + 2) \geq -1 - 3 \log(|x| + 2). \quad (3.12)
$$

Recall that $m = e^{-M}$, We shall apply Lemma 3.1 to the function $\tilde{\omega} = \frac{1}{3} m \omega_0$. We need to check that $\tilde{\omega}$ satisfies all the assumptions there. First, we note that by (3.12),

$$
0 \leq \tilde{\omega} \leq \frac{e}{3} (|x| + 2)^3 \omega_0 \leq \frac{\omega}{x^2 + T^2},
$$

so $0 \leq \tilde{\omega} \leq \omega$ and $\tilde{\omega} \in L^2$. Moreover, (3.12) also implies that

$$
\mathcal{L}(\tilde{\omega}) = \mathcal{L}(m/3) + \mathcal{L}(\omega_0) > -\infty.
$$

From the construction of $M = \mathcal{H}(s)$ and the inversion formula (2.8), we see that

$$
\mathcal{H}(-2M - 2\Omega_0) = 2s - 2\mathcal{H}(\Omega_0) - 2c(M) = 2\pi \sigma x - 2\pi k(x) - \pi - 2c(M)
$$

where $k(x)$ always takes integer values (so that $e^{2\pi i k(x)} \equiv 1$) and $c(M)$ is a constant. Therefore for some constant $a$ with $|a| = 1$,

$$
\tilde{\omega}^2 e^{2\pi i \sigma x} = \frac{1}{9} e^{-2M - 2\Omega_0 + 2\pi i \sigma x} = \frac{a}{9} e^{-2M - 2\Omega_0 + i \mathcal{H}(-2M - 2\Omega_0)}
$$

which shows that $\tilde{\omega}^2 e^{2\pi i \sigma x}$ is an outer function.
Now by Lemma 3.1, there exists \( \psi \in L^2 \) supported in \([0, \sigma]\) with \( |\hat{\psi}| = \tilde{\omega} \leq \omega \). Moreover, on \((1/2, 1)\), by (3.11), and recall that \( T = \frac{12}{\pi \sigma} \), we have
\[
|\hat{\psi}(x)| = \tilde{\omega}(x) \geq \frac{13}{3}(1 + T^2)^{-3}e^{-5}\omega(x) \geq \frac{\sigma^6}{600000}\omega(x)
\]
which gives a lower bound
\[
\|\hat{\psi}\|_{L^2(1/2, 1)} \geq \frac{\sigma^6}{600000}\|\omega\|_{L^2(1/2, 1)}.
\]
This finishes the proof. \( \square \)

4. Proof of the main theorem

Now we follow the argument in Bourgain-Dyatlov [BoDy16, Section 3] with careful treatment of all the constants to finish the proof of Theorem 1.2. We recall the notation that \( K \) denotes a universal constant which is often large and varies from line to line.

4.1. A multiplier adapted to the regular sets. We first prove an effective version of [BoDy16, Lemma 3.1] which gives a multiplier adapted to regular sets, with the help of Theorem 3.2.

**Lemma 4.1.** Assume that \( Y \subset [-\alpha_1, \alpha_1] \) is a \( \delta \)-regular set with constant \( C_R \) on scales 2 to \( \alpha_1 \) and \( \delta \in (0, 1) \). Fix \( 0 < c_1 < 1 \), then there exist a function \( \psi \in L^2(\mathbb{R}) \) such that
\[
\text{supp } \psi \subset \left[ -\frac{c_1}{10}, \frac{c_1}{10} \right],
\]
\[
\|\hat{\psi}\|_{L^2([-1, 1])} \geq c_2,
\]
\[
|\hat{\psi}(\xi)| \leq \exp(-c_3\langle \xi \rangle^{1/2}), \quad \forall \xi \in \mathbb{R}
\]
\[
|\hat{\psi}(\xi)| \leq \exp(-c_3(\log |\xi|)^{-1+\delta/2}|\xi|), \quad \forall \xi \in Y, |\xi| \geq 10,
\]
with
\[
c_2 = c_1^6 K, \quad c_3 = \frac{c_1\delta(1 - \delta)}{KC_R^2}.
\]

**Proof.** Recall that in the proof of [BoDy16, Lemma 3.1], we construct a specific weight \( \omega \) adapted to the regular set \( Y \). By Proposition 2.2, we first cover \( Y \) by nonoverlapping intervals: Let \( A_n = [-2^{n+1}, -2^n] \cup [2^n, 2^{n+1}] \), then we have a collection \( J_n \) of \( N_n \) intervals of size \( \rho_n := n^{-\frac{1}{1+\delta}}2^n \) such that each elements is of the form \( \rho_n[j, j + 1], j \in \mathbb{Z} \), intersects \( A_n \) and
\[
Y \cap A_n \subset \bigcup_{J \in J_n} J.
\]
Moreover, the number $N_n$ of the intervals in $\mathcal{J}_n$ satisfies
\[
N_n \leq 24C_R^2 \left( \frac{2n}{\rho_n} \right) \delta = 24C_R^2 n^{\delta(1+\delta)/2}.
\]

We fix a cutoff function $\chi(\xi) \in C^\infty(\mathbb{R}; [0, 1])$ such that
\[
\supp \chi \subset [-1, 1], \quad \sup |\partial_\xi \chi| \leq 10, \quad \chi = 1 \text{ on } [-1/2, 1/2].
\]

For an interval $J$ with center $\xi_J$, define the cutoff function $\chi_J \in C^\infty(\mathbb{R})$ by rescaling $\chi$:
\[
\chi_J(\xi) := \left( |J| T_{\xi_J} D|_J \chi \right)(\xi) = |J| \chi \left( \frac{\xi - \xi_J}{|J|} \right).
\]

Then $\chi_J$ satisfies the following
\[
\supp \chi_J \subset \tilde{J} = \xi_J + [-|J|, |J|], \quad \chi_J = |J| \text{ on } J,
\]
\[
0 \leq \chi_J \leq |J|, \quad \sup |\partial_\xi \chi_J| \leq 10.
\]

Now we define $\omega \in C^\infty(\mathbb{R}; (0, 1))$ by
\[
\omega(\xi) = \exp\left(-\langle \xi \rangle^{1/2}\right) \prod_{n=1}^{n_1} \prod_{J \in \mathcal{J}_n} \exp(-10\chi_J),
\]
and $\Omega := -\log \omega = \Omega_1 + 10\Omega_2$ where $\Omega_1(\xi) = \langle \xi \rangle^{1/2}$, and
\[
\Omega_2 = \sum_{n=1}^{n_1} \sum_{J \in \mathcal{J}_n} \chi_J.
\]

First, as in [BoDy16, Lemma 3.1], we have
\[
\mathcal{L}(\omega) = -\int \frac{\Omega(x)}{1 + x^2} dx > -\infty
\]

We can bound $\|\mathcal{H}(\Omega)'\|_{L^\infty}$ uniformly in $\alpha_1$. First, by (2.10), we see that
\[
\|\mathcal{H}(\Omega_1)'\|_{L^\infty} \leq 20. \tag{4.1}
\]

For
\[
\mathcal{H}(\Omega_2)' = \mathcal{H}_0(\Omega_2') = \sum_{n=1}^{n_1} \sum_{J \in \mathcal{J}_n} \mathcal{H}_0(\chi_J'),
\]
we have by (2.5), $\mathcal{H}_0(\chi_J') = \tilde{\chi} \left( \frac{\tilde{\xi}_J}{|J|} \right)$, where $\tilde{\chi}(x) = \mathcal{H}_0(\chi)'(x)$ is smooth and by (2.6), satisfies the bound
\[
|\tilde{\chi}(x)| \leq \frac{K}{1 + x^2}. \tag{4.2}
\]
Now assume that $\xi \in [2^m, 2^{m+1}]$ for some $m \geq 1$. We estimate

$$\mathcal{H}(\Omega_2)'(\xi) = \sum_{n=1}^{n_1} \sum_{J \in \mathcal{J}_n} \tilde{\chi} \left( \frac{\xi - \xi_J}{|J|} \right),$$

by considering different cases for $n$.

When $n \geq m + 3$, for each $J \in \mathcal{J}_n$,

$$|\xi - \xi_J| \geq 2^n - \xi - \frac{1}{2} \rho_n \geq 2^{n-1} - \xi \geq 2^n - 2^{n/2} \rho_n \geq 2^{n - \frac{3}{2}},$$

thus by (4.2),

$$\left| \tilde{\chi} \left( \frac{\xi - \xi_J}{|J|} \right) \right| \leq K n^{-1 - \delta}.$$

As there are totally $N_n$ intervals in $\mathcal{J}_n$,

$$\sum_{J \in \mathcal{J}_n} \left| \tilde{\chi} \left( \frac{\xi - \xi_J}{|J|} \right) \right| \leq K N_n n^{-1 - \delta} \leq K C_R^2 n^{-1 - \frac{1}{2}(\delta - \delta^2)}. \quad (4.3)$$

When $n \leq m - 2$, for each $J \in \mathcal{J}_n$,

$$|\xi - \xi_J| \geq \xi - 2^{n+1} - \frac{1}{2} \rho_n \geq 2^{n+1} - \xi \geq 2^n = n^{\frac{1}{2} - \frac{1}{2}} |J|,$$

thus we have (4.3) again, as above.

Finally, for each individual $n$, since all $J \in \mathcal{J}_n$ are non-overlapping and have the same length, the points $\frac{\xi - \xi_J}{|J|}$ for $J \in \mathcal{J}_n$ are separated from each other by distance at least 1. Therefore we have

$$\sum_{J \in \mathcal{J}_n} \left| \tilde{\chi} \left( \frac{\xi - \xi_J}{|J|} \right) \right| \leq 2 \sum_{n=0}^{\infty} \frac{K}{1 + n^2} \leq K. \quad (4.4)$$

Combining (4.3) and (4.4), we get

$$|\mathcal{H}(\Omega_2)'| \leq K + K C_R^2 \sum_{n=1}^{\infty} n^{-1 - \frac{1}{2}(\delta - \delta^2)} \leq \frac{K C_R^2}{\delta(1 - \delta)}. \quad (4.5)$$

Now we have the uniform bound for $\mathcal{H}(\Omega)'$ from (4.1) and (4.5)

$$\|\mathcal{H}(\Omega)'\|_{L^\infty} \leq \frac{K C_R^2}{\delta(1 - \delta)}.$$

For $\xi \in [-2, 2]$, we can get the same upper bound similarly. Now we can apply Theorem 3.2 to $\omega^{\mathcal{F}_3}$ to conclude the proof. □
4.2. The iterative step. We also need the following bound on functions with compactly supported Fourier transform [BoDy16, Lemma 3.2] but with explicit constants.

**Lemma 4.2.** Assume that $I$ is a nonoverlapping collection of intervals of size 1 each, and for each $I ∈ I$ we choose a subinterval $I''$ with $|I''| = c_0 > 0$ independent of $I$. Then for all $r ∈ (0, 1)$, $κ ∈ (0, 8e^{-2/r})$, and $f ∈ L^2(\mathbb{R})$ with $\hat{f}$ compactly supported, we have

$$\sum_{I ∈ I} \|f\|_{L^2(I)}^2 \leq \frac{K}{c_0 r} \left( \sum_{I ∈ I} \|f\|_{L^2(I''')}^2 \right)^κ \|e^{2πr|ξ|} \hat{f}(ξ)\|_{L^2}^{2(1 - κ)}. \quad (4.6)$$

We remark that in [BoDy16, Lemma 3.2], we have $C/r$ instead of $K/c_0 r$ on the right-hand side of (4.6) with $C$ depending only on $c_0$. The dependence of $C$ on $c_0$ comes from [BoDy16, (3.16)] and is given by [BoDy16, Lemma 2.13]:

$$C = \left( \int_{0}^{c_0} (x(c_0 - x))^{-2/3} dx \right)^3 \leq K/c_0.$$

Now let $\mathcal{I} = \{[j, j + 1] : j ∈ \mathbb{Z}\}$ and for each $I ∈ \mathcal{I}$, we are given a subinterval $I' ⊂ I$ with $|I'| = c_1 > 0$ independent of $I$. Define

$$U' = \bigcup_{I ∈ \mathcal{I}} I'.$$

As in [BoDy16, §3.3], using the previous two lemmas, we obtain the following lemma (see [BoDy16, Lemma 3.4]). We note that in [BoDy16], the notation is slightly different: the letter $K$ (instead of $M$) is used to denote the frequency separating the low frequency part and the high frequency part. However, we use $M$ since $K$ is always a universal constant in our notation.

**Lemma 4.3.** Assume that $Z ⊂ [-α_1, α_1]$ is $δ$-regular with constant $C_R$ on scales 1 to $α_1 ≥ 2$. Then for all $f ∈ L^2(\mathbb{R})$ with supp $\hat{f} ⊂ Z$, all $M > 10$, and

$$κ = \exp(-C_1(\log M)^{1/3}),$$

we have

$$\|\hat{f}\|_{L^2(\mathbb{R})}^2 \leq C_2 M^{21} \left( \|1_{U'} f\|_{H^{-10}}^2 + \exp(-C_3^{-1}(\log M)^{-1/3} M) \|f\|_{H^{-10}}^2 \right)^κ \|f\|_{H^{-10}}^{2(1 - κ)}.$$

Here

$$C_1 = \frac{KC_R^2(1 + \log(1/c_1))}{c_1 δ(1 - δ)}, \quad C_2 = \frac{KC_R^{62}}{c_1^{44}δ^{31}(1 - δ)^{31}}, \quad C_3 = \frac{KC_R^2}{c_1 δ(1 - δ)}. \quad (4.7)$$

**Proof.** For each $I ∈ \mathcal{I}$, let $I'' ⊂ I'$ be the interval with the same center as $I'$ and

$$|I''| = \frac{1}{2}|I'| = \frac{1}{2}c_1.$$
Denote
\[ U'' = \bigcup_{I \in I} I'' . \]

Apply Lemma 4.1 to \( Y = Z(2) := Z + [-2, 2] \subset [-(\alpha_1 + 2), \alpha_1 + 2] \) which is a \( \delta \)-regular set with constant \( 100C_R \) on scales \( 2 \) to \( \alpha_1 + 2 \):

\[
\text{supp } \psi \subset \left[ -\frac{c_1}{10}, \frac{c_1}{10} \right] \quad (4.8)
\]

\[
\| \hat{\psi} \|_{L^2((-1,1))} \geq c_2 \quad (4.9)
\]

\[
|\hat{\psi}(\xi)| \leq \exp(-c_3(\xi)^{1/2}), \quad \forall \xi \in \mathbb{R} \quad (4.10)
\]

\[
|\hat{\psi}(\xi)| \leq \exp(-c_3(\log|\xi|)^{-(1+\delta)/2}|\xi|), \quad \forall \xi \in \mathcal{X}, |\xi| \geq 10, \quad (4.11)
\]

with
\[
c_2 = \frac{c_1^6}{K}, \quad c_3 = \frac{c_1\delta(1-\delta)}{KC_R^2}. \]

For \( \eta \in [-2, 2] \), we define \( f_\eta(x) = e^{2\pi i \eta x} f(x) \) so that \( \hat{f}_\eta(\xi) = \hat{f}(\xi - \eta) \). We put
\[ g_\eta = f_\eta * \psi \in L^2(\mathbb{R}). \]

By (4.8), we see that on \( U'' \), \( g_\eta = (1_{U''} f_\eta) * \psi \) where \( 1_{U''} f_\eta(x) = e^{2\pi i \eta x} 1_{U''} f(x) \), so
\[
\|g_\eta\|_{L^2(U'')} \leq \|(1_{U''} f_\eta) * \psi\|_{L^2} = \|1_{U''} \hat{f}_\eta(\xi) \hat{\psi}(\xi)\|_{L^2} = \|1_{U''} \hat{f}(\xi - \eta) \hat{\psi}(\xi)\|_{L^2}.
\]

Therefore using
\[
\sup_{\xi \in \mathbb{R}, |\eta| \leq 2} |\langle \xi \rangle^{10} \hat{\psi}(\xi + \eta)| \leq \sup_{\xi \in \mathbb{R}, |\eta| \leq 2} \langle \xi \rangle^{10} \exp(-c_3(\xi + \eta)^{1/2}) \leq C_4 := Kc_3^{-20}.
\]

we get the \( L^2 \)-bound of \( g_\eta \) on \( U'' \):
\[
\|g_\eta\|_{L^2(U'')} \leq C_4 \|1_{U''} f\|_{H^{-10}}. \quad (4.12)
\]

On the other hand, since \( \text{supp } \hat{f}_\eta \subset Z(2) \), by (4.11), for all \( \xi \),
\[
|\hat{g}_\eta(\xi)| \leq \exp(-c_3(\log(10 + |\xi|))^{-1/2} \xi|\xi|) |\hat{f}_\eta(\xi)|.
\]

We take
\[
r := \frac{c_3}{10} \left( \log M \right)^{-\frac{1+\delta}{2}} \in (0, 1)
\]

so that
\[
\sup_{|\xi| \leq M} e^{2\pi|\xi|} \exp(-c_3(\log(10 + |\xi|))^{1/2} \xi|\xi|) \leq 1. \quad (4.13)
\]

Now we decompose \( g_\eta = g_1 + g_2 \) where \( g_1, g_2 \in L^2 \) and
\[
\text{supp } \hat{g}_1 \subset \{ |\xi| \leq M \}, \quad \text{supp } \hat{g}_2 \subset \{ |\xi| \geq M \}.
\]
Then by (4.13), we get
\[ \|e^{2\pi r|\xi|}\hat{g}_1(\xi)\|_{L^2} \leq KM^{10}\|f\|_{H^{-10}}. \] (4.14)

For \( g_2 \), we can use
\[ \sup_{|\eta| \leq 2} \sup_{|\xi| \geq M} \exp(-c_3(\log(10 + |\xi|)) \frac{1 + \delta}{2} |\xi|) \langle \xi - \eta \rangle \leq C_5 \exp(-C_6^{-1}(\log M) \frac{1 + \delta}{2} M) \]
with \( C_5 = K/c_3^1 \), \( C_6 = K/c_3 \) to get
\[ \|g_2\|_{L^2} \leq C_5 \exp(-C_6^{-1}(\log M) \frac{1 + \delta}{2} M)\|f\|_{H^{-10}}. \] (4.15)

Now we apply Lemma 4.2 to \( g_1 \), so
\[ \|g_1\|_{L^2}^2 \leq \frac{K}{c_1 r} \|g_1\|_{L^2(U^{\eta})} \|e^{2\pi r|\xi|}\hat{g}_1(\xi)\|_{L^2}^{2(1-\kappa)} \leq \frac{KM^{20}}{c_1 r} \|g_1\|_{L^2(U^{\eta})}\|f\|_{H^{-10}}^{2(1-\kappa)} \]
where
\[ \kappa := \exp(-C_7/r) = \exp(-C_8(\log K) \frac{1 + \delta}{2}) < \frac{c_1}{16} e^{-2/r}, \]
and \( C_7 = 6 - \log c_1, C_8 = 10C_7/c_3 \). But by (4.12)
\[ \|g_1\|_{L^2(U^{\eta})} \leq \|g_\eta\|_{L^2(U^{\eta})} + \|g_2\|_{L^2} \leq C_4\|1_{U^{\eta}}f\|_{H^{-10}} + \|g_2\|_{L^2}. \]
Therefore
\[ \|g_1\|_{L^2}^2 \leq \frac{KM^{20}}{c_1 r} (C_4\|1_{U^{\eta}}f\|_{H^{-10}} + \|g_2\|_{L^2})^{2\kappa}\|f\|_{H^{-10}}^{2(1-\kappa)} \]
and by (4.15), we have
\[ \|g_1\|_{L^2}^2 \leq C_9 M^{20}r^{-1}(\|1_{U^{\eta}}f\|_{H^{-10}} + \exp(-C_6^{-1}(\log M) \frac{1 + \delta}{2} M)\|f\|_{H^{-10}})\|f\|_{H^{-10}}^{2(1-\kappa)}, \] (4.16)
where
\[ C_9 = \frac{K C_4 C_5}{c_1} = \frac{K}{c_1 c_3^1}, \quad r^{-1} = \frac{10}{c_3} (\log M) \frac{1 + \delta}{2} \leq K M/c_3. \]
Finally, combining (4.16) and (4.15), we get
\[ \|g_\eta\|_{L^2}^2 \leq C_{10} M^{21}(\|1_{U^{\eta}}f\|_{H^{-10}} + \exp(-C_{11}^{-1}(\log M) \frac{1 + \delta}{2} M)\|f\|_{H^{-10}})\|f\|_{H^{-10}}^{2(1-\kappa)} \] (4.17)
where
\[ C_{10} = \frac{K}{c_1 c_3^1} = \frac{KC_R^{10}}{c_1^2 \delta^{31}(1 - \delta)^{31}}, \quad C_{11} = \frac{KC_R^{2}}{c_1 \delta(1 - \delta)}. \]
By (4.9),
\[ \|\widehat{f}^\eta\|_{L^2(U^{\eta})} \leq c_2^{-2} \int_{-1}^{1} \int_{-1}^{1} |\widehat{f}(\xi) \widehat{\psi}(\xi)|^2 d\xi d\eta \leq c_2^{-2} \int_{-1}^{1} \int R |\widehat{f}(\xi - \eta) \widehat{\psi}(\xi)|^2 d\xi d\eta \]
Using
\[ \widehat{g}_\eta(\xi) = \widehat{f}_\eta(\xi) \widehat{\psi}(\xi) = \widehat{f}(\xi - \eta) \widehat{\psi}(\xi) \]
and (4.17), we can finish the proof. \( \square \)
This allows us to get the following quantitative unique continuation result on functions with Fourier support in a regular set.

**Theorem 4.4.** Assume that $Y \subset [-\alpha_1, \alpha_1]$ is $\delta$-regular with constant $C_R$ on scales 1 to $\alpha_1$, and $\delta \in (0, 1)$. Then for all $f \in L^2(\mathbb{R})$, with supp $\hat{f} \subset Y$,

$$\|f\|_{L^2(U')} \geq c_4 \|f\|_{L^2}$$

where

$$c_4 = \exp\left[ -\exp\left( K \left( \frac{C_R^2 (\log M)^{1+\delta}}{c_1 \delta (1-\delta)} \right)^{\frac{\kappa}{1-\kappa}} \right) \right].$$

**Proof.** For $\ell \in \mathbb{Z}$, we define $f_\ell(x) = e^{2\pi i \ell x} f(x)$, then $\hat{f}_\ell(\xi) = \hat{f}(\xi - \ell)$ and supp $\hat{f}_\ell \subset Y + \ell \subset [-2\alpha_1, 2\alpha_1]$. Apply Lemma 4.3 to $f_\ell$ with $Z = Y + \ell$ which is $\delta$-regular with constant $4C_R$ on scales 1 to $2\alpha_1$, we get for all $M > 10$, and

$$\kappa = \exp(-C_1 (\log M)^{\frac{1+\delta}{2}}),$$

$$\|\hat{f}_\ell\|^2_{L^2(-1, 1)} \leq C_2 M^{21} \left( \|1_{U'} f_\ell\|^2_{H^{-10}} + \exp(-C_3^{-1} (\log M)^{-\frac{1+\delta}{2}} M) \|f_\ell\|^2_{H^{-10}} \right)^\kappa \|f_\ell\|^{2(1-\kappa)}_{H^{-10}},$$

where the constants $C_1, C_2, C_3$ are given by (4.7). Since supp $\hat{f} \subset Y \subset [-\alpha_1, \alpha_1]$, we see

$$\|f\|^2_{L^2} = \|\hat{f}\|^2_{L^2} \leq \sum_{|\ell| \leq \alpha_1} \|\hat{f}_\ell\|^2_{L^2(-1, 1)}.$$

By H"{o}lder’s inequality

$$\sum a_j^\kappa b_j^{1-\kappa} \leq \left( \sum a_j \right)^\kappa \left( \sum b_j \right)^{1-\kappa},$$

we get

$$\|f\|^2_{L^2} \leq C_2 M^{21} \left( \sum_{\ell} \|1_{U'} f_\ell\|^2_{H^{-10}} + \exp(-C_3^{-1} (\log M)^{-\frac{1+\delta}{2}} M) \sum_{\ell} \|f_\ell\|^2_{H^{-10}} \right)^\kappa \left( \sum_{\ell} \|f_\ell\|_{H^{-10}} \right)^{2(1-\kappa)}.$$

Now since

$$\sum_{\ell} \|f_\ell\|^2_{H^{-10}} \leq K \|f\|^2_{L^2}, \quad \sum_{\ell} \|1_{U'} f_\ell\|^2_{H^{-10}} \leq K \|f\|^2_{L^2(U')}$$

by Minkowski inequality, $(a + b)^\kappa \leq a^\kappa + b^\kappa$, we have

$$\|f\|^2_{L^2} \leq C_2 K M^{21} \|f\|^2_{L^2(U')} \|f\|^{2(1-\kappa)}_{L^2} + C_2 K M^{21} \exp(-C_3^{-1} (\log M)^{-\frac{1+\delta}{2}} M \kappa) \|f\|^2_{L^2}$$
Now by taking $M$ large enough, for example
\[ M = \exp \left[ K \left( \frac{C_R^2}{c_1 \delta (1 - \delta)} \right)^{\frac{3}{1 - \delta}} \right] \]
we can make
\[ C_2 K M^{21} \exp (-C_3^{-1} (\log M)^{-\frac{1+\delta}{2}} M \kappa) < \frac{1}{2} \]
then we finish the proof with
\[ c_4 = (2 C_2 K M^{21})^{-\frac{1}{2\pi}} = \exp \left[ - \exp \left( K \left( \frac{C_R^2}{c_1 \delta (1 - \delta)} \right)^{\frac{\kappa}{1 - \delta}} \right) \right]. \]

\[ \square \]

4.3. **Finishing the proof.** Now to finish the proof, we follow [BoDy16, §3.4] to iterate this argument $\sim \log N$ times and refer there for the details. In the end, we get
\[ \beta = -\frac{\log(1 - \frac{\tau}{2})}{T \log L}. \]
Here $L = [(3C_R)^{\frac{2}{1-\delta}}]$, $\tau = K c_4^2$, where $c_4$ is given by (4.19) with $c_1 = (2L)^{-1}$ and finally $T$ is chosen so that
\[ \left( 1 - \frac{K}{L^{T-1}} \right)^{-1} (1 - \tau) \leq (1 - \frac{\tau}{2}). \]
Therefore we have (1.2) and this finishes the proof of Theorem 1.2.

5. **General fractal uncertainty principle and applications**

5.1. **A general fractal uncertainty principle.** Theorem 1.2 implies the following fractal uncertainty principle for general Fourier integral operators as in [BoDy16, §4.2].

**Theorem 5.1.** Let $B = B(h) : L^2(\mathbb{R}) \to L^2(\mathbb{R})$ be of the form
\[ Bf(x) = h^{-1/2} \int_{\mathbb{R}} e^{i\Phi(x,y)/h} b(x,y) f(y) dy \]
where the amplitude $b \in C_0^{\infty}(U)$ for some open set $U \subset \mathbb{R}^2$ and the phase $\Phi \in C^\infty(U; \mathbb{R})$ satisfies $\partial_{xy}^2 \Phi \neq 0$ on $U$. Let $0 \leq \delta < 1$, $C_R \geq 1$ and assume that $X, Y \subset \mathbb{R}$ are $\delta$-regular with constant $C_R$ on scales from $0$ to $1$. Then there exist $\beta > 0$ and $\rho \in (0, 1)$ depending only on $\delta$ and $C_R$, such that for all $h \in (0, 1)$
\[ \|1_{X(h^\rho)} B(h) 1_{Y(h^\rho)} \|_{L^2(\mathbb{R}) \to L^2(\mathbb{R})} \leq C h^\beta \] (5.1)
where \(X(h^\rho) = X + [-h^\rho, h^\rho]\) and similarly for \(Y(h^\rho)\). Here the constant \(C\) depends only on \(\delta, C_R, \Phi, b\) and we can take

\[
\rho = 1 - \frac{\beta}{2}, \quad \beta = \exp \left[ -K(C_R \delta^{-1}(1 - \delta)^{-1})^{K(1-\delta)^{-3}} \right].
\] (5.2)

We remark that here in (5.2), we get an additional power of \((1 - \delta)^{-1}\) in the triple exponent comparing to (1.2) because in the proof of [BoDy16, §4], we need to separate the set \(X(h^\rho)\) and \(Y(h^\rho)\) into many smaller \(\delta\)-regular sets with constant \(C_R' = C_R^{K(1-\delta)^{-1}}\).

5.2. Applications to convex co-compact hyperbolic surfaces. Let \(M = \Gamma \backslash \mathbb{H}^2\) be a convex co-compact hyperbolic surface, \(\Lambda_\Gamma \subset \mathbb{S}^1\) be its limit set, \(\delta \in [0, 1)\) be the dimension of \(\Lambda_\Gamma\), and \(\mu\) be the Patterson–Sullivan measure, which is a probability measure supported on \(\Lambda_\Gamma\), see for instance [Bo16, §14.1.]. Then \(\Lambda_\Gamma\) is a \(\delta\)-regular set on scales 0 to 1 with some constant \(C_R\). Applying Theorem 5.1, we get the following hyperbolic fractal uncertainty principle for \(\Lambda_\Gamma\).

**Theorem 5.2.** Let \(B_\chi = B_\chi(h) : L^2(\mathbb{S}^1) \to L^2(\mathbb{S}^1)\) be defined by

\[
B_\chi f(y) = (2\pi h)^{-1/2} \int_{\mathbb{S}^1} |y - y'|^{2i/h} \chi(y, y') f(y') dy',
\]

where \(|y - y'|\) is the Euclidean distance in \(\mathbb{R}^2\) restricted to the unit circle \(\mathbb{S}^1\) and \(\chi \in C_0^\infty(\mathbb{S}^1 \times \mathbb{S}^1 \setminus \{y = y'\})\). Then for \(\beta\) and \(\rho\) given by (5.2), we have for all \(\chi\) as above and \(h \in (0, 1)\),

\[
\|1_{\Lambda_\Gamma(h^\rho)}B_\chi(h)1_{\Lambda_\Gamma(h^\rho)}\|_{L^2(\mathbb{S}^1) \to L^2(\mathbb{S}^1)} \leq C h^\beta.
\]

Here \(C\) may depend on \(\delta, C_R\) and \(\chi\), but not \(h\).

Then by [DyZa16, Theorem 3], we get the following result on essential spectral gaps and cutoff resolvent estimates for the Laplacian on convex co-compact hyperbolic surfaces.

**Theorem 5.3.** Consider the meromorphic scattering resolvent

\[
R(\lambda) = \left( -\Delta_M + \frac{1}{4} - \lambda^2 \right)^{-1} : \begin{align*}
L^2(M) &\to L^2(M), \quad \Im \lambda > 0, \\
L^2_{\text{comp}}(M) &\to L^2_{\text{loc}}(M), \quad \Im \lambda \leq 0.
\end{align*}
\]

Assume that \(0 < \delta < 1\). Then for some universal constant \(K > 0\), \(M\) has an essential spectral gap of size

\[
\beta_M = \exp \left[ - \exp \left( K(C_R \delta^{-1}(1 - \delta)^{-1})^{K(1-\delta)^{-3}} \right) \right].
\] (5.3)

That is, \(R(\lambda)\) has only finitely many poles in \(\{\Im \lambda > -\beta_M\}\). Moreover it satisfies the cutoff estimates: for each \(\psi \in C_0^\infty(M), \varepsilon > 0\) and some constant \(C_0\) depending on \(\varepsilon\),

\[
\|\psi R(\lambda)\psi\|_{L^2 \to L^2} \leq C(\psi, \varepsilon)|\lambda|^{-1 - 2 \min(0, \Im \lambda)/\varepsilon}, \quad \Im \lambda \in [-\beta_M, 1], \quad |\Re \lambda| \geq C_0.
\]
5.3. Applications to open quantum baker’s maps. Following the notation in [DyJi16] and [DyJi17-1, Section 5], we consider an open quantum baker’s map $B_N$ determined by a triple $(M, A, \chi)$ where $M \in \mathbb{N}$ is called the base, $A \subset \mathbb{Z}_M = \{0, 1, \ldots, M-1\}$ is called the alphabet, and $\chi \in C^\infty_c((0,1); [0,1])$ is a cutoff function. The map $B_N$ is a sequence of operators $B_N : \ell^2_N \to \ell^2_N$, $\ell^2_N = \ell^2(\mathbb{Z}_N)$, defined for every positive $N \in M\mathbb{Z}$ by

$$B_N = \mathcal{F}_N \begin{pmatrix} \chi_{N/M} \mathcal{F}_{N/M} \chi_{N/M} \\ \vdots \\ \chi_{N/M} \mathcal{F}_{N/M} \chi_{N/M} \end{pmatrix} I_{A,M}$$

(5.4)

where $\mathcal{F}_N$ is the unitary Fourier transform given by the $N \times N$ matrix $\frac{1}{\sqrt{N}} (e^{-2\pi ij\ell/N})_{j\ell}$, $\chi_{N/M}$ is the multiplication operator on $\ell^2_{N/M}$ discretizing $\chi$, and $I_{A,M}$ is the diagonal matrix with $\ell$-th diagonal entry equal to 1 if $\lfloor \ell N/M \rfloor \in A$ and 0 otherwise. For the background of open quantum baker’s map, we refer to [DyJi16] and the references there.

Let $\delta$ be the dimension of the Cantor set consisting all real numbers in $[0,1]$ with each digit in the base-$M$ expansion an element of $A$. In particular,

$$\delta = \frac{\log |A|}{\log M}.$$  

(5.5)

Then we have the following theorem (see [DyJi17-1, Theorem 4]).

**Theorem 5.4.** Assume that $0 < \delta < 1$, that is $1 < |A| < M$. Then there exists

$$\beta = \beta(M, A) > \max \left(0, \frac{1}{2} - \delta\right)$$

(5.6)

such that, with $\text{Sp}(B_N) \subset \{\lambda \in \mathbb{C}: |\lambda| \leq 1\}$ denoting the spectrum of $B_N$ defined by (5.4),

$$\limsup_{N \to \infty, N \in M\mathbb{Z}} \max \{ |\lambda| : \lambda \in \text{Sp}(B_N) \} \leq M^{-\beta}.$$  

In particular, we have for $\delta \leq \frac{1}{2}$, as in [DyJi17-1, §5.3], $\beta$ in (5.6) is given by

$$\beta \geq \frac{1}{2} - \delta + (40M^{3\delta})^{-\frac{160}{11-\delta}}$$

(5.7)

and for $\delta \geq \frac{1}{2}$, using (1.2), we get for some universal constant $K > 0$,

$$\beta \geq \exp \left[ -\exp \left(KM^{K(1-\delta)^{-2}}\right) \right].$$

(5.8)

We can compare our result to [DyJi16] where we only consider the special sequence $N = M^k$ and get

$$\beta \geq \frac{1}{2} - \delta + \frac{1}{KM^{8 \log M}}$$

(5.9)
and
\[ \beta \geq \exp \left[ -M^{1/3+o_M(1)} \right] . \] (5.10)

The gap for the special sequence (5.9) and (5.10) are better than the general case (5.7) and (5.8). In particular, when \( \delta \leq \frac{1}{2} \), we get polynomial improvement in \( M \) (over the pressure gap \( \beta = \frac{1}{2} - \delta \)) while when \( \delta \geq \frac{1}{2} \), we get exponentially small improvement in \( M \) (over the trivial gap \( \beta = 0 \)) for special sequence, but only double exponentially small improvement in \( M \). However, we remark that when \( \delta \) is very close to \( 1/2 \), for the special sequence \( N = M^k \), we have a much better improvement in [DyJi16] using the method of additive energy

\[ \beta \geq \max \left( \frac{1}{2} - \delta, 0 \right) + \frac{1}{K \log M}, \quad \text{for} \quad \left| \delta - \frac{1}{2} \right| \leq \frac{1}{K \log M}. \] (5.11)

We do not have an estimate comparable to (5.11) for general \( N \).

REFERENCES

[BM62] Arne Beurling and Paul Malliavin, On Fourier transforms of measures with compact support, Acta Math. 107 (1962), 291-309.
[Bo16] David Borthwick, Spectral theory of infinite-area hyperbolic surface, second edition, Birkhäuser, 2016.
[Bo17] Jean Bourgain, private communication.
[BoDy16] Jean Bourgain and Semyon Dyatlov, Spectral gaps without the pressure condition, Ann. of Math., 187 (2018), 1–43.
[DyJi16] Semyon Dyatlov and Long Jin, Resonances for open quantum maps and a fractal uncertainty principle, Comm. Math. Phys. 354 (2017), 269–316.
[DyJi17-1] Semyon Dyatlov and Long Jin, Dolgopyat’s method and the fractal uncertainty principle, Anal. PDE, 11 (2018), 1457–1485.
[DyJi17-2] Semyon Dyatlov and Long Jin, Semiclassical measures on hyperbolic surfaces have full support, preprint, arXiv:1705.05019.
[DyZa16] Semyon Dyatlov and Joshua Zahl, Spectral gaps, additive energy, and a fractal uncertainty principle, Geom. Funct. Anal. 26 (2016), 1011–1094.
[HJ94] Victor Havin and Burglind Jöricke, The uncertainty principle in harmonic analysis, Ergeb. Math. Grenzgeb. 28, Springer-Verlag, Berlin, 1994.
[HaSc18] Rui Han and Wilhelm Schlag, A higher dimensional Bourgain-Dyatlov fractal uncertainty principle, preprint, arXiv:1805.04994.
[K96] Paul Koosis, Leçons sur la théorème de Beurling et Malliavin, Univ. Montréal, Les Publications CRM, Montreal, QC, 1996.
[M79] Paul Malliavin, On the multiplier theorem for Fourier transforms of measures with compact support, Ark. Mat. 17 (1979), 69–81.
[MNH06] Javad Mashreghi, Fedor Nazarov and Victor Havin, Beurling–Malliavin multiplier theorem: the seventh proof, St. Petersburg Math. J. 17 (2006), 699–744.
[RuSa94] Zeév Rudnick and Peter Sarnak, The behaviour of eigenstates of arithmetic hyperbolic manifolds, Comm. Math. Phys. 161(1994), 195–213.
[Zw17] Maciej Zworski, *Mathematical study of scattering resonances*, Bull. Math. Sci. 7 (2017), 1–85.

E-mail address: ljin@math.tsinghua.edu.cn

Yau Mathematical Sciences Center, Tsinghua University, Beijing, China

E-mail address: rzhang@math.ias.edu

Institute for Advanced Study, 1 Einstein Drive, Simonyi Hall 105, Princeton, NJ 08540