Destabilization of black holes and stars by generalized Proca fields

Sebastian Garcia-Saenz,†‡ 1,2, Aaron Held,† 1,3 and Jun Zhang†‡ 1,3

1 Theoretical Physics, Blackett Laboratory, Imperial College London, SW7 2AZ London, U.K.
2 Department of Physics, Southern University of Science and Technology, Shenzhen 518055, China
3 Illinois Center for Advanced Studies of the Universe & Department of Physics,
University of Illinois at Urbana-Champaign, Urbana, Illinois 61801, USA

We demonstrate that black holes and stars in general relativity can be destabilized by perturbations of non-minimally coupled vector fields. Focusing on static and spherically symmetric backgrounds, our analysis shows that black holes with sufficiently small mass and stars with sufficiently high densities are subject to ghost- or gradient-type instabilities. This holds for a large class of Einstein-Proca theories with non-minimal couplings, including generalized Proca models that have sparked attention for their potential role in cosmology and astrophysics. The stability criteria translate into bounds of relevance for low-scale theories of dark energy and for ultra-light dark matter scenarios.

Introduction. — Compact astrophysical objects afford a unique opportunity to probe the existence of new light particles whose couplings to ordinary matter are too weak for direct detection. Observational signatures, including potentially dramatic effects such as, bear the potential to reveal otherwise hidden gravitationally-induced bosonic condensates. Black holes and compact stars thus constitute precious targets for testing particle physics and cosmology via strong-field gravity and multi-messenger astronomy.

Theory needs to inform experiment by mapping out the “phase diagram” of black holes and compact stars. In a first step, an ambitious research programme drives the development of theoretically consistent bosonic field theories and their interaction with gravity. In a second step, astrophysically relevant solutions are analyzed, asking (i) whether they can account for the observed compact objects and (ii) whether potential instabilities can occur.

Here, we advance the second step and focus on vector bosons. These are predicted by a number of scenarios beyond the Standard Model and serve as viable candidates for dark matter and dark energy. If such a light vector particle was to arise from a hidden sector and its dominant interaction with visible matter is mediated by gravity, one is lead to consider Einstein-Proca theory of a massive vector field coupled to gravity. While astrophysical solutions in the minimal version of the theory are constrained by the no-hair theorem, this does not necessarily apply when including non-minimal couplings, i.e., couplings beyond a covariantization of the kinetic term.

The general class of Einstein-Proca theories thus accommodates exotic solutions, including hairy black holes, boson stars and vectorized stars. These may be constrained by current and future observations through the beyond-GR effects of Einstein-Proca theories studied, e.g., in [40–51].

Nevertheless, all Einstein-Proca theories which admit the same solutions as General Relativity (GR) (supplemented with a vanishing vector-field background) remain unconstrained. In this situation, the crucial phenomenological question thus concerns the stability of GR solutions.

In this letter, we show that Schwarzschild black holes (and stars) destabilize if their mass (inverse density) drops below a threshold value, related to the non-minimal Einstein-Proca couplings. This allows us to either directly constrain the theory or conclude that GR solutions evolve into non-GR solutions with non-vanishing vector field.

Although, in the linearized approximation, it is only the vector field and not the metric which suffers from an instability, the backreaction of the vector beyond linear order is expected to render the whole system unstable. Crucially, the uncovered destabilization differs from what is known as “vectorization” in analogy to scalarization. Vortexization occurs due to tachyonic modes, i.e., wrong-sign mass terms. Here, we find that destabilization is always driven by a ghost or gradient mode, i.e., a wrong-sign kinetic or gradient operator. The latter instability is expected to be far more dramatic than the tachyonic one, with potentially unique astrophysical observables. This calls for numerical-relativity investigations (cf. [57, 58] for linear Proca fields and [59–67] for related numerical studies in other beyond-GR theories), as one may in principle expect a significant signal in gravitational waves sourced by the exponentially growing vector modes beyond linear order.

This novel destabilization channel and the related astrophysical bounds apply to all Einstein-Proca theories with non-minimal couplings that contribute to the linearized dynamics. This includes Generalized Proca (GP) theory which has received much attention recently in studies of dark matter and dark energy, as well as on the potential role of new light particles in astrophysical phenomena. We find that destabilization of stellar-mass Schwarzschild black holes constrains cos-
mological models in which the associated non-minimal coupling is set by the energy scale \( \Lambda \sim (M_{\text{Pl}}H_0^2)^{1/3} \), where \( M_{\text{Pl}} \) is the Planck scale and \( H_0 \) is the Hubble constant. Moreover, if stellar mass black holes acquire transient charges \( [71][72] \), destabilization could also constrain fuzzy dark-matter models \( [73] \).

**General quadratic Lagrangian.**—We consider a metric tensor \( g_{\mu \nu} \) and vector field \( A_\mu \) with an action

\[
S[g, A] = \int d^4x \sqrt{-g} \left[ \frac{M_{\text{Pl}}}{2} R - \frac{1}{4} F_{\mu \nu} F^{\mu \nu} - \frac{\mu^2}{2} A^\mu A_\mu \\
+ G_{4, X} A^\mu A^\nu G_{\mu \nu} - \frac{G_6}{4} \left( F_{\mu \nu} F_{\rho \sigma} R^{\mu \nu \rho \sigma} \right) \right].
\]

(1)

Here \( G_{4, X} \) and \( G_6 \) are the two constant parameters that define the model, \( M_{\text{Pl}} = \frac{1}{\sqrt{8\pi G}} \) is the Planck mass and \( \mu \) is the mass of the vector field (we assume \( \mu^2 > 0 \)). For instance, Eq. (1) follows from expanding the complete GP theory to quadratic order in the vector field about \( \langle A_\mu \rangle = 0 \) on an arbitrary curved background (see Supplemental Material A).

GP is the complete generalization of the standard Proca theory, i.e., its interactions preserve the existence of a (local) frame in which the component \( A_0 \) is non-dynamical. Although sufficient, this is not necessary for consistency with respect to the number of degrees of freedom \( [74][75] \), see \( [76][78] \) for alternative extensions. Nevertheless, eq. (1) is the most general vector-tensor model that is (i) quadratic in the vector field, (ii) a function of the vector field and its first derivative only, (iii) at most linear in the undifferentiated curvature.

Condition (i) follows because we are investigating the linear stability of GR solutions without vector condensate. Condition (ii) is a sufficient condition to avoid extra degrees of freedom as in GP theory. Condition (iii) is motivated by our focus on astrophysical GR backgrounds with subleading higher-derivative terms.

Stability and quasi-normal modes of a minimally-coupled Proca field on black-hole spacetimes are studied in \( [79][82] \). The coupling proportional to the Einstein tensor was considered previously e.g. in \( [29][31] \), although restricted to unperturbed backgrounds. The interaction terms involving the field strength, which are reminiscent of the Drummond-Hathrell effective action \( [83] \), were studied in \( [84] \). We confirm their results on the stability of GR black holes as a special case of our more general setup.

**Stability conditions.**—We focus on static and spherically symmetric backgrounds, for which the metric can be chosen as

\[
g_{\mu \nu} dx^\mu dx^\nu = -f(r) dt^2 + \frac{dr^2}{g(r)} + r^2 (d\theta^2 + \sin^2 \theta d\phi^2).
\]

(2)

Perturbations of the metric about GR backgrounds with vanishing vector field decouple and can be ignored. The vector field can be decomposed in vector spherical harmonics (see e.g. \( [85] \)),

\[
A_\mu = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \sum_{I=1}^{4} C^{(I)}_{l,m}(t, r) \left( Z^{(I)}_{l,m} \right)_\mu (\theta, \phi).
\]

(3)

Explicit expressions for \( Z^{(I)}_{l,m} \) are given in Supplemental Material B. The mode functions \( C^{(I)}_{l,m} \) with \( I = 1, 2, 3 \) correspond to perturbations with polar parity while \( C^{(4)}_{l,m} \) corresponds to an axial-parity mode. Parity is a “good quantum number”. Hence, polar and axial perturbations decouple at linear order.

The stability of localized perturbations—with physical size much smaller than all the length scales of the background—is dictated by the structure of the causal cones (see \( [86][89] \) for related discussions). In other words, to address the question of local stability one may neglect background variations and evaluate all metric functions at fixed radius \( r_0 \). The propagator matrix for the mode functions \( C^{(I)}_{l,m} \) is defined in Fourier space. Gradient and tachyonic instabilities can be determined by the dispersion relations, defined by the poles of the inverse propagator matrix. The presence of ghosts follows from the matrix of residues. See Supplemental Material C for details. Henceforth, we drop the subscript on the fixed radius \( r_0 \).

The axial sector has a single degree of freedom. Its dispersion relation follows from the decomposed action,

\[
\frac{\mathcal{H}_1}{f} \omega^2 - g \mathcal{H}_2 k^2 - \left( \mathcal{N}_m + \frac{(l+1)}{r^2} \mathcal{N}_j \right) = 0,
\]

(4)

where \( \omega \) and \( k \) are the comoving (as opposed to proper) frequency and radial wave number, and

\[
\mathcal{H}_1 = 1 - G_6 \frac{g'}{r}, \quad \mathcal{H}_2 = 1 - G_6 \frac{f'}{f},
\]

\[
\mathcal{N}_m = \mu^2 + G_{4, X} \left( R - 2r^2 R^{\theta \theta} \right),
\]

\[
\mathcal{N}_j = 1 + G_6 \left( R - 4r^2 R^{\theta \theta} + \frac{2(l-g)}{r^2} \right).
\]

(5)

Here, a prime denotes differentiation with respect to \( r \). The curvature terms \( R \) and \( R^{\theta \theta} \) are known in terms of \( f \) and \( g \).

For \( l \geq 1 \), only two combinations of the three polar mode functions \( C^{(1,2,3)}_{l,m} \) are dynamical. Integrating out the non-dynamical mode, see Supplemental Material B, we can infer the 2-by-2 (inverse) propagator matrix \( \mathcal{P} \).
Its components read

\[ \mathcal{P}_{11} = \frac{a_0^2}{g (M_2 + \mathcal{H}_2 \frac{l(l+1)}{r^2}) \omega^2} - \frac{f a_0^2}{(M_1 + \mathcal{H}_1 \frac{l(l+1)}{r^2}) k^2 - \sigma_0}, \]

\[ \mathcal{P}_{22} = \frac{M_1 \mathcal{H}_1}{f r^2 (M_1 + \mathcal{H}_1 \frac{l(l+1)}{r^2}) \omega^2} - \frac{g M_2 \mathcal{H}_2}{r^2 (M_2 + \mathcal{H}_2 \frac{l(l+1)}{r^2})} k^2 - \mathcal{N}_m^m \]

\[ \mathcal{P}_{12} = \frac{\sigma_0 a_0 \sqrt{l(l+1)} (M_1 \mathcal{H}_2 - M_2 \mathcal{H}_1)}{r^2 (M_1 + \mathcal{H}_1 \frac{l(l+1)}{r^2}) (M_2 + \mathcal{H}_2 \frac{l(l+1)}{r^2})} \omega k. \]

Here \( a_0 = \sqrt{\frac{|G_1|}{M_2}} \), \( \sigma_0 = \text{sign}(G_1) \) and

\[ G_1 = 1 + 2G_6 \frac{1 - g}{r^2}, \]

\[ M_1 = \mu^2 - 2G_{4, X} \left( \frac{g'}{r} - 1 - \frac{g}{r^2} \right), \]

\[ M_2 = \mu^2 - 2G_{4, X} \left( \frac{f g'}{f r} - 1 - \frac{g}{r^2} \right). \]

The dispersion relations are defined by the roots \( \omega^2 \) of the equation \( \det \mathcal{P} = 0 \).

Monopole perturbations with \( l = 0 \) are special in that only \( C^{(1)}_{0,0} \) is present in the polar sector. Its dispersion relation reads

\[ \frac{|G_1|}{f M_2} \omega^2 - \frac{g |G_1|}{M_1} k^2 - \sigma_0 = 0. \]  

Notice that the dispersion relations of the polar and axial sector involve the same functions \( \mathcal{H}_1, \mathcal{H}_2 \) and \( \mathcal{N}_m^m \). A priori these functions need not be in any way related—in fact they are not for the monopole modes. This coincidences has important consequences for the stability conditions.

The stability of axial perturbations under ghosts and radial gradients dictates that \( \mathcal{H}_1 > 0 \) and \( \mathcal{H}_2 > 0 \) for all linear radii. Stability of these modes under angular gradients, which means that \( \omega^2 \) must be positive in the limit \( l \to \infty \), requires \( \mathcal{N}_j > 0 \). Similarly, stability of the polar monopole mode implies that \( \mathcal{M}_1 > 0 \) and \( \mathcal{M}_2 > 0 \). Given these conditions, it then follows that all polar modes with \( l \geq 1 \) are stable under ghosts and radial gradients, see Supplemental Material C. Further, the stability of these modes under angular gradients gives independent constraints, namely \( \mathcal{N}_m^m > 0 \) and \( \mathcal{G}_1 > 0 \). In turn, these last two conditions imply the absence of tachyonic instabilities for all the perturbations.

An important outcome is that tachyon-like instabilities are absent—for if such modes are excited, they are necessarily accompanied by ghosts and/or gradient-unstable modes with a much faster growth rate. Hence, vector condensates cannot form as a result of a standard vectorization mechanism—which by definition follows from a tachyon- or Jeans-type destabilization—starting from any static spherically symmetric GR state and for any Einstein-Proca theory that reduces to eq. (1) at linear order.

Black holes.—For the Schwarzschild black hole (BH) of mass \( M \), i.e., for \( f = g = 1 - \frac{2M}{r} \) with \( r_s = 2GM \), the stability conditions simplify. Whenever \( g = f \) holds, \( \mathcal{H}_1 = \mathcal{H}_2 \) and \( \mathcal{M}_1 = \mathcal{M}_2 \) and the propagator matrix in eq. (6) is diagonal. Moreover, for vacuum GR solutions, the dependence on \( G_{4,X} \) drops out; cf. eq. (1). For the Schwarzschild spacetime, one finds that \( \mathcal{N}_m^m = \mathcal{M}_1 = \mathcal{M}_2 = \mu^2 \) are automatically positive, while \( \mathcal{H}_1 = \mathcal{H}_2 = 1 - \frac{2\mu^2}{r} \) and \( \mathcal{N}_j = \mathcal{G}_1 = 1 + \frac{2\mu^2}{r} \). Positivity of these functions for all \( r > r_s \) requires

\[ -\frac{1}{2} < \frac{G_6}{r_s^2} < 1, \]

in order for Schwarzschild BHs to be stable. This bound is in agreement with the results of [34]. It implies that small enough BHs are always unstable whenever \( G_6 \) is non-zero.

Order-of-magnitude estimates (assuming validity of the vector theory on all involved scales) reveal that the stability bound in eq. (9) could be of relevance both in late-time cosmology as well as for primordial BHs. In the cosmological setting, non-linear operators are typically controlled by an energy scale \( \Lambda \sim (M_{Pl} H_0^2)^{1/3} \), where \( H_0 \) is the Hubble constant [90, 91]. Taking, for example, \( G_6 \sim \Lambda^{-2} \), this yields \( G_6 \sim (10^6 \text{ km})^2 \), implying the destabilization of stellar-mass BHs while supermassive BHs remain stable. For smaller values of \( G_6 \), stellar-mass BHs remain stable while primordial BHs in the experimentally preferred range \( r_s \sim 10^{-10} \text{ m} \) would still be subject to the instability.

Constraining the parameter \( G_{4,X} \) requires to look at non-Ricci-flat GR solutions. We consider the Reissner-Nordström (RN) metric as a first example. Although astrophysical BHs are unlikely to exhibit significant electric (or magnetic) charge, small and transient charges remain viable. For instance, stellar-mass BHs could accrete charges up to of order \( 10^{-7} \), in units of the BH mass [72], through the Wald mechanism [74] in a merger with a strongly magnetized neutron star.

The RN metric is defined by \( f = g = 1 - \frac{2M}{r} + \frac{\mathcal{Q}^2}{r^2} \). Here, \( r_Q = 2\sqrt{G Q} \) in terms of the hole’s electric charge

\[ 1 \text{ This estimate is based on scalar-tensor theories and implicitly assumes the existence of a decoupling limit in which the vector-tensor models we consider can be approximated by scalar-tensor interactions.}

\[ 2 \text{ In [71, 72], the charging effect requires a spinning BH, however, a more recent study [83] has shown that rotation is not needed and that the relative motion between the coalescing BH and neutron star can generate charges of comparable magnitude.} \]
Remarkably, for any fixed $G_{6}$ and we recall the extremality bound $r_{Q} \leq r_{s}$. The stability conditions now depend on the scale $r_{Q}$, cf. fig. [1] and Supplemental Material D for the analytic expressions. For $G_{6}$, we observe a non-trivial dependence of the stability bounds on the charge, cf. [S3]; in particular, they are most restrictive for an extremal BH, for which $|G_{6}|/r_{s}^{2} < 1/8$.

More interestingly, we find a novel bound on $G_{4,X}$,

$$\frac{|G_{4,X}|}{\mu^{2}r_{s}^{2}} < \left(1 + \sqrt{1 - (r_{Q}/r_{s})^{2}}\right)^{4}/8(r_{Q}/r_{s})^{2}. \quad (10)$$

Remarkably, for any fixed $G_{4,X}$, $r_{s}$, and $r_{Q}$, this bound implies a lower limit on the vector-boson mass $\mu$. As a concrete example, for $G_{4,X} = \mathcal{O}(1)$, as typically considered in the literature, stability of a stellar-mass BH with $r_{s} \sim 10$ km that acquires the aforementioned estimate $r_{Q} \sim 10^{-7} r_{s}$ implies $\mu \sim 10^{-17}$ eV as the critical vector-boson mass. Comparison with the typical mass range $10^{-22} - 10^{-20}$ eV for fuzzy dark matter [72] exemplifies the significance of eq. [10] for the study of ultra-light particles. We note that $G_{4,X}$ may not be independent of $\mu$: if the operators that break gauge invariance were to arise from a Higgs-type mechanism, we would expect $G_{4,X} \propto \mu^{2}$ [94] and our stability criteria would not directly constrain the mass $\mu$ but rather the scale of symmetry breaking.

**Stars.**—We have analyzed the stability conditions for static perfect fluid stars governed by the TOV equations. Although for generic equations of state (EoS)—relating the pressure $p$ to the density $\rho$—the metric cannot be determined in analytic form, critical values for the parameters $G_{6}$ and $G_{4,X}$ can still be obtained if one assumes that the functions that determine the stability are minimized at the center of the star. We have checked analytically that this assumption is correct for a uniform-density star, and also numerically for a polytropic star with EoS $p = K \rho^{5/3}$, see Supplemental Material D. It is plausible that the assumption is true for all realistic EoS, including ones for imperfect fluids, and we plan to come back to this question in a dedicated work.

Under this premise, we can infer the following bounds on the GP coupling constants:

$$-\frac{3}{2\rho_{c}} < \frac{G_{6}}{M_{Pl}^{2}} < \frac{3}{\rho_{c} + 3\rho_{c}},$$

$$-\frac{1}{2\rho_{c}} < \frac{G_{4,X}}{\mu^{2}M_{Pl}^{2}} < -\frac{1}{2\rho_{c}}, \quad (11)$$

where $\rho_{c}$ and $\rho_{c}$ are the pressure and density at the center. Fig. 2 shows the critical values of $G_{6}$ and $G_{4,X}/\mu^{2}$ for stellar models with uniform-density and $\gamma = 5/3$ polytropic EoS, plotted as functions of the normalized star’s radius. We observe an interesting dependence on the EoS, with the bounds for a polytrope being up to three orders of magnitude stronger than for a uniform-density star with the same central pressure and density.

The stability window for both coupling parameters shrinks to zero as the star’s central pressure and density increase. For a neutron star with $\rho_{c} \sim 10^{14}$ kg m$^{-3}$ $\sim 10^{-78}$ $M_{Pl}^{4}$ one has $\Lambda/M_{Pl} \gtrsim 10^{-38}$ if we take $|G_{6}| \sim$
\[ |G_{4,X}|/\mu^2 \sim \Lambda^{-2}. \] This bound on \( \Lambda \) may seem mild but again could be violated in very low-scale models like the ones envisioned in cosmology and in the context of ultra-light dark matter.

**Discussion.**— We identify a novel destabilization channel for static and spherically-symmetric GR backgrounds triggered by non-minimally coupled vector perturbations. Any non-vanishing non-minimal coupling destabilizes small enough BHs and dense enough stars. The implied astrophysical constraints ultimately depend on the scales at hand. We find relevant constraints for theories of dark energy and ultra-light dark matter. The non-minimal couplings that source destabilization, cf. eq. (1), naturally appear in all of these scenarios, unless the model is fine-tuned to avoid them.

More specifically, avoiding instabilities of stellar-mass BHs and/or neutron stars constrains the respective non-minimal coupling at cosmologically relevant scales set by \( \Lambda \sim (M_{\text{Pl}} H_0^2)^{1/3} \), with \( M_{\text{Pl}} \) the Planck scale and \( H_0 \) the Hubble constant. In turn, transient charges, potentially induced by nearby strongly magnetized neutron stars, imply further destabilization constraints involving the Proca mass and are of relevance for ultra-light vector dark-matter models.

Notably, destabilization differs from vectorization. The latter describes a transition between GR and non-GR solutions via a tachyonic growth mode. Here, we find that a potential tachyonic instability is always accompanied by a dominant ghost or gradient instability. Hence, destabilization is controlled by the highest growth rates in the problem. The timescale and fate of the instability thus remain uncertain.

We emphasize that the destabilization channel concerns only GR solutions and does not constrain solutions with non-trivial vector hair. Formally, we have only shown a linear instability in the vector field, and not in the metric. However, as one may expect for ghost/gradient modes, interactions beyond linear order will generically destabilize the full system. Future non-linear studies are necessary to strictly discard the possibility that the vector field may settle into a condensed state with the GR metric being kept intact, as it occurs with so-called “stealth” solutions [95,98].

From the perspective of radiative corrections, the inclusion of higher-derivative operators may quench the instability, similarly to the phenomenon of ghost condensation [99]. This possibility calls for a detailed study to determine the role of higher-order operators. Assuming the transition can be made sense of in a controlled theoretical framework, our analysis makes a strong case for simulating Einstein-Proca theories in numerical relativity.

There are also several avenues for future work within the present set-up of linear perturbations about GR backgrounds. This includes (i) studying a broader set of stellar models in order to verify the robustness of our bounds in eq. (1); (ii) effects of a cosmological constant, potentially related to extended vector fields in holographic models (see e.g. [100,102]); and, of course, (iii) an extension to non-static systems, in particular rotating BHs and stars.
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**Appendix A: Generalized Proca Lagrangian**

The Lagrangian of Generalized Proca (GP) theory in four dimensions is defined as [68,69]

\[
S[g, A] = \int d^4x \sqrt{-g} \left[ \frac{M_{\text{Pl}}^2}{2} R - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} \right. \\
- \frac{\mu^2}{2} A^\mu A_\mu + \sum_{I=2}^6 \mathcal{L}_I[g, A],
\]

where

\[
\mathcal{L}_2 = G_2(X, \mathcal{F}, \mathcal{G}), \\
\mathcal{L}_3 = G_3(X) \nabla_\mu A^\mu, \\
\mathcal{L}_4 = G_4(X) R + G_{4,X}(X) \left[ (\nabla_\mu A^\nu)^2 - \nabla_\mu A^\nu \nabla_\nu A^\mu \right], \\
\mathcal{L}_5 = G_5(X) \nabla_\mu A_\nu - \frac{G_{5,X}(X)}{6} \left[ (\nabla_\mu A^\nu)^3 \\
- 3 \nabla_\rho A^\rho \nabla_\mu A^\nu \nabla_\nu A^\mu + 2 \nabla_\mu A^\nu \nabla_\nu A^\rho \nabla_\rho A^\mu \right], \\
\mathcal{L}_6 = G_6(X) \tilde{F}_{\mu\nu\rho\sigma} \nabla_\mu A_\nu \nabla_\rho A_\sigma \\
+ \frac{G_{6,X}(X)}{2} \tilde{F}_{\mu\nu} \tilde{F}_{\rho\sigma} \nabla_\mu A_\nu \nabla_\rho A_\sigma,
\]

with the definitions

\[
X := -\frac{1}{2} A^\mu A_\mu, \quad \mathcal{F} := -\frac{1}{4} \tilde{F}_{\mu\nu} F^{\mu\nu}, \\
\mathcal{G} := A^\mu A^\nu F_{\mu\nu} F_{\rho\sigma}, \quad \tilde{F}_{\nu\sigma} := \frac{1}{2} \epsilon_{\mu\nu\rho\sigma} F_{\mu\nu} F_{\rho\sigma}, \\
\tilde{R}_{\mu\nu\rho\sigma} := \frac{1}{4} \epsilon_{\mu\nu\rho\sigma} \epsilon_{\rho\sigma} \tilde{R}_{\mu\nu}. \quad (A3)
\]

The expression \( G_{4,X}(X) \) means the derivative of the function \( G_4(X) \) with respect to its argument, and similarly for \( G_{5,X} \) and \( G_{6,X} \). Note that in (A1) we have written explicitly the Einstein-Hilbert and Proca Lagrangians so that we may take \( G_{4,X}(0) = G_{2,X}(0,0,0) = G_{2,\mathcal{F}}(0,0,0) = 0 \). Observe also that \( G_3(0) \) and \( G_5(0) \) multiply total derivatives and may be ignored in a perturbative expansion in powers of the vector field.

Expanding the full action to quadratic order in \( A_\mu \) and its derivative gives eq. (1) in the main text after one notices that

\[
(\nabla_\mu A^\nu)^2 - \nabla_\mu A^\nu \nabla_\nu A^\mu = R_{\mu\nu} A^\mu A^\nu + \text{t.d.}, \quad (A4)
\]
The conclusion is that the GP Lagrangian reduces, when truncated to quadratic order in the vector field, to the standard Proca theory plus a sum of non-minimal couplings involving \( A_\mu \), \( F_{\mu\nu} \) and the curvature tensor. These non-minimal coupling terms must appear in specific combinations—proportional to the Einstein tensor and the dual Riemann tensor—in order to avoid additional degrees of freedom.

We mentioned in the main text that other extensions of the linear Proca theory will not give additional operators within the framework specified by our assumptions. This is clear for the models proposed in \([76, 77]\) which modify GP theory with terms that do not contribute at quadratic order. On the other hand, the model of \([78]\) is genuinely independent from GP (in the sense that the Lagrangians cannot be matched by any choice of parameters); nevertheless, when expanded to quadratic order the two models are not inequivalent and hence the proposal of \([78]\) does fall within our class once complemented with appropriate non-minimal curvature couplings.

**Appendix B: Expansion of the action in spherical harmonics**

1. Vector spherical harmonics

The decomposition of the Proca field in vector spherical harmonics is given in eq. (3) in the main text. In our conventions the vector harmonic functions are given by

\[
\begin{align*}
(Z_{l,m}^{(1)})_\mu &= \delta^\mu_\mu Y_{l,m}(\theta, \phi) ,
(Z_{l,m}^{(2)})_\mu &= \delta^\mu_\nu Y_{l,m}(\theta, \phi) ,
(Z_{l,m}^{(3)})_\mu &= \frac{1}{\sqrt{l(l+1)}} \partial_\mu Y_{l,m}(\theta, \phi) ,
(Z_{l,m}^{(4)})_\mu &= \frac{1}{\sqrt{l(l+1)}} \left[ -\csc \theta \delta^\mu_\phi \partial_\phi Y_{l,m}(\theta, \phi) \\
&\quad + \sin \theta \delta^\mu_\theta \partial_\theta Y_{l,m}(\theta, \phi) \right] ,
\end{align*}
\]

(B1)

with \( Y_{l,m} \) denoting the standard spherical harmonic functions which solve the Laplace equation on the sphere,

\[
\frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial Y_{l,m}}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2 Y_{l,m}}{\partial \phi^2} + l(l+1)Y_{l,m} = 0 .
\]

(B2)

The three functions \( Z_{l,m}^{(1,2,3)} \) have polar or even parity, i.e. they acquire a factor \((-1)^l\) under space inversions \((\theta, \phi) \rightarrow (\pi-\theta, \pi+\phi)\), while \( Z_{l,m}^{(4)} \) has axial or odd parity, acquiring a factor \((-1)^{l+1}\) under inversions.

We recall the basic orthogonality property of the spherical harmonics,

\[
\int d\Omega Y_{l,m}^* Y_{l',m'} = \delta_{l,l'}\delta_{m,m'} ,
\]

(B3)

and also that \( Y_{l,m}^* = (-1)^m Y_{l,-m} \). It then follows that the 4-vector spherical harmonics, with the normalization given above, satisfy

\[
\int d\Omega (Z_{l,m}^{(I)})^*_\mu M_\mu^{\nu\nu}(Z_{l',m'}^{(I)})_\mu = \delta_{l,l'}\delta_{m,m'}\delta^{I,J} ,
\]

(B4)

the inner product being defined by the matrix \( M_\mu^{\nu\nu} = \text{diag} (1, 1, \csc^2 \theta) \). The vector spherical harmonics also inherit the conjugation property,

\[
(Z_{l,m}^{(I)})_\mu = (-1)^m(Z_{l,-m}^{(I)})_\mu .
\]

(B5)

The reality of the field \( A_\mu \) then implies that \( C_{l,-m}^{(I)} = (-1)^m C_{l,m}^{(I)} \).

2. Axial perturbations

Expanding the complete Lagrangian in terms of the mode functions we obtain the following result for the axial sector:

\[
S_{axi} = \frac{1}{2} \int dt dr \sqrt{f} \sum_{l,m} (-1)^m \left[ \frac{\mathcal{H}_1}{f} |C_{l,m}^{(4)}|^2 \\
- g \mathcal{H}_2 |C_{l,m}^{(4)}|^2 - \left( N_m + \frac{l(l+1)}{r^2} N_j \right) |C_{l,m}^{(4)}|^2 \right] ,
\]

(B6)

with the functions \( \mathcal{H}_1, \mathcal{H}_2, N_m \) and \( N_j \) as defined in the main text.

3. Polar perturbations

The Lagrangian for the polar perturbations \( C_{l,m}^{(1)}, C_{l,m}^{(2)} \) and \( C_{l,m}^{(3)} \) is given by

\[
S_{pol} = \frac{1}{2} \int dt dr r^2 \sqrt{f} \sum_{l,m} (-1)^m \left[ \frac{g}{f} \mathcal{G}_1 |C_{l,m}^{(2)} - C_{l,m}^{(1)}|^2 \\
+ \frac{1}{r^2} \mathcal{H}_1 |C_{l,m}^{(3)} - \sqrt{l(l+1)} C_{l,m}^{(1)}|^2 \\
- \frac{g}{r^2} \mathcal{H}_2 |C_{l,m}^{(3)} - \sqrt{l(l+1)} C_{l,m}^{(2)}|^2 \\
+ \frac{1}{f} \mathcal{M}_1 |C_{l,m}^{(1)}|^2 - g \mathcal{M}_2 |C_{l,m}^{(2)}|^2 - \frac{N_m}{r^2} |C_{l,m}^{(3)}|^2 \right] ,
\]

(B7)

and the functions \( \mathcal{M}_1, \mathcal{M}_2 \) and \( \mathcal{G}_1 \) can be found in the Letter.
This Lagrangian is degenerate in the sense that not all among the three mode functions are dynamical and, as explained in the text, it is useful to integrate out the non-dynamical mode. The monopole sector with \( l = 0 \) is peculiar because \( C_{0,0}^{(3)} \equiv 0 \), so we start by treating this case separately. The trick is to introduce the auxiliary field

\[
B_{0,0} := a_0 \left( C_{0,0}^{(2)} - C_{0,0}^{(1)} \right),
\]

with \( a_0 := \sqrt{|g|} |
\]. This can then be incorporated in the Lagrangian as

\[
S_{\text{pol}}^{(l=0)} = \frac{1}{2} \int dt dr \left\{ \int f \left( \frac{1}{g} \right) - \sigma_0 |B_{0,0}|^2 \right. \\
+ \sigma_0 a_0 \left[ B_{0,0}^* \left( C_{0,0}^{(2)} - C_{0,0}^{(1)} \right) + \text{c.c.} \right] \\
+ \frac{1}{f} \mathcal{M}_1 |C_{0,0}^{(1)}|^2 - g \mathcal{M}_2 |C_{0,0}^{(2)}|^2 \left. \right\},
\]

with \( \sigma_0 := \text{sign}(G_1) \). Variation with respect to \( B_{0,0}^* \) gives \( \mathcal{B} \), which may be substituted back to recover the original action, proving that the two are indeed equivalent. Alternatively, from the latter form of the action we can integrate out \( C_{0,0}^{(1)} \) and \( C_{0,0}^{(2)} \) since now their eqs. of motion are algebraic:

\[
C_{0,0}^{(1)} = -\frac{\sigma_0}{r^2 \sqrt{|f/g|}} \frac{f}{\mathcal{M}_1} \left( r^2 \sqrt{|f/g|} a_0 B_{0,0} \right),
\]

\[
C_{0,0}^{(2)} = -\frac{\sigma_0}{g \mathcal{M}_2} B_{0,0},
\]

and we obtain

\[
S_{\text{pol}}^{(l=0)} = \frac{1}{2} \int dt dr \left\{ \int f \left[ \frac{|G_{1}|}{f \mathcal{M}_1} |B_{0,0}|^2 - \sigma_0 |B_{0,0}|^2 \right] \\
- \frac{g |G_{1}|}{\mathcal{M}_1} \left| B_{0,0}^* + \left( r^2 \sqrt{|f/g|} a_0 \right)^* B_{0,0} \right|^2 \right\},
\]

for the Lagrangian describing the dynamics of the monopole polar mode.

For generic higher multipoles we can carry out the same procedure in order to remove the non-dynamical mode. We define

\[
B_{l,m} := a_0 \left( \hat{C}_{l,m}^{(2)} - C_{l,m}^{(1)} \right), \quad C_{l,m} := C_{l,m}^{(3)},
\]

and solving for \( C_{l,m}^{(1)} \) and \( C_{l,m}^{(2)} \) from their eqs. of motion now yields

\[
C_{l,m}^{(1)} = \frac{f}{\left( \mathcal{M}_1 + \mathcal{H}_1 \frac{l(l+1)}{r^2} \right)} \left[ -\sigma_0 \frac{1}{r^2 \sqrt{|f/g|}} \left( r^2 \sqrt{|f/g|} a_0 B_{l,m} \right) + \frac{\mathcal{H}_1 \sqrt{l(l+1)}}{r^2} \hat{C}_{l,m} \right],
\]

\[
C_{l,m}^{(2)} = \frac{1}{g \left( \mathcal{M}_2 + \mathcal{H}_2 \frac{l(l+1)}{r^2} \right)} \left[ -\sigma_0 a_0 \hat{B}_{l,m} + \frac{g \mathcal{H}_2 \sqrt{l(l+1)}}{r^2} C_{l,m} \right].
\]

Substituting back in the action we eventually find

\[
S_{\text{pol}}^{(l>0)} = \frac{1}{2} \int dt dr \left\{ \int f \sum_{l,m} (-1)^m \left[ \frac{a_0^2}{g \left( \mathcal{M}_2 + \mathcal{H}_2 \frac{l(l+1)}{r^2} \right)} |\hat{B}_{l,m}|^2 - \frac{f a_0^2}{\left( \mathcal{M}_1 + \mathcal{H}_1 \frac{l(l+1)}{r^2} \right)} |\hat{C}_{l,m}|^2 \right] \\
+ \frac{\mathcal{M}_1 \mathcal{H}_1}{f r^2} \left( \mathcal{M}_1 + \mathcal{H}_1 \frac{l(l+1)}{r^2} \right) |\hat{C}_{l,m}|^2 - \sigma_0 |B_{l,m}|^2 \right. \\
- \frac{\sigma_0 a_0 \mathcal{H}_2 \sqrt{l(l+1)}}{r^2 \left( \mathcal{M}_2 + \mathcal{H}_2 \frac{l(l+1)}{r^2} \right)} \left( \hat{B}_{l,m} C_{l,m} + \text{c.c.} \right) + \frac{\sigma_0 \mathcal{H}_1 \sqrt{l(l+1)}}{r^4 \sqrt{|f/g|} \left( \mathcal{M}_1 + \mathcal{H}_1 \frac{l(l+1)}{r^2} \right)} \left( r^2 \sqrt{|f/g|} a_0 B_{l,m} \right)^* \hat{C}_{l,m} + \text{c.c.} \right\},
\]

which as claimed contains two dynamical modes for each \( l, m \).

**Appendix C: Stability conditions and matrix of propagators**

Consider a fully generic two-derivative quadratic Lagrangian,

\[
\mathcal{L} = -\frac{1}{2} g_{\mu\nu} \partial_{\mu} \phi \partial^{\nu} \phi. \tag{C1}
\]
The fields $\phi^I$ are not necessarily scalars, i.e. they may be components of a set of tensor fields. The coordinates $x^\mu$ are not necessarily Cartesian, although we are primarily interested in the situation where $\partial/\partial x^0$ is timelike and $\partial/\partial x^i$ is spacelike. In principle the tensor $G^{\mu\nu}_{IJ}$ may be a function of the coordinates, but for the purpose of determining the presence of ghost and gradient-type instabilities it suffices to assume it is a constant as we explained in the main text.

The inverse Fourier-space propagator is
\[
(\Delta^{-1})_{IJ} = G^{\mu\nu}_{IJ} k_\mu k_\nu .
\] (C2)

Inverting gives the propagator $\Delta^{IJ}$, more precisely the matrix of propagators. The poles of $\Delta^{IJ}$ correspond to the physical particles. By “poles” of a matrix we mean the values of $\omega^2$ for which the inverse determinant vanishes. Thus the dispersion relations, which determine the particle spectrum and the causal cone structure, are given by the solutions $\omega^2(k^2)$ of
\[
\det \Delta^{-1} = 0 .
\] (C3)

Gradient instabilities can be determined unambiguously from the dispersion relations. Ghost instabilities, on the other hand, are ambiguous in that they make reference to the orientation of the causal cones relative to another reference particle sector, which is by assumption “healthy”. If we take this reference sector to be an ordinary scalar field (but any garden-variety field would do),
\[
\mathcal{L}_{\text{ref}} = -\frac{1}{2} \eta^{\mu\nu} \partial_\mu \chi \partial_\nu \chi ,
\] (C4)

its propagator, as defined above, is obviously $\Delta_\chi = \frac{1}{\omega^2 - |k|^2}$. The dispersion relation is given by the pole, $\omega^2 = |k|^2$, and there is of course no gradient instability.

Upon quantization, the norms of the physical modes are inferred from the residues of the propagator at the particles’ poles. The signs of the norms are conventional—only the relative signs are important. We choose to define our reference field to have unit norm, and therefore the residue matrix from which the norms are inferred must be given by
\[
(R_\alpha)^{IJ} = -\lim_{\omega^2 \to \omega^2_\alpha} (\omega^2 - \omega^2_\alpha) \Delta^{IJ} ,
\] (C5)

where $\omega^2_\alpha$ is the $\alpha$-th pole of the propagator.

For our reference field $\chi$ we then clearly have $R = 1$, as desired. Because this field is by definition “healthy”, any other dynamical mode having a negative residue (more precisely, a residue matrix with one or more negative eigenvalues) is by definition a ghost.

Let us apply this to the following 2D toy model:
\[
\mathcal{L} = \frac{1}{2} \dot{b}^2 + \frac{1}{2} \dot{c}^2 - \frac{\alpha}{2} b^2 - \frac{\beta}{2} c^2 + \frac{\gamma}{4} (\dot{b} \dot{c} + \dot{b} c + b \dot{c}) .
\] (C6)

For generic parameters, this Lagrangian cannot be diagonalized via a local field redefinition (in particular, such a redefinition does not exist whenever $\alpha \neq \beta$). But as we have explained, the particle spectrum and its stability can be determined from the propagator alone. Comparing (C6) and (B14) we see that this actually serves as a proxy model for the polar Lagrangian that we sought to analyze.

In the field basis $\phi^I = (b, c)$ we have
\[
(\Delta^{-1})^{IJ} = \begin{pmatrix} -\omega^2 + \alpha k^2 & 2\gamma \omega^2 \\ 2\gamma \omega^2 k & -\omega^2 + \beta k^2 \end{pmatrix} ,
\] (C7)

so that
\[
\Delta^{IJ} = -\frac{1}{D} \begin{pmatrix} \omega^2 - \beta k^2 & 2\gamma \omega^2 \\ 2\gamma \omega^2 k & \omega^2 - \alpha k^2 \end{pmatrix} ,
\] (C8)

with determinant
\[
D = (\omega^2 - \alpha k^2)(\omega^2 - \beta k^2) - 4\gamma^2 \omega^2 k^2
= (\omega^2 - \omega^2_2)(\omega^2 - \omega^2_1) ,
\] (C9)

and for the roots we find
\[
\omega^2_\pm = \frac{1}{2} \left[ \alpha + \beta + 4\gamma^2 \pm \sqrt{(\alpha + \beta + 4\gamma^2)^2 - 4\alpha\beta} \right] .
\] (C10)

Absence of gradient-unstable modes means that these solutions must be positive (a solution with $\omega^2 = 0$ would signal a degeneracy; we ignore this possibility as it would require a separate analysis). This restricts the parameters by the inequalities
\[
\alpha \beta > 0 , \quad \alpha + \beta + 4\gamma^2 > 2\sqrt{\alpha\beta} .
\] (C11)

Next we define the residue matrices,
\[
(R_\pm)^{IJ} = -\lim_{\omega^2 \to \omega^2_\pm} (\omega^2 - \omega^2_\pm) \Delta^{IJ}
= \pm \frac{1}{\omega^2_\pm - \omega^2_\mp} \begin{pmatrix} \omega^2_\pm - \beta k^2 & 2\gamma \omega_\pm k \\ 2\gamma \omega_\pm k & \omega^2_\pm - \alpha k^2 \end{pmatrix} .
\] (C12)

By construction these matrices have zero determinant, meaning that each has a single non-zero eigenvalue and so there are two non-zero norms, as expected. We find these to be
\[
\lambda_\pm = 1 \pm 4\gamma^2 \left[ (\alpha + \beta + 4\gamma^2)^2 - 4\alpha\beta \right]^{-1/2} .
\] (C13)

Clearly the stable-gradients condition ensures that $\lambda_+ > 0$, but the condition $\lambda_- > 0$ gives an independent constraint,
\[
\lambda_- > 0 \quad \Leftrightarrow \quad (\alpha + \beta + 4\gamma^2)^2 > 4\alpha\beta + 16\gamma^4
\quad \Leftrightarrow \quad (\alpha - \beta)^2 + 8\gamma^2(\alpha + \beta) > 0 .
\] (C14)

This is automatically satisfied if $\alpha, \beta > 0$, but is otherwise non-trivial. Note also that this inequality implies the second one in (C11) but is more restrictive than it.
| Function | Condition for positive definiteness |
|----------|------------------------------------|
| $\mathcal{H}_{1,2}$ | $\frac{G_6}{r^2} < \left(\frac{1+\sqrt{1-r_Q^2}}{r_Q} \right)^4 $ if $0 \leq \rho_Q \leq \frac{\sqrt{2}}{4}$  
| | $\frac{G_6}{r^2} < \left(\frac{1+\sqrt{1-r_Q^2}}{r_Q} \right)^4 $ if $\frac{\sqrt{2}}{4} \leq \rho_Q \leq 1$ |
| $N_j$ | $\frac{G_6}{r^2} > \left(\frac{1+\sqrt{1-r_Q^2}}{r_Q} \right)^4 $ if $0 \leq \rho_Q \leq \frac{\sqrt{2}}{4}$  
| | $\frac{G_6}{r^2} > \left(\frac{1+\sqrt{1-r_Q^2}}{r_Q} \right)^4 $ if $\frac{\sqrt{2}}{4} \leq \rho_Q \leq 2\frac{\sqrt{2}}{3}$ |
| $G_1$ | $\frac{G_6}{r^2} > \left(\frac{1+\sqrt{1-r_Q^2}}{r_Q} \right)^4 $ if $0 \leq \rho_Q \leq 2\frac{\sqrt{2}}{3}$ |
| $M_{1,2}$ | $\frac{G_{4,X}}{r^2} > \left(\frac{1+\sqrt{1-r_Q^2}}{r_Q} \right)^4 $  
| | $\frac{G_{4,X}}{r^2} > \left(\frac{1+\sqrt{1-r_Q^2}}{r_Q} \right)^4 $ |
| $N_m$ | $\frac{G_{4,X}}{r^2} > \left(\frac{1+\sqrt{1-r_Q^2}}{r_Q} \right)^4 $  
| | $\frac{G_{4,X}}{r^2} > \left(\frac{1+\sqrt{1-r_Q^2}}{r_Q} \right)^4 $ |

**TABLE I. Functions defining the dispersion relations for the RN black hole spacetime and the conditions under which they are positive definite in the domain $r_+ \leq r < \infty$. Here $\rho_Q \equiv r_Q/r_s$.**

### Appendix D: Analysis of stability conditions

As explained in the Letter, the stability of the system under consideration hinges on the signs of the functions $\mathcal{H}_1$, $\mathcal{H}_2$, $N_m$, $N_j$, $M_1$, $M_2$ and $G_1$ defined in eqs. (5) and (7). According to our stability criteria, these functions must all be positive definite in the domain of interest, translating into bounds on $G_6$ and $G_{4,X}/\mu^2$. We next provide these bounds for the RN and TOV metrics that we focused on in the Letter.

1. **Reissner-Nordström metric**

For the RN spacetime the domain of interest is $r \geq r_+$, with the location of the event horizon being given by $r_+ = \frac{c^2}{\rho} \left(1 + \sqrt{1 - \frac{r_s^2}{r^2}} \right)$. Table I displays the conditions for the functions determining the stability criteria to be positive definite (recall that $\mathcal{H}_1 = \mathcal{H}_2$ and $M_1 = M_2$ for the RN metric).

2. **TOV metric**

The TOV metric components are given by

$$f = e^{2\phi}, \quad g = 1 - \frac{\tilde{m}}{r}, \quad (D1)$$

where here and below all tilde variables correspond to quantities normalized by an arbitrary mass scale $M_*$ and associated distance scale $r_{s,*} = 2GM_*$; this is of course not necessary but is convenient in order to only deal with dimensionless variables in numerical computations.

The functions $\phi$ and $\tilde{m}$, along with the pressure $\tilde{p}$, are determined by the TOV equations

$$\frac{d\tilde{m}}{dr} = 4\pi r^2 \tilde{p}, \quad (D2)$$

Assuming regularity at the star’s center, $\tilde{r} = 0$, one can solve these equations in power series to find

$$\tilde{m} = \frac{4\pi}{3} \tilde{p} \tilde{r}^3 + \cdots, \quad (D3)$$

$$\tilde{p} = \tilde{p}_c - \frac{\pi}{3} (\tilde{p}_c + \tilde{p}_r) (\tilde{p}_c + 3\tilde{p}_r) r^2 + \cdots,$$

where $\tilde{p}_c := \tilde{p}(\tilde{r}=0)$ and $\tilde{p}_r := \frac{d\tilde{p}}{d\tilde{r}} |_{\tilde{r}=0}$, are to be obtained from the equation of state $\tilde{p}(\tilde{p})$. It is then straightforward to evaluate the stability criteria at $\tilde{r} = 0$ in order to derive the bounds quoted in the main text.
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