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Abstract. We present a nonlocal weighted sparse representation (NWSR) method for reconstruction of retinal optical coherence tomography (OCT) images. To reconstruct a high signal-to-noise ratio and high-resolution OCT images, utilization of efficient denoising and interpolation algorithms are necessary, especially when the original data were subsampled during acquisition. However, the OCT images suffer from the presence of a high level of noise, which makes the estimation of sparse representations a difficult task. Thus, the proposed NWSR method merges sparse representations of multiple similar noisy and denoised patches to better estimate a sparse representation for each patch. First, the sparse representation of each patch is independently computed over an overcomplete dictionary, and then a nonlocal weighted sparse coefficient is computed by averaging representations of similar patches. Since the sparsity can reveal relevant information from noisy patches, combining noisy and denoised patches’ representations is beneficial to obtain a more robust estimate of the unknown sparse representation. The denoised patches are obtained by applying an off-the-shelf image denoising method and our method provides an efficient way to exploit information from noisy and denoised patches’ representations. The experimental results on denoising and interpolation of spectral domain OCT images demonstrated the effectiveness of the proposed NWSR method over existing state-of-the-art methods.
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1 Introduction

Optical coherence tomography (OCT) is a noninvasive imaging modality, which can provide a cross-sectional view (tomography) of the tissue structures and has been widely used to identify and monitor various ophthalmology diseases.1 However, due to interferometry nature of OCT imaging, the OCT images are inevitably affected by noise. Also, to avoid motion artifacts from the fixation eye movements, the OCT clinical images are often captured at lower than nominal sampling rates.2-6 Therefore, effective denoising and interpolation algorithms are necessary for automated or even manual OCT image analysis.

Interpolation and denoising are two of the most well-known problems in image processing.7 and many methods based on various image models have been proposed for OCT image reconstruction.8-19 In general, these methods are mostly developed for OCT denoising. Although they can be used with efficient interpolation algorithms, designing a more unified algorithm that is capable of denoising, and interpolation is more appealing.5,6,20

Classic interpolation algorithms produce unsatisfying results when the low-resolution image is noisy and they cannot recover features that are missed in the input noisy image itself.4-6,20 Multiframe interpolation methods seem more plausible since they benefit from more information provided by multiple images.4 However, they need motion estimation from images, which is prone to error even for noise-free images.8,10,13,14,21,22

Example-based learning interpolation can exploit the information from a dataset of paired training images. The early approaches are based on finding the nearest neighbors in a large dataset consisting of low-resolution (LR) and high-resolution (HR) patch pairs.23-31 Despite promising results that have been presented, this approach is computationally intensive and the search for nearest neighbors may be negatively affected by noise. These shortcomings can be mitigated using sparse models.25-27 Thus, several researchers have used sparse representation and closely related compressed sensing methods to reconstruct OCT data.2,6,28-30

Recently, Fang et al.5,6 have tried to denoise and interpolate spectral domain OCT (SDOCT) images by proposing a fast coupled dictionary learning (DL) approach. Basically, this approach is based on the idea of shared sparse representations between LR and HR patches.23,31 However, learning coupled dictionaries in presence of noise can mislead estimating supports or coefficient values in sparse representation stage.20,32 Therefore, sophisticated regularizers are needed with the cost of higher computational complexity.30 An alternative way is based on using sparse representation of the degraded patch itself. Several researchers have exploited this idea, along with
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nonlocal redundancy in natural images. To interpolate a natural image with sparse nonlocal models, learning one model for each subspace through clustering has been shown promising results, but clustering highly noisy OCT image patches is not easy and inconsistency between LR and HR clusters negatively affects the reconstruction quality. To tackle with heavier and more realistic noise, two interpolation methods based on the well-known block-matching and 3D filtering (BM3D) sparse representation model are recently introduced. Although the reconstruction results are excellent, these methods use internal BM3D dictionaries that are learned from the corrupted image itself. Therefore, it would be hard to recover details that are lost in the LR image itself.

In this paper, we propose a nonlocal weighted sparse representation (NWSR) to denoise or interpolate a single cross-sectional SDOCT image. We learn an overcomplete dictionary from an external dataset of SDOCT images and use the learned dictionary in our reconstruction algorithm to enhance the spatial resolution of an input image. Two cues have been used to better estimate sparse representation of an unknown HR patch from noisy LR patches. First, inspired by sparse nonlocal models, we incorporate self-similarity information to obtain a representation for each patch by averaging sparse representations of nonlocal similar patches over an overcomplete dictionary. The sparse representation of each patch is computed independently, and then a weighted sparse coefficient is computed, where weights are determined by the similarity between patches. Second, promising results have been shown recently by combining information that are extracted from noisy image and the result of an off-the-shelf denoising method. Sparse representation can identify relevant information from noisy image patches while suppressing noise. Therefore, we combine noisy and denoised patches’ representations to calculate nonlocal weighted sparse coefficients. This results in a more robust estimate of the HR patch representation, which is later used for denoising or interpolation of SDOCT images.

The rest of the paper is organized as follows. In Sec. 2, we briefly review the sparse representation-based denoising model and interpolation model. In Sec. 3, we introduce the proposed NWSR method for the denoising and interpolation of OCT images. Experimental results on clinical OCT data are shown in Sec. 4. The conclusion and future works are presented in Sec. 5.

2 Related Works

2.1 Sparse Representation-Based Denoising

The sparse representation assumes that most signals of interest can be estimated using a linear combination of a few (sparse) elements from a set of basis functions (atoms) that is called a dictionary. Ideally, in the sparse model, corruptions such as noise cannot be well represented sparsely, thus finding the sparse representation of a corrupted signal over a suitable dictionary helps to restore it. To exploit the sparse model, a corrupted image is divided into overlapping small patches. Each patch $Y_i \in \mathbb{R}^{P \times P}$ is converted to a column vector $y_i \in \mathbb{R}^{P^2 \times 1}$ by lexicographic ordering. To avoid numerical instabilities of computing sparse representation, the mean intensity value of each patch is often subtracted from its pixel values. Then, the vector $y_i$ is represented sparsely by a coefficient vector $\alpha_i \in \mathbb{R}^d$ over a dictionary matrix $D \in \mathbb{R}^{d \times d}$ by solving the following problem:

$$\min_{\alpha_i} \|y_i - Da_i\|_2^2 \quad \text{s.t.} \quad \|\alpha_i\|_0 < t,$$

where $\|\cdot\|_0$ is the L0 pseudonorm that counts the number of non-zero elements (support) in the coefficient vector $\alpha_i$. The constant $t$ is the sparsity level. Assuming that we have an overcomplete dictionary $D$ with $k \gg n$, a pursuit algorithms such as orthogonal matching pursuit (OMP) can be used to approximately solve Eq. (1) such that $x_i \approx Da_i$. After adding the removed mean intensity to each estimate $Da_i$, it could be interpreted as a restored version of $Y_i$. The dictionary $D$ can be constructed or learned from a dataset of image patches; however, it is more desirable to learn the dictionary, because it leads to a more compact one which speeds up the computation of sparse representations.

2.2 Sparse Representation-Based Interpolation

An instance of interpolation problem can be formulated as: denote an original HR image as $X \in \mathbb{R}^{n \times n}$, the downsampled operator as $S$, and the subsampled LR image as $Y = SX \in \mathbb{R}^{c(n \times n)}$. Given a subsampled observed image $Z$, the goal of any image interpolation method is to estimate $X$ by $\hat{Z}$ such that $\hat{Z} \sim X$. To solve this problem with a patch-based sparse model, we need a way to estimate the latent sparse representation of an HR patch from the observed LR patch.

Two main strategies have been used in different methods for this estimation: (1) estimating the sparse representation of an HR patch via the remaining pixels, i.e., only the observed pixels in the given LR patch and (2) estimating the sparse representation of an HR patch by assuming that the sparse representation of the LR patch and its corresponding HR one are similar over a couple of dictionaries, i.e., $(D_L, D_H)$ where $D_L$ is the LR dictionary and $D_H$ is the HR dictionary. The second was pioneered by Yang et al. However, as mentioned earlier, learning coupled dictionaries in the presence of noise are not easy. The first strategy needs one dictionary. At first, rows of the dictionary $D$ that are corresponding to the missing pixels in a given patch $y_i$ are removed by applying a suitable matrix on the dictionary $D_i = U_iD$. The columns of $D_i$ are usually normalized to unit one. Then, the sparse representation $\alpha_i$ of an image patch $z_i$ can be found over this new dictionary by solving

$$\min_{\alpha_i} \|z_i' - Da_i\|_2^2 \quad \text{s.t.} \quad \|\alpha_i\|_0 < t,$$

where $z_i' = U_i z_i$ is a vector corresponding to the observed pixels of the patch $z_i$, and the HR patch $x_i$ is reconstructed by $x_i \sim \hat{x}_i = Da_i$.

3 Proposed NWSR Method for OCT Image Denoising and Interpolation

Given an observed SDOCT image $Y$, we want to estimate a denoised HR image $X$ based on $Y$. When $Y$ and $X$ have the same spatial resolution, i.e., $X, Y \in \mathbb{R}^{n \times n}$ the problem is denoising. Following, a spatially subsampled noisy SDOCT image has fewer columns and we can formulate it as $Z = SY \in \mathbb{R}^{c(n \times n)}$ where $S$ is the column downsampler. Thus, to infer the contents of the denoised HR image $X$ from the noisy image $Y$ or the noisy downsampled image $Z$, a dictionary and an image reconstruction algorithm are required.
3.1 Dictionary Learning

To learn a dictionary, we need high signal-to-noise ratio (SNR) SDOT images that are acquired in works. We use these images and extract N overlapping patches of size $p_1 \times p_2$ pixels. For each patch $X_i \in \mathbb{R}^{p_1 \times p_2}$, as described in Sec. 2.1, we convert it to a vector $x_i \in \mathbb{R}^{n \times p_1 \times p_2}$ and remove the mean of its pixels intensity. Then, we solve the following DL problem to learn an overcomplete dictionary $D \in \mathbb{R}^{n \times k}$:

$$\min_{D, \alpha_i} \|\alpha_i\|_0 \text{ s.t. } \sum_{i=1}^{N} \|D\alpha_i - x_i\|_2 \leq \epsilon. \quad (3)$$

In Eq. (3), the representation error $\epsilon$ is set to be $\sigma g \sqrt{p_1 \times p_2}$ for all patches, where $\sigma$ indicates the level of noise in the training data, and $g$ is a predefined constant, which is called noise gain. We used an efficient implementation of K-SVD and batch-OMP algorithm, which is specifically optimized for calculating sparse representations of large sets of signals over a dictionary.

3.2 Image Reconstruction

Supposing that a noisy LR image $Z$ is fed to the algorithm as the input image, we densely extract overlapping patches of size $p_1 \times p_2$ from the input image. Then, each patch is processed with our reconstruction algorithm that mainly comprises three steps: (1) for each patch, find similar patches with the help of corresponding patches that are extracted from a denoised version of an input image, (2) compute nonlocal weighted sparse coefficients over the learned dictionary, and (3) reconstruct the whole image by aggregating overlapping estimates. The schematic diagram of our algorithm is shown in Fig. 1 and each step will be described in more detail in the following subsections.

3.2.1 Finding similar patches

Given a patch from the observed image $Z$, we want to find similar patches for it. To compare patches, the Euclidean distance can be used; but this distance on the noisy patches is prone to overfitting the noise and return irrelevant results. Therefore, we use an off-the-shelf denoising algorithm to reduce the amount of noise in $Z$. Though any denoising algorithms can be used, we apply an implementation of the nonlocal mean (NLM) filtering, which is provided by Ref. 5.

Concretely, to find $K$ similar patches for a given noisy patch $z_i$, $i = 1, \ldots, M$; we use the corresponding denoised patch $\hat{z}_i$ extracted from the denoised image $\hat{Z}$. Then, we extract $L$ patches around it, which are in the same row and retrieve the indices of $K$ most similar patches (including the patch itself). The distance is computed as

$$d_{i,j} = (U_i \hat{z}_i - U_i \hat{z}_j)^T (U_i \hat{z}_i - U_i \hat{z}_j), \text{ where } j \in R_i. \quad (4)$$

In Eq. (4), the matrix $U_i$ extracts the observed pixels from $\hat{z}_i$ and $\hat{z}_j$, respectively. The set $R_i$ denotes the indices of patches that have missing values in the same locations as the given patch $\hat{z}_i$ in the neighborhood of size $L$. Note that, if the patches have different locations of missing values, the sparse representation stage will try to capture information that are relevant for reconstructing those values. Therefore, it may contribute wrongly for the computation of the sparse representation of the current patch in process.

3.2.2 Computing nonlocal weighted sparse coefficients

Given $K$ similar patches for each degraded patch $z_i$, we combine information from them to obtain a better estimation of sparse representation of the corresponding HR patch. First, we independently compute sparse representation of the patch $z_i$ and its similar denoised patches using Eq. (2). Let us indicate the set containing sparse representations of $K$ patches for the $i$'th

![Fig. 1 A schematic diagram of the proposed NWSR method.](image-url)
patch as \( S_i = \{ a_{i,1}, \ldots, a_{i,K} \} \). Next, a nonlocal weighted sparse coefficient is computed using

\[
\bar{a}_i = \sum_{j=1}^{K} \alpha_{i,j} p_{i,j}. \tag{5}
\]

In this equation, \( p_{i,j} \) is the probability associated with the sparse representation of the \( j \)th patch in the set \( S_i \). We assign the probabilities by considering the degree of similarity between the given patch and its similar ones.\(^{39}\) To this end, we use the distance between patches \( d_{i,j} \) that are computed in the previous section [Eq. (4)] to define a weight for each patch

\[
w_{i,j} = e^{-d_{i,j}^2}. \tag{6}
\]

Obviously, the maximum weight is assigned to the sparse representation of the given patch (\( z_i \)). The parameter \( h \) is a constant that controls the amount of deviation from the \( i \)th patch. If it is set to a very small value, the patches must be very similar to the \( i \)th patch to have a significant weight. Equation (7) converts the weights into probabilities and ensures that the probabilities sum to one

\[
p_{i,j} = \frac{w_{i,j}}{\sum_{j=1}^{K} w_{i,j}}. \tag{7}
\]

After computing nonlocal weighted sparse coefficients \( \bar{a}_i \) for each patch \( z_i \), we can denoise and interpolate it by \( D\bar{a}_i \) (Fig. 1).

The effect of the proposed NWSR method for image reconstruction is shown in Fig. 2. In the next step, we restore the mean of the patches that were removed during sparse representations, and then merge the patches to reconstruct a whole denoised HR image.

### 3.2.3 Reconstructing the whole image

Let us indicate the estimation of the \( i \)th patch with \( \hat{x}_i = D\bar{a}_i \). This estimation lacks the mean of intensities for each patch as it was removed in the sparse representation stage. One way to restore the mean is to use the mean of the remaining pixels in each patch.\(^{32}\) A better way is to use the mean of the corresponding denoised patch.\(^{4} \) As we exploit sparse representations of multiple patches to obtain nonlocal weighted sparse coefficients for each patch, it is natural to expect that the mean can also be recovered in a similar weighted fashion. We compute the mean intensity for the \( i \)th patch by

\[
\bar{m}_i = \sum_j m_{j} p_{j}. \tag{8}
\]

Then, the mean intensity is added to the estimation by

\[
\hat{x}_i = D\bar{a}_i + \bar{m}_i. \tag{9}
\]

The whole procedure of restoring each patch is briefly described in Fig. 3. After restoring each patch, we have multiple estimates for each pixel. A common method to form a complete image from a patch-based processing method is to average these estimates by\(^{41}\)

\[
\hat{x} = W \left( \sum_{i=1}^{M} R_i^T \hat{x}_i \right), \text{ where, } W = \left( \sum_{i=1}^{M} R_i^T R_i \right)^{-1}. \tag{10}
\]

In Eq. (10), \( R_i^T \hat{x}_i \) places the \( i \)th estimated patch in the appropriate place. The diagonal matrix \( W \) contains the weights associated with each pixel based on the number of overlapping patches that reconstruct it. The vector \( \hat{x} \) is the recovered image.

### 4 Experimental Results

In this section, we present some experimental results of the proposed NWSR method for both interpolation and denoising problems. The datasets, parameters, and quantitative image reconstruction metrics are explained. Then, the method is compared quantitatively and qualitatively with other competing methods. The source code of our proposed NWSR method will be released on the website (https://github.com/ashkan-abbasi66).

#### 4.1 Datasets

We use datasets that were originally introduced by Ref. 5, and it is available in Ref. 45. The images were all captured by Bioptigen SDOCT imaging systems (Durham, North Carolina). The first dataset was acquired from the central foveal images of 28 eyes of 28 subjects with and without nonneovascular age macular degeneration. For each subject, an HH image was provided by registration of azimuthally repeated B-scan images from the fovea.\(^{3} \) The dataset was divided randomly into a training set of 10 subjects and a test set of 18 subjects. The second dataset consists of really subsampled images with 450 columns per image. This dataset was acquired with the same imaging device from 13 human subjects.
4.2 Quantitative Metrics

To assess objective performance of the methods, we use quantitative metrics that are commonly used in medical image reconstruction. We adopt the peak signal-to-noise-ratio (PSNR), mean-to-standard-deviation ratio (MSR),46 contrast-to-noise-ratio (CNR),47 and equivalent number of looks (ENL).48

The PSNR is a widely used metric that globally measures the intensity difference between the processed and the reference image. The other mentioned metrics do not require the reference image, and their computation requires selecting regions of interest from the images. We compute the MSR by averaging mean to standard deviation (SD) ratio on foreground regions of an image (e.g., red box #2-#6 in Fig. 4). The CNR measures the contrast between foreground regions and background noise by taking into account not only foreground regions but also background region (e.g., red box #1 in Fig. 4). The ENL involves computing mean and SD of background region. Therefore, it evaluates smoothness in background regions. Large ENL indicates a stronger noise smoothing in the corresponding region.48

4.3 Compared Methods

We compare the proposed NWSR method quantitatively and qualitatively with other competing methods from the literature. The comparison methods for the OCT image denoising include: K-SVD denoising algorithm,34 BM3D,32 patch group prior-based denoising (PGPD),39 two-dimensional sparsity-based simultaneous denoising and interpolation (2-D-SBSDI),1 and BM4D.50

For the OCT image interpolation problem, the comparison methods include bicubic, BM3D,34 + bicubic, single image scale-up using sparse representation by Zeyde et al.51 (Zeyde), 2-D-SBSDI,1 and BM4D + bicubic. The BM3D/BM4D + bicubic method is a combination of the BM3D/BM4D denoising approach and the bicubic interpolation approach.

4.4 Algorithm Parameters

We set most of the parameters of the proposed method NWSR parameters based on our experiments. The selected parameters kept unchanged for all images in both interpolation and denoising experiments. We extract patches of size $p_1 \times p_2 = 8 \times 8$ pixels for DL and sparse representation. The smaller patch sizes have negative effects on the performance of the proposed method and the bigger ones increase the computational cost. We will evaluate the effects of the patch size on the performance of the proposed method in Sec. 4.7. For each patch, we extract $L = 30$ patches in the same row and retrieve $K = 6$ most similar ones (including the patch itself). Although a larger search window might further enhance the reconstruction performance, it has more computational cost. In Sec. 4.8, we will discuss the effect of the number of retrieved similar patches ($K$) on the performance of the proposed NWSR method. The constant $h$ in the exponential weight function [Eq. (6)] is set to 80. The sparsity level in the image reconstruction algorithm [Eq. (2)] is set to 2. To set the representation error for DL, we estimate the noise level from the training HH images by employing the algorithm published by Ref. 52. The obtained value is $\sigma = 4.6$. The noise gain $g$ is set to 1.65. The procedure terminates in 20 iterations. Adding more iterations hardly results in any improvement. The number of dictionary atoms is set to 128. Further increasing the number of atoms will slightly improve the performance of reconstruction with the expense of higher computation time. We initialize the DL algorithm by randomly selecting patches from the training set. Better initialization methods can be used to improve the algorithm’s performance,18 but we still use random initialization due to its simplicity. The patch size for NLM filtering is set to $6 \times 6$ pixels. Increasing the NLM filtering patch size results in over smoothing of textured regions. Instead of removing all of the noise using an NLM filtering with bigger patch size, we reduce the amount of noise using this off-the-shelf algorithm. Then, the remaining noise will be removed by sparse representation. All parameters involved in the compared methods were optimally assigned or chosen as described in the reference papers.

4.5 Results for OCT Image Denoising

Figure 4 demonstrates a visual comparison between the proposed NWSR method and compared methods for denoising of a real retinal OCT test image. As can be seen, the K-SVD, BM3D, and PGPD significantly suppress the noise while introducing visual artifacts. The SBSDI further reduces the artifacts, but it results in a slightly noisy reconstruction. BM4D can greatly reduce the noise, and it can better preserve layer structures due to using multiple images for denoising, but the result exhibits visible artifacts. The proposed NWSR method can effectively reduce noise while preserving many structures, compared to the HH image. Average quantitative results (over

---

**Fig. 3** The procedure of restoring a patch via NWSR.

**Patch Restoration algorithm via NWSR**

**Input:** $\{x_{i,1}, x_{i,2}, \ldots, x_{i,K}\}$, a set consist of the ith patch ($x_{i,1} = x_i$) and its similar ones, $D$, the dictionary.

1. Remove missing values from the patches by $\tilde{x}_{i,j} = U_i x_{i,j}$, $j = 1, \ldots, K$.
2. Remove the mean pixel value of each patch from it.
3. Remove the dictionary rows that are corresponding to the missing values by $D'_i = U_i D_i$.
4. Compute the sparse representations of the patches $\{\tilde{x}_{i,1}, \tilde{x}_{i,2}, \ldots, \tilde{x}_{i,K}\}$ independently by equation (2).
5. Compute the probabilities by equation (7).
6. Compute the non-local weighted sparse coefficient by equation (5).
7. Restore the weighted means by equation (10).

**Output:** $\tilde{x}_i$, the restored patch.
18 foveal images) of all the test methods are reported in Table 1. According to this table, the quantitative results of the proposed NWSR method are superior to those of the compared methods in terms of the four quantitative metrics (i.e., MSR, CNR, ENL, and PSNR). The experiments were conducted on a laptop with an Intel® Core i7-4702MQ processor and 16 GB of RAM. On average, denoising an OCT test image of size 450 × 900 pixels using the proposed NWSR method takes about 108 s, implemented in MATLAB®. We did not optimize the code for speed, thus there is potential to reduce the average running time.

![Visual comparison of the denoised images by different methods](image)

**Fig. 4** Visual comparison of the denoised images by KSVD, BM3D, PGPD, 2-D-SBSDI, BM4D, and the proposed NWSR method.

| Metric/method | K-SVD | BM3D | PGPD | 2-D-SBSDI | BM4D | NWSR |
|---------------|-------|------|------|----------|------|------|
| MSR Mean      | 7.53  | 6.86 | 7.17 | 8.2      | 7.07 | **8.67** |
| SD            | 1.26  | 0.96 | 1.2  | 1.09     | 0.81 | 1.15 |
| p value       | 1.91E-06* | 9.33E-12* | 2.63E-09* | 1.28E-06* | 2.26E-10* |
| CNR Mean      | 3.39  | 3.21 | 3.22 | 3.43     | 3.31 | **3.45** |
| SD            | 0.52  | 0.45 | 0.48 | 0.45     | 0.44 | 0.47 |
| p value       | 1.74E-01 | 6.04E-07* | 1.70E-05* | 3.51E-02* | 1.25E-06* |
| ENL Mean      | 776.24 | 1228.17 | 995.42 | 1539.14 | 1038.3 | **1552.68** |
| SD            | 150.69 | 511.56 | 314.31 | 305.97 | 262.91 | 264.07 |
| p value       | 6.53E-12* | 2.85E-03* | 8.85E-09* | 7.31E-01 | 1.84E-07* |
| PSNR Mean     | 27.00 | 27.03 | 26.97 | 27.53     | 27.57 | **27.79** |
| SD            | 2.41  | 2.42 | 2.44 | 2.28     | 2.49 | 2.41 |
| p value       | 1.26E-04* | 1.04E-05* | 6.73E-05* | 4.28E-06* | 2.95E-03* |

Note: Best results in the mean values are shown in bold. *p < 0.05, the metrics for each test method are considered statistically significant.
4.6 Results for OCT Image Interpolation

Figures 5 and 6 show a visual comparison between the proposed NWSR method and compared methods for reconstruction of two real retinal OCT test images from two different datasets. Figure 5 shows a synthetic subsampled image (with 50% data missing), its visually reconstructed results, and its corresponding HH image. Figure 6 shows a real subsampled image (with 50% data missing) and its visually reconstructed results obtained from all the test methods. As expected, the results of bicubic and Zeyde are noisy, as we can see in Figs. 5 and 6. The BM3D + bicubic and BM4D + bicubic can significantly reduce the noise, but their results are suffered from visible artifacts. The BM4D + bicubic results in less artifacts than BM3D + bicubic and better preserves structures. Similar to denoising experiment, the SBSDI method reduces the artifacts, but it results in a slightly noisy reconstruction. The visual evaluation of the proposed NWSR method indicates good performance of the method in preserving textures and suppressing noise. This can be validated by the average quantitative results that are reported in Tables 2 and 3. The average quantitative results over 18 synthetic subsampled images from the first dataset are reported in Table 2. The quantitative results over 39 real subsampled images are reported in Table 3. As can be observed, the proposed NWSR method provides the best performance, except that for the mean of the ENL for reconstructing the images from the second dataset (Table 3). For this dataset, the best mean of the ENL is achieved by the 2-D-SBSDI method due to the fact that it results in a more aggressive background smoothing. This is also reflected in lower values of other metrics (i.e., MSR and CNR). On average, interpolating an OCT test image with 50% data missing using the proposed NWSR method takes about 85 s. The implementation was the same as mentioned in Sec. 4.5.

4.7 Effects of Patch Size

To evaluate the effect of patch size on the performance, we vary this parameter in a certain range and set the other parameters to the fixed values described in Sec. 4.4. We present the experiment of reconstructing 18 synthetic subsampled images (with 50% data missing) in Sec. 4.6. Figure 7 shows the behavior of PSNR versus different patch sizes. It can be seen that smaller patch sizes negatively affect the performance due to the limited spatial information. As the patch size increases, the method significantly suppresses noise but may result in oversmoothing and the loss of image detail. Consequently, we use the patch size of $p_1 \times p_2 = 8 \times 8$ pixels for all the experiments in our paper.

4.8 Effects of Number of Similar Patches to Compute Nonlocal Weighted Sparse Coefficients

Because our proposed NWSR method relies on sparse representations of the K most similar patches, we study here the impact of different values of K on the performance. We reconstruct 18 synthetic subsampled images (with 50% data missing) described in Sec. 4.6 with different values for K while keeping all other parameters unchanged. Figure 8 plots the average PSNR over the test images as a function of K. It can be seen that merging only a few representations yields benefits. The performance gets better as K increases. However, it might result in oversmoothing.
Table 2 Mean and SD of the MSR, CNR, ENL, and PSNR results for reconstructing 18 foveal images (with 50% data missing) by the test methods.

| Metric/method | Bicubic | BM3Dbicubic | Zeyde | 2-D-SBSDI | BM4Dbicubic | NWSR |
|---------------|---------|-------------|-------|-----------|-------------|------|
| MSR Mean      | 3.44    | 7.49        | 5.08  | 8.75      | 7.6         | **10.01** |
| SD            | 0.29    | 1.14        | 0.43  | 1.13      | 0.95        | 1.39 |
| p value       | 1.88E-13* | 6.31E-11*  | 5.08E-12* | 1.56E-08* | 2.18E-10* |
| CNR Mean      | 1.75    | 3.36        | 2.55  | 3.57      | 3.45        | **3.84** |
| SD            | 0.29    | 0.5         | 0.4   | 0.5       | 0.49        | 0.56 |
| p value       | 1.43E-14* | 1.40E-10*  | 4.21E-13* | 3.85E-11* | 1.64E-10* |
| ENL Mean      | 8.62    | 1345.01     | 28.69 | **1885.33** | 1096.31 | 1664.19 |
| SD            | 1.12    | 543.74      | 3.79  | 545.09    | 342.14      | 305.71 |
| p value       | 4.72E-14* | 6.43E-04*  | 5.22E-14* | 7.58E-03* | 6.21E-07* |
| PSNR Mean     | 18.54   | 27.26       | 22.72 | 27.64     | 27.76       | **27.96** |
| SD            | 0.48    | 2.44        | 0.91  | 2.27      | 2.52        | 2.29 |
| p value       | 1.31E-13* | 8.76E-06*  | 2.00E-11* | 3.90E-09* | 3.14E-02* |

Note: Best results in the mean values are shown in bold. 
*p < 0.05, the metrics for each test method are considered statistically significant.

Fig. 6 Visual comparison of the reconstruction results of a real subsampled retinal OCT test image (with 50% data missing) using bicubic, BM3Dbicubic, Zeyde, 2-D-SBSDI, BM4Dbicubic, and the proposed NWSR method. The figure is better seen by zooming on a computer screen.
and the loss of image detail. Therefore, we use $K = 6$ for all the experiments in our paper.

5 Conclusion

In this paper, we have presented a competitive method (named NWSR) capable of denoising and interpolating a cross-sectional SDOCT image. The proposed NWSR method relies on sparse representations of multiple noisy and denoised LR patches to compute a more robust estimate of the HR patch representation. The experiments showed that merging only a few representations yields better image reconstruction results. The experimental results on two datasets of real retinal SDOCT images show the effectiveness of the proposed NWSR method over several leading state-of-the-art image reconstruction methods. The proposed NWSR method is useful for OCT image quality improvement, and it might be able to improve the performance of segmentation algorithms.18,53 However, there are limitations to this work that need to be addressed in further research efforts. First, although DL from HH images could provide a way to estimate the subspace of clean images,5,16 the HH images are currently not available for other applications of OCT images (e.g., intravascular OCT images of carotid arteries11). Second, the proposed NWSR method is a single-image reconstruction method. Despite its benefits, there is potential to further improve the reconstruction quality by extending the proposed NWSR method to multiframe reconstruction. This is because there are high degrees of spatial correlations between nearby OCT images. Third, the proposed NWSR method uses fixed patch size. In order to efficiently capture OCT image structure, a more effective method might be offered based on adaptive patch size or shape adaptive patches. 54–56 Forth, in future study, we would like to investigate the incorporation of high-frequency information into the reconstruction. 24 Fifth, although here we only considered the task of retinal OCT image reconstruction, the proposed method can also be applied to reconstruction of other noise-corrupted medical images.2,20

Table 3 Mean and SD of the MSR, CNR, and ENL results for reconstructing 39 foveal images (with 50% data missing) by the test methods.

| Method          | MSR  | CNR  | ENL  |
|-----------------|------|------|------|
|                 | Mean | SD   | $p$ value | Mean | SD   | $p$ value | Mean | SD   | $p$ value |
| Bicubic         | 3.34 | 0.17 | 1.28E-23* | 1.67 | 0.25 | 3.54E-33* | 8.81 | 0.44 | 1.49E-33* |
| BM3D34 + bicubic| 6.69 | 0.91 | 3.04E-19* | 3.08 | 0.38 | 2.84E-25* | 1857.20 | 901.89 | 1.56E-01 |
| Zeyde51         | 4.86 | 0.26 | 7.1E-20*  | 2.42 | 0.33 | 7.58E-29* | 29.19 | 1.40 | 2.19E-33* |
| 2-D-SBSDI5      | 7.74 | 1.34 | 4.66E-14* | 3.25 | 0.39 | 7.80E-26* | 1914.60 | 442.58 | 5.21E-06* |
| BM4D50 + bicubic| 6.86 | 0.98 | 3.59E-17* | 3.16 | 0.38 | 6.33E-22* | 1304.11 | 471.65 | 1.08E-05* |
| NWSR            | 8.62 | 1.47 | 3.50 | 0.43 | 1675.00 | 243.26 |

Note: Best results in the mean values are shown in bold. *$p < 0.05$, the metrics for each test method are considered statistically significant.

**Fig. 7** Effects of the patch size on the performance of the proposed NWSR method. For each patch size, mean of the PSNR results for reconstructing 18 foveal images (with 50% data missing) is reported.

**Fig. 8** Effects of number of similar patches ($K$) on the performance of the proposed NWSR method. For each value of $K$, mean of the PSNR results for reconstructing 18 foveal images (with 50% data missing) is reported.
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