Mean-field dynamics of two-mode Bose–Einstein condensates in highly anisotropic potentials: interference, dimensionality and entanglement

Alexandre B Tacla$^{1,3}$ and Carlton M Caves$^{1,2}$

$^1$ Center for Quantum Information and Control, MSC07-4220, University of New Mexico, Albuquerque, NM 87131-0001, USA
$^2$ Centre for Engineered Quantum Systems, School of Mathematics and Physics, University of Queensland, Brisbane, Queensland 4072, Australia
E-mail: tacla@unm.edu

New Journal of Physics 15 (2013) 023008 (33pp)
Received 27 September 2012
Published 5 February 2013
Online at http://www.njp.org/
doi:10.1088/1367-2630/15/2/023008

Abstract. We study the mean-field dynamics and the reduced-dimension character of two-mode Bose–Einstein condensates (BECs) in highly anisotropic traps. By means of perturbative techniques, we show that the tightly confined (transverse) degrees of freedom can be decoupled from the dynamical equations at the expense of introducing additional effective three-body, attractive, intra- and inter-mode interactions into the dynamics of the loosely confined (longitudinal) degrees of freedom. These effective interactions are mediated by changes in the transverse wave function. The perturbation theory is valid as long as the nonlinear scattering energy is small compared to the transverse energy scales. This approach leads to reduced-dimension mean-field equations that optimally describe the evolution of a two-mode condensate in general quasi-one-dimensional (1D) and quasi-two-dimensional geometries. We use this model to investigate the relative phase and density dynamics of a two-mode, cigar-shaped $^{87}\text{Rb}$ BEC. We study the relative-phase dynamics in the context of a nonlinear Ramsey interferometry scheme, which has recently been proposed as a novel platform for high-precision interferometry. Numerical integration of the coupled, time-dependent, three-dimensional, two-mode Gross–Pitaevskii equations for various atom numbers shows that this model gives a considerably

$^3$ Author to whom any correspondence should be addressed.

Content from this work may be used under the terms of the Creative Commons Attribution-NonCommercial-ShareAlike 3.0 licence. Any further distribution of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

New Journal of Physics 15 (2013) 023008
1367-2630/13/023008+33$33.00 © IOP Publishing Ltd and Deutsche Physikalische Gesellschaft
quantum protocols for nonlinear interferometry using two-mode Bose–Einstein condensates (BECs) have recently been proposed as a novel platform for weak-signal detection [1–3]. More specifically, a two-mode $^{87}$Rb BEC consisting of $N$ atoms can be used to implement a nonlinear Ramsey interferometer that potentially operates near the limits established by quantum mechanics [4–6]. This protocol is able to achieve detection sensitivities that scale better than the optimal $1/N$ limit of linear interferometry [7], without relying on complicated state preparation or measurement procedures nor on entanglement generation to enhance the measurement sensitivity [2]. For these reasons, this scheme can be particularly attractive from an experimental perspective.

As discussed in previous work [4–6], there are several conditions for observing nonlinearity-enhanced scalings in this system. For instance, the expansion of the condensate with increasing atom number can get in the way of achieving the desired scaling, as it essentially dilutes the nonlinear interactions in the condensate. Although this effect can be completely suppressed by hard-walled homogeneous potentials, confining the condensate in highly anisotropic traps is a more realistic solution. In this way, the expansion of the atomic cloud in the tightly confined directions is effectively suppressed, with highly elongated geometries providing the architecture with best scalings.

In view of currently available techniques and typical experimental parameters, we numerically simulated such a nonlinear BEC interferometer in cigar-shaped (quasi-one-dimensional (1D)) potentials [5]. Interestingly, our simulations revealed that the interferometer’s signal can be sensitive to the three-dimensional (3D) nature of the condensate. In spite of the highly elongated confinement, we found significant deviations from a quasi-1D model as the strength of the nonlinear scattering interaction increases. In this reduced-dimension...
approximation, it is assumed that the tightly confined (transverse) dimensions can be effectively neglected on the grounds that the characteristic transverse energy scale far exceeds the scattering interaction energy of the atomic cloud. In this situation, however, there are still position-dependent phase shifts that need to be modeled precisely for an accurate analytical description of the interferometry process. This brings into question the accuracy of the reduced-dimension approximation, both spatially and temporally.

To better model the ground-state properties of a BEC in highly anisotropic potentials, we derived corrections to such approximation by means of perturbative techniques [8]. Using a perspective borrowed from quantum information theory, we developed a perturbative Schmidt decomposition of the condensate wave function between the transverse direction(s) and the loosely confined (longitudinal) direction(s). This formalism provides corrections to the lowest-order transverse and longitudinal wave functions of the reduced-dimension approximation; the main effect is a reshaping of the BEC in the tightly confined direction(s) as the strength of the nonlinear scattering interaction increases. In addition, because the perturbation formalism is tied to the Schmidt decomposition, it automatically encodes information about the entanglement between the spatial directions in higher-order Schmidt terms; the leading Schmidt term provides the optimal product approximation to the exact 3D ground-state mean-field solution.

In this paper, we develop further the approach of [8] by extending our perturbation theory to the mean-field dynamics of two-mode BECs in highly anisotropic traps. The perturbation theory is valid as long as the nonlinear scattering energy is small compared to the transverse energy scales. This approach leads to equations that effectively describe the evolution of a two-mode condensate in general quasi-1D and quasi-two-dimensional (2D) geometries. In addition, we also derive effective time-evolution equations for a highly anisotropic, single-mode BEC. These equations show how the corrections to the reduced-dimension approximation propagate in time and affect the overall dynamics of the condensate, thus modeling not only interference effects, but also density dynamics. We apply this 3D-corrected model to analyze the nonlinear BEC interferometry protocol simulated in [5] for cigar-shaped potentials. This analysis leads to a considerably more refined analytical account of the interference signal than the one given by a quasi-1D model. In addition, we study the spatial segregation of the two modes, which occurs on a longer time scale than the phase accumulation. We compare this model against exact 3D numerical results for the evolution of the two-mode BEC given by the 3D, two-mode, coupled Gross–Pitaevskii (GP) equations. Finally, we investigate the reduced-dimension structure of the highly anisotropic, two-mode condensate by explicitly deriving the instantaneous Schmidt decomposition of the time-dependent, two-mode condensate state. This analysis allows us to study the entanglement between the transverse and the longitudinal-internal degrees of freedom. It confirms that the tightly confined dimensions can indeed be decoupled from the evolution equation and naturally shows the optimal way to do it.

This paper is organized as follows. In section 2, we briefly recount the standard reduced-dimension approximation to the 3D, two-mode, coupled GP equations, which completely neglects the effect of the nonlinear scattering interaction on the transverse degrees of freedom. By developing a perturbative relative-state decomposition of the time-dependent condensate mean fields, we derive corrections to the standard approximation in section 3; these corrections act as effective three-body, attractive, intra- and inter-mode interactions. Because of the high anisotropy of the condensate, the evolution of the longitudinal modes in the perturbative regime takes place on a much longer time scale than the transverse modes. We address this separation of time scales in appendix A and derive an adiabatic approximation to the
longitudinal evolution equations of section 3. In section 4, we use the resulting model to investigate the relative-phase and density dynamics of a two-mode, cigar-shaped $^8$Rb BEC. We study the relative-phase dynamics in the context of a nonlinear Ramsey interferometry scheme. We compare our perturbative model against numerical integration of the full 3D, two-mode, coupled GP equations for various atom numbers. Lastly, in section 5, we investigate the reduced-dimension character of the two-mode condensate by explicitly deriving the instantaneous Schmidt decomposition of the time-dependent, two-mode condensate state. Conclusions are given in section 6.

2. Two-mode dynamics in the standard reduced-dimension approximation

In the mean-field approximation, one describes the evolution of a two-mode condensate at zero temperature by unity-normalized wave functions, $\psi^1(\mathbf{r}, t)$ and $\psi^2(\mathbf{r}, t)$, for the two modes, which are determined by the two-mode, coupled, time-dependent, 3D GP equations

$$i\hbar \frac{\partial \psi^\alpha}{\partial t} = \left( -\frac{\hbar^2}{2m} \nabla^2 + V + g_{\alpha\alpha} (N_\alpha - 1) |\psi^\alpha|^2 + g_{\alpha\beta} N_\beta |\psi^\beta|^2 \right) \psi^\alpha. \tag{1}$$

Here $N_{1(2)}$ is the number of atoms in mode 1 (2), $V$ is the external trapping potential, assumed to be the same for both modes, and $\alpha = 1, 2$ and $\beta = 2, 1$ label the two modes of the condensate, which can represent, for instance, two hyperfine states, $|1\rangle$ and $|2\rangle$. We further assume that collisions between the atoms are elastic, so that the only allowed scattering processes are $|1\rangle|1\rangle \rightarrow |1\rangle|1\rangle$, $|2\rangle|2\rangle \rightarrow |2\rangle|2\rangle$, and $|1\rangle|2\rangle \rightarrow |1\rangle|2\rangle$, with scattering strengths $g_{11}$, $g_{22}$, and $g_{12}$, where $g_{\alpha\beta} = 4\pi \hbar^2 a_{\alpha\beta}/m$ is determined by the s-wave scattering length $a_{\alpha\beta}$ and the atomic mass $m$. Note that by setting the inter-mode coupling constant $g_{12}$ to zero, one recovers the case of a single-mode BEC, which we address in more detail in appendix B.

In the case of highly anisotropic potentials, the condensate is loosely trapped by a potential $V_L(\mathbf{r})$ in $d$ dimensions, referred to as longitudinal (L) dimensions, as opposed to the remaining $D = 3 - d$ transverse degrees of freedom (T), which are tightly confined in a potential $V_T(\mathbf{\rho})$. If the scattering interaction is sufficiently small compared to the transverse energy scale, one can neglect the effect of the nonlinear interaction on the atomic transverse degrees of freedom and approximate the condensate wave functions by the product ansatz

$$\psi^\alpha_{\text{rad}}(\mathbf{\rho}, \mathbf{r}, t) = e^{-iE_0 t/\hbar} \xi_0(\mathbf{\rho}) \phi^\alpha(\mathbf{r}, t), \tag{2}$$

where $E_0$ and $\xi_0(\mathbf{\rho})$ are, respectively, the ground-state energy and wave function of the bare transverse potential, $V_T(\mathbf{\rho})$. The longitudinal wave functions $\phi^\alpha(\mathbf{r}, t)$ are the solutions of the $d$-dimensional, longitudinal GP equations,

$$i\hbar \frac{\partial \phi^\alpha}{\partial t} = \left( -\frac{\hbar^2}{2m} \nabla_L^2 + V_L + g_{\alpha\alpha} \eta_T (N_\alpha - 1) |\phi^\alpha|^2 + g_{\alpha\beta} \eta_T N_\beta |\phi^\beta|^2 \right) \phi^\alpha, \tag{3}$$

which are found by plugging equation (2) into the two-mode GP equations (1) and projecting the result onto the subspace spanned by $\xi_0$. Note that in this standard reduced-dimension picture, the coupling constants are renormalized by the average inverse transverse cross section of the condensate, given by

$$\eta_T = \int d^D\rho |\xi_0(\mathbf{\rho})|^4. \tag{4}$$

Within this approximation, the transverse and longitudinal degrees of freedom are decoupled.
This approximation is only meaningful if the number of atoms in the condensate is small compared to an (upper) critical atom number $N_T$, defined as the number of atoms at which the nonlinear scattering energy becomes comparable to the transverse kinetic energy. For a $^{87}$Rb condensate, with the experimentally accessible trap parameters we consider in detail in section 4, $N_T$ has the value 14,000. As $N$ approaches $N_T$, one can no longer neglect the effects of the scattering interaction on the condensate transverse degrees of freedom; as a result, the product ansatz (2) is no longer a good approximation to the 3D wave function. Such 3D-induced effects are responsible not only for modifying the transverse and longitudinal wave functions, but also for creating correlations between the spatial directions. All these effects can be readily calculated in the perturbative regime where $N$ is small compared to $N_T$.

3. Two-mode dynamics via the relative-state decomposition

In previous work [8], we found perturbative corrections to the standard reduced-dimension approximation for the ground-state wave function of a single-mode condensate. These corrections arise from the derivation of the Schmidt decomposition of the condensate wave function between the transverse and longitudinal degrees of freedom. To first-order this approach is equivalent to a first-order perturbative relative-state decomposition of the condensate wave function. The crucial difference between these two approaches is that the Schmidt decomposition assumes no prior knowledge of the basis elements used in the perturbation expansion, whereas in the relative-state method, the expansion is carried out relative to a fixed basis for the transverse degrees of freedom. For this reason, the expansion of the time-independent condensate wave function can be implemented in a simpler way if derived via the relative-state method rather than via the Schmidt decomposition. This motivates us to investigate the dynamics of the condensate from a similar perspective and to look for the perturbative relative-state decomposition of the time-dependent condensate mean field. We return to the Schmidt decomposition in section 5 and show that a Schmidt decomposition of the 3D, time-dependent mean-field solution can easily be retrieved from the relative-state decomposition. The Schmidt decomposition fully characterizes the entanglement among the condensate’s spatial coordinates and its internal degrees of freedom and thus provides an optimal method for investigating the reduced-dimension character of the condensate.

As before, we model the two-mode dynamics of the condensate by means of the mean-field approximation, according to which the mean field of each BEC mode satisfies the time-dependent, coupled, two-mode GP equation (1), which we write here as

$$i\hbar \dot{\psi}^\alpha = (H_T + \epsilon H_L + \epsilon \tilde{g}_{\alpha\alpha}|\psi^\alpha|^2 + \epsilon \tilde{g}_{\alpha\beta}|\psi^\beta|^2)\psi^\alpha.$$  

(5)

For simplicity of notation, we now use $\dot{\psi}^\alpha = \partial \psi^\alpha / \partial t$, $\tilde{g}_{\alpha\alpha} = (N_\alpha - 1)g_{\alpha\alpha}$, and $\tilde{g}_{\alpha\beta} = N_\beta g_{\alpha\beta}$. Here $H_{T(L)} = -(\hbar^2/2m)\nabla^2_{T(L)} + V_{T(L)}$ is the transverse (longitudinal) single-particle Hamiltonian, and $\epsilon$ is a formal perturbation parameter that is set equal to 1 at the end of the calculation. We discuss the physical dimensionless expansion parameter for the perturbation theory in section 4.2.

In the perturbative regime, we write the relative-state decomposition of the time-dependent condensate wave functions $\psi^\alpha$ as

$$\psi^\alpha(\rho, r, t) = \xi_0(\rho)\psi^{\alpha}_0(r, t) + \epsilon \sum_{n=1}^{\infty} \xi_n(\rho)\psi^{\alpha}_n(r, t),$$  

(6)
where \( \{\xi_n\} \) is the eigenbasis of the transverse Hamiltonian. The longitudinal wave functions \( \phi_n^\alpha \) are defined by the projection of the time-dependent mean-field solution \( \psi_n^\alpha \) onto the transverse eigenfunctions \( \xi_n \).

Before we carry out the perturbative expansion of the time-dependent, two-mode GP equations, it is convenient to redefine the longitudinal wave functions relative to an interaction picture in which fast, trivial oscillations are removed. Because of the high anisotropy of the trapping potential, we expect the transverse bare trap energy to be the fastest time scale in the perturbative regime, and therefore we define

\[
\phi_n^\alpha(t) \equiv e^{i\epsilon t}/\hbar \phi_n^\alpha(t).
\]

Now we expand the two-mode GP equations (5) to second order in powers of \( \epsilon \) and project the result onto \( \xi_0 \), thus obtaining the following equation for \( \phi_n^\alpha \):

\[
\begin{align*}
\hbar \phi_n^\alpha &= \epsilon(H_L + \tilde{g}_{\alpha\alpha}|\xi_0^\alpha|^2 + \tilde{g}_{\alpha\beta}|\xi_0^\beta|^2)\phi_n^\alpha \\
&+ \epsilon^2 \sum_{n=1}^{\infty} \langle \xi_n^\alpha|\xi_0^\alpha|\tilde{g}_{\alpha\alpha}|\phi_n^\alpha|^2 + \tilde{g}_{\alpha\beta}|\phi_n^\beta|^2\rangle \phi_n^\alpha \\
&+ \epsilon^2 \sum_{n=1}^{\infty} \langle \xi_n^\beta|\xi_0^\beta|\phi_n^\beta\phi_n^\beta\rangle \\
&+ \epsilon^2 \sum_{n=1}^{\infty} \langle \xi_n^\alpha|\xi_0^\alpha|\phi_n^\rho_{\alpha\rho}\phi_n^\rho_{\alpha\rho}\rangle.
\end{align*}
\]

Hereafter, for brevity, we represent spatial integrals in terms of bra–ket inner products.

Similarly, the projection of equation (5) onto \( \xi_n \), \( n \geq 1 \), yields to lowest order in \( \epsilon \) the time-evolution equations for the longitudinal functions \( \phi_n^\alpha \), which read

\[
i\hbar \dot{\phi}_n^\alpha = (E_n - E_0) \phi_n^\alpha + \langle \xi_n|\xi_0^\alpha|\tilde{g}_{\alpha\alpha}|\phi_0^\alpha|^2 + \tilde{g}_{\alpha\beta}|\phi_0^\beta|^2\rangle \phi_n^\alpha + O(\epsilon), \quad n \geq 1.
\]

One can integrate equation (9), obtaining the formal solution

\[
\phi_n^\alpha(t) - \phi_n^\alpha(0) = -\frac{i}{\hbar} \langle \xi_n|\xi_0^\alpha| \int_0^t ds e^{-i(E_n - E_0)(t-s)/\hbar} (\tilde{g}_{\alpha\alpha}|\phi_0^\alpha(s)|^2 + \tilde{g}_{\alpha\beta}|\phi_0^\beta(s)|^2) \phi_n^\alpha(s) + O(\epsilon).
\]

By plugging equation (10) back into equation (8), we eliminate \( \phi_n^\alpha(t) \) from the equation and get

\[
i\hbar \phi_n^\alpha = \epsilon(H_L + \tilde{g}_{\alpha\alpha}|\phi_0^\alpha|^2 + \tilde{g}_{\alpha\beta}|\phi_0^\beta|^2)\phi_n^\alpha + \epsilon^2 \eta^2 (2\tilde{g}_{\alpha\alpha}|\phi_0^\alpha|^2 + \tilde{g}_{\alpha\beta}|\phi_0^\beta|^2)
\times \int_0^t ds (\tilde{g}_{\alpha\alpha}|\phi_0^\alpha(s)|^2 + \tilde{g}_{\alpha\beta}|\phi_0^\beta(s)|^2) G_T(t-s) \phi_0^\alpha(s)
\]

\[
+ \epsilon^2 \sum_{n=1}^{\infty} \langle \xi_n|\xi_0|\phi_n^{\alpha\rho}\phi_n^{\beta\rho}\rangle
+ \epsilon^2 \sum_{n=1}^{\infty} \langle \xi_n^\rho|\xi_0^\rho|\phi_0^{\alpha\rho}\phi_0^{\beta\rho}\rangle
+ \phi_0^{\beta\rho} G_T(t-s) \phi_0^\rho(s) + \epsilon^2 I_0(t).
\]

Here

\[
G_T(t) \equiv -\frac{i}{\hbar} \sum_{n=1}^{\infty} \frac{\langle \xi_n^\alpha|\xi_0^\alpha|^2}{\eta_T^2} e^{-i(E_n - E_0)t/\hbar}
\]
is a temporal response function that comes from changes in the transverse wave function and that oscillates at the bare transverse eigenfrequencies, and

\[ I^n_0(t) = (2\hat{g}_{\alpha\alpha} |\varphi^\alpha_0|^2 + \hat{g}_{\alpha\beta} |\varphi^\beta_0|^2) \sum_{n=1}^{\infty} \langle \xi^3_n |\xi_n \rangle \varphi_n^\alpha(0)e^{-i(E_n-E_0)t/h} \]

\[ + \hat{g}_{\alpha\alpha} (\varphi^\alpha_0)^2 \sum_{n=1}^{\infty} \langle \xi^3_n |\xi_n \rangle \varphi_n^{\alpha*}(0)e^{i(E_n-E_0)t/h} \]

\[ + \hat{g}_{\alpha\beta} \varphi^\alpha_0 \sum_{n=1}^{\infty} \langle \xi^3_n |\xi_n \rangle (\varphi^\beta_0 \varphi_n^{\beta*}(0)e^{i(E_n-E_0)t/h} + \varphi_n^\beta(0)e^{-i(E_n-E_0)t/h}) \]

(13) is the term associated with the initial condensate wave function. Equations (10) and (11) are the results of the relative-state method. Not surprisingly, \( \varphi^\alpha_0 \) satisfies to lowest order the standard reduced-dimension description of the time-dependent GP equations discussed in section 2. The higher-order terms, on the other hand, introduce corrections to the standard reduced-dimension approximation that act as effective three-body, attractive, intra- and inter-mode interactions. These interactions are mediated by changes in the transverse wave function and take place on the transverse time scale set by the temporal response function \( G_T \).

Interestingly, the temporal response function (12) has a closed-form solution for the case of a transverse harmonic potential. In this case, the transverse ground-state wave function is the Gaussian

\[ \xi_0(\rho) = \frac{e^{-\rho^2/2\rho_0^2}}{(2\pi\rho_0^2)^{D/4}}, \]

where \( \rho_0 = \sqrt{\hbar/m\omega_T} \), with \( \omega_T \) being the transverse trap frequency. It is easy to see that

\[ \eta_T = \left( \frac{1}{\sqrt{2\pi} \rho_0} \right)^D. \]

Moreover, for a pancake-like potential \( (D = 1) \), we have

\[ \langle \xi_n |\xi^3_0 \rangle = \begin{cases} \frac{(-1)^n/2}{\sqrt{\pi} n!} \eta_T \Gamma(n+1/2), & n \text{ even,} \\ 0, & n \text{ odd.} \end{cases} \]

(16)

For a cigar \( (D = 2) \), if we use polar coordinates for the transverse eigenfunctions, they take the form \( \xi_{n,m}(\rho, \phi) \), with \( n \) and \( m \) being radial and azimuthal quantum numbers and with the eigenenergies given by \( E_{n,m} = h\omega_T(2n_r + |m| + 1) \). Then we find that

\[ \langle \xi_{n,m} |\xi^3_0 \rangle = 2^{-n_r} \eta_T \delta_{m,0}. \]

(17)

By using equations (16) and (17), we can write the response function as

\[ G_T(t) = \begin{cases} \frac{i}{\hbar} \left( 1 - \frac{2}{\sqrt{4 - e^{-2i\omega_T t}}} \right), & D = 1 \text{ (pancake),} \\ \frac{i}{\hbar} \left( 1 - 4e^{2i\omega_T t} \right), & D = 2 \text{ (cigar).} \end{cases} \]

(18)

Figure 1 shows the temporal response function (18) for (a) pancake- and (b) cigar-shaped traps.
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Figure 1. Temporal response function $G_T$, in units of $\hbar^{-1}$, for a transverse harmonic potential and (a) a pancake-like trap ($D = 1$) and (b) a cigar-shaped trap ($D = 2$). Time is measured in units of $\omega_T^{-1}$. The dashed line represents the real part of $G_T$, the dotted line is the imaginary part, and the solid line is the absolute value of $G_T$. $G_T$ is a periodic function with fundamental oscillation frequency equal to $2\omega_T$. The anharmonicity of $G_T$ essentially comes from the lowest two nonvanishing modes in the spectral decomposition (12), as shown in (c), where we plot the value of the coefficients $\langle \xi_n^0 | \xi_n \rangle^2$ (in units of $\eta^2$) for a harmonic transverse trap for the first eight terms in the series (12). For every $n$, we show the value of the coefficient for a cigar-shaped potential (black bar on the left) as well as for a pancake-like trap (blue bar on the right). For a quasi-1D potential ($D = 2$), $n$ represents the radial quantum number of the harmonic potential. For both cases, the spectral representation of $G_T$ reveals a single dominant mode, namely $n = 1$ for a cigar and $n = 2$ for a pancake-like potential (for $D = 1$ the well-defined parity of the transverse ground state requires $\xi_0^3$ to be orthogonal to states with odd parity), that oscillates with frequency equal to $2\omega_T$. The remaining, smaller terms introduce the anharmonicity seen in (a) and (b).

Due to the high anisotropy of the trapping potential, we expect the evolution of the longitudinal modes to take place on a much longer time scale than the transverse modes and the temporal response function $G_T$. In fact, our perturbation expansion is valid as long as this assumption holds, for according to equation (11), $\dot{\phi}_n^0 = O(\epsilon)$. We can use this fact to derive an adiabatic approximation for $\phi_n^0$, which we then use to bring equation (11) to a more tractable form. We relegate the details of this derivation to appendix A. In the next section, we use the results, given in equations (A.2) and (A.7), to investigate the relative-phase and density dynamics of a two-mode, cigar-shaped $^{87}\text{Rb}$ BEC. In appendix B we give the dynamical equations for a single-mode BEC within the adiabatic approximation to $\phi_n^0$.

4. Two-mode dynamics of a cigar-shaped $^{87}\text{Rb}$ condensate

In this section we apply the general results of the time-dependent relative-state decomposition to analyze the two-mode dynamics of a cigar-shaped $^{87}\text{Rb}$ condensate consisting of $N$ atoms.
that can occupy the $5S_{1/2} \mid F = 1; M_F = -1 \rangle$ and $\mid F = 2; M_F = +1 \rangle$ hyperfine states. These states are of particular interest to us because they can be used to implement a nonlinear Ramsey interferometry protocol with sensitivity that scales better than $1/N$, as discussed previously in [2, 4–6].

4.1. Two-mode evolution

In typical experiments [9–15], the $\mid F = 1; M_F = -1 \rangle \equiv \mid 1 \rangle$ state is trapped and cooled to the condensation point. Once the atoms in $\mid 1 \rangle$ have accumulated in the condensate ground state, a two-photon drive is used to couple the $\mid 1 \rangle$ state to the $\mid F = 2; M_F = +1 \rangle \equiv \mid 2 \rangle$ state. These two states have nearly identical magnetic moments and hence feel essentially the same confining potentials. This strategy is used instead of cooling the two hyperfine states simultaneously as the relevant quantification of the transverse energy scale as far as the perturbation theory is concerned.

\[ \tilde{g}_{12} = \tilde{g}_{21} = g_{12}N/2, \]  

which allows us to write the longitudinal two-mode equations (A.7) as

\[ i\hbar \phi_0^1 = \epsilon (H_L + \tilde{g}_{11}\eta_T\phi_0^1 + \tilde{g}_{12}\eta_T\phi_0^2)\phi_0^1 - \epsilon^2 \Upsilon_T \left( 3g_{11}^2\phi_0^1\phi_0^1 + (4\tilde{g}_{11} + 2g_{12})\tilde{g}_{12}\phi_0^1\phi_0^2 + \tilde{g}_{12}(\tilde{g}_{12} + 2g_{22})\phi_0^2\phi_0^2 \right) + \epsilon^2 \tilde{I}_0^1, \]

\[ i\hbar \phi_0^3 = \epsilon (H_L + \tilde{g}_{22}\eta_T\phi_0^2 + \tilde{g}_{12}\eta_T\phi_0^1)\phi_0^2 - \epsilon^2 \Upsilon_T \left( 3g_{22}^2\phi_0^2\phi_0^2 + (4g_{22} + 2g_{12})\tilde{g}_{12}\phi_0^1\phi_0^2 + \tilde{g}_{12}(\tilde{g}_{12} + 2g_{22})\phi_0^2\phi_0^2 \right) + \epsilon^2 \tilde{I}_0^2, \]

Here $\tilde{I}_0^1$ and $\tilde{I}_0^2$, defined by equation (A.8), are source terms associated with the initial condensate wave functions. The coupling parameter

\[ \Upsilon_T \equiv \sum_{n=1}^{\infty} \frac{\langle \xi_n | E_0^3 \rangle^2}{E_n - E_0} \geq 0 \]

is determined solely by the properties of the transverse trap and characterizes the strength of the coupling of the transverse and longitudinal directions. The quantity $\eta_T^2/\Upsilon_T$ can be thought of as the relevant quantification of the transverse energy scale as far as the perturbation theory is concerned.

\[ \]  

This approximation holds as long as the Rabi-flopping time scale for the atomic transition is smaller than the time scale for the transverse BEC dynamics (the longitudinal BEC dynamics occurs on an even longer time scale). For the $^{87}$Rb BECs we consider here, the Rabi-flopping time scale is typically less than a millisecond, so these conditions hold for the trapping potentials we consider here.
Equations (20) and (21) are written under the assumption that the longitudinal functions \( \varphi_1(t) \) and \( \varphi_2(t) \) can be adiabatically approximated according to equation (A.2) and hence are given by

\[
\varphi_1(t) = -\frac{\langle \xi_n | \xi_0 \rangle}{E_n - E_0} \left( \tilde{g}_{11} |\varphi_0(t)|^2 + \tilde{g}_{12} |\varphi_0(t)|^2 \right) \varphi_0(t) + \tilde{I}_n(t),
\]

\[
\varphi_2(t) = -\frac{\langle \xi_n | \xi_0 \rangle}{E_n - E_0} \left( \tilde{g}_{22} |\varphi_0(t)|^2 + \tilde{g}_{12} |\varphi_0(t)|^2 \right) \varphi_0(t) + \tilde{I}_n(t).
\]

Here \( \tilde{I}_n^1 \) and \( \tilde{I}_n^2 \), defined by equation (A.4), are source terms associated with the initial condensate wave functions. The remaining term, \( \tilde{\phi}_n^\alpha \equiv \varphi_n^\alpha - \tilde{I}_n^\alpha \), defined in equation (A.3), corresponds to the adiabatic following of \( |\varphi_0^\alpha|^2 \varphi_0^\alpha \) and \( |\varphi_0^\beta|^2 \varphi_0^\beta \), and is the dominant dynamical effect described by equations (23) and (24). We use below the results from the relative-state decomposition of the ground-state wave function, derived in [8], to bring all the source terms to a simpler form.

In our mean-field model, we suppose that all \( N \) atoms initially occupy the same single-particle wave function \( \psi(\rho, r) \), which is the solution of the time-independent, 3D GP equation for the state [1]. For this particular choice of the initial state, we showed in [8] that, in the perturbative regime \( N \ll \hbar \), the condensate wave function can be approximated, to first order in perturbation theory, by the time-independent relative-state decomposition

\[
\psi(\rho, r) = \xi_0(\rho) \varphi_0(r) + \epsilon \sum_{n=1}^\infty \xi_n(\rho) \varphi_n(r) = \psi^1(t = 0) = \psi^2(t = 0),
\]

where the dominant longitudinal wave function \( \varphi_0(r) \) is the solution to

\[
(\bar{\mu}_L - \bar{H}_L - \tilde{g} \eta \phi^2 \bar{H}_T \varphi_0) \varphi_0 = 0,
\]

with \( \tilde{g} = (N - 1)g_{11} \), and

\[
\varphi_0(\rho) = -\tilde{g} \varphi_0^3 \frac{\langle \xi_0^3 | \xi_0 \rangle}{E_n - E_0} = \varphi_1^1(t = 0) = \varphi_2^1(t = 0).
\]

Here \( \varphi_0^0 \) is the zero-order longitudinal wave function given by the reduced-dimension, single-mode GP equation

\[
(\mu_L - H_L - \tilde{g} \eta \phi^2 \bar{H}_T \varphi_0^0) \varphi_0^0 = 0.
\]

Thus, using equation (27), we can write equation (A.4) as

\[
\tilde{I}_n^\alpha(t) = -\left( \tilde{g} - \tilde{g}_{\alpha\alpha} - \tilde{g}_{\alpha\beta} \right) \frac{\langle \xi_0^3 | \xi_n \rangle}{E_n - E_0} e^{-i(E_n - E_0)t/\hbar}
\]

and the functions (A.9) and (A.10) as

\[
\Phi^1(t) = \Phi^2(t) = -\tilde{g} \varphi_0^3 \upsilon_T(t),
\]

\[
\Phi^\alpha(\rho, t) = -\left( \tilde{g}_{\alpha\alpha} + \tilde{g}_{\alpha\beta} \right) \varphi_0^3 \upsilon_T(t),
\]

where \( \upsilon_T(t) \) is defined in equation (A.11). In equation (31), we used that \( \varphi_0^0(0) = \varphi_0^0 + O(\epsilon) \) and kept only the lowest-order terms, considering that the source terms are of quadratic order in \( \epsilon \). From equations (30) and (31), it follows trivially that

\[
\Phi^1 - \Phi^{12} = -\left( \tilde{g} - \tilde{g}_{11} - \tilde{g}_{12} \right) \varphi_0^3 \upsilon_T(t),
\]
\[ \Phi^2 - \Phi^{21} = -(\tilde{g} - \tilde{g}_{22} - \tilde{g}_{12})\varphi_{00}^3 v_T(t). \] (33)

For our particular choice of the hyperfine levels of \(^{87}\text{Rb}\), the s-wave scattering lengths for the processes \(|1\rangle|1\rangle \rightarrow |1\rangle|1\rangle\), \(|1\rangle|2\rangle \rightarrow |1\rangle|2\rangle\), and \(|2\rangle|2\rangle \rightarrow |2\rangle|2\rangle\) are \(a_{11} = 100.40a_0\), \(a_{12} = 97.66a_0\), and \(a_{22} = 95.00a_0\) \(^{12}\), with \(a_0\) being the Bohr radius. Thus the inter-mode coupling is given approximately by the arithmetic mean of the intra-mode coefficients, i.e. \(g_{12} \simeq (g_{11} + g_{22})/2\). This means that

\[ g_{11} - g_{12} \simeq (g_{11} - g_{22})/2 \equiv \gamma_1, \] (34)

from which we get

\[ \tilde{g} - \tilde{g}_{11} - \tilde{g}_{12} = \frac{1}{2}N(g_{11} - g_{12}) \simeq \gamma_1 N, \] (35)
\[ \tilde{g} - \tilde{g}_{22} - \tilde{g}_{12} = \frac{1}{2}N(2g_{11} - g_{12} - g_{22}) + g_{22} - g_{11} \simeq \frac{3\gamma_1}{2} N, \] (36)

where in the final forms we keep only terms that scale with \(N\).

We can now put all these results together with equations (A.8) and (29) to write the source terms as

\[ \tilde{I}_0^1(t) = -\frac{1}{2}\gamma_1 N \varphi_{00}^3 \{ (2\tilde{g}_{11}|\varphi_0^3(t)|^2 + \tilde{g}_{12}|\varphi_0^3(t)|^2) v_T(t) + \tilde{g}_{11}(\varphi_0^3(t))2\varphi_0^3 v_T(t) \]
\[ + 3\tilde{g}_{12}\varphi_0^3(t)[\varphi_0^3 v_T(t) + \varphi_0^{1*} v_T(t)\}], \] (37)
\[ \tilde{I}_0^2(t) = -\frac{3}{2}\gamma_1 N \varphi_{00}^3 \left\{ (2\tilde{g}_{22}|\varphi_0^3(t)|^2 + \tilde{g}_{12}|\varphi_0^3(t)|^2) v_T(t) + \tilde{g}_{22}(\varphi_0^3(t))^2 v_T(t) \right. \]
\[ + \frac{1}{3}\tilde{g}_{12}\varphi_0^3(t)[\varphi_0^3 v_T(t) + \varphi_0^{1*} v_T(t)\}], \] (38)
\[ \tilde{I}_n^1(t) = -\frac{1}{2}\gamma_1 N \varphi_{00}^3 \frac{\langle \xi_0^3 |\xi_n^3 \rangle}{E_n - E_0} e^{-i(E_n - E_0)t/h}, \] (39)
\[ \tilde{I}_n^2(t) = -\frac{3}{2}\gamma_1 N \varphi_{00}^3 \frac{\langle \xi_0^3 |\xi_n^3 \rangle}{E_n - E_0} e^{-i(E_n - E_0)t/h}. \] (40)

Because \(\gamma_1 \ll \tilde{g}_{22}, g_{12}, g_{11}\), however, we expect the contribution from these source terms to the two-mode evolution to be negligible. In other words, since the initial longitudinal function \(\varphi_{n0}\) is not much different from the adiabatic function \(\bar{\varphi}_n(0)\), defined in equation (A.3), the evolution of \(\varphi_n^3\) should not differ much from the adiabatically tracking solutions.

4.2. Numerical simulations

To study the two-mode evolution described by our perturbative model, we numerically integrate equations (20) and (21) and compare the results against the exact numerical results obtained from evolving the two-mode BEC with the two-mode, coupled, 3D GP equations \(^5\). All numerical integrations are performed using the code generator XmdS described in Dennis et al \(^{16}\) and available at www.xmds.org except for the integration of the time-independent, 3D GP equation. For this integration we use the method described in Dion and Cancès \(^{16}\).
We restrict our numerical analysis to the same scenario of the 3D simulations presented in [5]; i.e. we consider the two-mode condensate to be trapped by cigar-shaped potentials of the form
\[ V(\rho, z) = \frac{1}{2}(m\omega^2(z^2 + k\rho^2)), \]
with \( q = 2, 4, \) and \( 10. \) These three potentials allow us to explore how the results vary due to the inhomogeneity of the trapping potentials. Notice that the limit \( q \to \infty \) recovers the case of a homogeneous, hard-walled trap.

To discuss the parameters we use in our simulation, we need first to reprise results from [4, 5] regarding the length and time scales of the trapping potentials, which are set by properties of the ground state when all the atoms are in the hyperfine state \( |1\rangle \). The discussion here only applies to the cigar-shaped traps for which we do numerical simulations. We let \( \rho_0 = \sqrt{\hbar/m\omega_T} \) denote the (bare) ground-state width in the transverse directions; \( z_0 = (\hbar^2/mk)^{1/(q+2)} \) is an approximation to the bare ground-state width in the longitudinal direction. The ground-state wave function spreads in the longitudinal direction due the repulsive scattering term; a Thomas–Fermi estimate of the longitudinal width when there are \( N \) atoms in the trap, given by equation (3.50) of [4], is
\[ z_N = z_0 \left( \frac{q + 1}{q} \frac{N}{N_L} \right)^{1/(q+1)}, \]
where \( N_L = (\rho_0/2a_{11})(\rho_0/z_0) \) is a lower critical atom number defined by equation (3.27) of [4]. The upper critical atom number \( N_T \), at which the nonlinear scattering energy becomes comparable to the transverse kinetic energy, is defined in equation (3.9) of [5]:
\[ N_T = \frac{q}{q+1} \left( \frac{2q + 1}{q} \right)^{(q+1)/q} \left( \frac{z_0}{\rho_0} \right)^{2(q+1)/q} \text{ and } N_L = \frac{q}{2(q+1)} \left( \frac{2q + 1}{q} \right)^{(q+1)/q} \frac{z_0}{a_{11}} \frac{z_0}{\rho_0} \]

In our simulations, we set the transverse frequency to \( 350 \) Hz, and for a harmonic longitudinal trap \( (q = 2) \), we set the longitudinal frequency, \( \sqrt{\hbar/m} \), to \( 3.5 \) Hz. These frequencies are typical of values accessible to experiment [17], and they give an upper critical atom number \( N_T \) \( \approx 14,000 \) atoms for \( q = 2. \) For \( q = 4 \) and \( 10. \) we choose the longitudinal stiffness parameter \( k \) so that \( N_T \) has this same value, thus giving all the traps the same \( 1D \) regime of atom numbers. For these parameters, we find \( \rho_0 \approx 0.6 \mu m \), and the aspect ratio of the bare traps \( (\rho_0/2a_{11}) \) to be approximately \( 1:10, 1:24, \) and \( 1:57, \) respectively, for \( q = 2, 4, 10. \) When the traps are loaded with \( N = N_T \) atoms, the condensate aspect ratios \( (\rho_0/z_N) \) become \( 1:158, 1:146, \) and \( 1:138 \) for \( q = 2, 4, 10. \) These parameters are typical of those in elongated BECs [18].

The role of the upper critical atom number can be appreciated by displaying explicitly the dimensionless expansion parameter for our perturbation theory. Inspection of equations (20) and (21) shows that this parameter is given by the ratio
\[ \frac{N^2 g_1^2 Y_T/z_N^2}{g_{11}^2 N/z_N^2} \sim \frac{1}{3} \left( \frac{N}{N_T} \right)^{q/(q+1)}, \]
where the numerator is the characteristic size of the \( \epsilon^2 \) terms multiplying \( \varphi_1 \) and \( \varphi_0 \) in equations (20) and (21), and the denominator is the characteristic size of the scattering interaction in the \( \epsilon \) term in these same equations. The form on the right gives the scaling with \( N \) and a judicious estimate of the constant multiplying this scaling, both obtained using equations (42) and (43) and the explicit expression for \( Y_T \) for a harmonic transverse trap given in equation (B.7). The scaling indicates that the perturbation theory should work better for large \( q \), i.e. for hard-walled longitudinal traps.
4.3. Differential phase dynamics: nonlinear Ramsey interferometry

We are now in position to revisit the numerical simulations of a nonlinear Ramsey interferometer presented in [5] and use the results of the time-dependent relative-state decomposition to analyze the relative-phase dynamics of the two-mode condensate.

As in typical Ramsey interferometry schemes, the protocol runs as follows. The atoms are first condensed to the state \( \psi(r)|1\rangle \), and a fast optical pulse, performing a \( \pi/2 \) rotation about the Bloch \( y \)-axis, suddenly creates the superposition state \( \psi(r)(|1\rangle + |2\rangle)/\sqrt{2} \) for each atom. The atoms are then allowed to evolve freely for a time \( t \), which brings the atomic state to \( |\psi_1(r, t)|1\rangle + |\psi_2(r, t)|2\rangle/\sqrt{2} \). A second transition between the hyperfine levels is then used to transform any differential phases between the two modes into population information that is finally detected. For this second transition, we choose a \( \pi/2 \) rotation about the Bloch \( x \)-axis, changing the atomic state to

\[
\frac{1}{2}(|\psi_1 - i|\psi_2|1\rangle - |\psi_1 + i|\psi_2|2\rangle).
\]

Thus any differential phases accumulated by the mean-field wave functions will give rise to an interference fringe pattern in the detection probabilities for each hyperfine level,

\[
p_{1,2} = \frac{1}{2} \left[ 1 \mp \text{Im}(\langle \psi_2 | \psi_1 \rangle) \right],
\]

due to the overlap of the two spatial wave functions,

\[
\langle \psi_2 | \psi_1 \rangle = \int d^3 r \psi_2^*(r, t)\psi_1(r, t).
\]

Note that the imaginary part of the overlap (47) is responsible for the fringe pattern in this interferometry scheme.

4.3.1. Time scales. The relevant time scale for the relative-phase dynamics of the two-mode condensate can easily be estimated if one completely neglects the spatial evolution of the condensate. Under this approximation, the two-mode evolution becomes trivial. Due to the difference in scattering lengths, the only effect of the evolution is to introduce a differential phase shift between the states \( |1\rangle \) and \( |2\rangle \). This relative phase simply corresponds to the difference between the average scattering energies of the condensate, which implies that the detection probabilities (46) oscillate as

\[
p_{1,2} = \frac{1}{2} \left[ 1 \mp \sin(\Omega_N t) \right],
\]

where

\[
\Omega_N \simeq N \eta \gamma_1 / \hbar
\]

is the fringe frequency, keeping only terms that scale with \( N \). Here the quantity

\[
\eta = \int d^3 r |\psi(r)|^4
\]

is a measure of the inverse volume occupied by the ground-state wave function. This quantity can also be thought of as the average density per atom; i.e. \( N \eta \) is the density, \( N |\psi(r)|^2 \), averaged over the probability density \( |\psi(r)|^2 \). This fringe pattern allows one to estimate the coupling
Figure 2. Idealized fringe frequency $\Omega_N = N\eta_1/\hbar$, in units of the bare transverse frequency $\omega_T$, as a function of the number of condensed atoms. This fringe frequency, calculated using the numerical results for $\eta$, is plotted as circles (blue) for $q = 2$, squares (black) for $q = 4$, and triangles (red) for $q = 10$. The dashed lines correspond to the standard reduced-dimension estimate, $\Omega_{\text{rda}} = N\eta_T\eta_L\gamma_1/\hbar$, which gives an upper-bound to the fringe frequency $\Omega_N$ calculated using the numerical results for $\eta$. Both frequencies are much smaller than the transverse trap frequency $\omega_T$. The important point here is not the difference between $\Omega_N$ and $\Omega_{\text{rda}}$, but rather that both are much smaller than the transverse trap frequency $\omega_T$, as is to be expected for the highly anisotropic potentials used in our simulations. This result indicates that the longitudinal frequencies do

constant $\gamma_1$ with an uncertainty given by

$$\delta\gamma_1 = \frac{\langle (\Delta \hat{J}_y)^2 \rangle^{1/2}}{|d\langle \hat{J}_y \rangle/d\gamma_1|} \sim \frac{1}{\sqrt{N\eta}},$$

(51)

whose scaling with the atom number is better than the optimal $1/N$ scaling of linear interferometry [5].

Within the standard reduced-dimension approximation of equation (3), the dominant contribution to the fringe frequency is

$$\Omega_{\text{rda}} = N\eta_T\eta_L\gamma_1/\hbar,$$

(52)

where

$$\eta_L = \int d^d r |\varphi_{00}(r)|^4.$$  

(53)

This frequency sets the characteristic time scale of the short-time relative evolution of the longitudinal wave functions $\varphi_0^1$ and $\varphi_0^2$.

In figure 2, we plot the values of the Ramsey fringe frequencies $\Omega_N$ and $\Omega_{\text{rda}}$, as a function of atom number and the three different values of $q$. We calculate $\Omega_N$ using the numerical evaluation of $\eta$. Not surprisingly, $\Omega_{\text{rda}}$ gives an upper bound on the numerical values of $\Omega_N$. The important point here is not the difference between $\Omega_N$ and $\Omega_{\text{rda}}$, but rather that both are much smaller than the transverse frequency $\omega_T$, as is to be expected for the highly anisotropic potentials used in our simulations. This result indicates that the longitudinal frequencies do
satisfy the adiabatic condition $\Omega_N, \Omega_{\text{rad}} \ll \omega_T$. We therefore expect that the longitudinal two-mode equations (20) and (21) can be used to model the dynamics of the BEC interferometry protocol.

4.3.2. Ramsey fringes. According to the relative-state decomposition (6), it is easy to see that, at the order we are working, the dominant longitudinal functions $\varphi_0^1$ and $\varphi_0^2$ carry all the information about the relative phase between the 3D condensate wave functions $\psi^2$ and $\psi^1$, since

$$\langle \psi^2 | \psi^1 \rangle = \langle \varphi_0^2 | \varphi_0^1 \rangle + O(\epsilon^2). \quad (54)$$

By using the numerical solutions of the time-dependent, coupled, 3D GP equations, we calculate the spatial overlap $\langle \psi^2 | \psi^1 \rangle$ and by using the numerical solutions of equations (20) and (21), we calculate the overlap $\langle \varphi_0^2 | \varphi_0^1 \rangle$, both as a function of time for various atom numbers. In addition, we calculate the spatial overlap between the numerical solutions of the quasi-1D, time-dependent GP equation (the standard reduced-dimension approximation) to use as a benchmark for our relative-state-decomposition perturbation model. We stress that these spatial overlaps and the resulting Ramsey fringes, including those coming from the standard reduced-dimension approximation, are more than the simple estimates (49) and (52), since the numerical integrations include effects of position-dependent phase shifts and reduction in fringe visibility (see section 4.3.4) not captured by the simple estimates of fringe frequency.

In figure 3(a), we compare the Ramsey fringes obtained from the imaginary part of these three spatial overlaps for a condensate of 500 atoms. For all three longitudinal potentials, our perturbation theory reproduces the exact 3D numerics remarkably well during the entire integration time interval. The standard reduced-dimension approximation, on the other hand, only holds in the earliest stages of the evolution, for about a quarter of a fringe period; note that the deviations are quite significant in spite of the relatively small number of atoms in the condensate ($N/N_T \sim 3.5 \times 10^{-2}$). It is no surprise that as the traps get harder and more homogeneous, both models achieve a better performance. In this case of rather small nonlinearities, the reduction in the fringe visibility due to position-dependent differential phases is quite small, being almost absent for $q = 10$. This effect becomes obvious for stronger couplings, however, as illustrated in figure 3(b) for a condensate of 1000 atoms. For this many atoms and the same time window of 1 s, the agreement between our perturbation model and the 3D solution is still quite good, especially for the more homogeneous trapping potentials $q = 4$ and 10. Both fringe frequency and amplitude are well predicted by our model, showing a substantial improvement over the standard reduced-dimension approximation. For a harmonic trap, small deviations from the expected signal accumulate over time, resulting in an evident phase mismatch around $t = 500$ ms.

For a condensate of 2000 atoms, our model starts to break down, as shown in figure 4. For all $q$, the reduction in fringe visibility is still well captured by our perturbative equations, with agreement with the 3D numerics getting better as $q$ increases, but the predicted fringe frequency is a bit too small.

In our simulations we assume that one can neglect the evolution of the spatial modes during the Ramsey pulses. According to [9, 12, 13], the two hyperfine levels of $^{87}$Rb can be coupled by two-photon Rabi pulses whose duration is less than 1 ms, which is much faster than the characteristic time for the condensate to change its shape, thereby justifying such an approximation.
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Figure 3. Ramsey fringes for a cigar-shaped $^{87}$Rb BEC of (a) 500 and (b) 1000 atoms. The points correspond to the results of the numerical integration of the time-dependent, coupled, two-mode, 3D GP equations (1) for the different trapping potentials (41): circles (blue) correspond to $q = 2$, squares (black) to $q = 4$, and triangles (red) to $q = 10$. The corresponding solid lines are the numerical results of the integration of equations (20) and (21), given by the relative-state-decomposition perturbation theory. The dashed lines represent the results coming from the numerical integration of the time-dependent, two-mode, quasi-1D GP equation (the standard reduced-dimension approximation). For all three trap geometries, the agreement between our perturbation theory and the exact 3D numerics is remarkably good during the whole 1s of integration time. The reduced-dimension approximation, on the other hand, can only account for earlier stages of the evolution. As $q$ increases, both models achieve a better performance. Note that the reduction in the fringe visibility is small, being almost absent for $q = 10$. Both fringe frequency and amplitude are better predicted by our model than by the standard reduced-dimension (quasi-1D) approximation.

4.3.3. Source terms. As a brief remark, we point out that in all the results presented in this section, the solutions to equations (20) and (21) take into account the source terms that arise due to the difference $\varphi_0^\alpha(0) - \tilde{\varphi}_0^\alpha(0)$. We do expect that the contribution of the source terms is quite small for the initial condition we use. To verify this, we plot in figure 5(a) the predicted Ramsey fringes for 1000 atoms using the solutions of equations (20) and (21) with and without the contribution from the source terms. The difference in the computed overlaps is indeed quite small, being of order $10^{-4}$ for the case of 1000 atoms and $q = 2$, as shown in figure 5(b).

4.3.4. Thomas–Fermi estimates. For the traps and atom numbers that we are considering, it is legitimate to ignore the kinetic-energy term in equations (20) and (21) and work in the longitudinal Thomas–Fermi approximation. Within this regime, the probability densities do not change with time, i.e.

$$|\varphi_0^\alpha(z, t)|^2 = |\varphi_0(z, 0)|^2,$$

(55)
Figure 4. Ramsey fringes for a cigar-shaped $^{87}$Rb BEC of 2000 atoms trapped by the potentials (41): (a) $q = 2$, (b) $q = 4$, (c) $q = 10$. The points represent the numerical results of the integration of the time-dependent, coupled, two-mode 3D GP equations. Solid lines are the corresponding relative-state predictions, whereas the dashed lines are results coming from the numerical solution of the quasi-1D GP equation. The reduction in fringe visibility is still well captured by our model, with agreement with the 3D numerics getting better as $q$ increases. The predicted fringe frequency, however, is a bit too small, which points to the breakdown of the perturbation theory.

Figure 5. (a) Ramsey fringes for 1000 atoms using the solutions of equations (20) and (21) with (solid line) and without (dash-dotted line) the contribution from the source terms for $q = 2, 4, 10$ (blue, black, red). The two lines lie almost on top of one another. (b) Closeup for the $q = 2$ case around $t = 326.5$ ms, which shows a difference of the order of $10^{-4}$ between the two fringes.

with $|\varphi_0(z, 0)|^2$ given by the Thomas–Fermi solution of equation (26),

$$|\varphi_0(z, 0)|^2 = \frac{\tilde{\mu}_L - V_L}{\tilde{g}\eta_T} + \epsilon \frac{3\tilde{g}\Gamma_T}{\eta_T} \left( \frac{\tilde{\mu}_L - V_L}{\tilde{g}\eta_T} \right)^2 \equiv Q_0(z).$$

(56)
Figure 6. (a) Ramsey fringes, as in figures 3(b) and 4, for $q = 2, 4, 10$ (blue, black, red), but here the solid lines correspond to the Thomas–Fermi estimate (58). (a) 1000 atoms. The Thomas–Fermi estimate provides a good account of the exact 3D fringe signal (circles, squares, triangles) for short times and harder traps, far superior to the predictions (dashed lines) of the quasi-1D model. For longer times, however, the analytical Thomas–Fermi model breaks down, reflecting the fact that the probability densities can no longer be regarded as constants in time. (b) 2000 atoms, with the ineffective quasi-1D results omitted for clarity. The agreement between the exact 3D overlap and the Thomas–Fermi estimate is still reasonably good for short times, but deviations from the exact fringe pattern become significant for $q = 2$ after a quarter of a fringe period and for $q = 4$ after a full period, due to changes in the probability densities. For $q = 10$, however, the model provides a correct prediction for the entire integration time.

Under this approximation the two-mode evolution can be described by a simple accumulation of a phase that depends on the local atomic linear density, given by

$$\varphi_0^\alpha(z, t) = \sqrt{Q_0(z)} \exp \left[ -i t / \hbar \left( \frac{1}{2} k z^q + \eta_T Q_0(z) (\bar{g}_{aa} + \bar{g}_{ab}) \right) - \epsilon \gamma_T Q_0^2(z) (3 \bar{g}_{aa}^2 + 3 \bar{g}_{ab}^2 + \bar{g}_{bb}(4 \bar{g}_{aa} + 2 \bar{g}_{bb})) \right].$$

This yields an overlap

$$\langle \varphi_0^\alpha | \varphi_0^\beta \rangle = \int dz \, Q_0(z) e^{-i \delta \theta(z)}.$$

The position-dependent differential phase shift is

$$\delta \theta(z) = \frac{N \eta_T Q_0(z) \gamma_T t}{\hbar} \left( 1 - \epsilon \frac{\gamma_T}{\eta_T} Q_0(z) (3 \bar{g}_{11} + 3 \bar{g}_{22} + 2 \bar{g}_{12}) \right).$$

where in the leading-order term, we keep only the terms that scale with $N$, as in equations (35) and (36).

In figure 6, we show Ramsey fringes coming from the imaginary part of the overlap (58), comparing these Thomas–Fermi fringes with the exact fringes from figures 3 and 4.
As an aside, note that we can easily retrieve the Thomas–Fermi prediction of the quasi-1D approximation by taking the limit $\epsilon \to 0$. This gives the following approximation for the overlap (47):

$$\langle \psi^2 | \psi^1 \rangle \simeq \langle \phi^2 | \phi^1 \rangle = \int dz \, q_0(z) e^{-i\delta\theta(z)},$$

where the relative phase is

$$\delta\theta(z) = \frac{N \eta_T q_0(z) \gamma_t}{\hbar},$$

with $q_0(z)$ being given by

$$q_0(z) = \frac{\mu_L - k z^q / 2}{\bar{g} \eta_T}.$$  

Here $\mu_L$, the zero-order longitudinal part of the chemical potential, is determined from the normalization condition for $q_0(z)$, which gives

$$\mu_L = k \left( \frac{q + 1}{q - \bar{g} \eta_T} \right)^{q/(q+1)}.$$  

As far as the spatial overlap (58) is concerned, both the transverse and the longitudinal corrections play a role in rectifying the standard reduced-dimension approximation (60). Comparing the two overlaps, one can interpret the longitudinal correction as coming from the distribution $Q_0(z)$, whereas the transverse correction comes from a rectified $\eta_T$, which is given by

$$\eta_T(z) = \eta_T - \epsilon \gamma_T Q_0(z) (3 \bar{g}_{11} + 3 \bar{g}_{22} + 2 \bar{g}_{12}).$$

Note that $\eta_T(z)$ is a function of the local axial distribution $Q_0(z)$ and, hence, takes into account inhomogeneities in the trapping confinement.

### 4.4. Average densities per atom and density overlap

To examine further the extent to which our perturbative approach correctly describes the two-mode evolution, we study below the dynamics of the average mean-field densities per atom for various atom numbers. In particular, we can use the perturbation theory to describe the density evolution up to a point where the spatial separation becomes clearly apparent (see figure 7).

According to the perturbative expansion (6), the average single-mode density, normalized to be a density per atom, to first order in $\epsilon$, is given by

$$\eta_a(t) = \int d^3 r \, |\psi^a(t)|^4$$

$$= \eta_T \eta_{aT} + 2\epsilon \sum_{n=1}^{\infty} \langle \xi_n | \xi_0^a \rangle \int dz \, |\phi_0^a(t)|^2 (\phi_0^a(t) \phi_n^a(t) + c.c.),$$

where

$$\eta_{aT} = \int dz \, |\phi_0^a(t)|^4.$$
Figure 7. Density evolution for a BEC of 1000 atoms and $q = 2$. The plots on the left show the time evolution of $|\psi^1(\rho, z, t)|^2$, whereas the time evolution of $|\psi^2(\rho, z, t)|^2$ is illustrated by the plots on the right. Spatial coordinates are displayed in atomic units. Initially, both modes have the same density profile as seen in plots (a) and (d). The position-dependent phases acquired by each mode drive differences between the atomic densities associated with the two hyperfine levels, as seen in plots (b) and (e) for 320 ms of evolution. Atoms in mode 1 are pushed toward the edges of the trap due to the stronger intra-mode repulsion ($g_{11} > g_{12} > g_{22}$), while atoms in mode 2 get compressed in the center of trap by the atoms in mode 1 because of the inter-mode repulsion ($g_{12} > g_{22}$). This leads
Within the adiabatic approximation given by equations (23) and (24), we can split equation (66) into two terms, a dominant term and a second term that comes from the source term in those equations,

\[ \eta_\alpha(t) = \tilde{\eta}_\alpha(t) + \tilde{\eta}_\alpha^I(t). \]  

The dominant term, given by

\[ \tilde{\eta}_\alpha(t) = \eta_T \eta_\alpha^T(t) + 2 \epsilon \sum_{n=1}^{\infty} \langle \xi_n | \xi_0^3 \rangle \int dz \left| \psi_0^\alpha(t) \right|^2 (\psi_0^{\alpha*}(t) \tilde{I}_n^\alpha(t) + c.c.), \]

includes the contributions that arise from \( \psi_0^\alpha \) and from \( \tilde{\psi}_n^\alpha \), which is defined by equation (A.3). Introducing the quantities

\[ \eta_{L6}^\alpha(t) = \int dz \left| \psi_0^\alpha(t) \right|^6, \]

\[ \eta_{L\alpha\beta}^\alpha(t) = \int dz \left| \psi_0^\alpha(t) \right|^4 \left| \psi_0^\beta(t) \right|^2, \]

we can write the dominant term in the more compact form

\[ \tilde{\eta}_\alpha(t) = \eta_T \eta_{L6}^\alpha(t) - 4 \epsilon \gamma_1 N \int dz \psi_0^3 \left| \psi_1(t) \right|^2 (\psi_0^{\alpha*}(t) \nu_T(t) + c.c.), \]

The second term in equation (68),

\[ \tilde{\eta}_I^\alpha(t) = 2 \epsilon \sum_{n=1}^{\infty} \langle \xi_n | \xi_0^3 \rangle \int dz \left| \psi_0^\alpha(t) \right|^2 (\psi_0^{\alpha*}(t) \tilde{I}_n^\alpha(t) + c.c.), \]

comes from the source term \( \tilde{I}_n^\alpha \). Together with equations (39) and (40), this gives

\[ \tilde{\eta}_I^1(t) = -\epsilon \gamma_1 N \int dz \psi_0^3 \left| \psi_0^1(t) \right|^2 (\psi_0^{1*}(t) \nu_T(t) + c.c.), \]

\[ \tilde{\eta}_I^2(t) = -3 \epsilon \gamma_1 N \int dz \psi_0^3 \left| \psi_0^2(t) \right|^2 (\psi_0^{2*}(t) \nu_T(t) + c.c.). \]

A similar set of steps, using equations (6) and (A.2), splits the density overlap, normalized in the same way as the average densities,

\[ \eta_{12}(t) = \int d^3r \left| \psi^1(t) \right|^2 \left| \psi^2(t) \right|^2, \]

into two terms,

\[ \eta_{12}(t) = \tilde{\eta}_{12}(t) + \tilde{\eta}_{I12}^1(t), \]
where
\[ \tilde{\eta}_{12}(t) = \eta_T \tilde{\eta}_{L}^{12}(t) - 2\epsilon \gamma_T [(\tilde{g}_{11} + \tilde{g}_{12})\eta_L^{112}(t) + (\tilde{g}_{22} + \tilde{g}_{12})\eta_L^{221}(t)], \]
(78)
\[ \eta_L^{12}(t) = \int dz |\phi_0^1(t)|^2|\phi_0^2(t)|^2, \]
(79)
and
\[ \tilde{\eta}_L^{12}(t) = -\frac{3}{2} \epsilon \gamma N \int dz \phi_0^3|\phi_0^1(t)|^2(\phi_0^{2*}(t)\upsilon_T(t) + c.c.) \\
- \frac{1}{2} \epsilon \gamma N \int dz \phi_0^3|\phi_0^2(t)|^2(\phi_0^{1*}(t)\upsilon_T(t) + c.c.). \]
(80)

Our first step in studying the time evolution of the mean-field densities is to calculate \( \eta_1(t), \eta_2(t), \) and \( \eta_{12}(t) \), as instructed by equations (65) and (76), using the numerical solutions of the time-dependent 3D GP equation (1). We compare these to the relative-state predictions (68) and (77). Again, we also calculate the corresponding predictions of the standard reduced-dimension approximation to use as a benchmark to our model. Figure 8 shows these three quantities in harmonic trap units\(^7\) for \( q = 2, 4, 10 \) and \( N = 500 \) (a, d, g), 1000 (b, e, h), and 2000 (c, f, i) atoms. We note that the 3D numerical solutions, the relative-state model, and the standard reduced-dimension approximation all use different initial conditions.

In all cases, we see that the 3D mean densities are poorly described by the standard reduced-dimension approximation. Our perturbative model, however, manages to reproduce the exact mean densities remarkably well for 500 and 1000 atoms. Small deviations start to appear for 2000 atoms. The case \( q = 10 \) and \( N = 500 \) is an exception to the previous statement. For this particular case, numerical instabilities affected the calculation of the initial longitudinal wave functions \( \phi_0^1(0) \) and \( \phi_0^2(0) \), which consequently resulted in the inaccurate density dynamics seen in figure 8(g). Note, however, that this numerical error does not seem to affect the good agreement for the relative phases shown in figure 3(a).

The two-mode density evolution shown in figure 8 can roughly be described as follows. Initially all densities are the same, i.e. \( \eta_1(0) = \eta_2(0) = \eta_{12}(0) \); hence, the earlier stages of the dynamics are essentially dictated by the different scattering couplings. Atoms in mode 1 are initially pushed toward the edges of the trap due to the stronger intra-mode repulsion (\( g_{11} > g_{12} > g_{22} \)), while atoms in mode 2 get compressed in the center of trap by the atoms in mode 1 because of the inter-mode repulsion (\( g_{12} > g_{22} \)). Therefore, the wave function for mode 1 gets wider than the wave function of the second mode. In other words, the average atomic density per atom \( \eta_1 \) decreases while \( \eta_2 \) increases, and as the two modes are driven apart, the density overlap \( \eta_{12} \) drops. Of course, the atomic repulsion is counterbalanced by the trapping potential, so at some point this dynamics is reversed.

The complex nonlinear evolution in figure 8 makes it challenging to analyze further the dynamical behavior of the mean-field densities. To gain a deeper understanding of the results, we examine the renormalized single-mode mean densities, \( \tilde{\eta}_1 \) and \( \tilde{\eta}_2 \), which we define according to
\[ \tilde{\eta}_a = \frac{\eta_a}{\bar{\eta}}, \]
(81)
\(^7\) Plots that are in harmonic trap units have (i) transverse (longitudinal) lengths in units of \( \rho_0/z_0 \) for \( q = 2 \), (ii) transverse (longitudinal) marginal distributions in units of \( 1/\rho_0^2 \) (1/z_0 for \( q = 2 \)) and (iii) density in units of \( 1/(\rho_0^2 z_0) \).
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Figure 8. Time evolution of the average densities per atom, $\eta_1$ (orange) and $\eta_2$ (green), and of the density overlap, $\eta_{12}$ (purple), for $q = 2$ (top row), 4 (middle row), 10 (bottom row) and $N = 500$ (left column), 1000 (middle column), 2000 (right column). The points represent the numerical results of the integration of the time-dependent, coupled, two-mode 3D GP equations. Solid lines are the respective relative-state predictions, whereas the dashed lines are results coming from the numerical solution of the quasi-1D GP equation (standard reduced-dimension approximation). In all cases, the 3D average densities are poorly described by the reduced-dimension approximation. Our perturbative model, on the other hand, performs extremely well. Note that for 2000 atoms, small deviations appear. The inaccurate density dynamics seen in (g) is due to
Figure 8. (Continued) numerical instabilities that affected the calculation of the initial longitudinal wave functions $\varphi_1^0(0)$ and $\varphi_2^0(0)$. This numerical error, however, does not seem to affect the good agreement for the relative phases shown in figure 3(a).

where

$$\bar{\eta} = \frac{\eta_1 + \eta_2}{2}$$

(82)

is the arithmetic mean of the two average densities per atom.

Figures 9(a)–(c) show the time evolution of $\bar{\eta}_1$ and $\bar{\eta}_2$ for $q = 2$, 4, and 10. In each figure, we plot the cases $N = 500$, 1000, and 2000. The time evolution of $\bar{\eta}_1$ and $\bar{\eta}_2$ is, in fact, much simpler than that of $\eta_1$ and $\eta_2$, and, therefore, easier to interpret. Among other things, using the renormalized average densities reduces the effect of the differences in initial conditions seen in figure 8. For instance, it is easy to see in figure 9 both the symmetry in the relative dynamics of the two modes and the suppression of the spreading of the condensate wave function with increasing $q$. Indeed, the harder the trap, the closer $\bar{\eta}_1$ and $\bar{\eta}_2$ get to 1.

More importantly, the comparison of the dynamics of $\eta_\alpha$ with of $\bar{\eta}_\alpha$ reveals an interesting fact about the dynamics of our model. The results for the renormalized average densities are clearly better described by our model than the evolution of $\eta_1$ and $\eta_2$. Surprisingly, the same can also be said for the standard reduced-dimension predictions, for there is a dramatic improvement in the agreement between the 3D exact dynamics and the quasi-1D model. In fact, the standard reduced-dimension approximation failed in all the cases shown in figure 8. Figures 9(a)–(c), on the other hand, show that the evolution of $\bar{\eta}_1$ and $\bar{\eta}_2$ can be well described by the quasi-1D GP equation, especially for smaller atom numbers. These results are very revealing, for they clearly indicate that equations (20) and (21) predict, to some extent, the correct relative density dynamics despite using an imprecise initial condition, which is ultimately related to underestimating the transverse profile of the condensate.

Finally, we introduce the renormalized density overlap, $\mathcal{F}_\eta$, as the ratio of $\eta_{12}$ to the geometric mean of the single-mode average densities per atom, i.e.

$$\mathcal{F}_\eta = \frac{\eta_{12}}{\sqrt{\eta_1 \eta_2}}.$$  

(83)

This quantity is equal to zero if there is no overlap between the mean-field distributions and is equal to one when they completely overlap, thus working analogously to the fidelity of quantum states. Figures 9(d)–(f) show the time evolution of equation (83) for $N = 500$, 1000, and 2000 and the three different traps, $q = 2$, 4 and 10. This figure nicely shows the time scale on which the condensate density is constant, which increases as the trap gets harder, as expected. During this time interval, the two-mode dynamics simply correspond to the accumulation of a position-dependent phase-shift. In addition, the agreement between our model and the 3D numerics is very good for the entire integration time. This result enforces our previous conclusion that equations (20) and (21) predict to some extent the correct relative density dynamics despite the use of an incorrect initial condition.
Figure 9. Time evolution of the renormalized average densities per atom, $\bar{\eta}_1$ and $\bar{\eta}_2$ (top row), and the density overlap $F_\eta = \eta_{12}/\sqrt{\eta_1\eta_2}$ (bottom row) for $q = 2, 4, 10$ (blue, black, red) and $N = 500$ (left column), 1000 (middle column), and 2000 (right column). For the average densities in the top row, we use a darker color for $\bar{\eta}_1$ and a lighter color for $\bar{\eta}_2$; the results for $\bar{\eta}_1$ lie in the top half of the graph, and for $\bar{\eta}_2$ in the bottom half of the graph. The points represent the numerical results of the integration of the time-dependent, coupled, two-mode 3D GP equations. Solid lines are the predictions of the relative-state perturbation theory, whereas the dashed lines are results coming from the numerical solution of the quasi-1D GP equation. The agreement between our model and the 3D numerics is very good for the entire integration time. Both the renormalized average densities per atom and the density overlap clearly show the spatial separation of the two modes, which is suppressed as the traps become more homogeneous.

5. Optimal reduced-dimension equations for the two-mode evolution

Having successfully obtained a perturbative description of the time-dependent mean fields of the two-mode BEC, we turn now to the question of how to decouple the tightly confined dimensions from the mean-field evolution.

For a single-mode BEC, we showed in [8] that, in the stationary case, such a decoupling can be formally achieved by performing a perturbative Schmidt decomposition of the ground-state
condensate wave function, $\psi(\rho, r)$, between the transverse and the longitudinal directions. In this Schmidt perturbation theory, we seek a solution to the time-independent, single-mode GP equation in the form

$$
\psi(\rho, r) = \sqrt{\lambda_0} \chi_0(\rho) \phi_0(r) + \epsilon \sqrt{\lambda_1} \chi_1(\rho) \phi_1(r) + O(\epsilon^2),
$$

(84)

where $\chi_n(\rho)$ and $\phi_n(r)$ are the orthonormal Schmidt functions in the transverse and longitudinal directions and the $\sqrt{\lambda_n}$'s are the (non-negative) Schmidt coefficients (the squares $\lambda_n$ are the eigenvalues of the marginal transverse and longitudinal density matrices) [19]. Note that we treat the Schmidt decomposition formally as a power-series expansion in the perturbation parameter $\epsilon$. Thus the dominant term in equation (84) gives the best product approximation to the exact condensate wave function [20], whereas the remaining terms introduce nonseparable corrections and, hence, describe entanglement between the transverse and longitudinal degrees of freedom. Because in the perturbative regime the spatial entanglement is small [8], one can neglect the nonseparable terms and describe the condensate by a product wave function. In this way, the transverse and longitudinal directions are decoupled and the dominant longitudinal Schmidt function gives the optimal reduced-dimension description for the condensate mean fields. Below we extend this formalism to the time-dependent mean fields of the two-component BEC, by showing that the instantaneous perturbative Schmidt decomposition can be obtained from the relative-state decomposition (6).

In the single-mode case, the mean field (84) has the form of a two-qubit state to first order in $\epsilon$. In the two-mode case, however, the single-particle condensate state has the following form:

$$
\langle \rho, r | \psi_{12}(t) \rangle = \left[ \psi_1(\rho, r, t) | 1 \rangle + \psi_2(\rho, r, t) | 2 \rangle \right] / \sqrt{2},
$$

(85)

which corresponds to a tripartite state, for it has an additional qubit degree of freedom, namely, the two possible hyperfine configurations. Because the Schmidt decomposition only applies to bipartite systems, the decomposition of tripartite states is not unique and depends on the specific way one chooses to partition the system.

From all possible bipartitions, the one that is physically relevant for understanding the reduced-dimension structure of the mean field of a highly anisotropic condensate is the one that separates the transverse degrees of freedom from the longitudinal and hyperfine (internal) degrees of freedom. This partition relies on the physical difference between the high energy scale of the tightly confined dimensions and the much lower energy scale of the longitudinal and hyperfine degrees of freedom.

The procedure we describe next is very similar to the one discussed in appendix B of [8]. We start by pointing out that the two-mode, single-particle state (85) can be written in the form of the spinor

$$
\vec{\psi}_{12} = \frac{1}{\sqrt{2}} \left( \begin{array}{c} \psi_1 \\ \psi_2 \end{array} \right),
$$

(86)

which represents a vector in the 2D hyperfine space, whose components are the condensate wave functions

$$
\psi^\alpha = e^{-iEt_0/\hbar} \left( \xi_0 \phi_0^\alpha + \epsilon \sum_{n=1}^{\infty} \xi_n \phi_n^\alpha \right),
$$

(87)
and which satisfies the normalization condition,
\[ \langle \tilde{\Psi}_{12} | \tilde{\Psi}_{12} \rangle = \frac{1}{2} \left( \langle \psi^1 | \psi^1 \rangle + \langle \psi^2 | \psi^2 \rangle \right) = 1 + O(\epsilon^2). \]  
(88)

For simplicity, from here on we remove the initial-condition terms from our equations by assuming that \( \varphi_n^a(0) = \tilde{\varphi}_n^a(0) \), which implies that \( \varphi_n^a = \tilde{\varphi}_n^a \) holds at all times. As we showed in section 4.3.3 and in figure 5, for the initial conditions we use in this paper, these initial-condition terms make virtually no difference. For other initial conditions, however, these terms might need to be included, and they could be added trivially to the derivation below.

We now move toward a Schmidt decomposition by separating out the transverse degrees of freedom from the other ones in equation (86),
\[ \tilde{\Psi}_{12} = \zeta_0 \tilde{\varphi}_0 + \epsilon \zeta_1 \tilde{\varphi}_1, \]  
(89)

where
\[ \zeta_0 = \xi_0 e^{-iE_0 t/\hbar}, \quad \zeta_1 = -e^{-iE_0 t/\hbar} \sum_{n=1}^{\infty} \xi_n \langle \xi_n | \xi_0^3 \rangle / (E_n - E_0) \]  
(90)

and
\[ \tilde{\varphi}_0 = \frac{1}{\sqrt{2}} \left( \tilde{\varphi}_0^1, \tilde{\varphi}_0^2 \right), \quad \tilde{\varphi}_1 = \frac{1}{\sqrt{2}} \left( (\tilde{g}_{11} | \varphi_0^1 |^2 + \tilde{g}_{12} | \varphi_0^2 |^2) \tilde{\varphi}_0^1, (\tilde{g}_{22} | \varphi_0^2 |^2 + \tilde{g}_{12} | \varphi_0^1 |^2) \tilde{\varphi}_0^2 \right). \]  
(91)

We can formulate the two-term decomposition (89) because, as in the static case [8], we can segregate the \( n \) dependence of the \( n > 1 \) corrections in a transverse piece, leaving a longitudinal-hyperfine piece that has no \( n \) dependence. The resulting decomposition is not yet in Schmidt form, for the functions are not orthonormal, but we can easily transform it to Schmidt form. We begin by noting that
\[ \langle \zeta_0 | \zeta_0 \rangle = 1, \]  
(92)
\[ \langle \zeta_0 | \zeta_1 \rangle = 0, \]  
(93)
\[ \langle \zeta_1 | \zeta_1 \rangle = \sum_{n=1}^{\infty} \frac{(\xi_n | \xi_0^3 \rangle)^2}{(E_n - E_0)^2}, \]  
(94)
\[ \langle \tilde{\varphi}_0 | \tilde{\varphi}_0 \rangle = 1, \]  
(95)
\[ \langle \tilde{\varphi}_0 | \tilde{\varphi}_1 \rangle = \frac{1}{2} \left( \tilde{g}_{11} \eta_L^1 + \tilde{g}_{22} \eta_L^2 + 2 \tilde{g}_{12} \eta_L^{12} \right), \]  
(96)
\[ \langle \tilde{\varphi}_1 | \tilde{\varphi}_1 \rangle = \frac{1}{2} \left( \tilde{g}_{11}^2 \eta_L^1 + \tilde{g}_{22}^2 \eta_L^2 + (2 \tilde{g}_{11} + \tilde{g}_{12}) \tilde{g}_{12} \eta_L^{12} + (2 \tilde{g}_{22} + \tilde{g}_{12}) \tilde{g}_{12} \eta_L^{21} \right). \]  
(97)

We now write
\[ \tilde{\Psi}_{12} = (\zeta_0 + \epsilon \langle \tilde{\varphi}_0 | \tilde{\varphi}_1 \rangle \zeta_1) \tilde{\varphi}_0 + \epsilon \zeta_1 (\tilde{\varphi}_1 - \langle \tilde{\varphi}_0 | \tilde{\varphi}_1 \rangle \tilde{\varphi}_0), \]  
(98)
which inspires us to define the following functions:
\[ \chi_0 = \zeta_0 + \epsilon \langle \tilde{\varphi}_0 | \tilde{\varphi}_1 \rangle \zeta_1, \quad \chi_1 = \frac{\zeta_1}{\sqrt{\langle \zeta_1 | \zeta_1 \rangle}}. \]  
(99)
Figure 10. Concurrence (105) of the two-mode condensate state (101) as a function of time and atom number, calculated using the parameters given in section 4 for (a) $q = 2$, (b) $q = 4$, and (c) $q = 10$. The entanglement remains remarkably small, indicating that the condensate is well approximated by a single Schmidt term for atom numbers as high as 5000. Moreover, the entanglement between the transverse dimensions and the longitudinal-hyperfine degrees of freedom decreases as the potential becomes more homogeneous. Note that the concurrence for $q = 10$ has the lowest values. To a very good approximation the nonseparable corrections are indeed negligible.

\[ \vec{\phi}_0 = \vec{\varphi}_0, \quad \vec{\phi}_1 = \frac{\vec{\varphi}_1 - \langle \vec{\varphi}_0 | \vec{\varphi}_1 \rangle \vec{\varphi}_0}{\sqrt{\langle \vec{\varphi}_1 | \vec{\varphi}_1 \rangle - |\langle \vec{\varphi}_0 | \vec{\varphi}_1 \rangle|^2}}. \] (100)

At the order we are working, $\chi_0$ and $\chi_1$ are orthonormal, whereas $\vec{\varphi}_0$ and $\vec{\varphi}_1$ are orthonormal by construction. Thus equations (99) and (100) form the perturbative Schmidt basis of the two-mode condensate state (89). Therefore, we write

\[ \vec{\psi}_{12} = \sqrt{\lambda_0} \chi_0 \vec{\varphi}_0 + \epsilon \sqrt{\lambda_1} \chi_1 \vec{\varphi}_1, \] (101)

where the squared Schmidt coefficients are given by

\[ \lambda_0 = 1, \quad \lambda_1 = \langle \zeta_1 | \zeta_1 \rangle \left( \langle \vec{\varphi}_1 | \vec{\varphi}_1 \rangle - |\langle \vec{\varphi}_0 | \vec{\varphi}_1 \rangle|^2 \right). \] (102)

As in [8], we use Wootters’s concurrence [21] to quantify the bipartite entanglement of the state (101). The concurrence of a pure state of two qubits, $|\Psi_{AB}\rangle$, varies smoothly from 0 for product states to 1 for maximally entangled states. From its definition, $C = |\langle \Psi_{AB}^* | \sigma_x \otimes \sigma_y | \Psi_{AB}\rangle|$, in terms of the Pauli matrix $\sigma_y$ and the complex conjugate of $|\Psi_{AB}\rangle$, it is easy to show that the concurrence for the perturbative condensate single-particle state (101) is given by

\[ C = 2 \sqrt{\lambda_0 \lambda_1} = 2 \langle \zeta_1 | \zeta_1 \rangle \left( \langle \vec{\varphi}_1 | \vec{\varphi}_1 \rangle - |\langle \vec{\varphi}_0 | \vec{\varphi}_1 \rangle|^2 \right), \] (103)

where we use the perturbative coefficients $\lambda_0$ and $\lambda_1$ as given by equation (102).

In the case of a cigar-shaped BEC confined in a transverse harmonic potential,

\[ \langle \zeta_1 | \zeta_1 \rangle = \left( \frac{\eta_T}{2 \hbar \omega_T} \right)^2 \text{Li}_2(1/4), \] (104)

New Journal of Physics 15 (2013) 023008 (http://www.njp.org/)
where we use the polylogarithm function $\text{Li}_s(z) \equiv \sum_{n=1}^{\infty} \frac{z^n}{n^s}$. Thus, it follows that the time-dependent concurrence can be written as

$$C = \left( \frac{\eta_T}{2\hbar \omega_T} \right)^2 \text{Li}_2(1/4) \left[ \frac{g_{11}^2}{2} (\eta_{L6}^1 - (\eta_{L}^1)^2) + \frac{g_{22}^2}{2} (\eta_{L6}^2 - (\eta_{L}^2)^2) \right.$$

$$+ g_{12}^2 (\eta_{L}^{112} + \eta_{L}^{221} - 2(\eta_{L}^{12})^2) + \frac{1}{2} (g_{11}^2 \eta_{L6}^1 + g_{22}^2 \eta_{L6}^2 - 2\tilde{g}_{11}\tilde{g}_{22}\eta_{L}^1\eta_{L}^2)$$

$$\left. + 2\tilde{g}_{12}(\tilde{g}_{11}\eta_{L}^{112} + \tilde{g}_{22}\eta_{L}^{221} - \tilde{g}_{11}\eta_{L}^{112} - \tilde{g}_{22}\eta_{L}^1\eta_{L}^2) \right].$$

We display the concurrence (105) in figures 10(a)–(c) as a function of time and atom number, calculated using the parameters given in section 4 for $q = 2, 4, \text{ and } 10$. In all cases, the concurrence oscillates in time as well as increases as $N$ gets larger. More importantly, we can verify that the entanglement between the transverse and the remaining degrees of freedom is quite small for all cases, even for larger atom numbers. Moreover, it also decreases as the trap gets harder. These results indicate that the two-mode condensate state (101) is well described by the product state corresponding to the first Schmidt term. As we discussed before, the dominant term in the Schmidt decomposition corresponds to the optimal product-state approximation to state (85). This result not only confirms that the tightly confined dimensions can indeed be decoupled from the problem, but it naturally shows the optimal way to do it.

6. Conclusion

We have presented a detailed theoretical analysis of the mean-field dynamics and the reduced-dimension character of two-mode BECs in highly anisotropic traps. These systems are promising candidates for the implementation of high-precision nonlinear interferometers, and our analysis shows the feasibility of a recent experimental proposal of a Ramsey interferometry scheme [2].

In spite of the strong anisotropy of the condensate, our results also show that the effects of the nonlinear scattering interaction on the transverse degrees of freedom of the gas cannot be in general neglected. This brings into question the accuracy of the standard reduced-dimension (quasi-1D) approximation, both spatially and temporally. We have formulated a model that takes into account such 3D-induced effects by means of perturbative techniques. Because of the reshaping of the condensate in the transverse direction(s), additional effective three-body, attractive, intra- and inter-mode interactions have to be included in the reduced-dimension equations of the longitudinal dimension(s). Moreover, we have shown that these equations in fact provide the optimal reduced-dimension evolution for the two-mode condensate in general quasi-1D and quasi-2D geometries. We have demonstrated this result by developing a Schmidt decomposition of the two-mode condensate single-particle wave function, which separates out the transverse from the longitudinal-internal degrees of freedom. Using this formalism, we have verified that the entanglement between the transverse and the remaining degrees of freedom is quite small, even for larger atom numbers. In other words, this result shows that the two-mode condensate single-particle state is well described by the product state corresponding to the dominant term in the Schmidt decomposition. This corresponds to the optimal product-state approximation [20].
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Finally, as far as the interferometry process goes, our perturbative model takes into account the spatial differentiation of the wave functions of the two modes and gives a significantly more accurate analytical account of the fringe signal than does the standard reduced-dimension approximation. We point out that this theoretical model is not limited to the study of interference effects, but can also be applied to the study of more general dynamics and different phenomena, such as soliton propagation.
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Appendix A. Adiabatic elimination of \( \varphi^\alpha_n \)

We start by integrating equation (10) by parts, which lets us write the following relation for \( \varphi^\alpha_n(t) \), \( n \geq 1 \):

\[
\varphi^\alpha_n(t) - \varphi^\alpha_n(0) e^{-i(E_n - E_0)t/\hbar} = -\left(\frac{\langle \xi_n | \xi_0^3 \rangle}{E_n - E_0}\right)e^{-i(E_n - E_0)(t-s)/\hbar}(\tilde{g}_{aa} | \varphi^\alpha_0(s) |^2 + \tilde{g}_{a\beta} | \varphi^\beta_0(s) |^2)\varphi^\alpha_0(s)\bigg|_0^t + O(\epsilon). \quad (A.1)
\]

Here the first term on the right-hand side arises from the straightforward integration of the rapidly oscillating exponential in equation (10), whereas the (neglected) remaining term is of higher order in \( \epsilon \) because it involves time derivatives of \( \varphi^\alpha_0 \) and \( \varphi^\beta_0 \). We assume from now on, consistent with our perturbation theory, that these higher-order terms in equation (A.1) can be neglected. Under this approximation, we write

\[
\varphi^\alpha_n(t) \simeq \tilde{\varphi}^\alpha_n(t) + \tilde{T}^\alpha_n(t), \quad (A.2)
\]

where

\[
\tilde{\varphi}^\alpha_n(t) = -\left(\frac{\langle \xi_n | \xi_0^3 \rangle}{E_n - E_0}\right)(\tilde{g}_{aa} | \varphi^\alpha_0(t) |^2 + \tilde{g}_{a\beta} | \varphi^\beta_0(t) |^2)\varphi^\alpha_0(t) \quad (A.3)
\]

corresponds to the adiabatic following of \( | \varphi^\alpha_0 |^2 \varphi^\alpha_0 \) and \( | \varphi^\beta_0 |^2 \varphi^\alpha_0 \), which is the dominant dynamical effect described by equation (A.1). The remaining lowest-order term,

\[
\tilde{T}^\alpha_n(t) = (\varphi^\alpha_n(0) - \tilde{\varphi}^\alpha_n(0)) e^{-i(E_n - E_0)t/\hbar}, \quad (A.4)
\]
is associated with the deviation of \( \varphi^\alpha_0(0) \), the projection of the initial condensate wave function onto \( \xi_n \), from its adiabatic variant \( \tilde{\varphi}^\alpha_n(0) \).

We can now use the adiabatic approximation (A.2) to eliminate \( \varphi^\alpha_n(t) \), \( n \geq 1 \), from equation (8), thus obtaining a more tractable evolution equation for \( \varphi^\alpha_0 \) than equation (11):

\[
i\hbar \dot{\varphi}^\alpha_0 = \epsilon (H_L + \tilde{g}_{aa} \eta_1 | \varphi^\alpha_0 |^2 + \tilde{g}_{a\beta} \eta_1 | \varphi^\beta_0 |^2) \varphi^\alpha_0 - \epsilon^2 Y_T (3 \tilde{g}_{aa} | \varphi^\alpha_0 |^2 + \tilde{g}_{a\beta} | \varphi^\beta_0 |^2) \\
x (\tilde{g}_{aa} | \varphi^\alpha_0 |^2 + \tilde{g}_{a\beta} | \varphi^\beta_0 |^2) \varphi^\alpha_0 - 2 \epsilon^2 Y_T \tilde{g}_{a\beta} \varphi^\alpha_0 | \varphi^\alpha_0 |^2 (\tilde{g}_{\beta\alpha} | \varphi^\beta_0 |^2 + \tilde{g}_{\beta\alpha} | \varphi^\alpha_0 |^2) + \epsilon^2 \tilde{T}^\alpha_0.
\]

\[
(A.5)
\]
Here
\[ \tilde{I}_0^\alpha = \sum_{n=1}^{\infty} \langle \xi_n | \xi_n \rangle (2 \tilde{g}_{\alpha a} | \varphi_0^\alpha |^2 + \tilde{g}_{\alpha \beta} | \varphi_0^\beta |^2) \tilde{I}_n^\alpha + \tilde{g}_{\alpha a} (\varphi_0^\alpha)^2 \tilde{I}_n^\alpha + \tilde{g}_{\alpha \beta} \varphi_0^\alpha (\varphi_0^\beta \tilde{I}_n^\alpha + \varphi_0^\beta \tilde{I}_n^\beta)], \quad (A.6) \]

and the coupling parameter \( \Upsilon_T \) is defined by equation (22).

After reorganizing the second-order terms in equation (A.5), we obtain the final form of the effective, coupled, two-mode evolution equation for the dominant longitudinal wave function \( \varphi_0^\alpha \),
\[ i \hbar \dot{\varphi}_0^\alpha = \epsilon (H_L + \tilde{g}_{\alpha a} \eta_T | \varphi_0^\alpha |^2 + \tilde{g}_{\alpha \beta} \eta_T | \varphi_0^\beta |^2) \varphi_0^\alpha - \epsilon^2 \Upsilon_T (3 \tilde{g}_{\alpha a}^2 | \varphi_0^\alpha |^4 + (4 \tilde{g}_{\alpha a} + 2 \tilde{g}_{\beta a}) \tilde{g}_{\alpha \beta} | \varphi_0^\alpha |^2 | \varphi_0^\beta |^2 + (\tilde{g}_{\alpha \beta} + 2 \tilde{g}_{\beta \beta}) \tilde{g}_{\alpha \beta} | \varphi_0^\beta |^4) \varphi_0^\alpha + \epsilon^2 \tilde{I}_0^\alpha, \quad (A.7) \]

where
\[ \tilde{I}_0^\alpha = (2 \tilde{g}_{\alpha a} | \varphi_0^\alpha |^2 + \tilde{g}_{\alpha \beta} | \varphi_0^\beta |^2) (\Phi^\alpha - \tilde{\Phi}^{\alpha \beta}) + \tilde{g}_{\alpha a} (\varphi_0^\alpha)^2 (\Phi^\alpha - \tilde{\Phi}^{\alpha \beta}) + \tilde{g}_{\alpha \beta} \varphi_0^\alpha [ \varphi_0^\beta (\Phi^\beta - \tilde{\Phi}^{\beta \alpha}) + \varphi_0^\beta (\Phi^\beta - \tilde{\Phi}^{\beta \alpha})]. \quad (A.8) \]

Here we introduce the functions
\[ \Phi^\alpha (t) = \sum_{n=1}^{\infty} \langle \xi_n | \xi_n \rangle \varphi_n^\alpha (0) e^{-i(E_n - E_0) t / \hbar}, \quad (A.9) \]
\[ \tilde{\Phi}^{\alpha \beta} (t) = -(\tilde{g}_{\alpha a} | \varphi_0^\alpha (0) |^2 + \tilde{g}_{\alpha \beta} | \varphi_0^\beta (0) |^2) \varphi_0^\alpha (0) \nu_T (t), \quad (A.10) \]

where
\[ \nu_T (t) = \sum_{n=1}^{\infty} \frac{\langle \xi_n | \xi_n \rangle^2}{E_n - E_0} e^{-i(E_n - E_0) t / \hbar} \]

is a response function that satisfies \( \nu_T (0) = \Upsilon_T \) and \( \dot{\nu}_T (t) = \eta_T^2 G_T (t) \).

The importance of the source term \( \tilde{I}_0^\alpha \) in determining the dynamical behavior of \( \varphi_0^\alpha \) essentially depends on the difference between \( \varphi_n^\alpha (0) \) and \( \tilde{\varphi}_n^\alpha (0) \). As shown by equations (A.9) and (A.10), \( \tilde{I}_0^\alpha \) is a rapidly varying function in comparison to the other terms in equation (A.7). In the case of a transverse harmonic confinement, we can write \( \nu_T (t) \) in the closed form
\[ \nu_T (t) = \left\{ \begin{array}{ll}
- \frac{\eta_T^2}{\hbar \omega_T} \ln \left[ \frac{1}{2} \left( 1 + \sqrt{1 - \frac{1}{4} e^{-2 \omega_T t}} \right) \right], & D = 1 \text{ (pancake)}, \\
- \frac{\eta_T^2}{2 \hbar \omega_T} \ln \left( 1 - \frac{1}{4} e^{-2 \omega_T t} \right), & D = 2 \text{ (cigar)}. 
\end{array} \right. \quad (A.12) \]

Appendix B. Single-mode dynamics within the adiabatic elimination of \( \varphi_n^\alpha \)

The dynamical equations for a single-mode BEC can be obtained trivially from equations (A.2) and (A.7). By simply setting \( \tilde{g}_{\alpha \beta} = 0 \) and dropping the superfluous index \( \alpha \), we get
\[ \varphi_n = - \frac{\langle \xi_n | \xi_n \rangle}{E_n - E_0} \tilde{g} | \varphi_0 |^2 \varphi_0 + \tilde{I}_n = \tilde{\varphi}_n + \tilde{I}_n, \quad n \geq 1, \quad (B.1) \]
\[ i \hbar \dot{\varphi}_0 = \epsilon \left( H_L + \tilde{g} \eta_T | \varphi_0 |^2 - 3 \epsilon \tilde{g}^2 \Upsilon_T | \varphi_0 |^4 \right) \varphi_0 + \epsilon^2 \tilde{I}_0, \quad (B.2) \]
where
\[ \tilde{I}_n = (\varphi_n(0) - \tilde{\varphi}_n(0))e^{-(E_n - E_0)t/\hbar}, \]  
\[ \tilde{I}_0 = 2\bar{g}|\varphi_0|^2(\Phi - \tilde{\Phi}) + \tilde{g}\varphi_0^2(\Phi^* - \tilde{\Phi}^*), \]
and
\[ \Phi(t) = \sum_{n=1}^{\infty} \langle \xi_n | \xi_0^3 \rangle \varphi_n(0)e^{-(E_n - E_0)t/\hbar}, \]
\[ \tilde{\Phi}(t) = -\tilde{g}|\varphi_0(0)|^2\varphi_0(0)\nu_T(t). \]

Equations (B.1) and (B.2) are the time-dependent versions of the stationary single-mode equations derived in [8], but with the additional source terms \( \tilde{I}_n \) and \( \tilde{I}_0 \). In fact, in the stationary case, \( \varphi_n = \tilde{\varphi}_n \), and hence \( \Phi = \bar{\Phi} \). As a result, both \( \tilde{I}_n \) and \( \tilde{I}_0 \) vanish, and the equations reduce to those of [8]. Note that relative to a GP equation, the longitudinal equation (B.2) has an additional quintic term, which acts as an effective three-body, attractive interaction among the atoms regardless of the sign of \( g \). This attractive interaction is mediated by the changes in the transverse wave function, as evidenced by the appearance of the (non-negative) coupling parameter \( \Upsilon_T \) in the coupling strength \( 3g^2\Upsilon_T \).

The coupling constants in equation (B.2) can be calculated explicitly for a transverse harmonic potential. It follows from equations (16), (17), and (22) that
\[ \Upsilon_T = \begin{cases} \frac{\eta_T^2}{\hbar\omega_T} \ln(8 - 4\sqrt{3}), & D = 1 \text{ (pancake)}, \\ \frac{\eta_T^2}{2\hbar\omega_T} \ln \frac{4}{3}, & D = 2 \text{ (cigar)}. \end{cases} \]

As a result, the coupling constants for a cigar-shaped trap \((d = 1)\) are \( g\eta_T = 2\hbar\omega_Ta \) and \( 3g^2\Upsilon_T = 6\hbar\omega_Ta^2\ln(4/3) \), whereas for a quasi-2D pancake \((d = 2)\), we obtain \( g\eta_T = 2\sqrt{2\pi}\hbar\omega_T\rho_0a \) and \( 3g^2\Upsilon_T = 24\pi\hbar\omega_T\rho_0^2a^2\ln(8 - 4\sqrt{3}) \).

It is worth pointing out that such a self-focusing interaction has been used to study the propagation of solitons in single-mode, attractive, quasi-1D condensates, trapped by an infinitely long cylindrical harmonic potential [22–24]. In contrast to using a relative-state decomposition of the 3D condensate wave function, those studies use a Taylor expansion of a local, transverse chemical potential about the maximum density of the condensate to derive the additional quintic nonlinearity. This leads to an equation without the source term \( I_0 \) and with a coupling constant that differs from \( 3g^2\Upsilon_T \) (for \( d = 1 \)) by a factor of 4. This factor corresponds to the difference between using the maximum of the Gaussian ground-state probability distribution and the average \( \eta_T \) of the distribution over itself.
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