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ABSTRACT. We categorify a coideal subalgebra of the quantum group of $\mathfrak{sl}_{2r+1}$ by introducing a 2-category analogous to the one defined by Khovanov-Lauda-Rouquier, and show that self-dual indecomposable 1-morphisms categorify the canonical basis of this algebra. This allows us to define a categorical action of this coideal algebra on the categories of modules over cohomology rings of partial flag varieties and on the category $\mathcal{O}$ of type B/C.
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1. Introduction

1.1. Motivation. One important development in representation theory in the last decade is the theory of categorical actions of Lie algebras, in the sense of Chuang and Rouquier [CR08]. The basic object of this theory is a 2-category \(\hat{\mathcal{U}}(\mathfrak{g})\) associated with a semisimple or Kac-Moody Lie algebra \(\mathfrak{g}\), introduced independently in two different presentations by Khovanov-Lauda [KL10] and Rouquier [R08] (these were shown to be equivalent by Brundan [Br16]). The notion of a categorical action of \(\mathfrak{g}\) is made precise by the structure of 2-morphisms in \(\hat{\mathcal{U}}(\mathfrak{g})\), and it provides an algebraic way of understanding deep structures of the quantum group \(\hat{\mathcal{U}}(\mathfrak{g})\) such as canonical bases [Lu92, Lu94, Ka93].

One case of particular interest is when \(\mathfrak{g} = \mathfrak{sl}_r\), where Schur duality plays a basic role. The Grothendieck group of \(\hat{\mathcal{U}}(\mathfrak{sl}_r)\) coincides with the modified quantum group \(\hat{\mathcal{U}} = \mathcal{U}(\mathfrak{sl}_r)\), and the classes of indecomposable 1-morphisms are identified with Lusztig’s canonical bases [La10, W13]. In the quantum setting, Schur duality relates the quantum group \(\mathcal{U}(\mathfrak{sl}_r)\) to Hecke algebras of type A [Jim86]. Beilinson-Lusztig-MacPherson [BLM90] constructed the modified quantum group \(\hat{\mathcal{U}}(\mathfrak{sl}_r)\) as a limit of a family of finite-dimensional algebras known as Schur algebras, and they realized the Schur algebras using functions on the points of \(r\)-step partial flag varieties over a finite field. The BLM construction was then adapted in [GL92] to realize quantum Schur duality. This geometric realization of \(\hat{\mathcal{U}}(\mathfrak{sl}_r)\) has been lifted to a categorical action of \(\hat{\mathcal{U}}(\mathfrak{sl}_r)\) in [KL10]. This construction also leads to a categorified Schur algebra, which is intimately related to singular Soergel bimodules [Wii11, MSV13, W15b].

Schur duality has been generalized in [BW13] in connection to the Kazhdan-Lusztig theory for the BGG category \(\mathcal{O}\) of type B/C. While other generalizations of Schur duality have changed \(\mathfrak{sl}_r\) to a different classical Lie algebra [BW89, M87], this construction replaces the Hecke algebra from type A with one of type B/C. Like in type A, this construction admits a BLM-type realization [BLW], where \(\mathcal{U}(\mathfrak{sl}_r)\) is replaced by the coideal algebra \(\mathcal{U}'\) associated with the Cartan involution composed with the diagram involution of the \(A_{2r}\) Dynkin diagram. Note that \((\mathcal{U}(\mathfrak{sl}_{2r-1}), \mathcal{U}')\) forms a quantum symmetric pair in the sense of [Le03]. The commutant of the Hecke algebra of type B/C in this setting is called \(\mathcal{J}\)Schur algebra. They are naturally quotients of \(\mathcal{U}'\), and admit a geometric realization in terms of partial flag varieties of type B/C.
over finite fields. The idempotented coideal algebra can be realized as a limit of the family of \( \mathfrak{s} \mathfrak{l}_2 \) Schur algebras. Based on this construction, it was shown in [LW15] that \( U^j \) admits a canonical basis with desirable positivity properties, analogous to Lusztig’s canonical basis for \( \hat{U} \) as defined in [Lu94, Chapter 25]. The \( A = \mathbb{Z}[q, q^{-1}] \)-span of this basis gives an integral form \( \hat{U}^j \).

By analogy with the “weak \( \mathfrak{s} \mathfrak{l}_2 \)-categorifications” discussed in [CR08, 5.1], we can think of the construction of [BW13] as a weak categorical action of \( U^j \). The construction of [BKLW] shows the existence of a similar weak action of \( U^j \) on constructible sheaves on partial flag varieties of type B/C. Following the analogy with type A, it is natural to expect that we can define a strong categorical action of \( U^j \) by a 2-category \( \hat{U}^j \) analogous to \( \hat{U} \).

The existence of this 2-category together with its basic 2-representations is the principal result of this paper.

### 1.2. Main results

To explain the definition of our 2-category \( \hat{U}^j \), let us first give a description of \( \hat{U}^j \). The idempotented algebra \( \hat{U}^j \) can be viewed as a category with objects indexed by a weight lattice \( X_j \) and morphisms generated by

\[
\mathcal{E}_i : \lambda \to \lambda + \alpha_i \quad \text{and} \quad \mathcal{F}_i : \lambda \to \lambda - \alpha_i, \quad \text{for } i = \diamond, \diamond + 1, \ldots, r - \diamond \text{ with } \diamond = \frac{1}{2}.
\]

See Section 2.3 for a precise definition. For \( i > \diamond \), the generators \( \mathcal{E}_i, \mathcal{F}_i \) satisfy the same relations as standard Chevalley generators in \( \hat{U} \). However, the relations are different when \( i = \diamond \): there is no relation between length 2 monomials in \( \mathcal{E}_\diamond \) and \( \mathcal{F}_\diamond \). Instead they satisfy inhomogeneous \( j \)-Serre relations (2.9) and (2.10), whose summands are no longer canonical basis elements. In particular, \( U^j \) does not have a triangular decomposition like that of \( U \).

To define \( \hat{U}^j \), we follow the approach of [La10, KL10]: we already know of a weak \( \hat{U}^j \)-action on the modules over cohomology rings of partial flag varieties, so we can extract the relations in \( \hat{U}^j \) based on computations in this category. While the 2-morphisms acting on \( \mathcal{E}_i \) and \( \mathcal{F}_i \) for \( i \neq \diamond \) satisfy the same relations as in \( \hat{U} \), new relations appear for \( i = \diamond \).

One can think of these new relations as combining the KLR relations for the elements \( \{E_\diamond, E_{-\diamond}\} \) in \( U^j(\mathfrak{sl}_3) \) and for \( \{E_\diamond, F_\diamond\} \) in \( U(\mathfrak{sl}_2) \). In particular, the usual bicross relations which categorify the commutator relation for \( \mathcal{E}_i \) and \( \mathcal{F}_i \) (3.12)–(3.13) combine with (3.5) to give (3.14)–(3.15). Similarly, there is a new relation involving a triple point (3.17) which combines the relation of [La10, Proposition 5.8] with (3.6); this relation is used in proving the categorified \( j \)-Serre relations, as we will explain in Section 4 and Appendix A. The bubble relations and bubble slide formulas for \( i = \diamond \) here are also somewhat different from [La10].

The complexity of this last triple point relation makes it difficult to verify the relations of \( \hat{U}^j \) directly (much like the presentation of \( \hat{U} \) in [KL10]). However, we show that if \( \mathcal{E}_i \) and \( \mathcal{F}_i \) satisfy the relations of the coideal subalgebra at the decategorified level, then (3.17) is forced by the other relations in \( \hat{U}^j \); see Proposition 4.10. The reader can think of Proposition 4.10 as a weak version of “control from \( K_0 \)” theorems, such as [R08, 5.27].

Now, let us describe the main results of this paper. The first is that \( \hat{U}^j \) is a categorification of \( \hat{U}^j \), in the same sense as the relationship of \( \hat{U} \) and \( \hat{U}^j \).
Theorem A (Theorem 6.5). There is an algebra isomorphism between the Grothendieck group of $\hat{\mathcal{U}}$ and $\mathcal{A}\hat{\mathcal{U}}$, with indecomposable self-dual 1-morphisms matching the canonical basis of $\mathcal{A}\hat{\mathcal{U}}$.

To prove this theorem, and as evidence for the usefulness of this categorification, we ask for generalizations of the categorical actions of $\mathcal{U}$ discussed earlier. Let $G$ be either the group $SO(2m+1)$ or $Sp(2m)$, and let $g$ be its Lie algebra. One can define a 2-category $\mathcal{F}_{r,m}$ analogous to the “flag category” of Khovanov and Lauda [KL10] using cohomology rings of partial flag varieties of $G$, see Section 5.2 for the precise definition. The 2-category $\mathcal{U}$ admits the following categorical actions.

Theorem B (Theorem 5.8, Theorem 6.1, Proposition 6.3, Theorem 7.6).

(a) There is a functor $\Gamma : \hat{\mathcal{U}} \rightarrow \mathcal{F}_{r,m}$ for each $m$. This functor is essentially surjective on 1-morphisms (and becomes full on 2-morphisms after a small modification).

(b) The category $\hat{\mathcal{U}}$ acts on the category $\mathcal{O}$ of $g$ such that an object $\lambda \in X_{j}$ is sent to a block of $\mathcal{O}$, and $E_{i}, F_{i}$ act by translation functors on blocks.

The actions in Parts (a) and (b) provide the desired enhancements of the weak categorical actions in [BKLW] and in [BW13], respectively.

These actions are related via the classic links between projective functors, Harish-Chandra bimodules and singular Soergel bimodules given by [Soc90, Soc92, Str04] and [Wil11]. The action of Part (a) allows us to show that $\hat{\mathcal{U}}$ acts on any category of representations of Lie algebra of type $B/C$ which are of finite length and are closed under tensor product with finite dimensional modules (see Theorem 7.6). Category $\mathcal{O}$ is an example of such a category, as are many of the variations on it.

1.3. Structure of the paper. In Section 2 we will recall the basic structure results on the algebras $\mathcal{U}$ and $\mathcal{U}^{\gamma}$, along with their idempotented forms $\hat{\mathcal{U}}$ and $\hat{\mathcal{U}}^{\gamma}$. In Section 3, we give the definition of the 2-category $\hat{\mathcal{U}}$, presented in diagrammatic terms, and study some basic properties of it. In Section 4 we precisely formulate the categorification of the $\gamma$-Serre relations, which allows us to define a surjective algebra homomorphism $\hat{\mathcal{U}}^{\gamma} \rightarrow K_{0}(\mathcal{U})$. The categorification of $\gamma$-Serre relations involves some lengthy diagrammatic computation, which will be given in Appendix A. We construct the 2-functor $\Gamma : \hat{\mathcal{U}}^{\gamma} \rightarrow \mathcal{F}_{r,m}$ in Section 5 and prove it is locally full in Section 6. This allows us to deduce the isomorphism $\hat{\mathcal{U}}^{\gamma} \simeq K_{0}(\mathcal{U})$ and the matching of canonical bases. Finally, we describe the action of $\hat{\mathcal{U}}^{\gamma}$ on category $\mathcal{O}$ in Section 7.

1.4. Future developments. The construction of this paper seems likely to be only one of a family of categorifications corresponding to coideal subalgebras, and relevant to the representation theory of classical groups and Lie algebras of types $B/C/D$ in many contexts. Whereas categorical actions of any Kac-Moody algebra are built from categorical $\mathfrak{sl}_{2}$-actions, actions of $\mathcal{U}$ include a new basic building block, which may be useful in other contexts. For reasons of space and complexity, we have left the consideration of several natural questions that arise in this framework to future work.
In a sequel to this work, we will consider analogues of cyclotomic KLR algebras for \( \hat{U} \); these are algebras which naturally categorify the restrictions to \( U \) of finite-dimensional simple \( U \)-modules and their canonical bases defined in [BW13]. We will also study the relationship between \( \hat{U} \) and \( \hat{U} \) which can be regarded as a categorical quantum symmetric pair.

The connection between the coideal algebras and category \( \mathcal{O} \) of type D has been independently observed in [ES13], where they also studied relations between morphisms in \( \mathcal{O} \) with Nazarov-Wenzl algebras and affine Brauer algebras. We expect the categorical action of our 2-category \( \hat{U} \) will bring a new perspective on these algebras. Note that there should also be a type D analogue of our main results; see [B16] for Kazhdan-Lusztig theory of type D and [FL15] for geometric Schur duality of type D.

The algebra \( U \) is merely a special example of the coideal algebras arising from quantum symmetric pairs [Le03, Ko14]. Particularly important special cases include the coideal subalgebra \( U \subset U(\mathfrak{sl}_2) \) associated to its diagram automorphism, and the affine analogues of these algebras, attached to diagram automorphisms for \( \hat{\mathfrak{sl}}_n \) [FLLLW]. The former also appears in geometric Schur duality and the study of category \( \mathcal{O} \) in type B/C [BW13, BKLW, LW15] while the latter is expected to play a fundamental role in the study of modular representations of type B/C. These other symmetric pairs will require more work to categorify. Since these algebras admit natural geometric realizations and canonical bases, the techniques of this paper can likely be applied to them as well.
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2. Preliminaries on coideal subalgebras

2.1. Notations and conventions. Let \( q \) be a formal variable and let \( \mathcal{A} = \mathbb{Z}[q, q^{-1}] \). For \( a \in \mathbb{Z} \), let

\[
[a] = \frac{q^a - q^{-a}}{q - q^{-1}} \quad \text{and} \quad [a]! = [1][2] \cdots [a] \quad \text{for} \ a \geq 0.
\]

The \( a \)-th divided power of an element \( E \) in a \( \mathbb{Q}(q) \)-algebra is the element \( E^{(a)} := E^a/[a]! \).

Let \( \mathcal{C} \) be an additive category. For any object \( x \) in \( \mathcal{C} \), we denote by \( 1_x \) the identity endomorphism of \( x \). A grading on \( \mathcal{C} \) is an auto-equivalence \( \{1\} : \mathcal{C} \to \mathcal{C} \). Let \( \{\ell\} \) denote the \( \ell \)-fold composition of the auto-equivalence \( \{1\} \). Given an object \( x \) in \( \mathcal{C} \) and \( f = \sum f_s q^s \in \mathcal{A} \), we write \( \bigoplus_f x \) or \( x^{\oplus_f} \) for the direct sum over \( s \) of \( f_s \) copies of \( x \{s\} \). The split Grothendieck group \( K_0(\mathcal{C}) \) is the abelian group generated by symbols \([x]\) for \( x \) an object, with the relation \([x \oplus y] = [x] + [y]\). A grading induces an \( \mathcal{A} \)-module on \( K_0(\mathcal{C}) \) such that \( q[x] = [x\{1\}] \). Given two objects \( x, y \), let \( \text{Hom}^s(x, y) \) denote the space \( \text{Hom}(x \{s\}, y) \) of morphisms of degree \( s \). We
abbreviate $\text{Hom}^*(x, y) = \bigoplus_{i \in \mathbb{Z}} \text{Hom}^*(x, y)$. The idempotent completion (or Karoubi envelope) $\hat{C}$ is the category whose objects are pairs $(M, e)$ of $M \in \text{Ob}(C)$ and idempotent endomorphisms $e: M \to M$, with $(M, e)$ serving as the image of the idempotent $e$. The category $\hat{C}$ is universal among idempotent complete categories with a functor from $C$.

Given a ring $k$, a graded $k$-linear 2-category $\mathfrak{A}$ is a category enriched over graded additive $k$-linear categories, that is, a 2-category such that the $\text{Hom}$ categories are graded additive $k$-linear categories and the composition maps $\text{Hom}_\mathfrak{A}(x, y) \times \text{Hom}_\mathfrak{A}(y, z) \to \text{Hom}_\mathfrak{A}(x, z)$ form a graded additive $k$-linear functor. We will abbreviate $\mathfrak{A}(x, y) = \text{Hom}_\mathfrak{A}(x, y)$. Objects and morphisms in $\mathfrak{A}(x, y)$ will be respectively called 1-morphisms and 2-morphisms in $\mathfrak{A}$. A 2-category is called strict if 1-morphisms compose strictly associatively, and a 2-functor is called strict when it preserves compositions of 1-morphisms on the nose. We will always assume that $\mathfrak{A}(x, x)$ has a unit object, denoted by $1_x$. The Grothendieck group of $\mathfrak{A}$ is the category $K_0(\mathfrak{A})$ with same objects as $\mathfrak{A}$, and with morphisms given by the Grothendieck group of the corresponding $\text{Hom}$-category. If $\mathfrak{A}$ is graded, then $K_0(\mathfrak{A})$ is an $\mathfrak{A}$-linear category.

Recall that a functor is essentially surjective if any object in the target is isomorphic to an object in the image. It is fullfaithful if it is surjective/injective on Hom sets. A fully faithful, essentially surjective functor is an equivalence. A 2-functor $\Phi : \mathfrak{A} \to \mathfrak{B}$ is locally full (resp. faithful, essentially surjective) if the induced functors $\mathfrak{A}(x, y) \to \mathfrak{B}(\Phi(x), \Phi(y))$ is full (resp. faithful, essentially surjective) for all objects $x, y \in \mathfrak{A}$.

2.2. Reminders on $\hat{U}$. Fix a positive integer $r$ and define

$$\mathbb{I} = \mathbb{I}_{2r} = \{i \in \mathbb{Z} + \frac{1}{2} \mid -r < i < r\}. \quad (2.1)$$

Due to an extensive use of $\frac{1}{2}$ throughout the paper, we will often write

$$\diamond = \frac{1}{2}.$$ 

Consider the root datum of type $A_{2r}$ with Cartan matrix indexed by $\mathbb{I}$, weight lattice $X$, simple roots $\{\alpha_i\}_{i \in \mathbb{I}} \subset X$, simple coroots $\{\alpha_i^\vee\}_{i \in \mathbb{I}}$, and the coroot lattice $Y = \bigoplus_{i \in \mathbb{I}} \mathbb{Z}\alpha_i^\vee$. There is a perfect pairing

$$\langle \cdot, \cdot \rangle : Y \times X \to \mathbb{Z}. \quad (2.2)$$

The entries of the Cartan matrix are given by $\langle \alpha_i^\vee, \alpha_j \rangle$ for $i, j \in \mathbb{I}$.

Consider the lattice $\bigoplus_{a = -r}^r \mathbb{Z}\varepsilon_a$ with the standard pairing $\langle \varepsilon_a, \varepsilon_b \rangle = \delta_{a,b}$. We will identify

$$X = \bigoplus_{a = -r}^r \mathbb{Z}\varepsilon_a / \mathbb{Z}(\sum_{a = -r}^r \varepsilon_a).$$

Then $\alpha_i = \varepsilon_{i-\diamond} - \varepsilon_{i+\diamond} \pmod{\mathbb{Z}(\sum_{a = -r}^r \varepsilon_a)}$ lies in $X$.

The quantum group $U = U_q(\mathfrak{sl}_{2r+1})$ is the $\mathbb{Q}(q)$-algebra generated by $E_i, F_i, K_i^{\pm 1}, i \in \mathbb{I}$ subject to the relations

$$K_i K_j = K_j K_i, \quad K_i E_j K_i^{-1} = q^{\langle \alpha_i^\vee, \alpha_j \rangle} E_j,$$

$$[E_i, F_j] = \delta_{ij} \frac{K_i - K_i^{-1}}{q - q^{-1}}, \quad K_i F_j K_i^{-1} = q^{-\langle \alpha_i^\vee, \alpha_j \rangle} F_j,$$
and the quantum Serre relations (see (2.3) below). We may write $U = U_{2r+1}$ if necessary. It is a Hopf algebra, with a coproduct $\Delta : U \to U \otimes U$ such that

$$\Delta(K_i) = K_i \otimes K_i, \quad \Delta(E_i) = 1 \otimes E_i + E_i \otimes K_i^{-1}, \quad \Delta(F_i) = F_i \otimes 1 + K_i \otimes F_i, \forall i.$$  

There is a unique involution (called bar involution) $\psi : U \to U$ as $\mathbb{Q}$-algebra which sends $q$ to $q^{-1}$, $K_i$ to $K_i^{-1}$ and fixes $E_i$, $F_i$, for all $i$.

We will be interested in an idempotented (or modified) form of $U$ introduced by Lusztig [Lu94]. Consider the $\mathbb{Q}(q)$-linear category $\hat{U}$ with the object set $X$ and morphisms generated by $E_i : \lambda \to \lambda + \alpha_i$, $F_i : \lambda \to \lambda - \alpha_i$, subject to the relations

$$[E_i, F_j]1_\lambda = \delta_{ij}[(\alpha_i^\vee, \lambda)]1_\lambda,$$

$$\sum_{a+b=1-\langle \alpha_i^\vee, \alpha_j \rangle} (-1)^a E_i^{(a)} E_j^{(b)} = \sum_{a+b=1-\langle \alpha_i^\vee, \alpha_j \rangle} (-1)^a F_i^{(a)} F_j^{(b)} = 0, \quad \forall i \neq j. \quad (2.3)$$

Lusztig’s idempotented algebra (also denoted by $\hat{U}$) can be identified with the direct sum of all Hom-spaces in this category. Let $\mathcal{A}U$ be the $\mathcal{A}$-linear subcategory of $\hat{U}$ with the same objects and with morphisms generated over $\mathcal{A}$ by $E_i^{(a)}$, $F_i^{(a)}$ for $i \in I$, $a \geq 0$. This corresponds to Lusztig’s integral $\mathcal{A}$-form of $\hat{U}$.

### 2.3. The coideal category $U^j$

Set

$$\mathbb{P} = \mathbb{P}^j = I \cap \mathbb{R}_{>0} = \{\circ, \circ + 1, \ldots, \circ + r - 1\}. \quad (2.4)$$

We shall consider a $\mathbb{Q}(q)$-algebra $U^j$ which admits a presentation with generators $\mathcal{E}_i, \mathcal{F}_i, K_i^{\pm 1}$ for $i \in \mathbb{P}^j$, and a set of relations; see [BW13] Section 6.1. There is an embedding of algebras $j : U^j \to U$ such that

$$\mathcal{E}_i \mapsto E_i + K_i^{-1}F_{-i}, \quad \mathcal{F}_i \mapsto F_iK_i^{-1} + E_{-i}, \quad \mathcal{K}_i \mapsto K_iK_i^{-1}, \quad \forall i \in \mathbb{P}^j.$$  

We will consider the algebra $U^j$ as a subalgebra of $U$ under the embedding $j$. We may write $U^j = U^j_r$ if necessary.

The subalgebra $U^j$ has a further compatibility with the coproduct $\Delta$: it is a coideal subalgebra of $U$. That is, the coproduct $\Delta$ on $U$ restricts to a $\mathbb{Q}(q)$-algebra homomorphism $\Delta : U^j \to U^j \otimes U$. The specialization of $U^j$ at $q = 1$ is just the enveloping algebra of $\mathfrak{sl}_{2r+1}^\theta$, the Lie subalgebra fixed by the involution $\vartheta : \mathfrak{sl}_{2r+1} \to \mathfrak{sl}_{2r+1}$ given by rotating $(2r + 1) \times (2r + 1)$-matrices by $\pi$ radians. Hence $(U, U^j)$ is an example of a quantum symmetric pair [Le03, Ko14].

Let $\theta$ be the involution of the lattice $X$ induced by letting $\theta(\varepsilon_a) = -\varepsilon_{-a}$ for $-r \leq a \leq r$. We may write $\lambda^\theta = \theta(\lambda)$, for $\lambda \in X$. Denote by $X^\theta$ the sublattice of $\theta$-fixed points in $X$. Note that $\alpha_i^\theta = \alpha_{-i}$ for all $i \in I$, hence $\theta$ induces an automorphism of the root system. Set $\theta \alpha_i^\vee = \alpha_i^\vee - \alpha_i^\vee$, for $i \in \mathbb{P}^j$.

Let

$$X_j = X/X^\theta, \quad Y^j = \bigoplus_{i \in \mathbb{P}^j} \mathbb{Z}\theta \alpha_i^\vee. \quad (2.5)$$

The lattice $X_j$ can be regarded as a weight lattice for $U^j$. The pairing (2.2) induces a nondegenerate pairing

$$\langle \cdot, \cdot \rangle : Y^j \times X_j \to \mathbb{Z}.$$
For \( \lambda \in X_j \), we write
\[
\lambda_i = \langle \alpha_i, \lambda \rangle, \quad \text{for } i \in \mathbb{P}.
\]
For \( \lambda \in X \) we will denote its image in \( X_j \) again by \( \lambda \) if there is no confusion. In particular, we will often regard \( \alpha_i \in X \) for \( i \in \mathbb{P} \) as an element in \( X_j \). Note the unusual pairing
\[
\langle \alpha_\circ, \alpha_\circ \rangle = 3.
\]

Let \( \hat{U}^j \) be the \( \mathbb{Q}(q) \)-linear category with the object set \( X_j \) and morphisms generated by \( \mathcal{E}_i : \lambda \mapsto \lambda + \alpha_i = \lambda - \alpha_{-i}, \mathcal{F}_i : \lambda \mapsto \lambda - \alpha_i = \lambda + \alpha_{-i} \), for all \( i \in \mathbb{P} \), subject to the following relations for \( i \neq j \):
\[
\begin{align*}
[\mathcal{E}_i, \mathcal{F}_j] & = 0, \\
[\mathcal{E}_i, \mathcal{F}_i] & = [\lambda_i, 1], \quad \forall i \neq \circ, \\
\sum_{a+b=1-\langle \alpha_i, \alpha_j \rangle} (-1)^a E_i^{(a)} E_j^{(b)} & = \sum_{a+b=1-\langle \alpha_i, \alpha_j \rangle} (-1)^a F_i^{(a)} F_j^{(b)} = 0, \\
(\mathcal{E}_{\circ}^{(2)} \mathcal{F}_i - \mathcal{E}_i \mathcal{F}_{\circ} + \mathcal{F}_i \mathcal{E}_{\circ}^{(2)}) 1_{\lambda} & = -(q^{\lambda_i+2} + q^{-\lambda_i-2}) \mathcal{E}_{\circ} 1_{\lambda}, \\
(\mathcal{F}_{\circ}^{(2)} \mathcal{E}_i - \mathcal{E}_i \mathcal{F}_{\circ} + \mathcal{F}_i \mathcal{E}_{\circ}^{(2)}) 1_{\lambda} & = -(q^{\lambda_i-1} + q^{-\lambda_i+1}) \mathcal{F}_{\circ} 1_{\lambda}.
\end{align*}
\]

The definition of \( \hat{U}^j \) here is basically the same as the one in [LW15] but differs from the one in [BKLW] which used a different object set. Note that a major difference in the presentation of \( \hat{U}^j \) with respect to \( \hat{U} \) is that there is no relation between monomials of length \( \leq 2 \) in \( \mathcal{E}_\circ, \mathcal{F}_\circ \), but rather they satisfy the inhomogeneous relations (2.9), (2.10), which will be referred as \( \circ \)-Serre relations. Note also that the algebra \( \hat{U}^j \) or \( \hat{U}^j \) does not have any natural triangular decomposition due to the mixture of \( \mathcal{E}_\circ \) and \( \mathcal{F}_\circ \) in these \( \circ \)-Serre relations.

Let \( A\hat{U}^j \) be the \( A \)-linear subcategory of \( \hat{U}^j \) with the same objects and with morphisms generated by divide powers \( E_i^{(a)} 1_{\lambda}, F_i^{(a)} 1_{\lambda} \), for all \( i \in \mathbb{P}, \lambda \in X_j, \) and \( a \geq 0 \). It was shown in [BKLW, LW15] that \( A\hat{U}^j \) is a free \( A \)-module and \( \mathbb{Q}(q) \otimes_A A\hat{U}^j = \hat{U}^j \).

Denote by \( \varpi \) the unique element in \( X_j \) such that
\[
\varpi_\circ = 1, \quad \varpi_i = 0 \quad (i \in \mathbb{P} \setminus \{\circ\}).
\]

The following are the idempotented counterparts of the symmetries for \( U^j \) given in [BW13, Lemma 6.1].

**Lemma 2.1.**

(a) There exists an involution \( \omega_j \) on \( \hat{U}^j \) as a \( \mathbb{Q}(q) \)-algebra which sends \( 1_{\lambda} \) to \( 1_{-\lambda-\varpi} \) and switches \( \mathcal{E}_i \) with \( \mathcal{F}_i \), for all \( i \) and \( \lambda \in X_j \).

(b) There exists an anti-involution \( \sigma_j \) on \( \hat{U}^j \) as a \( \mathbb{Q}(q) \)-algebra which sends \( 1_{\lambda} \) to \( 1_{-\lambda-\varpi} \) and fixes \( \mathcal{E}_i, \mathcal{F}_i \), for all \( i \) and \( \lambda \in X_j \).

(c) There exists an involution (called bar involution) \( \psi_j \) on \( \hat{U}^j \) as a \( \mathbb{Q} \)-algebra which sends \( q \) to \( q^{-1} \), and fixes \( 1_{\lambda}, \mathcal{E}_i, \mathcal{F}_i \), for all \( i \) and \( \lambda \in X_j \).

In particular, all three (anti-)involutions \( \omega_j, \sigma_j \) and \( \psi_j \) preserve the \( A \)-form \( A\hat{U}^j \).

**Proof.** Follows by inspection of the defining relations for \( \hat{U}^j \) in (2.6)–(2.10). \( \square \)
3. COIDEAL 2-CATEGORIES

In this section, we introduce the main object of this paper, the 2-category $\Psi$ (see Definition 3.3). This is an analogue of the category $\mathcal{U}$ introduced in [KL10, Section 5.1] (denoted by $\mathcal{U}$ therein). Recall that $\mathcal{U}$ is a strict graded additive $k$-linear 2-category with object set $X$. Its 1-morphisms are generated by 
\[ E_i : \lambda \to \lambda + \alpha_i, \quad F_i : \lambda \to \lambda - \alpha_i \quad (i \in I), \]
with generating 2-morphisms given by diagrams modulo certain diagrammatic relations. We will not reproduce these here, since they appear in the relations (3.1–3.16) below (with $\theta$ everywhere replaced by $\alpha^\vee$) which do not involve $i = \diamond$.

We start by introducing a weak version $\tilde{\Psi}$ of this 2-category, which lacks the most difficult relation to verify. This notion is useful since we will show later that a representation of $\tilde{\Psi}$ satisfying certain conditions on its Grothendieck group descends to an action of $\Psi$ (Proposition 4.10).

3.1. The 2-category $\tilde{\Psi}$. Fix a commutative ring $k$ with identity such that 2 is a unit. For $i,j \in I$ we set
\[ t_{ij} = \begin{cases} -1, & \text{if } j = i - 1, \\ 1, & \text{otherwise.} \end{cases} \]

**Definition 3.1.** The weak coideal 2-category $\tilde{\Psi}$ is the strict graded additive $k$-linear 2-category with objects $\lambda$ for all $\lambda \in X_j$. The 1-morphisms are generated by
\[ \mathcal{E}_i : \lambda \to \lambda + \alpha_i, \quad \mathcal{F}_i : \lambda \to \lambda - \alpha_i, \quad \text{for } i \in I. \]
Here “generated” means taking all the direct sums of compositions of shifts of these 1-morphisms. The generating 2-morphisms are presented by diagrams: denote the identity 2-morphisms of $\mathcal{E}_i 1_\lambda$ and $\mathcal{F}_i 1_\lambda$ by $\downarrow{i}^{\lambda}_{\lambda}$ and $\uparrow{i}^{\lambda}_{\lambda}$, and the other generators are
\[
\begin{align*}
x &= \left( \lambda : \mathcal{E}_i 1_\lambda \to \mathcal{E}_i 1_\lambda \{ -2 \} \right) \\
\tau &= \left( \lambda : \mathcal{E}_i \mathcal{E}_j 1_\lambda \to \mathcal{E}_j \mathcal{E}_i 1_\lambda \{ \langle \alpha^\vee_i, \alpha_j \rangle \} \right) \\
\eta &= \left( \lambda : \mathcal{E}_i \mathcal{F}_i 1_\lambda \to 1_\lambda \{ 1 - \langle \theta \alpha^\vee_i, \lambda + \alpha_i \rangle \} \right) \\
\epsilon &= \left( \lambda : \mathcal{E}_i \mathcal{F}_i 1_\lambda \to 1_\lambda \{ -1 + \langle \theta \alpha^\vee_i, \lambda \rangle \} \right)
\end{align*}
\]

The 2-morphisms are subject to the following relations (1)–(7):
\[
\begin{align*}
(1) & \quad (\text{Adjunction}) \\
& \quad \begin{array}{c}
\begin{array}{c}
\text{2-morphisms}
\end{array}
\end{array}
\end{align*}
\]

$$
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\text{2-morphisms}
\end{array}
\end{array}
\end{align*}
$$

(3.1)
(2) (Cyclicity of $x$ and $\tau$)

\[ i^\lambda = i^\lambda, \quad (3.2) \]

\[ j^\lambda = t_{ji}^{-1} i^\lambda = t_{ij}^{-1} j^\lambda. \quad (3.3) \]

(3) (Quiver Hecke relations)

\[ \chi_{ij}^\lambda - \chi_{ji}^\lambda = \begin{cases} \chi_{ij}^\lambda & \text{if } i = j, \\ 0 & \text{otherwise}, \end{cases} \quad (3.4) \]

\[ \chi_{ij}^\lambda = \begin{cases} 0 & \text{if } i = j, \\ t_{ij} \chi_{ij}^\lambda + t_{ji} \chi_{ji}^\lambda & \text{otherwise}, \end{cases} \quad (3.5) \]

\[ \chi_{ij}^\lambda - \chi_{jk}^\lambda = \begin{cases} t_{ij} \chi_{ij}^\lambda & \text{if } i \neq j \text{ and } |i - j| = 1, \\ 0 & \text{otherwise}. \end{cases} \quad (3.6) \]

(4) (Bubble relations)

\[ s^\lambda = 0 \text{ if } s < \langle \theta_{\alpha_i}^\vee, \lambda \rangle - 1, \quad s^\lambda = 2^{\delta_{s1,1}} 1_\lambda \text{ if } s = \langle \theta_{\alpha_i}^\vee, \lambda \rangle - 1, \quad \ldots \quad (3.7) \]

\[ \chi_{is}^s = 0 \text{ if } s < 1 - \langle \theta_{\alpha_i}^\vee, \lambda + \alpha_i \rangle, \quad \chi_{is}^s = 1 \lambda \text{ if } s = 1 - \langle \theta_{\alpha_i}^\vee, \lambda + \alpha_i \rangle, \quad \ldots \quad (3.8) \]

\[ \sum_{s \in \mathbb{Z}} \chi_{is}^s = 0 \text{ for all } n > 0. \quad (3.9) \]

(5) (Nodal relations) Set

\[ \chi =: \chi_{ij}^\lambda = \chi_{ji}^\lambda, \quad \chi' =: \chi_{ij}^\lambda = \chi_{ji}^\lambda. \quad (3.10) \]
Then for any $i$ we have

$$
\begin{align*}
\lambda_i &= \sum_{t+s=-1} t^{\lambda_i}, \\
\lambda_j &= -\sum_{t+s=-1} s^{\lambda_j}.
\end{align*}
(3.11)
$$

(6) (Bicross relations)
For $i \neq \diamond$, we have

$$
\begin{align*}
\lambda_i &= \sum_{u+s+t=-2} u^{\lambda_i} - \lambda, \\
\lambda_j &= \sum_{u+s+t=-2} s^{\lambda_j} - \lambda.
\end{align*}
(3.12)
(3.13)
$$

For $i = \diamond$, we have

$$
\begin{align*}
\lambda_i &= \sum_{u+s+t=-2} u^{\lambda_i} - \lambda - \lambda, \\
\lambda_j &= \sum_{u+s+t=-2} s^{\lambda_j} - \lambda - \lambda.
\end{align*}
(3.14)
(3.15)
$$

In all the sums above, the indices that are not on a circle run over non-negative integers.

(7) (Mixed relations) For any $i \neq j$,

$$
\begin{align*}
\lambda_i &= \lambda_j, \\
\lambda_j &= \lambda_i.
\end{align*}
(3.16)
$$

Remark 3.2. The bubbles with negative labels are determined by the relation (3.9) and called fake bubbles. Note that because of (3.7), these can only be defined when $2$ is invertible.

We organize the generating 2-morphisms with their degrees (other than the identity 2-morphisms of degree 0 and $x, x'$ of degree 2) in the following table.

|       | $\langle \theta \alpha_i^\vee, \lambda + \alpha_i \rangle - 1$ | $1 - \langle \theta \alpha_i^\vee, \lambda \rangle$ | $1 - \langle \theta \alpha_i^\vee, \lambda \rangle$ | $\langle \theta \alpha_i^\vee, \lambda + \alpha_i \rangle - 1$ | $-\langle \alpha_i^\vee, \alpha_j \rangle$ | $-\langle \alpha_i^\vee, \alpha_j \rangle$ |
|-------|-------------------------------------------------|-------------------------------|-----------------|-------------------------------|------------------|------------------|
| $\lambda_i$ | $\lambda_i$                                       | $\lambda_i$                      | $\lambda_i$      | $\lambda_i$                      | $\lambda_i$      | $\lambda_i$      |
| $\lambda_j$ | $\lambda_j$                                       | $\lambda_j$                      | $\lambda_j$      | $\lambda_j$                      | $\lambda_j$      | $\lambda_j$      |
The grading on $\tilde{\U}$ is well defined, i.e., all the relations in the definition are homogeneous. This can be checked in the same way as in [KL10]. Note that the main difference here is that

$$-1 + \langle \theta_i, \lambda + \alpha_i \rangle = \begin{cases} 1 + \lambda_i, & \text{if } i \neq \diamond, \\ 2 + \lambda_i, & \text{if } i = \diamond. \end{cases}$$

It follows that the diagrams $\chi, \chi'$ in (3.10) have degree zero unless $i = j = \diamond$, and in that case they both have degree 1.

Note that subcategory of $\tilde{\U}$ generated by $E_i, F_i$ with $i > \diamond$ satisfy the relations of Khovanov-Lauda’s 2-category $U_{r-1}$ of rank $r - 1$. This yields a functor $U_{r-1} \to \tilde{\U}$. We will show in a future work that this functor is faithful.

3.2. The coideal 2-category $\U$. For the sake of simplicity, we make the following convention. We will omit the index $\diamond$ from the diagrams, that is, all the strands without labels should be viewed as labeled by $\diamond$.

Definition 3.3. The coideal 2-category $\U$ is the quotient of the 2-category $\tilde{\U}$ by the relation

$$\lambda = -\chi + \chi - \lambda - \lambda + \sum_{s+t+u+v = -3} \chi + \sum_{s+t+u+v = -3} \chi (3.17)$$

This 2-category $\U$ admits an induced grading from $\tilde{\U}$ as the relation (3.17) is homogeneous of degree 0.

We let $\U$ denote the idempotent completion of $\U$. Note that since the quiver Hecke relation holds in $\U$, the divided powers $E_i^{(a)}, F_i^{(a)}$ are well defined in $\U$, see for example [KL10, Section 3.5]. We may also write $E_{-i} = F_i$ for $i \in \U$ whenever this is convenient.

Remark 3.4. Note that we have automatically the relation

$$\lambda = -\chi + \chi - \lambda + \lambda + \sum_{s+t+u+v = -3} \chi + \sum_{s+t+u+v = -3} \chi$$

in $\U$, since it is the image of (3.17) under the isomorphism $\text{End}(\mathcal{F}_\diamond \mathcal{E}_\diamond \mathcal{F}_\diamond) \cong \text{End}(\mathcal{E}_\diamond \mathcal{F}_\diamond \mathcal{E}_\diamond)$ given by adjunction.

3.3. Symmetries of $\U$. Recall [KL10, 3.3.3] that the KLR 2-category $\U$ admits several symmetries which categorify the standard (anti-)involutions for the quantum groups. We will describe the analogues of such symmetries for $\U$, which categorify the three (anti-)involutions in Lemma 2.1. We will use the notation of [KL10, 3.3.3] and let $(\U)^{\text{op}}, (\U)^{\text{co}}, (\U)^{\text{coop}}$ to denote the 2-category $\U$ with the composition of 1-morphisms, 2-morphisms and both 1- and 2-morphisms reversed, respectively.

Definition 3.5.
(a) Consider the functor
\[ \psi_j : \mathcal{U} \longrightarrow (\mathcal{U}^{\co}) \]
which sends
\[ \lambda \mapsto \lambda, \quad 1_\mu \mathcal{E}_{i_1} \cdots \mathcal{E}_{i_\ell} 1_\lambda \{t\} \mapsto 1_\mu \mathcal{E}_{i_1} \cdots \mathcal{E}_{i_\ell} 1_\lambda \{-t\}, \]
for \( \lambda, \mu \in X_j, t \in \mathbb{Z}, \) and \( i_1, \ldots, i_\ell \in I^j. \) It acts on 2-morphisms by reflection through the \( x \)-axis and reversing orientation of all strands. Note that this action on 2-morphisms preserves all defining relations on 2-morphisms in \( \mathcal{U} \). It induces a duality on \( \mathcal{U}^{\co} \) which will be again denoted by \( \psi_j \). We have \( \psi_j^2 = \text{id} \) and in particular \( \psi_j \) is invertible.

(b) Consider the functor
\[ \omega_j : \mathcal{U} \longrightarrow \mathcal{U} \]
(3.18)
which sends (recall we write \( E_{-i} = F_i \) for \( i \in I^j \))
\[ \lambda \mapsto -\lambda - \varpi, \quad 1_\mu \mathcal{E}_{i_1} \cdots \mathcal{E}_{i_\ell} 1_\lambda \{t\} \mapsto 1_\mu \mathcal{E}_{i_1} \cdots \mathcal{E}_{i_\ell} 1_{-\lambda - \varpi} \{-t\}, \]
It acts on 2-morphisms by
\[ x \mapsto x', \quad x' \mapsto x, \quad \tau \mapsto -\tau', \quad \tau' \mapsto -\tau, \]
\[ \eta \mapsto 2^{-\delta_{i,\varpi}} \eta', \quad \eta' \mapsto \eta, \quad \epsilon \mapsto 2^{\delta_{i,\varpi}} \epsilon', \quad \epsilon' \mapsto 2^{-\delta_{i,\varpi}} \epsilon. \]
Thus, each diagram is sent to the diagram with reversed orientation, times certain unit in \( k \). The functor \( \omega_j \) is an equivalence. An inverse is provided by the functor which coincides with \( \omega_j \) on objects and 1-morphisms, and acts on 2-morphisms
\[ x \mapsto x', \quad x' \mapsto x, \quad \tau \mapsto -\tau', \quad \tau' \mapsto -\tau, \]
\[ \eta \mapsto \eta', \quad \eta' \mapsto 2^{\delta_{i,\varpi}} \eta, \quad \epsilon \mapsto \epsilon', \quad \epsilon' \mapsto 2^{-\delta_{i,\varpi}} \epsilon. \]

(c) Consider the functor
\[ \sigma_j : \mathcal{U} \longrightarrow (\mathcal{U}^{\op}) \]
(3.19)
which sends
\[ \lambda \mapsto -\lambda - \varpi, \quad 1_\mu \mathcal{E}_{i_1} \cdots \mathcal{E}_{i_\ell} 1_\lambda \{t\} \mapsto 1_{-\lambda - \varpi} \mathcal{E}_{i_1} \cdots \mathcal{E}_{i_\ell} 1_{-\mu - \varpi} \{t\}. \]
It acts on 2-morphisms by
\[ x \mapsto x, \quad x' \mapsto x', \quad \tau \mapsto -\tau, \quad \tau' \mapsto -\tau, \]
\[ \eta \mapsto 2^{-\delta_{i,\varpi}} \eta', \quad \eta' \mapsto \eta, \quad \epsilon \mapsto 2^{\delta_{i,\varpi}} \epsilon', \quad \epsilon' \mapsto 2^{-\delta_{i,\varpi}} \epsilon. \]
Thus, every diagram is sent to its reflection through the \( y \)-axis, times certain unit in \( k \). The functor \( \sigma_j \) is an equivalence. An inverse is provided by the functor which coincides with \( \sigma_j \) on objects and 1-morphisms and acts on 2-morphisms as
\[ x \mapsto x, \quad x' \mapsto x', \quad \tau \mapsto -\tau, \quad \tau' \mapsto -\tau, \]
\[ \eta \mapsto \eta', \quad \eta' \mapsto 2^{\delta_{i,\varpi}} \eta, \quad \epsilon \mapsto \epsilon', \quad \epsilon' \mapsto 2^{-\delta_{i,\varpi}} \epsilon. \]

Remark 3.6. The presence of the factors of 2 above reflects an asymmetry in the definition of \( \mathcal{U} \), specifically in the relations (3.7)–(3.8). We can rescale the generators \( \eta' \) and \( \epsilon' \) so that the bubbles in (3.7)–(3.8) evaluate to any pair of scalars whose product is \( 2^{\delta_{i,\varpi}} \). One obvious choice is to switch the role of clockwise and counterclockwise bubbles; we denote the
resulting (isomorphic) 2-category with this presentation \( \Psi \). Alternatively, we could give a more symmetric definition by choosing a square root \( \sqrt{2} \), and using \( \sqrt{2}^{\delta_{i,j}} \) in both (3.7) and (3.8). In this case, the definitions of \( \sigma \) and \( \omega \) would not require the factors of 2.

One perspective on how these different forms arise is that this 2-category is connected to geometry and representation theory in types B and C. Many aspects of these constructions, such as the cohomology rings of the partial flag varieties and the category of Soergel bimodules only depend on the Weyl group and its reflection representation, and thus are identical in types B/C. Others, such as the Demazure operators discussed in Section 5.3, and thus the formulas for integration on flag varieties do depend on the root systems, and thus differ by powers of 2 between types B and C. The category \( \Psi \) naturally arises from the computations with type B flag varieties (which we choose to use), while \( \Psi \) would arise most naturally with type C geometry.

4. The Grothendieck group of \( \Psi \)

Throughout the rest of the paper, we assume that \( k \) is a complete local ring and continue to assume that 2 is a unit; equivalently, we require that the residue field of \( k \) is not of characteristic 2. A particularly important case is when \( k \) is itself a field of characteristic \( \neq 2 \).

In this section, we provide a categorification of the \( j \)-Serre relations in the framework of 2-category \( \Psi \). This allows us to define a surjective map to the Grothendieck group of \( \Psi \) from \( \mathcal{A} \hat{U}^j \).

4.1. Reformulation of \( j \)-Serre relations. First let us rewrite the \( j \)-Serre relation (2.10) in the form (4.1)–(4.3) and the \( j \)-Serre relation (2.9) in the form (4.4)–(4.6), respectively:

\[
\begin{align*}
\mathcal{F}_\circ \mathcal{E}_\circ \mathcal{F}_\circ 1_\lambda &= \mathcal{F}_\circ^{(2)} \mathcal{E}_\circ 1_\lambda + (\mathcal{E}_\circ \mathcal{F}_\circ^{(2)} - [\lambda_\circ - 2] \mathcal{F}_\circ) 1_\lambda + [\lambda_\circ] \cdot \mathcal{F}_\circ 1_\lambda, \\
\text{if } \lambda_\circ &\geq 2; \\
\mathcal{F}_\circ \mathcal{E}_\circ \mathcal{F}_\circ 1_\lambda &= \mathcal{F}_\circ^{(2)} \mathcal{E}_\circ 1_\lambda + \mathcal{E}_\circ \mathcal{F}_\circ^{(2)} 1_\lambda + 2 \cdot \mathcal{F}_\circ 1_\lambda, \\
\text{if } \lambda_\circ &= 1; \\
\mathcal{E}_\circ \mathcal{F}_\circ \mathcal{E}_\circ 1_\lambda &= \mathcal{E}_\circ^{(2)} \mathcal{F}_\circ 1_\lambda + (\mathcal{F}_\circ^{(2)} \mathcal{E}_\circ - [\lambda_\circ] \mathcal{E}_\circ 1_\lambda + [\lambda_\circ + 2] \cdot \mathcal{F}_\circ 1_\lambda, \\
\text{if } \lambda_\circ &\leq 0; \\
\mathcal{E}_\circ \mathcal{F}_\circ \mathcal{E}_\circ 1_\lambda &= \mathcal{E}_\circ^{(2)} \mathcal{F}_\circ 1_\lambda + (\mathcal{F}_\circ^{(2)} \mathcal{E}_\circ - [\lambda_\circ] \mathcal{E}_\circ 1_\lambda + [-1 - \lambda_\circ] \cdot \mathcal{E}_\circ 1_\lambda, \\
\text{if } \lambda_\circ &\leq -3; \\
\mathcal{E}_\circ \mathcal{F}_\circ \mathcal{E}_\circ 1_\lambda &= \mathcal{F}_\circ^{(2)} \mathcal{F}_\circ 1_\lambda + \mathcal{E}_\circ^{(2)} \mathcal{F}_\circ 1_\lambda + 2 \cdot \mathcal{E}_\circ 1_\lambda, \\
\text{if } \lambda_\circ &= -2; \\
\mathcal{E}_\circ \mathcal{F}_\circ \mathcal{E}_\circ 1_\lambda &= \mathcal{F}_\circ^{(2)} \mathcal{F}_\circ 1_\lambda + (\mathcal{E}_\circ^{(2)} \mathcal{F}_\circ - [1 + \lambda_\circ] \mathcal{E}_\circ 1_\lambda + [\lambda_\circ + 3] \cdot \mathcal{E}_\circ 1_\lambda, \\
\text{if } \lambda_\circ &\geq -1.
\end{align*}
\]

In each of the formulas (4.1)–(4.6) above the right-hand side is the expansion of the left-hand side in terms of canonical basis elements of \( \mathcal{A} \hat{U}^j \). Knowing these expansions facilitates understanding the structure of the corresponding 1-morphisms in \( \Psi \), but we will not use explicitly the fact that this is the canonical basis expansion. It can be proved in several ways, but we will leave aside the proof. In fact, we can also derive this from Theorem 6.5 below by showing that the factors on the right-hand sides correspond to indecomposable self-dual 1-morphisms in the 2-category \( \Psi \) (see Remark 4.2 below).

4.2. Categorification of \( j \)-Serre (4.1). We denote by \( \mathcal{E}_\circ^{(2)} 1_\lambda \) the idempotent \( \lambda \) in \( \text{End}(\mathcal{E}_\circ^{(2)} 1_\lambda) \) as a 1-morphism in \( \Psi \).
Lemma 4.1. Let $\lambda \in X_j$ such that $\lambda_\circ = \langle \theta_\circ, \lambda \rangle \geq 2$.

(a) The element

\[
\kappa = \frac{1}{2} \sum_{a+b+c=-2} \lambda + \frac{1}{2} \sum_{a+b+c=-3} \lambda \in \text{End}(\mathcal{E}_\circ \mathcal{F}_\circ^2 1_\lambda)
\]

is an idempotent. We denote the image of this element in $\mathcal{E}_\circ \mathcal{F}_\circ^2$ by $(\mathcal{E}_\circ \mathcal{F}_\circ^{(2)} - [\lambda_\circ - 2] \mathcal{F}_\circ) 1_\lambda$ when considered as a 1-morphism in the idempotent completion of $\tilde{\mathcal{W}}$.

(b) We have the following isomorphism of 1-morphisms in the idempotent completion of $\tilde{\mathcal{W}}$,

\[
\mathcal{E}_\circ \mathcal{F}_\circ^{(2)} 1_\lambda \cong (\mathcal{E}_\circ \mathcal{F}_\circ^{(2)} - [\lambda_\circ - 2] \mathcal{F}_\circ) 1_\lambda \oplus \mathcal{F}_\circ 1_\lambda^{[\lambda_\circ - 2]}.
\]

Proof. We shall prove the two statements together. We first have the following system of 2-morphisms

where the 2-morphisms $t_s$ and $\pi_s$ are defined as follows ($0 \leq s \leq \lambda_\circ - 3$)

\[
\pi_s := \frac{1}{2} \sum_{a+b=s-\lambda_\circ+1} \lambda - \frac{1}{2} \sum_{a+b=s-\lambda_\circ} \lambda \quad \text{and} \quad t_s := -\lambda_{\circ-3-s}.
\]

We have ($0 \leq s, s' \leq \lambda_\circ - 3$)

\[
\pi_s \cdot t_{s'} = -\frac{1}{2} \sum_{a+b=s-\lambda_\circ+1} \lambda_{\circ-3-s} + \frac{1}{2} \sum_{a+b=s-\lambda_\circ} \lambda_{\circ-3-s}.
\]
Then we have

\[ -\frac{1}{2} \sum_{a+b=s-\lambda_0+1} \lambda_{\lambda_0-3-s} = -\frac{1}{2} \sum_{a+b=s-\lambda_0+1} \lambda_{b+\lambda_0-3-s'} \]

\[ = \frac{1}{2} \sum_{a+d+c=s-s'-3} \lambda_{d} = \begin{cases} \lambda_{s-s'}, & \text{if } s-s' \geq 0; \\ 0, & \text{if } s-s' < 0. \end{cases} \]

Therefore \( \pi_s \cdot t_{s'} = \delta_{s,s'} \). Hence we know \( t_s \pi_s \) \( 0 \leq s \leq \lambda_0 - 3 \) are mutually orthogonal idempotents in \( \mathcal{U}(\mathcal{E}_o \mathcal{F}_o^2 1_\lambda, \mathcal{E}_o \mathcal{F}_o^2 1_\lambda) \). The idempotent

\[ \kappa = \id_{\mathcal{E}_o \mathcal{F}_o^{(2)} 1_\lambda} - \sum_{0 \leq s \leq \lambda_0 - 3} t_s \pi_s \]

can then be expressed diagrammatically as in the lemma.

\[ \square \]

**Remark 4.2.** One can show that \( (\mathcal{E}_o \mathcal{F}_o^{(2)} - [\lambda_0 - 2] \mathcal{F}_o) 1_\lambda \) is indecomposable in \( \mathcal{U} \). In fact, since \( \pi_t \kappa = \kappa t_s = 0 \), a direct diagrammatic computation implies that the algebra \( \End(\mathcal{E}_o \mathcal{F}_o^{(2)} 1_\lambda) \) is spanned by \( \kappa \) and \( t_s + t^{s+1} \pi_t \) for \( 0 \leq s \leq s+t \leq \lambda_0 - 3 \). In particular, the algebra \( \kappa \End(\mathcal{E}_o \mathcal{F}_o^{(2)} 1_\lambda) \kappa \) is a rank one \( k \)-module spanned by \( \kappa \). It is a local ring, hence \( (\mathcal{E}_o \mathcal{F}_o^{(2)} - [\lambda_0 - 2] \mathcal{F}_o) 1_\lambda \) is indecomposable. Similar arguments can be used to show that all the individual terms appearing in the sums on the right-hand sides of (4.7)–(4.8) correspond to indecomposable 1-morphisms.

We denote by \( \mathcal{F}_o^{(2)} \mathcal{E}_o 1_\lambda \) the 1-morphism in the idempotent completion of \( \mathcal{U} \) (or in \( \mathcal{U} \)) defined as the image of the idempotent \( \lambda \)

\[ \begin{array}{c}
\xymatrix{
1 & \lambda \\
& \lambda
}
\end{array} \]

in \( \End(\mathcal{F}_o^{(2)} \mathcal{E}_o 1_\lambda) \).

**Proposition 4.3.** Let \( \lambda \in X_1 \) with \( \lambda_0 = \langle \theta_0^\vee, \lambda \rangle \geq 2 \). Then,

(a) we have the following split surjection in the idempotent completion of \( \mathcal{U} \) (and in \( \mathcal{U} \)),

\[ \mathcal{F}_o^{(2)} \mathcal{E}_o 1_\lambda \oplus (\mathcal{E}_o \mathcal{F}_o^{(2)} - [\lambda_0 - 2] \mathcal{F}_o) 1_\lambda \oplus \mathcal{F}_o 1_\lambda^{[\lambda_0]} \longrightarrow \mathcal{F}_o \mathcal{E}_o \mathcal{F}_o 1_\lambda. \]

(b) we have the following isomorphism in \( \mathcal{U} \)

\[ \mathcal{F}_o \mathcal{E}_o \mathcal{F}_o 1_\lambda \cong \mathcal{F}_o^{(2)} \mathcal{E}_o 1_\lambda \oplus (\mathcal{E}_o \mathcal{F}_o^{(2)} - [\lambda_0 - 2] \mathcal{F}_o) 1_\lambda \oplus \mathcal{F}_o 1_\lambda^{[\lambda_0]}. \]

**Proof.** We introduce the following diagrams (0 \( \leq k \leq \lambda_0 - 1) :

\[ B_1 = \begin{array}{c}
\xymatrix{
& \lambda \\
& \lambda
}
\end{array}, \\
B_2 = \begin{array}{c}
\xymatrix{
& \lambda \\
& \lambda
}
\end{array}, \\
P_k = \begin{array}{c}
\xymatrix{
1 & \lambda \ar[r] & \lambda \\
& \lambda
}
\end{array}, \]

\[ C_1 = \begin{array}{c}
\xymatrix{
& \lambda \\
& \lambda
}
\end{array}, \\
C_2 = \begin{array}{c}
\xymatrix{
& \lambda \\
& \lambda
}
\end{array}, \\
I_k = \frac{1}{2} \sum_{s+t=k} \begin{array}{c}
\xymatrix{
& \lambda \ar[r] & \lambda \\
& \lambda
}
\end{array}. \]

(4.7)

(4.8)
Following (A.8)–(A.9), we introduce modifications of $I_{\lambda_0 - 1}$ and $P_0$ as follows:

$$I'_{\lambda_0 - 1} = \frac{1}{2} \sum_{s+t=\lambda_0 - 1} \binom{s}{\lambda_0 - 2 + t} - \sum_{s+t=\lambda_0 - 1} \binom{t}{\lambda_0 - 2 + t} + \frac{1}{2} \sum_{s+t=\lambda_0 - 1} \binom{t}{\lambda_0 - 2 + t}, \quad (4.9)$$

$$P'_0 = \lambda - 2 \sum_{s+t=\lambda_0 - 1} \binom{t}{\lambda_0 - 2 + t} + \sum_{s=t+u=\lambda_0 - 1} \binom{t}{\lambda_0 - 2 + t} + \sum_{s+t=\lambda_0 - 1} \binom{t}{\lambda_0 - 2 + t}. \quad (4.10)$$

Recall the 2-morphism $\kappa \in \text{End}(\mathcal{E}_o \mathcal{F}_o^2 1_{\lambda})$ in Lemma 4.1. We define the 2-morphisms:

$$\begin{bmatrix} B_1 \\ \kappa \cdot B_2 \\ P'_0 \\ P_1 \\ \vdots \\ P_{\lambda_0 - 1} \end{bmatrix} : \mathcal{F}_o \mathcal{E}_o \mathcal{F}_o 1_{\lambda} \longrightarrow \mathcal{F}_o^{(2)} \mathcal{E}_o 1_{\lambda} \oplus (\mathcal{E}_o \mathcal{F}_o^{(2)} - [\lambda_0 - 2] \mathcal{F}_o) 1_{\lambda} \oplus \mathcal{F}_o 1_{\lambda}^{[\lambda_0]},$$

$$\begin{bmatrix} C_1 & C_2 \cdot \kappa & I_0 & \cdots & I'_{\lambda_0 - 1} \end{bmatrix} : \mathcal{F}_o^{(2)} \mathcal{E}_o 1_{\lambda} \oplus (\mathcal{E}_o \mathcal{F}_o^{(2)} - [\lambda_0 - 2] \mathcal{F}_o) 1_{\lambda} \oplus \mathcal{F}_o 1_{\lambda}^{[\lambda_0]} \longrightarrow \mathcal{F}_o \mathcal{E}_o \mathcal{F}_o 1_{\lambda}. \quad (4.9)$$

The proof of the proposition is reduced to verifying the identities (4.11)–(4.12) below:

$$[C_1 \ C_2 \cdot \kappa \ I_0 \ \cdots \ I'_{\lambda_0 - 1}] \cdot \begin{bmatrix} B_1 \\ \kappa \cdot B_2 \\ P'_0 \\ P_1 \\ \vdots \\ P_{\lambda_0 - 1} \end{bmatrix} = \text{id}_{(\lambda_0 + 2) \times (\lambda_0 + 2)} \quad \text{in } \tilde{\mathcal{U}}, \quad (4.11)$$

and

$$[C_1 \ C_2 \cdot \kappa \ I_0 \ \cdots \ I'_{\lambda_0 - 1}] \cdot \begin{bmatrix} B_1 \\ \kappa \cdot B_2 \\ P'_0 \\ P_1 \\ \vdots \\ P_{\lambda_0 - 1} \end{bmatrix} = \text{id}_{\mathcal{F}_o \mathcal{E}_o \mathcal{F}_o 1_{\lambda}} \quad \text{in } \tilde{\mathcal{U}}. \quad (4.12)$$

The proofs of the identities (4.11)–(4.12) via elementary but lengthy diagrammatic computations are given in the Appendix A (see Proposition A.14 and Proposition A.22).

4.3. Categorification of $\gamma$-Serre (4.12). In this subsection we shall assume $\lambda \in X$ with $\lambda_0 = \langle \alpha_0^\vee, \lambda \rangle = 1$, and recall in this case the expression of the $\gamma$-Serre relation in (4.2). We denote by $\mathcal{F}_o^{(2)} \mathcal{E}_o 1_{\lambda}$ the image of the idempotent $\mathcal{X} \mathcal{Y} \uparrow^\lambda \mathcal{O} \in \text{End}(\mathcal{F}_o^2 \mathcal{E}_o 1_{\lambda})$ and by $\mathcal{E}_o \mathcal{F}_o^{(2)} 1_{\lambda}$ the image of the idempotent $\mathcal{X} \mathcal{Y} \uparrow^\lambda \mathcal{O} \in \text{End}(\mathcal{F}_o^2 \mathcal{E}_o 1_{\lambda})$ in the idempotent completion of $\tilde{\mathcal{U}}$ (or $\hat{\mathcal{U}}$).

**Proposition 4.4.** Let $\lambda \in X$ with $\lambda_0 = \langle \alpha_0^\vee, \lambda \rangle = 1$. Then,
(a) we have the following split surjection in the idempotent completion of \( \tilde{\mathcal{U}} \) (and in \( \mathcal{U} \)):
\[
\mathcal{F}_o \mathcal{E}_o 1_\lambda \oplus \mathcal{E}_o \mathcal{F}_o^{(2)} 1_\lambda \oplus \mathcal{F}_o 1_\lambda \oplus \mathcal{F}_o 1_\lambda \rightarrow \mathcal{F}_o \mathcal{E}_o \mathcal{F}_o 1_\lambda;
\]

(b) we have the following isomorphism in \( \mathcal{U} \):
\[
\mathcal{F}_o \mathcal{E}_o \mathcal{F}_o 1_\lambda \cong \mathcal{F}_o^{(2)} \mathcal{E}_o 1_\lambda \oplus \mathcal{E}_o \mathcal{F}_o^{(2)} 1_\lambda \oplus \mathcal{F}_o 1_\lambda \oplus \mathcal{F}_o 1_\lambda.
\]

**Proof.** In this case, the relation (3.17) simplifies to the form:
\[
\lambda = \lambda - \lambda - \lambda + 2 \lambda.
\]

We introduce the following diagrams

\[
B_1 = \lambda, \quad B_2 = \lambda, \quad P_0 = \lambda - \lambda, \quad P_1 = \lambda - \lambda.
\]

\[
C_1 = \lambda, \quad C_2 = \lambda, \quad I_0 = \lambda - \lambda, \quad I_1 = \lambda - \lambda.
\]

We consider the following 2-morphisms:
\[
\begin{bmatrix}
B_1 \\
B_2 \\
P_0 \\
P_1
\end{bmatrix} : \mathcal{F}_o \mathcal{E}_o \mathcal{F}_o 1_\lambda \rightarrow \mathcal{F}_o^{(2)} \mathcal{E}_o 1_\lambda \oplus (\mathcal{E}_o \mathcal{F}_o^{(2)} - [\lambda_o - 2] \mathcal{F}_o 1_\lambda \oplus \mathcal{F}_o 1_\lambda^\oplus,[\lambda]),
\]

\[
\begin{bmatrix}
C_1 & C_2 & I_0 & I_1
\end{bmatrix} : \mathcal{F}_o^{(2)} \mathcal{E}_o 1_\lambda \oplus (\mathcal{E}_o \mathcal{F}_o^{(2)} - [\lambda_o - 2] \mathcal{F}_o 1_\lambda \oplus \mathcal{F}_o 1_\lambda^\oplus,[\lambda]) \rightarrow \mathcal{F}_o \mathcal{E}_o \mathcal{F}_o 1_\lambda.
\]

The proof of the proposition is reduced to verifying the two identities
\[
\begin{bmatrix}
B_1 \\
B_2 \\
P_0 \\
P_1
\end{bmatrix} \cdot \begin{bmatrix}
C_1 & C_2 & I_0 & I_1
\end{bmatrix} = \text{id}_{4 \times 4} \quad \text{in} \ \tilde{\mathcal{U}}, \quad (4.14)
\]

and
\[
\begin{bmatrix}
C_1 & C_2 & I_0 & I_1
\end{bmatrix} \cdot \begin{bmatrix}
B_1 \\
B_2 \\
P_0 \\
P_1
\end{bmatrix} = \text{id}_{\mathcal{F}_o \mathcal{E}_o \mathcal{F}_o 1_\lambda} \quad \text{in} \ \mathcal{U}. \quad (4.15)
\]

The identities (4.14) and (4.15) admit proofs which are analogous (and much easier) to those of the identities (4.11) and (4.12) given in the Appendix A. We will leave the details of these computations to the reader. \( \square \)
4.4. **Categorification of \( \mathcal{J} \)-Serre \((4.3)-(4.6)\).** In this subsection, we complete the categorification of the \( \mathcal{J} \)-Serre relations \((2.9)\) and \((2.10)\) in the remaining cases \((4.3)-(4.6)\) by using results from Sections 4.2 and 4.3 and the equivalences \((3.18)\) and \((3.19)\).

Indeed the categorification of the \( \mathcal{J} \)-Serre relation \((4.1)\) implies the categorification of the \( \mathcal{J} \)-Serre relation \((4.3)\) under the equivalence \((3.19)\). Then entirely similarly the categorification of the \( \mathcal{J} \)-Serre relations \((4.1)-(4.3)\) implies the categorification of the \( \mathcal{J} \)-Serre relations \((4.4)-(4.6)\) under the equivalence \((3.18)\). We shall only prove the categorification of the \( \mathcal{J} \)-Serre relation \((4.3)\) here and leave the other cases to the reader.

**Proposition 4.5.** Let \( \lambda \in X_{\mathcal{J}} \) with \( \lambda_0 = \langle {}^{\theta} \alpha', \lambda \rangle \leq 0 \).

(a) We have the following isomorphism of \( 1 \)-morphisms in \( \hat{\mathcal{U}}' \):

\[
\mathcal{F}_{\circ}(2)^{\circ} \mathcal{E}_{\circ} 1_{\lambda} \cong (\mathcal{F}_{\circ}(2)^{\circ} \mathcal{E}_{\circ} - [\lambda_0] \mathcal{F}_{\circ}) 1_{\lambda} \oplus \mathcal{F}_{\circ} 1_{\lambda}^{\oplus [-\lambda_0]},
\]

where \((\mathcal{F}_{\circ}(2)^{\circ} \mathcal{E}_{\circ} - [\lambda_0] \mathcal{F}_{\circ}) 1_{\lambda}\) is the image of the idempotent \( \kappa \) in Lemma 4.1 under the equivalence \( \sigma_j \) in \((3.19)\).

(b) We have the following split surjection in the idempotent completion of \( \hat{\mathcal{U}}' \) (and in \( \hat{\mathcal{U}} \)):

\[
\mathcal{E}_{\circ} \mathcal{F}_{\circ}(2)^{\circ} 1_{\lambda} \oplus (\mathcal{F}_{\circ}(2)^{\circ} \mathcal{E}_{\circ} - [\lambda_0] \mathcal{F}_{\circ}) 1_{\lambda} \oplus \mathcal{F}_{\circ} 1_{\lambda}^{\oplus [-\lambda_0+2]} \longrightarrow \mathcal{F}_{\circ} \mathcal{E}_{\circ} \mathcal{F}_{\circ} 1_{\lambda}.
\]

(c) We have the following isomorphism in \( \hat{\mathcal{U}}' \):

\[
\mathcal{F}_{\circ} \mathcal{E}_{\circ} \mathcal{F}_{\circ} 1_{\lambda} \cong \mathcal{E}_{\circ} \mathcal{F}_{\circ}(2)^{\circ} 1_{\lambda} \oplus (\mathcal{F}_{\circ}(2)^{\circ} \mathcal{E}_{\circ} - [\lambda_0] \mathcal{F}_{\circ}) 1_{\lambda} \oplus \mathcal{F}_{\circ} 1_{\lambda}^{\oplus [-\lambda_0+2]}.
\]

**Proof.** Let \( \lambda' = -\lambda + \alpha_0 - \varpi \). We have \( \lambda'_0 = -\lambda_0 + 2 \geq 2 \) by assumption. Thus, the desired maps are just the image under the equivalence \( \sigma_j \) of the split surjection and the isomorphism in Lemma 4.1 and Propositions 4.3–4.5 applied to \( \mathcal{F}_{\circ} \mathcal{E}_{\circ} \mathcal{F}_{\circ} 1_{\lambda'} \).

4.5. **The Grothendieck group.**

**Lemma 4.6.** The assignment \( \lambda \mapsto \lambda ', \mathcal{E}_{\circ}^{(a)} 1_{\lambda} \mapsto \mathcal{E}_{\circ}^{(a)} 1_{\lambda'}, \mathcal{F}_{\circ}^{(a)} 1_{\lambda} \mapsto \mathcal{F}_{\circ}^{(a)} 1_{\lambda'} \) for all \( \lambda \in X_{\mathcal{J}}, i \in \mathbb{N} \), \( a \in \mathbb{N} \) defines an \( \mathcal{A} \)-linear functor \( \mathcal{K} : \mathcal{A} \hat{\mathcal{U}}' \to K_0(\hat{\mathcal{U}}') \). Furthermore, we have \( \mathcal{K} \circ \psi_j = \psi_j \circ \mathcal{K} \).

**Proof.** It suffices to prove that the assignment in the lemma defines a \( \mathbb{Q}(q) \)-linear functor \( \hat{\mathcal{U}}' \to \mathbb{Q}(q) \otimes_{\mathcal{A}} K_0(\hat{\mathcal{U}}') \). To this end, we must check that all defining relations \((2.6)-(2.10)\) in \( \hat{\mathcal{U}}' \) are satisfied in \( K_0(\hat{\mathcal{U}}') \). For \((2.6)-(2.8)\) this follows from the same argument as in [KL10 Proposition 3.27]. The \( \mathcal{J} \)-Serre relations \((2.9)-(2.10)\) are proven in Proposition 4.3.

Our goal in this subsection is to show that the functor \( \mathcal{K} : \mathcal{A} \hat{\mathcal{U}}' \to K_0(\hat{\mathcal{U}}') \) is full (see Proposition 4.8). We achieve this by showing that the graded category associated with a filtration on \( \hat{\mathcal{U}} \) is equivalent to the KLR categorification of the positive half of \( \mathcal{A} \hat{\mathcal{U}} \). Let us explain this in details.

Fix \( \lambda \in X_{\mathcal{J}} \). Recall from \((2.1)\) and \((2.4)\) that \( \mathbb{I} = \mathbb{P} \cup -\mathbb{P} \), and that we write \( \mathcal{E}_{-i} := \mathcal{F}_i \) for \( i \in \mathbb{P} \). Given a sequence \( i = (i_1, i_2, \ldots, i_m) \in \mathbb{I}^m \) we write \( \mathcal{E}_i = \mathcal{E}_{i_1} \mathcal{E}_{i_2} \cdots \mathcal{E}_{i_m} \). Consider the category

\[
\mathcal{C} = \bigoplus_{\mu \in X_{\mathcal{J}}} \hat{\mathcal{U}}(\lambda, \mu).
\]
We will always view $E_i$ as the object $E_i1_\lambda$ in $C$, hence omit $1_\lambda$ from the notation. Since $\mathcal{N}$ is the identity on objects, it is enough to prove that $K_0(C)$ is in the image of $\mathcal{N}$. The category $C$ is Krull-Schmidt, hence its Grothendieck group is a free $A$-module generated by indecomposable objects. Up to a grading shift, any indecomposable object $P \in C$ is a direct summand of $E_i$ for some sequence $i$. We define the width of $P$ to be the minimum length of such a sequence $i$. We define the width of a morphism $\beta: u \to v$ in $C$ to be the minimal $m$ such that $\beta$ factors through a sum of objects of width $\leq m$. Let $C_{\leq m}$ (respectively, $C_{< m}$) be the full subcategory of $C$ generated by indecomposable objects of width $\leq m$ (respectively of width $< m$). The quotient category $\text{gr}^m C = C_{\leq m}/C_{< m}$ is the additive category with the same objects as in $C_{\leq m}$, and Hom-space given by the quotient of the Hom-space in $C_{\leq m}$ by the 2-sided ideal of morphisms of width $< m$. The indecomposable objects in $\text{gr}^m C$ are in bijection with those in $C$ of length $m$. Hence we have $K_0(C) = K_0(\text{gr} C)$, where $\text{gr} C = \bigoplus_{m \geq 0} \text{gr}^m C$.

Let $C^+$ be the monoidal category (under induction) of graded projective modules over the quiver Hecke algebra of type $A_{2r}$ (with $I$ identified with the Dynkin diagram of this type). This is a graded $k$-linear monoidal category with objects generated by $E_i$, $i \in I$, and the morphisms generated by

$$x = \begin{array}{c}
\uparrow \\
i
\end{array} : E_i \to E_i(-2), \quad \tau = \begin{array}{c}
\dot{\bigcirc} \\
i_j
\end{array} : E_iE_j \to E_jE_i\{\langle \alpha_i^\vee, \alpha_j \rangle\}$$

subject to quiver Hecke relations (3.4)-(3.6). By [KL09] Proposition 3.18, $K_0(C^+)$ is isomorphic to $A^U^+$, the positive part of $A^U$ generated by $E_i^{(a)}$, $i \in I$. Let $\Pi_\lambda$ be the polynomial ring in the commuting variables (for $i \in I$)

$$s \begin{array}{c}
\circ \\
i \lambda
\end{array}: 1_\lambda \to 1_\lambda\{−2(s + 1 − \langle \theta \alpha_i^\vee, \lambda \rangle)\}, \text{ for } s \geq \langle \theta \alpha_i^\vee, \lambda \rangle − 1,$$

Then $K_0(\Pi_\lambda) = A$ and we have $K_0(C^+ \otimes \Pi_\lambda) \simeq K_0(C^+)$; see [KL10] Proposition 3.35 for more details.

**Lemma 4.7.** There is a full functor $\zeta: C^+ \otimes \Pi_\lambda \to \text{gr} C$ which sends $E_i$ to $E_i$, for all sequences $i$ and a diagram $D$ to $(-1)^d$ times that diagram with the orientation on the $i$-th strands reversed for all $i < 0$. Here $d$ is the number of dots on strands whose orientation was reversed.

**Proof.** Let us first show that $\zeta$ is well defined. It is enough to show that the assignment in the lemma defines an algebra homomorphism from $R_m = \text{End}_{C^+ \otimes \Pi_\lambda}(\bigoplus_{|i|=m} E_i1_\lambda)$ to $S_m = \text{End}_{\text{gr}^m C}(\bigoplus_{|i|=m} E_i1_\lambda)$. In other words $\zeta(x)$ and $\zeta(\tau)$ satisfy the quiver Hecke relations for all $i, j \in I$. This is obvious if $i$ and $j$ have the same sign. Next, note that indecomposable summands of $E_i = \bigoplus_{|i|=m} E_i$ are in bijection with primitive idempotents in $A = \text{End}_C(E_i)$. By definition $S_m$ is the quotient of $A$ by the 2-sided ideal of morphisms of width $< m$. Now, relations (3.14), (3.15), (3.16) in $\mathcal{U}$ modulo morphisms of width $< 2$ give the quiver Hecke relations for $i, j$ of different sign. We deduce that $\zeta: R_m \to A/I = S_m$ is well defined.

It remains to show that $\zeta: R_m \to S_m$ is surjective. To this end, note that $\text{End}_C(\bigoplus_{|i|=m} E_i1_\lambda)$ is spanned by diagrams where no pair of strands cross twice and all bubbles are at far left. Every such diagram either has no cups or caps (except in bubbles) or has width $< m$. Thus $S_m$ is spanned over $\Pi_\lambda$ by diagrams without cups or caps. The image of $\zeta$ contains all diagrams of this type, so the surjectivity follows. □
Proposition 4.8. The functor $\mathfrak{A}\hat{U}^j \to K_0(\hat{\mathfrak{U}})$ is full, i.e., for any $\lambda, \mu \in X_j$, it defines a surjective map

$$\mathfrak{A}\hat{U}^j(\lambda, \mu) \to K_0(\hat{\mathfrak{U}}(\lambda, \mu)).$$

It will be proved in Theorem 6.5 that $\mathfrak{R}: \mathfrak{A}\hat{U}^j \to K_0(\hat{\mathfrak{U}})$ is in fact an equivalence.

Proof. The same argument as in [KL10, Section 3.8.3] implies that the map

$$K_0(\zeta): \mathfrak{A}U^+ \cong K_0(C^+ \otimes \Pi_\lambda) \to K_0(gr C).$$

is surjective.

By [Lu90, 7.8], the algebra $\mathfrak{A}U^+$ has an $\mathfrak{A}$-basis $M$ whose elements are monomials in divided powers $E^{(a)}_i$. Hence $K_0(\zeta)$ maps them to a spanning set of the $\mathfrak{A}$-module $K_0(gr C)$ which are monomials in $\mathcal{E}^{(a)}_i$ for $i \in I$. By the isomorphism $K_0(C) = K_0(gr C)$, we deduce that $K_0(C)$ is also spanned by these monomials, which are contained in the image of $\mathfrak{R}$. Hence $\mathfrak{R}$ is full. \(\square\)

Let $M$ be a monomial basis of $\mathfrak{A}U^+$ in the sense of [Lu90, 7.8]. Let

$$\mathfrak{A}\hat{U}^j(\lambda, -) = \bigoplus_{\mu \in X_j} \mathfrak{A}\hat{U}^j(\lambda, \mu).$$

For $m = E^{(c_1)}_{i_1}E^{(c_2)}_{i_2} \ldots$, we write $m^j = E^{(c_1)}_{i_1}E^{(c_2)}_{i_2} \ldots$ accordingly. The corollary below was known only for some special choice of the monomial bases (see the proof of [BKLW Theorem 4.7]).

Corollary 4.9. For any $\lambda \in X_j$, the assignment $m \mapsto m^j$ for all $m \in M$ yields an isomorphism of $\mathfrak{A}$-modules

$$\zeta: \mathfrak{A}\hat{U}^+ \cong \mathfrak{A}\hat{U}^j(\lambda, -).$$

Proof. The proof of [Ko14 Proposition 6.2] adapted to the idempotent algebra case implies that $\zeta$ is an isomorphism after base change to $Q(q)$. Since $\mathfrak{A}\hat{U}^+$ is free over $\mathfrak{A}$, we get injectivity of $\zeta$. The surjectivity follows from the proof of Proposition 4.8. \(\square\)

4.6. Control from the Grothendieck group.

Proposition 4.10. Let $\mathfrak{C}$ be any idempotent complete 2-category. A 2-functor $\phi: \tilde{\mathfrak{U}} \to \mathfrak{C}$ induces a 2-functor $\hat{\mathfrak{U}} \to \mathfrak{C}$ if and only if the classes of $\phi(\mathcal{E}_o1_\lambda)$ and $\phi(\mathcal{F}_o1_\lambda)$ satisfy the $j$-Serre relations $(2.9) - (2.10)$ in $K_0(\mathfrak{C})$, for any $\lambda \in X_j$.

Proof. Let $\Xi$ denote the right hand side of $(3.17)$. Since $\mathfrak{C}$ is idempotent complete, the 2-functor $\phi$ factors through $\hat{\mathfrak{U}}$ if and only if $\phi(\Xi)$ is identity for all $\lambda$. We may assume $\lambda_o \geq 2$, as the proof for the other cases are similar. By Proposition 4.3 we have a split surjective map

$$\Gamma: \mathcal{F}_o\mathcal{E}_o\mathcal{F}_o1_\lambda \to \mathcal{F}_o(2)\mathcal{E}_o \oplus (\mathcal{E}_o\mathcal{F}_o(2) - (\lambda_o - 2)\mathcal{F}_o) 1_\lambda \oplus \mathcal{F}_o1^{[\lambda_o]}_1$$

in the idempotent completion of $\hat{\mathfrak{U}}$ given by $\Gamma = B_1 \oplus (\kappa \cdot B_2) \oplus P_0 \oplus \ldots \oplus P_{\lambda_o - 1}$. A splitting is provided by $\Gamma' = C_1 + (C_2 \cdot \kappa) + I_0 + \ldots + I_{\lambda_o - 1}$, that is, $\Gamma \circ \Gamma' = \text{id}$; see the proof of Proposition 4.3 for the notation. Furthermore, we have $\Xi = \Gamma' \circ \Gamma$ by Proposition A.22. It follows that $\Xi$ is an idempotent in $\hat{\mathfrak{U}}$. Hence $\phi(\Xi) = 1$ if and only if $\phi(\Gamma)$ is an isomorphism, if and only if the $j$-Serre relation holds in $K_0(\mathfrak{C})$. \(\square\)
5. The Schur 2-category

5.1. Soergel bimodules. We start by reviewing some standard facts about singular Soergel bimodules from \cite{Wil11} that will be used below.

Let $W$ be a Weyl group with the set of simple reflections $S$, and let $\mathfrak{t}$ be a faithful $k$-linear reflection representation of $W$. Consider the graded ring of symmetric product $R = S(\mathfrak{t})$ with elements in $\mathfrak{t}$ in degree 2. Then the $W$-action on $\mathfrak{t}$ induces a homogeneous action on $R$.

Given $I \subset S$, let $W_I$ be the parabolic subgroup generated by $I$. We write $R^I = R^{W_I}$ for the invariants in $R$ under $W_I$. Given a triple $I \supset K \subset J$, we view $R^K$ as an $(R^I, R^J)$-bimodule via the canonical embeddings $R^I \hookrightarrow R^K \hookleftarrow R^J$.

Let $\mathcal{B}im_W$ denote the 2-category with objects consisting of subsets in $S$, and $\mathcal{B}im_W(I, J) = R^I$-$\text{gmod}$-$R^J$, with composition given by tensor product of bimodules. The category of singular Soergel bimodules $\mathcal{B}im_W$ is the full 2-subcategory of $\mathcal{B}im_W$ generated by the same objects and 1-morphisms $R^I \hookrightarrow R^K \hookleftarrow R^J$ for all triples $I \supset K \subset J$. In particular, indecomposable objects in $\mathcal{B}im_W(I, J)$ are direct summands of

$$R^{I_1} \otimes_{R^{J_1}} R^{I_2} \otimes_{R^{J_2}} \ldots \otimes_{R^{J_{n-1}}} R^{I_n}$$

for certain sequence $I = I_1 \subset J_1 \supset I_2 \subset J_2 \supset \ldots \subset J_{n-1} \supset I_n = J$. Let $\psi : \mathcal{B}im_W \to \mathcal{B}im_W$ be the duality given by taking graded duals. In particular $\psi \circ \{1\} = \{-1\} \circ \psi$.

Consider the Schur algebroid $S_W$ associated with $W$. This is an $\mathcal{A}$-linear category with objects finitary $I \subset S$, and morphisms from $I$ to $J$ given by intersections of parabolic modules over the Hecke algebra $H_W$, see \cite{Wil11} Definition 2.7. Note that $S_W(\emptyset, \emptyset) = H_W$.

**Theorem 5.1.** \cite{Soe07, Wil11}

(a) There is an equivalence of categories

$$\kappa : K_0(\mathcal{B}im_W) \xrightarrow{\sim} S_W$$

which is the identity on objects, and is given by the character map on morphisms.

(b) The equivalence $\kappa$ intertwines $\psi$ with the bar involution on $S_W$.

(c) For each element $w$ in $W_I \backslash W/W_J$, there is a unique self-dual indecomposable object $\mathcal{B}_w$ in $\mathcal{B}im_W(I, J)$ characterized by a support condition. These objects form a complete and irredundant set of indecomposable objects in $\mathcal{B}im_W(I, J)$ up to isomorphism and grading shift.

(d) If the residue field of $k$ has characteristic zero, then $\kappa$ sends $[\mathcal{B}_w]$ to the element in the canonical basis of $S_W(I, J)$ indexed by $w$.

We have a geometric interpretation of $\mathcal{B}im_W$ as follows. Let $G$ be a connected reductive group with Weyl group $W$. Fix a Borel subgroup $B$ and a maximal torus $T$. Take $\mathfrak{t}$ to be the $k$-module spanned by the characters of $T$. For $I \subset S$ let $B \subset P_I \subset G$ be the parabolic subgroup corresponding to $I$. The diagonal $G$-orbits in $G/P_I \times G/P_J$ are parametrized by $W_I \backslash W/W_J$. Then $S_W(I, J)$ is the generic algebra of $\mathcal{A}$-valued functions on $G \backslash (G/P_I \times G/P_J)$ arising from the convolution product of functions on $P_I(\mathbb{F}_{q^2}) \backslash G(\mathbb{F}_{q^2})/P_J(\mathbb{F}_{q^2})$ over finite fields $\mathbb{F}_{q^2}$.

**Proposition 5.2.** The category $\mathcal{B}im_W(I, J)$ is equivalent to the category of $G$-equivariant parity complexes on $G/P_I \times G/P_J$, with $\mathcal{B}_w$ corresponding to the unique parity sheaf $\mathcal{E}_w$ whose support is the closure of the orbit $O_w$. 
All the machinery needed to prove this result is given in [JMW14, 4.1] but it is not stated there. In type A, this is discussed in greater detail in [W15b, Theorem 6], and the proof is identical in other types. When the residue field of \( k \) has characteristic zero, the parity sheaf \( \mathcal{E}_w \) is an intersection cohomology complex.

### 5.2. Schur category in type B/C.

From now on let \( W = W_m \) be the Weyl group of type \( B_m/C_m \) with simple reflections \( S = \{ s_0, s_1, \ldots, s_{m-1} \} \). Take \( \mathbf{t} = \oplus_{i=1}^m k t_i \) with \( s_i \) acting by permuting \( t_i \) and \( t_{i+1} \), and \( s_0(t_i) = (-1)^{s_0} t_i \). We have

\[
R = S(\mathbf{t}) = k[t_1, \ldots, t_m].
\]

Let \( G = \text{SO}(V) \) with \( V = \mathbb{C}^{2m+1} \) equipped with a standard nondegenerate symmetric bilinear form.

Recall \( \mathbb{P}^r \) from (2.1). Let \( \Sigma_{r,m} \) be the set of (weakly) increasing maps from \( \mathbb{P}^r \to [0, m] \), and we write an element \( a \in \Sigma_{r,m} \) as an increasing sequence \( a = (a_0, a_{o+1}, \ldots, a_{o+r-1}) \). To \( a \in \Sigma_{r,m} \) we associate the subset \( I_a \) of \( S \) with \( s_{a_p} \) removed for all \( p \) such that \( a_p < m \). Note that if \( r \geq m \), then every subset of \( S \) is of this form. Given \( a \in \Sigma_{r,m} \) and \( i \in \mathbb{P}^r \) let

\[
a^i = (\ldots, a_{i-1}, a_i, a_i + 1, a_{i+1}, \ldots), \quad a^{-i} = (\ldots, a_{i-1}, a_i - 1, a_i, a_{i+1}, \ldots),
\]

\[
+i a = (\ldots, a_{i-1}, a_i + 1, a_{i+1}, \ldots), \quad -i a = (\ldots, a_{i-1}, a_i - 1, a_{i+1}, \ldots).
\]

For any sequence \( a \) of \( r \) integers, we write

\[
R^a = \begin{cases} R^{I_a}, & \text{if } a \in \Sigma_{r,m}, \\ 0, & \text{if } a \not\in \Sigma_{r,m}. \end{cases}
\]

Then \( R^{a+} \) is naturally an \((R^{+}, R^{-})\)-bimodule. Indeed \( a^{+} \) is a sequence of \( r + 1 \) integers. If it belongs to \( \Sigma_{r+1,m} \), then \( \pm_{i} a \) also belongs to \( \Sigma_{r,m} \); moreover

\[
I_{\pm_{i} a} \supset I_{a^{+}} \subset I_{a}, \quad \text{hence } R^{a^{+}} \text{ is an } (R^{+}, R^{-})\text{-bimodule.}
\]

If \( a^{+} \not\in \Sigma_{r+1,m} \), then \( R^{a^{+}} = 0 \), the statement is trivial. The partial flag variety \( \mathfrak{i} \mathfrak{G}_a := G/\mathfrak{P}_{I_a} \) is the variety of isotropic flags

\[
0 = F_{r-\infty} \subset \ldots \subset F_{\infty} \subset F_{\infty} \subset \ldots \subset F_{r+\infty} = V
\]

such that \( F_p = F_{-p} \), \( \dim F_{-p} = m - a_p \) (and so \( \dim F_p = m + 1 + a_p \)) for all \( p \in \mathbb{P}^r \).

Consider the following 1-morphisms in \( \text{S} \text{Bim}_W \) for all \( i \in \mathbb{P}^r \)

\[
1_a := R^a \in \text{R} - \text{gmod-} R^a,
\]

\[
\mathcal{E}_i 1_a := R^{a+i} \{ 1 + a_i - a_{i+1} \} \in \text{R}^{+a} - \text{gmod-} R^a,
\]

\[
\mathcal{F}_i 1_a := R^{a-i} \{ 1 + a_{i-1} - a_i \} \in \text{R}^{-a} - \text{gmod-} R^a.
\]

Here and below, we use the convention

\[
a_{-\infty} = \infty, \quad a_{\infty} = m.
\]

We define the Schur 2-category \( \mathfrak{S}_{r,m} \) as the locally fully faithful monoidal 2-subcategory of \( \text{S} \text{Bim}_W \) with object set \( \Sigma_{r,m} \) and with 1-morphisms given by direct summands of direct sums of products of \( 1_a, \mathcal{E}_i 1_a, \mathcal{F}_i 1_a \), for \( a \in \Sigma_{r,m}, \ i \in \mathbb{P}^r \). Recall that the locally fully faithfulness here means that we impose for any 1-morphisms \( M, N \) in \( \mathfrak{S}_{r,m} \) that \( \text{Hom}_{\mathfrak{S}_{r,m}}(M, N) = \text{Homs}_{\text{S} \text{Bim}_W}(M, N) \).
Recall that the Schur category $S_{r,m}$ (also called the $j$Schur algebra) is the category with object set $\Sigma_{r,m}$ and $S_{r,m}(a,b) := S_W(I_a, I_b)$, for $a,b \in \Sigma_{r,m}$. Similarly, we have a fully faithful functor $S_{r,m} \to S_W$. For $a \in \Sigma_{r,m}$, let $\lambda(a) \in X_j$ be such that
\[
\langle \theta a_i, \lambda(a) \rangle = -a_{i-1} + 2a_i - a_{i+1}, \quad \forall i \in \mathbb{N}.
\]
In this way $\Sigma_{r,m}$ can be viewed as a subset of $X_j$. It is easy to see that $\lambda(a) = a_\circ + \sum_{i=0+1}^{r-\circ}(a_i - a_{i-1})\varepsilon_{i-o} \in X_j$.

By [BKIW] Proposition 3.1, Corollary 3.13, there is a well-defined functor
\[
\gamma : \hat{U} \to S_{r,m}
\]
such that for $\lambda \in X_j$ we have $\gamma(\lambda) = a$ if there exists $a \in \Sigma_{r,m}$ (which must be unique by (5.1)) such that $\lambda = \lambda(a)$, and $\gamma(\lambda) = 0$ otherwise. The images $e_i = \gamma(E_i)$, $f_i = \gamma(F_i)$, for $i \in \mathbb{N}$, generate $S'_{r,m} \otimes_{A} Q(q)$.

**Proposition 5.3.**

(a) For $a,b \in \Sigma_{r,m}$, we have $\mathfrak{F}_{r,m}(a,b) = S_{\mathfrak{B}im_W}(a,b)$.

(b) There is an equivalence $\kappa : K_0(\mathfrak{F}_{r,m}) \to S'_{r,m}$ such that
\[
\kappa(a) = a, \quad \kappa([E_i 1_a]) = e_i 1_a, \quad \kappa([F_i 1_a]) = f_i 1_a.
\]
It intertwines the duality $\psi$ on $\mathfrak{F}_{r,m}$ and the bar involution.

(c) If the residue field of $k$ has characteristic zero, then $\kappa$ sends self-dual indecomposable objects in $\mathfrak{F}_{r,m}$ to canonical basis in $S'_{r,m}$.

**Proof.** The nontrivial statement here is part (a). The rest follows automatically from Theorem 5.1 and (a). To prove (a), let $\mathfrak{F}'_{r,m}$ be the 2-subcategory of $S_{\mathfrak{B}im_W}$ with object set $\Sigma_{r,m}$ and such that $\mathfrak{F}'_{r,m}(a,b) = S_{\mathfrak{B}im_W}(a,b)$ for any $a,b \in \Sigma_{r,m}$. By definition, we have a locally fully faithful embedding $\iota : \mathfrak{F}_{r,m} \to \mathfrak{F}'_{r,m}$, which sends indecomposable 1-morphisms to indecomposable ones. We must show that $\iota$ is full, that is all indecomposable 1-morphisms in $\mathfrak{F}'_{r,m}$ are in the image. This is true if and only if the fully faithful functor $[\iota] : K_0(\mathfrak{F}_{r,m}) \to K_0(\mathfrak{F}'_{r,m})$ induced by $\iota$ is an equivalence.

Note that the morphism spaces of both Grothendieck groups are free $A$-modules with bases given by classes of indecomposable 1-morphisms, hence $[\iota]$ is a split injection. Hence it is an equivalence if and only if it is so after base change from $A$ to $Q(q)$. Now, by Theorem 5.1, we have $K_0(\mathfrak{F}_{r,m}) \cong S_{r,m}$. Therefore $K_0(\mathfrak{F}'_{r,m}) \otimes_A Q(q)$ is generated by $1_a, e_i 1_a, f_i 1_a, i \in \mathbb{N}$. By the definition of $\mathfrak{F}_{r,m}$, all these generators lie in the image of $[\iota]$. Therefore $[\iota]$ is an equivalence after base change to $Q(q)$. Part (a) is proved.

**Remark 5.4.** We write $\mathfrak{F}_{r,m}$ for the 2-category defined with the same $R = S(t)$ as for $\mathfrak{F}_{r,m}$ but with $W_m$ replaced by the symmetric group $\mathfrak{S}_m = \langle s_1, s_2, \ldots, s_{m-1} \rangle$.

**Remark 5.5.** We will also consider a quotient $S_{\hat{U}}$ of the 2-category $\hat{U}$ by setting to 0 all objects of weight which are not of the form $\lambda(a)$. The functor $\Gamma : \hat{U} \to \mathfrak{F}_{r,m}$ factors through this quotient. We claim that
\[
K_0(S_{\hat{U}}) \cong S'_{r,m}.
\]
Indeed, consider the following composition of functors
\[
A \hat{U} \to K_0(\hat{U}) \to K_0(S_{\hat{U}}) \to K_0(\mathfrak{F}_{r,m}) \cong S'_{r,m}.
\]
Since the map $A \overrightarrow{U} \rightarrow S_{r,m}^I$ is surjective, with kernel generated by the objects not of the form $1_{\lambda(a)}$, see [BKLW] Prop 4.11, Lemma A.20, Thm A.21, we must have $K_0(S\overrightarrow{U}) \cong S_{r,m}^I$.

5.3. Frobenius forms and Demazure operators. Let $I$ be a subset of $[1, m]$. Let $\Lambda_I$ be the ring of symmetric functions in $\{t_i; i \in I\}$. For $p \geq 0$, let $e_{p,I} = e_p(t_i; i \in I)$ be the $p$-th elementary symmetric polynomial, and let $h_{p,I} = h_p(t_i; i \in I)$ be the $p$-th complete symmetric polynomial. They are defined by the following generating functions

$$
\sum_{p \geq 0} e_{p,I} z^p = \prod_{i \in I} (1 + t_i z), \quad \sum_{p \geq 0} h_{p,I} z^p = \prod_{i \in I} (1 - t_i z)^{-1},
$$

where $z$ is a formal variable. Note that

$$
\sum_{p+s=k} (-1)^p e_{p,I} h_{s,I} = \delta_{k,0}. \tag{5.4}
$$

We also write $\Lambda_I^\vee$ for the ring of symmetric functions in $\{t_i^2; i \in I\}$, and $e_{p,I} = e_p(t_i^2; i \in I)$, $h_{p,I} = h_p(t_i^2; i \in I)$. For future use, we introduce the convention that $h_{p,I} = 0$ if $p \notin \mathbb{N}$.

Let $B$ be a $k$-algebra, and $A$ a finitely generated $B$-module which is free as a $B$-module. A $(B, B)$-linear map $\phi : A \rightarrow B$ is a Frobenius form if $A \rightarrow \text{Hom}_B(A, B)$, $a \mapsto (b \mapsto \phi(ab))$ is an isomorphism. The Casimir element associated with $\phi$ is an element $\pi \in (A \otimes_B A)^A$ such that $(\phi \otimes 1)(\pi) = (1 \otimes \phi)(\pi) = 1$. The restriction from $A$ to $B$ is left adjoint to $A \otimes_B -$ with counit given by $\phi$ and unit given by $A \rightarrow A \otimes_B A$, $1 \mapsto \pi$. See for example [ROS] Section 2.3 for more details.

We recall some basic facts on Demazure operators. Let $\alpha_{s_0}^\vee = -2t_1$, and $\alpha_{s_p}^\vee = t_p - t_{p+1}$ for $p > 0$. For any reflection $\tau \in W$, let $\alpha_{s_0}^\vee$ denote the corresponding positive coroot. For $s \in S$ the Demazure operator $\partial_s : R \rightarrow R$ is given by

$$
\partial_s(f) = \frac{f - s(f)}{\alpha_{s}^\vee}, \quad \forall f \in R.
$$

For $w \in W$ let $\partial_w = \partial_{s_1} \partial_{s_2} \ldots$ for a reduced expression $s_1s_2\ldots$ of $w$. It is a well defined operator of degree $-2\ell(w)$, where $\ell(w)$ is the length of $w$. For $I \subset S$, let $w_I$ be the longest element in $W_I$. Let $d_I$ be the product of $\alpha_{s_i}^\vee$ for all reflections $\tau$ in $W_I$. Then

$$
\partial_{w_I}(f) = \frac{1}{|W_I|} \sum_{w \in W_I} w(d_I^{-1}f), \quad \forall f \in R.
$$

It yields a Frobenius form $\partial_{w_I} : R\{ -2\ell(w_I) \} \rightarrow R^I$, see e.g. [Wil08] Section 3.1.

Remark 5.6. As mentioned before, everything we have done up to this point only depends on the Weyl group, not on the underlying root system. However, $d_I$ does depend on the choice of a root system; if we let $d'_I$ be the corresponding product of coroots in type C rather than type B, $d_I$ and $d'_I$ differ by a power of 2.

For $I' \subset I \subset S$, let $w_{I',I} = w_I w_I^{-1}$, $d_{I,I'} = d_I/d_{I'}$. Let $W_{I',I}$ be the set of minimal coset representatives of $W_I/W_{I'}$. Then

$$
\partial_{w_{I',I}} : R\{ -2\ell(w_{I',I})^{-1} \} \rightarrow R^I, \quad f \mapsto \frac{1}{|W_I/W_{I'}|} \sum_{w \in W_{I',I}} w(d_{I',I}^{-1}f) \quad \tag{5.5}
$$
is also a Frobenius form by [R08, Lemma 2.12]. Let us compute this form in some useful examples.

**Example 5.7.** Let \(1 \leq a < b \leq m\).

(a) Consider \(I' = \{s_p; p \in [a + 1, b - 1]\} \subset I = \{s_p; p \in [a, b - 1]\}\). Then \(w_{I,I'} = s_{b-1} \cdots s_a\). We will write \(\partial_{[b,a]} = \partial_{w_{I,I'}}\). The Frobenius form \((5.5)\) in this case becomes

\[
\partial_{[b,a]} : k[t_a] \otimes \Lambda_{[a+1,b]} \{2(a-b)\} \longrightarrow \Lambda_{[a,b]}, \quad f \mapsto \sum_{p=a}^{b} s_{(a,p)} \left( f \prod_{u=a+1}^{b} (t_a - t_u)^{-1}\right).
\]

Here we have ignored the variables \(t_i\) for \(i \notin [a,b]\), since \(\partial_{[a,b]}\) acts trivially on them. An easy computation shows that \(\partial_{[b,a]}(t_a^k) = h_{k-b+a,[a,b]}\) for all \(k\). Therefore \(\{t_a^k\}\) and \(\{(1)^r e_{r,[a+1,b]}\}\) are dual bases with respect to the Frobenius form \(\partial_{[b,a]}\). Hence the Casimir element is given by

\[
\pi_{[b,a]} = \sum_{r=0}^{b-a} t_a^{b-a-r} \otimes (1)^r e_{r,[a+1,b]}.
\]

(b) Consider \(I' = \{s_p; p \in [a, b - 2]\} \subset I = \{s_p; p \in [a, b - 1]\}\). Then \(w_{I,I'} = s_a \cdots s_{b-1}\). We will write \(\partial_{[a,b]} = (-1)^{b-a} \partial_{w_{I,I'}}\). The Frobenius form \((5.5)\) in this case becomes

\[
\partial_{[a,b]} : \Lambda_{[a,b-1]} \otimes k[t_b] \{2(a-b)\} \longrightarrow \Lambda_{[a,b]}, \quad f \mapsto \sum_{p=a}^{b} s_{(p,b)} \left( f \prod_{u=a}^{b-1} (t_b - t_u)^{-1}\right).
\]

We have \(\partial_{[a,b]}(t_b^k) = h_{k-b+a,[a,b]}\) for all \(k\), and the Casimir element is

\[
\pi_{[a,b]} = \sum_{r=0}^{b-a} (t_b)^{b-a-r} \otimes (1)^r e_{r,[a,b-1]}.
\]

(c) Consider \(I' = \{s_p; p \in [0, a - 2]\} \subset I = \{s_p; p \in [0, a - 1]\}\). We have \(w_{I,I'} = s_{a-1} \cdots s_1 s_0 s_1 \cdots s_{a-1}\). Call this element \(\gamma_a\). Note that \(\gamma_a(t_i) = (-1)^{i-a} t_i\). Write \(\tilde{\partial}_{[1,a]} = (-1)^a \partial_{w_{I,I'}}\). The Frobenius form \((5.5)\) in this case becomes

\[
\tilde{\partial}_{[1,a]} : \Lambda_{[1,a-1]} \otimes k[t_a] \{2(1-2a)\} \longrightarrow \Lambda_{[1,a]},
\]

\[
f \mapsto \sum_{p=1}^{a} s_{(p,a)} \left( 1 + \gamma_a \right) \left( f \prod_{u=1}^{a-1} (t_a - t_u^2)^{-1} (2t_a)^{-1} \right).
\]

Let us compute \(\tilde{\partial}_{[1,a]}(t_a^k)\). Note that \((1 + \gamma_a)(t_a^k) = 2t_a^k\) if \(k\) is even, and zero otherwise. Hence \(\tilde{\partial}_{[1,a]}(t_a^k)\) is nontrivial only when \(k\) is odd, and in this case by Example (b)

\[
\tilde{\partial}_{[1,a]}(t_a^k) = \sum_{p=1}^{a} s_{(p,a)} \left( t_a^{k-1} \prod_{u=1}^{a-1} (t_a^2 - t_u^2)^{-1} \right) = h_{(k-1)/2-a+1,[1,a]}.
\]
The Casimir element is given by
\[ \tilde{\pi}_{[1,a]} = (t_a \otimes 1 + 1 \otimes t_a) \sum_{r=0}^{b-a} t_a^{2(a-1-r)} \otimes (-1)^r \epsilon_r^{\gamma}[1,a-1]. \]

5.4. Action of $\mathfrak{U}$ on the Schur 2-category. Recall Khovanov and Lauda defined a 2-functor $\Gamma^a : \mathfrak{U} \to \mathcal{F}^a$ in [KL10], giving a 2-representation in terms of (equivariant) cohomology rings of partial flag varieties of type A. We now define an analogous 2-functor $\Gamma : \mathfrak{U} \longrightarrow \mathfrak{F}_{r,m}$. (5.6)

On objects $\Gamma$ is given by
\[
X_j \ni \lambda \mapsto \begin{cases} I_a & \text{if } \lambda = \lambda(a), \\ 0 & \text{otherwise}. \end{cases}
\]

On the generating 1-morphisms $\Gamma$ sends
\[
1_\lambda \{s\} \mapsto \begin{cases} R^a \{s\} & \text{if } \lambda = \lambda(a), \\ 0 & \text{otherwise}, \end{cases}
\]
\[
\mathcal{E}_i 1_\lambda \{s\} \mapsto \begin{cases} R^{a+i} \{s+1+a_i-a_{i+1}\} & \text{if } \lambda = \lambda(a), \\ 0 & \text{otherwise}, \end{cases}
\]
\[
\mathcal{F}_i 1_\lambda \{s\} \mapsto \begin{cases} R^{a-i} \{s+1+a_{i-1}-a_i\} & \text{if } \lambda = \lambda(a), \\ 0 & \text{otherwise}. \end{cases}
\]

On the generating 2-morphisms $\Gamma$ is given as follows:

- If $\mathcal{M}$ is a monomial in only $\mathcal{E}_i$’s or only $\mathcal{F}_i$’s, then the multiplication map identifies the bimodules $\Gamma(\mathcal{M})$ with a subring of $R$. Thus we will write the image of $\Gamma$ on diagrams consisting of only upward arrows or only downward arrows in terms of endomorphism of $R$ which preserves the corresponding subrings. Then
\[
\Gamma(\begin{array}{c} \uparrow \\ i \\downarrow \end{array} \lambda) = t_{a_i+1}, \quad \Gamma(\begin{array}{c} \downarrow \\ i \\uparrow \end{array} \lambda) = t_{a_i}, \quad \Gamma(\begin{array}{c} \partial \\ i \\downarrow \end{array} \lambda) = \begin{cases} \partial_{a_i+1} & \text{if } i = j, \\ (t_{a_i+1} - t_{a_i+1}) & \text{if } i = j + 1, \\ 1 & \text{otherwise}, \end{cases} \Gamma(\begin{array}{c} \partial \\ i \\uparrow \end{array} \lambda) = \begin{cases} \partial_{a_i-1} & \text{if } i = j, \\ (t_{a_i} - t_{a_j}) & \text{if } j = i + 1, \\ 1 & \text{otherwise}. \end{cases}
\]

- The adjunction maps are given by
\[
\Gamma(\begin{array}{c} \ominus \\uparrow \\ i \\downarrow \end{array} \lambda) : R^{a+i} \otimes R^a \longrightarrow R^{a+i} \{1 - \delta_{i,0} + a_{i-1} - a_i+1\} \longrightarrow R^a \{1 - \langle \alpha^\gamma_i, \lambda + \alpha_i \rangle\},
\]
\[
f \otimes g \mapsto \partial_{[a_i+1,a_i+1]}(fg),
\]
By Example 5.7, we have

\[ \Gamma(\bigcirc_{\lambda}^{i}_{\lambda}) : R^a \rightarrow R^{a-i} \otimes_{R^{-i}} R^{a-i} \{a_{i-1} - a_{i+1} + \langle \theta \alpha^\vee, \lambda \rangle \}, \]  

(5.10)

1 \mapsto \pi[a_{i+1}, a_i]

\[ \Gamma(\bigtriangleup_{\lambda}^{i}_{i}) : R^{a-i} \otimes_{R^{-i}} R^{a-i} \{1 + a_{i-1} - a_{i+1}\} \rightarrow R^a \{-1 + \langle \theta \alpha^\vee, \lambda \rangle \}, \]  

(5.11)

\[ f \otimes g \mapsto \begin{cases} \partial[1,a_i](fg), & \text{if } i = \circ, \\ \partial[a_{i-1}+1,a_i](fg), & \text{otherwise}, \end{cases} \]

\[ \Gamma(\bigtriangledown_{\lambda}^{i}_{\lambda}) : R^a \rightarrow R^{a+i} \otimes_{R^{i+1}} R^{a+i} \{2 - \delta_{i,\circ} + a_{i-1} - a_{i+1} - \langle \theta \alpha^\vee, \lambda + \alpha_i \rangle \}, \]  

(5.12)

1 \mapsto \begin{cases} \pi[1,a_i+1] & \text{if } i = \circ, \\ \pi[a_{i-1}+1,a_i+1] & \text{otherwise}. \end{cases}

**Theorem 5.8.** The above assignments define a locally essentially surjective 2-functor

\[ \Gamma : \mathfrak{U} \rightarrow \mathfrak{g}_{r,m}. \]

**Proof.** Obviously \( \Gamma \) induces \( \kappa^{-1} \circ \gamma \) on the Grothendieck group; see Proposition 5.3 and the paragraph above it for the notation. Hence it is enough to check it is well defined on 2-morphisms.

First, let us check the compatibility with the grading. This is obvious on the generators \( x \) and \( \tau \). For \( \bigcirc_{\lambda}^{i}_{\lambda} \), note that the coefficient \( a_{i-1} \) for \( a_{i} \) is the same as the one for \( a \) if \( i \neq \circ \), but it differs from the one for \( a \) by \( -1 \) for \( i = \circ \). This is why \( -\delta_{i,0} \) appears in the degree shift on the left. Recall that \( \lambda_i = -a_{i-1} + 2a_i - a_{i+1} \) and \( \langle \theta \alpha^\vee, \alpha_i \rangle = 2 + \delta_{i,\circ} \). Hence

\[ 1 - \delta_{i,\circ} + a_{i-1} - a_{i+1} - 1 + \langle \theta \alpha^\vee, \lambda + \alpha_i \rangle = 2 + 2a_i - 2a_{i+1} = \deg(\partial[a_{i+1}, a_{i+1}]). \]

Using similar computations, we can verify that the other three adjunction maps are compatible with grading.

Next, let us check the relations in \( \tilde{\mathfrak{U}} \). By definition, the 2-morphism generators which do not involve \( i = \circ \) act in the same way as in [KL10], hence all the relations involving only these generators are satisfied. The computations for relations (3.2), (3.6), (3.11), (3.16), even with \( i = \circ \) involved, are also entirely similar to loc. cit., and we omit the details. The adjunction (3.1) for \( i = \circ \) follows from the fact that \( \partial[1,a_i] \) is a Frobenius form, see Example 5.7(c).

To check the bubble relations and the bicross relations for \( i = \circ \), let us write \( a = a_\circ \), \( b = a_{\circ+1} \). By Example 5.7, we have

\[ \Gamma(\bigcirc_{\circ}^{a}_{\lambda}) = 2 \sum_{p=0}^{a} (-1)^p e^2_{p,[1,a]} h_{-\lambda_\circ + 1 - 2p + s, [a+1,b]}, \]  

(5.13)

\[ \Gamma(\bigtriangledown_{\circ}^{a}_{\lambda}) = \sum_{p=0}^{b-a} (-1)^p e_{p,[a+1,b]} h^2_{\lambda_\circ + 2 - p + s, [1,a]} \]  

(5.14)
Let $z$ be a formal variable. Then we have

$$
\sum_{s \in \mathbb{Z}} \Gamma \left( \left( \frac{\lambda}{\lambda_0 - 1 + s} \right) \right) z^s = 2 \sum_{s \in \mathbb{Z}} \sum_{p \geq 0} (-1)^p \epsilon_p \cdot p_{s-2p} \cdot [1, a] \cdot z^{s-2p} = \frac{2 \prod_{i=1}^{a} (1 - t_i^2 z^2)}{\prod_{i=1}^{a} (1 - t_i z)}, \quad (5.15)
$$

$$
\sum_{s \in \mathbb{Z}} \Gamma \left( \left( \frac{\lambda}{\lambda_0 - 2 + s} \right) \right) z^s = \sum_{s \in \mathbb{Z}} \sum_{p \geq 0} (-1)^p \epsilon_p \cdot [1, b] \cdot z^{s-p} = \frac{\prod_{i=1}^{b} (1 - t_i z)}{\prod_{i=1}^{b} (1 - t_i^2 z^2)}, \quad (5.16)
$$

All bubble relations for $i = \circ$ now follow from that

$$
LHS (5.15) \cdot LHS (5.16) = RHS (5.15) \cdot RHS (5.16) = 2.
$$

To check the bicross relations $(3.14)$–$(3.15)$, note that we have

$$
\Gamma \left( \left( \frac{a}{b} \right) \right) \cdot (1 \otimes 1) = \Gamma \left( \left( \frac{b}{a} \right) \right) \cdot \left( \sum_{s=0}^{b-a} 1 \otimes 1 \otimes t_a^{b-a-s} \otimes (-1)^s \epsilon_{s,[a+1,b]} \right)
$$

$$
= \Gamma \left( \left( \frac{b-a}{a-1} \right) \right) \cdot \left( \sum_{s=0}^{b-a-1} \sum_{k=0}^{b-a-s-1} 1 \otimes t_{a+1}^{b-a-s-k} \otimes t_a^k \otimes (-1)^s \epsilon_{s,[a+1,b]} \right)
$$

$$
= 1 \otimes 1,
$$

$$
\Gamma \left( \left( \frac{a}{b} \right) \right) \cdot (1 \otimes 1) = \Gamma \left( \left( \frac{a}{b} \right) \right) \cdot \left( \sum_{s=0}^{a} (-1)^{a-s} (t_{a+1} \epsilon_{s,[1,a]} \otimes t_{a+1}^{2(a-s)} + \epsilon_{s,[1,a]} \otimes t_{a+1}^{2(a-s)+1}) \otimes 1 \otimes 1 \right)
$$

$$
= \Gamma \left( \left( \frac{a}{b} \right) \right) \cdot \left( \sum_{s=0}^{a} (-1)^{a-s} \left( \sum_{k=0}^{2(a-s)-1} t_{a+1} \epsilon_{s,[1,a]} \otimes t_{a+1}^{2(a-s)-k} \otimes t_a^k \right.ight.

$$

$$
\left. + \sum_{k=0}^{2(a-s)} \epsilon_{s,[1,a]} \otimes t_{a+1}^{2(a-s)-k} \otimes t_a^k \right) \otimes 1)
$$

$$
= -t_{a+1} \otimes 1 - 1 \otimes t_{a+1}.
$$

The last equality follows by noting that only the terms with $k = 2a - 1, s = 0$ contribute. This shows that the relations $(3.14)$ and $(3.15)$ are correct on $1 \otimes 1$. On the other hand, a direct diagram computation shows that both sides of each of these relations have the same commutator with multiplication by $x \otimes 1$ or $1 \otimes x$, so the relations are correct on all elements of the form $(x^p \otimes x^q) \cdot (1 \otimes 1) = t_{a+1}^p \otimes t_{a+1}^q$.

This completes the verification of all relations of generating 2-morphisms under $\Gamma$, and so $\Gamma$ is well defined on $\tilde{\mathcal{U}}$.

Finally, by Proposition 5.3 and (5.2), the $\epsilon$-Serre relations hold in the Grothendieck group, so Proposition 4.10 implies that this representation of $\tilde{\mathcal{U}}$ factors through $\mathcal{U}$. We are done. \qed

Remark 5.9. A cyclic version of $\mathcal{U}$ was introduced in [BHLMW]. There is also an analogue of the cyclic version for $\mathcal{U}$, and let us denote it by $\mathcal{U}^{\mathcal{Cyc}}$. In the definition of $\Gamma$, if we use adjunctions defined by Demazure operators $\tilde{\partial}_{a,b}$ in Example 5.7 instead of $\partial_{a,b}$, then the same formulas define a 2-functor $\mathcal{U}^{\mathcal{Cyc}} \to \mathcal{F}_{r,m}$; we will not use this version in this paper.
5.5. **Decategorification.** A 2-representation of a 2-category $\mathcal{C}$ is a 2-functor from $\mathcal{C}$ to the 2-category of $k$-linear categories. That is to each object of $\mathcal{C}$, we associate a graded $k$-linear category, to each 1-morphisms a functor between corresponding categories, and 2-morphisms are sent to natural transformation of functors. The 2-category $\mathcal{F}_{r,m}$ has a 2-representation given by sending $a$ to $R^a$-proj for $a \in \Sigma_{r,m}$ and the 1-morphisms sent to the functors

$$\mathcal{E}_i = R^{a+i} \otimes R^a \to R^{{a}+a} \text{-proj}, \quad \mathcal{F}_i = R^{a-i} \otimes R^a \to R^{{a}+a} \text{-proj}.$$  

Combining it with $\Gamma$ defines a 2-representation of $\mathcal{W}$ on $\bigoplus_{a \in \Sigma_{r,m}} R^a$-proj.

Since $R^a$ is a polynomial ring, all projective modules over it are free, so $K_0(R^a \text{-proj}) \cong A$ for all $a$. We will identify this with the constant $A$-valued functions on the set of the $F_{q^2}$ points of $G/P_a$; these have a natural action of the $j$Schur algebra $S_{r,m}$ via convolution (and hence of $U^j$ by the pullback of $\gamma$ (5.2)). Let $A\mathcal{L}(m)\in\mathcal{F}$ denote $\bigoplus_{a \in \Sigma_{r,m}} K_0(R^a \text{-proj})$, which we have identified with locally constant $A$-valued functions on $\cup A/G/P_a$.

Under the duality of [BKLW], if we identify Schubert constant functions on $\cup A/G/P_a$ as the tensor product $V \otimes^m$, then this space has mutually commuting actions of $U^j$ and the Hecke algebra $H_{W}$. The subspace $A\mathcal{L}(m) \subset V^{\otimes m}$ is precisely the invariants of $H_{W}$; if we set $q = 1$, then $L(m)|_{q=1} = \text{Sym}^m(L(1))$.

6. **Categorification and canonical bases**

In this section we will show that a slightly extended version of the 2-functor $\Gamma : \mathcal{W} \to \mathcal{F}_{r,m}$ is locally full. This leads to the completion of the proof of the main theorem that the 2-category $\mathcal{W}$ categorifies $A\mathcal{U}^j$. Moreover, the natural projection from $A\mathcal{U}^j$ to the $j$Schur algebra sends canonical basis elements to canonical basis elements or to 0.

6.1. **Local fullness of $\Gamma$.** Following the idea of [W15b] Theorem 9, Proof #2, we prove the theorem below.

**Theorem 6.1.** If $r \geq m$, the 2-functor $\Gamma : \mathcal{W} \to \mathcal{F}_{r,m}$ is locally full.

**Proof.** We must prove that for any $\lambda, \mu \in X$, the functor

$$\text{Hom}_{\mathcal{W}}(\lambda, \mu) \to \text{Hom}_{\mathcal{F}_{r,m}}(\Gamma(\lambda), \Gamma(\mu))$$

is full, that is, it is surjective on morphisms. We may assume $\lambda = \lambda(a)$, $\mu = \lambda(b)$ for some $a, b \in \Sigma_{r,m}$, otherwise the statement is trivial. By definition, the right hand side is a full subcategory of the category of $R^b\text{-gmod}-R^a$. So it is enough to prove the following (here we recall notation $\text{Hom}^\bullet$ from Section 2.1).

**Claim (\star).** For any $M, N \in \text{Hom}_{\mathcal{W}}(\lambda, \mu)$ monomials in $\mathcal{E}_i, \mathcal{F}_i$, the map

$$\Gamma_{M,N} : \text{Hom}_{\mathcal{W}}^\bullet(M, N) \to \text{Hom}_{R^b\text{-gmod}-R^a}^\bullet(\Gamma(M), \Gamma(N))$$

induced by $\Gamma$ is surjective.

The proof will be carried out in two steps. Set

$$o = (0, 1, 2, \ldots, m - 1, m, m, \ldots) \in \Sigma_{r,m}. \quad (6.1)$$

**Step 1. The case $a = b = o$.**
In this case, we are considering the category of (nonsingular) Soergel bimodules, since $I_o = \emptyset$ and $R^s = R$. Let

$$B_{s_o} = \Gamma(F_{o+a}E_{o+a})1_o = R \otimes_{R^s} R\{-1\} \text{ for } 0 \leq a \leq m - 1.$$ 

Such bimodules are called Bott-Samelson bimodules. They are generators for the 1-morphisms $o \to o$, since they generate the tensor category of Soergel bimodules.

Next, recall the 2-category $\mathcal{U}$ from Remark 5.3 by definition the 2-functor $\mathcal{U} \to \mathcal{S}\mathcal{U}$ is full, and $\Gamma$ factorises through this quotient. Hence it is enough to show (*) for 1-morphisms $M$, $N$ in $\mathcal{S}\mathcal{U}$. But $K_0(\mathcal{S}\mathcal{U}(\lambda(o), \lambda(o)))$ is the same as $S_W(o,o)$ by (5.3). Since the classes $[B_{s_o}]$ generate the algebra $S_W(o,o)$, the 1-morphisms $F_{o+a}E_{o+a}$ for $0 \leq a \leq m - 1$ also generate the 1-morphisms in $\mathcal{S}\mathcal{U}(\lambda(o), \lambda(o))$. Thus it suffices to show (*) for all $M$, $N$ that are tensor products of $F_{o+a}E_{o+a}$s.

The category of Bott-Samelson bimodules has a description due to Elias and Williamson [EW13], using Soergel calculus, via a set of generators and relations for homomorphisms between them. We will not need the full power of this presentation, just that it gives us a small set of generators for all morphisms; this was shown earlier by Libedinsky using his light leaf basis [Lib08]. Given a monoidal category $C$ and a collection $C$ of objects which is closed under tensor product, we say that morphisms between these objects are locally generated by a finite collection $F$ of morphisms if there is no proper subset of morphisms between the objects in $C$ which contains $F$, and the identity on each object, and is closed under composition and tensor product.

**Proposition 6.2** ([Lib08 5.1], [EW13 6.28]). The morphisms between Bott-Samelson bimodules are locally generated by (for $s, t \in S$):

(a) all polynomial multiplications on the left and right;
(b) the unit, counit, multiplication and comultiplication for the Frobenius extension $R \supset R^s$;
(c) the unique nonzero (up to scalar) degree 0 morphism

$$b: B_s \otimes_R B_t \otimes_R B_s \cdots \rightarrow B_t \otimes_R B_s \otimes_R B_t \cdots$$

where $m_{st}$ denotes the order of $st$ in the Weyl group.

Thus, in order to complete Step 1, we must find 2-morphisms in $\mathcal{U}$ whose images are the morphisms listed in Proposition 6.2. Let us consider these in turn:

(a) By the equations (5.13)–(5.14), we see that the degree 1 bubbles with label $\circ$ give $\pm t_1$. Those with label $a + \circ$ give $\pm t_a \mp t_{a+1}$ by [KL10] (6.23), for $1 \leq a \leq m - 1$. Together, these generate all elements of $R$ acting on the identity 1-morphism of $o$.

(b) The adjoints in $\mathcal{U}$ are sent under $\Gamma$ to the adjoints induced by the standard Frobenius structure for $R \supset R^s$ by the definitions (5.9)–(5.12).

(c) Fix $i, j \in I^+$ and let $a = i - \circ$ and $b = j - \circ$. Let $s = s_a$ and $t = s_b$. If $|i - j| > 1$, then we simply need an isomorphism $B_{sa}B_{sb} \cong B_{sb}B_{sa}$, which is supplied by the following mutual inverse diagrams:

$$B = \begin{array}{c|c|c}
\text{ } & \text{ } & \text{ } \\
\text{ } & \text{ } & \text{ }
\end{array}$$

$$C = \begin{array}{c|c|c}
\text{ } & \text{ } & \text{ } \\
\text{ } & \text{ } & \text{ }
\end{array}$$

(6.2)
If \( j = i + 1 \) with \( i > \diamond \), then \( b \) (up to a scalar multiple) is given by the diagrams

\[
B = \begin{array}{c}
j \ j \ i \ i \ j \ \ j \\
i \ i \ j \ j \ i \ \ i
\end{array} \\
C = \begin{array}{c}
j \ i \ j \ i \ j \\
j \ i \ j \ j \ i \ i
\end{array}
\]  
\tag{6.3}

If \( i = \diamond \) and \( j = \diamond + 1 \), then \( b \) (up to a scalar multiple) is given by the diagrams

\[
B = \begin{array}{c}
j \ i \ j \ i \ j \\
j \ i \ j \ j \ i \ i
\end{array} \\
C = \begin{array}{c}
ji \ ji \ j \ i \\
jij \ ij \ j \ j
\end{array}
\]  
\tag{6.4}

The confirmation that the morphisms of (6.2) act correctly is straightforward from the definition. The case of (6.3) is confirmed by [MSV13, 6.8]. Of course, we could verify (6.4) by direct calculation, but in fact, we have arrived at this formula systematically by applying the results of Elias [E13] on Soergel bimodules for dihedral groups. This gives a formula [E13, 6.4] for writing the degree 0 morphism in terms of the Frobenius square \( R \supset R_s, R_t \supset R_{s,t} \). This square gives four Frobenius extensions:

\[
A = R, A' = R_s; \quad A = R, A' = R_t; \quad A = R_s, A' = R_{s,t}; \quad A = R_t, A' = R_{s,t}.
\]  
\tag{6.5}

Elias’s formula allows us to write the desired morphism in terms of:

(i) all polynomial multiplications on the left and right;

(ii) the unit, counit, multiplication and comultiplication for the Frobenius extensions \( A \supset A' \) listed in (6.5);

(iii) the obvious isomorphism of \((R_{s,t}, R)\)-bimodules

\[
R^{s,t} \otimes_{R^{s,t}} R^{s,t} \otimes_{R^{s,t}} R_{s,t} \cong R_{s,t} R_{s,t} \cong R_{s,t} R^{s,t} \otimes_{R^{s,t}} R_{s,t} R_{s,t}.
\]  
\tag{6.6}

Here and below, the left and right subscripts indicate the bimodule structure. For example, \( R_s, R_t \) stands for \( R \) viewed as an \((R_{s,t}, R)\)-bimodule. In order to describe these 2-morphisms in terms of the category \( U \), we need to consider some auxiliary objects:

- \( o_a = (0, 1, \ldots, a - 1, a + 1, a + 2, a + 3, \ldots) \) satisfies \( I_{o_a} = \{s_a\} \) and \( R^{o_a} = R_{s,a} \).
- \( o_{a,a+1} = (0, 1, \ldots, a - 1, a + 1, a + 2, a + 3, \ldots) \) satisfies \( I_{o_a} = \{s_a, s_{a+1}\} \) and \( R^{o_a} = R_{s,a,s_{a+1}} \).

Furthermore, recalling \( a = i - \diamond \) and \( b = j - \diamond \), we have bimodule isomorphisms (ignoring grading shifts):

\[
1_{o_a} E_i E_j 1_o \cong R_{s,a} R_t, \quad 1_o F_i 1_{o_a} \cong R_t R_{s,a}, \\
1_{o_{a,b}} E_i E_j 1_{o_a,b} \cong R_{s,a} R_{s,a} R_{s,b}, \quad 1_{o_{a,b}} E_i^{(2)} 1_{o_b} \cong R_{s,a} R_{s,b} R_{s,b} R_{s,b}, \\
1_{o_{a,b}} F_j F_i 1_{o_{a,b}} \cong R_{s,b} R_{s,a} R_{s,a} R_{s,b}, \quad 1_{o_{a,b}} F_i^{(2)} 1_{o_{a,b}} \cong R_{s,b} R_{s,b} R_{s,a} R_{s,a} R_{s,b}.
\]

In order to apply Elias’s formula, we must find a 2-morphism which induces an isomorphism \( E_i E_j E_i E_j 1_o \cong E_i^{(2)} E_j 1_o \), since this will give (iii). Note that \( E_j E_i^{(2)} 1_o = 0 \), since the flag variety
corresponding to \((0,1,\ldots,a+2,a+1,a+2,\ldots)\) is empty. The equation \((3.5)\) shows that the 2-morphisms

\[
\begin{array}{ccc}
B = - & - & - \\
i & j & i \\
\end{array} \\
\begin{array}{ccc}
C = - & - & - \\
i & i & j \\
\end{array}
\]

are inverse to each other and thus give the desired isomorphism. Substituting these into \([6.13]\) gives the equations \((6.3)\) and \((6.4)\). Hence Claim \((\ast)\) in the case of Step 1 is proved.

**Step 2. The general case.**

Let us first assume \(b = o\) and \(a\) is arbitrary. First, assume that we have found an object \(P \in \mathcal{U}(\lambda(o),\lambda(a))\) such that \(\Gamma(P) = aR\) and such that for \(Q \in \mathcal{U}(\lambda(a),\lambda(o))\) the adjoint of \(P\), the product \(PQ\) has \(1_{\lambda(a)}\) as a direct factor in degree zero. Let \(\eta : 1_{\lambda(a)} \to PQ\) be a split embedding. Then \(\Gamma\) sends it to a split embedding \(R^a \cong \Gamma(1_{\lambda(a)}) \to R \cong \Gamma(PQ)\), with the latter viewed as a \((R^a,R^a)\)-bimodule. We have a commutative diagram

\[
\begin{array}{ccc}
\Hom_{\mathcal{U}}(MP,NP) & \longrightarrow & \Hom_{\mathcal{U}}(MPQ,N) \\
\downarrow_{\Gamma} & & \downarrow_{\Gamma} \\
\Hom_{\tilde{\mathcal{S}}_{r,m}}(\Gamma(MP),\Gamma(NP)) & \longrightarrow & \Hom_{\tilde{\mathcal{S}}_{r,m}}(\Gamma(M) \otimes_{R^a} R,\Gamma(N)) \\
\downarrow_{\Gamma} & & \downarrow_{\Gamma} \\
\Hom_{\tilde{\mathcal{S}}_{r,m}}(\Gamma(M),\Gamma(N)) & \longrightarrow & \Hom_{\tilde{\mathcal{S}}_{r,m}}(\Gamma(M),\Gamma(N)).
\end{array}
\]

Here \((\ast)\) is the transpose of the map \(M\eta : M \to MPQ\). It is surjective, so is its image by \(\Gamma\). Since \(MP\) and \(NP\) belong to \(\mathcal{U}(o,o)\), Step 1 implies that the leftmost vertical map is surjective. Hence, the rightmost vertical map is surjective too. The case for arbitrary \(b\) follows from the same argument by considering \(\Hom_{\mathcal{U}}(QMP,QNP)\) on the left top corner for the \(Q\) defined for \(b\).

It remains to find \(P\). Without loss of generality, we may assume

\[
a_o < a_{o+1} < \cdots < a_{o+s} = a_{o+s+1} = \cdots = m,
\]

for some \(p\). Indeed, if there is any index \(p\) such that \(a_{o+p-1} = a_{o+p} < a_{o+p+1}\), then let \(a'\) be the sequence with \(a'_{o+p} = a_{o+p+1}\) and \(a'_i = a_i\) for \(i \neq o+p+1\). We have a split surjection \(\mathcal{F}_{o+p}(a_{o+p+1} - a_{o+p})1_{\lambda(a')}\mathcal{E}_{o+p}(a_{o+p+1} - a_{o+p})1_{\lambda(a)} \twoheadrightarrow 1_{\lambda(a)}\), and hence we get the following commutative diagram

\[
\begin{array}{ccc}
\Hom_{\mathcal{U}}(M,\mathcal{F}_{o+p}(a_{o+p+1} - a_{o+p}),N,\mathcal{F}_{o+p}(a_{o+p+1} - a_{o+p})\mathcal{J}_{o+p}(a_{o+p+1} - a_{o+p})) & \longrightarrow & \Hom_{\mathcal{U}}(M,N) \\
\downarrow_{\Gamma} & & \downarrow_{\Gamma} \\
\Hom_{\tilde{\mathcal{S}}_{r,m}}(\Gamma(M)\mathcal{F}_{o+p}(a_{o+p+1} - a_{o+p}),\Gamma(N)\mathcal{F}_{o+p}(a_{o+p+1} - a_{o+p})) & \longrightarrow & \Hom_{\tilde{\mathcal{S}}_{r,m}}(\Gamma(M),\Gamma(N)).
\end{array}
\]

The surjectivity of the left vertical arrow implies the surjectivity of the right one. Hence, up to replacing \(a\) by \(a'\) inductively, we are reduced to consider the sequence of the form \((6.7)\).

For such \(a\), we have \(k \leq a_{o+k}\) for all \(k\). We choose a sequence \(i = (i_1, i_2, \ldots, i_n)\) such that the weight \(\lambda^{(k)} = \lambda(o) + \alpha_{i_1} + \cdots + \alpha_{i_k}\) satisfies \(\lambda^{(n)} = \lambda(a)\) and \(\langle \theta^\vee_{a_k}, \lambda^{(k)} \rangle > 0\) for all \(k > 0\). To do
so, we proceed inductively: set \( a^{(0)} = 0 \) and define \( a^{(k)} = +i_k a^{(k-1)} \) for all \( k > 0 \). Let \( i_1 \) be the largest element such that \( i_1 - \circ < a_{i_1} \). Given \( i_k \), we then

- If the set \( \{ j < i_k \mid a_j^{(k)} < a_j \} \) is non-empty, then we let \( i_{k+1} \) be the maximal element in this set.
- Otherwise, we let \( i_{k+1} \) be the largest element of \( \{ j \geq i_k \mid a_j^{(k)} < a_j \} \).

Then for each \( k \), we always have \( a_{i_k+1}^{(k)} - a_{i_k}^{(k)} = 1 \) and \( a_{i_k}^{(k)} - a_{i_k-1}^{(k)} \leq 1 \). For \( i_k = \circ \) this inequality follows from the fact that \( a_{i_k}^{(k)} \geq 1 \). Thus, we have that \( \langle \alpha_{i_k}, \lambda^{(k)} \rangle \geq 1 \) for all \( k \). We then define the mutually adjoint 1-morphisms:

\[
P = 1_{\lambda(a)} \mathcal{E}_i \ldots 1_{\lambda(z)} \mathcal{E}_t 1_{\lambda(z_1)} \mathcal{E}_i 1_{\lambda(o)} \quad Q = 1_{\lambda(o)} \mathcal{F}_i 1_{\lambda(z)} \mathcal{F}_t 1_{\lambda(z_1)} \ldots \mathcal{F}_i 1_{\lambda(a)}.
\]

Since \( \langle \alpha_{i_k}, \lambda^{(k)} \rangle \geq 1 \) for all \( k \), it follows from (3.7) and (3.9) that

\[
\iota_{i_k}^{\langle \alpha_{i_k}, \lambda^{(k)} \rangle - 1} : \mathcal{E}_i \mathcal{F}_i 1_{\lambda} \longrightarrow 1_{\lambda}
\]

is split surjective. Hence \( 1_{\lambda^{(k)}} \) is a direct factor of \( \mathcal{E}_i \mathcal{F}_i 1_{\lambda^{(k)}} \) of degree zero. Applying this successively, we obtain that \( 1_{\lambda(a)} \) is a direct factor of \( PQ \) of degree zero.

This completes the proof of Claim (*) and hence the proof of Theorem 6.1.

For an arbitrary \( r \), there is an obvious problem with extending Theorem 6.1: the images of the bubbles under \( \Gamma \) do not generate \( R^a \) unless \( a_i = a_{i+1} \) for some \( i \) or \( a_n = 0 \). We are able to make the proof work for \( r \geq m \), since one of these conditions will be forced by the pigeonhole principle, but for \( r < m \), the obvious extension of Theorem 6.1 fails. However, this failure to surject to \( R^a \) is easily fixed, and it proves to be the only obstruction to fullness.

Fixing this issue requires us to add more 2-morphisms to \( \mathfrak{U}_r \), analogous to the extension of \( \mathfrak{U} \) discussed in [W15b, Section 2.1]. Let us write \( \mathfrak{U}_r, \Gamma \) and \( X_r \) as \( \mathfrak{U}_r^r, \Gamma^r \) and \( X_{r,r} \) to indicate the dependence on rank \( r \). Note that for \( r < s \), there is a natural embedding \( X_{j,r} \rightarrow X_{j,s} \) given by sending the class of \( \sum_{i=-r}^r k_i \varepsilon_i \) to the class denoted by the same notation in \( X_{j,s} \). We have a well-defined 2-functor

\[
\iota_{r,s} : \mathfrak{U}_r^r \longrightarrow \mathfrak{U}_s^s
\]

which is given by the above embedding on objects, sending \( \mathcal{E}_i, \mathcal{F}_i \) to themselves for \( i \in \mathbb{P}_r \), and sending the generators of 2-morphisms in \( \mathfrak{U}_r^r \) to the same diagram in \( \mathfrak{U}_s^s \). Now, for each \( \lambda \in X_{j,r} \), consider the ring \( Z_\lambda = \text{End}_{\mathfrak{U}_r^r}(1_\lambda) \). Using arguments as in [KL10, Proposition 3.6], we can see that \( Z_\lambda \) is generated by bubbles indexed by \( i \in \mathbb{P}_r \), and that for any pair of 1-morphisms \( M, N \in \mathfrak{U}_r^r \), the space \( \text{Hom}_{\mathfrak{U}_r^r}(M, N) \) is generated by the image \( \iota_{r,s}(\text{Hom}_{\mathfrak{U}_r^r}(M, N)) \) and \( Z_\lambda \).

We define \( \mathfrak{U}_r^{\text{ext}} \) as the full 2-subcategory of \( \mathfrak{U}_{r+1} \) generated by objects and 1-morphisms in the image of \( \iota_{r,r+1} \).

Next, consider the embedding \( j_{r,s} : \Sigma_{r,m} \hookrightarrow \Sigma_{s,m} \) which sends \( a = (a_1, \ldots, a_r) \) to \( j_{r,s}(a) = (a_1, \ldots, a_r, m, m, \ldots) \). This induces a tautological 2-functor \( \mathfrak{F}_{r,m} \rightarrow \mathfrak{F}_{s,m} \) which is fully faithful, since \( R^a = R^{j_{r,s}(a)} \). Moreover \( \Gamma \) intertwines \( \iota_{r,s} \) with this 2-functor. Hence we obtain a
commutative diagram

\[
\begin{array}{ccc}
\text{Hom}_{\mathcal{U}_r}^\bullet(M,N) & \xrightarrow{\iota_{r,s}} & \text{Hom}_{\mathcal{U}_s}^\bullet(M,N) \\
\gamma_{M,N} & \Downarrow & \gamma_{M,N} \\
\text{Hom}_{R^b\text{-gmod-}R^a}^\bullet(\Gamma(M),\Gamma(N)) & & \\
\end{array}
\]

Hence \( \Gamma \) extends to a 2-functor \( \Gamma^{\text{ext}} : \mathcal{U}_r^{\text{ext}} \to \mathfrak{F}_{r,m} \), and we have a similar commutative diagram with \( \mathcal{U}_s \), \( \Gamma_{M,N}^s \) on the left-downward arrow replaced by their extended version. Now, if \( s \geq m \), then the theorem implies that in the diagram above the map \( \Gamma_{M,N} \) on the right is surjective. Further by formulas similar to (5.13)–(5.14), \( \Gamma \) sends positive degree bubbles labeled by \( i \) to 0 if \( i > r + 1 \). Therefore we have established the following extension of Theorem 6.1.

**Proposition 6.3.** The 2-functor \( \Gamma^{\text{ext}} : \mathcal{U}_r^{\text{ext}} \to \mathfrak{F}_{r,m} \) is locally full for any \( r \) and \( m \).

Note that \( \mathcal{U}_r^{\text{ext}} \) only differs from \( \mathcal{U}_r \) by bubbles labeled by \( \diamond + r \), which live in strictly positive degree. Hence the canonical embedding \( \mathcal{U}_r \to \mathcal{U}_r^{\text{ext}} \) sends indecomposable 1-morphisms to indecomposable ones, and induces an isomorphism on Grothendieck groups (as argued in [W15b, Proposition 3]). Applying [W15b, Lemma 10], we have established the following corollary.

**Corollary 6.4.** The map \( K_0(\mathfrak{F}_{r,m}) \to K_0(\mathfrak{F}_{r,m}) \) induced by \( \Gamma \) sends the classes of indecomposable 1-morphisms in \( \mathfrak{F}_{r,m} \) which are not annihilated by \( \Gamma \) bijectively to the classes of indecomposable 1-morphisms in \( \mathfrak{F}_{r,m} \).

### 6.2. Canonical basis.

Recall the functor \( \mathcal{R} : \mathcal{A} \mathfrak{U} \to K_0(\mathfrak{U}) \) defined in Lemma 4.6 and the equivalence \( \kappa \) in Proposition 5.3. By construction, we have a commutative diagram

\[
\begin{array}{ccc}
\mathcal{A} \mathfrak{U} & \xrightarrow{\mathcal{R}} & K_0(\mathfrak{U}) \\
\downarrow{\gamma} & & \downarrow{\Gamma} \\
\mathfrak{S}_{r,m} & \xrightarrow{\kappa} & K_0(\mathfrak{F}_{r,m}) \\
\end{array}
\] (6.8)

Recall also the canonical basis \( \mathcal{B}' \) for \( \mathcal{A} \mathfrak{U} \) defined in [LW15, Proposition 5.4, Theorem 5.5]. It can be characterized as the unique basis such that \( \gamma \) maps each element in it to an element in the canonical basis of \( \mathfrak{S}_{r,m} \) for infinitely many \( m \).

**Theorem 6.5.**

(a) The functor \( \mathcal{R} : \mathcal{A} \mathfrak{U} \to K_0(\mathfrak{U}) \) is an equivalence of categories.

(b) Assume the residue field of \( \mathfrak{k} \) has characteristic zero. Then \( \mathcal{R} \) sends canonical basis of \( \mathcal{A} \mathfrak{U} \) to the classes of self-dual indecomposable 1-morphisms in \( \mathfrak{U} \).

**Proof.** To prove (a), note that \( \mathcal{R} \) is identity on objects, and it is full by Proposition 4.8. It remains to show it is faithful, i.e., the map \( \mathcal{R}_{\lambda,\mu} : \mathcal{A} \mathfrak{U}(\lambda,\mu) \to K_0(\mathfrak{U}(\lambda,\mu)) \) is injective. Note that if \( u \) is in the kernel of \( \mathcal{R}_{\lambda,\mu} \), by the commutativity of (6.8) and the fact that \( \kappa \) is invertible, we deduce that \( \gamma(u) = 0 \) for all \( m \in \mathbb{N} \). By [BKLW, Theorem 4.7], this is possible only when \( u = 0 \). We are done. Part (b) follows from the characterization of \( \mathcal{B}' \) and Corollary 6.4. \( \square \)
As a corollary of Theorem 6.5 and Corollary 6.4, we obtain the following refinement of [LW15 Proposition 5.11].

**Corollary 6.6.** The map \( \gamma : \mathcal{A} \hat{U} \to S_{r,m}^\lambda \) in (5.2) sends \( B' \setminus (B' \cap \ker \gamma) \) bijectively to the canonical basis of \( S_{r,m}^\lambda \) for all \( m \).

### 7. Categorical action on category \( \mathcal{O} \)

In this section, we assume \( k = \mathbb{C} \).

#### 7.1. Reminders on Harish-Chandra bimodules.

Let \( g \) be a complex semisimple Lie algebra and \( t \subset g \) a Cartan subalgebra. Let \( U = U(g) \) be the enveloping algebra of \( g \) and let \( Z \) be the center of \( U \). We view the ring \( R = S(t) \) as the coordinate ring of \( t^* \). Recall that the Harish-Chandra morphism \( \xi : Z \to R \) is a ring homomorphism such that an element \( z \in Z \) acts on a Verma module of highest weight \( \lambda \) by the value of \( \xi(z) \) at \( \lambda \).

Consider the dot action of the Weyl group \( W \) on \( t^* \) by \( w \cdot \lambda = w(\lambda + \rho) - \rho \), where \( \rho \) is the half sum of positive roots. Then \( \xi \) sends \( Z \) isomorphically onto \( W \)-invariant functions on \( t^* \) for the dot action. Equivalently, the central characters of \( Z \) are in bijection with \( W \)-dot-orbits in \( t^* \). For \( \lambda \in t^* \), denote the corresponding central character by \( \chi_\lambda \) and write \( I_\lambda = \ker \chi_\lambda \).

We say that \( \chi_\lambda \) is integral if \( \lambda \) is an integral weight of \( g \). Let \( \hat{Z}_\lambda \) be the completion of \( Z \) at \( \lambda \). Let \( \lambda^\#: \hat{R} \to R \) be the pull back of the translation map \( t^* \to t^* \), \( x \mapsto x + \lambda \). Then \( \lambda^\# \circ \xi : Z \to R \) induces an isomorphism \( \hat{Z}_\lambda \simeq \hat{R}_W^\lambda \), where \( \hat{R} \) is the completion of \( R \) at the ideal generated by \( t \), and \( W_\lambda \) is the stabilizer of \( \lambda \) under the dot action. We abbreviate \( \hat{R}_\lambda = \hat{R}_W^\lambda \) and denote by \( m_\lambda \) the maximal ideal of \( \hat{R}_\lambda \).

Recall that a Harish-Chandra bimodule over \( U \) is a \((U,U)\)-bimodule for which the adjoint action of \( g \) is locally finite [BG80, Soe92]. Typical examples of Harish-Chandra modules are \( E \otimes U \), where \( E \) is a finite dimensional left \( U \)-module. The left \( U \)-action on \( E \otimes U \) is induced by the \( g \)-action such that \( u(x \otimes y) = (ux) \otimes y + x \otimes (uy) \) for \( u \in g \), and the right action is the right action of \( U \) on itself. In other words, it is the tensor product of \( U \) with \( E \) considered as a bimodule with the usual left action and trivial right action.

Let \( \mathcal{H} \) be the category of finitely generated Harish-Chandra bimodules of finite length. It is a direct sum of subcategories of the form

\[
\lambda \mathcal{H}_\mu = \{ M \in \mathcal{H} \mid I_\lambda^n M = M I_\mu^m = 0 \text{ for } n \gg 0 \}
\]

for \( \lambda, \mu \in t^* \). Let \( \lambda \mathcal{H}^m_\mu \) be the full subcategory of \( \lambda \mathcal{H}_\mu \) consisting of modules \( M \) such that \( M I_\mu^m = 0 \). Let \( \hat{U}_\lambda \) be the completion of \( U \) at \( I_\lambda \). Let \( \hat{\lambda} \mathcal{H}_\mu \) denote the category of finitely generated \((\hat{U}_\lambda, \hat{U}_\mu)\)-bimodules.

**Theorem 7.1** [Soe92, Str04].

(a) There is a unique exact functor

\[
\mathbb{V} : \lambda \mathcal{H}_\mu \longrightarrow \hat{R}_\lambda^\text{-mod-} \hat{R}_\mu
\]

defined by the property that it sends the unique simple module of maximal Gelfand-Kirillov dimension to the trivial module \( \mathbb{C} \), and all the other simple modules to zero.
For each \( n \geq 0 \), it induces an exact functor
\[
\mathcal{V} : \mathcal{H}_\mu^n \rightarrow \widehat{R}^\lambda\text{-mod-}(\widehat{R}^\mu/m_\mu^n).
\]

(b) For any \( n > 0 \), the category \( \mathcal{H}_\mu^n \) has enough projective objects, given by direct sums of direct summands of modules of the form \( E \otimes U/(UI_\mu^n) \), where \( E \) is a finite dimensional \( g \)-module.

(c) For any \( n > 0 \), the functor \( \mathcal{V} \) restricts to a fully faithful functor on the full additive subcategory \( \mathcal{P}_\mu^n \) of projective objects in \( \mathcal{H}_\mu^n \).

Proof. The definition of \( \mathcal{V} \) is given in [Str04, Page 357], Part (b) is proved in [Str04, Theorem 4.1], and Part (c) follows from [Str04, Theorem 4.1]. \( \square \)

Let \( \mathcal{M} \) be the category of (left) \( U \)-modules \( M \) over which \( Z \) acts locally finitely. It is a direct sum over \( \mu \in \mathfrak{t}^* \) of subcategories \( \mu \mathcal{M} \subset \mathcal{M} \) consisting of modules over which \( I_\mu \) acts locally nilpotently. Denote by \( \text{pr}_\mu : \mathcal{M} \rightarrow \mu \mathcal{M} \) the projection functor. Let \( \mu \mathcal{M} \subset \mu \mathcal{M} \) be the full subcategory consisting of modules over which \( I_\mu \) acts trivially.

Recall that a projective functor \( \mathcal{M} \rightarrow \mathcal{M} \) is a direct summand of \( E \otimes - \) for some finite dimensional \( U \)-module \( E \). Direct sums and compositions of projective functors are again projective functors. Given \( E \) a finite dimensional representation, consider the projective functor
\[
F : \mu \mathcal{M} \rightarrow \lambda \mathcal{M}, \quad M \mapsto \text{pr}_\lambda(E \otimes M).
\]
It is nontrivial if and only if \( \lambda - \mu \) is a weight of \( E \). The restriction of \( F \) to the subcategory \( \mu \mathcal{M} \) is represented by a direct factor \( \chi \Phi(E)_\mu^n \) of \( E \otimes U/U_I_\mu^n \), which is an object of \( \lambda \mathcal{P}_\mu^n \). For \( m > n \), we have a projection \( \chi \Phi(E)_\mu^m \rightarrow \chi \Phi(E)_\mu^n = \lambda \Phi(E)_\mu^m/I_\mu^n \). Taking the limit yields an object \( \chi \Phi(E)_\mu = \varprojlim \chi \Phi(E)_\mu^n \) in \( \lambda \mathcal{H}_\mu \) which represents the functor \( F \). Let \( \lambda \widehat{\mathcal{P}}_\mu \) be the full additive subcategory of \( \lambda \mathcal{H}_\mu \) generated by direct summands of \( \lambda \Phi(E)_\mu \) for all \( E \).

Corollary 7.2. The functor \( \mathcal{V} \) induces a fully faithful functor
\[
\widehat{\mathcal{V}} : \lambda \widehat{\mathcal{P}}_\mu \rightarrow \widehat{R}^\lambda\text{-mod-}\widehat{R}^\mu.
\]

Proof. To see this, note that for any object \( M \) in \( \lambda \widehat{\mathcal{P}}_\mu \) we have \( M = \varprojlim M/MI_\mu^n \). Applying \( \mathcal{V} \) to the natural projection \( M/MI_\mu^m \rightarrow M/MI_\mu^n \) yields a surjective map \( \widehat{\mathcal{V}}(M/MI_\mu^m) \rightarrow \mathcal{V}(M/MI_\mu^n) \). Define \( \widehat{\mathcal{V}}(M) \) as the limit of the projective system \{\mathcal{V}(M/MI_\mu^n)\}_{n \geq 0}. It is still an object in \( \widehat{R}^\lambda\text{-mod-}\widehat{R}^\mu \). We have \( \widehat{\mathcal{V}}(M)/m_\mu^n = \mathcal{V}(M/MI_\mu^n) \). Finally, for two objects \( M, N \) in \( \lambda \widehat{\mathcal{P}}_\mu \), we have
\[
\text{Hom}_{\lambda \widehat{\mathcal{P}}_\mu}(M, N) = \lim_{\leftarrow} \text{Hom}_{\lambda \mathcal{H}_\mu}(M, N/NI_\mu^n) = \lim_{\leftarrow} \text{Hom}_{\lambda \mathcal{H}_\mu}(M/MI_\mu^n, N/NI_\mu^n) = \lim_{\leftarrow} \text{Hom}_{\widehat{R}^\lambda \otimes \widehat{R}^\mu}(\widehat{\mathcal{V}}(M)/m_\mu^n, \widehat{\mathcal{V}}(N)/m_\mu^n) = \text{Hom}_{\widehat{R}^\lambda \otimes \widehat{R}^\mu}(\widehat{\mathcal{V}}(M), \widehat{\mathcal{V}}(N)).
\]
where the first equality is the universal property of projective limit and the second one is because \( I_\mu^n \subset Z \) is central, the third equality is given by Theorem 7.1(c). \( \square \)
Lemma 7.3. For $M \in \mathcal{P}_\mu$ and $N \in \mu \mathcal{P}_\nu$ we have $M \otimes_{\mathcal{B}_\mu} N \in \mathcal{P}_\nu$. Moreover there is a natural isomorphism $\hat{V}(M \otimes_{\mathcal{B}_\mu} N) \cong \hat{V}(M) \otimes_{\mathcal{B}_\nu} \hat{V}(N)$, which is functorial with respect to $M$ and $N$.

Proof. The first statement follows from the fact that composition of projective functors is again a projective functor. The proof of the second statement is similar to [Soe92, Proposition 13], details are left to the reader. \hfill \Box

7.2. The case of types B and C. Now, let us apply the above results to the type B/C situation. Let $g = \mathfrak{so}_{2m+1}$ or $g = \mathfrak{sp}_{2m}$. We choose $a = (a_0, a_1, \ldots, a_{r-1}) \in \Sigma_{r,m}$; by convention, we have $a_{r-1} = m$. To this vector, we associate a weight $\mu(a) \in \mathfrak{t}^*$ such that

$$\mu(a) + \rho = (0, \ldots, 0, -1, \ldots, -1, \ldots, -r, \ldots, -r)$$

with 0 appearing $a_0$ times, and $-k$ appearing $a_{k+1} - a_{k-1}$ times for $k > 0$. By definition, we have that $W_{\mu(a)}$ is the subgroup of $W$ generated by the reflections in $I_a \subset S$ (see Section 5.2 for notation). Thus, we have $R^{W_{\mu(a)}} = R^a$. Note that if $g = \mathfrak{sp}_{2m}$ then every integral central character is of this form for $r$ sufficiently large. For $g = \mathfrak{so}_{2m+1}$, we have $\rho = \sum_{a=1}^m (Z + \frac{1}{2}) \epsilon_a$, and so the highest weights for modules with central character $\chi(a)$ lie in $\sum_{a=1}^m (Z + \frac{1}{2}) \epsilon_a$; in particular, the block of the spin representation lies in this image and the block of the trivial representation does not.

The weights of the natural representation $V$ are $\pm \epsilon_k$ for $k = 1, \ldots, m$ for $g = \mathfrak{sp}_{2m}$ (and 0 in addition for $g = \mathfrak{so}_{2m+1}$). Hence we have $\chi(V)_{\mu(a)}$ is nontrivial precisely when $\lambda = \mu(\pm,a)$ for some $i \in \mathbb{N}$ (for $\pm,a$ as in Section 5.2), or $\lambda = \mu(a)$ if $g = \mathfrak{so}_{2m+1}$. Recall the bimodules $\mathcal{E}_1$, $\mathcal{F}_1$ from Section 5.2 and let $\mathcal{E}_1$, $\mathcal{F}_1$ be their completions with respect to their grading.

Lemma 7.4. We have

$$\hat{V}(\mu(\pm,a) \Phi(V)_{\mu(a)}) = \mathcal{E}_1, \quad \hat{V}(\mu(\pm,a) \Phi(V)_{\mu(a)}) = \mathcal{F}_1. \quad (7.1)$$

Proof. The image $\hat{V}(\mu(\pm,a) \Phi(V)_{\mu(a)})$ is a completed singular Soergel bimodule. Its rank as a left module over $R^{(+,a)}$ is the number $\ell$ of weights $\nu$ of $V$ such that $\mu(a) + \nu$ is in the dot-orbit of $\mu(\pm,a)$. This is precisely $a_i - a_{i-1}$ if $i > 0$ and $2a_0$ if $i = 0$.

We claim that $\mathcal{E}_1$ is the only completed singular Soergel bimodule with this property. By [Wil11, Theorem 1], the indecomposable singular Soergel bimodules are in bijection with the cosets $W_{\pm a} \backslash W/W_a$. By [Wil11, Section 7.5], the rank of the bimodule associated to a longest double coset representative $w$ as a free left $R^{(+,a)}$ module is the sum $\sum_{u \in W/W_a} p^a_{w,u}(1)$ where $p^a_{w,u}(x)$ is the parabolic Kazhdan-Lusztig polynomial. The constant term of $p^a_{w,u}(x)$ is 1, and all its coefficients are non-negative by [DS92, 3.11, 4.1], so $p^a_{w,u}(1) \geq 1$ whenever $uW_a \leq wW_a$ in Bruhat order. Thus, the rank of an indecomposable singular Soergel bimodule over $R^{(+,a)}$ corresponding to $w$ is at least the number of left cosets less than $wW_a$ in Bruhat order. This number is $\ell$ for the double coset of the identity, and thus $\ell$ for any other coset.

Thus, $\mathcal{E}_1$ is the unique singular Soergel bimodule with rank $\ell$, which shows the equality $\hat{V}(\mu(\pm,a) \Phi(V)_{\mu(a)}) \cong \mathcal{E}_1$. The same argument with left and right hand actions reversed shows that $\hat{V}(\mu(\pm,a) \Phi(V)_{\mu(a)}) \cong \mathcal{F}_1$. \hfill \Box
For \( \mu = \mu(\mathbf{a}) \), \( \lambda = \mu(\mathbf{b}) \), recall that by Proposition 5.3(a) the category \( \mathcal{F}(\mathbf{a}, \mathbf{b}) \) defined in Section 5.2 is a full subcategory in \( R^\mathbf{a}-\text{mod}-R^\mathbf{b} \), hence we have an obvious completion functor \( \hat{\gamma} : \mathcal{F}(\mathbf{a}, \mathbf{b}) \to R^\mathbf{a}-\text{mod}-R^\mathbf{b} \).

**Lemma 7.5.** There exists a unique functor \( U : \mathcal{F}(\mathbf{a}, \mathbf{b}) \to \lambda \hat{\mathcal{P}}\mu \) such that \( \hat{\mathcal{V}} \circ U : \mathcal{F}(\mathbf{a}, \mathbf{b}) \to R^\mathbf{a}-\text{mod}-R^\mathbf{b} \) is the completion functor.

**Proof.** By Corollary 7.2, the functor \( \hat{\mathcal{V}} \) induces an equivalence between \( \lambda \hat{\mathcal{P}}\mu \) and its image. Hence to prove the lemma, it is enough to prove that the image of \( \mathcal{F}(\mathbf{a}, \mathbf{b}) \) under the completion functor lands in \( \mathcal{V}(\lambda \hat{\mathcal{P}}\mu) \). This is a consequence of (7.1) and Lemma 7.3. \( \square \)

This shows that the 2-category \( \mathcal{F}_{r,m} \) has 2-representations given by sending \( \mathbf{a} \) to the category \( \mu(\mathbf{a}) \mathcal{M} \), or more generally, to any subcategory of \( \mu(\mathbf{a}) \mathcal{M} \) closed under the action of projective functors. Composing with \( \Gamma : \mathcal{U}_r \to \mathcal{F}_{r,m} \) from (5.6), we obtain the following theorem.

**Theorem 7.6.** The category \( \mathcal{U}_r \) has a representation sending \( \lambda \) in \( \mathcal{X}_j \) to the category \( \mu(\mathbf{a}) \mathcal{M} \) if \( \lambda = \lambda(\mathbf{a}) \) for \( \mathbf{a} \in \Sigma_{r,m} \), and to zero otherwise. This action descends to the intersection of \( \mu(\mathbf{a}) \mathcal{M} \) with any subcategory of \( U-\text{mod} \) which is closed under the action of projective functors, including:

- the subcategory of finite length \( U \)-modules,
- the subcategory of finite dimensional \( U \)-modules,
- the subcategory of modules locally finite for a subalgebra \( \mathfrak{k} \subset \mathfrak{g} \),
- the BGG category \( \mathcal{O} \) and its parabolic generalizations \( \mathcal{O}^p \),
- the subcategory of projective-injective modules in these categories.

Tracing through the definitions, this action sends the 1-morphisms \( \mathcal{E}_{\pm i} \) to the translation functor from the block \( \mu(\mathbf{a}) \mathcal{M} \) to \( \pm \mu(\mathbf{a}) \mathcal{M} \). By (7.1), these are always given by summands of the functor \( \mathcal{V} \otimes - \) of tensor product with the defining representation. In future work, we will expand the discussion of this categorical action in greater detail and describe further applications.

**Appendix A. Categorification of the \( j \)-Serre relations**

In this appendix we shall derive some bubble slide formulas. We then prove the identities (4.11) and (4.12). This completes the proof of Proposition 4.3 on the categorification of the \( j \)-Serre relations.

**A.1. Bubble slides.** We first provide several bubble slide formulas for \( \mathcal{U}_j \), which are the counterparts of Lauda’s bubble slide formulas \([La10\text{, Propositions } 5.6, 5.7]\). We recall our convention that all the strands without labels should be viewed as labeled by \( \diamond \).

**Lemma A.1 (Bubble slides).** The following relations hold for all \( \lambda \in \mathcal{X}_j \) (recall \( \lambda_0 = (\theta \alpha_0, \lambda) \)):

\[
\begin{align*}
\lambda & + \lambda_0 - 3 - \lambda_0 - 2 + \alpha & = \sum_{s=0}^{\alpha} (s + 1) \lambda_0 - 5 + \alpha - s \lambda_0 - 3 - \lambda_0 - 2 + \alpha \\
\lambda_0 + 1 + \lambda + \lambda_0 + 2 + \alpha & = \sum_{s=0}^{\alpha} (s + 1) \lambda_0 - 1 + \alpha - s \lambda_0 + 1 + \lambda + \lambda_0 + 2 + \alpha \\
\end{align*}
\] (A.1)
Proof. We shall first prove the case when $\lambda_\circ \geq -2$. Note that in this case only real bubbles appear on the left hand side of the equation (A.2), since bubbles with negative degree are set to be 0. We shall proceed in the following steps:

(a) Prove (A.1) for $\alpha \geq \lambda_\circ + 3$, and prove (A.2) for all $\alpha$;
(b) Prove (A.3) by using (A.2);
(c) To complete the proof of (A.1) for $0 \leq \alpha \leq \lambda_\circ + 2$ (fake bubbles), we use induction on $\alpha$ based on the definition of fake bubbles, with the help of (A.3).
(d) Prove (A.4) by using (A.1) (similar to (b)).

We now proceed with Step (a).

From the relation (3.14), we have (for $m \geq 0$)

$$\lambda_\circ + \lambda = m - \left\{ \frac{\lambda_\circ + 3}{m} \sum_{j=0}^{m} (\lambda_\circ + 4 - j) \right\} \lambda_\circ + 3 - j + m$$

$$= \sum_{a=0}^{m-1} \sum_{j=0}^{\lambda_\circ + 3} \lambda_\circ + 3 - j + m + \sum_{j=0}^{\lambda_\circ + 3} (\lambda_\circ + 4 - j) \lambda_\circ + 3 - j + m$$

$$= \sum_{j=0}^{\lambda_\circ + 3} (\lambda_\circ + 4 - j + m) \lambda_\circ + 3 - j + m .$$

Replacing $m + \lambda_\circ + 3 = \alpha$ above, we have proved (A.1) for $\alpha \geq \lambda_\circ + 3$ (thanks to $m \geq 0$).

In an entirely similar way, we can prove (for $\alpha \geq -1 - \lambda_\circ$) :

$$\lambda_\circ + \alpha + 1 + \lambda_\circ + \alpha + \lambda = \sum_{s=0}^{\alpha} (s + 1) \lambda_\circ + 1 + 2 \lambda_\circ + \lambda .$$

On the other hand, if $\alpha \leq -2 - \lambda_\circ$, then $\alpha \leq 0$ by the assumption in (a). If $\alpha < 0$, both left and right hand sides of the identity (A.2) are 0. If $\alpha = 0$ (which is non-trivial only when $\lambda_\circ = -2$), then both sides are equal to $2 \lambda_\circ + \lambda$. So we have established (A.2) for all $\alpha$.

Let us proceed with Step (b). We can rewrite the right hand side of (A.3) as follows:

$$= \left( \lambda_\circ + 3 \right) \lambda + \lambda_\circ + 2 \lambda + \lambda_\circ + 1 \lambda + \lambda_\circ + 1 \lambda - 2 \left( \lambda_\circ + 2 \lambda + \lambda_\circ + 1 \lambda \right) .$$

Then by applying (A.2) three times, we obtain the identity (A.3).
Now we proceed with Step (c), that is, we prove (A.1) for $0 \leq \alpha \leq \lambda_\circ + 2$ by induction on $\alpha$. Thanks to the bubble relations (3.7)–(3.9), we have

$$\lambda_{-\lambda_\circ - 2} = 1, \quad \lambda_{\lambda_\circ - 1} = 2,$$

and a recursive definition of fake bubbles as follows, for $\alpha > 0$:

$$2 \lambda_{-\lambda_\circ - \alpha - 2} = - \sum_{l=1}^{\alpha} \lambda_{\lambda_\circ - 1 + l} - \lambda_{-\lambda_\circ - 2 + \alpha - l} = - \sum_{l=-\infty}^{\infty} \lambda_{\lambda_\circ - 1 + l} - \lambda_{-\lambda_\circ - 2 + \alpha - l}. \quad (A.5)$$

The base case $\alpha = 0$ of (A.1) is trivial, since both sides of identity (A.1) are $\lambda^\lambda$. The case $\alpha = 1$ of (A.1) can be verified using (A.3) by writing the fake bubbles in terms of the real ones using (A.5). For $\alpha > 1$, it follows by (A.5), the inductive assumption, and (A.3) that

$$2 \left( \lambda_{-\lambda_\circ + \alpha - 3} + \lambda_{-\lambda_\circ - 2 + \alpha} \right)$$

$$= - \sum_{l=1}^{\alpha} \left( \lambda_{\lambda_\circ + l - 1} + \lambda_{-\lambda_\circ + 3 + \alpha - l} + \lambda_{\lambda_\circ + l + 1} - \lambda_{-\lambda_\circ - 2 + \alpha - l} \right)$$

$$= \sum_{l=1}^{\alpha} \left( \lambda_{-\lambda_\circ + l - 1}^{\lambda_0 + 1} + \lambda_{\lambda_\circ + l}^{\lambda_0 + 1} + \lambda_{\lambda_\circ + l + 1} - \lambda_{-\lambda_\circ + l + 2} \right) - \lambda_{-\lambda_\circ - 3 + \alpha - l}$$

$$+ \sum_{l=1}^{\alpha} \left( \lambda_{-\lambda_\circ + l - 1}^{\lambda_0 + 1} + \lambda_{\lambda_\circ + l}^{\lambda_0 + 1} + \lambda_{\lambda_\circ + l + 1} - \lambda_{-\lambda_\circ + l + 2} \right) - \lambda_{-\lambda_\circ - 2 + \alpha - l}.$$
Finally, by the definition of fake bubbles in (A.5) we have
\[
\sum_{l=1}^{\alpha} \left( -\frac{\lambda}{-\lambda_{o} + l + 2} - \frac{\lambda}{-\lambda_{o} - 3 + \alpha - l} \right) + \sum_{l=1}^{\alpha} \left( -\frac{\lambda}{-\lambda_{o} + l + 2} - \frac{\lambda}{-\lambda_{o} - 2 + \alpha - l} \right) = \sum_{s=0}^{\alpha - 1} \left( s + 1 \right) \left( -\frac{\lambda}{-\lambda_{o} + 2 + l} - \frac{\lambda}{-\lambda_{o} - 5 + \alpha - l - s} \right) \nabla_{s}^{\lambda} \frac{\lambda}{s}
\]
\[
= 2 \sum_{s=0}^{\alpha - 1} \left( s + 1 \right) - \frac{\lambda}{-\lambda_{o} - 5 + \alpha - s} \nabla_{s}^{\lambda} \frac{\lambda}{s}.
\]

Summing up the above 4 identities, we finish the proof of (A.1).

The proof of Step (d) that the identity (A.4) follows from (A.1) is entirely similar to the proof of Step (b) that the (A.3) follows by (A.2). We skip the detail.

This finishes the proof of the bubble slide formulas for the case $\lambda_{o} \geq -2$. The case $\lambda_{o} \leq -3$ is entirely similar, where the left hand side of the identity (A.1) involves only real bubble, hence can be easily proved, as well as the identity (A.4). The proof of the identities (A.2) and (A.3) follows a similar argument as above. Alternatively, we could simply apply symmetries of $\mathfrak{U}$ in Section 3.3.

\begin{corollary}
The following relations hold for all $\lambda \in X_{j}$:
\[
\begin{align*}
\nabla_{\lambda} \frac{\lambda}{-\lambda_{o} - 2 + \alpha} & = \sum_{s=0}^{\alpha} \left( s + 1 \right) - \frac{\lambda}{-\lambda_{o} - 5 + \alpha - s} \nabla_{s}^{\lambda} \frac{\lambda}{s} ; \\
\nabla_{\lambda} \frac{\lambda}{\lambda_{o} + 2 + \alpha} & = \sum_{s=0}^{\alpha} \left( s + 1 \right) - \frac{\lambda}{\lambda_{o} - 1 + \alpha - s} \nabla_{s}^{\lambda} \frac{\lambda}{s} ;
\end{align*}
\end{corollary}

\begin{proof}
The proof follows from Lemma [A.1] by induction on $\alpha$.
\end{proof}

We can also formulate the downward arrow counterparts of the bubble slide relations in Lemma [A.1]. The proof is similar, hence shall be omitted.

\begin{proposition}
The following relations hold for all $\lambda \in X_{j}$:
\begin{align*}
\nabla_{\lambda} \frac{\lambda}{\lambda_{o} + \alpha - 2} & + \nabla_{\lambda} \frac{\lambda}{\lambda_{o} - 1 + \alpha} = \sum_{s=0}^{\alpha} \left( s + 1 \right) \nabla_{s}^{\lambda} \frac{\lambda}{\lambda_{o} - 4 + \alpha - s} ; \\
\nabla_{\lambda} \frac{\lambda}{-\lambda_{o} + \alpha} & + \nabla_{\lambda} \frac{\lambda}{-\lambda_{o} + 1 + \alpha} = \sum_{s=0}^{\alpha} \left( s + 1 \right) \nabla_{s}^{\lambda} \frac{\lambda}{-\lambda_{o} - 2 + \alpha - s} ; \\
\nabla_{\lambda} \frac{\lambda}{\lambda_{o} + \alpha - 4} & = \frac{3}{\lambda_{o} + \alpha - 4} - \frac{2}{\lambda_{o} + \alpha - 3} - \frac{\lambda}{\lambda_{o} + \alpha - 2} + \frac{\lambda}{\lambda_{o} + \alpha - 1} ; \\
\nabla_{\lambda} \frac{\lambda}{\lambda_{o} + \alpha} & = \frac{3}{\lambda_{o} + \alpha} + \frac{2}{\lambda_{o} + \alpha - 1} - \frac{\lambda}{\lambda_{o} + \alpha - 2} - \frac{\lambda}{\lambda_{o} + \alpha - 3} ;
\end{align*}
\end{proposition}
A.2. Proof of Proposition [A.6]. In this subsection, we shall first establish a variant of the identity (4.11), as a preparation toward the proof of the identity (4.11).

Let $\lambda \in \mathcal{X}$ with $\lambda \diamond \geq 2$. Recall the 2-morphism $\kappa \in \text{End}(\mathcal{E}_s \mathcal{F}_s^2 1_\lambda)$ in Lemma 4.1. The following lemma follows from the proof therein.

Lemma A.4. We have $\kappa \cdot \iota_t = 0$, for $0 \leq t \leq \lambda \diamond - 3$.

Let us define

$$\kappa_2 = \frac{1}{2} \sum_{a + b + c = -2} \lambda$$

and

$$\kappa_3 = \frac{1}{2} \sum_{a + b + c = -3} \lambda.$$ 

Recall the definition of $\kappa$ in Lemma 4.1 uses $\iota_s$, which consists of the top parts of $\kappa_2$ and $\kappa_3$. An alternative way of decomposing $\kappa$ is available by use of the low parts of $\kappa_2$ and $\kappa_3$. To that end, we set

$$\tilde{\pi}_s = \lambda$$

and

$$\tilde{\iota}_s = -\frac{1}{2} \sum_{a + c = -s - 2} \lambda + \frac{1}{2} \sum_{a + c = -s - 3} \lambda.$$ 

Then clearly we also have

$$\kappa = \text{id}_{\mathcal{E}_s \mathcal{F}_s^2 1_\lambda} - \sum_{0 \leq s \leq \lambda \diamond - 3} \tilde{\iota}_s \tilde{\pi}_s. \quad (A.6)$$

The following lemma is a counterpart of Lemma [A.4] whose proof is skipped.

Lemma A.5. We have $\tilde{\pi}_t \tilde{\iota}_s = \delta_{s,t} \text{id}_{\mathcal{E}_s 1_\lambda}$, for $0 \leq s \leq \lambda \diamond - 3$ and $0 \leq t \leq \lambda \diamond - 3$. Moreover, we have $\tilde{\pi}_t \cdot \kappa = 0$ for $0 \leq t \leq \lambda \diamond - 3$.

Recall the diagrams $B_1, B_2, P_k, C_1, C_2$ and $I_k$, for $0 \leq k \leq \lambda \diamond - 1$, from (4.7)–(4.8). We shall establish first a simpler version of the identity (4.11).

Proposition A.6. The following identity holds in $\mathbf{U}$:

$$\begin{bmatrix} B_1 \\ \kappa \cdot B_2 \\ P_0 \\ \vdots \\ P_{\lambda \diamond - 1} \end{bmatrix} \cdot \begin{bmatrix} C_1 & C_2 \cdot \kappa & I_0 & \cdots & I_{\lambda \diamond - 1} \end{bmatrix} = \text{id}_{(\lambda \diamond + 2) \times (\lambda \diamond + 2)}. \quad (A.7)$$
The proof of the identity in Proposition A.6 is divided into Lemmas A.7–A.13 below. As we shall not need the relation (3.17) in the process, the identity holds in \( \tilde{U} \).

**Lemma A.7.** We have \( B_2 \cdot C_1 = 0 \) and \( B_1 \cdot C_2 = 0 \).

**Proof.** We have

\[
B_1 \cdot C_2 = - \begin{array}{c}
\lambda \\
\lambda
\end{array} = 0.
\]

The proof for the second identity is similar and will be skipped. \( \square \)

**Lemma A.8.** We have \( P_k \cdot I_\ell = \delta_{k,\ell} \id_{F_{\lambda-1}} \), for \( 0 \leq k, \ell \leq \lambda - 1 \).

**Proof.** By the bubble relation (3.9), we compute

\[
P_k \cdot I_\ell = \frac{1}{2} \sum_{s+t=\ell} \begin{array}{c}
\lambda \\
\lambda
\end{array} = \frac{1}{2} \sum_{u+v+t=k-1} \begin{array}{c}
u \\
v
\end{array} = \delta_{k,\ell}.
\]

\( \square \)

**Lemma A.9.** We have \( B_1 \cdot I_k = 0 \) and \( P_k \cdot C_1 = 0 \), for \( 0 \leq k \leq \lambda - 1 \).

**Proof.** We have

\[
B_1 \cdot I_k = - \frac{1}{2} \sum_{s+t=k} \begin{array}{c}
s \\
\lambda \\
-l_0-2+t
\end{array} = \frac{1}{2} \sum_{u+v+t=k-1} \begin{array}{c}
u \\
v
\end{array} = 0
\]

thanks to the vanishing of bubbles of negative degree in relations (3.7)–(3.8). Again because of the vanishing of bubbles of negative degree in relation (3.7), we have

\[
P_k \cdot C_1 = \begin{array}{c}
\lambda_{-1-k} \\
\lambda
\end{array} = 0.
\]

\( \square \)

**Lemma A.10.** We have \( \kappa \cdot B_2 \cdot I_k = 0 \), for \( 0 \leq k \leq \lambda - 1 \).

**Proof.** We have

\[
B_2 \cdot I_k = \frac{1}{2} \sum_{s+t=k} \begin{array}{c}
s \\
\lambda \\
-l_0-2+t
\end{array} = \frac{1}{2} \sum_{u+s+t=k-1} \begin{array}{c}
u \\
s
\end{array}.
\]

Hence \( B_2 \cdot I_k \) is of the form

\[
B_2 \cdot I_k = \sum_{0 \leq t \leq \lambda - 3} u_t \cdot x_t,
\]
for some suitable \(x_t\). By Lemma \ref{lem:app-4}, we have
\[
\kappa \cdot B_2 \cdot I_k = \sum_t \kappa_t x_t = 0.
\]

**Lemma A.11.** We have \(P_k \cdot C_2 \cdot \kappa = 0\), for \(0 \leq k \leq \lambda_o - 1\).

**Proof.** We have
\[
P_k \cdot C_2 = \lambda - \lambda,
\]
which is of the form
\[
P_k \cdot C_2 = \sum_{0 \leq s \leq \lambda_o - 2} y_s \tilde{\pi}_s,
\]
for some suitable \(y_s\). This implies by Lemma \ref{lem:app-5} that \(P_k \cdot C_2 \cdot \kappa = 0\).

**Lemma A.12.** We have \(B_1 \cdot C_1 = \text{id}_{\xi_o(2)_{\lambda_o,1\lambda}}\).

**Proof.** Using equation (3.15), we compute that
\[
B_1 \cdot C_1 = \frac{\lambda_{o-1-k}}{\lambda} - \frac{\lambda}{\lambda} + \frac{\lambda}{\lambda} - \sum_{a+b+c=-2} \frac{\lambda}{\lambda} = 0,
\]
where
\[
\sum_{a+b+c=-2} \frac{\lambda}{\lambda} = 0, \quad \text{for} \ \lambda_o \geq 2,
\]
because of the bubble relation (3.7).

**Lemma A.13.** We have \(\kappa \cdot B_2 \cdot C_2 = \kappa\).

**Proof.** We compute that
\[
B_2 \cdot C_2 = \sum_{a+b+c=-2} \frac{\lambda}{\lambda} - \frac{\lambda}{\lambda} - \frac{\lambda}{\lambda} - \frac{\lambda}{\lambda}
\]
Note that the third summand above equals \(\text{id}_{\xi_o(2)_{\lambda_o,1\lambda}}\) and the second equals 0. Denote by \(Y\) the first summand above. It remains to show that \(\kappa \cdot Y = 0\). Note that \(Y\) is of the form
\[
Y = \sum_{0 \leq t \leq \lambda_o - 3} t z_t
\]
for some \(z_t\). This implies by Lemma \ref{lem:app-4} that \(\kappa \cdot Y = 0\). The lemma follows.
Therefore, we have completed the proof of Proposition [A.6]

**A.3. Proof of the identity (4.11).** Now we would like to modify some 2-morphisms involved in Proposition [A.6]... Introduce

\[
A = \lambda, \quad B = \frac{1}{2} \sum_{u+s+t=-3} u \lambda, \quad C = \lambda, \quad D = \frac{1}{2} \sum_{u+s+t=-3} u \lambda, \quad E = \frac{1}{2} \lambda - \frac{1}{2} \lambda.
\]

We define

\[
I'_{\lambda-1} = (1 - C + D) \cdot I_{\lambda-1}.
\]

It is easy to show that

\[
I'_{\lambda-1} = \frac{1}{2} \sum_{s+t=\lambda-1} s \lambda - \frac{1}{2} \sum_{s+t+u=\lambda-1} u \lambda - \frac{1}{2} \lambda.
\]

The second line above defines \( I(2) \) and \( I(3) \) as the second and third summands without signs in the first line; these notations will be used below.

We also define \( P'_0 = P_0 \cdot (1 - A + B - E) \). Then we can show readily that

\[
P'_0 = P_0 - P(2) + P(3) - P(4) + P(5).
\]

The second line above defines \( P(2) \), \( P(3) \), \( P(4) \), and \( P(5) \) as the second to fifth summands without signs in the first line.

We would like to redo Proposition [A.6] with \( I_{\lambda-1} \) and \( P_0 \) replaced by \( I'_{\lambda-1} \) and \( P'_0 \), respectively.

**Proposition A.14.** The identity (4.11) holds, that is, we have

\[
\begin{bmatrix}
B_1 \\
\kappa \cdot B_2 \\
P'_0 \\
\vdots \\
P_{\lambda-1}
\end{bmatrix}
\cdot
\begin{bmatrix}
C_1 & C_2 & \kappa & I_0 & \cdots & I'_{\lambda-1}
\end{bmatrix}
= id_{(\lambda_0+2) \times (\lambda_0+2)}.
\]

Thanks to Proposition [A.6], we only need to consider the relations involving \( P'_0 \) or \( I'_{\lambda-1} \). The computation is divided into Lemmas [A.15]–[A.21] below.

**Lemma A.15.** We have \( B_1 \cdot I'_{\lambda-1} = 0 \).
Proof. Recall from (A.8) that $I_{\lambda-1} = I_{\lambda-1} - I(2) + I(3)$. By Lemma A.9 that $B_1 \cdot I_{\lambda-1} = 0$. By the same argument as for Lemma A.9, we show that $B_1 \cdot I(3) = 0$. Finally, we have

$$B_1 \cdot I(2) = \begin{array}{c}
\lambda \\
\lambda \\
\lambda
\end{array} = 0.$$

The lemma is proved. □

**Lemma A.16.** We have $\kappa \cdot B_2 \cdot I'_{\lambda-1} = 0$.

**Proof.** We compute that

$$B_2 \cdot I(2) = \sum_{t+s=-1} \lambda = \sum_{a+b+t=\lambda-1} \begin{array}{c}
\lambda \\
\lambda
\end{array},$$

$$B_2 \cdot I(3) = \sum_{a+b+t=\lambda} \frac{1}{2} \sum_{u+s+t=\lambda-2} (s+1) \begin{array}{c}
\lambda \\
\lambda \\
\lambda
\end{array}.$$

Observe that $B_2 \cdot I(k)$ for $k = 2, 3$ are of the form

$$B_2 \cdot I(k) = \sum_{a+b+t=\lambda} \alpha_t$$

for some $\alpha_t$, and this implies by Lemma A.4 that $\kappa \cdot B_2 \cdot I(k) = 0$. Recall $\kappa \cdot B_2 \cdot I_{\lambda-1} = 0$ from Lemma A.10. The lemma follows. □

**Lemma A.17.** We have $P_k \cdot I'_{\lambda-1} = 0$, for $0 < k < \lambda-1$.

**Proof.** We have $P_k \cdot I_{\lambda-1} = 0$ by Lemma A.8. Now we compute that

$$P_k \cdot (-I(2) + I(3)) = -\sum_{a+b+t=\lambda} \lambda = \sum_{u+s+t=\lambda-1} \lambda.$$

The lemma follows. □

**Lemma A.18.** We have $P'_0 \cdot C_2 \cdot \kappa = 0$.

**Proof.** Recall from (A.9) that $P'_0 = P_0 - P(2) + P(3) - P(4) + P(5)$. First we note that

$$P(4) \cdot C_2 = \begin{array}{c}
\lambda \\
\lambda \\
\lambda
\end{array} = 0;$$

similarly it can be shown that $P(5) \cdot C_2 = 0$.

On the other hand, we compute that

$$P(2) \cdot C_2 = \sum_{a+b=-1} \begin{array}{c}
\lambda \\
\lambda
\end{array},$$
and

\[
P(3) \cdot C_2 = \sum_{u+s+t=-3} (u+1) \cdot \lambda = \sum_{u+s+t=-4} (u+1) \cdot \lambda.
\]

The particular forms of \(P(k) \cdot C_2\), for \(k = 2, 3\), allow us to apply Lemma A.5 to conclude that \(P(k) \cdot C_2 \cdot \kappa = 0\). Note \(P_0 \cdot C_2 \cdot \kappa = 0\) by Lemma A.11. The lemma now follows.

**Lemma A.19.** We have \(P_0' \cdot C_1 = 0\).

**Proof.** First we compute that

\[
P(2) \cdot C_1 = 0.
\]

On the other hand, recall from Lemma A.9 that \(P_0 \cdot C_1 = 0\) thanks to the vanishing of bubbles of negative degrees. Similar computations show that \(P(i) \cdot C_1 = 0\) \((i = 3, 4, 5)\) again thanks to the relations (3.7) and (3.8). The lemma is proved.

**Lemma A.20.** We have \(P_0' \cdot I_k = 0\), for \(0 < k < \lambda_0 - 1\).

**Proof.** Recall \(P_0 \cdot I_k = 0\) by Lemma A.8. We now compute that

\[
(-P(2) + P(3)) \cdot I_k = \sum_{s+t=k} \lambda^s + \frac{1}{2} \sum_{u+v+w=-3} \sum_{s+t=k} \lambda^w \cdot \lambda^s + \frac{1}{2} \sum_{s+t=-3} (s+1) \cdot \lambda^w \cdot \lambda^s - \frac{1}{2} \sum_{s+t=-3} (s+1) \cdot \lambda^w \cdot \lambda^s = 0.
\]

by the bubble relation (3.9). In addition, thanks to the vanishing of bubbles of negative degrees, we have \(P(i) \cdot I_k = 0\) for \(i = 4, 5\). The lemma follows.

**Lemma A.21.** We have \(P_0' \cdot I'_{\lambda_0-1} = 0\).

**Proof.** We compute that

\[
P_0' \cdot I'_{\lambda_0-1} = P_0 \cdot I_{\lambda_0-1} - \sum_{s+t=-3} (s+1) \cdot \lambda^s + \sum_{s+t=-3} \lambda^s - \sum_{s+t=-3} (s+1) \cdot \lambda^s
\]

\[
+ \frac{1}{2} \sum_{a+b+c=-3} (a+u) \cdot \lambda^a + \frac{1}{2} \sum_{u+s+t=-3} (s+1) \cdot \lambda^s - \frac{1}{2} \sum_{u+s+t=-3} (s+1) \cdot \lambda^s
\]

\[
+ \sum_{a+b+c=-3} (a+u) \cdot \lambda^a - \sum_{s+t=-3} \lambda^s + \sum_{s+t=-3} \lambda^s - \sum_{s+t=-3} \lambda^s
\]

\[
= \lambda^s - \sum_{s+t=-3} (s+1) \cdot \lambda^s = 0.
\]
where the last identity follows from Lemma A.1.

This completes the proof of Proposition A.14.

A.4. Proof of the identity (4.12).

Proposition A.22. The identity (4.12) holds in $\hat{\mathcal{U}}$, that is, we have

\[
\begin{bmatrix}
C_1 & C_2 \cdot \kappa & I_0 & \cdots & I_{\lambda_0-1}
\end{bmatrix}
\begin{bmatrix}
B_1 \\
\kappa \cdot B_2 \\
P'_0 \\
\vdots \\
P_{\lambda_0-1}
\end{bmatrix}
= -\lambda + \lambda + \sum_{t+s+u+v=-3} \lambda - \lambda - \lambda
= \lambda.
\]

The last identity follows from the relation (3.17). So it suffices to prove only the first identity.

We first compute $[C_1 \ C_2 \cdot \kappa] \cdot \left[ \begin{array}{c} B_1 \\
\kappa \cdot B_2 \end{array} \right]$. We list the relevant computation in the following lemma.

Lemma A.23. We have

(a) \[ C_1 \cdot B_1 = -\lambda = -\lambda. \]

(b) \[ C_2 \cdot \text{id}_{\mathcal{E}_\lambda \cdot \mathcal{F}_\lambda} \cdot B_2 = \lambda = \lambda. \]

(c) \[ C_2 \cdot \kappa_2 \cdot B_2 = \frac{1}{2} \sum_{s+t+u=-2} \lambda + \frac{1}{2} \sum_{s+t+u=-2} \lambda + \frac{1}{2} \sum_{s+t+u=-2} \lambda + \frac{1}{2} \sum_{s+t+u=-2} \lambda + \lambda + \lambda. \]
Proof. The first four items are straightforward. Here we show the computation for (e). We remind the reader that we shall use the bubble slides lemma (Lemma A.1) extensively here. We have

\[
C_2 \cdot \kappa_3 \cdot B_2 = \frac{1}{2} \sum_{s+t+u=-3} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{u}{3}
\end{array} + \frac{1}{2} \sum_{s+t+u=-3} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{u+1}{t+1}
\end{array} + \frac{1}{2} \sum_{s+t+u=-3} \begin{array}{c}
\overset{\lambda}{t} \\
\overset{u+1}{v+1}
\end{array} + \frac{1}{2} \sum_{s+t+u=-3} \begin{array}{c}
\overset{\lambda}{t} \\
\overset{u+1}{v+1}
\end{array}.
\]

\[
C_2 \cdot \kappa_2 \cdot B_2 - C_2 \cdot \kappa_3 \cdot B_2
\]

\[
= \frac{1}{2} \sum_{s+t+v=-3} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{v}{t} \\
\overset{u}{v+1}
\end{array} + \frac{1}{2} (u + 1) \sum_{u \geq 1} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{v}{t} \\
\overset{u}{v+1}
\end{array} \lambda - \frac{1}{2} \sum_{s+u+v=-3} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{u}{v}
\end{array}
\]

\[
- \frac{1}{2} u \sum_{s+t+u+v=-4} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{v}{t} \\
\overset{u+1}{v+1}
\end{array}
\]

\[
- \frac{1}{2} \sum_{s+u+t=-3} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{u}{v} \\
\overset{1}{2}
\end{array}
\]

\[
- \frac{1}{2} \sum_{s+u+t=-3} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{u}{v} \\
\overset{1}{2}
\end{array}
\]

\[
\sum_{s+u+v+1=-3} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{u+1}{v+1}
\end{array}
\]

\[
- \frac{1}{2} \sum_{s+u+1+v+1=-3} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{u+1}{v+1}
\end{array}
\]

\[
- \frac{1}{2} \sum_{s+2+t=0} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{u}{v}
\end{array}
\]

\[
- \frac{1}{2} \sum_{s+u+1+v+1=-3} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{u+1}{v+1}
\end{array}
\]

\[
+ \frac{1}{2} \sum_{s+u+v+1=-3} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{u+1}{v+1}
\end{array}
\]

\[
- \frac{1}{2} \sum_{s+2+t=0} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{u}{v}
\end{array}
\]

\[
+ \frac{1}{2} \sum_{s+u+1+v+1=-3} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{u+1}{v+1}
\end{array}
\]

\[
- \frac{1}{2} \sum_{s+1+t=0} \begin{array}{c}
\overset{\lambda}{s} \\
\overset{u}{v}
\end{array}
\]
This finishes the computation. \(\square\)

Then we compute the product \( [I_0 \cdots I_{\lambda_0 - 1}] \cdot \begin{bmatrix} P_0' \\ \vdots \\ P_{\lambda_0 - 1} \end{bmatrix} \). Recall the definition of \( P_0' \) and \( I_{\lambda_0 - 1}' \) in (A.8) and (A.9). We list the relevant computation in the following lemma. The computations are straightforward, hence the proof shall be omitted.

**Lemma A.24.** We have

(a) \[ \sum_{k=0}^{\lambda_0 - 1} I_k \cdot P_k = \frac{1}{2} \sum_{s+t+v=-3} \lambda. \]

(b) \[ (-I(2) + I(3)) \cdot P_{\lambda-1} = -\lambda + \frac{1}{2} \sum_{u+s+v=-3} \lambda, \]

(c) \[ I_0 \cdot (-P(2) + P(3)) = -\lambda + \frac{1}{2} \sum_{t+s+u=-3} \lambda, \]

(d) \[ I_0 \cdot (-P(4) + P(5)) = -\lambda + \frac{1}{2} \lambda. \]

Now combining Lemma A.23 and Lemma A.24 gives us Proposition A.22. Finally Proposition 4.3 follows by Proposition A.14 and Proposition A.22. This completes the categorification of the \( j \)Serre relations.
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