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ABSTRACT

The concept of states of financial markets based on correlations has gained increasing attention during the last 10 years. We propose to retrace some important steps up to 2018, and then give a more detailed view of recent developments that attempt to make the use of this more practical. Finally, we try to give a glimpse to the future proposing the analysis of trajectories in correlation matrix space directly or in terms of symbolic dynamics as well as attempts to analyze the clusters that make up the states in a random matrix context.

1 Introduction

The purpose of this chapter is to give an overview of recent developments in the evolution of the concept of ‘states’ and ‘regions’ of financial markets based on correlation analysis¹–³. Many refinements have been conceived, some of which try to account for a practical applicability of the concept¹,⁴–¹¹. It opens a new perspective, namely the stochastic dynamics of markets in the space of correlation matrices; the dynamics are discrete in time by the nature of markets governed by individual and countable transactions. The space in which the correlation moves, is of high dimensionality and not a discrete grid! This continuous approach may also be relevant to other applications such as social systems, traffic, economy, ecological systems, neurology and many more¹²–²². Two points stand out in this context: On the one hand, the correlation matrices of financial markets have been studied over fairly long epochs, mostly with zero or 50% overlapping epoch, which led to a low number of points for the time scale considered. On the other hand, the clusters which define market states are not obviously visible in the reduced spaces, where they have been visualized using multidimensional scaling (MDS)²³. Smaller epoch shifts (bigger overlapping epochs) in time, to overcome the above mentioned reason as well as for practical purpose, indicate that a trader wants up to date analysis to make his decisions as pointed out in Ref.³. Using MDS, one can visualize the similar correlation matrices into 2D and 3D clusters but without a cleanly separated boundaries. The transition matrices, consist of transition counts between the clusters, have shown their underlined relevance³–⁵. Therefore, following the trajectories on shorter time scales as well as introducing symbolic dynamics seems very attractive. The former is in an advanced stage and will be described in this chapter in some detail, while the latter will be proposed and potential usefulness will be pointed out. In both cases, practically useful results are still outstanding. In the framework of these ideas, we start with a brief description of the origins of the correlation analysis and its evolution. We show how this naturally leads to an evolution in a space, whose dimension is determined by the length of the time series considered, i.e., by the time horizon as well as the number of free matrix elements in the correlation matrix. The analysis, based on the distances in the correlation matrix space between the points touched in time, defines the trajectory and the geometrical structure of the trajectory. Studying the correlation of market sectors following a technique proposed in Ref.² yields similar results as we shall see. The high dimensionality of the space in practice makes visualization very difficult. We could try to represent each state by, say, its average correlation matrix and this would reduce the problem to a discrete
We construct a rectangular random data matrix $W$ Wishart Orthogonal Ensembles (WOE) in detail in the next subsection. We then calculate the logarithmic price returns $r$ We analyze the daily adjusted closure prices $S$ To understand the co-movement of the financial market constituents (stocks) and the time evolution of the market conditions, as the correlation matrix, calculated over stochastic time series of time horizon $T$ correlation matrix, we fix the value of mean to zero and variance to $\sigma$ as Wishart orthogonal ensemble and also, by construction, it is a real symmetric positive semidefinite matrix. To obtain the models used to describe universal features of covariance matrices. We here consider the entries as real, known in the literature constructed as $WWW$ independent elements drawn from a standard Gaussian distribution with fixed mean and variance. The Wishart matrix is then non-random contribution the distribution of eigenvalue spectrum of the empirical cross-correlation matrix $CCC$ time and the cross-correlations between any pair of stocks may not be stationary for a long epoch, on the other hand, short $26, 27$ of size $\times \times$ $2/16$ for daily price returns. $k$ denotes the transpose of the matrix $A$ $i j$ of order $N \times T$ trading days and $\sigma$ is the standard deviation. Here $\langle \ldots \rangle$ denotes an averaging over an epoch length of $T$ trading days which is shifted by $\Delta T$ days through the data. The choice of epoch is important because market conditions evolve with time and the cross-correlations between any pair of stocks may not be stationary for a long epoch, on the other hand, short epoch size leads to “noise” or “fluctuation” due to the singularity present in the corresponding correlation matrix. Therefore, the distribution of eigenvalue spectrum of the empirical cross-correlation matrix $C(\tau)$ contains “random” and as well as non-random contribution. That motivates us to compare the eigenvalue statistics of $C(\tau)$ with a large random correlation ensemble constructed from mutually uncorrelated time series or white noise known as Wishart matrix. We will introduce Wishart Orthogonal Ensembles (WOE) in detail in the next subsection.

2.3 Wishart Orthogonal Ensembles

We construct a rectangular random data matrix $A = [A_{ij}]$ of $N$ random time series each of length $T$, i.e., of order $N \times T$ with real independent elements drawn from a standard Gaussian distribution with fixed mean and variance. The Wishart matrix is then constructed as $W = \frac{1}{2}AA'$ of size $N \times N$, where $A'$ denotes the transpose of the matrix $A$. Wishart matrices are random matrix models used to describe universal features of covariance matrices. We here consider the entries as real, known in the literature as Wishart orthogonal ensemble and also, by construction, it is a real symmetric positive semidefinite matrix. To obtain the correlation matrix, we fix the value of mean to zero and variance to $\sigma^2 = 1$. In the context of time series, $W$ may be interpreted as the correlation matrix, calculated over stochastic time series of time horizon $T$ for $N$ statistically independent variables.
Following the Marčenko-Pastur distribution, the probability density function $\tilde{\rho}(\lambda)$ of the eigenvalues of such correlation matrices can be analytically shown for the limit $N \to \infty$ and $T \to \infty$ as

$$
\tilde{\rho}(\lambda) = \left\{ \begin{array}{ll}
\frac{Q}{\pi \sigma^2} \sqrt{(\lambda_{\text{max}} - \lambda)(\lambda - \lambda_{\text{min}})}/\lambda & \text{if } Q > 1 \\
\frac{Q}{\pi \sigma^2} \sqrt{(\lambda_{\text{max}} - \lambda)(\lambda - \lambda_{\text{min}})}/\lambda + (1 - Q)\delta(\lambda) & \text{if } Q \leq 1
\end{array} \right.
$$

where $Q = T/N$ fixed. The maximum and minimum eigenvalue can be derived from $\lambda_{\text{max}} = \sigma^2 (1 + 1/\sqrt{Q})^2$. For $Q \leq 1$, one has to take into account of at least $N - T$ zeros, hence the density $\tilde{\rho}(\lambda)$ is normalized to $Q$ and not to unity.

### 2.4 Power map technique

To obtain the stationarity in time series, the consideration of shorter time series by breaking a long time series into epochs, each of size $T$ (such that $T_{\text{tot}}/T = Fr$) are useful. However, if $N$ (stocks) $> T$, we get a singular correlation matrix with $N - T + 1$ zero eigenvalues, results in poor eigenvalue statistics. We introduce here the power map technique\cite{28,29} to lift the degeneracy of zero eigenvalues by providing a non-linear distortion ($\varepsilon$, also called noise suppression parameter) to each element ($W_{ij}$) of the Wishart matrix $W$: $W_{ij} \to (\text{sign} W_{ij})|W_{ij}|^{1+\varepsilon}$. This technique helps to get an “emerging spectrum” of eigenvalues by removing the degenerated eigenvalues at zero even for very small distortions, e.g., $\varepsilon = 0.001$ (see e.g., Refs.\cite{4,30,31} for recent studies and applications).

### 2.5 Pairwise (dis)similarity measures and Multidimensional scaling

In pairwise (dis)similarity analysis, the correlation matrix is first calculated for each epoch (which represents a specific time frame) and we compute the (dis)similarity by measuring the distance between the two correlation matrices. Such analysis is performed for each pair of correlation matrices (frames) and defined as: $\zeta(\tau_1, \tau_2) \equiv \langle |C_{ij}(\tau_1) - C_{ij}(\tau_2)| \rangle$, where $|$ and $\langle \rangle$ denote the absolute and average value over all the matrix elements, respectively and $\tau = 1, \ldots, Fr$ with $Fr$ is the total number of epochs of size $T$ constructed from the overlapping shift of $\Delta T$ days. This technique yields a symmetric matrix, with all positive off-diagonal elements $Fr(Fr - 1)/2$, where $Fr$ is the number of frames. Diagonal elements are zero for no such (dis)-similarities present between the same frames. We use multidimensional scaling\cite{23}, which reveals the structure of (dis-)similarity data by creating a map, it constructs a geometrical representation from the relative distances ($\zeta$) of correlation frames in such a way that the points corresponding to similar objects are located close together, while those corresponding to dissimilar objects are located far apart.

### 3 Identifying states of a financial market

In this section, we present an overview of recent developments in the evolution of the concept of ‘states’ of financial stock markets based on correlation analysis. We start with the very first work on the characterization of “market states” based on the similarity of the correlation of market states by Munnix et. al.\cite{1}. Figure 1 shows the temporal evolution of the market states of the S&P 500 market for 19-year observation period 1992–2010. Each point in the figure represents a correlation matrix measured over the previous two months. The market is clustered into eight states (S1 to S8) based on a top-down clustering method. The division process stops as the average radii of clusters decreases to unity. In this method, initially all the correlation matrices are considered as a single cluster and then further divided into sub-clusters using $k$-means clustering algorithm. The division process stops as the average radii of all the points to centroids becomes smaller than a certain threshold. In the Fig. 1, initial points are clustered in lower states (S1 and S2) with less transitions to other states, hence shows a stable behavior of the market before 1996. On the other hand, higher states are scattered and irregular in time showing the rapid to and fro transitions between the states with the higher probability of transitions to the nearby states. Figure is adapted from the Ref\cite{3}.

![Figure 1](image-url)
(a) and (d) show the transition counts of paired market states for S&P 500 and Nikkei 225 markets, respectively. The optimum \( T \) (fixed) time series of real independent Gaussian variables, for four different epoch lengths of the Japanese market and overlapping epoch ensemble is becoming an identity for higher \( T \). The same can be achieved by increasing the value of the noise suppression parameter \( \varepsilon \) of the power map. (b) shows the effect of the power map by varying \( \varepsilon \) and keeping \( N \) and \( T \) fixed.
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**Figure 2.** Effect of the power map method and length of time series on the spectral distribution of the Wishart orthogonal ensemble (WOE). (a) shows the effect of finite size on the spectral densities \( \tilde{\rho}(\lambda) \) of a Wishart matrix ensemble (1000) of size \( N \times N \), constructed from \( N \) time series (\( N = 500 \), fixed) of real independent Gaussian variables, each of finite epoch length \( T \) (varying) with unit mean and varying variance \( \sigma^2 \). The variance of the distribution decreases with the increment of \( T \) and the ensemble is becoming an identity for higher \( T \). The same can be achieved by increasing the value of the noise suppression parameter \( \varepsilon \) of the power map. (b) shows the effect of the power map by varying \( \varepsilon \) and keeping \( N \) and \( T \) fixed.

one can observe more frequent jumps for higher states with scattered points after 1996 and shows high market volatility. In this method, on one side, the number of clusters is dependent on an arbitrary threshold and on the other side, the correlation matrices constructed by short time series are highly singular and dressed with noise.

The noise dressing has an enormous effect on portfolio optimization and proper risk assessment\(^{32} \). It has been found by Laloux et. al.\( ^{33} \) that the correlation matrices are noisy due to the finiteness of the time series. Guhr et. al.\( ^{34} \) has presented the power map method to suppress the noise of the correlation matrices, which effectively increases the length of time series. This method is more suitable for the analysis of short time series. In Fig. 2, we show the effect of the power map method and the length of time series on the spectral density \( \tilde{\rho}(\lambda) \) of the Wishart orthogonal ensemble (WOE). We use various epoch lengths \( T = 1000, 5000, 10000, 40000 \) and noise suppression parameters \( \varepsilon = 0, 0.265, 0.383, 0.63 \) and show that the spectral density \( \tilde{\rho}(\lambda) \) of WOE approaches towards identity matrix for higher value of \( T \) (for fixed \( N \) and \( \varepsilon \)) and \( \varepsilon \) (for fixed \( N \) and \( T \)). Fig. 2 (a) shows the spectral density \( \tilde{\rho}(\lambda) \) of a Wishart matrix ensemble (ensemble = 1000) of size \( N \times N \), constructed from \( N = 500 \) (fixed) time series of real independent Gaussian variables, for four different epoch lengths \( T(1000, 5000, 10000, 40000) \) with unit mean and variance \( \sigma^2 \). The variance of the distribution decreases with the increment of \( T \) and move towards the identity matrix for higher \( T \). The same can be achieved by increasing the value of the noise suppression parameter \( \varepsilon \) of the power map. Fig. 2 (b) shows the effect of the power map by varying the value of \( \varepsilon \) but keeping \( N \) and \( T \) fixed. The comparison of spectral densities \( \tilde{\rho}(\lambda) \) in Fig. 2 (a) and (b) show that the similar variance can be achieved either by increasing the length of the time series or by increasing the value of noise suppression parameter \( \varepsilon \).

To suppress the noise of the correlation matrices and to avoid the arbitrariness of the threshold in the top-bottom clustering technique\(^1 \), Pharasi et. al.\(^4 \) developed a new approach to obtain the optimum number of market states for a financial market. Similar approach can be applied to other complex systems. The optimization is achieved using two parameters- intra cluster measure and noise suppression parameter. Intra cluster measure \( d_{\text{intra}} \) is an averaged euclidean distance of points to cluster centroids of the \( k \)-means clustering performed on the MDS map. It is constructed from the similarity matrix \( \zeta \) using 805 noise-suppressed (\( \varepsilon = 0.6 \)) correlation matrices of USA market and 798 noise-suppressed (\( \varepsilon = 0.6 \)) correlation matrices of Japanese market and overlapping epoch \( T = 20 \) days shifted by \( \Delta = 10 \) days over the period 1985-2016, shown in Figs. 3 (a) and (b), respectively. Five hundred different initial conditions are used to calculate the intra cluster distances denoted by colored lines as shown in Figs. 3 (a) and (b) for S&P 500 and Nikkei 225, respectively, as a function of the number of clusters. Figs. 3 (c) and (d) show the transition counts of paired market states for S&P 500 and Nikkei 225 markets, respectively. The optimum number of cluster for \( k \geq 4 \) is chosen such as the standard deviation of the ensemble is lowest keeping the number of clusters highest. Our analysis depicts that \( k = 4 \) and 5 are the optimal number of clusters for S&P 500 and Nikkei 225, respectively. We cluster similar correlation matrices into these optimized \( k \) number of “market states”. The market evolves through the transitions between these market states. Sometimes the market remains in a particular state for a longer time and sometimes it
Figure 3. Plots of (top row) intracluster distance as a function of the number of clusters and (bottom row) transition counts of paired market states for S&P 500 ((a) and (c)) and Nikkei 225 ((b) and (d)) markets of noised suppressed ($\varepsilon = 0.6$) correlation matrices constructed from the short epoch of length $T = 20$ days with shifts of $\Delta = 10$ days over the period 1985-2016. Five hundred different initial conditions are used to calculate the intracluster distances denoted by colored lines in (a) and (b). Based on the optimization conditions of keeping the standard deviation of the ensemble lowest and the number of clusters highest, we have found $k = 4$ and $k = 5$ are the optimum number of clusters for the USA and JPN, respectively. Color map plots for (c) S&P 500 and (d) Nikkei 225 markets show the transition counts of paired market states. In both markets, the highest transition counts in the diagonal show high re-occurrence of the market states followed by first off diagonal transitions to nearest states. Thus the penultimate state to the critical state behaves like a precursor to the market crash and is the best state to hedge against the crash. The figures are recreated based on the Ref. \cite{4}.

jumps shortly to another state and bounces back or evolves further. Transitions to nearby states are highly probable. Highest transition counts of market states occurs when market remains in the same state i.e. along the diagonal followed by first off diagonal as transitions to nearby states. The jump from the lowest $S1$ and $S2$ state to the critical state ($S4$ in USA and $S5$ in JPN) is less probable which acts as a precursor to the critical state and as a best state to hedge against the critical state.

Recently, Pharasi et. al. in Ref. \cite{3} have presented an improved criteria for the classification of “market state”, mainly due to the increased attention to the transition matrix of paired states. The optimization of the number of market states is done by using the following two parameters: number of clusters and noise suppression. However, here the preference is given to the transition matrix which avoids large jumps from lower states to the critical state. It brings a better perspective to hedge against the market’s critical events without a prohibitive cost. By using the same overlapping epoch of length 20 days but the shifts of 1 day, the results showed significantly improved statistics as compared to the shift of 10 days in Ref\cite{4}. Figure 4 (a) and (b) show the identification of number of market states for S&P 500 ($N = 350$ stocks) and Nikkei 225 ($N = 156$ stocks)
Figure 4. Identification of number of market states based on minimum standard deviation of intra cluster distances $\sigma_{d_{intra}}$ (colorbar) for (a) S&P 500 and (b) Nikkei 225 markets. For the correlation analysis considered in Ref. 3, $N = 350$ stocks of the S&P 500 index and $N = 156$ stocks of the Nikkei 225 index traded over 14-year period from 2006-2019 for overlapping epochs of length $T = 20$ days shifted of $\Delta = 1$ day are used. Plots show the measure of $\sigma_{d_{intra}}$ (colorbar) as a function of noise suppression parameter $\varepsilon$ (zoomed in portion of Fig. 1 in Ref3). We have found that the minimum of $\sigma_{d_{intra}}$ calculated over 1000 initial conditions for $k \geq 4$ at $k = 5$ and $\varepsilon = 0.9$ for S&P 500 and at $k = 7$ and $\varepsilon = 0$ for Nikkei 225 markets. Plots (c) and (d) show the 2D projection of 3D $k$-means clustering for S&P market on $xz$-plane and Nikkei 225 market on $xy$-plane, respectively. It is important to note that the cluster distributions (only horizontal in the USA but both horizontal and vertical in JPN) for the two markets are significantly different. The figure is adapted from Ref.3.
Figure 5. Schematic diagram of average correlation matrices of (a) five market states of S&P 500 and (b) and seven market states of Nikkei 225 markets over the period of 2006-2019. The average is taken over all the correlation matrices of each market state. The correlation structure as well as mean correlations varies over different market states. Color map plots show the transition counts of paired market states (MS) for (c) S&P 500 with $k = 5$ clusters and noise-suppression parameter $\varepsilon = 0.9$ and (d) Nikkei 225 market with $k = 7$ clusters and without noise-suppression ($\varepsilon = 0$). The transition matrix for (b) S&P 500 market is nearly tridiagonal and shows zero transitions from lower states (S1, S2, and S3) to critical state (S5) with twelve transitions from the penultimate state (S4) to critical state (S5). Thus, S4 behaves as a precursor to the market crashes and a good agent to hedge. For (d) Nikkei 225 market, the transition counts of the paired market states between S2 and S3 are smaller than S2 and S4. Here, state S6 behaves as a precursor to the critical state S7. The figure is adapted from Ref. 3.
for S&P 500 market is nearly tridiagonal and shows zero transitions from lower states (S1, S2, and S3) to critical state (S5) with twelve transitions from penultimate state (S4) to critical state (S5). Thus, S4 behaves as a precursor to the market crashes and a good agent to hedge. For Nikkei 225 market, the transition counts of the paired market states between S2 and S3 (S2→S3=25, vertically stacked) are smaller than S2 and S4 (S2→S4=45, in horizontal direction). The same behavior is noticed during the transitions between states S4 and S5, and S4 and S6. Therefore, state S6 behaves as a precursor to the critical state S7 with one transition, contrary to S&P 500, from S5 to critical state S7.

4 Sectorial analysis

We consider here the same data of dε of dε = less number of epochs in critical state which would be helpful for better risk assessment. The transition matrix, shown in Figs. 7 (d) for Nikkei 225, with eight number of clusters has stock analysis in Fig. 5. Furthermore, by increasing the number of clusters provide us appropriate way in which risk assessment a valuable tool to analyze the behavior of critical state (S5) are shown in Figs. 7 (b) and (d), respectively. In this method, we obtained from the stocks analysis (see, Fig. 4 (d)). The Japanese market is more complex than USA market and the distribution of transition matrix which avoids large jumps from lower states to the critical state and (ii) the similar distribution of clusters as obtained from the stocks analysis (see, Fig. 4 (d)). The Japanese market is more complex than USA market and the distribution of k-means clusters (k = 8) is in both vertical and horizontal directions in JPN market which is only horizontal direction for USA market. The transition matrix, consists of transition counts between different states, for S&P 500 and Nikkei 225 represent a valuable tool to analyze the behavior of critical state (S5) are shown in Figs. 7 (b) and (d), respectively. In this method, we have found that the number of epochs in the crash state of S&P 500 market are higher (false positive) than one obtained from stock analysis in Fig. 5. Furthermore, by increasing the number of clusters provide us appropriate way in which risk assessment can be studied with further details. The transition matrix, shown in Figs. 7 (d) for Nikkei 225, with eight number of clusters has less number of epochs in critical state which would be helpful for better risk assessment.

The displacement between stocks analysis and sector analysis for S&P 500 with five market states and noise suppressed ε = 0.2 is equal to 465 days. We must note that the maximum of displacement, in this case, is d_l = ±1, with respect to the stock analysis of the Ref. 3. There are 3038 epochs which remain in the same states and we have 309 epochs with displacement of d_l = ±1 and 156 epochs with displacement of d_l = ±1. On the other hand, the maximum of displacement for Nikkei 225 with eight market states and noise suppressed ε = 0.7 is equal to ±3. We have 14, 25, 813, 2074, 419, 94, 0 epochs with displacement of d_l = −3, −2, −1, 0, 1, 2, 3, respectively.
Figure 6. Optimization of number of market states based on the minimum standard deviation of intra cluster distances $\sigma_{\text{d}_{\text{intra}}}$ for (a) S&P 500, and (b) Nikkei 225 markets. We use MDS map, constructed from noise suppressed sectorial averaged matrices $M$, for $k$-means clustering. We use 1000 different initial conditions for the calculation of $\sigma_{\text{d}_{\text{intra}}}$. According to the minimum of standard deviations of intra cluster distances, the best choice ($k > 4$) for (a) S&P 500 is $k = 5$ clusters and $\varepsilon = 0.2$, and for Nikkei 225, $k = 5$ clusters and $\varepsilon = 0.3$.

5 Trajectories in the correlation matrix space

In this section, we compare the COVID-19 crash of S&P 500 and Nikkei 225 market with other critical events as well as normal periods of both markets. For this purpose, we considered the daily adjusted closure price data and the observation period is given in Tables 2 and 3 ($N = 475$ for S&P 500 and $N = 204$ for Nikkei 225 from November 2019-June 2020). We consider the
Figure 7. Classification of the US market into five market states (top row) and the Japanese market into eight market states (bottom row). Plots show the 2D projection of 3D $k$-means clustering constructed from noise suppressed matrices $M$ with (a) $\varepsilon = 0.2$ for S&P 500 and (c) $\varepsilon = 0.7$ for Nikkei 225 markets. Color map plots for (b) S&P 500 and (d) Nikkei 225 markets show the transition counts of paired market states. For S&P 500 market, we optimize the number of clusters using $\sigma_{d_{iaww}}$ using Fig 6 (a). For the classification of the Japanese market into market states, we preferred eight clusters over five due to the transition matrix which avoids large jumps from lower states to the critical state.

observation period of 125 trading days keeping the crash day at the center.

Table 1. The table shows the correlation, measured for all consecutive pairs of co-ordinates of MDS at various dimensions. Here, $D_1 = 1, D_2 = 2, D_3 = 3, D_4 = 4, D_{\max} =$ size of $\zeta$. We consider here crashes in 2008, 2010, 2011, 2015, COVID-19, 1987, two normal periods- 2006 and 2017, and for the 14 years’ data from 2006 – 2019 for the S&P 500 market. Except for the last case, we have taken the data of 125 trading days. The correlation is more between a higher dimension with the maximum dimension (size of $\zeta$).

| Correlation between | 1987  | 2006  | 2008  | 2010  | 2011  | 2015  | 2017  | COVID-19 | 2006-2019 |
|---------------------|-------|-------|-------|-------|-------|-------|-------|----------|-----------|
| $D_1$, $D_{\max}$  | 0.9455| 0.7360| 0.7065| 0.8817| 0.8957| 0.8940| 0.7916| 0.8602   | 0.8361    |
| $D_2$, $D_{\max}$  | 0.9490| 0.7673| 0.7384| 0.9035| 0.9205| 0.9010| 0.8797| 0.8731   | 0.8689    |
| $D_3$, $D_{\max}$  | 0.9569| 0.8407| 0.7776| 0.9253| 0.9362| 0.9119| 0.9146| 0.9081   | 0.8802    |
| $D_4$, $D_{\max}$  | 0.9633| 0.8561| 0.8694| 0.9374| 0.9399| 0.9279| 0.9274| 0.9145   | 0.8855    |
Figure 8. Evolution of the trajectories of the (dis-)similarity measure between consecutive correlation matrices in the correlation matrix space for S&P 500 market. The trajectories in 3D space is the projection of \( Fr(Fr - 1)/2 \) dimensional space of the similarity matrix \( \zeta \), with dimension \( Fr \times Fr \), using MDS for S&P 500 market for different time horizons: (a) 1987 Black Monday crash, (b) 2008 Lehman Brother crash, (c) 2017 normal period, and (d) COVID-19 crash. For the analysis, we have considered a period of 125 trading days keeping the crash date at the center (hollow black star). The trajectory consists of equidistant points with some intermittent abrupt increments during critical events. The (dis-)similarity measure is the distance among correlation matrices so when the transition occurs between two consecutive correlation matrices in the same or nearby market states then the corresponding distance measure shows small and nearly equidistant increments. When the transitions happen between different market states then the corresponding distance measure shows big increments. We have also compared here three crashes and one normal period.

5.1 Comparison of COVID-19 case with other crash and normal periods
We use MDS that reproduces the original metric or distances. Classical multidimensional scaling at various dimensions (D=1, 2, 3, 4, size of \( \zeta \)) of (dis)similarity matrix produces co-ordinates from a D-dimensional map. We can measure the Euclidean distance between pairs of all co-ordinates. Table 1 shows the correlation between the Euclidean distances at various dimensions for various crashes and normal periods. We consider here crashes at 2008, 2010, 2011, 2015, COVID-19, 1987, two normal periods- 2006 and 2017, and for the 14 years data from 2006 – 2019. Except for the last case, we have taken the
Figure 9. Evolution of the trajectories of the (dis-)similarity measure between consecutive correlation matrices in the correlation matrix space for Nikkei 225 market. The trajectories in 3D space is the projection of $Fr(Fr-1)/2$ dimensional space of the similarity matrix $\zeta$, with dimension $Fr \times Fr$, using MDS for S&P 500 market for different time horizons: (a) 1987 Black Monday crash, (b) 2008 Lehman Brother crash, (c) 2017 normal period, and (d) COVID-19 crash. For the analysis, we have considered time period of 125 trading days keeping the crash date at the center (hollow black star). We have also compared here three crashes and one normal periods.

Figure 8 and 9 show the dynamics of the (dis-)similarity measure between consecutive correlation matrices in the correlation matrix space for S&P 500 and Nikkei 225 markets, respectively. In the figures, we use MDS map to show the trajectories in 3D space for different time horizons: (a) 1987 Black Monday crash, (b) 2008 Lehman Brother crash, (c) 2017 normal period, and (d) COVID-19 crash. The crash date is highlighted with hollow black star symbol in the figure. Each point in the figure corresponds to a correlation matrix of 20 days epoch. The distance among correlation matrices is small when market remains in the same state or transition occurs in nearby market states showing nearly equidistant increments in the trajectory whereas when the transitions happens from lower states to higher market states during critical events then corresponding distance measure shows some intermittent abrupt increments.

data of 125 trading days. It is evident that the correlation coefficient is maximum for 4D and the size of $\zeta$ for all the analysis periods.
We have presented a brief overview of the evolution of the states of financial markets based on the similarity of correlation matrices obtained over $T = 40$ and 20 days epochs with shifts ranging from the entire length of the epoch using daily shifts. The adjusted closing data of the S&P 500 and the Nikkei 225 indices are appropriately purified. The line of ideas starts with the work by Munnix et. al.\(^1\) in 2012, where they proposed to group similar correlation structures as “market state” and showed the evolution of the financial market through these market states. They used a top-bottom $k$-means clustering technique, which was later replaced by minimization of intra-cluster size while requiring stability of noise reduction in order to determine the optimal

### Table 2.

The table shows characterization of critical and normal events based on the variance of MDS map of correlation matrix trajectories of 125 days (6 months approx.) for the S&P 500 market. The critical events are kept at the center of the trajectory, constructed from the overlapping epoch of $T = 20$ days and shifts of $\Delta = 1$ day. The second column provides the name of the various events and corresponding time periods are shown in third (Starting date) and fourth (End date) columns. Fifth, sixth, and seventh columns show the variances $\sigma^2_x$, $\sigma^2_y$, $\sigma^2_z$, respectively, of the 3D MDS map using the similarity matrices. For the analysis, we take the ratio of variances of y- and x- directions ($\sigma^2_r = \sigma^2_y/\sigma^2_x$) in eighth column. We have found that the ratio stays below 0.4 for critical events and goes above 0.4 for normal periods. There is a false positive event, the ratio for the critical event IPO Facebook Debut (Serial No 7) shows the value higher than 0.4, we are still investigating the reason behind it.

| Serial No | Period                              | Starting date | End date   | $\sigma^2_x$ | $\sigma^2_y$ | $\sigma^2_z$ | $\sigma^2_r$ |
|-----------|-------------------------------------|--------------|------------|-------------|-------------|-------------|-------------|
| 1         | Black Monday crash                  | Aug 4, 1987  | Jan 5, 1988 | 0.0248      | 0.0035      | 0.0029      | 0.142       |
| 2         | August 2011 fall                    | May 23, 2011 | Oct 21, 2011| 0.0213      | 0.0029      | 0.0017      | 0.1349      |
| 3         | DJ Flash crash                      | Feb 19, 2010 | Jul 22, 2010| 0.034       | 0.0038      | 0.0022      | 0.1109      |
| 4         | Lehman Brothers crash               | Jul 1, 2008  | Dec 1, 2008 | 0.0239      | 0.0035      | 0.0026      | 0.1442      |
| 5         | Covid-19 crash                      | Dec 27, 2019 | Jun 1, 2020 | 0.0303      | 0.0062      | 0.0032      | 0.2059      |
| 6         | Brexit                              | Apr 8, 2016  | Sep 8, 2016 | 0.0212      | 0.0054      | 0.0038      | 0.2538      |
| 7         | IPO Facebook Debut                  | Mar 5, 2012  | Aug 3, 2012 | 0.0089      | 0.0045      | 0.0034      | 0.5134      |
| 8         | Flash Freeze                        | Jun 7, 2013  | Nov 6, 2013 | 0.0114      | 0.0042      | 0.004      | 0.3661      |
| 9         | Treasury Freeze                     | Jul 31, 2014 | Dec 31, 2014| 0.0156      | 0.0051      | 0.0038      | 0.3249      |
| 10        | Chinese Black Monday                | Jun 9, 2015  | Nov 6, 2015 | 0.0255      | 0.0043      | 0.004      | 0.1671      |
| 11        | Normal-1(S1 to S2)                  | Jun 26, 2006 | Dec 26, 2006| 0.0071      | 0.005      | 0.0046      | 0.7098      |
| 12        | Normal-1(S1 to S2)                  | Sep 12, 2006 | Feb 14, 2007| 0.0061      | 0.0049      | 0.0047      | 0.8122      |
| 13        | Normal-1(S1 to S2)                  | Oct 10, 2016 | Mar 14, 2017| 0.0081      | 0.0063      | 0.0048      | 0.7823      |
| 14        | Normal-1(S1 to S2)                  | Mar 30, 2017 | Aug 30, 2017| 0.0074      | 0.0056      | 0.0041      | 0.7628      |
| 15        | Normal-1(S1 to S2)                  | Sep 1, 2017  | Feb 5, 2018 | 0.0079      | 0.0065      | 0.0051      | 0.8255      |
| 16        | Normal-2(S1 to S3)                  | Jun 1, 2006  | Oct 31, 2006| 0.0124      | 0.0052      | 0.0039      | 0.4161      |
| 17        | Normal-2(S1 to S3)                  | Mar 27, 2007 | Aug 27, 2007| 0.0105      | 0.0043      | 0.0036      | 0.4117      |
| 18        | Normal-2(S1 to S3)                  | Apr 21, 2009 | Sep 21, 2009| 0.0059      | 0.0049      | 0.0029      | 0.8198      |
| 19        | Normal-2(S1 to S3)                  | Sep 28, 2010 | Mar 1, 2011 | 0.0124      | 0.005      | 0.0042      | 0.4      |
| 20        | Normal-2(S1 to S3)                  | Jul 10, 2012 | Dec 11, 2012| 0.007       | 0.0051      | 0.0039      | 0.7345      |
| 21        | Normal-2(S1 to S3)                  | Jan 20, 2015 | Jun 22, 2015| 0.0073      | 0.0051      | 0.004      | 0.7066      |
| 22        | Normal-2(S1 to S3)                  | Apr 24, 2018 | Sep 24, 2018| 0.0082      | 0.0058      | 0.0047      | 0.7054      |

The Tables 2 and 3 show the analysis of characterization of critical and normal events based on the variance of MDS map of correlation matrix trajectories of 125 days (6 months approx.) for the S&P 500 and Nikkei 225 markets, respectively. We have considered data from various critical and normal periods, details are given in the second column of the table with the corresponding starting and ending date in third and fourth columns, respectively. We categorized the normal events into two groups: Normal-1 period, where the trajectory is bounded between states S1 and S2, and Normal-2 period, where the trajectory is bounded among three states S1 to S3 based on the characterization shown in Figs. 4 and 5. We use the variances of the 3D MDS map to calculate the ratio of variances of y- and x- directions ($\sigma^2_r = \sigma^2_y/\sigma^2_x$) in eighth column. Note that, the ratio stays below 0.4 for critical events and goes above 0.4 for normal periods. There is a false positive event for the critical event IPO Facebook Debut (Serial No 7) goes above 0.4. Also, for Nikkei 225 market the ratio of variances for the critical events in August 2011 fall (Serial No 2) and IPO Facebook Debut (Serial No 8) show the value higher than 0.4. We are still investigating the reason behind it.

### 6 Conclusions and future outlook

The Tables 2 and 3 show the analysis of characterization of critical and normal events based on the variance of MDS map of correlation matrix trajectories of 125 days (6 months approx.) for the S&P 500 and Nikkei 225 markets, respectively. We have considered data from various critical and normal periods, details are given in the second column of the table with the corresponding starting and ending date in third and fourth columns, respectively. We categorized the normal events into two groups: Normal-1 period, where the trajectory is bounded between states S1 and S2, and Normal-2 period, where the trajectory is bounded among three states S1 to S3 based on the characterization shown in Figs. 4 and 5. We use the variances of the 3D MDS map to calculate the ratio of variances of y- and x- directions ($\sigma^2_r = \sigma^2_y/\sigma^2_x$). Note that, the ratio stays below 0.4 for critical events and goes above 0.4 for normal periods. There is a false positive event for the S&P 500 market where the value for the critical event IPO Facebook Debut (Serial No 7) goes above 0.4. Also, for Nikkei 225 market the ratio of variances for the critical events in August 2011 fall (Serial No 2) and IPO Facebook Debut (Serial No 8) show the value higher than 0.4. We are still investigating the reason behind it.
number of clusters. We then describe a more recent development to take advantage of some remaining freedom of choice by searching for desirable properties of the transition matrix between states. It is important at this stage, to mention that noise reduction is carried out at the level of the correlation matrix rather than at the level of individual time series. We briefly discuss the power map introduced and used extensively by the group of Guhr et. al. 32, 34. The amusing interpretation of this method as an artificial lengthening of the time series 34 is revisited by analyzing its effects in synthetic data obtained from correlated Wishart ensembles 35.

The line of argument leads up to recent work detailing the use for risk assessment 3. It brings a better perspective to hedge against the market’s critical events without a prohibitive cost. By using the same overlapping epoch of length 20 days but the shifts of 1 day, the results showed significantly improved statistics as compared to 10 days shifts. Using this criterion over the period of 2006-2019, the S&P 500 and Nikkei 225 markets is characterized into five market states with $\varepsilon = 0.7$ and seven market states with $\varepsilon = 0$ (no suppression).

Further, we studied the cluster analysis of market states constructed from averaged intra- and inter-sectorial matrices to identify the market dynamics. Using the same data over the period 2016-2019, the results for S&P 500 and Nikkei 225 are statistically similar to the one obtained from the stock analysis. We showed that the better choice of transition matrix over a minimum of $\sigma_{\text{data}}$. In the Japanese case, the preference is given to a transition matrix that avoids large jumps from lower states to the critical state. Using this approach, we have a better transition matrix and similar distribution of clusters as obtained from the analysis of the stocks. Note that in this approach, we do not perform the clustering of a correlation matrix. A simple-minded approach averaging the series corresponding to each sector yields a different result that does not seem satisfactory. Finally, we try to look a little into the future, by inspecting the time dynamics in the dimensionally scaled space of the correlation matrices in a representation dimensionally scaled to three dimensions, which seems quite interesting, though no conclusions emerge. This leads to an alternative proposition using the market states as the domains on which symbolic dynamics can be built and another interesting topic of future research.
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Table 3. The table shows characterization of critical and normal events based on the variance of MDS map of correlation matrix trajectories of 125 days (6 months approx.) for the Nikkei 225 market. The details of the method is given in Table 2. The second column provides the name of the various events and corresponding time periods are shown in third (Starting date) and fourth (End date) columns. There are a few false positive events, the ratio for the critical event August 2011 fall (Serial No 2) and IPO Facebook Debut (Serial No 8) show the value higher than 0.4.

| Serial No | Event Description  | Starting date | End date | $\sigma^2$ | $\sigma_1^2$ | $\sigma_2^2$ | $\sigma_3^2$ |
|-----------|---------------------|---------------|----------|------------|-------------|-------------|-------------|
| 1         | Black Monday crash  | Aug 10, 1987  | Dec 26, 1987 | 0.0479     | 0.0055      | 0.0043      | 0.115       |
| 2         | August 2011 fall    | May 24, 2011  | Oct 25, 2011 | 0.0083     | 0.004       | 0.0025      | 0.4768      |
| 3         | DJ Flash crash      | Feb 15, 2010  | Jul 22, 2010 | 0.0118     | 0.0033      | 0.0024      | 0.2807      |
| 4         | Lehman Brothers crash | Jul 1, 2008   | Dec 4, 2008  | 0.0234     | 0.0038      | 0.0035      | 0.1638      |
| 5         | Covid-19 crash      | Dec 3, 2019   | May 15, 2020 | 0.014      | 0.0038      | 0.0035      | 0.2707      |
| 6         | Tsunami/Fukushima   | Dec 21, 2010  | Jun 1, 2011  | 0.0227     | 0.0042      | 0.0032      | 0.1835      |
| 7         | Brexit              | Apr 5, 2016   | Sep 8, 2016  | 0.0168     | 0.0052      | 0.0072      | 0.3072      |
| 8         | IPO Facebook Debut  | Feb 29, 2012  | Aug 2, 2012  | 0.0088     | 0.0041      | 0.0031      | 0.4676      |
| 9         | Flash Freeze        | Jun 7, 2013   | Nov 11, 2013 | 0.0071     | 0.0025      | 0.0002      | 0.3526      |
| 10        | Treasury Freeze     | Jul 29, 2014  | Jan 6, 2015  | 0.0185     | 0.0043      | 0.0032      | 0.2346      |
| 11        | Normal-1(S1 to S3)  | May 9, 2017   | Oct 4, 2017  | 0.0084     | 0.006       | 0.0009      | 0.7171      |
| 12        | Normal-1(S1 to S3)  | Jun 15, 2017  | Nov 10, 2017 | 0.0075     | 0.0062      | 0.0053      | 0.8251      |
| 13        | Normal-2(S1 to S4)  | Apr 19, 2017  | Sep 19, 2017 | 0.0104     | 0.006       | 0.0038      | 0.582       |
| 14        | Normal-2(S1 to S4)  | Jun 19, 2017  | Nov 14, 2017 | 0.0072     | 0.0061      | 0.0053      | 0.845       |
| 15        | Normal-2(S1 to S4)  | Aug 15, 2017  | Jan 10, 2018 | 0.01       | 0.0052      | 0.0045      | 0.523       |
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