Abstract

Aberration corrected scanning transmission electron microscopes (STEM) enable to determine local strain fields, composition and bonding states at atomic resolution. The precision to locate atomic columns is often obstructed by scan artifacts limiting the quantitative interpretation of STEM datasets. Here, a novel bias-corrected non-rigid registration approach is presented that compensates for fast and slow scan artifacts in STEM image series. The bias-correction is responsible for the correction of the slow scan artifacts and based on an explicit coupling of the deformations of the individual images in a series via a minimization of the average deformation. This allows to reduce fast scan noise in an image series and slow scan distortions simultaneously. The novel approach is tested on synthetic and experimental images and its implication on atomic resolution strain and elemental mapping is discussed.
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1. Introduction

Since the invention of aberration correction, scanning transmission electron microscopy (STEM) has become a powerful technique to image and analyze materials at ultimate atomic resolution [1]. The correction of lens errors enables outstanding resolution of down to 50 pm and a multitude of signals can be collected in each probe position simultaneously, since the convergent electron beam is scanned over the sample [2]. With the advancement of X-ray spectrometers for example, it is nowadays even possible to quantitatively determine the elemental distribution in a sample at atomic resolution [3]. A crucial aspect not only for spectroscopic imaging, but quantitative atomic resolution STEM in general, is the instrumental stability and with this the degree of scan noise and artifacts in an image [4, 5], as well as sample drift [6].

Novel ways to identify and compensate scan noise and linear sample drift of individually recorded STEM images were introduced by Jones and Nellist [5]. In an early study, Kimoto et al. [6] applied a rigid alignment of multiple images acquired with high pixel dwell time to improve the signal to noise ratio in atomic resolution STEM images. An approach to account for non-linear sample drift was introduced as revolving STEM (RevSTEM) [7]. Here, each image in an image series with high frame rate is rotated to determine the sample drift vector. Ophus et al. [8] developed a technique where only two orthogonal scans at medium frame rates are required. The non-linear distortion introduced by sample drift is reduced by correcting the scan line origins. A similar approach was introduced recently by Ning et al. [9] to also reduce STEM noise from orthogonally scanned image pairs. Novel approaches even apply complex scan patterns, such as spiral beam paths, to further reduce scan distortions and avoid line-by-line distortions stemming from the fast and slow scan directions of conventional scan patterns [10].

High frequency instabilities of >50 Hz, typically resulting from electronic noise, influence the scan system of the microscope and can effectively be reduced by employing a serial image acquisition scheme [11]. Here, images acquired at high frame rates are aligned and averaged to mainly compensate for fast scan noise. Accounting for local image distortions in consecutive frames led to the development of non-rigid image registration techniques [12, 13]. It was shown that even sub-picometer precision can be obtained in locating atomic column positions with increased signal-to-noise ratio [14]. Jones at el. [15] also showed that optimizing the acquisition conditions of the serial imaging and utilizing non-rigid registration greatly reduces the influence of slow scan distortions on atomically resolved strain maps. Correcting local image deformations is not only crucial to increase the precision in locating atomic column positions, but is also applicable to multi-frame spectroscopic datasets [15, 16, 17].

Here, we report about a novel extension of the non-rigid registration algorithm developed in [12] and its application to synthetic and experimental datasets to effectively reduce fast and slow scan noise in atomically resolved STEM images. In the first part, the mathematical description of the bias-corrected non-rigid registration approach is presented and tested on a synthetic dataset with intentionally introduced fast and slow scan noise. Bias-correction here means that the determined deformations of images in a series
are no longer depending on the coordinate system of the first image, but rather on the average coordinate system of the input series. This requires a direct coupling of the deformations with each other in the optimization algorithm. Methodologically, the main contribution of this paper is the addition of a deformation reduction step to the alternating minimization algorithm used in [12] that introduces the direct coupling needed for the bias-correction. In the subsequent part of the paper, the application of the new approach is tested on two experimental datasets acquired under different imaging conditions. The first experimental dataset shows the impact of the new bias-corrected approach on atomically resolved strain maps across a coherent interface. In the second example, its applicability and influence on a multi-frame acquisition under spectroscopic measurement conditions is demonstrated.

2. Materials and methods

The novel extension of the non-rigid registration algorithm is tested on two different material systems, a nano-dispersion hardened low-density steel and a C14-Fe Laves phase. Details on the processing conditions of the materials can be found in [18] and [19], respectively. The sample preparation routine by focused ion beam (FIB) milling of a needle-shaped specimen of the low-density steel is described in detail in [20]. Samples of the C14-Fe Nb Laves phase with 3 mm in diameter and 500 μm thickness were obtained by electrical discharge machining. After mechanical polishing to 150 μm thickness, the foils were twin-jet polished to perforation using a Struers Tenupol-5 and an electrolyte of 90 vol.% ethanol and 10 vol.% perchloric acid at -30°C.

STEM images were taken in a C₄ probe corrected Titan Themis 60-300 (FEI, Thermo Fisher Scientific) instrument with probe semi-convergence angles between 17 and 23.8 mrad and probe currents between 50 and 80 pA. The inner and outer collection angles of the annular detector were set from 58-75 mrad and 285-350 mrad, respectively. The image series for atomic resolution strain mapping in the nano-dispersion hardened steel were obtained for pixel dwell times of 2 μs with 20 to 30 images per series. The series acquired in the Laves phase contains 240 images taken with a pixel dwell times of 10 μs. The detailed parameters will be given in the text for each dataset.

2.1. Bias-corrected averaging using non-rigid registration

Consecutive images are aligned and averaged to account for sample drift and local distortions using the non-rigid registration strategy from [12], but with one novel extension that was first mentioned in [20]. In order to understand the need for an extension of [12], we first give a brief summary of this approach. Given a series of n consecutively acquired images \( f_1, \ldots, f_n \), the goal is to bring all images into a common coordinate system so that the images can be averaged into a single image with an improved signal-to-noise ratio. Given a candidate for the averaged image \( f \) (starting with \( f_1 \) as initial guess), for each image \( f_i \), one computes a deformation of the image domain \( \phi_i \) such that \( f_i \circ \phi_i \approx f \). Note that computing these deformations is numerically challenging due to the strong non-convexity of the associated optimization problems and requires sophisticated algorithms. Nevertheless, [12] provides an algorithm for this and we refer the reader to this paper for further details on computing the \( \phi_i \) for a given average image \( f \). Given deformations \( \phi_i \), the average image can then be computed by simply averaging \((e.g.\ with \ median\) the deformed images \( f_i \circ \phi_i \) pixel-wise. With the new average, one can again compute new deformations and iterate this procedure. Essentially, this means that the objective functional

\[
E[f, \phi_1, \ldots, \phi_n] = \sum_{i=1}^{n} \left( -\text{NCC}[f, f_i \circ \phi_i] \right) + \frac{\lambda}{2} \int_{\Omega} \|D\phi_i - \mathbb{1}\|^2 \, dx
\]

is minimized alternatingly with respect to the average \( f \) and the deformations \((\phi_1, \ldots, \phi_n)\), i.e. one alternates between minimizing \( E \) with respect to \((\phi_1, \ldots, \phi_n)\) for a fixed \( f \) and minimizing \( E \) with respect to \( f \) for fixed \((\phi_1, \ldots, \phi_n)\). One step of the alternating minimization strategy, i.e. first optimizing the deformations for a fixed average and then optimizing the average for fixed deformations, is called an outer iteration. The total number of outer iterations is a parameter of the method and denoted by \( K \). Note that we have used \( K = 3 \) in all experiments shown in this work. Moreover, \( \text{NCC}[f, g] \) denotes the normalized cross-correlation of the two images \( f \) and \( g \), i.e.

\[
\text{NCC}[f, g] := \frac{1}{|\Omega|} \int_{\Omega} \frac{(f - \overline{f})(g - \overline{g})}{\sigma_f \sigma_g} \, dx,
\]

where \( \overline{f} = \frac{1}{|\Omega|} \int_{\Omega} f \, dx \) is the mean value of \( f \) and \( \sigma_f = \sqrt{\frac{1}{|\Omega|} \int_{\Omega} (f - \overline{f})^2 \, dx} \) the standard deviation of \( f \). \( D\phi \) denotes the Jacobian matrix of \( \phi \) and \( \mathbb{1} \) is the identify matrix. Thus, \( D\phi - \mathbb{1} \) is the Jacobian of the displacement component of the deformation \( \phi \). As norm for this matrix, we use the Frobenius norm, i.e. the Euclidean norm of the matrix interpreted as long vector. \( \lambda > 0 \) is a parameter that controls the strength of the regularization induced by the norm of the Jacobian of the displacement. The advantage of the alternating minimization strategy is that the deformations \( \phi_i \) can be updated one at a time, since the deformations are not directly coupled with each other. The disadvantage is that the optimization of the deformations is tied to the coordinate system of \( f \). This effect can be illustrated with a synthetic input series.

We consider a series of 20 synthetic images where each frame contains random fast scan noise in the horizontal direction with a magnitude of \( \sim 25\% \) of the full width at half maximum (FWHM) of the Gaussian-shaped atomic column width. In the vertical direction, each frame is imposed with a sinusoidal wave expanding and compressing
the atomic columns, where every four unit cells are expanded, the other four are compressed, as shown in the top row of Fig. 1. This simulates strong instabilities resulting from slow scan noise and an imperfect repositioning of the electron beam after the fly back. As to be expected by a non-rigid averaging approach, [12] noticeably reduces the intensity noise without blurring the atomic columns, cf. lower left of Fig. 1. Due to the alternating minimization strategy in [12], the alignment is biased towards the coordinate system of the first frame of the series though, i.e. the average is essentially a denoised version of the first frame inheriting all of its slow scan noise. In contrast, the bias-corrected average obtained with the new approach, which will be discussed below, contains no discernible slow scan noise, but shows an atomic grid that has no distortion visible to the naked eye. It should be mentioned that the overall reduction of distortions with respect to single frame observations largely depends on the number of frames \(n\) in an image series and scales with \(1/\sqrt{n}\) as discussed in detail by Jones et al. [21].

Note that this series is not a realistic dataset and does not properly reflect the average reconstruction performance of [12], but was solely constructed to artificially illustrate and emphasize the initialization bias of the alternating strategy. Moreover, the regularization parameter was chosen to amplify the effect. We have used \(\lambda = 10^{-2}\) and additional regularization with the Laplacian of the deformation scaled by \(\lambda_{\text{lap}} = 10^{-4}\) to get sufficiently smooth deformations despite the low value of \(\lambda\). When using \(\lambda = 20\) and \(\lambda_{\text{lap}} = 0\), which is what we typically use and also use for all other experiments, the effect of the bias is much lower, cf. Fig. 1. Still, the distortion of the grid is visible to the naked eye. The bias was negligible for the datasets considered in [12, 14] as apparent from the precision analysis in [14], since the individual frames there do not have a strong non-local distortion, which is also the case for many other STEM datasets. This is different for the data considered here, but the effect can be corrected as follows. After determining deformations \(\phi_i\) such that the deformed \(i\)-th frame \(f_i \circ \phi_i\) resembles the average \(f\) via [12], these deformations are reduced by computing a deformation \(\psi\) that minimizes

\[
N[\psi; \phi_1, \ldots, \phi_n] := \sum_{i=1}^{n} \int_{\Omega} \|\phi_i(\psi(x)) - x\|^2 \, dx.
\]

This way, \(\psi\) collects the inverse of the bias, and the bias is removed by replacing \(\phi_i\) with \(\phi_i \circ \psi\) and \(f\) with \(f \circ \psi\). After this additional step, the new average is computed as in [12]. Note that the computation of \(\psi\) introduces a direct coupling of the \(\phi_i\), which [12] is lacking. Algorithm 1 summarizes the resulting minimization strategy. The registration and averaging steps are as in [12], the bias-reduction step is the addition proposed here. As in [12], we use 0.1\(\lambda\) instead of \(\lambda\) as regularization parameter for \(k \geq 2\). When applied to the artificial example we considered above (Fig. 1), the reduction removes the bias towards the first frame and leads to the expected distortion-free reconstruction.
Initialize the average with \( f := f_1 \).

\[ \text{for } k = 1, \ldots, K \text{ do} \]

% Registration step
For \( i = 1, \ldots, n \), compute \( \phi_i \) such that \( f_i \circ \phi_i \approx f \).

% Bias-reduction step
Compute \( \psi \) that minimizes \( N[\psi; \phi_1, \ldots, \phi_n] \).
For \( i = 1, \ldots, n \), replace \( \phi_i \) with \( \phi_i \circ \psi \).

% Averaging step
Update the average \( f \) based on fixed \( (\phi_1, \ldots, \phi_n) \).
\[ \text{end for} \]

Algorithm 1: Extended alternating minimization strategy

Structurally, the extended algorithm not only introduces a direct coupling of the \( \phi_i \), but can be interpreted as way to solve a two-level optimization problem: The minimizers of \( E[f, \phi_1, \ldots, \phi_n] \) are not unique, i.e. if \( (f, \phi_1, \ldots, \phi_n) \) minimizes \( E \) and \( \psi \) is a suitable coordinate transform, e.g. a translation, then \( (f \circ \psi, \phi_1 \circ \psi, \ldots, \phi_n \circ \psi) \) also minimizes \( E \). From these possible minimizers, the algorithm from [12] selects that minimizer where \( \phi_1 \approx \text{id} \), i.e. it inherits the coordinate system of \( f_1 \). Here, \( \text{id} \) denotes the identity mapping. The extended algorithm selects the minimizer where \( N[\text{id}, \phi_1, \ldots, \phi_n] \) is minimal. This is a consequence of \( N[\psi, \phi_1, \ldots, \phi_n] = N[\text{id}, \phi_1 \circ \psi, \ldots, \phi_n \circ \psi] \) and that \( E[f, \phi_1, \ldots, \phi_n] \approx E[f \circ \psi, \phi_1 \circ \psi, \ldots, \phi_n \circ \psi] \) for sufficiently smooth \( \psi \).

3. Results

3.1. Lattice strain determination at coherent interfaces

The novel extension of the minimization strategy is tested on two experimental datasets. In the first example, the method is applied to coherent interfaces between two \( \kappa \)-carbide nano-precipitates embedded in an face centered cubic (fcc) Fe matrix. The comparison of the non-rigid registration without and with bias-correction of a series of 20 individual images recorded with a dwell time of 2 \( \mu \text{s} \) per pixel is illustrated in Fig. 2. The ordered nature of the \( \kappa \)-carbide is clearly seen on the left and right side of the images in Figs. 2 a) and b) due to the Z-contrast in the HAADF images.

In the viewing direction of [001], the superlattice order of the Fe\(_3\)AlC \( \kappa \)-phase is represented by horizontal planes composed of Fe-rich (Z=26) columns and planes with alternating Fe and Al (Z=13) columns. The atomic columns in the vertical fcc-Fe matrix channel exhibit a homogeneous intensity distribution. In previous work, it was shown that the lattice parameter mismatch between the precipitate phases and the matrix leads to a tetragonal distortion of the narrow fcc-Fe matrix channel, since it is coherently constrained [20].

The difference image of the two non-rigidly registered datasets (Fig. 2 c)) reveals subtle differences especially in horizontal stripes across the entire image. This difference in the non-rigid registration approaches without and with bias-correction results from slow scan noise, since the slow scan direction aligns with the horizontal direction of the image coordinate system. The impact on atomic column displacements is further investigated by first fitting the peak positions with non-linear Gaussian functions. The peak maximum is taken as the center position of the atomic columns. The peak displacements are then obtained by determining the deviation of the actual peak positions to that of the mean lattice of the entire image. The peak displacement maps of both non-rigid registration approaches are shown in Fig. 3 for comparison. The displacement field in the dataset registered without bias-correction is noisier and the \( \delta_y \) component of Fig. 3 b) shows pronounced lattice dilation and expansion along the slow scan direction that...
is largely suppressed in the approach with bias correction shown in Fig. 3 d). The magnified central regions of the \( \delta_y \) components also indicate that the bias-correction is a way to effectively reduce the strong non-local distortions. The gradient of the displacement field directly obtains the strain in atomic resolution images [22] and it was shown that the lattice of the narrow matrix channel is compressed in the \( x \)-direction with respect to that of the \( \kappa \)-precipitates [20]. The strain field analysis will not be repeated here, but the implications especially on slow scan distortions of the obtained \( y \)-strain components are compared in Fig. 4.

For comparison, the first frame of the image series, its determined peak displacement \( \delta_y \) and corresponding strain map \( \epsilon_{yy} \) in slow scan direction are illustrated in Fig. 6. The strong artificial compression and expansion of the atomic column positions is clearly seen in the peak displacement map of Fig. 6 b), with a more inhomogeneous distribu-
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Figure 5: Displacement components of \( \phi_1 \), \( \phi_{10} \) and \( \phi_{19} \) corresponding
to the reconstruction results from Fig. 2. The large arrows in the
center show the global translation component of the displacements,
the small vectors visualize the local displacement after subtracting
the global translation component. All vectors are scaled by a factor
of 10 for the purpose of visualization.

3.2. Image series for atomic scale elemental mapping

The novel bias-corrected non-registration approach is also tested on a dataset under different experimental conditions that are optimized for elemental mapping at atomic resolution in a C14 Fe\(_2\)Nb Laves phase. The HAADF-STEM image reconstructed with the bias-corrected non-rigid registration approach viewed along the [1120] direction and projected crystal structures are shown in Fig. 7. Here, a series of 240 images with a pixel dwell time of 10 \( \mu \)s is aligned and registered under typical conditions used for atomic resolution elemental mapping.

The atomic structure of the Laves phase in this viewing direction can be described as a layered arrangement of alternating triple and single layers of atoms. The triple layers, containing both Fe and Nb atoms are separated by a single layer of Fe atoms arranged in a kagomé net
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developed image alignment techniques are able to measure and compensate non-local distortions in image series and with this are effective in reducing scan noise [11][11][21]. However, scan noise and instabilities are strongly depending on the microscope and room conditions. Hence, flexible and adaptable algorithms are required to compensate for the influence of instabilities in the most effective way.

The extension of the non-rigid registration approach developed in [12] presented here is demonstrated on a synthetic dataset containing both fast and slow scan noise. The biased-corrected approach is able to compensate for the non-local distortions, since the deformations are no longer biased towards the first frame in the series, but to the average coordinate system of the input series. This is achieved by removing systematic differences of the individual deformations to the identity mapping in an additional step. The bias-corrected approach is effectively reducing the non-local distortions stemming from artificial slow scan noise, as well as fast scan noise artifacts.

We also test how the bias correction in the new approach affects the determination of strain fields from atomic resolution STEM images. Here, we are focusing on the component in slow scan direction and it becomes evident that the influence of slow scan noise is reduced by more than 50% considering the total spread from negative to positive strain values as illustrated in Fig. 4. The mean and standard deviation of the $\epsilon_{yy}$ component are reduced from $2.0\% \pm 0.13\%$ to $0.2\% \pm 0.13\%$ for the approaches without and with bias-correction, respectively. As already pointed out by Jones et al. [15], the accuracy of peak fitting is another limiting factor in determining precise strain values, which is largely affected by the sample quality and the number of images in a dataset [21]. In comparison, a single frame of the image series is largely dominated by slow scan noise making the data almost uninterpretable. According to the ‘distortion-relative to a single frame’ criterion proposed by Jones et al. [21], the approach without bias correction reduces slow scan noise by 21 % and the bias-corrected non-rigid registration by 48 % with respect to the single frame.

In our case, the measurements were taken on the apex of a needle-shaped specimen prepared by focused ion beam milling, which introduces surface damage that obstructs the precise determination of lattice peak positions. The strain measurement suggests that even with the bias-corrected approach it is difficult to fully correct for the influence of slow scan instabilities, as also observed by [15]. The approach developed by Ophus et al. [8] only relying on two orthogonally scanned images is also able to greatly reduce the influence of scan noise in comparison to individual slow scan images, but also in their case, residual non-local distortions remain.

The novel non-rigid registration approach is also applicable to different experimental conditions, as shown in Figs. 7 and 8. The image series here is taken on the same microscope, but with larger pixel dwell time and more...
than 200 images in the series, representing conditions for atomic resolution chemical mapping. In this image series, the influence of slow scan noise is of minor impact, but still an inhomogeneous distortion exists in the images reconstructed by rigid alignment, since it only accounts for image translations in the series. The first image contains large non-local distortions and hence these deformations are transferred to the average of the entire image series by the bias-uncorrected non-rigid registration, leading to an overestimation of the average deformations. This also explains the strong deviations in the difference image of Fig. 8 c). Non-rigid registration has been successfully applied to improve the influence of scan distortions on atomically resolved elemental maps determined by energy dispersive X-ray spectroscopy (EDS) [15, 16]. Since spectroscopic imaging typically requires the collection of the X-ray signal over several minutes, the sample stability and experimental conditions are even more decisive to obtain interpretable results. The comparison of the rigid registration with the bias-corrected non-rigid alignment of Fig. 8 b) shows that especially in the lower right corner of the image, atomic column positions are displaced, which is not accounted for by the rigid alignment. This certainly influences not only the quality and distortions in the reconstructed image, but will also affect the quality of spectroscopic elemental maps [15]. Both presented non-rigid registration techniques are capable of minimizing these residual non-local distortions and produce similar results with a maximum peak displacement offset of 0.5 pixels. The comparison of the $\epsilon_{yy}$ strain maps illustrates that slow scan instabilities are less affecting the overall measurement quality, but non-local distortions are still present in the rigidly aligned dataset. This effect can be related to the different experimental conditions, compared to the previous example, since the series here was taken at higher magnification and hence the electron beam is moving over a smaller area as well as the largely increased number of frames in the series [21].

Instabilities in STEM are depending on the local room
conditions, microscope stability and can vary on a daily basis. The presented non-rigid registration can be used to monitor these instabilities and is adaptable to different experimental conditions, either used for atomic resolution strain or elemental mapping. With the developed methodology, it is even possible to determine the characteristics of slow scan effects so that the experimental conditions can be optimized to minimize their impact on the experiment. Residual distortions can then be compensated by the bias-corrected non-rigid registration to obtain images with a minimum amount of distortions.

5. Conclusions

To conclude, a novel extension of a non-rigid image registration is developed to reduce non-local distortions in STEM image series. The approach is versatile and can be applied to different serial imaging conditions whenever instrumental instabilities are degrading image quality in a STEM. The bias-corrected non-rigid registration is able to compensate for slow scan artifacts that otherwise obstruct the precise determination of atomically resolved strain fields within a sample. The approach is also applicable to long exposures at high pixel dwell times and several hundreds of frames per series. The presented methodology is very robust even when strong distortions are present and vary within the STEM image series.

It is envisioned that the new approach will also be coupled with spectroscopic signals and advanced denoising techniques to improve the quality and interpretability of atomic resolution elemental maps. The algorithm could also be directly used at the microscope to monitor the noise performance of the microscope and to optimize the image acquisition accordingly.

The C++ source code of the proposed method is available at [https://github.com/berkels/match-series](https://github.com/berkels/match-series)

Acknowledgements

B. Berkels was funded in part by the Excellence Initiative of the German Federal and State Governments. The authors kindly acknowledge Dr. Mengji Yao (MPIE) for preparing the low-density steel samples. We also thank Dr. Frank Stein (MPIE) and Dr. Michaela Slapáková (Charles University, Prague) for providing the Fe₂Nb alloy.

References

[1] Stephen J. Pennycook and Peter D Nellist, editors. *Scanning Transmission Electron Microscopy*, Springer, New York, NY, 2011.

[2] O. L. Krivanek, T. C. Lovejoy, and N. Dellby. Aberration-corrected STEM for atomic-resolution imaging and analysis. *Journal of Microscopy*, 259(3):165–172, 2015.

[3] G. Kothleitner, M. J. Neish, N. R. Lugg, S. D. Findlay, W. Grogger, F. Hofer, and L. J. Allen. Quantitative elemental mapping at atomic resolution using X-ray spectroscopy. *Physical Review Letters*, 112(8):1–5, 2014.

[4] Nadi Braidy, Yann Le Bouar, Sorin Lazar, and Christian Ricolleau. Correcting scanning instabilities from images of periodic structures. *Ultramicroscopy*, 118:67 – 76, 2012.

[5] Lewys Jones and Peter D. Nellist. Identifying and correcting scan noise and drift in the scanning transmission electron microscope. *Microscopy and Microanalysis*, 19:1050–1060, August 2013.

[6] Koji Kimoto, Toru Asaka, Xiuwen Yu, Takuro Nagai, Yoshiho Matsui, and Kazuo Ishizuka. Local crystal structure analysis with several piconewton precision using scanning transmission electron microscopy. *Ultramicroscopy*, 110(7):778–82, June 2010.

[7] Xiahan Sang and James M. LeBeau. Revolving scanning transmission electron microscopy: Correcting sample drift distortion without prior knowledge. *Ultramicroscopy*, 138:28–35, March 2014.

[8] Colin Ophus, Jim Ciston, and Chris T. Nelson. Correcting non-linear drift distortion of scanning probe and scanning transmission electron microscopies from image pairs with orthogonal scan directions. *Ultramicroscopy*, 162:1–9, 2016.

[9] Shoucong Ning, Takeshi Fujita, Anmin Nie, Ziqian Wang, Xiangdong Xu, Jianghua Chen, Mingwei Chen, Shuhuai Yao, and Tong Yi Zhang. Scanning distortion correction in STEM images. *Ultramicroscopy*, 184:274–283, 2018.

[10] Xiahan Sang, Andrew R Lupini, Jialai Ding, Sergio V Kalinin, Stephen Jesse, and Raymond R Unocic. Precision controlled atomic resolution scanning transmission electron microscopy using spiral scan pathways. *Scientific Reports*, 7:1–12, 2017.

[11] B. Berkels, R. Sharpley, P. Binev, A. Yankovich, F. Shi, P. Voyles, and W. Dahmen. High Precision STEM Imaging by Non-Rigid Alignment and Averaging of a Series of Short Exposures. *Microscopy and Microanalysis*, 18(52):300–301, 2012.

[12] Benjamin Berkels, Peter Binev, Douglas A. Blom, Wolfgang Dahmen, Robert C. Sharpley, and Thomas Vogt. Optimized imaging using non-rigid registration. *Ultramicroscopy*, 138:46–56, March 2014.

[13] Lewys Jones, Hao Yang, Timothy J. Pennycook, Matthew S. J. Marshall, Sandra Van Aert, Nigel D. Browning, Martin R. Castell, and Peter D. Nellist. Smart align - a new tool for robust non-rigid registration of scanning microscope data. *Advanced Structural and Chemical Imaging*, 1, 2015.

[14] Andrew B. Yankovich, Benjamin Berkels, Wolfgang Dahmen, Peter Binev, Sergio I. Sanchez, Steven A. Bradley, Ao Li, Isabel Szufarska, and Paul M. Voyles. Picometre-precision analysis of scanning transmission electron microscopy images of platinum nanocatalysts. *Nature Communications*, 5, June 2014.

[15] Lewys Jones, Askash Varambha, Richard Beanland, Demie Kepaptsoglou, Ian Griffiths, Akimitsu Ishizuka, Feridoon Azough, Robert Freer, Kazuo Ishizuka, David Cherns, Quentin M Ramasse, Sergio Leonso-Perez, and Peter D Nellist. Managing dose-, damage- and data-rates in multi-frame spectrum-imaging. *Microscopy*, 67:98–113, 2018.

[16] Andrew B. Yankovich, Chenyu Zhang, Albert Oh, Thomas J. A. Slater, Feridoon Azough, Robert Freer, Sarah J. Haigh, Rebecca Willett, and Paul M. Voyles. Non-rigid registration and non-local principle component analysis to improve electron microscopy spectrum images. *Nanotechnology*, 27(36):364001, 2016.

[17] Yi Wang, Michael R.S. Huang, Ute Salzberger, Kersten Hahn, Wilfried Sigle, and Peter A. van Aken. Towards atomically resolved EELS elemental and fine structure mapping via multi-frame and energy-offset correction spectroscopy. *Ultramicroscopy*, 184:98–105, 2018.

[18] M. J. Yao, P. Dey, J. B. Seol, P. Choi, M. Herbig, R. K W Marceau, T. Hickel, J. Neugebauer, and D. Raabe. Combined atom probe tomography and density functional theory investigation of the Al off-stoichiometry of κ-carbides in an austenitic Fe-Mn-Al-C low density steel. *Acta Materialia*, 106:229–238, 2016.

[19] S. Voß, F. Stein, M. Palm, and D. Raabe. Synthesis of defect-free single-phase bars of high-melting Laves phases through modified cold crucible levitation melting. *Materials Science and Engineering A*, 527(29-30):7848–7853, 2010.

[20] Christian H. Liesbicher, Mengji Yao, Poulumi Dey, Marta
Lipinska-Chwalek, Benjamin Berkels, Baptiste Gault, Tilmann Hickel, Michael Herbig, Joachim Mayer, Jörg Neugebauer, Dierk Raabe, Gerhard Dehm, and Christina Scheu. Tetragonal fcc-Fe induced by κ-carbide precipitates: Atomic scale insights from correlative electron microscopy, atom probe tomography and density functional theory. Physical Review Materials, 2:023804–1–023804–6, 2018.

[21] Lewys Jones, Sigurd Wenner, Magnus Nord, Per Harald Ninive, Ole Martin Løvvik, Randi Holmestad, and Peter D. Nellist. Optimising multi-frame adf-stem for high-precision atomic-resolution strain mapping. Ultramicroscopy, 179:57 – 62, 2017.

[22] Martin Hytch, Florent Houdellier, Florian Hüe, and Etienne Snoeck. Nanoscale holographic interferometry for strain measurements in electronic devices. Nature, 453(7198):1086–1089, 2008.

[23] Matthew F. Chisholm, Sharvan Kumar, and Peter Hazzledine. Dislocations in complex materials. Science, 2005.