Comparison of C4.5 algorithm with naive Bayesian method in classification of Diabetes Mellitus (A case study at Hasanuddin University hospital Makassar)
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Abstract. Diabetes mellitus (DM) is one of the chronic and deadly diseases that are widely observed in various countries today. This disease continues and is increasing to a very alarming stage. Indonesia ranks fourth in the world with the highest DM after the United States, India and China. The method used in this study is data collection, variable selection, classification methods, validation and evaluation and decision making. The algorithm used in this study is C4.5 Algorithm and Naive Bayesian Method using a dataset obtained from the results of Hasanuddin University hospital medical records. The results of calculations that have been done obtained accuracy on the C4.5 algorithm of 100% and on the Bayesian naive method obtained at 90%. From these results it can be concluded that to diagnose DM disease it is recommended to use the C4.5 Algorithm.

1. Introduction
Diabetes mellitus (DM) is a chronic disease characterized by hyperglycemia and glucose intolerance that occurs because the pancreas gland cannot produce insulin adequately or because the body cannot use insulin produced effectively [1].

WHO predicts an increase in the number of people with diabetes in Indonesia from 8.4 million in 2000 to around 21.3 million in 2030. International Diabetes Federation (IDF) in 2009 also predicted an increase in the number of DM patients from 7.0 million to 12.0 million in 2030 Although there are differences in prevalence rates, the second report shows an increase in the number of people with diabetes as much as 2-3 times in 2030. This makes Indonesia ranked 4th in the world after the United States, India and China [2]. Based on the results of the 2018 Basic Health Research (Risksdas) through examination of blood sugar, DM prevalence in Indonesia rose from 6.9% in 2013 to 8.5% in 2018. This is a large amount to be handled by Diabetes experts [3]. The high statistical figures, of course, should be anticipated by health service providers such as hospitals to prevent the explosion of diabetes patients [4].

In the field of medicine, there are many records of disease sufferers, one of which is DM. Very much data cannot be used if there is no information or conclusion from the data. Even a lot of data can actually become garbage and useless. Therefore it is necessary to do an extraction process to find information in data that has not been previously known. One method that can be used for this extraction process is machine learning.
Based on previous research, the machine learning approach can increase the risk of prediction on health output rather than the conventional approach undertaken by Selya and Anshutz [5]. Meanwhile Yusa and Sindu [6] used the C4.5 Decision Tree algorithm model for the classification of obesity. DeGrogory [7] has proven that machine learning algorithms provide a unique overview of the stages of data analysis applications in obesity. The research conducted by Farid Nurhidayat, determining the accuracy of the classification method using C4.5 based on particle swarm optimization algorithm on predictions of diabetes mellitus with the aim of getting the rule in predicting diabetes mellitus. The results of this study can be concluded that the C4.5 algorithm based on particle swarm optimization has accuracy and the AUCR value is higher than the C4.5 algorithm with the difference in accuracy value of 3.28% and the AUC value of 0.12%. Therefore, researchers feel also need to do this research by implementing data mining using the C4.5 and naïve Bayesian algorithm to diagnose DM disease.

2. Material and Methods

2.1 Data Source
The data of this study used the results of medical records of patients with diabetes mellitus in Hasanuddin University Hospital, Makassar City, with 127 patients. The variables of this study were gender, age, weight, height, fasting blood glucose, HDL cholesterol, LDL cholesterol, total cholesterol, triglycerides and DM status. The age interval for people with DM is around the age of 26-82 years.

2.2 Data Mining
Data mining is defined as the process of finding patterns in data. This process must be automatic or usually semi-automatic. The resulting pattern must mean that the pattern provides several advantages. The pattern is identified, validated, and used to make a prediction [8].

2.3 Classification
Classification is the process of finding a model (function) that describes and distinguishes a data class or concept that aims to be used to predict the class of objects whose label class is unknown [9]. Data classification consists of 2 steps process. The first is learning (training phase), the classification algorithm is made to analyze training data and then represented in the form of classification rules. The second process is the classification of testing data used to estimate the accuracy of the classification rules. The classification process is based on four components [10]. First, the class is a dependent variable in the form of categorical which represents the "label" contained in the object. Second, predictors are independent variables represented by data characteristics (attributes). Third, the training dataset is a data set that contains the values of the two components above which are used to determine the suitable class based on predictors. Fourth, testing the dataset contains new data that will be classified by the model that has been made and the classification accuracy evaluated. Classification is the process of finding a set of models (functions) that describe and distinguish concepts or classes of data, with the aim that the model can be used to predict the class of an object or data whose label class is unknown.

2.4 Decision Tree
Decision trees are prediction models using tree structures or hierarchical structures. Apart from being relatively fast development, the results of the models built are also easy to understand, so this Decision Tree is the most popular classification method used. Decision Tree is a flow chart like a tree structure, where each internal node shows a test on an attribute, each branch shows the results of a test and leaf node showing classes or class distribution.

2.5 C4.5 Algorithm
The basic concept of C4.5 Algorithm is to convert data into decision trees and rules. The C4.5 algorithm maps attributes to classes that can be applied to new classifications [9]. The advantages of C4.5 Algorithm are easy to understand, flexible and interesting because they can be visualized in images. In general, the C4.5 algorithm for building decision trees is as follows [11]:

1. Select the attribute as root based on the highest gain value on each attribute. The formula calculates gain:

\[
Gain(S, A) = Entropy(S) - \sum_{i=1}^{n} \frac{|S_i|}{|S|} \times Entropy(S_i)
\]

(1)

Information:
- \( S \): Set of cases
- \( A \): Attribute
- \( n \): Number of partition attributes \( A \)
- \( |S_i| \): Number of cases on the partition to \( i \)
- \( |S| \): Number of cases in \( S \)

Meanwhile to calculate the entropy value can be used with the formula:

\[
Entropy(S) = \sum_{i=1}^{n} p_i \times \log_2 p_i
\]

(2)

Information:
- \( S \): Set of cases
- \( A \): Features
- \( n \): Number of partitions \( S \)
- \( P_i \): Proportion of \( S_i \) to \( S \)

2. Make a branch on each value
3. The cases in the branch.
4. Repeat the process for each branch until all cases in the branch have the same class.

The advantages of C4.5 Algorithm are easy to understand, flexible and interesting because they can be visualized in images.

2.6 Naïve Bayesian Method

Bayes is a simple probabilistic based prediction technique based on the application of the Bayes theorem. The use of Bayes theorem on the Naïve Bayes method is by combining prior probability and conditional probability in a formula that can be used to calculate the probability of each possible classification. This independence model produces the best solution. The equation of the Bayes theorem is:

\[
P(H|X) = \frac{P(X|H) \times P(H)}{P(X)}
\]

(3)

Information:
- \( X \): Data with unknown classes
- \( H \): The data hypothesis is a specific class
- \( P(H|X) \): Probability of hypothesis \( H \) based on condition hypothesis \( X \)
- \( P(H) \): Probability of hypothesis \( H \)
- \( P(X|H) \): Probability of hypothesis \( X \) based on condition hypothesis \( H \)
- \( P(X) \): Probability of hypothesis \( X \)
Naïve Bayesian is a classifier with a statistical approach which can predict the probability of each class. The advantage of this Bayes grouping is that there is a high level of accuracy and speed in large data usage. Grouping Naïve Bayesian assumes that the attribute values on the class label are independent of other attribute values which can facilitate the calculation [12].

3. Result
The amount of data used in this study is 127 data.

| No | Variable | Scale | Information |
|----|----------|-------|-------------|
| 1  | Gender   | Nominal | 0 : women   |

From Table 1 the DM disease data obtained is not accompanied by a description that specifically explains the intent of each attribute obtained. This is a reference for researchers to be used as an initial step, which is analyzing the purpose of data with information retrieval. The information obtained is listed in Table 2:

Table 2. Variable datasets and descriptions

| No | Variable | Scale | Information |
|----|----------|-------|-------------|
| 1  | Gender   | Nominal | 0 : women   |
2 Age Ordinal

1: Men
2: 26 – 32 Years
3: 33 – 39 Years
4: 40 – 46 Years
5: 47 – 53 Years
6: 54 – 60 Years
7: 61 – 67 Years
8: 68 – 74 Years
9: 75 – 81 Years

3 Weight Ratio -

4 Height Ratio -

5 GDP Ordinal

1: Low, if the level is < 70 mg/dL
2: Normal, if the level is 70 – 100 mg/dL
3: Pre DM, if the level is 101-126 mg/dL
4: Height, if the level is > 126 mg/dL

6 HDL Ordinal

1: Normal, if the level is > 65 mg/dL
2: Low, if the level is < 65 mg/dL

7 LDL Ordinal

1: Normal, if the level is < 110 mg/dL
2: Height, if the level is > 110 mg/dL

8 Kolestrol Total Ordinal

1: Normal, if the level is < 200 mg/dL
2: Height, if the level is > 200 mg/dL

9 Trigliserida Ordinal

1: Normal, if the level is < 150 mg/dL
2: Height, if the level is > 150 mg/dL

3.1 Variable Selection

The number of variables in the data used in this study can cause data dimensions, which result in overfitting and underfitting. To overcome this problem, variable selection is carried out. To select the variables used by testing the Chi-Square Test \( (\chi^2) \). The Chi-Square test is applied to each variable, and is measured by the p-value. The most informative variables will be identified by sorting each variable based on the p-value. Determination of variable selection is by comparing the p-value with a significant level of 5%.

The hypothesis used is:

\[ H_0 \] : There is no influence between Variables - n with DM disease

\[ H_1 \] : There is an influence between Variables - n with DM disease

| Variabel     | P-Value   | Hasil     |
|--------------|-----------|-----------|
| Gender       | 0.7014    | No effect |
| Age          | 1.01E-06  | Take effect |
| Weight       | 6.52E-03  | Take effect |
| Height       | 0.004644  | Take effect |
| GDP          | 2.2E-16   | Take effect |
| HDL          | 0.08883   | No effect |
| LDL          | 6.76E-13  | Take effect |
The results obtained from table 3 are 7 variables that influence the age, weight, height, GDP, LDL, total cholesterol and Triglycerida and 2 variables that are not influential, namely Gender and HDL.

3.2 Process Method for Classification, Validation and Model Evaluation

From the results of calculations and trials using the R-Studio version 3.5.1 application with the C4.5 Algorithm and the Naive Bayesian Method produces the accuracy with the comparison found in Table 4.

| Criteria     | Algorithm C4.5 | Naive Bayesian |
|--------------|----------------|---------------|
| Accuracy     | 100%           | 92%           |
| Sensitivity  | 100%           | 85%           |
| Specificity  | 100%           | 94%           |
| AUC          | 100%           | 90%           |

The AUC value has a range between 50% and 100%. Interpretation of the AUC value can be classified into five different parts, namely 50% - 60% (incorrect accuracy), 61% - 70% (weak accuracy), 71% - 80% (moderate accuracy), 81% - 90% (high accuracy), and 91% - 100% (very high level of accuracy) [13].

For C4.5 Algorithm the performance of the model classification obtained criteria for Accuracy, Sensitivity, Specificity and AUC which is 100%, meaning that the model obtained is very good with a very high degree of accuracy while for the Naive Bayesian method the AUC value obtained is 90% which means the model got good and high accuracy.

4. Conclusion

From the results of the study it can be concluded that the C4.5 Algorithm has the best level of accuracy compared to using the Naive Bayes method with a difference of 10% accuracy.
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