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Abstract—Interferometric phase filtering is a crucial step in the interferometric synthetic aperture radar (InSAR) data processing, which is also important for improving the accuracy of topography mapping and deformation monitoring. Most of the commonly used phase filtering methods perform windowing computations based on the statistical characteristics of a single interferogram in the spatial or frequency domain. However, the difficulty in taking into account the diversity and complexity of the phase image results in filtering methods with weak denoising, limited detail preservation, and poor generalization ability. At the same time, regardless of the spatial or frequency domain, improved phase filtering performance inevitably leads to the problem of declining effectiveness. This article proposes a phase filtering method based on the deep convolution neural network with multiscale feature dynamic fusion (MSFF). Unlike the traditional feedforward neural networks, the proposed method adopts a strategy of multiscale feature dynamic fusion that accounts for the deep and shallow features of the interferometric phase while also taking into account image detail preservation and noise suppression during phase filtering. Based on both subjective and objective evaluations, the experimental results using the simulated data prove that the proposed method has better noise suppression and detail preservation than the commonly used methods and that the filtering performance is less dependent on noise level. Experiments using the real data confirm that the proposed method has better generalization ability and can meet the precision requirements of practical applications. The method presented in this article can provide a new approach for research in high-precision InSAR data processing technology while also offering technical support for practical InSAR applications.

Index Terms—Deep convolutional neural network (DCNN), feature learning, interferometric phase filtering, interferometric synthetic aperture radar (InSAR).

I. INTRODUCTION

INTERFEROMETRIC synthetic aperture radar (InSAR) is a high-precision microwave interferometry method that can perform large-scale terrain reconstruction and deformation monitoring. During the InSAR processing, two SAR complex images are multiplied by conjugation to obtain an InSAR interferometric phase image [4]. However, the inherent characteristics of SAR imaging systems inevitably introduce phase noise due to spatial and temporal decorrelations, atmospheric delay effect, thermal noise of the system, and others [5], [6], [7], resulting in inaccurate terrain or deformation inversion. InSAR interferometric phase filtering can suppress this phase noise and preserve phase details [8], thereby improving the accuracy of terrain reconstruction and deformation monitoring. Consequently, establishing an efficient and accurate InSAR interferometric phase filtering method is very important.

The traditional phase filtering methods can be divided into spatial domain filter and frequency domain filter [9]. In spatial domain, defined (linear or nonlinear) operations, such as Pivoting median filter [10], Boxcar filter [11], Lee filter [12], NL-InSAR filter [13], and InSAR-BM3D filter are performed on the neighborhood pixels of the phase images to complete image smoothing and denoising [14]. Pivoting median filtering and Boxcar filtering are local processing methods that only take neighborhood pixels into account, resulting in reduced image resolution and blurred phase edges after filtering. By contrast, NL-InSAR and InSAR-BM3D filtering methods carry out image smoothing and detail optimization based on similar patches in the interferometric phase images [15]. These methods improve performance, but they require huge amounts of calculation and reduce the efficiency of filtering processing. In addition, NL-InSAR and InSAR-BM3D filtering methods may introduce a staircasing effect [16], resulting in insufficient detail preservation. As for frequency domain filtering, such as Goldstein filter and local frequency compensation filter [17], [18], they transform the phase into the frequency domain by Fourier transform and perform thresholding or weighting according to the frequency distribution of the noise and phase
information to achieve noise suppression and detail preservation [19], [20], [21]. These methods have improved the ability to preserve details due to the ease of distinguishing frequency information. However, the lack of a reliable reference in frequency threshold processing often leads to an inability to suppress noise and preserve details, thereby resulting in poor generalizability [22]. For example, Goldstein filter endeavors to improve the ability to preserve details by restraining noise suppression, but this results in under smoothing in low-coherence areas and over smoothing in high-coherence areas.

According to the above, the problems currently faced by interferometric phase filtering can be roughly summarized as follows: 1) noise suppression is insufficient and detail preservation is limited, especially in areas with low-coherence and dense fringes; 2) model generalization ability is poor, and the filtering performance depends strongly on the noise level; and 3) efficiency is sacrificed while improving filtering performance.

In recent years, the application of deep convolutional neural networks (DCNNs) for interferometric phase filtering has become a hot topic in the research of InSAR data processing technology. One advantage of these networks is that they can utilize a large number of simulated phase images for supervised autonomous learning without a need for strict selection of features; rather, guided learning alone is required to achieve the desired goal [23], [24]. Among the existing DCNN-based filtering models, interferometric phase denoising convolutional neural network (IPDcNN) and Φ-net has a significant improvement in performance [25], [26], [27]. IPDcNN adopts the traditional feedforward sequential convolutional neural network, through residual learning, estimates the noise in the interferometric phase, and then removes the noise from the interferometric phase to obtain the filtered phase, this method can reduce the phase noise while protecting fringe edges and avoid the use of filter windows, and far outperforms traditional filtering methods in performance. Φ-net is based on U-net, and replaces the single U-net layers with residual blocks, the cascade of encoder and decoder stages used in combination with skip connections and residual shortcuts enables an effective representation of the interferometric signal and the superimposed noise. Φ-net framework takes into account the ability of U-net to restore information at different scales and the generalization ability of the model applied to the real phase. The IPDcNN and Φ-net show the great potential of DCNN in phase filtering, however, they cannot take into account the different feature expression capabilities of feature maps at different scales, which also represent the importance of feature maps at different scales, this importance affects the performance and generalization ability of the model, therefore, in order to continue to optimize the performance of filtering methods, the importance of feature maps at different scales should be considered.

The published literature shows that extracting the interrelated information between channels can effectively take into account the different scales of semantic information in the feature extraction process [28], thereby avoiding the loss of information and the lack of model generalization ability caused by the change of the spatial scale of the feature map with pooling [29]. By contrast, the Squeeze and Excitation block (SE-block) can provide an attention mechanism for dynamic adjustment of feature weights after multiscale feature fusion (MSFF) to improve network training efficiency and network performance [30]. Inspired by this observation, we adjusted the traditional feedforward sequential neural network into an MSFF DCNN to account for deep and shallow features during model training. We constructed a multidepth fusion feature map and then used SE-block to dynamically adjust the weight distribution of the feature maps in the channel dimension to form a channel-dimensional attention mechanism. The resulting multiscale feature dynamic fusion model considers multilevel semantic information and is therefore helpful for both preservation of details and noise removal in interferometric phase filtering.

Obtaining a large number of real clean images as supervision for network model training is impossible in practice [31]; therefore, simulation methods are needed to generate datasets. Interferometric phase image simulation based on the real digital elevation model (DEM) is a previously used dataset simulation method [32], but using this method to simulate the interferometric phase is not economical. On the one hand, the huge amount of data in a real terrain imposes very high hardware requirements for phase image simulation. On the other hand, training of the network model for interferometric phase image filtering does not require simulation of the real terrain data of a specific area; instead, the hope is that terrain with different characteristics can be flexibly generated to meet different requirements. In addition, when using the real DEM to synthesize the simulated phase to ensure the reliability of the sample and the rationality of the sample distribution, the DEM must be calibrated and screened, which also increases a lot of labor costs. The application of fractal technology can generate terrain and solve this problem, as this technology can generate simulation data that approximate the real terrain with a small amount of calculation. One mathematical fractal method for simulating terrain is the diamond square algorithm [33], which can simulate terrain of any type and roughness by adjusting random parameters. When combined with InSAR geometry parameters, the diamond square algorithm can generate a large number of multitype simulated phase images for model training and testing. Therefore, the present article uses the diamond square algorithm based method to randomly simulate phase images that closely approximates the real situation.

The main objectives of this article are 1) to simulate and generate large amounts of simulated interferometric phase images for model training and testing by combining the diamond square method and the InSAR phase computing method; 2) to build a DCNN model with an MSFF network (named MSFF-DCNN) by combining it with SE-block; and 3) to compare the proposed method and commonly used methods based on both simulated and real data. The visual performance of the filtering method is assessed with subjective evaluation methods, and the subjective evaluation is verified and supplemented by objective evaluation methods.

II. MATERIALS AND METHODS

In this article, the InSAR interferometric phase simulation method based on the diamond square algorithm is first described to create the dataset required for model training and testing. The
The proposed MSFF-DCNN model is then built to predict simulated data and real data. Finally, filtering performance evaluation methods, including subjective evaluation and objective evaluation of interferometric phase filtering are used to evaluate the performance of the MSFF-DCNN model [9]. Fig. 1 shows the flow chart of the research idea in this article, and the methods in this article are also elaborated in this section.

A. Dataset

In practice, we cannot obtain a real InSAR interferometric phase with corresponding clean phase images, but the network requires a large amount of interferometric phase images with label images for training [34]. Therefore, simulated data are used as the input for network training. In this article, the simulation method for the interferometric phase images consists mainly of two steps: the first step is terrain data simulation based on the diamond square algorithm to provide a simulated terrain for interferometric phase calculation, and the second step is calculation of the interferometric phase and transformation according to the simulated terrain and InSAR interferometric geometry. The end result is the generation of the dataset needed for model training and testing.

1) Terrain Data Simulation: The diamond square algorithm starts with a two-dimensional (2-D) array of squares with a width and height of $2n + 1$ ($n$ starts at 0 in this article). It first sets the four corners of the array to random initial values within the elevation range (set to 0–1500 in this article), and then performs the diamond and square steps recursively, until a random matrix of a certain size (set to $256 \times 256$ in this article) is generated as simulated terrain data. Each recursion consists of two steps: the diamond step and the square step.

Fig. 2 shows the first two recursions of the diamond square method, and we briefly explain the principle of the diamond square algorithm.

1) Diamond step: finding the midpoints of the square

For each square in the 2-D array, the midpoint of the square is set as the average value of the four corners plus a random value. A larger range of random values will generate a rougher simulated terrain. In this article, the random value is set at $[-100, 100]$.

2) Interferometric Phase Calculation and Transformation:

2) Square step: Finding the value of the midpoints on each side of the square

For each diamond in a 2-D array, the midpoint of the diamond is set to the average of the four corners plus a finite random value.
Fig. 2. Schematic of diamond square algorithm, showing two recursions.

Fig. 3. As the number of recursive increases, the generation process of terrain data.

We recursively use these two steps to generate simulated terrain data with various distribution characteristics. Fig. 3 shows the process used for generation of the terrain data with increasing recursion times.

The calculation of the simulated interferometric phase first requires radar-coding of the terrain model; that is, the geometric parameters of the radar satellite interferometry are used to convert terrain data from the terrain coordinate system to the radar coordinate system [35]. The relative position of the radar satellite and terrain in the radar coordinate system is then used to calculate the interferometric phase, and the phase noise of the zero mean additive Gaussian distribution with a different level is added to obtain the interferometric phase with noise [36]. The input and output data of the network are then obtained by transforming the interferometric phase from a real to a complex field. The process for interferometric phase calculation and transformation is shown in Fig. 4.

1) Radar-coding of terrain data and interferometric phase calculation

Fig. 5 shows two images of the same target $P$ along slightly deviated orbits. At $S_1$ and $S_2$, the radar sensor transmits electromagnetic waves to the ground target and receives its echo signal, respectively. Here, $h$ is the distance from the target point $P$ to the reference ellipsoid along the normal direction, and $R_1$ and $R_2$ are the slant distances from point $P$ to $S_1$ (corresponding to the main image) and $S_2$ (corresponding to the secondary image), respectively. $B$ is the baseline during the two satellite transits, $B_{\perp}$ is the vertical baseline, $\theta$ is the incident angle, and $\alpha$ is the angle of the baseline relative to the reference horizontal plane. In this article, the radar-coding parameters are set to random values that conform to the satellite attitude and position parameters of sentinel-1A, as shown in the box in Fig. 5.

According to the parameter settings of the Radar-coding and the relative position between the ground objects and the radar satellites, the clean wrapped interferometric phase at point $P$ can
be expressed as [37]

\[ \varphi_{\text{clean}} = \operatorname{wrap} \left( \frac{4\pi}{\lambda} \times \frac{B_1 h}{P_1 \sin(\theta)} \right) \]

(1)

where \( \varphi_{\text{clean}} \) is the noise-free phase image and \( \operatorname{wrap}(\cdot) \) denotes a wrapping function that returns the wrapped phase [38].

To obtain the noisy phase (\( \varphi_{\text{noisy}} \)) corresponding to the clean phase (\( \varphi_{\text{clean}} \)), random additive Gaussian noise (\( v_G \)) is added to the clean phase in phase simulation [39]

\[ \varphi_{\text{noisy}} = \varphi_{\text{clean}} + v_G \]

(2)

where \( \varphi_{\text{clean}} \) and \( v_G \) are two independent variables, the estimated \( \varphi_{\text{clean}} \) will be obtained by filtering the \( \varphi_{\text{noisy}} \).

2) Phase transformation and dataset generation

The interferometric phase has a wrapping property and changes periodically between \((-\pi, \pi]\). A correct calculation of the phase gradient for phase unwrapping requires preservation of the phase jump between \(-\pi \) and \( \pi \) [40]. If the interferometric phase value is directly used as the input and output of the network, the phase edge can easily be mistaken for noise, leading to instability of the network training and a poor denoising effect. Therefore, (3) is used to convert the simulated interferometric phase from the real to the complex field, and the real and imaginary parts are trained as the input and output of the network, respectively. The prediction results are returned to the real field phase by (4), thereby avoiding the network training instability caused by the phase jump and the poor filtering effect of the model. Fig. 6 shows the cross-section of the interferometric phase fringes in the dataset transformation process, and the figure shows that the phase jump disappeared after the transformation of the real into the complex field.

The interferometric phase in complex number field can be expressed as

\[ \varphi_{\text{cpx}} = j \cdot \sin(\phi) + \cos(\phi) \]

(3)

where \( \varphi_{\text{cpx}} \) is the complex phase and \( j \) is the imaginary unit.

After phase filtering, the interferometric phase in the real number field can be calculated by

\[ \varphi = \arg(\varphi_{\text{cpx}}) \]

(4)

where \( \varphi \) is the phase in real number field and \( \arg(.) \) is the function to find the argument of \( \varphi_{\text{cpx}} \).

The cross-section of the phase is shown in Fig. 6.

Steps (1) and (2) were recycled to generate 5000 pairs of 256x256 real and complex interferometric phases. Ultimately, 4000 pairs of real and imaginary training sets and 1000 pairs of testing sets were generated. Fig. 7 shows representative sample data before and after phase transformation.

B. Squeeze and Excitation Block (SE-Block)

In feature learning, the SE-block can provide an attention mechanism that is responsible for adjusting the weight of the channel dimension of the feature maps, fitting the complex correlation of different types or different scales of features, and improving the performance of the network, while reducing the time complexity and spatial complexity [41]. Therefore, we embedded an SE-block in the proposed network model. Next, we introduce details of the structure and principle of the SE-block. The SE-block can efficiently utilize different scales or different types of feature maps. After fusion of different scales or different types of features, the SE-block is added to explore the weight relation of the different features. As shown in Fig. 8, the SE-block can assign different weights to different channel dimensions of the feature map. This block is used to obtain feature vectors from the fused feature map through global average pooling, and then to add nonlinear processing through two dense layers to fit the complex channel dimension correlation between features. The number of output units of the first dense layer is 1/3 of the channel dimension of the fusion feature map, while the number of output units of the second dense layer is the same as that of the channel dimension of the fusion feature map. The sigmoid function is used in the second dense layer to return a vector of weights between 0 and 1. Ultimately, the combined weight vector and fused feature map are obtained by Hadamard product operation, and the different channels are given different weights to obtain the weighted feature map that is used as the basis for the final prediction.

In general, the SE-block can be divided into two steps: spatial squeeze and channel excitation. The spatial squeeze step produced a compressed feature vector \( \hat{D} \in \mathbb{R}^{1 \times 1 \times C} \) by a global average pooling layer, and the \( C \)th element of the vector \( D \) can be obtained by [42]

\[ d_c = \frac{1}{M \times N} \sum_{x=1}^{M} \sum_{y=1}^{N} V_C(x, y). \]

(5)

The step of channel excitation step uses the vector \( D \) to obtain the importance of the feature map (\( V \)) in the channel dimension. The vector \( D \) is adjusted to \( \hat{D} = P_1(\delta(P_2 V)) \), \( P_1 \in \mathbb{R}^{C \times C} \), \( P_2 \in \mathbb{R}^{C \times C} \), and \( P_1 \) and \( P_2 \) are the parameter used to adjust the weight distribution between each channel. Through the activation function [sigmoid function \( \sigma(\cdot) \)], the range of \( \hat{D} \) is adjusted to be between 0 and 1. Finally, the weight-adjusted feature map \( \hat{V}_{\text{SE}} \) is the Hadamard product of \( \sigma(\hat{d}_c) \) and \( V \) [Formula (6)]

\[ \hat{V}_{\text{SE}} = F_{\text{SE}}(V) = [\sigma(\hat{d}_1)V_1, \sigma(\hat{d}_2)V_2, \ldots, \sigma(\hat{d}_C)V_C]. \]

(6)
The scalar $\sigma(\hat{d}_i)$ is the weight of each channel dimension, which means the importance of the $i$th channel. During the feature learning, these weights are adaptively adjusted to weaken the unimportant channels and emphasize the important ones.

### C. MSFF-DCNN Network Structure

This study proposes an MSFF-DCNN for InSAR interferometric phase filtering. The model adopts a dual-input, dual-output structure, with the main structure mainly divided into three processes: downsampling and feature encoding; upsampling and MSFF; and image reconstruction and generation. The structure of MSFF-DCNN is shown in Fig. 9.

1) **Downsampling and Feature Encoding**: The downsampling and feature encoding process occurs from input to dropout-1. First, features are extracted using 2-D convolution for real and imaginary inputs, and then the concatenate layer and SE-block are used to integrate the real and imaginary features and weight the channel dimensions. Finally, features are encoded by stepwise downsampling using the layers of 2-D-convolution, max-pooling, batch normalization (BN), and dropout. In this process, the size of convolutional kernels is $3 \times 3$, and the filling method of the feature map is set to “same” to ensure a consistent size of the output feature maps and the current one. The output channel of the convolutional layer increases as the size of feature maps decreases, with a gradual increase from a minimum of 32 to 128 256. The size of the feature map is reduced from the original $256 \times 256$ to $64 \times 64$ after two downsampling operations with the same scale. During the pooling process, the window size for pooling under the maximum-size feature map is $2 \times 2$, the step size is 2, and the feature map filling method of all pooling layers is “valid”; therefore, no repetition occurs under the premise of completely traversing all pixels. The pixel values are calculated,
and the width and height of the feature map are reduced to the desired size.

In the process of deep network training, due to the internal covariate shift, the network fitting speed will be slower, so the required learning rate will be smaller. This not only reduces the generalization ability of the model, but it also increases time consumption in training. BN can effectively solve this problem [43]; therefore, we use BN after the two convolutions in CCBD-i (i = 1, 2, 3, 4) (the CCBD block contains two convolutional layers, a BN layer, and a dropout layer) to speed up the network training and improve the ability of generalization. According to published literature and a large number of subsequent experimental demonstrations [44], dropout can effectively prevent the occurrence of overfitting, and achieve the effect of regularization to a certain extent. Therefore, adding a dropout layer after BN drops neurons with a probability of 0.25 to prevent the network from overfitting.

2) Upsampling and Multiscale Feature Fusion: The upsampling and MSFF process uses multilayer and multipath upsampling and convolution to generate multiscale feature maps, which are then dynamically fused using concatenate layer and the SE-block. Path 1 starts from dropout-3, and goes through upsampling-1, Conv-9, upsampling-2, and Conv-10, to enlarge the feature map size from 64 × 64 to 256 × 256, and generate the first-scale feature map. Path 2 starts from dropout-1 and uses one convolution (Conv-5-2) directly as the second-scale feature map without resizing. Path 3 starts from dropout-2, and goes through an upsampling (upsampling-1-2) and convolution (Conv-7-2), thereby expanding the feature map size from 128 × 128 to 256 × 256 to generate the third-scale features. We then use concatenate-2 to splice the three-scale feature maps in the channel dimension to generate a feature matrix that takes into account the deep and shallow features. The use of SE-2 then dynamically adjusts the feature weight of the channel dimension to generate a feature map with a channel attention mechanism. In the three upsamplings in this process, the sampling factor is 2 in both rows and columns, the interpolation method is “nearest,” and the convolution kernel size of the convolutional layer connected after each upsampling layer is the same as that of the upsampling factor (2 × 2) to reduce the mosaic effect caused by the nearest neighbor algorithm in the upsampling layer [45].

3) Image Reconstruction and Generation: The image reconstruction and generation process includes gradient control and image detail reconstruction. After the network is trained through SE-2, the weight change of the channel dimension may cause a gradient disappearance problem. Therefore, we use CCBD-4 to avoid this gradient problem. After CCBD-4, the feature map is split into two paths, and Conv-13-1/2 and Conv-14-1/2 are used to gradually restore the imaginary and real parts of the interferometric phase. In this process, the number of output channels of the convolution layer continues to decrease. As the convolution proceeds, the number of channels gradually decreases from 128 to 32. The size of the convolution kernel in CCBD-4 is 3 × 3, after the feature is split, the sizes of the Conv-13-1/2 and Conv14-1/2 convolution kernels become 2 × 2 and 1 × 1, respectively, and their function is to gradually reduce the feature dimension and restore the real and imaginary image details.

Fig. 9. Structure of MSFF-DCNN.
TABLE I
CONFIGURATIONS OF EXPERIMENTAL ENVIRONMENT

| Item     | CPU              | GPU              | Python | Tensorflow | Keras |
|----------|------------------|------------------|--------|------------|-------|
| Version  | Intel Core i7-10700F | NVIDIA GeForce RTX 3090 | 3.9.8  | 2.7.1       | 2.6.0 |

Fig. 10. Loss and metrics performance of MSFF-DCNN.

D. Model Training

In this article, the hardware is at the current mainstream level, and the model design and training are based on the Keras deep learning framework. The environment configurations of experiments are shown in Table I.

After many experiments, and considering the three aspects of model calculation efficiency, result accuracy, and hardware conditions, in the final training parameters, epoch is set to 128, batch size is set to 12, adaptive motion estimation is used as the optimizer [46], and the initial learning rate is set to $10^{-4}$. The shape of the feature map temporarily stored in the calculation process is large; therefore, a half-precision (16-bit) floating-point format model is used for training. In the gradient descent algorithm, the index for evaluating the difference of pixel values or the index for evaluating the similarity of image structure alone cannot effectively preserve the details and maintain the resolution of the interferometric phase at the same time; therefore, the custom loss function $L(\Theta)$ is a weighted combination of mean absolute error (MAE) and structural similarity (SSIM) [47], [48], the formula is as follows:

$$L(\Theta) = W_{MAE} \times MAE + W_{SSIM} \times SSIM$$

(7)

where $\Theta$ is the trainable parameters of MSFF-DCNN model, $W_{MAE}$ and $W_{SSIM}$ are the weights of MAE and SSIM, respectively, $W_{MAE} = 0.5$, $W_{SSIM} = 0.5$ and is the setting of this experiment.

Where expression of MAE is

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |\hat{\varphi}_i - \varphi_i|$$

(8)

where $n$ is the number of samples, and $\hat{\varphi}_i$ and $\varphi_i$ are the filtered and clean image, respectively.

Where expression of SSIM is

$$SSIM(\varphi, \hat{\varphi}) = \frac{(2\mu_\varphi \mu_{\hat{\varphi}} + (k_1L)^2)(2\sigma_{\varphi,\hat{\varphi}} + (k_2L)^2)}{(\mu_\varphi^2 + \mu_{\hat{\varphi}}^2 + (k_1L)^2)(\sigma_{\varphi}^2 + \sigma_{\hat{\varphi}}^2 + (k_2L)^2)}$$

(9)

the $\mu_{\varphi}$ and $\mu_{\hat{\varphi}}$ are the mean of the clean image and the filtered image, respectively, $\sigma_{\varphi}$ and $\sigma_{\hat{\varphi}}$ are the standard deviations of them, $\sigma_{\varphi,\hat{\varphi}}$ is the covariance of the phase matrix of the clean and the filtered image, $L$ is the dynamic range of the phase images, $k_1$ and $k_2$ are two constants, where $k_1 = 0.01$ and $k_2 = 0.03$ by default. and its function is to avoid the instability of the calculation result due to the denominator being too small.

As can be seen from Fig. 10, the network quickly reaches convergence. The SSIM metrics of the network models in real and imaginary parts of training set and that in testing set are similar, in the end, they all converge approximately to 0.92. The loss finally converges to approximately 0.12. It shows that our model has faster fitting effect and better prediction accuracy.

III. FILTERING PERFORMANCE EVALUATION

This article provides a detailed evaluation of the performance and efficiency of the proposed PSFF-DCNN. The performance indicators of the interferometric phase filtering method are divided into noise-suppression ability and detail-preservation ability; therefore, this article uses subjective evaluation methods to evaluate the performance of the phase filtering methods through visual observation, and objective evaluation methods to verify and supplement the judgment of the objective evaluation through quantitative evaluation.

A. Subjective Evaluation Methods

Subjective evaluation is the most direct evaluation method. It allows the observer to judge a filtering result by visual
observation, and the results are based on predefined evaluation content or personal experience. The detail-preservation ability of the phase image is evaluated by the preservation of image resolution, the clarity of the phase edge, the phase fringe periodicity, and the completeness of the phase jump.

B. Objective Evaluation Methods

The aims of the objective evaluation index are to evaluate the filtering results by defining some quantitative evaluation indexes, and then to express the results automatically, quickly, and quantitatively. Here, the objective evaluation indicators we use are MSE, SSIM, and a phase error frequency distribution graph for simulated phase filtering. The MSE evaluates the difference between the filtered image and the corresponding pixels of the clean phase. A smaller MSE yields better model performance. SSIM evaluates the correlation between pixel points after model filtering. This correlation contains structural information of ground objects and is suitable for a highly structured and terrain-dependent InSAR interferometric phase.

For real data filtering, since the ground truth is unknown, we can only choose some no-reference evaluation methods, such as the number of residues (NOR) [17], the percentage of the reduced residues (PRR), the no-reference matrix $Q$, and the residual phase standard deviation (RPSD) [49], [50].

In phase unwrapping, the residues make the unwrapping results based on the phase gradient integration relative to the path of the integration, while the region unwrapping results that do not contain residues are path independent. Therefore, the NOR is one of the most important evaluation indicators for the quality of interferometric phase filtering. In general, the residues in the area with low real data coherence cannot be completely removed; therefore, the PRR can also be used as an evaluation method. As for RPSD, the smaller the RPSD, the smoother the phase after filtering, and the stronger the noise-suppression ability of the filtering method. The no-reference metric $Q$ can comprehensively reflect the noise-suppression ability and detail-preservation ability of the filtering methods. A higher $Q$ means that the accuracy of the filtering method is better.

IV. RESULTS AND ANALYSIS

We apply simulated and real data with uniform and nonuniform noise level to the proposed model, and compare it with five commonly used interferometric phase filtering methods: Pivoting median filter, Lee filter, Goldstein filter, NL-InSAR filter, and $\Phi$-Net, which is a new DCNN-based filtering model. We evaluate their abilities for noise suppression, detail preservation, and model generalization using subjective and objective evaluation methods. The parameter settings of the four filtering methods are shown in Table II.

A. Simulated-Data Experiments

In practical application, the level of phase noise is not consistent in spatial distribution, but is instead generally manifested as uniform and nonuniform distributions of noise level [34]. Therefore, we use simulated interferometric phase images with uniform and nonuniform noise level to evaluate the ability of the proposed MSFF-DCNN model for noise suppression and detail preservation in different scenarios, as well as to assess the dependence of the model performance on noise level.

1) Data With Uniform Noise: The selected image from testing set is a simulated interferometric phase with uniform noise distribution, and it is filtered using the proposed MSFF-DCNN method and compared with the interferometric phase filtering methods shown in Table II. Furthermore, two typical areas of patch A with sparse fringes and patch B with dense fringes are cropped from the whole interferometric phase image to evaluate the performance of the proposed MSFF-DCNN model in more detail. Fig. 11 shows the noisy phase and the clean reference.

Subjective evaluation: Fig. 12 shows that the phase loses detailed information after filtering with the Pivoting median filter and that the resolution is significantly reduced. This is especially the case in patch B, where the fringe edges of the interferometric phase are blurred, the fringe structure is severely damaged, and a large amount of fringe edge structure remains in the phase error image. Overall, these observations indicate a very limited filtering performance with this method. The fixed size and orientation windows of the pivoting median filter counteracts the noise suppression ability, thereby affecting the filtering effect and resulting in loss of detailed information and a reduced resolution of the filtered image [50].

As for Lee filter, because the Lee filter cannot accurately determine the fringe direction in the dense interferometric fringe area [51], Lee filtering results in insufficient detail preservation where fringes are dense. This leads to a loss of resolution of the whole image, as the fringe structure in patch B is damaged and the local denoising ability is insufficient. The Goldstein filter is a commonly used frequency domain filtering method. Unlike the case for the Pivoting median filter and Lee filter, the fringe
structure in patch A and B is complete and continuous with the Goldstein filter. However, a large number of phase residues occur at the phase edges in the whole and patch phase error images, and bluish and yellowish phase residues appear in the phase error image of patch B. This indicates that the method carries useful phase information while filtering out noise, resulting in the loss of phase details. In addition, this method limits the algorithm performance due to the lack of a reliable reference for the values of its filtering parameters [52]. By contrast, the NL-InSAR algorithm shows a significant improvement in noise suppression and detail preservation compared to aforementioned three methods; however, the phase error map still shows retention of the bluish and yellowish phase errors at the phase continuity (this is more obvious in patch B). The phase detail information is lost, although the phase edge remains clear and sharp.

The above four traditional interferometric phase filtering methods still retain the defects of weak noise suppression and limited detail preservation in subjective evaluation. By contrast, Φ-net and proposed filtering methods have superior performance, the whole image and the patch images after filtering are smooth and clear. In further comparison, there are fewer phase errors in the phase error images after filtering with the proposed method than with the Φ-net, and the overall error image appears green, with no apparent bluish and yellowish residual
TABLE III
OBJECTIVE EVALUATION UNDER THE CONDITION OF UNIFORM NOISE DISTRIBUTION

| Methods     | Image   | MSE     | SSIM   | Time(s) |
|-------------|---------|---------|--------|---------|
| Pivoting median | Whole   | 1.44    | 0.48   | 3.5     |
|             | Patch A | 1.63    | 0.51   |         |
|             | Patch B | 1.78    | 0.44   |         |
| Lee         | Whole   | 1.31    | 0.53   | 11.8    |
|             | Patch A | 1.52    | 0.60   |         |
|             | Patch B | 1.49    | 0.49   |         |
| Goldstein   | Whole   | 0.83    | 0.66   | 11.2    |
|             | Patch A | 0.78    | 0.66   |         |
|             | Patch B | 0.81    | 0.62   |         |
| NL-InSAR    | Whole   | 0.66    | 0.74   | 165.6   |
|             | Patch A | 0.59    | 0.88   |         |
|             | Patch B | 0.47    | 0.78   |         |
| Φ-Net       | Whole   | 0.29    | 0.89   | 0.13    |
|             | Patch A | 0.20    | 0.91   |         |
|             | Patch B | 0.21    | 0.94   |         |
| Proposed method | Whole   | 0.27    | 0.91   | 0.19    |
|             | Patch A | 0.19    | 0.94   |         |
|             | Patch B | 0.22    | 0.95   |         |

Fig. 13. Phase error frequency distribution graph, the part of the graph is enlarged in the box. The sharper the curve is at 0, the better the noise suppression of the filtering method is. The closer the curve is to the x-axis at 2π or −2π, the better the detail preservation of the filtering methods.

Information. In short, the proposed MSFF-DCNN model in this article has strong visual noise suppression ability and can maintain good detail information and image resolution under the conditions of sparse or dense fringes.

Objective evaluation: The judgment from subjective evaluation was further verified and supplemented using SSIM and MSE in Section III (Table III), combined with the phase error frequency distribution graph (Fig. 13) to evaluate the ability
of the proposed model to suppress noise and preserve details. The efficiency of the filtering method was evaluated using the time $T$ spent in filtering each image. In both the whole and patch images, the proposed MSFF-DCNN model significantly outperforms Pivoting median filter, Lee filter, and Goldstein filter on MSE and SSIM. Compared with NL-InSAR, the MSE of the proposed method is 59.1% lower, and the SSIM is 23.0% higher in the whole image, while the MSE of the MSFF-DCNN model is 67.8% lower and the SSIM is 6.8% higher in patch A, and the MSE of the MSFF-DCNN model is 53.2% lower and the SSIM is 21.8% higher in patch B. Compared with $\Phi$-net, the proposed MSFF-DCNN model also has a slight advantage in the performance of MSE and SSIM. In terms of efficiency, both the proposed model and $\Phi$-net show efficiency advantages that traditional methods cannot achieve, especially the NL-InSAR filter.

The phase error frequency distribution graph (Fig. 13) and its enlarged graphs and show that the frequency distributions of the proposed model for the whole image and for patch A and B are more concentrated toward 0, when the phase error is around $2\pi/2\pi$, the frequency distribution curve is closer to the $x$-axis, showing that the proposed model has better edge preserving ability.

2) Data With Nonuniform Noise: In Section I, the coherence of the simulated interferometric phase is approximately equal in different areas; however, in practical applications, different noise levels may occur in different positions in the image to be filtered [53]. At the same time, the same filtering method may show different performance in areas with different noise levels. Many experiments have now revealed that the filtering method has no obvious performance difference under extreme conditions where the coherence of the interferometric phase image is lower than 0.2 or higher than 0.8 [14]. On this basis, we designed four InSAR interferometric images with spatially varying coherences (Fig. 14) to evaluate the dependence of the proposed method on noise level and the generalization performance of the method. The four simulated interferometric phase images are: a cone with a constant gradient along the radius and with a fringe separation of 16 pixels; a straight ramp with a varying gradient and a fringe separation that changes from 32 pixels to 8 pixels; a pyramid with a constant gradient and some fringe corners with a fringe separation of 12 pixels; and a peak produced by superposition of some normally distributed surfaces to simulate a scene with mountains and plains. To further investigate the dependence of the performance of the filtering method on the noise level, in the phase simulating, we set the coherence to be 0.2–0.8 from top to bottom.

Subjective evaluation: Fig. 15 shows that the five filtering methods exhibit different performances in the filtering of interferometric phase images with varying coherence. The Pivoting median filter has poor filtering performance in the low-coherence area, the resolution is reduced, the fringe structure is seriously damaged, and a large amount of fringe information remains in the phase error images. The pyramid and peak render fringes at the tops of the images that are almost indistinguishable.

The Lee filter provides significant improvements over Pivoting median filter, but a large amount of phase errors remain at the corners of the pyramid phase error image, while the phase error image of the peak contains a large area of bluish and yellowish phase errors. This is because the direction window selection mechanism cannot accurately determine the fringe direction in areas with dense fringes or rapid changes in fringe direction; therefore, the filtering results are deviated [54].

In the Goldstein filtered image, the interferometric phase fringe structure is destroyed in the areas with low-coherence, and more phase errors remain on the top edge in the phase error images. In the areas with high-coherence, the interferometric phase fringe structure is well maintained, and fewer phase errors are retained on the bottom edge in the phase error image. However, the Goldstein filtering method is very sensitive to the noise level largely because the filtering performance relies on the estimation of the frequency components [55]. When the phase is not sufficiently reliable, the reliability of the frequency estimation also drops rapidly, resulting in poor noise suppression in areas of low-coherence. However, the characteristics of Goldstein filter processing in the frequency domain prevent the retention of large amounts of phase errors in the phase error images. NL-InSAR shows a small area of phase structure damage at the top of the pyramid and peak, and the image resolution is well maintained and few phase errors remain in the phase error images, indicating that the method has strong abilities for noise suppression and image resolution preservation. However, corner phase errors remain in the phase error image of the pyramid, and bluish and yellowish phase errors appear in the dense fringes of the peak, indicating that the method has a limited ability to preserve details and still has a strong dependence on noise level.

Compared with the traditional four methods, the filtering performance of $\Phi$-net has been significantly improved, and the fringe structure after filtering can be almost completely preserved. But by observing the phase error images, we find that the obvious edge structure is still preserved in the low-coherence area, which shows that the filtering performance of $\Phi$-net has a moderate dependence on the noise intensity. Therefore, the filtering performance of $\Phi$-net in low-coherence regions still has room for optimization.

The proposed MSFF-DCNN model shows strong filtering performance in all four simulated images. The interferometric phase image is smooth after filtering, the resolution is well maintained, the edges are clear, and the phase errors are fewer. Compared
Fig. 15. Filtered image and its corresponding phase error image.
TABLE IV

| Objective Evaluation Under the Condition of Nonuniform Noise Level |
|----------------------|----------------|--------------|
|                      | MSE       | SSIM       | Time(s)     |
| Noisy phase          | 3.71      | 0.44        |             |
| Pivoting median      | 1.62      | 0.69        | 3.7         |
| Lee                  | 1.02      | 0.72        | 12.1        |
| Goldstein            | 0.94      | 0.76        | 11.5        |
| NL-InSAR             | 0.57      | 0.87        | 155.7       |
| Ф-net                | 0.39      | 0.91        | 0.13        |
| Proposed method      | 0.35      | 0.93        | 0.21        |

![Fig. 16. Variation of MSE and SSIM with coherence.](image)

Fig. 16. Variation of MSE and SSIM with coherence.

with the other five filtering methods, only small amounts of phase errors remain at the top and bottom in the phase error images, indicating that the proposed MSFF-DCNN model has superior abilities for noise suppression and detail preservation and that the filtering performance has the least dependence on noise level. However, the proposed MSFF-DCNN method also has some (albeit tolerable) problems: the proposed method has a small amount of corner phase errors retained in the phase error image of the pyramid, and the filtered image of the peak still shows fringe structure damage in areas with very dense fringes. We will endeavor to overcome these issues in follow-up research.

**Objective evaluation:** Table IV shows the average MSE, SSIM, and Time of the six methods applied to the four images, and the performance is basically the same as presented in Section I. We verified the judgment of the subjective evaluation of the filter methods on the dependence of noise level by taking a sliding window (32 × 32) for the five filtered images, and calculated the MSE of the four simulated images. The change in the SSIM curve from top to bottom is shown in Fig. 16. The findings indicate that, except for the Pivoting median filter in the peak fringe dense areas where the MSE is greatly increased, and the SSIM is greatly decreased, the other four filtering methods can all obtain good filtering effects in the high-coherence areas (bottom). By contrast, in the low-coherence area (top), a clear difference is evident between the MSE and SSIM curves of the five filtering methods. The MSE curve of the MSFF-DCNN model always remains at the bottom with a change in coherence, especially for the cone and ramp, and the MSE changing curve always remains at a low level, whereas the curves of SSIM and MSFF-DCNN always maintain a high level, thereby confirming that the MSFF-DCNN model in the subjective evaluation has little dependence on noise level.

**Comprehensive analysis of Section I and II:** Compared to Pivoting median filtering, Lee filter, Goldstein filter, NL-InSAR filter, and the Ф-net, the proposed MSFF-DCNN model has the best ability for noise suppression and detail preservation in simulated images, and the least dependence on noise level.

**B. Real-Data Experiments**

Although the simulated interferometric phase and the real interferometric phase have similar noise and fringe distribution
characteristics, the full use of the simulated interferometric phase in place of the real interferometric phase is not sufficient for evaluating the performance of the proposed MSFF-DCNN model [34]. Therefore, in this section, we conduct filtering experiments using real interferometric phase images to evaluate the performance and generalization of the proposed method.

For this article, nine pieces of 256 × 256 interferometric phase with different terrain features and coherence were cropped from the interferometric processing results of sentinel-1A images (the processing software uses SARscape 5.3), located in Xinjiang and Gansu province. The selected items contain densely fringed interferometric phases generated from regions with larger slopes, sparsely fringed interferometric phases generated from regions with smaller slopes, and regions with nonuniform fringe density. The distribution of coherence is between 0.36 and 3.71, and the details are shown in Fig. 17. The interferometric phase fringes have been completely lost in the lower right urban area in $h$ and in the very densely vegetated area in $j$ (marked with red boxes in Fig. 17); therefore, those two areas are excluded from the evaluation.

**Subjective evaluation:** Similar to the performance in the simulated data, the Pivoting median filter in the interferometric phase images with higher average coherence shows a reduced resolution, a blurred fringe edge, and destruction of the phase structure. Increasing noise level [Fig. 18(e)–(i)] severely degrades the filtering performance. The Lee filter and Goldstein filter show good noise suppression and detail preservation in the high-coherence and sparse fringe areas, such as real data a, b, c, and d, but the noise suppression is weak and the detail preservation is insufficient in the low-coherence areas, such as real data e, f, g, h, and i. Compared with these three methods, NL-InSAR filtering generates a very smooth interferometric phase image, and the fringe edges are very sharp and clear. This is visually appealing but is, in fact, an overfiltering phenomenon termed the staircasing effect, which is very common in nonlocal filtering [14].

Both proposed model and $\Phi$-net show considerable visual effects. Compared with $\Phi$-net, the proposed model has better detail preservation ability during phase filtering. For example, in real data (e and f), the phase after $\Phi$-net filtering appears obvious and isolated residues, causing it to have a weaker fringe restoration. In real data (b and h), there is an unexpected yellow dot, we speculate that it is caused by the abnormal structure of the samples during the training process of the model.

**Objective evaluation:** Table V shows the average values for FRR, $Q$, and RPSD for the Lee filter, the Pivoting median filter, and the Goldstein filter in the nine real phase images. These three methods show significantly lower results than those obtained for NL-InSAR and MSFF-DCNN, we mainly compare the two well-performing methods: NL-InSAR and MSFF-DCNN. The NL-InSAR has 1407 fewer residues than the proposed MSFF-DCNN method, and the PRR is 11.3% higher, indicating that NL-InSAR has a very strong ability to suppress noise. However, $Q$ is higher for MSFF-DCNN than for NL-InSAR, and the RPSD is also higher for MSFF-DCNN than for NL-InSAR, indicating that the higher noise suppression of NL-InSAR comes at the cost of loss of detail in phase images. This noise preservation is not worth the loss in interferometric phase filtering. In addition, although the NL-InSAR algorithm is better than the Pivoting median filter and the Lee filter in terms of PRR and $Q$, this method is extremely time consuming, whereas the NL-InSAR takes 170.4 s and MSFF-DCNN model takes only 0.17 s.

Compared with the $\Phi$-net, among the objective evaluation indicators, the performance of the proposed model and $\Phi$-net are too close to make a comparison; therefore, we take the subjective visual evaluation as the main judgment basis, and at the same
time, we will also use the phase unwrapping experiments in the discussion section to further discuss the advantages of the proposed method over the $\Phi$-net.

In summary, in real-data filtering, the proposed MSFF-DCNN model has the best ability for noise suppression and detail preservation compared with Pivoting median filter, Lee filter, Goldstein filter, and NL-InSAR filter. The MSFF-DCNN model also has better generalization. The method proposed in this article meets the accuracy requirements of practical engineering applications.
TABLE V
OBJECTIVE EVALUATION OF REAL DATA FILTERING

| Methods       | NOR  | FRR (%) | Metric Q | RPSD  | T (s) |
|---------------|------|---------|----------|-------|-------|
| No filter     | 12451| 0       | 0.04     | 1.81  |       |
| Pivoting median| 7906 | 36.3    | 21       | 1.44  | 3.2   |
| Lee filter    | 4955 | 60.2    | 38       | 1.09  | 11.7  |
| Goldstein     | 4270 | 65.7    | 64       | 0.93  | 10.9  |
| NL-InSAR      | 1543 | 87.6    | 68       | 0.64  | 170.4 |
| Φ-net         | 2471 | 80.2    | 75       | 0.47  | 0.12  |
| Proposed method | 2950 | 76.3    | 78       | 0.45  | 0.17  |

As mentioned above, using the real and imaginary parts of the complex phase as the input and output achieves better results and the main reasons are as follows:

1) Reduce the difficulty of detecting noise information
In real field, phase noise and phase edges are moderately homogenous in both the spatial and frequency domains. In the spatial domain, both noise and phase edge information are isolated structures and have jump characteristics. In the frequency domain, both noise and phase edge information belong to high-frequency information. This homogeneity makes it easy for all filtering methods to “misjudgment” the phase edge as phase noise, bringing difficulty to phase filtering.

In contrast, in complex field, the phase noise of the real and imaginary parts still appears as jumping (spatial domain), high-frequency (frequency domain) information, but the phase edge appears as a continuous (spatial domain), low-frequency (frequency domain) information, and the difficulty of distinguishing phase edge and phase noise is significantly reduced. Therefore, phase filtering can have better edge-preserving ability in complex domain.

2) Requirements for the model loss function
For the current loss function, one component is to calculate MAE of each pixel, at the phase edge, due to the spatial value discontinuity in real field, the loss value of phase edges will be relatively large, which will affect the convergence of the model. Conversely, in a complex field, the real and imaginary parts of the complex phase are continuous, so the convergence and performance of the model are not affected.

V. DISCUSSION

A. Necessity of Transforming Phase
Converting the real phase with jumps into complex phase without jumps can enhance discrimination between noise and phase jumps, so that the model can better preserve edge information. In this section, the necessity and applicability of this transformation will be illustrated according to the results of comparative experiments.

Fig. 19 shows the filtering results of the model in different input and output. In Fig. 19(a), the phase structure is severely damaged, and there are also obvious abnormal structures at the top right of the filtered image, besides, using the phase directly as input and output significantly reduces the edge-preserving ability of the model, as shown in the enlarged image in the box, a large number of isolated residues appear on the phase edge, which will seriously affect the quality of phase unwrapping. On the contrary, in Fig. 19(b), the above problem is significantly improved.

![Fig. 19. Filtered results of different input and output ways: (a) real phase as input and output, and (b) complex phase as input and output.](image)

B. Gain Effect of SE-Block
To prove the gain effect of SE-block in the model, a simulated phase image and a real phase image are selected to conduct a control experiment with or without SE-block in the model. The filtering results are shown in the Fig. 20.

As shown in Fig. 20, in the regions of high-coherence, the performance difference of the models with SE-block and without SE-block is not obvious. But in the low-coherence regions, in box A and box B of the Fig. 20, the difference in the detail preservation ability of the two cases is shown, in box A, although the correct fringe structure is not completely restored in both cases, the fringes filtered by the model with SE-block are relatively less damaged. In Box B, the model with SE-block restored the ground truth almost completely. However, the phase
Fig. 20. Filtered simulated phase images and phase error images using models. (a) With SE-block. (b) Without SE-block.

Fig. 21. Filtered real data using models with and without SE-block. (a) With SE-block. (b) Without SE-block.

Table VI

| Objective Evaluation of Ablation Experiments (Phase Simulated from Peak) |
|-----------------------------|-----------------------------|
|                            | Without SE-block | With SE-block |
| MSE                        | 0.43            | 0.37          |
| SSIM                       | 0.88            | 0.92          |

filtered by the model without SE-block shows abnormal isolated structures and damage of fringe structures. In addition, the model with SE-block has better resolution preservation in regions of low-coherence.

In Fig. 21, the model with SE-block has a stronger ability to maintain the fringe structure, as in the black circle in the Fig. 21, the model with SE is trying its best to restore a complete fringe, while without SE-block, these regions show significant structural damage that is very prone to serious errors in phase unwrapping.

Furthermore, in Table VI, the model with SE-block gained lower MSE and higher SSIM, and in Table VII, the model with SE-block gained lower RPSD and higher $Q$. In summary, SE-block has obvious gain effect on the performance of the model.

C. Effectiveness of Synthesizing Phase Samples Using Simulated Terrain

In the deep learning phase filtering research, phase samples synthesized from simulation and real terrain are the two main sample synthesis methods [25], [34]. In the previous experiments, we have tried these two methods. To demonstrate the effectiveness of synthesizing samples using simulated terrain in this article, we design three sample making schemes to evaluate the influence of sample settings on model performance.

Scheme (1): All samples are synthesized by SRTM DEM (30 m), the mosaic image of SRTM is shown in Fig. 22.
Fig. 23. Filtered simulated phase under the condition of different sample simulation schemes.

Fig. 24. Filtered real data under the condition of different sample simulation schemes.

Fig. 25. Clean phase and its unwrapped results of simulated phase (peak).

Scheme ①: The samples use simulated terrain and SRTM DEM at a 1:1 scale.
Scheme ③: All samples synthesized from simulated terrain.

Fig. 23 shows the experimental results of the three schemes on simulated data. Phase fringes in low-coherence regions are severely damaged, a large number of abnormal structures appear in the upper right corner of the image, and the resolution of the image is also reduced, as the number of simulated terrain data in the sample increases, from scheme ② to ③, these errors gradually diminish.

Fig. 24 shows the experimental results of the three schemes on real data (e). The most significant features of the scheme ① and scheme ② are that the residues suppression is insufficient, and the preservation of phase fringes is relatively weak, the obvious residues in scheme ① and scheme ② will bring great challenges to the phase unwrapping. In Table VIII, the result from scheme ③ gained lower MSE and higher SSIM, in Table IX, the result from Scheme ③ gained lower RPSD and higher Q.

Overall, training samples synthesized from simulated terrain are more applicable in this article, and we speculate that the main reasons are as follows:

1) Simulated terrain makes it easier to control the diversity and tendency of samples

From the literature [56], [57], [58], we know that the terrain simulated by the diamond-square method is too realistic to synthesize interferometric phase. In addition, in the sample production, a large number of samples of conventional terrain are used in the sample, such as mountains with small slopes, plains, etc., and a small number of samples of extreme conditions, such as high-slope terrain, cliffs, etc., are more conducive to the fitting and performance of the model. The setting of the tendency and diversity of such samples is easy to achieve by using the random parameter setting of the diamond-square method. However, when using SRTM DEM for sample simulation, due to the spatial correlation, the sample characteristics and distributions tend to have high similarity, which is not conducive to the generalization of the model, although this situation can be changed, but needless to say, it required a lot of manual intervention. Therefore, the phase simulation based on the diamond-square method can control the tendency and only requires little manual intervention.

2) The error of SRTM DEM affects the sample quality

The SRTM DEM is also derived from the InSAR results. Therefore, the quality of the DEM is also affected by factors, such as radar shadowing, phase unwrapping, echo lag, etc., resulting in data holes and abnormal structures in the SRTM DEM, which affect the fitting and performance of the model unless manually screened and corrected.

D. Evaluating Filter Quality Using Phase Unwrapping Results

The quality of the filtering results directly affects the quality of phase unwrapping. In this article, the simulated data peak, real data (e) and (h) are unwrapped by Goldstein’s branch cut method, and the unwrapping results are used to evaluate the effectiveness of phase filtering. According to the visual effect of the unwrapped phase images, such as the continuity of the absolute phase and the degree of visual correlation with the real terrain, we can clearly judge the quality of phase unwrapping.
In this article, objective evaluation indicators, such as MSE and the proportion of unwrapped area (PUA), were used to evaluate the unwrapping results of the simulated data. The real data will not be evaluated using objective evaluation indicators because in the absence of reliable terrain data, it is more meaningful to evaluate the unwrapping results visually.

Fig. 25 is the unwrapping result of the clean simulated data, which is used as a reference for the quality evaluation of the phase unwrapping of the simulated data. Fig. 26 is the result of phase unwrapping of filtered images using different methods. Compared with the previous four traditional methods, the simulated phase gets better results after being filtered by Φ-net and the proposed method, the unwrapping results show only a small area of unwrapping errors in the regions where fringes are very dense. Further, compared with Φ-net, the unwrapping result of the proposed method at top of image is smoother, and is closer to the unwrapped result of the clean phase. At the same time, in the objective evaluation (Table X), the proposed model got smaller MSE and larger PUA.

![Fig. 26](image1)

**TABLE X**

| Methods         | MSE  | PUA (%) |
|-----------------|------|---------|
| Pivoting Median | 1.77 | 87.5    |
| Lee             | 0.37 | 95.2    |
| Goldstein       | 0.56 | 92.1    |
| NL-InSAR        | 0.51 | 93.8    |
| Φ-net           | 0.21 | 97.6    |
| Proposed model  | 0.16 | 98.2    |

Fig. 27 shows the terrain conditions of the real data (e) and (h), and Figs. 28 and 29 show the unwrapping results of the two terrain conditions. With real terrain conditions as reference, the unwrapped result of real data (e) should be smooth and continuous, and relative to the actual terrain in phase values. Compared with the proposed method, the previous five methods have a large area of unwrapping errors at the bottom of the
image in Fig. 28, which is represented by obvious faults in the unwrapped phase, and the result of \( \Phi \)-net is no exception. On the contrary, the unwrapped phase from the proposed model is more continuous and visually reliable. The unwrapping of the real data (h) is challenging, in Fig. 29, due to severe decoherence in the lower right corner of the image, the unwrapping results are no longer reliable; therefore, only the unwrapping results of the mining settlement funnel (in the circle in Fig. 29) are discussed; in this case, only filtered phase from NL-InSAR and the proposed model have a large unwrapped area at the pit. However, in combination with [2] and [59] and the optical image, the unwrapping result from the proposed method has a
more reasonable shape at the pit and is closer to a complete funnel-shaped deformation area.

In general, the proposed method achieves more reliable results in both simulated and real data unwrapping, which proves the effectiveness of the proposed method in InSAR applications.

E. Existing Problems and Future Research

The main goal of this article is to establish a multiscale feature dynamic fusion network based on DCNN to achieve efficient and highly accurate interferometric phase filtering. Compared with four traditional methods, the proposed MSFF-DCNN model has high performance and efficiency with both simulated phase image and real phase image. The proposed model can, without a doubt, provide support for InSAR high-precision data processing. We also avoided the problem of overfitting by reducing the simulation of strong noise and corner points of interferometric phases during the production of the dataset. Nevertheless, because of this preservation, the phase residual of corner-point and phase edge cannot be completely removed.

We speculate that the attention mechanisms targeting phase edges may address the above problems; therefore, in future article, we will embed an attention mechanism for interferometric phase edge information into the network, so that the performance of the phase filtering method could be improved again.

In addition, the problem of fake fringes and over smoothing under extreme conditions has always been a difficult problem for deep-learning-based phase filtering methods, and this article is no exception. We speculate that this is due to the fact that the training samples produced did not have sufficient diversity and reasonable tendency; therefore, in the follow-up work, the simulation study of the sample will be our research focus.

VI. Conclusion

In this article, an interferometric phase filtering method based on DCNNs is proposed and confirmed to have better filtering performance and higher computational efficiency than the currently widely used phase filtering methods. The article first uses the diamond-square algorithm to simulate the interferometric phase and transforms it into the complex domain to provide the dataset required for model training, and uses the real and imaginary parts as both the input and output of the network to avoid judging the phase edge as noise. The training is unstable, and the filtering effect is poor. The SE-block is then embedded in the model to construct a convolutional neural network model with dynamic fusion of multiscale features, so that the network can finally take into account the deep and shallow features of multiscale semantics when predicting the clean interferometric phase to enhance noise suppression and guarantee detail preservation. Finally, the performance of the proposed method is evaluated using subjective evaluation and objective evaluation.

In the simulation experiment, the interferometric phase filtering experiment with uniform noise intensity distribution shows that, compared with the commonly used interferometric phase filtering methods, the proposed MSFF-DCNN model shows better filtering performance in both dense and sparse fringe distribution. The experiments of high-density interferometric phase filtering with nonuniform intensity show that, compared with the commonly used interferometric phase filtering methods, the proposed MSFF-DCNN method has less dependence on the noise intensity while ensuring noise suppression and detail preservation. In the real data experiments, where real interferometric phase images with different distribution characteristics are selected for phase filtering, the results show that the proposed method has high filtering performance and strong generalization ability.
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