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Abstract Axons from the nucleus magnocellularis (NM) and their targets in nucleus laminaris (NL) form the circuit responsible for encoding interaural time difference (ITD). In barn owls, NL receives bilateral inputs from NM, such that axons from the ipsilateral NM enter NL dorsally, while contralateral axons enter from the ventral side. These afferents act as delay lines to create maps of ITD in NL. Since delay-line inputs are characterized by a precise latency to auditory stimulation, but the postsynaptic coincidence detectors respond to ongoing phase difference, we asked whether the latencies of a local group of axons were identical, or varied by multiples of the inverse of the frequency they respond to, i.e., to multiples of 2π phase. Intracellular recordings from NM axons were used to measure delay-line latencies in NL. Systematic shifts in conduction delay within NL accounted for the maps of ITD, but recorded latencies of individual inputs at nearby locations could vary by 2π or 4π. Therefore microsecond precision is achieved through sensitivity to phase delays, rather than absolute latencies. We propose that the auditory system “coarsely” matches ipsilateral and contralateral latencies using physical delay lines,
so that inputs arrive at NL at about the same time, and then “finely” matches latency modulo $2\pi$ to achieve microsecond ITD precision.
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## 1 Introduction

A key feature of ITD sensitivity is how the observed microsecond delays may be created by neural elements that are both noisy and slow. There are two possibilities, illustrated by the example of a coincidence detector neuron that responds to a pure sine tone, presented to both ears at an ITD of 0 $\mu$s, or sound in front of the animal. One strategy requires equal conduction latencies from each ear to the coincidence detector, such that the inputs would arrive with equal latency and equal phase. The second strategy relies on relative delays and would simply require that inputs arrive at the same phase. Due to the periodicity of the sine wave, both scenarios would produce the same output. This coding strategy remains viable for non-periodic sounds because the tonotopic organization of the auditory system generates ringing properties of the inputs characteristic of the particular frequency (Carney et al. 1999; Recio et al. 1998; Wagner et al. 2005). Previously we had shown that the inputs from the cochlear nuclei act as delay line inputs to form maps of ITD in the barn owl (Carr and Konishi 1990), but could not determine whether the delay lines had identical conduction latencies or were matched for phase only.

To differentiate between the two hypotheses, we combined measurements of the extracellular potential or neurophonic with intracellular measures of click latency in NL. For mapping the ITD we used the neurophonic, because it reflects local ITD sensitivity (Sullivan and Konishi 1986; Kuokkanen et al. 2010; Mc Laughlin et al. 2010; Kuokkanen et al. 2013), and to measure delay we used clicks, because their temporal occurrence is precise to within about 20 $\mu$s (Wagner et al. 2005). We found the microsecond precision needed to construct maps of ITD is achieved through precisely regulated phase delays, rather than by regulation of absolute latency, consistent with the observation that nucleus laminaris neurons respond over a wide range of integer multiples of their preferred interaural phase difference (Christianson and Peña 2006). Thus latencies from the ear to the point of coincidence detection need only be adjusted within a stimulus period, creating a flexible yet precise system for detection of sound source sound location. This high precision approach should also benefit other binaural properties of the auditory system, such as resistance to background noise and reverberation.
2 Methods

The experiments were conducted at the University Maryland. Four barn owls (*Tyto alba*) were used to collect these data, and procedures conformed to NIH guidelines for Animal Research and were approved by the Animal Care and Use Committee of the Universities of Maryland. Anaesthesia was induced by intramuscular injections of 10–20 mg/kg ketamine hydrochloride and 3–4 mg/kg xylazine, with supplementary doses to maintain a suitable plane of anaesthesia. Recordings were made in a sound-attenuating chamber (IAC, New York). Intracellular recordings were amplified by an Axoclamp 2B, and then by a spike conditioner (PC1, Tucker-Davis Technologies (TDT), Gainesville, FL). Acoustic stimuli were digitally generated by custom-made software (“Xdphys” written in Dr. M. Konishi’s lab at Caltech) driving a signal-processing board (DSP2 (TDT)). Acoustic signals were fed to earphones, and inserted into the owl’s left and right ear canals, respectively. At a given recording site, we measured frequency tuning, then tuning to ITD, and responses to monaural clicks.

3 Results

Axons from NM form presynaptic maps of ITD in NL. These inputs generate a field potential that varies systematically with recording position and can be used to map ITDs. In the barn owl, the representation of best ITD shifts systematically in NL, forming multiple, largely overlapping maps of ITD (Fig. 1a). We had previously found that conduction delays could account for the shift in maps of ITD (Carr et al. 2013).

Fig. 1 a Schematic outline of an isofrequency slab in NL showing delay-line inputs from each side, with the “0 µs-ITD line” in red. b Click responses were recorded at best ITDs around 0 µs, at four different locations along a 3.6 kHz iso-frequency slab in NL. Superimposed ipsilateral (blue) and contralateral (red) averages of 128 click responses from recording sites at 30, 43, 65 and 72% along the isofrequency axis, measured from 3-D reconstructions of NL with lesions at each recording location. c Click delays from b. showed a systematic increase in latency with mediolateral position in NL for both ipsi- and contralateral responses.
3.1 Measuring Latency with Click Delays

Our mapping studies showed that the representation of frontal space (0 µs ITD) in NL shifted systematically to more ventral locations with the progression from medial to lateral along each tonotopic slab (red line, Fig. 1a, see Carr et al. 2013). To determine if changes in conduction velocity formed the basis of the systematic shift, we used click delay to measure latencies at different mediolateral positions. Measurements of click latency provided reliable measures of conduction delay (Köppl and Carr 2008; Wagner et al. 2005), because click stimuli were temporally precise. Nevertheless, click stimuli evoked an oscillatory response (Ruggero et al. 1986; Wagner et al. 2005; Wagner et al. 2009), in which typically several peaks and troughs could be distinguished (Fig. 1b).

Neurophonic responses to ipsi- and contralateral clicks at best ITDs at or near 0 µs generated similar ipsi- and contralateral click responses, which largely overlapped (Fig. 1b). Responses to both ipsilateral and contralateral stimulation showed a steady increase in latency along the iso-frequency axis in NL (Fig. 1c), i.e., systematic changes in conduction delay underlay the formation of the maps of ITD. To determine whether the delay lines had identical conduction latencies or were matched for phase only, we compared neurophonic multiunit click recordings with intracellular recordings from individual NM axons in NL.

3.2 Latencies of Adjacent Recordings Can Vary by Multiples of 2π

Intracellular recordings from NM axons in NL supported the hypothesis that oscillatory neurophonic click responses were composed of many NM click responses. Averaging intracellular click recordings from NM afferents revealed two to five PSTH peaks (Fig. 2a). PSTH peaks were separated in time by intervals equal to the inverse of the neuron’s best frequency (BF), a 2π phase interval. Individual spike timing varied, consistent with phase locking (Anderson et al. 1970; Sachs et al. 1974; Joris et al. 1994; Köppl 1997). For each intracellular recording, we quantified the temporal distance between the PSTH peaks. All showed a similar 2π separation of peaks. Adjacent recordings responded at very similar phases, suggesting adjacent axons fire in synchrony or at multiples of 2π (Fig. 2b, note clustered adjacent symbols).

In the penetration through the dorsoventral dimension of 5.2 kHz NL shown in Fig. 2b and 2c, recordings between 205–270 µm depths yielded three contralateral units with similar phase, but a latency difference of 4π (Fig. 2c, black arrow). The first two recordings had latencies of 3.33 and 3.32 ms, the third 2.91 ms. Thus, the recording with the shorter latency occurred almost 4π or 0.38 ms earlier than the first two, given a stimulus period of 192 µs (3.33 ms - 2 * 0.192 ms = 2.94 ms). In other words, the phase delay of these peaks exhibited a narrow scatter, while the signal-front delay showed a large scatter, as had also been observed for the neurophonic (Wagner et al. 2005). A similar measurement at 865 µm had a latency of
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3.03, while the adjacent ipsilateral recordings at 725 and 925 µm had latencies of 3.21 and 3.20 ms (Fig. 2c, grey arrow). Most measurements had similar phase and latency (Fig. 2d, bar marked 0), but some occurred 2π earlier, and others 2π or 4π later than the rest of the population (Fig. 2d).

In general, changes in delay with depth were consistent with the NM axons acting as delay lines (Carr and Konishi 1990), and with modelled conduction velocities in McColgan et al. (2014). Ipsilateral recordings showed an increase in latency with recording depth in NL (open symbols in Fig. 2), while contralateral recordings (closed symbols) showed a decrease in latency with depth, consistent with the delay line geometry. The regression lines in Fig. 2c predicted velocities of +2.5 and −8.3 m/s, consistent with modelling results (McColgan et al. 2014) and measure-
ments from previous studies (Carr and Konishi 1990). Nevertheless, we point out that while these depth-dependent changes in delay would be expected from multiple recordings from the same NM axon, they were not required for ITD sensitivity. Sensitivity to ITDs should be instead conferred by the differences in phase.

Both extracellular neurophonic recordings and intracellular NM axonal recordings in NL revealed maps of ITD, created by precisely regulated conduction delays from intrinsically noisy elements. The microsecond precision needed to construct these maps of ITD appears to be achieved through precisely regulated phase delays, rather than by regulation of absolute latency.

4 Discussion

Delays from each side must be matched for coincidence detection to occur. How? Coincidence requires microsecond precision, which may be achieved by a two-step process, where latencies from each ear are matched during development, and then precisely matched modulo 2π. This was first proposed by Gerstner et al. (1996), who postulated that the necessary degree of coherence in the signal arrival times could be attained during development by an unsupervised Hebbian learning rule that selects connections with matching delays from a broad distribution of axons with random delays. Our data support this matching hypothesis, with coarse delays laid down through normal development, and precise, i.e. ±20 μs modulo 2π, delays regulated by some as yet unknown activity dependent processes (Seidl et al. 2010).

Anatomical data are consistent with coarsely matched latencies. For each frequency, latencies in barn owl NM and in the midline cross fibre tract are similar, consistent with a common path from the ear into the brain (see Fig. 7 in Köppl 1997). Our previous measures of latency did not have the precision of the current intracellular recordings, with ipsilateral and contralateral delays at the dorsal and ventral borders of NL of 2.82 ± 0.24 and 2.87 ± 0.21 ms respectively (Carr and Konishi 1990). Note the standard deviations of about 200 μs in these early recordings of latency. Our current recordings support the hypothesis that within NL, latencies vary by multiples of 2π, and may be precisely regulated at a fine time scale, in order to create a cycle by cycle representation of the stimulus at the point(s) of coincidence detection (Funabiki et al. 2011; Ashida et al. 2013). Modulation by multiples of 2π is also consistent with cross-correlation and spike timing dependent plasticity models (Gerstner et al. 1996; Kempter et al. 1998; Pena and Konishi 2000; Fischer et al. 2008). Variability in response latency also characterizes mammalian auditory nerve and cochlear nucleus recordings (Sanes and Constantine-Paton 1985; Carney and Yin 1988; Young et al. 1988).
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