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1. Introduction

Music is an important form of artistic expression in our lives, closely related to us and an integral part of our lives. It can be used to soothe the mood and express emotions, and different tunes and melodies can express different emotions, resulting in countless classics. This is why there are a wide variety of styles and genres of music, which can be divided into pop, classical and pop music (Bach, Beethoven, Mozart), jazz, R&B, rock and roll, and vocal and instrumental music [1]. In recent decades, with the rise of the Internet industry and the significant improvement in the performance of computer hardware, the cost of generating a series of digital audio files regarding audio production, audio editing, audio recording, etc. has significantly reduced the threshold for nonprofessionals to enter the field of music, causing the number of music creations to grow exponentially, and the music industry has become an important area of the cultural market, with the series of Jitterbug, Racer, etc. With the emergence of streaming media and the maturation of the Internet, the competition for music platforms has gradually changed from competition for copyright and content to competition for audio diversity and multimodal content combined with graphics and video. Users’ demand for this has also become more urgent [2, 3].

Artificial intelligence (AI) composition is a technique for generating digital music using algorithms, neural networks, and other executions [4]. AI is a technology that enables computers to learn and simulate human thought processes and behavioral capabilities through training. Stochastic algorithms, such as Gaussian noise, are often used as input in AI compositions, which undergo a finite number of state transitions and conditional constraints to generate the final sequence of notes [5]. Composition is the process by which a music creator creates music through a series of theoretical systems such as polyphony, harmonics, orchestration, etc. It is a process of expressing creative ideas [6]. Composing logarithmically is a new way of composing music. Compared with the traditional mode of music composition, it can combine human creativity, emotional expression, aesthetics, and other intelligent operations with the computing power of computers, human-computer interaction systems, automation control, and other technologies to break through the professional technical constraints of human composition and create more novel musical effects, while saving human costs and improving the efficiency of music composition.
This makes it easier for nonprofessional musicians to enter the hall of music creation and enjoy the joy of creation, while professional musicians are assisted by computer-generated musical works in different forms and styles to develop new innovative ideas and muses for composers.

Most current music generation neural network models use recurrent neural networks (RNNs) and their variants. Neural networks used for music generation usually use all the music information from previous events as a condition for generating the current music, and the generated music information will also be too repetitive, which greatly reduces the interest of the music [7]. When using only GAN to generate music, they are prone to unstable training, gradient disappearance, and pattern running, and do not take into account the time dependence, which can reduce the authenticity of the generated music. The chord feature-based GAN network music generation model (DCC_GAN) and the overall style-based GAN network music generation model (DCG_GAN) generate music in which the generator CNN and the moderator CNN are trained together and generate music melodies under the constraints of the chord CNN module, and the generated results are fed to the discriminator CNN, which submits the feedback to the generator CNN [8, 9].

Music as a kind of auditory art, brings not only auditory feelings, but also can directly hit people’s hearts and express their emotions, among which pop music is a style form that can fully express human emotions through popular melodies and words that can be combined with different cultural backgrounds in different countries and regions around the world to form a very different style of pop music, and with development of deep learning, China has made some achievements in natural language processing, speech recognition, image processing, etc., but the research in the field of music generation is still at an elementary level, and there is a lot of room for development [10]. In the traditional composition field, composers need to have solid musical skills and musicianship, and it takes a long time to create excellent works, which is relatively difficult for people who love music but are not strong in music. Using deep neural networks to generate music can provide a vast creative platform for people who love music and bring a vast market and economic benefits, and the future is immeasurable [11, 12].

2. Convolutional Adversarial Generative Network-Based Model

A convolutional GAN for symbolic-domain music generation was proposed in 2017 by Richard Yang, which is based on the principle of applying a convolutional GAN model to the music generation domain to form a convolutional GAN for symbolic-domain music generation (MidiNet). adversarial network for symbolic-domain music generation [13]. The model is fed with a preprocessed music melody dataset, trained by a generator CNN and a moderator CNN, and the generated results are fed to a discriminator CNN, which feeds the output of the discriminator CNN to the generator CNN so that the whole model forms a game process and finally outputs a better music melody.

2.1. Datasets. The input to the music generation model based on convolutional adversarial generative networks is a collection of popular music melodies in nope format reprocessed to a melody bar count of 50,496 (789 MB), a chord bar count of 50,496 (5.01 MB), a memory size of 5.01 MB, a dimension of 13, and a piano roll format with 16 note units, a pitch range of C4-B5, and random noise of Gaussian white noise of length 100 [14].

2.2. Model Structure. The model used in this paper is based on GAN for optimization, which has opened up a new era of neural networks since Ian Goodfellow proposed GAN in 2014 [15].

An artificial neural network (ANN), referred to as a neural network (NN), is a mathematical model that mimics the behavioral characteristics of biological neural networks and processes data to achieve human artificial intelligence [16]. Machine learning techniques for human artificial intelligence [17]. A neural network is shown in Figure 1 as a typical three-layer neural network framework, including an input layer, a hidden layer, an activation layer, an output layer, and a normalization process for the output.

The neural network graph has three neurons in the input layer and four neurons in the hidden layer. An activation function is added after the hidden layer to add a nonlinear factor to the results of the matrix operations, mapping the features to a high-dimensional nonlinear interval for interpretation. The output layer has two neurons, and the output of the output layer is normalized so that the data are restricted to a certain range, thus eliminating the undesirable effects caused by odd sample data [18].

The internal structure of the neural network: this structure is shown in Figure 2 as a processing unit of the neural network, \( x_i \) is the input from the \( i \)-th neuron; \( w \) is the connection weight of the \( i \)-th neuron, equivalent to the eigenvalue. The absolute value of the weight represents the size of the influence of the input signal on the neuron, \( \theta \) is the bias, also known as the threshold, after the activation function to obtain the output results, the output results are shown in equation (1), [19].

\[
y = f\left(\sum_{i=1}^{n} w_i x_i - \theta\right).
\]

2.3. Generative Adversarial Networks. The GAN is primarily trained as a generator and a discriminator neural network, where the two networks are played to obtain the better result of the two networks. A high-performance discriminator is used for identification [20]. The input music, which may be generated by the generator, is identified by the discriminator, and if it is real music, the identification result is true, and if it is generated music, the identification result is false. The result of the identification by the discriminator gives
feedback to the generator to improve its performance in generating music, and the generator also gives feedback to the discriminator to improve its performance in generating music [21]. The initial stage of the GAN network (as shown in Figure 3) is mainly used in image generation, in which the two networks play a game, each trying to beat the other to achieve its own performance improvement. The ultimate goal is to use the generator network to generate music melodies that can be faked.

2.4. Music Generation Models Based on Convolutional GAN. The GAN is a game between a generator neural network and a discriminator neural network in which the two networks are trained to give the best result of the two networks, and the identification of real and generated music is described [22]. The two networks are eventually better; the generator network is trained so that the generated music is highly similar to the real music and the discriminator network is highly discriminative. The initial stage of the GAN network was mainly used for image generation, where the generator and discriminator networks were used to generate the real music. Each network tries to beat the other to improve the performance of its own network. The ultimate goal is to use the generator network to generate music melodies that can be falsely described as real [23].

In the MidiNet model, it consists of a moderator CNN, a generator CNN, and a discriminator CNN. In the moderator CNN, the input is a two-dimensional starter bar, which is convoluted into four layers, with each layer outputting a corresponding starter bar to be combined with the generator CNN; in the generator CNN, the input is a one-dimensional chord and random noise, which is also conserved in four layers, with each layer combining with the starter bar generated by the moderator to generate a new melody [24]; in the discriminator CNN, the input is either a real melody or a generated In the discriminator CNN, the input is either the real melody or the generated melody, and the start bars and chords are added through two layers of convolution and one layer of full concatenation, resulting in a discriminated output.

2.5. Model Objectives. The total objective formula is as in equation (2). The discriminator CNN is equation (3), and the generator CNN is equation (4). Where x∼ data(x) denotes sampling from real data, z∼ pc (z) denotes sampling from a random distribution, D denotes the discriminator network, and G denotes the generator network. In the discriminator network equation (3), the goal is to identify whether the input is a real melody or a generated melody, and the generation process is shown in Figure 4. If the data comes from real data, the discriminator probability is the maximum, and the purpose of doing log conversion is similar to log-likelihood, which does not affect the monotonicity of the function, but makes the operation more simple [25]; if the data comes from a Gaussian noise distribution, the input of the discriminator is the result generated by the generator, then the probability of the discriminator network will fall and 1 − D(G(z)) will rise, and then take the log conversion so that the probability of equation (3) takes the maximum value. For the generator network equation (4), the goal is to generate melodies that can fool over the discriminator network, the generation process is illustrated in Figure 5, the data x comes from the generated data i.e., the result generated by the Gaussian noise z, then the probability of D(G(z)) goes up and the probability of log(1 − D(G(z))) goes down, and finally the minimum value of the generator network is obtained.

\[
\min_{G} \max_{D} V(D, G) = E_{X∼\text{data}}[\log D(X)] + E_{z∼\text{pc}}[\log(1 − D(G(z)))], 
\]

\[
\max_{D} E_{X∼\text{data}}[\log D(X)] + E_{z∼\text{pc}}[\log(1 − D(G(z)))] \Rightarrow \min_{G} E_{X∼\text{data}}[\log(1 − D(G(z)))].
\]

\[
\min_{G} E_{X,z∼\text{data}}[\log(1 − D(G(z)))] \Rightarrow \max_{D} E_{X,z∼\text{data}}[\log(1 − D(G(z)))]
\]

\[
\max_{D} E_{X,z∼\text{data}}[\log(1 − D(G(z)))].
\]
3. Experimental Results and Analysis

3.1. Experimental Results. This paper uses the music theory rule-based music generation model, the DCC_GAN model, and the DCG_GAN model to generate a large number of musical melodies after training with chord constraints and time dependence. The model with chord constraints and time-dependent training to generate a large number of musical melodies. The melodies generated are more coherent, pleasant, and innovative than those generated by the baseline model. Here, the DCG_GAN model, for example, generates melodies in the nyc format as shown in Figure 6, and performs different rounds (1 epoch, 100 epoch, and 200 epoch). (100 epoch, 200 epoch) iterations, all selecting the first two bars of the first phrase of each round for observation, and as the number of training rounds increased, the notes became more varied and the resulting melodies more diverse [26].

The generated music in midi format is displayed as a piano roll in the MidiEditor software by selecting the first four bars of each melody as shown in Figure 7.

The experimental results of the baseline model are shown in Figure 7, which shows that the generation process tends to level off in both the chord and melody sections.

3.2. Assessment and Analysis. There are currently no scientifically rigorous and objective evaluation criteria for music melody generation, and the main evaluation method is based on the subjective evaluation of the user. The evaluation perspective is based on the coherence, ear-friendliness, and interest of the generated music melodies, with the baseline model's generated music melodies as a control group, and the music theory rule-based music generation model, the chord feature-based GAN network music generation model, and the overall style-based GAN music generation model. The GAN network music generation models are based on chord features and the GAN network music generation models are based on overall style. The four groups of models were trained for 200 rounds, and the generated music files were processed through a python library. The generated music files were converted from the nyc format to midi format by the Python library piano roll, and then the melodies in midi format were converted to MP3 format by MIDI 3 Pro software, and finally, the generated music melodies were evaluated and analyzed [27].

A total of 50 people was evaluated, 40 of whom were general listeners and 10 of whom were music professionals (music-related learners or instrumentalists), and the three groups of results were evaluated in terms of their melodic coherence, fearfulness, and creativity. The results were evaluated on a five-point scale, with 1 being the least effective, 5 being the most effective, and so on, and a weighted average of 50 scores produced the following results are shown in Table 1, [28].

The evaluation results were analyzed using a weighted average method in the two-track music generation based on chord-constrained GAN networks. For the four groups of models, the results were calculated as 40% for 40 general listeners and 60% for 10 music professionals, as in equation
The weighting of the three performance evaluation metrics of coherence, earliness, and innovation was analyzed as $5:3:2$, resulting in the performance analysis of the four groups of models in Table 2. The performance of the models gradually improves, and the melodies generated are more realistic and pleasing to the ear [29, 30].

\[
\bar{x} = \frac{x_1 f_1 + x_2 f_2 + x_3 f_3 + \cdots + x_k f_k}{\sum_1^k f_i}
\]  

In music, the core of the generated results is the fearfulness of the generated music. Therefore, the fearfulness of the melodies generated by the four groups of models was
correlated with the coherence and creativity, respectively, according to the Pearson correlation coefficient as in equation (6). The results of the analysis are shown in Table 3 [31].

$$r = \frac{N \sum x_i y_i - \sum x_i \sum y_i}{\sqrt{N \sum x_i^2 - (\sum x_i)^2} \sqrt{N \sum y_i^2 - (\sum y_i)^2}}$$

(6)

4. Conclusions

This paper introduces the baseline model in this experiment, the music generation model based on convolutional adversarial generative network, which is divided into two subsections: the first subsection introduces the dataset used in the model training process, including the data et format, data type, total amount of data, and data units; the second subsection introduces the model structure of the baseline model, including GAN. By introducing the baseline model, the baseline model can be better optimized for subsequent work.
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