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Abstract
In this paper we investigate the Fourier coefficients of harmonic Maass forms of negative half-integral weight. We relate the algebraicity of these coefficients to the algebraicity of the coefficients of certain canonical meromorphic modular forms of positive even weight with poles at Heegner divisors. Moreover, we give an explicit formula for the coefficients of harmonic Maass forms in terms of periods of certain meromorphic modular forms with algebraic coefficients.

1 Introduction

A fundamental result in the theory of modular forms is the fact that the spaces of holomorphic modular forms of fixed weight possess bases of forms with integral Fourier coefficients. In recent years, many authors have studied the Fourier coefficients of non-holomorphic generalizations of modular forms, such as harmonic Maass forms. These functions transform like modular forms but are harmonic rather than holomorphic on the upper half-plane, and they are allowed to have poles at the cusps. The most prominent examples appear in connection with mock theta functions, which are certain $q$-series with (typically) integral coefficients that have asymptotic expansions like modular forms as $q$ approaches roots of unity, but are not modular. More precisely, Zwegers [36] showed that Ramanujan’s mock theta functions may be viewed as the holomorphic parts of certain harmonic Maass forms of weight $\frac{1}{2}$. This raises
the question for the algebraicity of the coefficients of the holomorphic parts of more general harmonic Maass forms.

As it turns out, apart from the mock theta functions (see also [6, 14]) and certain harmonic Maass forms related to newforms with complex multiplication (see [11]), these coefficients typically do not seem to be algebraic. For example, in [8], Ono and the second author related the algebraicity of the Fourier coefficients of the holomorphic parts of certain harmonic Maass forms of weight $\frac{1}{2}$ to the vanishing of the central values of derivatives of $L$-functions of newforms of weight 2. Moreover, in [13] it was shown that the Fourier coefficients of these weight $\frac{1}{2}$ harmonic Maass forms can be expressed in terms of periods of certain algebraic differentials of the third kind on modular curves, which also hints at their delicate algebraic nature. In the present work, we extend the results of [13] to harmonic Maass forms of weight $\frac{3}{2} - k$ with $k \geq 1$, and derive an expression for their Fourier coefficients in terms of periods of certain meromorphic modular forms of weight $2k$.

Let us describe our main results in some more detail. To simplify the exposition we let $\Gamma := \text{SL}_2(\mathbb{Z})$ throughout the introduction. In the body of the paper we will treat level $\Gamma_0(N)$ for arbitrary $N \in \mathbb{N}$, using the language of vector-valued modular forms for the Weil representation.

1.1 Canonical meromorphic modular forms associated with divisors on modular curves

If $X$ is a non-singular projective curve over $\mathbb{C}$ and $D$ is a divisor on $X$ whose restriction to any component of $X$ has degree 0, then it follows from the Riemann period relations that there exists a unique meromorphic differential $\eta_D$ on $X$ with at most simple poles and residue divisor $\sum_{P \in X} \text{res}_P(\eta_D)P = D$, and such that

$$\Re \left( \int_C \eta_D \right) = 0$$

for any closed path $C$ in $X$ avoiding the points of $D$. The differential $\eta_D$ is called the canonical differential of the third kind associated with $D$. If $X$ is a modular curve, then $\eta_D$ may be viewed as a meromorphic modular form of weight 2. Our first result is a construction of certain ‘canonical’ meromorphic modular forms $\eta_{k,D}$ of weight $2k$ associated with divisors $D$ on modular curves, generalizing the notion of canonical differentials to higher weight.

For a subfield $F \subseteq \mathbb{C}$ and an integer $k \in \mathbb{Z}$ with $k \geq 2$ we let $\mathcal{D}_{2k,F}(\Gamma)$ be the $F$-vector space of meromorphic modular forms $f(z)$ defined over $F$ of weight $2k$ for $\Gamma$ which vanish at the cusp of $\Gamma$ and which have poles of order at most $k$ on $\mathbb{H}$, with expansions of the form

$$f(z) = a_{f,e} \left( \frac{(z - \varrho)(z - \overline{\varrho})}{\varrho - \overline{\varrho}} \right)^{-k} + O(1), \quad (z \to \varrho),$$
at each pole $\varrho$ of $f$, with some constants $a_{f,\varrho} \in F$. Note that for $k = 1$ we have $a_{f,\varrho} = \text{res}_\varrho(f)$. Hence, by a slight abuse of notation, we will call the $F$-linear combination

$$\text{res}(f) := \sum_{[\varrho] \in \Gamma \backslash \mathbb{H}} \frac{a_{f,\varrho}}{w_\varrho} [\varrho] \in \text{Div}(\Gamma \backslash \mathbb{H})_F$$

of points in $\Gamma \backslash \mathbb{H}$ the residue divisor of $f \in D_{2k,F}(\Gamma)$. Here $w_\varrho := \frac{1}{2} |\Gamma_\varrho|$ is half the order of the stabilizer of $\varrho$ in $\Gamma$, and $\text{Div}(\Gamma \backslash \mathbb{H})_F$ denotes the space of all $F$-linear combinations of points on $\Gamma \backslash \mathbb{H}$. Note that the sum is well-defined, that is, $a_{f,\varrho}$ and $w_\varrho$ only depend on the class $[\varrho]$ of $\varrho$ in $\Gamma \backslash \mathbb{H}$.

It is well known that closed geodesics on $\Gamma \backslash \mathbb{H}$ correspond to (conjugacy classes of) primitive hyperbolic matrices in $\Gamma$. More precisely, given such a primitive hyperbolic matrix $\gamma \in \Gamma$, let $S_\gamma$ be the semi-circle in $\mathbb{H}$ connecting the two real fixed points of $\gamma$. Then $C_\gamma := \langle \gamma \rangle \backslash S_\gamma$ defines a closed geodesic in $\Gamma \backslash \mathbb{H}$, and every closed geodesic in $\Gamma \backslash \mathbb{H}$ is accounted for in this way. We let $C_\mathbb{R}(\Gamma)$ be the real vector space spanned by all $\mathbb{R}$-linear combinations of closed geodesics $C_\gamma$ on $\Gamma \backslash \mathbb{H}$. We obtain a real-valued bilinear pairing on $D_{2k,\mathbb{R}}(\Gamma) \times C_\mathbb{R}(\Gamma)$ by setting, for each meromorphic modular form $f \in D_{2k,\mathbb{R}}(\Gamma)$ and each closed geodesics $C_\gamma$ on $\Gamma \backslash \mathbb{H}$,

$$(f, C_\gamma) := \Re \left( \frac{i}{\sqrt{d_\gamma}} \int_{z_0}^{y \gamma z_0} f(z) Q_\gamma(z, 1)^{k-1} dz \right),$$  \hspace{1cm} (1.1)$$

where $Q_\gamma(x, y) := cx^2 + (d-a)xy - by^2$ denotes the binary quadratic form corresponding to $\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$, $d_\gamma := \text{tr}(\gamma)^2 - 4$ is the discriminant of $Q_\gamma$, and the path of integration is any path in $\mathbb{H}$ (avoiding the poles of $f$) from some point $z_0 \in \mathbb{H}$ (not being a pole of $f$) to $\gamma z_0$. Using the residue theorem and the assumption that the coefficients $a_{f,\varrho}$ are real numbers, one can show that the value of the pairing $(f, C_\gamma)$ is indeed independent of the choice of $z_0 \in \mathbb{H}$ and the path from $z_0$ to $\gamma z_0$, see Lemma 3.1 below.

We have the following higher weight analogues of canonical differentials associated with divisors on $\Gamma \backslash \mathbb{H}$.

**Proposition 1.1** For each divisor $D \in \text{Div}(\Gamma \backslash \mathbb{H})_\mathbb{R}$ there exists a unique meromorphic modular form $\eta_{k,D} \in D_{2k,\mathbb{R}}(\Gamma)$ with residue divisor $\text{res}(\eta_{k,D}) = D$ and $(\eta_{k,D}, C) = 0$ for any $C \in C_\mathbb{R}(\Gamma)$.

We call $\eta_{k,D}$ the canonical meromorphic modular form of weight $2k$ associated with $D$. We will construct it explicitly as a linear combination of certain two-variable Poincaré series introduced by Petersson [27]. The fact that their cycle integrals are all real or all purely imaginary (depending on the parity of $k$) can then be shown by a direct computation, following ideas of Katok [23]. Moreover, the uniqueness of $\eta_{k,D}$ essentially follows from the Eichler-Shimura isomorphism. We refer the reader to Sect. 3 for the details of the proof of Proposition 1.1.

In the case that $D$ is a CM divisor, a result similar to Proposition 1.1 has been proved by Mellit [26, Theorem 1.5.3].
Remark 1.2 The above constructions may be interpreted in a more geometric way using local coefficient systems as explained in [19]. In this setting, meromorphic modular forms of weight $2k$ give rise to meromorphic 1-forms on $\Gamma \backslash \mathbb{H}$ with coefficients in the local system $E$ associated with $\text{Sym}^{2k-2}(\mathbb{C}^2)$, geodesics in $\Gamma \backslash \mathbb{H}$ give rise to cycles with coefficients in the dual of $E$, and the pairing (1.1) may be viewed as a (co)homological pairing.

1.2 Harmonic Maass forms and normalized meromorphic modular forms

The main topic of this work is the study of canonical meromorphic modular forms of weight $2k$ for certain linear combinations of Heegner divisors, coming from harmonic Maass forms of half-integral weight. Let us recall the setup from [8]. For $k \in \mathbb{N}$ with $k \geq 2$ we let $G \in S_{2k}$ be a normalized Hecke eigenform of weight $2k$ for $\Gamma$, and let $F_G$ be the totally real number field generated by the Fourier coefficients of $G$. We let $g \in S_{2+k}$ be a Hecke eigenform of weight $\frac{1}{2} + k$ for $\Gamma_0(4)$ in the Kohnen plus space which corresponds to $G$ under the Shimura correspondence. We may normalize $g$ such that all its Fourier coefficients lie in $F_G$. Then, by [8, Lemma 7.3] there exists a harmonic Maass form $f$ of weight $\frac{3}{2} - k$ for $\Gamma_0(4)$ with principal part defined over $F_G$ such that $\xi_{\frac{1}{2}-k}(f) = \|g\|^{-2} g$, where $\|g\| := \sqrt{(g, g)}$ denotes the Petersson norm of $g$ and $\xi_k = 2i v^k \frac{\partial}{\partial v}$. Every such harmonic Maass form $f$ can be written as a sum $f = f^+ + f^-$ of a holomorphic part $f^+$ and a non-holomorphic part $f^-$, with Fourier expansions of the shape

$$f^+(	au) = \sum_{n \in \mathbb{Z}, n > -\infty} c_f^+(n) q^n, \quad f^-(\tau) = \sum_{n \in \mathbb{Z}, n < 0} c_f^-(n) \Gamma(k - \frac{1}{2}, 4\pi |n| v) q^n,$$

with coefficients $c_f^+(n) \in \mathbb{C}$, where $q := e^{2\pi i \tau}$ and $\Gamma(s, x) := \int_x^\infty e^{-t} t^{s-1} dt$ denotes the incomplete Gamma function. The condition that the principal part of $f$ is defined over $F_G$ means that we have $c_f^+(n) \in F_G$ for all $n \leq 0$. We let $H_{\frac{3}{2} - k}(F_G)$ denote the space of harmonic Maass forms of weight $\frac{3}{2} - k$ for $\Gamma_0(4)$ satisfying the Kohnen plus space condition and with principal part defined over $F_G$. We are interested in the algebraicity properties of the coefficients $c_f^+(n)$ for $n > 0$.

Now we come to the construction of the Heegner divisor corresponding to $f$. For a negative discriminant $d < 0$ we let $Q_d^+$ be the set of positive definite integral binary quadratic forms $Q(x, y) = ax^2 + bxy + cy^2$ of discriminant $d = b^2 - 4ac$. For $Q \in Q_d^+$ the quadratic polynomial $Q(z, 1)$ has a unique root $\alpha_Q$ in $\mathbb{H}$, called the CM point (or Heegner point) corresponding to $Q$. Let $\Delta \in \mathbb{Z}$ be a fundamental discriminant with $(-1)^k \Delta < 0$ and let $D < 0$ be an integer such that $|\Delta|D \equiv 0, 1 \pmod{4}$. Moreover, let $\chi_{\Delta}$ be the usual genus character on $Q_{D|\Delta}^+$. Then we define the twisted Heegner divisor

$$Z_{\Delta}(D) := \sum_{Q \in \Gamma \backslash Q_{D|\Delta}^+} \frac{\chi_{\Delta}(Q)}{w_Q}[\alpha_Q].$$
where \( w_Q := w_{\sigma_Q} \). Eventually, we let

\[
Z_{k,\Delta}(f) := \sum_{D = 0} c_f^+(D)(|D\Delta|)^{\frac{k-1}{2}} Z_\Delta(D)
\]

be the twisted Heegner divisor corresponding to \( f \), where \( c_f^+(D) \in F_G \) denote the coefficients of the holomorphic part of \( f \). We remark that for even \( k \) the Heegner divisor \( Z_{k,\Delta}(f) \) is in general not a divisor with coefficients in \( F_G \), but with coefficients in some totally real algebraic extension of \( F_G \).

The following result relates the algebraicity of the coefficients \( c_f^+(n) \) of the harmonic Maass form \( f \) to the algebraicity of the Fourier coefficients of the canonical meromorphic modular form of weight \( 2k \) for the Heegner divisor \( Z_{k,\Delta}(f) \). It (partly) generalizes [8, Theorem 5.5, Theorem 7.6] to higher weight.

**Theorem 1.3** Let \( f \in H_{\frac{3}{2}-k}(F_G) \) be as above, and let \( \eta_{k,\Delta}(f) \in D_{2k,\mathbb{R}}(\Gamma) \) be the canonical meromorphic modular form of weight \( 2k \) for \( Z_{k,\Delta}(f) \). Then the following are equivalent.

1. We have \( c_f^+(|\Delta|) \in F_G \).
2. We have \( c_f^+(n^2|\Delta|) \in F_G \) for all \( n \in \mathbb{N} \).
3. All Fourier coefficients of \( \eta_{k,\Delta}(f) \) are contained in \( i\pi^k \sqrt{\Delta} F_G \).

In order to prove the theorem we will construct \( \eta_{k,\Delta}(f) \) as a regularized theta lift of \( f \), extending the methods of [8] by including certain differential (weight raising) operators in the theta lift, similarly as in [4]. By computing the Fourier expansion of this lift, we obtain a formula for the coefficients of \( \eta_{k,\Delta}(f) \) in terms of the coefficients \( c_f^+(n^2|\Delta|) \), \( n \in \mathbb{N} \). Invoking the action of Hecke operators on \( f \) and \( \eta_{k,\Delta}(f) \) then yields the stated result. We refer to Sect. 5 for the generalization of Theorem 1.3 to higher level \( \Gamma_0(N) \) and its proof.

We remark that a similar theta lift has been studied by Zemel [34], and it was used to show the implication \((2) \Rightarrow (3)\) in Theorem 1.3 (for \( \Delta = 1 \)).

Finally, we obtain a formula for the coefficient \( c_f^+(|\Delta|) \) in terms of cycle integrals of a certain normalized meromorphic modular form in \( D_{2k,\mathbb{R}}(\Gamma) \) with residue divisor \( Z_{k,\Delta}(f) \), generalizing [13, Theorem 1.1] to higher weight.

**Theorem 1.4** For \( f \in H_{\frac{3}{2}-k}(F_G) \) as above, there exists a unique meromorphic modular form \( \xi_{k,\Delta}(f) \in D_{2k,\mathbb{R}}(\Gamma) \) with the following properties.

1. The residue divisor is given by \( \text{res}(\xi_{k,\Delta}(f)) = Z_{k,\Delta}(f) \).
2. We have \( (\xi_{k,\Delta}(f), C) = 0 \) for every \( C \in C_{\mathbb{R}}(\Gamma) \) with \( (G, C) = 0 \).
3. The first Fourier coefficient of \( \xi_{k,\Delta}(f) \) vanishes.

Moreover, all Fourier coefficients of \( \xi_{k,\Delta}(f) \) lie in \( i\pi^k \sqrt{\Delta} F_G \), and we have

\[
c_f^+(|\Delta|) = \frac{1}{C_{k,\Delta}i\pi^k \sqrt{\Delta}} \cdot \frac{(\xi_{k,\Delta}(f), C)}{(G, C)} \quad (1.2)
\]

for every \( C \in C_{\mathbb{R}}(\Gamma) \) with \( (G, C) \neq 0 \), with the rational constant \( C_{k,\Delta} = \frac{(-2)^k|\Delta|^{k-1}}{(k-1)!} \).
Remark 1.5 The formula from Theorem 1.4 tells us that the coefficient $c^+_f(|\Delta|)$ can be written as a quotient of (real parts of) cycle integrals of (meromorphic) modular forms with coefficients in $F_G$.

We call $\zeta_{k,\Delta}(f)$ the normalized meromorphic modular form of weight $2k$ for $Z_{k,\Delta}(f)$. We will construct $\zeta_{k,\Delta}(f)$ by subtracting a suitable multiple of $G$ from $\eta_{k,\Delta}(f)$. The fact that the coefficients $\zeta_{k,\Delta}(f)$ lie in $i\pi^k\sqrt{|\Delta|}F_G$ and the formula (1.2) again follow by writing $\eta_{k,\Delta}(f)$ as a theta lift of $f$, and using the action of Hecke operators on $\zeta_{k,\Delta}(f)$. The details of the proof can be found in Sect. 5.

1.3 Organization of the paper

We start with a section on the necessary preliminaries about Heegner divisors, quadratic spaces and lattices, and vector-valued harmonic Maass forms for the Weil representation. In Sect. 4 we study a regularized theta lift of harmonic Maass forms which produces canonical meromorphic modular forms for twisted Heegner divisors, and we compute its Fourier expansion. In Sect. 5 we investigate the algebraicity properties of the Fourier coefficients of the canonical and normalized meromorphic modular forms for twisted Heegner divisors, and we prove Theorem 1.3 and Theorem 1.4 for level $\Gamma_0(N)$. Finally, in Sect. 6 we give a short outlook on a possible future application of our results to a non-vanishing criterion for central values of derivatives of newforms of weight $2k$ in terms of the algebraicity of Fourier coefficient of harmonic Maass forms.

2 Preliminaries

2.1 Heegner divisors

Let $N \in \mathbb{N}$. For a negative discriminant $d < 0$ and $r \in \mathbb{Z}/2N\mathbb{Z}$ with $d \equiv r^2 \pmod{4N}$ we consider the set of integral binary quadratic forms

$$Q_{d,r} := \{ Q(x, y) = aNx^2 + bxy + cy^2 : a, b, c \in \mathbb{Z}, \quad d = b^2 - 4Nac, \quad b \equiv r \pmod{2N} \}.$$  

The group $\Gamma_0(N)$ acts on $Q_{d,r}$ from the right, with finitely many orbits if $D \neq 0$.

We let $Q_{d,r}^+$ be the subset of positive definite quadratic forms in $Q_{d,r}$, which are given by the condition $\text{sgn}(Q) := \text{sgn}(a) > 0$. For $Q = [a, b, c] \in Q_{d,r}^+$ we let

$$\alpha_Q := \frac{-b + i\sqrt{|d|}}{2Na}$$

be the Heegner point corresponding to $Q$. It is the unique root of $Q(z, 1)$ in $\mathbb{H}$. The order $w_Q := \frac{1}{2} |\Gamma_0(N)_Q|$ of the stabilizer of $Q$ in $\Gamma_0(N)$ is finite.

Let $\Delta \in \mathbb{Z}$ be a fundamental discriminant and let $\rho \in \mathbb{Z}/2N\mathbb{Z}$ with $\Delta \equiv \rho^2 \pmod{4N}$. For $D \in \mathbb{Z}$ with $D < 0$ we let $\chi_\Delta$ be the generalized genus character on $\mathbb{Z}$.
Q_{D/\Delta^1,r,\rho} as in [20], and we define the **twisted Heegner divisor**

\[ Z_{\Delta,\rho}(D, r) := \sum_{Q \in Q_{D/\Delta^1,r,\rho}/\Gamma_0(N)} \frac{\chi_\Delta(Q)}{\omega_Q} [\alpha_Q], \]

where \([\alpha_Q]\) denotes the class of \(\alpha_Q\) in \(\Gamma_0(N) \setminus \mathbb{H}\).

### 2.2 Quadratic spaces and lattices

For \(N \in \mathbb{N}\) we let \(V\) be the rational quadratic space of signature \((2, 1)\) given by the set of rational traceless 2 by 2 matrices with the quadratic form \(q(X) := -N \det(X)\) and the associated bilinear form \((X, Y) := N \tr(XY)\). The group \(\mathrm{SL}_2(\mathbb{Q})\) acts as isometries on \(V\) by \(\gamma.X := \gamma X \gamma^{-1}\).

Throughout this work we will consider the lattice

\[
L := \left\{ \begin{pmatrix} b & c/N \\ -a & -b \end{pmatrix} : a, b, c \in \mathbb{Z} \right\} \tag{2.1}
\]

in \(V\). The dual lattice is given by

\[
L' = \left\{ \begin{pmatrix} b/2N & c/N \\ -a & -b/2N \end{pmatrix} : a, b, c \in \mathbb{Z} \right\}.
\]

Hence the discriminant form \(L'/L\) is isomorphic to \(\mathbb{Z}/2N\mathbb{Z}\) with the finite quadratic form \(x \mapsto x^2/4N \pmod{\mathbb{Z}}\), and we will use this identification without further notice.

Note that the group \(\Gamma_0(N)\) acts on \(L\) and fixes the classes of \(L'/L\).

For \(r \in \mathbb{Z}/2N\mathbb{Z}\) with \(d \equiv r^2 \pmod{4N}\) we let

\[
L_{d,r} := \left\{ X \in L' : q(X) = d/4N \text{ and } X \equiv r \text{ (mod } L) \right\},
\]

Each element \(X = \begin{pmatrix} b/2N & c/N \\ -a & -b/2N \end{pmatrix} \in L_{d,r}\) corresponds to a binary quadratic form

\(Q_X := [aN, b, c] \in Q_{d,r}\)

of discriminant \(d = 4Nq(X)\). The group \(\Gamma_0(N)\) acts on both \(L_{d,r}\) and \(Q_{d,r}\), and the actions are compatible in the sense that \(Q_X \circ \gamma = Q_{\gamma^{-1}X}\) for \(\gamma \in \Gamma_0(N)\). In particular, we obtain a bijection between \(\Gamma_0(N) \setminus L_{d,r}\) and \(Q_{d,r}/\Gamma_0(N)\).

We let \(\Gr(L)\) be the Grassmannian of positive definite 2-dimensional subspaces of \(V(\mathbb{R})\). We can identify \(\Gr(L)\) with \(\mathbb{H}\) by sending \(z = x + iy \in \mathbb{H}\) to the positive definite plane \(U(z) := X(z)^\perp\), where

\[
X(z) := \frac{1}{\sqrt{2N}y} \begin{pmatrix} -x & |z|^2 \\ -1 & x \end{pmatrix}.
\]
Note that \((X(z), X(z)) = -1\) and \(\gamma.X(z) = X(\gamma z)\) for \(\gamma \in \text{SL}_2(\mathbb{R})\). We also define the vectors
\[
U_1(z) := \frac{1}{\sqrt{2Ny}} \begin{pmatrix} x & -x^2 + y^2 \\ 1 & -x \end{pmatrix}, \quad U_2(z) := \frac{1}{\sqrt{2Ny}} \begin{pmatrix} y & -2xy \\ 0 & -y \end{pmatrix},
\]
such that \(U_1(z), U_2(z), X(z)\) form an orthogonal basis of \(L \otimes \mathbb{R}\). Note that \(U(z)\) is spanned by \(U_1(z), U_2(z)\). For \(X \in L'\) and \(z \in \mathbb{H}\) we consider the polynomials
\[
Q_X(z) := \sqrt{2Ny}(X, U_1(z) + iU_2(z)) = aNZ^2 + bz + c,
\]
\[
p_z(X) := -(X, X(z)) = \frac{1}{\sqrt{2Ny}}(aN|z|^2 + bx + c). \tag{2.2}
\]

Then we have the useful rules
\[
q(X_z) = \frac{1}{4Ny^2}Q_X(z)^2, \quad q(X_{z \perp}) = -\frac{1}{2}p_z^2(X). \tag{2.3}
\]

### 2.3 Harmonic Maass forms

The metaplectic extension of \(\text{SL}_2(\mathbb{Z})\) is defined as
\[
\widetilde{\Gamma} := \text{Mp}_2(\mathbb{Z}) := \left\{ (\gamma, \phi) : \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}), \phi : \mathbb{H} \to \mathbb{C} \text{ holomorphic}, \phi^2(\tau) = c\tau + d \right\}.
\]

It is generated by \(T := \begin{pmatrix} (1 & 1) \\ 0 & 1 \end{pmatrix}\) and \(S := \begin{pmatrix} (0 & -1) \\ 1 & 0 \end{pmatrix}, \sqrt{\tau}\). We let \(\Gamma_\infty\) be the subgroup generated by \(T\). Moreover, for \(\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z})\) we let \(\gamma := (\gamma, \sqrt{c\tau + d}) \in \widetilde{\Gamma},\)

where \(\sqrt{\tau}\) denotes the principal branch of the square root.

We let \(L\) be the lattice from Sect. 2.2 and we let \(\mathbb{C}[L'/L] \cong \mathbb{C}[\mathbb{Z}/2N\mathbb{Z}]\) be its group ring, which is generated by the formal basis vectors \(e_r\) for \(r \in \mathbb{Z}/2N\mathbb{Z}\). The Weil representation \(\rho_L\) associated with \(L\) is the representation of \(\widetilde{\Gamma}\) on \(\mathbb{C}[L'/L]\) defined by
\[
\rho_L(T)(e_r) := e\left(\frac{r^2}{4N}\right) e_r, \quad \rho_L(S)(e_r) := e\left(\frac{-1}{2N}\right) \sum_{r' (2N)} e\left(-\frac{rr'}{2N}\right) e_{r'}.
\]

The Weil representation \(\overline{\rho}_L\) associated to the lattice \(L^- = (L, -q)\) is called the dual Weil representation associated to \(L\).

Let \(\kappa \in \mathbb{Z} + \frac{1}{2}\) and define the slash-operator by
\[
f |_{\kappa, \rho_L}(\gamma, \phi)(\tau) := \phi(\tau)^{-2\kappa} \rho_L^{-1}(\gamma, \phi) f(\gamma\tau),
\]
for a function \(f : \mathbb{H} \to \mathbb{C}[L'/L]\) and \((\gamma, \phi) \in \widetilde{\Gamma}\). Here, and in the following we let \(e(z) := e^{2\pi iz}\). Following [5], we call a smooth function \(f : \mathbb{H} \to \mathbb{C}[L'/L]\) a harmonic
Maass form of weight $\kappa$ with respect to $\rho_L$ if it is annihilated by the weight $\kappa$ Laplace operator

$$\Delta_\kappa := -v^2 \left( \frac{\partial^2}{\partial u^2} + \frac{\partial^2}{\partial v^2} \right) + i\kappa v \left( \frac{\partial}{\partial u} + i\frac{\partial}{\partial v} \right),$$

if it is invariant under the slash-operator $|_{\kappa, \rho_L}(\gamma, \phi)$ for all $(\gamma, \phi) \in \tilde{\Gamma}$, and if there exists a $\mathbb{C}[L'/L]$-valued Fourier polynomial (the principal part of $f$)

$$P_f(\tau) := \sum_{r(2N)} \sum_{D \leq 0} c^+_f(D, r)e \left( \frac{D\tau}{4N} \right) e_r,$$

such that $f(\tau) - P_f(\tau) = O(e^{-\varepsilon v})$ as $v \to \infty$ for some $\varepsilon > 0$. We denote the vector space of harmonic Maass forms of weight $\kappa$ with respect to $\rho_L$ by $H_{\kappa, \rho_L}$, and we let $M_{\kappa, \rho_L}^1$ be the subspace of weakly holomorphic modular forms. Every $f \in H_{\kappa, \rho_L}$ can be written as a sum $f = f^+ + f^-$ of a holomorphic and a non-holomorphic part, having Fourier expansions of the form

$$f^+(\tau) = \sum_{r(2N)} \sum_{D \gg -\infty} c^+_f(D, r)e \left( \frac{D\tau}{4N} \right) e_r,$$

$$f^-(\tau) = \sum_{r(2N)} \sum_{D < 0} c^-_f(D, r)\Gamma \left( 1 - \kappa, \frac{\pi|D|v}{N} \right) e \left( \frac{D\tau}{4N} \right) e_r,$$

where $\Gamma(s, x) := \int_x^\infty t^{s-1}e^{-t} dt$ denotes the incomplete Gamma function.

The antilinear differential operator $\xi_\kappa := 2iv^\kappa \frac{\partial}{\partial \tau}$ maps a harmonic Maass form $f \in H_{k, \rho_L}$ to a cusp form of weight $2 - \kappa$ for $\rho_L$. We further require the raising operator $R_\kappa := 2iv \frac{\partial}{\partial \tau} + \kappa v$, which raises the weight of a smooth function transforming like a modular form of weight $\kappa$ for $\rho_L$ by two, and we define the iterated raising operator $R^n_\kappa := R_{\kappa+2n-2} \circ \cdots \circ R_{\kappa+2} \circ R_{\kappa}$ for $n \in \mathbb{N}$, and $R^0_\kappa := \text{id}$.

### 2.4 Maass Poincaré series

Examples of harmonic Maass forms can be constructed using Maass Poincaré series. We recall their construction from [12, Sect. 1.3]. Let $\kappa \in \mathbb{Z} + \frac{1}{2}$ with $\kappa < 0$. For $s \in \mathbb{C}$ and $v > 0$ we let

$$M_s(v) := v^{-\kappa/2}M_{-\kappa/2, s-1/2}(v),$$

with the usual $M$-Whittaker function. Let $D \in \mathbb{Z}$ with $D < 0$ and $r \in \mathbb{Z}/2N\mathbb{Z}$ with $D \equiv r^2 \pmod{4N}$. For $s \in \mathbb{C}$ with $\Re(s) > 1$ we define the $\mathbb{C}[L'/L]$-valued Maass Poincaré series.
\[ \mathcal{P}_{\kappa,D,r}(\tau,s) := \frac{1}{2\Gamma(2s)} \sum_{(M,\phi) \in \tilde{\Gamma}_\infty \setminus \text{Mp}_2(\mathbb{Z})} \mathcal{M}_s \left( \frac{\pi |D|v}{N} \right) e \left( \frac{Du}{4N} \right) e_{r} \bigg|_{k,\rho_L} (M,\phi), \]

where \( \tilde{\Gamma}_\infty \) is the subgroup of \( \text{Mp}_2(\mathbb{Z}) \) generated by \( T = (\begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, 1) \). It converges absolutely for \( \Re(s) > 1 \), it transforms like a modular form of weight \( \kappa \) for \( \rho_L \), and it is an eigenform of the Laplace operator \( \Delta_L \) with eigenvalue \( s(1-s) + (\kappa^2 - 2\kappa)/4 \).

The special value

\[ \mathcal{P}_{\kappa,D,r}(\tau) := \mathcal{P}_{\kappa,D,r}(\tau, 1 - \frac{\kappa}{2}) \]

defines a harmonic Maass form in \( H_{\kappa,\rho_L} \) whose Fourier expansion starts with

\[ \mathcal{P}_{\kappa,D,r}(\tau) = q^{-\frac{|D|}{4N}} (e_r + (-1)^{\kappa - \frac{1}{2}} e_{-r}) + \mathcal{O}(1). \]

The following lemma follows inductively from [9, Proposition 2.2].

**Lemma 2.1** For \( n \in \mathbb{N}_0 \) we have that

\[ R^n_k \mathcal{P}_{\kappa,D,r}(\tau,s) = \left( \frac{\pi |D|}{N} \right)^n \frac{\Gamma(s + n + \frac{k}{2})}{\Gamma(s + \frac{k}{2})} \mathcal{P}_{\kappa + 2n,D,r}(\tau,s). \]

Maass Poincaré series for the dual Weil representation \( \rho_L \) are defined analogously, and Lemma 2.1 remains true for them. However, in this case, we have to require that \( D \equiv -r^2 \pmod{4N} \), and the Fourier expansion starts with \( q^{-\frac{|D|}{4N}} (e_r - (-1)^{\kappa - \frac{1}{2}} e_{-r}) + \mathcal{O}(1) \).

### 2.5 W-Whittaker functions

We record some facts about derivatives and integrals of \( W \)-Whittaker functions that will be used in the computations later on. Following [12, Sect. 1.3] we put

\[ W_{\kappa,s}(y) := |y|^{-\kappa/2} W_{\kappa,s} \left( \frac{y}{2} \text{sgn}(y), s - \frac{1}{2}(|y|) \right), \quad (\kappa \in \mathbb{R}, \ s \in \mathbb{C}, \ y \in \mathbb{R} \setminus \{0\}), \]

where \( W_{\nu,\mu}(y) \) is the usual \( W \)-Whittaker function. At \( s = 1 - \frac{\kappa}{2} \) it simplifies to

\[ W_{\kappa,1-\frac{\kappa}{2}}(y) = \begin{cases} e^{-y/2}, & \text{if } y > 0, \\ e^{-y/2} \Gamma(1 - \kappa, |y|), & \text{if } y < 0. \end{cases} \]

Moreover, using (13.4.33) and (13.4.31) in [3], we obtain the formula

\[ R_k \left( W_{\kappa,s}(4\pi mv)e(mu) \right) \]

\[ = \begin{cases} -4\pi |m| (s + \frac{\kappa}{2}) (s - \frac{\kappa}{2} - 1) W_{\kappa + 2,s}(4\pi mv)e(mu), & \text{if } m < 0, \\ -4\pi |m| W_{\kappa + 2,s}(4\pi mv)e(mu), & \text{if } m > 0, \end{cases} \]

\( \copyright \) Springer
for \( u + iv \in \mathbb{H} \) and \( m \in \mathbb{R} \setminus \{0\} \). Moreover, we will need the integral formula

\[
\int_0^\infty v^{\kappa-2} W_{\kappa, s}(\alpha v) \exp \left( -\frac{\alpha v}{2} - \frac{\beta}{v} \right) dv = \alpha^{\frac{1}{2} - \frac{\kappa}{2}} \beta^{\frac{3}{2} - \frac{3}{2}} \sqrt{\pi} W_{0, \frac{3}{2} - 2s}(4\sqrt{\alpha \beta})
\]

(2.6)

for \( \alpha, \beta > 0 \), which follows by evaluating the integral in terms of the \( K \)-Bessel function using [17, (22) on p. 217], and then writing \( \sqrt{2z/\pi} K_{\mu}(z) = W_{0, \mu}(2z) \), see [3, (13.6.21)].

### 2.6 Hypergeometric series

We compute the action of the iterated raising operator on a certain hypergeometric series for later use.

**Proposition 2.2** For \( X \in V(\mathbb{R}) \) with \( q(X) = m < 0 \) and \( k \in \mathbb{N} \) we have

\[
R^k_{0,z} \left( \left( \frac{2|m|}{p_z^2(X)} \right)^{\frac{k}{2}} _2F_1 \left( \frac{k}{2}, \frac{k + 1}{2}; k + 1; \frac{2|m|}{p_z^2(X)} \right) \right) = \frac{\Gamma(2k)}{\Gamma(k)} \left( \frac{\sqrt{4N|m|}}{Q_X(z)} \right)^k \frac{\text{sgn}(p_z(X))}{\sqrt{4N|m|}} (k + j) f_{j+1}(z).
\]

**Proof** For brevity, we put \( w := w(z) := \frac{2|m|}{p_z^2(X)} \). We prove the proposition by induction. To this end, for \( j \in \mathbb{Z} \) and fixed \( k \in \mathbb{N} \) we define the function

\[
f_j(z) := \left( y^{-2} Q_X(z) \right)^j \left( \frac{2|m|}{p_z^2(X)} \right)^{\frac{k}{2}} _2F_1 \left( \frac{k}{2}, \frac{k + 1}{2}; k + 1; \frac{2|m|}{p_z^2(X)} \right).
\]

Note that we want to compute \( R^k_{0,z} f_0(z) \). We claim that

\[
R_{2j} f_j(z) = \frac{\text{sgn}(p_z(X))}{\sqrt{4N|m|}} (k + j) f_{j+1}(z).
\]

(2.7)

To prove this, we first use that for every holomorphic function \( g : \mathbb{H} \to \mathbb{C} \), every smooth function \( h : \mathbb{H} \to \mathbb{C} \), and every \( \kappa, \ell \in \mathbb{R} \) we have the simple relation

\[
R_{\ell - \kappa} \left( y^\kappa \overline{g(z)} \cdot \overline{h(z)} \right) = y^\kappa \overline{g(z)} \cdot R_{\ell} h(z).
\]

Applying this with \( \kappa = -2j, \ell = 0 \), and \( g(z) = Q_X^j(z) \), we obtain

\[
R_{2j} f_j(z) = \left( y^{-2} Q_X(z) \right)^j R_0 \left( w^{\frac{k+j}{2}} _2F_1 \left( \frac{k+j}{2}, \frac{k+j+1}{2}; k+1; w \right) \right).
\]

Next, we write \( R_0 = 2i \frac{\partial}{\partial z} \) and use the formula \( \frac{\partial}{\partial z} (az^b 2F_1(a, b; c; z)) = a z^{a-1} 2F_1(a+1, b; c; z) \) (see (15.5.3) of NIST) to obtain
A direct computation shows that

\[
\frac{\partial}{\partial z} w = -\frac{i}{\sqrt{4N|m|}} \text{sgn}(p_z(X))y^{-2}Q_X(z)w^{\frac{3}{2}}.
\]

Finally, using \(2F1(a, b; c; z) = 2F1(b, a; c; z)\) and taking everything together, we obtain (2.7).

Note that the left-hand side in the proposition equals \(R_{0f_0}(z)\). Applying (2.7) inductively, we find that \(R_{0f_0}(z)\) is a multiple of \(f_k(z)\). More explicitly, we get

\[
R_{0f_0}(z) = \frac{\text{sgn}(p_z(X))^k (2k - 1)!}{(k - 1)!} \left(y^{-2}Q_X(z)\right)^k w^{k/2}F1(k, k + \frac{1}{2}; k + \frac{1}{2}; w).
\]

We have \(2F1(a, b; b; z) = (1 - z)^{-a}\) which implies

\[
2F1(k, k + \frac{1}{2}; k + \frac{1}{2}; w) = \left(1 - \frac{2|m|}{p_z^2(X)}\right)^{-k} = p_z^2(X)^k \left(\frac{|Q_X(z)|^2}{2Ny^2}\right)^{-k},
\]

where we used that \(m = q(X) = q(X_z) + q(X_{z\perp}) = \frac{1}{4N y^2} |Q_X(z)|^2 - \frac{1}{2} p_z^2(X)\), compare (2.3). Taking everything together, we obtain the formula in the proposition.

\[\square\]

### 3 Canonical meromorphic modular forms of weight 2k

In this section we prove Proposition 1.1 for \(\Gamma := \Gamma_0(N)\) in a series of lemmas. Let \(k \in \mathbb{Z}\) with \(k \geq 2\). For completeness, we first show that the pairing in (1.1) is well-defined.

**Lemma 3.1** For \(f \in D_{2k,R}(\Gamma)\) and any closed geodesic \(C_\gamma\) on \(\Gamma \setminus \mathbb{H}\) the value of the pairing \((f, C_\gamma)\) is independent of the choice of the path.

**Proof** We have to show that, for any pole \(\varrho \in \mathbb{H}\) of \(f\) and any small closed loop \(\ell_\varrho\) around \(\varrho\), we have

\[
\Re \left( i^{k-1} \int_{\ell_\varrho} f(z) Q_{\gamma}(z, 1)^{k-1} \right) = 0. \tag{3.1}
\]

This essentially follows from the residue theorem. For computational convenience, we will use the fact that every function \(F\) which is meromorphic near \(\varrho\) has an elliptic expansion in weight \(\kappa \in \mathbb{Z}\) of the shape

\[\ldots\]
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we wrote Lemma 4.1]) that this coefficient is given by

\[ F(z) = (z - \overline{\varrho})^{-\kappa} \sum_{n \gg -\infty} c_{F, \varrho}(n) X_\varrho(z)^n, \quad X_\varrho(z) := \frac{z - \varrho}{z - \overline{\varrho}}, \]

with coefficients \( c_{F, \varrho}(n) \in \mathbb{C} \), see Proposition 17 in Zagier’s part of [15]. Here \( \kappa \in \mathbb{Z} \) can be chosen freely, but the coefficients \( c_{F, \varrho}(n) \in \mathbb{C} \) will depend on \( \kappa \). In particular, we do not need to require that \( F \) transforms like a modular form of weight \( \kappa \).

If \( G \) is another meromorphic function near \( \varrho \) with an elliptic expansion in weight \( 2 - \kappa \) and coefficients \( c_{G, \varrho}(n) \), then it follows from the residue theorem (see [1, Lemma 4.1]) that

\[ \int_{\ell_\varrho} F(z) G(z) \, dz = \frac{\pi}{\Im(\varrho)} \sum_{n \in \mathbb{Z}} c_{F, \varrho}(n) c_{G, \varrho}(-n - 1). \quad (3.2) \]

By definition of the space \( D_{2k, \mathbb{R}}(\Gamma) \), the elliptic expansion (in weight \( 2k \)) of \( f \in D_{2k, \mathbb{R}}(\Gamma) \) near \( \varrho \) is of the shape

\[ f(z) = a_{f, \varrho}(2i\Im(\varrho))^{k} (z - \overline{\varrho})^{-2k} X_\varrho(z)^{-k} + \mathcal{O}(1), \quad (3.3) \]

as \( z \to \varrho \), with \( a_{f, \varrho} \in \mathbb{R} \). Since \( Q_{\gamma}(z, 1)^{k-1} \) is holomorphic at \( \varrho \), by (3.2) we only need its elliptic expansion coefficient (in weight \( 2 - 2k \)) of index \( k - 1 \) at \( \varrho \). By [1, Lemma 3.1, Lemma 5.4] this coefficient is given by

\[(4\Im(\varrho))^{1-k} (k-1)! R_{2-2k}^{k-1} \left( \frac{Q_{\gamma}(z, 1)^{k-1}}{z=\varrho} \right) = (4\Im(\varrho))^{1-k} \left( 2i \frac{1}{d_{\gamma}} \right)^{k-1} P_{-1} \left( \frac{i |A|^{2} + B\Im(\varrho) + C}{\Im(\varrho)\sqrt{d_{\gamma}}} \right), \quad (3.4)\]

where \( d_{\gamma} \) is the discriminant of \( Q_{\gamma} \), \( P_{\ell}(x) \) denotes the \( \ell \)-th Legendre polynomial, and we wrote \( Q_{\gamma} = [A, B, C] \). Using that \( P_{\ell} \) is even if \( \ell \) is even and odd if \( \ell \) is odd, we see that (3.4) is real. Hence, putting (3.3) and (3.4) in (3.2), we see that (3.2) lies in \( i^{k}\mathbb{R} \). This shows (3.1), and finishes the proof. \( \square \)

For \( \varrho \in \mathbb{H} \) and \( k \in \mathbb{Z} \) with \( k \geq 2 \) we consider the Petersson Poincaré series [27]

\[ \eta_{k, \varrho}(z) := \frac{1}{2} \sum_{\gamma \in \Gamma} \left( \frac{(z - \varrho)(z - \overline{\varrho})}{\varrho - \overline{\varrho}} \right)^{-k} \bigg|_{2k} \gamma. \quad (3.5) \]

It is straightforward to check that \( \eta_{k, \varrho}(z) \) only depends on the class of \( \varrho \) in \( \Gamma \setminus \mathbb{H} \) and defines a meromorphic modular form in \( D_{2k, \mathbb{R}}(\Gamma) \) with residue divisor \( \text{res}(\eta_{k, \varrho}) = [\varrho] \).

For a given divisor \( D = \sum_{[\varrho]} c_{\varrho} [\varrho] \in \text{Div}(\Gamma \setminus \mathbb{H})_{\mathbb{R}} \) we put

\[ \eta_{k, D}(z) := \sum_{[\varrho] \in \Gamma \setminus \mathbb{H}} \frac{c_{\varrho}}{w_{\varrho}} \eta_{k, \varrho}(z) \in D_{2k, \mathbb{R}}(\Gamma). \]
Then \( \text{res}(\eta_{k,D}) = D \). In order to prove Proposition 1.1, we need to show that \( (\eta_{k,D}, C) = 0 \) for any \( C \in C_{\mathbb{R}}(\Gamma) \), and that \( \eta_{k,D} \) is uniquely determined by this condition among all forms in \( D_{2k,\mathbb{R}}(\Gamma) \) with residue divisor \( D \).

**Lemma 3.2** For any \( C \in C_{\mathbb{R}}(\Gamma) \) we have \( (\eta_{k,D}, C) = 0 \).

**Proof** It suffices to prove the lemma for \( D = \frac{1}{w_\varrho} [\varrho] \) and \( C = C_\gamma \) being a closed geodesic on \( \Gamma \backslash \mathbb{H} \). In this case the claim follows almost verbatim from the proof of [23, Theorem 3]: Using the unfolding argument one obtains that \( (\eta_{k,\varrho}, C_\gamma) \) is a finite linear combination of integrals of the shape \( \int_{-i\infty}^{i\infty} \frac{z^{k-1}dz}{(Az^2+Bz+C)^k} \) for certain real binary quadratic forms \([A, B, C]\) of negative discriminant. Since \( AC > 0 \) for any such quadratic form, [23, Lemma 2] shows that these integrals all vanish. \( \square \)

**Lemma 3.3** If \( f \in D_{2k,\mathbb{R}}(\Gamma) \) satisfies \( \text{res}(f) = D \) and \( (f, C) = 0 \) for any \( C \in C_{\mathbb{R}}(\Gamma) \), then \( f = \eta_{k,D} \).

**Proof** Under the above assumptions, \( g := f - \eta_{k,D} \) is a cusp form of weight 2k for \( \Gamma \) with

\[
(g, C_\gamma) = \Re \left( \left( \frac{i}{\sqrt{d_\gamma}} \right)^{k-1} \int_{C_\gamma} g(z) Q_\gamma(z, 1)^{k-1} dz \right) = 0
\]

for any closed geodesic \( C_\gamma \) on \( \Gamma \backslash \mathbb{H} \). In other words, either all geodesic cycle integrals of \( g \) are real, or they are all purely imaginary (depending on the parity of \( k \)). We now show that this implies \( g = 0 \), using [23, Theorem 2]. We abbreviate \( r_k(g, \gamma) = \int_{C_\gamma} g(z) Q_\gamma(z, 1)^{k-1} dz \) and put \( \gamma' = \begin{pmatrix} a & -b \\ c & d \end{pmatrix} \) for \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \). Then a direct computation shows that we have

\[
r_k(g, \gamma) = r_k(g^c, \gamma'), \tag{3.6}
\]

where \( g^c(z) = \overline{g(-z)} \in S_{2k}(\Gamma) \). Now, let us assume that \( r_k(g, \gamma) \) is real for all hyperbolic \( \gamma \in \Gamma \). Then (3.6) says that

\[
r_k(g, \gamma) = r_k(g^c, \gamma') \tag{3.7}
\]

for every hyperbolic \( \gamma \in \Gamma \). We can write \( g = \Re g + i \Im g \) with the cusp forms \( \Re g = \frac{1}{2}(g + g^c) \) and \( \Im g = -\frac{1}{2}(g - g^c) \). Note that \( g^c = \Re g - i \Im g \). Now, (3.7) becomes

\[
r_k(\Re g, \gamma) + ir_k(\Im g, \gamma) = r_k(\Re g, \gamma') - ir_k(\Im g, \gamma').
\]

Since this equation holds for all hyperbolic \( \gamma \in \Gamma \), it also holds with \( \gamma \) replaced by \( \gamma' \). Taking the sum or the difference of the two resulting equations, we obtain that

\[
r_k(\Re g, \gamma) - r_k(\Re g, \gamma') = 0, \quad \text{and} \quad r_k(\Im g, \gamma) + r_k(\Im g, \gamma') = 0,
\]
for every hyperbolic $\gamma \in \Gamma$. By [23, Theorem 2 ii)], this implies that $\Re g = 0$ and $\Im g = 0$, hence $g = 0$. The case when $r_k(g, \gamma)$ is purely imaginary for all hyperbolic $\gamma \in \Gamma$ is analogous.

Alternatively, one may use the Eichler-Shimura isomorphism to deduce that $g = 0$. $\square$

Taking together the above lemmas, we obtain the statement of Proposition 1.1. We remark that Proposition 1.1 holds more generally for discrete subgroups $\Gamma \subset \text{SL}_2(\mathbb{R})$ with finite covolume, by the same arguments as above.

We close this section with some remarks about further properties of the meromorphic modular forms $\eta_{\varrho}(z)$.

**Remark 3.4** (1) One can show that $\eta_{k, \varrho}(z)$ is a constant multiple of $R^k_{\varrho, z} \varphi_k(z, \varrho)$, where $G_k(z, \varrho)$ denotes the higher Green function on $\mathbb{H} \times \mathbb{H}$, see [7, 26].

(2) It is well-known that $\eta_{k, \varrho}(z)$ is orthogonal to cusp forms with respect to a suitable regularized Petersson inner product, see [7, 27].

(3) We have seen above that the real parts of the cycle integrals of $i^{k-1} \eta_{k, \varrho}(z)$ vanish. In [1, 24] it was proved that if $\varrho$ is a CM point, then the imaginary parts of (certain linear combinations of) the cycle integrals of $i^{k-1} \eta_{k, \varrho}(z)$ are rational (up to some normalizing factors involving powers of $\pi$ and the discriminant of $\varrho$).

### 4 Theta lifts and meromorphic modular forms

#### 4.1 Twisted theta functions and theta lifts

Let $L$ be the lattice from Sect. 2.2. Let $\Delta \in \mathbb{Z}$ be a fundamental discriminant (possibly 1) and let $\rho \in \mathbb{Z}$ be such that $\rho^2 \equiv \Delta \pmod{2N}$. We let $\chi_{\Delta}$ be the generalized genus character on binary quadratic forms as in [20], which can also be viewed as a function on $L'$ using the identification of $L_d, r$ with $Q_d, r$ explained in Sect. 2.2. For notational convenience we put

$$\tilde{\rho}_L := \begin{cases} \rho_L, & \text{if } \Delta > 0, \\ \rho_L, & \text{if } \Delta < 0. \end{cases}$$

Following [9], we define the twisted Siegel theta function by

$$\Theta_{\Delta, \rho}(\tau, z) := v^z \sum_{h \in L'/L} \sum_{X \in L + \rho h \atop q(X) \equiv \Delta q(h)(\Delta)} \chi_{\Delta}(X)e\left( \frac{q(Xz)}{|\Delta|} \tau + \frac{q(Xz_{\perp})}{|\Delta|} \right) e_h.$$  

It transforms like a modular form of weight $\frac{1}{2}$ for $\tilde{\rho}_L$ in $\tau$ and is $\Gamma_0(N)$-invariant in $z$. Similarly, following [22] we define the twisted Millson theta function by

$$\Theta_{\Delta, \rho}^*(\tau, z) := v^z \sum_{h \in L'/L} \sum_{X \in L + \rho h \atop q(X) \equiv \Delta q(h)(\Delta)} \chi_{\Delta}(X) p_\varrho(X)e\left( \frac{q(Xz)}{|\Delta|} \tau + \frac{q(Xz_{\perp})}{|\Delta|} \right) e_h,$$
with the polynomial $p_z(X) = -(X, X(z))$ as in (2.2). The Millson theta function transforms like a modular form of weight $-\frac{1}{2}$ for $\tilde{\rho}_L$ in $\tau$ and is $\Gamma_0(N)$-invariant in $z$. These theta functions and the corresponding theta lifts have been studied at many places in the past years, see for example [2, 4, 16, 22].

Let $k \in \mathbb{N}$ with $k \geq 2$. For a harmonic Maass form $f \in H_{\frac{3}{2} - k, \tilde{\rho}_L}$ we define the theta lift

$$\Phi^k_{\Delta, \rho}(f, z) := \begin{cases} C_k^- \cdot R^k_{0, z} \int_{F^k} \left( R_{\frac{3}{2} - k, \tau}^{k - 1} f(\tau), \Theta_{\Delta, \rho}(\tau, z) \right) v^{\frac{1}{2}} d\mu(\tau), & \text{if } k \text{ is odd}, \\
C_k^+ \cdot R^k_{0, z} \int_{F^k} \left( R_{\frac{3}{2} - k, \tau}^{k - 1} f(\tau), \Theta_{\Delta, \rho}^*(\tau, z) \right) v^{-\frac{1}{2}} d\mu(\tau), & \text{if } k \text{ is even}, \end{cases}$$

where $d\mu(\tau) := \frac{dvdu}{v^2}$ denotes the usual invariant measure on $\mathbb{H}$, the integrals are regularized as in [10, Sect. 6], and $C_k^-$ and $C_k^+$ denote the normalizing constants

$$C_k^- := \frac{i^k |\Delta|^{\frac{k}{2} - 1} N^{\frac{k}{2} - 1}}{2^{k+1} \pi^{\frac{k}{2} - 1} (k - 1)!}, \quad C_k^+ := \frac{i^k |\Delta|^{\frac{k}{2} - 1} N^{\frac{k}{2} - 1}}{2^{k+1} \pi^{\frac{k}{2} - 1} (k - 1)!}. \quad (4.1)$$

We remark that Zemel [34] investigated a similar lift for lattices of more general signature (with $\Delta = 1$) and used it to prove a higher weight version of the Gross-Kohnen-Zagier Theorem. Moreover, an analogous theta lift (defined in the same way as $\Phi^k_{\Delta, \rho}(f, z)$ but without the raising operator $R^k_{0, z}$ in front) was considered in [4], where it was shown to be a linear combination of higher Green functions $G_k(Z_{\Delta, \rho}(D, r), z)$ evaluated at Heegner divisors $Z_{\Delta, \rho}(D, r)$ in the first variable.

Here, we will show that the lift $\Phi^k_{\Delta, \rho}(f, z)$ defines a meromorphic modular form of weight $2k$ for $\Gamma_0(N)$ with poles of order $k$ at a linear combination of Heegner divisors $Z_{\Delta, \rho}(D, r)$. Moreover, we will compute the Fourier expansion of the lift to study the algebraicity of the Fourier coefficients of these meromorphic modular forms.

### 4.2 The theta lift as a meromorphic modular form

Let $D < 0$ be an integer and let $r \in \mathbb{Z}/2N\mathbb{Z}$ with $D \equiv \text{sgn}(\Delta)r^2 \pmod{4N}$. We compute the theta lift of the Maass Poincaré series $\mathcal{P}_{\frac{3}{2} - k, D, r}(\tau)$, defined in Sect. 2.4, and obtain an explicit representation of the lift in terms of the meromorphic modular form

$$f_{k, D, r, \Delta, \rho}(z) := i^k (|D\Delta|)^{\frac{k}{2} - \frac{1}{2}} \sum_{Q \in \mathcal{Q}_{D|\Delta, r, \rho}} \frac{\text{sgn}(Q)\chi_{\Delta}(Q)}{Q(z, 1)^k} \quad (4.2)$$

of weight $2k$ for $\Gamma_0(N)$. Here we put $\text{sgn}(Q) := \text{sgn}(a)$ for $Q = [aN, b, c] \in \mathcal{Q}_{D|\Delta, r, \rho}$. Let $\alpha_Q \in \mathbb{H}$ be the Heegner point corresponding to $Q \in \mathcal{Q}_{D|\Delta, r, \rho}$. Then a
short computation using
\[ Q(z, 1) = 2i \sqrt{|D\Delta|} \frac{(z - \alpha Q)(z - \overline{\alpha} Q)}{(\alpha Q - \overline{\alpha} Q)} \]
shows that
\[ f_{k, D, r, \Delta, \rho}(z) = (|D\Delta|)^{\frac{k-1}{2}} \sum_{Q \in \mathcal{Q}_{D\Delta, \rho}} \text{sgn}(Q) \chi(D) \eta_{k, \alpha Q}(z), \]
with the Petersson Poincaré series \( \eta_{k, \varrho}(z) \) defined in (3.5). In particular, \( f_{k, D, r, \Delta, \rho} \in \mathcal{D}_{2k, \mathbb{R}}(\Gamma) \) is the canonical meromorphic modular form of weight 2\( k \) for the rescaled Heegner divisor
\[ \text{res}(f_{k, D, r, \Delta, \rho}) = |D\Delta|^{\frac{k-1}{2}} Z_{\Delta, \rho}(D, r). \]

**Proposition 4.1** Let \( k \in \mathbb{Z} \) with \( k \geq 2 \), let \( D \in \mathbb{Z} \) with \( D < 0 \) and \( r \in \mathbb{Z}/2N\mathbb{Z} \) with \( D \equiv \text{sgn}(\Delta)r^2 \pmod{4N} \). Then we have
\[ \Phi_{\Delta, \rho}^k \left( \mathcal{P}_{\frac{3}{2} - k, D, r}(\tau), z \right) = f_{k, D, r, \Delta, \rho}(z). \]

**Remark 4.2** Let \( f \) be a harmonic weak Maass form of weight \( \frac{3}{2} - k \). Since the Poincaré series \( \mathcal{P}_{\frac{3}{2} - k, D, r}(\tau) \) generate the space of weight \( \frac{3}{2} - k \) harmonic weak Maass forms, we directly deduce that the lift \( \Phi_{\Delta, \rho}^k(f, z) \) defines a meromorphic modular form of weight \( 2k \) for \( \Gamma_0(N) \) with poles of order \( k \) at a linear combination of Heegner divisors \( Z_{\Delta, \rho}(D, r) \).

**Proof** Let \( k \geq 3 \) be odd. Using Lemma 2.1 we can write
\[ \Phi_{\Delta, \rho}^k \left( \mathcal{P}_{\frac{3}{2} - k, D, r}(\tau), z \right) = C_k^- \left( \frac{\pi |D|}{N} \right)^{\frac{k-1}{2}} \Gamma \left( \frac{k + 1}{2} \right) R_{\Delta, \rho, z}^k \left( \mathcal{P}_{\frac{3}{2} - k, D, r}(\tau), z \right) \]
where \( C_k^- \) is the normalizing constant defined in (4.1). The regularized integral can be computed by unfolding against the Maass Poincaré series as in the proof of [12, Theorem 2.14]. We obtain that
\[ \Phi_{\Delta, \rho}^k \left( \mathcal{P}_{\frac{3}{2} - k, D, r}(\tau), z \right) = 2C_k^- \left( \frac{\pi |D|}{N} \right)^{\frac{k-1}{2}} \Gamma \left( \frac{k + 1}{2} \right) \Gamma \left( \frac{k}{2} \right) \frac{1}{\Gamma(k + \frac{1}{2})} \times \sum_{\chi \in \chi_{L + \rho, q}} \chi(D) \cdot R_{\Delta, \rho, z}^k \left( \frac{D|\Delta|}{4Nq(X_{\frac{1}{2}})} \right)^{\frac{k}{2}} {}_2F_1 \left( \frac{k}{2}, k + \frac{1}{2}; k + \frac{1}{2}; \frac{D|\Delta|}{4Nq(X_{\frac{1}{2}})} \right). \]
Recall from (2.3) that \( q(X, z) = -\frac{1}{\pi} p^2(X) \). By Proposition 2.2 (with \( m = \frac{D|\Delta|}{4N} \)) we find

\[
\Phi^k_{\Delta, \rho} \left( \mathcal{P}^1_{z-k, D, \tau} \right) = 2C_k^- (|D||\Delta|)^{\frac{k}{2}} \left( \frac{\pi |D|}{N} \right)^{\frac{k+1}{2}} \frac{\Gamma(2k) \Gamma \left( \frac{k+1}{2} \right) \Gamma \left( \frac{1}{2} \right)}{\Gamma(k) \Gamma (k + \frac{1}{2})}
\times \sum_{\substack{x \in L + \rho \tau \mathcal{Q} \geq 0 \cap D|\Delta|/4N}} \text{sgn}(p_z(X)) \frac{X(\Delta)(X)}{Q_X(z)^k}.
\]

The quotient of Gamma functions can be simplified to \( 2^k(k - 1)! \) using the Legendre duplication formula \( \sqrt{\pi} \Gamma(2z) = 2^{2z-1} \Gamma(z) \Gamma(z + \frac{1}{2}) \). Moreover, we have \( \text{sgn}(p_z(X)) = \text{sgn}(Q_X) \), independently of \( z \in \mathbb{H} \), where \( Q_X \) is the quadratic form corresponding to \( X \) under the identification of \( L_D|\Delta|, \rho \) with \( \mathcal{Q}_N D|\Delta|, \rho \) explained in Sect. 2.2. Hence we can rewrite the sum into a multiple of \( f_{k, D, \tau, \Delta, \rho}(z) \). Taking into account the normalizing constant \( C_k^- \) defined in (4.1) and putting everything together, we obtain the stated formula.

The proof for even \( k \) is analogous, so we omit the details. \( \square \)

### 4.3 The Fourier expansion of the theta lift

In this section we compute the Fourier expansion of the theta lift of harmonic Maass forms.

**Proposition 4.3** Let \( k \in \mathbb{Z} \) with \( k \geq 2 \). For \( y \gg 0 \) large enough, the theta lift \( \Phi^k_{\Delta, \rho}(f, z) \) of \( f \in H^1_{\frac{3}{2} - k, \rho} \) has the Fourier expansion

\[
\Phi^k_{\Delta, \rho}(f, z) = C_k \Delta i \pi^k \sqrt{\Delta} \sum_{n \geq 1} n^{2k-1} \sum_{d|n} \left( \frac{\Delta}{d} \right) d^{-k} c^+_j \left( \frac{|\Delta|n^2 \rho}{d^2}, \rho \frac{n}{d} \right) e(n\tau),
\]

with the rational constant \( C_k := \frac{(-2\text{sgn}(\Delta))^k|\Delta|^{k-1}}{(k-1)!} \).

**Proof** Suppose that \( k \geq 3 \) is odd. For simplicity we assume that \( \Delta \neq 1 \), but the proof for \( \Delta = 1 \) is very similar. We write the theta function \( \Theta_{\Delta, \rho}(\tau, z) \) as a Poincaré series as in [8, Theorem 4.8]. Then we use the unfolding argument as in the proof of [8, Theorem 5.3] and obtain

\[
\Phi^k_{\Delta, \rho}(f, z) = R^k \left( 2\sqrt{N} C_k^- y \sum_{X \in K' \Delta \geq 1} \left( \frac{\Delta}{n} \right) e(\text{sgn}(\Delta)n(X, \mu)) \right)
\times \int_0^\infty c(|\Delta|q(X), \rho X, v) \exp \left( -\frac{N\pi n^2 y^2}{|\Delta|v^2} - 2\pi q(X)|\Delta|v \right) \frac{dv}{v^2},
\]

where \( C_k^- \) is the normalizing constant defined in (4.1), \( K' = \left\{ \frac{m}{2N} \left( \begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix} \right) : m \in \mathbb{Z} \right\} \) is a positive definite sublattice of \( L' \), \( \epsilon \) equals 1 if \( \Delta > 0 \) and \( i \) if \( \Delta < 0 \), we put \( \mu = \left( \begin{smallmatrix} x & -x^2 \\ -1 & -x \end{smallmatrix} \right) \), and we wrote, \( ^1 \)

\(^1\) note that, in contrast to [8, Theorem 5.3] we put \( e^{-2\pi ny \nu} \) into \( c(n, h, v) \).
for the Fourier expansion of $R_{\frac{3}{2}-k}^{k-1} f(\tau)$.

We first show that the contribution for $X = 0$ vanishes. Note that

$$R_{\alpha} v^\alpha = (\alpha + \kappa) v^{\alpha - 1} \tag{4.3}$$

for any $\alpha, \kappa \in \mathbb{R}$, so we have

$$c(0, 0, v) = C_0 c_f^+(0, 0) v^{\frac{1-k}{2}}, \quad \text{where} \quad C_0 := \prod_{j=1}^{\frac{k-1}{2}} \left( j - \frac{5}{2} \right).$$

Now the contribution from the $X = 0$ summand equals

$$2 \sqrt{N} \varepsilon C_k^- C_0 c_f^+(0, 0) \sum_{n \geq 1} \left( \frac{\Delta}{n} \right) R_{0, z}^k \left( y \int_0^\infty v^{\frac{1-k}{2}} \exp \left( - \frac{N \pi n^2 y^2}{|\Delta| v} \right) \frac{dv}{v^2} \right)$$

$$= 2 N^{\frac{1-k}{2}} \pi^{-\frac{k}{2}} |\Delta|^\frac{k}{2} \varepsilon C_k^- C_0 c_f^+(0, 0) \Gamma \left( \frac{k}{2} \right) L(\Delta(k)) \cdot R_{0, z}^k y^{1-k}.$$ 

It follows from (4.3) that $R_0^k y^{1-k} = (k-1)! R_{2k-2} y^{2-2k} = 0$. In particular, the Fourier expansion of the theta lift has no constant term.

For $m > 0$ we have $e^{-2\pi m v} = \mathcal{W}_{\frac{3}{2}-k, \frac{k}{2}+\frac{1}{4}} (4\pi m v)$ by (2.4), and hence

$$c(m, h, v) e(\mu v) = c_f^+(m, h) R_{\frac{3}{2}-k}^{k-1} \left( \mathcal{W}_{\frac{3}{2}-k, \frac{k}{2}+\frac{1}{4}} (4\pi m v) e(\mu v) \right)$$

$$= c_f^+(m, h) (-4\pi m)^{\frac{k-1}{2}} \mathcal{W}_{\frac{k}{2}, \frac{k}{2}+\frac{1}{4}} (4\pi m v) e(\mu v)$$

by (2.5). Using (2.6) (with $\kappa = \frac{1}{2}, s = \frac{k}{2} + \frac{1}{4}, \alpha = 4\pi |\Delta| q(X), \beta = \frac{N \pi n^2 y^2}{|\Delta|} \) we have for $X \neq 0$ the evaluation

$$\int_0^\infty \mathcal{W}_{\frac{k}{2}, \frac{k}{2}+\frac{1}{4}} (4\pi |\Delta| q(X) v) \exp \left( - \frac{N \pi n^2 y^2}{|\Delta| v} - 2\pi q(X) |\Delta| v \right) \frac{dv}{v^2}$$

$$= \frac{\sqrt{|\Delta|}}{\sqrt{N} n y} \mathcal{W}_{0, 1-k} \left( 4\pi n y \sqrt{4N q(X)} \right).$$

Note that $q(X) = \frac{m^2}{4N}$ and $(X, \mu) = m$ for $X = \frac{m}{2N} \left( \frac{1}{0} \right) \in K'$. Using (2.5) we find
Since for $\text{sgn}(\Delta)m < 0$ one of the factors $(s + \frac{\kappa}{2})$ in (2.5) will be 0. By (2.4) we have $\mathcal{W}_{k,1-k}(4\pi|m|ny) = e^{-2\pi|m|ny}$. Taking everything together, we obtain after simplification

$$
\Phi^k_{\Delta,\rho}(f, z) = (-1)^{\frac{k+1}{2}} \varepsilon C^\pm_{\Delta} \text{sgn}(\Delta)2^{2k+1}N^{\frac{1-k}{2}} \pi^{\frac{k-1}{2}} |\Delta|^\frac{k}{2} \sum_{n \geq 1} n^{2k-1} \times \sum_{d|n} \left(\frac{\Delta}{d}\right) d^{-k} c^+_f \left(\frac{|\Delta|n^2}{d^2}, \frac{\rho n}{d}\right) e(n\tau),
$$

where we also used that $c^+_f(m, \text{sgn}(\Delta)r) = \text{sgn}(\Delta)c^+_f(m, r)$. Putting in the normalizing constant $C^{-\kappa}$ from (4.1), we obtain the stated formula.

The proof for even $k$ is similar. Now we use Theorem 5.10 and Lemma 5.6 of [16] to write the theta function $\Theta^*_{\Delta,\rho}(\tau, z)$ as a Poincaré series

$$
\Theta^*_{\Delta,\rho}(\tau, z) = \frac{N\sqrt{2\varepsilon}}{2\sqrt{2|\Delta|}} \sum_{\tilde{\gamma} \in \tilde{\Gamma}/\tilde{\Gamma}} \sum_{n \geq 1} n \left[\exp\left(-\frac{N\pi n^2 y^2}{|\Delta|v}\right) \Xi(\tau, \mu, -n, 0)\right] |_{-1/2, \tilde{\rho}_K} \tilde{\gamma}
$$

where

$$
\Xi(\tau, \mu, -n, 0) = \left(\frac{\Delta}{n}\right) \varepsilon \sqrt{|\Delta|} \sum_{h \in K'/K} \sum_{X \in K+rh} e\left(\frac{q(X)\tau}{|\Delta|} - \frac{n(X, \mu)}{|\Delta|}\right) e_h.
$$

By the unfolding argument we obtain as in the proof of [8, Theorem 5.3] that

$$
\Phi^k_{\Delta,\rho}(f, z) = R^k_0(\sqrt{2N\varepsilon} \sum_{X \in K'/K} \sum_{n \geq 1} n \left(\frac{\Delta}{n}\right) e(\text{sgn}(\Delta)n(\lambda, \mu)) \times \int_0^\infty c(|\Delta|q(X), \rho X, v) \exp\left(-\frac{N\pi n^2 y^2}{|\Delta|v} - 2\pi q(X)|\Delta|v\right) \frac{dv}{v^{\frac{5}{2}}}).
$$

Now the rest of the proof proceeds as in the case of odd $k$, so we omit the details. \qed

5 Meromorphic modular forms corresponding to Heegner divisors

In this section we investigate the canonical and normalized meromorphic modular forms corresponding to twisted Heegner divisors and prove Theorem 1.3 and Theorem 1.4.
Let $N \in \mathbb{N}$ and $k \in \mathbb{N}$ with $k \geq 2$, and let $L$ be the lattice defined in (2.1). Recall from [18, 29] that the space $M_{\frac{1}{2}+k,\rho_L}$ of holomorphic vector-valued modular forms of weight $\frac{1}{2} + k$ for $\rho_L$ is isomorphic to the space $J_{\frac{1}{2}+k,\rho_L}$ of skew holomorphic Jacobi forms of weight $k + 1$ and index $N$. Similarly, $M_{\frac{1}{2}+k,\overline{\rho}_L}$ is isomorphic to the space $J_{\frac{1}{2}+k,\overline{\rho}_L}$ of holomorphic Jacobi forms of weight $k + 1$ and index $N$. Hence, the theory of Hecke operators for Jacobi forms developed in [18, 29, 30] carries over to vector-valued modular forms for $\rho_L$ and $\overline{\rho}_L$. In particular, there is a newform theory for these spaces of vector-valued modular forms.

We let $S_{2k}^{\text{new},+}(N)$ be the space of cuspidal newforms of weight $2k$ for $\Gamma_0(N)$ on which the Fricke involution acts by multiplication with $(-1)^k$.

By the Shimura correspondence, it is isomorphic as a module over the Hecke algebra to $S_{\frac{1}{2}+k,\rho_L}$, compare [20, 29, 30]. Similarly, the space $S_{2k}^{\text{new},-}(N)$ of cuspidal newforms of weight $2k$ for $\Gamma_0(N)$ on which the Fricke involution acts by multiplication with $-(-1)^k$ is isomorphic as a module over the Hecke algebra to $S_{\frac{1}{2}+k,\overline{\rho}_L}$.

Let $\rho$ be one of the representations $\rho_L$ and $\overline{\rho}_L$. For every $m \in \mathbb{N}$ there is a Hecke operator $T_m$ acting on $M_{\frac{1}{2}+k,\rho}$. The action on Fourier expansions can be computed explicitly, compare [18, 30]. For example, if $p$ is a prime with $(p, N) = 1$, and we let $f = \sum_{n,r} c_f(n,r)q^n e_r \in M_{\frac{1}{2}+k,\rho}$ and $f|T_p = \sum_{n,r} c_f|T_p(n,r)q^n e_r$, then we have

$$c_f|T_p(n,r) = c_f(p^2n,p^r) + p^{k-1} \left( \frac{4N\sigma n}{p} \right) c_f(n,r) + p^{2k-1} c_f(n/p^2,r/p),$$

where $\sigma = 1$ if $\rho = \rho_L$ and $\sigma = -1$ if $\rho = \overline{\rho}_L$. There are similar formulas for general $m \in \mathbb{N}$. The Hecke operators act on harmonic Maass forms in an analogous way, and the action on Fourier expansions is the same.

We let $\rho \in \mathbb{Z}/2N\mathbb{Z}$ and $\Delta \equiv \rho^2 \pmod{4N}$ be a fundamental discriminant, and we put $\epsilon := -\text{sgn}(\Delta)$. For a normalized newform $G \in S_{2k}^{\text{new},\epsilon}(N)$ we let $F_G$ be the totally real number field generated by its Fourier coefficients, and we let $g \in S_{\frac{1}{2}+k,\overline{\rho}_L}$ be its Shimura correspondent, which we may normalize to have coefficients in $F_G$, as well. Then, by [8, Lemma 7.2] there exists a harmonic Maass form $f \in H_{\frac{1}{2}-k,\overline{\rho}_L}(F_G)$ whose principal part has coefficients in $F_G$, and which satisfies $\xi_{\frac{1}{2}-k} f = \|g\|^{-2} g$, where we write $\|g\| = \sqrt{(g,g)}$ for the Petersson norm of $g$. We let

$$Z_{k,\Delta,\rho}(f) := \sum_{D \in \mathcal{O}_{F_G}} \sum_{r(2N)} c_{f,D,r,\Delta,\rho}^{+}(D,r) |D\Delta|^{\frac{k-1}{2}} Z_{\Delta,\rho}(D,r)$$

be the twisted Heegner divisor corresponding to $f$. Then the canonical meromorphic modular form with residue divisor $Z_{k,\Delta,\rho}(f)$ is given by

$$\eta_{k,\Delta,\rho}(f) = \sum_{D \in \mathcal{O}_{F_G}} \sum_{r(2N)} c_{f,D,r,\Delta,\rho}^{+}(D,r) f_{k,D,r,\Delta,\rho}(D,r),$$

(5.2)
with \(f_k, D_r, \Delta, \rho\) defined in (4.2). On the other hand, by Proposition 4.1 the meromorphic modular form \(\eta_{k, \Delta, \rho}(f)\) can be obtained as the theta lift \(\Phi_{\Delta, \rho}^k(f, z)\) of \(f\). In particular, by Proposition 4.3, we have the Fourier expansion

\[
\eta_{k, \Delta, \rho}(f) = C_{k, \Delta}i\pi^k \sqrt{\Delta} \sum_{n=0}^{\infty} n^{2k-1} \sum_{d|n} \left(\frac{\Delta}{d}\right) d^{-k} c_f^+ \left(\frac{|\Delta n^2|}{d^2}, \frac{\rho n}{d}\right) e(nz) \tag{5.3}
\]

with a rational constant \(C_{k, \Delta} \in \mathbb{Q}\).

**Theorem 5.1** Let \(f \in H_{\frac{3}{2} - k, \tilde{\rho}_L}(F_G)\) be as above, and let \(\eta_{k, \Delta, \rho}(f) \in \mathcal{D}_{2k, \mathbb{R}}(\Gamma)\) be the canonical meromorphic modular form of weight \(2k\) for \(Z_{k, \Delta, \rho}(f)\) as in (5.2). Then the following are equivalent.

1. We have \(c_f^+ (|\Delta|, \rho) \in F_G\).
2. We have \(c_f^+(n^2|\Delta|, n\rho) \in F_G\) for all \(n \in \mathbb{N}\).
3. All Fourier coefficients of \(\eta_{k, \Delta, \rho}(f)\) are contained in \(i\pi^k \sqrt{\Delta} F_G\).

**Proof** The implication (2) \(\Rightarrow\) (3) follows from the Fourier expansion of \(\eta_{k, \Delta, \rho}(f)\) in (5.3). Similarly, the implication (3) \(\Rightarrow\) (1) follows from (5.3) since the first coefficient of \(\eta_{k, \Delta, \rho}\) is given by \(C_{k, \Delta}i\pi^k \sqrt{\Delta} c_f^+ (|\Delta|, \rho)\).

It remains to prove that (1) implies (2). We use the action of the Hecke operators on \(f\). By [8, Proposition 7.1] we have \(\xi_{\frac{3}{2} - k} (f|T_n) = n^{1-2k}\xi_{\frac{3}{2} - k}(f)|T_n\). Moreover, using \(\xi_{\frac{3}{2} - k}(f) = \|g\|^{-2}g\) and \(g|T_n = \lambda_n(G)g\), where \(\lambda_n(G) \in F_G\) is the \(T_n\)-eigenvalue of \(G\), we see that

\[
f' := n^{2k-1} f|T_n - \lambda_n(G)f \in M_{\frac{1}{2} - k, \tilde{\rho}_L}(F_G)
\]

is a weakly holomorphic modular form with principal part defined over \(F_G\). Since the space of weakly holomorphic modular forms for \(\tilde{\rho}_L\) has a basis of forms with rational Fourier coefficients by a result of McGraw [25], we obtain that all Fourier coefficients of \(f'\) lie in \(F_G\). Now using the explicit formula (5.1) for the action of \(T_n\) on the coefficients of \(f\), we see that \(c_f^+(m^2|\Delta|, m\rho)\) is a rational linear combination of coefficients \(c_f^+(m|\Delta|, m\rho)\) for some \(m < n\) and coefficients of \(f'\), which lie in \(F_G\) by the above discussion. Hence, if \(c_f^+(|\Delta|, \rho) \in F_G\) then it follows by induction that \(c_f^+(m^2|\Delta|, m\rho) \in F_G\) for every \(n \in \mathbb{N}\). \(\square\)

**Theorem 5.2** For \(f \in H_{\frac{3}{2} - k, \tilde{\rho}_L}(F_G)\) as above, there exists a unique meromorphic modular form \(\xi_{k, \Delta, \rho}(f) \in \mathcal{D}_{2k, \mathbb{R}}(\Gamma)\) with the following properties.

1. The residue divisor is given by \(\text{res}(\xi_{k, \Delta, \rho}(f)) = Z_{k, \Delta, \rho}(f)\).
2. We have \((\xi_{k, \Delta, \rho}(f), C) = 0\) for every closed geodesic \(C\) in \(\Gamma_0(N)\backslash \mathbb{H}\) with \((G, C) = 0\).
3. The first Fourier coefficient of \(\xi_{k, \Delta, \rho}(f)\) vanishes.
Moreover, all Fourier coefficients of \( \zeta_{k,\Delta,\rho}(f) \) lie in \( i\pi^k \sqrt{\Delta} F_G \), and we have

\[
c_f^+(|\Delta|, \rho) = -\frac{1}{C_{k,\Delta} i \pi^k \sqrt{\Delta}} \cdot \left( \frac{\zeta_{k,\Delta,\rho}(f), C}{(G, C)} \right)
\]

(5.4)
for every \( C \in \mathbb{C}_R(\Gamma) \) with \( (G, C) \neq 0 \).

**Proof** By (5.3) the first coefficient of \( \eta_{k,\Delta,\rho}(f) \) is given by \( C_{k,\Delta} i \pi^k \sqrt{\Delta} c_f^+(|\Delta|, \rho) \).

Hence

\[
\zeta_{k,\Delta,\rho}(f) := \eta_{k,\Delta,\rho}(f) - C_{k,\Delta} i \pi^k \sqrt{\Delta} c_f^+(|\Delta|, \rho) G
\]

has the desired properties. Taking the bilinear pairing with any \( C \in \mathbb{C}_R(\Gamma) \) yields

\[
(\zeta_{k,\Delta,\rho}(f), C) = (\eta_{k,\Delta,\rho}(f), C) - C_{k,\Delta} i \pi^k \sqrt{\Delta} c_f^+(|\Delta|, \rho)(G, C)
\]

\[
= -C_{k,\Delta} i \pi^k \sqrt{\Delta} c_f^+(|\Delta|, \rho)(G, C),
\]

which gives the formula (5.4).

In order to show that all Fourier coefficients of \( \zeta_{k,\Delta,\rho}(f) \) lie in \( i\pi^k \sqrt{\Delta} F_G \) we use Hecke operators. First note that we have

\[
\eta_{k,\Delta,\rho}(f)|T_m = \eta_{k,\Delta,\rho}(m^{2k-1} f)|T_m)
\]

(5.5)
for any \( m \in \mathbb{N} \). This may be checked using the explicit action (5.1) of \( T_m \) on the Fourier expansion of \( f \) and the action of \( T_m \) on \( f_{k,\Delta,\rho}(f) \), which can be computed as in the proof of [33, Eq. (36)]. For example, if \( p \) is prime with \( (p, N) = 1 \) we have

\[
f_{k,\Delta,\rho}(f)|T_p = f_{k,\Delta,\rho}(p^{2k-1} f)|T_m)
\]

and there are similar formulas for any Hecke operator \( T_m \). We leave the details of the verification of (5.5) to the reader. Now (5.5) implies that

\[
\zeta_{k,\Delta,\rho}(f)|T_m - \lambda_m(G) \zeta_{k,\Delta,\rho}(f) = \eta_{k,\Delta,\rho}(f')
\]

(5.6)
with the weakly holomorphic modular form \( f' = m^{2k-1} f|T_m - \lambda_m(G) f \in M_{3-k,\rho_L}(F_G) \). Again, it follows from [25] that \( f' \) has all coefficients in \( F_G \), which by (5.3) implies that \( \eta_{k,\Delta,\rho}(f') \) has all coefficients in \( i\pi^k \sqrt{\Delta} F_G \). Using the explicit action of \( T_m \) on Fourier expansions and the fact that the first Fourier coefficient of \( \zeta_{k,\Delta,\rho}(f) \) vanishes, we obtain by induction from (5.6) that all coefficients of \( \zeta_{k,\Delta,\rho}(f) \) lie in \( i\pi^k \sqrt{\Delta} F_G \).

\[ \square \]
Outlook: derivatives of $L$-functions of newforms of higher weight

In this last section we explain a possible future application of our results to a non-vanishing criterion for central values of derivatives of $L$-functions of newforms of weight $2k$. We keep the notation from Sect. 5 and first recall a non-vanishing criterion for the central $L$-derivatives of newforms of weight 2 from [8]. Let $G \in S_{2}^{new,\epsilon}(N)$ be a newform of weight 2 for $\Gamma_{0}(N)$. The functional equation of the twisted $L$-function $L(G, \chi/\Delta_1, s)$ implies that $L(G, \chi/\Delta_1, 1) = 0$. Hence, it is natural to consider the (non-)vanishing of $L'(G, \chi/\Delta_1, s)$ at $s = 1$. The following theorem connects this question to the algebraicity of Fourier coefficients of (the holomorphic part of) harmonic Maass forms.

**Theorem 6.1** (Theorem 7.6 in [8]) Let $G \in S_{2}^{new,\epsilon}(N)$, let $g \in S_{\tau,\rho_L}^{3}$ be its Shimura correspondent with coefficients in $F_{G}$, and let $f \in H_{\frac{3}{2},\rho_L}(F_{G})$ be a harmonic Maass form with principal part defined over $F_{G}$ and $\xi_{\frac{3}{2}} f = \|g\|^{-2}g$. Then the following are equivalent.

1. We have $L'(G, \chi/\Delta_1, 1) = 0$.
2. We have $c_{\frac{3}{2}} f (|\Delta|, \rho) \in F_{G}$.

The proof of this theorem consists of three main steps.

1. First, one may show that the canonical differential $\eta_{\Delta,\rho}(f)$ for the (degree 0) twisted Heegner divisor
   
   $$y_{\Delta,\rho}(f) := Z_{\Delta,\rho}(f) - \deg(Z_{\Delta,\rho}(f)) \cdot \infty$$

   is defined over a number field if and only if $c_{\frac{3}{2}} f (|\Delta|, \rho) \in F_{G}$. This is done by constructing $\eta_{\Delta,\rho}(f)$ as a regularized theta lift and using Hecke operators.

2. Secondly, by transcendence results for differentials of the third kind due to Scholl [28], Waldschmidt [31], and Wüstholz [32], we have that the canonical differential $\eta_{\Delta,\rho}(f)$ is defined over a number field if and only if some integral multiple of the Heegner divisor $y_{\Delta,\rho}(f)$ is a principal divisor. This is in turn equivalent to saying that the Néron-Tate height of $y_{\Delta,\rho}(f)$ vanishes.

3. Lastly, by the Gross-Zagier Theorem [21] the Néron-Tate height of $y_{\Delta,\rho}(f)$ is a multiple of $L'(G, \chi/\Delta_1, 1)$, which concludes the proof of the above theorem.

It would be interesting to extend Theorem 6.1 to newforms of higher weight $2k$. We may speculate that the vanishing of $L'(G, \chi/\Delta, k)$ for a newform $G \in S_{2k}^{new,\epsilon}(N)$ is equivalent to the algebraicity of the coefficient $c_{\frac{3}{2}} f (|\Delta|, \rho)$, where $f \in H_{\frac{3}{2}+k,\rho_L}(F_{G})$ is a harmonic Maass form whose principal part is defined over $F_{G}$ and which satisfies $\xi_{\frac{3}{2}+k} f = \|g\|^{-2}g$, with $g \in S_{\tau,\rho_L}^{new}$ being the Shimura correspondent of $G$.

Our Theorem 5.1 generalizes step (1) in the above proof sketch to higher weight $2k$. Moreover, step (3) is (essentially) taken care of by Zhang’s generalization of the Gross-Zagier formula to newforms of higher weight [35]. Here the Néron-Tate height on the Jacobian of $X_{0}(N)$ has to be replaced with a height pairing on the Kuga-Sato variety $W^{2k-2}$ of dimension $2k - 1$ over $X_{0}(N)$, and the Heegner divisor $y_{\Delta,\rho}(f)$ has
to be replaced with its corresponding Heegner cycle in the Chow group of codimension \( k \) cycles on \( W^{2k-2} \). Concerning step (2) of the above proof sketch, it remains to show that the Fourier coefficients of the canonical meromorphic modular form \( \eta_{k,\Delta,\rho}(f) \) are contained in \( i\pi^k \sqrt{\Delta F_G} \) if and only if the Heegner cycle corresponding to \( y_{\Delta,\rho}(f) \) vanishes in the Chow group.

A possible path to prove one direction of this claim is laid out in the thesis of Mellit [26]. Given a principal divisor in the Chow group of codimension \( k \) cycles in \( W^{2k-2} \), Mellit constructs a meromorphic modular form with algebraic Fourier coefficients. We expect that Mellit’s meromorphic modular form attached to the Heegner cycle associated with \( y_{\Delta,\rho}(f) \) (assuming that it is principal) is a multiple of \( \eta_{k,\Delta,\rho}(f) \).

The converse direction seems to be more difficult. Assuming that the coefficients of \( \eta_{k,\Delta,\rho}(f) \) are contained in \( i\pi^k \sqrt{\Delta F_G} \), we would need to construct a rational function \( F \) on a suitable codimension \( k-1 \) cycle \( U \) in the Kuga-Sato variety \( W^{2k-2} \) such that the divisor of \( F \) is the Heegner cycle corresponding to \( y_{\Delta,\rho}(f) \). For \( k = 1 \), the cycle \( U \) is just the whole modular curve \( X_0(N) \), and it was shown in [8] that the rational function \( F \) with divisor \( y_{\Delta,\rho}(f) \) can be constructed as the Borcherds product attached to \( f \), but for \( k > 1 \) it is not clear how to construct \( U \) and \( F \). We plan to come back to this problem in the future.
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