Robust Classification Method for Underwater Targets Using the Chaotic Features of the Flow Field

Xinghua Lin 1, Jianguo Wu 1* and Qing Qin 2

1 School of Mechanical Engineering, Hebei University of Technology, Tianjin 300401, China; ssxh2009@126.com
2 China Automotive Technology and Research Center Co., Ltd, Tianjin 300300, China; sxyqqq@sina.com
* Correspondence: wujianguo@hebut.edu.cn

Received: 17 January 2020; Accepted: 10 February 2020; Published: 12 February 2020

Abstract: Fish can sense their surrounding environment by their lateral line system (LLS). In order to understand the extent to which information can be derived via LLS and to improve the adaptive ability of autonomous underwater vehicles (AUVs), a novel strategy is presented, which directly uses the information of the flow field to distinguish the object obstacle. The flow fields around different targets are obtained by the numerical method, and the pressure signal on the virtual lateral line is studied based on the chaos theory and fast Fourier transform (FFT). The compounded parametric features, including the chaotic features (CF) and the power spectrum density (PSD), which is named CF-PSD, are used to recognize the kinds of obstacles. During the research of CF, the largest Lyapunov exponent (LLE), saturated correlation dimension (SCD), and Kolmogorov entropy (KE) are taken into account, and PSD features include the number, amplitude, and position of wave crests. A two-step support vector machine (SVM) is built and used to classify the shapes and incidence angles based on the CF-PSD. It is demonstrated that the flow fields around triangular and square targets are chaotic systems, and the new findings indicate that the object obstacle can be recognized directly based on the information of the flow field, and the consideration of a parametric feature extraction method (CF-PSD) results in considerably higher classification success.
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1. Introduction

Vision and sonar are the primary sensory systems available to autonomous underwater vehicles (AUVs) for navigation [1–4]. However, because there are many obstacles near shore and the turbid environment is problematic, vision and sonar systems have many limitations for AUV operation. For example, sonar frequently produces false positives due to the multiple targets and relatively shallow water depth. Similarly, the function of the vision system is directly limited by the reduction of the visibility range due to the turbidity of water [5,6]. In addition to the difficulty in functionality, both vision and sonar systems require the acoustic or light energy to be sent into the fluid incessantly; this is named the active sensing system. This leads to substantial power consumption on platforms. Due to these limitations, AUVs are rarely used in the cluttered environment. In order to overcome these limitations, the question of improving the sensing method and adaptive ability is of particular interest to AUVs.

According to the research of biologists, many behaviors of fish are associated with their lateral line system (LLS), which is a versatile sensor organ [7]. Although it is unknown what specific information about stimuli is obtained by fish, the information can help fish to identify objects, track prey, and conserve energy while swimming in wakes [8–10]. Since LLS does not use light, the turbid environment has no affection on its function. LLS only focuses on the objects necessary for immediate navigation, and complicated structures not in the vicinity are disregarded. In other words, LLS
naturally emphasizes the closest stimuli, providing both advantages and limitations. Besides, LLS is a passive system, resulting in its power consumption being more than an order of magnitude smaller than that of traditional systems [11]. This can provide detailed aid in navigation with little additional cost. Based on the bionic principle, if this sensory system can be translated to AUVs, it would provide substantial benefits in maneuvering and object detection in difficult environments. In recent years, there has been increasing interest in flow sensing. The research can be divided into two parts. One is the engineering design of sensors based on setting nature as a model, which is called biomimetics [12–14], and the other one is the hydrodynamic mechanism of LLS [15–18].

Biomimetics focuses on natural sensors, which have evolved over billions of years, developing extreme efficiency, compactness, high responsivity, and throughput. Engineers employ a variety of sensing principles to imitate superficial neuromasts and canal neuromasts, such as the piezoresistive [19], capacitive [20], thermal [21], magnetic [22], piezoelectric [23], and optical [24] techniques. However, there is currently no analog to the sensor for AUV, because the type of processing and information extracted by the fish has yet to be discovered. Hydrodynamics mainly focuses on the detection and localization of the dipole source [25–27]. One main way is the detection of Karman vortex streets (KVS), such as the exact location, shedding frequency, and fluctuation range of a vortex [28,29]. Another technique is the study of detection algorithms and nonlinear dynamic models, which are based on the neural network scheme and potential flow theory [30–34]. However, the detection of KVS only focuses on the local information of the flow field, and the environment is different to the natural underwater world. The role of flow measurements in fish responses is also unclear. Without understanding the global information that can be derived via the lateral line organ, it is impossible to transfer LLS to man-made vehicles.

The global information measurements in real systems are subject to uncertainties, which can complicate the obstacle recognition problem. To overcome this problem, obstacle recognition can be done based on nonlinear dynamics. Many existing features use the nonlinear characteristics of the flow field to recognize the obstacles. In this situation, the flow sensing problem becomes a problem of nonlinear detection. As is known to all, due to the turbulent wakes, downstream bluff-bodies can be very complex, and strongly intermittent behaviors are produced by large scale and small-scale coherent structures. In the study of automotive aerodynamics, chaotic theory has been used to study the dynamics of a 3D bimodal turbulent wake downstream of a square-back Ahmed body, and the low frequency dynamics of a turbulent 3D wake demonstrated that this is not a purely stochastic process but, rather, a weakly chaotic process exhibiting strange attractors [35]. A synchronization algorithm which uses a hydrodynamic analogy based on the transport of the properties of a particle convected in a fluid flow field was provided by Yechiel Crispin, and the synchronization algorithm was applied to two chaotic systems with variable parameters [36]. Inspired by this, the nonlinear characteristics of flow field can be obtained in the framework of chaotic systems theory.

Regarding the flow sensing of object obstacles, two aspects are the most interesting: what the object obstacle is and where it is. In our previous works, the location method was introduced [37]. In the following text, a new flow sensing method for target recognition is presented. We first show how the flow field around different obstacles can be characterized by the chaotic features (CF). In particular, CF includes the largest Lyapunov exponent, the correlation dimension, and the Kolmogorov entropy of the pressure signal time series. The relationship between CF and object shapes is considered primarily, and the family of the flow field to which it belongs is evaluated. After recovering the chaotic pattern, the inner characteristics of the pressure signal are analyzed more thoroughly based on the fast Fourier transform (FFT). The power spectrum density (PSD) is used to distinguish the incidence angle of an obstacle with the same shape. A complete recognizing technique that only uses flow pressure data as the input is provided. In addition, the relationship between the compounded parametric features CF-PSD and the estimation accuracy is examined by the support vector machine (SVM). The results illustrate that the proposed method achieves better detection performance.

The paper is organized as follows. In Section 2, the background of the physical model and numerical method is described, and then the validation of the numerical results is strengthened by
previous results. The signal obtaining method and the pressure signal around different targets are shown in Section 2. In Section 3, the novel target recognition strategy is described, including the recognition of shapes and incidence angles, which depend on CF and PSD, respectively. The support vector machine (SVM) is selected as the classifier in Section 4, and numerical experiments are taken for the evaluation of the proposed strategy. In the experiments, three types of underwater target are analyzed and classified under different incidence angles. Finally, concluding remarks are provided in Section 5.

2. Signal Acquisition and Processing Methods

2.1. Physical model

The flow fields around targets with different shapes and incidence angles are computed based on computational fluid dynamics (CFD). Three types of underwater targets are analyzed, including circular, triangular, and square. We illustrate an example of a square target, as seen in Figure 1; its side length is \( H \), and the incidence angle is \( \theta \). The computational domain \( \Omega \) is located in a Cartesian coordinate with a range of \( 30H \times 10H \). The virtual lateral line is under the center of the targets with a distance of \( d \). The sensors are located at \( (x_i, y_i) \), and their range is shown in Equation (1). The disturbance of sensors to the flow field is negligible.

\[
\begin{align*}
-10H & \leq x_i \leq 10H \\
y_i &= -d.
\end{align*}
\]

where \( H \) is the characteristic length of the target, and \( d \) is the detective distance.

As with our previous works [37], the velocity-inlet and pressure-outlet boundaries are used to create a uniform flow environment. The lateral boundaries are described by the symmetry condition, and the surface of the targets is seen as a no-slip boundary. A grid increasing function is built to mesh the computational domain \( \Omega \), which is shown in Equation (2). The surface of the target is meshed with \( \chi_{\text{min}} \), and the further domain is meshed with \( \chi(i) \). The ratio of the grid size between two adjacent layers is \( \delta \), and the outside surface of the computational domain \( \Omega \) is meshed \( \chi_{\text{max}} \). The square target is used to study the grid independence, and three cases with different minimum sizes \( \chi_{\text{min}} \) are taken into account. When \( \delta \) is 1.2, the Strouhal number \( S_t \) and its percentage changes are shown in Table 1. It is observed that there is no significant change between Grid 1 and Grid 2. However, the required computer resource of Grid 1 is larger than that of Grid 2. Therefore, Grid 2 is used in the investigations presented.
\[ \chi(i) = \hat{\delta} \cdot \chi_{\text{min}} \]
\[ \chi_{\text{min}} \leq \chi(i) \leq \chi_{\text{max}}. \]  
(2)

| Case  | \( \chi_{\text{min}} \) | Number of elements | \( S_i \) | Percentage changes/% |
|-------|---------------------|--------------------|-------------|----------------------|
| Grid 1 | 0.0001H            | 8.27 \times 10^6  | 0.139       | \( \backslash \)        |
| Grid 2 | 0.001H             | 6.26 \times 10^5  | 0.142       | 2.1                  |
| Grid 3 | 0.011H             | 4.82 \times 10^4  | 0.153       | 7.2                  |

2.2. Numerical model and validation

The flow field around different targets is solved based on the two-step Taylor-characteristic-based Galerkin method (TCBG), which was introduced by Bao et al. [38]. The solution method is shown in Equation (3) to Equation (5). There are three steps in the discretizing process: the half-time velocity \( u_i^{n+1/2} \) can be obtained from Equation (3) firstly, and then from Equation (5), the relationship of \( p^{n+1} \) and \( u_i^{n+1} \) can be obtained. Finally, Equation (4) can be solved to get the full-time velocity \( u_i^{n+1} \) and pressure \( p^{n+1} \) based on the above relationship.

\[ u_i^{n+1/2} = \frac{\Delta t}{2} \left( u_i^n \frac{\partial u_i^n}{\partial x_j} + \frac{\partial p^n}{\partial x_j} \right) + \frac{\Delta t^2}{8} \left( u_i^n \frac{\partial}{\partial x_j} (u_i^n \frac{\partial u_i^n}{\partial x_i} + 2 \frac{\partial p^n}{\partial x_j}) \right) \]

(3)

\[ u_i^{n+1} = u_i^n - \Delta t \left( u_i^{n+1/2} \frac{\partial u_i^{n+1/2}}{\partial x_j} + \frac{\partial p^{n+1}}{\partial x_j} \right) + \frac{\Delta t^2}{2} \left( u_i^{n+1/2} \frac{\partial}{\partial x_j} (u_i^{n+1/2} \frac{\partial u_i^{n+1/2}}{\partial x_i} + \frac{\partial p^{n+1}}{\partial x_j}) \right) \]

(4)

\[ \frac{\partial^2}{\partial x_i \partial x_j} p^{n+1} = \frac{1}{\Delta t} \frac{\partial}{\partial x_j} (u_i^n - u_i^{n+1}) - \frac{\partial}{\partial x_j} (u_i^{n+1} \frac{\partial u_i^{n+1/2}}{\partial x_j} + \frac{1}{\text{Re}} \frac{\partial \tau_{ij}^{n+1/2}}{\partial x_j}) \]

(5)

where \( u_i \) is the \( i \)-component velocity, \( \rho \) is the water density, \( p \) is the pressure, \( \tau_{ij} \) is the deviatoric stresses, \( \text{Re} \) is the Reynolds number, and \( n \), \( n+1/2 \), and \( n+1 \) denote the time points of \( t_n \), \( t_{n+1/2} \), and \( t_{n+1} \), respectively.

The accuracy of the TCBG method was validated by Bao et al. [38]. In this section, the numerical algorithm is further demonstrated by previous results [37,39,40] when it is used to simulate the flow past a square target with different incidence angles. As seen in Figure 2, the Strouhal numbers \( S_i \) are in accordance with previous reports, which implies that there is reasonable agreement between our numerical results and previous data.

![Figure 2. Simulated results compared with previous results.](image-url)
2.3. Signal Fusion Method

A single sensor cannot respond to the flow structure accurately. Thus, multi-sensors are set at the lateral line, and the signal of each sensor is merged with a weighting fusion algorithm to get the final signal time series of the flow structure. The position of the sensors and the signal amplitude are considered in the algorithm. Thus, the position coefficient \( S_i \) and the amplitude coefficient \( A_i \) form the instantaneous weight coefficient \( K_i \), which is expressed by Equation 6.

\[
\begin{align*}
K_i &= S_i + A_i \\
S_i &= \frac{\varepsilon \sin \alpha_i}{\sum_{i=0}^{N} \sin \alpha_i} \\
A_i &= \frac{(1 - \varepsilon) A_n(s_i)}{\sum_{i=0}^{N} A_n(s_i)} \\
c_p(t) &= \sum_{i=0}^{N} K_i S_i(t)
\end{align*}
\]  

(6)

where \( \varepsilon \) is the weight of position coefficient \( S_i \). If \( \varepsilon \) becomes larger, this implies that the influence of position is more obvious. \( A_n(s_i) \) is the amplitude of a signal collected by sensor \( i \).

The flow fields around circular, triangular, and square targets are studied, respectively, based on CFD. The lateral line is set at the position of \( d = 2H \), and the pressure signal \( C_p \) is collected and shown in Equation (7).

\[
C_p = \frac{p_l - p_\infty}{\frac{1}{2} \rho V^2},
\]

(7)

where \( p_l \) is the pressure at the measuring point, \( p_\infty \) is the pressure at far field, which is 101325 Pa in this paper, \( \rho \) is the density of water, and \( V \) is the inlet velocity.

There are 21 measuring points on the lateral line, and their signals are weighted and fused to obtain the time series, which is shown in the Figure 3. As seen in Figure 3, the pressure signal for the circular target is periodic after five seconds, and the signals for the triangular target and square target are aperiodic. The inner characteristics of the flow field are analyzed by chaotic theory and fast Fourier transform in the following section.
Figure 3. Waveforms of the three types of signals (a. circular target; b. triangular target; c. square target).

3. Target recognition strategy

3.1. Feature selection for shape classification

3.1.1. Phase space reconstruction

The dynamic characteristics of a times series can be revealed by the chaos attractor, and we can use it to estimate whether the system is chaotic or stochastic. Therefore, attractor reconstruction is a key step in chaotic time series analyses. In order to reveal its chaos attractor, a high-dimensional space is built to express the time series of the pressure signal, a method which was proposed by Takens [41]. For a given time series \( \{ c_p(t) \} \), the phase space can be expressed as Equation (8) with an optimal delay time \( \tau \) and an optimal embedding dimension \( m \).

\[
C_p(t) = [c_p(t), c_p(t + \tau), c_p(t + 2\tau), \ldots, c_p(t + (m-1)\tau), i = 1, 2, \ldots, N - (m-1)\tau],
\]

where \( \tau \) is the delay time, \( m \) is the embedding dimension, and \( N \) is the length of the phase space.

The C-C method is used to select the optimal delay time \( \tau \) and the optimal embedding dimension \( m \), a method which was proposed by Kim H.S. et al. [42]. The method has a strong ability to resist noise with little calculation cost, and the nonlinear characteristics of the time series can be kept. If the parameters meet the requirements of Equation (9), the correlation of pressure vibration intensity series can be reflected by \( \Delta S(t) \) and \( \Delta \Delta S(t) \), which is shown in Equation (10). The solving progress is as follows:

1. The optimal delay time \( \tau \) will correspond to the first local minimum value times of \( \Delta \Delta S(t) \);
2. The embedding dimension \( m \) can be obtained from the delay time window \( \tau_m \), where \( \tau_m = (m-1) \cdot \tau \), and \( \tau_m \) correspond to the minimum value of the quantity \( S_{corr}(t) \).
\[ 2 \leq m \leq 5; \]
\[ \frac{1}{2} \leq r \leq 2\sigma; \]
\[ N \geq 500 \]

\[
\bar{S}(t) = \frac{1}{16} \sum_{m=2}^{5} \sum_{j=1}^{4} S(m, r_j, t); \\
\Delta \bar{S}(t) = \frac{1}{4} \sum_{m=2}^{5} \Delta S(m, t); \\
S_{\text{cor}}(t) = \Delta \bar{S}(t) + \left| \Delta \bar{S}(t) \right|; \\
S(m, r_j, t) = \frac{1}{t} \sum_{i=1}^{t} [C_s(m, r_j, t) - C_s^m(1, r_j, t)]; \\
\Delta S(m, t) = \max \left\{ S(m, r_j, t) \right\} - \min \left\{ S(m, r_j, t) \right\}
\]

where \( r \) is the radius of time series, and \( \sigma \) is the time series standard deviation.

3.1.2. The largest Lyapunov exponent (LLE)

The Lyapunov exponent \( \lambda \) is an important parameter that is used to characterize chaotic time series, where the exponential rates of divergence or convergence of nearby trajectories in phase space can be reflected by \( \lambda \). If LLE is positive, this implies that the phase plane trajectory is chaotic [43,44]. The Wolf algorithm is used to calculate the LLE [45], which has been proven to be more robust than the least-squares method [46]. In the reconstructed phase space, two adjacent points \( C_{p,n} \) and \( C_{p,n+1} + \partial C_p \) are selected to calculate the distance \( \partial C_p \) between those two points. Given a residual parameter \( \zeta \), if the distance is outside of \( \zeta \) after one time iteration, new neighbor points will be selected repeatedly until the fiducial trajectory has traversed the entire data series. The Lyapunov exponent can be obtained from Equation 11, and LLE is the largest one \( \lambda \).

\[
\partial C_p(n) = \frac{df^n(C_{p,n})}{dC_p} \partial C_{p,n} = e^{\lambda n} \partial C_{p,n} \\
\lambda = \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \ln \left| \frac{df(C_p)}{dC_p} \right|_{C_p=C_p(i)} 
\]

The LLEs of the pressure signal time series around the circular target, triangular target and square target are calculated using the above method. As seen in Figure 4, linear regression is conducted to get \( \lambda \) in the range of time steps \( i \) from 15 to 25, and the results are shown in Figure 5. From Figure 5, the LLE of the flow field around the circular target is negative, which implies that the time series is regular. However, the results of LLE around the triangular target and square target are positive, which implies their time series are chaotic sequences.

Another interesting result is that the LLEs of different targets have no overlap. There are obvious characteristic features. This indicates that the shape of underwater targets can be identified by LLE.
3.1.3. The Saturated Correlation Dimension (SCD)

The fractal dimension of a reconstruction attractor in phase space can be reflected by the SCD, which is calculated by the Grassberger–Procaccia (G-P) algorithm in this paper [47,48]. According to the algorithm, SCD can be derived from the correlation integral function, which is defined as Equation 12 in the reconstructed phase space.

\[
C(r) = \frac{2}{M(M-1)} \sum_{j=1}^{M} \sum_{j=i+1}^{M} \Theta(r-d_j), r > 0
\]

\[
d_j = \left| C_p(t_j) - C_p(t_j) \right|
\]

\[
M = N - (m-1)\tau
\]

\[
\Theta(x) = \begin{cases} 0, & x \leq 0 \\ 1, & x > 0 \end{cases}
\]

where \( C(r) \) is the correlation integral function, and \( \Theta(x) \) is the Heaviside function.
The SCD can be established by the asymptotic curve of \( \ln C(r) \sim \ln(\tau) \). There is a linear relationship between them, which is shown in Equation (13). For the pressure signal of the circular target, the correlation integral function in logarithmic scale is shown in Figure 6. As seen in Figure 6, the power law approximation is \( r^{1.0} \), which means that SCD is 1.0. The embedding dimension \( m \) can be obtained by SCD based on the Equation (14), and the embedding dimension is 3.

\[
SCD = \lim_{r \to 0} \lim_{N \to \infty} \frac{\ln(C(r))}{\ln(\tau)},
\]  
(13)

\[
m \geq 2SCD + 1
\]  
(14)

Figure 6. Relation curve between \( \ln C(\tau) \) and \( \ln(\tau) \) for the circular target.

Figure 7. Relation curve between \( \ln C(\tau) \) and \( \ln(\tau) \) for the triangular target.
Using the same method, the SCD values of triangular and square targets can be obtained. The SCD increases with an increase in the embedding dimension $m$, which is shown in Figure 7 and Figure 8. In Figure 7, the curve region reaches a saturated state gradually as the embedding dimension increases, and the convergence value SCD is 4.715, which means that the embedding dimension is 11. For the pressure signal of the square target, the correlation dimension is 4.826 and the embedding dimension is 11. This means that the pressure intensity time series can be completely revealed in 11-dimensional space.

The most interesting result is that the SCD values of different targets also have no overlap, which is shown in Figure 9. This result implies that the SCD can be used to distinguish the shapes of targets.

**Figure 8.** Relation curve between $\ln C(\tau)$ and $\ln(\tau)$ for the square target.

**Figure 9.** Saturated Correlation Dimension (SCD) of pressure signal time series in different flow fields.

3.1.4. The Kolmogorov entropy (KE)

The Kolmogorov entropy is an important parameter in a chaotic system. It can describe the rate of information loss and is often used to quantify the unpredictability of a chaotic system. In order to measure the chaotic systems, if the embedding dimension increases from $m$ to $m+d$, the KE can be obtained based on the G-P algorithm, as shown in Equation 15.
Based on the above analysis, the KE of a fully predictable system is zero; for a chaotic system, KE is a positive and finite number, and KE has no limitation for a stochastic system. As seen in Figure 6, the embedding dimension has no influence on its SCD in the flow field around the circular target, which implies that \( K_{cir} = 0 \). As seen in Figure 10, for the triangular target and square target, KE will decrease sharply with an increase in the embedding dimension \( m \) at a small embedding dimension. When the embedding dimension is high enough, KE tends to be a common value. For the triangular target, the common value is \( K_{tri} = 4.431 \) and for the square target, \( K_{squ} = 4.648 \). This indicates that another chaotic feature, KE, can be used to distinguish the shapes of targets.

![Figure 10](image_url)

**Figure 10.** Relation curve between the Kolmogorov entropy (KE) and embedding dimension for the triangular and square targets.

3.2. Feature selection for incidence angle classification

3.2.1. Analysis of the chaotic features

The square target is chosen for analysis with different incidence angles (\( \theta \in [10, 40] \)). Their chaotic features are analyzed based on the above method. The LLE of the square target with different incidence angles is shown in Figure 11. From Figure 11, we can see that at small incidence angles, the LLE will decrease gradually with an increase in the incidence angle. However, LLE increases sharply when the incidence angle is \( 40^\circ \). The result is not wanted, because it implies that the LLE has no monotonicity with the change in the incidence angle, and we cannot use LLE to distinguish the status.
The same analysis is employed to discuss the SCD and the KE. The results are shown in Figure 12 and Figure 13. Disappointingly, they have overlap when the incidence angles are different, which implies that they are also not monotonic. These results prove that the CF cannot be used as features to recognize the incidence angles of one target. We should find new features to complete the goal.

![Figure 11. LLE of the pressure signal time series at different incidence angles.](image1)

![Figure 12. SCD of the pressure signal time series at different incidence angles.](image2)
3.2.2. Analysis of the PSD features

In order to reveal the inherent features of the flow field with different incidence angles, the pressure coefficient contours are shown in Figure 14. From Figure 14, we can see that the influence of the incidence angle on the flow structure is obvious. The number and shedding frequency of the vortex change with the incidence angle. The results suggest that the PSD may be a distinguishing feature. Therefore, the fast Fourier transform (FFT) is performed on the signal sequence, and the PSD with different incidence angles is shown in Figure 15.

Figure 13. KE of the pressure signal time series at different incidence angles.

Figure 14. Pressure coefficient contours of the flow field around the square target at different incidence angles.
As seen in Figure 15, when the incidence angle is 10°, there is one obvious crest at the position of \( f_{10} = 1.5 \text{ Hz} \). At other incidence angles, there are two crests in the curve. The positions of the two crests are similar when the incidence angles are 20° and 30°. However, when the incidence angle is 20°, the first crest \( (f_{20.1} = f_{30.1} = 1.68 \text{ Hz}) \) is stronger than the second crest \( (f_{20.2} = f_{30.2} = 3.36 \text{ Hz}) \), which is opposite to the situation of \( \theta = 30° \). The first crest of \( \theta = 40° \) coincides with \( f_{10} \), but the intensity is lower than that of \( f_{10} \). Another crest is at the position of \( f_{40.2} = 3.04 \text{ Hz} \).

The results are exciting, because the PSD values at different incidence angles have no overlap. Therefore, the number, amplitude, and position of wave crests on the PSD curves can be used as the distinguishing features to recognize the incidence angles of one target.

4. Numerical Experiments and Discussion

The support vector machine (SVM) was developed from the theory of structural risk minimization and designed for linear classifiers with the linear function \( \omega^T \cdot \bar{x} + b \), where \( \omega \) is the weight vector and \( b \) is the shift of the separating hyperplane. The margin between the samples and the separating hyperplane is \( \sqrt{\sum_{\alpha} \frac{1}{2\alpha}} \) when the labels are +1 or -1. Therefore, the goal of the SVM is to get the minimum value of \( \|\omega\| \). A Lagrangian equation \( L(\omega, b, \alpha) \) was built to finish the goal, which is shown in Equation (21). Based on Equation (22), interesting results are shown in Equation (23).

\[
L(\omega, b, \alpha) = \frac{1}{2} \|\omega\|^2 - \sum_{i=1}^{n} \alpha_i [y_i(\omega \cdot \bar{x}_i + b) - 1],
\]

(21)
\[
\begin{align*}
\frac{\partial L}{\partial \tilde{\omega}} &= 0 \Rightarrow \tilde{\omega} = \sum_{i=1}^{n} \alpha_i y_i x_i \\
\frac{\partial L}{\partial \tilde{b}} &= 0 \Rightarrow \tilde{b} = \sum_{i=1}^{n} \alpha_i y_i = 0 \\
\frac{\partial L}{\partial \alpha} &= 0 \Rightarrow \alpha_i [y_i(\tilde{\omega} \cdot \tilde{x}_i + \tilde{b}) - 1] = 0
\end{align*}
\]

(22)

where \( y_i \) is the corresponding label, \( x_i \) is a support vector when \( 0 < \alpha_i < C \), and \( C \) is the penalty factor.

For a non-linear classification, the SVM is sufficient with the help of the kernel trick [49]. Compared with the linear SVM classifier, a higher dimensional feature space \( \Psi \) is used, which is non-linearly related to the input space, \( \Phi : \Re^n \rightarrow \Psi \). In the feature space \( \Psi \), the Euclidean dot-products \( (\tilde{x} \cdot \tilde{y}) \) are transformed to \( (\Phi(\tilde{x}) \cdot \Phi(\tilde{y})) \) based on a kernel function, which is a polynomial kernel in this paper and is shown in Equation (24).

\[
k(x,y) = g \times (\tilde{x} \cdot \tilde{y}) + r^q,
\]

(24)

where \( g \) and \( r \) are the parameters, which are 1 in this paper, and \( q \) is the order of the kernel function.

The grid search algorithm is used to find the optimal \( C \) and \( q \). Five-fold cross-validation is used firstly to determine the half-optimal \( C_{1/2} \) in \([2^{-6}, 2^6]\) and \( q_{1/2} \) in \([2^{-10}, 2^{10}]\); then 10-fold cross-validation is used in \([C_{1/2}/4, 4C_{1/2}]/4, q_{1/2}/4, 4q_{1/2}/4\) to find the optimal \( C_{opt} \) and \( q_{opt} \).

Three kinds of target with different shapes are considered, including a circular target, triangular target, and square target. The pressure signal on the virtual LLS is selected to build the classification datasets \( \Gamma_{3000} = \{\Gamma_i, \Gamma_f, \Gamma_s\}_{i=1}^{3000} \), \( \{\eta_0, \eta_{15}, \eta_{30}, \eta_{45}, \eta_{60}\} \) and \( \{\eta_{10}, \eta_{20}, \eta_{30}, \eta_{40}\} \) are included in \( \Gamma_i \) and \( \Gamma_s \). The classification strategy is shown in Figure 16.
The chaotic features are used firstly to classify the shapes of targets based on the above SVM; then, the PSD features are selected to classify the incidence angles [50]. For the first step, $\Gamma_0$ is used as the training data, and a single individual from each type of signal is selected as the testing data. For convenient comparison, $\Gamma_0$ is set as label 1, and the other two groups, $\Gamma_t$ and $\Gamma_s$, are set as label -1. The central mark is the recognition rate (RR). If the RR is larger than 0.8, this implies that the testing data is $\Gamma_0$; if not, it implies that the testing data belongs to $\Gamma_t$ or $\Gamma_s$. Then, the same process is carried out again until the category is decided. The classification of incidence angles is the same as the above procedure. Table 2 lists the extracted RR and corresponding averaged value (AR). From the table, it can be seen that the method gets a recognition rate of 96.73% for shape recognition, and a recognition rate of 92.48% for incidence angle recognition. Therefore, the proposed method can achieve better performance under these features.

**Table 2.** Classification results of the support vector machine (SVM) method based on chaotic features (CF)-power spectrum density (PSD) features.

| RR/% | Circular | Triangular | Square | AR/% |
|------|----------|------------|--------|------|
|      |          | 0° | 15° | 30° | 45° | 60° | 0° | 10° | 20° | 30° | 40° |      |
| $\varepsilon_1$ | 100 | 90.2 | 92.3 | 93.8 | 100 | 94.6 | 88.5 | 87.3 | 91.7 | 95.8 | 92.48 |
| $\varepsilon_2$ | \ | 95.4 | 89.7 | 92.3 | 93.8 | 94.6 | 88.5 | 87.3 | 91.7 | 95.8 | 92.48 |

5. Conclusions

The flow features were analyzed in the framework of chaotic theory, and a new strategy for underwater target classification using these features was presented, which includes the CF and PSD. A two-step SVM was built based on the compounded features CF-PSD, and it was used to classify the shapes and incidence angles of different targets. Some conclusions were obtained from the results, which are as follows:

1. The flow field around the circular target is periodic, and the systems around the triangle target and square target are chaotic systems. The chaotic features of the pressure signal time series in different flow fields have no overlap, which implies that CF can be used to classify the shapes of targets.
2. The relationship between CF and incidence angles is not monotonic, and CF cannot be used to recognize the incidence angles of square targets. However, the number, amplitude, and position of wave crests on the PSD curves have no overlap, and PSD is able to distinguish the incidence angles.

3. A two-step SVM with a polynomial kernel was built. It can achieve better performance under the compounded features CF-PSD and has a recognition rate of 96.73% for shape classification and a recognition rate of 92.48% for incidence angle recognition.
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