Structural dynamics of photochemical reactions probed by time-resolved photoelectron spectroscopy using high harmonic pulses
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Femtosecond ring-opening dynamics of 1,3-cyclohexadiene (CHD) in gas phase upon two-photon excitation at 400 nm (≈3.1 eV) was investigated by time-resolved photoelectron spectroscopy using 42 nm (≈29.5 eV) high harmonic photons probing the dynamics of the lower-lying occupied molecular orbitals (MOs), which are the fingerprints of the molecular structure. After 500 fs, the photoelectron intensity of the MO constituting the C=C sigma bond (σC=C) of CHD was enhanced, while that of the MO forming the C–C sigma bond (σCC) of CHD was decreased. The changes in the photoelectron spectra suggest that the ring of CHD opens to form a 1,3,5-hexatriene (HT) after 500 fs. The dynamics of the σC=C and σCC bands between 200 and 500 fs reflects the ring deformation to a conical intersection between the 21A and 11A potential energy surfaces prior to the ring-opening reaction.

Introduction

Electrocyclic reactions play important roles in biological activities and in photoelectric functions. The stereospecificity of electrocyclic ring-opening and ring-closing reactions is well understood by the Woodward–Hoffmann rules and the dynamics of the electrocyclic reactions has also been investigated experimentally. In particular, 1,3-cyclohexadiene (CHD) is of interest, because the ring-opening reaction of CHD to 1,3,5-hexatriene (HT) is the key reaction in the synthesis of vitamin D and in photochromic materials. CHD provides us a unique opportunity to investigate the ring-opening dynamics of biological and functional molecules in a simplified manner.

To gain insight into the intrinsic ring-opening dynamics without the interaction with solvent, a gas-phase experiment is suitable. The ring-opening
dynamics of CHD in gas phase has been extensively investigated by ionization mass and photoelectron spectroscopy,9–17 electron diffraction,18 X-ray scattering,19 theoretical calculations,20–24 and so forth. These investigations focus on the relaxation processes from the 1^1B state. The configurational coordinate model shown in Fig. 1 is used to understand the processes: upon photoexcitation to 1^1B, the nuclear wavepacket propagates to the 2^1A state via a conical intersection (CI). At the second CI with the 1^1A state on the 2^1A potential energy surface, it bifurcates into CHD and HT in the ground state. Experimentally, it was found that the internal conversion from 1^1B to 2^1A took 56 fs by the transient ionization experiment.12 Time-resolved photoelectron spectroscopy (TRPES) using ultraviolet (UV) light17 showed that the lifetime of 1^1B was 30 fs and that HT appeared at 142 fs after excitation. This is consistent with other works.11,12 New light sources were applied to the time-resolved spectroscopy of CHD recently;16 TRPES probed by 14 eV light gave the similar lifetimes of 70 and 60 fs for 1^1B and 2^1A, respectively, to those obtained by UV light. Structural dynamics observed by X-ray scattering using a free-electron laser (FEL) showed that the bond of CHD broke as the terminal carbon atoms moved perpendicular to the molecular plane.19 Electron diffraction18 showed that the CHD ring cleaved on the picosecond timescale including the isomerization processes of HT.

Here, we investigated the ring-opening dynamics pumped by two photons of 400 nm (=3.1 eV) light and probed it by TRPES using high harmonic pulses with a photon energy of 29.5 eV. The present experimental scheme has two features in comparison with the previous studies: first, 3p Rydberg states, found by the resonant-enhanced multiphoton ionization (REMPI),20 were excited by the two-photon absorption process, while the 1^1B state corresponding to ππ* transition was excited in the previous works.9–17 According to ref. 11, the ring opening was observed even at zero delay time under the two-photon excitation by 400 nm photons. This suggests that there are some very fast nonradiative processes from the Rydberg states. Therefore, the ring-opening dynamics might be different from the case of ππ* excitation.

Second, TRPES using high harmonic pulses enables us to take a snapshot of the molecular orbitals (MOs) under an assumption of Koopmans'
The usage of ultrashort extreme ultraviolet (XUV) pulses by high harmonic generation enables us to probe not only the highest occupied MO (HOMO) but also lower-lying occupied MOs. Lower-lying occupied MOs can be the fingerprints of the molecular structure, because each MO can be associated with each bonding nature, e.g. single bond, double bond, conjugated double bond, and so forth. The dynamics particular to each MO reflects the local conformational changes of the molecule. Using high harmonic pulses, we can gain insight into both electronic structures and molecular structures, providing us a new perspective on the chemical dynamics. Recently, we observed the ultrafast relaxation of the excited 1,3-butadiene and the C–C bond breaking dynamics of 1,2-butadiene by TRPES using high harmonic pulses.

**Experimental**

The experimental setup is shown in Fig. 2. We used a Ti:sapphire laser system delivering 800 nm, 1.1 mJ, 30 fs pulses at a repetition rate of 1 kHz for TRPES. After the second harmonic (=3.1 eV) generation by a LiB₃O₅ (LBO) crystal (500 μm thickness) for the pump pulses with a pulse energy of 40 μJ, the remaining fundamental pulses were focused into a Kr pulse gas jet for high harmonic generation. The 19th harmonic (=29.5 eV) for the probe was selected among many harmonics by a time-delay compensated monochromator (TDCM), enabling the single harmonic selection with the time duration preserved. A TDCM consists of a pair of toroidal gratings and a slit: the first grating and a slit select the harmonic order and the second grating compensates for the pulse front tilt caused by the diffraction on the first grating. The shortest pulse duration of the selected high harmonics achieved in our system was 11 fs. The pump intensity was reduced to 19 μJ by the attenuator composed of a pair of thin film polarizers and a half-wave plate. Both the pump and probe pulses were focused into the sample gas with a polarization angle of 55° to avoid the time dependence induced by molecular rotation. The photon flux on target was ~10⁹ photons per s, corresponding to a pulse energy of 5 pJ. CHD was purchased from Sigma-Aldrich and was used without any further purification. The sample gas, evaporated at room temperature, was guided to the entrance of a magnetic
bottle time-of-flight photoelectron spectrometer through a copper pipe. A retardation electric field was applied in the flight tube to improve the spectral resolution of the spectrometer. Hence, the spectral resolution was determined by the spectral width of the XUV light (200 meV). The transient photoelectron spectra were recorded by changing the optical delay between the pump and probe pulses. The temporal evolution of the photoelectrons ejected by the two-photon ionization of Kr gas by pump and probe pulses, i.e. the cross-correlation function\cite{38,39} was employed as the response function of the system, of which the width $\tau_{FWHM}$ was 120 fs. Since we have already optimized the diffraction angle of the grating in the TDCM,\cite{35} the temporal width was mainly limited by the pump pulse duration.

**Computational details**

To understand the photoelectron spectra, the ionization energies of CHD and the isomers of HT were calculated from the orbital energies obtained by long-range corrected density functional theory (LC-DFT) with LC-BOP/cc-pVDZ using the GAMESS-package\cite{25,40} under an assumption of Koopmans’ theorem. Also, to investigate the origin of the transient states, the vertical excitation energies and ionization energies were calculated at the Franck-Condon (FC) structure of CHD by 2nd-order multi-reference perturbation theory (CASPT2) with Dunning’s basis sets of double-zeta-quality plus Rydberg functions,\cite{41} using MOLPRO2010.\cite{42} Two sets of $\pi$ and $\pi^*$ (12a, 10b, $\pi^*$-a, $\pi^*$-b) orbitals and four Rydberg orbitals ($3s$, $3p_x$, $3p_y$, $3p_z$) were included in the active space of the reference state-averaged complete active space self-consistent field (SA-CASSCF) wavefunction.

![Fig. 3](image-url) Structural formula and molecular orbitals of 1,3-cyclohexadiene calculated at the LC-BOP/cc-pVDZ level. The character and orbital energy of each MO are also indicated.
Results and discussion

Molecular orbitals

The orbital energies and the MO shapes of CHD are summarized in Fig. 3. The orbital energies are in good agreement with the experimental ionization energies shown later, and thus, Koopmans' theorem is applicable to CHD. Each MO has a different spatial distribution and the character of the MO is named to signify the distribution in reference to ref. 31. The MO distribution is not directly connected with the classical chemical bond used in the structural formula. However, it is worth mentioning that the MOs with $-12.56$, $-13.19$, and $-14.11$ eV have a high density at the C5–C6 bond that cleaves upon photoexcitation. Thus, we expect that the intensities of photoelectrons or the ionization energies of these MOs are changed by the C5–C6 bond cleavage. These MOs can be the fingerprints of the ring structure of CHD.

Excited states

The calculated and experimental absorption energies of CHD are shown in Table 1. The 3p Rydberg states experimentally have the transition energies of 6.03 and 6.05 eV (ref. 20) and the absorption spectrum has sharp peaks around 6.2 eV, which is a feature of Rydberg states. Since the point group of CHD is $C_2$, these states are both one- and two-photon transition allowed. Therefore, the excited states by two-photon absorption of 3.1 eV photons were mainly 3p Rydberg states in this experiment. The three-photon energy of the pump laser is larger than the ionization energy of CHD ($8.25$ eV) and the second ionization energy should be much larger than the first ionization energy due to the Coulomb interaction. Hence, the photoelectrons from the cations would appear in a totally different spectral region from the neutral species. In this work, therefore, we eliminate the possibility that the dynamics of cations were observed.

| State        | CASPT2$^a$ | CASPT2$^b$ | exp$^b$ |
|--------------|------------|------------|---------|
| Neutral      |            |            |         |
| $1^1B(12a \rightarrow \pi^*b)$ | 4.88       | 4.72       | 4.94    |
| $2^1A(12a \rightarrow 3s)$    | 5.41       | 5.49       | 5.39    |
| $2^1B(12a \rightarrow 3p_x)$ | 5.94       | 5.98       | 6.03    |
| $3^1A(12a \rightarrow 3p_y)$ | 6.03       | 6.12       | 6.05    |
| $3^1B(12a \rightarrow 3p_z)$ | 6.05       | 6.04       |         |
| Cation       |            |            |         |
| $1^2A(GS)$   | 8.09       |            |         |
| $1^2B(10b \rightarrow 12a)$  | 10.53      |            |         |
| $2^2B(12a \rightarrow \pi^*b)$| 11.78      |            |         |
| $2^2A(12a \rightarrow \pi^*a)$| 13.86      |            |         |
| $3^2A(12a \rightarrow 3s)$  | 16.00      |            |         |
| $3^2B(12a \rightarrow 3p_y)$ | 17.03      |            |         |

$^a$ This work. $^b$ Ref. 20.
Time-resolved photoelectron spectra

In Fig. 4a, the photoelectron spectrum before the pump is shown by the black line, obtained by averaging the spectra at 5 negative delay times between $-200$ fs and $-86$ fs. Two broad photoelectron bands between 10.5 and 12 eV and between 12 and 14 eV are clearly shown. The broad spectrum is due to the spectral width of the probe light. The theoretical ionization energies of CHD indicated by the solid squares are found within the observed spectrum. In particular, the photoelectron band between 12 and 14 eV includes $\sigma_{CC}$ at 13.19 eV and $\pi_{CH_2}$ at 12.56 eV forming the C–C bond, while the band between 10.5 and 12 eV is contributed by $\pi_{C=C}$ at 10.98 eV and $\sigma_{C=C}$ at 11.47 eV forming the C–C bond.
characterize each photoelectron band based on the MOs, we denote hereafter the band between 12 and 14 eV as the C–C band, and the band between 10.5 and 12 eV as the C=C band.

Fig. 4a also shows the time-resolved photoelectron spectra at 154 fs (blue), 607 fs (red), and 1000 fs (green) after pump. Fig. 4b shows the photoelectron spectrum between −200 and 2000 fs. Here, we would like to raise the following two features in Fig. 4a and b. First, the dynamics of the C–C and C=C bands are different to each other: the photoelectron yield was reduced uniformly just after excitation. However, the intensity of the C=C band was almost recovered at 607 fs, while that of the C–C band was still reduced. At 1000 fs, the C=C band was even enhanced, although the C–C band intensity was still reduced. Second, Fig. 4b shows that a transient state appeared around 6–7 eV at 0 fs. The spectrum of the transient band below 8 eV integrated between −140 and 250 fs is shown in Fig. 4a by the purple line. The transient state has a broad spectrum almost reaching to the HOMO band.

To see these MO-dependent dynamics, the intensities of the C=C, C–C, and the transient bands integrated between 11.14 and 11.93 eV, 12 and 14 eV, and 5.69 and 7.75 eV, respectively, were plotted as a function of delay time between −0.2 and 2 ps in Fig. 4c. Here, the intensities of the C–C band and the C=C band are magnified to be on the same scale to verify that their dynamics are quite similar between −200 and 150 fs. The error bars show the statistical errors in the counting experiments. The time dependence of the transient band was fitted by the least squares method to a single exponential function $I(t) = \exp(-t/\tau)$ convoluted with the correlation function of the system $R(t) = \exp\{-4 \ln 2 (t/\tau_{\text{FWHM}})^2\}$, where $t$, $\tau$, and $\tau_{\text{FWHM}}$ are the time, decay time, and temporal width of $R(t)$, respectively. The fitting function $f(t)$ is expressed as:

$$f(t) = A \int_{-\infty}^{t} R(t') I(t - t') \, dt' + B,$$

where $A$ and $B$ are the amplitude and the background constant, respectively. The fitting parameters were $A$, $B$, and $\tau$. $\tau_{\text{FWHM}}$ was set to 120 fs. $R(t)$ and the fitting result are shown by the dotted purple line and the solid black line, respectively, in Fig. 4c. The lifetime of the transient band $\tau$ from the fitting was $37 \pm 13$ fs.

**Ring-opening dynamics**

Fig. 4c shows that, after 150 fs, the C=C band increased gradually until ~500 fs. Then, the intensity was enhanced up to 800 fs, while the C–C band was constant between 200 and 500 fs and was also enhanced after 500 fs. However, the intensity of the C–C band was not fully recovered in the spectrum before the pump. Because the C5–C6 bond mainly comes from the C–C band, the decrease in the relative intensity of the C–C band to the C=C band can be associated with the cleavage of the C–C bond.

To find the intermediates and products of the ring-opening reaction, the difference time-resolved spectra from the photoelectron spectrum before the pump are shown at delay times of 154, 607, and 1000 fs in Fig. 5b. Here, we consider three isomers of HT, all-cis-hexatriene (cZc-HT), mono-s-cis-Z-hexatriene (cZt-HT), and di-s-trans-Z-hexatriene (tZt-HT). Their chemical formulas are shown in Fig. 6. The ionization energies of these isomers, calculated by the same method
as those of CHD, are shown in Fig. 5a together with those of CHD. Fig. 5c shows the photoelectron spectrum of CHD without the pump for comparison. Although we found that the C=C band was enhanced in Fig. 4c, Fig. 5b shows that the temporal evolution of the C=C band was not uniform: the photoelectron band with a lower ionization energy than 11 eV was enhanced faster than the energetically higher region even within the C=C band. As a result, the positive signal appeared below 11 eV at 607 fs in Fig. 5b. This suggests that an MO with an ionization energy lower than 11 eV appeared by ring opening. The theoretical ionization energies of HTs shown in Fig. 5a predict that HTs have smaller ionization energies around 10.2 eV than that of the π_{C=C} of CHD. The theoretical calculation also predicts the energy shift of the HOMO of cZc-HT to the higher ionization energy, which was experimentally observed at 1000 fs in Fig. 5b. Therefore, we attribute the MO lower than 11 eV observed at 607 fs to π_{C=C} of cZc-HT produced just after the ring opening reaction. At almost the same delay time,
we also observed the enhancement of the C–C band in Fig. 4c, suggesting a drastic change in the electronic structure, i.e. ring opening, of the molecule. Thus, we conclude that the ring starts to open at ~500 fs.

The enhancement of the C≡C band compared to the C–C band upon ring opening is qualitatively understood as the change in the electronic structure from CHD to cZc-HT. If the ionization cross section of each MO is almost the same, the photoelectron intensity is proportional to the number of MOs involved in a selected region: CHD has three MOs in the C≡C band between 10 and 12.2 eV, while cZc-HT has four shown in Fig. 5a. Thus, the C≡C band is expected to be enhanced by ring opening. On the other hand, CHD has three MOs in the C–C band between 12.2 and 14.0 eV, while cZc-HT has two, also explaining the decrease in the C–C band by ring opening. The enhancement of the C≡C and C–C bands ended at 800 fs and then, their band intensities began to be reduced till 1.4 ps. The relative intensity of the C–C band to the C≡C band remained smaller after 800 fs, suggesting that the molecule stayed at the HT structures. Therefore, the decrease in the photoelectron intensities of both the C–C and the C≡C bands after 800 fs are attributable to subsequent isomerization to cZt-HT or to tZt-HT.

Fig. 7 shows the long-term measurement of the C≡C and C–C bands. After 7 ps, the intensities of both bands increased but the C≡C band was more enhanced. Then, at 40 ps, the C≡C band intensity decreased. Fig. 5a shows that the changes in the ionization energies among the isomers of HT are not so significant. Thus, the assignment of the molecular structure is not conclusive. However, the structural dynamics observed by the electron diffraction revealed the picosecond dynamics and the coexistence of HT isomers. After the ring opening, the rotational inertia around the C–C bond should induce the isomerization of HT. As a result, the long-term dynamics shown in Fig. 7 is attributed to the isomerization among HTs.

TRPES using ultraviolet light also suggested that HTs have the higher vibrational temperature. According to ref. 17, the deconvoluted photoelectron spectrum of HT extended to the lower ionization energies. This suggests that the isomers of HTs coexist and that anharmonic vibrations broaden the spectrum.

Fig. 7  Time dependence of the intensity of $\pi_{C=C}$ and $\sigma_{C=C}$ (blue triangle) and that of $\sigma_{CC}$ and $\pi_{CH_2}$ (red circle) integrated between 11.14 and 11.93 eV and 12.20 and 14.00 eV, respectively. Delay times are presented on a logarithmic and on a linear scale in the positive and negative regions, respectively. The blue and red solid lines are a guide for the eye. The dotted line indicates the intensity of $\pi_{C=C}$ and $\sigma_{C=C}$ in the averaged spectrum.
Dynamics of transient states

Now, we would like to discuss the processes prior to the ring opening. Just after excitation, we observed the transient state around 6–7 eV. We attribute this transient state to the FC states of 3p Rydberg states, which relax to the lower-lying excited states through CIs with a time constant of \(37 \pm 13\) fs. The corresponding relaxation dynamics of the C–C and C–C bands were also observed: upon photoexcitation, both the C–C and C–C band intensities decreased with the response function of the system, owing to the different ionization cross section of the ground state or FC factors from those of the excited states, and then, the slight increment was observed at 200 fs in Fig. 4c. The relaxation of the transient state took place simultaneously with these increments of the C–C and C–C bands, indicating the relaxation to the lower-lying excited states. The broad spectral width of the transient state over 2 eV shown in Fig. 4a suggests that the transient band is composed of more than a few states.

As shown in Table 1, the present calculations well reproduced the experimental and previously calculated excitation energies for neutral CHD.\(^{20}\) The first ionization energy was calculated as 8.09 eV which is consistent with the HOMO energy from LC-BOP calculations (8.21 eV). According to the relative energy values in Table 1, the ionization energies from the 3\(^{1}\)A state of the neutral species to the cationic states, \(2^{2}\)B (12a → \(\pi^{*}\)-b) and \(2^{2}\)A (12a → \(\pi^{*}\)-a), are 5.75 and 7.83 eV, respectively. Thus, the observed transient photoelectron bands could be assigned to these two states.

We did not detect any signals \(\text{via}\) the transition from the 3p Rydberg states of the neutral species to the 1\(^{2}\)A and 1\(^{1}\)B states of the cation, which are expected to appear around 2.06 and 4.50 eV, respectively. We think that this is due to the lower collection efficiency for the faster photoelectrons of the magnetic bottle spectrometer, because the faster electrons are not well guided to the detector due to the larger Larmor radius of the electron in the magnetic field.\(^{44}\)

Dynamics on the 2\(^{1}\)A potential energy surface

After the relaxation to the 2\(^{1}\)A or 1\(^{1}\)B state, the temporal evolution of the C–C and C–C bands observed between 200 and 500 fs should reflect the dynamics in the 2\(^{1}\)A or 1\(^{1}\)B excited states. Tamura and coworkers investigated the quantum dynamics of CHD on the potential energy surfaces, calculated by a multi-reference configuration interaction method, after excitation to the 1\(^{1}\)B state.\(^{23}\) According to this report, the wavepacket decays from the FC state to 2\(^{1}\)A through a CI on the 1\(^{1}\)B–2\(^{1}\)A seam line. In the 2\(^{1}\)A state, the ring structure is distorted firstly to the open-ring, then to the closed-ring, and finally to the five-membered ring (5 MR) structures. Since a CI with the 1\(^{1}\)A state is located close to 5 MR, the molecular structure bifurcates into CHD or cZc-HT in the ground state. Due to dynamics in the 2\(^{1}\)A state, it is predicted that the appearance of cZc-HT has about 180 fs time lag behind photoexcitation. In the present experiment, CHD was excited to the 3p Rydberg states. Therefore, the relaxation pathway from the FC structure on the potential energy surface does not necessarily lead to the 1\(^{1}\)B state and the experimental results might not be directly comparable to the theoretical work by Tamura et al.\(^{23}\) However, the time-resolved photoelectron spectra show that the CHD ring opened not just after photoexcitation but after
500 fs. We would like to ascribe this delayed ring-opening reaction to the ring-deformation dynamics in the 21A state after the relaxation from 3p Rydberg states. Still, we do not have any idea why only the C=C band intensity increases gradually during the ring deformation. We suspect that the ionization cross sections of the MOs forming the C=C band are enhanced by the strong vibronic coupling with the symmetry breaking vibrational modes provoking the ring opening reaction.\textsuperscript{11,12}

In this work, we found that the excitation to the 3p Rydberg states leads to the longer time for the ring-opening reaction than that to the 11B state.\textsuperscript{11,12,19} During sliding down to the 21A potential energy surface, the absorbed photon energy is redistributed among the vibrational modes in the isolated molecules and the molecule excited to the 3p Rydberg states has more internal energy than that to the 11B state. Thus, it takes more time for the energy dissipation to reach the CI on the 21A potential energy surface compared with the excitation to the 11B state.

Estimation of the ring-opening efficiency

The quantum yield for the ring-opening reaction was estimated as follows: Fig. 4a shows that the band between 13 and 14 eV was not recovered at 1000 fs, which should be due to cZc-HT formation. We focus on the band between 13 and 14 eV, because the intensity at 607 fs, when the ring was not fully opened, was still almost the same as at 154 fs and because it was less modified by the recovery of the C=C band. The reduced area at 154 fs is attributed to the depletion of the ground state of CHD. If the recovered portion at 1000 fs is attributed totally to the ground state of CHD, the quantum yield of cZc-HT is estimated to be 0.46. Here, the ionization cross section between 13 and 14 eV of cZc-HT is assumed to be zero in this estimation. So 0.46 is the minimum quantum yield for the ring-opening reaction after the two-photon excitation to the FC states of the 3p Rydberg states. On the other hand, the efficiency in the solvent\textsuperscript{45} and in gas phase by TRPES\textsuperscript{16} upon 11B excitation were 0.4 and 0.3, respectively. According to the theoretical work,\textsuperscript{46} the quantum efficiency upon 21A excitation is lower than that upon 11B. Since the initial states are different in the present case, the efficiency is not comparable. We suspect that the excess energy by photoexcitation to 3p Rydberg states promotes the ring opening deformation on the 21A potential energy surface.

Conclusions

TRPES using high harmonic pulses shed light on the detailed structural dynamics of the ring-opening processes of CHD by correlating the lower-lying MOs with particular spatial electron distributions predicted by quantum chemical calculation. Upon two-photon excitation to the FC state of 3p Rydberg states, the electronic state slides to 21A with a time constant of $37 \pm 13$ fs. On the 21A potential energy surface, the ring structure might be deformed to 5MR, where a CI with the ground state is located. Then, the ring-opening reaction to cZc-HT starts at $\sim 500$ fs and finishes at $\sim 800$ fs. The isomerization to cZt-HT or to tZt-HT proceeds up to 1.4 ps. The long-term measurement suggests further isomerization among HT isomers.
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