Evaluation of wind forecasts over Svalbard using the high-resolution Polar WRF with 3DVAR
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ABSTRACT
In this study, the performance of wind forecasts over Svalbard, located between the Arctic Ocean and the Norwegian Sea, was evaluated using the Polar Weather Research and Forecasting (PWRF) model and three-dimensional variational data assimilation (DA) system. The forecasts of the analysis–forecast cycling experiment using the PWRF 3DVAR were compared with those of the cold start experiment using reanalysis as the initial condition. Three strong wind cases that occurred during January and February 2011–2012 were selected, where polar lows were generated on the east coast of Greenland and generated a wind speed above 20 m s\(^{-1}\) in Svalbard. The wind speed forecasts for both cycling and cold start experiments were similar to the highest 10-minute average wind speed for the last 1 hour (HAW). The average root mean square error (RMSE) of the forecasts in the cold start experiment from HAW was 3.78 m s\(^{-1}\) for three cases and was greater than that in the cycling experiment. The forecast performance in the cycling experiment was comparable to, or even better than, that in the cold start experiment, which implies that the cycling system with DA is more useful than the cold start system in forecasting polar weather to support research activities.
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Introduction
Polar lows are generally smaller than synoptic-scale lows at midlatitude but develop more rapidly and strongly. Thus, it is difficult to predict the polar low that causes severe weather conditions with high wind speeds near the surface (Klein and Heinemann 2002). Many studies have been conducted to understand the genesis and development mechanism of the polar low (Grønås and Kvamstø 1995; Tilinina, Gulev, and Bromwich 2014). The genesis of the polar low is affected by several factors such as the instability of the lower atmosphere, upper air flows, and energy exchanges at the surface (Claud, Duchiron, and Terray 2007; Kristjánsson et al. 2011). The condition of polar low generation is usually determined by the instability of the lower atmosphere, whereas the generation time of the polar low is determined by the upper air flows (Kolstad 2011). The baroclinicity increases when the cold air of the lower atmosphere moves over the region of high-temperature gradient near the surface (Rasmussen and Turner 2003). Thus, the polar low typically occurs when the cold air on the sea ice moves to the relatively warm ocean of the Labrador Sea in the southwest of Greenland or the Greenland–Iceland–Norwegian Seas to the east of Greenland. The polar low can be generated and developed abruptly when the negative (positive) anomalies of the 500 hPa geopotential height/temperature (potential vorticity) approach baroclinic regions in the lower atmosphere (Blechschmidt, Bakan, and Graßl 2009).

To predict the rapidly developing polar low accurately, the detailed simulation of synoptic-scale atmospheric flows and terrain effects using the high-resolution numerical weather prediction (NWP) model is necessary (Zappa and Shaffrey 2014; Moore et al. 2015; Smirnova and Golubkin 2017). Because the forecast accuracy of the polar low is sensitive to the model domain, using the appropriate experimental domain is also important (Kristiansen et al. 2011). Adaptive observations in the sensitivity region at the beginning of the polar low genesis would be beneficial for improving forecast accuracy (Jung et al. 2016). Aspelien et al. (2011) and Irvine, Gray, and Methven (2011) showed that the forecast accuracy of the polar low affecting the Scandinavian Peninsula increases.
as targeted dropsonde observations are added to the region with sparse observations. In addition, using appropriate physics schemes that consider the characteristics of the polar environment in the NWP model is important for enhancing the accuracy of forecasting polar lows.

The Polar Weather Research and Forecasting (PWRF) model used in this study has been developed with a focus on the parameterization of the planetary boundary layer (PBL), microphysics, and the land surface process in the polar region with sea ice. Hines and Bromwich (2008) optimized the Noah land surface model appropriate to the polar environment and applied the effect of the surface snow to the PWRF. Bromwich, Hines, and Bai (2009) considered the effect of fractional sea ice using the mosaic method, and Hines et al. (2015) considered the effect of spatially varying sea ice and snow thicknesses in the PWRF. The validity of optimizing the WRF for the polar region was demonstrated by testing the performance of the PWRF for various polar regions and surface conditions (e.g., ice sheet, polar ocean with sea ice, and arctic land; Bromwich, Hines, and Bai 2009; Hines et al. 2011; Wilson, Bromwich, and Hines 2011). As a result, the PWRF in the Antarctic Mesoscale Prediction System (AMPS) is used for operational forecasts in the Antarctic (Powers et al. 2012), and the PWRF was used for producing the Arctic System Reanalysis (ASR) data in the Study of Environmental Arctic Change (SEARCH) program. The ASRv2 data with 15-km horizontal resolution were produced using the PWRF with the three-dimensional variational (3DVAR) data assimilation (DA) system and a High-Resolution Land Data Assimilation System (HRLDAS) (Bromwich et al. 2018).

The high accuracy of the NWP model is required to diagnose and analyze meteorological characteristics in the polar region where few observation data have been obtained. Although Jung et al. (2016) mentioned that the forecasts in the polar region need to be evaluated focusing on the variables (e.g., near-surface wind) that are necessary for weather information users, the performance of the high-resolution PWRF coupled with DA has not been fully evaluated by near-surface observations for specific cases. Most studies on polar lows have been conducted for observation campaigns. Although Svalbard is affected by the high wind caused by polar lows developing abruptly near the east coast of Greenland, the forecast accuracy of the PWRF has not been evaluated for the high wind cases in Svalbard using in situ near-surface observations. Since many countries have their arctic science research stations and conduct research activities in Svalbard, forecasting severe weather accurately in this area is highly important.

In this study, the performance of the high-resolution PWRF forecasts was evaluated in Svalbard. The validity of using the PWRF with DA was also evaluated by performing the analysis–forecast cycling experiment using the 3DVAR DA method. The following section presents the model, observations, experimental settings, and evaluation methods for case studies. The next section presents case studies, and the final section consists of a discussion and summary.

Methodology

Model and data assimilation

The PWRF v3.8.1, developed with a focus on the environmental characteristics of the polar region (Hines and Bromwich 2008; Hines et al. 2011), was used in this study. The model domain 1 (Dm1) is composed of 721 × 721 horizontal grid points centered on the North Pole with a 15-km resolution, which is the same as the domain of ASRv2 (Bromwich et al. 2018), and fifty-one vertical levels with an upper limit of 10 hPa (Figure 1a). Domains 2 and 3 (Dm2 and Dm3, respectively) cover Svalbard, which is located between the Arctic Ocean and the Norwegian Sea. Dm2 was determined to minimize the effect of sudden altitude differences between Greenland and sea level at the western boundary condition. One-way nesting was applied to Dm1 to obtain Dm2 and Dm3 with a horizontal resolution of 5 km (283 × 229) and 1.67 km (400 × 442), respectively (Figure 1). The vertical resolution of Dm2 and Dm3 is the same as that of Dm1. The European Center for Medium-Range Weather Forecasts (ECMWF) ERA-Interim 0.75° × 0.75° reanalysis (Dee et al. 2011) with a 6-hour interval was used for the initial and boundary conditions. For the horizontal resolution of PWRF run, Claremar et al. (2012) mentioned that the 2.7-km resolution model run is required to simulate the topographic effect in Svalbard. In addition, there have been several studies using 1-km to 2-km resolution model runs for Svalbard (Kilpeläinen, Vihma, and Olafsson 2011; Kilpeläinen et al. 2012; Mayer et al. 2012; Sauter et al. 2013; Ágústsson et al. 2014).

Physics schemes suitable for the performance of the PWRF were selected. The parameterization schemes used for all domains are a WRF single-moment five-class scheme (Hong, Dudhia, and Chen 2003) for microphysics parameterization, a rapid radiative transfer model for General Circulation Models (GCMs) (Iacono et al. 2008) for short- and long-wave radiation parameterization, a Noah land surface model (Chen et al. 1996) optimized in the polar region for land surface parameterization (Hines and Bromwich 2008), Monin-Obukhov (Monin and Obukhov 1996) optimized in the polar region for land surface parameterization (Hines and Bromwich 2008), Monin-Obukhov (Monin and Obukhov 2008),
1954) for surface layer parameterization, the Grell-Devenyi ensemble (Grell and Devenyi 2002) for cumulus parameterization only for Dm1 not for Dm2 and Dm3, and the Mellor-Yamada-Janjić Turbulent Kinetic Energy (TKE) (Janjić 1994) for PBL parameterization. Due to rapid variation in terrain height and special surface condition, the

Figure 1. (a) The domain for case study and experiments. Dm denotes the domain for the case study, and Dm1, Dm2, and Dm3 denote the domains for experiments. (b) The surface synoptic observations from land station in Dm3 used for verification with the terrain height (shading) above sea level.
simulation of PBL is difficult in the polar region and thus PBL parameterization is important. Including the operational AMPS, many studies using PWRF have used the Mellor-Yamada-Janjić TKE for PBL parameterization. Recently, Mellor-Yamada-Nakanishi-Niino (Nakanishi and Niino 2006) was used for ASRv1 and ASRv2. In Svalbard, Quasi-Normal Scale Elimination (Sukoriansky, Galperin, and Perov 2005) simulates the PBL better than the Mellor-Yamada-Janjić TKE in some studies (Claremar et al. 2012; Mayer et al. 2012; Kilpeläinen et al. 2012). In contrast, studies focusing on the terrain effect not PBL in Svalbard still used the Mellor-Yamada-Janjić TKE (Kilpeläinen, Vihma, and Olafsson 2011; Sautere et al. 2011). Thus, the Mellor-Yamada-Janjić TKE was used for the PBL parameterization in this study. Further studies using the Mellor-Yamada-Nakanishi-Niino or Quasi-Normal Scale Elimination parameterization would be future work.

The sea surface temperature was updated every 6 hours and the effect of fractional sea ice was applied. The PWRF can consider the effect of sea ice information (sea ice cover, sea ice thickness, sea ice albedo, and snow depth on sea ice) on weather prediction (Hines et al. 2015). Because sea ice can block energy exchanges between the lower atmosphere and the ocean, the accurate use of sea ice information in the PWRF is essential. Thus, the sea ice information from the ASRv2 (15-km) was applied to Dm1 and interpolated to Dm2 and Dm3.

The DA was performed every 6 hours in Dm2 using the WRFDA v3.8 3DVAR system. The conventional observations in ±3-hour window of each analysis time (00, 06, 12, 18 UTC) were assimilated. The forecasts in Dm1 were used as lateral boundary conditions for Dm2. The background error covariance was calculated using the differences between the 12-hour and 24-hour forecasts for the one month when the polar low occurred in each case, based on the National Meteorological Center (NMC) method (Parrish and Derber 1992).

**Observation**

The conventional observations used in the National Centers for Environmental Prediction (NCEP) Global DA System (GDAS) were assimilated in the PWRF 3DVAR system. The number and types of observation data assimilated in Dm2 were smaller than those at midlatitude.

To evaluate the wind forecast accuracy of the PWRF, only high-quality observations at six stations among all surface synoptic observation from land station (SYNOP) stations over Svalbard were used. The observations used for evaluation were not used for assimilation in the PWRF 3DVAR DA system. The variables evaluated are 10-m wind speed (average wind speed for the last 10 minutes prior to observation time (AW), the highest 10-minute average wind speed for the last 1 hour (HAW), maximum gust (3 seconds) for the last 10 minutes (MG)) and sea level pressure (SLP). Table 1 and Figure 1b present detailed information on each SYNOP station used. The observation data from three stations (station numbers 2, 4, and 5 in Table 1) were included in the GDAS conventional observation data but were not assimilated to be used for evaluation of the forecasts.

**Experimental setting**

For high wind speed cases caused by the polar low that develops near Svalbard, the forecast accuracy of near-surface weather variables using the PWRF was evaluated and the DA effect on the improvement of wind forecasts was analyzed. In Exp1 (i.e., cold start experiment), the 48-hour forecasts in the PWRF were performed at each analysis time using the ERA-Interim reanalysis as the initial and boundary conditions. In Exp2 (i.e., cycling experiment), the analysis of Dm2 was made every 6 hours at each analysis time from the analysis–forecast cycling in the PWRF 3DVAR, and the 48-hour forecasts were generated using the PWRF. The spin-up period was set to 5 days for each case in cycling experiments. To compare 25-hour to 30-hour forecasts from two experiments (i.e., Exp1 and Exp2) with local observation data in Svalbard, the forecasts for Dm3 were produced by applying one-way nesting to the Dm2 of both experiments with lateral boundary conditions from Dm2. The forecast accuracy of the PWRF was evaluated based on SYNOP observations in Dm3 over Svalbard. In all experiments except the forecast field in Figures 4, 6, and 8, the first 24 hours of the 48-hour forecasts were not used because the spin-up period is necessary in the PWRF for the arctic surface characteristics to be reflected in the planetary boundary layer development and for the initial conditions to be adjusted to hydrological cycles.

**Table 1. Details of the information for the surface synoptic observations from land station used for verification.**

| No. | Site name       | WMO site ID | Mountain slope | Latitude (°) | Longitude (°) |
|-----|-----------------|-------------|----------------|--------------|---------------|
| 1   | Sørkappelvann   | 01020       | Southern slope | 76.4777      | 16.5488       |
| 2   | Hornsund        | 01003       | Southern slope | 77.0017      | 15.5358       |
| 3   | Sveagravna      | 01005       | Southern slope | 77.8953      | 16.7200       |
| 4   | Svalbard stasjon | 01027      | Northern slope | 77.6888      | 14.7840       |
| 5   | Ny-Ålesund      | 01007       | Northern slope | 78.2453      | 15.0015       |

*Included in the National Centers for Environmental Prediction prepBUFR. WMO = World Meteorological Organization.*
Evaluation method

For the case study, the instability index of the lower atmosphere and the anomaly patterns of the upper atmosphere were calculated using ASRv2 reanalysis.

Marine cold air outbreaks (MCAOs) are phenomena that increase lower atmospheric instability and occur when cold air moves over the warm ocean. The static stability induced by MCAOs is calculated by potential temperature differences between the skin surface and 850 hPa (Kolstad 2017) or by temperature differences between the sea surface and 500 hPa (Aspelien et al. 2011; Smirnova and Golubkin 2017). The use of sea surface temperature in calculating the MCAO index faces difficulties over sea ice in the east coast of Greenland and in diagnosing local instabilities at the lower atmosphere. Thus, the MCAO index was calculated using the potential temperature differences between the skin surface and 850 hPa, as shown in Equation (1):

\[
\text{MCAO} = \theta_{\text{skin}} - \theta_{850},
\]

where \(\theta_{\text{skin}}\) and \(\theta_{850}\) are the potential temperatures at the skin surface and 850 hPa, respectively. When the MCAO index is greater than 3 K, the possibility of polar low generation increases. After the polar low passes by, the MCAO index decreases.

The anomaly patterns of geopotential height, temperature, and potential vorticity were also calculated at 500 hPa. The average atmospheric states for 3 months, including the case in the middle month, were used in calculating anomalies.

Results

Case study

The severe gust wind speed above 20 m s\(^{-1}\) observed in Ny-Ålesund station over Svalbard for January and February 2011–2012 is associated with the polar low developed near Svalbard. Three cases (Case 1: 20 January 2011, Case 2: 24–26 February 2011, Case 3: 14–15 January 2012) where polar lows were generated on the east coast of Greenland and induced wind speeds above 20 m s\(^{-1}\) over Svalbard as the lows moved northward were selected. Polar lows developed rapidly within 24 hours for all three cases approaching Svalbard. To diagnose the atmospheric state when the polar lows occurred, the ERA-Interim reanalyses in the regions where the polar lows were generated (Dm in Figure 1a) were analyzed. Conditions favorable for rapidly developing polar lows were analyzed by examining the vertical instabilities of the lower atmosphere, upper air flows, and anomaly patterns. An MCAO index above 3 K appeared on the east coast of Greenland and the Greenland–Iceland–Norwegian Seas for all cases at the polar low genesis, which implies that the lower atmosphere was unstable, as shown in Businger (1985) (Figures 2a, 2c, 2e).

Case 1

The 1-hour average wind speed around 07 UTC on 20 January 2011 at Ny-Ålesund station was observed as 13.1 m s\(^{-1}\), with a high wind gust of above 20 m s\(^{-1}\) that lasted for 6 hours from 12 to 18 UTC on 20 January. The maximum wind gust was 25.1 m s\(^{-1}\) at 14 UTC on 20 January. After the SLP was reduced rapidly by 25 hPa for 15 hours from 02 UTC on 20 January, the lowest SLP was 985.7 hPa at 17 UTC on 20 January. These radical changes in wind and pressure were the result of a polar low that developed rapidly within a few hours while quickly approaching Svalbard.

The polar low near the north of Iceland was generated at 18 UTC on 19 January 2011, 20 hours before the maximum wind gust speed was observed at Ny-Ålesund station, which was after the synoptic low moved toward the northeast approaching Iceland and separated to the north and west sides of Iceland (Figure 2a). The circulation of the low-pressure system at the lower atmosphere caused the cold air on Greenland to move to the relatively warmer Norwegian Sea, which increased the instability of the lower atmosphere on the east coast of Greenland (Figure 2a) and contributed to the explosive growth of the polar low. The low-pressure system located north of Iceland was maintained by the trough and warm advection at 500 hPa (Figure 2b). Upper atmospheric anomaly patterns and lower atmospheric vertical motion related to the generation of the polar low at 18 UTC on 19 January 2011 are shown in Figure 3. Negative anomalies of both geopotential height and temperature at 500 hPa are generally associated with positive anomalies of potential vorticity (Claud, Duchiron, and Terray 2007). In addition, the upward vertical motion at 700 hPa generally occurs in front or right of the developing vortex (Shapiro, Fedor, and Hampel 1987; Neiman and Shapiro 1993; Ninomiya et al. 2004). Negative anomalies of both temperature and geopotential height at 500 hPa exist around the polar low genesis region (Figures 3a, 3b), and positive anomalies of potential vorticity at 500 hPa appear above and upward vertical motion at 700 hPa appears in advance of the polar low genesis region.
Figure 2. (a), (c), (e): Sea level pressure (hPa, black solid) and wind speed (m s$^{-1}$) at 950 hPa (black arrow) for the analysis field of ASRv2 with the marine cold air outbreaks index (M, color shading) over Greenland. (b), (d), (f): The 500 hPa geopotential height (m, black solid) and potential temperature (K, red solid) for the analysis field of ASRv2 over Greenland. The “L” represents the center of polar lows. Note that the domain is the case study domain (Dm) shown in Figure 1.
Figure 3c, which implies that these upper and lower atmospheric conditions cause the polar low to develop rapidly. As a result, strong winds above 20 m $\text{s}^{-1}$ were observed at Ny-Ålesund 18 hours after the generation of the polar low.

**Case 2**

In Case 2, the 1-hour average wind speed observed at Ny-Ålesund station increased rapidly from 3.4 m $\text{s}^{-1}$ at 14 UTC to 14.3 m $\text{s}^{-1}$ at 18 UTC on 24 February 2011. A high wind gust speed above 20 m $\text{s}^{-1}$ lasted for 25 hours from 19 UTC on 24 February. During 13 hours of this period, a wind gust speed above 25 m $\text{s}^{-1}$ was observed. After the SLP rapidly reduced by 42 hPa during over 35 hours, the lowest SLP was observed to be 985.7 hPa at 20 UTC on 25 February 2011. The polar low generated to the east of Greenland developed stronger than in Case 1 and approached Svalbard more slowly, causing continuous severe wind at Ny-Ålesund.

At the beginning of the polar low genesis at 00 UTC on 24 February 2011, similar to Case 1, the synoptic low moved northward toward Iceland. The low pressure...
Figure 4. The sea level pressure (hPa, black solid), 950 hPa temperature (K, red solid), and 10 m wind speed (m s$^{-1}$, color shading) and direction (black arrow) for 24-h forecast of Case1: (a) Exp1 for Dm2, (b) Exp1 for Dm3, (c) Exp2 for Dm2, and (d) Exp2 for Dm3. The sea level pressure (hPa, black solid) for 24-h forecast of Exp1 and the difference between Exp1 and Exp2 (Exp2–Exp1) for the 24-h forecast of 10 m wind speed (m s$^{-1}$, color shading) of Case1 for: (e) Dm2 and (f) Dm3. Note that the domain of (a), (c), and (e) is Dm2 and that of (b), (d), and (f) is Dm3, shown in Figure 1.
near the north of Iceland was maintained by the trough and warm advection at 500 hPa (Figures 2c, 2d). The circulation of the low in the lower atmosphere was similar to that in Case 1, moving the cold air over Greenland to the Norwegian Sea, increasing the instability in the lower atmosphere (Figure 2c). The negative anomalies of the temperature at 500 hPa approached the polar low genesis region from the west (Figure 3d), and negative anomalies of the geopotential height at 500 hPa and positive anomalies of the potential vorticity at 500 hPa were over the polar low genesis region (Figures 3e, 3f) with the upward vertical motion at 700 hPa in advance of the polar low genesis region (Figure 3f). Due to these upper and lower atmospheric conditions associated with the polar low development, strong winds above 20 m s\(^{-1}\) were observed at Ny-Ålesund 19 hours after the generation of the polar low.

**Case 3**

The 1-hour average wind speed observed at Ny-Ålesund station increased rapidly from 4 m s\(^{-1}\) at 7 UTC to 18.5 m s\(^{-1}\) at 16 UTC on 14 January 2012. A high wind gust speed above 20 m s\(^{-1}\) lasted for 5 hours from 14 UTC on 14 January. After the SLP rapidly reduced by 22 hPa for 20 hours, the lowest SLP was observed to be 984.8 hPa at 00 UTC on 15 January 2012. The rate of increase in the observed wind gust speed over time was moderate compared to Case 1 and Case 2 because the polar low developed more slowly in Case 3 than in Case 1 and Case 2.

At the beginning of the polar low at 06 UTC on 14 January 2012, the cyclonic circulation over the east coast of Greenland moved the cold air in the lower atmosphere on Greenland to the Norwegian Sea (Figure 2e), and the upper atmospheric divergence enhanced the development of the polar low (Figure 2f). The temperature and geopotential height anomalies at 500 hPa (Figures 3g, 3h) and potential vorticity anomalies (Figure 3i) are somewhat associated with the polar low development as in Case 1 and Case 2, although the negative anomaly patterns at 500 hPa for both temperature and geopotential height were weaker and smaller in size than those in Case 1 and Case 2. The upward vertical motion at 700 hPa appears to the right of the polar low region (Figure 3i), which is favorable for the polar low development. As a result, strong winds above 20 m s\(^{-1}\) were observed at Ny-Ålesund 8 hours after the generation of the polar low.

**Evaluation of wind forecasts**

The case studies in the previous section showed that the polar lows causing severe wind in Svalbard developed strongly and rapidly. The performance of wind forecasts for each case was evaluated using the PWRF and 3DVAR DA system.

**Case 1**

Figure 4a presents the 24-hour forecast field of Exp1 at 12 UTC on 20 January 2011 when the strong winds occurred over Svalbard. The center of the polar low was located on the west side of Svalbard (i.e., near the left boundary of the domain), and the wind speed at the center of the low was weaker than the surrounding area because the polar low developed strongly enough. Weak wind speed at the center of a polar low was also indicated in Blechschmidt, Bakan, and Graßl (2009) and Sergeev et al. (2017). The 0°C isotherm line at approximately 950 hPa shows that the warmer air in the south of Svalbard moved northward toward Svalbard. The surface warm front is located in the region where the 10-m wind direction changed abruptly. Strong wind fields formed at the rear of the warm front and were located at the front and right sides of the polar low moving northward.

As the cold air in advance of the warm front passed over Svalbard, the wind speed on the downwind side (north slope) of the mountain was greater than that on the upwind side (south slope) of the mountain, as shown in Skeie and Grønås (2000) (Figures 4b, 4d). These wind features were simulated because the PWRF can reflect the effects of terrain on wind forecasts as the model resolution increases. Bromwich et al. (2018) showed that the ERA-Interim reanalysis with low resolution has the limitation of not being able to simulate the wind that reflects the effects of terrain in detail.

Figure 4c presents the 24-hour forecast field in Exp2 at 12 UTC on 20 January 2011. Both SLP and temperature distributions at 950 hPa in Exp1 and Exp2 are almost identical over the strong wind regions where the 10-m wind speed was over 10 m s\(^{-1}\) but are different outside these regions (Figures 4e, 4f). The differences of wind speed between Exp1 and Exp2 appear consistently over the weak wind speed region before the strong wind fields passed over Svalbard. This means that, for the strong wind region affected by the polar low, the wind forecast accuracy in Exp2 with DA was similar to that in Exp1 without DA.

Figure 5 compares the observations and the 25-hour to 30-hour forecasts of Exp1 and Exp2 for the 10-m wind in 1-hour intervals. Because the differences in wind speed between Exp1 and Exp2 consistently appear in the weak wind regions around the polar low, the differences are greater at the beginning than at the end of the case. The wind forecasts for Exp1 and Exp2 are
more similar to mean wind speed observations (AW and HAW) than gust observations (MG) at all stations, and the forecast errors of the wind speed based on HAW are smaller than those based on AW (Table 2). The average root mean square error (RMSE) for 25-hour to 30-hour forecasts of 10-m wind speed based on HAW data for all stations in Exp1 is 3.35 m s\(^{-1}\), similar to the 24-hour wind forecast error based on 10-m AWS observations in Hines and Bromwich (2008). The wind forecast errors based on HAW data for each observation station are 1.64 m s\(^{-1}\) and 2.09 m s\(^{-1}\) at Sørkappøya and Hornsund (station numbers 1 and 2 in Table 1), respectively, which are smaller than those for other observation stations such as 3.49 m s\(^{-1}\), 4.29 m s\(^{-1}\), 4.44 m s\(^{-1}\), and 4.16 m s\(^{-1}\) at Sveagruva, Akseløya, Svalbard lufthavn (i.e., Svalbard Airport), and Ny-Ålesund (station numbers 3–6 in Table 1), respectively. The tendencies of the PWRF wind forecasts similar to observations in Sørkappøya and Hornsund stations are also shown in the time series of winds (Figure 5). The reduced wind forecast error in Sørkappøya and Hornsund is because the terrain has little effect on wind speed at those stations located in the southwest coast of Svalbard during the polar low passed by the west of Svalbard. Thus, if the PWRF accurately simulates the path and intensity of the polar low, then 10-m wind forecasts would be similar to the HAW in regions with low terrain effects (i.e., upwind regions). In contrast, in the stations of Sveagruva (located in the valley) and Akseløya, Svalbard lufthavn, and Ny-Ålesund, located on the downwind side (north slope of the mountain) where the terrain affects the wind forecasts, simulating wind speed accurately is difficult and the wind forecast error tended to be greater than that of the other two stations. When the wind forecasts of Exp1 in Case 1 overestimate the HAW (06–18 UTC on 20 January 2011 in Figures 5c and 5d; 16–23 UTC on 20 January 2011 in
The wind forecasts are relatively similar to MG. Thus, for the stations where the PWRF simulates wind speed that is much higher than AW or HAW, the wind speed forecasts are similar to MG, which implies that the performance of the PWRF in the wind speed forecasts is acceptable.

The RMSE of wind speed forecasts based on HAW in Exp2 is smaller than that of Exp1 at three (station number 2, 3, and 5 in Table 1) of six observation stations (Table 2). Thus, the wind speed forecast error of Exp2 is similar to or smaller than that of Exp1. In particular, when the wind speed forecasts in Exp1 overestimate the HAW (i.e., 9–12 UTC on 20 January 2011 in Figure 5c and 10–15 UTC on 20 January 2011 in Figure 5e), the RMSE of wind speed forecasts in Exp2 was smaller than that in Exp1 because the overestimation of wind speeds in Exp1 was reduced in Exp2 (Figures 5c, 5e).

**Case 2**
Figure 6a presents the 24-hour forecast field at 12 UTC on 25 February 2011. The center of the polar low was located on the west side of Svalbard (left boundary of the domain) with weaker wind speed at the center than the surrounding area. The relatively warm air moves toward Svalbard from the south. The surface warm front was located in the region where the 10-m wind direction changes abruptly. The strong wind fields formed at the front and rear of the warm front and at the front and right sides of the polar low moving northward. Unlike Case 1, in Case 2 the isotherm at 950 hPa was densely located in advance of the warm front with very strong temperature gradients that widely cause severe winds on the surface.

As the model resolution increases, the effects of terrain were reflected in wind forecasts. Thus, the wind speed on the downwind side (northwest slope of mountain) is higher than that on the upwind side (southeast slope of mountain) as in Case 1 (Figures 6b, 6d).

Figure 6c represents the 24-hour forecast field with DA (Exp2) at the same time as Exp1 in Figure 6a. The distributions of both SLP and temperature at 950 hPa in Exp1 and Exp2 were almost identical over the strong wind region where the 10-m wind speed was above 10 m s\(^{-1}\) but are different outside the strong wind region (Figures 6e, 6f). This means that the accuracy of wind forecasts in Exp1 and Exp2 was similar for the strong wind regions affected by the polar low.

For the 10-m wind speed in Case 2, the observations are compared with the 25-hour to 30-hour forecasts of Exp1 and Exp2 at 1-hour intervals (Figure 7). The wind forecasts for Exp1 and Exp2 are more similar to AW and HAW than MG at all stations, and the wind speed forecast errors based on HAW are smaller than those based on AW (Table 2). The average RMSE for 25-hour to 30-hour forecasts of 10-m wind based on HAW data for all stations in Exp1 was 3.73 m s\(^{-1}\), similar to that in Case 1. The wind forecast errors based on HAW data are 3.31 m s\(^{-1}\) and 2.02 m s\(^{-1}\) at Sørkappøya and Hornsund (station numbers 1 and 2 in Table 1), respectively, which are smaller than the forecast error for other stations such as 3.31 m s\(^{-1}\), 4.92 m s\(^{-1}\), 4.38 m s\(^{-1}\), and 4.43 m s\(^{-1}\) at Sveagruva, Akseløya, Svalbard lufthavn, and Ny-Ålesund (station numbers 3–6 in Table 1), respectively. The time series also shows the tendency of the wind forecasts to be similar to the observations at the Sørkappøya and Hornsund stations (Figure 7). In these two stations, located on the southwest coast of Svalbard, the terrain has little effect on the wind speed forecasts as the polar low passes by the west of Svalbard (as in Case 1). Therefore, if the PWRF accurately simulates the path and intensity of the polar low, then 10-m wind forecasts would be similar to the HAW in the regions less affected by terrain. When the wind forecasts of Exp1 in Case 2 overestimate the HAW (i.e., 12 UTC on 24 February to 12 UTC on 25 February 2011 in Figures 7d and 7e; 00–23 UTC on 26 February 2011 in Figure 7f), the wind forecasts follow the trend of MG. Thus, when the PWRF simulates wind speed much higher than AW or HAW, the PWRF simulates the wind speed similar to MG. Based on HAW, the RMSE of Exp2 is similar to or smaller than that of Exp1 at five of the six stations (station numbers 2–5 in Table 1; see Table 2). Consequently, in Case 2, the wind speed forecast errors of Exp2 are similar to or smaller than those of Exp1, similar to the results in Case 1.

**Case 3**
Figure 8a presents the 24-hour forecast field of Exp1 at 00 UTC on 15 January 2012 when the strong winds occurred on Svalbard. The warm front and strong wind fields were in a location similar to those in Case 1 (Figure 8a), and wind simulation reflects the terrain effects in Svalbard as the resolution increases (Figures 8b, 8d). The 24-hour forecast field of Exp2 at the same time in Exp1 is shown in Figure 8c. The wind forecast accuracy in Exp1 is similar to that in Exp2 over the strong wind region where the 10-m wind speed was above 10 m s\(^{-1}\) (Figures 8e, 8f).

The observations and the 25-hour to 30-hour forecasts of Exp1 and Exp2 for the 10-m wind speed at 1-hour intervals are shown in Figure 9. As in Case 1 and Case 2, the wind forecasts for Exp1 and Exp2 are more similar to AW and HAW than MG at all stations, and the forecast errors of the wind speed based on HAW were smaller than those based on AW (Table 2). The average RMSE of 25-hour to 30-hour forecasts for 10-m wind, based on HAW data for all stations in Exp1, is 4.27 m s\(^{-1}\), greater than those
in Case 1 and Case 2. This is because the PWRF could not precisely simulate rapidly increasing wind speed at the end of the case. In Case 3, the polar low was redeveloped just before its extinction (17 UTC on 15 January 2012 in Figure 9). The wind forecast errors based on HAW data were 3.91 m s\(^{-1}\) and 3.80 m s\(^{-1}\) at Sørkappøya and Hornsund (station numbers 1 and 2 in Table 1), respectively, which are smaller than those for other stations such as 4.35 m s\(^{-1}\), 3.83 m s\(^{-1}\), 5.43 m s\(^{-1}\), and 4.29 m s\(^{-1}\) at Svegruva, Akseløya, Svalbard lufthavn, and Ny-Ålesund (station numbers 3–6 in Table 1), respectively. As in Case 1 and Case 2, the relatively similar forecasts to the observations at the Sørkappøya and Hornsund stations (Figure 9) are due to little terrain effects on wind speed forecasts at the two stations. When the wind forecasts of Exp1 overestimate the HAW (11–16 UTC on 14 January 2012 in Figure 9d; 20 UTC 14 to 04 UTC on 15 January 2012 in Figure 9f), the wind forecasts followed the trend of MG. Based on HAW, the RMSE of Exp2 is similar to or smaller than that of Exp1 at five of the six stations (station numbers 1, 2, 3, 5, and 6 in Table 1; see Table 2). Thus, in Case 3, the wind speed forecast errors of Exp2 were similar to or smaller than the errors of Exp1, as in Case 1 and Case 2.

### Evaluation of SLP forecasts

**Case 1**
The average RMSE of the SLP forecasts for all stations in Exp1 was 2.08 hPa (Table 3). At 17 UTC on 20 January 2011, when the lowest SLP was observed in Ny-Ålesund, the SLP forecasts in Exp1 show a positive deviation of 4.4 hPa average for all stations. Kumar, Roy Bhowmik, and Das (2012) also show that the PWRF overestimates the SLP

### Table 2. Average forecast error statistics in Dm3, for 10-m wind speed (average value for the last 10 minutes before the observation time and highest 10-minute average wind for the last 1 hour) of each case at each observation station.

| Wind type | Site no. | Verification | Exp1 (25–30 h) | Exp2 (25–30 h) | Exp1 (25–30 h) | Exp2 (25–30 h) | Exp1 (25–30 h) | Exp2 (25–30 h) |
|-----------|---------|--------------|----------------|----------------|----------------|----------------|----------------|----------------|
| AW        | 1       | RMSE         | 1.67           | 1.94           | 3.01           | 3.02           | 3.61           | 3.50           |
|           |         | Bias         | 1.09           | 1.24           | -0.03          | -0.13          | -0.26          | -0.47          |
|           |         | Correlation  | 0.95           | 0.93           | 0.60           | 0.60           | 0.37           | 0.44           |
|           | 2       | RMSE         | 2.92           | 2.59           | 3.02           | 2.91           | 3.59           | 3.61           |
|           |         | Bias         | 1.67           | 1.32           | 1.99           | 1.89           | 0.66           | 0.86           |
|           |         | Correlation  | 0.68           | 0.75           | 0.87           | 0.88           | 0.39           | 0.41           |
|           | 3       | RMSE         | 4.75           | 4.67           | 3.40           | 3.35           | 4.40           | 4.12           |
|           |         | Bias         | 2.27           | 2.44           | 0.71           | 1.02           | 0.74           | 0.62           |
|           |         | Correlation  | 0.39           | 0.33           | 0.43           | 0.47           | 0.40           | 0.48           |
|           | 4       | RMSE         | 5.55           | 5.66           | 5.82           | 5.62           | 3.95           | 3.91           |
|           |         | Bias         | 4.07           | 4.68           | 4.30           | 4.27           | 1.09           | 1.02           |
|           |         | Correlation  | 0.70           | 0.65           | 0.76           | 0.75           | 0.31           | 0.30           |
|           | 5       | RMSE         | 5.82           | 5.81           | 5.67           | 5.69           | 3.29           | 5.23           |
|           |         | Bias         | 4.44           | 4.22           | 4.56           | 4.64           | 0.82           | 0.65           |
|           |         | Correlation  | 0.71           | 0.67           | 0.84           | 0.84           | 0.28           | 0.27           |
|           | 6       | RMSE         | 5.29           | 5.49           | 6.01           | 5.90           | 5.20           | 5.20           |
|           |         | Bias         | 3.12           | 3.26           | 4.54           | 4.26           | 1.87           | 1.99           |
|           |         | Correlation  | 0.72           | 0.69           | 0.85           | 0.83           | 0.51           | 0.50           |
| HAW       | 1       | RMSE         | 1.64           | 1.91           | 3.31           | 3.39           | 3.91           | 3.90           |
|           |         | Bias         | 0.40           | 0.54           | -1.17          | -1.27          | -1.52          | -1.74          |
|           |         | Correlation  | 0.90           | 0.87           | 0.61           | 0.59           | 0.37           | 0.43           |
|           | 2       | RMSE         | 2.09           | 1.86           | 2.02           | 1.94           | 3.80           | 3.73           |
|           |         | Bias         | 0.58           | 0.22           | 0.43           | 0.33           | 0.95           | 0.75           |
|           |         | Correlation  | 0.78           | 0.84           | 0.89           | 0.90           | 0.38           | 0.40           |
|           | 3       | RMSE         | 3.49           | 3.37           | 3.31           | 3.20           | 4.35           | 4.08           |
|           |         | Bias         | 1.01           | 1.17           | -0.29          | 0.01           | -0.43          | -0.55          |
|           |         | Correlation  | 0.64           | 0.60           | 0.42           | 0.45           | 0.45           | 0.53           |
|           | 4       | RMSE         | 4.29           | 4.43           | 4.92           | 4.70           | 3.83           | 3.86           |
|           |         | Bias         | 2.71           | 3.33           | 2.97           | 2.95           | -0.20          | -0.27          |
|           |         | Correlation  | 0.78           | 0.72           | 0.76           | 0.75           | 0.32           | 0.29           |
|           | 5       | RMSE         | 4.44           | 4.42           | 4.38           | 4.38           | 5.43           | 5.43           |
|           |         | Bias         | 3.05           | 2.84           | 2.93           | 3.02           | -0.74          | -0.92          |
|           |         | Correlation  | 0.80           | 0.78           | 0.86           | 0.86           | 0.30           | 0.30           |
|           | 6       | RMSE         | 4.16           | 4.44           | 4.43           | 4.37           | 4.29           | 4.29           |
|           |         | Bias         | 1.83           | 1.97           | 2.82           | 2.55           | 0.69           | 0.80           |
|           |         | Correlation  | 0.80           | 0.77           | 0.85           | 0.84           | 0.62           | 0.62           |
| Average RMSE over sites | 3.35 | 3.41 | 3.73 | 3.66 | 4.27 | 4.22 |
| Average bias over sites | 1.60 | 1.68 | 1.28 | 1.27 | -0.53 | -0.57 |
| Average correlation over sites | 0.78 | 0.76 | 0.73 | 0.73 | 0.41 | 0.43 |

RMSE = root mean square error; AW = average value for the last 10 minutes before the observation time; HAW = highest 10-minute average wind for the last 1 hour.
approximately 3–4 hPa. Compared to Exp1, both the average RMSE and bias of SLP forecasts in Exp2 decrease at all observation stations (Table 3). The SLP forecasts in Exp2 are more accurate than those in Exp1, which affects the improvement of the 10-m wind speed forecasts.
Case 2
In Case 2, the average RMSE of the SLP for all stations in Exp1 was approximately 3.41 hPa (Table 3). Different from Case 1, the SLP forecasts in Exp1 in Case 2 show negative deviations of 3.26 hPa on average across all observation stations. This tendency was similar around 10 UTC on 26 February 2011, when the minimum SLP appeared in Ny-Ålesund. Compared to Exp1, the RMSE of SLP forecasts in Exp2 was reduced at five of the six stations (station numbers 1, 2, 4, 5, and 6 in Table 1), and the bias of SLP forecasts in Exp2 was reduced at four of the six stations (station numbers 1, 4, 5, and 6 in Table 1; see Table 3). In particular, at the beginning of Case 2, the negative bias of SLP forecasts shown in Exp1 was reduced in Exp2.

Case 3
In Case 3, the average RMSE of the SLP for all stations in Exp1 is 2.4 hPa (Table 3). The minimum SLP was observed at 17 UTC on 15 January 2012 in Ny-Ålesund. The SLP forecasts showed a positive deviation of 7.18 hPa on average around 17 UTC on 15 January 2012 when the minimum SLP was observed. This large deviation influenced the large wind forecast error of 10 m s\(^{-1}\) at that time (Figure 9). Compared to Exp1, the RMSE of the SLP forecasts in Exp2 was reduced at two of the six observation stations (station numbers 1 and 5 in Table 1), and the bias of SLP forecasts in Exp2 was reduced at three of the six observation stations (station numbers 1, 2, and 3 in Table 1; see Table 3). Compared to Case 1 and Case 2, the improvement in the wind forecast accuracies is neutral when using the DA in Exp2 compared to Exp1.

Summary and discussion
In this study, the performance of the high-resolution PWRF using the ERA-Interim reanalysis as the initial conditions (Exp1) was evaluated for severe wind cases over Svalbard, where many research institutes are
located. In addition, the performance of the analysis–forecast cycling system using the PWRF and 3DVAR DA system (Exp2) was also evaluated and compared with that of the cold start system (Exp1) for the same cases.

The wind speed forecasts of both Exp1 and Exp2 were most similar to the highest 10-minute average wind speed for the last 1 hour (HAW), and the average RMSE of wind speed forecast in Exp1 based on HAW was 3.78 m s$^{-1}$ for six stations for three of the cases.

Figure 8. The sea level pressure (hPa, black solid), 950 hPa temperature (K, red solid), and 10 m wind speed (m s$^{-1}$, color shading) and direction (black arrow) for 24-h forecast of Case 3: (a) Exp1 for Dm2, (b) Exp1 for Dm3, (c) Exp2 for Dm2, and (d) Exp2 for Dm3. The sea level pressure (hPa, black solid) for 24-h forecast of Exp1 and the difference between Exp1 and Exp2 (Exp2–Exp1) for the 24-h forecast of 10 m wind speed (m s$^{-1}$, color shading) of Case 3 for: (e) Dm2 and (f) Dm3. Note that the domain of (a), (c), and (e) is Dm2 and that of (b), (d), and (f) is Dm3, shown in Figure 1.
Figure 9. Time series of observations and 25-30 h forecasts of Exp1 and Exp2 in Dm3 for 10 m wind speed (m s\(^{-1}\)) in Case 3 (AW: black solid, HAW: black dashed, MG: grey solid, Exp1: blue solid, Exp2: red solid). WMO = World Meteorological Organization.

Table 3. Average forecast error statistics in Dm3 for the sea level pressure of each case at each observation station.

| Site No. | Verification | Case1 | | Case2 | | Case3 |
|---------|--------------|-------|---|-------|---|-------|
|         |              | Exp1 (25–30 h) | Exp2 (25–30 h) | Exp1 (25–30 h) | Exp2 (25–30 h) | Exp1 (25–30 h) | Exp2 (25–30 h) |
| 1       | RMSE         | 2.16   | 2.13 | 3.03   | 3.02 | 2.08   | 2.07 |
|         | Bias         | 1.79   | 1.76 | 2.88   | 2.87 | 1.28   | 1.24 |
|         | Correlation  | 0.98   | 0.98 | 1.00   | 1.00 | 0.99   | 0.99 |
| 2       | RMSE         | 1.85   | 1.77 | 3.11   | 3.10 | 1.21   | 1.21 |
|         | Bias         | 1.48   | 1.40 | 2.93   | 2.93 | 0.18   | 0.17 |
|         | Correlation  | 0.98   | 0.98 | 1.00   | 1.00 | 0.00   | 0.00 |
| 3       | RMSE         | 2.25   | 2.22 | 3.40   | 3.40 | 2.43   | 2.43 |
|         | Bias         | 1.14   | 1.08 | 3.29   | 3.31 | 1.04   | 1.03 |
|         | Correlation  | 0.98   | 0.98 | 1.00   | 1.00 | 0.99   | 0.99 |
| 4       | RMSE         | 2.30   | 2.24 | 3.81   | 3.74 | 2.62   | 2.82 |
|         | Bias         | 1.45   | 1.35 | 3.62   | 3.56 | 1.40   | 1.40 |
|         | Correlation  | 0.98   | 0.98 | 1.00   | 1.00 | 0.99   | 0.99 |
| 5       | RMSE         | 1.82   | 1.81 | 3.66   | 3.64 | 3.19   | 3.17 |
|         | Bias         | 0.97   | 0.95 | 3.54   | 3.52 | 1.44   | 1.44 |
|         | Correlation  | 0.98   | 0.98 | 1.00   | 1.00 | 0.98   | 0.98 |
| 6       | RMSE         | 2.13   | 2.12 | 3.43   | 3.39 | 1.40   | 1.43 |
|         | Bias         | 0.83   | 0.73 | 3.27   | 3.24 | 1.00   | 1.00 |
|         | Correlation  | 0.98   | 0.98 | 1.00   | 1.00 | 0.98   | 0.98 |
| Average RMSE over sites | 2.09 | 2.05 | 3.41 | 3.36 | 2.45 | 2.44 |
| Average bias over sites | 1.28 | 1.21 | 3.26 | 3.24 | 1.12 | 1.12 |
| Average correlation over sites | 0.98 | 0.98 | 1.00 | 1.00 | 0.82 | 0.82 |

RMSE = root mean square error.
When the wind forecasts of Exp1 and Exp2 overestimated HAW, the wind speed forecasts followed the trend of MG. The differences between wind speed forecasts in Exp1 and Exp2 were large at the beginning of the case before the front passed over Svalbard because the differences are present not in the strong wind region where the 10-m wind speed was above 10 m s\(^{-1}\) but in the weak wind region around the front. The RMSE in Exp2 with DA was generally smaller than that in Exp1 without DA. When the forecasts in Exp1 overestimated the average wind speed observation, the overestimation was reduced in Exp2. For the SLP forecast, both forecasts in Exp1 and Exp2 were generally similar to the observations. However, neither experiment could simulate the rapidly decreasing SLP, which caused an increase in the wind speed forecast error. When the positive (negative) bias of the SLP forecasts in Exp1 appeared against observations, the SLP forecasts in Exp2 simulated SLP lower (higher) than those in Exp1, which reduced the bias.

Since the wind speed forecasts at 10 m in the range of the average wind and gust, the accuracy of the wind speed forecasts in the PWRF was generally high. The forecasts in Exp2 were produced in the small domain (Dm2), which is limited to simulate polar lows. Furthermore, the number of observations in Dm2 was limited. Despite these constraints, the forecast performance of Exp2 with DA is comparable to or even better than that in Exp1 using reanalysis as the initial condition. This implies that the analysis–forecast cycling system with DA is more useful than the cold start system in forecasting the polar environment. However, differences between the wind speed forecasts of Exp1 and Exp2 are primarily found in the region of weak wind, indicating that there is room for improvement by using more appropriate DA methods that consider the limited surface and upper observations. Assimilating more observations, designing an optimal observation network, and applying more appropriate DA methods would be future steps that can improve weather forecasting in the polar region.
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