Stationary measures of the KPZ equation on an interval from Enaud–Derrida’s matrix product ansatz representation
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Abstract
The stationary measures of the Kardar–Parisi–Zhang equation on an interval have been computed recently. We present a rather direct derivation of this result by taking the weak asymmetry limit of the matrix product ansatz for the asymmetric simple exclusion process. We rely on the matrix product ansatz representation of Enaud and Derrida, which allows to express the steady-state in terms of re-weighted simple random walks. In the continuum limit, its measure becomes a path integral (or re-weighted Brownian motion) of the form encountered in Liouville quantum mechanics, recovering the recent formula.
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1. Introduction

1.1. KPZ equation on an interval and its stationary measures

The Kardar–Parisi–Zhang (KPZ) equation [1] for the height field $h(x,t)$ on the interval $[0,L]$ is defined, for $0 < x < L$, by the stochastic partial differential equation:

$$\partial_t h(x,t) = \partial_x^2 h + (\partial_x h)^2 + \sqrt{2}\xi(x,t), \quad (1)$$

where $\xi(x,t)$ is a standard space-time white noise. We impose boundary conditions:

$$\partial_x h \bigg|_{x=0} = u, \quad \partial_x h \bigg|_{x=L} = -v, \quad (2)$$

depending on two boundary parameters $u,v \in \mathbb{R}$. The solution is defined through the Cole–Hopf mapping $h(x,t) = \log Z(x,t)$, where $Z(x,t)$ is the partition sum of a continuum
directed polymer, which satisfies the stochastic heat equation with Robin boundary conditions \( \partial_te^0 \partial_tZ(x,t)|_{x=0} = AZ(0, t) \) and \( \partial_eZ(x,t)|_{x=L} = -BZ(L, t) \) with \( a = A + 1/2 \) and \( v = B + 1/2 \). Although \( Z(x,t) \) is not differentiable, the standard way to understand these boundary conditions is to impose these conditions on the heat kernel [2], or through a path integral as in [3, 4].

We will denote the stationary state by \( (H(x))_{x \in [0, L]} \). It is stationary in the sense that if for a certain time \( t_0 \), the increment process \( h(t, t_0) - h(0, t_0) \) has the same distribution as \( H(x) \), this remains true for all times \( t > t_0 \). It is natural to expect that for fixed parameters \( u, v \), the stationary measure is unique, and that for any initial condition \( h(x, 0) \), the increment process \( h(x, t) - h(0, t) \) converges to \( H(x) \) as \( t \) goes to infinity.

The stationary measures of the KPZ equation on an interval were understood only recently. They have been first characterized in [5] and explicitly described in [6, 7], based on [5]. In particular, it was found in [7] that the distribution of \( H \) admits a simple expression in terms of reweighted Brownian paths. More precisely, \( H \) is the sum of two independent random fields:

\[
H(x) = \frac{1}{\sqrt{2}} W(x) + X(x),
\]

where \( W(x) \) is a one-sided standard Brownian motion (i.e. with diffusion coefficient 1, \( W(0) = 0 \) and \( W(L) \) free) and the probability distribution of the process \( X(x) \) is given by the path integral measure:

\[
\frac{DX}{Z_{u,v}} e^{-\int_0^L dx \left( \frac{DX}{2x} \right)^2} e^{-2X(L)} \left( \int_0^L dx e^{-2X(x)} \right)^{-u+v},
\]

with \( X(0) = 0 \) and \( X(L) \) free. \( Z_{u,v} \) is a normalization such that \( Z_{0,0} = 1 \). In mathematical terms, \( X \) is a continuous stochastic process on \([0, L] \) whose measure is absolutely continuous with respect to that of a Brownian motion with diffusion coefficient 1/2 starting at \( X(0) = 0 \), with Radon–Nikodym derivative:

\[
\frac{1}{Z_{u,v}} \left( \int_0^L dx e^{-2X(x)} \right)^{-u} \left( \int_0^L dx e^{-2X(x)} \right)^{-v}.
\]

This equivalent form makes apparent that the process is invariant after reversing space and exchanging \( u, v \).

The distribution of \( H \) given above was obtained via a Laplace inversion of an explicit formula for the multipoint distribution of the field \( H \), obtained in [5]. Although [5] restricted to \( u + v > 0 \), and the Laplace transform formula therein makes sense only in that case, the measure (4) makes sense for any value of \( u, v \in \mathbb{R} \). This led us to conjecture in [7] that (3) is the stationary measure for all values of \( u \) and \( v \). When \( u + v > 0 \), another equivalent description of the law of \( H \) was obtained slightly earlier in [6], also based on [5], in terms of a Doob-like transform of a process with an explicit transition kernel. Although the Laplace inversions in [6, 7] were performed independently, they are quite similar for the following reason: When \( u + v > 0 \), the process \( X \) can be written as \( X(x) = U(x) - U(0) \), where the distribution of \( U \) is given by the path integral measure [7]:

\[
\frac{DU}{Z_{u,v}} \exp \left( -2\mu U(0) - 2\nu U(L) - \int_0^L dx \left( \frac{dU(x)}{dx} \right)^2 + e^{-2U(x)} \right),
\]

where the endpoints \( U(0) \) and \( U(L) \) are now both free. Hence, \( U(x) \) obeys Liouville quantum mechanics on \( x \in [0, L] \) with some specific boundary weights for \( U(0) \) and \( U(L) \). The path integral (6) was obtained as an intermediate step in [7] and one deduces (4) from (6) by simply integrating over \( U(0) \), the ‘zero mode’ of the Liouville action—a standard procedure in the
Liouville theory [8, 9]. On the other hand, the Green’s function associated with the Liouville Hamiltonian $-\frac{1}{4} \partial^2 + e^{-2U}$ is what is called the Yakubovich heat kernel in the [6], where the process $U$ (denoted $Y$ in [6]) is defined through its Markovian transition densities. Using the Feynman-Kac theorem (see [6, equation (3.4)] or [7, equation (16)]), this shows that the descriptions appearing in [6, 7] are equivalent, at least for $u, v > 0$. The equivalence was proved to hold further for any $u, v$ such that $u + v > 0$ in [10]. Let us also mention that defining the process $U(x)$ through a Markov process having an explicit transition kernel rather than through a path integral also has certain advantages, for instance to compute observables of the process [7, Supplementary Material] or to justify rigorously certain limits [10]. However, in this paper, we will focus on the path integral (or Brownian reweighting) point of view.

### 1.2. Aim of this paper

There does not exist any general method to compute stationary measures of non-linear non-equilibrium stochastic PDEs such as the KPZ equation. We are not even aware of any method to directly check that the process defined by (3) and (4) is stationary on the interval with the boundary conditions (2). However, it is well-known that the KPZ equation can be approximated by various discrete integrable models, whose stationary measure is sometimes explicit. The stationary measure of the KPZ equation can hence be obtained as an appropriate scaling limit of the steady-state of the discrete model. For the KPZ equation on an interval, the only good candidate seems to be the asymmetric simple exclusion process (ASEP) whose steady state was obtained in terms of the matrix product ansatz (MPA) [11]. The convergence of ASEP’s height function to the KPZ equation in the weak asymmetry limit was first proved in [12] for the case of the KPZ equation on $\mathbb{R}$, and in [2] for the case of the KPZ equation on an interval, which we are interested in here.

Nevertheless, the description of the stationary measures for the KPZ equation on an interval was obtained as a combination of a long series of highly nontrivial works. It is based on a specific representation of the MPA from [13] involving Askey–Wilson orthogonal polynomials. In an apparently disconnected area of mathematics, these Askey–Wilson orthogonal polynomials were used to construct stochastic processes called quadratic harnesses in [14]. The connection with the MPA was made in [15], where it was shown that the Laplace transform of ASEP’s stationary measure can be written using some of those quadratic harnesses. The weak asymmetric scaling limit was then considered in [5], which established the first formula characterizing stationary measures for the KPZ equation on an interval. The multipoint Laplace transform of the stationary measure was expressed in [5] as multiple integrals of products of ratios of Gamma functions. Finally, [7] recognized in the formulas from [5] expressions that typically arise in Liouville quantum mechanics and performed a Laplace inversion to obtain (3) and (4). The alternative Laplace transform inversion from [6] uses similar ideas, though rather inspired by results in stochastic analysis than Liouville quantum mechanics.

The aim of this paper is to show that there exists a more direct derivation of the stationary measure (3) via the path integral (6), as was suggested to us by Bernard Derrida. This alternative route relies on two main inputs. The first one is a representation of the MPA, due to Enaud and Derrida [16], different from the representation from [13]. The second input is that when the MPA representation is made of reasonably simple bidiagonal matrices, it is possible to describe the stationary height function as some reweighted random walk. This elegant trick was first used in [17] in the totally asymmetric case (TASEP), and in [16, 18] in the partially asymmetric case (ASEP). Connections between the MPA and Motzkin paths are also discussed in [19, 20], though these works involve different representations of the MPA, hence the weighted lattice paths there are different from the present paper. Our main result is that in the weakly
asymmetric scaling limit, the reweighted random walks defined below in section 2 converge to the reweighted Brownian motion defined by (6), ultimately leading to the representation (3). This new derivation is close in spirit to the arguments used in [16], although this reference considered a different scaling limit of ASEP which does not converge to the KPZ equation and studied large deviations.

1.3. Some open questions

As mentioned above, we conjectured in [7] that (3) and (4) hold for any value of \( u, v \in \mathbb{R} \). The conjecture was based on the fact that we expect that for any finite \( L \), the multipoint density, and other observables of the stationary process, should be analytic in parameters \( u \) and \( v \). Since the Radon–Nikodym derivative in (5) is analytic, we expect that the result can be extended from \( u + v > 0 \) to the whole \( u, v \) plane. The measure of the field \( U \) in (6) however, makes sense only when \( u + v > 0 \), hence the new derivation that we present in this paper works only under this condition (the MPA representation that we start from is valid only under a similar condition).

We believe that it would be interesting to investigate other representations of the MPA, to find a derivation of KPZ stationary measures that would work for \( u + v < 0 \). By considering the \( L \to \infty \) limit of the KPZ stationary measures on \([0, L]\) and using stochastic analysis results of [21], we also conjectured in [7] a description of the stationary measures of the KPZ equation on the half-line \( \mathbb{R}_+ \). It turns out that the latter have been proved rigorously in [22], using another discretization of the KPZ equation (the log-gamma polymer), and this without assuming \( u + v > 0 \). This provides more weight towards the conjecture that (3) and (4) hold for any value of \( u, v \in \mathbb{R} \).

The derivation of KPZ stationary measures in the present paper is not completely mathematically rigorous. The first step is to express ASEP’s height function, under the stationary measure, as the sum of two random walks \( \vec{n} \) and \( \vec{m} \), see section 2, and this poses no issue. Then, we consider the scaling limit. Writing the asymmetry in ASEP as \( q = e^{-\varepsilon} \), letting \( \varepsilon \) to zero, and scaling the random walks appropriately, we argue in section 3 that the random walks converge to a couple of (reweighted) Brownian motions \((U, V)\) with \( U \) distributed as in (6) and \( V \) distributed as \( \frac{1}{\sqrt{2}} W \) in (3). However, we have not fully justified that the sequence of rescaled random walks \((U_\varepsilon, V_\varepsilon)\) (defined in (34) below) built from \((\vec{n}, \vec{m})\) converges to \((U, V)\). We only identified the limit, assuming the tightness of the sequence of processes \((U_\varepsilon, V_\varepsilon)\). Proving tightness remains an open mathematical problem.

1.4. Outline of the paper

In section 2, we recall the definition of the open ASEP and the description of its steady-state using the MPA. We also give an interpretation of the steady state in terms of the sum of two reweighted random walks, following [16, 17]. In section 3, we recall the scaling limit of ASEP height function to a solution of the KPZ equation [2]. We then explain how the reweighted random walks of the MPA converge to reweighted Brownian motions leading to our main result for the stationary measure of the KPZ equation on the interval.

2. Matrix product ansatz for ASEP and sum over paths

2.1. Definition of open ASEP

Let us first recall the definition of the asymmetric exclusion process (ASEP) with open boundaries. We will use here the notations of [16] with the only change that \( L \) there is denoted \( \ell \) here. The system is a one dimensional lattice gas on \( \ell \) sites. At any given time, each site
1 \leq i \leq \ell$ is either empty or occupied by at most one particle. A configuration of particles is described by a collection of occupation numbers $(\tau_i)_{1 \leq i \leq \ell}$ where $\tau_i = 1$ when site $i$ is occupied and $\tau_i = 0$ when site $i$ is empty. The model depends on bulk parameters $p$ and $q$ and boundary parameters $\alpha, \beta, \gamma, \delta$. The dynamics is a continuous time Markov process $\tau(t)$ on the space state $(\tau_i)_{1 \leq i \leq \ell} \in \{0, 1\}^\ell$ defined as follows:

At any given time $t > 0$ and for any $i$, $1 \leq i \leq \ell - 1$, each particle jumps from $i$ to $i + 1$ with exponential rate $p\tau_i (1 - \tau_{i+1})$ and from $i + 1$ to $i$ with exponential rate $q(1 - \tau_i).$ In addition a particle at site 1 is created with exponential rate $\alpha (1 - \tau_1)$ and annihilated with exponential rate $\gamma \tau_1$, and a particle at site $\ell$ is created with exponential rate $\delta (1 - \tau_\ell)$ and annihilated with exponential rate $\beta \tau_\ell.$ All these events are independent.

We introduce density parameters $\varrho_a, \varrho_b$ which are related to the boundary rates $\alpha, \beta, \gamma, \delta$ by the mean current conservation conditions $j_a = (p - q)\varrho_a(1 - \varrho_a) = \alpha (1 - \varrho_a) - \gamma \varrho_a$ and $j_b = (p - q)\varrho_b(1 - \varrho_b) = \beta \varrho_b - \delta (1 - \varrho_b)$ [11].

We will restrict to parameters $\alpha, \beta, \gamma, \delta$ solving Liggett’s condition [23]:

$$\frac{\alpha + \gamma}{p} = 1, \quad \frac{\beta + \delta}{q} = 1,$$

so that the density parameters are related to the jump rates by:

$$\varrho_a = \frac{\alpha}{p}, \quad \varrho_b = \frac{\delta}{q}.$$  (8)

Thus, assuming (7) does not restrict the range of density parameters $\varrho_a, \varrho_b \in [0, 1]$ and allows to access the full phase diagram.

The interpretation of the conditions (7) (explained in [23]) is that at the left boundary, the injection rate $\alpha$ can be written as $\alpha = pg_a$, while the rate $\gamma$ can be written as $\gamma = q(1 - g_a)$ as if the behaviour of the reservoir could be replaced by a fictitious site 0, occupied with probability $g_a$, communicating with the rest of the system as in the bulk. Similarly, at the right boundary, the injection rate is $\delta = g_b q$, while the ejection rate is $\beta = p (1 - g_b)$, with a similar interpretation involving a fictitious site $\ell + 1$.

### 2.2. Matrix product ansatz

The stationary probability measure $P(\tau)$, where $\tau = (\tau_i)_{1 \leq i \leq \ell}$, is given by the matrix product ansatz [11]:

$$P(\tau) = \frac{1}{Z_\ell(q)} \langle W | \prod_{i=1}^\ell (D\tau_i + E(1 - \tau_i)) | V \rangle, \quad Z_\ell(q) = \langle W | (D + E)^\ell | V \rangle.$$  (9)

For stationarity to hold, the matrices $D$ and $E$, as well as the ket $|V\rangle$ and bra $\langle W|$ must satisfy the following algebraic relations [11]:

$$pDE = qED = D + E,$$  \hspace{1cm} (10a)

$$\langle \beta D + \delta E | V \rangle = | V \rangle,$$  \hspace{1cm} (10b)

$$\langle W | (\alpha E - \gamma D) = \langle W |.$$  \hspace{1cm} (10c)

The normalization constant is then related to the current in the stationary state $j = Z_{\ell - 1}(q)/Z_\ell(q)$.

There are various representations of these relations [11, 13, 16, 24–27] and here we use the one given in [16]—see appendix for details about this representation, which we now recall.
First of all, one sets \( p = 1 \), without loss of generality. Furthermore, the representation found in [16] is valid for any values of \( \alpha, \beta, \gamma, \delta \), and is parameterized by the two density parameters \( \varrho_a, \varrho_b \), as well as two extra parameters \( d \) and \( e \) defined in [16] (see appendix). Imposing the condition (7) corresponds to letting \( e = d = q \), which simplifies slightly the representation. We will choose \( D \) and \( E \) as the infinite matrices:

\[
D = \begin{pmatrix}
1 & 1 & 0 & 0 & 0 & \cdots \\
0 & 2 & 1 & 0 & 0 & \cdots \\
0 & 0 & 3 & 1 & 0 & \cdots \\
\vdots & \vdots & \ddots & \ddots & \cdots & \ddots
\end{pmatrix}, \\
E = \begin{pmatrix}
1 & 0 & 0 & 0 & \cdots \\
2 & 1 & 0 & 0 & \cdots \\
0 & 3 & 1 & 0 & \cdots \\
0 & 0 & \ddots & \ddots & \ddots
\end{pmatrix}
\] (11)

where we use the notation

\[
|n|_q = \frac{1 - q^n}{1 - q}.
\] (12)

Let us denote by \( \{|n\rangle \}_{n \geq 1} \) the vectors of the associated basis. One can alternatively write the matrices \( D \) and \( E \) as

\[
D = \sum_{n=1}^{+\infty} |n|_q |n\rangle \langle n| + \langle n + 1| \langle n| + |n + 1\rangle |n + 1\rangle, \\
E = \sum_{n=1}^{+\infty} (|n|_q |n\rangle + |n + 1|_q |n + 1\rangle) \langle n|.
\] (13)

In this basis the vectors \( |V\rangle \) and \( |W\rangle \) are given by:

\[
|W\rangle = \sum_{n \geq 1} \left( \frac{1 - \varrho_a}{\varrho_a} \right)^n |n\rangle, \\
|V\rangle = \sum_{n \geq 1} \left( \frac{\varrho_b}{1 - \varrho_b} \right)^n |n|_q |n\rangle.
\] (14)

**Remark 2.1.** It is very useful for the following to note that one can rewrite \( D, E \) as \( D = \Lambda \tilde{D} \), \( E = \Lambda \tilde{E} \) where \( \Lambda \) is the diagonal matrix:

\[
\Lambda = \sum_{n=1}^{+\infty} |n|_q |n\rangle \langle n|, \\
\tilde{D} = \sum_{n=1}^{+\infty} |n\rangle \langle n| + \langle n + 1| \langle n + 1|, \\
\tilde{E} = \sum_{n=1}^{+\infty} (|n| + |n + 1\rangle) \langle n|,
\] (15)

that is all the entries \( |n|_q \) in (11) are replaced by 1. The matrices \( \tilde{D}, \tilde{E} \) are the same matrices as in the case of TASEP [17] (see also [11]), which corresponds to \( q = 0 \).

**Remark 2.2.** In order for the distribution (9) to be well-defined, one needs that the normalization \( Z_\ell(q) < \infty \). For the representation that we have chosen, when \( q \in [0, 1) \), it is easy to see that \( \langle W|V\rangle < \infty \) is equivalent to \( \varrho_b < \varrho_a \) (which becomes \( u + v > 0 \) in the scaling limit). This condition is sufficient since \( \langle W|V\rangle < \infty \) implies that for any fixed \( \ell \), the normalization constant \( Z_\ell(q) = \langle W|(D + E)^\ell|V\rangle \) is finite as well. The distribution is also well-defined for \( q > 1 \) under some extra condition, see [16].

### 2.3. Weighted random walks

From now on we assume that \( q \in [0, 1) \) and \( \varrho_b < \varrho_a \). Following [16, 17] we introduce discrete walks on the strictly positive integers which, at each step, either increase by one unit, decrease by one unit, or stay constant, with the constraint that they remain strictly positive. They are described by a sequence of \( \ell + 1 \) integers \( \tilde{n} = (n_i)_{0 \leq i \leq \ell} \) such that \( n_0 > 0 \) and \( |n_i - n_{i+1}| \leq 1 \) for all \( 0 \leq i \leq \ell - 1 \). To each walk \( \tilde{n} \) one associates the weight \( \Omega(\tilde{n}) \) defined as:

\[
\Omega(\tilde{n}) = \left( \frac{1 - \varrho_a}{\varrho_a} \right)^{n_0} \left( \frac{\varrho_b}{1 - \varrho_b} \right)^{n_\ell} \prod_{i=1}^{\ell} v(n_{i-1}, n_i) \prod_{i=0}^{\ell} |n_i|_q.
\] (16)
where

\[
v(n, n') = \begin{cases} 
2 & \text{if } n = n', \\
1 & \text{if } |n - n'| = 1 \\
0 & \text{else.}
\end{cases}
\]  

(17)

One can first check that the normalization can be written as:

\[
Z_{\ell}(q) = \langle W|(D + E)^{\ell}|V \rangle = \sum \langle W|n_0\rangle \langle n_\ell|V \rangle \prod_{i=1}^{\ell} \langle n_{i-1}|D + E|n_i \rangle = \sum \Omega(\vec{n}),
\]

(18)

where we used remark 2.1 to factor out the product of $|n_i|_q$.

Next, we shall think of $\vec{n}$ as a random walk and define $\nu$ to be the measure on walks $\vec{n}$ such that:

\[
\nu(\vec{n}) = \frac{\Omega(\vec{n})}{\sum_{\vec{n}} \Omega(\vec{n})}.
\]

One can generate steady state configurations of the occupation numbers $\tau_i$ from the random walk $\vec{n}$. This is explained in [17] for the totally asymmetric case, that is when $q = 0$. The main property which is needed is that:

\[
\langle n|D|n' \rangle = \frac{1 + n' - n}{2} \langle n|D + E|n' \rangle.
\]

(20)

One can check that this property still holds for $q > 0$ since the factor $|n_i|_q$ is in factor on each side of the equation. It allows to express the multi-point correlation (which determine the distribution of $\tau$) as:

\[
\langle \tau_{i_1} \cdots \tau_{i_k} \rangle = \sum \nu(\vec{n}) \frac{1 + n_i - n_{i-1}}{2}, \quad (21)
\]

for any $i_1 < \cdots < i_k$, where $\langle \cdot \rangle$ denotes the expectation with respect to the probability measure $P$. This implies [17] that the joint distribution $\nu(\vec{n}, \tau)$ of $\vec{n}$ and $\tau = (\tau_i)_{1 \leq i \leq \ell}$ has the form $\nu(\vec{n}, \tau) = \nu(\vec{n})P(\tau|\vec{n})$ where the conditional distribution of $\tau$ given $\vec{n}$ is:

\[
P(\tau|\vec{n}) = \prod_{i=1}^{\ell} \frac{1 + (n_i - n_{i-1})(2\tau_i - 1)}{2}.
\]

(22)

Hence, as pointed out in [17], there is a simple way to generate steady state configurations of the occupation numbers $\tau_i$. First one generates a random walk $\vec{n}$ with $\ell$ steps according to the measure $\nu(\vec{n})$. Then a steady state configuration $\tau = (\tau_i)_{1 \leq i \leq \ell}$ is obtained by taking $\tau_i = 1$ whenever $n_i - n_{i-1} = 1$, taking $\tau_i = 0$ whenever $n_i - n_{i-1} = -1$, and choosing $\tau_i = 0$ or $\tau_i = 1$ with equal probability for each $i$ such that $n_i - n_{i-1} = 0$.

Thus, under the stationary measure $P(\tau)$, we may write the process $\tau$ as the sum of two processes:

\[
2\tau_i - 1 = n_i - n_{i-1} + \sigma_i,
\]

(23)

where $\vec{n}$ is distributed according to the measure $\nu$, and conditionally on $\vec{n}$, the $\sigma_i$ are independent random variables equal to 0 when $n_{i-1} \neq n_i$, and equal to ±1 with equal probability 1/2 otherwise.
Hence, using the shorthand notation \( \varrho \), we see that the random walk \( (n_i, m_i) \) is just a two-dimensional simple random walk on \( \mathbb{Z}^2 \) reweighted by a functional of \( \vec{n} \). Indeed, one can rewrite (23) as follows. Under the stationary measure \( P(\tau) \),

\[
\left( \sum_{j=1}^{i} (2\tau_j - 1) \right)_{1 \leq i \leq \ell} = (n_i - n_0 + m_i)_{1 \leq i \leq \ell},
\]

where \( (n_i, m_i)_{0 \leq i \leq \ell} \) is a two dimensional random walk on \( \mathbb{Z}^2 \), starting from \((n_0, 0)\), distributed as:

\[
P(\vec{n}, \vec{m}) = \frac{1_{n_0 > 0}}{4^\ell Z_\ell(q)} \left( 1 - \frac{\theta_b}{\theta_a} \right)^{n_0} \left( \frac{\theta_b}{1 - \theta_b} \right)^{n_1} \prod_{i=0}^{\ell} [n_i]_q P_{0,0}^{SSRW}(\vec{n}, \vec{m}),
\]

where \( P_{0,0}^{SSRW} \) denotes the probability measure of the symmetric simple random walk (SSRW) on \( \mathbb{Z}^2 \) starting from \((n_0, 0)\), that is the random walk performing steps \((1,0)\), \((0,1)\), \((-1,0)\) and \((0,-1)\) with equal probability \(1/4\). Note that in (16), the random walk \( n_i \) was constrained to the strictly positive integers. However, the weight \( \Omega(\vec{n}) \) vanishes if \( n_i = 0 \) for some \( i \), so that one can relax the positivity assumption.

2.4. Summing over the zero mode

As we will see more precisely in the next section, the probability measure given by (24) and (25) is a discrete analogue of the probability measure of the process \( H(x) = \frac{1}{2} W(x) + U(x) - U(0) \), stationary for the open KPZ equation, where the process \( U \) is distributed as in (6).

In (7), it was fruitful to average over the random variable \( U(0) \), so as to obtain the alternative characterization (4), which is conjectured to hold for any values of boundary parameters \( u, v \). In the probability measure (25), it is likewise possible to average over the random variable \( n_0 \). Indeed, let us introduce variables \( x_i = n_i - n_0 \) for \( 0 \leq i \leq \ell \). Observe that a product of \( q \)-deformed integers can be expanded as:

\[
\prod_{i=0}^{\ell} [n_i]_q = (1 - q)^{-\ell-1} \sum_{k=0}^{\ell} (-1)^k q^k e_k \left( \{q^x\}_{0 \leq i \leq \ell} \right),
\]

where the \( e_k \) denote the elementary symmetric polynomials \( e_k(z_1, \ldots, z_n) = \sum_{i_1 < \ldots < i_k} z_{i_1} \cdots z_{i_k} \).

Hence, using the shorthand notation \( R = \frac{1 - \theta_b}{\theta_a} \frac{\theta_b}{1 - \theta_b} \), for any fixed \( \vec{x} \),

\[
\sum_{n_0=1}^{+\infty} P(\vec{n}, \vec{m}) = \frac{(1 - q)^{1-\ell}}{4^\ell Z_\ell(q)} \left( \frac{\theta_b}{1 - \theta_b} \right)^{x_0} \prod_{k=0}^{\ell} \left( \frac{(-1)^k q^k}{1 - q^k R} \right) e_k \left( \{q^x\}_{0 \leq i \leq \ell} \right) P_{0,0}^{SSRW}(\vec{x}, \vec{m}).
\]

This new probability measure on the random walk \( (x_i, m_i)_{0 \leq i \leq \ell} \) now makes sense for any values of \( \theta_a, \theta_b \in (0, 1) \), without imposing the condition \( \theta_b < \theta_a \). However, unlike what happens for the open KPZ equation stationary measures [7], the form (27) is more complicated than (25). Furthermore, we do not expect (27) to describe ASEP stationary measure when \( \theta_b > \theta_a \).

Remark 2.3. When \( R \to 1 \), that is when \( \theta_a \to \theta_b \), only the term \( k = 0 \) dominates in (27) and we see that the random walk \((x_i, m_i)_{0 \leq i \leq \ell}\) becomes a simple random walk on \( \mathbb{Z}^2 \) making steps \((0,1)\) and \((0,-1)\) with probabilities \( \theta_b (1 - \theta_b) \), and steps \((1,0)\) and \((-1,0)\) with probabilities \( \theta_b^2 \) and \((1 - \theta_b)^2 \). The random walk \((x_i + m_i)_{0 \leq i \leq \ell}\) defined in (24) is then a simple random walk.
with probabilities \( \rho_b \) and \( 1 - \rho_b \). Hence, we recover that in the limit \( \rho_a \to \rho_b \), the stationary measure becomes product Bernoulli(\( \rho_b \)).

3. Scaling limit from ASEP to the KPZ equation

3.1. Height function in ASEP

We may slightly extend the definition of ASEP by considering it as a Markov process on \( \{0,1\}^\ell \times \mathbb{Z} \), described by occupation numbers \( \tau \in \{0,1\}^\ell \), as well as the net number \( N \in \mathbb{Z} \) of particles that have entered the system, from the left reservoir to site 1, minus the number of particles that have exited the system from site 1 to the left reservoir since time \( t = 0 \). On this extended state space, we define a height function \( h_t(i) \), following \([2]\), as:

\[
h_t(i) = -2N + \sum_{j=1}^{i} (2\tau_j - 1), \quad h_t(0) = -2N.
\]  

(28)

By this definition, (24) implies that under the stationary measure, the height function increments can be written as:

\[
h_t(i) - h_t(0) = n_i - n_0 + m_i,
\]  

(29)

where \( \vec{n} \) and \( \vec{m} \) are distributed according to (25).

3.2. Convergence of ASEP to the KPZ equation

Let us now describe the convergence of ASEP to the KPZ equation proved in \([2]\). We consider the scalings, for \( \varepsilon > 0 \),

\[
q = e^{-\varepsilon}, \quad i = 4\varepsilon^{-2}, \quad \ell = 4L\varepsilon^{-2}.
\]  

(30)

We also scale the boundary rates \( \alpha, \beta, \gamma, \delta \) in such a way that:

\[
\rho_a = \frac{1}{2} + \frac{u}{4}, \quad \rho_b = \frac{1}{2} - \frac{v}{4}.
\]  

(31)

Recall that by remark 2.2 we must assume that \( \rho_a > \rho_b \), so that \( u + v > 0 \). Then, we define \( Z_\varepsilon(j) = e^{2h_\varepsilon(j)}/2^{1+\varepsilon^2} \), where \( c = 1 + q - 2\sqrt{q} \). Theorem 2.18 in \([2]\) states that \( Z_{16\varepsilon^{-1}T(4\varepsilon^{-2}x)} \) weakly converges as a space time continuous stochastic process, as \( \varepsilon \) goes to zero, to the process \( Z(x,T) \), solution of the stochastic heat equation (SHE):

\[
\partial_T Z = \partial_{xx} Z + \sqrt{2} Z \xi(x,T).
\]  

(32)

Note that in \([5]\), all rates are multiplied by \( 1/2 \), compared to the scalings discussed just above, but this is consistent with the fact that our definition of the KPZ equation and the SHE also corresponds to scaling the time by \( 2 \) compared to the convention in \([2]\). Note also that the parameter \( \epsilon \) in \([5]\) is not the same as our \( \varepsilon \). One needs to match the asymmetry \( q/p = e^{-2\sqrt{\varepsilon}} \) from \([2]\) with the asymmetry \( q = e^{-\varepsilon} \) in the present paper, so that denoting by \( \epsilon \) the parameter epsilon in \([2]\) we must take \( \varepsilon = 2\sqrt{\epsilon} \) to match notations.

3.3. Scaling limit of the steady-state

Let us define

\[
H_\varepsilon(x) = \frac{\varepsilon}{2} \left( h_t(4\varepsilon^{-2}x) - h_t(0) \right) = \frac{\varepsilon}{2} (n_{4\varepsilon^{-2}x} - n_0 + m_{4\varepsilon^{-2}x}),
\]  

(33)
where the random walks $\vec{n}, \vec{m}$ are distributed according to $P(\vec{n}, \vec{m})$ defined in (25). According to the convergence from [2], if $\tau$ is distributed according to ASEP’s steady-state, then $H_\varepsilon(x)$ converges when $\varepsilon$ goes to zero, as a process of the variable $x$, to the stationary state of the KPZ equation denoted $H(x)$ above. The main idea is that in the continuum limit the random walk $\vec{n}$ will lead to the process $U(x)$, and the random walk $\vec{m}$ will lead to the Brownian motion $\vec{W}(x)$. Finally, we will show that in the continuum limit the random walks $\vec{n}$ and $\vec{m}$ become independent processes so that the increments of the height function $H_\varepsilon(x)$ will lead to the process $H(x) = U(x) + \vec{W}(x)$. 

We define functions $U_\varepsilon, V_\varepsilon$ on $[0, L] \cap \frac{\varepsilon^2}{2}Z$ by:

$$U_\varepsilon(x) = \frac{\varepsilon}{2}(n_{4\varepsilon}-1 + \varepsilon^{-1}\log(\varepsilon^2/4)),$$

$$V_\varepsilon(x) = \frac{\varepsilon}{2}m_{4\varepsilon}-1,$$

that we extend linearly to the whole interval $[0, L]$. Note that $U_\varepsilon$ lives in the interval $(\log(\varepsilon/2), +\infty)$ which becomes the whole line $\mathbb{R}$ in the $\varepsilon \to 0$ limit. To determine the limit of $U_\varepsilon, V_\varepsilon$ as $\varepsilon \to 0$, we need to examine the behavior of (25) under this scaling. First, under the reference measure $P_{n_0, 0}^{\text{SSRW}}$, the couple of random functions $(U_\varepsilon(x), V_\varepsilon(x))$ becomes a two-dimensional Brownian motion. Each component of the SSRW $(n_i, m_i)$ evolves by $+1$ or $-1$ with probability $1/2$ at each step, and stays put with probability $1/2$. Since the diffusion coefficient is preserved by the scaling (34), we find that under the measure $P_{n_0, 0}^{\text{SSRW}}$, the couple $(U_\varepsilon(x), V_\varepsilon(x))$ weakly converges to a two-dimensional Brownian motion $(U(x), V(x))$ with covariance matrix $\frac{1}{2}I_2$, starting from $(U(0), 0)$.

Next we obtain:

$$\prod_{i=0}^{L} [n_i]_\varepsilon = \exp \left( \sum_{i=0}^{L} \log \left( \frac{1 - e^{-\varepsilon n_i}}{1 - e^{-\varepsilon}} \right) \right)$$

$$= C(\varepsilon) \exp \left( \sum_{i=0}^{L} \log(1 - e^{\log(\varepsilon^2/4) - 2U_\varepsilon(i/4)}) \right)$$

$$\simeq C(\varepsilon) \exp \left( - \sum_{i=0}^{L} \frac{\varepsilon^2}{4} e^{-2U_\varepsilon(i/4)} \right)$$

$$\simeq C(\varepsilon) \exp \left( - \int_0^L e^{-2U_\varepsilon(x)} \, dx \right),$$

where the constant $C(\varepsilon) = e^{-(L+1)}$, independent from $U_\varepsilon$, disappears when dividing by the normalization. Under the same scalings, the boundary terms in (25) yield
the two-dimensional Brownian motion with covariance matrix \( \frac{1}{2} I_2 \), where \( V(0) = 0 \) and \( U(0) \) is distributed according to the Lebesgue measure. The Radon–Nikodym derivative is equal to:

\[
\frac{1}{Z_{u,v}} \exp \left( -2uU(0) - 2vU(L) - \int_0^L dx e^{-2U(x)} \right). \tag{40}
\]

We recover the formula (6) for the measure of the field \( U(x) \) with boundary parameters \( u, v \). Furthermore, since the Radon–Nikodym derivative (40) does not involve \( V \), the two components \( U \) and \( V \) remain independent despite the reweighting, so that (3) holds (with \( V = \frac{1}{\sqrt{2}} W \)).
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**Appendix. Matrix product ansatz representation**

In this section, we explain how to find a representation of the MPA relations (9), and in particular, how to obtain (11) and (14), following [16]. The representation found in [16] is more general than the one we used above in section 2, as it does not assume that (7) holds. Recall that given parameters \( p = 1, q \) and \( \alpha, \beta, \gamma, \delta \), we may define densities \( \rho_a, \rho_b \) such that:

\[
\frac{\alpha}{\rho_a} - \gamma = 1 - q, \quad \frac{\beta}{1 - \rho_a} - \frac{\delta}{\rho_b} = 1 - q. \tag{41}
\]

Inspired by the MPA representations found in the TASEP case [11], let us look for matrices \( D \) and \( E \) with a bidiagonal structure:

\[
D = \frac{1}{1 - q} \sum_{n \neq 1} d_n |n \rangle \langle n | + d_0 |n \rangle \langle n + 1 |, \tag{42}
\]

\[
E = \frac{1}{1 - q} \sum_{n \neq 1} e_n |n \rangle \langle n | + e_0 |n \rangle \langle n + 1 |. \tag{43}
\]

The relation \( DE - qED = D + E \) holds if and only if the coefficients satisfy, for all \( n \geq 1 \),

\[
(1 - q)(d_n + e_n) = d_n e_n + d_0 e_0 - q d_n e_n - q e_0 d_{n-1}, \tag{44}
\]

\[
(1 - q)d_0 = d_0 e_{n+1} - q e_n d_n, \tag{45}
\]

\[
(1 - q)e_0 = d_{n+1} e_n - q e_0 d_n, \tag{46}
\]
with the convention that $e_0d_0 = 0$. The last two equations simplify to:

$$\begin{align*}
e_{n+1} &= qe_n + 1 - q \\
d_{n+1} &= qd_n + 1 - q.
\end{align*}$$

These are readily solved as $e_n = 1 - eq^{n-1}$ and $d_n = 1 - dq^{n-1}$, where for the moment, $d$ and $e$ are parameters without physical significance. Note that we could here impose that $e = d = 0$, to obtain very simple matrices $D$ and $E$. This is essentially the choice made in [24] which is the first reference giving a representation in the general five parameter case. We will see that it is however convenient to keep these two extra degrees of freedom, as in [16].

Plugging the solution for $e_n$, $d_n$ in (44) and letting $d_0e = u_n$, we obtain:

$$\begin{align*}
u_n &= q\nu_{n-1} + (1-q)(1-edq^{n-2}) \\
u_0 &= 0,
\end{align*}$$

whose unique solution is $u_n = (1-q^n)(1-edq^{n-1})$. At this point, there are several choices possible for $d_0e$ and $e_0d_e$. Following [16], we may for instance choose that $d_0e = 1-q^a$ and $e_0d_e = 1-deq^{n-1}$ for all $n \geq 1$. See [28] for a discussion of other choices.

Now, we need to find the vectors $|W\rangle$ and $|V\rangle$. We rewrite (10b) and (10c) as:

$$\begin{align*}
(\beta D - \delta E)|V\rangle &= \frac{1}{1-q} \left( \beta \frac{\theta}{\theta_b} - \delta \frac{\eta}{\eta_b} \right) |V\rangle, \\
\langle W|(\alpha E - \gamma D) &= \frac{1}{1-q} \langle W| \left( \alpha \frac{\theta_a}{\theta_a - 1} - \gamma \frac{\eta_1}{1 - \eta_a} \right).
\end{align*}$$

Let us write $|W\rangle = \sum_{n \geq 1} w_n|n\rangle$ and $|V\rangle = \sum_{n \geq 1} v_n|n\rangle$. The relation (49) implies, for all $n \geq 2$,

$$\alpha w_n e_n + \alpha w_{n+1} e_0d_e - \gamma w_n d_n - \gamma w_{n-1} d_0e = \left( \frac{\alpha}{\theta_a} - \frac{\gamma}{\gamma_a} \right) w_n.$$  

When $n = 1$, we obtain the same equation, under the convention that $d_0e = 0$. Given our solutions for $e_n$, $d_n$, $e_0d_e$ and $d_0e$, it yields, for all $n \geq 1$,

$$\begin{align*}
(1-eq^{n-1})w_n + (1-edq^{n-1})w_{n+1} - \frac{\gamma}{\alpha} (1-dq^{n-1})w_n - \frac{\gamma}{\alpha} (1-q^{n-1})w_{n-1} \\
= \left( \frac{1}{\theta_a} - \frac{\gamma}{\alpha (1-\eta_a)} \right) w_n.
\end{align*}$$

This is a three term recursion which, in principle, could be solved using the theory of $q$-deformed orthogonal polynomials—see [13, 26]. However, for well-chosen values of $e$ and $d$, there exists a simple solution. Indeed, if we impose:

$$e = \frac{\gamma}{\alpha} \frac{\theta_a}{1-\eta_a},$$

one may check that:

$$w_n = \left( \frac{1-\theta_a}{\theta_a} \right)^n,$$

is a solution of the recursion. Similarly for $|V\rangle$, the relation (48) implies, for $n \geq 2$,

$$\begin{align*}
\beta d_n v_n + \beta d_0 v_{n+1} - \delta e_n v_n - \delta e_0 d_{n-1} v_{n-1} = \left( \frac{\beta}{1-\theta_b} - \frac{\delta}{\theta_b} \right) v_n.
\end{align*}$$
For \( n = 1 \), we obtain the same relation, under the convention that \( \epsilon_0 = 0 \). Given our solutions for \( d_n, d_0, \epsilon_0 \), it yields, for \( n \geq 2 \),

\[
(1 - dq^{n-1})v_n + (1 - q^n)v_{n+1} - \frac{\delta}{\beta}(1 - eq^{n-1})v_n - \frac{\delta}{\beta}(1 - edq^{n-2})v_{n-1}
\]

\[
= \left( \frac{1}{1 - qb} - \frac{\delta}{\beta q b} \right) v_n,
\]

(55)

together with a condition for \( n = 1 \). If we impose:

\[
d = \frac{\delta(1 - qb)}{\beta q b},
\]

(56)

then one may check that:

\[
v_n = \left( \frac{qb}{1 - qb} \right)^n \frac{(ed; q)_{n-1}}{(q; q)_{n-1}},
\]

(57)

solves the recursion, where the \( q \)-Pochhammer symbol \( (a; q)_k \) is defined by \( (a; q)_k = (1 - a)(1 - aq) \ldots (1 - aq^{k-1}) \). Finally, in view of the relations (41), (52) and (56), imposing \( e = d = q \) is equivalent to imposing the condition (7), and in that case, we recover the representation given above in (11) and (14).

Remark A.1. There exists at least one other simple solution for (50) and (54). Letting \( d = \frac{eb}{e_b - 1} \) and \( e = \frac{eb - 1}{eb} \), one can see that (53) and (57) are still solutions of the recursion.
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