I. INTRODUCTION

Quantum theory, albeit ubiquitous and extensively tested, still presents us with interesting and unintuitive phenomena even for the simplest physical systems. The paradigmatic examples are Bell nonlocality \cite{Bell:87} and Einstein-Podolsky-Rosen (EPR) steering \cite{Caves:81} — manifest as strong correlations between space-like separated experiments performed by independent observers — that can unambiguously discern between classical and quantum predictions. More recently, a similar division was found to arise in a setup closely related to quantum communication tasks, the so-called prepare and measure (PAM) scenario \cite{Cabello:2015}.

Descriptions of the preparation of physical systems and of their measurements are the building blocks of any physical theory. Hence, it is notable that even in a semi-device independent approach — relying alone on observational data and mild assumptions about the state preparation — such scenario is already enough to distinguish between classical and quantum predictions. Apart from its foundational relevance, certifying that the systems employed are indeed quantum and behave as expected is an essential task in applications of the PAM scenario, ranging from communication in quantum networks \cite{DSS:2001, MS:2004} and self-testing \cite{Cabello:2008,Cabello:2010} to quantum key distribution \cite{QKD:91}, randomness certification \cite{Devetak:2005} and random access codes \cite{Fehr:2016}, also figuring at the core of informational principles for quantum theory \cite{RMP:2015} and the modelling of paradigmatic gedanken experiments such as the so-called delayed choice experiment \cite{Cabello:2012}.

It has been long known that Holevo’s bound \cite{Holes:73} limits the amount of information that may be retrieved in such a scenario, implying that quantum messages cannot transmit more information than their classical counterparts. Notwithstanding, the non-classicality of the measurement outcomes can still be witnessed if one imposes certain assumptions on the preparation device \cite{Cabello:2008,Cabello:2010}. For instance, even though a qubit can transmit at most a bit of information, it can still generate measurement outcomes if one imposes certain assumptions on the preparation device \cite{Cabello:2008,Cabello:2010}.

Within this context, a task of primal importance is to be able to decide whether a given set of prepared states can or cannot give rise to non-classical behaviours. In a Bell scenario, for instance, it has been long known that entanglement is a necessary but insufficient ingredient for non-locality, as there are entangled states that cannot violate any Bell inequality \cite{Bell:87, CHSH:52}, giving rise to general methods for deciding whether an entangled state is local \cite{PPT:92, Peres:93}. More than its fundamental relevance, such criteria can also be put to use to show hidden non-locality or activation of non-locality, the former related to the fact that local states can have their non-locality activated if one performs local filtering prior to measurements \cite{Pironio:2009, Pironio:2010} and the latter related to measurements on a number of copies of such states \cite{Pironio:2010, Pironio:2012}. In spite of the PAM relevance, it was only recently that the first test, though of limited applicability, has been proposed in order to detect the non-classicality of quantum state preparations \cite{Rahimi:2019}. Strikingly, however, as opposed to the Bell case, no general methods are known to provide such certification. That is precisely the problem we solve in this paper.

Inspired by results crafted for constructing local hidden variable models for entangled states \cite{Kwiat:1995, Kwiat:1997}, we propose...
a general method allowing to certify whether the behaviors arising from a preparation set are always classically reproducible, irrespective of what generalized measurements are applied on them. Taking the measurements as the resource, we conversely derive a method to test whether a measurement set can be classically reproduced no matter what preparations they act upon. We demonstrate the applicability of both methods in a number of cases, and in particular employ them to show activation of non-classicality of a given set of states, and also prove the insufficiency of measurement incompatibility for observing non-classical behaviors in the prepare and measure scenario.

II. PREPARE AND MEASURE SCENARIO

In the prepare and measure scenario, a preparation device \( P \) takes a random variable \( x \in \mathcal{X} \) as input and, subjected to it, prepares a physical system in a specific physical state. A second device, \( M \), receives the prepared system and, given an independently chosen random variable \( y \in \mathcal{Y} \) as the choice of an observable, measures the system returning the output \( b \in \mathcal{B} \) (see Fig. 1(a)). Without further information on the inner workings of these devices, the best possible description is given by the probabilities \( p(b|x,y) \) of the observed events. Without loss of generality, and given that the state preparation \( x \) and measurement choices \( y \) are under control of the experimenters, one typically considers the conditional distribution \( p(b|x,y) \) represented by the set of behaviors \( \mathbf{p} = \{p(b|x,y)\}_{b,x,y} \).

Classically, the state being prepared by the device \( P \) is a random variable \( a \in \mathcal{A} \), that can be understood as a message being sent to the \( M \) device. Assuming that the preparation and measurement devices might have some pre-shared correlations, described by the random variable \( \Lambda \) governed by a probability distribution \( \pi(\lambda) \), the most general classical description of this experiment is given by

\[
p(b|x,y) = \sum_a \int_{\Lambda} \pi(\lambda)p(a|x,\lambda)p(b|a,y,\lambda).
\]  

To obtain the decomposition above, a set of causal assumptions is considered. First the independence of the pre-shared correlations from the state preparation and measurement choices, that is, \( p(x,y,\lambda) = p(x,y)p(\lambda) \); an assumption that in the context of Bell scenarios is referred as measurement independence or “free-will” \[35\]–\[37\]. The second causal assumption follows from the fact that, differently from a Bell scenario, in the prepare and measure case we deal with temporal correlations. More precisely, the measurement device lies in the future light cone of the preparation device. Thus, the message \( a \) should only be causally dependent on the input \( x \) and the shared correlations \( \lambda \). The final causal assumption is given by the fact that even though the outcome \( b \) depend on the input \( x \), such correlations are mediated by the state being prepared, that is, the correlations between \( b \) and \( x \) are screened-off once we condition on the values of \( a \) and \( \lambda \). Such causal assumptions can be faithfully and graphically represented using the intuitive directed acyclic graph (DAG) shown in Fig. 1(b).

In a quantum description, states from the set \( \mathcal{S} = \{\rho_x\} \) are prepared and the possible observables are quantum measurements \( \mathcal{M}_y \), where each \( \mathcal{M}_y = \{M_{b|y}\}_b \) is a collection of Positive Operator-Valued Measure (POVM) operators. The quantum experiment is then defined by \( \mathcal{E} = (\mathcal{S},\mathcal{M}) \), where \( \mathcal{M} = \{\mathcal{M}_y\}_y \). Employing Born’s rule, any element \( p(b|x,y) \) in the behavior \( \mathbf{p} \) of experiment \( \mathcal{E} \) is then given by

\[
p(b|x,y) = \text{tr} \left( M_{b|y} \rho_x \right).
\]

Notice that if \( |\mathcal{A}| \geq |\mathcal{X}| \), a message \( a \), even if classical, may encode the choice \( x \) of preparation, and any behavior \( \mathbf{p} \) is then reproducible with no more than classical communication. Only when some restriction is imposed on such communication, is that differences between the classical and quantum predictions can emerge \[6\]–\[12\]–\[22\]. Typically, the bound \( |\mathcal{A}| < |\mathcal{X}| \) is imposed on the dimension of the classical message. For instance, by preparing qubit states we can generate correlations not reproducible by classical bit messages \[6\]. Whenever each and every \( p(b|x,y) \) can be written as the classical model \( (1) \), the quantum experiment \( \mathcal{E} \) is classically reproducible, meaning the measurements statistics can be obtained by transmitting classical messages \( a \) of the same dimension as the prepared quantum states in the set \( \mathcal{S} \).

III. WITNESSING THE CLASSICALITY OF PREPARATIONS

The first question one might ask in the PAM scenario is whether a quantum experiment \( \mathcal{E} \), characterized by pre-

![Fig. 1. Operational and causal representations of a prepare and measure scenario.](image)

- On the left, the black-box shows a preparation, conditioned on input \( x \), being sent to a measurement device with measurement choice \( y \) and output \( b \).
- On the right, the DAG turns explicit the unobservable variables \( a \) and \( \lambda \) in the causal structure.
pared states and measurements, can be classically simulated. Similarly to what happens in a Bell scenario, if the cardinalities of the sets of the variables $a, b, x$ and $y$ are fixed, the set of behaviors compatible with the classical description is a polytope that can be characterized in terms of a finite number of linear inequalities. If one has a complete description of such inequalities for a given scenario, then checking the compatibility of the quantum experiment data with a classical description can be easily certified if no inequalities are violated. The problem of this approach is twofold. First, determining all inequalities becomes intractable as we increase the cardinality of the variables. The second, more fundamental issue, stems from the fact that states that can only give rise to classical correlations if a given number of measurements are performed, can indeed have their non-classicality revealed if we increase the number of possible measurements. In the following Theorem, we address this problem by deriving a sufficient condition to certify the classicality of a given set of prepared states valid for any number of projective measurements (PMs).

**Theorem 1** (Preparation classicality for all PMs). Let $S = \{\rho_x\}_{x=1}^{|X|}$ be a set of $d$-dimensional quantum preparations. All behaviors of $S$ are classically reproducible for all projective measurements if there exist a finite collection $\mathcal{M}$ of projective, rank-1 measurements on $\mathbb{C}^d$ such that each $\{O_x\}_{x=1}^{|X|}$ implicitly defined by

$$\rho_x = \eta O_x + (1 - \eta) \frac{1_d}{d},$$

where $\eta$ is the radius of the largest sphere that can be inscribed into the convex hull of $\mathcal{M}$, admits a classical model for the measurements in $\mathcal{M}$.

**Proof.** We begin by recalling that each $\Pi_{b|y} \in \mathcal{M}$ may be associated to a unit vector $v_{b|y} \in \mathbb{R}^{(d^2 - 1)}$ by means of

$$\Pi_{b|y} = \frac{1}{d} \left( 1_d + c_d \sum_{i=1}^{d^2-1} (v_{b|y})_i \sigma_i \right),$$

where $c_d = \sqrt{d(d-1)/2}$ and $\{\sigma_i\}_{i=1}^{d^2-1}$ is a set of $d \times d$ traceless operators (generators of the SU($d$) group) that, together with $1_d$, form an orthonormal basis for the space of $d \times d$ linear operators (with respect to the Hilbert-Schmidt inner product).

With that in mind, let $\mathcal{M} = \{\Pi_{b|y}\}_{b,y}$ be a finite set of projective measurements, where each $\Pi_{b|y}$ is a rank-1 projector (we will later show that this leads to no loss of generality), and $\sum_{b} \Pi_{b|y} = 1_d$, $\forall y$. We will write $\eta$ for the radius of the largest sphere that can be inscribed into $\text{conv}(\mathcal{M}) = \text{conv}(\{v_{b|y}\}_{b,y})$, and $\{O_x\}_{x=1}^{|X|}$ for the set of operators implicitly defined by $\rho_x = \eta O_x + (1 - \eta) \frac{1_d}{d}$.

When model 1 exist for preparations $S$ and measurements $\mathcal{M}$, it also does for any convex combination of the operators in $\mathcal{M}$. In particular, then, classicality follows for any measurements in the largest sphere that can be inscribed into $\text{conv}(\mathcal{M})$ (see Fig. 2 for a representation in $d = 2$). As any measurement operator on such a sphere is related to a valid rank-1 projector $\Pi_{b|u}$ through $\Pi_{b|u} = \eta \Pi_{b|u} + (1 - \eta) \frac{1_d}{d}$, a simple calculation yields

$$\text{tr} \left( O_x \Pi_{b|u}^\eta \right) = \text{tr} \left( \rho_x \Pi_{b|u} \right), \quad \forall x, b, u. \quad (4)$$

Eq. (4) tells us the result of applying any projection $\Pi_{b|u}$ to a density operator $\rho_x$ is equivalent to applying a depolarized projection $\Pi_{b|u}^\eta$ to $O_x$ — an inflated instance of $\rho_x$.

With that in mind, suppose we probe each $O_x$ with every $\Pi_{b|y} \in \mathcal{M}$ and find the observed behavior has a classical model as given by eq. (1). In that case, as already noted, the model would exist for all $\Pi_{b|u}^\eta$, as they all can be written as convex combinations of the $\Pi_{b|y}$. Thereon, eq. (4) affirms the $\rho_x$ are classically simulable for all rank-1 projectors.

To see this condition is also valid for arbitrary projections, first notice that in $\mathbb{C}^2$ all non-trivial projections are unit-rank. Even though this is not true for $d > 2$, it is true that any projective measurement can be seen as a rank-1 projective measurement with coarse graining. Hence, the result holds for all projective measurements.

Strikingly, by probing the statistics of only finitely many measurements, Theorem 1 provides us with a sufficient condition to certify that the set of prepared states $S = \{\rho_x\}_{x=1}^{|X|}$ can only exhibit classical correlations, even if infinitely many projective measurements were to be performed. This sufficient condition for classicality also becomes necessary when $\eta = 1$, in which case we recover...
the brute-force approach of testing all possible measurements. Additionally, this classicality condition can be expressed as the following feasibility problem

\[
\begin{align*}
given \ S, \ M, \ \eta, \ \{\lambda\} & \quad (5a) \\
\text{find} \ \pi(\lambda) & \quad (5b) \\
s.t. \ \rho_x = \eta O_x + (1 - \eta) \frac{1_d}{d}, \ \forall x \\
\tr(\Pi_{b[y]} O_x) = \sum_{a, \lambda} \pi(\lambda) p(a|x, \lambda) p(b|a, y, \lambda), \ \forall b, x, y & \quad (5c) \\
\pi(\lambda) \geq 0 & \quad (5d) \\
\sum_{\lambda} \pi(\lambda) = 1 & \quad (5e) \\
\end{align*}
\]

which is a linear program and thus can be solved efficiently. In particular, condition (5c) enforces the existence of the classical model \( [1] \), and Fine’s theorem was used to cast the integral as a finite sum \( [38] \).

Dichotomic projective measurements are the extremal two-effect POVMs, so Theorem \[1\] is also a condition for classicality under all such measurements. To extend our result to generalized measurements, we observe that any POVM collection \( M \subseteq P(d, n) \), where \( P(d, n) \) is the set of generalized measurements with \( n \) effects acting on \( d \)-dimensional preparations, can be simulated by projective measurements and classical processing after a certain amount \( t \) of depolarization on its effects \( [39] \), which leads to the following extension of Theorem \[1\].

**Theorem 2 (Preparation classicality for all POVMs).**

Let \( \Phi_t(M) \), where \( \Phi_t(\cdot) = t(\cdot) + (1 - t) \frac{\eta + 1}{\eta} 1_d \) is a depolarizing channel acting on \( M \)’s effects, be projectively simulable for any \( M \subseteq P(d, n) \). If preparation \( \rho' = \frac{1}{\eta} (\rho - \frac{1}{\eta} 1_d) \) has a classical model for all projective measurements, then \( \rho \) is classically reproducible for all POVMs.

Proof. Let \( \rho' \) be such that probabilities \( \tr(\Pi_{b[y]} \rho') \) admit description \( [1] \) for all projections \( \Pi_{b[y]} \), and \( M = \{M_{b[y]} \} \) be a collection of POVMs. As the statistics generated by \( \Phi_t(M) \) for any \( M \subseteq P(d, n) \) can be reproduced by projective measurements and classical processing, it must be that the behavior \( \{\tr[\Phi_t(M_{b[y]} \rho')] \} \) is also classically reproducible. But \( \Phi_t(\cdot) \) is self-dual, hence \( \tr[\Phi_t(M_{b[y]} \rho)] = \tr[\Phi_t(M_{b[y]} \rho')] = \tr(M_{b[y]} \rho), \ \forall b, y \). Therefore, \( \rho \) has a classical model for all POVMs. \( \square \)

Accordingly, showing that preparations \( \rho_x \) have a classical description for all POVMs is equivalent to proving that preparations \( \rho_x' = \frac{1}{\eta} (\rho_x - \frac{1}{\eta} 1_d) \) are classically reproducible for all projective measurements, which can be done by providing \( t \) and the relevant additional restrictions to program \( (5) \). For \( d = 2 \), the POVM \( \Lambda_{\text{tetra}} = \{ \frac{1}{2} (1 + \psi_i, \sigma) \} \), where \( \psi_i \) are the vertices of a regular tetrahedron, have the highest noise robustness, thus any \( t \) such that \( \Phi_t(\Lambda_{\text{tetra}}) \) is projective-simulable also makes so any \( A \in P(2, n) \). For qubits, \( t = \sqrt{2/3} - \epsilon \) suffices. On higher \( d \), \( t = 1/d \) is a lower bound on \( t \) that can be tightened through semidefinite programming \( [39] \).

A. Computational analysis

The computational bottleneck of program \( (5) \) lies at the fact that decomposing the deterministic strategies \( \lambda \) into their extremal points results in an exponentially large set, with \( N_\lambda \propto |B|^{4|A|} \) extremal points. Consequently, regardless of the efficiency of linear programming algorithms, the size of program \( (5) \) scales exponentially in the number of measurements. In principle, this precludes us from using too large sets of measurements, and consequently obtaining larger values of \( \eta \), but we can circumvent this issue by adapting the procedure outlined in \( [10] \).

Our strategy will be to avoid working on all \( N_\lambda \) extremal points at once, and instead iteratively exploring the whole deterministic strategy space. Notice that the factibility program \( (5) \) may be equivalently written as a maximization program,

\[
\begin{align*}
given \ S, \ M, \ \eta, \ \{\lambda\} & \quad (6a) \\
\max. \ \pi(\lambda) & \quad (6b) \\
s.t. \ \alpha \rho_x + (1 - \alpha) \frac{1_d}{d} = \eta O_x + (1 - \eta) \frac{1_d}{d}, \ \forall x \\
\tr(\Pi_{b[y]} O_x) = \sum_{a, \lambda} \pi(\lambda) p(a|x, \lambda) p(b|a, y, \lambda), \ \forall b, x, y & \quad (6c) \\
0 \leq \alpha \leq 1 & \quad (6d) \\
\pi(\lambda) \geq 0 & \quad (6e) \\
\sum_{\lambda} \pi(\lambda) = 1 & \quad (6f)
\end{align*}
\]

Allowing \( \alpha = 0 \) guarantees a solution will always exist, and obtaining \( \alpha = 1 \) amounts to \( (5) \) being factible. One may interpret the program above as a search for the optimal weights \( \pi(\lambda) \) such that a convex combination of extremal points of the local polytope describe the behavior of our system. Caratheodory’s Theorem \( [11] \) states that at most \( d + 1 \) extremal points are necessary to optimally describe any point of a \( d \)-dimensional convex set, hence most of the \( \pi(\lambda) \) found will be zero. We cannot know, beforehand, which points make for an optimal description, so we take \( N_\lambda \gg d + 1 \) — but much smaller than \( N_\lambda \) — points and optimize over them. To set up the next iteration, all \( \pi(\lambda) = 0 \) in this result can be discarded and replaced by previously unexplored deterministic strategies, and we run program \( (5) \) again. As, at each round, we are keeping all optimal \( \lambda \)'s from the previous, the optimal value \( \alpha \) will be non-decreasing between iterations. Furthermore, for so large \( |Y| \) that it would be prohibitive to enumerate and keep track of all previously visited strategies, we observe that simply randomly sampling \( \lambda \)'s on each run of \( (6) \) makes our procedure rapidly
FIG. 3. Application of program (6) to \( S(\theta, \phi) = \{\rho_x, \rho_z, \rho_{r(\theta, \phi)}\} \). Levels are the maximum visibility \( \alpha \) such that preparation set \( \alpha S(\theta, \phi) \) has a classical model. \([a]\) For the \( |Y| = 6 \) icosahedron measurements, \( \eta \approx 0.79 \), and program (6) can be directly applied. \([b]\) A rhombicuboctahedron corresponds to \( |Y| = 12 \) projective measurements and \( \eta \approx 0.86 \), but as the number of deterministic strategies scales exponentially, the computation is only possible by iteratively optimizing over subsets of deterministic strategies.

converge to \( \alpha^* \), which assumes a constant value for all subsequent iterations and is interpreted as a lower bound on the maximum visibility imposed on the preparations such that their behavior is classical.

To illustrate the application of Theorem 1 and the procedure just described, we consider the preparation set \( S(\theta, \phi) = \{\rho_x, \rho_z, \rho_{r(\theta, \phi)}\} \) (that is, \( |X| = 3 \)), where \( \rho_\theta \) denotes a qubit state with Bloch vector \( v \), and the unit vector \( r(\theta, \phi) \) is given by its spherical polar and azimuthal angles, respectively. Arranging our measurements operators as those associated to the vertices of a rhombicuboctahedron \( \eta \approx 0.86 \), it is only possible to compute fig. 3(b) using the iterative procedure. The advantage, however, is remarkable, with more measurements resulting in increased visibilities.

B. Non-classicality activation

In a Bell scenario, an entangled state that can only lead to local correlations can have its non-locality activated in at least two manners: with a single copy, by proceeding with local filtering (a phenomenon usually referred as hidden nonlocality) \([29\,30]\), or by using many copies of the quantum state \([32\,33]\). In turn, in a PAM scenario a new possibility is open. Consider a set of \( n + 1 \) prepared states such that any subset of \( n \) of them can only generate correlations describable by the classical model \([1]\). However, if the \( n + 1 \) quantum states can lead to non-classical correlations then we can say the non-classicality of the other \( n \) states is activated by the preparation of this extra \( (n + 1) \)-th state. For our purposes it will suffice to consider the case where \( n = 3 \), that is, we have four possible preparations \( |X| = 4 \) such that any combination of only three of them will always lead to classical correlations. All other variables are dichotomic, that is, \( |B| = |A| = |Y| = 2 \).

In this specific PAM scenario, there are only two classes of inequalities, the violation of which certify non-classicality. If we are able to find a set of four states, any three of which only generate classical correlations according to our criteria, but nonetheless violate one of these inequalities when taken together, we would thus have proven the activation of non-classicality. Towards that end, we consider the inequality given by \([11]\)

\[
S = E_{11} - E_{12} - E_{21} + E_{22} + E_{31} - E_{32} + E_{41} + E_{42} \leq 4, \tag{7}
\]

where \( E_{xy} = p(0|x, y) - p(1|x, y) \) is the expectation value of observable \( y \) applied to preparation \( x \). When preparations are quantum states and the measurements are extremal, \( E_{xy} = \text{tr}(M_{0|y} \rho_x) - (M_{1|y} \rho_x) = r_x \cdot q_y \), where \( r_x, q_y \) are the Bloch vectors that parametrize preparation \( x \) and measurement \( y \), respectively.

We define \( S(\alpha, \theta) = \{\rho_{r_1}, \rho_{r_2}, \rho_{r_3}, \rho_{r_4}\} \) as the preparation set according to Fig. 4 where \( \alpha \) is a shrinking factor from the surface of the Bloch sphere. In turn, we choose projective measurements parameterized by the vectors \( q_1 = -x \) and \( q_2 = z \), for which we obtain that \( S = 4\sqrt{2} \alpha \sin \theta \). This shows that, for a large span of \( \alpha \) and \( \theta \), this family of preparations violate the bound \( S \leq 4 \), thus exhibiting non-classicality.

To show this non-classicality is a genuine non-classicality activation for dichotomic measurements, we employ our general method to show the behaviors of any subset of three elements of \( S \) are classically reproducible. This was done by applying program (6) with measurements arranged as a rhombicuboctahedron, and corre-
spending $\eta \approx 0.86$. As a result, for each $\theta$, the optimal value $\alpha^\ast$ stands for the maximum purity of the preparations such that there is a classical model for all triadic subsets of $S$, and every $\alpha < \alpha^\ast$ represents classical preparations (fig. 5). As shown in the shaded region, we will have non-classicality activation for any value $\alpha < \alpha^\ast$ such that inequality $S$ is violated.

C. Quantum advantage activation in RACs

The non-classicality results shown here also have implications for the application of the PAM scenario in random access codes (RACs) [11, 13]. An $n \mapsto i$ RAC can be understood as a communication task where, at each run, Alice receives a string $(m_1, \ldots, m_n)$, with each $m_i \in \{1, \ldots, d\}$, which she then encodes in $i < n$ either classical or quantum $d$-level systems that will be sent to Bob. Upon receiving this limited communication from Alice and an uniformly sampled query $y \in \{1, \ldots, n\}$, Bob is asked to determine the letter $m_y$ from her string. Their joint task is to maximize the average probability of success of his guess, $b$, of the input bits of Alice, over all encoding/decoding strategies. The figure of merit is given by

$$p_{\text{suc}} = \frac{1}{nd^n} \sum_{m_1, \ldots, m_n, y} p(b = m_y | m_1, \ldots, m_n, y),$$

where the factor $\frac{1}{nd^n}$ comes from the assumption that the input bits as well as the variable $y$ are uniformly distributed.

A PAM scenario with $|\mathcal{X}| = 4$ may be mapped to a $2 \mapsto 1$ binary RAC by, for instance, mapping $x = n \mapsto i \mapsto \text{RAC}_{i,n}$, with $n = 4$.

FIG. 4. Preparations $S(\alpha, \theta) = \{\rho_{r_1}, \rho_{r_2}, \rho_{r_3}, \rho_{r_4}\}$ for $\alpha = 0.8$. At $\theta = 0$ all preparations are at $\alpha y$. For $\theta = \pi/2$, $S = \{-\alpha x, \alpha x, -\alpha z, \alpha z\}$, presenting the largest violation of inequality $\mathcal{H}$.

As much as quantum states may be seen as resources in diverse correlation scenarios, one may also look the other way around and inquire whether a given set of quantum measurements are useful for unveiling non-classicality. For the former, we have shown that Theorem 1 allows to certify that a preparation set only generates classical statistics regardless of which and how many projective measurements are applied. It may, however, be modified to treat measurements as resources, and certify a set of projective measurements can only give rise to classical statistics for all possible preparations.

Theorem 3 (PMs classicality for all preparations). Let

IV. WITNESSING THE CLASSICALITY OF MEASUREMENTS
$\mathcal{M} = \{\Pi_{b|y}\}_{b,y}$ be a collection of projectors on $\mathbb{C}^d$ such that $\sum_b \Pi_{b|y} = 1_d$, $\forall y$, and $\mathcal{S} = \{\rho_x\}_x$ be a finite collection of pure $d$-dimensional preparations. Furthermore, define operators $O_{b|y}$ through

$$O_{b|y} = \eta \Pi_{b|y} + (1 - \eta) \frac{1_d}{d},$$

where $\eta$ is the radius of the largest sphere that can be inscribed into the convex hull of $\mathcal{S}$. If there exists a probability distribution $\pi(\lambda)$ such that that all $p(b|x,y) = \text{tr}(O_{b|y}\rho_x)$ can be written as eq. (1), then measurements $\mathcal{M}$ can never manifest non-classical statistics for any preparation set.

Proof. Noticing that (i) whenever model (1) may be used to describe the behavior of $\mathcal{S}$ under a given set of measurements, then any preparation set in $\text{conv}(\mathcal{S})$ is also classically reproducible when probed by the same measurements, (ii) that any density operator on the shrunken Bloch sphere of radius $\eta$ can be written as $\rho^\eta_x = \eta \rho_x + (1 - \eta) \frac{1_d}{d}$ and is in $\text{conv}(\mathcal{S})$, and (iii) that, for rank-1 projectors, $\text{tr}(O_{b|y}\rho_x^\eta) = \text{tr}(\Pi_{b|y}\rho_x)$, the argument follows analogously to Theorem 1's: if by probing operators $O_{b|y}$ with a finite set $\mathcal{S}$ of preparations we find out a classical PAM model (1) exists, then by (i) and (ii) the model exists for all $O_{b|y}$ and any $\rho^\eta_x$, which by (iii) means it exists for $\mathcal{M}$ and all pure preparations. Invoking the same reasoning as before to extend the result for projections of any rank and observing that, if $\mathcal{M}$ is classically reproducible for all pure states, it also is for convex combinations of pure states, then $\mathcal{M}$ is classically reproducible for all quantum states.

Theorem 3 shows that by probing the behavior of a given set $\mathcal{M}$ of measurements on a finite set of preparations, we may certify $\mathcal{M}$ is PAM-classical, meaning it never generates non-classical statistics in the prepare and measure scenario, regardless of what preparation set it acts upon. The choice of the probe preparations $\rho_x$ should be done as to maximize $\eta$, similarly to how we have done when choosing the probe measurements in Fig. 2. When those are given, we arrive at the following linear feasibility program.

given $\mathcal{S}$, $\mathcal{M}$, $\eta$

find $\pi(\lambda)$

such that

$$\Pi_{b|y} = \eta \Pi_{b|y} + (1 - \eta) \frac{1_d}{d}, \ \forall b, y$$

$$\text{tr}(O_{b|y}\rho_x) = \sum_{a,\lambda} \pi(\lambda)p(a|x,\lambda)p(b|a,\lambda), \ \forall b, x, y$$

$$\pi(\lambda) \geq 0,$$

$$\sum_{\lambda} \pi(\lambda) = 1,$$

which can also be cast as a maximization program (cf. 4) to which the procedure of iteratively exploring the $\lambda$-space may likewise be applied. Withal, analogous considerations to the ones in theorem 2 extend this certification of measurement classicality to generalized measurements.

**Theorem 4** (POVMs classicality for all preparations). If a generalized measurements set $\mathcal{M}$ is projective-simulable for a given amount $t$ of depolarization, and measurements $\phi_t(\mathcal{M})$ are certifiably classical for all operators in an inflated, generalized Bloch ball of radius $1/t$, then $\mathcal{M}$ is classical for all quantum preparations.

Proof. Given a set $\mathcal{S}' = \{\rho_x\}_x = \{\frac{1}{d} \rho_x - \frac{1}{d} \frac{1_d}{d}\}_x$ of probe operators, where the $\rho_x$ are pure quantum states, theorem 3 may be employed to determine whether the projective-simulable $\phi_t(\mathcal{M})$ are classical in relation to all operators $\rho'$ on the $1/t$-radius Bloch sphere where the operators in $\mathcal{S}'$ lie. Observing that $\text{tr}\phi_t(M_{b|y})\rho' = \text{tr}[M_{b|y}\phi_t(\rho')] = \text{tr}(M_{b|y}\rho')$, $\forall \rho'$, this is equivalent to determining the classicality of generalized measurements $\mathcal{M}$ in relation to any $\rho$, which are all possible quantum preparations.

We finally remark that, while theorem 3 was stated in regard to pure probes, in principle there is no issue in probing with the $\rho' \in \mathcal{S}'$, as all quantum states are more mixed than those.

**A. Incompatible classical measurements**

Quantum formalism is inlaid with the existence of quantities that may not simultaneously be known with arbitrary precision, which is one of many ways it defies our intuition. Any set of measurements with this property is called an incompatible measurement set, with compatibility being the opposite concept. Measurement incompleteness is known to be a necessary but insufficient condition for non-classicality manifestations in Bell non-locality [42, 33], and it was also shown to be necessary and sufficient for quantum advantage in EPR steering scenarios [44] and in 2 $\mapsto$ 1 binary RACs (see proposition 2 in [55]). Section III(C) of this overview shows us incompatibility is thereby necessary and sufficient for non-classicality in the aforementioned $|X| = 4$, $|B| = |A| = |Y| = 2$ PAM scenario. That sufficiency does not hold in general will be shown through an application of our measurements’ classicality certification method.

Measurement compatibility may be understood as joint measurability. Let $\mathcal{M} = \{M_{b|y}\}_{b,y}$ be any set of measurements, with each having the same number of outcomes for convenience. Whenever a $J_\ell$, with $\ell = \ell_1\ell_2\ldots\ell_{|B|}$, and each $\ell_i \in \{1, \ldots, |B|\}$, is a positive semidefinite operator such that $\sum_\ell J_\ell = 1$ and $\sum_\ell J_\ell M_{a|x} = M_{a|x}$, then $\mathcal{M}$ is said to be jointly measurable, in the sense that the so-called parent measurement $J_\ell$ is a single, well defined measurement from which every $M_{a|x}$ may be recovered. Whenever such a $J_\ell$ does not exist, $\mathcal{M}$ is incompatible, or not jointly measurable.
Another invaluable concept is that of incompatibility robustness \( \chi^*_M \), measuring how compatible measurements \( \mathcal{M} \) are through

\[
\chi^*_M = \sup_{\chi \in [0,1]} \{ \chi | \{ M_{b|y} \} + (1 - \chi) \{ N_{b|y} \} \in JM \}.
\]

In this definition, \( JM \) is the set of jointly measurable measurements, and \( N \) is a noise model that, possibly depending on the \( M_{b|y} \), determines the noise set, which must contain at least one jointly measurable set of measurements. Given \( N \), the lower the \( \chi^*_M \), the more incompatible the measurements are, with \( \chi^*_M = 1 \) if and only if our measurement set is jointly measurable. For closed noise sets, eq. (10) turns into a maximization problem that may be written as a semidefinite program (see Appendix E in [46]). This is true, in particular, for the identity noise, \( N_{b|y} = 1/|B| \), which is a common choice when unbiased noise is of interest.

Determining \( \chi^*_M \) thence amounts to choosing a noise model with the required properties and optimizing (10) via semidefinite programming. Defining \( \mathcal{M} \) as the mirror-symmetric measurements shown in fig. 6 and choosing a random noise map, \( \chi^*_M \) behaves as shown in Fig. 7. Any value of \( \chi \) above the incompatibility robustness curve represents incompatible measurements. Applying program (9) as a maximization problem to these same measurements, we obtain lower bounds for their classicality, meaning that everything under the measurement classicality curve stands for measurements which are not able to generate non-classical statistics, irrespective of the preparation set we choose. As, in the shaded region, this is above the incompatibility curve, we conclude there are incompatible measurement sets for which no preparations can exhibit advantage over communicating through two-dimensional classical systems. Put in other words, incompatibility is not in general sufficient for non-classicality in the prepare and measure scenario.

V. CONCLUSION

The ability to certify classicality is essential to known applications of the PAM scenario, which range from communication in quantum networks and self-testing of quantum channels to randomness certification and beyond. Although Bell-like inequalities for some modest settings in the prepare and measure scenario were already known, and activation phenomena were found for quantum preparations under two projective measurements, a method to certify classicality for any number of measurements — and consequently a proof of genuine non-classicality activation for dichotomic measurements, — remained elusive.

We contributed to this problem devising a sufficient criterion to certify classicality for both projective and generalized measurements by only probing the statistics of finitely many measurements, then showing activation indeed happens for all dichotomic measurements in a large set of quantum preparations — a result intimately connected to quantum advantages in random access codes. Using an optimization strategy inspired by [40], we were able to increase the number of measurements we probe — an indispensable ingredient to our method — to otherwise intractable values. This was essential to the applications we have shown, and is straightforwardly adaptable to other scenarios such as Bell non-classicality.
locality and EPR steering [27, 28].

In turn, studying measurements as resources has been an active research topic [17, 18], and following this trend we adapted our method to certify a given set of measurements is never able to generate non-classical behaviors, irrespective of what preparation set they are applied to. We showed the value of this tool by proving there are incompatible measurements which can only lead to classical correlations, which means measurement incompatibility is not sufficient for non-classicality in the PAM scenario.

Further interesting possibilities are that of activation phenomena under generalized measurements with more than two effects, and activation of measurements non-classicality (similarly to what we have proven for the non-classicality activation of states). We were not able to show they happen for our targeted scenarios, but investigating larger settings is an interesting next step to which our methods are readily applicable. Additionally, figs. 5 and 7 shows our results are both noise and preparation error resistant for a large span of states, and experimental implementation would require no entangled states. Consequently, we believe our results are verifiable in practice.
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