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The principle purpose of this work is to formulate an accurate mathematical model to evaluate the transient pressure behavior of a well intercepted by a partially penetrating vertical fracture (PPVF) with non-Darcy flow effect. Fracture conductivity is taken into account by coupling the three-dimensional flow in reservoir and the two-dimensional flow within fracture; the Barree-Conway model is incorporated into the model to analyze non-Darcy flow behavior in fracture, which leads to the nonlinearity of the governing equations. A high-effective iterative algorithm using a combined technique of fracture-panel discretization and dimension transform is developed to render the nonlinear equations amenable to analytical linear treatment. On the basis of the solutions, the pressure response and its derivative type curves were generated to identify the evolution of flow regimes with time.

Furthermore, the influences of fracture conductivity, penetration ratio, and non-Darcy characteristic parameters on pressure response are investigated. The results show that PPVF exhibits five typical flow regimes, and analytical solutions for each flow regime are similar to that for a fully penetrating vertical fracture (FPVF) that can be correlated with the penetration ratio and apparent conductivity. The non-Darcy flow effect is found to have more significant effect on the low and moderate conductivity, especially in early-stage flow regimes. When the penetration ratio is smaller than 0.5, the pressure behavior exhibit a more remarkable variation with penetration ratio. This study provides a better insight into understanding the influence of non-Darcy flow on flow regime identification.

1. Introduction

Fracturing stimulation has been widely applied in the development of tight hydrocarbon formations. Hydrocarbons are efficiently extracted from low-permeability formation into the wellbore throughout hydraulic fractures. It has been established that the inclination of the overall plane of a hydraulic fracture is determined by the axis of the least principal stress. If the axis is in the vertical or horizontal direction, the created fracture would be horizontal or vertical, respectively; otherwise, the fracture would be inclined [1]. In addition to those time-consuming numerical simulations, numerous works using various analytical or semianalytical methods have been published for study the flow behavior of vertical fracture [2–5], horizontal fracture [6–8], and inclined fracture [9–13]. These solutions serve as a theoretical basis of the pressure-transient and rate-transient analysis for hydraulically fractured well.

At depths deeper than approximately 2000 ft in the unconventional reservoir, the direction of the least principal stress is generally parallel to the formation plane [14], and as a result, the hydraulic fractures are generated principally in the vertical direction. Although the intention was for oil companies to create fully penetrating hydraulic fractures, the actual measurement shows that hydraulic fracture may not extend throughout the entire vertical extent of the formation thickness [15, 16]. Only the effective height of the fracture that is propped open contributes to the production, and the three-dimensional flow pattern occurs in the reservoir. Alternatively, the flow in vertical direction should be
considered. From the viewpoint of reservoir engineering, fracture dimensions (fracture length, width, and height) are all of much influence on the production performance. However, few studies have dealt with the effects of partially penetrating fracture. Raghavan et al. [17] presented a pioneering work of investigating the effect of fracture height of a single, vertical fracture. A uniform flux across the fracture plane was assumed, and an approximate analytical solution for the case of infinite conductivity was obtained by evaluating the uniform-flux solution at a special position. Rodriguez et al. [18] investigated the effect of the partial penetration of PPVF with infinite conductivity by discretizing the fracture into a set of uniform-flux planes and ignoring the pressure drop within fracture. Rodriguez et al. [19] further considered the pressure drop within finite conductivity fracture by establishing a Poisson’s type differential equation in fracture. Igibokoyi and Tiab [20] used the elliptical flow model in Laplace domain to obtain the solution for PPVF with infinite conductivity in naturally fractured reservoirs. Al-Rbeawi and Tiab successively used the type-curve matching technique and Tiab’s direct synthesis technique to analyze the pressure behavior of a horizontal well with multiple vertical partially hydraulic fractures [11, 12].

Meanwhile, the non-Darcy flow effect should be considered because it usually happens due to the high-velocity flow within hydraulic fracture. As we know, non-Darcy flow within fracture has more important influence on transient pressure responses than non-Darcy flow in the reservoir [21, 22]. It is well demonstrated that non-Darcy effects account for a 35% decrease in productivity in a hydraulically fractured high-rate oil well, a larger productivity decrease for gas well [23]. It is well accepted that the fracture length and conductivity might be underestimated in the presence of non-Darcy flow. Umnuayponwiwat et al. [24] found that the errors of the estimation of fracture conductivity and fracture length would be up to 78% and 54% if neglecting non-Darcy flow effect for gas well. Therefore, it is of much practical importance to accurately evaluate the performance of appropriate conductivity fractured well with non-Darcy behavior. Forchheimer’s equation was widely used to analyze the flow behavior of finite conductivity PPVF with considering non-Darcy flow in many semianalytical approaches such as the work presented by Guppy et al. [25, 26]. Zeng and Zhao [27] used the Forchheimer number to quantify the effect of non-Darcy flow in the reservoir on the transient pressure behavior of vertical well through regarding it as rate-dependent skin factor. Valko and Amini [28] applied the 3D method of distributed volumetric sources to predict production from a horizontal well intersected by multiple transverse fractures with non-Darcy flow effect. Considered the fact that Forchheimer’s equation leads to an error at both low and high velocities [29, 30], and Zhang and Yang [31] incorporated the versatile Barree-Conway model to describe non-Darcy flow behavior in hydraulically fractured wells and developed an equation to correlate the Forchheimer equation and the Barree-Conway model. Jiang et al. [32] further applied it to quantify the non-Darcy flow effect in a hydraulically fracture horizontal well in a naturally fractured reservoir.

These previous literatures demonstrated that there was a large reduction in the fracture conductivity when non-Darcy flow effect occurring in the PPVF was included. However, uncertainty still remains regarding whether the reduction becomes more significant as for the PPVF or not. It is necessary to emphasize that Zhang and Yang [33] used a novel slab source function to accurately quantify non-Darcy effect and penetrating ratio with consideration of the appropriate fracture dimension and its conductivity. The assumption of one-dimensional flow pattern in the finite conductivity fracture is proposed to simulate approximately the actual two-dimensional flow, which contributes to inaccurate results for the pressure-transient analysis of low/moderate-conductivity fracture.

In this work, we develop an efficient and effective approach that provides accurate pressure-transient response of PPVF with non-Darcy flow effect during drawdown testing. Flux variations along the horizontal and vertical directions in the fracture are physically described by use of two-dimensional flow pattern. Different from the solutions using the Greens function method [11–13, 25, 31–33], a computational package based on Laplace solutions are derived to accelerate the calculation speed with high precision, and the technique using dimension transform is presented to eliminate the nonlinearity caused by non-Darcy effect. Subsequently, we identify the flow regimes and perform the sensitivity analysis of influence factors. In addition, a field case is used to illustrate the application of this model for accurate interpretation of well testing data.

2. Model Development

2.1. Model Illustrations. In this study, Figure 1 shows the physical model of a vertical well intersected by a partially penetrating vertical fracture. There are several fundamental assumptions:

(i) The formation is infinite in the lateral direction (x- and y-direction), and the boundaries on the top (z = h) and bottom (z = 0) are impermeable. The formation is assumed to be homogeneous with constant porosity (φ), compressibility (c), and permeability (k_m). The vertical permeability is set to be k_mz

(ii) The fracture plane has a rectangular shape, and the compressibility of fracture is ignored

(iii) The length, width, height, and orientation angle of vertical fracture are denoted by L, w, h, and θ, respectively. The starting coordinate is denoted by (x_oi, y_oi, z_oi).

(iv) The fluid is assumed to be single phase, isothermal, and slightly compressible

(v) The fluid flow is considered as Darcy’s law in the matrix, and the flow is described by non-Darcy flow in the fracture. Here, the non-Darcy flow is described with the Barree-Conway model [34]

(vi) The well produces at a constant-rate condition
Here, it is necessary to clarify the reason that we select the Barree-Conway model. First, the Forchheimer equation describes the laminar flow with inertia effect, which is given by

\[-\nabla p = \mu v + \frac{\beta \rho v}{\mu} \frac{1}{k_{\text{app}}}, \tag{1}\]

where \(\beta\) is non-Darcy flow coefficient, \(k_{D}\) represents the Darcy permeability, and \(k_{\text{app}}\) represents the apparent permeability caused by non-Darcy flow effect. However, numerous studies demonstrate that \(1/k_{\text{app}}\) does not reduce to the inverse of the Darcy permeability \(1/k_{D}\) when velocity approximates to zero, and \(k_{\text{app}}\) approaches a value of zero at high velocities, rather than a limited value [29, 35]. This is inconsistent with Eq. (1), which indicates that Forchheimer’s equation may not be universal and only applicable in a limited range of velocities. Alternatively, the beta factor \(\beta\) is dependent on velocity, not a constant, and the \(k_{\text{app}}\) would deviate from the linear Forchheimer’s correlation at low and high velocities.

The equation suggested by Barree and Conway [34] is introduced to recast the non-Darcy effect in the entire range of velocities. According to the Barree-Conway model, the ratio of apparent permeability to Darcy’s permeability is rewritten as follows:

\[\frac{k_{\text{app}}}{k_{D}} = k_{\text{mr}} + \frac{1 - k_{\text{mr}}}{1 + \rho v \mu} = k_{\text{mr}} + \frac{1 - k_{\text{mr}}}{1 + F_{\text{ND}} q_{FD}}, \tag{2}\]

where \(k_{\text{mr}}\) is relative minimum permeability, \(\tau\) is the characteristic length, and \(v\) is the fluid superficial velocity. In the form of dimensionless variables, the Reynolds number and the cross-sectional rate are defined, respectively, by

\[F_{\text{ND}} = \frac{\rho v \mu}{\rho v \mu}, \quad q_{FD} = \frac{h}{h_f} \frac{Q_{FD}}{Q_{\text{ref}}}. \tag{3}\]

The Reynolds number is a constant, independent of fracture height. It is only determined by production rate and fracture width. Note that the fracture width is fixed in this study. Fracture conductivity is determined by changing the value of fracture permeability.

2.2. Mathematical Formulation. The fracture is represented by a rectangular porous medium of dimensions \(L_f \times h_f \times w_f\). The flow parallel to the axis of fracture width can be ignored because of tiny fracture width, which signifies that the flux distribution can be assumed to be uniform in this direction [19]. After the non-Darcy effect is taken into account, according to the principle of mass balance, the fracture flow is described by the following partially differential equation in dimensionless form (dimensionless definitions are seen in Appendix A):

\[\nabla \left( \frac{k_{\text{app}}}{k_{D}} \nabla p_{FD} \right) - \frac{2\pi C_{\text{fD}}}{q_{FD}} (x_{FD}, z_{FD}) + \frac{2\pi C_{\text{fD}}}{q_{FD}} \delta (x_{FD} - x_{wFD}) \int_{0}^{h_{FD}} q_{wFD} (z_{FD}) \delta (z_{FD} - z_{FD}) dz_{FD} = 0. \tag{4}\]

Laplace operator is written as \(\nabla () = \partial / \partial x_f + \partial / \partial z_f\).
Initial dimensionless conductivity with regard to the Darcy permeability, which is a constant value, is defined by

\[
C_{fDn} = \frac{(k_{fDn} \omega_f)}{(k_n L_{ed})}.
\]  

(5)

In Eq. (4), \(x_{wD}\) is the wellbore location within fracture, \(q_f\) is the flux-density function of spatial variables which represents the fluid entering the fracture from the reservoir throughout the fracture surface. \(q_{wD}\) is a source term representing the fluid extracted throughout the vertical wellbore within fracture, and it is parallel to the fracture height. In addition, the boundary conditions can be written as follows:

\[
\begin{align*}
\left. \frac{\partial p_{fD}}{\partial x_{fD}} \right|_{x_{fD} = x_{wD}} & = \left. \frac{\partial p_{fD}}{\partial x_{fD}} \right|_{x_{fD} = x_{wD} + L_{fD}} = 0, \\
\left. \frac{\partial p_{fD}}{\partial z_{fD}} \right|_{z_{fD} = z_{wD}} & = \left. \frac{\partial p_{fD}}{\partial z_{fD}} \right|_{z_{fD} = z_{wD} + h_{fD}} = 0.
\end{align*}
\]

(6)

In the vertical axis, the fracture plate is divided into a set of linear panels. Each panel is separated by red lines in Figure 2. We eliminate the spatial dependence in \(z_{fD}\) direction by integrating with respect to \(z_{fD}\) varying from 0 to \(h_{fD}\):

\[
\frac{1}{h_{fD}} \int_0^{h_{fD}} \left( \frac{k_{wD} \nu p_{fD}}{k_D} \right) dz_{fD} - \frac{2\pi}{C_{fD}} \int_0^{h_{fD}} q_{fD}(x_{fD}, z_{fD}) dz_{fD} = -\frac{2\pi}{C_{fD} h_{fD}} \delta(x_{fD} - x_{wD}) \int_0^{h_{fD}} q_{wD}(z_{fD}) \delta(z_{fD} - z_{wD}) dz_{fD}.
\]

(7)

According to the studies provided by Al-Kobaisi et al. [36], the flow parallel to the fracture length dominates compared to the other direction. Therefore, the flux exchange between adjacent panels is ignored to some extent, i.e.,

\[
\left. \frac{\partial p_{fDn}}{\partial z_{fD}} \right|_{z_{fD} = z_{wD}} = \left. \frac{\partial p_{fDn}}{\partial z_{fD}} \right|_{z_{fD} = z_{wD} + h_{fD}} = 0.
\]

(8)

As a result, the \(n\)th fracture panel forms the equation with regard to the weighted average of panel height \(h_{fDn}\), which is given by

\[
\begin{align*}
\frac{\partial}{\partial x_{fDn}} \left( \frac{k_{app} \partial p_{fDn}}{k_D \partial x_{fDn}} \right) - \frac{2\pi}{C_{fDn}} q_{wDn} \delta(x_{fDn} - x_{wD}) & = 0, \\
+ \frac{2\pi}{C_{fDn}} q_{wDn} \delta(x_{fDn} - x_{wD}) & = 0.
\end{align*}
\]

(9)

Equation (9) is an approximate treatment which converts the partially different equation for two-dimensional flow pattern into a system of ordinary-differential equations that is independent of \(z_f\)-directional spatial variable. At a given position of \(x_{fDn}\), the values of pressure in different panels might be different, which leads to a pressure difference contributing to the flux exchange in \(z_f\)-direction. In fact, the approximation given in Eq. (9) has some inconsistencies, but it is close to the exact solution for the cases of interest; therefore, the equations could still be used for practical purposes. This approach is similar to the approximate analytical solution for the composite five-region model presented by Stalgorova and Mattar [37], and the following calculation results also verify our approximate approach.

The solution for matrix system could be directly obtained by using the fundamental point-source solution in Laplace-transformed domain [38], which is given by

\[
\begin{align*}
\phi_{Dn}(x_D, y_D, \xi_D, \zeta_D) & = \sum_{m=0}^{N_f} \int_0^{\infty} \int_0^{\infty} \eta_D(x_D, \xi_D) K_0(\sqrt{n_D} \eta_D) d\eta_D dK_0 \\
& + 2 \sum_{m=1}^{\infty} \sum_{n=0}^{\infty} \int_0^{\infty} \int_0^{\infty} \eta_D(\xi_D, \zeta_D) \cos(\beta_{mn} \xi_D) \cos(\beta_{mn} \zeta_D) K_0 \left( \sqrt{k_D} \eta_D \right) d\eta_D dK_0 \\
& \times \left( \sqrt{k_D} \right)^{1/2} d\eta_D dK_0.
\end{align*}
\]

(10)

where \(N_f\) is the number of fracture panels, \(\beta_{mn} = m \pi, \) and the plane distance between the spatial point in the reservoir \((x_D, y_D)\) and the spatial point on the fracture panel \((x_{ofD} + \xi_D, y_{ofD} + \zeta_D \sin \theta_f)\) is expressed as

\[
r_{Dn} = \left[ (x_D - x_{ofD} - \xi_D \cos \theta_f)^2 + (y_D - y_{ofD} - \zeta_D \sin \theta_f)^2 \right]^{1/2}.
\]

(11)

Although the Laplace-transformed solutions have great advantage in calculating the convolution, they usually pose computational problem. \(K_0\) is a zero-modified Bessel function of the second type. The case of \(r_{Dn} = 0\) leads to a singularity, and it is difficult to use numerical integration. Besides, since the integrals of Bessel functions appear in the terms of the infinite series [i.e., the second term on the right hand side of Eq. (10)], it is important to ensure the convergent and vanishing components of the infinite series. Some alternative solutions must be developed to accelerate the speed of the computations and improved the accuracy. An accurate computation package is provided in Appendix B, which is an important novelty of this work.

2.3 Semianalytical Solution. Although the two-dimensional equation is simplified into a system of one-dimensional equations, the governing equation for fracture panel described by Eq. (9) still has a strong nonlinearity nature because the term of \(k_{app}/k_D\) is a function of velocity with regard to temporal and spatial variables. We introduced
the technique of dimension transformation presented by Luo and Tang [39] to render the nonlinear equation amenable to linear analytical treatment. Here, the definition of transformed dimension is given by

\[
\xi_{Dn}(x_{fDn}) = C_{fDn,app}^{-1} \frac{dx_D}{C_{fDn,app}(x_D)},
\]

and an apparent conductivity considering non-Darcy flow effect is defined as

\[
\tilde{C}_{fDn,app} = \frac{L_{fDn}}{\int_0^{x_{fDn}} (1/C_{fDn,app}(x_D))dx_D}.
\]

Based on Eq. (2) and Eq. (5), the relation between apparent and initial dimensionless conductivity satisfies

\[
C_{fDn,app}(x_{fDn}, q_{fDn}) = C_{fDn} \left( k_{mr} + 1 + F_{ND} q_{fDn} \right).
\]

In this work, the conductivity based on the non-Darcy model is denoted as apparent conductivity, while the conductivity based on the Darcy model is denoted as initial conductivity. The apparent conductivity equals to the initial conductivity in the absence of non-Darcy flow \((k_{mr} = 1 \text{ or } F_{ND} = 0)\), and it will be smaller than the initial in the condition of non-Darcy flow (other cases).

After substituting Eq. (12) into Eq. (9) and using Laplace transformation, a system of linear equations is obtained, which is

\[
\tilde{p}_{Dn} \frac{\partial^2 \tilde{\xi}_{Dn}}{\partial \xi_{Dn}^2} = \frac{2\pi}{\tilde{C}_{fDn,app}} \tilde{q}_{fDn,app} \tilde{\xi}_{Dn} + \frac{2\pi}{\tilde{C}_{fDn,app}} \tilde{q}_{uDn} \delta(\xi_{fDn} - \xi_{uDn}) = 0.
\]

Eq. (15) is the well-known Fredholm integral equation. Integrating Eq. (15) with regard to \(\xi_{Dn}\) from 0 to \(\xi_{Dn}\) would yield the closed-form pressure solution and auxiliary solution (i.e., cross-sectional velocity), which are expressed, respectively, as follows:

\[
\begin{align*}
\tilde{p}_{Dn}(\xi_{Dn}) &= \frac{2\pi}{C_{fDn,app}} \int_0^{\xi_{Dn}} \tilde{q}_{uDn}(\xi'n) \delta(\xi_{Dn} - \xi'n) d\xi' + \int_0^{\xi_{Dn}} \tilde{q}_{Dn}(\xi) d\xi, \\
\tilde{q}_{fDn}(\xi_{Dn}) &= \int_0^{\xi_{Dn}} \tilde{q}_{uDn}(\xi') d\xi' - \tilde{q}_{Dn}(\xi_{Dn}) = \int_0^{\xi_{Dn}} \tilde{q}_{uDn}(\xi') d\xi' - \tilde{q}_{Dn}(\xi_{Dn}).
\end{align*}
\]

Noting that according to the Darcy law in the transformed dimension, the dimensionless cross-sectional flow rate is defined as \(\tilde{q}_{fDn} = h_{fDn}(C_{fDn,app}/2\pi)(\partial \tilde{p}_{Dn}/\partial \xi_{Dn})\).

To obtain the unknowns, a semianalytical method is used to further discretize each panel into \(N_f\) segments with uniform flux (denoted by blue lines in Figure 2). According to the constant-rate condition, the constraint condition can be written as follows:

\[
\sum_{n=1}^{N_f} \tilde{q}_{uDn} = \sum_{n=1}^{N_f} \sum_{i=1}^{N_i} \tilde{\xi}_{Dn,i} = \frac{1}{s}.
\]

In addition, the pressure and flow rate are continuous at the interface between the matrix and fracture. Here,

\[
\tilde{p}_{fD}[x_{fDn}(x_{fDn})] = \tilde{p}_{Dn}[x_{fDn} + x_{fD,nc} \cos \theta, y_{fDn} + x_{fD,nc} \sin \theta, z_{fDn} + 0.5h_{fDn}].
\]

Because the solution of the fracture is derived from the new dimension, flux cannot be directly equalized at the interface. It is correlated as

\[
\tilde{q}_{fDn,i} = \tilde{q}_{Dn,i} \times \frac{\Delta x_{fDn,i}}{\Delta x_{Dn,i}}.
\]

On the basis of the continuity condition and constraint condition, the matrix and fracture systems are coupled to
generate closed-form equations. The unknown variables are listed as

(i) \( N_i \times N_f \) uniform-flux rate of each segment, \( q_{Dn}^{(i)} \), \( i = 1, 2, \ldots, N_i, n = 1, 2, \ldots, N_f \)

(ii) \( N_f \) flow rate of each panel, \( q_{uf}^{(i)} \), \( n = 1, 2, \ldots, N_f \)

(iii) The wellbore pressure, \( p_{wD}^{(i)} \)

The total unknown variables are \( N_i \times N_f + N_f + 1 \), which are presented in a vector form:

\[
X^T = \begin{pmatrix}
q_{D1,1}^{(1)}, q_{D1,2}^{(1)}, \ldots, q_{Dn,N_f}^{(1)}, \ldots, q_{D1,1}^{(i)}, q_{D1,2}^{(i)}, \ldots, q_{Dn,N_f}^{(i)}, \ldots, q_{uf,1}, q_{uf,2}, \ldots, p_{wD}^{(i)} \\
\end{pmatrix}_{N_i \times N_f + N_f + 1}.
\]

(20)

The structure of coefficient matrix and the known vector refers to our previous work [5].

In each time step, an explicit iterative method is applied here to solve the nonlinear equations. Thus, Eq. (16) is written as

\[
\begin{align*}
\hat{q}_{uf}^{(i)} - p_{W}^{(i)} &= 2 \pi \frac{C_{Dn}^{(i)}}{C_{Dn,app}} \int_{C_0}^{C_{Dn}^{(i)}} \left( 1 - \frac{C}{C_{Dn}^{(i)}} \right) \left( \frac{C}{C_0} \right)^{\frac{1}{2}} \sin^{-1} \left( \frac{C}{C_0} \right) dC \\
q_{Dn}^{(i)} &= \hat{q}_{uf}^{(i)} - p_{W}^{(i)} - \hat{q}_{Dn}^{(i)} - \hat{q}_{Dn}^{(i)} - \ldots - \hat{q}_{Dn}^{(i)}, \quad \hat{q}_{Dn}^{(i)} \\
q_{Dn}^{(i+1)} &= \hat{q}_{Dn}^{(i+1)} - \hat{q}_{Dn}^{(i)} \\
q_{Dn}^{(i+1)} &= \hat{q}_{Dn}^{(i+1)} - \hat{q}_{Dn}^{(i)} \\
\end{align*}
\]

(21)

The detailed process is illustrated as follows:

(1) Model inputs: reservoir parameters, fracture dimensions, and non-Darcy characteristic parameters

(2) Initialization: with \( \kappa = 0 \), the apparent conductivity \( C_{Dn,app}^{(i)} \) is assumed to be the initial conductivity \( C_{Dn}^{(i)} \). The \( \hat{q}_{Dn}^{(i)} \) and \( q_{Dn}^{(i)} \) are obtained by Gaussian elimination method and Steffest numerical inversion

(3) Iterative process

(a) Calculating apparent conductivity \( C_{Dn,app}^{(i)} \) and \( C_{Dn,app}^{(i)} \) and transforming \( x_{Dn}^{(i)} \) into \( x_{Dn}^{(i)} \) according to Eq. (12)

(b) Solving the explicit linear equations of Eq. (21) by Gaussian elimination method and Steffest numerical inversion and obtaining the updated \( \hat{q}_{Dn}^{(i+1)} = \hat{q}_{Dn}^{(i+1)} \), \( q_{Dn}^{(i+1)} \), and \( q_{Dn}^{(i+1)} \)

(c) If \( \left| \hat{q}_{Dn}^{(i+1)} - p_{W}^{(i)} \right| < \varepsilon = 10^{-5} \), then terminate the iterative process; otherwise, updating \( \hat{q}_{Dn}^{(i+1)} = \hat{q}_{Dn}^{(i+1)} \)

3. Results and Discussions

3.1. Model Validation. Before conducting the validation, a sensitivity analysis was first conducted to determine the number of fracture panels \( N_f \) and the number of fracture segments \( N_i \) needed to yield accurate results. As we know, both the number of fracture segment and the number of fracture panels increase with the decrease of conductivity. The following dimensionless fracture and reservoir data are used in this model: \( h_D = 2h/L_f = 1 \), \( h_{fD} = h/L_f = 1 \), \( k_m/k_{mr} = 1 \), \( C_{fD} = \pi \), \( k_{mr} = 0.1 \), and \( F_{ND} = 100 \), which indicate the case of low conductivity and strong non-Darcy effect. Figure 3 shows the dimensionless pressure from small to large time scope under different number of fracture panels. This indicates that the pressure drop approximate a stable and accurate result when the number of panels and segments is more than 1000 \((10 \times 100)\); therefore, the number of fracture panels \( N_f = 10 \) and the number of fracture segments \( N_i = 100 \) are used in the following studies.

In this section, existing solutions are used to verify our model. First, the results for finite-conductivity PPVF without non-Darcy flow effect were compared against results previously presented by Rodriguez et al. [19], where we set \( k_{mr} = 1 \) and \( F_{ND} = 0 \) that assume the Darcy flow within fracture. Second, the results for finite-conductivity PPVF with non-Darcy flow effect using the Forcherheimer equation were compared against the results presented by Guppy et al. [25] and Luo and Tang [39]; here, the Barree-Conway equation is simplified to the Forcherheimer equation when \( k_{mr} = 0 \) and \( q_{Dn}^{(i)} = F_{ND} \). Noting that fully penetrated fracture is the limiting case of our model. As seen in Figure 4, the calculated results from our model agree well with those published calculations for times of interest. The validations indicate that the proposed semianalytical model is reliable in simulating pressure transient response of finite-conductivity PPVF with non-Darcy effect.

In addition, the speed of the computations of two models is compared using the identical hardware platform. For the above simulations, the computation times using the improved algorithm in this paper and the previous algorithm are, respectively, 19.5 s and 28.8 s.

3.2. Transient-Flow Behavior. Figure 5 shows the dimensionless pressure and derivative responses of the PPVF with a moderate conductivity \( C_{fD} = 10^{0.3r} \) and a small penetration ratio \((h_{fD} = 0.1)\) under a weak non-Darcy flow effect \((k_{mr} = 0.5, F_{ND} = 100)\). For the sake of comparison and description, the corresponding pressure responses caused by the Darcy flow are also presented. The black lines represent the non-Darcy case, while the red lines represent the Darcy case.

As analyzed in Figure 5, the flow regimes are clearly distinguished by identifying the slopes on log-log curve of pressure-derivative in the Darcy condition. Five typical flow
\( C_f D = 1 \), \( h_f D = 1 \), \( k_m / k_m z = 1 \), \( z_{wD} = 0.5 \), \( C_f D_n = \pi \), \( k_{mf} = 0.1 \), \( F_{ND} = 100 \)

**Figure 3:** Effect of the number of fracture panels on the calculation accuracy.

\[ h_D = 1, h_f D = 1, k_m / k_m z = 1, z_{wD} = 0.5, C_f D_n = \pi, k_{mf} = 0.1, F_{ND} = 100 \]
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**Figure 4:** Comparison between the dimensionless pressures calculated by our solution and the alternative results proposed by (a) Guppy et al. [25] and (b) Luo and Tang [39].

**Figure 5:** Pressure and pressure derivative responses for PPVF with and without the non-Darcy flow effect.

\( h_D = 1, h_f D = 0.1, C_f D = 100\pi, k_m / k_m z = 1, z_{wD} = 0.5 \)
regimes are exhibited in sequence: (1) bilinear-flow period characterized by a 1/4-slope straight line, (2) formation-linear flow period identified by a 1/2-slope straight line, (3) early-radial flow regime, (4) compound-linear flow regime, and (5) pseudoradial flow regime. A detailed illustration was presented.

3.2.1. Bilinear flow. The fluids beyond the fracture face in vertical direction are not developed as shown in Figure 6(a). An explicit solution for a FPVF was provided by Cinco-Ley and Samaniego [40] during bilinear flow:

\[ P_{wd}(t_D) = \frac{\pi}{\Gamma(5/4) \sqrt{2C_{jD}}} t_D^{1/4}. \] (22)

For PPVF with non-Darcy flow effect, the fracture behaves like FPVF with the same height \( h_f \) during this period, so the solution is corrected as follows:

\[ h_fD P_{wd}(t_D) = \frac{2\pi k_m h_f (p_i - p_w)}{q_{ref} \mu} = \frac{\pi}{\Gamma(5/4) \sqrt{2C_{jD,app}}} t_D^{1/4}, \] (23)

where \( C_{jD,app} \) is a correlation for the apparent fracture conductivity, which is the function of initial conductivity \( (C_{jD}) \), the Reynolds number \( (F_{ND}) \), and the minipermeability plateau \( (k_{mr}) \). After simulating numerous cases, the relationship between apparent and initial (true) conductivities that is suitable for the special case using the parameters seen in Figure 5 is achieved, which is

\[ \frac{C_{jD,app}}{C_{jD}} = k_{mr} + \frac{1 - k_{mr}}{1 + 2.51 F_{ND}}. \] (24)

3.2.2. Formation-linear flow. During this period as shown in Figure 6(a), formation fluid enters the fracture in a direction perpendicular to the fracture surface, but the pressure response within fracture is not considered again. Note that the flow pattern in the fracture exhibits line-shaped during bilinear and linear flow regimes, which is confirmed in Figure 7(a). Based on the analytical solution for FPVF presented by Gil et al. [41], both penetration ratio and non-Darcy effect are further taken into account in this work. Similar to the derivation of bilinear-flow solution, we recast analytical solution for formation-linear-flow period as follows:

\[ h_fD P_{wd}(t_D) = \sqrt{\pi t_D} + \frac{\alpha}{C_{jD,app}}, \] (25)

where \( \alpha \) is a constant given by the following: \( \alpha = \pi/3 \) for \( C_{jD} \geq 25 \), \( \alpha = 0.944 \) for \( 10 \leq C_{jD} < 25 \), and \( \alpha = 0.902 \) for \( 5 \leq C_{jD} < 10 \) [41].
3.2.3. Early-radial (ER) flow. If penetration ratio is small enough, $h_{fD}$ should be smaller than 0.5 suggested by Al-Rbeawi and Tiab [11]; an ER flow regime is developed around and along the fracture length in $YZ$ plane. The ER flow regime is identified by a horizontal line on pressure derivative plot with

$$
(t_D \times p_{wD,ER})_{ER} = 0.5.
$$

![Diagram](a)

During this period, fracture behaves like a finite-conductivity horizontal well with axis along the formation boundary, and the reservoir fluids flow radially in $YZ$ plane towards fracture as seen in Figure 6(b). The effective penetration length becomes fracture length rather than formation thickness or fracture height, which is given by

$$
p_{wD,ER} = \frac{p_{wD}}{2h_D} = \frac{2\pi k_m L_f (p_i - p_w)}{Q_{ref} h}.
$$

The corresponding horizontal line on derivative curve is corrected as follows:

$$
(t_D \times p_{wD,ER})_{ER} = \frac{0.5}{2h_D}.
$$

Note that the flow pattern deviates from the line shaped, becoming the radial shaped as shown in Figure 7(b).

3.2.4. Compound-linear (CL) flow. CL flow often occurs after ER flow when both upper and bottom impermeable boundaries are felt. The fluid flow is predominantly perpendicular to the fracture face in $XY$ plane, and the response does not reach the region beyond fracture tip. The PFVF behaves like a FFVF during this period, as shown in Figure 6(c). The characteristic of this flow behavior is very similar to the compound linear flow for multistage-fractured horizontal well presented by Chen and Raghavan [4] and fractured inclined well presented by Dinh and Tiab [10], which is identified

![Diagram](b)
by an approximated 1/2-slope straight line on log-log plot of pressure derivative.

3.2.5. Pseudoradial (PR) flow. During this period, the reservoir flow begins to converge radially to the partial fracture. The flow in XY plane dominates compared with YZ plane; alternatively, the flow in z-direction can be ignored. The PR flow is characterized with $t_D \times \rho \times \text{wD} = 0.5$ on the log-log plot.

Depending on the reservoir, fracture, and non-Darcy flow parameters used in a single test, the duration of some flow regime might elongate or shorten, even disappear. The non-Darcy flow effect leads to extra pressure drop, but cannot alter the characterization of flow regimes identified by the Darcy behavior.

3.3. Sensitivity Analysis. According to Eq. (2), the effect of non-Darcy flow is determined by two dimensionless parameters (i.e., $k_{mr}$ and $F_{ND}$) with the Barree-Conway model. It is assumed that the formation thickness, fracture length, and initial conductivity are given, i.e., $h_D = 1$, $h_{FD} = 0.1$, and $C_FD = 100\pi$. To highlight the improvement of this work, the effect of dimensionless parameters with the Barree-Conway model and the penetration ratio of fracture are mainly discussed here because effects of dimensionless thickness, fracture conductivity, fracture location, and asymmetrical wellbore have been extensively investigated and analyzed [17, 25].

Figure 8 shows the influence of non-Darcy flow effect on transient pressure behavior of PFVF. Figure 8(a) displays the pressure and derivative curves for $F_{ND} = 0.1, 1, 10,$ and $100$ at $k_{mr} = 0.1$. The Reynolds number ($F_{ND}$) is proportional to production rate according to Eq. (3). Increasing $F_{ND}$ represents the increase of production rate. Besides, the case that $F_{ND} = 0$ or $k_{mr} = 1$ indicates Darcy’s flow equation. The limiting Darcy cases are introduced, which are denoted by blue dashed lines. Case 5 indicates the pressure responses for the initial conductivity in the Darcy flow condition, while case 6 indicates the minimum conductivity in the Darcy flow condition ($C_FD_{\text{min}} = C_FD \times k_{mr}$). For case 1–4, non-Darcy effect causes a significant reduction in fracture conductivity in simulated cases. As a result, an extra pressure drop is caused by non-Darcy effect. Case 4 exhibits a whole sequence of flow regimes similar to the initial case (case 5) due to a weak non-Darcy effect. The increasing of $F_{ND}$ shortens the duration of formation-linear flow regime until disappears (i.e., case 1 and case 2). Meanwhile, the pressure drop and derivative curves also increase and approach the minimum case (case 6) because of strong non-Darcy effect. As a result, the curves of pressure responses with non-Darcy effect (i.e., case 1–case 4) are distributed within the range between the initial case (case 5) and the minimum case (case 6). Note that case 1 is almost overlapped with the minimum case for times of interest.

The flux distribution stabilizes and remain unchanged when pseudoradial flow is established, which is shown in Figure 8(b). Note that the flux distribution indicates the arithmetic average value of flux distribution among fracture panels. The integral with regard to $x_{FD}$ represents the volume of fluids entering the fracture. In case 6, most of the flow occurs from the half of fracture away from the wellbore. With the $F_{ND}$ increasing, the characterization of fluid flow is approaching the unified case (case 6): the flow from the tips decreases, and more fluid comes from the half of fracture closer to the wellbore.

Figure 9(a) plots the curves of pressure responses for $k_{mr} = 0.1, 0.2, 0.5,$ and $0.9$ at $F_{ND} = 10$. Different values of $k_{mr}$ represent different minimum cases under Darcy flow, which are denoted by blue dashed lines. The initial case is denoted by green dashed line. Solid lines indicate the cases with non-Darcy effect. The non-Darcy cases are located within the range between the initial case and the minimum case. As seen in Figure 9(a), as the value of $k_{mr}$ decreases, the pressure drop and its derivative would deviate from the initial case and approach the corresponding minimum case due to intense non-Darcy effect. When the value of $k_{mr}$ approaches unity, such as case 4, the pressure response of the minimum Darcy case is similar to the initial Darcy case. The apparent conductivity for case 4 is always in the order of magnitude for infinite conductivity during the process of conductivity degradation. As a result, the effect of non-Darcy flow tends to disappear. When the value of $k_{mr}$ is relatively smaller, the non-Darcy effect becomes significant. Figure 9(b) shows the stabilized average flux distribution along fracture. As the value of $k_{mr}$ decreases with a strong non-Darcy effect, the apparent conductivity decreases, and more fluid comes from the half of fracture away from the wellbore. This is different from the phenomenon described in Figure 8(b), because the minimum conductivity is different, not a unified value.

As analyze from Figures 8 and 9, the dimensionless parameters of larger $F_{ND}$ and small $k_{mr}$ make the non-Darcy effect more significant. With the consideration of non-Darcy effect, the apparent fracture conductivity exhibits different conductivities in the Darcy flow condition when it actually has only one true value. Figure 10 further investigates the effect of penetration ratio in different conditions of initial conductivity. The value of $F_{ND}$ and $k_{mr}$ is still the same as that in Figure 10, and the transient pressure and its derivative show a similar trend. For smaller conductivity ($C_{FD} = 10\pi$) as shown in Figure 10(a), the pressure drop is always lower than the minimum Darcy case but higher than the initial Darcy case all the time in the condition of $h_{FD} = 0.1$. However, the non-Darcy case would overlap with the initial Darcy case in the late-time period in the condition of $h_{FD} = 1$. As a comparison, a higher conductivity is considered as shown in Figure 10(b). The pressure response of non-Darcy case deviates from the initial Darcy case, but would overlap with the initial case on the onset of ER flow regime in the condition of $h_{FD} = 0.1$. The pressure response of non-Darcy case might overlap with the initial case on advance in the condition of $h_{FD} = 1$.

In summary, the effect of non-Darcy flow has a more significant influence on the condition of smaller precipitation and lower initial conductivity. Alternatively, the effect of non-Darcy flow has a more significant influence on the condition of small penetration.
3.4. Application to Field Case. The case presents a pressure drawdown test in an oil well in the Tahe oil field of Xinjiang, China. The vertical well is hydraulically fractured, and the fracture is recognized as a partial penetrating vertical fracture according to the results of microseismic monitoring. The basic parameters used in this case are summarized in Table 1.

Figure 11 provides the pressure drawdown and its derivative data on log-log plot. According to the flow regime
identification in Section 3.2, it is shown from the derivative curve that a wellbore-storage effect is firstly recognized with a unity slope. As a result, the bilinear flow regime is masked by the wellbore-storage period. Then, the formation-linear flow regime appears, followed by a significant ER flow regime. The slope of ER flow is a negative value not zero, and the value of $t_D \times \frac{dp_w}{dt_D}$ is approximately 0.25. According to Eq. (28), the penetration ratio is about 1/4, so the fracture height is about 8.125 m height. Meanwhile, the negative slope for ER flow regime satisfies the characteristic of low and moderate conductivity of PPVF as presented in Figure 10(a). Eventually, the compound-linear flow and pseudoradial flow are found successively.

To match the entire drawdown data, the effects of wellbore storage capacity and fracture damage should be incorporated into our model. Because we use Laplace-domain solution, the solution accounting for these effects can be flexibly written as follows:

$$\tilde{p}_{\text{w}D} = \frac{sp_{\text{w}D} + s_d}{s + C_f D_D (sp_{\text{w}D} + s_d)}.$$  

![Figure 10: Effect of the penetration ratio on pressure response in the condition of (a) low and (b) high conductivity.](image)

**Table 1: Reservoir and fluid properties for the well.**

| Parameter          | Value  | Unit  |
|--------------------|--------|-------|
| Formation thickness, $h$ | 32.5   | m     |
| Volume factor, $B$       | 1.05   |       |
| Formation porosity, $\varphi$ | 19.8   |       |
| Fluid viscosity, $\mu$    | 2.0    | mPa·s |
| Wellbore radius, $r_w$    | 0.1    | m     |
| Total compressibility, $\varepsilon_t$ | $4.7 \times 10^{-4}$ | MPa⁻¹ |
| Production rate, $q_w$    | 10.0   | m³/d  |
Through constantly calculating the unknown variables, Figure 11(b) presents the measured and final simulated pressure drawdown data, and an excellent agreement exists between the measured and simulated pressure for drawdown test. This case uses the responses of several different flow regimes at the same flow rate, instead of the responses of single flow regimes at two different rates as presented by Guppy et al. [25]. Nevertheless, the non-Darcy flow responses can be still matched with the Darcy flow response for a lower conductivity because of the nonuniqueness problem. If non-Darcy effect is not considered denoted by dashed lines, the dimensionless conductivity (CfD) is calculated as 125.56. If non-Darcy effect is considered denoted by solid lines, the dimensionless initial conductivity (CfDi) is calculated as 204.29 with $k_{mr} = 0.187$, and $F_{ND} = 71.56$ all the time. The resulting matching parameters are given in Table 2. Considered that the production rate of this well is relatively high, the fracture might be subject to the effects of non-Darcy flow. The traditional analysis method would result in nearly 40% error in the estimation of conductivity. The type curves based on the Darcy model would yield an underestimated conductivity.

4. Conclusions

Based on this work, a semianalytical solution was proposed for the pressure drawdown analysis of a well with partially penetrating vertical fracture. From the results of the investigation, several important conclusions need to be emphasized as follows:

(1) PPVF exhibited five typical flow regimes, including bilinear flow, formation-linear flow, early-radial flow, compound-linear flow, and pseudoradial flow. The corresponding analytical solutions can be presented by correlating with the penetration ratio and apparent conductivity

(2) The effect of non-Darcy flow makes the fracture conductivity behave lower than its true value. When the value of $k_{mr}$ approaches unity or when the value of FND approaches zero, the effect of non-Darcy flow becomes weak, and the pressure transient responses approach the initial-Darcy case.
(3) The non-Darcy flow has a more significant influence in the condition of smaller fracture penetration and lower initial conductivity. When the penetration ratio is smaller than 0.5, the pressure behavior exhibit a more remarkable variation with penetration ratio.

(4) The type-curve matching of non-Darcy-flow responses with type curves without non-Darcy effect would yield lower estimate of true value of dimensionless fracture conductivity. As a result, fracture conductivity and fracture length would be underestimated.

Appendix
A. Dimensionless Definitions of Variables

For the sake of simplicity, dimensionless variables in the model are used. The dimensionless pressures and the dimensionless time are given:

\[ p_{\xi D} = \frac{2\pi k_m h (p_i - p_f)}{q_{ref} \mu}, \]  

(A.1)

where \( \xi = f, m, w. \)

\[ t_D = \frac{k_m t}{q_{ref} h L_{ref}}, \]  

(A.2)

The spatial variable in XY plane is defined with regard to \( L_{ref}, \) while spatial variable in z-direction is defined with regard to formation thickness \( h: \)

\[ \xi_D = \frac{\zeta}{L_{ref}}, \]  

(A.3)

where \( \zeta = x, y, L_f, x_f, x_{of}, y_{of}. \)

\[ \zeta_D = \frac{\zeta}{h}, \]  

(A.4)

where \( \zeta = z, z_f, z_{of}. \)

The dimensionless thickness and fracture penetration ratio are given by

\[ h_D = \frac{h}{L_{ref}} \sqrt{\frac{k_m}{k_{max}}} \]  

(A.5)

\[ q_{fD} = \frac{q_f}{h L_{ref}}, \]  

\[ q_{wD} = \frac{q_w}{q_{ref}}. \]  

(A.6)

The relationship satisfies as follows:

\[ \int_0^{h_{fD}} \int_0^{h_{wD}} q_{fD}'(x_D',z_D') \cos \theta_D d x_D' d z_D' = \int_0^{h_{fD}} q_{wD}'(z_D') d z_D' = q_{wD}. \]  

(A.7)

In this study, we define the reference length and the reference rate as

\[ L_{ref} = \frac{L_f}{2}, q_{ref} = q_w. \]  

(A.8)

B. Computational Consideration for Eq. (10)

Although the Laplace-transformed solutions have great advantage in calculating the convolution, they usually pose computational problem. Some alterative solutions must be developed to accelerate the speed of the computations and improved the accuracy. When \( y_D - y_{ofD} = \tan (\theta_j) \times (x_D - x_{ofD}), \) the integrals of Bessel functions appear in the terms of the infinite series, this is

\[ K_0(x) = \int_x^\infty K_0(x') dx'. \]  

(B.1)

The term could converge quickly in the infinite series. When \( x = 0, K_0 = \pi/2, \) There would be an infinite series containing constant term, which is

\[ \sum_{m=1}^\infty \int_{z_{ofD}}^{z_{ofD} + h_{jD}} \cos (m \pi z_D) \cos (m \pi x_D) \frac{dz}{\sqrt{s + m^2 \pi^2/h_{jD}^2}} da. \]  

(B.2)

The convergence of the series in Eq. (B.2) is slow. From a computational viewpoint, a more tractable formulation might be developed if we recast Eq. (B.2). In other words, it is important to ensure the convergent and vanishing components of the infinite series. Equation (B.2) should be recast as the following expression:

\[ \text{Eq. (B2)} = \frac{h_{jD}}{2\pi} \left\{ \sum_{k=1}^4 \int_{z_{ofD}}^{z_{ofD} + h_{jD}} K_0(\sqrt{s} \epsilon_k) dz \right\} - \frac{h_{jD}}{2\sqrt{s}}. \]  

(B.3)
Here, the terms of $\varepsilon_k$ and $\varepsilon_{k,m}$ are given, respectively

$$
\varepsilon_1 = |z_D - \alpha|h_D,
\varepsilon_2 = |z_D + \alpha|h_D,
\varepsilon_{1,m} = |z_D - \alpha - 2m|h_D,
\varepsilon_{2,m} = |z_D + \alpha - 2m|h_D,
\varepsilon_{3,m} = |z_D - \alpha + 2m|h_D,
\varepsilon_{4,m} = |z_D + \alpha + 2m|h_D.
$$

The series on the right side of Eq. (B.3) could converge rapidly since $K_0(x)$ approaches zero rapidly as $x$ becomes large.

Equation (B.3) would be further recast into the following form:

$$
\lim_{s \to \infty} \int_{z_D}^{z_D + h_{D,2m}} \frac{\cos (n\pi z_D) \cos (n\pi \alpha)}{\sqrt{s + n^2\pi^2 h_D^2}} \, da = -\frac{h_{D,2m}}{4n} \int_{z_D}^{z_D + h_{D,2m}} \ln \left[ 2 - 2 \cos (n\pi z_D \pm n\alpha) \right] \, da,
$$

which is the well-known Lobachevsky function. The reformulation of Eq. (B.2) noted in Eq. (B.3) to Eq. (B.5) is the important step of efficient algorithm.

**Nomenclature**

**Field Variables**

$c_f$: Compressibility, Pa$^{-1}$

$C$: Wellbore storage, m$^3$/Pa

$C_{fD}$: Dimensionless conductivity

$C_{fD,0}$: Initial dimensionless conductivity in the Darcy condition

$C_{fD,app}$: Apparent dimensionless conductivity in the non-Darcy condition

$F\_N$: Reynolds number, dimensionless

$G()$: Integral of stepwise function

$H()$: Stepwise function

$h$: Formation thickness, m

$K_0()$: Zero-modified Bessel function of the second type

$k$: Permeability, m$^2$

$k_{fB}$: Dimensionless relative minimum permeability

$L$: Length, m

$N_f$: Number of fracture, dimensionless

$N_i$: Number of fracture segment, dimensionless

$p$: Pressure, Pa

$p_{w,2m}$: Wellbore pressure considering wellbore storage and skin, Pa

$p_w$: Wellbore pressure, Pa

$p_u$: Pressure drop under unit-rate condition, Pa

$q$: Flux density along fracture in reservoir system, m$^3$/s

$q_{fl}$: Flux density along fracture in fracture system, m$^3$/s

$q_{w,fl}$: Production rate of fracture, m$^3$/s

$q_{L,fl}$: Cross-section rate within fracture, m$^3$/s

$s$: Laplace variable, dimensionless

$S_d$: Skin factor, dimensionless

$t$: Time, s

$v$: Velocity, m/s

$w_f$: Fracture width, m

$x$: $x$-direction coordinate of reservoir system, m

$x_f$: $x$-direction coordinate of fracture system, m

$y$: $y$-direction coordinate of reservoir system, m

$z$: $z$-direction coordinate of reservoir system, m

$z_f$: $z$-direction coordinate of fracture system, m

$\alpha$: The Biot coefficient, dimensionless

$\beta$: Non-Darcy flow coefficient, Pa$^{-3}$/g

$\kappa$: Number of iterative, dimensionless

$\rho$: Fluid density, g/m$^3$

$q$: Porosity, dimensionless

$\xi$: Transformed dimension, m

$\tau$: Characteristic length, m

$\mu$: Viscosity, Pa-s

$\Gamma()$: Gamma function.

**Subscripts**

app: Apparent

$D$: Dimensionless

$f$: Fracture

$FD$: Fracture and Darcy

$m$: Matrix

$w$: Well

refs: Reference

$i$: Initial

of: Endpoint

m,n: Count number of fracture panel

i,j: Count number of fracture segment.

**Data Availability**

No available data is provided.

**Conflicts of Interest**

The authors declare that they have no conflicts of interest.

**Acknowledgments**

This study was supported by the Guangdong Soft Science Research Program (No. 2018B030323028).

**References**

[1] M. K. Hubbert and D. G. Willis, "Mechanics of hydraulic fracturing," in Petroleum Transactions, AIME, vol. 210, pp. 153–168, Society of Petroleum Engineers, Richardson, Texas, 1957.

[2] A. G. Gringarten and H. J. Ramey, "The use of source and Green’s functions in solving unsteady-flow problems in reservoirs," Society of Petroleum Engineers Journal, vol. 13, no. 5, pp. 285–296, 2013.

[3] H. Cinco-Ley, V. F. Samaniego, and A. N. Domínguez, "Transient pressure behavior for a well with a finite-conductivity vertical fracture," Society of Petroleum Engineers Journal, vol. 18, no. 4, pp. 253–264, 2013.
[4] C. C. Chen and R. Rajagopal, "A multiply-fractured horizontal well in a rectangular drainage region," *SPE Journal*, vol. 2, no. 4, pp. 455–465, 1997.

[5] J. Wang, A. Jia, Y. Wei, W. Luo, and H. Yuan, "Semi-analytical simulation of transient flow behavior for complex fracture network with stress-sensitive conductivity," *Journal of Petroleum Science and Engineering*, vol. 171, pp. 1191–1210, 2018.

[6] A. G. Gringarten and H. J. Ramey, "Unsteady-state pressure distributions created by a well with a single horizontal fracture, Partial Penetration, or Restricted Entry," *Society of Petroleum Engineers Journal*, vol. 14, no. 4, pp. 413–426, 2013.

[7] P. Valko and M. J. Economides, "Transient behavior of finite conductivity horizontal fractures," *SPE Journal*, vol. 2, no. 2, pp. 213–222, 2013.

[8] H. Chu, X. Liao, Z. Chen, X. Zhao, W. Liu, and P. Dong, "Transient pressure analysis of a horizontal well with multiple, arbitrarily shaped horizontal fractures," *Journal of Petroleum Science and Engineering*, vol. 180, pp. 631–642, 2019.

[9] H. Cinco-Ley, H. J. Ramey, and F. G. Miller, "Unsteady-state pressure distribution created by a well with an inclined fracture," in *Fall meeting of the Society of Petroleum Engineers of AIME*, Dallas, Texas, 1975.

[10] A. V. Dinh and D. Tiab, "Pressure-transient analysis of a well with an inclined hydraulic fracture," *SPE Reservoir Evaluation & Engineering*, vol. 13, no. 6, pp. 845–860, 2010.

[11] S. J. H. Al-Rbeawi and D. Tiab, "Effect of penetrating ratio on pressure behavior of horizontal Wells with multiple-inclined hydraulic fractures," in *SPE Western Regional Meeting*, Bakersfield, California, USA, 2012.

[12] S. J. H. Al-Rbeawi and D. Tiab, "Partially penetrating hydraulic fractures: pressure responses and flow dynamics," in *SPE Production and Operations Symposium*, Oklahoma City, Oklahoma, USA, 2013.

[13] P. Jia, L. Cheng, S. Huang, and H. Liu, "Pressure-transient analysis of a finite-conductivity inclined fracture connected to a slanted wellbore," *SPE Journal*, vol. 21, no. 2, pp. 522–537, 2016.

[14] M. K. Fisher and N. R. Warpinski, "Hydraulic-fracture-height growth: real data," *SPE Production & Operations*, vol. 27, no. 1, pp. 8–19, 2013.

[15] C. L. Cipolla and S. J. Lee, "The effect of excess propped fracture height on well productivity," in *SPE Production Operations Symposium*, Oklahoma City, Oklahoma, 1987.

[16] B. O. Ogunsanya, T. P. Oetama, J. F. Lea, L. R. Heinze, and P. S. Adisomarta, "A robust type curve solution for analyzing pressure-transient behaviors of both vertical and horizontal fracture systems," in *Nigeria Annual International Conference and Exhibition*, Abuja, Nigeria, 2006.

[17] R. Raghavan, A. Urbaet, and G. W. Thomas, "Vertical fracture height: effect on transient flow behavior," *SPE Journal*, vol. 18, no. 4, pp. 265–277, 2013.

[18] F. Rodriguez, R. N. Horne, and H. Cinco-Ley, "Partially penetrating vertical fractures: pressure transient behavior of an infinite-conductivity fracture," in *Paper SPE 12743 presented at the California Regional Meeting*, Long Beach, CA, 1984.

[19] F. Rodriguez, R. N. Horne, and H. Cinco-Ley, "Partially penetrating vertical fractures: pressure transient behavior of a finite-conductivity fracture," in *SPE Annual Technical Conference and Exhibition*, Houston, Texas, 1984.

[20] A. O. Igbokoyi and D. Tiab, "Pressure transient analysis in partially penetrating infinite conductivity hydraulic fractures in naturally fractured reservoirs," in *SPE-116733-MS Presented at the 2008 SPE Annual Technical Conference and Exhibition*, Denver, Colorado, USA, 2008.

[21] R. A. Wattenbarger and H. J. Ramey, "Well test interpretation of vertical fractured gas wells," *Journal of Petroleum Technology*, vol. 21, no. 5, pp. 625–632, 2013.

[22] S. A. Holditch and R. A. Morse, "The effect of non-Darcy flow on the behavior of hydraulically fractured gas wells," *Journal of Petroleum Technology*, vol. 28, no. 10, pp. 1169–1178, 2013.

[23] M. B. Smith, A. Bale, L. K. Britt et al., "An investigation of non-Darcy flow effects on hydraulic fractured oil and gas well performance," in *Paper SPE 90864 Presented at the 2004 Annual Technical Conference and Exhibition*, Houston, Texas, 2004.

[24] S. Ummuayponiwat, E. Ozkan, C. M. M. Pearson, and M. Vincent, "Effect of non-Darcy flow on the interpretation of transient pressure responses of hydraulically fractured wells," in *SPE Annual Technical Conference and Exhibition*, Dallas, Texas, 2000.

[25] K. H. Guppy, H. Cinco-Ley, H. J. Ramey, and F. Samaniego-V, "Non-Darcy flow in wells with finite-conductivity vertical fractures," *Society of Petroleum Engineers Journal*, vol. 22, no. 5, pp. 681–698, 2013.

[26] K. H. Guppy, H. Cinco-Ley, and H. J. Ramey, "Pressure buildup analysis of fractured wells producing at high flow rates," *Journal of Petroleum Technology*, vol. 34, no. 11, pp. 2656–2666, 2013.

[27] F. Zeng and G. Zhao, "Semianalytical model for reservoirs with Forchheimer non-Darcy flow," *SPE Reservoir Evaluation & Engineering*, vol. 11, no. 2, pp. 280–291, 2013.

[28] P. P. Valko and S. Amini, "The method of distributed volumetric sources for calculating the transient and pseudosteady-state productivity of complex well-fracture configurations," in *SPE Hydraulic Fracturing Technology Conference*, College Station, Texas, USA, 2007.

[29] J. L. Miskimins, H. D. Lopez-Hernandez, and R. D. Barree, "Non-Darcy low in hydraulic fractures: does it really matter?", in *Paper SPE 96389 Presented at the 2005 SPE Annual Technical Conference and Exhibition*, Dallas, Texas, USA, 2005.

[30] H. Huang and J. A. Ayoub, "Applicability of the Forchheimer equation for non-Darcy flow in porous media," *SPE Journal*, vol. 13, no. 1, pp. 112–122, 2013.

[31] F. Zhang and D. T. Yang, "Determination of fracture conductivity in tight formations with non-Darcy flow behavior," *SPE Journal*, vol. 19, no. 1, pp. 34–44, 2014.

[32] L. Jiang, T. Liu, and D. Yang, "A semianalytical model for predicting transient pressure behavior of a hydraulically fractured horizontal well in a naturally fractured reservoir with non-Darcy flow and stress-sensitive permeability effects," *SPE Journal*, vol. 24, no. 3, pp. 1322–1341, 2019.

[33] F. Zhang and D. T. Yang, "Effects of non-Darcy flow and penetrating ratio on performance of horizontal wells with multiple fractures," in *SPE Unconventional Resources Conference Canada*, Calgary, Alberta, Canada, 2013.

[34] R. D. Barree and M. W. Conway, "Beyond beta factors: a complete model for Darcy, Forchheimer, and trans-Forchheimer flow in porous media," in *SPE Annual Technical Conference and Exhibition*, Houston, Texas, 2004.

[35] M. T. Balhoff and M. F. Wheeler, "A predictive pore-scale model for non-Darcy flow in porous media," *SPE Journal*, vol. 14, no. 4, pp. 579–587, 2013.

[36] N. Al-Kobaisi, E. Ozkan, and H. Kazemi, "A hybrid numerical/analytical model of a finite-conductivity vertical fracture
intercepted by a horizontal well,” *SPE Reservoir Evaluation & Engineering*, vol. 9, no. 4, pp. 345–355, 2013.

[37] E. Stalgorova and L. Mattar, “Practical analytical model to simulate production of horizontal wells with branch fractures,” in *SPE Canadian Unconventional Resources Conference*, 2012, Alberta, Canada.

[38] E. Ozkan and R. Raghavan, “Some new solutions to solve problems in well test analysis: part 2 - computational considerations and applications,” *SPE Journal*, vol. 6, no. 3, pp. 369–378, 1991.

[39] W. Luo and C. Tang, “A semianalytical solution of a vertical fractured well with varying conductivity under non-Darcy-flow condition,” *SPE Journal*, vol. 20, no. 5, pp. 1028–1040, 2015.

[40] H. Cinco-Ley and V. F. Samaniego, “Transient pressure analysis for fractured wells,” *Journal of Petroleum Technology*, vol. 33, no. 9, pp. 1749–1766, 2013.

[41] J. A. Gil, E. Ozkan, and R. Raghavan, “Fractured-well-test design and analysis in the presence of non-Darcy flow,” *SPE Reservoir Evaluation & Engineering*, vol. 6, no. 3, pp. 185–196, 2013.