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Abstract—In this new era of social media, social networks are becoming increasingly important sources of user-generated content on the internet. These kinds of information resources, which include a lot of people’s feelings, opinions, feedback, and reviews, are very useful for big businesses, markets, politics, journalism, and many other fields. Politics is one of the most talked-about and popular topics on social media networks right now. Many politicians use micro-blogging services like Twitter because they have a large number of followers and supporters on those networks. Politicians, political parties, political organizations, and foundations use social media networks to communicate with citizens ahead of time. Today, social media is used by hundreds of thousands of political groups and politicians. On these social media networks, every politician and political party has millions of followers, and politicians find new and innovative ways to urge individuals to participate in politics. Furthermore, social media assists politicians in various decision-making processes by providing recommendations, such as developing policies and strategies based on previous experiences, recommending and selecting suitable candidates for a particular constituency, recommending a suitable person for a particular position in the party, and launching a political campaign based on citizen sentiments on various issues and controversies, among other things. This research is a review on the use of social network analysis (SNA) and semantic analysis (SA) on the Twitter platform to study the supporters’ networks of political leaders because it can help in decision-making when predicting their political futures.

Index Terms—politician, running mate, supporter, social network analysis, semantic analysis.

I. INTRODUCTION

Social media platforms are now a part of everyday life [1]. They let people from all over the world talk to each other in large groups about anything, even important social and political issues. So, social media has become a good source of data-rich information that can be used to learn about people’s political opinions and interests [2]. Twitter, a medium for political and social discussion, can be analyzed to get political insights from people [1]. These insights are useful in making informed decisions. They help predict how a certain running mate will affect the chances of a political aspirant [3].

Social network and semantic analysis are vital tools when it comes to the use of social media to make predictions [4]. Structures of interactions between individuals (or other social entities, such as organizations) and inter dependencies in behavior or attitudes connected to configurations of social relations are studied using social network analysis. A social network is a social structure made up of a group of social actors (such as people or organizations), a set of dyadic links, and other social interactions between them. It brings individuals together to converse, share ideas and interests, and meet new people. Social media is the term for this form of collaboration and sharing [5]. The social network approach offers a collection of tools for examining the structure of entire social entities, as well as a number of hypotheses to explain the patterns that emerge. Social network analysis is used to detect local and global trends, locate influential entities, and investigate network dynamics in the study of these systems.

Semantic networks are a type of data representation that incorporates linguistic information to express the relationship or dependency between concepts or objects. Semantic networks aid in the extraction of meanings given to a political leader by followers based on the text they use in social media posts and could help political leaders transform their strategies [6]. Semantic networks, rather than connecting individuals to people, connect words to words based on their co-occurrence [7]. Words that come in the same sentence as a politician’s name may highlight areas of concern that require public relations assistance [5].

Semantic networks differ from social network analysis in that nodes are semantic concepts (e.g., names, places, organizations, policies, values) rather than social actors (e.g., citizens, nongovernmental organizations [NGOs], political parties); and ties are not social interactions (e.g., friendships) but associations between concepts (e.g., co-occurrence).
Semantic networks, on the other hand, can be studied using network analysis methodologies to gain quantitative and qualitative insights [5]. Quantitative measurements can aid qualitative semantic structure research and exploration [7]. This research is therefore guided by the following objectives: 1. What different techniques have been used in SNA and SA in relation to politics? 2. Which are the best-performing techniques in the analysis of SNA and SA? 3. How can we apply the best techniques in SNA and SA to determine the political influence on the choice of a running mate?

The rest of the work is arranged as follows: in Section 2, an overview of the current state-of-the-art in social network analysis and semantic analysis is presented; and in Section 3, we provide the methodology for the best technique that can be used in social network analysis and sentiment analysis before making our conclusion in Section 4.

II. STATE-OF-THE-ART APPROACHES FOR SOCIAL NETWORK ANALYSIS AND SENTIMENT ANALYSIS

In this section, we review various approaches that have been used in social network analysis and sentiment analysis. Most researchers have analyzed social media in different application areas [9]. For instance, [10] analyzed Twitter to predict 2020 Oscar winner using several machine learning techniques, [11] created a supervised learning algorithm to examine the political sentiments of India’s national political parties with respect to the 2019 elections and [12] mined opinions on the web among others as discussed below.

A study done by [13] employed Naïve Bayes classifier to analyze opinions and categorize positive and negative comments on Facebook regarding agritech startups of Thailand to examine the sentiments and attitudes of people and investors. The researcher eliminated slang or unstructured words to reduce errors in the results and achieved an accuracy of 79. In the prediction of sentiments on comments made on Twitter, [14] manually tagged twitter comments as positive, neutral, and negative. Using Naïve Bayes to classify unknown comments, they achieved an accuracy score of 86.43 which was higher compared with decision tree and random forest algorithms. However, [15] classified Facebook textual posts of bigger size into negative, positive, neutral, spam, and dual classes ensuring that every post can be easily classified into its respective class. In doing so, an accuracy score of 91.2 was obtained. Research conducted using multinomial Naïve bayes to detect cyberstalking on social media, achieved an accuracy of 95.8 [16]. The researcher represented all tweets with bag-of-words treating each word as an independent feature before tagging. This variant of Naïve bayes proved to produce good results with proper feature extraction, hence the high accuracy. There is long-term semantic popularity of a post as compared to the social users’ popularity (likes count of a post). Using Gaussian Naïve Bayes, [17] achieved an average accuracy score of 90. This implies that appropriate feature extraction and more label classes can be used to accurately predict new instances of sentiments.

Graph theories can be used in the analysis of content posted on social networks [18]. How users are connected to the content posted on social media can be easily modeled. To achieve higher predictions on the links between users and content posted on social networks, graph-related metrics such as betweenness, centrality, and clustering algorithms [19] can be used to easily group social networks into groups based on their links and relationships. For instance, [20] used the K-means clustering algorithm to analyze the sentiment polarity on threatening trends in Colombia. Furthermore, [21] use other algorithms like Fruchterman Reingold [22], Harel-Korean, and Caluset-Newman-Moore to measure betweenness, closeness centralities to measure how politicians are engaged with citizens in developing countries using Twitter and in the automatic prediction of political views. [23] used constructed graph algorithms to forecast Russian elections in 2018.

Supervised machine learning algorithms can be used to model political social network popularity. [3] in trying to predict the strongest and most influential supporters network of three famous Pakistan political leaders, they used Botometer to detect and remove fake supporters from the network before analyzing the retweet network and the reply network using SVM which achieved an accuracy of 79.89. [24] tried to predict the spread of propaganda in social media, they collected lots of textual data from different online sources, annotated it, and performed feature engineering of the data. Applying the output after feature engineering to Support Vector Machine (SVM) algorithm, an accuracy of 81 was attained. Comparing this result with [25] work who attained 88 accuracy after widening their network by combining the output of sentiment analysis of tweets and retweet count network and applying these results
to the SVM algorithm.

In detecting and identifying hate speech on social media comments, [26] considered social media sites such as Twitter, Facebook and Myspace. Collected corpus was pre-processed through stemming and normalization before applying the cleaned dataset on Random Forest classifier which achieved an accuracy of 72.22. In detecting depression and applying the same algorithm, [27] achieved an accuracy of 74 without feature selection despite having more features like tweets, hashtags, retweets and user information which were more than [26]. To analyze sentiments on Indonesia language, [28] used Random forest classifier and explored bag of words using short term weighting methods for words’ selection after which an accuracy of 82.9 was attained. [29] applied supervised ensemble random forest approach to detect cyber-bullying of children. In this case, the researcher used tweets and Facebook posts which were later labelled and preprocessed before being applied to the said approach, which attained 83 accuracy and 88 when carried out with larger dataset by [30]. Comparing these results with [31], who integrated unigram and random forest to identify critical indicators of the rise and decline of stock market attained accuracy of 98.34.

There were two types of methods that can be used to analyze social networks: content analysis methods and methods based on the analysis of graph structure topologies. Machine learning are used for content analysis while graph algorithms for topology analysis [18]. Though there are several machine learning techniques, SVM and Nave Bayes models are most frequently utilized. When applied to well-formed text corpora, naive Bayes is effective [32], whereas support vector machines perform well on datasets with irregular shapes. However, machine learning methods struggle on social media platforms where users post in random lengths, slang or unstructured words, and with lots of spelling mistakes, and it takes a sizable training sample to modify the method because the size and caliber of the output are affected by the dataset size [33]. Additionally, using machine learning for analysis requires a lot of time, sometimes hours in complex models, especially if training is necessary [34]. A smaller training dataset speeds up the process, but the classification accuracy suffers [35].

III. CONCLUSION AND FUTURE WORK

This paper reviewed social network analysis and semantic analysis and associated state-of-the-art techniques. The primary objective of this work is to review various techniques uses in SNA and SA and determine their performance in relation to politics. This work noted that supervised machine learning method such as support vector machine (SVM) and Naïve Bayes are widely used in sentiment analysis. This is due to their simplicity and accuracy [37]. Classification using Naïve Bayes increases the accuracy score when applied to well-formed textual data [32]. This work has also observed that applying more than one technique optimizes the performance without compromising the accuracy [38]. Despite remarkable accuracy score in use of the various techniques, there are grey areas in relation to political influence that future researchers may look at. Such areas are to have an overview of necessary procedures such as data collection, data cleaning and feature selection used in various techniques, expanding the scope of data collected to include images, mentions, hashtags, and to come up with ways of dealing with sarcasm, negated sentences, misspelt words, and slang or unstructured words [12].
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