We present in this paper a discrete analogue of the continuous generalized inverted exponential distribution denoted by discrete generalized inverted exponential (DGIE) distribution. Since, it is cumbersome or difficult to measure a large number of observations in reality on a continuous scale in the area of reliability analysis. Yet, there are a number of discrete distributions in the literature; however, these distributions have certain difficulties in properly fitting a large amount of data in a variety of fields. The presented DGIE($\beta, \theta$) has shown the efficiency in fitting data better than some existing distribution. In this study, some basic distributional properties, moments, probability function, reliability indices, characteristic function, and the order statistics of the new DGIE are discussed. Estimation of the parameters is illustrated using the moment’s method as well as the maximum likelihood method. Simulations are used to show the performance of the estimated parameters. The model with two real data sets is also examined. In addition, the developed DGIE is applied as color image segmentation which aims to cluster the pixels into their groups. To evaluate the performance of DGIE, a set of six color images is used, as well as it is compared with other image segmentation methods including Gaussian mixture model, K-means, and Fuzzy subspace clustering. The DGIE provides higher performance than other competitive methods.

1. Introduction

In the field of reliability analysis, it is inconvenient or difficult to measure a lot of observations in nature on a continuous scale. For example, in many practical situations [1–9], reliability data are measured in terms of the number of cases, runs, or the number of days left for patients with the deadly disease since therapy. For more examples in reliability and lifetime applications, see Meeker and Escobar [10]. There are ways to build up a discrete distribution that has been recognized [11].

Indeed, this technique has been widely applied to generate new discrete distributions for example [12–18] and references cited therein. Abuammoh and Alshingiti [19] introduced a shape parameter to the inverted exponential distribution to get the generalized inverted exponential (GIE) distribution. The GIE distribution is derived from the exponentiated Frechet distribution [20]. The hazard rate of the GIE distribution can be decreasing or increasing, based on its shape parameter. The GIE has effectiveness in modeling a lot of data and can be applied in several applications, such as horse racing, life testing, queues, and wind speeds [20]. Abuammoh and Alshingiti [19] show that the GIE distribution provides a better fit than Weibull, gamma, generalized exponential distribution, and gamma distribution. The GIE can be widely used in many fields, see for example, [21, 22]. However, there exist a number of discrete distributions in the literature; there are some limitations in these distributions in fitting a lot of data in many areas effectively, such as geometric, discrete Lindely, and discrete logistic distributions. There is still a need to develop new discretized distributions that are able to have
applications such as image segmentation. This motivated us to present a new distribution.

The presented distribution discrete generalized inverted exponential (DGIE) is constructed from a generalized inverted exponential distribution. Parameters are estimated using two methods, namely moments and maximum likelihood. The consistency of the estimated parameters is illustrated using simulation. Based on two data sets the proposed distribution is more convenient to analyze the given data more than competitive distributions. The proposed distribution is applied in color segmentation which helps in clustering the pixels into their groups. The DGIE provides higher performance than other competitive methods.

The main contribution of the current study can be summarized as follows:

1. Present a new distribution discrete generalized inverted exponential (DGIE) to avoid the limitations of other distributions
2. Compute the basic distributional properties, moments, probability function, reliability indices, characteristic function, and the order statistics of DGIE
3. Evaluate the applicability of DGIE by using it to improve the color segmentation

The paper is organized as follows: in Section 2, we introduce the DGIE(\(\beta, \theta\)) distribution and mention statistical properties, as failure function, survival function. In addition, we list some additional properties of the proposed distribution such as moment generating function, moments, quantile, entropy, stress-strength, mean residual lifetime, and order statistics. We analyse the DGIE(\(\beta, \theta\)) using two real data set in Section 3. Finally, the conclusion is mentioned in Section 4.

2. Materials and Methods

2.1. Discrete Generalized Inverted Exponential Distribution

Definition 1. A random variable \(X\) is said to have a discrete generalized inverted exponential distribution with parameter \(\beta (\beta > 0)\) and \(\theta (0 < \theta < 1)\), if its probability mass function (PMF) has the form:

\[
P(X = x) = \left(1 - \theta^{1/(x + 1)}\right)^\beta - \left(1 - \theta^{1/(x + 2)}\right)^\beta, \quad x \in \mathbb{N}_0, \beta > 0, \theta < 1.
\]

We denote this distribution as DGIE(\(\beta, \theta\)). Figure 1 illustrates several examples of the probability mass function of DGIE(\(\beta, \theta\)) distribution for various values of \(\beta\) and \(\theta\).

2.1.1. Cumulative Distribution Function. The cumulative distribution function CDF of DGIE(\(\beta, \theta\)) is given by

\[
F(x, \alpha, \beta, \theta) = 1 - S(x, \alpha, \beta, \theta) = P = 1 - \left(1 - \theta^{1/(x + 1)}\right)^\beta,
\]

where \(\alpha (\beta > 0)\) and \(\theta = e^{-\lambda}, 0 < \theta < 1\). Monotonic property simply, we find out

\[
f_X(x + 1; \beta, \theta) - f_X(x; \beta, \theta) = \frac{\left(1 - \theta^{1/(x + 1)}\right)^\beta - \left(1 - \theta^{1/(x + 2)}\right)^\beta}{\left(1 - \theta^{1/(x + 2)}\right)^\beta - \left(1 - \theta^{1/(x + 3)}\right)^\beta}, \quad x \in \mathbb{N}_0, \beta > 0, \theta < 1.
\]

| \(x\) |
|-------|
| \(\ln(1 - p)\) |
| \(\ln(1 - (1/2)^{1/\beta})\) |

\[
\text{Med}(X) = \frac{\ln \theta}{\ln(1 - (1/2)^{1/\beta})} - 1.
\]

Survival function: The survival function of DGIE(\(\beta, \theta\)) distribution is defined as

\[
S(x, \beta, \theta) = P(X \geq x) = \left(1 - \theta^{1/x}\right)^\beta, \quad x \in \mathbb{N}_0.
\]

Hazard rate, \(r(x)\) is put as

\[
h(x, \beta, \theta) = \frac{p(x)}{s(x)} = \frac{\left(1 - \theta^{1/x}\right)^\beta - \left(1 - \theta^{1/(x + 1)}\right)^\beta}{\left(1 - \theta^{1/(x + 1)}\right)^\beta}, \quad x \in \mathbb{N}_0.
\]

Figure 2 shows the HRF plots of DGIE(\(\beta, \theta\)) distribution for various values of \(\beta\) and \(\theta\). The reversed hazard rate function (RHRF) of the DGIE(\(\beta, \theta\)) distribution is put in the form
Figure 1: PMF of the DGIE ($\beta, \theta$).

Figure 2: HRF of the DGIE ($\beta, \theta$).
\[ r(x, \beta, \theta) = \frac{(1 - \theta^{1/(x+1)})^\beta - (1 - \theta^{1/(x+1)})^\beta}{1 - (1 - \theta^{1/(x+1)})^\beta}; x \in \mathbb{N}_0. \] (8)

Figure 3 indicate the RHRF plots of DGIE(\( \beta, \theta \)) distribution for various values of \( \beta \) and \( \theta \).

2.2. Statistical Properties. The \( r \)th moment \( \mu'_r \) of a discrete exponentiated exponential distribution DGIE(\( \beta, \theta \)) about the origin is obtained as follows:

\[ \mu'_r = \sum_{x=0}^{\infty} x^r \left( (1 - \theta^{1/(x+1)})^\beta - (1 - \theta^{1/(x+1)})^\beta \right). \] (9)

\[ \mu'_r = E[X^r] = \sum_{x=0}^{\infty} x^r P(X = x). \]

The moment generating function (MGF) \( M_X(t) \) of DGIE(\( \beta, \theta \)) distribution is computed as follows:

\[ M_X(t) = E[e^{tx}] = \sum_{x=0}^{\infty} e^{tx} P(X = x) = \sum_{x=0}^{\infty} e^{tx} \left( (1 - \theta^{1/(x+1)})^\beta - (1 - \theta^{1/(x+1)})^\beta \right). \] (10)

The mean \( \mu \) of DGIE(\( \beta, \theta \)) distribution is derived as

\[ \mu_1 = \mu = E[X] = \sum_{x=0}^{\infty} x \left( (1 - \theta^{1/(x+1)})^\beta - (1 - \theta^{1/(x+1)})^\beta \right). \] (11)

The second moment is obtained as

\[ \mu_2 = \mu = E[X^2] = \sum_{x=0}^{\infty} x^2 \left( (1 - \theta^{1/(x+1)})^\beta - (1 - \theta^{1/(x+1)})^\beta \right). \] (12)

Hence, the variance \( \sigma^2 \) could be derived as

\[ \text{var}(X) = \sum_{x=0}^{\infty} x^2 \left( (1 - \theta^{1/(x+1)})^\beta - (1 - \theta^{1/(x+1)})^\beta \right) - \left( \sum_{x=0}^{\infty} x \left( (1 - \theta^{1/(x+1)})^\beta - (1 - \theta^{1/(x+1)})^\beta \right) \right)^2. \] (13)

The measure of skewness \( \alpha_3 \) of DGIE(\( \beta, \theta \)) distribution is obtained as follows:

\[ \alpha_3 = \frac{\mu_3 - 2 \mu \mu_2 + \mu^3}{\sigma^3} = \frac{1}{\sigma^3} \left\{ \sum_{x=0}^{\infty} x^3 \left( (1 - \theta^{1/(x+1)})^\beta - (1 - \theta^{1/(x+1)})^\beta \right) \right\} - 2 \mu \sum_{x=0}^{\infty} x^2 \left( (1 - \theta^{1/(x+1)})^\beta - (1 - \theta^{1/(x+1)})^\beta \right) + \frac{\mu^3}{\sigma^3}. \] (15)

The measure of kurtosis \( \alpha_4 \) of DGIE(\( \beta, \theta \)) distribution is obtained as follows:

\[ \alpha_4 = \frac{\mu_4 - 4 \mu \mu_3 + 6 \mu^2 \sigma^2 - 3 \mu^4}{\sigma^4} = \frac{1}{\sigma^4} \left\{ \sum_{x=0}^{\infty} x^4 \left( (1 - \theta^{1/(x+1)})^\beta - (1 - \theta^{1/(x+1)})^\beta \right) \right\} - 4 \mu \sum_{x=0}^{\infty} x^3 \left( (1 - \theta^{1/(x+1)})^\beta - (1 - \theta^{1/(x+1)})^\beta \right) \]

\[ + 6 \mu^2 \sum_{x=0}^{\infty} x^2 \left( (1 - \theta^{1/(x+1)})^\beta - (1 - \theta^{1/(x+1)})^\beta \right) - 3 \mu^4. \] (16)
The probability generating function (PGF), $G(t)$, of DGIE$(\beta, \theta)$ distribution is obtained as follows:

$$G(t) = E[t^X] = \sum_{x=0}^{\infty} t^x P(X = x)$$

$$= \sum_{x=0}^{\infty} t^x \left[ (1 - \theta^{1/x})^\beta - (1 - \theta^{1/(x+1)})^\beta \right].$$

(17)

For simplicity, we compute the PGF numerically where the $r$th factorial moment is computed as

$$\mu[r] = G^{(r)}(1) = \frac{\alpha}{\alpha - 1} \sum_{x=0}^{\infty} x(x-1) \cdots (x-r+1) \left[ (1 - \theta^{1/x})^\beta - (1 - \theta^{1/(x+1)})^\beta \right].$$

(18)

The variance, the variance ($\sigma^2$) of DGIE$(\beta, \theta)$ distribution is given by the following:

$$\text{var}(X) = \sigma^2 = G''(1) + G'(1) - \left( G'(1) \right)^2$$

$$= \frac{\alpha}{\alpha - 1} \sum_{x=0}^{\infty} x^2 \left[ (1 - \theta^{1/x})^\beta - (1 - \theta^{1/(x+1)})^\beta \right] - \left( \frac{\alpha}{\alpha - 1} \sum_{x=0}^{\infty} x \left[ (1 - \theta^{1/x})^\beta - (1 - \theta^{1/(x+1)})^\beta \right] \right)^2.$$  

(19)
Characteristic function: the characteristic function (CF), $\phi_X(w)$ of DGIE($\beta, \theta$) distribution is of the form:

$$\phi_X(w) = E[e^{iwx}] = \sum_{x=0}^{\infty} e^{iwx} P(X = x) = \frac{\alpha}{\alpha - 1} \sum_{x=0}^{\infty} e^{iwx} \left[ \left(1 - \theta^{1/\beta}\right)^{\delta} - \left(1 - \theta^{1/\beta(x+1)}\right)^{\delta} \right].$$ (20)

Because moments do not have closed forms, the mean and variance can only be calculated numerically. We estimated mean and variance for various values of $\beta$ and $\theta$ in Tables 1 and 2, respectively.

2.3. Order Statistics. Order statistics has a deep reflection on theoretical and practical aspects of statistics. This importance is shown in statistical inference and nonparametric statistics. Let $X_1, X_2, \ldots, X_n$ be a random sample from a DGIE($\beta, \theta$) distribution, and let $X_{1:n}, X_{2:n}, \ldots, X_{n:n}$ be the order statistics. Then, the CDF of the $i^{th}$ order statistics for $x$ can be represented in the form:

$$F_{i:n}(x, \alpha, \theta) = \sum_{k=1}^{n} \left(\begin{array}{c} n \\ k \end{array}\right) [F_i(x, \beta, \theta)]^k [F_i(x, \beta, \theta)]_{\alpha}$$

$$= \sum_{k=m}^{n} \sum_{m=0}^{\beta k} (-1)^m \left(\begin{array}{c} n \\ k \end{array}\right) \left(\begin{array}{c} \beta k \\ m \end{array}\right) \theta^{\beta m}(x+1)^\delta \left[\left(1 - \theta^{1/\beta(x+1)}\right)^\delta - \left(1 - \theta^{1/\beta(x+1)}\right)^\delta \right]^{n+m-k}. $$ (21)

Therefore, the PMF of the $k^{th}$ Os has the form:

$$f_{k:n}(x, \alpha, \theta, \beta) = \sum_{m=0}^{\beta k} \left(\begin{array}{c} \beta k \\ m \end{array}\right) n!/(k-1)!(n-k)!. $$ (22)

where $\Theta^{(n-k-1)} = (-1)^m \left(\begin{array}{c} \beta k \\ m \end{array}\right) n!/(k-1)!(n-k)!$.

2.3.1. Renyi Entropy. Renyi entropy plays a vital role in information theory. The Renyi entropy of a random variable $X$ is defined as:

$$E[X^\gamma] = \sum_{x=0}^{\infty} \sum_{y=0}^{\beta k} \left(\begin{array}{c} \beta k \\ m \end{array}\right) n!/(k-1)!(n-k)! \left[\left(1 - \theta^{1/\beta(x+1)}\right)^\delta - \left(1 - \theta^{1/\beta(x+1)}\right)^\delta \right]^{n+m-k}. $$ (23)

where $\Theta^{(n-k-1)} = (-1)^m \left(\begin{array}{c} \beta k \\ m \end{array}\right) n!/(k-1)!(n-k)!$.

2.4. Unknown Parameters Estimation. In this section, we used two methods to estimate DGIE($\beta, \theta$) distribution unknown parameters using

2.4.1. Maximum Likelihood Method. Let $X_1, X_2, \ldots, X_n$ represents the lifetimes of $n$ independent test units which

Following DGIE($\beta, \theta$), So, its log-likelihood function is written as: $p(x) = \left(1 - \theta^{1/\beta}\right)^{\delta} - \left(1 - \theta^{1/\beta(x+1)}\right)^{\delta}$
Likelihood equations are then obtained as follows:

\[
\delta l \frac{\delta \theta}{\delta \theta} = \sum_{i=1}^{n} \frac{-1/x_i - \beta \theta^{1/x_i-1} \left(1 - \theta^{1/(x_i+1)}\right)^\beta + \beta^{1/(x_i+1)} \left(1 - \theta^{1/(x_i+1)}\right)^{\beta-1} \theta^{1/(x_i+1)}}{ \left(1 - \theta^{1/(x_i+1)}\right)^\beta - \left(1 - \theta^{1/(x_i+1)}\right)^{\beta-1} \theta^{1/(x_i+1)}} = 0,
\]

\[
\delta l \frac{\delta \beta}{\delta \beta} = \sum_{i=0}^{n} \frac{(1 - \theta^{1/x_i})^\beta \ln \left(1 - \theta^{1/(x_i+1)}\right)^\beta - \left(1 - \theta^{1/(x_i+1)}\right)^\beta \ln \left(1 - \theta^{1/(x_i+1)}\right)^\beta \ln \left(1 - \theta^{1/(x_i+1)}\right)^\beta}{(1 - \theta^{1/x_i})^\beta - \left(1 - \theta^{1/(x_i+1)}\right)^\beta} = 0.
\]

We can obtain the solution of these equations numerically then; we compute the Fisher’s information matrix by finding the second partial derivatives

\[
I_x(\beta, \theta) = 
\begin{bmatrix}
  -E\left[\frac{\partial^2 l}{\partial \beta^2}\right] & -E\left[\frac{\partial^2 l}{\partial \beta \partial \theta}\right] \\
  -E\left[\frac{\partial^2 l}{\partial \theta \partial \beta}\right] & -E\left[\frac{\partial^2 l}{\partial \theta^2}\right]
\end{bmatrix},
\]

One can infer that the DGIE(\beta, \theta) distribution satisfies the regularity conditions [23]. Then, the MLE vector \((\widehat{\beta}, \widehat{\theta})\)^T is asymptotically normal and consistent. Fisher’s information matrix can be approximated as

\[
I_x(\alpha, \theta) = 
\begin{bmatrix}
  \frac{\partial^2 l}{\partial \beta^2}(\widehat{\beta}, \widehat{\theta}) & \frac{\partial^2 l}{\partial \beta \partial \theta}(\widehat{\beta}, \widehat{\theta}) \\
  \frac{\partial^2 l}{\partial \theta \partial \beta}(\widehat{\beta}, \widehat{\theta}) & \frac{\partial^2 l}{\partial \theta^2}(\widehat{\beta}, \widehat{\theta})
\end{bmatrix},
\]

where \(\widehat{\beta}\) and \(\widehat{\theta}\) are the MLEs of \(\beta\) and \(\theta\) [24].

The element of the hessian matrix \(I_x(\alpha, \theta)\) are obtained from
\[ \frac{\partial^3 l}{\partial \theta^3} = \sum_{i=0}^{n} \left[ (1 - \theta^{(i)}) - (1 - \theta^{(i+1)}) \right] \left[ (1 - \theta^{(i)}) \ln(1 - \theta^{(i)}) \right] \left( \ln(1 - \theta^{(i)}) \right)^2 \] 

\[ \frac{\partial^2 l}{\partial \theta^2} = \sum_{i=0}^{n} \left[ (1 - \theta^{(i)}) - (1 - \theta^{(i+1)}) \right] \left[ -1/x_i \theta^{(i)} (1 - \theta^{(i)}) - 1/x_i \beta \theta^{(i)-1} (1 - \theta^{(i)}) \ln(1 - \theta^{(i)}) \right] \left( \ln(1 - \theta^{(i)}) \right)^2 \] 

\[ \frac{\partial l}{\partial \theta} = \sum_{i=0}^{n} \left[ (1 - \theta^{(i)}) - (1 - \theta^{(i+1)}) \right] \left[ -\beta \ln(1/x_i - 1) \theta^{(i)} - 1/x_i \beta^2 (1/x_i) (1 - \theta^{(i)}) \right] \left( \ln(1 - \theta^{(i)}) \right)^2 \] 

\[ 2.4.2. \text{Method of Moments Estimation. We can find moments' estimates (MM Es) of } (\beta, \theta) \text{ by solving the equations} \]

\[ \sum_{i=1}^{\infty} x_i \left[ (1 - \theta^{(i)}) - (1 - \theta^{(i+1)}) \right] = \mu_1^{[1]} \]

\[ \sum_{i=1}^{\infty} x_i^2 \left[ (1 - \theta^{(i)}) - (1 - \theta^{(i+1)}) \right] = \mu_2^{[2]} \]
3. Results and Discussion

3.1. A Simulation Study. In this section, we assess the performance of the maximum-likelihood estimate with respect to sample size \( n \). The assessment is based on a simulation study:

1. Generate 10000 samples of size \( n \) from equation (1).
   The inversion method is used to generate samples; that is, varieties of the discrete generalized inverted exponential distribution are generated using
   \[
   X = \frac{\ln \theta}{\ln(1 - (1 - u)^{1/\theta})} - 1; 0 < u < 1,
   \]
   where \( U \sim U(0, 1) \) is a uniform variable on the unit interval.
2. Compute the Maximum-likelihood Estimates for 10000 Samples, Say \( \hat{\theta}_i \) for
   \[
   i = 1, 2, \ldots, 10000.
   \]
3. Compute the biases and mean-squared errors given by
   \[
   \text{bias}(n) = \frac{1}{10000} \sum_{i=1}^{10000} \left( \hat{\theta}_i - \theta \right),
   \]
   \[
   \text{MSE}(n) = \frac{1}{10000} \sum_{i=1}^{10000} \left( \hat{\theta}_i - \theta \right)^2.
   \]

The empirical results are given in Table 3. From Table 3, the following observations can be noted: the magnitude of the bias always decreases to zero as \( n \to \infty \). The MSEs always decrease to zero as \( n \to \infty \). This shows the consistency of the estimators.

3.1.1. Data Application. We pointed out here, the notability of a discrete generalized inverted exponential distribution on distributions: geometric distribution, discrete logistic distribution and discrete Lindley distribution. Two real data sets are applied. The first data set is for 30 failure distributions and discrete Lindley distribution. Two real data sets are applied. The discrete generalized inverted exponential distribution shows the best convenient \( p \) values. The distribution plots propose that the discrete generalized inverted exponential distribution offers the best fit between the competitor distributions. On the basis of the tabulated results, we infer that the discrete generalized inverted exponential distribution provides the best fit compared to its submodels. Some summary statistics of data sets 1 and 2 are listed in Table 10.

3.2. Image Segmentation. In this section, we assess the ability of DGIED to improve the performance of segmentation the image. This can be performed by considering it as a clustering method.

3.2.1. Clustering Problem Formulation for Image Segmentation. In this part, we introduce the mathematical formulation of the automatic clustering-based image segmentation problem. In general, the main aim of AC is to split the given image \( I \) into a set of \( K_{\text{max}} \) groups. To perform this task, the between-cluster variation must be maximized at the same time with minimizing within-cluster variation.

Therefore, the mathematical representation of AC can be given by dividing the image into \( K_{\text{max}} \) cluster (i.e., \( C_1, C_2, \ldots, C_{K_{\text{max}}} \)) with satisfied the following criteria:

\[
\bigcup_{l=1}^{K_{\text{max}}} C_l = I, C_l \neq \phi, l = 1, \ldots, K_{\text{max}}
\]

\[
C_l \cap C_l = \phi, l, l = 1, 2, \ldots, K_{\text{max}}, l \neq l.
\]

Gaussian mixture models (GMM): it is one of the most popular clustering techniques, and it has been used as an image segmentation method in different applications, for example, image retrieval [26], chemical and physical properties of Italian wines, and the chemical [27, 28] and others [29].

The mathematical formulation of the Gaussian mixture model (GMM) can be represented by considering the given image \( I \) consisting of a set of pixels \( X \) that are represented as a random variable. So, the GMM can be defined as

\[
f(x) = \sum_{i=1}^{K} w_i N(x|\mu_i, \sigma_i^2).
\]

In equation (36), \( K \) represents the number of objects and \( w_i > 0 \) refer to the weights where \( \sum_{i=1}^{K} w_i = 1 \). In addition, the \( N(x|\mu_i, \sigma_i^2) \) is defined as

\[
N(x|\mu_i, \sigma_i^2) = \frac{1}{\sigma_i \sqrt{2\pi}} e^{-(x-\mu)^2/2\sigma_i^2}.
\]
Table 3: The averages bias and averages MSE for simulated results of ML estimates.

| Sample size | \( \theta = 8.763 \times 10^{-6} \) | \( \theta = 1.671 \times 10^{-5} \) | \( \theta = 2.823 \times 10^{-6} \) |
|-------------|-------------------------------------|-------------------------------------|-------------------------------------|
|             | Bias  | MSE | Bias  | MSE | Bias  | MSE |
| 10          | \(-4.064 \times 10^{-7}(4.224 \times 10^{-5})\) | \(1.651 \times 10^{-8}(1.785 \times 10^{-9})\) | \(-0.05(1.178 \times 10^{-5})\) | \(2.486 \times 10^{-7}(1.388 \times 10^{-9})\) | \(-3.541 \times 10^{-5}(1.504 \times 10^{-7})\) | \(1.254 \times 10^{-13}(2.263 \times 10^{-10})\) |
| 70          | \(-0.69 \times 10^{-6}(9.092 \times 10^{-7})\) | \(0(8.266 \times 10^{-11})\) | \(-0.017(5.958 \times 10^{-8})\) | \(2.933 \times 10^{-4}(3.55 \times 10^{-11})\) | \(-3.788 \times 10^{-12}(8.225 \times 10^{-9})\) | \(0(6.765 \times 10^{-12})\) |
| 130         | \(3.139 \times 10^{-10}(-3.257 \times 10^{-7})\) | \(0(1.061 \times 10^{-13})\) | \(0.041(-5.469 \times 10^{-6})\) | \(1.656 \times 10^{-3}(2.991 \times 10^{-11})\) | \(4.173 \times 10^{-11}(-1.977 \times 10^{-7})\) | \(0(3.91 \times 10^{-14})\) |
| 210         | \(-9.771 \times 10^{-9}(1.728 \times 10^{-3})\) | \(0(2.987 \times 10^{-10})\) | \(0.039(1.812 \times 10^{-9})\) | \(1.499 \times 10^{-3}(3.285 \times 10^{-10})\) | \(2.595 \times 10^{-10}(5.774 \times 10^{-6})\) | \(0(3.334 \times 10^{-11})\) |
| Sample size | \( \beta = 1.2 \) | \( \beta = 0.779 \) | \( \beta = 0.779 \) | \( \beta = 26.715 \) | \( \beta = 8.763 \times 10^{-6} \) | \( \beta = 1.671 \times 10^{-5} \) | \( \beta = 2.823 \times 10^{-6} \) |
| 10          | \(-2.274 \times 10^{-3}(5.067 \times 10^{-7})\) | \(5.172 \times 10^{-3}(2.568 \times 10^{-9})\) | \(-17.327(1.392 \times 10^{-3})\) | \(3.232 \times 10^{-18}(1.937 \times 10^{-6})\) | \(-4.064 \times 10^{-3}(4.224 \times 10^{-3})\) | \(1.651 \times 10^{-9}(1.785 \times 10^{-9})\) |
| 70          | \(-5.551 \times 10^{-6}(3.192 \times 10^{-4})\) | \(0(1.019 \times 10^{-11})\) | \(-6.203 \times 10^{-7}(3.765 \times 10^{-5})\) | \(3.847 \times 10^{-13}(1.418 \times 10^{-7})\) | \(-5.793 \times 10^{-10}(1.017 \times 10^{-6})\) | \(0(1.034 \times 10^{-12})\) |
| 130         | \(4.006 \times 10^{-11}(1.893 \times 10^{-6})\) | \(0(3.584 \times 10^{-12})\) | \(-5.778 \times 10^{-7}(4.017 \times 10^{-5})\) | \(3.338 \times 10^{-13}(1.613 \times 10^{-7})\) | \(3.436 \times 10^{-10}(-2.201 \times 10^{-7})\) | \(0(4.844 \times 10^{-14})\) |
| 210         | \(-2.831 \times 10^{-8}(1.876 \times 10^{-5})\) | \(0(3.518 \times 10^{-10})\) | \(-6.466 \times 10^{-7}(5.427 \times 10^{-5})\) | \(4.181 \times 10^{-13}(2.945 \times 10^{-9})\) | \(-1.065 \times 10^{-8}(1.735 \times 10^{-5})\) | \(0(3.011 \times 10^{-10})\) |
Table 4: Data set 1.

|     | 23  | 62  | 42  | 3   | 16  |
|-----|-----|-----|-----|-----|-----|
| 261 | 47  | 20  | 14  | 90  |
| 87  | 225 | 5   | 71  | 1   |
| 7   | 71  | 12  | 11  | 16  |
| 120 | 246 | 120 | 14  | 52  |
| 14  | 21  | 11  | 11  | 95  |

Table 5: The results of data set 1.

| Distribution                                  | $p(x)$ | Estimates of parameters | $p$ value | K-S statistics |
|------------------------------------------------|--------|-------------------------|-----------|----------------|
| Discrete generalized inverted exponential distribution | (2.2)  | $\theta = 8.763 \times 10^{-6}$ $\beta = 0.779$ | 0.237755 $\times 10^{-2}$ | 0.326379 |
| Geometric                                      | $p(1 - p)^\gamma$ | $p = 0.017$ | 0.5382 $\times 10^{-5}$ | 0.45039 |
| Discrete logistic                              | $(1 - p)p^{x-\mu}/(1 + p^{x-\mu})(1 + p^{x-\mu+1})$ | $p = 0.083$, $\mu = -30.999$ | 6.968 $\times 10^{-28}$ | 1 |
| Discrete lindley                               | $\lambda^x/1 - \log \lambda [\log \lambda + (1 - \lambda)(1 - \log \lambda^{x+1})]$ | $\lambda = 0.401$ | 1.198124 $\times 10^{-10}$ | 0.610163 |

Table 6: AIC, CAIC and BIC measures for data set 1.

| Distribution | AIC   | CAIC  | BIC   |
|--------------|-------|-------|-------|
| N = 30       |       |       |       |
| DGIE         | 312.880 | 313.324 | 315.683 |
| Geometric    | 314.397 | 314.539 | 315.798 |
| Discrete lindely | 478.532 | 478.673 | 479.9314 |
| Discrete logistic | 13628.219 | 13628.659 | 13631.017 |

Table 7: Data set 2.

|     | 3.7  | 2.74 | 2.73 | 2.5  | 3.6  |
|-----|------|------|------|------|------|
| 3.11| 3.27 | 2.87 | 1.47 | 3.11 |
| 4.42| 2.41 | 3.19 | 3.22 | 1.69 |
| 3.28| 3.09 | 1.87 | 3.15 | 4.9  |
| 3.75| 2.43 | 2.95 | 2.97 | 3.39 |
| 2.96| 2.53 | 2.67 | 2.93 | 3.22 |
| 3.39| 2.81 | 4.2  | 3.33 | 2.55 |
| 3.31| 3.31 | 2.85 | 2.56 | 3.56 |
| 3.15| 2.35 | 2.55 | 2.59 | 2.38 |
| 2.81| 2.77 | 2.17 | 2.83 | 1.92 |
| 1.41| 3.68 | 2.97 | 1.36 | 0.98 |
| 2.76| 4.91 | 3.68 | 1.84 | 1.59 |
| 3.19| 1.57 | 0.81 | 5.56 | 1.73 |
| 1.59| 2    | 1.22 | 1.12 | 1.71 |
| 2.17| 1.17 | 5.08 | 2.48 | 1.18 |
| 3.51| 2.17 | 1.69 | 1.25 | 4.38 |
| 1.84| 0.39 | 3.68 | 2.48 | 0.85 |
| 1.61| 2.79 | 4.7  | 2.03 | 1.8 |
| 1.57| 1.08 | 2.03 | 1.61 | 2.12 |
| 1.89| 2.88 | 2.82 | 2.05 | 3.65 |

Table 8: The results of data set 2.

| Distribution                                  | $p(x)$ | Estimates of parameters | $p$ value | K-S statistics |
|------------------------------------------------|--------|-------------------------|-----------|----------------|
| Discrete generalized inverted exponential distribution | (2.2)  | $\theta = 1.671 \times 10^{-5}$ $\beta = 26.715$ | 2.19 $\times 10^{-7}$ | 0.279787 |
| Geometric                                      | $p(1 - p)^\gamma$ | $p = 0.381$ | 1.653 $\times 10^{-31}$ | 0.591263 |
| Discrete logistic                              | $(1 - p)p^{x-\mu}/(1 + p^{x-\mu})(1 + p^{x-\mu+1})$ | $p = 0.132$, $\mu = -38.28$ | 2.45 $\times 10^{-39}$ | 1 |
| Discrete lindley                               | $\lambda^x/1 - \log \lambda [\log \lambda + (1 - \lambda)(1 - \log \lambda^{x+1})]$ | $\lambda = 0.599$ | 8.6704 $\times 10^{-13}$ | 0.372892 |
where $\mu_i$ and $\sigma_i$ are mean and the standard deviation of class $i$. For image $X$, the parameters are $\theta = (w_1, \ldots, w_k, \mu_1, \ldots, \mu_k, \sigma_1^2, \ldots, \sigma_k^2)$ are required to determine and to achieve this estimation, the Expectation-Maximization (EM) method is used. The steps of EM can be summarized as in Algorithm 1:

However, the traditional GMM has some limitations that influence its performance, such as inefficiency in modeling all the data types, including discrete data in the application such as machine learning [30]. To avoid these limitations, we use the new distribution named Discrete Generalized Inverted Exponential Distribution. In general, DGIED has the ability to tackle the non-inaccurateness of using general distributions such as mixture Gaussian distribution.

### 3.2.2. Dataset Description

In this study, the performance of the developed clustering-based color image segmentation using DGIED mixture model (DGIEMM) is evaluated using a set of six color images (as in Figures 6(a)–6(f)) [31]. In addition, we compared the results of DGIEMM with GMM, K-means, and Fuzzy subspace clustering (FSC).

### 3.2.3. Performance Measures

To evaluate the efficacy of the developed image segmentation, a set of performance measures is used. For example, Accuracy, Adjust Rand Index, Hubert, and Normalized mutual information. The details of these measures are given as follows:

Accuracy: It is a measure used to assess the ability of the method to determine the optimal cluster for each pixel. It is formulated as

$$\text{accuracy} = \frac{TP + \text{TN}}{TP + \text{FP} + \text{TN} + \text{FN}}.$$  \hfill (38)

where TP, FP, TN, and FN are the True positive, False positive, True negative, and False negative.

Adjust Rand Index: It is a measure used to assess the similarity between two groups, and it is defined as:

$$\text{ARI} = \frac{\sum_{ij} \left( \frac{n_{ij}}{2} \right) - \left[ \sum_i a_i^2 \sum_j b_j^2 \right] / \binom{n}{2}}{0.5 \left[ \sum_i a_i^2 + \sum_j b_j^2 \right] - \left( \sum_i a_i \sum_j b_j \right) / \binom{n}{2}}.$$  \hfill (39)

where $a_i$, $b_j$, and $n_{ij}$ are elements of the confusion matrix.
Table 10: Some statistical measures for data sets.

| Data set | Mean   | Median | Std. deviation | Variance | Skewness | Kurtosis | Minimum | Maximum |
|----------|--------|--------|----------------|----------|----------|----------|---------|---------|
| I        | 28.73429 | 22     | 70.67654       | 5167.421 | 1.784077 | 2.568813 | 1       | 261     |
| II       | 2.404559 | 2.7    | 1.008803       | 1.027964 | 0.373784 | 0.172868 | 0.39    | 5.56    |

(1) Input: image $X_j$, $j = 1, \ldots, n$ and $i \in \{1, 2, \ldots, k\}$ are the label set $Y = \{y_1, y_2, \ldots, y_N\}, y_n \in \{1, \ldots, K\}$

(2) Initialize $\theta^0 = (p_1^0, \ldots, p_k^0, \mu_1^0, \ldots, \mu_k^0, \sigma_1^2(0), \ldots, \sigma_k^2(0))$

(3) While (condition not met)

(4) E-Step: $p_{r+1}^i = p_{r+1}^i(i|x_j) = w^r_i N(x_j|\mu_i^{(r)}, \sigma^2_i^{(r)})/f(x_j)$

(5) M-Step

- $\hat{w}^{r+1}_{ij} = 1/n \sum_{j=1}^n w^r_{ij}$
- $\hat{\mu}_{ij} = \sum_{j=1}^n w^r_{ij} x_j/n \hat{w}^{r+1}_{ij}$
- $\hat{\sigma}^2_{i(r+1)} = \sum_{j=1}^n w^r_{ij} (x_j - \hat{\mu}_{ij})^2/n$)

End While

(6) For each data vector $x_n$, set.

$y_n = \arg \max_i (w_i N(x_i|\mu_i, \sigma_i^2))$

Algorithm 1: Steps of EM method.
Figure 6: The original tested images used in this study. (a) I1, (b) I2, (c) I3, (d) I4, (e) I5, (f) I6.

Table 11: Comparison between developed method and other segmentation methods.

|       | DGIEMM | FSC   | GMM   | K-means | DGIEMM | FSC   | GMM   | K-means |
|-------|--------|-------|-------|---------|--------|-------|-------|---------|
| I1    | Accuracy | 0.9951 | 0.9494 | 0.6259  | 0.6259 | 0.9886 | 0.9086 | 0.9013  | 0.9515  |
|       | AR     | 0.9803 | 0.8068 | 0.9572  | 0.9134 | 0.9548 | 0.6679 | 0.6441  | 0.7422  |
|       | Hubert | 0.9805 | 0.8078 | 0.8634  | 0.8886 | 0.9548 | 0.6679 | 0.6442  | 0.7141  |
|       | NMI    | 0.9574 | 0.7474 | 0.8373  | 0.8726 | 0.9208 | 0.6419 | 0.5919  | 0.6986  |
| I2    | Accuracy | 0.9978 | 0.9510 | 0.6224  | 0.6224 | 0.9993 | 0.9510 | 0.9510  | 0.9510  |
|       | AR     | 0.9979 | 0.9526 | 0.6260  | 0.6260 | 0.9993 | 0.9526 | 0.9526  | 0.9526  |
|       | Hubert | 0.9966 | 0.9076 | 0.5820  | 0.5820 | 0.9978 | 0.9076 | 0.9076  | 0.9076  |
|       | NMI    | 0.9928 | 0.9887 | 0.9280  | 0.9274 | 0.9982 | 0.9892 | 0.9892  | 0.9892  |
| I3    | Hubert | 0.9653 | 0.9476 | 0.7326  | 0.7306 | 0.9928 | 0.9716 | 0.6311  | 0.7240  |
|       | NMI    | 0.9306 | 0.8926 | 0.6554  | 0.6537 | 0.9762 | 0.9160 | 0.5463  | 0.6547  |

Figure 7: Average of each method in terms of (a) accuracy, (b) AR, (c) Hubert, and (d) NMI.
where \( n_{ij} \) denotes the number of objects in common between classes. \( a_i \) and \( b_j \) are the sum of rows and columns of contingency table, respectively.

Hubert: It is a measure used to compute the correlation coefficient between classes and it is defined as:

\[
\text{Hubert} = \frac{a_i b_j - \mu_X \mu_Y}{\sigma_X \sigma_Y},
\]

where \( \sigma_X \) and \( \sigma_Y \) are the standard deviation of cluster \( X \) and cluster \( Y \), respectively.

Normalized mutual information (NMI): is defined as a normalization of the Mutual Information that defined as:

\[
\text{NMI} = \frac{2I(\mathbf{C}_T; \mathbf{C})}{H(\mathbf{C}_T) + H(\mathbf{C})},
\]

where \( \mathbf{C}_T \) and \( \mathbf{C} \) are the class label and its cluster label, respectively. \( H \) is the Entropy and Mutual Information between \( \mathbf{C}_T \) and \( \mathbf{C} \), respectively.

3.2.4. Results and Discussion. The comparison between the developed color image segmentation method (i.e., DGIEMM) and the other methods is given in Table 11. It can be noticed from these results the high ability of the developed method to cluster the images into their objects overall the other methods. For example, according to the results in
terms of accuracy, it can be seen from these values that the DGIE\(\text{MM}\) has a high ability to assign each pixel into its true label (i.e., the object that contains it). The FSC and GMM provide results better than K-means, and this observation can be noticed from Figure 7(a) that shows the average overall of the tested six images.

In terms of AR, it can be seen that the DGIE\(\text{MM}\) still provides results better than other methods. The same observations are noticed in the other three measures (i.e., RI, NMI, and Hubert); also, Figures 7(b)—7(d) shows the superiority of DGIE\(\text{MM}\).

To justify the superiority of DGIE\(\text{MM}\), the nonparametric Friedman test is used. In general, this test is applied to make a decision about the difference between the DGIE\(\text{MM}\) and other methods is significant or not. There are two hypotheses; the first one is named null, and it is assumed that there is no difference between the tested methods. In contrast, the second hypothesis, called alternative, is considered there is a difference between the method. We accept the alternative hypothesis, when the obtained value is less than significant level 0.05.

Table 12 shows the mean-rank obtained using the Friedman test in terms of the performance measures (i.e., accuracy, AR, RI, Hubert, NMI). From these values, it can be seen that the developed color image segmentation method has the highest mean rank in terms of performance measures. In addition, FSC allocates the second mean rank, followed by K-means that provides results better than traditional GMM. Finally, Figure 8 shows an example of Segmented image using competitive algorithms.

4. Concluding Remarks

In this study, a new two-parameters distribution for modeling a lot of observations in nature has been presented. It is constructed from continuous generalized inverted exponential distribution, so called discrete generalized inverted exponential distribution DGIE\(\beta,\text{distribution}\). Some important probabilistic properties of this distribution have been studied. Using two methods namely the moment’s method and the maximum likelihood technique, the parameters of the DGIE\(\beta,\theta\) distribution have been estimated. To evaluate the quality of DGIE\(\beta,\theta\), a set of experimental series has been conducted using synthetic and real data. The results have been shown the efficiency of DGIE\(\beta,\theta\) in fitting data better than some existing distribution in case of synthetic data. In addition, the developed DGIE has been applied as image segmentation based on clustering technique, which aims to avoid the limitations of the traditional Gaussian mixture model (GMM). This is achieved by using DGIE instead of Gaussian distribution. The developed image segmentation has been established its performance using a set of color images which provides results better than GMM, K-means, and Fuzzy subspace clustering (FSC).

According to these properties and results, DGIE can be applied to a wide range of applications, including reliability, physics, and machine learning techniques.
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