On the Analytical and Numerical Study of a Two-Dimensional Nonlinear Heat Equation with a Source Term
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Abstract: The paper deals with two-dimensional boundary-value problems for the degenerate nonlinear parabolic equation with a source term, which describes the process of heat conduction in the case of the power-law temperature dependence of the heat conductivity coefficient. We consider a heat wave propagation problem with a specified zero front in the case of two spatial variables. The solution existence and uniqueness theorem is proved in the class of analytic functions. The solution is constructed as a power series with coefficients to be calculated by a proposed constructive recurrent procedure. An algorithm based on the boundary element method using the dual reciprocity method is developed to solve the problem numerically. The efficiency of the application of the dual reciprocity method for various systems of radial basis functions is analyzed. An approach to constructing invariant solutions of the problem in the case of central symmetry is proposed. The constructed solutions are used to verify the developed numerical algorithm. The test calculations have shown the high efficiency of the algorithm.
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1. Introduction

We consider a quasilinear parabolic equation in the case of power-law nonlinearity, which models the heat conduction process:

\[ T_t = \alpha \text{div}(T^\sigma \nabla T) + H(T). \]  (1)

Here, \( t \) is time, \( T \) is the required function (temperature), \( \alpha, \sigma \) are positive constants, \( H(T) \) is a specified source function, and \( H(0) = 0 \), \( \text{div}, \nabla \) are spatial divergence and spatial gradient.

Equation (1) is the complete form of the porous medium equation [1]. Besides heat conduction, Equation (1) describes polytropic gas filtration in a porous medium [2–4] and diffusion.

By the standard substitution, \( u = T^\sigma, t' = \alpha t \), Equation (1) is reduced to the equation

\[ u_t = u \Delta u + \frac{1}{\sigma} (\nabla u)^2 + \eta(u), \]  (2)

where \( \eta(u) = \frac{\sigma}{\alpha} u^{1-\sigma/2} H(u^{1/\sigma}) \). It is assumed that the source function is such that \( \eta(0) = 0 \). This is always true when \( \sigma > 1 \).

Proceeding from the physical meaning of the problem, we consider only the values \( u \geq 0 \) and \( T \geq 0 \). When \( u > 0 \) and \( T > 0 \), it is clear that Equations (1) and (2), are equivalent. If, simultaneously, \( T = 0 \)
and \( T^\sigma = 0 \), which is always true when \( \sigma > 0 \), there is one-to-one correspondence between the values of the functions \( u \) and \( T \); however, the properties of the derivatives need to be further investigated.

It is Equation (2) that will be studied in what follows. Note that its characteristic feature is parabolic-type degeneration when \( u = 0 \), since the factor in front of the Laplacian in the right-hand side becomes zero. For the solutions of Equation (2), this results in the appearance of the degeneration of some properties in the neighborhood of a line (point, surface), which are generally typical of hyperbolic equations. One of these properties is that Equation (2) has heat-wave (filtration-wave) type solutions, which can be constructed as special series [4,5]. Note that the study of degenerate partial differential and integro-differential equations applicable to mathematical physics and mechanics has received much attention from researchers in the school of thought headed by N. A. Sidorov [6], including proving theorems of the existence and uniqueness of classical [7] and generalized [8] solutions.

It is well known that analytical methods in solving nonlinear problems of mathematical physics are rather poorly applicable. Thus, all the above-mentioned existence and uniqueness theorems are local. In this respect, it is expedient to complement the analytical study by a numerical one.

The dual reciprocity boundary element method (DRBEM), first proposed in [9] for solving nonstationary heat conduction problems, is an effective means of solving boundary value problems for various parabolic equations, namely heat conduction [10–12], diffusion [13], advection–diffusion [14], convection–diffusion–reaction [15,16], etc. The common approach in these studies is the representation of the parabolic equation as an inhomogeneous Poisson equation with a time derivative in the right-hand part and the application of the boundary element method (BEM) to solving the obtained elliptic equation. An important role in applying the dual reciprocity method (DRM) is played by the choice of the form of radial basis functions [17,18]. When nonlinear problems are solved by the boundary element method [11–13], the DRM allows domain integrals to be reduced to boundary integrals, and this reduces the problem dimension, the subsequent solution being determined by the chosen time-stepping scheme. A similar approach was proposed by us in [19,20] for solving problems with a moving boundary for the degenerate nonlinear parabolic equation. In the present paper, this approach is extended to the numerical solution of a two-dimensional nonlinear equation with a source term.

Unfortunately, for approximate methods of constructing solutions to boundary value problems for nonlinear equations of mathematical physics, it is very seldom possible to prove any rigorous statements of convergence, excluding statements of the local convergence of power series [21]. An important tool for the verification of calculation results under these conditions is a comparison with exact solutions [22], their construction being often reduced to the integration of ordinary differential equations [23]. To study the properties of heat waves, exact solutions, in particular, enable one to go beyond the small neighborhood in which it is generally possible to prove the series convergence [24]. In the theory of blow-up regimes, developed by the researchers in Samarsky’s school of thought, exact solutions are used as illustrative examples [25]. New classes of wave-type exact solutions to the nonlinear heat conduction equation without sources (sinks) were obtained in [26], their construction being reducible to the integration of the Cauchy problems for the generalized Liénard equation [27,28].

2. The Existence and Uniqueness Theorem

We write Equation (2) for the two-dimensional case in the polar coordinates \( \rho, \varphi \) as

\[
u_t = \nu u_{\rho \rho} + \frac{u^2}{\rho} + \frac{\nu u_{\rho}}{\rho} + \frac{1}{\rho^2} \left( \frac{u_{\varphi}^2}{\varphi} + \nu u_{\varphi \varphi} \right) + \eta(u),
\]

where \( \eta(0) = 0 \). The boundary condition is given as

\[
u|_{\rho=b(t,\varphi)} = 0.
\]
We formulate and prove the theorem of the existence and uniqueness of a nontrivial solution to the problems (3) and (4) in the class of analytical functions with a simultaneous construction of the solution in the form of a converging power series.

**Theorem 1.** Assume that the function \( b(t, \varphi) \) in the problems (3) and (4) possesses the following properties:

1. \( b(t, -\pi) = b(t, \pi), \ b(t, \varphi) > 0 \) and \( \eta(0) = 0 \).
2. \( b(t, \varphi) \) and \( 1/b(t, \varphi) \) are analytical with respect to \( \varphi \) when \( -\pi \leq \varphi \leq \pi \) and, in terms of \( t \) in some neighborhood of the initial time \( t = 0 \), \( \eta(u) \) is analytical with respect to \( u \).

Then, the problems (3) and (4) in some neighborhood of the closed line \( \rho = b(0, \varphi), \ -\pi \leq \varphi \leq \pi \), has a unique nontrivial analytical solution, local with respect to \( t \).

**Proof.** Theorem 1 is proved in two stages as follows: in Stage 1, the solution of the problems (3) and (4) is constructed as a power series with recurrently computed coefficients; in Stage 2, the convergence of the constructed series is proved. □

**Stage 1.** Make a substitution of the independent variables in Equation (3),

\[
\tau = t, \ s = \rho - b(t, \varphi), \ u = \varphi.
\]

With the substitution in (5), the derivatives become as follows: \( u_\tau = u_s, \ u_t = u_\tau - b_\tau u_s, \ u_\varphi = u_\psi - b_\psi u_s, \ u_{\varphi \varphi} = u_{\psi \psi} + b_\psi u_{s\psi} - b_s u_{\psi \psi} - b_{\psi \psi} u_s \). Then, Equation (3) becomes

\[
\begin{align*}
&u_\tau = b_\tau u_s + uu_s + \frac{u_\varphi}{\sigma} + \frac{u_\psi}{s} \\
&\quad + \frac{1}{(b+s)^2} \left[ u_{\psi \psi} \varphi + \frac{u_\varphi^2}{\sigma} - 2u_\psi \left( \frac{u_\varphi u_s}{\sigma} + uu_{s \psi} \right) + b_\psi \left( uu_{ss} + \frac{u_\psi^2}{\sigma} \right) - ub_\psi \psi u_s \right] + \eta(u). \\
\end{align*}
\]

Transform Equation (6) to a more convenient form by grouping the terms:

\[
\begin{align*}
&u_\tau = b_\tau u_s + B(\tau, \psi, s)(uu_{ss} + \frac{u_\psi^2}{\sigma}) + \frac{1}{(b+s)^2} \left[ uu_{\psi \psi} + \frac{u_\varphi^2}{\sigma} - 2u_\psi \left( \frac{u_\varphi u_s}{\sigma} + uu_{s \psi} \right) \right] + \eta(u).
\end{align*}
\]

Here, \( B(\tau, \psi, s) = 1 + b_\psi^2 / (b + s)^2 \). The boundary condition, (4), can then be written as

\[
u_{\rho=0}^t = 0.
\]

The solution to the problems (7) and (8) is constructed in the form of a series with respect to the powers of \( s \):

\[
u = \sum_{k=0}^{\infty} \frac{u_k(\tau, \psi)}{k!} s^k,
\]

where \( u_k = \frac{\partial u}{\partial s} \bigg|_{s=0} \). It follows from the boundary conditions that \( u_0(\tau, \psi) = 0 \).

In order to find \( u_1 \), it is set that \( s = 0 \) in Equation (7). We obtain

\[
0 = b_\tau u_1 + \frac{1}{\sigma} \frac{B_0}{u_1^2},
\]

where \( B_0 = B|_{s=0} \).
Assume that \( u_1 \neq 0 \) (in the opposite case, we have a trivial solution). Then \( u_1(\tau, \psi) = -s\sigma(\tau, \psi) \), where \( \sigma(\tau, \psi) = b_\tau(\tau, \psi)/B^0(\tau, \psi) \). To find \( u_2 \), we differentiate both sides, set \( s = 0 \) and represent \( u_2 \) in terms of the known quantities. We arrive at the following:

\[
u_2 = \frac{u_{1\tau} + \left[ \frac{b_{\psi\psi}}{b} - \left( 1 + \frac{2}{\sigma} \right) \frac{1}{b}\right] \frac{1}{b} u_2^2 + \frac{2b_{\psi}}{b} \left( 1 + \frac{1}{\sigma} \right) u_1 u_1\psi - \eta'(0) u_1}{b_\tau + B^0 \left( 1 + \frac{2}{\sigma} \right) u_1},\]

(11)

and so on. By differentiating Equation (7) \( k \) times and setting \( s = 0 \), we have

\[
\left[ B^0 \left( k + \frac{2}{\sigma} \right) u_1 + b_\tau \right] u_{k+1} = \Phi_k,
\]

(12)

where \( \Phi_k \) depends on the coefficients \( u_0, u_1, \ldots, u_k \) (and their derivatives with respect to \( \tau, \psi \)). Being too cumbersome, the expressions for \( \Phi_k \) are omitted here. It can be easily demonstrated that the multiplier for \( u_{k+1} \) in the latter equation is \(-(k\sigma + 1)b_\tau \neq 0\); i.e., all the coefficients of the series represented by Equation (9) are determined uniquely.

**Stage 2. Let us now prove the convergence of the series in Equation (9).**

All \( u_k(\tau, \psi) \) are analytical in some neighborhood of \( \tau = 0 \) and at all \(-\pi \leq \psi \leq \pi \). This follows from the construction procedure and the theorem conditions; namely, \( \Phi_k \) denotes analytic functions by construction since they have been obtained from the differentiation of analytical functions; \((k\sigma + 1)b_\tau \neq 0\) is an analytic function according to condition (2) of the theorem. It also follows from the theorem statement that \( \eta(u) = u\eta'(u) \), where \( \eta'(u) \) is a function analytical in the neighborhood of \( u = 0 \).

The proof follows the classical majorant method [2], which is generally applied to proving the Cauchy–Kovalevskaya theorem and its analogs. In this case, the construction of the majorant is complicated by the fact that the equation we have is not the Cauchy–Kovalevskaya type, since it cannot be solved with respect to the highest derivative. In this connection, we first eliminate the singularity by means of partial expansion of the required function in a Taylor series. Then we construct a majorant equation, unsolved with respect to the highest derivative, but already lacking singularity. Finally, we resolve this equation with respect to the highest derivative by differentiating both sides by the variable \( s \).

We construct a majorant problem for Equations (7)–(8). We first introduce a new variable \( v \), defined from

\[
u(\tau, s, \psi) = -s\sigma(\tau, \psi) + s^2 v.
\]

(13)

The substitution represented by Equation (13) brings the problems (7) and (8) to the form

\[
2(\sigma + 1)v + (1 + 4\sigma)s\psi + s^2 \psi \psi \psi = g(\tau, \psi, s)\left[ 1 + sG_1(\tau, \psi, s, v, \psi, \psi, \psi, \psi) \right] + s^2G_2(\tau, \psi, s, v, \psi, \psi, \psi, \psi, \psi, \psi, \psi, \psi) + s^3G_3(\tau, \psi, s, v, \psi, \psi, \psi, \psi, \psi, \psi).
\]

(14)

The cumbersome expressions for the known functions \( g, G_i \) and \( i = 1, 2, 3 \), are omitted here. Note, however, that they possess the following properties (provided that the conditions of Theorem 1 are met):

1. \( g(\tau, \psi, s) \) is analytical in some neighborhood of \( \tau = 0, s = 0 \) and at all \(-\pi \leq \psi \leq \pi \).
2. \( G_i \) and \( i = 1, 2, 3 \) are quadratic polynomials with respect to the required function \( v \) and its derivatives, whose coefficients are functions of the independent variables \( \tau, \psi, s \), analytical in some neighborhood of \( \tau = 0, s = 0 \) and at all \(-\pi \leq \psi \leq \pi \).
Equation (14) has a unique analytical solution in some neighborhood of the manifold \( s = 0 \).
There is no need to specify the Cauchy conditions for it when \( s = 0 \), since, due to degeneration, Equation (14) is solvable for the only pair of functions \( v_{l=0}, v'_{l=0} \).

The solution of Equation (14) is constructed as a series with respect to the powers of \( s \) with recurrently computable coefficients,

\[
v = \sum_{k=0}^{\infty} \frac{v_k(\tau, \psi)}{k!} s^k, \quad v_k = \left. \frac{\partial^k v}{\partial s^k} \right|_{s=0}.
\] (15)

For \( v_0 \), assuming in Equation (14) that \( s = 0 \), we have \( v_0(\tau, \psi) = g(\tau, \psi, 0)/(2\sigma + 2) \).

To compute \( v_1 \), we take a derivative with respect to \( s \) from both sides of Equation (14) and set \( s = 0 \). We obtain \( v_1(\tau, \psi) = \left\{ g_1(\tau, \psi, 0) + g(\tau, \psi, 0) \left[ 1 + G_1(\tau, \psi, 0, v_0, v_0, v_0) \right] \right\}/(6\sigma + 3) \). Thus, the base of induction has been created.

The coefficients in Equation (15) are the found by successive differentiation of Equation (14) followed by substitution of \( s = 0 \). This results in the following recurrent relationships:

\[
v_k(\tau, \psi) = \frac{1}{(k+2)!((k+1)\sigma + 1)} \left[ \frac{\partial^k g}{\partial s^k} \right]_{s=0} + k \frac{\partial^{k-1}(gG_1)}{\partial s^{k-1}} \bigg|_{s=0} + k(k-1) \frac{\partial^{k-2}(gG_2 + sG_3)}{\partial s^{k-2}} \bigg|_{s=0}.
\] (16)

It is obvious that, when \( k \geq 2 \), the right-hand sides in Equation (16) depend on the coefficients \( v_0, v_1, \ldots, v_{k-1} \), and this enables the series represented by Equation (15) to be uniquely constructed.

Thereewith, it follows from the condition of theorem 1 and the properties of analytical functions that all \( v_k(\tau, \psi) \) are analytical when \(-\pi \leq \psi \leq \pi\) and in some neighborhood of the initial time \( \tau = 0 \).

Let us now construct a majorant problem for Equation (16). Since, when \( k \geq 2 \), the evident inequalities

\[
0 < \frac{1}{(k+2)!((k+1)\sigma + 1)} < \frac{k}{(k+2)!((k+1)\sigma + 1)} \leq \frac{k(k-1)}{(k+2)!((k+1)\sigma + 1)} < \frac{1}{\sigma}
\] (17)

are valid, the majorant problem has in this case the following form:

\[
V_{ss} = \frac{1}{\sigma} \left[ F_0 + F_1 (1 + V_s + V_{s\tau} + V_{s\psi}) + F_2 + sF_3 \right],
\] (18)

\[
V_{l=0} = V_0(\tau, \psi), \quad V_{s|l=0} = V_1(\tau, \psi).
\] (19)

Here, \( V_0(\tau, \psi) \) and \( V_1(\tau, \psi) \) are the functions majorizing \( v_0(\tau, \psi) \) and \( v_1(\tau, \psi) \), respectively, and majorizing zero; the functions \( F_i \) and \( i = 0, \ldots, 3 \), possess the following properties:

\[
F_0 = \frac{M_0}{(1 - \frac{\pi + \pi}{\sigma})} \gg \frac{\partial^2 g}{\partial s^2};
\] (20)

\[
F_1 = \frac{M_1 P_1(V, V_t, V_{\psi})}{(1 - \frac{\pi + \pi}{\sigma})} \gg \frac{\partial(gG_1)}{\partial s}, \frac{\partial G_1}{\partial V}, \frac{\partial G_1}{\partial V_{\psi}}, \frac{\partial G_1}{\partial V_{\tau}};
\] (21)

\[
F_2 = \frac{M_2 P_2(V, V_t, V_{\psi}, V_s, V_{s\psi}, V_{s\psi})}{(1 - \frac{\pi + \pi}{\sigma})} \gg g G_2;
\] (22)

\[
F_3 = \frac{M_3 P_3(V, V_t, V_{\psi}, V_s, V_{s\psi}, V_{s\psi}, V_{s\psi}, V_{s\psi})}{(1 - \frac{\pi + \pi}{\sigma})} \gg g G_3.
\] (23)
where \( M_i > 0, R_i > 0, \Pi_i > \pi \) and \( i = 0, \ldots, 3 \) are constants; \( P_i > 0 \) and \( i = 1, 2, 3 \) are the quadratic polynomials of their variables; and \( \gg \) symbolizes function majorization.

To prove the existence of the unique analytical solution, majorizing zero, for the problems (18) and (19), one can differentiate the both sides of Equation (18) with respect to \( s \) and solve the resulting equation for \( V_{ss} \). The following relationship ensues:

\[
V_{ss} = \frac{\Psi(\tau, \psi, s, V, V_{\tau}, V_{\psi}, V_{s}, V_{\psi\psi}, V_{s\psi}, V_{ss}, V_{s\psi\psi}, V_{ss\psi})}{1 - \frac{\partial^2 F}{\partial V_s^2}},
\]

where the function \( \Psi \) is analytical, majorizing zero, and, in terms of the variable \( \psi \), the analyticity domain contains the whole interval \( -\pi \leq \psi \leq \pi \).

Equation (24) is of the third order; therefore, to write the Cauchy conditions, one can supplement conditions (19) with a condition for the second derivative \( V_s \). The following relationship ensues:

\[
V_{ss\mid s=0} = \frac{1}{\sigma}[F_0 + F_1\left(1 + V_s + V_{s\psi} + V_{ss}\right) + F_2]_{s=0} = V_2(\tau, \psi).
\]  

Equation (24) is resolved with respect to the highest derivative. Its right-hand side and condition (25) are analytical functions; consequently, the problems (24) and (25) has a unique analytical solution. Therewith, it follows from the properties of the right-hand side of Equation (24) that this solution

- majorizes zero;
- in terms of the variable \( \psi \), the analyticity domain contains the whole interval \( -\pi \leq \psi \leq \pi \). Hence, according to the construction of the problems (24) and (25), it follows that the statement of Theorem 1 is true.

3. The BEM Solution Algorithm

In the Cartesian coordinates \( x_1 \) and \( x_2 \), Equation (3) and the boundary condition (4) have the form

\[
\begin{align*}
\frac{\partial u}{\partial t} &= u(u_{x_1} + u_{x_2}) + \frac{1}{\sigma}\left(u_{x_1}^2 + u_{x_2}^2\right) + \eta(u), \\
\frac{\partial u}{\partial t} &\mid_{b(t,x)=0} = 0.
\end{align*}
\]  

Here, the equation \( b(t, x) = 0 \) at each moment of time \( t \) determines the zero front of a heat wave \( S(t) \), i.e., a closed smooth line bounding the domain \( V(t) \) containing the origin; \( x(x_1, x_2) \) is a point on the plane. Assume that, if \( t_1 < t_2 \), then \( V(t_1) \subset V(t_2) \). The problem consists in the determination of the function \( u = u(t, x) \) satisfying Equations (26) and (27) in the domain \( t \in [0, t_1], x \in \Omega(t) \), where \( \Omega(t) \) is the spatial domain bounded by \( S(t_0) \) and \( S(t) \).

When condition (27) is met, the following relationship is valid (see Appendix A):

\[
q \mid_{b(t,x)=0} = \frac{\sigma b_1(t, x)}{\sqrt{b_{x_1}^2(t, x) + b_{x_2}^2(t, x)}},
\]  

where \( q = \frac{\partial u}{\partial n} \) is heat flux and \( n \) is the vector of the external normal to the domain boundary at time \( t \).

To solve the problems (26) and (27) on the basis of the boundary element method, we propose the following time-step algorithm. At each \((k\text{-th})\) time step, for \( t = t_k = kh \), we solve a boundary value problem for an elliptic-type equation. Namely, in the domain \( \Omega(t_k) \), the Poisson equation is considered:

\[
\Delta u = \frac{1}{\mu}\left(u - \frac{(\nabla u)^2}{\sigma} - \eta(u)\right).
\]
with the following boundary conditions corresponding to Equations (27) and (28):

\[ u|_{x \in S^{(k)}} = 0, \quad \frac{\partial u}{\partial n}|_{x \in S^{(k)}} = \frac{\sigma b_1}{\sqrt{b_1^2 + b_2^2}}. \]  

(30)  

(31)

The iterative solution of the problems (29)–(31) by the BEM leads to the relationship

\[ u^{(n+1)}(\xi) = \int_{S_k} \left[ q^{(n+1)}(x) u^*(\xi, x) - u^{(n+1)}(x) q^*(\xi, x) \right] dS(x) \]

\[ - \int_{\Omega(x)} \frac{1}{u^{(n)}} \left( u^{(n)}_i - \left( \frac{\nabla u^{(n)}}{\sigma} \right)^2 - \eta(u^{(n)}) \right) u^*(\xi, x) d\Omega(x), \]

(32)

where \( u^{(n)}(x) \) is the \( n \)-th iteration of the solution at the step \( t_k \), \( \xi \) is an internal point of the domain \( \Omega^{(k)} \), \( S_k = S^{(0)} \cup S^{(k)} \), \( u^*(\xi, x) \) is the fundamental solution of the Laplace equation, and \( q^*(\xi, x) = \frac{\partial u^*(\xi, x)}{\partial n} \).

To compute the integral over \( \Omega^{(k)} \), which is involved in the right-hand side of Equation (32), we apply the dual reciprocity method. The expression \( \frac{1}{u^{(n)}} \left( u^{(n)}_i - \left( \frac{\nabla u^{(n)}}{\sigma} \right)^2 - \eta(u^{(n)}) \right) \) in the integrand is represented as

\[ \frac{1}{u^{(n)}} \left( u^{(n)}_i - \left( \frac{\nabla u^{(n)}}{\sigma} \right)^2 - \eta(u^{(n)}) \right) = \sum_{i=1}^{K} \alpha_i^{(n)} f_i(x), \]

(33)

where \( f_i \) denotes radial basis functions (RBF) whose values depend on the distance between the current point and the specified collocation points \( y_1, y_2, \ldots, y_K \) lying in the domain \( \Omega^{(k)} \) and on the boundary \( S_k \), i.e., \( f_i = f(r_i) \), where \( r_i = |x - y_i| \).

In view of Equation (33), the integral over \( \Omega^{(k)} \) can be transformed into an integral over the boundary \( S_k \):

\[ \int_{\Omega^{(k)}} \frac{1}{u^{(n)}} \left( u^{(n)}_i - \left( \frac{\nabla u^{(n)}}{\sigma} \right)^2 - \eta(u^{(n)}) \right) u^*(\xi, x) d\Omega(x) = \sum_{i=1}^{K} \alpha_i^{(n)} \left[ \vec{u}_i(\xi) + \int_{S_k} \left[ \vec{q}_i(x) u^*(\xi, x) - \vec{u}_i(x) q^*(\xi, x) \right] dS(x) \right]. \]

(34)

Here, \( \vec{u}_i(\xi) \) is such a function that \( f_i = \Delta \vec{u}_i, i = 1, \ldots, K \) and \( \vec{q}_i(x) = \frac{\partial \vec{u}_i(x)}{\partial n} \); the coefficients \( \alpha_i^{(n)} \) are determined on each iteration from the system of linear equations

\[ \frac{1}{u^{(n)}(y_j)} \left( u^{(n)}_i(y_j) - \left( \frac{\nabla u^{(n)}}{\sigma} \right)^2 \right) - \eta(u^{(n)}(y_j)) = \sum_{i=1}^{K} \alpha_i^{(n)} f_i(y_j), f = 1, \ldots, K. \]

(35)

At the first iteration, \( \alpha_i^{(0)} = 0, i = 1, \ldots, K \).

In view of Equation (34), the following equation is true for the boundary point \( x_0 \in S_k \):

\[ \frac{1}{2} u^{(n+1)}(x_0) = \int_{S_k} \left[ q^{(n+1)}(x) u^*(x_0, x) - u^{(n+1)}(x) q^*(x_0, x) \right] dS(x) \]

\[ + \sum_{i=1}^{K} \alpha_i^{(n)} \left[ \vec{u}_i(x_0) - \int_{S_k} \left[ \vec{q}_i(x) u^*(x_0, x) - \vec{u}_i(x) q^*(x_0, x) \right] dS(x) \right]. \]

(36)

Since both boundary conditions, (30) and (31), are specified on the boundary \( S^{(k)} \), we need to divide this boundary and the boundary \( S^{(0)} \) into equal numbers of boundary elements. Dividing each of these boundaries into \( N \) rectilinear boundary elements with constant approximation and writing
Equation (36) for each node, we arrive at a system of linear equations for the determination of the nodal values of temperature and flux on the boundary $S^{(0)}$:

$$
\frac{1}{2} u_{i}^{(n+1)} = \sum_{m=1}^{2N} q_{m}^{(n+1)} \int_{e_{m}} u^{(1)}_{i}(x) dS(x) - u_{m}^{(n+1)} \int_{e_{m}} q^{(1)}(x) dS(x)
+ \sum_{i=1}^{K} \alpha_{i}^{(n)} \left[ \hat{u}_{i}(x) - \sum_{m=1}^{2N} q_{m}^{(n+1)} \int_{e_{m}} u^{(1)}_{i}(x) dS(x) - \hat{u}_{i}(x) \int_{e_{m}} q^{(1)}(x) dS(x) \right],
$$

(37)

Here, $e_{m}, m = 1, \ldots, 2N$ denotes the boundary elements; $x_{m}$ is the node corresponding to the element $e_{m}$; $u_{m}$ and $q_{m}$ are the nodal values of temperature and flux.

Thus, with the use of Equations (32)–(37), the problems (26) and (27) is solved in time steps. At each step, $t = t_{k}$, the following iteration procedure is performed:

1. We assume $u^{(0)} = 0$ as the initial iteration;
2. Solving system (37), we determine the next, $(n+1)$-th iteration of the nodal values of temperature and flux on the boundary $S^{(0)}$, $u^{(n+1)}$ and $q^{(n+1)}$;
3. The determined nodal values give us the $(n+1)$-th iteration of the solution

$$
u^{(n+1)}(x) = \sum_{m=1}^{2N} q_{m}^{(n+1)} \int_{e_{m}} u^{(1)}(x) dS(x) - u_{m}^{(n+1)} \int_{e_{m}} q^{(1)}(x) dS(x)
+ \sum_{i=1}^{K} \alpha_{i}^{(n)} \left[ \hat{u}_{i}(x) - \sum_{m=1}^{2N} q_{m}^{(n+1)} \int_{e_{m}} u^{(1)}_{i}(x) dS(x) - \hat{u}_{i}(x) \int_{e_{m}} q^{(1)}(x) dS(x) \right],
$$

(38)

4. Solving system (35), we determine the coefficients $\alpha_{i}^{(n+1)}$ for the next iteration;
5. We go to the next iteration.

The iteration process stops with the $(n+1)$-th iteration, close enough to the $n$-th one, according to the condition

$$\max_{i} \left| \frac{u^{(n+1)}_{i} - u^{(n)}_{i}}{u^{(n+1)}_{i}} \right| < \varepsilon,
$$

(39)

and the $(n+1)$-th iteration is assumed as the solution at step $t = t_{k}$,

$$u(t_{k}, x) = u^{(n+1)}(x).
$$

(40)

The time derivative $u_{j}^{(n)}(y_{j})$ in system (35) at stage 4 is calculated with the use of finite differences as follows:

$$u_{j}^{(n)}(y_{j}) = \begin{cases} u^{(n)}(y_{j}) - u^{(n)}(y_{j-1}), & y_{j} \in \Omega^{(j-1)}; \\ \frac{u^{(n)}(y_{j})}{h}, & y_{j} \notin \Omega^{(j-1)}. \end{cases}
$$

(41)

Here, $h$ is the size of the time step, $h^{*} = t_{k} - t_{j}$, and $t_{j}$ is the instant of time at which the point $y_{j}$ belongs to the zero front, i.e., $b(t_{j}, y_{j}) = 0$. At the first time step, the derivative is calculated by the lower formula in the right-hand side of Equation (41) for all the collocation points $y_{j}$.

Note that the integrals $\int_{e_{m}} u^{(1)}(x) dS(x)$ and $\int_{e_{m}} q^{(1)}(x) dS(x)$ involved in Equations (37) and (38) are computed exactly, with the use of the analytical formulae derived in [30].
4. Exact Solutions

We seek the exact solution of Equation (26) in the form \( u = W(t)U(z) \), where \( z = \left( x_1^2 + x_2^2 \right) / a(t) \). We used similar representations earlier in [17] for similar problems without a source term. Then, the equality \( U(1) = 0 \) corresponds to the condition expressed by Equation (27), when

\[
b(t, x) = x_1^2 + x_2^2 - a(t). \tag{42}
\]

Substituting the expression \( W(t)U(z) \) for \( u \) into Equation (26), reducing similar terms, and multiplying both parts by \( a/4W^2 \), we arrive at the following relationship:

\[
\frac{W'(t)a(t)}{4W^2(t)}U - \frac{a'(t)}{4W(t)}zU' = U(zU'' + U') + \frac{z}{\sigma}U'(U')^2 + \frac{a(t)}{4W^2(t)}\eta(WU). \tag{43}
\]

The examination of Equation (43) has enabled us to find that the following equalities are sufficient conditions for it to become an ordinary differential equation (ODE) with respect to \( U(z) \):

\[
\eta(u) = \lambda u^\gamma, \quad a(t) = R(1 + \mu t)^\omega, \quad \omega = \frac{\gamma - 2}{\gamma - 1}, \quad W = a'(t) = R\mu\omega(1 + \mu t)^{\omega-1}. \tag{44}
\]

Here, \( \gamma, \lambda, \mu, \omega \), and \( R \) are constants, \( \gamma > 2 \) and \( R > 0 \). Then, Equation (43) becomes

\[
\frac{\omega - 1}{4\omega}U - \frac{1}{4}zU' = U(zU'' + U') + \frac{z}{\sigma}(U')^2 + \frac{\lambda RU^\gamma}{4(R\omega\mu)^{\omega/(\omega-1)}}. \tag{45}
\]

Finally, having grouped the terms and added the initial conditions, we obtain the Cauchy problem for the ODE:

\[
zUU'' + UU' + \frac{z}{\sigma}(U')^2 + \frac{1}{4(\gamma - 2)}U + \frac{\lambda RU^\gamma - 1}{4(\omega\mu)^2 - \gamma} = 0, \quad U(1) = 0, \quad U'(1) = -\frac{\sigma}{4}. \tag{46}
\]

Here, the condition for the derivative results from the requirements of compatibility of problem (46) and solution nontriviality.

Problem (46) is degenerate when \( z = 0 \) since the multiplier at \( U'' \) is zeroed, i.e., the classical existence and uniqueness theorems are inapplicable to it. Nevertheless, according to Theorem 1, it has a unique nontrivial locally analytical solution when \( \gamma = 1, 2, \ldots \). If \( \gamma > 1 \) and is a non-integer, problem (46) does not fall within the scope of the theorem, and the issue of its solvability remains a challenge. We here suppose that the classical (i.e., twice continuously differentiable) solution does exist in this case, although it is not analytical. When \( \gamma < 1 \), it is obvious that problem (46) has no classical solution.

The computational experiment shows that the domain of convergence of an analytical solution to problem (46) in the form of the series

\[
U = \sum_{n=0}^{\infty} \frac{U_n}{n!(z - 1)^n}, \quad U_n = \left. \frac{\partial^n U}{\partial z^n} \right|_{z=1}, \tag{47}
\]

which, in fact, is a particular case of series (9), significantly exceeds that in the general case. The issue whether condition (44) is necessary remains beyond consideration so far.

It follows from the initial conditions that \( U_0 = 0 \) and \( U_1 = \sigma/4 \). The other coefficients of the series (47) are determined by successively differentiating both sides of Equation (46) and subsequently substituting 1 for \( z \).
Thus, for the case $\eta(u) = \lambda u^\gamma$, $b(t,x) = x_1^2 + x_2^2 - R(1 + \mu t)\omega$, $\omega = (\gamma - 2)/(\gamma - 1)$, we obtain a solution to problems (26) and (27) in the form

$$u(t, x_1, x_2) = R\mu \omega(1 + \mu t)^{\omega-1} U \left( \frac{x_1^2 + x_2^2}{R(1 + \mu t)^\omega} \right),$$

(48)

where the function $U(z)$, in turn, is determined from the solution of the Cauchy problem (46).

Finally, note that, when $\lambda = 0$, i.e., without a source, the formula represented by Equation (48) also gives a solution to problems (26) and (27); however, the restriction on $\omega$ weakens considerably (only $\omega \neq 0$ remains) and the multiplier at $U$ has the form $(1 - \omega)/(4\omega)$.

5. Test Examples

As Example 1, we consider a sourceless problem ($\eta \equiv 0$) with a symmetric zero front of the form (42) when

$$a(t) = R(1 + \mu t)^{1/(\sigma+1)}.$$

(49)

In this case, Equation (46) is integrated in quadratures, and the exact solution (48) has the form

$$u = -\frac{x_1^2 + x_2^2}{C + \theta t} + \frac{C^{x^{-1}R}}{(C + \theta t)^x},$$

(50)

where $\theta = 4 + 4/\sigma, \chi = 4/\theta, \mu = \theta/C$, and $C$ is an arbitrary constant.

In all the examples with a zero front symmetric relative to the origin, the two-dimensional BEM solutions are also symmetric. Therefore, they are compared with the exact solutions along the axis $Ox_1$. Figure 1 shows a comparison between the BEM solution and the exact solution in the form of Equation (50) with the following values of the parameters: $\sigma = 3, R = 1, C = 5$.

![Figure 1. Comparison between the BEM solution and the exact solution, $\eta \equiv 0$.](image)

In Example 2, the BEM solution is compared with the exact solution, (48), for the following parameter values: $\lambda = 1, \gamma = 3, R = 1, \mu = 1, \omega = 0.5$. The comparison is shown in Figure 2.
The calculation results for various values of the parameters agree well with the exact solution, (48). In all the calculation variants, the greatest deviation of the numerical solution from the exact one at different times occurs on the boundary \( S^{(0)} \), and this agrees well with the form of the boundary condition (27). Therefore, the relative error along \( S^{(0)} \) is used to estimate the accuracy of the BEM solution for Example 2.

Table 1 shows the relative errors of the BEM solutions on the boundary elements for \( h = 0.1 \) and \( h = 0.05 \). The linear functions \( f_i = 1 + r_i \) are used in these calculations as RBFs. The calculations were made for \( \epsilon = 10^{-7} \).

Table 1. Relative errors of BEM solutions for various numbers of boundary elements.

| \( t \) | \( h \) | \( N = 150 \) | \( N = 250 \) | \( N = 300 \) | \( N = 350 \) |
|---|---|---|---|---|---|
| 0.3 | 0.1 | 0.00069 | 0.00047 | 0.00039 | 0.00035 |
| 0.6 | 0.1 | 0.00081 | 0.00058 | 0.00048 | 0.00043 |
| 1 | 0.1 | 0.00095 | 0.00071 | 0.00060 | 0.00052 |
| 0.3 | 0.05 | 0.00061 | 0.00041 | 0.00034 | 0.00029 |
| 0.6 | 0.05 | 0.00072 | 0.00051 | 0.00043 | 0.00037 |
| 1 | 0.05 | 0.00084 | 0.00062 | 0.00054 | 0.00045 |

The calculation results demonstrate a high efficiency in solving problems (26) and (27) by the boundary element method, as well as convergence with an increasing number of boundary elements.

6. Analysis of Using Radial Basis Functions

A crucial issue of the effectiveness of the presented algorithm is to select a system of RBFs and their parameters as the most suitable for the class of problems under study. To analyze the use of various kinds of RBF, the constructed algorithm is implemented in the form of a program. The analysis is based on comparing the calculation results for the Example 2, considered in the previous section, with the exact solution in the form of Equation (48).

The form of the RBFs, their shape parameters and the time step are taken as analysis factors. Five RBF systems are considered, namely, the polyharmonic splines \( f_i = r_i \) and \( f_i = r_i^2 \), the linear functions \( f_i = 1 + r_i \), the scaled linear functions \( f_i = 1 + \delta r_i \), and the multiquadric functions \( f_i = \sqrt{1 + (\delta r_i)^2} \). The analysis is aimed at estimating the effect of the form of the RBF and the value of the shape parameter \( \delta \) on the solution accuracy.

The solutions obtained at different RBFs and parameter values are fairly close. The solution accuracy estimation results are shown in Table 2. The table shows relative errors along the boundary \( S^{(0)} \) at three moments of time for BEM solutions obtained with the use of various RBFs, with the time
steps $h = 0.1$ and $h = 0.05$ when $N = 350$. The values $\delta_1 = 1/(0.815d)$, where $d = (1/N) \sum_{i=1}^{N} d_i$, $d_i$ is the distance from the $i$-th collocation point to the nearest other point [31], and $\delta_2 = 0.8 \sqrt{N}/D$, where $D$ is the diameter of the smallest circle containing all the collocation points [32], are taken as the values of the shape parameter in the scaled linear functions and in the multiquadrics.

| $t$ | $h$ | $f_i = r_i$ | $f_i = r_i^3$ | $f_i = 1 + \delta_1 r_i$ | $f_i = 1 + \delta_2 r_i$ | $f_i = \sqrt{1 + (\delta_1 r_i)^2}$ | $f_i = \sqrt{1 + (\delta_2 r_i)^2}$ |
|-----|-----|-------------|-------------|-------------------|------------------|-------------------|-------------------|
| 0.3 | 0.1 | 0.00064     | 0.00048     | 0.00035           | 0.00017          | 0.00015           | 0.00012           | 0.00011           |
| 0.6 | 0.1 | 0.00077     | 0.00060     | 0.00043           | 0.00020          | 0.00017           | 0.00016           | 0.00014           |
| 1   | 0.1 | 0.00094     | 0.00074     | 0.00052           | 0.00024          | 0.00021           | 0.00022           | 0.00019           |
| 0.3 | 0.05| 0.00058     | 0.00040     | 0.00029           | 0.00016          | 0.00014           | 0.00010           | 0.00010           |
| 0.6 | 0.05| 0.00072     | 0.00054     | 0.00037           | 0.00018          | 0.00015           | 0.00013           | 0.00012           |
| 1   | 0.05| 0.00087     | 0.00067     | 0.00045           | 0.00023          | 0.00018           | 0.00019           | 0.00016           |

The calculations have shown that the solution accuracy increases as the time step decreases, and this testifies to the convergence of the algorithm developed. The comparison among the results of using different RBF systems enables us to make the following inferences. The BEM solutions obtained with the use of all the selected RBFs have small relative errors, so that the algorithm is stable with respect to the choice of RBFs. The best results have been obtained with the use of the multiquadrics functions.

Thus, the developed algorithm, based on BEM with the application of the dual reciprocity method, allows one to solve, with a high accuracy, problems of the form expressed by Equations (26) and (27) in a finite time interval.

### 7. Conclusions

The paper has discussed the problem of constructing a heat wave for a nonlinear heat conduction equation with a source (sink) in the case of two spatial variables. In order to solve this problem, the following two different approaches are applied: the power series method, enabling one to prove the existence and uniqueness of the solution in the neighborhood of the initial time moment and to construct the solution in the form of a converging power series, and the boundary element method, allowing the problem to be solved on a specified finite time interval. Calculations showing a stable convergence of the algorithm have been made. Exact solutions have been used to verify the numerical method, their construction being reduced to the integration of the Cauchy problem for the second-order ODE with a singularity. The comparison of the BEM calculations with the here-obtained solutions has testified to a practically complete coincidence, which allows the conclusion that the BEM algorithm works correctly.

Further research may involve consideration of other heat wave initiation problems in a two-dimensional statement, as well as an increase in the problem dimensionality.
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Appendix A. Calculation of Heat Flux on the Zero Front of a Heat Wave

Consider Equation (2) with the given boundary condition (27) in the plane of the Cartesian coordinates \( x_1, x_2 \) and determine the heat flux values along the zero front given by equation \( b(t, x) = 0 \). By definition,

\[
\left. \frac{du}{dt} \right|_{b(t,x)=0} = \left. \nabla u \cdot n \right|_{b(t,x)=0} = \nabla u \cdot n \equiv 0 \tag{A1}
\]

where \( n \) is the vector of the external normal to the boundary \( b(t, x) = 0 \); the dot denotes a scalar product.

Since the required function takes the zero value on the zero front, its total time derivative along this front is identically equal to zero:

\[
\left. \frac{du}{dt} \right|_{b(t,x)=0} = \left. (u_t + \nabla u \cdot x_t) \right|_{b(t,x)=0} \equiv 0. \tag{A2}
\]

Thus,

\[
u_t \big|_{b(t,x)=0} = -\nabla u \cdot x_t. \tag{A3}\]

Considering Equation (2) along the zero front in view of condition (27) and equality (A3), we obtain

\[
\nabla u \cdot x_t \big|_{b(t,x)=0} = -\frac{(\nabla u)^2}{\sigma} \tag{A4}
\]

and then

\[
\nabla u \cdot (\nabla u + \sigma x_t) \big|_{b(t,x)=0} = 0. \tag{A5}
\]

It follows from the procedure of constructing series (9) that \( u_1 \neq 0 \) and, therefore, \( u_t \big|_{b(t,x)=0} \neq 0 \). Hence, in view of Equations (2) and (27), \((\nabla u)^2 / \sigma \neq 0\), i.e., \( \nabla u \neq 0 \). Consequently, the vectors \( \nabla u \) and \( \nabla u + \sigma x_t \) are nonorthogonal; consequently, it follows from Equation (A5) that

\[
\nabla u \big|_{b(t,x)=0} = -\sigma x_t. \tag{A6}
\]

The components of the vector \( x_t \) are defined as

\[
\left. \frac{\partial x_1}{\partial t} \right|_{b(t,x)=0} = -\frac{b_1(t,x)}{b_{x_1}(t,x)}, \quad \left. \frac{\partial x_2}{\partial t} \right|_{b(t,x)=0} = -\frac{b_2(t,x)}{b_{x_2}(t,x)}. \tag{A7}
\]

Then,

\[
\nabla u \big|_{b(t,x)=0} = \begin{pmatrix} \sigma \frac{b_1(t,x)}{b_{x_1}(t,x)} & \sigma \frac{b_2(t,x)}{b_{x_2}(t,x)} \end{pmatrix} \tag{A8}
\]

The components of the vector \( n \) are found as the normed gradient of the function \( b(t,x) \),

\[
n_1 = \frac{b_{x_1}(t,x)}{\sqrt{b_{x_1}^2(t,x) + b_{x_2}^2(t,x)}}, \quad n_2 = \frac{b_{x_2}(t,x)}{\sqrt{b_{x_1}^2(t,x) + b_{x_2}^2(t,x)}}. \tag{A9}
\]

Substituting Equations (A8) and (A9) into Equation (A1), we arrive at Equation (28) from Section 3,

\[
\left. q \right|_{b(t,x)=0} = \frac{\sigma b_t(t,x)}{\sqrt{b_{x_1}^2(t,x) + b_{x_2}^2(t,x)}}. \tag{A10}
\]
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