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1 Abstract

In this paper, we present a high-order expansion for elliptic equations in high-contrast media. The background conductivity is taken to be one and we assume the medium contains high (or low) conductivity inclusions. We derive an asymptotic expansion with respect to the contrast and provide a procedure to compute the terms in the expansion. The computation of the expansion does not depend on the contrast which is important for simulations. The latter allows avoiding increased mesh resolution around high conductivity features. This work is partly motivated by our earlier work in [22] where we design efficient numerical procedures for solving high-contrast problems. These multiscale approaches require local solutions and our proposed high-order expansion can be used to approximate these local solutions inexpensively. In the case of a large-number of inclusions, the proposed analysis can help to design localization techniques for computing the terms in the expansion. In the paper, we present a rigorous analysis of the proposed high-order expansion and estimate the remainder of it. We consider both high and low conductivity inclusions.

2 Introduction

The mathematical analysis and numerical analysis of partial differential equations in high-contrast and multiscale media are important for many practical applications. For instance, in porous media applications, the permeability of subsurface regions is described as a quantity with high-contrast and multiscale features. A main goal is to understand the effects and complexity related to this multiscale variation and high-contrast in the coefficients. This is specially important for the computation of numerical solutions and quantities of interest.
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Many tools and methods have been developed and used to study high contrast problems. We mention few recent works where numerical methods are designed that target problems with difficult variation in the coefficients. The numerical analysis of these methods require accurate descriptions of the variation of the coefficients. In [2, 7, 8, 10, 12, 13, 19, 31, 36, 37] multiscale methods for problems with high-contrast coefficients are described. For domain decomposition methods with discontinuous coefficients we mention [15, 28, 30, 34, 35] and references therein. Some domain decomposition techniques for multiscale partial differential equations with complicated variations in the coefficients are developed in [16, 18, 22, 24, 29, 33]. Additionally, we mention [11, 17, 38] among others, which focus on multilevel methods targeting problems with high-contrast and discontinuous coefficients. Numerical methods based on different asymptotic analysis are detailed in [4, 9, 14, 21, 27].

In the case of elliptic problems with oscillating coefficients and bounded contrast, multiscale methods and homogenization techniques have been successfully applied to study solutions of elliptic differential equations (c.f., [3, 20, 32] and references therein). Many homogenization and multiscale methods start with the derivation of an asymptotic expansion for the solution of the partial differential equation. The expansion is written in terms of the problem parameter(s): e.g., the period in the case of oscillating periodic coefficients. The asymptotic expansion is then used to study the problem at hand.

In this paper and in the same spirit, we derive asymptotic expansions for the solutions of elliptic problems with high-contrast. In this case the parameter to be consider is the contrast in the coefficient. In particular, we consider the problem

\[-\text{div}(\kappa(x)\nabla u) = f, \text{ in } D\]  

(1)

with Dirichlet data given by \(u = g\) on \(\partial D\). We assume that \(\kappa(x) > 0\). The contrast in the coefficient, \(\|\kappa\|_{L^\infty(D)}\|\kappa^{-1}\|_{L^\infty(D)}\), is the important parameter considered here. For the analysis, we consider a binary media \(\kappa(x)\) with background one and with multiple (connected) inclusions. We consider high-conductivity inclusions (with conductivity \(\eta\)) and low-conductivity inclusions (with conductivity \(1/\eta\)). We derive expansions of the form

\[u_\eta = \eta u_{-1} + u_0 + \frac{1}{\eta} u_1 + \frac{1}{\eta^2} u_2 + \ldots.\]  

(2)

In the case with only high-conductivity inclusions we have \(u_{-1} = 0\) and (2) reduces to

\[u_\eta = u_0 + \frac{1}{\eta} u_1 + \frac{1}{\eta^2} u_2 + \ldots.\]  

(3)

In the presence of low-conductivity inclusions we may have \(u_{-1} \neq 0\) depending on the support of the forcing term. We mention here that, in order to derive the expansions, we use the weak formulation associated to (1). In this case, using the integral formulation has the advantage that the boundary, interface and transmission conditions are self-revealing.
The asymptotic problems for the case of only high-conductivity or only low-conductivity are studied in detail. For the study of the high-conductivity inclusions asymptotic problem we use harmonic characteristic functions. These functions are defined as being constant inside the inclusions and harmonic in the background domain. The asymptotic solution can be obtained by solving a Dirichlet problem in the background domain and a finite dimensional problem in the space spanned by the harmonic characteristic functions. The solution of the finite dimensional problem gives a closed formula for the constant values of the limit solution inside the high-conductivity inclusions. The resulting system can be large, in general, and one can consider some localization techniques (c.f., [4, 5]).

The asymptotic problem and approximations of the asymptotic problem, in the case of high-conductivity inclusions, have been studied in the literature. We mention [4, 6, 9] where a discrete network approximation is considered for the problem of computing the effective conductivity of high-contrast, randomly, and densely packed composites with high-conductivity inclusions. The network approximation depends on the geometry of the inclusions and the behavior of the solution between nearby inclusions. The authors can localize the interaction of high-conductivity inclusions using graph-theoretical concepts. Furthermore, they propose a finite element approach for solving the resulting system and identifying the first order approximation of the solution. In [5] the authors study the homogenization of the asymptotic problem in terms of geometric parameters such as the shapes of inclusions and the distance between the inclusions. They develop an asymptotic analysis for periodic structures with absolutely conductive square inclusions. The small scales considered here are the period of the structure and the distance between inclusions. We refer to the works [4–6] and references therein.

We also write a low-conductivity asymptotic problem valid only in the case where the forcing term vanishes inside the low-conductivity inclusions. This problem is important in flow applications where low conductivity regions represent shale regions and can substantially alter the overall flow behavior. To our best knowledge, this problem is not extensively studied in the literature. The asymptotic solution can be obtained by solving: 1) a mixed boundary condition problem in the background domain, and then, 2) a Dirichlet problem inside the inclusion with zero forcing term and the Dirichlet data from 1).

We show how to obtain all the coefficients in the expansions. The procedure to compute the coefficients, coincide with a Dirichlet-to-Neumann procedure as in Domain Decompositions Methods; see [28, 35]. For the case of high-conductivity inclusions, the Neumann problems are solved in the interior inclusions and therefore, a compatibility condition needs to be verified. Obtaining the right balance of fluxes for the compatibility condition involves the solution of a finite dimensional problem in the space spanned by the harmonic characteristic functions mentioned above. For the case of low-conductivity inclusions the Neumann problems are solved in the background domain and no compatibility condition in required. The expansions derived in this paper are proven to converge in $H^1(D)$ for high-contrast bigger that a certain constant. This con-
stant depends on the domains representing the inclusions and the background domain. Asymptotic expansions in the presence of boundary intersecting inclusions can be derived and analyzed using similar arguments. The presence of low- and high-conductivity inclusions can be also analyzed. More general geometrical configurations and partial differential equations can be studied as well.

Having a practical procedure to compute the next leading order terms in (2) is useful for applications. For instance, the quantity $u_1$ in (3) may have considerable contribution to some quantity of interest in some regions, e.g., in the velocity $\kappa|\nabla u_\eta|$ expansion, the solution is multiplied by $\eta$. A high-order expansion is also useful when constructing multiscale and multilevel methods. The expansion (2) can be used to construct multiscale finite element basis functions; see [12, 20]. Such an expansion will allow the construction of basis functions independent of the contrast and depending only on the limiting problem. In the case of expansion (2), the asymptotic problem depends only on the geometry configuration describing the inclusions (see Section 4.3.1). These basis functions will capture the effect on the solution of the geometric arrangement describing the conductivity. The next order terms in (2) can be used to construct correction terms to account for the effect of the contrast in the coefficient. Expansion (2) can be used to improve existing advanced multiscale finite element techniques for a better sub-grid capturing; see [10, 20]. Fast numerical upscaling techniques can also be constructed with the first order terms of (2) or (3). See [21] where the authors develop fast numerical upscaling methods based on some asymptotic analysis. We also mention [14, 27] where numerical approximations are designed using asymptotic analysis.

The rest of the paper is organized as follows. In Section 3 we recall the weak formulation of (1). In Section 4 we derive the expansion for the case of high-conductivity inclusions. We study the asymptotic problem and the convergence of the expansions. Section 5 is dedicated to the case of low-conductivity inclusions. In Section 6 we consider the case with low- and high-conductivity inclusions and in Section 7 we make some conclusion and final comments.

3 Problem Setting

Let $D \subset \mathbb{R}^d$ polygonal domain or a domain with smooth boundary. We consider the following weak formulation of (1). Find $u \in H^1(D)$ such that

$$\begin{cases} a(u, v) = f(v) & \forall v \in H^1_0(D), \\ u = g & \text{on } \partial D. \end{cases}$$

(4)

Here the bilinear form $a$ and the linear functional $f$ are defined by

$$a(u, v) = \int_D \kappa(x) \nabla u(x) \cdot \nabla v(x) \quad \forall u, v \in H^1_0(D)$$

(5)

$$f(v) = \int_D f(x)v(x) \quad \forall v \in H^1_0(D).$$

(6)
We assume that $D$ is the disjoint union of a background domain and inclusions, $D = D_0 \cup (\cup_{m=1}^M D_m)$. We assume that $D_0, D_1, \ldots, D_M$, are polygonal domains (or domains with smooth boundaries). We also assume that each $D_m$ is a connected domain, $m = 0, 1, \ldots, M$. Let $D_0$ represent the background domain and the subdomains $\{D_m\}_{m=1}^M$ represent the inclusions. For simplicity of the presentation we consider only interior inclusions. See Figure 1 for two dimensional illustrations.

![Figure 1: Examples of geometry configurations with interior inclusions.](image)

Given $w \in H^1(D)$ we will use the notation $w^{(m)}$, for the restriction of $w$ to the domain $D_m$, that is,

$$w^{(m)} = w|_{D_m}, \quad m = 0, 1, \ldots, M.$$ 

\section{Expansions for high-conductivity inclusions}

In this section we derive and analyze expansions for the case of high-conductivity inclusions. For the sake of readability and presentation, we consider first the case of only one high-conductivity inclusion in Section 4.1 and study the convergence of this expansion in Section 4.2. We present the multiple high-conductivity inclusions case in Section 4.3 where we describe the expansion and analyze its convergence, following the structure presented in Sections 4.1 and 4.2.

\subsection{Derivation for one high-conductivity inclusion}

Let $\kappa$ be defined by

$$\kappa(x) = \begin{cases} 
\eta, & x \in D_1, \\
1, & x \in D_0 = D \setminus \overline{D_1}, 
\end{cases} \quad (7)$$

and denote by $u_\eta$ the solution of the weak formulation (4). We assume that $D_1$ is compactly included in $D$ ($\overline{D_1} \subset D$). Since $u_\eta$ is solution of (4) with the coefficient (7), we have

$$\int_{D_0} \nabla u_\eta \cdot \nabla v + \eta \int_{D_1} \nabla u_\eta \cdot \nabla v = \int_D f v \quad \forall v \in H^1_0(D). \quad (8)$$
We seek to determine \( \{ u_i \}_{i=0}^{\infty} \subset H^1(D) \) such that,

\[
    u_\eta = u_0 + \frac{1}{\eta} u_1 + \frac{1}{\eta^2} u_2 + \cdots = \sum_{i=0}^{\infty} \eta^{-i} u_i,
\]

and such that they satisfy the following Dirichlet boundary conditions,

\[
    u_0 = g \text{ on } \partial D \quad \text{and} \quad u_i = 0 \text{ on } \partial D \text{ for } i \geq 1.
\]

We substitute (9) into (8) to obtain that for all \( v \in H^1_0(D) \) we have,

\[
    \sum_{i=0}^{\infty} \eta^{-i} \int_{D_0} \nabla u_i \cdot \nabla v + \sum_{i=0}^{\infty} \eta^{-i+1} \int_{D_1} \nabla u_i \cdot \nabla v = \int_D f v
\]

or

\[
    \eta \int_{D_1} \nabla u_0 \cdot \nabla v + \sum_{i=0}^{\infty} \eta^{-i} \left( \int_{D_0} \nabla u_i \cdot \nabla v + \int_{D_1} \nabla u_{i+1} \cdot \nabla v \right) = \int_D f v.
\]

Now we collect terms with equal powers of \( \eta \) and analyze the resulting subdomain equations.

4.1.1 Term corresponding to \( \eta = \eta^1 \)

In (11) there is one term corresponding to \( \eta \) to the power 1, thus we obtain the following equation

\[
    \int_{D_1} \nabla u_0 \cdot \nabla v = 0 \text{ for all } v \in H^1_0(D).
\]

In the general case, the meaning of this equation depends on the relative position of the inclusion \( D_1 \) with respect to the boundary. It may need to take the boundary data into account. Since we are assuming that \( D_1 \subset D \), we conclude that \( \nabla u_0^{(1)} = 0 \) in \( D_1 \) and then \( u_0^{(1)} \) (the restriction of \( u_0 \) on \( D_1 \)) is a constant.

4.1.2 Terms corresponding to \( \eta^0 = 1 \)

Equation (11) contains three terms corresponding to \( \eta \) to the power 0, which are:

\[
    \int_{D_0} \nabla u_0 \cdot \nabla v + \int_{D_1} \nabla u_1 \cdot \nabla v + \int_D f v \text{ for all } v \in H^1_0(D).
\]

Let

\[
    V_{\text{const}} = \{ v \in H^1_0(D), \text{ such that } v^{(1)} = v|_{D_1} \text{ is constant} \}.
\]

If we consider \( z \in V_{\text{const}} \) in equation (13) we conclude that \( u_0 \) satisfies the following problem,

\[
    \left( \int_D \nabla u_0 \cdot \nabla z = \right) \int_{D_0} \nabla u_0 \cdot \nabla z = \int_D f z \quad \forall z \in V_{\text{const}}
\]

\[
    u_0 = g \quad \text{on } \partial D
\]
The problem (14) is elliptic and it has a unique solution. To analyze this problem further, it is natural to define a harmonic characteristic function \( \chi_{D_1} \in H^1_0(D) \) such that

\[
\chi_{D_1}^{(1)} = 1 \quad \text{in } D_1,
\]

and the harmonic extension of its boundary data in \( D_0 \) is given by

\[
\begin{aligned}
\int_{D_0} \nabla \chi_{D_1}^{(0)} \cdot \nabla z &= 0 \\
\forall z &\in H^1_0(D_0) \\
\chi_{D_1}^{(0)} &= 1 \quad \text{on } \partial D_1, \\
\chi_{D_1}^{(0)} &= 0 \quad \text{on } \partial D.
\end{aligned}
\] (16)

To obtain an explicit formula for \( u_0 \) we will use the following facts: (i) problem (14) is elliptic and has a unique solution, and (ii) a property of the harmonic characteristic functions described in the Remark below.

**Remark 1** Let \( w \) be a harmonic extension to \( D_0 \) of its Neumann data on \( \partial D_0 \). That is, \( w \) satisfy the following problem,

\[
\int_{D_0} \nabla w \cdot \nabla z = \int_{\partial D_0} w \cdot n \quad z \quad \text{for all } z \in H^1(D_0).
\]

Since \( \chi_{D_1} = 0 \) on \( \partial D \) and \( \chi_{D_1} = 1 \) on \( \partial D_1 \), we readily have that

\[
\int_{D_0} \nabla \chi_{D_1} \cdot \nabla w = \int_{\partial D_0} \nabla w \cdot n \chi_{D_1} = 0 \left( \int_{\partial D} \nabla w \cdot n \right) + 1 \left( \int_{\partial D_1} \nabla w \cdot n \right)
\]

and we conclude that for every harmonic function on \( D_0 \),

\[
\int_{D_0} \nabla \chi_{D_1} \cdot \nabla w = \int_{\partial D_1} \nabla w \cdot n_0.
\] (17)

In particular, taking \( w = \chi_{D_1} \), we have:

\[
\int_D |\nabla \chi_{D_1}|^2 = \int_{D_0} |\nabla \chi_{D_1}|^2 = \int_{\partial D_1} \nabla \chi_{D_1} \cdot n_0.
\] (18)

Note also that if \( \xi \in H^1(D) \) is such that \( \xi^{(1)} = \xi|_{D_1} = c \) is constant in \( D_1 \) and \( \xi^{(0)} = \xi|_{D_0} \) is harmonic in \( D_0 \), then, \( \xi = c\chi_{D_1} \).

We can decompose \( u_0 \) into the harmonic extension of its constant value in \( D_1 \), \( c(u_0) \), plus the remainder \( u_{0,0} \in H^1(D_0) \). Thus, we write,

\[
u_0 = u_{0,0} + c(u_0)\chi_{D_1} \]

where \( u_{0,0} \in H^1(D) \) is defined by \( u_{0,0}^{(1)} = 0 \) in \( D^{(1)} \) and \( u_{0,0}^{(0)} \) solves the following Dirichlet problem,

\[
\begin{aligned}
\int_{D_0} \nabla u_{0,0}^{(0)} \cdot \nabla z &= \int_{D_0} f z \\
\forall z &\in H^1_0(D_0) \\
u_{0,0}^{(0)} &= 0 \quad \text{on } \partial D_1, \\
u_{0,0}^{(0)} &= g \quad \text{on } \partial D.
\end{aligned}\] (19)
From equation (14) and the observations in Remark 1 we get that
\[
\int_{D_0} \nabla (u_{0,0} + c(u_0) \chi_{D_1}) \cdot \nabla \chi_{D_1} = \int_D f \chi_{D_1}
\]
from which we can obtain
\[
c(u_0) = \frac{\int_D f \chi_{D_1} - \int_{D_0} \nabla u_{0,0} \cdot \nabla \chi_{D_1}}{\int_{D_0} \nabla \chi_{D_1}^2}.
\]
(20)

There is a useful alternative expression for \(c(u_0)\) in (20) that we also use. By using the Neumann problem related to \(u_{0,0}\) we have that,
\[
\int_{D_0} \nabla u_{0,0} \cdot \nabla \chi_{D_1} = \int_{D_0} f \chi_{D_1} + \int_{\partial D_0} \nabla u_{0,0} \cdot n_0 \chi_{D_1} = \int_{D_0} f \chi_{D_1} + \int_{\partial D_1} \nabla u_{0,0} \cdot n_0 1
\]
and then noting that \(\int_D f \chi_{D_1} = \int_{D_0} f \chi_{D_1} + \int_{D_1} f\) we get,
\[
c(u_0) = \frac{\int_{D_1} f - \int_{\partial D_1} \nabla u_{0,0} \cdot n_0}{\int_{\partial D_1} \nabla \chi_{D_1} \cdot n_0},
\]
(21)
which reveals that \(c(u_0)\) balances the fluxes across \(\partial D_1\). To summarize the results obtained to this point, we can express \(u_0\) as follows:
\[
u_0 = u_{0,0} + \frac{\int_{D_0} f \chi_{D_1} - \int_{D_0} \nabla u_{0,0} \cdot \nabla \chi_{D_1}}{\int_{D_0} \nabla \chi_{D_1}^2} \chi_{D_1},
\]
(22)
\[
u_0 = u_{0,0} + \frac{\int_{D_1} f - \int_{\partial D_1} \nabla u_{0,0} \cdot n_0}{\int_{\partial D_1} \nabla \chi_{D_1} \cdot n_0} \chi_{D_1}
\]
(23)

Given the explicit form of \(u_0\), we use it in (13) to find \(u_1^{(1)} = u_1|_{D_1}\), from if we conclude that \(u_0^{(0)}\) and \(u_1^{(1)}\) satisfy the local Dirichlet problems
\[
\int_{D_0} \nabla u_0 \cdot \nabla z = \int_{D_0} f z \quad \forall z \in H^1_0(D_0),
\]
\[
\int_{D_1} \nabla u_1 \cdot \nabla z = \int_{D_1} f z \quad \forall z \in H^1_0(D_1),
\]
with given boundary data on \(\partial D_0\) and \(\partial D_1\). Equation (13) also represents the transmission conditions across \(\partial D_1\) for the functions \(u_0^{(0)}\) and \(u_1^{(1)}\). This is easier to see when the forcing \(f\) is square integrable. From now on, in order to simplify the presentation, we assume that \(f \in L^2(D)\). If \(f \in L^2(D)\), we have that \(u_0^{(0)}\) and \(u_1^{(1)}\) are the only solutions of the problems:
\[
\int_{D_0} \nabla u_0^{(0)} \cdot \nabla z = \int_{D_0} f z + \int_{\partial D_0|\partial D} \nabla u_0^{(0)} \cdot n_0 z \quad \forall z \in H^1(D_0) \text{ with } z = 0 \text{ on } \partial D
\]
with \( u_0^{(0)} = g \) on \( \partial D \), and
\[
\int_{D_1} \nabla u_1^{(1)} \cdot \nabla z = \int_{D_1} f z + \int_{\partial D_1} \nabla u_1^{(1)} \cdot n_1 z \quad \text{for all } z \in H^1(D_1).
\]
Replacing these last two equations back into (13) we conclude that
\[
\int_{\partial D_1} (\nabla u_0^{(0)} \cdot n_0 + \nabla u_1^{(1)} \cdot n_1) z = 0 \quad \text{for all } z \in H^1(D),
\]
which implies
\[
\nabla u_1^{(1)} \cdot n_1 = -\nabla u_0^{(0)} \cdot n_0 \quad \text{on } \partial D_1.
\]
Using this interface condition we can obtain \( u_1^{(1)} \) in \( D_1 \) by writing
\[
u_1^{(1)} = \tilde{u}_1^{(1)} + c_1 \quad \text{where } \int_{D_1} \tilde{u}_1^{(1)} = 0
\]
and \( \tilde{u}_1^{(1)} \) solves the Neumann problem
\[
\int_{D_1} \nabla \tilde{u}_1^{(1)} \cdot \nabla z = \int_{D_1} f z - \int_{\partial D_1} \nabla u_0^{(0)} \cdot n_1 z \quad \text{for all } z \in H^1(D_1). \tag{24}
\]
The constant \( c_1 \) will be chosen later. Problem (24) satisfies the compatibility condition,
\[
\int_{\partial D_1} \nabla \tilde{u}_1^{(1)} \cdot n_1 = -\int_{\partial D_1} \nabla u_0^{(0)} \cdot n_0
\]
\[
= -\int_{\partial D_1} \nabla u_0^{(0)} \cdot n_0 - c(u_0) \int_{\partial D} \nabla \chi_{D_1} \cdot n_0 = \int_{D_1} f.
\]
Here we use the value of \( c(u_0) \) is given in (21).
Next, we discuss how to compute \( u_1^{(0)} \) and \( \tilde{u}_1^{(0)} \) to completely define the functions \( u_1 \in H^1(D) \) and \( \tilde{u}_1 \in H^1(D) \). These are presented for general \( i \geq 1 \) since the construction is independent of \( i \) in this range.

### 4.1.3 Term corresponding to \( \eta^{-i} \) with \( i \geq 1 \):

For powers of \( 1/\eta \) larger or equal to one there are only two terms in the summation that lead to the following system:
\[
\int_{D_0} \nabla u_i \cdot \nabla v + \int_{D_1} \nabla u_{i+1} \cdot \nabla v = 0 \quad \text{for all } v \in H^1_0(D). \tag{25}
\]
This equation represents both the subdomain problems and the transmission conditions across \( \partial D_1 \) for \( u_1^{(0)} \) and \( u_1^{(1)} \). Following a similar argument to the one given above, we conclude that \( u_i^{(0)} \) is harmonic in \( D_0 \) for all \( i \geq 1 \) and that \( u_i^{(1)} \) is harmonic in \( D_1 \) for \( i \geq 2 \). As before, we have
\[
\nabla u_{i+1}^{(1)} \cdot n_1 = -\nabla u_i^{(0)} \cdot n_0. \tag{26}
\]
We note that \( u_i^{(1)} \) in \( D_1 \), (e.g., \( u_1^{(1)} \) above) is given by the solution of a Neumann problem in \( D_1 \). To uniquely determine \( u_i^{(1)} \), we impose the condition

\[
\int_{D_1} u_i^{(1)} = c_i \quad \text{where} \quad \int_{D_1} \overline{u}_i = 0.
\]

(27)

where the appropriate \( c_i \) will be determined later.

Given \( u_i^{(1)} \) in \( D_1 \) we find \( u_i^{(0)} \) in \( D_0 \) by solving a Dirichlet problem with known Dirichlet data, that is,

\[
\int_{D_0} \nabla u_i^{(0)} \cdot \nabla z = 0 \quad \text{for all} \quad z \in H_0^1(D_0)
\]

(28)

\[
u_i^{(0)} = u_i^{(1)} = \tilde{u}_i^{(1)} + c_i \quad \text{on} \quad \partial D_1 \quad \text{and} \quad u_i = 0 \text{ on } \partial D.
\]

Since \( c_i, \ i = 1, \ldots \), are constants, their harmonic extensions are given by \( c_i \chi_{D_1}, \ i = 1, \ldots \); see Remark 1. Then, we conclude that

\[
u_i = \tilde{u}_i + c_i \chi_{D_1}
\]

(29)

where \( \tilde{u}_i^{(0)} \) is defined by (28) replacing \( c_i \) by 0. This completes the construction of \( u_i \).

Now we proceed to show how to to find \( u_i^{(1)} + 1 \) in \( D_1 \). For this, we use (25) and (26) which lead to the following Neumann problem

\[
\int_{D_1} \nabla \tilde{u}_i^{(1)} \cdot \nabla z = -\int_{\partial D_1} \nabla u_i^{(0)} \cdot n_0 z \quad \text{for all} \quad z \in H^1(D_1).
\]

(30)

The compatibility condition for this Neumann problem is satisfied if we choose

\[
c_i = -\frac{\int_{\partial D_1} \nabla \tilde{u}_i^{(0)} \cdot n_0}{\int_{\partial D_1} \nabla \chi_{D_1} \cdot n_0} = -\frac{\int_{D_0} \nabla \tilde{u}_i \cdot \nabla \chi_{D_1}}{\int_{D_0} |\nabla \chi_{D_1}|^2}.
\]

(31)

For the second equality see Remark 1 below and Equations (20) and (21). The compatibility conditions trivially satisfy

\[
\int_{\partial D_1} \nabla \tilde{u}_i^{(1)} \cdot n_1 = -\int_{\partial D_1} \nabla u_i^{(0)} \cdot n_0
\]

\[= -\int_{\partial D_1} \nabla (\tilde{u}_i^{(0)} + c_i \chi_{D_1}) \cdot n_0
\]

\[= -\int_{\partial D_1} \nabla \tilde{u}_i^{(0)} \cdot n_0 - c_i \int_{\partial D_1} \nabla \chi_{D_1} \cdot n_0
\]

\[= 0.
\]

where we have used the definitions of \( c_i \) given in (31).
We can choose \( u_{i+1}^{(1)} \) in \( D_1 \) such that
\[
 u_{i}^{(1)} = \tilde{u}_{i+1}^{(1)} + c_{i+1} \quad \text{where} \quad \int_{D_1} \tilde{u}_{i+1} = 0,
\]
and, as before,
\[
 c_{i+1} = -\frac{\int_{\partial D_1} \nabla \tilde{u}_{i+1} \cdot n_0}{\int_{D_1} \nabla \chi \cdot n_0} = -\frac{\int_{\partial D_1} \nabla \chi \cdot \nabla_{D_1} \tilde{u}_{i}^{(0)}}{\int_{D_0} \left| \nabla \chi \right|^2},
\]
so we have the compatibility condition of the Neumann problem to compute \( u_{i+2}^{(1)} \). See the Equation (30).

**4.1.4 Summary**

We summarize the Dirichlet-to-Neumann procedure to compute the terms of the asymptotic expansion for \( u_\eta \) in (9)-(10).

1. Compute \( u_0 \) using formulae (22) or (23).

2. Compute \( u_1^{(1)} \) in \( D_1 \) by solving the Neumann problem (24). Compute \( u_1^{(0)} \) in \( D_0 \) solving the Dirichlet problem (28) with \( i = 1 \).

3. For \( i = 2, 3, \ldots \) compute \( u_i^{(1)} \) in \( D_1 \) by solving the Neumann problem (30). Then, compute \( u_i^{(0)} \) in \( D_0 \) solving the Dirichlet problem (28).

Other cases can be considered. For instance, an expansion for the case where we interchange \( D_0 \) and \( D_1 \) can also be analyzed. In this case the asymptotic solution is not constant in the high-conducting part. Multiple inclusions will be considered in Section 4.3.

**4.2 Convergence in \( H^1(D) \)**

In this section we study the convergence of the expansion (9)-(10). For simplicity of the presentation we consider the case of one high-conductivity inclusion. The convergence results will be extended to the multiple high-conductivity inclusions in Section 4.3. We assume that \( \partial D \) and \( \partial D_1 \) are sufficiently smooth, see [25].

**Lemma 2** Let \( u_0 \) in (22), with \( u_{0,0} \) defined in (19), and \( u_1 \) be defined by (24) and (28) with \( i = 1 \). We have that,
\[
\|u_0\|_{H^1(D)} \leq \|f\|_{H^{-1}(D)} + \|g\|_{H^{1/2}(\partial D)}, \tag{32}
\]
\[
\|\tilde{u}_1\|_{H^1(D_1)} \leq \|f\|_{H^{-1}(D_1)} + \|g\|_{H^{1/2}(D)} \tag{33}
\]
and
\[
\|\tilde{u}_1\|_{H^1(D_0)} \leq \|\tilde{u}_1\|_{H^{1/2}(\partial D_1)} \leq \|\tilde{u}_1\|_{H^1(D_1)}. \tag{34}
\]
Proof. From the definition of $u_{0,0}$ in (19) we have that
\[ \|u_{0,0}\|_{H^1(D_0)} \leq \|f\|_{H^{-1}(D_0)} + \|g\|_{H^{1/2}(\partial D)}. \]
Using (22) we have that
\[ |u_0|_{H^1(D)} = |u_0|_{H^1(D_0)} \leq |u_{0,0}|_{H^1(D_0)} + |c(u_0)|_{\chi_{D_1}} |\chi_{D_1}|_{H^1(D_0)} \quad (35) \]
and we observe that
\[ |c(u_0)|_{\chi_{D_1}} |\chi_{D_1}|_{H^1(D_0)} \leq \left| \int_{D_0} f \chi_{D_1} - \int_{D_0} \nabla u_{0,0} \cdot \nabla \chi_{D_1} \right| |\chi_{D_1}|_{H^1(D_0)} \leq \|f\|_{H^{-1}(D)} + \|g\|_{H^{1/2}(\partial D)}. \]
This proves (32). Equation (33) follows from the classical estimate for problem (24). Equation (34) follows from problem (28) with $i = 1$ and a trace theorem; see [25].

The following lemma can be obtained using orthogonality relations of Galerkin projections.

Lemma 3 If $\tilde{w} \in H^1(D)$, $\tilde{w}$ is harmonic in $D_0$ and we define
\[ w = \tilde{w} + c(w) \chi_{D_1} \]
where
\[ c(w) = -\frac{\int_{\partial D_1} \nabla \tilde{w} \cdot n_0}{\int_{\partial D_1} \nabla \chi_{D_1} \cdot n_0} = -\frac{\int_{D_0} \nabla \tilde{w} \cdot \nabla \chi_{D_1}}{\int_{D_0} |\nabla \chi_{D_1}|^2}, \]
then $w$ and $\chi_{D_1}$ are orthogonal in the operator norm induced by the Dirichlet operator, that is, $\int_D \nabla w \nabla \chi_{D_1} = 0$. We also have $|w|^2_{H^1(D)} = |w|^2_{H^1(D)} + c(w)^2 |\chi_{D_1}|^2_{H^1(D)}$.
\[ |w|_{H^1(D)} \leq |\tilde{w}|_{H^1(D)} \text{ and } \|w\|_{H^1(D)} \leq \|\tilde{w}\|_{H^1(D)}. \]
Here, the hidden constant is the Poincaré-Friedrichs inequality constant on $D$.

The next lemma bound the norm of the $i$–th term by the norm of the $(i-1)$–th in the asymptotic expansion (9).

Lemma 4 Let $\tilde{u}_i$ defined on $D_0$ by (28) with $c_i = 0$, and $u_{i+1}$ defined on $D_1$ by (30). For $i \geq 1$ we have that
\[ \|u_{i+1}\|_{H^1(D)} \leq \|\tilde{u}_i\|_{H^1(D_0)}. \]

Proof. Let $i \geq 1$. Consider $\tilde{u}_{i+1}$ defined by the Dirichlet problem (28). From
classical estimates of the solution on $D_0$ and the trace theorem on $D_1$, we have
$$
\|\tilde{u}_{i+1}\|_{H^1(D_0)} \preceq \|\bar{u}_{i+1}\|_{H^{1/2}(\partial D_1)} \preceq \|\bar{u}_{i+1}\|_{H^1(D_1)}.
$$
By considering the problem (30) we conclude that
$$
\|\tilde{u}_{i+1}\|_{H^1(D_1)} \preceq \|u_i\|_{H^1(D_0)}.
$$
We have, form (31) and Lemma 3, we have
$$
\|u_{i+1}\|_{H^1(D)} \preceq \|\tilde{u}_{i+1}\|_{H^1(D)}.
$$
Combining this last three inequalities we have
$$
\|u_{i+1}\|_{H^1(D)} \preceq \|\tilde{u}_{i+1}\|_{H^1(D)} \preceq \|u_i\|_{H^1(D_0)}.
$$
The constants are independent of $i$ and depend only on the domain geometry and configuration, that is, on $D_1$ and $D_0$. In fact, the hidden constants depend on the trace theorem and solution estimates in $D_1$ and $D_0$, see [25].

\textbf{Theorem 5} There is a constant $C > 0$ such that for every $\eta > C$, the expansion (9) converges (absolutely) in $H^1(D)$. The asymptotic limit $u_0$ satisfies problem (14) and $u_0$ can be computed using formula (22).

\textbf{Proof.} From Lemma 3 applied repeatedly $i - 1$ times, we get that for every $i \geq 2$ there is a constant $C$ such that
$$
\|u_i\|_{H^1(D)} \leq \ |u_{i-1}\|_{H^1(D_0)} \leq C\|u_{i-1}\|_{H^1(D)} \leq \ldots \leq C^{i-1}\|\bar{u}_1\|_{H^1(D_0)}
$$
and then
$$
\|\sum_{i=2}^{\infty} \eta^{-i} u_i\|_{H^1(D)} \leq \frac{\|\bar{u}_1\|_{H^1(D_0)} }{C} \sum_{i=2}^{\infty} \left( \frac{C}{\eta} \right)^i.
$$
The last expansion converges when $\eta > C$. Using (32) and (33) we conclude there is a constant $C_1$ such that that
$$
\|\sum_{i=0}^{\infty} \eta^{-i} u_i\|_{H^1(D)} \leq C_1 (\|f\|_{H^{-1}(D_1)} + \|g\|_{H^{1/2}(D_1)}) \sum_{i=0}^{\infty} \left( \frac{C_1}{\eta} \right)^i.
$$
Moreover, the asymptotic limit $u_0$ satisfies problem (14). \hfill \blacksquare

\textbf{Corollary 6} There are positive constants $C$ and $C_1$ such that for every $\eta > C$, we have
$$
\|u - \sum_{i=0}^{I} \eta^{-i} u_i\|_{H^1(D)} \leq C_1 (\|f\|_{H^{-1}(D_1)} + \|g\|_{H^{1/2}(D_1)}) \sum_{i=I+1}^{\infty} \left( \frac{C_1}{\eta} \right)^i,
$$
for $I \geq 0$. 
We note that in the case of smooth boundaries $\partial D_1, \partial D$ and smooth Dirichlet data and forcing term, we have $H^{1+s}(D_1)$ and $H^{1+s}(D_0)$ regularity of all functions involved for $s > 0$; see [12, 25] and references therein. Estimates similar to the ones presented in this section will warrant that for $\eta$ sufficiently large, the expansion (9)-(10) will be absolutely converging in $H^{1+s}(D_1)$ and $H^{1+s}(D_0)$ for $\eta$ sufficiently large. A more delicate case is the case with non-smooth boundaries. This case and the convergence of the expansion in $H^{1+\tau}(D)$ for some small $\tau > 0$ will object of future research.

4.3 Multiple high-conductivity inclusions

In this section we consider a coefficient with multiple high-conductivity inclusions. Let $\kappa$ be defined by

$$
\kappa(x) = \begin{cases} 
\eta, & x \in D_m, \quad m = 1, \ldots, M, \\
1, & x \in D_0 = D \setminus \bigcup_{m=1}^{M} D_m,
\end{cases}
$$

(36)

and denote by $u_\eta$ the solution of (4) with zero Dirichlet boundary condition. We assume that $D_i$ is compactly included in the open set $D \setminus \bigcup_{\ell=1, \ell \neq m}^{M} D_\ell$, i.e.,

$$
\overline{D}_m \subset D \setminus \bigcup_{\ell=1, \ell \neq m}^{M} \overline{D}_\ell,
$$

and define $D_0 := D \setminus \bigcup_{m=1}^{M} \overline{D}_m$.

Expansion (9)-(10) holds in this case. We first describe the asymptotic problem in the next Section 4.3.1. Then we will quickly describe the expansion in Section 4.3.2 below.

4.3.1 The solution of the asymptotic problem

Define the set of constant functions inside the inclusions,

$$
V_{const} = \{ v \in H^1_0(D), \text{ such that } v|_{D_m} \text{ is constant for all } m = 1, \ldots, M \}.
$$

By analogy with the case of one high-conductivity inclusion, the asymptotic solution for the coefficient (36) is $u_0$ that is constant in each high-conductivity inclusions. Moreover, $u_0$ solves the problem,

$$
\int_{D_0} \nabla u_0 \cdot \nabla z = \int_D f z \text{ for all } z \in V_{const},
$$

$$
u_0 = g \text{ on } \partial D.
$$

(37)

The problem above is elliptic and it has a unique solution. For $m = 1, \ldots, M$, define the harmonic characteristic function $\chi_{D_m} \in H^1_0(D)$ by

$$
\chi_{D_m} = \delta_{mt} \text{ on } D_\ell \quad \text{for } \ell = 1, \ldots, M,
$$

and, in $D_0$, $\chi_{D_m}$ is defined as the harmonic extension of its boundary data in $D_0$, i.e.,

$$
\int_{D_0} \nabla \chi_{D_m} \cdot \nabla z = 0 \quad \text{for all } z \in H^1_0(D_0)
$$

$$
\chi_{D_m} = \delta_{mt} \text{ on } \partial D_\ell \text{ for } \ell = 1, \ldots, M,
$$

$$
\chi_{D_m} = 0 \text{ on } \partial D.
$$

(38)
Here, $\delta_m^l$ represent the Kronecker delta, which is equal to 1 when $m = l$ and 0 otherwise. Remark 1 holds if we replace the one inclusion case $\chi_{D_1}$ with the multi-inclusion case $\chi_{D_m}$ defined in (38). For instance, if $w \in H^1(D)$ is harmonic in $D_0$ and constant $w = c_m$ in $D_m$, $m = 1, \ldots, M$, then, we can write $w = \sum_{m=1}^{M} c_m \chi_{D_m}$.

We decompose $u_0$ into the harmonic extension (to $D_0$) of a function in $V_{\text{const}}$, plus a function, $u_{0,0}$, with $g$ boundary condition on $\partial D$ and zero boundary condition on $\partial D_m$, $m = 1, \ldots, M$. We write,

$$u_0 = u_{0,0} + \sum_{m=1}^{M} c_m(u_0) \chi_{D_m},$$  \hspace{1cm} (39)

where $u_{0,0} \in H^1(D)$ with $u_{0,0} = 0$ in $D_m$, $m = 1, \ldots, M$, and $u_{0,0}$ solves the following problem in $D_0$,

$$\int_{D_0} \nabla u_{0,0} \cdot \nabla z = \int_{D_0} f z \text{ for all } z \in H^1_0(D_0),$$

$$u_{0,0} = 0 \text{ on } \partial D_m, \quad m = 1, \ldots, M, \text{ and } u_{0,0} = g \text{ on } \partial D.$$  \hspace{1cm} (40)

Equation (39) is the analogous to Equation (22). Now we show how to compute the constants $c_i(u_0)$ using the same procedure as before. From (39), we have

$$\int_{D_0} \nabla (u_{0,0} + \sum_{m=1}^{M} c_m(u_0) \chi_{D_m}) \cdot \nabla \chi_{D_\ell} = \int_D f \chi_{D_\ell}, \quad \text{for } \ell = 1, \ldots, M,$$

which is equivalent to the $M \times M$ linear system,

$$A_{\text{geom}} X = B$$  \hspace{1cm} (41)

where $A = [a_{ij}]$, and $B = (b_1, \ldots, b_M) \in \mathbb{R}^M$ are defined by

$$a_{ij} = \int_D \nabla \chi_{D_i} \cdot \nabla \chi_{D_j} = \int_{D_0} \nabla \chi_{D_i} \cdot \nabla \chi_{D_j},$$  \hspace{1cm} (42)

$$b_j = \int_D f \chi_{D_j} - \int_{D_0} \nabla u_{0,0} \cdot \nabla \chi_{D_j}$$

and $X = (c_1(u_0), \ldots, c_M(u_0)) \in \mathbb{R}^M$. We conclude that

$$X = A_{\text{geom}}^{-1} B.$$  \hspace{1cm} (43)

We note that using (17) for $\chi_{D_i}$, we have that

$$a_{ij} = \int_D \nabla \chi_{D_i} \cdot \nabla \chi_{D_j} = \int_{\partial D_i} \nabla \chi_{D_j} \cdot n_i = \int_{\partial D_j} \nabla \chi_{D_i} \cdot n_j.$$  \hspace{1cm} (44)

Note that $\sum_{m=1}^{M} c_m(u_0) \chi_{D_m}$ is the solution of a Galerkin projection in the space $\text{Span}\{\chi_{D_m}\}_{m=1}^{M}$. The forcing term for this problem is $f$ and there is
Neumann boundary data on $\partial D_m$ coming from $\nabla u_{0,0} \cdot n_0$. Matrix $A_{geom}$ encodes the geometry information concerning the distribution of the inclusions inside the domain $D$, while it is independent of the contrast $\eta$. Note that in general $A_{geom}$ can be a large dense matrix. Because $\chi_D$ decay, one can approximate the system by a sparser system (e.g., see [4, 6, 9]). Moreover, we can use concepts similar to multiscale finite element methods and seek smaller dimensional approximations for this large system.

### 4.3.2 Expansion

Now we describe how to compute the individual terms of the asymptotic expansion (9)-(10) for the case of multiple high-conductivity inclusions.

- The function $u_0$ solves (37).
- The restriction of $u_1$ to the subdomain $D_m$, $u_1^{(m)}$, can be written
  \[ u_1^{(m)} = \tilde{u}_1^{(m)} + c_{1,m} \text{ where } \int_{D_m} \tilde{u}_1^{(m)} = 0, \]
  and $\tilde{u}_1^{(m)}$ satisfies the Neumann problem,
  \[ \int_{D_m} \nabla \tilde{u}_1^{(m)} \cdot \nabla z = \int_{D_m} f z - \int_{\partial D_m} \nabla u_{0}^{(0)} \cdot n_m z \quad \text{for all } z \in H^1(D_m), \quad (45) \]
  for $m = 1, \ldots, M$. The constants $c_{1,m}$, $m = 1, \ldots, M$, will be chosen later.
- For $i = 1, 2, \ldots$, we have that given $u_i^{(m)}$ in $D_m$, $m = 1, \ldots, M$, we can find $u_i^{(0)}$ in $D_0$ by solving the Dirichlet problem
  \[ \int_{D_0} \nabla u_i^{(0)} \cdot \nabla z = 0 \quad \text{for all } z \in H^1_0(D_0) \]
  \[ u_i^{(0)} = u_i^{(m)} = \tilde{u}_i^{(m)} + c_{i,m} \text{ on } \partial D_m, \quad m = 1, \ldots, M, \quad \text{and} \]
  \[ u_i^{(0)} = 0 \text{ on } \partial D. \]
  (46)

Since $c_{i,m}$ are constants, the corresponding harmonic extension is given by $\sum_m c_{i,m} \chi_{D_m}$. Then, we conclude that
\[ u_i = \tilde{u}_i + \sum_m c_{i,m} \chi_{D_m} \]
(47)

where $\tilde{u}_i^{(0)}$ is defined by (46) replacing all the constants $c_{i,m}$ by 0.

The $u_i^{(m)}$ in $D_m$ satisfy the following Neumann problem
\[ \int_{D_m} \nabla u_i^{(m)} \cdot \nabla z = -\int_{\partial D_m} \nabla u_i^{(0)} \cdot n_0 z \quad \text{for all } z \in H^1(D_0). \] (48)
For the compatibility condition we need that for \( \ell = 1, \ldots, M \),

\[
0 = \int_{\partial D_\ell} \nabla u^{(i)} \cdot n_\ell = - \int_{\partial D_\ell} \nabla u^{(0)} \cdot n_0 \\
= - \int_{\partial D_\ell} \nabla (\tilde{u}^{(0)}_1 + \sum_{m=1}^{M} c_{i,m} \chi_{D_m}^{(0)}) \cdot n_0 \\
= - \int_{\partial D_\ell} \nabla \tilde{u}^{(0)}_1 \cdot n_0 - \sum_{m=1}^{M} c_{i,m} \int_{\partial D_\ell} \nabla \chi_{D_m}^{(0)} \cdot n_0.
\]

From (42) and (44) we conclude that \( Y_i = (c_{i,1}, \ldots, c_{i,M}) \) is the solution of

\[
A_{\text{geom}} Y_i = U_i \tag{49}
\]

where

\[
U = (- \int_{\partial D_1} \nabla \tilde{u}^{(0)}_1 \cdot n_0, \ldots, - \int_{\partial D_M} \nabla \tilde{u}^{(0)}_1 \cdot n_0).
\]

or (using Remark 1),

\[
U = (- \int_{D_0} \nabla \tilde{u}^{(0)}_1 \nabla \chi_{D_1}, \ldots, - \int_{D_0} \nabla \tilde{u}^{(0)}_1 \nabla \chi_{D_M}).
\]

4.3.3 Convergence in \( H^1(D) \)

We first prove the result analogous to Lemma \( \text{III} \)

**Lemma 7** Let \( \tilde{w} \in H^1(D) \) be harmonic in \( D_0 \) and define \( w = \tilde{w} + \sum_{m=1}^{M} c_m \chi_{D_m} \), where \( Y = (c_1, \ldots, c_M) \) is the solution of the \( M \) dimensional linear system

\[
A_{\text{geom}} Y = -W
\]

with \( W = (\int_{D_0} \nabla w \nabla \chi_{D_1}, \ldots, \int_{D_0} \nabla w \nabla \chi_{D_M}) \). Then,

\[
\| w \|_{H^1(D)} \lesssim \| \tilde{w} \|_{H^1(D)}
\]

where the hidden constant is the Poincaré-Friedrichs inequality constant of \( D \).

**Proof.** Note that \( \sum_{m=1}^{M} c_m \chi_{D_m} \) is the Galerkin projection of \( \tilde{w} \) into the space \( \text{span}\{\chi_{D_i}\}_{i=1}^{M} \). Then, as usual in Finite Element analysis of Galerkin formula-
tions, we have
\[ \int_{D_0} \left| \sum_{m=1}^{M} c_i \nabla \chi_{D_m} \right|^2 = Y^T A_{geom} Y = -Y^T W \]
\[ = - \sum_{m=1}^{M} c_m \int_{D_0} \nabla w \nabla \chi_{D_m} \]
\[ = - \int_{D_0} \nabla w \nabla \left( \sum_{m=1}^{M} c_m \chi_{D_m} \right) \]
\[ \leq |w|_{H^1(D_0)} \left( \sum_{m=1}^{M} c_m \chi_{D_m} \right)_{D_0} \]

and then \( \sum_{m=1}^{M} c_m \chi_{D_m} \leq |w|_{H^1(D_0)} \). Using a Poincaré-Friedrichs inequality we can write,
\[ \|w\|_{H^1(D)} \leq \|\tilde{w}\|_{H^1(D)} + \left( \sum_{m=1}^{M} c_m \chi_{D_m} \right) \leq \|\tilde{w}\|_{H^1(D)} \]

Combining Lemma 7 with results analogous to Lemmas 2 and 4 we get convergence for the expansion (9)-(10).

Theorem 8 Consider the problem (4) with coefficient (36). The corresponding expansion (9)-(10) converges absolutely in \( H^1(D) \) for \( \eta \) sufficiently large. Moreover, there exist positive constants \( C \) and \( C_1 \) such that for every \( \eta > C \), we have
\[ \|u - \sum_{i=0}^{I} \eta^{-i} u_i\|_{H^1(D)} \leq C_1 \left( \|f\|_{H^{-1}(D_1)} + \|g\|_{H^{1/2}(D)} \right) \sum_{i=I+1}^{\infty} \left( \frac{C}{\eta} \right)^i, \]
for \( I \geq 0 \).

5 The case of low-conductivity inclusions

In this section we derive and analyze expansions for the case of low-conductivity inclusions. As before, we present the case of one single inclusion first (see Section 5.1) and analyze the general case in Section 5.3.

5.1 Expansion derivation: one low-conductivity inclusion

Let \( \kappa \) be defined by
\[ \kappa(x) = \begin{cases} 
\epsilon, & x \in D_1, \\
1, & x \in D_0 = D \setminus \overline{D_1},
\end{cases} \]
and denote by $u_\epsilon$ the solution of (4). We assume that $D_1$ is compactly included in $D$ ($D_1 \subset D$). Since $u_\epsilon$ is solution of (4) with the coefficient (50) we have
\[ \int_{D_0} \nabla u_\epsilon \cdot \nabla v + \epsilon \int_{D_1} \nabla u_\epsilon \cdot \nabla v = \int_{D} f v \quad \text{for all } v \in H^1_0(D). \quad (51) \]

We try to determine $\{u_i\}_{i=-1}^{\infty} \subset H^1_0(D)$ such that,
\[ u_\epsilon = \epsilon^{-1} u_{-1} + u_0 + \epsilon u_1 + \epsilon^2 u_2 + \cdots = \sum_{i=-1}^{\infty} \epsilon^i u_i, \quad (52) \]
and such that they satisfy the following Dirichlet boundary conditions,
\[ u_0 = g \text{ on } \partial D \quad \text{and} \quad u_i = 0 \text{ on } \partial D \text{ for } i = -1, \text{ and } i \geq 1. \quad (53) \]

Observe that when $u_{-1} \neq 0$, then, $u_\epsilon$ does not converge when $\epsilon \to 0$.

If we substitute (52) into (51) we obtain that for all $v \in H^1_0(D)$ we have,
\[ \epsilon^{-1} \int_{D_0} \nabla u_0 \cdot \nabla v + \sum_{i=0}^{\infty} \epsilon^i \left( \int_{D_0} \nabla u_i \cdot \nabla v + \int_{D_1} \nabla u_{i-1} \cdot \nabla v \right) = \int_{D} f v. \]

Now we equate powers of $\epsilon$ and analyze all the resulting subdomain equations.

**Term corresponding to $\epsilon^{-1}$**:

We obtain the equation
\[ \int_{D_0} \nabla u_{-1} \cdot \nabla v = 0 \quad \text{for all } v \in H^1_0(D). \quad (54) \]

Since we assumed $u_{-1} = 0$ on $\partial D$, we conclude that $\nabla u_{-1} = 0$ in $D_0$ and then $u_{-1}^{(0)} = 0$ in $D_0$.

**Term corresponding to $\epsilon^0 = 1$**:

We get the equation
\[ \int_{D_0} \nabla u_0 \cdot \nabla v + \int_{D_1} \nabla u_{-1} \cdot \nabla v = \int_{D} f v \quad \text{for all } v \in H^1_0(D). \quad (55) \]

Since $u_{-1}^{(0)} = 0$ in $D_0$, we conclude that $u_{-1}^{(1)}$ satisfies the following Dirichlet problem in $D_1$,
\[ \int_{D_1} \nabla u_{-1}^{(1)} \cdot \nabla z = \int_{D_1} f z \quad \text{for all } z \in H^1_0(D_1) \]
\[ u_{-1}^{(1)} = 0 \text{ on } \partial D_1. \quad (56) \]

Now we compute $u_0^{(0)}$ in $D_0$. As before, from (54),
\[ \nabla u_0^{(0)} \cdot n_0 = -\nabla u_{-1}^{(1)} \cdot n_1 \text{ on } \partial D_1. \]
Then we can obtain \( u_0^{(0)} \) in \( D_0 \) by solving the following problem
\[
\int_{D_0} \nabla u_0^{(0)} \cdot \nabla z = \int_{D_0} f z - \int_{\partial D_1} \nabla u_1^{(1)} \cdot n_1 z \quad \forall z \in H^1(D_0) \text{ with } z = 0 \text{ on } \partial D,
\]
\[
u_0^{(0)} = g \text{ on } \partial D \subset \partial D_0. \tag{57}
\]

**Term corresponding to \( \epsilon_i \) with \( i \geq 1 \):**

We get the equation
\[
\int_{D_0} \nabla u_i \cdot \nabla v + \int_{D_1} \nabla u_{i-1} \cdot \nabla v = 0
\]
which implies that \( u_i^{(1)} \) is harmonic in \( D_1 \) for all \( i \geq 0 \) and that \( u_i^{(0)} \) is harmonic in \( D_0 \) for \( i \geq 1 \). Also,
\[
\nabla u_i^{(0)} \cdot n_0 = -\nabla u_{i-1}^{(1)} \cdot n_1.
\]

Given \( u_{i-1}^{(0)} \) in \( D_0 \) (e.g., \( u_0 \) in \( D_0 \) above) we can find \( u_i^{(1)} \) in \( D_1 \) by solving the Dirichlet problem with the known Dirichlet data,
\[
\int_{D_1} \nabla u_{i-1}^{(1)} \cdot \nabla z = 0 \text{ for all } z \in H^1_0(D_1)
\]
\[
u_i^{(1)} = u_i^{(0)} \text{ on } \partial D_1. \tag{58}
\]

To find \( u_i^{(0)} \) in \( D_0 \) we solve the problem
\[
\int_{D_0} \nabla u_i^{(0)} \cdot \nabla z = -\int_{\partial D_0} \nabla u_{i-1}^{(1)} \cdot n_1 z \quad \forall z \in H^1(D_0) \text{ with } z = 0 \text{ on } \partial D,
\]
\[
u_i^{(0)} = 0 \text{ on } \partial D. \tag{59}
\]

### 5.2 Convergence in \( H^1(D) \)

In this section we study the convergence of the expansion \([52]-[53]\). The following lemma is obtained using classical estimates and trace theorems in the involved subdomains.

**Lemma 9** Let \( u-1 \) vanish in \( D_0 \) and be defined using problem \([50]\) in \( D_1 \). We have
\[
\| u-1 \|_{H^1(D_1)} \leq \| f \|_{H^{-1}(D_1)}
\]
and
\[
\| u_0 \|_{H^1(D_0)} \leq \| f \|_{H^{-1}(D_0)} + \| u-1 \|_{H^1(D_1)} + \| g \|_{H^{1/2}(\partial D)}.
\]
Moreover, if we consider problems \([52]\) and \([53]\), we have that for \( i \geq 1 \),
\[
\| u_i \|_{H^1(D_1)} \leq \| u_i \|_{H^1(D_0)}, \quad \| u_i \|_{H^1(D_0)} \leq \| u_{i-1} \|_{H^1(D_1)} \text{ and}
\]
\[
\| u_i \|_{H^1(D)} \leq \| u_{i-1} \|_{H^1(D_1)}.
\]
The convergence of the expansion follows.

**Theorem 10** There is a constant $C > 0$ such that for every $\epsilon < 1/C$, the expansion (52) converges (absolutely) in $H^1(D)$.

**Proof.** There is a constant $C$ such that, for every $i \geq 1$ we have

$$
||u_i||_{H^1(D)} \leq C||u_{i-1}||_{H^1(D_1)} \leq C||u_{i-1}||_{H^1(D)}
$$

(60)

$$
\leq \ldots
$$

(61)

$$
\leq C^i||u_0||_{H^1(D_1)}
$$

(62)

and then

$$
||\sum_{i=1}^{\infty} \epsilon^i u_i||_{H^1(D)} \leq \frac{||u_1||_{H^1(D_0)}}{C} \sum_{i=1}^{\infty} (Ce)^i.
$$

The last series converges when $\epsilon < 1/C$. Using the bound for $u_0, u_1$ and $u_{-1}$ we obtain that there is a constant $C_1$ such that

$$
||\sum_{i=0}^{\infty} \epsilon^i u_i||_{H^1(D)} \leq C_1(||f||_{H^{-1}(D_0)} + ||f||_{H^{-1}(D_1)} + ||g||_{H^{3/2}(\partial D)}) \sum_{i=1}^{\infty} (Ce)^i.
$$

**Corollary 11** There are positive constants $C_1$ and $C$ such that for every $\epsilon < 1/C$, we have

$$
||u - u_{-1} - \sum_{i=1}^{I} \epsilon^i u_i||_{H^1(D)} \leq C_1(||f||_{H^{-1}(D_0)} + ||f||_{H^{-1}(D_1)} + ||g||_{H^{3/2}(\partial D)}) \sum_{i=I+1}^{\infty} (Ce)^i,
$$

for $I \geq 0$.

Using the asymptotic expansion (52)-(53) we can write an asymptotic problem for $\epsilon \to 0$.

**Corollary 12** If $f = 0$ in $D_1$, we can write

$$
u_\epsilon = u_0 + \epsilon u_1 + \epsilon^2 u_2 + \ldots
$$

where $u_0^{(0)} = u_0|_{D_0}$ satisfy the following problem with Dirichlet data on $\partial D$ and zero Neumann data on $\partial D_1$.

$$
\int_{D_0} \nabla u_0^{(0)} \cdot \nabla z = \int_{D_0} f z \quad \forall z \in H^1_0(D_0) \text{ with } z = 0 \text{ on } \partial D,
$$

$$
u_0^{(0)} = g \text{ on } \partial D \subset \partial D_0.
$$
Additionally, we can find \( u^{(1)}_0 = u_0|_{D_1} \) by extending harmonically to \( D_1 \) the known Dirichlet data on \( \partial D \), that is,

\[
\int_{D_1} \nabla u^{(1)}_{i-1} \cdot \nabla z = 0 \quad \text{for all } z \in H^1_0(D_1)
\]

with

\[
u^{(1)}_0 = u^{(0)}_0 \quad \text{on } \partial D_1.
\]

The series converges absolutely in \( H^1(D) \) for \( \epsilon \) sufficiently small.

Figure 2: Example of disconnected background. Here \( D_0 = A \cup C \) and \( D_1 = B \) is a low-conductivity inclusion. See Remark 13.

When \( D_0 \) is not connected, the following observation can be made.

**Remark 13** In the case of \( D_0 \) being disconnected, we have that (54) implies that \( u_{-1} \) is constant in each connected component of \( D_0 \) and it vanishes only in the connected components whose boundary intersects \( \partial D \). The function \( u_{-1} \) will be constant in the other interior connected components. This is similar to the case of high-conductivity inclusions. The function \( u_{-1} \) will be zero only if the forcing term vanishes in these interior components also; see Equations (20) and (49). For instance, consider the case illustrated in Figure 2 where the background domain are \( D_0 = A \cup C \) and the inclusions is given by \( D_1 = B \). In this case it is easy to see that \( u_{-1} \) satisfies a problem similar to problem (14) in \( B \cup \overline{C} \). Then, \( u_{-1} \) will vanish only if the forcing term vanishes in \( B \cup \overline{C} \). In this case, a result similar to Corollary 12 above can be stated.

### 5.3 Multiple low-conductivity inclusions

Let \( \kappa \) be defined by

\[
\kappa(x) = \begin{cases}
\epsilon, & x \in D_m, \ m = 1, \ldots, M, \\
1, & x \in D_0 = D \setminus \bigcup_{m=1}^M \overline{D}_m,
\end{cases}
\]

and denote by \( u_\epsilon \) the solution of (44) with coefficient (64). We assume that \( D_\epsilon \) is compactly included in the open set \( D \setminus \bigcup_{\ell=1, \ell \neq m}^M \overline{D}_\ell \), i.e., \( \overline{D}_m \subset D \setminus \bigcup_{\ell=1, \ell \neq m}^M \overline{D}_\ell \), and we define \( D_0 := D \setminus \bigcup_{m=1}^M \overline{D}_m \).
Expansion [52] - [53] extends easily to this case of multiple low-conductivity inclusions, that is,

- We have \( u_{-1}^{(0)} = 0 \) on \( D_0 \). Also, that each, \( u_{-1}^{(\ell)} \) satisfies the following Dirichlet problem in \( D_\ell \),

\[
\int_{D_\ell} \nabla u_{-1}^{(\ell)} \cdot \nabla z = \int_{D_\ell} f z \quad \text{for all } z \in H^1_0(D_\ell)
\]

\[
u_{-1}^{(\ell)} = 0 \quad \text{on } \partial D_\ell.
\]

(65)

- We can obtain \( u_0^{(0)} \) in \( D_0 \) by solving the problem

\[
\int_{D_0} \nabla u_0^{(0)} \cdot \nabla z = \int_{D_0} f z - \sum_{\ell=1}^{M} \int_{\partial D_\ell} \nabla u_{-1}^{(\ell)} \cdot n_1 z \quad \forall z \in H^1(D_0), z|_{\partial D} = 0,
\]

\[
u_0^{(0)} = g \quad \text{on } \partial D.
\]

(66)

- Finally, we have that \( u_i^{(\ell)} \) is harmonic in \( D_\ell \) for all \( i \geq 0 \) and that \( u_i^{(0)} \) is harmonic in \( D_0 \) for \( i \geq 1 \).

Given \( u_0^{(0)} \) in \( D_0 \), we can find \( u_i^{(\ell)} \) in \( D_\ell \) by solving the following Dirichlet problem with the known Dirichlet data,

\[
\int_{D_\ell} \nabla u_i^{(\ell)} \cdot \nabla z = 0 \quad \text{for all } z \in H^1_0(D_\ell)
\]

\[
u_i^{(\ell)} = u_i^{(0)} \quad \text{on } \partial D_\ell.
\]

(67)

To find \( u_i^{(0)} \) in \( D_0 \) we solve the problem

\[
\int_{D_0} \nabla u_i^{(0)} \cdot \nabla z = - \sum_{\ell=1}^{M} \int_{\partial D_\ell} \nabla u_{i-1}^{(\ell)} \cdot n_\ell z \quad \forall z \in H^1_0(D_0) \text{ with } z|_{\partial D} = 0,
\]

\[
u_i = 0 \quad \text{on } \partial D \subset \partial D_0.
\]

(68)

The convergence of the expansion [52] - [53] is similar to the case of one low-conductivity inclusion. In particular Corollary 11 holds in this case.

6 An example with low- and high-conductivity inclusions

In this section we show an example with a high- and a low-conductivity inclusion. The procedures were introduced in detail in Sections 4 and 5. We show only how to write the subdomains problems for the leading terms of the expansion.
Consider \( \kappa \) to be defined by
\[
\kappa(x) = \begin{cases} 
\eta, & x \in D_1, \\
1/\eta, & x \in D_2, \\
1, & x \in D_0 = D \setminus (\overline{D_1} \cup \overline{D_2}).
\end{cases}
\] (69)

As before we write \( u_\eta = \eta u - 1 + u_0 + \frac{1}{\eta} u_1 + \frac{1}{\eta^2} u_2 + \cdots = \sum_{i=-1}^{\infty} \eta^{-i} u_i \), with \( u_0 = g \) on \( \partial D \) and \( u_i = 0 \) on \( \partial D \) for \( i \neq 0 \). We need that
\[
\eta^2 \int_{D_1} \nabla u_{-1} \cdot \nabla v + \eta \left( \int_{D_0} \nabla u_{-1} \cdot \nabla v + \int_{D_1} \nabla u_0 \cdot \nabla v \right) + \sum_{i=0}^{\infty} \eta^i \left( \int_{D_0} \nabla u_i \cdot \nabla v + \int_{D_1} \nabla u_{i+1} \cdot \nabla v + \int_{D_2} \nabla u_{i-1} \cdot \nabla v \right) = \int_{D} f v.
\]

Now we equate powers and analyze the subdomain equations. We assume that \( D_i \) is connected and compactly included in \( D \), \( i = 1, 2 \). We also assume that the distance between \( D_1 \) and \( D_2 \) is strictly positive, then \( u_{-1} = 0 \), \( u^{(1)}_{-1} = 0 \) and \( u^{(2)}_{-1} \) solves the following Dirichlet problem in \( D_1 \),
\[
\int_{D_1} \nabla u^{(2)}_{-1} \cdot \nabla z = \int_{D_1} f z \quad \text{for all } z \in H_0^1(D_1)
\]
\[
u^{(2)}_{-1} = 0 \text{ on } \partial D_1.
\] (70)

This defines the function \( u_{-1} \). To write a problem for \( u_0 \), let \( V_{const} = \{ v \in H^1(D \setminus \overline{D_2}) \text{ such that } v = 0 \text{ on } \partial D \text{ and } v^{(1)} = v|_{D_1} \text{ is constant } \} \).

We have that
\[
\int_{D_0} \nabla u_0 \cdot \nabla z = \int_{D} f z - \int_{\partial D_2} \nabla u^{(2)}_{-1} \cdot n_2 z \text{ for all } z \in V_{const},
\]
\[
u_0 = g \text{ on } \partial D.
\] (71)

The problem above can be analyzed using the harmonic characteristic function \( \chi_{D_1} \in H_0^1(D) \) defined in (38) with \( M = 2 \). The solution of the asymptotic problem above gives \( u^{(0)}_0 \) and the constant function \( u^{(1)}_0 \). As before, the constant \( u^{(1)}_0 \) can be determined explicitly using an expression similar to (21). To complete the definition of \( u_0 \) we observe that \( u^{(2)}_0 \) satisfies the following Dirichlet problem with the known Dirichlet data,
\[
\int_{D_2} \nabla u^{(2)}_0 \cdot \nabla z = 0 \text{ for all } z \in H_0^1(D_1)
\]
\[
u^{(2)}_0 = u^{(0)}_0 \text{ on } \partial D_1.
\] (72)

The functions \( u_i, i = 1, \ldots, \), can be determined form the equation
\[
\int_{D_0} \nabla u_i \cdot \nabla v + \int_{D_1} \nabla u_{i+1} \cdot \nabla v + \int_{D_2} \nabla u_{i-1} \cdot \nabla v = 0 \quad \text{for all } v \in H_0^1(D).
\]
This procedure is similar to the ones developed before and presented in detail in Sections 4 and 5. As before, \( u_i \) is harmonic in each region. Its restriction to sub-regions can be determined by solving subdomain problems involving Dirichlet, Neumann or mixed boundary conditions on the inclusions boundaries.

7 Conclusions and comments

We use asymptotic expansions to study high-contrast problems. We derive and analyze asymptotic power series for high-contrast elliptic problems. We mostly consider the case of binary media with interior isolated inclusions. High- or low-conductivity inclusion configurations are considered. The coefficients in the expansions are determined sequentially by a Dirichlet-to-Neumann procedure. In the case of high-conductivity inclusions, the Neumann problem needs to satisfy a compatibility of fluxes. This flux-compatibility condition is obtained using an auxiliary finite dimensional projection problem. The related finite dimensional space is spanned by harmonic extension of characteristic functions of each subdomain.

The asymptotic limits when the contrast increases to infinity are recovered and analyzed; see Theorems 6 and 8 and Corollary 12. The convergence of the expansions in \( H^1(D) \) is obtained provided that the contrast is larger than a constant \( C \) that depends on the background domains and the domains representing the inclusions. The convergence rate is algebraic. We consider the case of isolated interior inclusions which can be high and low conductivities. Other more complex configurations can be analyzed following a similar procedure. The analysis covers the cases with high- and low-conductivity inclusions. See Figure 3 for schematic representations of two dimensional configurations. If the low-conductivity value is \( \epsilon \) and the high-conductivity value is \( \eta = 1/\epsilon \), then, an expansion similar to (52)-(53) can be used for all the examples in Figure 3. For general values of \( \eta(\epsilon) = \epsilon^{-\rho} \), an expansion similar to (52)-(53) can also be derived where the coefficients in front of spatial terms will scale as \( \epsilon^{l+mp} \), where \( l \geq -1 \) and \( m \geq 0 \) are integers.

More general coefficients can also be studied. Similar expansions for other problems related with flows in high-contrast multiscale media can be obtained, e.g., models like heat conduction, wave propagation, Darcy or Brinkman flow, and elasticity problems. Efficient solution techniques for solving the system of linear equations (41) will be a subject of future research, in particular, localization procedures for the harmonic characteristic functions will be studied. Questions concerning the convergence of the series in stronger norms as well as computing quantities of interest will be studied in the future. Reduced contrast approximation and related multiscale methods as in (12) will be the subject of future studies.
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