Casimir forces in transmission-line circuits: QED and fluctuation-dissipation formalisms
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Transmission-line waveguides can mediate long-range fluctuation-induced forces between neutral objects. We present two approaches for the description of these forces between electric components embedded in transmission-line circuits. The first, following ordinary quantum electrodynamics (QED), consists of the quantization and scattering theory of voltage and current waves inside transmission lines. The second approach relies on a simple circuit analysis with additional noisy current sources due to resistors in the circuit, as per the fluctuation-dissipation theorem (FDT). We apply the latter approach to derive a general formula for the Casimir force induced by circuit fluctuations between any two impedances. The application of this formula, considering the sign of the resulting force, is discussed. While both QED and FDT approaches are equivalent, we conclude that the latter is simpler to generalize and solve.

I. INTRODUCTION

The ongoing experimental progress in the ability to efficiently couple polarizable emitters to waveguide structures opens many exciting possibilities in quantum optics research [1–8]. A central theme in this growing field is the possibility to design long-range and modified interactions between polarizable objects, mediated by the waveguide modes. Such enhanced interactions should prove useful for entanglement generation [9, 10] and for the study of novel many-body phenomena and quantum nonlinear optics with long-range interactions [11–18].

Quantum vacuum fluctuations of waveguide modes may also drive and mediate novel Casimir and van der Waals forces, with drastically modified distance dependencies [19–25]. Of particular interest are such vacuum-induced interactions mediated by transmission-line waveguides, which can become extremely long-range and strong [19–21], as opposed to e.g. exponentially decreasing interactions mediated by other waveguides [22–24]. The unique feature of electromagnetic phenomena in transmission-line (TL) waveguides is that it can be described by electrodynamics in one-dimension (1d), or equivalently, by TL circuit theory. This is in contrast to electrodynamics in other types of waveguides, for which a 1d description of broadband and non-resonant phenomena, such as zero-point fluctuation forces, is not adequate. Transmission-line circuits in the quantum regime are now routinely used in the field of circuit quantum electrodynamics, where squeezed vacuum generation and the dynamical Casimir effect were recently observed [26–29].

The aim of the present work is to consider a general theoretical framework for the description of quantum fluctuation-induced potentials inside TL circuits. As explained below, we focus on the regime at which the 1d electromagnetic description is valid, and compare two equivalent approaches for such a theoretical framework. The first approach considered here is a straightforward adaptation of QED to TL circuits, consisting of canonical quantization of propagating voltage and current fields [30, 31]. Quantum fluctuations and associated phenomena then originate in those quantized fields, and are described by an effective 1d QED theory, combined with a 1d scattering formalism [19, 32].

In an alternative approach, quantization is performed only implicitly, by using the fluctuation-dissipation theorem (FDT) [33]. Here, quantum fluctuations in the form of noisy current sources, emerge from resistive elements within the circuit, in analogy to the Lifshitz treatment of the Casimir force between dispersive materials in free space [34–37]. The inclusion of these noisy currents within standard circuit theory, then provides an elegant route towards the calculation of fluctuation potentials in circuits, by simply using the Kirchhoff circuit laws. Moreover, much like in the Lifshitz treatment, the advantage of the FDT description over that using canonical quantization, is the possibility to treat dissipative systems.

The paper is organized as follows. In Sec. II we briefly review a few essential elements of transmission-line theory and present the Casimir problem adapted to circuits. Sec. III is devoted to the introduction of the QED and FDT approaches and the identification of the driving quantum fluctuations sources therein. We proceed to the calculation of the Casimir force between two circuit components within the QED and FDT approaches in Sec. IV and V, respectively, where in the latter the calculation is generalized to dissipative components and terminated lines. As an illustration, we discuss in Sec. VI a few simple examples, where special care is taken to the possibility of repulsive forces. We conclude by a discussion of a few formal aspects and possible experimentally relevant systems in Sec. VII.
II. TRANSMISSION-LINE CIRCUITS

A. The TEM mode: 1d electrodynamics

A transmission line (TL) is formed by at least two conductors (Fig. 1a). This guarantees the existence of the transverse-electromagnetic (TEM) mode as the fundamental transverse mode of the TL \[38\]. The TEM mode function, \(E_0 e^{ikx}\), where \(x\) is the propagation direction and \(E_0\) is independent of frequency, along with its linear dispersion, \(\omega = |k|c\), with \(k\) the wavenumber along \(x\) and \(c\) the speed of propagation, constitute 1d wave propagation at all frequencies. This unique 1d propagation is in contrast to the guided modes of dielectric waveguides (such as optical fibers) or hollow metallic waveguides, where \(E_0\) is frequency dependent \[38\]. All other guided modes supported by the TL possess a cutoff frequency which is higher than \(c/a\), \(a\) being the separation between the conductors that form the TL (Fig. 1a). Therefore, the 1d description of electromagnetic wave propagation in TL circuits is valid for frequencies \(\omega < c/a\), where only the TEM mode exists. For quantum fluctuations, where the driving fluctuations may exist in an immense frequency bandwidth, an electrodynamic description must be supplemented by the anisotropy of circuit elements (e.g. parallel-plate capacitors), we consider only a single polarization, resulting in the usual scalar TL description.

B. Voltage and current waves

Considering only the TEM mode, the electromagnetic field can be described by propagating voltage and current waves in 1d, obeying the so-called telegraphers equations \[39\]

\[
\partial_x V = -L' \dot{I}, \quad \partial_t I = -C' \dot{V},
\]

with \(V(x,t)\) and \(I(x,t)\) the voltage and current waves at time \(t\) and position \(x\) along the TL. For a given section of the TL with capacitance and inductance per unit length, \(C'\) and \(L'\), respectively, that are independent of \(x\), this leads to the 1d Helmholtz equation in this section,

\[
(\partial^2_x + k^2)u, \quad k = \omega/c, \quad c = 1/\sqrt{L'/C'},
\]

for \(u = V, I\) written in frequency domain. The resulting forward and backward propagating voltage waves \(V_{\pm k} e^{\pm ikx}\) can then be reflected by an impedance \(Z(\omega)\) that terminates the line, with a reflection coefficient \[39\]

\[
r(\omega) = \frac{Z(\omega) - Z_0}{Z(\omega) + Z_0}, \quad Z_0 = \sqrt{L'/C'},
\]

and where \(Z_0\) is the line impedance (real number). In turn, the forward/backward current amplitudes are related to their respective voltage amplitudes by \(I_{\pm k} = \pm V_{\pm k}/Z_0\). When the impedance \(Z\) is placed in between two semi-infinite TL sections (Fig. 1b), it acts as a mirror with reflection and transmission coefficients

\[
r = \frac{Z||Z_0 - Z_0}{Z||Z_0 + Z_0}, \quad t = 1 + r, \quad Z||Z_0 \equiv \frac{Z_0}{Z + Z_0}.
\]

Here we used the fact that the load of a semi-infinite TL seen by the circuit is its characteristic impedance \(Z_0\) (connected in parallel to \(Z\)). We note that \(Z\) may in general contain dissipative elements (a real part), in which case \(|r|^2 + |t|^2 \neq 1\) (see Appendix A).

C. Force between circuit components

The electromagnetic energy of an infinitesimal section \(dx\) at position \(x\) of the TL is given by that stored in its capacitance and inductance. The electromagnetic energy \(H\) of the TL is then

\[
H = \int_{-\infty}^{\infty} dx H'(x), \quad H'(x) = \frac{1}{2} L'(x) I^2(x) + \frac{1}{2} C'(x) V^2(x),
\]

with \(H'(x)\) being the energy density (energy per unit length). Considering two lumped-element components with impedances \(Z_1\) and \(Z_2\) at positions \(x = 0\) and \(x = l\) along the line (Fig. 1c), the force between the components mediated by the TL’s TEM modes is given by the discontinuity of the electromagnetic energy density.

\[
F_{\text{TEM}} = Z_1 Z_2 \left[ Z_1 Z_0 \right| - 2 \frac{dZ}{dx} \left. \left( Z_1 Z_0 \right) \right|_{x=l},
\]

\[
Z_1 Z_2 \left[ Z_1 Z_0 \right| - 2 \frac{dZ}{dx} \left. \left( Z_1 Z_0 \right) \right|_{x=0},
\]

FIG. 1: Transmission-line (TL) circuits and the Casimir force. (a) A TL (two parallel thick lines) is characterized by the impedance \(Z_0\) of its fundamental TEM mode. Practical realizations range from a pair of parallel wires to two separated conductors in a planar geometry, such as in the widely used coplanar waveguide (see right-hand side). (b) A mirror formed by an impedance \(Z\) embedded in a TL: incident waves are scattered forward \((t)\) and backward \((r)\) (Eq. 3). (c) A straightforward adaptation of the Casimir problem to TL circuits. Quantum fluctuations of the quantized TEM mode supported by the TL are scattered off the two circuit elements with impedances \(Z_1\) and \(Z_2\), resulting in an interaction and force between the elements.
around each component (see Appendix B)

\[ f = H'(0^-) - H'(0^+) = H'(l^+) - H'(l^-). \]  

(6)

Here, the positive sign \((f > 0)\) means an attractive force between the components. In the case of a Casimir-like force, the task is therefore to find the voltage/current fields around the components (e.g. at \(x = 0^+\) and \(x = 0^-\)), given the sources of quantum fluctuations that exist in the circuit, and insert them in Eqs. (5) and (6).

III. SOURCE OF QUANTUM FLUCTUATIONS

A. QED approach

Within QED, the Casimir interaction is driven by the vacuum fluctuations of the electromagnetic field modes that are coupled to the interacting objects. Therefore, the first step is to perform a canonical quantization of the field modes of a "free" TL (where \(C'\) and \(L'\) are independent of \(x\)). This has been done before by many authors [30, 31, 40, 41] and is also presented in Appendix C. In short, we begin by writing the 1d Helmholtz equation [2] for the charge wave \(Q(x,t) = \int dt t(x,t)\), find the Lagrangian that yields it, and the canonical conjugate to \(Q(x)\), \(\phi(x) = L'(x)\). Then, moving to Hamiltonian formulation, quantization is performed by imposing the commutation relations \([Q(x), \phi(x')] = i\hbar \delta(x-x')\). The resulting quantized voltage and current fields take the form (Appendix C)

\[
\hat{V}(x) = \sum_{k>0} \left[ (\hat{V}_{+k} e^{ikx} + \hat{V}_{-k} e^{-ikx}) + \text{h.c.} \right],
\]

\[
\hat{I}(x) = \frac{1}{\pi^2} \sum_{k>0} \left[ (\hat{V}_{+k} e^{ikx} - \hat{V}_{-k} e^{-ikx}) + \text{h.c.} \right].
\]  

(7)

Here, the terms in parentheses are the so-called positive-frequency components of the fields, and the forward/backward (+/−) amplitudes of waves at frequency \(\omega = kc\) are given by

\[
\hat{V}_{\pm k} = \mp i \frac{\hbar c k}{2\pi L} \hat{a}_{\pm k},
\]

(8)

where \(L\) is a quantization length of the 1d plane wave modes \(e^{ikx}/\sqrt{L}\), and \(\hat{a}_{\pm k} (\mu = \pm)\) possess the commutation relations \([\hat{a}_{\mu k}, \hat{a}_{\mu' k'}^\dagger] = \delta_{\mu\mu'}\delta_{kk'}, [\hat{a}_{\mu k}, \hat{a}_{\mu' k'}] = 0\). The Hamiltonian operator is given by Eq. (7) with \(\hat{V}(x)\) and \(\hat{I}(x)\) now replaced by the operators from Eq. (7), or, in terms of the operators \(\hat{a}_{\pm k}\) by \(H = \sum_{k>0} \hbar c k (\hat{a}_{+ k}^\dagger \hat{a}_{+ k} + \hat{a}_{- k}^\dagger \hat{a}_{- k} + 1)\).

In summary within the QED formulation, the source of Casimir forces are the quantum fluctuations of the voltage and current fields [7], which propagate inside the TL with the amplitudes [8]. The way these fields propagate and scatter between different impedances determines the energy density and the force in Eq. (6).

B. FDT approach

According to the FDT, the dissipation of electromagnetic energy in a resistor (ohmic losses) must be accompanied by current fluctuations \(I_N(t)\) inside it. At open circuit, when the resistor is disconnected, the spectrum of these fluctuations is given by (Appendix D) [31, 42]

\[
S_{I_N}(\omega) = \frac{1}{T_c} \langle I_N(\omega)I_N(-\omega) \rangle = \frac{2\pi c}{R(t)} \frac{1}{1 - e^{-\beta\pi\omega}},
\]  

(9)

with a corresponding voltage spectrum of \(S_{V_N} = R^2 S_{I_N}\), and where \(I_N(\omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} I_N(t)\), \(T_c \rightarrow \int_{-\infty}^{\infty} dt = 2\pi\delta(\omega = 0)\) is the duration of the experiment, and \(\beta\) is the inverse temperature. These fluctuations originate from the internal degrees of freedom of the resistor and hence should exist regardless of whether the resistor is connected to other components or not. Therefore, in order to account for these fluctuations within circuit theory, the resistor model is accompanied by a shunt current source with the spectrum (9) (Fig. 2a; noting also the equivalence to a voltage source in series [41]). This guarantees the constant supply of the current noise as per the FDT.

To conclude, the FDT approach for the calculation of quantum fluctuation forces in circuits goes as follows. In a given circuit, all resistors (or equivalently, semi-infinite TLs) are modeled by their resistance \(R\) in parallel to a current noise source with the spectrum (9). By applying the Kirchhoff laws in frequency domain, one can then find voltages and currents in the circuit and hence the energy density and force (6).

C. Equivalence between both approaches

As already mentioned above, the impedance of a semi-infinite TL seen by a circuit (e.g. an electrical component), is equivalent to a resistance \(R = Z_0\), with \(Z_0\) the characteristic impedance of the TL. This is a manifestation of the fact that an infinite space, here 1d space, does not reflect incident waves, and is hence equivalent to dissipation, which is represented by a resistor in the case of circuits. Following the reasoning of the FDT, we
would then expect that the noise inserted into a circuit from a semi-infinite TL with a characteristic impedance $R$, is identical to that inserted by a resistor $R$ (Fig. 3). This fluctuation-source equivalence can be demonstrated as follows.

First, consider the spectrum of voltage fluctuations inserted by a resistor $R$ into a circuit. The input of any circuit is represented by its wires, characterized by the impedance $Z_0$ of a semi-infinite TL (Fig. 3a). The task is then to find the voltage fluctuations induced by a resistor $R$, which is the spectrum of the freely forward propagating in the TL.

For the present purpose, it is convenient to use the QED approach. First, consider the spectrum of voltage fluctuations in a TL, so that

$$\langle V_+(0^+, t) V_+(0^-, t) \rangle = \frac{2\hbar}{2\pi C L} \int_{-\infty}^{\infty} d\omega \frac{e^{-i\omega t}}{\sqrt{L/C}}.$$ (15)

By definition, the first term of the integrand in Eq. (14) is $S_{V_+(0^-)}(\omega)$, which is inserted into Eq. (11) with $R = \sqrt{L/C}$, to yield exactly the same spectrum as in Eq. (10).

### IV. CASIMIR FORCE BETWEEN CIRCUIT COMPONENTS: QED FORMULATION

Reconsidering the configuration from Fig. 1c, we shall now turn to the calculation of the force between the electric components, Eq. (6). The QED formalism is particularly useful for non-dissipative components for which the impedances $Z_{1,2}$ are purely imaginary. These components then form non-absorptive scatterers, or mirrors, with the reflection and transmission coefficients, Eqs. (4), satisfying $|r|^2 + |t|^2 = 1$ (Appendix A). The expression for the force in Eq. (6) is given in terms of the Hamiltonian density, which in turn requires the knowledge of the voltage and current fields around the scatterers. These are found below by a 1d scattering formulation.

#### A. The scattering problem

Since scattering problems are conveniently treated in frequency domain, we first write the Hamiltonian density $H'(x)$ from Eq. (3) using the voltage and current operators from Eq. (7). Taking the quantum mechanical average over $H'(x)$, we assume a thermal state for the input field fluctuations arriving from both semi-infinite ends of the TL, so that

$$\langle \hat{V}_{\mu k} \hat{V}_{\mu' k'} \rangle = 0, \langle \hat{V}_{\mu k} \hat{V}_{\mu' k'}^\dagger \rangle, \langle \hat{V}_{\mu k} \hat{V}_{\mu' k'}^\dagger \rangle \propto \delta_{kk'} \langle \mu, \mu' \in \pm \rangle.$$ (16)

The Hamiltonian density then assumes the following spectral representation

$$H' = C' \sum_{k > 0} \left( \hat{v}_{+ k} \hat{v}_{+ k}^\dagger + \hat{v}_{- k} \hat{v}_{- k}^\dagger + \hat{v}_{+ k} \hat{v}_{+ k} + \hat{v}_{- k} \hat{v}_{- k} \right).$$ (17)
which depends on \( x \) only through the TL section wherein \( x \) is located. Therefore, for the force \( \Phi \), we need to find the amplitudes \( \hat{V}_{\pm k} \) of the forward and backward propagating voltages at the different TL sections, e.g., those of \( x < 0 \) and \( 0 < x < l \) around the scatterer \( Z_1 \) at \( x = 0 \).

This defines the following scattering problem (as in Ref. \[32\]). We divide the 1d space into three sections 1, 2, and 3 for \( x < 0 \), \( x > l \), and \( 0 < x < l \), respectively. Then, the field amplitudes of all sections are found as a function of input fields, consisting of the freely-propagating fields, \( \hat{V}_{\pm k} \) (forward-propagating, section 1) and \( \hat{V}_{-k} \) (backward-propagating, section 2), with \( \hat{V}_{\pm k} \) from Eq. (8). The solution is performed as usual by matching the fields at the boundaries \( x = 0 \) and \( x = l \), obtaining

\[
\hat{V}_{\pm k} = t_1 \hat{V}_{+k} + r_1 \hat{V}_{-k}, \\
\hat{V}_{\pm k} e^{-ikl} = r_2 \hat{V}_{+k} e^{ikl} + t_2 \hat{V}_{-k} e^{-ikl},
\]

(16)

with \( r_{1,2} \) and \( t_{1,2} \) the reflection/transmission coefficients, Eqs. [1], for purely imaginary impedances \( Z = Z_{1,2} \). Solving for the field amplitudes in terms of the inputs, \( \hat{V}_{\pm k} \), we find

\[
\left( \begin{array}{c} \hat{V}_{+k} \\ \hat{V}_{-k} \end{array} \right) = \mathcal{R} \left( \begin{array}{c} \hat{V}_{+k} \\ \hat{V}_{-k} \end{array} \right), \\
\left( \begin{array}{c} \hat{V}_{+k} \\ \hat{V}_{-k} \end{array} \right) = \mathcal{S} \left( \begin{array}{c} \hat{V}_{+k} \\ \hat{V}_{-k} \end{array} \right),
\]

(17)

with the reflection and scattering matrices,

\[
\mathcal{R} = \frac{1}{1 - r_1 r_2 e^{ikl}} \left( \begin{array}{cc} t_1 & r_1 t_2 \\ r_2 t_1 e^{-ikl} & t_2 \end{array} \right), \\
\mathcal{S} = \left( \begin{array}{cc} \frac{-t_1}{r_1} & \frac{r_1 t_2}{r_2} e^{-ikl} \\ \frac{r_2}{r_1} e^{-ikl} & \frac{r_1}{r_2} e^{ikl} \end{array} \right)
\]

(18)

B. The force

The force, calculated on the impedance \( Z_1 \), is given by \( f = \Phi^{(1)} - \Phi^{(C)} \), with \( \Phi^{(n)} \) the Hamiltonian density in section \( n = 1, C \). Beginning with \( \Phi^{(1)} \) we insert \( \hat{V}_{\pm k} = \hat{V}_{\pm k}^{(1)} \) and \( \hat{V}_{-k}^{(1)} \) from Eqs. (17) and (18) into Eq. (15). Taking the statistics of a thermal state, Eq. (13), for the input fields \( \hat{V}_{\pm k} \) from Eq. (8), and the continuum limit \( \sum n \to (L/2\pi) \int_0^\infty dk \), we find

\[
\Phi^{(1)} = \int_0^\infty dk 2\pi \frac{\hbar c k}{\tan \left( \frac{\beta \hbar c k}{2} \right)} \left[ \rho_1^2 + |\tau|^2 \right],
\]

(19)

with the notation \( \mathcal{S} = \left( \begin{array}{cc} \tau & \rho_2 \\ \rho_1 & \tau \end{array} \right) \) for the scattering matrix from Eq. (18). For the non-absorptive scatterers case above, where \( Z_{1,2} \) are purely imaginary and \( |r_{1,2}|^2 + |t_{1,2}|^2 = 1 \), we verify that \( \rho_1^2 + |\tau|^2 = 1 \) as it should, such that

\[
\Phi^{(1)} = \int_0^\infty dk 2\pi \frac{\hbar c k}{\tan \left( \frac{\beta \hbar c k}{2} \right)} \left[ 1 + \rho_1^2 + |\tau|^2 \right].
\]

(20)

For \( \Phi^{(C)} \) we insert \( \hat{V}_{\pm k}^{(C)} \) from Eqs. (17) and (18) inside Eq. (15) and find

\[
\Phi^{(C)} = \int_0^\infty dk 2\pi \frac{\hbar c k}{\tan \left( \frac{\beta \hbar c k}{2} \right)} \left[ 1 - |r_1|^2 |r_2|^2 \right],
\]

(21)

where again \( |r_{1,2}|^2 + |t_{1,2}|^2 = 1 \) was used. Finally, by subtracting Eq. (21) from Eq. (20) we obtain the force

\[
f = \int_0^\infty dk 2\pi \frac{\hbar c k}{\tan \left( \frac{\beta \hbar c k}{2} \right)} \left[ \frac{r_1 r_2 e^{2ikl}}{1 - r_1 r_2 e^{2ikl}} + \frac{r_1 r_2 e^{-2ikl}}{1 - r_1 r_2 e^{-2ikl}} \right],
\]

(22)

identical to that found for 1d scattering in Ref. \[32\].

An interesting point is that of renormalization. Both \( \Phi^{(1)} \) and \( \Phi^{(C)} \) are infinite, however only \( \Phi^{(C)} \) depends on the existence of the scatterers and their separation. Therefore, one may view \( \Phi^{(C)} \) as the "bare" force between the scatterers whereas \( \Phi^{(1)} \) as merely a reference term originating in the free TL. Indeed, \( \Phi^{(1)} \) is identical to the free density of a free TL with \( \pm k \) modes traveling at velocity \( c \), each with a zero-point energy \( \hbar c k/2 \). As such, it can be also associated with the free-TL value of section \( C \) rather than that of section 1. Using such an interpretation, the above renormalization is similar to that used in the Lifshitz approach, where the reference energy subtracted from a diverging stress at a given point is that of the corresponding "free" homogenous system \[37\].

V. CASIMIR FORCE BETWEEN CIRCUIT COMPONENTS: FDT FORMULATION

A. Generalized Casimir problem in circuits

The Casimir problem presented in Fig. 1c and solved in the previous section presents a direct adaptation of the well-known free-space (3d) problem to its TL counterpart, which is nevertheless not the most natural problem to consider in circuits. In particular, the semi-infinite TL sections on the right and left sides of the scatterers \( Z_2 \) and \( Z_1 \), respectively, that were introduced therein in analogy to mirrors placed in free space, can be readily replaced by general complex impedances \( Z_n \) (\( n = 1, 2 \)) that terminate the line, as in Fig. 4a. We can decompose any impedance \( Z_n \) into a pair of real and imaginary impedances, \( R_n \) and \( iX_n \), respectively, connected in parallel (Fig. 4b) and satisfying

\[
\text{Re}[Z_n] = X_n \frac{R_n}{R_n^2 + X_n^2}, \quad \text{Im}[Z_n] = R_n \frac{R_n X_n}{R_n^2 + X_n^2}
\]

(23)
The general Casimir problem of Fig. 4a is however naturally understood without the need of such scattering interpretation: the task is to find the zero-point force induced between two electric components due to the fact that they are connected by a wire (TL). The FDT approach used below, allows to solve this problem using the Kirchhoff circuit laws, naturally applied to circuits in the frequency domain. In the following, it will be therefore useful to write the Hamiltonian density of the TL, Eq. (4), in frequency representation

$$H'(x) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \left[ \frac{1}{2} L' S_{I(x)}(\omega) + \frac{1}{2} C' S_{V(x)}(\omega) \right]$$

$$= \frac{1}{2} L' \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \left[ S_{I+}(\omega) + S_{I-}(\omega) \right]. \tag{24}$$

Here the spectrum $S_A(\omega)$ of a signal $A(t)$ is the same as that defined in Eq. (9), and we recall the forward/backward waves at frequency $\omega = kc$ which are defined by $A(x, \omega) = A_+(x) + A_-(x)$ with $A_\pm(x) = A_\pm(0)e^{\pm ikx}$ and the relation $I_\pm = \pm V_\pm/Z_0$ (see Eq. (2)).

### B. Circuit solution

In analogy to Sec. IV A, the idea is to find the Hamiltonian density between the scatterers, e.g. at $x = 0^+ = 0$, from which the force is deduced by a proper renormalization (subtraction). Noting Eq. (24), we then need to find the forward and backward current amplitudes at $x = 0$, $I_\pm(0)$. Using the circuit diagram of Fig. 4b at frequency $\omega$, the current $I_1$ on $Z_1$ is given by

$$I_1 = \frac{V(0)}{Z_1} = \frac{1}{Z_1}[V_+(0) + V_-(0)] = \frac{Z_0}{Z_1}[I_+(0) - I_-(0)]. \tag{25}$$

Combining it with the Kirchhoff current law at $x = 0$, $I_{N_1} = I_1 + I(0)$, with $I_{N_1}$ the noise current Eq. (9) with resistance $R_1$ (Fig. 4), we obtain

$$I_{N_1} = I_+(0) \left( 1 + \frac{Z_0}{Z_1} \right) + I_-(0) \left( 1 - \frac{Z_0}{Z_1} \right). \tag{26}$$

Similar considerations at $x = l$ lead to

$$I_{N_2} = -I_+(l) \left( 1 - \frac{Z_0}{Z_2} \right) - I_-(l) \left( 1 + \frac{Z_0}{Z_2} \right). \tag{27}$$

Considering the definition of the reflection coefficient $r_n$ of a line terminated by impedance $Z_n$, Eq. (3), along with the definition $t_n = 1 + r_n$ for $n = 1, 2$, the solution of Eqs. (26) and (27) becomes

$$I_+(0) = \frac{1}{2(1 - r_1 r_2 e^{2ikl})} \left[ t_1 I_{N_1} + r_2 t_1 e^{ikl} I_{N_2} \right],$$

$$I_-(0) = \frac{1}{2(1 - r_1 r_2 e^{2ikl})} \left[ t_2 I_{N_2} + r_1 t_2 e^{ikl} I_{N_1} \right]. \tag{28}$$

where the relation between the propagating current waves, $I_\pm(l) = I_\pm(0)e^{\pm ikl}$, was used.

### C. The force

Assuming that the noise input from the two resistances $R_{1,2}$ (Fig. 4) are uncorrelated, and considering their corresponding noise spectra from Eq. (9), the spectra $S_{I_\pm(0)}(\omega)$ of the currents $I_\pm(0)$ from Eq. (28) are found. Inserting $S_{I_\pm(0)}(\omega)$ into Eq. (24), the energy density at $x = 0$ becomes

$$H'(0) = \frac{1}{2} L' \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{h\omega}{1 - e^{-\beta\hbar\omega}} \frac{|A_1|^2}{4\pi} \left( 1 + |r_2|^2 \right) + \frac{|A_2|^2}{4\pi} \left( 1 + |r_1|^2 \right) \frac{2|1 - r_1 r_2 e^{2ikl}|^2}{2(1 - r_1 r_2 e^{2ikl})^2}. \tag{29}$$

Using $1 = |r_n|^2 + (Z_0/R_n)|t_n|^2$ for $n = 1, 2$ (Appendix A), $k = \omega/c$, and the expressions for $c$ and $Z_0$ [Eqs. (2) and (3)], we obtain

$$H'(0^+) = H'(0) = \int_{0}^{\infty} \frac{dk}{2\pi} \frac{hck}{\tanh \left( \frac{\beta hck}{2} \right)} \frac{1 - |r_1|^2|r_2|^2}{1 - r_1 r_2 e^{2ikl}|2}. \tag{30}$$
In order to convert the integral to positive \(k\)-values we have used the fact that the absolute values of the linear responses \(r_{1,2}\) and \(1 - r_1 r_2 e^{2ikl}\) are even functions of \(k\), since they result from Fourier transforms of real functions. The above result is identical to \(H'(0^+) = H'(0^-)\) calculated within the QED formalism, Eq. (21). The physical picture provided by the QED scattering problem was that of non-absorptive mirrors and fields transmitted to infinity, equivalent to the specific case \(R_1 = R_2 = Z_0\) in Fig. 4. The circuit problem of Fig. 4 is however more general, so that the above expression for \(H'(0^+)\) is valid for reflection coefficients of any complex impedances that effectively terminate the line.

Since the FDT result for \(H'(0^+)\), Eq. (30), is identical to that from Eq. (21), it can also be renormalized in the same way, i.e. by subtraction of the free-TL result of Eq. (20). Whereas in the QED approach the physical justification for this subtraction could be attributed to a counter force acting at \(x = 0^-\) [Eq. (6)], a more constructive point-of-view is the latter Lifshitz-theory-like interpretation given above; namely, the stress \(H'(0^+)\) at \(x = 0^+\) is renormalized by the subtraction of that of a free TL with the same line parameters \(C'\) and \(L'\) as in \(x = 0^+\).

To conclude, the TL circuit-mediated Casimir force between two general complex impedances \(Z_{1,2}\) which terminate a TL with characteristic impedance \(Z_0\) is given by

\[
f = \int_0^\infty \frac{dk}{2\pi} \frac{-\pi c}{\tanh \left( \frac{\beta c k}{2} \right)} \left[ \frac{r_{12} e^{ikl}}{1 - r_1 r_2 e^{ikl}} + \frac{r_{12}^* e^{-ikl}}{1 - r_1^* r_2 e^{-ikl}} \right],
\]

with \(r_{12}\) the reflection coefficients from Eq. (3). This result is in contrast to that obtained by the QED approach, Eq. (22), where the reflection coefficients are those from Eq. (4). Therefore, the above FDT-obtained result (Eq. 31) extends its validity of its QED-obtained counterpart (Eq. 22) to include dissipative scatterers/impedances that terminate the line.

VI. EXAMPLES AND SIGN OF FORCE

We shall now illustrate the application of the general formula, Eq. (31), with a few simple examples at zero temperature, where we take the two impedances to terminate the TL (as in Fig. 4). In particular, we wish to focus on the sign of the force, either attractive or repulsive, which is facilitated by performing the integral [31] in imaginary frequencies, the so-called Wick rotation [33]. Out of the four examples considered below, the first two are of pedagogical nature, whereas the latter two may also have practical implications.

A. Rotation to imaginary frequency

We begin by rewriting Eq. (31) at zero temperature \((\beta \to \infty)\) as

\[
f = -\frac{\hbar c}{\pi l^2} \text{Re}[I], \quad I = \int_0^{\infty} dv v \frac{r_1(v)r_2(v)e^{2iv}}{1 - r_1(v)r_2(v)e^{2iv}}, \quad (32)
\]

with \(v = kl = \omega(l/c)\) being a dimensionless frequency. Considering that the reflections \(r_{1,2}\) and the Fabry-Pérot cavity response \(1 - r_1 r_2 e^{2ikl}\) are causal linear response functions, they are analytic in the upper half complex plane as a function of \(v\) (dimensionless frequency \(\omega\), extended to be a complex variable) [33] (this means that any pole/resonance that appears on the real axis is slightly shifted below the real axis, i.e. includes dissipation, to account for realistic causal systems). Therefore, the integrand of \(I\) in (32) must also be analytic in the upper half plane, where it vanishes exponentially for \(|v| \to \infty\). This allows to deform the contour of integration from the real axis of \(v\) into the imaginary axis [43]. The resulting integral in terms of the dimensionless imaginary frequency \(u = -iv\) becomes

\[
f = \frac{\hbar c}{\pi l^2} \int_0^{\infty} du u \frac{r_1(iu)r_2(iu)e^{-2iu}}{1 - r_1(iu)r_2(iu)e^{-2iu}}, \quad (33)
\]

where for the evaluation of \(r_{1,2}(iu)\) we recall that \(iu = \omega(l/c)\). We also note that this integral is guaranteed to take real values since linear response functions are real and monotonically decreasing in the positive imaginary axis [33].

This also means that \(r_{1,2}(iu)\) take only real values smaller than \(r_{1,2}(i0) < 1\), which is extremely useful in determining the sign of the force. The denominator must therefore be positive such that the sign of the integrand is exclusively determined by the product \(r_1(iu)r_2(iu)\) in the numerator. Considering impedances \(Z_{1,2}\) that terminate the line, with the reflection coefficients of Eq. (3), repulsion \((f < 0)\) is then obtained (per frequency) for

\[
Z_1(iu) < Z_0 < Z_2(iu) \Rightarrow r_1(iu)r_2(iu) < 0, \quad (34)
\]

where \(1\) and \(2\) are interchangeable. This is in analogy to the known condition in 3d [34, 44], which is nevertheless typically stated in terms of electric permittivity instead of impedance, hence ignoring the magnetic response.

B. Example 1: a pair of short/open circuits

Here we consider that both impedances are either shorted, i.e. replaced by a wire so that \(Z_{1,2} = 0\), or disconnected \(Z_{1,2} = \infty\) (“open circuit”, equivalent to vanishing capacitance or infinite inductance). Whereas the first case gives \(r_{1,2} = -1\) and the latter \(r_{1,2} = 1\) [Eq. (3)], both cases yield \(r_1 r_2 = 1\) at all frequencies \(u\), and hence to an attractive force. This case constitutes the 1d analogue to the original situation considered by Casimir [45]. Performing the integral in Eq. (33) with \(r_1 r_2 = 1\) we obtain \(f = \pi \hbar c/(24l^2)\) as expected in 1d [32, 49].
C. Example 2: open circuit in front of short circuit

Consider now a short circuit, $Z_2 = 0$, interacting with an open circuit, $Z_1 = \infty$, satisfying the condition (34) for a repulsive force. Inserting $r_1 r_2 = -1$ into Eq. (33) for all frequencies $u$, we find $f = -\pi hc/(48l^2)$. This result was obtained in Ref. [40] by similar considerations to those of the original Casimir treatment, adopted to 1d field quantization with unlike boundary conditions. Here however, a concrete physical system of impedances inside circuits is considered, which allows an interpretation in analogy to the result by Boyer in Ref. [42], where the free-space Casimir force between a perfect magnetic conductor $\mu(iu) \to \infty$ and a perfect electric conductor $\epsilon(iu) \to \infty$ was found to be repulsive. Therefore, the impedance $Z_1 = 0$ can be viewed as that of a capacitor $Z_1(iu) = l/(eCu)u$ in the limit $C \to \infty$ in analogy to $\epsilon(iu) \to \infty$, whereas $Z_2 = \infty$ can be seen as an inductor $Z_2(iu) = cLu/l$ in the limit of infinite inductance analogous to $\mu(iu) \to \infty$.

D. Example 3: capacitor in front of inductor

The former two examples can be made more realistic by considering circuit elements such as a capacitor $C$ and an inductor $L$. The frequency dependencies of their respective impedances, $Z_1 = i/(\omega C)$ and $Z_2 = -i\omega L$, exhibit opposite limiting behaviors at $\omega \to 0$ and $\omega \to \infty$, namely, when $Z_1$ appears as open circuit $Z_2$ appears as short circuit and vice versa. Therefore, both behaviors found in examples 1 and 2 above should appear in this case. More explicitly, consider their corresponding reflection coefficients in imaginary frequency

$$
\begin{align*}
r_1(iu) &= \frac{u_C - u}{u_C + u}, \\
r_2(iu) &= \frac{u - u_L}{u + u_L},
\end{align*}
$$

where $u_C$ and $u_L$ are the scaled frequencies associated with the capacitor and inductor, respectively. Figure 5b displays the force between the components, which is calculated by numerically integrating Eq. (33) as a function of the parameters $u_C$ and $u_L$. Indeed, both of the results from examples 1 (attractive force) and 2 (repulsive force) emerge at the following limits: when the capacitance is small ($u_C \to \infty$) $Z_1$ acts as open circuit and vice versa, whereas when the inductance is small ($u_L \to \infty$) $Z_2$ acts as short circuit and vice versa.

E. Example 4: capacitor + resistor in front of short circuit

All previous examples included non-dissipative impedances. We shall now exploit the general formula, Eq. (31), derived using the FDT approach to consider a dissipative case that goes beyond that treated using the QED approach. Specifically, we consider an impedance $Z_1 = i/(\omega C) + R$ of a capacitor in series with a resistor. The corresponding reflection coefficient in imaginary frequency is given by

$$
r_1(iu) = \frac{(R/Z_0 - 1)u + u_C}{(R/Z_0 + 1)u + u_C},
$$

which changes sign as a function of $u$. Figure 5c presents the resulting force for $Z_2 = 0$ (short circuit), plotted as a function of the parameters $u_C$ and $R/Z_0$. Again, for small capacitance, where $u_C \gg 1$, the capacitor, and hence $Z_1$, behave as open circuit, so that the repulsion of example 2 is recovered.

VII. DISCUSSION

We have considered the fluctuation force between two neutral objects connected by wires. The objects are characterized by their impedances and, within the FDT approach, the fluctuations emerge from their dissipative part. This approach is simple to generalize for any dissipative circuit, and in particular to lossy TLs, by modelling any resistance with a current source as in Fig. 2 [11]. Moreover, it is also natural to apply to any general circuit configuration such as lumped circuits, since it does not rely on the quantization of electromagnetic waves, as in the QED approach. As such, it can become useful in the exploration of a variety of fluctuation phenomena in circuits, such as those studied in Refs. [49] [49], by merely solving a set of Kirchhoff-law equations. In this respect, the study of fluctuation forces in circuits could...
provide a conceptually simple system wherein Casimir physics can be explored in the absence of technical complications which may not add to its essence.

We note that in principal, the general configuration beyond that of Fig. 1c can also be calculated within the QED scattering formalism. That would require to replace any resistive element $R$ by a semi-infinite TL with characteristic impedance $R$ and corresponding quantum field fluctuations. This would result in a more complicated scattering problem with multiple channels and inputs which is nevertheless fully equivalent to the more elegant circuit solution of the FDT formalism. In this respect, let us also refer back to the fact that the result for the force in the QED approach, Eq. \( (22) \), is identical to that found using the FDT approach, Eq. \( (31) \), even though the latter was derived for the general case whereas the former for the specific case of non-dissipative impedances embedded in a uniform TL. In fact, a similar situation exists also in 3d derivations of the Casimir force between dielectric slabs or mirrors. There, the Lifshitz treatment, which is performed for generally lossy dielectrics \( \text{\cite{34}} \), formally leads to the same result obtained by derivations which assume lossless dielectrics and mirrors \( \text{\cite{32, 36}} \).

Although the main focus of this paper is on formalism, we shall conclude with a brief account on possible experimental realizations. A straightforward realization where the force between the circuit elements would in principle be observable is a systems wherein the motion of the center of mass of one of the elements is allowed and is measurable. A different approach would be to consider the interaction potential built between the two elements, which is associated with the force. Then, if the energy spectrum describing the internal degrees of freedom of one of the elements is quantized, such as in a super-conducting qubit, the interaction potential could possibly be measured via the shift it induces on these energy levels \( \text{\cite{19, 50, 51}} \). Alternatively, in case one of the interacting elements possesses a movable internal coordinate, such as in a variable capacitor or inductor, the interaction potential may be inferred from the force induced on this coordinate \( \text{\cite{45, 49, 52}} \).

Appendix A: Relation between reflection and transmission coefficients

By energy conservation, it is clear that the relation between the power reflection and transmission coefficients of a non-dissipative 1d scatterer satisfies $|r|^2 + |t|^2 = 1$. Similar energy conservation reasoning lead to the modification of this relation when the scatterer is situated at the boundary between media with different impedances. We will now show how these relations can be obtained using simple circuit analysis for the reflection of an impedance $Z$ that terminates a TL, Eq. \( (3) \), when the transmission (absorption) is defined as $t = 1 + r = 2Z/(Z + Z_0)$. Denoting $Z' = \text{Re}[Z]$ and $Z'' = \text{Im}[Z]$, we obtain

$$1 - |r|^2 = \frac{4Z_0^2 ((Z')^2/Z_0 + 2Z'^2 + Z'Z_0)}{(|z|^2 + Z_0(2Z' + Z_0))^2},$$
$$|t|^2 = \frac{4|Z|^2 ((Z')^2 + 2Z_0Z' + Z_0^2)}{(|z|^2 + Z_0(2Z' + Z_0))^2}. \quad \text{(A1)}$$

Then, representing the impedance by a parallel resistor $R$ and reactance $X$ as in Fig. 4b, we insert the relations \( (23) \) into Eqs. \( (A1) \) and obtain

$$1 = |r|^2 + \frac{Z_0}{R} |t|^2. \quad \text{(A2)}$$

The relation to energy conservation in 1d scattering becomes clear if we think of the resistor $R$ in Fig. 4b as a semi-infinite TL extending to left side, with a characteristic impedance $R$. Then, Eq. \( (A2) \) describes the energy transfer between a medium with impedance $R$ to a medium with impedance $Z_0$ through a lossless scatterer $iX$, and therefore the ratio of impedances appears. For a lossless mirror between identical media, $R = Z_0$, we obtain the usual relation $|r|^2 + |t|^2 = 1$.

Appendix B: Force exerted on circuit components

Consider a lumped-circuit component embedded in a TL at position $x_0$, as in Fig. 6. The force acting on the component is that exerted by the electromagnetic fields on a volume $V$ which surrounds the component (blue dashed line in Fig. 6) \( \text{\cite{47, 53}} \),

$$
f = \int_{\partial V} da \cdot \overrightarrow{T}(r). \quad \text{(B1)}$$

Here $da$ is a vector of an area element directed normal to the surface $\partial V$ confining the volume $V$, and $\overrightarrow{T}(r)$ is the Maxwell stress tensor (outside of the component)

$$T_{ij} = \epsilon_0 E_i E_j + \mu_0 H_i H_j - W\delta_{ij}, \quad W = \frac{1}{2} (\epsilon_0 E^2 + \mu_0 B^2). \quad \text{(B2)}$$

Since we are interested in forces mediated (exerted) by the TEM field mode of the TL, we consider $T_{ij}$ for electric and magnetic fields perpendicular to each other and to
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the propagation axis $x$, $E_i = E \delta_{ix}$ and $H_i = H \delta_{iz}$, yielding a diagonal stress tensor $T_{ij} = T_{ii} \delta_{ij}$ with $T_{xx} = -W$. The force along the positive $x$ direction, $f = e_x \cdot f = \int_{\partial V} da_x T_{xx}$ is then found to be

$$f = -\int dydz T_{xx} (x_0^+, y, z) + \int dydz T_{xx} (x_0^-, y, z)$$

$$= \int dydz \left[ W(x_0^+, y, z) - W(x_0^-, y, z) \right]$$

$$= H'(x_0^-) - H'(x_0^+). \quad (B3)$$

Here we used the fact that the integral of the electromagnetic energy density $W(x, y, z)$ over $y$ and $z$ is equivalent to the energy per unit length $H'(x)$.

Considering now the impedance 1 from the Casimir configuration of Fig. 1c, the force in the positive $x$ direction, $f_1 = H'(0^-) - H'(0^+)$, is the attractive force acting on this circuit element. For the impedance 2, the attractive force is that in the negative $x$ direction and is hence given by $f_2 = H'(1^+) - H'(1^-)$. Finally, since the energy density is constant at each section of the TL [see Eq. (15)], the two forces are identical as expected, $f_1 = f_2 \equiv f$.

**Appendix C: Quantization of the homogenous transmission line**

In the following, we provide a brief account of the quantization of the TL. The voltage, current, and hence the charge fields in a homogenous TL satisfy the 1d Helmholtz equation, Eq. (2). It can be easily shown that this equation, e.g. for the charge $Q(x, t)$, can be derived from the following Lagrangian,

$$\mathcal{L} = \int dx \frac{1}{2} \left[ L'(\partial_t Q)^2 - \frac{1}{C'}(\partial_x Q)^2 \right]. \quad (C1)$$

The conjugate variable to $Q(x)$ is found to be the flux per unit length, $\phi(x) = \partial \mathcal{L}/\partial \dot{Q}(x) = L' \dot{I}(x)$, resulting in the Hamiltonian,

$$H = \int dx \frac{1}{2} \left[ \frac{1}{L} \phi^2 + \frac{1}{C'}(\partial_x Q)^2 \right]. \quad (C2)$$

Canonical quantization is performed by demanding the commutation relations $[Q(x), \hat{Q}(x')] = 0$, $[\phi(x), \hat{\phi}(x')] = 0$ and $[\hat{Q}(x), \hat{\phi}(x')] = i\hbar \delta(x - x')$. Using the expansion $\hat{Q}(x) = \sum_k \hat{Q}_k e^{ikx}/\sqrt{L}$ + h.c. and hence $\hat{\phi}(x) = -i \sum_k \hat{Q}_k \hat{a}_k e^{ikx}/\sqrt{L}$ + h.c. with $[\hat{a}_k, \hat{a}^\dagger_k] = \delta_{kk}$, we find the coefficients $Q_k = \sqrt{\hbar/(2Z_0|k|)}$. Finally, by using the telegraphers equation $\dot{V}(x) = -(1/C')d\hat{Q}/dx$ and the definition of the flux $\hat{\phi}(x) = L' \hat{I}(x)$, we find the voltage and current operators from Eqs. (7) and (8).

**Appendix D: Current fluctuations in resistors**

A simple way to derive Eq. (9) goes as follows. Treating the charge $Q$ on a lumped circuit element as its relevant dynamical variable, and considering an applied voltage $V(t)$, we obtain the interaction Hamiltonian in a linear form $H = QV(t)$. Considering the impedance of the circuit element $Z(\omega)$, and using $I(\omega) = \hat{V}(\omega)/Z(\omega)$ and $Q(t) = I(t)$, we find $Q(\omega) = \chi(\omega)\hat{V}(\omega)$ with the linear response $\chi(\omega) = i\omega Z(\omega)$. Then, inserting $\text{Im}[x] = i \text{Re}[Z]/(\omega|Z|^2)$ into the FDT 33, we find the charge fluctuations

$$S_Q(\omega) = 2\hbar \frac{\text{Re}[Z]^2}{\omega|Z|^2} \frac{1}{1 - e^{-\beta k_{B}\omega}}. \quad (D1)$$

Finally, the current fluctuations are obtained from $S_I(\omega) = \omega^2 S_Q(\omega)$, where Eq. (9) corresponds to the case $Z = R$.
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