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ABSTRACT: When a system emits gravitational radiation, the Bondi mass decreases. If the Bondi energy is Hamiltonian, it can thus only be a time-dependent Hamiltonian. In this paper, we show that the Bondi energy can be understood as a time-dependent Hamiltonian on the covariant phase space. Our derivation starts from the Hamiltonian formulation in domains with boundaries that are null. We introduce the most general boundary conditions on a generic such null boundary, and compute quasi-local charges for boosts, energy and angular momentum. Initially, these domains are at finite distance, such that there is a natural IR regulator. To remove the IR regulator, we introduce a double null foliation together with an adapted Newman-Penrose null tetrad. Both null directions are surface orthogonal. We study the falloff conditions for such specific null foliations and take the limit to null infinity. At null infinity, we recover the Bondi mass and the usual covariant phase space for the two radiative modes at the full non-perturbative level. Apart from technical results, the framework gives two important physical insights. First of all, it explains the physical significance of the corner term that is added in the Wald-Zoupas framework to render the quasi-conserved charges integrable. The term to be added is simply the derivative of the Hamiltonian with respect to the background fields that drive the time-dependence of the Hamiltonian. Secondly, we propose a new interpretation of the Bondi mass as the thermodynamical free energy of gravitational edge modes at future null infinity. The Bondi mass law is then simply the statement that the free energy always decreases on its way towards thermal equilibrium.
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1 Introduction

Gravitational radiation carries energy. In an asymptotically flat spacetime, an asymptotic observer measures a flux of gravitational energy $F(u)$, which is sourced by the incoming radiation and satisfies the well-known Bondi mass law,

$$F(u) = \dot{M}_B(u) = -\frac{1}{4\pi G} \oint_{S^2 \subset \mathcal{I}^+} d^2\Omega |\dot{\sigma}|^2 \leq 0,$$

where $\sigma(u, z, \bar{z})$ is the asymptotic shear that characterises the strength and polarisation of the gravitational radiation in addition to gravitational memory [1–5]. The energy flux is the time derivative of the Bondi mass $M_B(u)$, which is a two-dimensional integral at future null infinity. On the relativistic phase space, energy and time are canonically conjugate partial observables [6, 7], and the question arises whether the Bondi energy is Hamiltonian.

---

In the following, $(u, z, \bar{z})$ are asymptotic Bondi coordinates on $\mathcal{J}^+$ and $d^2\Omega = -2i(1 + |z|^2)^{-2}dz \wedge d\bar{z}$ is the two-dimensional fiducial area element.
whether there is a phase space equipped with a symplectic two-form $\Omega$ such that the Hamilton equations are satisfied,

$$\delta [M_B(u)] = -\Omega \left( \frac{d}{du}, \delta \right),$$

with $\delta$ denoting a linearised solution of the field equations. The obvious trouble with such a point of view is that it seems to be incompatible with the existence of gravitational radiation, rendering it rather useless for any real-world applications. In fact, since the two-form $\Omega(X,Y) = -\Omega(Y,X)$ is anti-symmetric and the Bondi mass $M(u)$ is the supposed generator of asymptotic time translations, we would find immediately that the energy is conserved

$$\dot{M}_B(u) = \{ M_B(u), M_B(u) \} = -\Omega \left( \frac{d}{du}, \frac{d}{du} \right) = 0.$$ 

(1.3)

No gravitational radiation would be seen at null infinity. If the Bondi mass is Hamiltonian, it can thus only be a time-dependent Hamiltonian such that the Hamilton equations (1.3) must be modified by an explicitly time-dependent term. One of the main motivations for this paper is to understand such explicit time-dependence on the covariant phase space for general relativity [8–12]. Otherwise we cannot distinguish background fields ($c$-numbers) that are responsible for the explicit time-dependence of the Bondi mass, from the actual phase space degrees of freedom ($q$-numbers) of the system to be studied. Our basic proposal is to remove, in fact, the incoming radiative modes from the covariant phase space and encode them into auxiliary background fields at null infinity. For given shear, the resulting Hamiltonian generates the evolution on a reduced boundary phase space of gravitational edge modes alone. Incoming radiative modes are to be swapped, therefore, for background fields at null infinity. The situation is reminiscent of what happens in lower dimensions, where there are no radiative modes at all, and — apart from non-local moduli — all gravitational observables are the gravitational edge modes alone [13–22].

To set up the basic framework, we start out in section 2 with a simple toy model, where we explain the covariant phase space approach in the presence of time-dependent background fields that drive the time-dependence of the Hamiltonian. Section 3 deals with the classical bulk plus boundary field theory. We introduce the symplectic potential in terms of a Newman-Penrose (NP) tetrad on a generic null boundary and identify the gauge symmetries and quasi-local observables on the light cone (section 4). The most technical part is section 5, where we consider the boundary and falloff conditions of the spin coefficients for a double null foliation. Our gauge conditions are different from what is usefully imposed in the NP framework, where only the outgoing (radial) null vector is surface orthogonal. However, a double null foliation is more appropriate in our context, because it allows us to first evaluate the null symplectic potential on some generic null surface $N$ and obtain the radiative phase space in the limit where $N$ is sent to $I^+$. Finally, we integrate the Hamilton equations and compute the energy and angular momentum from the radial $1/r$ expansion of quasi-local charges (section 5 and section 6).

---

Recall that the Hamilton equations for a time-dependent observable $O$ are $\frac{d}{dt} O = \{ H, O \} + \partial_i O$ rather than $\frac{d}{dt} O = \{ H, O \}$. Below, we will characterise the partial time derivative $\partial_t H$ in terms of the radiative symplectic potential on the covariant phase space.
Notation. In the following, we will work in the first-order spin-connection representation of general relativity [23–25]. All configuration variables are spinor-valued differential p-forms, i.e. sections $\psi_{AB...A'B'...ab...}$ of the tensor product bundle consisting of the spinor bundle $S_{AB...A'B'...}(\mathcal{M})$ and the $p$-th exterior power of the cotangent bundle $T^*\mathcal{M}$. Indices $A, B, C, \ldots$ and $A', B', C', \ldots$ transform under the spin $(1/2, 0)$ and complex conjugate spin $(0, 1/2)$ representation of local SL(2, C) Lorentz transformations. Indices $a, b, c, \ldots$ are abstract tensor indices.$^3$ The spinor indices are raised and lowered using the skew-symmetric Levi-Civita spinor $\epsilon_{AB} = -\epsilon_{BA}$, i.e. $\xi^A = \xi^B \epsilon_{BA}$ and $\bar{\xi}^{A'} = \bar{\epsilon}^{A'B'} \bar{\xi}_B$. Falloff conditions for the double null foliation and the dictionary between our conventions and the Newman-Penrose formalism are summarised in a short appendix A at the very end of this paper.

2 Covariant phase space with background fields

The covariant phase space approach [8–12] is frequently used in relativistic field theories. It provides a straight-forward method to get the Poisson algebra of conserved charges without introducing an auxiliary foliation of spacetime, which is otherwise needed cf. [26, 27]. The formalism is manifestly covariant. However, there is an important drawback. It is somewhat cumbersome to impose boundary conditions, and distinguish external sources, which are kept fixed at infinity — background fields that Poisson commute with the dynamical fields —, from physical phase space degrees of freedom, see e.g. [28]. The goal of this introductory section is to study the problem in a very simplified setting. The gravitational case is considered below (section 3 and the rest of the paper).

Let us start with a system of $N$ degrees of freedom on the real line with a time-dependent Hamiltonian, whose time-dependence appears, however, only through an external background field $\omega(t)$. In gravity, $\omega(t)$ will play the role of fixed boundary data at infinity. A simple example for such a system is a harmonic oscillator with a time-dependent frequency that can be tuned freely by the experimenter, i.e.

$$H[p, q|\omega] = \frac{1}{2} (|p|^2 + \omega(t)^2 |q|^2).$$

The action on phase space for such an $N$-dimensional system on an interval $I = (0, 1) \subset \mathbb{R}$ is

$$S[p, q|\omega] = \int_I \left( \sum_{i=1}^N p_i dq^i - dt \, H[p(t), q(t)|\omega(t)] \right),$$

where the Hamiltonian depends parametrically on the background field $\omega(t)$. Thus the action is a functional on the infinite-dimensional space of kinematical histories,

$$\mathcal{H}_{\text{kin}} = \{ \gamma \in C^1(I : \mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R}) : \gamma(t) = (p(t), q(t), \omega(t)) \},$$

$^3$We will not distinguish between four-dimensional (bulk) and three-dimensional (boundary) indices. If there is a chance of confusion, we will use a prefix to distinguish four-dimensional tensors (vectors) from fields that are defined intrinsically on the null boundary: if e.g. $m_a$ is a one-form on the boundary, $^4m_a$ will denote a possible extension into the bulk.
where $\gamma(t)$ is a trajectory in the extended configuration space $\mathbb{R}^N \times \mathbb{R}^N \times \mathbb{R} \ni (\vec{p}, \vec{q}, \omega)$. To compute the variation of the action, we introduce the *pre-symplectic* two-form\(^4\) on the infinite-dimensional space of kinematical histories

$$
\Omega_{\text{bulk}}|_t := \sum_{i=1}^N dp_i(t) \wedge dq^i(t) = d\Theta_{\text{bulk}}|_t \in \Omega^2(\mathcal{H}_{\text{kin}} : \mathbb{R}).
$$

(2.4)

In addition, we define the following functional one-forms, namely the pre-symplectic potential and the pre-symplectic flux,

$$
\Theta_{\text{bulk}}|_t := \sum_{i=1}^N p_i(t) dq^i(t), \\
\Theta_{\text{flux}}|_t := -\partial H[\vec{p}(t), \vec{q}(t) | \omega(t)] d\omega(t).
$$

(2.5) \hspace{1cm} (2.6)

Consider then a general vector field $\delta \in T\mathcal{H}_{\text{kin}}$, and let us consider the derivative of the action under such an infinitesimal variation, i.e.

$$
\delta S = - \int_I dt \Omega_{\text{bulk}}(\partial_t - X_H, \delta) + \Theta_{\text{bulk}}(\delta)|_{\partial I} + \int_I dt \Theta_{\text{flux}}(\delta),
$$

(2.7)

where $\partial_t$ and $X_H$ are the vector fields,

$$
\partial_t = \int_I dt \left( \dot{q}^i(t) \frac{\delta}{\delta q^i(t)} + \dot{p}^i(t) \frac{\delta}{\delta p^i(t)} \right) \in T\mathcal{H}_{\text{kin}},
$$

(2.8)

$$
X_H = \int_I dt \left( \frac{\partial H[\vec{p}, \vec{q} | \omega]}{\partial p_i} \frac{\delta}{\delta q^i(t)} - \frac{\partial H[\vec{p}, \vec{q} | \omega]}{\partial q^i(t)} \frac{\delta}{\delta p^i(t)} \right) \in T\mathcal{H}_{\text{kin}}.
$$

(2.9)

The space of *kinematical histories* is an unphysical auxiliary space. The space of *physical histories* $\mathcal{H}_{\text{phys}}$ contains all trajectories that satisfy the Hamilton equations for all possible choices of $\omega(t)$,

$$
\mathcal{H}_{\text{phys}} = \{ (\vec{p}, \vec{q}, \omega)(t) \in \mathcal{H}_{\text{kin}} : \dot{q}^i = \partial_{p_i} H, \ \dot{p}_i = -\partial_{q_i} H \}. \hspace{1cm} (2.10)
$$

Notice that the space of *physical histories* is infinite-dimensional, because we include all possible configurations of the background field $\omega(t)$. To define the physical phase space $\mathcal{P}_\omega$, which is finite-dimensional, we need to make a specific choice for the background field,

$$
\mathcal{P}_\omega = \{ (\vec{p}, \vec{q}, \omega)(t) \in \mathcal{H}_{\text{phys}} : \omega(t) = \omega_0(t) \ \forall t \in I \}. \hspace{1cm} (2.11)
$$

We thus have a *triple of history spaces*,

$$
\mathcal{P}_\omega \xrightarrow{\varphi_{\omega}} \mathcal{H}_{\text{phys}} \xrightarrow{\varphi_{\text{phys}}} \mathcal{H}_{\text{kin}}. \hspace{1cm} (2.12)
$$

For any given background field $\omega(t)$, the phase space $\mathcal{P}_\omega$ is equipped with a symplectic two-form $\Omega$, which is conserved and obtained from the pull-back

$$
\Omega = (\varphi_{\text{phys}} \circ \varphi_{\omega})^* \Omega_{\text{bulk}}. \hspace{1cm} (2.13)
$$

\(^4\)The symbol “d” is the exterior derivative on the infinite-dimensional space of kinematical histories $\mathcal{H}_{\text{kin}}$, and “$\wedge$” denotes the exterior product between $p$-forms in $\Lambda^p T^* \mathcal{H}_{\text{kin}}$. 

---
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Each phase space $\mathcal{P}_\omega$ is equipped with a corresponding Hamiltonian, which is a functional on the space of kinematical histories: for any instant $t \in I$, the Hamiltonian is a map $H_t : \mathcal{H}_{\text{kin}} \ni \gamma \mapsto H[p(t), q(t)\mid\omega(t)] \in \mathbb{R}$. Given a vector field $\delta \in T\mathcal{H}_{\text{kin}}$, its variation satisfies the generalised Hamilton equations

$$
\delta H_t = -(\Omega_{\text{bulk}})_t(X_H, \delta) - (\Theta_{\text{flux}})_t(\delta). \quad (2.14)
$$

In relativity, situations occur, where the action blows up at infinity and it is not immediate to simply infer the Hamiltonian from a 3+1 split of the action. In such a situation, the covariant phase space approach provides a simple method to infer the on-shell value of the Hamiltonian, i.e. the pull-back of the Hamiltonian to the space of physical histories $\mathcal{H}_{\text{phys}}$. This is possible, because on $\mathcal{H}_{\text{phys}}$ the Hamiltonian vector field $X_H$ coincides with the time translation $\partial_t$, see (2.8), (2.9). If we restrict equation (2.14) to the space of physical histories, we can replace the Hamiltonian vector field $X_H$ by $\partial_t$. Integrating the Hamilton equations on the space of physical histories, i.e. solving

$$
\delta[H]_{\mathcal{H}_{\text{phys}}} = -((\phi_{\text{phys}}^*\Omega_{\text{bulk}})(\partial_t, \delta) + (\phi_{\text{phys}}^*\Theta_{\text{flux}})(\partial_t)) \quad (2.15)
$$

for all vector fields $\delta \in T\mathcal{H}_{\text{phys}}$, we will then obtain the on-shell value of the Hamiltonian. In general, this Hamiltonian is implicitly time-dependent. In fact, by replacing the vector field $\delta \in T\mathcal{H}_{\text{phys}}$ by the infinitesimal time translation $\partial_t \in T\mathcal{H}_{\text{phys}}$, we obtain

$$
\partial_t[H]_{\mathcal{H}_{\text{phys}}} = -((\phi_{\text{phys}}^*\Theta_{\text{flux}})(\partial_t)). \quad (2.16)
$$

We will see in section 6 how these equations show up in gravity.

3 Null surface edge modes and quasi-local graviton

3.1 Boundary conditions

The action in the interior of the manifold is a functional of the $\text{SL}(2, \mathbb{C})$ spin connection $A^A_{\ B}a$ and the associate spin $(1/2, 1/2)$ soldering form $e_{AA' a}$. For the metric to be real, the soldering form $e_{AA' a}$ satisfies the reality conditions

$$
e_{AC' a}e_{B' b} = \frac{1}{2}e_{AB \ g_{ab}} - \Sigma_{ABa}b, \quad (3.1)
$$

that tell us that the self-dual Plebański two-form $\Sigma_{ABa} = \Sigma_{BAa} = -\Sigma_{ABa}b$ and the signature (−++++) Lorentzian metric $g_{ab}$ are the irreducible spin (0, 0) and spin (1, 0) components of $e_{AA' a}e_{BB' b}$.

In terms of these variables, the action for vacuum general relativity with vanishing cosmological constant and vanishing Immirzi parameter is then given by the sum of the self-dual and anti-self-dual action,

$$
S_{\text{bulk}}[e_{AA' a}, A^A_{\ B}a] = \left[\frac{1}{8\pi G} \int_M \Sigma_{AB} \wedge F_{AB} \right] + \text{c.c.,} \quad (3.2)
$$

5That the soldering form $e_{AA' a}$ is anti-hermitian is a result of our choice of (−++++) metric signature.
where $F_{AB} = dA^A_B + A^A_C \wedge A^C_B$ is the curvature of the self-dual connection and $\Sigma_{AB}$ is the self-dual Plebański two-form (3.1).

In the following, we consider a manifold $\mathcal{M}$ that contains a light-like boundary. The limit, where $\mathcal{N}$ goes to $\mathcal{I}^+$, will be studied in section 5. The entire boundary $\partial \mathcal{M} = M_1 \cup \mathcal{N} \cup M_2^{-1}$ of the manifold consists of the null surface $\mathcal{N}$ and two partial Cauchy surfaces $M_1$ and $M_2$ that have the topology of a three-dimensional disc. Each of these discs is anchored at $\mathcal{N}$, which is a three-dimensional null surface embedded into an abstract three-dimensional fibre bundle $P(S^2, \pi, \mathbb{R})$. Every fibre $\gamma_z = \pi^{-1}(z)$ represents a light ray, and the canonical projection $\pi : P \to S^2$ maps every such light ray $\gamma_z$ into its base point $z \in S^2$. The fibre bundle $P$ is ruled by vertical vector fields,

$$\ell^a \in VP \Leftrightarrow \pi_* \ell^a = 0,$$

where $\pi_* T^* P \to TS^2$ denotes the push-forward under the canonical projection. We call any two such vector fields equivalent, $\ell^a \sim [\ell^a]$ and $[\ell^a]$ is the corresponding equivalence class. Notice that the null boundary $\mathcal{N}$ is only a portion (strip) of $P$. In fact, the boundary of $\mathcal{N}$ consists of two disconnected parts, $\partial \mathcal{N} = C_1^{-1} \cup C_o$, each of which is a section of $P$, i.e. $\pi(C_o) = \pi(C_1^{-1}) = S^2$. The orientation of each of these sections is induced from the bulk, i.e. $\partial M_1 = C_1$ and $\partial M_o = C_o$.

To characterise the free radiative data at the null boundary $\mathcal{N}$, we need to introduce additional metrical structures that the boundary inherits from the bulk. Consider first the pull-back$^6$ of the soldering form $e_{AA'A''}$. On the null hypersurface $\mathcal{N}$, we can always find a spinor dyad$^7$ $(k^A, \ell^A) : k_A \ell^A = 1$, a one-form $k_a \in T^* \mathcal{N}$ and a complex dyad $(m_a, \bar{m}_a)$ in the complexified co-tangent space $T^* \mathcal{N}$ such that we can parametrise the pull-back $\varphi^*_N : T^* \mathcal{M} \to T^* P$ of the soldering form in terms of the triad $(k_a, m_a, \bar{m}_a)$ and the associate spin dyad $(k^A, \ell^A)$,

$$\varphi^*_N e_{AA'} = -i \ell_A \ell_{A'} k + ik^A \bar{m}_{A'} m + i \ell^A k_{A'} \bar{m},$$

where $k_a \ell^a = -1$ without loss of generality and the co-dyad $(m_a, \bar{m}_a)$ is always transversal to the null direction $\ell^a$, i.e.

$$\ell^a m_a = 0.$$  

Besides the soldering form $e_{AA'A''}$, it is also useful to consider the self-dual Plebański two-form $\Sigma_{ABab}$. For a given tetrad (3.4), the pull-back of the two-form $\Sigma_{ABab}$ to a null hypersurface can be parametrised by the null flag $\ell^A$ (i.e. a section of $\mathcal{S}_a(\mathcal{N})$) and a spinor-valued two-form $\eta_{Aab}$ (i.e. a section of $\mathcal{S}_a(\mathcal{N}) \otimes \Lambda^2(T^* \mathcal{N})$),

$$\varphi^*_N \Sigma_{AB} = \eta(A \ell_B).$$

$^6$On a null surface $\mathcal{N}$, there is no canonical projector from $TM$ into $T \mathcal{N}$, because any normal vector to $\mathcal{N}$ has zero length. On the other hand, for co-vectors there is a natural notion of projection, namely the pull-back $T^* \mathcal{M} \to T^* \mathcal{N}$.

$^7$Our notation may be a little confusing, because there is now the same pair of letters for different objects: $(k^a, \ell^a)$, $k_a \ell^a = -1$ is a pair of null vectors, and $(k^A, \ell^A)$ is an associate spin dyad, $k_A \ell^A = 1$, such that $ie_{AA'} k_A \ell_{A'} = f_a$ and $ie_{AA'} k_A \ell_{A'} = k_a$. The notation is unambiguous, since $k^A$ (resp. $\ell^A$) and $k^a$ (resp. $\ell^a$) are ontologically different (spinors and vectors) and can never appear in the same spot.
If we decompose $\eta_A$ in terms of the triad $(k_a, m_a, \bar{m}_a)$ and the associate spin dyad $(k^A, \ell^A)$, we find
\begin{equation}
\eta_A = (\ell_A k - k_A m) \wedge \bar{m}.
\end{equation}

The next step is to identify the appropriate boundary conditions and add the boundary terms to the action in the bulk (3.2). The analysis simplifies considerably by disentangling the boundary fields $(\eta_{Aab}, \ell^A)$ from the self-dual two-form $\Sigma_{ABab}$ in the bulk. Accordingly, we introduce additional Lagrange multipliers $\omega_a$ (a complex-valued one-form on $\mathcal{N}$) and $N^A_{ab}$ (a spinor-valued two-form on $\mathcal{N}$) to impose the gluing constraints (3.6) and (3.7) on the space of kinematical histories. The resulting bulk plus boundary action is a functional of the bulk fields $(\epsilon_{AA'a}, A^A_{Ba})$ and the boundary fields that consist of the boundary spinors $(\eta_{Aab}, \ell^A)$, the co-dyad $(m_a, \bar{m}_a)$, a vertical vector field $\ell^a$, which lies tangential to the fibres $P \supset \mathcal{N}$, and an additional connection one-form $\varphi_a \in \Omega^1(\mathcal{N})$ that encodes the non-affinity of $\ell^a$ in $TN$.

The fixed boundary data on the null surface is a gauge equivalence class of the boundary fields $(\varphi_a, \ell^a, m_a)$ that will be characterised below.

To obtain the equations of motion, we need to specify the boundary conditions for the action (3.8) on the various parts of $\partial M = M_1 \cup \mathcal{N} \cup M_0^{-1}$. On the partial Cauchy hypersurfaces $M_0$ and $M_1$, we impose the usual Neumannboundary conditions,
\begin{equation}
\varphi^*_{M_0} \delta A^A = 0, \quad \varphi^*_{M_1} \delta A^A B = 0,
\end{equation}
where e.g. $\varphi^*_{M_0} : T^* M \to T^* M_0$ is the pull-back from the bulk into the boundary. Consider then the boundary conditions on the null surface $\mathcal{N}$. In the interior of $\mathcal{N}$, the boundary fields $(\eta_{Aab}, \ell^A, \omega_a, N^A_{ab})$ are unconstrained and we will vary them in the boundary action to obtain the corresponding boundary field equations. Since the action contains also derivatives of the null flag $\ell^A$, we then also have to specify boundary conditions at the two consecutive endpoints of the null surface. At these corners, $\mathcal{C}_0 = \partial M_0$ and $\mathcal{C}_1 = \partial M_1$, we impose additional Dirichlet boundary conditions
\begin{equation}
\delta \ell^A \big|_{\mathcal{C}_0} = 0, \quad \delta \ell^A \big|_{\mathcal{C}_1} = 0.
\end{equation}

\footnote{Using the abstract index notation, we have $(\ell, \eta_A)_a = \ell^a \eta_{Aa}$.}

\footnote{On shell, the imaginary part of the Ashtekar connection $A^A_{Ba} = \omega^A_{Ba} + i K^A_{Ba}$ is the extrinsic curvature that represents the normal derivative of the metric to the hypersurface. The real part of the Ashtekar connection contributes a boundary term to the symplectic two-form. On a closed manifold $\int_M \Sigma_{AB} \wedge d\omega^{AB} = 0$ and thus generates a symplectic transformation [25, 29, 30].}
On the null surface itself, the boundary conditions constrain the variations of the triple $(\zeta_a, \ell^a, m_a)$, such that a gauge equivalence class of boundary fields $(\zeta_a, \ell^a, m_a)$ is kept fixed.

A generic such boundary gauge transformation is a combination of vertical diffeomorphisms, dilations of the null normal, shifts of the abelian connection $\zeta_a$ and complexified conformal transformations of the boundary fields. We will study each contribution below.

First of all, there are the fibre-preserving diffeomorphisms on $\mathcal{N}$. The light-like boundary $\mathcal{N} \supset \partial \mathcal{M}$ is part of a principle bundle $P(S^2, \pi, \mathbb{R})$, which is ruled by the integral curves of the equivalence class $\{\ell^a\}$ of null generators (vertical vector fields). Let us denote by $\text{Diff}_0(\mathcal{N})$ the group of (vertical) diffeomorphisms that preserve each individual fibre of $\mathcal{N},$

$$\text{Diff}_0(\mathcal{N}) = \{\varphi \in \text{Diff}(\mathcal{N}) : \pi \circ \varphi \circ \pi^{-1} = \text{id}_{S^2}\}.$$  

(3.11)

Notice that any such diffeomorphism preserves the two ends of the null boundary, i.e. $\varphi|_{C_0} = \text{id}_{C_0}$ and $\varphi|_{C_\infty} = \text{id}_{C_\infty}$. We say any two such triples $(\zeta_a, \ell^a, m_a)$ and $(\tilde{\zeta}_a, \tilde{\ell}^a, \tilde{m}_a)$ are gauge equivalent, if they are related by a vertical diffeomorphism,

$$\forall \varphi \in \text{Diff}_0(\mathcal{N}) : (\varphi^*\zeta)_a, \ell^a, (\varphi^*m)_a \sim (\zeta_a, (\varphi_*\ell)^a, m_a).$$  

(3.12)

Next, we introduce the dilations of the null generators,

$$\forall f : \mathcal{N} \rightarrow \mathbb{R}, f|_{\partial \mathcal{N}} = 0 : (\zeta_a, \ell^a, m_a) \sim (\zeta_a + \partial_a f, e^f \ell^a, m_a).$$  

(3.13)

We then also have a shift symmetry that only affects the abelian connection $\zeta_a$,

$$\forall \zeta : \mathcal{N} \rightarrow \mathbb{C} : (\zeta_a, \ell^a, m_a) \sim (\zeta_a + \zeta, \ell^a, m_a).$$  

(3.14)

Finally, we also have the complexified conformal transformations,

$$\forall \lambda : \mathcal{N} \rightarrow \mathbb{C} : (\zeta_a, \ell^a, m_a) \sim (\zeta_a, e^{\frac{1}{2}(\lambda + \lambda^*)} \ell^a, e^{\lambda^*} m_a).$$  

(3.15)

The boundary data that needs to be fixed along the null hypersurface is the gauge equivalence class of the triple $(\zeta_a, \ell^a, m_a)$ under the combination of these gauge symmetries

$$\delta \{\zeta_a, \ell^a, m_a\}/\sim = 0, \qquad \{\zeta_a, \ell^a, m_a\}/\sim.$$

(3.16)

Any such gauge equivalence class $\{\zeta_a, \ell^a, m_a\}/\sim$ characterises two degrees of freedom at the null boundary. Let us do the counting explicitly: since $\ell^a$ lies tangential to the fibres of $\mathcal{N}$ and $\xi^a m_a = 0$ for all $\xi \in [\ell^a]$, we see any given triple $(\zeta_a, \ell^a, m_a)$ is characterised by $3 + 1 + 4$ numbers ($m_a$ is complex and all fields $(\zeta_a, \ell^a, m_a) \in T^*\mathcal{N} \times T\mathcal{N} \times T_{\partial}\mathcal{N}$ are intrinsic to $\mathcal{N}$). The fibre-preserving diffeomorphisms and the dilations remove one degree of freedom each, the shift symmetry removes two degrees of freedom from $\zeta_a$ and the $U(1) \times \mathbb{R}_+$ complexified conformal transformations remove another two degrees of freedom. This leaves us with two physical degrees of freedom along the interior of $\mathcal{N}$, which are the two physical degrees of freedom of the quasi-local graviton $\{\zeta_a, \ell^a, m_a\}/\sim$.

Let us briefly summarise this section. We have defined the coupled bulk plus boundary action (3.8) and specified the boundary conditions. On the partial Cauchy hypersurfaces $M_o$ and $M_1$, the pull-back of the self-dual connection is fixed. Along the null hypersurface.

- 8 -
Table 1. On the space of kinematical histories \( \mathcal{H}_{\text{kin}} \), there is no correlation between the boundary fields and the fields in the interior of the manifold. The correlation is established on the space of physical histories \( \mathcal{H}_{\text{phys}} \), which consists of all solutions of the bulk plus boundary field equations: there are the Einstein equations and the torsionless condition in the bulk, but there are also additional constraints at the boundary (boundary field equations).

\( \mathcal{N} \), the boundary data is given by the quasi-local graviton, which is the gauge equivalence class \((3.16)\). What is missing, is to demonstrate that the action is functionally differentiable for such boundary conditions. This will be the purpose of the next section, where we compute the boundary field equations and introduce the symplectic potentials along the various portions of the boundary.

### 3.2 Bulk plus boundary field equations

The purpose of this section is to compute the saddle points of the bulk plus boundary action for the specified boundary conditions \((3.9), (3.10)\), and \((3.16)\). In the interior of \( \mathcal{M} \), the situation is straightforward. The combined variation of the self-dual connection \( A_{Ba} \) and the soldering-forms \( e_{AA'a} \) yields the Einstein equations in the first-order formalism,

\[
\nabla e_{AA'} = 0, \quad (3.17a)
\]
\[
F^B_A \wedge e_{BA'} = 0. \quad (3.17b)
\]

where \( \nabla \) is the \( \text{SL}(2, \mathbb{C}) \) covariant exterior derivative for spinor-valued differential forms \( \psi_{AB...A'B'} \), and \( F^A_B \) is the field strength of the self-dual connection. On the other hand, there are also the boundary fields. The variation of the boundary spinors \( (\eta_{Aab}, \ell^A) \) yields the boundary field equations along the null hypersurface,

\[
D_a \ell^A = \left( \omega_a + \frac{1}{2} \kappa_a \right) \ell^A + \ell^b N^{A}_{ba}, \quad (3.18a)
\]
\[
D \eta_A = - \left( \omega + \frac{1}{2} \kappa \right) \wedge \eta_A - N_A \wedge \bar{m}, \quad (3.18b)
\]

where \( D = \varphi_N^* \nabla \) denotes the pull-back of the \( \text{SL}(2, \mathbb{C}) \) covariant exterior derivative to the null boundary, and \( \omega_a \) and \( N^A_{ab} \) are the Lagrange multipliers that appear in the bulk
plus boundary action (3.8). It is easy to show that the boundary field equations (3.18a) and (3.18b) are unrestrictive. For any null surface \( N \), one can always find boundary fields \( \omega_a, \kappa_a \) and \( N^{A}_{ab} \) such that (3.18a) and (3.18b) are satisfied.\(^{10}\) On shell, the boundary fields \((\eta^A_{ab}, \ell^A)\) are correlated to the fields in the bulk. The correlation is obtained from the condition that the coupled bulk plus boundary action be stationary under large variations of the connection,\(^{11}\)

$$\delta_A S = -\frac{i}{8\pi G} \left[ \int_M (\nabla \Sigma_{AB}) \land \delta A^{AB} - \int_{M_1 \cup M_2^{-1}} \Sigma_{AB} \land \delta A^{AB} + \int_N (\Sigma_{AB} - \eta_{(A} \ell_{B)}) \land \delta A^{AB} \right] + \text{c.c.} \quad (3.19)$$

The first term vanishes on-shell, namely iff the connection is torsionless, see (3.17a). The second term vanishes provided the boundary conditions (3.9) are satisfied. The third term vanishes for given boundary conditions (3.9), (3.10), and (3.16) provided the gluing conditions, namely equation (3.6) is satisfied. Finally, we also have to take the variation of the Lagrange multipliers \((\omega_a, N^{A}_{ab})\) into account, which yield the additional algebraic constraints

\[
\eta_A \ell^A = -m \land \bar{m}, \quad (3.20a)
\]

\[
\ell^b \eta^{A}_{ba} = -\ell_A \bar{m}_a. \quad (3.20b)
\]

Equation (3.20b) aligns the kinematical ruling of \( P(S^2, \pi, \mathbb{R}) \) with the causal structure in the interior. The equation implies that the vector field \( \ell^a \in TN \) is null with respect to the metric in the interior and it also implies that the corresponding null flag is given by \( \ell^A \), i.e. \( \ell^a = i \ell^A \ell^A e^{AA}_a \). Equation (3.20a), on the other hand, determines the area two-form \( \varepsilon_{ab} \) in terms of the boundary spinors,

$$\varepsilon_{ab} = -2i m_{[a} \bar{m}_{b]} = i \eta_{Aab} \ell^A. \quad (3.21)$$

Finally, and most importantly, we also have to take into account the variations of the triple \((\kappa_a, \ell^a, m_a)\) for given boundary conditions (3.16). Any such variation \( \delta[\cdot] \) is a sum of four contributions: it is a sum \( \delta = \delta^{\text{diff}} + \delta^{\text{dilat}} + \delta^{\text{shift}} + \delta^{\text{conf}} \) of an infinitesimal fibre-preserving diffeomorphism (3.11), a dilation (3.13), an infinitesimal shift (3.14) and a complexified conformal transformations (3.15). Let us briefly discuss each contribution separately, and show that it vanishes provided the bulk plus boundary equations of motion are satisfied, which are listed in table 1.

**Fibre-preserving diffeomorphisms.** The variation of \((\kappa_a, \ell^a, m_a)\) along the orbits of the fibre-preserving diffeomorphisms (3.12) does not give any further boundary equations of motion. This follows immediately from the invariance of the coupled bulk plus boundary action under vertical diffeomorphisms. In fact, any such diffeomorphism is generated by a

\(^{10}\)In addition, the shift symmetry (3.14) always allows us to achieve \( \omega_a = -\bar{\omega}_a \) without loss of generality.

\(^{11}\)The vector field \( \delta_A \in T\mathcal{H}_{\text{kin}} \) annihilates all configuration variables on the space of kinematical histories except the connection, upon which it acts as \( \delta_A [A^C_{Ba}] = \delta A^A_{Ba} \). The variation is large, if \( \delta A^A_{Ba} \) does not vanish at the null boundary.
vertical vector field $\xi^a \in [\ell^a]$ that vanishes at the boundary of $\mathcal{N}$. The components of the corresponding vector field $\delta^\text{diff}_\xi \in T\mathcal{H}_{\text{kin}}$ on the space of kinematical histories are given by the Lie derivative,

\begin{align}
\delta^\text{diff}_\xi[\kappa] &:= \mathcal{L}_\xi \kappa = \xi^b d\kappa_b + d(\xi \lrcorner \kappa), \\
\delta^\text{diff}_\xi[m] &:= \mathcal{L}_\xi m = \xi^b dm_b, \\
\delta^\text{diff}_\xi[\ell^a] &:= \mathcal{L}_\xi \ell^a = [\xi, \ell]^a.
\end{align}

In addition, $\delta^\text{diff}_\xi \in T\mathcal{H}_{\text{kin}}$ only acts on $(\kappa_a, \ell^a, m_a)$, and all other components vanish, i.e. $\delta^\text{diff}_\xi[A^A_{Ba}]=0$, $\delta^\text{diff}_\xi[e_{AA'a}]=0$ etc. The action of the Lie derivative, on the other hand, is well-defined for all bulk plus boundary fields. If $\xi^a \in TM$ is a vector field in $\mathcal{M}$, we have

\begin{align}
\mathcal{L}_\xi A^A_{B} &= \xi^b F^A_{Bb}, \\
\mathcal{L}_\xi e_{AA'} &= \xi^b (\nabla e_{AA'}) + \nabla(\xi \lrcorner e_{AA'}).
\end{align}

If, in addition, the vector field $\xi^a$ happens to be tangential to the null boundary $\xi^a|_\mathcal{N} \in TN$, the action of $\mathcal{L}_\xi$ can be naturally extended to the boundary fields as well,

\begin{align}
\mathcal{L}_\xi \ell^A &= \xi^b D_a \ell^A, \\
\mathcal{L}_\xi \eta_A &= \xi^b (D \eta_A) + D(\xi \lrcorner \eta_A), \\
\mathcal{L}_\xi N^A &= \xi^b (D N^A) + D(\xi \lrcorner N^A), \\
\mathcal{L}_\xi \omega &= \xi^b (d\omega) + d(\xi \lrcorner \omega).
\end{align}

To show that the boundary conditions (3.16) are satisfied, we need to show that the action is stationary under such $\delta^\text{diff}_\xi$-variations on the space of physical histories (i.e. on-shell), i.e. $\delta^\text{diff}_\xi[S]|_{\mathcal{H}_{\text{phys}}} = 0$. This can be seen as follows: let us first smoothly extend the vertical vector field $\xi^a \in [\ell^a]$ into the interior of the manifold in such a way that $\xi^a$ vanishes at the partial Cauchy hypersurfaces $M_0$ and $M_1$, which is possible since $\xi^a$ vanishes already at the endpoints of $\mathcal{N}$, see (3.11), (3.12). The resulting Lie derivative $\mathcal{L}_\xi \in T\mathcal{H}_{\text{kin}}$ preserves the boundary conditions (3.9), (3.10) and (3.16). The bulk plus boundary action (3.8) is invariant under any such fibre-preserving diffeomorphism, hence $\mathcal{L}_\xi S = 0$ on $\mathcal{H}_{\text{kin}}$. Consider then the vector field $\delta^V_\xi := \delta^\text{diff}_\xi - \mathcal{L}_\xi \in T\mathcal{H}_{\text{kin}}$. Such a vector field $\delta^V_\xi$ clearly satisfies the boundary conditions (3.9) and (3.10). In addition, it also annihilates the triple $(\kappa_a, \ell^a, m_a)$, i.e. $\delta^V_\xi[\kappa_a]=0$, $\delta^V_\xi[\ell^a]=0$, $\delta^V_\xi[m_a]=0$. Therefore, all the boundary conditions are fulfilled. At the saddle points of the bulk plus boundary theory, the action is stationary with respect to any such variation that satisfies the boundary conditions, i.e. $\delta^V_\xi[S]|_{\mathcal{H}_{\text{phys}}} = 0$. On the other hand, $\mathcal{L}_\xi S = 0$ anyways, since the action is invariant under the fibre preserving diffeomorphisms (3.11). Therefore,

\begin{equation}
\delta^\text{diff}_\xi[S]|_{\mathcal{H}_{\text{phys}}} = (\delta^V_\xi + \mathcal{L}_\xi)[S]|_{\mathcal{H}_{\text{phys}}} = 0,
\end{equation}

such that the action is invariant under fibre preserving diffeomorphisms (3.11) of the boundary fields $(\kappa_a, \ell^a, m_a)$ alone, provided the bulk plus boundary field equations (3.6), (3.17), (3.18), and (3.20) are satisfied.
Dilations. Next, we consider the dilatations (3.13) that act via \((\varkappa_a, \ell^a, m_a) \to (\varkappa_a + \partial_a f, e^a \ell^a, m_a)\) for any \(f|_{\partial N} = 0\) onto the triple \((\varkappa_a, \ell^a, m_a)\) of boundary fields. The corresponding vector field \(\delta_f^{\text{dilat}} \in T\mathcal{H}_{\text{kin}}\) generates the infinitesimal transformation

\[
\begin{align*}
\delta_f^{\text{dilat}}[\varkappa_a] &= \partial_a f, \\
\delta_f^{\text{dilat}}[\ell^a] &= f \ell^a,
\end{align*}
\]

and annihilates all other bulk and boundary configuration variables on the space of kinematical histories, e.g. \(\delta_f[e_{A';A}] = 0\). The resulting variation of the bulk plus boundary action (3.8) yields

\[
\delta_f^{\text{dilat}}[S] = \frac{i}{8\pi G} \left[ \int_N \left( -\frac{1}{2} \, df \wedge \eta_A \ell^A + f N^A \wedge \ell \eta_A \right) - \text{c.c.} \right] = \frac{i}{8\pi G} \left[ \int_N \left( \frac{i}{2} \, df(\eta_A \ell^A) + f N^A \wedge \ell \eta_A \right) - \text{c.c.} \right].
\]

In going from the first to the second line, we used Stokes’s theorem. There is no boundary term, since \(f|_{\partial N} = 0\). Let’s now simplify this expression. On shell, i.e. on the space of physical histories, the imaginary part of the SL(2, C) invariant singlet \(\eta_{ab} \ell^A\) equals the area two-form \(\varepsilon_{ab} \in \Omega^2(N)\), see (3.21). The exterior derivative of the area two-form defines the expansion of the null hypersurface,

\[
d\varepsilon = -\vartheta(\ell) k \wedge \varepsilon,
\]

where the one-form \(k_a \in \Omega^1(N)\) is dual to \(\ell^a\), i.e. \(\ell^a k_a = -1\), as in e.g. (3.4). We then also know that the boundary spinors satisfy the boundary field equations (3.18a) and (3.18b), which allow us to write the expansion of the null surface in terms of the Lagrange multiplier \(N^A_{ab}\). A short calculation gives

\[
d\varepsilon = i \, d\left( \eta_A \ell^A \right) = i(D\eta_A) \ell^A + i \eta_A \wedge D\ell^A = -i N_A \wedge \bar{m} \ell^A + i \eta_A \wedge \ell \eta_A
\]

\[
= -i N_A \wedge \bar{m} \ell^A - i(\ell \eta_A) N^A = -2i(\ell \eta_A) \wedge N^A.
\]

Going back to the variation of the action (3.27), we thus have

\[
\delta_f^{\text{dilat}}[S]|_{\mathcal{H}_{\text{phys}}} = 0.
\]

On the space of physical histories, the dilatations of the boundary fields \((\varkappa_a, \ell^a, m_a) \to (\varkappa_a + \partial_a f, e^a \ell^a, m_a)\) for \(f|_{\partial N} = 0\) preserve the action.

Shifts of \(\varkappa_a\). The case for the shift symmetry (3.14) is immediate. The corresponding vector field acts as

\[
\delta_\zeta^{\text{shift}}[\varkappa_a] = \zeta \bar{m}_a + \text{c.c.},
\]

and all other configuration variables are annihilated by the vector field \(\delta_\zeta \in T\mathcal{H}_{\text{kin}}\), e.g. \(\delta_\zeta[\ell^A] = 0\). On-shell, the variation of the bulk plus boundary action (3.8) under such a
shift of $\kappa_a$ is now simply given by

$$
\delta^\text{shift}_\xi [S]|_{H_{\text{phys}}} = - \frac{i}{16\pi G} \int_N \left( (\zeta m + \bar{\zeta} m) \wedge \eta A \ell^A - \text{c.c.} \right) |_{H_{\text{phys}}}
= - \frac{1}{8\pi G} \int_N (\zeta m + \bar{\zeta} m) \wedge \varepsilon,
$$

(3.32)

The last term of (3.32) is identically zero, since the area two-form $\varepsilon_{ab}$ is given by $\varepsilon = - \imath m \wedge \bar{m}$, such that e.g. $\zeta m \wedge \varepsilon = 0$. Therefore, the action is invariant under the shift symmetry (3.14),

$$
\delta^\text{shift}_\xi [S]|_{H_{\text{phys}}} = 0.
$$

(3.33)

**Complexified conformal transformations.** Finally, let us consider the complexified conformal transformations (3.15). The corresponding vector field $\delta^\text{con}_\lambda \in \mathcal{T} \mathcal{H}_{\text{kin}}$ is defined by its components

$$
\delta^\text{con}_\lambda [\ell^a] = \frac{1}{2} (\lambda + \bar{\lambda}) \ell^a,
$$

(3.34a)

$$
\delta^\text{con}_\lambda [m_a] = \lambda m_a,
$$

(3.34b)

and all other bulk and boundary configuration variables are conserved by $\delta^\text{con}_\lambda$, e.g. $\delta^\text{con}_\lambda [e_{AA'}] = 0$. For any such a vector field $\delta^\text{con}_\lambda \in \mathcal{T} \mathcal{H}_{\text{kin}}$, the corresponding variation of the bulk plus boundary action is given by

$$
\delta^\text{con}_\lambda [S] = \frac{i}{8\pi G} \int_N \left( \Re(\lambda)( - 2 \omega \wedge m \wedge \bar{m} + N^A \wedge (\ell B \eta_A + \bar{m} \ell_A)) 
+ \text{i} \Im(\lambda) \left( N^A \wedge \bar{m} \ell_A \right) \right) + \text{c.c.}
$$

(3.35)

On shell, the second term vanishes thanks to the gluing condition (3.20b). The third term does not contribute either: the three-form $\frac{i}{2} N^A \wedge \bar{m} \ell_A = d \varepsilon$ is real ($d \varepsilon = d \bar{\varepsilon}$), such that the third term is cancelled against its complex conjugate. In other words,

$$
\delta^\text{con}_\lambda [S] \overset{\text{(3.18), (3.20)}}{=} \frac{i}{8\pi G} \int_N \left( - 2 \Re(\lambda) \omega \wedge m \wedge \bar{m} + \frac{1}{2} \Im(\lambda) d \varepsilon \right) + \text{c.c.}
$$

$$
\overset{\text{c.c.}}{=} \frac{1}{2\pi G} \int_N \Re(\lambda) \Re(\omega) \wedge \varepsilon.
$$

(3.36)

For arbitrary $\lambda$ and $\varepsilon_{ab} \neq 0$, this variation vanishes iff

$$
\Re(\ell^a \omega_a) = 0.
$$

(3.37)

Therefore, the time component $\Re(\ell^a \omega_a)$ of the real part of the Lagrange multiplier $\omega_a$ must be set to zero on the space of physical histories $\mathcal{H}_{\text{phys}}$. This in turn implies that the one-form $\kappa_a$ determines the non-affinity of $\ell^a$. In fact, if we go back to the boundary field equations (3.18a), and take into account that $\ell^a e_{AA'} = i \ell_A \ell_{A'}$ and $\nabla e_{AA'} = 0$ (vanishing of torsion), we find

$$
on \mathcal{H}_{\text{phys}} : \ell^b \nabla_b \ell^a = i e_{AA'} \ell^b D_b (\ell^A \ell^A') = \ell^b \kappa_b \ell^a \equiv \kappa \ell^a.
$$

(3.38)
Summary. In this section, we identified the saddle points of the coupled bulk plus boundary action (3.8) for fixed boundary conditions (3.9), (3.10), (3.16). The saddle points of the action are characterised by the Einstein equations in the bulk (3.17a), (3.17b), and the boundary field equations (3.18a), (3.18b) and (3.37) that determine the evolution of the boundary fields \((\eta^A_{ab}, \ell^A)\) along the light-like boundary \(\mathcal{N}\). In addition, there are the constraint equations (3.6) and (3.20) that follow from the variation of the selfdual connection and the variation of the Lagrange multipliers \(N^A_{ab}\) and \(\omega_a\). The free initial data along the lightlike portion of the boundary is given by the quasi-local graviton, i.e. the gauge equivalence class \(\}\) that characterises the two radiative modes along the null boundary. Table 1 summarises the field content of the bulk plus boundary field theory and the constraints that determine the space of physical histories.

3.3 Corner terms and symplectic structure

The variation of the action (3.8) determines both the bulk plus boundary field equations as well as the symplectic potentials,

\[
\delta [S] = -\Theta_{M_M} (\delta) + \Theta_{M_1} (\delta) + \Theta_{N} (\delta) + \text{EOM} (\delta).
\] (3.39)

In here, \(\delta \in T \mathcal{H}_{\text{kin}}\) is a tangent vector on the space of kinematical histories, \(\Theta_{M_M}, \Theta_{M_1}\) and \(\Theta_{N} \in T^* \mathcal{H}_{\text{kin}}\) are the pre-symplectic potentials for the various components of the boundary (recall that \(\partial \mathcal{M} = M_1 \cup \mathcal{N} \cup M^{-1}_0\)), and \(\text{EOM} \in T^* \mathcal{H}_{\text{kin}}\) denotes a one-form, whose pull-back to the space of physical histories vanishes (i.e. it determines the bulk plus boundary field equations). Clearly, there is no unique splitting of the variation (3.39) into the various component parts. First of all, we can always add terms to the various pre-symplectic potentials that vanish on the space of physical histories (provided we add the appropriate counter-terms to the one-form EOM). In addition, there are ambiguities at the corner [31, 32]. For example, \(\mathcal{N}\) has a boundary consisting of the two corners, \(\partial \mathcal{N} = C_0 \cup C_1^{-1}\), such that the \(\ell^A\)-variation of the boundary action (3.8) generates a corner term,

\[
\delta_{\ell^A} [S] = \frac{i}{8\pi G} \left[ \int_{\partial \mathcal{N}} \eta_A \delta \ell^A - \int_{\mathcal{N}} \delta \ell^A \left( D\eta_A + \left( \omega + \frac{1}{2} \epsilon \right) \wedge \eta_A + N_A \wedge \bar{m} \right) \right] + \text{c.c.}, \quad (3.40)
\]

where \(\delta_{\ell^A} \in T \mathcal{H}_{\text{kin}}\) is the vector field on field space

\[
\delta_{\ell^A} = \int_{\mathcal{N}} \delta \ell^A \frac{\delta}{\delta \ell^A} + \text{c.c.} \quad (3.41)
\]

The second term of (3.40) vanishes provided the boundary field equations (3.18b) are satisfied. The first term is a sum of two corner terms. To make sure that large \(\text{SL}(2,\mathbb{C})\) transformations\(^{12}\) of the bulk plus boundary fields represent unphysical gauge transformations, we include these corner terms into the pre-symplectic potentials \(\Theta_{M_0}\) resp. \(\Theta_{M_1}\) on

\(^{12}\)Such gauge transformations are generated by vector fields \(\delta_{\Lambda} \in T \mathcal{H}_{\text{kin}}\) for gauge parameter \(\Lambda^A_B : \mathcal{M} \rightarrow \mathfrak{sl}(2,\mathbb{C})\) such that \(\delta_{\Lambda}[A^A_{ab}] = -\nabla_a \Lambda^A_B, \delta_{\Lambda}[\Sigma^{AB}_{ab}] = 2 \Lambda^C_B \Sigma^{C[AB]}_{ab}, \delta_{\Lambda}[\eta^A_{ab}] = \Lambda^A_B \eta^B_{ab}, \delta_{\Lambda}[\ell^A] = \Lambda^A_B \ell^B\) and \(\Lambda^A_B |_{\partial \mathcal{M}} \neq 0\).
the partial Cauchy surfaces $M_a$ and $M_1$, see [31] for details. Accordingly,

$$\Theta_M = \frac{i}{8\pi G} \left[ \int_M \Sigma_{AB} \wedge dA^{AB} - \oint_{\partial M} \eta_A d\ell^A \right] + \text{c.c.} \quad (3.42)$$

The pre-symplectic potential $\Theta_N$ on the null hypersurface $\mathcal{N}$ is then inferred from the variation of the action (3.39) for given boundary conditions (3.16). Taking into account the boundary field equations (see table 1), we find\(^{13}\)

$$\Theta_N = \frac{i}{8\pi G} \int_{\mathcal{N}} \left[ -\frac{1}{2} \eta_A \ell^A \wedge d\varepsilon + N^A \wedge (d\varepsilon)_{\partial N} + N^A \ell_A \wedge d\bar{m} \right] + \text{c.c.}$$

$$= \frac{i}{8\pi G} \int_{\mathcal{N}} \left[ -\frac{1}{2} \eta_A \ell^A \wedge d\varepsilon - ((d\varepsilon)_{\partial N^A} \wedge \eta_A - k \wedge (\ell \wedge N^A) \ell_A \wedge d\bar{m}) \right] + \text{c.c.}, \quad (3.43)$$

where $k_a \in T^*\mathcal{N}$ is a one-form dual to $\ell^a$ that satisfies $k_a \ell^a = -1$. For all practical calculations, it is now useful to replace $\eta_A \ell^A$ by the area two-form $\varepsilon = -i m \wedge \bar{m}$ and eliminate the Lagrange multiplier $N^A$ from (3.43) in terms of derivatives of $\ell^A$. Going back to the boundary field equation (3.18a), we have

$$\ell \wedge N^A \ell_A = \ell_A D\ell^A, \quad (3.44)$$

We may now replace (3.43) by the following simplified expression\(^{14}\)

$$\Theta_N = -\frac{1}{8\pi G} \int_{\mathcal{N}} \varepsilon \wedge d\varepsilon + \frac{i}{8\pi G} \int_{\mathcal{N}} (\ell_A D\ell^A \wedge d(k \wedge \bar{m}) - \text{c.c.}) \quad (3.45)$$

It is important to realise that the one-form $\Theta_N$ depends only on the triple $(\varepsilon_a, \ell^a, m_a)$. This is obvious for the first term in (3.45). The second term, on the other hand, involves the one-form $\ell_A D\ell^A$, which is completely determined by shear and expansion of $\ell^a$. This can be seen as follows. Consider an adapted Newman-Penrose null co-tetrad\(^{15}\) $(4k_a, 4\ell^a, 4m_a, 4\bar{m}_a)$, whose pull-back to $\mathcal{N}$ is given by $\varphi_N^*(4k_a, 4\ell^a, 4m_a, 4\bar{m}_a) = (k_a, 0, m_a, \bar{m}_a)$, with $k_a \ell^a = -1$. Let $(k^A, \ell^A), k_A \ell^A = 1$ be the associated spin dyad such that (3.4) is satisfied. If we then impose the torsionless condition (3.17a), we can express shear and expansion of the null surface in terms of the one-form $\ell_A D\ell^A$,

$$\sigma_{(\ell)} = [4^m]_a [4^m]_b \nabla_a 4\ell_b = -\bar{k}^A \ell^A m^a D_a (\ell_A \ell_{\mathcal{A}}) = -\ell_A m^a D_a \ell^A, \quad (3.46a)$$

$$\frac{1}{2} \vartheta_{(\ell)} = [4^m]_a [4^m]_b \nabla_a 4\ell_b = [4^m]_a [4^m]_b \nabla_a 4\ell_b = -\bar{k}^A \ell^A \bar{m}^a D_a (\ell_A \ell_{\mathcal{A}}) = -\ell_A \bar{m}^a D_a \ell^A, \quad (3.46b)$$

where $m^a$ is the complexified tangent vector $m^a \in T\mathcal{N}_\mathbb{C}$ such that the push-forward satisfies $(\varphi_N)_* m^a = [4^m]_a$. Since $\ell_A D_a \ell^A = 0$, see (3.18a), we then also have that

$$\ell_A D\ell^A = -\frac{1}{2} \vartheta_{(\ell)} m = -\sigma_{(\ell)} \bar{m}. \quad (3.47)$$

\(^{13}\)The null boundary $\mathcal{N}$ is a part of the abstract fibre bundle $P(S^2, \pi, \mathbb{R})$, whose standard fibres $\pi^{-1}(z)$ for $z \in S^2$ are light rays in $\mathcal{N}$. The null vector $\ell^a$ lies tangential to these fibres, and the differential of $\ell^a$ satisfies, therefore, $d\ell^a \propto \ell^a, m_a d\ell^a = 0$.

\(^{14}\)Modulo terms that vanish provided the bulk plus boundary field equations are satisfied.

\(^{15}\)Given the boundary variables $(\ell^a, m_a, \bar{m}_a)$, such a null tetrad is unique modulo residual Lorentz transformations $(4k_a, 4\ell^a, 4m_a, 4\bar{m}_a) \rightarrow (4k_a + f^4 m_a + f^4 \bar{m}_a, 4\ell^a, 4m_a + f^4 \ell^a, 4\bar{m}_a + f^4 \bar{m}_a)$ for $f : \mathcal{N} \rightarrow \mathbb{C}$. 
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Notice that shear and expansion can be easily computed without explicit knowledge of the spin connection. In fact, the ordinary Lie derivative of the boundary intrinsic dyads \( m_a \in \Omega^1(\mathcal{N} : \mathbb{C}) \) along the null generators \( \ell^a \in TN \) determines both shear and expansion,\(^{16}\)

\[
\mathcal{L}_\ell m = -\frac{1}{2} \left( \partial_\ell + i \phi_\ell \right) m + \sigma_\ell \bar{m}.
\]  

(3.48)

Therefore, shear and expansion are intrinsic to the null surface. The only extrinsic spin coefficient that enters the pre-symplectic structure on the null surface \( \mathcal{N} \) is the one-form \( \varpi_a \).

3.4 Quasi-local radiative phase space

In the previous section, we identified the pre-symplectic potential (3.45) on a generic null boundary \( \mathcal{N} \) in terms of an adapted Newman-Penrose null tetrad. The next step is to characterise the pull-back of the pre-symplectic structure to the space of radiative modes, which are encoded into a gauge equivalence class (3.16) of boundary fields \( (\varpi_a, \ell^a, m_a) \in T^*\mathcal{N} \otimes V\mathcal{N} \otimes T^*\mathcal{N}_C \). In here, \( \ell^a \) is a vertical vector field, and the dyads \( (m_a, \bar{m}_a) \), diagonalise the intrinsic signature \((0++)\) metric \( q_{ab} = 2m_a \bar{m}_b \) on the null surface. The space of such boundary fields \( (\varpi_a, \ell^a, m_a) \) is equipped with a pre-symplectic two-form \( \Omega_\mathcal{N} \), which is given by the exterior functional derivative of the pre-symplectic potential (3.45),

\[
\Omega_\mathcal{N} = d\Theta_\mathcal{N}.
\]  

(3.49)

At the kinematical level, there are eight degrees of freedom per point: since \( \ell^a \) is a vertical vector field, it is characterised by only one degree of freedom (a lapse function). The co-dyad \( (m_a, \bar{m}_a) \), on the other hand, is transversal to the null direction, i.e. \( \forall \xi^a \in [\ell^a] \), \( \xi^a m_a = 0 \), hence there are only \( 2 \times 2 = 4 \) degrees of freedom in \( m_a \). The entire triple \( (\varpi_a, \ell^a, m_a) \) represents, therefore, \( 3 + 1 + 2 \times 2 = 8 \) kinematical degrees of freedom. The gauge symmetries and constraints reduce them to two physical degrees of freedom per point.

Fibre-preserving diffeomorphisms. Let us consider the fibre-preserving diffeomorphisms (3.12) first. Such diffeomorphisms are generated by vertical vector fields \( \xi^a \in [\ell^a] \) that vanish at the boundary of \( \mathcal{N} \), i.e. \( \xi^a |_{\mathcal{C}_0} = \xi^a |_{\mathcal{C}_1} = 0 \). The Lie derivative \( \mathcal{L}_\xi \), see (3.22a), (3.22b), (3.22c) lifts any such vector field on space time into an associated vector field \( \delta_\xi \in TH_{kin} \) on field space.

We now want to convince ourselves that such a vector field defines a degenerate null direction of the pre-symplectic two-form (3.49) on the space of physical geometries. Consider thus a second linearly independent vector field \( \delta \in TH_{kin} \), and assume further (without loss of generality) that the commutator vanishes, i.e. \( [\delta, \delta_\xi] = 0 \). Going back to the definition

\(^{16}\)Notice that \( \phi_\ell \) transforms as the time component of a \( U(1) \) connection under the \( U(1) \) transformations \( m_a \to e^{i \varphi} m_a \).
of the pre-symplectic potential, we now immediately have

\[
\Omega_N'(\delta^\text{diff}_\xi, \delta) = -\frac{1}{8\pi G} \int_{\mathcal{N}} \left( \mathcal{L}_\xi \varepsilon \wedge \delta [\kappa] - \delta [\varepsilon] \wedge \mathcal{L}_\xi \kappa \right) + \frac{1}{8\pi G} \int_{\mathcal{N}} \left( \mathcal{L}_\xi (\ell_A D \ell^A) \wedge \delta [k \wedge \bar{m}] - \delta [\ell_A D \ell^A] \wedge \mathcal{L}_\xi (k \wedge \bar{m}) - \text{c.c.} \right) = -\delta [C_\xi]. \tag{3.50}
\]

where we repeatedly used the identity \( \int_{\mathcal{N}} \mathcal{L}_\xi X \wedge \delta Y = \int_{\partial \mathcal{N}} \mathcal{L}_\xi \xi \cdot (X \wedge \delta (Y)) - \int_{\mathcal{N}} X \wedge \delta (\mathcal{L}_\xi Y) \), i.e. a partial integration and the vanishing of the commutator [\( \delta, \mathcal{L}_\xi \) = 0]. In addition, \( C_\xi \) denotes the generator of fibre-preserving diffeomorphisms

\[
C_\xi = \frac{1}{8\pi G} \int_{\mathcal{N}} \mathcal{L}_\xi \varepsilon \wedge \kappa - \frac{1}{8\pi G} \int_{\mathcal{N}} \left( \mathcal{L}_\xi (\ell_A D \ell^A) \wedge (k \wedge \bar{m}) - \text{c.c.} \right). \tag{3.51}
\]

To demonstrate that \( C_\xi \) generates a gauge symmetry, we must show that it vanishes (as a constraint) on the space of physical histories.\(^\text{17}\) The first step is to compute the Lie derivative of the one-form \( \ell_A D \ell^A \). Taking into account the boundary field equation \( \xi^a D_a \ell^A = \frac{1}{2} \xi^a (\kappa_a + 2 \omega_a) \ell^A \), see (3.18a), we have

\[
\mathcal{L}_\xi (\ell_A D \ell^A) = \left. \frac{\partial}{\partial \ell} \right|_{\ell = 0} (\ell_A D \ell^A + \delta \ell_A D \ell^A) = \xi \cdot (\ell_A D \ell_A \wedge D \ell^A) - \xi \cdot F_{AB} \ell^A \ell^B \nonumber
\]

\[
= -2 \xi \cdot (\ell_A k^A \wedge \ell_B D \ell^B) - \xi \cdot F_{AB} \ell^A \ell^B \nonumber
\]

\[
= + \xi \cdot (\kappa + 2 \omega) \ell_A D \ell^A - \xi \cdot F_{AB} \ell^A \ell^B, \tag{3.52}
\]

where \( F_{AB} \) is the curvature two-form. Going from the first to the second line of (3.52), we wrote the identity \( \epsilon^A_B \) in terms of the spin dyad, i.e. \( \epsilon^A_B = \ell^B k_A - k^B \ell_A \), and repeatedly used the on-shell identity \( \ell_A \xi^a D_a \ell^A \propto \ell_A \ell^A = 0 \). Inserting (3.52) and the expression for \( \ell_A D \ell^A \) in terms of shear and expansion, see (3.47), back into (3.51), we obtain

\[
\mathcal{L}_\xi (\ell_A D \ell^A) \wedge (k \wedge \bar{m}) - \text{c.c.} = \frac{1}{2} \xi \cdot (\kappa + 2 \omega) \partial(\omega) k \wedge m \wedge \bar{m} - \xi \cdot F_{AB} \ell^A \ell^B \wedge k \wedge \bar{m} - \text{c.c.} \nonumber
\]

\[
= -\left. \frac{1}{2} (\xi \cdot \kappa) \varepsilon \wedge \xi \cdot F_{AB} \ell^A \ell^B \wedge k \wedge \bar{m} - \text{c.c.} \right|_{\varepsilon = 0}, \tag{3.53}
\]

where the one-form \( \omega \) falls out of the final result since the reality condition (3.37) is satisfied (on-shell). If we now take the pull-back of the co-tetrad to the null boundary, recall (3.4), we may replace the one-form \( \ell_A \ell_B \bar{m} \) by the pull-back \(- i \varphi_N^A e_A A' \ell^A \equiv - i \bar{e}_{AA'} \ell^A \). This in turn allows us to rewrite the generator solely in terms of the Einstein three-form (3.17b),

\[
\xi \cdot F_{AB} \ell^A \ell^B \wedge k \wedge \bar{m} = + i (\xi \cdot F_{AB}) \ell^A \wedge \bar{e}^B \ell^B' \wedge k = - i F_{AB} \ell^A \ell^B' \wedge \xi \cdot (\bar{e}^B \ell^B' \wedge k) \nonumber
\]

\[
= + i F_{AB} \wedge \bar{e}^B \ell^A \ell^B' \xi \cdot k = - F_{AB} \wedge \bar{e}^B A' \xi_{AA'}. \tag{3.54}
\]

Substituting (3.53) and (3.54) back into (3.51), we find

\[
C_\xi = \frac{1}{8\pi G} \int_{\mathcal{N}} (\xi \cdot \varepsilon) \wedge \varepsilon - \frac{1}{8\pi G} \int_{\mathcal{N}} (\xi \cdot \omega) \varepsilon \wedge \varepsilon - i \frac{1}{8\pi G} \int_{\mathcal{N}} \left( F_{AB} \wedge e_B A' \xi_{AA'} - \text{c.c.} \right). \tag{3.55}
\]

\(^\text{17}\) Equations (3.52), (3.53), (3.54), (3.55) are satisfied only on-shell, i.e. provided the bulk plus boundary field equations are satisfied, see table 1.
The first two terms cancel against each other, the third term is the integral of the vector-valued Einstein three-form (3.17b) over the null boundary. If the bulk plus boundary field equations are satisfied, the generator $C_\xi$ vanishes. Therefore, the fibre-preserving diffeomorphisms of $\mathcal{N}$ represent gauge transformation that map a given configuration of boundary fields $(\varphi^a, \ell^a, m_a)$ into a gauge equivalent configuration $(\varphi^a \varphi^{-1}_a, \ell^a, \varphi^a m_a)$.

**Dilatations.** Next, we consider the dilations that send the triple $(\varphi^a, \ell^a, m_a)$ into $(\varphi^a + \partial_a f, e^f \ell^a, m_a)$ for gauge parameters $f : \mathcal{N} \to \mathbb{R}$ that vanish at the two ends of the null surface, i.e. $f|_{\partial \mathcal{N}} = 0$. The corresponding vector field $\delta^\text{dilat}_f T \mathcal{H}_{\text{kin}}$ is given in (3.26). Consider then the one-form $k_a \in T^* \mathcal{N}$, which is dual to $\ell^a : k_a \ell^a = -1$, and the one-form $\ell_A D\ell^A$, see (3.47). Going back to our definitions (3.26) and (3.46a) and (3.46b), we immediately find that fields transform homogeneously, i.e.

$$\delta^\text{dilat}_f [\ell_A D\ell^A] = f \ell_A D\ell^A, \quad (3.56)$$

$$\varepsilon \wedge \delta^\text{dilat}_f [k] = \delta^\text{dilat}_f [\varepsilon \wedge k] = -f \varepsilon \wedge k. \quad (3.57)$$

Let then $\delta \in T \mathcal{H}_{\text{kin}}$ be a second linearly independent vector field. Inserting (3.56) and (3.57) back into the definition of the pre-symplectic two-form (3.49), we obtain a total derivative, namely

$$\Omega^N(\delta^\text{dilat}_f, \delta) = + \frac{1}{8\pi G} \int_{\mathcal{N}} \delta [\varepsilon] \wedge df + \frac{i}{8\pi G} \int_{\mathcal{N}} f \delta [\ell_A D\ell^A \wedge k \wedge \bar{m} - \text{c.c.}]$$

$$= + \frac{1}{8\pi G} \int_{\mathcal{N}} \delta [\varepsilon] \wedge df + \frac{1}{8\pi G} \int_{\mathcal{N}} f \delta [\varepsilon] = \frac{1}{8\pi G} \int_{\partial \mathcal{N}} f \delta [\varepsilon] = 0. \quad (3.58)$$

On shell, i.e. provided the bulk plus boundary field equations are satisfied, $\delta^\text{dilat}_f$ is a degenerate direction of the pre-symplectic two-form (3.49). Therefore, the vector field $\delta^\text{dilat}_f$ defines an unphysical gauge direction.

**U(1) frame rotations.** On the null surface $\mathcal{N}$, the complex-valued one-form $m_a \in T^* \mathcal{N}_\mathbb{C}$ parametrises the degenerate signature $(0++)$ metric $q_{ab} = 2 m_a \bar{m}_b$. For any such metric, the dyad is unique modulo $U(1)$ gauge transformations. Given a $U(1)$ gauge parameter $\varphi : \mathcal{N} \to \mathbb{R}$, we define the corresponding infinitesimal vector field

$$\delta^\text{U(1)}_\varphi [m_a] = i \varphi \ m_a. \quad (3.59)$$

Going back to the definition of shear and expansion, see (3.46a) and (3.46b), we also see that the one-form $\ell_A D\ell^A$ transforms homogeneously under such an infinitesimal $U(1)$ frame rotation, i.e.

$$\delta^\text{U(1)}_\varphi [\ell_A D\ell^A] = i \varphi \ell_A D\ell^A. \quad (3.60)$$

On the other hand, the non-affinity one-form $\varphi_a$ and the area two-form $\varepsilon = -i \ m \wedge \bar{m}$ are uncharged and so is the one-form $k_a$, which is dual to the null vector $\ell^a : k_a \ell^a = -1$. Therefore, $\delta^\text{U(1)}_\varphi [\varepsilon_{ab}] = 0$, etc. If we then insert such an infinitesimal $U(1)$ rotation back
into the pre-symplectic two-form (3.49), we obtain
\[
\Omega_N(\delta U(1), \delta) = \frac{i}{8\pi G} \int_N \left( i \varphi \delta (\ell_A D\ell^A \wedge k \wedge \tilde{m}) - \text{c.c.} \right) = -\frac{1}{16\pi G} \int_N \left( \varphi \delta (\partial_\ell k \wedge m \wedge \tilde{m}) + \text{c.c.} \right) = 0,
\]
which is the same as to say that the infinitesimal U(1) transformations are unphysical null directions of the pre-symplectic potential.

**Shifts of \(\kappa_a\).** Finally, we consider the shift symmetry (3.14). The corresponding vector field \(\delta^\text{shift}_\xi\) generates spacelike shifts of the one-form \(\kappa_a\): \(\delta^\text{shift}_\xi [\kappa_a] = \zeta \bar{m}_a + \bar{\zeta} m_a\). All other boundary variables are annihilated by the vector field \(\delta^\text{shift}_\xi \in \mathcal{H}_\text{kin}\), i.e. \(\delta^\text{shift}_\xi [m_a] = 0\), \(\delta^\text{shift}_\xi [\ell_a] = 0\), etc. Let then \(\delta \in \mathcal{H}_\text{kin}\) be a second linearly independent vector field on the space of kinematical histories. If we contract both such vector fields with the pre-symplectic two-form \(\Omega_N\), we find
\[
\Omega_N(\delta^\text{shift}_\xi, \delta) = \frac{1}{8\pi G} \int_N \delta [\varepsilon] \wedge \delta^\text{shift}_\xi [\kappa] = \frac{1}{8\pi G} \int_N \delta [\varepsilon] \wedge (\zeta m + \text{c.c.}) = 0. \tag{3.62}
\]
The last term vanishes identically since any such vector field \(\delta \in \mathcal{H}_\text{kin}\) preserves the direction of the null generators of \(\mathcal{N}\), which implies \(\ell^a \delta [m]_a = 0\), which is the same as to say \(\varepsilon \wedge \delta [m] = 0\), i.e. \(\delta [\varepsilon] \wedge m = 0\), since \(\varepsilon = - i \varphi \wedge m\). We thus see that the shift transformations define yet another degenerate direction \(\delta^\text{shift}_\xi \in T\mathcal{H}_\text{kin}\) of the pre-symplectic two-form (3.49).

**Summary.** In this section, we identified the degenerate gauge directions of the pre-symplectic two-form on the null hypersurface \(\mathcal{N}\). First of all, there are the fibre preserving diffeomorphisms (3.12). Such diffeomorphisms are generated by a Hamiltonian functional \(C_\xi\), which is a smeared version of the Raychaudhuri equation. The Hamiltonian \(C_\xi\) is a constraint that vanishes on the space of physical histories, where the fibre preserving diffeomorphisms turn into degenerated gauge directions of the pre-symplectic two-form (3.49). On the space of physical histories (on-shell), the fibre-preserving diffeomorphisms remove, therefore, two dimensions from phase space (the gauge orbit plus the constraint \(C_\xi = 0\)). On the other hand, the dilations (3.56) and (3.57) and U(1) frame rotations (3.59) remove one phase space dimension each. Finally, there is the shift symmetry (3.14) that removes another two dimensions from phase space, see (3.62). The triple of kinematical boundary fields \((\kappa_a, \ell^a, m_a)\), whose functional differential determines the pre-symplectic two-form (3.49), (3.43) is characterised by eight local degrees of freedom along \(\mathcal{N}\). Removing the fibre-preserving diffeomorphisms and imposing the Raychaudhuri constraint (3.51) brings this down to \(8 - 2 = 6\) local degrees of freedom per point. The dilatations and U(1) gauge rotations remove another two phase space dimensions per point. The shift symmetry removes yet another directions from phase space, which brings us down to \(6 - 4 = 2\) physical degrees of freedom along \(\mathcal{N}\), which are the two degrees of freedom of gravitational radiation at the full non-perturbative level. The resulting physical phase space is co-ordinatized by the quasi-local graviton (3.16), which represents the free initial data along the null hypersurface.
We defined the quasi-local graviton as an equivalence class (3.16). In defining this equivalence class, we also removed the orbits of conformal transformations (3.15) from \((x_a, \ell_a, m_a)\). From a Hamiltonian perspective, this may seem odd, since such conformal transformations are not gauge directions (it is easy to check that they do not define degenerate directions of the pre-symplectic two-form). However, no mistake is being made, because on every such orbit there is only one value of the conformal factor (the gauge parameter \(\lambda\)) that is compatible with the Raychaudhuri equation. In fact, the Raychaudhuri equation turns into a constraint (3.51) on the kinematical phase space, and it selects a unique value of \(\lambda\) on every such gauge orbit for given initial conditions on a cross-section \(C_0\) of \(N\) (the initial values are \(\lambda_0 = \lambda|_{C_0}\) and \(\dot{\lambda}_0 = L_\ell \lambda|_{C_0}\)). The construction is reminiscent of conformal methods on a spacelike hypersurface, where the orbits of three-dimensional conformal transformations are used often to determine a local gauge-fixing for the Hamiltonian constraint, see [33–35].

4 Quasi-local boost and angular momentum charges

Horizontal diffeomorphisms. On the space of kinematical histories \(H_{\text{kin}}\), the light rays \(\pi_{-1}(z)\) are shared among different spacetime geometries (histories), but their parametrisation is not. There is therefore a preferred class of bulk diffeomorphisms \(\hat{\varphi} \in \text{Diff}(M)\), namely those, whose restriction to the light-like portion of the boundary generate horizontal diffeomorphisms, \(\text{HDiff}(N) = \{ \varphi \in \text{Diff}(N) : \pi \circ \varphi \circ \pi^{-1} \in \text{Diff}(S^2) \}\). Any such horizontal diffeomorphism \(\varphi\) maps fibres onto (possibly different) fibres, hence \(\varphi_! \ell^a \in [\ell^a]\). If an element \(\varphi \in \text{HDiff}(N)\) is smoothly connected to the identity, it is generated by a vector field \(\xi^a \in TN : \varphi = \text{exp}(\xi)\) that projects into a unique vector field \(\xi^a|_N = \pi_* \xi^a \in TS^2\) on the base manifold (\(\xi^a\) is a horizontal lift of \(\xi^a\)). Since the null surface \(\mathcal{N} \subset P(S^2, \pi, \mathbb{R})\) has itself a boundary, which consists of two successive horizontal sections \(C_0\) and \(C_1\) of \(P\), i.e. \(\partial \mathcal{N} = C_0 \cup C_1^{-1}\), and since the exponential \(\text{exp}(\xi) \in \text{HDiff}(N)\) maps \(\mathcal{N}\) onto itself, the vector fields \(\xi^a \in TN\) must be tangential to the two cross sections, i.e. \(\xi^a|_{C_0} \in TC_0\) and equally \(\xi^a|_{C_1} \in TC_1\).

To lift such a vector field \(\xi^a\) into a vector field on the infinite-dimensional space of kinematical histories, we first need to extend it into a bulk vector field \(\tilde{\xi}^a \in TM\) such that \(\tilde{\xi}^a|_N = \xi^a\). There are infinitely many ways to do so and we will see in a moment that they are all gauge equivalent. Given such an extension of \(\xi^a \in TN\) into the interior of the manifold, we may now define the \(\text{SL}(2, \mathbb{C})\) gauge covariant Lie derivative of the bulk plus boundary fields,

\[
\mathcal{L}_{\tilde{\xi}} A^A_B = \tilde{\xi} \lrcorner F_{AB},
\]

\[
\mathcal{L}_{\tilde{\xi}} e_{AA'} = \tilde{\xi} \lrcorner e_{AA'} + \nabla(\xi_\lrcorner e_{AA'}),
\]

\[
\mathcal{L}_{\tilde{\xi}} \eta_A = \mathcal{L}_\xi \eta_A = \xi_\lrcorner D \eta_A + D(\xi_\lrcorner \eta_A),
\]

\[
\mathcal{L}_{\tilde{\xi}} \ell^A = \mathcal{L}_\xi \ell^A = \xi_\lrcorner D \ell^A.
\]
where $D = \varphi^*_N \nabla$ is the induced $\text{SL}(2, \mathbb{C})$ gauge covariant exterior derivative at the null boundary. The Lie derivative is a vector field $\mathcal{L}_\xi \in \mathcal{T} \mathcal{H}_{\text{kin}}$ on the space of kinematical histories. Since a diffeomorphisms maps solutions of Einstein’s equations onto themselves, it is clear that the Lie derivative also defines a tangent vector to the space of physical histories, i.e. $\mathcal{L}_\xi \cdot \vert_{\mathcal{H}_{\text{phys}}} \in \mathcal{T} \mathcal{H}_{\text{phys}}$.

**Quasi-local angular momentum.** To identify the Hamiltonian generator of such horizontal diffeomorphisms, consider first the pre-symplectic two-form on the partial Cauchy hypersurface $M$, whose boundary intersects in a horizontal section $\mathcal{C} : \partial M = \mathcal{C} \subset N$. Given the pre-symplectic potential (3.42), the pre-symplectic two-form is obtained by the exterior derivative,

$$\Omega_M = d \Theta_M = \frac{i}{8\pi G} \left[ \int_M d\Sigma_{AB} \wedge dA^{AB} - \int_{\partial M} d\eta_A \wedge d\ell^A \right] + \text{c.c.,} \quad (4.3)$$

where $\wedge$ is the wedge product of differential forms in $T^* \mathcal{H}_{\text{kin}}$. Let now $\delta \in \mathcal{T} \mathcal{H}_{\text{phys}}$ be a second linearly independent vector field on the space of physical histories (i.e. a linearised solution of the bulk plus boundary field equations). Contracting both $\mathcal{L}_\xi \cdot \vert_{\mathcal{T} \mathcal{H}_{\text{kin}}}$ and $\delta$ with the pre-symplectic two-form (4.3) and restricting our results to the space of physical histories (i.e. going on-shell), we obtain

$$\Omega_M(\mathcal{L}_\xi, \delta) \vert_{\mathcal{H}_{\text{phys}}} = \frac{i}{8\pi G} \left[ \int_M \left( \nabla (\hat{\xi}_j \Sigma_{AB}) \wedge \delta A^{AB} - \delta \Sigma_{AB} \wedge \hat{\xi}_j F^{AB} \right) 
- \int_{\partial M} \left( \mathcal{L}_\xi \eta_A \delta \ell^A - \delta \eta_A \mathcal{L}_\xi \ell^A \right) \right] + \text{c.c.}
= \frac{i}{8\pi G} \left[ \int_M \left( \left( \hat{\xi}_j \Sigma_{AB} \right) \wedge \delta F^{AB} - \delta \Sigma_{AB} \wedge \hat{\xi}_j F^{AB} \right) 
+ \int_{\partial M} \left( + \hat{\xi}_j \Sigma_{AB} \wedge \delta A^{AB} - \mathcal{L}_\xi \eta_A \delta \ell^A + \delta \eta_A \mathcal{L}_\xi \ell^A \right) \right] + \text{c.c.,} \quad (4.4)$$

where we used Stokes’s theorem to go from the first to the second line. On shell, the bulk integral vanishes: setting $\hat{\xi}_{AA'} = \hat{\xi}_j e_{AA'}$, and taking into account the self-dual decomposition $e_{AA'} \wedge e_{BB'} = -\tilde{\epsilon}_{AA'} \Sigma_{AB} + \text{c.c.}$, see (3.1), we find

$$\int_M \left( \left( \hat{\xi}_j \Sigma_{AB} \right) \wedge \delta F^{AB} - \delta \Sigma_{AB} \wedge \hat{\xi}_j F^{AB} \right) 
= - \int_M \left( \hat{\xi}_{AC} e_{BB'}^C \wedge \delta F^{AB} - \delta e_{BB'}^C \wedge e_{AC} \wedge \hat{\xi}_j F^{AB} \right) 
= - \int_M \left( \hat{\xi}_{AC} \delta \left[ e_{BB'}^C \wedge F^{AB} \right] - \delta e_{BB'}^C \wedge \hat{\xi}_j (e_{AC} \wedge F^{AB}) \right). \quad (4.5)$$

The two terms in the last line vanish thanks to the Einstein equations (3.17b). We are thus left with a boundary term and this boundary term is a total derivative on field space.
Inserting the gluing conditions (3.6) back into (4.5), we obtain

$$
\Omega_M (L_\xi, \delta) \big|_{\mathcal{H}_{\text{phys}}} = \frac{i}{8 \pi G} \left[ \oint_{\partial M} (\xi_J \Sigma_{AB} \wedge \delta A^{AB} - \mathcal{L}_\xi \eta_A \delta \ell^A + \delta [\eta_A] \mathcal{L}_\xi \ell^A) \right] \big|_{\mathcal{H}_{\text{phys}}} + \text{c.c.}
= \frac{i}{8 \pi G} \left[ \oint_{\partial M} (\eta_A \xi_J [A^A_B] \delta \ell^B + \eta_A \xi_J D \delta \ell^A + \delta [\eta_A] \xi_J D \ell^A) \right] \big|_{\mathcal{H}_{\text{phys}}} + \text{c.c.}
= - \delta [J_\xi (\partial M)],
$$

(4.6)

We have thus shown that any horizontal diffeomorphism that is generated by a vector field $\xi^a \in TN : \pi \xi^a \in S^2$ can be lifted into a vector field $L_\xi |_{\mathcal{H}_{\text{phys}}} \in T \mathcal{H}_{\text{phys}}$ on the space of physical histories, which is Hamiltonian: the Lie derivative $L_\xi |_{\mathcal{H}_{\text{phys}}} \in T \mathcal{H}_{\text{phys}}$ is the Hamiltonian vector field of the quasi-local angular momentum,

$$
J_\xi [\mathcal{C}] = - \frac{i}{8 \pi G} \oint_{\mathcal{C}} (\eta_A L_\xi \ell^A - \text{c.c.}).
$$

(4.7)

**Comparison with Komar charge.** The more familiar Komar charge for tangential diffeomorphisms is given by the integral

$$
J_\xi^{\text{Komar}} [\mathcal{C}] = - \frac{1}{32 \pi G} \oint_{\mathcal{C}} \tilde{\eta}^{ab} \varepsilon_{ab} \varepsilon_{cd} \nabla_c \xi_d,
$$

(4.8)

where $\tilde{\eta}^{ab}$ is the two-dimensional Levi-Civita tensor density on the cross-section $\mathcal{C} \subset \mathcal{N}$ of the null boundary. The difference between the two charges (4.7) and (4.8) results from the fact that the light-like normal to the null boundary $\mathcal{N}$ has no canonical normalisation. If, in fact, the outer boundary is time-like rather than null, the pre-symplectic potential (3.45) on the partial Cauchy hypersurface $M$ will be replaced by $\Theta_M = \frac{1}{16 \pi G} \int_M * \Sigma_{\alpha \beta} \wedge d A^{\alpha \beta} - \int_{\partial M} * \Sigma_{\alpha \beta} z^a d z^\beta$, where $\alpha, \beta, \ldots$ are internal Lorentz indices, $*$ denotes the Hodge dual on internal indices, $A^{\alpha \beta}$ is the spin connection, $\Sigma_{\alpha \beta} = e_\alpha \wedge e_\beta$ is the Plebański two-form and $z^a : z_\alpha z^\alpha = 1$ is the internal and spacelike normal to the boundary, i.e. $\varphi^a_{\partial M} z^a e_\alpha = 0$. The resulting Hamiltonian for tangential diffeomorphisms is $J_\xi = -1/(8 \pi G) \int_{\partial M} * \Sigma_{\alpha \beta} z^a \xi^\alpha D_a z^\beta$, which is nothing but the Komar charge (4.8) for tangential diffeomorphisms written in terms of first-order spin-connection variables [36].

Although the two charges differ for generic configurations on $\mathcal{H}_{\text{phys}}$ (the space of physical histories), they agree on those configurations that admit Killing symmetries: if the vector field $\xi^a \in TM$ is Killing, it will Lie drag the configuration variables in the bulk up to an internal Lorentz transformation,

$$
L_\xi e^{AA'} = \xi_J \nabla_J e^{AA'} = \Lambda^A_B e^{BA'} + \Lambda^{A'}_{B'} e^{AB'},
$$

(4.9)

$$
L_\xi A^A_B = \xi_J F^A_B = - \nabla_A A^A_B.
$$

(4.10)

The gauge element $\Lambda^A_B : \mathcal{M} \to \mathfrak{sl}(2, \mathbb{C})$ is determined by the first derivative of the Killing vector field: the Killing equation implies that $\Lambda_{ab} = \nabla_b \xi^a$ is anti-symmetric, its self-dual component is $\Lambda_{AB}$, thus $\Lambda_{ab} \equiv -\xi^c_{[AB} \Lambda_{CA} + \text{cc}$. If such a vector field is a Killing field

---

\(^{18}\) The soldering forms $e_{AA',ab}$ allow to identify spacetime indices $a, b, \ldots$ with pairs of spinor indices $AA', BB', \ldots$. 

---
that lies tangential to $\mathcal{C}$, it will act onto the boundary fields via the internal Lorentz transformation $\Lambda^{A}\!_{B}$ and an overall rescaling.\footnote{This can be proven by considering the finite diffeomorphism $\varphi_v = \exp(\varepsilon \mathcal{L}_v)$. Since $\xi^a \in T\mathcal{M}$ is Killing, equation (4.9) will be satisfied. Thus $\varphi_v \Sigma^{AB} = [\exp(\varepsilon\Lambda)]^A_C [\exp(\varepsilon\Lambda)]^B_D \Sigma^{CD}$, where $\Sigma_{AB}$ is the self-dual Plebański two-form and $\varphi_v \Sigma^{AB}$ is the solution to the differential equation $\frac{d}{d\tau} \varphi_v \Sigma^{AB} = \mathcal{L}_v \Sigma^{AB}$ to the initial condition $\varphi_0 \Sigma^{AB} = \Sigma^{AB}$ (i.e. a combination of the ordinary pull-back of differential forms and the spinor parallel transport along the integral curves of $\xi^a$). Consider then the pull-back of the Plebański two-form to the null boundary, see (3.6). For given $\Sigma_{AB}$ in the bulk, the boundary fields $\eta_A$ and $\ell^A$ are unique up to an overall rescaling. We thus also know that there must be a function $\lambda : \mathcal{N} \to \mathbb{C}$ such that $\varphi_v \eta^A = [\exp(\varepsilon\Lambda)]^A_B \eta^B + e^{\frac{\lambda}{4}} \eta^A$ and $\varphi_v \ell^A = [\exp(\varepsilon\Lambda)]^A_B \ell^B + e^{\frac{\lambda}{2}} \ell^A$. Taking the derivative with respect to $\varepsilon$, we obtain (4.11) and (4.12).} We will thus have

$$\mathcal{L}_\xi \ell^A = \xi_{\cdot} D \ell^A = \Lambda^{A}_B \ell^B + \frac{\lambda}{2} \ell^A;$$

$$\mathcal{L}_\xi \eta_A = \xi_{\cdot} D \eta_A + D (\xi_{\cdot} \eta_A) = -\Lambda^{B}_A \eta_B - \frac{\lambda}{2} \eta_A,$$  \hspace{1cm} (4.11)\hspace{1cm} (4.12)

where $\lambda : \mathcal{N} \to \mathbb{C}$ defines an overall rescaling of the boundary fields. For a given solution of Einstein’s equations with Killing vector $\xi^a$, we can then always find a rescaling of the boundary fields such that $\lambda = 0$, and the boundary charge (4.7) will return the Komar integral,

$$J_\xi[\mathcal{C}] = -\frac{i}{8\pi G} \oint_{\mathcal{C}} (\eta \Lambda A^B \ell^B - \text{c.c.}) = -\frac{i}{8\pi G} \oint_{\mathcal{C}} (\Lambda^{AB} \Sigma_{AB} - \text{c.c.}) = \frac{1}{8\pi G} \oint_{\mathcal{C}} \ast \Lambda = \frac{1}{16\pi G} \oint_{\mathcal{C}} \tilde{\eta}^{ab} \varepsilon_{ab} \nabla_c \xi_c.$$

$$\hspace{1cm} (4.13)$$

**Helmholtz decomposition of angular moments.** The quasi-local angular momentum (4.7) is evaluated against a vector field $\xi^a$ that lies tangential to the two-dimensional cross section $\mathcal{C}$ of the null surface $\mathcal{N}$. The cross section is equipped with a Riemannian metric $q^{ab}$, which is induced from the bulk, $q^{ab}_{\xi} = \varphi^*_{\xi} q^{ab}$. The corresponding Levi-Civita tensor is $\varepsilon^{ab}_{\xi}$, and the dual tensors are $\varepsilon^{ac}_{\xi} q^{b}_{bc}$ and $\varphi^*_{\xi} q^{ab} = [\text{id}]_{\xi}^{a}_{b}$. Given a metric, we also have the metric compatible and torsionless covariant derivative $D_a$ on $\mathcal{C}$. This derivative can be extended naturally to spinor-valued fields, where it acts via the pull-back of the spin connection, e.g.

$$D_a \ell^A = \varphi^*_{\xi} D_a \ell^A.$$  \hspace{1cm} (4.14)

Since $\mathcal{C}$ is equipped with a Riemannian structure, we can use the Helmholtz-Hodge decomposition of $\xi^a \in T\mathcal{C}$ to split the angular momentum $J_\xi[\mathcal{C}]$ into area-preserving and rotation-free parts. For a given vector field along $\mathcal{C}$, the Hodge-Helmholtz decomposition reads

$$T \mathcal{C} \ni \varepsilon^a = \varepsilon^{ab}_{\xi} \partial_b f + q^{ab}_{\xi} \partial_b \tilde{f},$$

$$\hspace{1cm} (4.15)$$

where $f$ and $\tilde{f}$ are functions on the cross section $\mathcal{C}$. The first and second terms are the area-preserving and curl-free contributions respectively. To insert this decomposition back into the quasi-local angular momentum, it is useful to introduce a dual and normalised spinor $k^C_A : k^C_A \ell^A = 1$, which is defined as follows

$$k^C_A \varepsilon_{ab} := i \varphi^*_{\xi} \eta_{ab}.$$  \hspace{1cm} (4.16)
Going back to the definition of the quasi-local angular momentum (4.7), we obtain
\[ J_\xi[C] = -\frac{1}{8\pi G} \oint_C \varepsilon(\xi^a A^a_\xi + \text{c.c.}) = \frac{1}{8\pi G} \oint_C \left( df \wedge A^C - q^{ab} \partial_a f A^C_\xi + \text{c.c.} \right), \tag{4.17} \]
where we introduced the complexified U(1) connection\(^{20}\)
\[ k^C_A D\ell^A = A^C \tag{4.18} \]
on the cross section \( \mathcal{C} \). The curvature of this connection is related to the self-dual part of the curvature of the spin connection,
\[ F^C = dA^C = Dk^C_A \wedge D\ell^A + k^C_A D^2\ell^A = +k^C_A Dk^C_A \wedge \ell_B D\ell^B - (\varphi^*_C F_{AB})k^A_C \ell^B. \tag{4.19} \]
The first term is a functional of the shear and expansion of the two null directions that span the plane orthogonal to \( TC \) (i.e. the extrinsic curvature of \( \mathcal{C} \)). As we have seen in (3.47), the one-form \( \ell_A D\ell^A \), which is intrinsic to the null boundary, encodes the shear and expansion of \( \ell^a \). In the same way, the components of the one-form \( k_A Dk^A \) determine shear and expansion of the transversal null direction \( \ell^a \).
\[ 4k^a = i\epsilon_{AA'}k^Ak^A' \] such that
\[ k^C_A Dk^C_A = +\varphi^*_C \left( \frac{1}{2} \partial_{(k)} \bar{m} + \bar{\sigma}_{(k)} m \right), \tag{4.20} \]
where shear and expansion are defined as in (3.46a) and (3.46b) above, i.e. \( \sigma_{(k)} = \left( [\epsilon^m]^a [\epsilon^m]^b \nabla_a 4k_b \right) \) and \( \bar{\sigma}_{(k)} = 2[\epsilon^m]^a [\epsilon^m]^b \nabla_a 4k_b \). If the vacuum Einstein equations are satisfied, only the spin (2, 0) Weyl curvature component will be excited, i.e.
\[ F^{AB} = \Psi^{ABCD}\Sigma^{CD}, \quad \Psi_{ABCD} = \Psi_{(ABCD)}; \tag{4.21} \]
where \( \Psi_{ABCD} \) is the spin (2, 0) Weyl spinor. For a given spin frame \( (k_A, \ell_A) \), its \( (2 \times 2 + 1) = 5 \) algebraically independent components are
\[ \Psi_s = \Psi_{A_1 \ldots A_4 A_5} \ell^{A_1} \ldots \ell^{A_4} k^{A_5 + 1} \ldots k^{A_4}. \tag{4.22} \]
If we align the spin frame to the cross section, i.e. if we set \( (k_A, \ell_A) \equiv (k^C_A, \ell_A) \), the curvature of the complexified U(1) connection on \( \mathcal{C} \) will depend only on \( \Psi_2 \). Restricting equation (3.6) to \( \mathcal{C} \), we obtain
\[ (\varphi^*_C F_{AB})_{ab} k^C_A \ell^B = \Psi_{ABCD} k^C_A \ell^B (\varphi^*_C \Sigma^{CD})_{ab} = - i \Psi_{ABCD} k^C_A \ell^B k^C_A \ell^D \varepsilon_{ab} = - i \Psi_2 \varepsilon_{ab}. \tag{4.23} \]
Combining (4.23) with the expressions for shear and expansion along the two null directions, i.e. (3.47) and (4.20), we obtain the curvature of the complexified U(1) connection (4.18),
\[ F^C = i \left( \Psi^*_2 + \frac{1}{4} \partial_{(k)} \bar{\sigma}_{(l)} - \bar{\sigma}_{(k)} \sigma_{(l)} \right) \varepsilon_C \tag{4.24} \]
\(^{20}\)N.b. the abelian connection \( A^C \) transforms as \( A^C \rightarrow A^C + \frac{1}{2} d\lambda \) under (4.26) and (4.27).
The cross section $\mathcal{C}$ has no boundary. Using Stokes’s theorem, we obtain
\begin{equation}
J_\xi[\mathcal{C}] = \frac{1}{4\pi G} \oint_{\mathcal{C}} d^2v \oint \Im \left( \Psi_2 \bar{\sigma}(\xi) \sigma(\bar{\xi}) \right) + \frac{1}{4\pi G} \oint_{\mathcal{C}} d^2v \bar{f} \Re(D_a A^a_{\mathcal{C}}),
\end{equation}
where $D_a A^a_{\mathcal{C}} = \partial_a A^a_{\mathcal{C}}$ is the two-dimensional vector divergence of the abelian connection (4.18) with respect to the induced metric on $\mathcal{C}$ and $d^2v = \frac{1}{2} \tilde{\eta}^{ab} \varepsilon_{ab}$ is the induced volume element. The shear of the two null directions is $\sigma(\xi)$ and $\bar{\sigma}(\bar{\xi})$, and $\vartheta(\xi)$ and $\bar{\vartheta}(\bar{\xi})$ denote their expansion respectively. The first term of (4.25) is the contribution to the quasi-local angular momentum (4.7) from area-preserving diffeomorphisms, the second term corresponds to curl-free vector fields on the two-dimensional cross section. For these charges to have a finite limit at $\mathcal{I}^+$, we must impose falloff conditions $\tilde{f} = O(r)$ and $\tilde{f} = O(r)$.

**Boost angular momentum.** The null generators $\ell^a$ of $\mathcal{N}$ and therefore also the null flag $\ell^A = i e_{Aa}^\prime \ell^a$ have no preferred normalisation. Different normalisations are connected via a complexified scaling transformation,
\begin{align}
\delta_{\lambda}^{\text{boost}}[\ell^A] &= -\frac{\lambda}{2} \ell^A, \\
\delta_{\lambda}^{\text{boost}}[\eta_A] &= -\frac{\lambda}{2} \eta_A, \\
\delta_{\lambda}^{\text{boost}}[\ell^a] &= \frac{\lambda}{2} + \frac{\bar{\lambda}}{2} \ell^a,
\end{align}
for $\lambda : \mathcal{N} \to \mathbb{C}$. All other variation of the fundamental bulk and boundary variables vanish under $\delta_{\lambda}$, e.g. $\delta_{\lambda} [A^A_{\mathcal{M}}] = 0$ and $\delta_{\lambda} [\Sigma_{AB}] = 0$. We thus have a vector field $\delta_{\lambda} \in T\mathcal{H}_{\text{kin}}$, and it is easy to check that this vector field is Hamiltonian. Going back to the definition of the pre-symplectic two-form (4.3), and restricting ourselves to the space of physical histories, we find
\begin{align}
\Omega_{\mathcal{M}}(\delta_{\lambda}^{\text{boost}}, \delta) &= + \frac{i}{8\pi G} \oint_{\mathcal{C}} \left( \frac{\lambda}{2} \eta_A \delta[\ell^A] + \frac{\lambda}{2} \delta[\eta_A] \ell^A \right) + \text{c.c.} \\
&= \frac{i}{16\pi G} \oint_{\mathcal{C}} \left( \lambda \delta[\eta_A \ell^A] - \text{c.c.} \right) \\
&= \frac{1}{8\pi G} \oint_{\mathcal{C}} \Re(\lambda) \delta[\varepsilon] = -\delta[Q_{\lambda}[\mathcal{C}]],
\end{align}
where we introduced the boost generator,
\begin{equation}
Q_{\lambda}[\mathcal{C}] = -\frac{1}{8\pi G} \oint_{\mathcal{C}} \Re(\lambda) \varepsilon.
\end{equation}
The zero mode $\lambda = 1$, which is the generator of global dilations of the null normal, returns the total area of the cross section. On a black hole horizon, this charge provides a quasi-local Hamiltonian for locally non-rotating observers [37].

5 Radial regularization

5.1 Peeling for a double null foliation of spacetime

**Double null foliation.** In the previous sections, we considered the gravitational phase space for a fixed bounded region $\mathcal{M}$ in spacetime. The boundary $\partial \mathcal{M}$ consist of two partial
Cauchy hypersurfaces $M_o$ and $M_1$ and a null surface $\mathcal{N}$, i.e. $\partial M = M_1 \cup \mathcal{N} \cup M_o^{-1}$. So far, we have left the location of the null boundary undetermined. Natural choices will restrict it to a portion of an isolated horizon [38–43] or a cosmological horizon or an asymptotic boundary. In the following, we consider only the case of an asymptotic boundary, namely future null infinity. The limit to the asymptotic boundary will be obtained by introducing an auxiliary parameter $\rho$ and sending $\rho \to \infty$. This limit can be understood both as a limit in spacetime and a limit within the infinite-dimensional quasi-local phase space. In the first case, $\rho$ is simply an advanced time coordinate on a given solution to Einstein’s equations, in the latter case it is to be treated as one of the canonical variables on phase space.

Instead of working on a fixed region as in above, we consider thus a one-parameter family of such regions $\{M_\rho\}_{\rho \in \mathbb{R}_+} : M_\rho \subset M_\rho'$ for all $\rho < \rho'$, which are embedded into an asymptotically flat spacetime, with conformal completion $(\tilde{M}, \tilde{g}_{ab})$. The physical metric is $g_{ab} = \Omega^{-2} \tilde{g}_{ab}$, and we choose the conformal factor $\Omega : \tilde{M} \to \mathbb{R}_+$ in such a way that $\Omega = \text{const}$. hypersurfaces

$$\mathcal{N}_\rho = \{ p \in \tilde{M}_\rho : \Omega(p) = \rho^{-1} \}$$

(5.1)

are light-like (null). This condition is useful for us, since it allows us to match the regions $\{M_\rho\}_{\rho \in \mathbb{R}_+}$ with the level sets of $\Omega$. In fact, for every $\rho \in \mathbb{R}_+$, we choose these regions in such a way that the boundary $\partial M_\rho$ consists of two partial Cauchy surfaces $M_{\rho o}$ and $M_{\rho 1}$ that are joined together via the null surface $N_\rho$. Notice that every $N_\rho$ has a boundary:

$$\partial N_\rho = C_{\rho o} \cup [C_{\rho 1}]^{-1},$$

which are the corners of the partial Cauchy surfaces, i.e. $\partial M_{\rho o} = C_{\rho o}$ and $\partial M_{\rho 1} = C_{\rho 1}$.

Since the family of null surfaces $\{N_\rho\}_{\rho \in \mathbb{R}_+}$ defines a foliation, the normal vector $\ell^a$ to every such null surface $N_\rho$ defines a one-form $\ell_a = g_{ab} \ell^b$ that satisfies the Frobenius integrability condition

$$d\ell = -\psi(\ell) \wedge \ell.$$

(5.2)

The one-form $\psi(\ell)$ determines the non-affinity $\kappa = -[\psi(\ell)]_b \ell^b$ of the null generators: $\ell^b \nabla_b \ell^a = \kappa \ell^a$. The light-like normal vector $\ell^a$ to the boundary is unique up to overall dilations sending $\ell^a$ into $e^\lambda \ell^a$. This rescaling freedom allows us to choose the normal vectors $\ell^a$ such that they are all geodesic at $\Omega = 0$, i.e.

$$\kappa |_{\Omega=0} = 0.$$

(5.3)

Next, we extend the null vector $\ell^a$ into a null tetrad. We do this by introducing a transversal foliation, which is defined via a time coordinate $u : \tilde{M} \to \mathbb{R}$ that foliates the region $\bigcup_{\rho \in \mathbb{R}_+} N_\rho$ into transversal null hypersurfaces that intersect future null infinity in such a way that the two-dimensional (spherical) intersections are Lie dragged along the null generators. In other words,

$$\ell^a \nabla_a u |_{\Omega=0} = 1.$$

(5.4)

\footnote{The asymptotic limit $\rho \to \infty$ removes the radial coordinate from the quasi-local phase space. To introduce a symplectic structure and obtain a phase space, we will also have to impose a gauge-fixing condition on the conjugate momentum $p_u$ (upon choosing a polarization). The asymptotic $\rho \to \infty$ limit will remove, therefore, both $\rho$ and $p_u$ from the quasi-local phase space on a partial Cauchy hypersurface $\Theta_{M_o}$.}
We thus have a double null foliation, which is defined by two scalar functions \( \rho \) and \( u \) on \( \tilde{M} \). The next step ahead is to introduce and adapted NP null tetrad and compute the falloff conditions of the various spin coefficients for such a particular gauge choice.\(^{22}\)

Let then \( k_a = -\nabla_u u \) be the light-like normal to the transversal \( u = \text{const.} \) null surfaces. The relative normalisation between the two null vectors is \( N_{(k,\ell)} := -k_{\ell} \ell^a \). Since equation (5.4) is satisfied at the asymptotic boundary, the inner product \( N_{(k,\ell)} \) admits the \( \Omega \)-expansion \( N_{(k,\ell)} = 1 + \mathcal{O}(\Omega) \). The \( \Omega = \text{const.} \) surfaces are null, with null normals \( \ell^a \).

Therefore, \( \ell^a \nabla_a \Omega = 0 \) and the gradient \( \ell^a \nabla_a N_{(k,\ell)} \) vanishes at the asymptotic boundary, i.e. \( \ell^a \nabla_a N_{(k,\ell)} = \mathcal{O}(\Omega) \). By rescaling \( \ell^a \) via \( \ell^a \to N_{(k,\ell)}^{-1} \ell^a \), we obtain a null vector field, whose non-affinity \( \kappa : \ell^b \nabla_b \ell^a = \kappa \ell^a \) still vanishes at \( \Omega = 0 \). We can assume, therefore, without loss of generality that the two null normals \( k^a \) and \( \ell^a \) satisfy

\[
k_a = -\partial_u u, \quad k_\ell \ell^a = -1, \quad \ell^b \nabla_b \ell^a |_{\Omega=0} = 0, \quad (5.5)
\]

where \( u : \tilde{M} \to \mathbb{R} \) is a retarded time function, which is constant along the transversal null surfaces. Since \( \nabla [a \ell_{b]} = 0 \), it immediately follows that \( k^b \nabla_b k^a = 0 \). This implies that there exists an affine coordinate \( r \) in \( \tilde{M} \) such that

\[
k^a = \left[ \frac{d}{dr} \right]^a. \quad (5.6)
\]

**Relation between the radial coordinate and advanced time.** There are now two natural radial coordinates, namely the affine parameter \( r \), as introduced in (5.6), and the inverse conformal factor \( \Omega^{-1} = \rho \). What is the relation between the two? Since the null vector \( \ell^a \) lies tangential to the \( \rho = \text{const.} \) light-like hypersurfaces, there exists a lapse function \( N_{(\ell)} > 0 \) such that

\[
\ell_a = N_{(\ell)} \nabla_a \Omega \quad (5.7)
\]

Consider now the physical metric,

\[
g_{ab} = -k_a k_b - \ell_a \ell_b + q_{ab} = \Omega^{-2} \tilde{g}_{ab}. \quad (5.8)
\]

where \( \tilde{g}_{ab} \) is the conformally rescaled metric and \( q_{ab} \) is the two-dimensional Riemannian metric on the \( u = \text{const.} \) cross sections \( \mathcal{C}_{\rho,u} \subset \mathcal{N}_{\rho} \). Since the metric is asymptotically flat, and both \( \nabla_a u \) and \( \nabla_a \Omega \) do not vanish on \( \mathcal{I}^+ \), we can infer from (5.7) and (5.8) the following falloff condition for the lapse function,

\[
N_{(\ell)} = \mathcal{O}(\Omega^{-2}). \quad (5.9)
\]

Taking into account that \( k^a = \partial_r^a \) and \( k_a \ell_a = -1 \), we infer the expansion of the gradient \( k^a \nabla_a \Omega \)

\[
k^a \nabla_a \Omega = -\rho^{-2} \frac{d\rho}{dr} = -N_{(\ell)}^{-1} = \mathcal{O}(\rho^{-2}). \quad (5.10)
\]

If we integrate this equation along the outgoing null geodesics, we obtain

\[
\rho = \rho(0)(u, z, \bar{z}) r + \mathcal{O}(r^0), \quad (5.11)
\]

\(^{22}\)The falloff conditions are usually given for different gauge conditions, where only the \( u = \text{const.} \) surfaces are null, whereas the \( \Omega = \rho^{-1} = \text{const.} \) surfaces become null only asymptotically, i.e. for \( \Omega \to 0 \).
where the complex coordinates \((z, \bar{z})\) parameterise the two-dimensional surfaces, where the \(u = \text{const.}\) surfaces, which are null, and the \(r = \text{const.}\) hypersurfaces intersect.\(^{23}\) Equation (5.11) implies then the falloff conditions

\[
\mathcal{O}(\rho^n) = \mathcal{O}(r^m),
\]

which means that we can realise the asymptotic limit either as an \(\rho \to \infty\) or an \(r \to \infty\) limit.

**Tetrad and connection.** The \(u = \text{const.}\) surfaces and the \(\Omega = \text{const.}\) surfaces each define a foliation, with corresponding null co-normals \(k_a = -\nabla_a u\) and \(\ell_a : k_a \ell^a = -1\). Any two such \(\Omega = \text{const.}\) and \(u = \text{const.}\) surfaces intersect each other at two-dimensional surfaces \(\mathcal{C}_{\rho,u}\), which have the topology of a two-sphere. Let \((m^a, \bar{m}^a)\) be a normalised dyad in the complexified tangent space to every such cross section, i.e. \(m_a m^a = 0\), \(\bar{m}_a m^a = 1\), and \(k_a m^a = \ell_a m^a = 0\). By choosing an associate spin dyad \((k^A, \ell^A) : k_A \ell^A = 1\), we introduce the soldering form

\[
e^{AA'} = -i \ell^A \ell'^A k - i k^A \bar{k}'A' \ell + i k^A \ell'^A m + i \ell^A \bar{k}'A' \bar{m}.
\]

Given the metric \(g_{ab}\) and the co-vector fields \(k_a\) and \(\ell_a\), the one-form \(m_a\) is unique up to residual \(U(1)\) gauge transformations, \(m_a \to e^{i \phi} m_a\). Using this gauge freedom, we can always require that

\[
\bar{m}_a k^b \nabla_b m^a = -m_a k^b \nabla_b \bar{m}^a = 0.
\] \((5.14)\)

The exterior derivative of the one-forms \((k_a, \ell_a, m_a)\) defines the anholonomy coefficients that determine the various spin coefficients. Consider first the exterior derivative of the one-form \(m_a\), which admits the following decomposition,

\[
dm = -\frac{1}{2} \vartheta(k) \ell \wedge m - \frac{1}{2} (\vartheta(\ell) + 2 i \phi) k \wedge m
+ i \gamma m \wedge \bar{m} - \sigma(\ell) k \wedge \bar{m} - \sigma(k) \ell \wedge \bar{m} + (\alpha - \beta) k \wedge \ell.
\] \((5.15)\)

The various components have an immediate physical interpretation: the pair \((\sigma(\ell), \sigma(k))\) denotes the shear of the two null congruences \((\ell^a, k^a)\), and \((\vartheta(\ell), \vartheta(k))\) denotes their expansion. The spin coefficient \(\gamma\) defines an abelian \(U(1)\) spin connection \(\gamma \bar{m}_a + \gamma m_a\) on the two-dimensional cross sections \(\mathcal{C}_{\rho,u}\), and \(\phi\) is the time component of this abelian connection. That the \(k \wedge \ell\) component of the exterior derivative \(dm\) has no imaginary part is a consequence of the gauge condition \((5.14)\). The \(k \wedge \ell\) component, on the other hand, measures the failure of the transversal null directions \(k^a\) and \(\ell^a\) to commute, i.e. \([\ell, k]^a m_a \equiv m_a (\ell^b \nabla_b k^a - k^b \nabla_b \ell^a) = - (\alpha - \beta)\).

The remaining spin coefficients are given by the exterior derivative of \(\ell_a\), which is determined by the one-form

\[
\psi(\ell) = \kappa k + (\bar{\alpha} + \bar{\beta}) m + (\alpha + \beta) \bar{m},
\] \((5.16)\)

where \(\kappa\) denotes the non-affinity of \(\ell^a : \ell^b \nabla_b \ell^a = \kappa \ell^a\) and \((\alpha + \beta)\) determines the radial component (i.e. \(k^a\)-component) of the Lie bracket \([k, \bar{m}]^a = k^b \nabla_b m^a - m^b \nabla_b k^a\).

\(^{23}\)In general, the intersection of an \(u = \text{const.}\) and an \(r = \text{const.}\) surface will not be a cross section of \(\mathcal{N}_\rho\).
Given the adapted null tetrad (5.13), the torsionless condition (3.17a) determines the components of the spin connection $\Gamma^A_{Ba}$,

$$\nabla_a k^A = \Gamma^A_{Ba} k^B, \quad \nabla_a \ell^A = \Gamma^A_{Ba} \ell^B,$$

(5.17)

where $\Gamma^A_{Ba}$ are the spin coefficients with respect to the spin basis $(k^A, \ell^A)$. A short calculation yields

$$\Gamma^A_{Ba} = - \left( (\kappa + i \varphi) k_a + i(\bar{\gamma} - i \bar{\alpha}) m_a + i(\gamma - i \alpha) \bar{m}_a \right) k^A \ell^B - \left( \frac{1}{2} \vartheta(k) \bar{m}_a + \bar{\sigma}(k) m_a + \bar{\alpha} k_a \right) \ell^A \ell^B + \left( \frac{1}{2} \vartheta(\ell) m_a + \sigma(\ell) \bar{m}_a + \beta \ell_a \right) k^A k^B.$$

(5.18)

Radial renormalisation and evolution equations. For given boundary and U(1) gauge fixing conditions (5.5) and (5.14), we evaluate the Einstein equations for the null tetrad (5.13) and determine the components of the self-dual curvature two-form,

$$F^A_B = \nabla \Gamma^A_B - \Gamma^A_C \wedge \Gamma^C_B = \Psi^A_{BCD} \Sigma^{CD},$$

(5.19)

where $\Psi^A_{BCD} \Sigma^{CD}$ is the self-dual part of the Weyl tensor. All other curvature components vanish thanks to the Einstein equations.

An advantage of the double null foliation is that the components of the Weyl tensor neatly split into three types of equations: first of all, there are the radial evolution equations (containing radial $k^a$-derivatives, but no $\ell^a$-derivatives), next there are the boundary evolution equations (containing $\ell^a$-derivatives, but no radial $k^a$-derivatives), and finally there are constraint equations that contain only $m^a$-derivatives, which are intrinsic to the two-dimensional cross sections $\mathcal{C}_{\rho \sigma}$.

Consider first the radial evolution equations, which determine the evolution away from the $\Omega = \rho^{-1} = \text{const.}$ null hypersurfaces $\{N_{\rho}\}_{\rho \in \mathbb{R}^+},$

$$\frac{d}{d \rho} \vartheta(k) + \frac{1}{2} \vartheta^2(k) + 2 \sigma(\ell) \bar{\sigma}(k) = 0,$$

(5.20a)

$$\frac{d}{d \rho} \vartheta(\ell) + \frac{1}{2} \vartheta(k) \vartheta(\ell) + 2 \sigma(\ell) \bar{\sigma}(k) + 2 (L_m[\beta] + i \bar{\gamma} \beta - \beta \bar{\beta}) = 2 \Psi_2,$$

(5.20b)

$$\frac{d}{d \rho} \bar{\sigma}(k) + \vartheta(k) \bar{\sigma}(k) = -\Psi_0,$$

(5.20c)

$$\frac{d}{d \rho} \sigma(\ell) + \frac{1}{2} \vartheta(k) \sigma(\ell) + \frac{1}{2} \vartheta(\ell) \sigma(k) + L_m[\beta] + i \gamma \beta - \beta^2 = 0,$$

(5.20d)

$$i \frac{d}{d \rho} (\gamma - i \alpha) + \frac{i}{2} \vartheta(k)(\gamma - i \alpha) + i \sigma(\ell)(\bar{\gamma} - i \bar{\alpha}) - \beta \vartheta(k) = 0,$$

(5.20e)

$$i \frac{d}{d \rho} (\bar{\gamma} - i \bar{\alpha}) + \frac{i}{2} \vartheta(\ell)(\bar{\gamma} - i \bar{\alpha}) + i \bar{\sigma}(k)(\gamma - i \alpha) - 2 \beta \bar{\sigma}(k) = 2 \Psi_1,$$

(5.20f)

$$\frac{d}{d \rho} (\kappa + i \varphi) + (\alpha - \beta)(\gamma - i \alpha) + (\bar{\alpha} - \bar{\beta})(\gamma - i \alpha) - 2 \bar{\alpha} \beta = -2 \Psi_2,$$

(5.20g)

$$\frac{d}{d \rho} \bar{\alpha} + \frac{1}{2} (\bar{\alpha} - \bar{\beta}) \vartheta(k) + (\alpha - \beta) \bar{\sigma}(k) = \Psi_1,$$

(5.20h)
where $\mathcal{L}_m[\beta]$ denotes the ordinary derivative $\mathcal{L}_m[\beta] = \bar{m}^a \nabla_a \beta$. Next, we have the evolution equations that are intrinsic to the null surfaces $\{N_r\}$,

$$
\mathcal{L}_\ell[\partial_\ell] - \partial_\ell(\kappa - \frac{1}{2} \sigma_\ell) + 2 \sigma_\ell \dot{\sigma}_\ell = 0 \quad (5.21a)
$$

$$
\mathcal{L}_\ell[\partial_\ell] + \partial_\ell(\kappa + \frac{1}{2} \sigma_\ell) + 2 \sigma_\ell \overline{\sigma}_\ell + 2 (\mathcal{L}_m[\bar{\alpha}] - (i \gamma + \alpha) \bar{\alpha}) = 2 \Psi_2 \quad (5.21b)
$$

$$
\mathcal{L}_\ell[\sigma_\ell] - (\kappa - \partial_\ell + 2 i \phi) \sigma_\ell = -\Psi_4 \quad (5.21c)
$$

$$
\mathcal{L}_\ell[\bar{\sigma}_\ell] + \left( \kappa + \frac{1}{2} \partial_\ell + 2 i \phi \right) \bar{\sigma}_\ell + \mathcal{L}_m[\bar{\alpha}] - (i \gamma + \alpha) \bar{\alpha} + \frac{1}{2} \sigma_\ell \partial_\ell = 0 \quad (5.21d)
$$

$$
\mathcal{L}_\ell[\bar{\beta}] - i \phi \beta - \frac{1}{2} (\alpha - \beta) \bar{\beta} - (\alpha - \bar{\beta}) \sigma_\ell = \Psi_3 \quad (5.21e)
$$

$$
i \mathcal{L}_\ell[\gamma - i \bar{\alpha}] + \mathcal{L}_m[\kappa + i \phi] + \frac{i}{2} (\partial_\ell + 2 i \phi) (\gamma - i \bar{\alpha}) + i \bar{\sigma}_\ell (\gamma - i \alpha) + \partial_\ell \bar{\sigma}_\ell = 0 \quad (5.21f)
$$

$$
i \mathcal{L}_\ell[\gamma - i \alpha] + \mathcal{L}_m[\kappa + i \phi] + \frac{i}{2} (\partial_\ell - 2 i \phi) (\gamma - i \alpha) + i \sigma_\ell (\gamma - i \bar{\alpha}) + 2 \bar{\alpha} \sigma_\ell = -2 \Psi_3 \quad (5.21g)
$$

where e.g. $\mathcal{L}_\ell[\partial_\ell] = \ell^a \nabla_a \partial_\ell$ is the time derivative along the null generators of the null surface $N_r$. Finally, there are the constraint equations

$$
-\frac{1}{2} (\mathcal{L}_m[\partial_\ell] - \bar{\alpha} \bar{\partial}_\ell) + \mathcal{L}_m[\overline{\sigma}_\ell] - (2 i \gamma + \alpha) \bar{\sigma}_\ell = -\Psi_1 \quad (5.22a)
$$

$$
-\frac{1}{2} (\mathcal{L}_m[\partial_\ell] + \alpha \partial_\ell) + \mathcal{L}_m[\sigma_\ell] + (2 i \gamma + \bar{\alpha}) \sigma_\ell = -\Psi_3 \quad (5.22b)
$$

$$
i (\mathcal{L}_m[\gamma] - \mathcal{L}_m[\overline{\gamma}]) - 2 \gamma \bar{\gamma} + (\mathcal{L}_m[\alpha] + i \gamma \alpha) - (\mathcal{L}_m[\bar{\alpha}] - i \gamma \bar{\alpha}) + \frac{1}{2} \partial_\ell \partial_\ell - 2 \overline{\sigma}_\ell \sigma_\ell = -2 \Psi_2 \quad (5.22c)
$$

For a given metric, the system of equations (5.20a)–(5.22c) is redundant. The ten components of the Einstein equations are 0, $\Phi_{00}' = -(5.20a)$, $\Phi_{11}' = (5.22c) - (5.20g)$, $\Phi_{22}' = - \frac{1}{2} \times (5.21a)$, $\Phi_{01}' = (5.22a) + (5.20h)$, $\Phi_{02}' = (5.21d)$, $\Phi_{12}' = -(5.21f)$ and real part of (5.22c)+(5.21b).

**Radial renormalisation and peeling of the Weyl spinor.** As mentioned before, we may extend the radial $r$ coordinate and the $u$ coordinate, see (5.5) and (5.11), into a four-dimensional coordinate system $(r, u, z, \bar{z})$ in the vicinity of $\mathcal{I}^+$. The complex coordinates $(z, \bar{z})$ parametrise the two-dimensional surfaces, where the $r = \text{const.}$ and $u = \text{const.}$ surfaces intersect. We can then always find a coordinate transformation $z \rightarrow \ldots$

---

24 There are 16 complex-valued equations and two real-valued equations, which are the Raychaudhuri equations (5.20a) and (5.21a). Of these 17 complex-valued equations, five of them define the components of the Weyl spinor. In addition, there are the ten components of the Einstein equations. The remaining 14 real-valued equations are redundant thanks to the Bianchi identities.
\[ \tilde{z} = \tilde{z}(u, z, \bar{z}) \] such that the co-tetrad \((k_a, \ell_a, m_a, \bar{m}_a)\) admits the following asymptotic expansion: \footnote{The coordinate transformation \(z \rightarrow \tilde{z} = \tilde{z}(u, z, \bar{z})\) is merely used to guarantee that the \(J^m_z\) off-diagonal entries of the matrix \(J\) are \(O(1)\) rather than \(O(r)\). In addition, we assume a polynomial expansion, i.e. \(a = O(r^n)\) means \(a = a_n r^n + a_{n+1} r^{n+1} + \ldots\) is convergent in a neighbourhood of \(I^+\).}

\[
\begin{pmatrix}
    k \\
    \ell \\
    m \\
    \bar{m}
\end{pmatrix}
= \begin{pmatrix}
    -1 & 0 & 0 & 0 \\
    O(r) & -1 & O(r) & O(r) \\
    O(r) & 0 & O(r) & O(1) \\
    O(r) & 0 & O(1) & O(r)
\end{pmatrix}
\begin{pmatrix}
    du \\
    dr \\
    dz \\
    d\bar{z}
\end{pmatrix}
= J \cdot \begin{pmatrix}
    du \\
    dr \\
    dz \\
    d\bar{z}
\end{pmatrix}.
\tag{5.23}
\]

The inverse transformation \(J^{-1}\) maps the basis vectors \((\partial^a, \partial^\ell, \partial^\ell, \partial^\ell)\) back into the null tetrad \((-\ell^a, -k^a, m^a, \bar{m}^a) = (\partial^a, \partial^\ell, \partial^\ell, \partial^\ell) \cdot J^{-1}.\) We introduce the decomposition,

\[
\ell^a = \partial^a + N \partial^\ell + \tilde{\zeta} m^a + \zeta \bar{m}^a,
\tag{5.24}
\]

\[
m^a = U \partial^a + \mu \partial^\ell + \nu \partial^\ell.
\tag{5.25}
\]

The falloff conditions for \((N, \zeta, w, \mu, \nu)\) can be inferred algebraically from \(dJ^{-1}m_n = \frac{\partial}{\partial J^m_n} \ln \det(J)\) and (5.23). We obtain,

\[
N = O(r), \zeta = O(r^{-1}), w = O(1), \mu = O(r^{-1}), \nu = O(r^{-2}).
\tag{5.26}
\]

In the same way, the falloff conditions for the components of the matrix-valued one-form \(dJ J^{-1}\) determine the falloff conditions of the spin coefficients,

\[
\vartheta_{(1)} = O(1), \phi = O(1), \kappa = O(1), \alpha - \beta = O(1),
\tag{5.27}
\]

\[
\vartheta_{(2)} = O(r^{-1}), \sigma_{(1)} = O(1), \sigma_{(2)} = O(r^{-2}), \gamma = O(r^{-1}), \alpha + \beta = O(r^{-1}).
\tag{5.28}
\]

Notice that the falloff conditions (5.27) and (5.28) are a consequence of (5.23) alone. In particular, we have not yet employed the equations of motion (5.20a)–(5.22c) nor the gauge fixing conditions (5.3) and (5.14). So far, we only have a rough estimate and some of the spin coefficients will fall off faster than (5.27) and (5.28) would suggest. For example, we know from the boundary conditions (5.5) that the non-affinity \(\kappa\) will admit the expansion

\[
\kappa = O(r^{-1}).
\tag{5.29}
\]

In addition, we can always find a gauge parameter \(\varphi = O(1)\) such that the U(1) gauge transformation \(m_a \rightarrow e^{i \varphi} m_a\) maps the spin coefficient \(\phi\) into \(\phi + \ell^a \nabla_a \varphi\) such that \(\phi + \ell^a \nabla_a \varphi = O(r^{-1}).\) Notice that we may always choose \(\varphi\) such that the gauge fixing condition (5.14) is still satisfied. Without loss of generality we can thus always assume that

\[
\kappa + i \phi = O(r^{-1}).
\tag{5.30}
\]

Inserting the falloff condition (5.26), (5.27), (5.28) and (5.30), back into the constraint equation (5.22c), we can see then also that \(\Psi_2 = O(r^{-1})\) or faster. Going back to the radial evolution equation for the tangential expansion \(\vartheta_{(1)}\), i.e. going back to equation (5.20b), and again using the falloff conditions, i.e. (5.26), (5.27) (5.28), we infer \(\beta = O(r^{-1})\) rather
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where

If we contract this equation with \( k^{A'} \) and various powers of \( k^B \) and \( \ell^B \), we obtain the radial evolution equations for the components of the Weyl spinor. A short calculation gives,

\[
\frac{d}{dr}[\Psi_s] = -\frac{1}{2}(5-s)\vartheta(k)\Psi_s + \mathcal{L}_m[\Psi_{s-1}] + [i(s-3)(\gamma-i\alpha)-s\beta]\Psi_{s-1}-(s-1)\sigma(\ell)\Psi_{s-2},
\]

where \( \Psi_s \equiv 0 \) for \( s < 0 \). To solve these equations to leading order in \( r \), we will consider \( \vartheta^{(0)}_k = 2/r \) as the free radial Hamiltonian, while all other terms represent the interaction term. Working in the interaction picture, we introduce the rescaled components of the Weyl spinor

\[
\tilde{\Psi}_s = r^{5-s}\Psi_s.
\]

Using the falloff conditions for the metric and spin coefficients, i.e. (5.27), (5.28), (5.30) and (5.32), we obtain the falloff conditions of the radial evolution equations,

\[
\frac{d}{dr}\begin{pmatrix}
\dot{\Psi}_4 \\
\dot{\Psi}_3 \\
\dot{\Psi}_2 \\
\dot{\Psi}_1 \\
\dot{\Psi}_0
\end{pmatrix} = \begin{pmatrix}
O(r^{-2}) & O(r^{-2}) & O(r^{-3}) & 0 & 0 \\
0 & O(r^{-2}) & O(r^{-2}) & O(r^{-3}) & 0 \\
0 & 0 & O(r^{-2}) & O(r^{-2}) & O(r^{-3}) \\
0 & 0 & 0 & O(r^{-2}) & O(r^{-2}) \\
0 & 0 & 0 & 0 & O(r^{-2})
\end{pmatrix}\begin{pmatrix}
\Psi_4 \\
\Psi_3 \\
\Psi_2 \\
\Psi_1 \\
\Psi_0
\end{pmatrix} = -i\mathbb{H}\begin{pmatrix}
\Psi_4 \\
\Psi_3 \\
\Psi_2 \\
\Psi_1 \\
\Psi_0
\end{pmatrix},
\]

where we introduced a radial interaction Hamiltonian \( \mathbb{H} \). Next, we formally integrate these equations along the outgoing null rays \( \gamma_{(u,z)}(r) \) that generate a given \( u = \text{const.} \) null hypersurface, with \((z, \bar{z})\) denoting the angular coordinates on the \( r = \text{const.}, \ u = \text{const.} \) cross sections of the double null foliation. Using the radially ordered exponential, i.e. the path ordered exponential along the outgoing null generators, we obtain

\[
\hat{\Psi}(u, r_1, z, \bar{z}) = \text{Re} \left( \exp \left( -i \int_{r_o}^{r_1} \mathcal{L}_{\mathbb{H}} \right) \right) \Psi(u, r_o, z, \bar{z}) \equiv U(r_o \to r_1 | u, z, \bar{z}) \Psi(u, r_o, z, \bar{z}).
\]

Next, we solve the radial evolution equations (5.20a) to leading order in \( O(r^{-n}) \). Going back to (5.28), we have \( \vartheta(k) = O(r^{-1}) \) and \( \sigma(k) = O(r^{-2}) \), which implies that \( \vartheta(k) \) admits the \( 1/r \)-expansion

\[
\vartheta(k) = \frac{2}{r} + O(r^{-2}).
\]

We have now all parts together to determine the \( O(r^{-n}) \) expansion of the components of the Weyl spinor, which can be derived from the Bianchi identities [23]. If the Einstein equations are satisfied, the first Bianchi identity reads

\[
\epsilon_{A A'}^a \nabla_a \Psi^{A B_1 B_2 B_3} = 0.
\]

If we contract this equation with \( k^{A'} \) and various powers of \( k^B \) and \( \ell^B \), we obtain the radial evolution equations for the components of the Weyl spinor. A short calculation gives,

\[
\frac{d}{dr}[\Psi_s] = -\frac{1}{2}(5-s)\vartheta(k)\Psi_s + \mathcal{L}_m[\Psi_{s-1}] + [i(s-3)(\gamma-i\alpha)-s\beta]\Psi_{s-1}-(s-1)\sigma(\ell)\Psi_{s-2},
\]

where \( \Psi_s \equiv 0 \) for \( s < 0 \). To solve these equations to leading order in \( r \), we will consider \( \vartheta^{(0)}_k = 2/r \) as the free radial Hamiltonian, while all other terms represent the interaction term. Working in the interaction picture, we introduce the rescaled components of the Weyl spinor

\[
\tilde{\Psi}_s = r^{5-s}\Psi_s.
\]

Using the falloff conditions for the metric and spin coefficients, i.e. (5.27), (5.28), (5.30) and (5.32), we obtain the falloff conditions of the radial evolution equations,

\[
\frac{d}{dr}\begin{pmatrix}
\dot{\Psi}_4 \\
\dot{\Psi}_3 \\
\dot{\Psi}_2 \\
\dot{\Psi}_1 \\
\dot{\Psi}_0
\end{pmatrix} = \begin{pmatrix}
O(r^{-2}) & O(r^{-2}) & O(r^{-3}) & 0 & 0 \\
0 & O(r^{-2}) & O(r^{-2}) & O(r^{-3}) & 0 \\
0 & 0 & O(r^{-2}) & O(r^{-2}) & O(r^{-3}) \\
0 & 0 & 0 & O(r^{-2}) & O(r^{-2}) \\
0 & 0 & 0 & 0 & O(r^{-2})
\end{pmatrix}\begin{pmatrix}
\Psi_4 \\
\Psi_3 \\
\Psi_2 \\
\Psi_1 \\
\Psi_0
\end{pmatrix} = -i\mathbb{H}\begin{pmatrix}
\Psi_4 \\
\Psi_3 \\
\Psi_2 \\
\Psi_1 \\
\Psi_0
\end{pmatrix},
\]

where we introduced a radial interaction Hamiltonian \( \mathbb{H} \). Next, we formally integrate these equations along the outgoing null rays \( \gamma_{(u,z)}(r) \) that generate a given \( u = \text{const.} \) null hypersurface, with \((z, \bar{z})\) denoting the angular coordinates on the \( r = \text{const.}, \ u = \text{const.} \) cross sections of the double null foliation. Using the radially ordered exponential, i.e. the path ordered exponential along the outgoing null generators, we obtain

\[
\hat{\Psi}(u, r_1, z, \bar{z}) = \text{Re} \left( \exp \left( -i \int_{r_o}^{r_1} \mathcal{L}_{\mathbb{H}} \right) \right) \Psi(u, r_o, z, \bar{z}) \equiv U(r_o \to r_1 | u, z, \bar{z}) \Psi(u, r_o, z, \bar{z}).
\]

\[\text{(5.37)}\]
The falloff conditions of the components of the transfer matrix \( \mathcal{U}(r_o \to r_1|u, z, \bar{z}) \) can be inferred directly from (5.36),
\[
\mathcal{U}(r_o \to r_1|u, z, \bar{z}) = 1 + \mathcal{O}(r^{-1}).
\]
(5.38)

Going back to the physical components of the Weyl spinor (5.35), we obtain the familiar falloff conditions for the components of the Weyl spinor,
\[
\begin{align*}
\Psi_4 &= \mathcal{O}(r^{-1}), \quad (5.39a) \\
\Psi_3 &= \mathcal{O}(r^{-2}), \quad (5.39b) \\
\Psi_2 &= \mathcal{O}(r^{-3}), \quad (5.39c) \\
\Psi_1 &= \mathcal{O}(r^{-4}), \quad (5.39d) \\
\Psi_0 &= \mathcal{O}(r^{-5}), \quad (5.39e)
\end{align*}
\]
where the components are now computed with respect to the null tetrad \((k^a, \ell^a, m^a, \bar{m}^a)\), which is adapted to the double null foliation (i.e. both \(k^a\) and \(\ell^a\) are surface orthogonal).

**Falloff conditions for the metric coefficients \(N\) and \(w\).** To calculate physical observables, we also need to understand the subleading terms in the \(1/r\) expansion of the metric coefficients, in particular \(N\) and \(w\), as defined in (5.24). To infer the subleading terms of the \(1/r\) expansion, consider the radial and tangential evolution equations
\[
\begin{align*}
\frac{d}{dr} N - (\alpha + \beta) \bar{\zeta} - (\bar{\alpha} + \bar{\beta}) \zeta &= \kappa, \quad (5.40a) \\
\mathcal{L}_|w| - \mathcal{L}_m[N + \bar{\zeta} w + \zeta \bar{w}] &= -\frac{1}{2}(\partial_{(\ell)} - 2i \phi) w - \sigma_{(\ell)} \bar{w}, \quad (5.40b)
\end{align*}
\]
which are a consequence of the Lie brackets \([k, \ell]^a = k^b \nabla_b \ell^a - \ell^b \nabla_b k^a = \kappa k^a + (\alpha - \bar{\beta}) \bar{m}^a + (\bar{\alpha} - \beta) m^a\) and \([\ell, m]^a = \ell^b \nabla_b m^a - m^b \nabla_b \ell^a = -\frac{1}{2}(\partial_{(\ell)} - 2i \phi) m^a - \sigma_{(\ell)} \bar{m}^a\). We have built the double-null foliation in such a way that \(\kappa = \mathcal{O}(r^{-1})\) and we also saw that for an asymptotically flat spacetime the falloff conditions \(N = \mathcal{O}(r), w = \mathcal{O}(1), \alpha = \mathcal{O}(r^{-1}) = \beta\) and \(\zeta = \mathcal{O}(r^{-1})\) will be satisfied, see (5.26)–(5.30). These falloff conditions are compatible with equation (5.40a), only if \(N = \mathcal{O}(1)\) rather than \(N = \mathcal{O}(r)\), see (5.26).

Before further expanding on \(N\), let us now consider the \(\mathcal{O}(r^{-1})\) expansion of \(w = m^a \nabla_a r\). Going back to (5.24), which provides the vector field \(\ell^a\) in terms of the coordinate basis \((\partial_u, \partial_r, \partial_z, \partial_{\bar{z}})\), and taking into account the falloff conditions (5.26), we obtain the evolution equations
\[
\begin{align*}
\frac{d}{du} w^{(0)}(u, z, \bar{z}) &= 0, \quad (5.41) \\
\frac{d}{du} w^{(1)}(u, z, \bar{z}) &= r \mathcal{L}_m[N^{(0)}] + \mathcal{O}(r^{-1}), \quad (5.42)
\end{align*}
\]
where \(w = w^{(0)}(u, z, \bar{z}) + w^{(1)}(u, z, \bar{z}) r^{-1} + \mathcal{O}(r^{-2})\) and \(N = N^{(0)}(u, z, \bar{z}) + \mathcal{O}(r^{-1})\). We may now always choose initial conditions on an \(u = u_o = \text{const.}\) initial null hypersurface such that \(w^{(0)} = 0\). The easiest way to impose such initial conditions is to choose a specific foliation of \(\rho = \text{const.}\) surfaces, where the three-dimensional \(\rho = \text{const.}\) null surfaces \(\mathcal{N}_\rho\)
intersect a fixed $u = u_o = \text{const.}$ initial null hypersurface, from where the construction of $\mathcal{N}_\rho$ starts, at constant values of $r$. In other words,

$$\rho(u_o, r, z, \bar{z}) = \Omega^{-1}(u_o, r, z, \bar{z}) = r. \quad (5.43)$$

This equation (5.43) implies $k^a \nabla_a \rho|_{u_o} = 1$ such that the pull-back of $\ell_a \propto \nabla_a \rho$ to the $u = u_o$ hypersurface is simply $-dr$. Since $m^a$ lies tangential to the $u = u_o$ surface ($m^a k_a = -m^a \nabla_a u = 0$), we also have

$$0 = m^a \ell_a|_{u=u_o} = -m^a \nabla_a r|_{u=u_o} = -w|_{u=u_o}, \quad (5.44)$$

which implies the desired initial condition $w|_{u_o} = 0$. If we insert these initial conditions back into (5.41), we obtain a double null foliation, i.e. a local foliation into $\rho = \text{const.}$ and $u = \text{const.}$ null hypersurfaces, such that

$$w = m^a \nabla_a r = \int_{u_o}^u \! du' \! L_m[N^{(0)}](r, u', z, \bar{z}) + \mathcal{O}(r^{-2}). \quad (5.45)$$

Let us now return to the expansion of $N$. The leading order coefficient $N^{(0)}(u, z, \bar{z})$ of the $1/r$ expansion of the metric component $N = N^{(0)}(u, z, \bar{z}) + \mathcal{O}(r^{-1})$ can be set to zero via an affine transformation of the outgoing null generators that sends the radial $r$ coordinate into $r - \int_{u_o}^u \! du' N^{(0)}(u', z, \bar{z})$. We may therefore assume, without loss of generality, that

$$N = \frac{N^{(1)}(u, z, \bar{z})}{r} + \mathcal{O}(r^{-2}), \quad (4.6a)$$

$$w = m^a \nabla_a r = \mathcal{O}(r^{-2}). \quad (4.6b)$$

**Falloff conditions for the inverse conformal factor.** Recall that the inverse conformal factor defines the radial coordinate $\rho = \Omega^{-1}$. The $\rho = \text{const.}$ surfaces are null, with null normal $\ell^a : \ell^a \nabla_a \rho = 0$. From (5.11), we know that $\rho$ admits the expansion $\rho = \rho^{(0)}(u, z, \bar{z}) r + \rho^{(1)}(u, z, \bar{z}) + \mathcal{O}(r^{-1})$ and $\ell^a = \partial^a_u + N \partial^a_z + \zeta m^a + \zeta m^a$. Given the various falloff conditions and the initial condition (5.43), we obtain

$$\rho(u, r, z, \bar{z}) = r + \mathcal{O}(r^{-1}). \quad (5.47)$$

**Falloff conditions for $\alpha$ and $\beta$.** The Lie bracket $[k, m]^a = k^b \nabla_b m^a - m^b \nabla_b k^a = -(\alpha + \beta) k^a - \frac{1}{2} \vartheta_{(k)} m^a - \sigma_{(k)} m^a$ implies the radial evolution equations

$$\frac{d}{dr} w + \frac{1}{2} \vartheta_{(k)} w + \sigma_{(k)} \bar{w} = -(\alpha + \beta). \quad (5.48)$$

Since $w = \mathcal{O}(r^{-1})$ and $\vartheta_{(k)} = 2/r + \mathcal{O}(r^{-2})$, see (5.32), and $\sigma_{(k)} = \mathcal{O}(r^{-2})$ as inferred from (5.28), we find

$$\alpha + \beta = \mathcal{O}(r^{-3}). \quad (5.49)$$

Going back to the radial evolution equations (5.20h) for $\tilde{\alpha}$ and taking into account the falloff conditions (5.32), (5.39d), (5.49) and (5.28), we obtain

$$\alpha = \frac{\alpha^{(0)}(u, z, \bar{z})}{r^2} + \mathcal{O}(r^{-3}), \quad \beta = -\frac{\alpha^{(0)}(u, z, \bar{z})}{r^2} + \mathcal{O}(r^{-3}). \quad (5.50)$$
Falloff conditions for non-affinity $\kappa$. The $1/r$ expansion of the non-affinity $\kappa$ can be inferred from the radial evolution equation (5.20g). Solving this equation to leading order in $1/r$ and taking the falloff conditions (5.28), (5.30) (5.39c), and (5.49) into account, we find

$$\kappa = + \frac{\Re(\psi_2^{(0)}(u, z, \bar{z}))}{r^2} + \mathcal{O}(r^{-3}),$$

(5.51)

and $\varphi = \mathcal{O}(r^{-2})$. Given the leading order of the $1/r$ expansion of $\kappa$, we solve the radial evolution equation for the metric coefficient $N = N^{(1)} r^{-1} + \mathcal{O}(r^{-2})$ such that

$$N = - \frac{\Re(\psi_2^{(0)}(u, z, \bar{z}))}{r^2} + \mathcal{O}(r^{-3}),$$

(5.52)

where

$$\psi_2 = \frac{\psi_2^{(0)}(u, z, \bar{z})}{r} + \mathcal{O}(r^{-2}).$$

(5.53)

Falloff conditions for $\sigma^{(k)}$ and $\sigma^{(\ell)}$. Next, we consider the $1/r$ expansion of the transversal and tangential shear $\sigma^{(k)}$ and $\sigma^{(\ell)}$. Given the falloff condition (5.28), the transversal goes like $1/r^2$ such that we may write

$$\sigma^{(k)} = \frac{\sigma(u, z, \bar{z})}{r^2} + \mathcal{O}(r^{-3}).$$

(5.54)

The evolution of the transversal shear $\sigma^{(k)}$ along the null generators $\ell^a$ of the null surfaces $\mathcal{N}_\rho$ is determined by the evolution equation (5.21d). If the falloff conditions are satisfied, we can solve this equation perturbatively in $r^{-1}$. We obtain

$$\sigma^{(\ell)} = - \frac{\dot{\sigma}(u, z, \bar{z})}{r} + \mathcal{O}(r^{-2}),$$

(5.55)

where $\dot{\sigma}(u, z, \bar{z}) := \frac{d}{du}\sigma(u, z, \bar{z})$.

Falloff conditions for $\vartheta^{(k)}$ and $\vartheta^{(\ell)}$. The $1/r$ expansion of $\vartheta^{(k)}$ can be inferred directly from the radial Raychaudhuri equation (5.20a). For given asymptotic shear (5.54), the first three terms in the $1/r$ expansion are given by

$$\vartheta^{(k)} = \frac{2}{r} + \frac{2U}{r^2} + \frac{2(\sigma \dot{\sigma} + U^2)}{r^3} + \mathcal{O}(r^{-4}),$$

(5.56)

where $U \equiv U(u, z, \bar{z})$ characterises the next to leading term of $\vartheta^{(k)} = 2/r + \mathcal{O}(r^{-2})$. Consider then the first two terms of the tangential expansion

$$\vartheta^{(\ell)} = \frac{\vartheta^{(1)}(u, z, \bar{z})}{r} + \frac{\vartheta^{(2)}(u, z, \bar{z})}{r^2} + \mathcal{O}(r^{-3}).$$

(5.57)

The transversal expansion satisfies the evolution equation (5.21b) along the null generators of $\mathcal{N}_\rho$. We solve this evolution equation order by order in $1/r$, from which we obtain the coefficients of the $1/r$ expansion of $\vartheta^{(\ell)}$. To leading order, we obtain

$$2 \dot{U}(u, z, \bar{z}) + \vartheta^{(1)}(u, z, \bar{z}) = 0,$$

(5.58)
where $\dot{U} = \frac{d}{du} U$. We will see below that $\dot{U}$ has a geometric interpretation: it is simply the Ricci scalar of the $u = \text{const.}$ cross sections of the $\rho = \text{const.}$ null hypersurfaces.

To compute the next to leading order of $\vartheta_{(l)}$ from the evolution equation (5.21b), let us first note that the radial $r$ has a derivative along $\ell^a$. We have, in fact,

$$\mathcal{L}_\ell \vartheta_{(l)}^{(r-1)} = -r^{-2} \ell^a \nabla_a r = -r^{-2} (N + \zeta w + \zeta \bar{w}) = \frac{\mathcal{R}(\Psi_2^{(0)})}{r^3} + \mathcal{O}(r^{-4}),$$

which is a consequence of (5.24) and (5.52). Taking into account the falloff conditions, and the leading order equations (5.58), we obtain the next to leading order for $\vartheta_{(k)}$, namely,

$$\mathcal{L}_\ell \vartheta_{(k)} = \frac{2\dot{U}}{r^2} + \frac{2}{r^3} \left( \mathcal{R}(\Psi_2^{(0)}) + \frac{d}{du} |\sigma|^2 + 2U\dot{U} \right) + \mathcal{O}(r^{-4})$$

(5.60)

If we insert equation (5.60) back into the tangential evolution equation (5.21b), we obtain

$$\vartheta^{(2)}_{(l)} = -4\mathcal{R}(\Psi_2^{(0)}) + 2\Psi_2^{(0)} - 2\sigma \dot{\sigma} - 2U\dot{U} - 2\mathcal{L}_m[\check{\alpha}] - \gamma \ddot{\check{\alpha}} + \mathcal{O}(r^{-1})$$

$$= -2\Psi_2^{(0)} - 2\sigma \dot{\sigma} - 2U\dot{U} - 2\mathcal{L}_m[\check{\alpha}] + \mathcal{O}(r^{-1}),$$

where $\mathcal{D}$ is the U(1) covariant derivative on the two-dimensional cross sections $C_{\rho,u}$. If we perform a U(1) transformation $m_a \rightarrow e^{i\varphi} m_a$ for a gauge parameter $\varphi$, the corresponding U(1) component of the spin connection transforms as $\gamma \rightarrow e^{i\varphi} \gamma - \mathcal{L}_m[\lambda]$. If, in addition, there is a spin coefficient $X$, with spin weight $s$, that transforms as $X \rightarrow e^{i/s}\lambda X$ under such a U(1) transformation and admits the $1/r$ expansion $X = X^{(0)} + \mathcal{O}(r^{-1})$, the leading order of the U(1) covariant derivative will be defined by $\mathcal{D} X^{(0)} := \lim_{r \rightarrow \infty} r(\mathcal{L}_m X + i s \gamma X)$ and $\mathcal{D} X^{(1)} := \lim_{r \rightarrow \infty} r(\mathcal{L}_m X + i s \gamma X)$.

We thus see from (5.61) that the next to leading order $\vartheta^{(2)}_{(l)}$ of the tangential expansion $\vartheta_{(l)}$ depends on the asymptotic shear $\sigma(u, z, \bar{z})$, on the next to leading order of $\vartheta_{(k)} = 2/r(1 + U/r + \mathcal{O}(r^{-2}))$ and on the leading order $\alpha^{(0)}(u, z, \bar{z})$ of the spin coefficient $\check{\alpha} = k_A \ell^a \nabla_a k^A$, see (5.54). The spin coefficient $\alpha$ can be eliminated from this equation. The dependence can be inferred from the constraint equation for $\Psi_1$, i.e. (5.22a). Taking into account the various falloff conditions, in particular (5.39d), (5.56) and (5.54), we obtain

$$\ddot{\check{\alpha}} = \mathcal{D} U - \check{\mathcal{D}} \check{\sigma}.$$  

(5.62)

This in turn allows us to write the next to leading order of the tangential expansion in terms of $\Psi_2^{(0)}$, and in terms of the asymptotic shear and the next to leading term of the outgoing expansion,

$$\vartheta^{(2)}_{(l)}(u, z, \bar{z}) = -2\left( \Psi_2^{(0)} + \sigma \dot{\sigma} - \mathcal{D} \check{\sigma} + U\dot{U} + \check{\mathcal{D}} U \right).$$

(5.63)

The tangential Raychaudhuri equation (5.21a) determines the time evolution of the various coefficients of the $1/r$ expansion (5.57). Inserting (5.58) and (5.60) back into (5.57) and (5.21a), we obtain the evolution equations

$$\frac{d^2}{du^2} U(u, z, \bar{z}) = 0,$$

$$\frac{d}{du} \vartheta^{(2)}_{(l)}(u, z, \bar{z}) + 2\dot{U}^2(z, \bar{z}) = -2|\check{\sigma}(u, z, \bar{z})|,$$
Finally, let us explain how $\dot{U}$, which is constant in $u$, is related to the Ricci curvature of the two-dimensional $u = \text{const.}$ cross sections of $\mathcal{N}_\rho$. In equation (5.61), we introduced the two-dimensional $U(1)$ covariant derivative $D$. The $1/r$ expansion of the curvature of the abelian connection $\Gamma = \gamma \tilde{m} + \tilde{\gamma} m$ can be inferred from the constraint equation (5.22c) and the various falloff conditions. A short calculation gives $[D, \bar{D}]X^{(0)} = 2s \dot{U} X^{(0)}$, such that

$$R[q_{ab}] = 4 \dot{U} + O(r^{-1})$$

is the Ricci scalar of the conformally rescaled metric $q_{ab} : q_{ab} = r^2 g_{ab} + O(r)$, where $q_{ab} = \varphi^* \varepsilon \rho, g_{ab}$ is the pull-back of the physical metric $g_{ab}$ to the two-dimensional $\rho = \text{const.}$ and $u = \text{const.}$ spherical cross sections.

6 Bondi energy and radiative phase space

6.1 Radiative phase space from radial renormalisation

Our first task in this section is to explain how to recover the radiative phase space on $I^+$ via an asymptotic $\rho \to \infty$ limit of the quasi-local radiative phase space that we introduced in section 3.4. For each null hypersurface $\mathcal{N}_\rho$ of the foliation $\{\mathcal{N}_\rho\}_{\rho > 0}$, we introduce the quasi-local symplectic potential (3.45). Using the definition of the one-form $\ell_A D\ell^A$, see (3.47), we find

$$\Theta_{\mathcal{N}_\rho} = -\frac{1}{8\pi G} \int_{\mathcal{N}_\rho} \left( \varepsilon \wedge d\varepsilon - k_a d\ell^a d\varepsilon + \frac{1}{2} \partial_{\ell} k \wedge d\varepsilon \right) + \frac{i}{8\pi G} \int_{\mathcal{N}_\rho} (\sigma_{\ell} k \wedge \hat{m} \wedge \hat{m} - \text{c.c.}) \equiv \int_{\mathcal{N}_\rho} \theta_{\mathcal{N}_\rho}. \quad (6.1)$$

To evaluate $\Theta_{\mathcal{N}_\rho}$ for our falloff and gauge fixing conditions in the asymptotic $\rho \to \infty$ limit to future null infinity, we need to know the falloff conditions for a linearised solution $\delta[\cdot]$ of the bulk plus boundary field equations (as summarised in table 1). The $\rho \to \infty$ limit removes the $\rho$-coordinate, i.e. the inverse conformal factor, from the quasi-local phase space, and we may treat, therefore, the foliation as a fiducial background structure, such that the surfaces $\mathcal{N}_\rho$ are locked into the abstract manifold $\tilde{M}$. In other words, $\delta[\rho] = 0$. Going back to the $1/r$-expansion of the radial $\rho$ coordinate as a function of $(u, r, z, \bar{z})$, see (5.47), and solving the equation $\delta[\rho] = 0$ order by order in $r$, we obtain

$$\delta[r] = O(r^{-1}). \quad (6.2)$$

From $\ell_a = N_{(\ell)} \nabla_a \Omega$ and $N_{(\ell)} = O(\Omega^{-2})$, and $\delta \Omega = \delta \rho^{-1} = 0$, we infer the falloff conditions

$$\delta \ell_a = \lambda \ell_a, \quad \lambda = O(r^0). \quad (6.3)$$

In a neighbourhood of null infinity, the $(u, z, \bar{z})$ coordinates complete the radial $r$ coordinate into a four-dimensional coordinate system $(u, r, z, \bar{z})$. To guarantee that these coordinates are regular for $r \to \infty$, we impose the boundary conditions

$$\delta[u] = O(r^0), \quad (6.4)$$

$$\delta[z] = O(r^0). \quad (6.5)$$
Since \( k_a = -\nabla_a u \), and \( \delta[u] = \mathcal{O}(r^0) \) we may now also infer the falloff conditions for the components of the one-form \( \delta[k_a] \). Going back to (5.24) and (5.25), we obtain, schematically,

\[
\delta[k_a] = \mathcal{O}(r^{-2})\ell_a + \mathcal{O}(r^0)k_a + \mathcal{O}(r^{-1})m_a + \mathcal{O}(r^{-1})\bar{m}_a. \tag{6.6}
\]

To recover the symplectic structure on the radiative phase space in terms of the asymptotic shear, we express the \( 1/r \) expansion of \( \delta[m_a] \) in terms of \( \delta[\sigma(k)] = \delta\sigma/r^2 + \mathcal{O}(r^{-3}) \) and the variation of \( \delta[\vartheta(k)] = 2\delta[U]/r^2 + \mathcal{O}(r^{-3}) \). For every value of \( \rho \), the null surface \( N_\rho \) is equipped with a universal ruling, which determines the direction of the null generators, i.e. the equivalence class \([\ell^a]\). This ruling is a universal background structure that we consider to be fixed on the covariant phase space, hence \( \delta\ell^a = \lambda\ell^a \). The falloff conditions for \( \lambda \) can be inferred directly from \( k_a\ell^a = -1 \) and (6.6), which implies \( \lambda = \mathcal{O}(r^0) \). The existence of such a fixed ruling of \( N_\rho \) also implies that the variation of the complex-valued one-form \( m_a \) will admit the expansion

\[
\delta[m_a] = f\ell_a + g m_a + h \bar{m}_a. \tag{6.7}
\]

Where \( f = \mathcal{O}(r^{-1}) \) and \( g = \mathcal{O}(r^0) \), \( h = \mathcal{O}(r^0) \), which is a consequence of (6.2), (6.4), (6.5) and the falloff conditions for the metric coefficients \( \zeta, \mu, \nu \) that define the one-form \( m_a = -\zeta\partial_a u + (\mu\bar{\nu} - \nu\bar{\mu})^{-1}[\mu\partial_a z - \nu\partial_a \bar{z}] \), see (5.24), (5.25). We consider thus the ansatz,

\[
f = f^{(0)} + \mathcal{O}(r^{-2}), \tag{6.8}\]
\[
g = g^{(0)} + \frac{g^{(1)}}{r} + \mathcal{O}(r^{-2}), \tag{6.9}\]
\[
h = h^{(0)} + \frac{h^{(1)}}{r} + \mathcal{O}(r^{-2}). \tag{6.10}\]

To evaluate the symplectic potential (6.1) at future null infinity, we now want to express the subleading terms of this expansion in terms of variations of the asymptotic shear \( \delta\sigma(k) = \delta\sigma/r^2 + \mathcal{O}(r^{-3}) \) and the variation of the asymptotic expansion \( \delta\vartheta(k) = 2\delta[U]/r^2 + \mathcal{O}(r^{-3}) \). Consider then the radial and tangential evolution equations for the pull-back of \( m_a \) to the null hypersurface,

\[
\varphi^*_{N_\rho} [\mathcal{L} k_m]_a = \frac{1}{2} \vartheta(k) \varphi^*_{N_\rho} m_a + \sigma(k) \varphi^*_{N_\rho} \bar{m}_a + (\alpha - \beta) \varphi^*_{N_\rho} k_a, \tag{6.11}\]
\[
\varphi^*_{N_\rho} [\mathcal{L} \ell m]_a = \frac{1}{2} (\vartheta(\ell) + 2i\phi) \varphi^*_{N_\rho} m_a + \sigma(\ell) \varphi^*_{N_\rho} \bar{m}_a, \tag{6.12}\]

which follow directly from (5.15). Taking into account that \( 0 = \delta[k_a \nabla_a r] = \delta[k_a] \nabla_a r + \frac{d}{dr} \delta[r] \), and \( 0 = \delta[k_a \nabla_a u] = \delta[k_a] \nabla_a u + \frac{d}{dr} \delta[u] \), we obtain from \( \ell_a = -\partial_a r + N\nabla_a u + w\bar{m}_a + w_m a \) and the falloff conditions for \( N \) and \( w \) that

\[
\delta[k_a] = \delta \left[ \frac{d}{dr} \right]^a = \mathcal{O}(r^{-2}) k_a + \mathcal{O}(r^{-2}) \ell^a + \bar{f} m^a + f \bar{m}^a, \tag{6.13}\]
\[
\delta[\ell^a] = \mathcal{O}(r^0) \ell^a. \tag{6.14}\]
Since $\delta \rho = 0$, the pull-back to $N_\rho$ commutes with the variation, and we obtain from $\delta [\varphi^*_{N_\rho} [L_{\ell m}]] = \varphi^*_{N_\rho} [L_{\ell} \delta m] - \varphi^*_{N_\rho} [L_{\delta k} m]$ that
\begin{align}
\frac{d}{du} f^{(0)} &= 0, \quad f^{(0)} = f^{(0)}(z, \bar{z}), \\
\frac{d}{du} g^{(0)} &= 0, \quad g^{(0)} = g^{(0)}(z, \bar{z}), \\
\frac{d}{du} h^{(0)} &= 0, \quad h^{(0)} = h^{(0)}(z, \bar{z}).
\end{align}
(6.15, 6.16, 6.17)

The next to leading order perturbations $g^{(1)}$ and $h^{(1)}$ can be obtained from the variation of the radial evolution equation, i.e. $\delta [\varphi^*_{N_\rho} [L_{k} m]] = \varphi^*_{N_\rho} [L_{k} \delta m] - \varphi^*_{N_\rho} [L_{\delta k} m]$. Taking into account the various falloff conditions, we obtain
\begin{align}
g^{(1)} &= -\delta U + h^{(0)} \bar{\sigma} - i \gamma^{(0)} f^{(0)}, \\
h^{(1)} &= -\delta \bar{\sigma} + (g^{(0)} - \bar{g}^{(0)}) \sigma + i \gamma^{(0)} f^{(0)},
\end{align}
(6.18, 6.19)
where $\gamma^{(0)}$ is the $1/r$ leading term of the expansion $\gamma = \gamma^{(0)}/r + O(r^{-2})$. The next to leading order of $h$ and $g$ is thus sourced by the variation of the radial shear and expansion,
\begin{align}
\delta [\vartheta_{(k)}] &= \frac{2 \delta [U]}{r^2} + O(r^{-3}), \\
\delta [\sigma_{(k)}] &= \frac{\delta [\sigma]}{r^2} + O(r^{-3}).
\end{align}
(6.20, 6.21)

We have seen in section 3.4 that those bulk diffeomorphism, whose pullback to the null surface $N_\rho$ map every light ray onto itself are unphysical gauge directions on the covariant phase space. We remove this gauge freedom by imposing the following boundary conditions on the field variation of the retarded $u$ time coordinate,\footnote{Notice that the radial coordinate $r$ and the retarded time $u$ depend via the gauge and falloff conditions (5.3), (5.6), (5.11) implicitly on the gravitational variables, hence $\delta [r] \neq 0$ and $\delta [u] = 0$.}
\begin{align}
\delta [u] &= s(z, \bar{z}) + O(r^{-1}).
\end{align}
(6.22)

We have now everything at hand to recover the radiative symplectic potential on future null infinity. We have seen in (6.15), (6.16), (6.17) that the leading coefficients $f^{(0)}$, $g^{(0)}$, $h^{(0)}$ that determine $\delta [\varphi^*_{N_\rho} m_a]$ are constant along the null generators of $\mathcal{I}^+$. Therefore, they cannot represent radiative modes, which characterise local degrees of freedom of the gravitational field at $\mathcal{I}^+$. To infer the radiative symplectic structure on $\mathcal{I}^+$ from the $\rho \to \infty$ limit of the quasi-local symplectic potential, we set those variations to zero, otherwise we would be left with an IR divergent integral along the null generators (the range of the $u$-coordinate is the entire real line). For the same reason, we set $\delta [U] = 0$ such that $\delta [\vartheta_{(k)}] = O(r^{-3})$. In fact, we have seen in (5.64a) that $U(u, z, \bar{z})$ is linear in the affine parameter: the derivative $U > 0$ is constant along the null generators and determines the Ricci curvature (5.65) of the $u = \text{const}.$ cross sections of $\mathcal{I}^+$. If we restrict ourselves to cross sections, where the two-dimensional metric $g^{(0)}_{ab}$ is simply the metric of the round two-sphere, we immediately have $\delta [U] = 0$.\footnote{Notice that the radial coordinate $r$ and the retarded time $u$ depend via the gauge and falloff conditions (5.3), (5.6), (5.11) implicitly on the gravitational variables, hence $\delta [r] \neq 0$ and $\delta [u] = 0$.}
If we then remove such IR divergent terms, i.e. after imposing that the $u$ independent terms $g^{(0)}$, $h^{(0)}$ and $\delta[U]$ vanish, the $(m_a, \bar m_a)$-components of a tangent vector $\delta_{\text{rad}}$ to the radiative phase space will satisfy the falloff conditions

$$
\delta_{\text{rad}}[\varphi^*_N m]_a = \mathcal{O}(r^{-2}) [\varphi^*_N m]_a - \left( \frac{\delta_{\text{rad}}[\sigma]}{r} + \mathcal{O}(r^{-2}) \right) [\varphi^*_N \bar m]_a.
$$

(6.23)

To obtain the radiative phase space, we insert both (6.2) and (6.22) together with (6.23) back into the pre-symplectic potential (6.1), and evaluate the integral as $\rho = r + \mathcal{O}(r^{-1}) \rightarrow \infty$, such that

$$
\Omega_\mathcal{I}^+(\delta_1^{\text{rad}}, \delta_2^{\text{rad}}) := \lim_{\rho \rightarrow \infty} \Omega_{\mathcal{N}_\rho}(\delta_1^{\text{rad}}, \delta_2^{\text{rad}}) = \frac{1}{4\pi G} \int_{\mathcal{I}^+} k \wedge d^2 \Omega \left( \delta_1^{\text{rad}} \bar \delta_2^{\text{rad}} \bar \sigma + \text{c.c.} \right).
$$

(6.24)

where the family of bounded null surfaces $\{\mathcal{N}_\rho\}_{\rho \geq 0}$ is chosen such that $\lim_{\rho \rightarrow \infty} \mathcal{N}_\rho = \mathcal{I}^+$ and $\Omega_{\mathcal{N}_\rho} = d\Theta_{\mathcal{N}_\rho}$ is the pre-symplectic two-form that we introduced in section 3.4. In addition, $d^2 \Omega$ is the fiducial area element on two-dimensional cross sections of $\mathcal{I}^+$, which can be inferred from the $1/r$ expansion of the physical area two-form $\varepsilon = -i m \wedge \bar m$,

$$
-i \varphi^*_N (m \wedge \bar m) = d^2 \Omega \left( r^2 - 2Ur + \mathcal{O}(r^0) \right),
$$

(6.25)

and $k_a$ is a one-form such that $k_a \partial_u^a = -1$. Given the symplectic two-form (6.24), it is also useful to introduce the corresponding symplectic current. Choosing the same polarisation as in (6.1), we obtain

$$
\theta_{\mathcal{I}^+}(\delta_{\text{rad}}) = \frac{1}{8\pi G} k \wedge d^2 \Omega (\bar \sigma \delta \bar \sigma + \text{c.c.}).
$$

(6.26)

6.2 Bondi energy and Helmholtz free energy of gravitational edge modes

It is now possible to identify the Hamiltonian on a partial Cauchy hypersurface $M_u$ that intersects future null infinity at constant values of $u$ (the boundary $\partial M_u = \mathcal{C}_u$ will be a $u = \text{const.}$ cross section of $\mathcal{I}^+$). We call this Hamiltonian $H_{\xi}[\mathcal{C}_u]$ and it will generate time translations along the vector field $\xi^a \in T\mathcal{M}$, which is null and lies tangential to the generators of the null foliation,

$$
\xi^a|_N \in [\mathcal{O}].
$$

(6.27)

Following what we said in equation (2.15) above, we define the generator as a functional $H_{\xi}$ on the space of physical histories, which is larger than phase space,\(^{27}\) such that

$$
\delta [H_{\xi}[\mathcal{C}]] = -\Omega_M(\mathcal{L}_\xi, \delta) + \int_{\partial M} \xi^a \delta \theta_N(\delta),
$$

(6.28)

where $\theta_N$ is the symplectic current, i.e. the integrand of (6.1), and $\delta [\cdot] \in TH_{\text{phys}}$ denotes a linearised solution of the bulk plus boundary field equations, see table 1. The relative minus sign between (6.28) and (2.15) results from a change of orientation on $\mathcal{C} = \partial M$, which is equipped with the induced orientation from $M$ rather than $N$.

\(^{27}\)The space of physical histories is larger than phase space, because (i) it contains configurations that would be gauge equivalent on phase space (ii) includes the boundary data on $\mathcal{I}^+$, which is otherwise fixed by the boundary and gauge fixing conditions, i.e. $\delta \sigma(u, z, \bar z) = 0$. 

---
The entire calculation of (6.28) is valid only on-shell, which is to say provided the bulk plus boundary field equations are satisfied. As in section 4 above, the first term is a total boundary term. Using the definition of the SL(2, C) gauge covariant Lie derivative, see (4.2a)–(4.2d), we obtain, in fact
\[
\Omega_M(\xi, \delta) = \frac{i}{8\pi G} \left[ \int_M \left( \nabla(\xi_{\partial A B}) \wedge \delta[A_{\partial A B}] - \delta[A_{\partial A B}] \wedge \xi_{\partial F^{A B}} \right) - \oint_{\partial M} \left( \xi_{\partial A} \delta D\eta_{\partial A} + D(\xi_{\partial \eta A}) \delta \ell^A - \delta \eta_{\partial A} \xi_{\partial D\ell^A} \right) \right] + \text{c.c.}
\]
\[
= \frac{i}{8\pi G} \left[ \int_M \left( (\xi_{\partial A} \delta \eta_{\partial A}) \wedge \delta F^{A B} - \delta \eta_{\partial A} \xi_{\partial D\ell^A} \right) + \oint_{\partial M} \left( \xi_{\partial A} \delta \eta_{\partial A} \wedge \delta \ell^A + \delta \eta_{\partial A} \xi_{\partial D\ell^A} \right) \right] + \text{c.c.}
\]
(6.29)

Since \( \delta[\cdot] \) is a linearised solution of the bulk plus boundary field equations, the three-dimensional bulk integral vanishes,
\[
\int_M \left( \xi_{\partial A} \delta \eta_{\partial A} \wedge \delta F^{A B} - \delta \eta_{\partial A} \wedge \xi_{\partial D\ell^A} \right) = 0
\]
(6.30)

where \( \xi_{\partial A} = \xi_{\partial A} e_{\partial A} \) and \( \Sigma_{\partial A B} = -\frac{1}{2} e_{\partial A C} \wedge e_{\partial B} \) and the field equations in the bulk, i.e. \( e_{\partial B} \wedge F_{\partial A} = 0, \nabla e_{\partial A} = 0 \) are satisfied. If we then also take into account the boundary field equations (3.18a), (3.18b), we can further simplify the various contributions to (6.28). Going back to (3.18a) and (3.18b), we find
\[
\xi_{\partial A} \delta \eta_{\partial A} \delta \ell^A = -\xi_{\partial A} \left( \left( \omega + \frac{1}{2} \kappa \right) \wedge \eta_{\partial A} \right) \delta \ell^A - \xi_{\partial A} \delta \ell^A
\]
\[
= -\xi_{\partial A} \left( \left( \omega + \frac{1}{2} \kappa \right) \wedge \eta_{\partial A} \right) \delta \ell^A + \xi_{\partial A} \delta \ell^A
\]
\[
= -\xi_{\partial A} \left( \left( \omega + \frac{1}{2} \kappa \right) \wedge \eta_{\partial A} \right) \delta \ell^A + \xi_{\partial A} \delta \ell^A
\]
(6.31)

If we insert (6.31) back into (6.29), two terms appear: the first term is linear in the variation of the two-dimensional area two-form \( \varepsilon = -i m \wedge \bar{m} \) on \( \mathcal{N} \), and the other term only contains variations of the one-form \( \ell_A D\ell^A \) that determines shear and expansion of \( \mathcal{N} \), see (3.47). More precisely,
\[
\Omega_M(\xi, \delta) = -\frac{i}{8\pi G} \oint_{\partial M} \left( \xi_{\partial A} \delta [A_{\partial A B}] \ell^B + \xi_{\partial A} \delta \eta_{\partial A} \delta \ell^A + \xi_{\partial A} \delta \ell^A \right) - \xi_{\partial A} \left( \left( \omega + \frac{1}{2} \kappa \right) \wedge \delta \ell^A \right) + \text{c.c.}
\]
\[
= \frac{1}{8\pi G} \oint_{\partial M} \left( \xi_{\partial A} \delta \ell^A \right) - \frac{i}{8\pi G} \oint_{\partial M} \xi_{\partial A} \delta \ell^A (\bar{m} \wedge \delta (\ell_A D\ell^A) - \text{c.c.})
\]
(6.32)
We assume $\delta[\xi^a] = 0$, and insert the radiative symplectic potential (3.45) back into the definition of the generator (6.28). This leads us to

$$
\delta[H_\xi[\partial M]] = -\Omega_M(L_\xi, \delta) + \oint_{\partial M} \xi \theta_N(\delta)
$$

$$
= -\frac{1}{8\pi G} \oint_{\partial M} \delta[\varepsilon \xi \omega]\left[\frac{i}{8\pi G} \oint_{\partial M} \delta[\xi^a k_a \tilde{m} \wedge \ell_A D\ell^A - \text{c.c.}]ight]
$$

$$
= -\frac{1}{8\pi G} \oint_{\partial M} \delta[\varepsilon \xi \omega] - \frac{1}{8\pi G} \oint_{\partial M} \delta[\varepsilon \xi^a \partial_{(\ell)}], \tag{6.33}
$$

which is a total derivative on the space of physical histories.

To extract the Bondi mass from the time-dependent Hamiltonian (6.33), we impose the various gauge fixing and falloff conditions for the double null foliation that we defined in the last section and evaluate the integral in the limit $\rho \to \infty$. In addition, and to guarantee that $H_\xi$ vanishes in Minkowski space, we impose the following falloff conditions,

$$
\xi^a = \left(1 + \frac{U}{r} + \mathcal{O}(r^{-2})\right)\ell^a, \tag{6.34}
$$

hence $\xi^a$ is a field-dependent vector field.\(^{28}\) The falloff conditions for the tangential expansion (5.57), (5.58), for the area element (6.25), and for the vector field $\xi^a$ imply now the following $1/r$ expansion of the variation

$$
\frac{1}{8\pi G} \oint_{\partial M} \delta[\xi^a k_a \varepsilon \partial_{(\ell)}] = -\frac{1}{8\pi G} \oint_{\partial M} d^2\Omega \left[-2r\dot{U} + \vartheta^{(2)}_{(\ell)} + 2U\dot{U} + \mathcal{O}(r^{-1})\right]. \tag{6.35}
$$

The first term, which is linear in $r$, is a potential source of an IR divergence, but this term is harmless, since its variation vanishes for the gauge fixing and falloff conditions that we have chosen above. Since, in fact, $\delta \rho = 0$, which is to say that we keep the $\{N_\rho\}_{\rho > 0}$ foliation fixed, and $\rho = r + \mathcal{O}(r^{-1})$, see (5.47) and (6.2), we obtain

$$
\lim_{\rho \to \infty} \delta\left[\oint_{\partial M_{\rho,u}} d^2\Omega \rho U\right] = \lim_{\rho \to \infty} \left(\rho \delta\left[\oint_{\partial M_{\rho,u}} d^2\Omega \dot{U}\right]\right). \tag{6.36}
$$

On the other hand, $\dot{U}$ is proportional to the two-dimensional Ricci scalar (5.65). The resulting integral $(4\pi)^{-1} \oint_{\partial M_{\rho,u}} d^2\Omega \mathcal{R}$ is the Euler characteristic $\chi[\partial M_{\rho,u}]$ of the two-dimensional boundary $\partial M_{\rho,u}$, which has the topology of a two sphere. Since $\chi[S^2] = 2$, the variation vanishes,

$$
\lim_{\rho \to \infty} \delta\left[\oint_{\partial M_{\rho,u}} d^2\Omega \rho U\right] = \pi \lim_{\rho \to \infty} \left(\rho \delta[\chi[\partial M_{\rho,u}]\right]) = 0. \tag{6.37}
$$

It is now possible to insert (6.35) and (6.37) back into (6.33). Taking the asymptotic $\rho \to \infty$ limit, we obtain

$$
\lim_{\rho \to \infty} \delta[H_\xi[\partial M_{\rho,u}]] = -\frac{1}{8\pi G} \oint_{\partial M_{\rho,u}} d^2\Omega \varepsilon \kappa + \delta[\mathcal{M}_B(u)], \tag{6.38}
$$

\(^{28}\)Notice that $\xi^a$ depends on $U$ and $r$ and $\ell^a$, hence $\delta[\xi^a] \neq 0$ or more precisely $\delta[\xi^a] = \mathcal{O}(r^{-2})\ell^a$ provided (6.2) and (6.22) are satisfied. For a vector field that depends itself on the configuration variables, equation (6.28) gets replaced by $\delta[H_\xi] - H_{\delta[\xi]} = -\Omega(L_\xi, \delta) + \oint_{\partial M} \xi \theta_N(\delta)$. If, however, $\delta \xi^a = \mathcal{O}(r^{-2})\ell^a$, this subtlety can be ignored since the integrand $\delta[\xi^a k_a \varepsilon \partial_{(\ell)}]$ will vanish as $r \to \infty$. 
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where $M_B(u)$ is the $O(r^0)$ contribution to (6.35), i.e. the integral of $\vartheta^{(2)}(t) + 2U\dot{U}$ over the $u = \text{const.}$ cross section of $I^+$. Going back to equation (5.61), we have

$$M_B(u) = -\frac{1}{4\pi G} \oint_{C_u} d^2\Omega \left( \Psi_2^{(0)} + \sigma \dot{\sigma} + \bar{D} \bar{\alpha}^{(0)} \right),$$

(6.39)

which is the Bondi mass. The mass loss formula follows from the next to leading order of the tangential Raychaudhuri equation, i.e. (5.64b), such that

$$\frac{d}{du}M_B(u) = -\frac{1}{4\pi G} \oint_{C_u} d^2\Omega |\dot{\sigma}|^2 = \oint_{C_u} \xi \omega_{\xi T} \left( \frac{d}{du} \right) \leq 0.$$  

(6.40)

**Bondi energy as free energy.** On a black hole spacetime, the ADM mass at infinity, the ADM angular momentum and the area of the horizon all have a thermodynamical interpretation. The functional variation (6.38) and the mass loss formula (6.40) suggest a similar understanding as well:

$$H_\xi[C_u \subset I^+] \, \text{internal energy} + \frac{1}{8\pi G} \oint_{C_u} \varepsilon \kappa = \underbrace{M_B(u)}_{\text{free energy}}.$$ 

(6.41)

In other words, our suggestion is to identify Bondi’s radiative energy with the Helmholtz free energy of the system. The free energy of what system? To answer this question, it seems crucial to understand how observables and phase space itself depends on the chosen boundary conditions. Different boundary conditions represent altogether different physical processes, i.e. different physical systems with different phase spaces and different Hamiltonians. In our case, this physical difference is realised mathematically by the difference between the space of *physical histories* $H_{\text{phys}}$, i.e. the solution space of the field equations for arbitrary boundary conditions, and the *covariant phase space*, which is the space of solutions to the field equations for specific boundary and falloff conditions. The space of *physical histories* is therefore larger than phase space, and depending on how restrictive the boundary conditions are, the size of the resulting phase space will be different. A simple example was given in section 2, where we considered a time-dependent Hamiltonian $H[\vec{p}, \vec{q}, \omega(t)]$, whose time-dependence enters through a time-dependent background field $\omega(t)$. A generic tangent vector $\delta[\cdot] \in T H_{\text{phys}}$ on the space of physical histories will generate infinitesimal changes of these parameters, hence $\delta[\omega] \neq 0$. However, any actual physical trajectory — a point on phase space — is realised only for a particular choice of the background field $\omega(t)$. Since $\omega(t)$ can be tuned continuously, the space of histories foliates into a whole family of phase spaces $\bigsqcup _{\omega} P_{\omega} = H_{\text{phys}}$, and for every $\omega(t)$ there is a different phase space.\footnote{The background fields represent knobs and controls that allow us to manipulate the experiment. Such manipulations may happen directly by changing the controls of the experimental setup, or retroactively by post-selecting a subset of observations from an ensemble of similar observations with different boundary conditions.} Each of these phase spaces is equipped with a symplectic two-form $\Omega$, which is obtained by the pull-back of the pre-symplectic two-form $\Omega_{\text{bulk}} \in \Omega^2(T^* H_{\text{phys}})$ to $P_{\omega}$ modulo gauge.
Thus, we need to identify the phase space, and hence the system, for which the functional \( H_\xi[C_u \subset I^+] : \mathcal{H}_{\text{phys}} \to \mathbb{R} \), (6.28), (6.41), is the Hamiltonian. Consider the problem at the linearised level. A tangent vector \( \delta[\cdot] \in T\mathcal{H}_{\text{phys}} \) that lies tangential to this yet unspecified phase space \( \mathcal{P}_{\text{edge}} \subset \mathcal{H}_{\text{phys}} \) will satisfy Hamilton’s equations, \( \delta[H_\xi] = -\left( \varphi_\tau^\star \Omega_{M_u} \right)(\mathcal{L}_\xi, \delta) \), where \( M_u \) is a partial Cauchy surface that intersects \( I^+ \) at some \( u = \text{const} \). On the other hand, a generic such vector field \( \delta[\cdot] \in T\mathcal{H}_{\text{phys}} \) will satisfy (6.28). Both equations can be true, only if the symplectic current vanishes, i.e. \( \lim_{\rho \to \infty} \oint_{C_\rho,u} \xi_\rho \theta N_\rho(\delta) = 0 \). For a generic configuration on \( \mathcal{H}_{\text{phys}} \), this implies that the variation of the asymptotic shear will vanish. Hence \( \delta \sigma(u, z, \bar{z}) = 0 \). If we insist to have a phase space for which \( H_\xi[C_u] \) is the Hamiltonian, we should add this condition to our boundary and falloff conditions on \( I^+ \). Clearly, this is a very restrictive condition. Since the asymptotic shear characterises all the outgoing radiation, the boundary condition \( \delta \sigma(u, z, \bar{z}) = 0 \) removes all radiative modes from the phase space that we would otherwise associate to the partial Cauchy hypersurface \( M_u \).\(^{30}\) The phase space \( \mathcal{P}_{\text{edge}} \) contains, therefore, no local degrees of freedom from within the partial Cauchy hypersurface. Yet there should be still infinitely many boundary modes left that characterise e.g. large diffeomorphisms and boosts, see e.g. (4.7) and (4.30).\(^{31}\) In fact, this is precisely what is suggested by general relativity in dimensions smaller than four. Consider, for example, three-dimensional gravity in the Chern-Simons or BF formulation. On a closed manifold \( M \), the resulting gravitational phase space is the moduli space of flat connections, which is finite-dimensional. On the other hand, if we break the manifold \( M \) into two parts \( M = M^+ \cup M^- \), new degrees of freedom are excited along the boundary \( \partial M^+ = B \). The splitting of the manifold into two parts destroys diffeomorphism invariance and directions on field space that would have otherwise been considered unphysical represent now physical boundary modes (gravitational edge modes). The dynamics of these boundary modes along the two-dimensional boundary depends on the boundary conditions chosen. Different boundary conditions correspond to different boundary field theories with different phase spaces and different notions of energy. Perhaps the most important such example is the Wess-Zumino-Witten model, which provides a possible boundary field theory for gravitational edge modes in three-dimensional gravity, but there are many other boundary field theories as well, both at the level of the discrete spin network representation and in the continuum, see e.g. [20, 36, 44–47]. By removing the radioactive modes from the partial Cauchy surface \( M_u \) and encoding them into auxiliary background fields on \( I^+ \), we are in a very similar situation as well. The resulting phase on a partial Cauchy surface \( M_u \) will be stripped off its radiative data, and can only consist of gravitational edge modes alone.

\(^{30}\)Unless there are singularities or different asymptotic regions that could capture some of the radiative degrees of freedom.

\(^{31}\)The corresponding smearing functions will have the following falloff in a neighbourhood of \( I^+ \), \( \lambda = \mathcal{O}(r^{-2}) \) and \( \xi^a = \xi \bar{m}^a + i m^a, \xi = \mathcal{O}(r) \).
thermal equilibrium, and thermal equilibrium is reached once $\dot{\sigma} = 0$. In analogy to the first law of black hole thermodynamics, we may then also identify the entropy density $s$ with the area density of the two-dimensional $u = \text{const.}$ cross sections of $\mathcal{I}^+$, i.e. $s = \varepsilon/(4G)$.

Clearly, the entropy diverges as $\rho \to \infty$, but the product $\varepsilon \kappa$ remains finite, because the non-affinity $\kappa : \ell^a \nabla_b \ell^a = \kappa \ell^a$ admits the $1/r$ expansion $\kappa = \mathcal{R}(\Psi_2^{(0)})/r^2 + O(r^{-3})$. In equilibrium, $\dot{\sigma} = 0$ and the Bondi mass is simply the integral $M_B = -\frac{1}{4 \pi c} \int \xi^2 d^2 \Omega \Psi_2^{(0)}$ such that $S \times T = M_B/2 \geq 0$, with the asymptotic equivalent of temperature given by $T = -\frac{1}{2 \pi} \mathcal{R}(\Psi_2^{(0)})/r^2 + O(r^{-3})$, which vanishes as $r \to \infty$.

7 Summary and discussion

We have developed, step by step, a representation of the radiative gravitational phase space at generic null boundaries in terms of an adapted Newman-Penrose tetrad. The starting point (section 3) was the introduction of the appropriate counter terms on the null boundary such that the action is stationary provided the boundary conditions and equations of motion are satisfied. The boundary conditions are such that an equivalence class $\{[\kappa_a, \ell^a, m_a]/\sim\}$ is kept fixed at the boundary, where $\ell^a$ is a representative of the null vectors (vertical vector fields) that generate the null boundary, $\kappa_a$ is the non-affinity of $\ell^a$, i.e. $\ell^a \nabla_b \ell^a = \kappa \ell^a$, and the co-dyad $m_a$ is a complex-valued one-form intrinsic to the null boundary such that $q_{ab} = 2m_a m_b$ is the induced signature (0++) metric on the boundary. Two configurations $([\kappa_a, \ell^a, m_a])$ and $([\tilde{\kappa}_a, \tilde{\ell}^a, \tilde{m}_a])$ define the same equivalence class $\{[\kappa_a, \ell^a, m_a]/\sim\}$ if they are related by a combination of (i) vertical diffeomorphisms (3.12) along the vector fields $\xi^a \propto \ell^a$, (ii) shifts (3.14) of $\kappa_a$, (iii) dilations (3.13) of $([\kappa_a, \ell^a])$, and (iv) complexified conformal transformations of $([\ell^a, m_a])$, see (3.15). The resulting equivalence class $\{[\kappa_a, \ell^a, m_a]/\sim\}$ characterises two local degrees of freedom on the null surface, which are the two radiative modes of the gravitational field at the full non-perturbative level. Section 3 provides the resulting radiative phase space at the quasi-local level. Besides the two radiative modes, there are additional edge degrees of freedom. Such edge modes appear, because the null surface $\mathcal{N}$ has itself a boundary (two consecutive cross sections $\mathcal{C}_o$ and $\mathcal{C}_1$, $\partial \mathcal{N} = \mathcal{C}_o \cup \mathcal{C}_\infty$). In section 4, we studied such edge modes from the perspective of the gravitational degrees of freedom in the bulk, i.e. on a partial Cauchy surface that is attached to the null boundary. We introduced the pre-symplectic two-form $\Omega_M$ on such a partial Cauchy surface and identified the Hamiltonian generators for tangential diffeomorphisms (generalised angular moments), see (4.7), and dilations of the null normal (4.30). The corresponding Hamiltonian that generates shifts along the null generators was introduced in section 6.

The second half of the paper was about the asymptotic $r \to \infty$ limit that sends the finite boundary $\mathcal{N}$ to future null infinity $\mathcal{I}^+$. We admit that our presentation was a bit involved, but we believe that this was crucial to obtain the limit to $\mathcal{I}^+$ from a quasi-local perspective. First of all, we introduced a Newman-Penrose (NP) tetrad adapted to a double null foliation. We then considered the $1/r$ expansion of perturbations of such an adapted null frame around a given solution of Einstein’s equations. In a certain way, our gauge choices were dual to those that would be used normally in the Newman-
Penrose formalism. In our case, the two NP null directions are both surface forming, hence $\ell_a[\nabla_b k_c] = k_a[\nabla_b k_c] = 0$. In the more standard NP gauge, only the outgoing radial null direction $k^a$ (what is called $l^a$ in the NP formalism) is surface forming, whereas $\ell^a$ (i.e. $n^a$ in the NP formalism) is not. Such a gauge choice would be inconvenient for us. To send $\mathcal{N}$ to $\mathcal{I}^+$, we found it necessary to work with a double null foliation, where the infalling (collapsing) null surfaces $\{N^\rho_{\rho>0}\}$ approach future null infinity as $\rho \to \infty$. Accordingly, we have to relax some other gauge fixing conditions that are otherwise frequently imposed in the NP formalism: in the NP formalism, the parallel transport propagates the null frame along the outgoing null direction ($k^a$ in our case). Such a gauge condition would be incompatible with the integrability conditions of the co-vectors $\ell_a$ and $k_a$. Therefore, we had to impose a weaker condition, namely (5.14), which can always be reached thanks to the gauge freedom $m_a \to e^{i\varphi}m_a$. Our discussion completes earlier results [52–59] on the subject by clarifying the falloff conditions on the covariant phase space in terms of an adapted Newman-Penrose null tetrad on a generic double null foliation of spacetime.

Taking into account the falloff conditions and removing otherwise IR divergent terms, we obtained the well-known symplectic structure of the radiative modes at future null infinity from the radial renormalisation of the quasi-local symplectic potential, see (6.24), (3.45). Finally, we computed the time-dependent Hamiltonian, which generates translations along the null generators $\ell^a$. At finite distance, the Hamiltonian is simply the difference of the non-affinity $\kappa$ and the expansion $\vartheta(\ell)$, which are integrated over a two-dimensional cross section of the boundary. This integral diverges in the limit $\rho \to \infty$, but this divergence is mild. In fact, what we obtain from the covariant phase space approach, is not directly the Hamiltonian, but rather its variation, see (6.33). The potentially IR divergent contribution to the Hamiltonian is proportional to the Euler characteristic of the cross section. This is a topological invariant, whose variation vanishes on the covariant phase space. The variation of the Hamiltonian $\delta[H_\xi]$ is finite (6.38) and returns the Bondi mass plus a term, which is given by the integral of the non-affinity $\kappa$ over the two-sphere at infinity. The Hamiltonian $H_\xi$ is explicitly time-dependent and integrable on a reduced phase space, where all the radiative modes that would otherwise exist on $M_\rho$ have been translated into fixed background fields at null infinity. The experience from gravity in dimensions $d < (3 + 1)$ suggests that the resulting reduced phase space is the phase space of gravitational edge modes alone.

The article was about classical gravity, but the main motivation for this research has to do with quantum gravity. The quantum version of our approach will provide boundary transition amplitudes that are conditioned on the asymptotic shear as a classical background field and are evaluated between quantum states at two consecutive cross sections of future null infinity, with the generator of asymptotic symmetries providing the time-dependent Hamiltonian. In [60], we have given a proposal for how to construct such amplitudes from a three-dimensional field theory on the null cone.\footnote{Although the programme is centred around boundary field theories, it would be misleading to call such an approach holographic: it is not that we try to translate the two radiative modes of the gravitational field in the bulk into the degrees of freedom of some dual field theory on the light cone. On dimensional grounds, this may very well be impossible: the radiative portion of the gravitational phase space in the}
spacetime dimensions, the problem simplifies dramatically. There are no radiative modes to begin with, and the only physical degrees of freedom are the gravitational edge modes alone. Quasi-local realisations of the boundary dynamics for such gravitational edge modes have been explored recently from within loop quantum gravity and related approaches, see for instance [20, 36, 44–47].

The idea to treat the asymptotic shear as an auxiliary (classical) background field is reminiscent of developments in various other approaches. For example, there is a recent interest in describing quantum systems in relation to reference frames that are themselves quantum. It is then necessary to explain how to jump from one such quantum reference system into another thereby creating quantum entanglement among the remaining constituents of the system [61–66]. In our case, the asymptotic shear $\sigma(u, z, \bar{z})$ for a given Bondi frame $(u, z, \bar{z})$ provides the classical frame of reference, the quantum variables are the gravitational edge modes, namely generators of horizontal diffeomorphisms (4.7) or boosts (4.30). In addition, we would also like to stress that there seem to be recent developments from within the AdS/CFT community that supports our viewpoint as well, see [67–69].
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\footnote{bulk has $2 \times 2 \times \infty^3$ dimensions (two polarisations of the graviton per point), the phase space of a boundary field theory has $2 \times N \times \infty^2$ dimensions.}
# NP formalism and double null foliation

| NP Formalism | Double Null Folation |
|--------------|----------------------|
| $l^a = o^A k^A$ | $k^a = i k^A k^A' = \partial_x^a$, $k_a = -\nabla_x a$ |
| $n^a = i A^A' A^A$ | $\ell^a = i k^A k^A' = \partial_x^a + N \partial_x + \xi m^a + \zeta m^a$, $N = -m_r(\Psi_r^{(0)}) / r + O(r^{-2})$, $\xi = O(r^{-1})$ |
| $m^a = o^A k^A$ | $m^a = i k^A k^A' = \partial_x^a + \nu \partial_x^a + \nu \partial_x^a$, $w = O(r^{-2})$, $\mu = \frac{\nu_r(\Psi_r^{(0)})}{r} + O(r^{-2})$ |
| $\bar{m}^a = l^A \bar{\sigma}^A$ | $\bar{m}^a = i k^A k^A' = \nu \partial_\bar{\tau}^a + \nu \partial_\bar{\tau}^a + \nu \partial_\bar{\tau}^a$, $\nu = O(r^{-2})$ |

| Spin coefficients | |
|-------------------|-----|
| $\pi = \iota^A \nabla_{00'} \ell_A$ | $\bar{\pi}^A = \partial_k \ell_A = -\beta = \alpha + O(r^{-3})$ |
| $\lambda = \iota^A \nabla_{01'} \ell_A$ | $\bar{\lambda}^A = \partial_k \ell_A = -\frac{\rho_{(u,v)}}{r} + O(r^{-2})$ |
| $\mu = \iota^A \nabla_{01'} \ell_A$ | $\bar{\mu}^A = \partial_k \ell_A = -\frac{\nu_{(u,v)}}{r} + O(r^{-2})$ |
| $\nu = \iota^A \nabla_{11'} \ell_A$ | $\bar{\nu}^A = \partial_k \ell_A = 0$ |
| $\varepsilon = \iota^A \nabla_{00'} \ell_A$ | $\bar{\varepsilon}^A = \partial_k \ell_A = 0$ |
| $\alpha = \iota^A \nabla_{10'} \ell_A$ | $\bar{\alpha}^A = \partial_k \ell_A = -\frac{1}{2} (\gamma + i \bar{a}) = O(r^{-1})$, $\gamma = -i \frac{\rho_{(u,v)}}{r^2} \bar{\mu}^{(0)} + O(r^{-2})$ |
| $\beta = \iota^A \nabla_{01'} \ell_A$ | $\bar{\beta}^A = \partial_k \ell_A = -\frac{1}{2} (\gamma + i \alpha)$ |
| $\gamma = \iota^A \nabla_{11'} \ell_A$ | $\bar{\gamma}^A = \partial_k \ell_A = 0$ |
| $\kappa = \iota^A \nabla_{00'} \ell_A$ | $\bar{\kappa}^A = \partial_k \ell_A = 0$ |
| $\rho = \iota^A \nabla_{10'} \ell_A$ | $\bar{\rho}^A = \partial_k \ell_A = 0$ |
| $\sigma = \iota^A \nabla_{01'} \ell_A$ | $\bar{\sigma}^A = \partial_k \ell_A = -\sigma_{(k)} = -\frac{\rho_{(u,v)}}{r^2} + O(r^{-3})$ |
| $\tau = \iota^A \nabla_{11'} \ell_A$ | $\bar{\tau}^A = \partial_k \ell_A = 0$ |
| $\Psi_s$ | $\bar{\Psi}_s = \Psi_1 \cdots \Psi_{r-1} \cdots \Psi_r' \partial_k \ell_A' \cdots \partial_k \ell_A' + \cdots \partial_k \ell_A' = O(r^{-5})$ |

Table 2. Dictionary between the Newman-Penrose (NP) formalism and the conventions used in this paper. Our metric signature is $(-+++)$). Spacetime vectors $V^a$ correspond to anti-hermitian $(1/2, 1/2)$ spinors $V^{A' A} = -V^{A' A}$. The role of primed and unprimed indices are switched by parity. What we call e.g. $\Psi_3$ corresponds, therefore, to $\Psi_2$ in the NP formalism. Notice that both $k^a$ and $\ell^a$ are surface orthogonal.
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