Some properties of two dimensional extended repulsive Hubbard model with intersite magnetic interactions — a Monte Carlo study
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In this paper the two dimensional extended Hubbard model with intersite magnetic Ising-like interaction in the atomic limit is analyzed by means of the classical Monte Carlo method in the grand canonical ensemble. Such an effective simple model could describe behavior of insulating (anti)ferromagnets. In the model considered the Coulomb interaction ($U$) is on-site and the magnetic interactions in z-direction ($J > 0$, antiferromagnetic) are restricted to nearest-neighbors. Simulations of the model have been performed on a square lattice consisting of $N = L \times L = 400$ sites ($L = 20$) in order to obtain the full phase diagram for $U/(4J) = 1$. Results obtained for on-site repulsion ($U > 0$) show that, apart from homogeneous non-ordered (NO) and ordered magnetic (antiferromagnetic, AF) phases, there is also a region of phase separation (PS: AF/NO) occurrence. We present a phase diagram as well as some thermodynamic properties of the model for the case of $U/(4J) = 1$ (and arbitrary chemical potential and arbitrary electron concentration). The AF–NO transition can be second-order as well as first-order and the tricritical point occurs on the diagram.
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I. INTRODUCTION

Since its introduction in 1963 [1] the Hubbard model has found applications in many various systems. Despite half-century research on this model it still holds a number of open questions. This report focuses on the atomic limit of the extended Hubbard model, in which we restrict ourselves to the case of the zero-bandwidth limit ($t = 0$), with added magnetic interactions of the Ising-type between electrons. Such a simple model can be used for describing behavior of insulating magnets. The Hamiltonian of the discussed model has the following form:

$$\hat{H} = U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} + 2J \sum_{\langle i,j \rangle} \hat{s}_i^z \hat{s}_j^z - \mu \sum_i \hat{n}_i,$$

where $U$ is the on-site density interaction, $J$ is $z$-component of the intersite magnetic exchange interaction, $\mu$ is chemical potential, and $\sum_{\langle i,j \rangle}$ restricts the summation to nearest-neighbor sites. $n_i = \hat{n}_{i\uparrow} + \hat{n}_{i\downarrow}$ is total electron number on site $i$, whereas $s_i^z = (1/2)(\hat{n}_{i\uparrow} - \hat{n}_{i\downarrow})$ is $z$-component of total spin at $i$ site. $\hat{n}_{i\sigma} = \hat{c}_{i\sigma}^\dagger \hat{c}_{i\sigma}$ is electron number with spin $\sigma$ on site $i$, where $\hat{c}_{i\sigma}$ and $\hat{c}_{i\sigma}^\dagger$ denote the creation and annihilation operators, respectively, of an electron with spin $\sigma = \uparrow, \downarrow$ at the site $i$. The electron concentration $n$ is defined as $n = (1/N) \sum_i \langle \hat{n}_i \rangle$, where $N$ is the total number of sites.

The rigorous ground state results for this model have been found in the case of a $d = 1$ chain [2] and $2 \leq d < +\infty$ case [3, 5]. The exact results for finite temperature have been also obtained [3] for $d = 1$ chain (an absence of long-range order at $T > 0$). Within the variational approach the model has been analyzed for half-filling ($n = 1$) [6] and as well as for arbitrary electron concentration $0 \leq n \leq 2$ [8, 9] (these results are rigorous in the limit of infinite dimensions $d \to +\infty$). Our preliminary Monte Carlo (MC) results have been presented in [10] for strong on-site repulsion ($U/(4J) = 1, 10$ and $L = 20$). In this paper we investigate in details the phase diagram and thermodynamic properties of the model for arbitrary electron concentration $n \leq 1$ and arbitrary chemical potential $\bar{\mu} \leq 0$ ($\bar{\mu} = \mu - U/2$) in the whole range of temperatures for a specific repulsive value of the on-site interaction parameter $U/(4J) = 1$ (and $L = 20$). The corresponding results for $n > 1$ and $\bar{\mu} > 0$ are obvious because of the electron-hole symmetry of the model on alternate lattices.

II. MONTE CARLO SIMULATION DETAILS

The Monte Carlo simulations for the model described above have been done at finite temperatures $T > 0$ using grand canonical ensemble on two dimensional ($d = 2$) square (SQ) lattice with number of neighbors $z = 4$. One could depict such approach as adsorption of electron gas on a lattice. Our simulations use a local update method
FIG. 1. Magnetization $m_Q$ as a function of temperature $k_B T/4J$ for different system sizes $L = 4, 6, 10, 20, 30$ (as labelled) for $U/4J = 1$ and $\bar{\mu}/4J = -0.22$.

[11] determined by elementary “runs”: (i) a particle can transfer to another site, (ii) it can be adsorbed on a lattice or (iii) it can be removed from the lattice. These “runs” are usually called move, create and destroy of particle procedures in MC simulations. Every Monte Carlo step (MCS) consists of each of these “runs” performed $N = L \times L$ times. In our simulations the number of MCS is $10^6$ with a quarter of them being spent on thermalization, which is necessary to avoid results heavily influenced by the starting point of the simulations. There are also many cluster update algorithms, but due to chemical potential term in the hamiltonian they cannot be implemented here. More details on the simulation method can be found in [12].

Simulations provide data for temperature and chemical potential dependencies of various thermodynamic variables. The variables of the particular interest are: staggered magnetization $m_Q = (m_A - m_B)/2$, magnetic susceptibility $\chi_{m_Q} = ((m_Q^2) - (m_Q)^2)/(TN)$, and specific heat $c = ((E^2) - (E)^2)/(T^2 N)$ ($E = \langle H \rangle$). Because antiferromagnetic interactions ($J > 0$) are studied, staggered magnetization $m_Q$ is an order parameter in the model considered, which is calculated as a difference of magnetization of sublattices $A$ and $B$ ($m_\alpha = (2/N) \sum_{i \in \alpha} \langle \hat{s}_i^z \rangle$, $\alpha = A, B$). In the antiferromagnetic (AF) phase staggered magnetization is non-zero ($m_Q \neq 0$), whereas in the non-ordered (NO) phase $m_Q = 0$.

III. RESULTS AND DISCUSSION ($U/(4J) = 1$)

The transitions in finite systems are not sharp and the finite-size effect on the order parameter $m_Q$ is observed in the results of the MC simulations. In the NO phase $m_Q$ is larger than zero ($m_Q \neq 0$) even above the AF–NO transition temperature. The temperature dependence of magnetization $m_Q$ for different SQ lattice sizes is shown in Fig. [1]. While a change from $L = 10$ to $L = 20$ yields an essential change in the results, a further increase of $L$ does not make the transition sharper and greatly increases simulation time. Thus system size of $N = L \times L = 400$ has been chosen and all further results are for $L = 20$ unless said otherwise.

For a given set of model parameters temperature and
indicate diagonals labeled as $k$ axes. The final approach the system moves diagonally in $(\mu, T)$ plane, approaching the phase transition area almost perpendicular, which allows for more precise determination of the AF–NO transition temperature. We introduce definition of a diagonal ($D$), where a diagonal labelled as 0 is perpendicular to $k_B T/4J$-axis and a diagonal labeled as 100 is parallel to it. For each step on the diagonal $D$ the parameters change as $\Delta T_D = D \Delta T/100$, $\Delta \mu_D = (100 - D) \Delta \mu/100$, where $D$ is diagonal number, and $\Delta T$, $\Delta \mu$ correspond to temperature ($k_B T/4J$) and chemical potential ($\mu/4J$) fixed steps on the respective axes. The final $k_B T/4J$ vs. $\bar{\mu}/4J$ phase diagram for $U/4J = 1$ is shown in Fig. 3(a). In Fig. 3(a) there are also indicated the diagonals with indexes $D = 20$ and $D = 30$. Staggered magnetization $m_Q$ for heating with removal of particles and cooling with addition of particles for diagonal index 20 and 30 as a function of temperature for $U/4J = 1$ are shown in Figs. 3(b) and (c), respectively.

The AF–NO transition temperatures increase monotonically with decreasing $|\bar{\mu}|$. The maximum of the transition temperature is located at $\bar{\mu} = 0$ ($n = 1$). For $U/4J = 1$ and $n = 1$ the critical temperature is equal to $k_B T/4J \approx 0.47$ ($L = 20$).

To determine the location of the tricritical point $T$ two simulation runs have been done for each diagonal, one starting at $(0, 0)$ in the $\bar{\mu}/4J$–$k_B T/4J$ plane and the other starting at the maximum point for the given diagonal and descending to $(0, 0)$. This corresponds to heating and cooling processes, respectively. A position of the T point can be estimated by comparing magnetization data at the point of the phase transition for those two simulations. For second-order phase transition both magnetization curves should be almost identical (Fig. 3(c)), while first-order phase transition is characterized by the hysteresis (Fig. 3(b)). Thus, a point, where the hysteresis is collapsing into single curve, is a tricritical point. For $U/4J = 1$ ($L = 20$) the T point is located at $k_B T/4J = 0.205 \pm 0.005$ and $\bar{\mu}/4J = -0.895 \pm 0.007$ ($n = 0.52 \pm 0.2$).

With simulations done for fixed $\bar{\mu}$, it is possible to obtain phase diagrams as a function of $n$ by determining electron density above ($n_-$) and below ($n_+$) the AF–NO phase transition (for fixed $\bar{\mu}$). The first-order AF–NO boundary for fixed $\bar{\mu}$ splits into two boundaries (i.e. PS–AF and PS–NO) for fixed $n$. For $U/4J = 1$ the $k_B T/4J$ vs. $n$ phase diagram is presented in Fig. 4. For temperatures above the tricritical point T, the AF and NO phases are separated by second-order line. At lower temperatures, below this point, there is a phase separated (PS: AF/NO) state. The PS state is a coexistence of two (AF and NO) homogeneous phases.

Comparing the results presented in this paper with preliminary MC simulations from previous work [10] of our group, the general improvement of their quality is clearly seen. Increasing the SQ lattice size as well as simulating along diagonals gives more accurate values of critical chemical potential dependencies of thermodynamic properties ($n, m_Q, \chi_{m_Q}$, and $c$) have been obtained as illustrated on Fig. 2. A location of critical points is done by analysis of $m_Q$, $\chi_{m_Q}$ and $c$. The traversal of the boundary between two phases (AF and NO phases) is usually connected with a substantial change of magnetization $m_Q$. However, because the finite size effects is observed in the dependence of $m_Q$, a more precise location of the critical point (i.e. AF–NO transition) is determined by the discontinuity of magnetic susceptibility $\chi_{m_Q}$ as well as a peak in $c$.

Instead of running simulations with fixed $k_B T/4J$ or $\bar{\mu}/4J$, the simulations with both these thermodynamic parameters changing have been also performed. In such an approach the system moves diagonally in $(\mu, T)$ plane, approaching the phase transition area almost perpendicular, which allows for more precise determination of the AF–NO transition temperature. We introduce definition of a diagonal ($D$), where a diagonal labelled as 0 is perpendicular to $k_B T/4J$-axis and a diagonal labeled as 100 is parallel to it. For each step on the diagonal $D$ the parameters change as $\Delta T_D = D \Delta T/100$, $\Delta \mu_D = (100 - D) \Delta \mu/100$, where $D$ is diagonal number, and $\Delta T$, $\Delta \mu$ correspond to temperature ($k_B T/4J$) and chemical potential ($\mu/4J$) fixed steps on the respective axes. The final $k_B T/4J$ vs. $\bar{\mu}/4J$ phase diagram for $U/4J = 1$ is shown in Fig. 3(a). In Fig. 3(a) there are also indicated the diagonals with indexes $D = 20$ and $D = 30$. Staggered magnetization $m_Q$ for heating with removal of particles and cooling with addition of particles for diagonal index 20 and 30 as a function of temperature for $U/4J = 1$ are shown in Figs. 3(b) and (c), respectively.

The AF–NO transition temperatures increase monotonically with decreasing $|\bar{\mu}|$. The maximum of the transition temperature is located at $\bar{\mu} = 0$ ($n = 1$). For $U/4J = 1$ and $n = 1$ the critical temperature is equal to $k_B T/4J \approx 0.47$ ($L = 20$).

To determine the location of the tricritical point $T$ two simulation runs have been done for each diagonal, one starting at $(0, 0)$ in the $\bar{\mu}/4J$–$k_B T/4J$ plane and the other starting at the maximum point for the given diagonal and descending to $(0, 0)$. This corresponds to heating and cooling processes, respectively. A position of the T point can be estimated by comparing magnetization data at the point of the phase transition for those two simulations. For second-order phase transition both magnetization curves should be almost identical (Fig. 3(c)), while first-order phase transition is characterized by the hysteresis (Fig. 3(b)). Thus, a point, where the hysteresis is collapsing into single curve, is a tricritical point. For $U/4J = 1$ ($L = 20$) the T point is located at $k_B T/4J = 0.205 \pm 0.005$ and $\bar{\mu}/4J = -0.895 \pm 0.007$ ($n = 0.52 \pm 0.2$).

With simulations done for fixed $\bar{\mu}$, it is possible to obtain phase diagrams as a function of $n$ by determining electron density above ($n_-$) and below ($n_+$) the AF–NO phase transition (for fixed $\bar{\mu}$). The first-order AF–NO boundary for fixed $\bar{\mu}$ splits into two boundaries (i.e. PS–AF and PS–NO) for fixed $n$. For $U/4J = 1$ the $k_B T/4J$ vs. $n$ phase diagram is presented in Fig. 4. For temperatures above the tricritical point T, the AF and NO phases are separated by second-order line. At lower temperatures, below this point, there is a phase separated (PS: AF/NO) state. The PS state is a coexistence of two (AF and NO) homogeneous phases.

Comparing the results presented in this paper with preliminary MC simulations from previous work [10] of our group, the general improvement of their quality is clearly seen. Increasing the SQ lattice size as well as simulating along diagonals gives more accurate values of critical
temperatures. Moreover, performing heating and cooling simulation runs yields much more precise location of the tricritical point.

IV. FINAL COMMENTS

The results presented in this paper are in a good qualitative agreement with those obtained within the variational approach (VA) involving the mean-field approximation for intersite interactions [8, 10], which is exact in $d \to +\infty$ ($L \to \infty$, $z \to \infty$). Our MC simulations have been performed for $d = 2$ SQ lattice. In this case the VA is much less reliable. It largely overestimates critical temperatures, e.g. $k_B T / 4J \simeq 0.68$ at $n = 1$, and yields a quite different location of the T point: $k_B T / 4J = 1/3$, $\mu / 4J \simeq -0.96$, $n \simeq 0.34$ (for $U / 4J = 1$) [8, 10]. While finite-size effects do not pose a big problem, long thermalization time at low temperatures prevents from obtaining results near the ground state. At such low temperatures the probability of an electron to change its state is minimal, so the system has little chance of escaping false energy minima. A solution of this problem is running simulations for a very long time, or collecting results from different “runs” for various starting states.

It is important to mention that in the absence of an external magnetic field the antiferromagnetic ($J > 0$) interactions are simply mapped onto the ferromagnetic ones ($J < 0$) by redefining the spin direction in one sublattice in alternate lattices decomposed into two interpenetrating sublattices. Thus, our results obtained in this paper are still valid for $J < 0$ if $m_Q \to m = (m_A + m_B)/2$ and $J \to |J|$.

The analysis of effects of finite band-width ($t \neq 0$) is a very important problem. However, because of the complexity of such model only few results are known beyond weak coupling regime or away half-filling [13–19]. For instance, the presence of the hopping term $\sum_{ij \sigma} t_{ij} \hat{c}_{i\sigma}^\dagger \hat{c}_{j\sigma}$ breaks a symmetry between $J < 0$ and $J > 0$ cases [14–16]. The detailed analysis and discussion on this topic is left for future study.

The competition between magnetism and superconductivity [20] in atomic limit of the extended Hubbard models is a very interesting topic. Some results concerning the interplay of magnetic interactions with the pair hopping term have been presented in [20]. Moreover the interplay between various magnetic and charge orderings [27–33] has been also analysed [9, 34].

ACKNOWLEDGMENTS

S.M. and K.K. thank the European Commission and the Ministry of Science and Higher Education (Poland) for the partial financial support from the European Social Fund—Operational Programme “Human Capital”—POKL.04.01.01-00-133/09-00—”Proinnowacyjne kształcenie, kompetentna kadra, absolwenci przyszłości”. K.K. and S.R. thank National Science Centre (NCN, Poland) for the financial support as a research project under grant No. DEC-2011/01/N/ST3/00413 and as a doctoral scholarship No. DEC-2013/08/T/ST3/00012. K.K. thanks also the Foundation of Adam Mickiewicz University in Poznań for the support from its scholarship programme.

[1] J. Hubbard, *Proc. Roy. Soc. London A* 276, 238 (1963). DOI: 10.1098/rspa.1963.0204
[2] F. Mancini, E. Plekhanov, G. Sica, *Cent. Eur. J. Phys.* 10, 609 (2012). DOI: 10.2478/s11534-012-0017-z
[3] F. Mancini, E. Plekhanov, G. Sica, *Eur. Phys. J. B* 86, 224 (2013). DOI: 10.1140/epjb/e2013-40046-y
[4] U. Brandt, J. Stolze, *Z. Phys. B* 62, 433 (1986). DOI: 10.1007/BF01303574
[5] J. Jędrzejewski, *Physica A* 205, 702 (1994). DOI: 10.1016/0378-4371(94)90231-3
[6] S. Robaszkiewicz, *Acta Phys. Pol. A* 55, 453 (1979).
[7] S. Robaszkiewicz, *Phys. Status Solidi (b)* 70, K51 (1975).
[8] W. Kłobus, K. Kapcia, S. Robaszkiewicz, *Acta Phys. Pol. A* 118, 353 (2010).
[9] K. Kapcia, W. Kłobus, S. Robaszkiewicz, *Acta Phys. Pol. A* 121, 1032 (2012).
[10] S. Murawski, K. Kapcia, G. Pawłowski, S. Robaszkiewicz, *Acta Phys. Pol. A* 121, 1035 (2012).
[11] D.W. Heermann, *Computer Simulation Methods in Theoretical Physics*, 2nd Edition, DOI: 10.1007/978-3-642-75448-7 Springer-Verlag, Berlin-Heidelberg 1990
[12] G. Pawłowski, *Eur. Phys. J. B* 53, 471 (2006). DOI: 10.1002/psib.2220700156
[13] R. Micnas, J. Ranninger, S. Robaszkiewicz, Rev. Mod. Phys. 62, 113 (1990). DOI: 10.1103/RevModPhys.62.113
[14] G.I. Japaridze, E. Müller–Hartmann, Phys. Rev. B 61, 9019 (2000). DOI: 10.1103/PhysRevB.61.9019
[15] C. Dziurzik, G.I. Japaridze, A. Schadschneider, J. Zittartz, Eur. Phys. J. B 37, 453 (2004). DOI: 10.1140/epjb/e2004-00081-5
[16] W.R. Czart, S. Robaszkiewicz, Phys. Status Solidi (b) 243, 151 (2006). DOI: 10.1002/pssb.200562502
[17] C. Dziurzik, G.I. Japaridze, A. Schadschneider, I. Titvinidze, J. Zittartz, Eur. Phys. J. B 51, 41 (2006). DOI: 10.1140/epjb/e2006-00193-x
[18] W.R. Czart, S. Robaszkiewicz, Acta. Phys. Pol. A 109, 577 (2006).
[19] W.R. Czart, S. Robaszkiewicz, Materials Science – Poland 25, 485 (2007).
[20] K. Kapcia, Acta Phys. Pol. A 121, 733 (2012).
[21] S. Robaszkiewicz, G. Pawlowski, Physica C 210, 61 (1993). DOI: 10.1016/0921-4534(93)90009-F
[22] K. Kapcia, S. Robaszkiewicz, R. Micnas, J. Phys.: Condens. Matter 24, 215601 (2012). DOI: 10.1088/0953-8984/24/21/215601
[23] K. Kapcia, S. Robaszkiewicz, J. Phys.: Condens. Matter 25, 065603 (2013). DOI: 10.1088/0953-8984/25/6/065603
[24] K. Kapcia, J. Supercond. Nov. Magn. 26, 2647 (2013). DOI: 10.1007/s10948-013-2152-1
[25] K. Kapcia, J. Supercond. Nov. Magn. 27, 913 (2014). DOI: 10.1007/s10948-013-2409-8
[26] K.J. Kapcia, Acta Phys. Pol. A 126, A53 (2014). DOI: 10.12693/PhysPolA.126.A-53
[27] R. Micnas, S. Robaszkiewicz, K.A. Chao, Phys. Rev. B 29, 2784 (1984). DOI: 10.1103/PhysRevB.29.2784
[28] F. Mancini, F.P. Mancini, Phys. Rev. E 77, 061120 (2008). DOI: 10.1103/PhysRevE.77.061120
[29] K. Kapcia, W. Klobus, S. Robaszkiewicz, Acta Phys. Pol. A 118, 350 (2010).
[30] K. Kapcia, S. Robaszkiewicz, J. Phys.: Condens. Matter 23, 105601 (2011). DOI: 10.1088/0953-8984/23/10/105601
[31] K. Kapcia, S. Robaszkiewicz, J. Phys.: Condens. Matter 23, 249802 (2011). DOI: 10.1088/0953-8984/23/24/249802
[32] K. Kapcia, S. Robaszkiewicz, Acta Phys. Pol. A 121, 1029 (2012).
[33] F. Mancini, E. Plekhanov, G. Sica, Eur. Phys. J. B 86, 408 (2013). DOI: 10.1140/epjb/e2013-40527-y
[34] F. Mancini, E. Plekhanov, G. Sica, J. Phys.: Conf. Series 391, 012148 (2012). DOI: 10.1088/1742-6596/391/1/012148