Periodic orbits of linear Filippov systems with a line of discontinuity
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Abstract

In this paper we consider periodic orbits of planar linear Filippov systems with a line of discontinuity. Unlike many publications researching only the maximum number of crossing periodic orbits, we investigate not only the number and configuration of sliding periodic orbits, but also the coexistence of sliding periodic orbits and crossing ones. Firstly, we prove that the number of sliding periodic orbits is at most 2, and give all possible configurations of one or two sliding periodic orbits. Secondly, we prove that two sliding periodic orbits coexist with at most one crossing periodic orbit, and one sliding periodic orbit can coexist with two crossing ones.
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1 Introduction and main results

An interesting class in nonsmooth dynamical systems is so-called Filippov systems, sometimes called as piecewise smooth discontinuous systems. It is used as a mathematical model in many fields such as feedback systems in control systems [14, 15], power electronics [3], oscillators and dry frictions in mechanical engineering [8, 22] and so on. Due to the switching surface, there are many novel dynamical behaviors which do not exist in smooth systems, such as grazing and sliding motion (see [16, 29]). The research of periodic orbits is one of important and challenging topics in both smooth systems and Filippov systems. However, in Filippov systems there are three classes of new periodic orbits which do not appear in smooth systems because of switching surfaces. They are so-called crossing periodic orbits, grazing periodic orbits and sliding periodic orbits(see, e.g., [4, 29]).

Many models in applications are linear Filippov systems with a line of discontinuity, such as the direct voltage control system of the buck converter(see [2, 10])

\[
\begin{pmatrix}
\dot{x} \\
\dot{y}
\end{pmatrix} = \begin{pmatrix}
-a & 1 \\
-1 & -b
\end{pmatrix} \begin{pmatrix}
x \\
y
\end{pmatrix} + \begin{cases}
\begin{pmatrix}
0 \\
0
\end{pmatrix} & \text{if } x > x_{ref}, \\
\begin{pmatrix}
0 \\
1
\end{pmatrix} & \text{if } x < x_{ref},
\end{cases}
\]
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where \( a > 0, b > 0 \) are normalized parameters of the circuit, \( x, y \) are the normalized load voltage and impedance current, \( x_{ref} \) is the desired normalized load voltage. Another system

\[
\ddot{x} + \alpha \dot{x} + \mu \text{sgn} \dot{x} + \beta x = 0
\]

models an unforced mechanical oscillator with dry friction \( \mu \text{sgn} \dot{x} \) (see [24]), where \( \alpha \dot{x} \) and \( \beta x \) denote respectively the viscous damping and restoring force. This system is also written as a linear Filippov system

\[
\begin{pmatrix}
    \dot{x} \\
    \dot{y}
\end{pmatrix} =
\begin{cases}
    \begin{pmatrix} 0 & 1 \\ -\beta - \mu & -\alpha \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} & \text{if } y > 0, \\
    \begin{pmatrix} 0 & 1 \\ -\beta + \mu & -\alpha \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} & \text{if } y < 0.
\end{cases}
\]

Thus, the investigation of linear Filippov systems is one of important topics in the field of nonsmooth dynamical systems.

Generally, a linear Filippov system of dimension 2 with a line of discontinuity is of form

\[
\begin{align*}
\dot{z} &= A^+ z + b^+ & \text{if } z \in \Sigma^+, \\
\dot{z} &= A^- z + b^- & \text{if } z \in \Sigma^-,
\end{align*}
\]

where \( z := (x, y)^T \in \mathbb{R}^2 \), \( \Sigma^+ := \{ z \in \mathbb{R}^2 : H(z) > 0 \} \), \( \Sigma^- := \{ z \in \mathbb{R}^2 : H(z) < 0 \} \),

\[
A^\pm := \begin{pmatrix} a_{11}^\pm & a_{12}^\pm \\ a_{21}^\pm & a_{22}^\pm \end{pmatrix} \in \mathbb{R}^{2 \times 2}, \quad b^\pm := \begin{pmatrix} b_1^\pm \\ b_2^\pm \end{pmatrix} \in \mathbb{R}^2.
\]

Here \( H(z) := c \cdot z + d, c = (c_1, c_2) \in \mathbb{R}^2 \setminus \{(0, 0)\}, d \in \mathbb{R} \). Let

\[
\Sigma := \{ z \in \mathbb{R}^2 : H(z) = 0 \}.
\]

Sometimes \( \Sigma \) is called the switching line or discontinuity line of system (1.1). For system (1.1), solutions without points in \( \Sigma \) are naturally determined by the vector filed \( A^+ z + b^+ \) or \( A^- z + b^- \). However, if a solution reaches \( \Sigma \) at a time, then a new rule must be adopted to define its evolution. A widely use method is the so-called Filippov convention (see [9, 29]). In particular, as seen in [29], \( \Sigma \) is divided into the crossing region

\[
\Sigma^c := \{ z \in \Sigma : (c \cdot (A^+ z + b^+))(c \cdot (A^- z + b^-)) > 0 \}
\]

and the sliding region

\[
\Sigma^s := \{ z \in \Sigma : (c \cdot (A^+ z + b^+))(c \cdot (A^- z + b^-)) \leq 0 \}.
\]

In addition,

\[
\Sigma^a := \{ z \in \Sigma^s : c \cdot (A^+ z + b^+) < 0, \ c \cdot (A^- z + b^-) > 0 \},
\]

\[
\Sigma^r := \{ z \in \Sigma^s : c \cdot (A^+ z + b^+) > 0, \ c \cdot (A^- z + b^-) < 0 \}
\]

are called attractive siding region and repulsive sliding region, respectively. In \( \Sigma^c \), both two vector fields are transversal to \( \Sigma \) and their normal components have same sign. Thus the solution passing through a point in \( \Sigma^c \) crosses \( \Sigma \) at the point. In \( \Sigma^s \), either their normal components
have opposite sign or at least one of them vanishes. In this case, there exists the so-called *sliding solution*, which is the flow of a differential equation

\[ \dot{z} = F^s(z) \quad \text{for} \quad z \in \Sigma^s. \]  

(1.2)

For \( z \in \Sigma^s \) satisfying \( c \cdot (A^- z + b^-) \neq c \cdot (A^+ z + b^+) \), \( F^s(z) \) is given by

\[ F^s(z) = \frac{c \cdot (A^- z + b^-)(A^+ z + b^+) - c \cdot (A^+ z + b^+)(A^- z + b^-)}{c \cdot (A^- z + b^-) - c \cdot (A^+ z + b^+)} \]  

(1.3)

However, for \( z \in \Sigma^s \) satisfying \( c \cdot (A^- z + b^-) = c \cdot (A^+ z + b^+) \), which termed as a singular sliding point, \( F^s(z) \) either is defined by extending (1.3) if an extension is possible or is defined by 0 (see [29]). Usually, \( F^s(z) \) is called the sliding vector field and its equilibria are called pseudo-equilibria of system (1.1). In conclusion, the solution of system (1.1) can be defined by concatenating the flows of \( A^+ z + b^+ \), \( A^- z + b^- \) and \( F^s(z) \). A precise description is given in [29, p.2160], where both forward and backward solutions are defined uniquely. Although that, the invertibility in the classical sense does not hold for system (1.1) because its orbits can overlap.

Besides, from [29] a point in the boundary of \( \Sigma^s \) is either a boundary equilibrium where one of the vector fields \( A^+ z + b^+ \) and \( A^- z + b^- \) vanishes, or a tangency point where \( A^+ z + b^+ \) and \( A^- z + b^- \) do not vanish and at least one of them is tangent to \( \Sigma \). Note that if a tangency point is of \( A^+ z + b^+ \) and \( A^- z + b^- \), then it is a singular sliding point. Moreover, a tangency point \( q \) of the vector field \( A^+ z + b^+ \) is visible (resp. invisible) if the orbit of \( A^+ z + b^+ \) passing through \( q \) at time \( t_q \) stays in \( \Sigma^+ \) (resp. \( \Sigma^- \)) for small \( |t - t_q| \). An equilibrium of \( A^+ z + b^+ \) is admissible (resp. virtual) if it lies in \( \Sigma^+ \) (resp. \( \Sigma^- \)). For the vector field \( A^- z + b^- \), the visibility of tangency points, the admissibility and virtuality of equilibria can be defined similarly.

According to [29], a periodic orbit lying entirely in \( \Sigma^+ \) or \( \Sigma^- \) is said to be a standard periodic orbit. Moreover, a periodic orbit is said to be a sliding periodic orbit if it has a sliding segment in \( \Sigma \), and crossing periodic orbit if it has only isolated points in \( \Sigma \). Notice that a sliding periodic orbit forward (resp. backward) in time can not be a periodic orbit backward (resp. forward) in time, because the invertibility in the classical sense does not hold for system (1.1) as indicated above.

The investigation of periodic orbits of system (1.1) can be traced back to 1930s (see [1]). When \( c_1 = 1, c_2 < 0, d = 0 \) and

\[ A^+ = A^- = \begin{pmatrix} 0 & 1 \\ 0 & -1 \end{pmatrix}, \quad b^+ = -b^- = \begin{pmatrix} 0 \\ -1 \end{pmatrix}, \]

the existence of crossing periodic orbits was proved in [1]. When \( c_1 = 1, d = 0 \) and

\[ A^+ = A^- = \begin{pmatrix} 0 & 1 \\ -a_1 & -2a_2 \end{pmatrix}, \quad b^+ = -b^- = \begin{pmatrix} 0 \\ -b_2 \end{pmatrix} \]

with positive \( a_1, a_2, b_2 \), it was proved in [5] that there exist (resp. exists no) asymptotically stable crossing periodic orbits if \( c_2 < 0 \) (resp. \( c_2 \geq 0 \)). As to sliding periodic orbits, the existence and number were researched under the condition \( A^+ = A^- \) and \( b^+ = -b^- \) in [14, 15, 30]. It was proved in [30] that (1.1) has no sliding periodic orbits if the two eigenvalues of \( A^+ \) are either real
or pure imaginary. The number of sliding periodic orbits and the number of crossing periodic orbits were proved to be at most 2 separately in [14] when \(0 < (\text{tr}(A^+))^2 < 4\det A^+\). Moreover, the number of crossing periodic orbits is at most 1 when there are two sliding periodic orbits. It was proved in [15] that (1.1) has no sliding periodic orbits and at most one crossing periodic orbit if \(\det A^+ < 0\).

By the transformation \(z \rightarrow B(z + \nu)\), switching line \(\Sigma\) can be transformed as \(y\)-axis, where \(\nu = (-d, 0)^\top\) and

\[
B = \begin{cases}
\left( \begin{array}{cc}
\frac{1}{c_1} & -\frac{c_2}{c_1} \\
0 & 1
\end{array} \right) & \text{if } c_1 \neq 0, \\
\left( \begin{array}{cc}
0 & 1 \\
1/c_2 & 0
\end{array} \right) & \text{if } c_1 = 0.
\end{cases}
\]

Thus, without loss of generality we always consider system (1.1) with \(y\)-axis as the switching line, i.e.,

\[
\begin{cases}
\dot{z} = A^+ z + b^+ & \text{if } x > 0, \\
\dot{z} = A^- z + b^- & \text{if } x < 0.
\end{cases}
\]

We say that system (1.4) is nondegenerate if \(A^\pm\) are both nondegenerate. Besides, \(\dot{z} = A^+ z + b^+\) (resp. \(\dot{z} = A^- z + b^-\)) is called the left system (resp. right system) of (1.4). For nondegenerate system (1.4), we denote the unique equilibrium of the left system (resp. right system) by \(E_L\) (resp. \(E_R\)).

Since standard periodic orbits of system (1.4) appear only when either \(E_L\) or \(E_R\) is a center, it is trivial to study standard periodic orbits. Thus, in this paper we consider the crossing periodic orbits and sliding ones of system (1.4). When system (1.4) satisfies

\[
A^\pm = \left( \begin{array}{c}
0 \\
\pm a_1^\pm \\
a_2^\pm
\end{array} \right), \quad a_1^+ > 0, \quad b^+ = -b^- = \left( \begin{array}{c}
b_1 \\
-b_2
\end{array} \right),
\]

it was proved in [31] that the numbers of sliding periodic orbits and crossing ones are 0 and at least 1 respectively if \(|2b_2 + (a_2^+ + a_2^-)b_1|/|a_2^+ - a_2^-| > |b_1|\). In recent years, many researchers are interested in the maximum number of crossing periodic orbits of system (1.4). In 2010, it was conjectured in [18] that system (1.4) has at most two crossing periodic orbits. A negative answer to this conjecture was given in 2012 by an example with three crossing periodic orbits in [19] and lately more systems with three crossing periodic orbits were found in [6, 7, 11, 12, 19, 23, 25, 26, 27]. But the maximal number of crossing periodic orbits of (1.4) is still unknown. More results on crossing periodic orbits refer to [10, 20, 21, 28, 32, 33]. On the other hand, for system (1.4) we lack the information about sliding periodic orbits and an interesting problem is what is the maximum number of sliding periodic orbits and their configuration. Another interesting problem is what about the coexistence of sliding periodic orbits and crossing ones.

Motivated by these interesting problems, in this paper we study the number and configuration of sliding periodic orbits of system (1.4), the coexistence of sliding periodic orbits and crossing ones. As introduced above, these problems have been researched in [14, 15, 30] when \(A^+ = A^-\) and \(b^+ = -b^-\). Therefore, in present paper we consider the more general system (1.4). The following theorems are our main results.

4
Theorem 1.1. The number of sliding periodic orbits for nondegenerate system (1.4) is at most 2. In particular,

(i) if (1.4) has a unique sliding periodic orbit, then the configuration of this orbit is one of Figure 1(a)-(d) in the sense of $\Sigma$-equivalence and time reversing;

(ii) if (1.4) has exactly 2 sliding periodic orbits, then the configuration of these two orbits is one of Figure 2(a)-(c) in the sense of $\Sigma$-equivalence and time reversing.

For nondegenerate system (1.4), we give the number and configuration of sliding periodic orbits in Theorem 1.1. The existence of all configurations for sliding periodic orbits are shown by examples in Section 4.

Two Filippov systems are $\Sigma$-equivalent \cite{16, Definition 2.20} if there exists an orientation preserving homeomorphism that maps the orbits and switching boundaries of the first system onto orbits and switching boundaries of the second one. Therefore, Theorem 1.1 means that by an orientation preserving homeomorphism and time reversing(if necessary), system (1.4) with one (resp. two) sliding periodic orbit can be changed into a system of form (1.4) having one (resp. two) sliding periodic orbit shown in one of Figure 1(a)-(d) (resp. Figure 2(a)-(c)).

Note that system (1.4) with a sliding periodic orbit shown in Figure 1(c) is not structurally stable and undergoes the so-called simple sliding bifurcation (see \cite{29}) under perturbation, i.e.,
the sliding periodic orbit shown in Figure 1(c) is replaced by a sliding periodic orbit shown in Figure 1(b) or Figure 1(d).

In order to study the total number of periodic orbits, we give the following theorems on the coexistence of sliding periodic orbits and crossing ones.

**Theorem 1.2.** For system (1.4), the following statements hold.

(i) If (1.4) has two sliding periodic orbits shown in Figure 2(a), then there exist no crossing periodic orbits.

(ii) If (1.4) has either two sliding periodic orbits shown in one of Figure 2(b)(c) or a unique sliding periodic orbit shown in one of Figure 1(c)(d), then there exists a unique crossing periodic orbit, which is unstable.

(iii) There exists a system of form (1.4) having one sliding periodic orbit shown in Figure 1(a) and two crossing periodic orbits.

(iv) There exists a system of form (1.4) having one sliding periodic orbit shown in Figure 1(b) and two crossing periodic orbits.

This paper is organized as follows. In Section 2, after introducing a canonical form of system (1.4) which captures the sliding periodic orbits and crossing ones, we provide the proof of Theorem 1.1. In Section 3, we give the proof of Theorem 1.2. Lastly, some concluding remarks are given in Section 4 to end this paper.

## 2 Proof of Theorem 1.1

In order to prove Theorem 1.1, we give some lemmas in the following.

**Lemma 2.1.** Assume that \((x(t), y(t))^T\) is the unique solution of the Cauchy problem

\[
egin{pmatrix}
  \dot{x} \\
  \dot{y}
\end{pmatrix} = \begin{pmatrix}
  a_{11} & a_{12} \\
  a_{21} & a_{22}
\end{pmatrix} \begin{pmatrix}
  x \\
  y
\end{pmatrix} + \begin{pmatrix}
  b_1 \\
  b_2
\end{pmatrix}
\]

with \((x(0), y(0))^T = (0, -b_1/a_{12})^T\), where \(a_{12} \neq 0, a_{11}a_{22} - a_{12}a_{21} \neq 0, b_2a_{12} - a_{22}b_1 \neq 0\).

(i) There exists a \(t_0 \neq 0\) such that \(x(t_0) = 0, y(t_0) = -b_1/a_{12}\) if and only if the unique equilibrium of (2.1) is a center;

(ii) There exists a \(t_0 > 0\) (resp. < 0) such that \(x(t_0) = 0, y(t_0) \neq -b_1/a_{12}\) if and only if the unique equilibrium of (2.1) is an unstable (resp. a stable) focus.

The proof of Lemma 2.1 is elementary and it is neglected.

**Lemma 2.2.** If nondegenerate system (1.4) has a sliding periodic orbit \(\psi\), then \(a_{12}^+ b_1^- \neq a_{12}^- b_1^+\) and at least one of \(E_L\) and \(E_R\) is an admissible focus. Additionally, the admissible focus is unstable (resp. stable) when \(\psi \cap \Sigma^s = \emptyset\) (resp. \(\psi \cap \Sigma^u = \emptyset\)).
Proof. Suppose that \( a_{12}^+ b_1^- = a_{12}^- b_1^+ \). Since \( \psi \) is a sliding periodic orbit of (1.4), \( \Sigma^a \cup \Sigma^r \neq \emptyset \) by the definition of sliding periodic orbit given in Section 1. Thus we get either \( a_{12}^+ = a_{12}^- = 0 \), \( b_1^+ b_1^- < 0 \) or \( a_{12}^+ a_{12}^- < 0 \) by the definitions of \( \Sigma^a \) and \( \Sigma^r \). In the former case, \( \Sigma = \Sigma^a \) for \( b_1^+ < 0 \) and \( \Sigma = \Sigma^r \) for \( b_1^+ > 0 \), while in the latter case, \( \Sigma \) consists of \( \Sigma^a \), \( \Sigma^r \) and a singular sliding point. On the other hand, as introduced in Section 1, we adopt the definition of solutions proposed in [29]. Thus any orbit reaching \( \Sigma \) at a time stays in \( \Sigma \) forever for \( \Sigma = \Sigma^a \), which contradicts that \( \psi \) is a sliding periodic orbit. Hence, \( a_{12}^+ b_1^- \neq a_{12}^- b_1^+ \) and then there exist no singular sliding points, provided the existence of sliding periodic orbits. Furthermore, \( \psi \) cannot slide simultaneously on \( \Sigma^a \) and \( \Sigma^r \). Otherwise, the sliding orbit of \( \psi \) must be from \( \Sigma^a \) (resp. \( \Sigma^r \)) to \( \Sigma^r \) (resp. \( \Sigma^a \)) after going through a singular sliding point by the linearity of the left and right systems.

In the case that \( \psi \cap \Sigma^r = \emptyset \), i.e., \( \psi \) slides only on a segment of \( \Sigma^a \), \( \psi \) either leaves \( \Sigma \) at a visible tangency point of the left system and enters into \( \Sigma^- \) or leaves \( \Sigma \) at a visible tangency point of the right system and enters into \( \Sigma^+ \) as \( t \) increases. Without loss of generality, we assume that \( \psi \) leaves \( \Sigma \) at a visible tangency point \( q \) of the left system and enters into \( \Sigma^- \). Associated with the definition of tangency point given in Section 1, \( b_1^- = 0 \) if \( a_{12}^- = 0 \) and, in such case, \( \Sigma^a = \emptyset \). Thus, \( a_{12}^- \neq 0 \). Clearly, \( q \) lies at \( 0, -b_1^- a_{12}^- \). Due to the sliding motion, \( \psi \) reaches \( \Sigma \) again at a different point \( p \) from \( q \) after a finite time. Let the ordinate of \( p \) be \( (0, \alpha_0)^\top \), where \( \alpha_0 \) is a constant different from \( -b_1^- a_{12}^- \). Thus, there exists a \( t_0 > 0 \) such that the solution \( (x(t), y(t))^\top \) of the left system of (1.4) with \( (x(0), y(0))^\top = (0, -b_1^- a_{12}^-) \) satisfies \( x(t_0) = 0 \), \( y(t_0) = \alpha_0 \). By (ii) of Lemma 2.1, equilibrium \( E_L \) in (1.4) is an unstable focus. Denote the region surrounded by \( \Sigma \) and the orbit from \( q \) to \( p \) in the left plane by \( \Xi \). For the left system, in \( \Xi \) there exists an equilibrium by the Poincaré-Bendixson Theorem (see [17], p. 54). Thus, \( E_L \) is admissible by the definition of admissible equilibrium given in Section 1.

In the case that \( \psi \cap \Sigma^a = \emptyset \), i.e., \( \psi \) slides only on a segment of \( \Sigma^r \), by time reversing \( \psi \) becomes a sliding periodic orbit sliding only on \( \Sigma^r \). Moreover, the stabilities of \( E_L \) and \( E_R \) change but, the type and admissibility of these two equilibria do not change. Associated with the result given in last paragraph, at least one of \( E_L \) and \( E_R \) is a stable admissible focus. \( \square \)

Due to many parameters, it is necessary to reduce system (1.4) to a canonical form with less parameters. A celebrated result is [10, Proposition 3.1], where a canonical form with only 7 parameters and capturing crossing periodic orbits is obtained. However, as indicated in that paper, the obtained canonical form cannot capture sliding periodic orbits, because the used change of variables is only continuous. Therefore, based on our purpose, we present a new canonical form that is \( \Sigma \)-equivalent to system (1.4) in the following Lemma 2.3. This means that a crossing (resp. sliding) periodic orbit of system (1.4) is transformed into a crossing (resp. sliding) periodic orbit of the canonical form, vice versa.

**Lemma 2.3.** If \( a_{12}^+ b_1^- \neq a_{12}^- b_1^+ \) and at least one of \( E_L \) and \( E_R \) is an admissible focus, then nondegenerate system (1.4) is \( \Sigma \)-equivalent to the canonical form

\[
\begin{align*}
\dot{z} &= \begin{pmatrix} 2\alpha & 1 \\ -1 - \alpha^2 & 0 \end{pmatrix} z + \begin{pmatrix} 0 \\ \beta \end{pmatrix} \quad \text{if } x > 0, \\
\dot{z} &= \begin{pmatrix} \gamma_1 & \delta \\ \gamma_2 & \gamma_3 \end{pmatrix} z + \begin{pmatrix} \eta \\ \rho \end{pmatrix} \quad \text{if } x < 0
\end{align*}
\]

(2.2)
with $\alpha \neq 0, \beta > 0, \eta \neq 0$. Additionally, $\alpha > 0$ (resp. $\alpha < 0$) if this admissible focus is unstable (resp. stable).

Proof. Since the right system and the left one exchange under the transformation $x \to -x$, we assume that $E_R$ is an admissible focus. Consequently, $a_{12}^+ \neq 0$.

By the change

$$z \to \begin{pmatrix} 1 & 0 \\ a_{22}/a_{12}^+ & a_{12}^+ \end{pmatrix} \begin{pmatrix} 0 \\ -b_1^-/a_{12}^+ \end{pmatrix},$$

system (2.4) is transformed into

$$\begin{cases} \dot{z} = \begin{pmatrix} A_{11} & (a_{12}^+)^2 \\ 0 & B \end{pmatrix} z + \begin{pmatrix} 0 \\ B \end{pmatrix} & \text{if } x > 0, \\ \dot{z} = \begin{pmatrix} C_{11} & a_{12}^- a_{12}^- \\ C_{21} & C_{22} \end{pmatrix} z + \begin{pmatrix} D_1 \\ D_2 \end{pmatrix} & \text{if } x < 0, \end{cases}$$

and

$$A_{11} = a_{11}^+ + a_{22}^+, \quad A_{21} = \frac{a_{11}^- a_{21}^- - a_{11}^+ a_{22}^+}{(a_{12}^+)^2}, \quad B = \frac{a_{12}^- b_2^- - a_{22}^- b_1^-}{(a_{12}^+)^2},$$

$$C_{11} = \frac{a_{11}^- a_{12}^- + a_{12}^+ a_{22}^+}{a_{12}^+}, \quad C_{22} = \frac{a_{12}^+ a_{22}^- - a_{22}^+ a_{12}^+}{a_{12}^+}, \quad D_1 = \frac{a_{12}^- b_1^- - a_{12}^+ b_1^-}{a_{12}^+},$$

$$C_{21} = \frac{a_{12}^+ a_{21}^- + a_{22}^+ a_{22}^- - a_{22}^+ C_{11}}{a_{12}^+}, \quad D_2 = \frac{a_{12}^- b_2^- - a_{22}^+ b_1^- - b_1^+ C_{22}}{a_{12}^+}.$$
where \( \gamma_1 = uC_{11}/w, \ \gamma_2 = uC_{21}/w^2, \ \gamma_3 = uC_{22}/w, \ \rho = uD_2/w \) and
\[
\begin{align*}
\alpha &= A_{11}/(2w(a_{12}^+)^2), \\
\beta &= B/(w(a_{12}^+)^2), \\
\eta &= uD_1, \\
m &= \text{sgn} \{A_{11}^2 + 4A_{21}(a_{12}^+)^2\}.
\end{align*}
\]

Since \( E_R \) of (1.4) is an admissible focus, we get
\[
(a_{11}^+ + a_{22}^+) \neq 0, \quad a_{12}^+ b_2^+ - a_{22}^+ b_1^+ > 0, \\
(a_{11}^+ + a_{22}^+)^2 + 4(a_{12}^+ a_{21}^+ - a_{11}^+ a_{22}^+) < 0.
\]  
(2.9)

It follows from (2.5), (2.8) and (2.9) that \( \alpha \neq 0, \ m = -1, \ \beta > 0, \ \eta \neq 0 \) in system (2.7). That is, system (1.4) is \( \Sigma \)-equivalent to system (2.2) under the given conditions.

By the definition of tangency point given in Section 1, it is easy to see that the right system of (2.2) has a unique tangency point \( T_R := (0, 0)^\top \) but its left system may have zero or one tangency point depending on the signs of parameters \( \delta \) and \( \eta \). In order to make the components of switching line \( \Sigma \) clear for system (2.2), we give all possibilities in Figure 3 by the signs of \( \delta \) and \( \eta \). We remark that in Figure 3 the arrows (resp. broken arrows) in the right hand plane

Figure 3: Components of switching line \( \Sigma \) of system (2.2)
denote the directions of vector fields on $\Sigma$ of the right (resp. left) system, and the arrows (resp. broken arrows) in the left hand plane denote the directions of vector fields on $\Sigma$ of the left (resp. right) system. Here $T_L$ denotes a tangency point of the left system.

Having these lemmas, we give the proof of Theorem 1.1 in the following.

**Proof of Theorem 1.1.** For nondegenerate system (1.4), we first prove that the configuration of a sliding periodic orbit $\psi$ is one of Figure 1(a)-(d) in the sense of $\Sigma$-equivalence and time reversing. In fact, from the first paragraph in the proof of Lemma 2.2, $\psi$ cannot slide simultaneously on $\Sigma_s^a$ and $\Sigma_s^r$. Moreover, by an appropriate transformation of forms $(x,y,t) \rightarrow (\pm x, \pm y, \pm t)$, we always can assume that $\psi$ slides on a segment of $\Sigma_s^a$ and the part in the right plane is as shown in Figure 4. That is, $\psi$ leaves $\Sigma_s^a$ at the visible tangency point $T_R$ of the right system of (1.4) and reaches again $\Sigma$ at a point $T_0$ lying below $T_R$ from $\Sigma^+$ as $t$ increases. Since (1.4) has a sliding periodic orbit, it can be $\Sigma$-equivalently written as system (2.2) by Lemmas 2.2 and 2.3. In system (2.2), we denote the sliding periodic orbit corresponding to $\psi$ by $\tilde{\psi}$. We claim that the part of $\tilde{\psi}$ in the right plane is also as shown in Figure 4. In fact, from the forms of transformations in the proof of Lemma 2.3 we only need to check $a_{12}^+ > 0$ in (2.3). Clearly, the tangency point $T_R$ of the right system of (1.4) lies at $(0, -b_1^+/a_{12}^+)$. Since the part of $\psi$ in the right plane is as shown in Figure 4, equilibrium $E_R$ of (1.4) is an unstable admissible focus and $\dot{y}|_{T_R} = (-b_1^+/a_{12}^+)a_{22}^+ + b_2^+ > 0$. Associated with the coordinate of $E_R$, we get $a_{12}^+b_2^+ - a_{22}^+b_1^+ > 0$, implying $a_{12}^+ > 0$. Thus, the part of $\tilde{\psi}$ in the right plane is also as shown in Figure 4.

It is easy to check that the component of $\Sigma$ cannot be one of Figure 3(a)(c)(e) because $\tilde{\psi}$ in the right plane is as shown in Figure 4. So we only consider that the component of $\Sigma$ is one of Figure 3(b)(d)(f). When the component of $\Sigma$ is one of Figure 3(b)(d), we get $T_0 \in \Sigma_s^a$. Thus $\tilde{\psi}$ slides from $T_0$ to $T_R$ along $\Sigma_s^a$ by the periodicity of $\tilde{\psi}$, i.e., $\tilde{\psi}$ forms the configuration shown in Figure 1(a). When the component of $\Sigma$ is Figure 3(f), either $T_0 \in \Sigma^c$ or $T_0 \in \Sigma_s^a$ or $T_0 = T_L$. Thus $\tilde{\psi}$ either crosses $\Sigma$ at $T_0$ or slides from $T_0$ along $\Sigma_s^a$. If $\tilde{\psi}$ crosses $\Sigma$ at $T_0$, then $\tilde{\psi}$ is as shown in Figure 1(b) when $T_0 \in \Sigma^c$ and as shown in Figure 1(c) when $T_0 = T_L$. If $\tilde{\psi}$ slides from $T_0$ along $\Sigma_s^a$, then it is as shown in Figure 1(a) when the sliding direction is upward and as shown in either Figure 1(d) or Figure 5 when the sliding direction is downward. Therefore, the configuration of $\tilde{\psi}$ must be one of Figure 1(a)-(d) and Figure 5. Because all transformations we used are time reversing and diffeomorphism keeping $y$-axis as switching line, the configuration of any sliding periodic orbit $\psi$ of (1.4) is one of Figure 1(a)-(d) and Figure 5 in the sense of $\Sigma$-equivalence and time reversing. On the other hand, it is easy to observe that Figure 5 is
equivalent to Figure 1(c) under the change \((x,y,t) \rightarrow (-x,-y,t)\). Thus, the configuration of any sliding periodic orbit \(\psi\) of (1.4) is one of Figure 1(a)-(d) in the sense of \(\Sigma\)-equivalence and time reversing.

\[\psi\]

![Figure 5: Configuration of one sliding periodic orbit](image)

From the above two paragraphs, we immediately obtain conclusion (i) if \(\psi\) is a unique sliding periodic orbit of system (1.4).

Now we assume that system (1.4) has at least two sliding periodic orbits. Let \(\psi, \phi\) be two different ones among them. By the first two paragraphs of this proof, we assume that \(\psi, \phi\) of system (1.4) correspond to \(\tilde{\psi}, \tilde{\phi}\) of system (2.2) and \(\tilde{\psi}\) has configuration shown in one of Figure 1(a)-(d) and Figure 5. As in the second paragraph of this proof, the component of \(\Sigma\) is one of Figure 3(b)(d)(f). It is easy to observe that there exists a unique sliding periodic orbit if the component of \(\Sigma\) is of form Figure 3(b). Thus the component of \(\Sigma\) is one of Figure 3(d)(f).

\[\tilde{\psi}\]

![Figure 6: Configuration of two sliding periodic orbits](image)

If the component of \(\Sigma\) is of Figure 3(d), we find that \(\tilde{\psi}\) must be the configuration of Figure 1(a) and \(\tilde{\phi}\) slides on \(\Sigma_s\). Thus we get the configuration of \(\tilde{\psi}\) and \(\tilde{\phi}\) as shown in Figure 2(a). If the component of \(\Sigma\) is of Figure 3(f), as in the second paragraph of this proof, \(\tilde{\psi}\) is of either one of Figure 1(a)-(d) or Figure 5. We get the configuration of \(\tilde{\psi}\) and \(\tilde{\phi}\) as shown in Figure 2(b)(c) when \(\tilde{\psi}\) is of Figure 1(a), as shown in Figure 6 when \(\tilde{\psi}\) is of Figure 1(b). However, \(\tilde{\psi}\) is a unique sliding periodic orbit when it is either Figure 1(c) or Figure 1(d) or Figure 5. Thus all possible configurations of \(\tilde{\psi}\) and \(\tilde{\phi}\) of system (2.2) are as shown in Figure 2(a)-(c) and Figure 6. This means that the configuration of any two sliding periodic orbits \(\psi, \phi\) of system (1.4) is one of Figure 2(a)-(c) and Figure 6 in the sense of \(\Sigma\)-equivalence and time reversing. On the other hand, it is easy to observe that Figure 6 is equivalent to Figure 2(c) under the change \((x,y,t) \rightarrow (-x,-y,t)\). Therefore, the configuration of \(\psi, \phi\) of (1.4) is one of Figure 2(a)-(c)
in the sense of Σ-equivalence and time reversing, i.e., conclusion (ii) holds.

From the definition of sliding periodic orbits, any such orbit must pass through $T_L$ or $T_R$. Associated with the configurations of $\psi$ and $\phi$ obtained in the above, we get that $2$ is the maximum number of sliding periodic orbits and the proof is completed. □

3 Proof of Theorem 1.2

The purpose of this section is to give the proof of Theorem 1.2. For brevity, we define $\tau := \gamma_1 + \gamma_3$ and $\Delta := \gamma_1 \gamma_3 - \gamma_2$ in the following. To this end, we need some preliminaries. Assume that the eight parameters $\alpha, \beta, \delta, \eta, \rho, \gamma_1, \gamma_2, \gamma_3$ in system (2.2) satisfy

$$\begin{align*}
\alpha > 0, & \quad \beta > 0, & \quad \eta > 0, & \quad \rho - \gamma_3 \eta < 0, \\
\delta = 1, & \quad \gamma_1 = \gamma_3, & \quad \tau > 0, & \quad \tau^2 < 4\Delta. \tag{3.1}
\end{align*}$$

It is easy to check that for the left system in (2.2) the unique equilibrium lies at

$$\left(\overline{x}, \overline{y}\right)^\top := \left(\frac{\rho - \gamma_3 \eta}{\Delta}, \frac{\eta \gamma_2 - \rho \gamma_1}{\Delta}\right)^\top$$

and is an unstable focus, and $(0, -\eta)^\top$ is the tangency point. All orbits in a small neighborhood of this equilibrium rotate clockwise. Note that $\overline{x} < 0$ because $\rho - \gamma_3 \eta < 0$ and $\Delta > 0$ by (3.1). By straightforward computations, we get the solution satisfying $(x(0), y(0))^\top = (0, y_0)^\top$ of the left system

$$\begin{align*}
\begin{pmatrix}
x(t) \\
y(t)
\end{pmatrix} = e^{\gamma_3 t} \begin{pmatrix}
-x \cos \nu t + \frac{1}{\nu} (y_0 - \overline{y}) \sin \nu t \\
-\gamma_2 \overline{x} \sin \nu t + (y_0 - \overline{y}) \cos \nu t
\end{pmatrix} + \begin{pmatrix}
\overline{x} \\
\overline{y}
\end{pmatrix}, \tag{3.2}
\end{align*}$$

where $\nu := \sqrt{|\gamma_2|}$. Let $t^-$ be the minimum time for the orbit of (2.2) from $(0, y_0)^\top$ to intersect $y$-axis, where $y_0 \leq -\eta$. Clearly, $\nu t^- \in (\pi, 2\pi]$ because of the linearity of (2.2). By (3.2) we get

$$\begin{align*}
y_0 &= \overline{y} + \frac{\left(\cos \nu t^- - e^{\gamma_3 t^-}\right) \nu}{\sin \nu t^-} \\
y(t^-) &= e^{\gamma_3 t^-} \left(-\frac{\gamma_2 \overline{x}}{\nu} \sin \nu t^- + (y_0 - \overline{y}) \cos \nu t^-\right) + \overline{y} \\
&= -\eta + \frac{\nu (\rho - \gamma_3 \eta)}{\Delta} \frac{\varphi_-(t^-)}{\sin \nu t^-} e^{\gamma_3 t^-}, \tag{3.3}
\end{align*}$$

where

$$\varphi_\pm(t^-) = 1 - e^{\pm \gamma_3 t^-} (\cos \nu t^- \mp \frac{\gamma_3}{\nu} \sin \nu t^-).$$

Obviously, $t^- = \hat{t}^-$ when $y_0 = -\eta$, where $\hat{t}^- \in (\pi/\nu, 2\pi/\nu]$ and satisfies $\varphi_+(\hat{t}^-) = 0$ by the first equality in (3.3). It is easy to prove the uniqueness of $t^-$ by the expression of $\varphi_+(t^-)$. Thus, for $y_0 \leq -\eta$ we get $t^- \in (\pi/\nu, \hat{t}^-]$. Define a left Poincaré map

$$P_L : \{y \in \mathbb{R} : y \leq -\eta\} \to \{y \in \mathbb{R} : y \geq \eta\}$$
\( y_0 \mapsto y(t^-) \),

where \( y_\eta \) is the \( y \)-coordinate of the first intersection point between \( y \)-axis and the orbit of \([2,2]\) from \((0, -\eta)^\top\). Using \([3,3]\), we have the reverse \( P_L^{-1} \) of \( P_L \) for \( y \geq y_\eta \) in parametric form

\[
\begin{align*}
y &= -\eta + \frac{\nu (\rho - \gamma_3 \eta)}{\Delta} \varphi_-(t^-) e^{\gamma_3 t^-} , \\
P_L^{-1}(y) &= -\eta - \frac{\nu (\rho - \gamma_3 \eta)}{\Delta} \varphi_+(t^-) e^{-\gamma_3 t^-} ,
\end{align*}
\]

(3.4)

where \( t^- \in (\pi/\nu, \hat{t}^-] \).

For the right system in \([2,2]\), it is easy to check that the unique equilibrium is an unstable admissible focus and \((0,0)^\top\) is the tangency point. All orbits in a small neighborhood of this equilibrium rotate clockwise. Similarly to the left system, for the right system we can define the right Poincaré map \( P_R \) and express it in the parametric form as

\[
\begin{align*}
y &= -\beta_1 + \alpha_2 e^{-\alpha t} + \psi_\pm (t^+) \\
P_R(y) &= \beta_1 + \alpha_2 e^{\alpha t} - \psi_\pm (t^+)
\end{align*}
\]

(3.5)

for \( y \geq 0 \), where \( t^+ \in (\pi, \hat{t}^+] \) and

\[
\psi_\pm (t^+) := 1 - e^{\pm \alpha t} (\cos t^+ \mp \alpha \sin t^+) .
\]

Here \( \hat{t}^+ \in (\pi, 2\pi] \) is unique and satisfies \( \psi_+ (\hat{t}^+) = 0 \).

In the following lemma, we give some properties of \( P_L^{-1}(y) \) and \( P_R(y) \).

**Lemma 3.1.** Assume that condition \([3,1]\) holds.

(i) For \( y > y_\eta \), we have \( P_L^{-1}(y) < -\eta \) and

\[
\lim_{y \to +\infty} \frac{dP_L^{-1}(y)}{dy} = -e^{-\frac{2\pi}{\nu}}, \quad \frac{d^2P_L^{-1}(y)}{dy^2} > 0.
\]

(3.6)

(ii) For \( y > 0 \), we have \( P_R(y) < 0 \) and

\[
\lim_{y \to +\infty} \frac{dP_R(y)}{dy} = -e^{\alpha \pi}, \quad \frac{d^2P_R(y)}{dy^2} < 0.
\]

(3.7)

Notice that the above partial results can also be obtained in a different canonical form of system \([1,1]\) (see \([10, 12]\)). However, for convenience and completeness we still present it here in our canonical form and give a short proof.

**Proof.** The first part of conclusion (i) follows directly the definition of \( P_L^{-1} \) given in \([3,4]\). By the parametric form of \( P_L^{-1} \) given in \([3,4]\) we get

\[
\begin{align*}
\frac{dy}{dt^-} &= -\frac{\nu (P_L^{-1}(y) + \eta)}{\sin \nu t^-} e^{\gamma_3 t^-} , \\
\frac{dP_L^{-1}(y)}{dt^-} &= -\frac{\nu (y + \eta)}{\sin \nu t^-} e^{-\gamma_3 t^-} .
\end{align*}
\]

(3.8)
Then
\[
\frac{dP_L^{-1}(y)}{dy} = \frac{y + \eta}{P_L^{-1}(y) + \eta} e^{-2\gamma_3 t^-}. \tag{3.9}
\]

Since the orbits of the left system in (2.2) rotate at a steady speed surrounding the left equilibrium, \( t^- \to \pi/\nu \) as \( y \to +\infty \). Thus, by (3.9) and the decreasing of \( P_L^{-1}(y) \) we have the first equality in (3.6). Further, using (3.9) we obtain
\[
\frac{d^2 P_L^{-1}(y)}{dy^2} (P_L^{-1}(y) + \eta) + \left( \frac{dP_L^{-1}(y)}{dy} \right)^2 = e^{-2\gamma_3 t^-} - \frac{2\gamma_3 (y + \eta) e^{-2\gamma_3 t^-}}{dy/dt^-}. \tag{3.10}
\]

By (3.4), (3.8) and (3.10) we get
\[
\frac{d^2 P_L^{-1}(y)}{dy^2} = \left( 1 - 2\gamma_3 (y + \eta) \frac{dy}{dy^-} \right) - \left( \frac{y + \eta}{P_L^{-1}(y) + \eta} \right)^2 e^{-2\gamma_3 t^-} \frac{e^{-2\gamma_3 t^-}}{(P_L^{-1}(y) + \eta)^3} \\
= \left( P_L^{-1}(y) + \eta \right)^2 \left( 1 - 2\gamma_3 \frac{y + \eta}{dy/dt^-} \right) - (y + \eta)^2 e^{-2\gamma_3 t^-} \frac{e^{-2\gamma_3 t^-}}{(P_L^{-1}(y) + \eta)^3} \\
= \left( \varphi_2^2 (t^-) \right) \left( 1 - 2\gamma_3 \varphi_2^2 (t^-) \sin \nu t^- \right) - \varphi_2^2 (t^-) e^{2\gamma_3 t^-} \frac{\nu^2 \pi^2}{(\sin \nu t^-)^2} \frac{e^{-4\gamma_3 t^-}}{(P_L^{-1}(y) + \eta)^3} \\
= -2\pi^2 \Delta \left( \sin \gamma_3 t^- - \frac{\gamma_3}{\nu} \sin \nu t^- \right) \frac{e^{-3\gamma_3 t^-}}{(P_L^{-1}(y) + \eta)^3} \\
= -\frac{2(\rho - \gamma_3 \eta)^2 \sin \gamma_3 t^- - 2\frac{\gamma_3}{\nu} \sin \nu t^-}{\Delta} e^{-3\gamma_3 t^-}.
\]

As indicated in [10],
\[
\text{sign} \left( \sin \gamma_3 t^- - \frac{\gamma_3}{\nu} \sin \nu t^- \right) = \text{sign} \gamma_3 > 0.
\]

Note that \( \Delta > 0 \) as shown below (3.1). This means
\[
\frac{d^2 P_L^{-1}(y)}{dy^2} > 0.
\]

The proof of conclusion (i) is finished.

The first part of conclusion (ii) is obvious because of the definition of \( P_R \) given in (3.5). In order to prove the second part of (ii), similarly to \( P_L^{-1} \) we firstly get
\[
\frac{dP_R(y)}{dy} = \frac{y}{P_R(y)} e^{2\alpha t^+}, \quad \frac{d^2 P_R(y)}{dy^2} = \frac{2\beta^2}{1 + \alpha^2} \frac{\sin \alpha t^+ - \alpha \sin t^+}{(P_R(y))^3} e^{3\alpha t^+}. \tag{3.11}
\]

Then we get (3.7) for \( P_R(y) \) as we do for \( P_L^{-1}(y) \) in last paragraph.

Having these preliminaries, we give the proof of Theorem 1.2.

**Proof of Theorem 1.2** If system (1.4) has a sliding periodic orbit, then it is \( \Sigma \)-equivalent to (2.2) by Lemmas 2.2, 2.3 and the definition of \( \Sigma \)-equivalence given below the Theorem 1.1. Thus we only need to prove Theorem 1.2 for system (2.2).
If system (2.2) has two sliding periodic orbits shown in Figure 2(a), switching line \( \Sigma \) of (2.2) is as Figure 3(d). From Figure 3(d) we observe that the direction of the vector field on \( \Sigma^c \) is always rightward. Thus (2.2) has no crossing periodic orbits. The conclusion (i) of this theorem is proved.

If system (2.2) has two sliding periodic orbits shown in one of Figure 2(b)(c), switching line \( \Sigma \) of (2.2) is as Figure 3(f), implying
\[
\delta = 1, \quad \eta > 0.
\]
Moreover, we observe that both equilibria \( E_L \) and \( E_R \) are unstable admissible foci in Figure 2(b)(c). Thus\[
\alpha > 0, \quad \beta > 0, \quad \tau > 0, \quad \tau^2 - 4\Delta < 0, \quad \rho - \gamma_3\eta < 0
\]
in system (2.2), where \( \tau = \gamma_1 + \gamma_3 \) and \( \Delta = \gamma_1\gamma_3 - \gamma_2 \). We claim that system (2.2) with (3.12) and (3.13) has exactly one crossing periodic orbit. In fact, by the continuous transformation
\[
z \rightarrow \begin{cases} 
\left(\begin{array}{c} 1 \\
0 \\
1 \\
\kappa \\
1 \\
\end{array}\right) z & \text{if } x \geq 0, \\
\left(\begin{array}{c} 1 \\
0 \\
1 \\
\kappa \\
1 \\
\end{array}\right) z & \text{if } x < 0
\end{cases}
\]
with \( \kappa = (\gamma_3 - \gamma_1)/2 \), we can always assume that system (2.2) satisfies \( \gamma_1 = \gamma_3 \), (3.12) and (3.13), i.e., condition (3.1). Therefore, we can equivalently prove that system (2.2) with (3.1) has exactly one crossing periodic orbit. Let \( D(y) := P_L^{-1}(y) - P_R(y) \) for all \( y \geq y^* := \max\{y_R, 0\} \). Then the number of crossing periodic orbits of (2.2) equals to the number of zeros of \( D(y) \). Observing Figure 2(b)(c), we get \( D(y^*) < 0 \). On the other hand, by Lemma 3.1 we get
\[
\lim_{y \to +\infty} D'(y) = \lim_{y \to +\infty} \frac{dP_L^{-1}(y)}{dy} - \lim_{y \to +\infty} \frac{dP_R(y)}{dy} = e^{\alpha \pi} - e^{-\gamma_3\pi} > 0
\]
and \( D''(y) > 0 \). The former implies \( D(y) \to +\infty (y \to +\infty) \), from which we obtain the existence of an unstable crossing periodic orbit, while the latter implies that system (2.2) with (3.1) has exactly one crossing periodic orbit. Finally, if it has two sliding periodic orbits shown in one of Figure 2(b)(c), system (2.2) has exactly one crossing periodic orbit, which is unstable.

If system (2.2) has a unique sliding periodic orbit shown in one of Figure 4(c)(d), the conditions (3.12) and (3.13) still hold. Moreover, we can similarly consider system (2.2) with (3.1) and prove that \( D(y^*) < 0, D(y) \to +\infty (y \to +\infty) \) and \( D''(y) > 0 \). Thus (2.2) has also exactly one crossing periodic orbit, which is unstable. Associate with the last paragraph, the conclusion (ii) of this theorem is proved.

To prove conclusion (iii), let us consider \( \alpha > 0, \beta = \delta = \eta = 1, \gamma_1 = -\gamma_2 = 2, \gamma_3 = 0, \rho < 0 \) in system (2.2), i.e.,
\[
\begin{align*}
\dot{z} &= \begin{pmatrix} 2\alpha \\ -1 - \alpha^2 \\ 0 \\ 0 \\ 1 \end{pmatrix} z + \begin{pmatrix} 0 \\ 1 \end{pmatrix} \quad \text{if } x > 0, \\
\dot{z} &= \begin{pmatrix} 2 \\ -2 \\ -\alpha^2 \end{pmatrix} z + \begin{pmatrix} 1 \\ \rho \end{pmatrix} \quad \text{if } x < 0.
\end{align*}
\]
We claim that there exist a sufficiently small $\epsilon_1 > 0$ and a function $\rho_c(\alpha) < 0$ such that system (3.14) has two crossing periodic orbits $\Psi^0, \Gamma_{CC}$ and one sliding periodic orbit $\Phi$ which is as Figure 4(a) if $0 < \alpha < \epsilon_1$ and $\rho = \rho_c(\alpha)$ (see Figure 4(b)). In fact, we have tangency points $T_L = (0, -1)^T$, $T_R = (0, 0)^T$ and switching line $\Sigma$ is as Figure 3(f). Thus, by (1.2) and (1.3), the sliding vector field is $(0, (1 - \rho)y + 1)^T$ on $\Sigma^a = \{(0, y)^T : -1 < y < 0\}$. This implies that (3.14) has a unique pseudo-equilibrium at $(0, 1/(\rho - 1))^T$ and the direction of the sliding vector field is upward (resp. downward) for $y > 1/(\rho - 1)$ (resp. $y < 1/(\rho - 1)$).

On one hand, since $E_R = (1/(\alpha^2 + 1), -2\alpha/(\alpha^2 + 1))^T$ is an unstable admissible focus, $T_R$ is visible and the orbit of the right system starting from $T_R$ will reach again $\Sigma$ from the right half plane. Denote the reaching point by $(0, y_1(\alpha))^T$, by (3.5) we have $y_1(\alpha) = e^{\alpha t^+} \sin \hat{t}^+$. Clearly, $y_1(\alpha) \to 0^-$ as $\alpha \to 0^+$ because $\hat{t}^+ \to 2\pi$ as $\alpha \to 0^+$. When $\alpha$ is sufficiently small, $y_1(\alpha) > -1$, which implies that there exists a point $(0, y_2(\alpha))^T$ such that the orbit of the right system starting from it will reach again $\Sigma$ at $T_L$. By the form of the right system, $y_2(\alpha) \to 1$ as $\alpha \to 0^+$. On the other hand, since $E_L = (\rho/2, -\rho - 1)^T$ is also an unstable admissible focus, $T_L$ is visible and the orbit of the left system starting from $T_L$ will reach again $\Sigma$ from the left half plane. Denote the reaching point by $(0, y_3(\rho))^T$. By (3.3) we get $y_3(\rho) = -1 + \rho \sin \hat{t}^- e^{\hat{t}^-}$, where $\hat{t}^- \in (\pi, 2\pi)$ satisfies $\phi_+(\hat{t}^-) = 0$ and is a constant independent of $\rho$. Clearly, $y_3(\hat{\rho}) = 1$, where $\hat{\rho} := 2/(\sin \hat{t}^- e^{\hat{t}^-})$, and the unique pseudo-equilibrium lies at $(0, 1/(\hat{\rho} - 1))^T$ when $\rho = \hat{\rho}$. By the continuities of $y_1(\alpha), y_2(\alpha), y_3(\rho)$, there exist a sufficiently small $\epsilon_1 > 0$ and a constant $\rho_c(\alpha)$ near $\hat{\rho}$ such that $y_3(\rho_c(\alpha)) = y_2(\alpha), y_1(\alpha)$ lies in a sufficiently small neighborhood of $0$ and the unique pseudo-equilibrium lies in a sufficiently small neighborhood of $(0, 1/(\hat{\rho} - 1))^T$ for all $\alpha \in (0, \epsilon_1)$. That is, we have two periodic orbits $\Phi$ and $\Gamma_{CC}$ as shown in Figure 4(b).

Now we prove the existence of periodic orbit $\Psi^0$ as shown in Figure 4(b) when $\rho = \rho_c(\alpha)$. It is easy to check that (3.14) satisfies conditions (3.12) and (3.13). A similar analysis to the third paragraph shows that $D(y) \to +\infty(y \to +\infty)$ and $D''(y) > 0$. By a straight computation, we get $D(y_3(\rho_c(\alpha))) = 0$. When $y \to y_3(\rho_c(\alpha))$, $dP_L^{-1}(y)/dy$ and $dP_R(y)/dy$ converge to $-\infty$ and a finite constant by (3.9) and (3.11). So $D'(y) \to -\infty$ as $y \to y_3(\rho_c(\alpha))$, which implies $D(y) < 0$ for $y > y_3(\rho_c(\alpha))$ sufficiently close to $y_3(\rho_c(\alpha))$. By Zero Point Theorem (3.14) has a crossing periodic orbit $\Psi^0$ which is different from $\Gamma_{CC}$ if $0 < \alpha < \epsilon_1$ and $\rho = \rho_c(\alpha)$. According to the last paragraph, the claim is proved and then conclusion (iii) holds.
To prove conclusion (iv), let us consider \( \alpha = \beta = \delta = 1, \gamma_1 < -2, \gamma_2 = -1 - \gamma_1^2/4, \gamma_3 = 0, \eta > 0, \rho = (4 + \gamma_1^2)(e^{2\pi} - 1)/8 \) in system (2.22), i.e.,

\[
\begin{align*}
\dot{z} &= \begin{pmatrix} 2 & 1 \\ -2 & 0 \end{pmatrix} z + \begin{pmatrix} 0 \\ 1 \end{pmatrix} \quad \text{if } x > 0, \\
\dot{z} &= \begin{pmatrix} \gamma_1 & 1 \\ -1 - \gamma_1^2 & 0 \end{pmatrix} z + \begin{pmatrix} (4+\gamma_1^2)\eta e^{2\pi} \\ 0 \end{pmatrix} \quad \text{if } x < 0.
\end{align*}
\tag{3.15}
\]

We claim that there exist two sufficiently small constants \( \epsilon_3 > 0, \epsilon_4 > 0 \) and a function \( \eta_0(\gamma_1) \) such that system (3.15) has two crossing periodic orbits \( \Phi, \Psi \) and one sliding periodic orbit \( \Gamma_S \) which is as Figure 1(b) if \(-2 - \epsilon_3 < \gamma_1 < -2 \) and \( \eta(\gamma_1) < \eta < \eta_0(\gamma_1) + \epsilon_4 \) (see Figure 8(c)).

In fact, by the change \((x, y, t) \rightarrow (-x, -y, -t)\) system (3.15) can be rewritten as

\[
\begin{align*}
\dot{z} &= \begin{pmatrix} -\gamma_1 & -1 \\ 1 + \gamma_1^2 & 0 \end{pmatrix} z + \begin{pmatrix} (4+\gamma_1^2)\eta e^{2\pi} \\ 0 \end{pmatrix} \quad \text{if } x > 0, \\
\dot{z} &= \begin{pmatrix} -2 & -1 \\ 2 & 0 \end{pmatrix} z + \begin{pmatrix} 0 \\ 1 \end{pmatrix} \quad \text{if } x < 0.
\end{align*}
\tag{3.16}
\]

It is easy to check that (3.16) satisfies conditions of [12] Theorem 5(ii)], from which there exist a sufficiently small \( \epsilon_3 > 0 \) and a function \( \eta_0(\gamma_1) \) such that (3.16) has two structurally stable crossing periodic orbits \( \Phi^0, \Psi^0 \) and a critical crossing periodic orbit \( \Gamma_{CC} \) if \(-2 - \epsilon_3 < \gamma_1 < -2 \) and \( \eta = \eta_0(\gamma_1) \). So we obtain Figure 8(b), where \( \Gamma_{CC}, \Phi^0, \Psi^0 \) correspond to \( \Gamma_{CC}, \Phi^0, \Psi^0 \) under transformation \((x, y, t) \rightarrow (-x, -y, -t)\). Since \( \Gamma_{CC} \) is structurally unstable, the crossing-sliding bifurcation happens when \( \eta \) varies near \( \eta_0(\gamma_1) \). By [12] Theorem 5(ii)] again, there exists a sufficiently small \( \epsilon_4 > 0 \) such that the critical crossing periodic orbit \( \Gamma_{CC} \) becomes a structurally stable crossing periodic orbit \( \Gamma_C \) if \(-2 - \epsilon_3 < \gamma_1 < -2 \) and \( \eta(\gamma_1) - \epsilon_4 < \eta < \eta_0(\gamma_1) \), a sliding periodic orbit \( \Gamma_S \) which can be transformed into Figure 1(b) if \(-2 - \epsilon_3 < \gamma_1 < -2 \) and \( \eta(\gamma_1) < \eta < \eta_0(\gamma_1) + \epsilon_4 \). Since \( \Phi^0, \Psi^0 \) are structurally stable, we obtain Figure 8(c) if \( \eta(\gamma_1) < \eta < \eta_0(\gamma_1) + \epsilon_4 \). Hence, this claim is proved and then conclusion (iv) holds.

In the following, we give some remarks on Theorem 1.2.

Considering conclusion (ii), we know that system (1.4) has two admissible foci under given conditions. Thus the uniqueness of crossing periodic orbits is obtained for some parameter
regions in the case of two admissible foci. For system (1.4) of focus-focus type, we also notice that some sufficient conditions for the uniqueness of crossing periodic orbits are given in [10, 12], but [10] is for the case of zero admissible foci and [12] is for the case of one admissible focus.

Considering conclusion (iii), from its proof we obtain that the inner crossing periodic orbit \( \Gamma_{CC} \) is stable and the outer one \( \Psi^0 \) is unstable. On the other hand, note that \( \Gamma_{CC} \) in Figure 7(b) is structurally unstable and the so-called crossing-sliding bifurcation (see [13, 29]) happens when \( \rho \) varies near \( \rho_c(\alpha) \). In other word, there exists sufficiently small \( \epsilon_2 > 0 \) such that the critical crossing periodic orbit \( \Gamma_{CC} \) disappears and a new sliding periodic orbit \( \Gamma_S \) appears if \( \rho_c(\alpha) < \rho < \rho_c(\alpha) + \epsilon_2 \), a new crossing periodic orbit \( \Gamma_C \) appears if \( \rho_c(\alpha) - \epsilon_2 < \rho < \rho_c(\alpha) \). Therefore, we obtain Figure 7(a) for the former and Figure 7(c) for the latter due to the structural stability of \( \Psi^0 \) and \( \Phi \). Besides, we observe that in Figure 7(a) there are two sliding periodic orbits which can be transformed into Figure 2(c). Thus (3.14) with \( 0 < \alpha < \epsilon_1, \rho_c(\alpha) < \rho < \rho_c(\alpha) + \epsilon_2 \) can be regarded as an example to show the existence of Figure 2(c).

Considering conclusion (iv), from its proof we obtain the stability of \( \Phi^+ \) and \( \Psi^+ \). In particular, the inner crossing periodic orbit \( \Phi^+ \) is unstable and the outer one \( \Psi^+ \) is stable.

4 Concluding remarks

In this paper, for discontinuous piecewise linear system (1.4) we study the number and configuration of sliding periodic orbits, the coexistence of sliding periodic orbits and crossing ones. In this section, we give some concluding remarks to end this paper. For brevity, we denote the numbers of crossing periodic orbits and sliding periodic orbits by \( N_C \) and \( N_S \), respectively.

In Section 2, we prove that \( N_S \in \{0, 1, 2\} \) in Theorem 1.1. Moreover, we prove that in the sense of \( \Sigma \)-equivalence and time reversing, the configuration of any sliding periodic orbit is one of these four configurations shown in Figure 1 and the configuration of coexistent sliding periodic orbits is one of these three configurations shown in Figure 2. Thus, in the cases of \( N_S = 1 \) and \( N_S = 2 \), we show all configurations of sliding periodic orbits in Figures 1 and 2, respectively. In order to show the existence of all possible configurations given in Figures 1 and 2 in the following we take some examples for each configuration. Let \( \beta_0 := -1/(e^{t^*} \sin t^*) \) and \( t^* \in (\pi, 2\pi) \) to satisfy \( \cos t^* - \sin t^* - e^{-t^*} = 0 \). Then system (2.2) has a unique sliding periodic orbit as Figure 1(a)-(d) when

(1) \( 0 < \alpha \ll 1, \beta = \gamma_1 = \gamma_2 = \gamma_3 = \eta = \rho = 1, \delta = 0 \),
(2) \( \alpha = \delta = \eta = -\gamma_2 = 1, \gamma_1 = \gamma_3 = \rho = 0, \beta_0 < \beta < 2\beta_0 \),
(3) \( \alpha = \delta = \eta = 1, \gamma_1 = -\gamma_2 = 2, \gamma_3 = 0, \beta = \beta_0, 0 < \rho + \beta_0 \ll 1 \),
(4) \( \alpha = \delta = \eta = 1, \gamma_1 = -\gamma_2 = 2, \gamma_3 = 0, -1 \ll \beta - \beta_0 < 0, 0 < \rho + \beta_0 \ll 1 \),

respectively. System (2.2) has two sliding periodic orbits as Figure 2(a)-(c) when

(5) \( \alpha = \beta = -\delta = \eta = \rho = 1, -\gamma_1 = \gamma_2 = 2, \gamma_3 = 0 \),
(6) \( 0 < \alpha \ll 1, \beta = \delta = \eta = -\rho = 1, \gamma_1 = 2\alpha, \gamma_2 = -1 - \alpha^2, \gamma_3 = 0 \),
(7) \( 0 < \alpha < \epsilon_1, \beta = \delta = \eta = 1, \gamma_1 = -\gamma_2 = 2, \gamma_3 = 0, \rho_c(\alpha) < \rho < \rho_c(\alpha) + \epsilon_2 \),

respectively. Here \( \epsilon_1, \epsilon_2, \rho_c(\alpha) \) are given in the proof of conclusion (iii) of Theorem 1.2. We omit the analysis of these examples because they are similar to the analysis of system (3.14).
In Section 3, we study the relationship of \( N_S \) and \( N_C \). Here we summarize the type of \( (N_C, N_S) \) in the case \( N_C + N_S > 0 \). Let \( T_{C-S} \) be the set of all types of \( (N_C, N_S) \) in the case \( N_C + N_S > 0 \). We claim that

\[
\{(0, 1), (1, 1), (2, 1), (0, 2), (1, 2)\} \subseteq T_{C-S}.
\]

(4.1)

In fact, the reachability of types \((0, 2), (1, 1), (1, 2), (2, 1)\) can be obtained directly from Theorem 1.2. In example (1), system (2.2) has a sliding periodic orbit, but it has no crossing periodic orbits because the switching line \( \Sigma \) is as shown in Figure 3(b). This implies the reachability of type \((0, 1)\). Thus, (4.1) holds.

In many works, the research on the number of periodic orbits of (1.4) only focus on the maximum number of crossing periodic orbits. Moreover, 3 is the best result as in \([6, 7, 11, 12, 19, 23, 25, 26, 27]\). We have checked in all published articles obtaining three crossing periodic orbits that there exist no sliding periodic orbits when there are three crossing periodic orbits. Thus, 3 is also the best result on the maximum number of isolated periodic orbits in this sense. However, our result provides another viewpoint to obtain three isolate periodic orbits. That is, three isolate periodic orbits can consist of either two crossing periodic orbits and one sliding periodic orbit or one crossing periodic orbit and two sliding periodic orbits from (4.1).

By Theorem 1.2, the number of crossing periodic orbits is at most 1 when either \( N_S = 2 \) or \( N_S = 1 \) and the unique sliding periodic orbit is as Figure 1(c)(d). In order to obtain more crossing periodic orbits, we only need to consider either \( N_S = 0 \) or \( N_S = 1 \) and the unique sliding periodic orbit is as Figure 1(a)(b). By (4.1), we get that the maximum number of crossing periodic orbits is at least 2 when the latter holds.
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