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Abstract—We derive a monotonicity property for general, transient flows of a commodity transferred throughout a network, where the flow is characterized by density and mass flux dynamics on the edges with density continuity and mass balance conditions at the nodes. The dynamics on each edge are represented by a general system of partial differential equations that approximates subsonic compressible fluid flow with energy dissipation. The transferred commodity may be injected or withdrawn at any of the nodes, and is propelled throughout the network by nodally located compressors. These compressors are controllable actuators that provide a means to manipulate flows through the network, which we therefore consider as a control system. A canonical problem requires compressor control protocols to be chosen such that time-varying nodal commodity withdrawal profiles are delivered and the density remains within strict limits while an economic or operational cost objective is optimized. In this manuscript, we consider the situation where each nodal commodity withdrawal profile is uncertain, but is bounded within known maximum and minimum time-dependent limits. We introduce the monotone parameterized control system property, and prove that general dynamic dissipative network flows possess this characteristic under certain conditions. This property facilitates very efficient formulation of optimal control problems for such systems in which the solutions must be robust with respect to commodity withholding uncertainty. We discuss several applications in which such control problems arise and where monotonicity enables simplified characterization of system behavior.

I. INTRODUCTION

The optimal allocation of commodity flows over networks has been studied from theoretical and computational perspectives since the early work of Ford and Fulkerson, which focused on maximal utilization of capacity and minimization of economic cost in the steady state [1], [2]. Subsequent algorithms are prominent in operations research, with particular importance for transportation problems [3], which may involve commodities such as vehicles [4], [5], [6], fluids [7], [8], energy [9], and information [10], [11].

The difficulty of network flow problems is amplified when the flows are unbalanced, i.e., when commodity inflows at origins and outflows at destinations are time-dependent [12]. Such situations arise in air traffic flow [4], telecommunications networks [11], and other flow problems that require dynamic modeling and control design [13], [6]. The number of constraints and decision variables increases by a factor directly related to the temporal complexity of commodity inflows and outflows. The dynamics are then characterized by systems of ordinary or partial differential equations (ODEs or PDEs), which represent fluid flow or the aggregated motion of discrete particles. In this context, optimization requires incorporating differential constraints rather than purely algebraic ones, for example in vehicle traffic [14] and natural gas pipeline flows [15].

A further challenge to computational tractability for applications arises through the presence of uncertainty in the volume and timing of the variable commodity inflows and outflows. It is desirable for control or routing policies to be feasible for any instance under such uncertainty [6], and the notion of robust optimization has been applied to create solutions in the discrete case using global information [16], [17]. In the case of continuous dynamic flows, uncertainty in constant or time-varying functional system parameters, e.g., network inflows and outflows, requires a continuum of constraints to ensure feasibility of the optimization solution. The challenge then becomes to show that feasibility for a finite number of appropriate scenarios will guarantee feasibility for an entire such uncountable ensemble of constraints.

A recent approach to control uncertain network flows sidesteps the need for global optimization over a possibly non-convex landscape by examining stability and robustness of distributed routing solutions [18], [19]. The methodology in these studies was enabled by demonstrating that the dynamics in question were monotone control systems [20], [6], [21]. Such so-called cooperative systems, which possess monotonicity with respect to certain input variables, were investigated in the context of ordinary differential equation theory [22], [23], [24], [25]. Recently, monotonicity properties were found to facilitate analysis of chemical reaction networks, power systems, and turbulent jet flows [26], [27], and propagation of order properties for stochastic systems have been proposed [28]. Monotonicity has also recently been established for steady-state commodity flows on networks in order to enable efficient algorithms for robust optimization of natural gas systems under uncertainty [29].

In this manuscript, we derive monotonicity properties for a class of actuated dynamic flows described by PDEs coupled at the boundaries in a network structure. Under certain conditions, we show that commodity density anywhere in the network can only increase monotonically when any commodity injection is increased. We first produce an ODE system by spatial discretization of the flow network using lumped elements. The resulting model is described as a parameterized control system, to which we apply the standard Kamke conditions [22], [25] in order to establish monotonicity with respect to parameter functions. We also present conditions on local feedback policies that maintain monotonicity, and describe how robust optimal control problems for monotone systems can be compactly formulated.

The manuscript is organized as follows. In Section II we formulate a class of actuated commodity flows through
dissipative transport networks as a system of PDEs over a collection of domains that form a graph when coupled by Kirchhoff-Neumann boundary conditions. Section III describes a lumped-element spatial discretization of the continuum dynamics, in which the network is refined and nodal density dynamics are obtained. Section IV establishes monotonicity of the nodal dynamics by applying well-known monotone systems results. In Section V we discuss the applications to monotonicity-preserving local feedback control and robust optimal control, and conclude with Section VI.

II. Dynamic Dissipative Flows on Networks

We consider a network with flows of a compressible fluid commodity through pipelines that are connected at junctions where the fluid can be compressed into a pipe, or withdrawn from or injected into the system. This network is represented as an oriented weighted graph \( \Gamma = (V, E, \lambda) \) where \( V \) is the set of vertices and \( E \subset V \times V \) is the set of directed edges \((i, j) \in E\) that connect the nodes \(i, j \in V\). The incoming neighborhood of \(i \in V\) is denoted by \( \partial_+ i = \{ j \in V \mid (j, i) \in E \} \) and its outgoing neighborhood is denoted by \( \partial_- i = \{ j \in V \mid (i, j) \in E \} \). Every edge \((i, j) \in E \) is associated with a spatial dimension on the interval \(I_{ij} = [0, L_{ij}]\), where \( L_{ij} = \lambda(i, j) \) and \( \lambda : E \rightarrow \mathbb{R}_+ \) (where \( \mathbb{R}_+ = \{ x \in \mathbb{R} : x \geq 0 \} \)) defines the graph edge weights corresponding to pipe lengths. We let \( V = |V| \) and \( E = |E| \) denote the number of nodes and of edges, respectively.

The instantaneous state within each edge \((i, j) \in E\) is characterized by space-time dependent mass flux \( \phi_{ij} : [0, T] \times I_{ij} \rightarrow \mathbb{R} \) and density \( \rho_{ij} : [0, T] \times I_{ij} \rightarrow \mathbb{R}_+ \) functions. By convention, \( \phi_{ij}(t, x_{ij}) = \lambda \lambda_x \phi_{ij}(t, L_{ij} - x_{ij}) \). In addition, every node \(i \in V\) is associated with a time-dependent internal nodal density \( \rho_i(t) : [0, T] \rightarrow \mathbb{R}_+ \) and is subject to a time-dependent mass flux injection \( q_i : [0, T] \rightarrow \mathbb{R} \).

We define a convention where \(q_i\) is positive when the commodity is injected into the network at node \(i \in V\), and is negative when the commodity is withdrawn.

We suppose that the density and mass flux dynamics on the edge \((i, j) \in E\) evolve according to the generalized dissipative distributed relations

\[
\partial_t \rho_{ij}(t, x_{ij}) + \partial_x \phi_{ij}(t, x_{ij}) = 0 \tag{1}
\]

\[
\phi_{ij}(t, x_{ij}) + f(q_i(t, \rho_{ij}(t, x_{ij}), \partial_x \rho_{ij}(t, x_{ij}))) = 0, \tag{2}
\]

which are called the continuity and dissipation equations.

We define a set of controllable nodal actuators \( C \subset E \times \{+, -\} \), where \((i, j) \equiv \{(i, j), +\} \in C \) denotes a controller located at node \(i \in V\) that augments the density of the commodity that flows into edge \((i, j) \in E\) in the positive direction, while \((j, i) \equiv \{(i, j), -\} \in C \) denotes a controller located at node \(j \in V\) that augments density into edge \((i, j) \in E\) in the negative direction. Compression is then modeled as a multiplicative ratio \( \alpha_{ij} : [0, T] \rightarrow \mathbb{R}_+ \) for \( \{(i, j), +\} \in C \) and \( \overline{\alpha}_{ij} : [0, T] \rightarrow \mathbb{R}_+ \) for \( \{(i, j), -\} \in C \).

Next, we establish nodal relations that characterize the boundary conditions for the flow dynamics (1)-(2) on each edge of the network. For this purpose, we define

\[
\rho_{ij}(t) \triangleq \rho_{ij}(t, 0), \quad \overline{\rho}_{ij}(t) \triangleq \rho_{ij}(t, L_{ij}), \tag{3}
\]

\[
\overline{\omega}_{ij}(t) \triangleq \omega_{ij}(t, 0), \quad \overline{\omega}_{ij}(t) \triangleq \omega_{ij}(t, L_{ij}), \tag{4}
\]

and \( \overline{\varphi}_{ij}(t) \triangleq \varphi_{ij}(t, \frac{1}{2}L_{ij}) \) in order to simplify notation. At each vertex \(i \in V\) the mass flux and density values at the endpoints of adjoining edges must satisfy certain compatibility conditions. First, a Kirchhoff-Neumann property of mass conservation is ensured through nodal continuity equations

\[
q_i(t) + \sum_{j \in \partial_+ i} \Phi_{ij} - \sum_{k \in \partial_- i} \Phi_{ik} = 0, \quad \forall j \in V. \tag{5}
\]

In addition, compatibility conditions for densities may involve jump discontinuities in space due to compression actuators, and are of the form

\[
\rho_{ij}(0, x) = \rho_{ij}^0(x), \quad \varphi_{ij}(0, x) = \varphi_{ij}^0(x), \quad \forall (i, j) \in E, \tag{6}
\]

where \( \alpha_{ij} \) and \( \overline{\alpha}_{ij} \) are positive compression ratios that represent actuation at the initial \((i \in V)\) and endpoint \((j \in V)\) vertex of each edge \((i, j) \in E\). The variables \( \rho_i \) are auxiliary variables that denote internal nodal density values. The above compatibility conditions are visualized in Figure 1. The instantaneous state of the system at time \(t = 0\) can be specified by initial density profiles of the form

\[
\rho_i(0, x) = \rho_i^0(x), \quad \varphi_i(0, x) = \varphi_i^0(x), \quad \forall (i, j) \in E. \tag{7}
\]

Remark 1: We suppose for some \( k \in \mathbb{N} \) that \( \rho_{ij}^0, \varphi_{ij}^0 \in C^k([0, L_{ij}]) \), that (5) and (6) hold at \( t = 0 \), that the actuator functions satisfy \( \alpha_{ij}, \overline{\alpha}_{ij} \in C^k([0, T]) \) for \((i, j) \in E\), and that injection functions satisfy \( q_i \in C^k([0, T]) \) for \( i \in V \). It is assumed that the dynamics characterized by (1)-(2) with the initial conditions (7) admit a unique classical solution on the interval \([0, T]\) under the above conditions.

III. Nodal Density Dynamics on Refined Network

We use a lumped element approximation to characterize edge dynamics (1) and (2), with nodal conditions (5) and (6) and subject to injection profiles \( q_i(t) \), which approximately defines the state on the network in terms of nodal densities \( \rho_i(t) \). Our approach is to add enough nodes to the network so that density and flow are nearly uniform on any given segment. In particular, we obtain dynamic equations where the state is represented by the vector of nodal densities \( \rho = (\rho_1, \ldots, \rho_N) \). We begin with the following definition.

Definition 1 (Spatial Graph Refinement): The refinement \( \tilde{G}_c = (\tilde{V}_c, \tilde{E}_c, \lambda_c) \) of a weighted oriented graph \( G = (V, E, \lambda) \)
Spatial graph refinement preserves the network structure represented by the graph, and can finely discretize the coupled one-dimensional domains on which the network dynamics (1)-(2) with (5)-(6) evolve. For $\varepsilon \ll \min_{i,j \in \mathcal{E}} L_{ij}$, the lengths in $\mathcal{E}^\ast$ are nearly uniform and very close to $\varepsilon$.

Remark 2: Spatial graph refinement preserves the network structure represented by the graph, and can finely discretize the coupled one-dimensional domains on which the network dynamics (1)-(2) with (5)-(6) evolve. For $\varepsilon \ll \min_{i,j \in \mathcal{E}} L_{ij}$, the lengths in $\mathcal{E}^\ast$ are nearly uniform and very close to $\varepsilon$.

Remark 3: We assume that $\varepsilon$ is small enough that the relative difference of density and flux at the start and end of each new edge $(i, j) \in \mathcal{E}^\ast$ is small. Specifically,

$$\frac{\varepsilon L_{\mu(ij)}}{\varepsilon + L_{\mu(ij)}} < \Delta_{ij}, \quad \forall t \ (9)$$

for the transient regime of interest. In other words, $\varepsilon$ is sufficiently small so that the relative density difference between neighboring nodes is very small at all times.

Consider an actuated flow network with a spatial graph refinement $\mathcal{G}_\ast$, with $V_{\ast} = |\mathcal{E}_\ast|$ nodes and $E_{\ast} = |\mathcal{E}_\ast|$ edges of approximate length $\varepsilon$. Figure 2 illustrates an example joint (left) and pipe (right). The variable $q_j$ denotes an injection into the network at node $j$, and $\Omega_{ij}$ and $\Omega_{jk}$ are sub-elements corresponding to halves of incoming and outgoing edges $(i, j)$ and $(j, k)$ in $\mathcal{E}^\ast$. The flow at the midpoint of an edge is denoted $\varphi_{ij} = \phi_{ij}(t, \hat{L}_{ij}/2)$. The densities $\rho_{ij}$ and $\bar{\rho}_{ij}$ at the ends of the edge $(i, j) \in \mathcal{E}$ are related to the nodal densities $\rho_i$ and $\rho_j$ by Equation (6), as described in Section III.

First, we approximate the rate of change of mass within the nodal element by summing the integrals of mass flux gradient on each adjoining pipe segment. That is,

$$\sum_{i \in \partial_j} \int_{\Omega_{ij}} \partial_x \phi_{ij}(t, x_{ij}) + \sum_{k \in \partial_j} \int_{\Omega_{jk}} \partial_x \phi_{jk}(t, x_{jk}) \ (10)$$

$$= \sum_{i \in \partial_j} (\phi_{ij} - \varphi_{ij}) + \sum_{k \in \partial_j} (\varphi_{jk} - \phi_{jk}) \ (11)$$

$$= \sum_{k \in \partial_j} \varphi_{jk} - \sum_{i \in \partial_j} \varphi_{ij} - q_j, \quad (12)$$

where the last step is due to the nodal balance condition (5).

Next, applying mass conservation (1) to (10) results in

$$\sum_{i \in \partial_j} \int_{\Omega_{ij}} \partial_x \phi_{ij}(t, x_{ij}) + \sum_{k \in \partial_j} \int_{\Omega_{jk}} \partial_x \phi_{jk}(t, x_{jk}) \ (13)$$

$$= - \sum_{i \in \partial_j} \int_{\Omega_{ij}} \partial_t \rho_{ij}(t, x_{ij}) - \sum_{k \in \partial_j} \int_{\Omega_{jk}} \partial_t \rho_{jk}(t, x_{jk}) \ (14)$$

$$\approx - \sum_{i \in \partial_j} \varepsilon \frac{\partial t}{\partial j} + \varepsilon \sum_{k \in \partial_j} \frac{\partial t}{\partial k} \ (15)$$

$$= - \sum_{i \in \partial_j} \frac{\varepsilon}{2} (\partial_t \rho_{ij} + \alpha_j \rho_j) - \sum_{k \in \partial_j} \frac{\varepsilon}{2} (\partial_t \rho_{jk} + \alpha_j \rho_j) \ (16)$$

$$= - \frac{\varepsilon}{2} (\partial_t \rho_j + \alpha_j \rho_j), \quad (17)$$

where $\alpha_j$ denotes aggregated actuation at node $j \in \mathcal{V}_\ast$.

The approximation in (15) is made by assuming sufficient network refinement (9), and the nodal density relations (6) are substituted into (15) to obtain (16). We have established equality of (12) and (17), so solving for $\rho_j$ yields the discretized nodal mass conservation dynamics

$$\dot{\rho}_j = \frac{2}{\varepsilon \alpha_j} \left[ \sum_{i \in \partial_j} \varphi_{ij} - \sum_{k \in \partial_j} \varphi_{jk} + q_j \right] - \frac{\alpha_j}{\alpha_j} \ho_j, \quad \forall j \in \mathcal{V}_\ast. \ (19)$$

The units on both sides of (19) are equal, e.g. $kg/m^3/s$.

Next, we approximate the dissipation equation (2) by evaluating the spatial gradient with a finite difference

$$\partial_x \rho_{ij}(t, x_{ij}) \approx \frac{1}{\varepsilon} (\bar{\rho}_{ij} - \rho_{ij}) = \frac{1}{\varepsilon} (\bar{\varphi}_{ij} \rho_j - \bar{\varphi}_{ij} \rho_i), \quad (20)$$

accounting for endpoint actuators as shown at right in Figure 2. Applying (20) to approximate (2) at nodes yields

$$\varphi_{ij} = -f_{\mu(ij)} \left( t, \alpha_{ij} \rho_j, \frac{1}{\varepsilon} \left[ (\bar{\varphi}_{ij} \rho_j - \bar{\varphi}_{ij} \rho_i) \right] \right), \quad \forall i \in \partial_j, \quad (21)$$

$$\varphi_{jk} = -f_{\mu(jk)} \left( t, \alpha_{jk} \rho_j, \frac{1}{\varepsilon} \left[ (\bar{\varphi}_{jk} \rho_k - \bar{\varphi}_{jk} \rho_j) \right] \right), \quad \forall k \in \partial_j, \quad (22)$$

where $(i, j)$ and $(j, k)$ are used for incoming and outgoing edges at node $j$, respectively. The density $\bar{\varphi}_{ij} \rho_j$ (resp. $\bar{\varphi}_{jk} \rho_j$) is used in the second argument of $f_{\mu(ij)}$ (resp. $f_{\mu(jk)}$), rather than an average of that and $\alpha_{ij} \rho_i$ (resp. $\alpha_{jk} \rho_k$), because of the assumption in (9). Substituting (21-22) into (19) produces the purely nodal dynamics

$$\dot{\rho}_j = \frac{2}{\varepsilon \alpha_j} \sum_{k \in \partial_j} f_{\mu(jk)} \left( t, \alpha_{jk} \rho_j, \frac{1}{\varepsilon} \left[ (\bar{\varphi}_{jk} \rho_k - \bar{\varphi}_{jk} \rho_j) \right] \right)$$

$$- \frac{2}{\varepsilon \alpha_j} \sum_{i \in \partial_j} f_{\mu(ij)} \left( t, \alpha_{ij} \rho_j, \frac{1}{\varepsilon} \left[ (\bar{\varphi}_{ij} \rho_j - \bar{\varphi}_{ij} \rho_i) \right] \right)$$

$$+ \frac{2}{\varepsilon \alpha_j} q_j - \frac{\alpha_j}{\alpha_j} \ho_j, \quad \forall j \in \mathcal{V}_\ast. \ (23)$$
Remark 4: Regularity Assumptions. First, we note that the ODE system (23) is defined on the nodes $\mathcal{V}_\varepsilon$ of the $\varepsilon$-refined graph $\mathcal{G}_\varepsilon$. We assume that this discretization scheme for the PDE system defined by (1)–(2) with (5)–(6) is convergent and stable in the sense of a method of lines (MOL) solution. That is, the distance between solutions to (23) and the classical solution to the PDE system at locations corresponding to refined network nodes will converge point-wise as $\varepsilon \to 0$.

We derive nodal density dynamics to enable investigation of monotonicity properties of the network flow PDE system with respect to a finite collection of parameter functions $q_i$. We propose that if the assumptions of Remarks 1 and 2 hold, then such monotonicity properties derived for the ODE system will hold for the PDE system. In this paper, we do not attempt to prove well-posedness, regularity, and convergence of the approximation. Instead our intention is to derive a property assuming that such conditions hold, and which can be used for simplification of otherwise intractable optimal control problems subject to parameter uncertainty. More specifically, we demonstrate a monotonicity property of the spatially discretized nodal ODE dynamics (23), and which is sufficient for efficient formulation of the associated robust optimal control problem, as described in Section IV.

Definition 2 (Parameterized control system): Consider

$$\dot{x} = g(x, u, p), \quad x(0) = y \quad (24)$$

with state $x(t) \in \mathcal{X} \subset \mathbb{R}^n$, control vector $u(t) \in \mathcal{U} \subset \mathbb{R}^m$, and parameter vector $p(t) \in \mathcal{P} \subset \mathbb{R}^q$ where $g$ is Lipschitz continuous and $\mathcal{X}$, $\mathcal{U}$, and $\mathcal{P}$ are closed and convex.

Definition 3 (Monotone parameterized control system): The control system (24) is monotone parameterized with respect to $p(t)$ if, for all $t \geq 0$, $y_1, y_2 \in \mathcal{X}$, $u(t) : (0, \infty) \to \mathcal{U}$, and piecewise-continuous functions $p_1(t), p_2(t) : (0, \infty) \to \mathcal{P}$, the orderings $y_1 \leq y_2$ and $p_1(s) \leq p_2(s) \quad \forall s \in [0, t]$ imply that $x_1(t) \leq x_2(t)$. Here the inequalities for vectors are meant componentwise (i.e., $y \leq z$ means that $y_i \leq z_i$ for all $i = 1, \ldots, n$) and $x_i(t)$, for $i = 1, 2$, stands for the solution to (24) with initial condition $y_j$, control input $u(t)$, and parameter vector $p_j(t)$.

Definition 4: Non-negative matrix. A square matrix $B \in \mathbb{R}^{n \times n}$ is called non-negative if all its entries are non-negative. Metzler matrix. A square matrix $A \in \mathbb{R}^{n \times n}$ is called Metzler if all its off-diagonal entries are non-negative, i.e., $A_{ij} \geq 0$ for all $i \neq j \in \{1, \ldots, n\}$.

The main result in this section depends on the following well-known monotone dynamical systems theorem.

Theorem 1 (Dynamic Monotonicity Conditions): The dynamical system (24) is a monotone parameterized control system if and only if $\nabla g$ is Metzler and $\nabla p g$ is non-negative almost everywhere in $\mathbb{R}^n \times \mathbb{R}^m$ for all $u(t) : (0, \infty) \to \mathcal{U}$. Proof: A standard application of the Kamke-Müller conditions [22], [20], [25].

Proposition 2 (Monotonicity of Nodal Flow Dynamics): The nodal network flow dynamics in (23) are monotone parameterized with respect to nodal commodity injections $q = (q_1, \ldots, q_V)$ given positive compression ratio functions $\omega_{ij}, \tilde{\omega}_{ij} \in C^1_{\text{loc}}((0, T])$ for $k \geq 1$ if the dissipation function $f_{ij}(t, u, v)$ is differentiable and increasing in its last argument for all original network edges, i.e.,

$$\frac{\partial}{\partial v} f_{ij}(t, u, v) > 0, \quad (i, j) \in \mathcal{E}. \quad (25)$$

Proof: The derivatives of $\tilde{\rho}_j$ with respect to $\rho_i$ for $i \in \partial_j$ and $\rho_k$ for $k \in \partial_i$, and $q_m$ for any $m \in \{1, \ldots, V\}$, respectively, are

$$\frac{\partial \tilde{\rho}_j}{\partial \rho_i} = \frac{2\tilde{\omega}_{ij}}{\varepsilon \alpha_j} \mu_{ij} \left( t, \tilde{\omega}_{ij} \rho_j - \mu_{ij} \rho_i \right) \quad (26)$$

$$\frac{\partial \tilde{\rho}_j}{\partial \rho_k} = \frac{2\alpha_{jk}}{\varepsilon \alpha_j} \mu_{ij} \left( t, \alpha_{jk} \rho_j - \mu_{ij} \rho_k \right) \quad (27)$$

$$\frac{\partial \tilde{\rho}_j}{\partial q_m} = \frac{2}{\varepsilon \alpha_j} \chi_{jm} \quad (28)$$

where $\chi_{jm} = 1$ if $j = m$ and $\chi_{jm} = 0$ if $j \neq m$. Derivatives of the dissipation functions satisfy $\mu_{ij}(t, u, v) \neq 0$ for all $(i, j) \in \mathcal{E}$, which is inherited from $\frac{\partial}{\partial v} f_{ij}(t, u, v) > 0$ for $(i, j) \in \mathcal{E}$, as stipulated in (25). In addition, $\omega_{ij}(t)$, $\mu_{ij}(t)$, $\alpha_{ij}(t)$ are provided as state-independent parameters.

Remark 5: Consider two initial nodal density vectors $\rho^1(0), \rho^2(0) \in \mathbb{R}_+^V$, two vectors of continuous nodal injection functions $q^1, q^2 : [0, t] \to \mathbb{R}_+$, and a collection of positive compression ratio functions $\omega_{ij}, \tilde{\omega}_{ij} : [0, T] \to \mathbb{R}_+$. Then if $\rho^0(t) \leq \rho^0(t)^2$ and $q^1(s) \leq q^2(s)$ for all $s \in [0, t]$, it follows that $\rho^1(t) \leq \rho^2(t)$, where inequalities for vectors are meant componentwise. Here $\rho^k(t)$, for $k = 1, 2$, denote solutions to (23) for all $j \in \mathcal{V}$ and with initial condition $\rho^0(t)$ and injection vector $q^k(t)$. This furthermore implies that for initial densities $\rho(0) \in \mathbb{R}_+^V$ and nodal injection functions $q : [0, t] \to \mathbb{R}_+$ that satisfy $\rho^0(t) \leq \rho(0) \leq \rho^2(0)$ and $q^1(s) \leq q^2(s)$ for all $s \in [0, t]$, then the solution to (23) will satisfy $\rho^1(t) \leq \rho(t) \leq \rho^2(t)$ componentwise. This property holds when actuator functions $\omega_{ij}, \tilde{\omega}_{ij}$ are provided as state-independent parameters.

V. APPLICATION TO ROBUST OPTIMAL CONTROL

The results of Sections III and IV enable us to establish important properties and robust optimal control formulations for dynamic dissipative flows on networks.

A. Local Feedback Control can Preserve Monotonicity

Proposition 2 can be extended in a straightforward manner to produce sufficient conditions on local feedback policies for
Proof: Define the function

\[ k_j(v) = \sum_{i \in \partial_{+} j} \tilde{k}_{ij}(v) + \sum_{k \in \partial_{-} j} \tilde{k}_{jk}(v), \]

with \( k'(v) = \frac{4}{v^3}(k(v)) \) so that under the local feedback policies the final term in the right hand side of the nodal dynamics \( (23) \) becomes \( k_j^2(\rho_j)\dot{\rho}_j \). Thus, solving for \( \dot{\rho}_j \) yields the nodal dynamics

\[
\dot{\rho}_j = \frac{2}{\varepsilon r_j} \sum_{k \in \partial_{-} j} f_{\mu(ik)} \left( t, \tilde{k}_{jk}(\rho_j), \frac{1}{\varepsilon} (\tilde{k}_{ik}(\rho_j) - \tilde{k}_{jk}(\rho_j)) \right) \\
- \frac{2}{\varepsilon r_j} \sum_{i \in \partial_{+} j} f_{\mu(ij)} \left( t, \tilde{k}_{ij}(\rho_j), \frac{1}{\varepsilon} (\tilde{k}_{ij}(\rho_j) - \tilde{k}_{ij}(\rho_j)) \right) \\
+ \frac{2}{\varepsilon r_j} q_j, \quad \forall j \in \mathcal{V}_e, \tag{30}
\]

where \( r_j(\rho_j) = k_j(\rho_j) + k_j'(\rho_j)\rho_j \). Following the procedure in Proposition 2 the gradient of \( (30) \) with respect to \( q = (q_1, \ldots, q_V) \) is non-negative and the gradient with respect to \( \rho = (\rho_1, \ldots, \rho_V) \) is Metzler when \( r_j(\rho_j) > 0 \) for all \( j \in \mathcal{V}_e \).

This holds given the above assumptions on \( \tilde{k}_{ij} \) and \( \tilde{k}_{ij} \).

B. Robust Optimal Control Formulation

Proposition 2 also enables compact formulations that greatly simplify optimal control problems for dynamic commodity flow networks in which global information is available in advance. We consider the case when the commodity injections \( q_i(t) \) are known for an entire time interval \([0, T]\) so that the control protocols \( \tilde{\omega}_i \) and \( \tilde{\sigma}_i \) can be determined predictively using the dynamic model \( (11, 2) \) with \( (5)-(6) \). This type of optimal control problem appears in dynamic commodity transport applications, and the monotonicity property enables tractable extension to situations with uncertain injections \( q_i \).

Observe that the discretized network flow system \( (23) \) can be written in the form of \( (24) \) as \( \rho(t) = g(\rho(t), \alpha(t), q(t)) \), where \( \rho(t) \in \mathbb{R}^\nu \) is the state, \( \alpha(t) \in \mathbb{R}^C \) is a control vector where \( C = |\mathcal{C}| \) is the number of compression actuators, and \( q(t) \in \mathbb{R}^V \) is the parameter vector of nodal commodity injections. Consider the optimal control problem given by

\[
\min_{\alpha(t)} J(\rho, \alpha) = \int_0^T \mathcal{L}(t, \rho(t), \alpha(t)) dt, \tag{31}
\]

s.t. \( \dot{\rho}(t) = g(\rho(t), \alpha(t), q(t)) \), \( \rho(t) \in \mathbb{R}^\nu \), \( \rho_{\min} \leq \rho(t) \leq \rho_{\max} \). \tag{32}

Here \( \mathcal{L} \in C^k \) is in the space \( C^k \) of continuous functions with \( k \in \mathbb{N} \) classical derivatives, and the dynamic constraints \( g \in C^{k-1}_V \) are in the space \( C^{k-1}_V \) of \( V \)-vector valued \( C^{k-1} \) functions, with respect to the state, \( \rho(t) \in \mathbb{R}^\nu \), and control, \( \alpha(t) \in \mathbb{R}^C \). The admissible set for controls \( \alpha \) includes the piecewise \( C^m \) functions on \([0, T] \). The values \( \rho_{\min} \) and \( \rho_{\max} \) are minimum and maximum commodity densities at network nodes, and the vector inequalities \( (33) \) are entry-wise.

Suppose that each commodity injection \( q_i \in C^k([0, T]) \) is an uncertain function \( q_i(t) \in [ \underline{q}_i(t), \overline{q}_i(t) ] \) (or even \( q_i(t) \in [ \underline{q}_i(t), \overline{q}_i(t) ] \cup [ \underline{q}_i(t), \overline{q}_i(t) ] \) for all \( t \in [0, T] \) as shown in Figure 3) Then the optimal control problem \((31)-(33)\) becomes very challenging because the dynamic constraints \((32)\) are repeated for an uncountable continuum of possible functions \( q_i \in C^k([0, T]) \), and any sampling approach quickly becomes intractable. Proposition 2 enables the reformulation of \((31)-(33)\) into the expanded problem

\[
\min_{\alpha(t)} J(\rho, \alpha) = \int_0^T (\mathcal{L}(t, \tilde{\rho}(t), \alpha(t)) dt, \tag{34}
\]

s.t. \( \dot{\rho}(t) = g(\rho(t), \alpha(t), q(t)) \), \( \tilde{\rho}(t) = g(\bar{\rho}(t), \alpha(t), \bar{q}(t)) \), \( \tilde{\rho}(t) = g(\bar{\rho}(t), \alpha(t), \bar{q}(t)) \), \( \rho_{\min} \leq \tilde{\rho}(t) \leq \rho_{\max} \), \( \rho_{\min} \leq \bar{\rho}(t) \leq \rho_{\max} \). \tag{35}, \tag{36}, \tag{37}, \tag{38}, \tag{39}

In the above formulation, \( \tilde{\rho}(t) \) can be one of \( \bar{\rho}(t), \bar{\rho}(t) \) and \( \rho(t) \) depending on the objective function we choose to optimize. Choosing \( \tilde{\rho}(t) = \bar{\rho}(t) \) corresponds to minimizing the nominal operational cost associated with the nominal injection values \( q(t) \). Furthermore, if we assume that the cost functional \( \mathcal{L}(t, \rho(t), \alpha(t)) \) is monotone with respect to \( \rho(t) \), then we can optimize a worst case min-max objective by substituting \( \tilde{\rho}(t) \) to be one of \( \bar{\rho}(t) \) or \( \bar{\rho}(t) \) depending on the sign of the monotonicity of \( \mathcal{L} \) with respect to its second entry. The min-max objective is defined as

\[
J_{\text{mm}}(\rho, \alpha) = \max_{\tilde{q}(t) \in [\underline{q}(t), \overline{q}(t)]} \int_0^T \mathcal{L}(t, \rho(t), \alpha(t)) dt, \tag{40}
\]

s.t. \( \dot{\rho}(t) = g(\rho(t), \alpha(t), q(t)) \). \tag{41}

Because of Remark 5 \( \rho(t) \) increases monotonically with respect to \( q(t) \), and by assumption \( \mathcal{L} \) is monotone with respect to \( \rho(t) \), the maximum in \( (40) \) is obtained by substituting \( q(t) \) to be one of \( \overline{q}(t) \) or \( \bar{q}(t) \), which justifies the choice of \( \tilde{\rho}(t) \) described above. Observe that we have enforced upper and lower feasibility bounds in \( (35) \) and \( (39) \) only on \( \bar{\rho}(t) \) and \( \rho(t) \). Suppose that a control protocol \( \alpha(t) \) is found to minimize the running cost \( (34) \) to satisfy the dynamic and box constraints \( (36) \) and \( (38) \) for the maximum injection vector

Fig. 3. Example single (left) or multiple (right) injection uncertainty regions.
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VI. CONCLUSIONS

We have derived monotonicity properties for a class of actuated dynamic flows on networks described by dissipative partial differential equation systems with nodal consistency conditions, which are approximated by discretization in space. The result shows that discretization can preserve the desirable monotonicity property of such network flows, which was recently established ab initio [30]. Specifically, this states that under certain conditions, commodity density anywhere in the network can only increase monotonically when any commodity injection is increased. We also characterized the conditions on local feedback policies for actuators throughout the network for which monotonicity is maintained. In addition, the results enable compact formulations that greatly simplify canonical optimal control problems involving uncertain dynamic commodity flows over networks, in which the solutions must be robust with respect to commodity withdrawal uncertainty within maximum and minimum time-dependent limits. These results are expected to find applications in large-scale systems for transportation of energy [27], [31], [29], [32], vehicles [11], [4], [5], [12], [14], [13], [6], [33], and information [18], [19], [10].
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