Search for long-lived particles decaying to jets with displaced vertices in proton-proton collisions at $\sqrt{s} = 13$ TeV
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A search is presented for long-lived particles produced in pairs in proton-proton collisions at the LHC operating at a center-of-mass energy of 13 TeV. The data were collected with the CMS detector during the period from 2015 through 2018, and correspond to a total integrated luminosity of 140 fb$^{-1}$. This search targets pairs of long-lived particles with mean proper decay lengths between 0.1 and 100 mm, each of which decays into at least two quarks that hadronize to jets, resulting in a final state with two displaced vertices. No significant excess of events with two displaced vertices is observed. In the context of $R$-parity violating supersymmetry models, the pair production of long-lived neutralinos, gluinos, and top squarks is excluded at 95% confidence level for cross sections larger than 0.08 fb, masses between 800 and 3000 GeV, and mean proper decay lengths between 1 and 25 mm.

DOI: 10.1103/PhysRevD.104.052011

I. INTRODUCTION

Particles with lifetimes corresponding to macroscopically long decay lengths are common in models of physics beyond the standard model (SM). Models predicting the production of long-lived particles at the CERN LHC include $R$-parity violating (RPV) supersymmetry (SUSY) [1–4], split SUSY [5–11], hidden-valley models [12–14], stealth SUSY [15,16], and other models giving rise to dark matter candidates [17–24]. Searches for long-lived particles, therefore, probe a large beyond-the-SM parameter space.

The broad parameter space calls for an inclusive and model-independent search. This analysis searches for long-lived particles that are produced in pairs and decay into final states with multiple jets containing charged particles. Specifically, the analysis looks for a unique experimental signature consisting of two vertices, each formed from the intersection of multiple charged-particle trajectories and displaced from the interaction region but within the radius of the beam pipe (22 mm).

This analysis uses as benchmarks two signal models with distinct final states. The first is a minimal flavor violating model of RPV SUSY [2] in which the lightest SUSY particle (LSP) is a long-lived neutralino or gluino, either of which is pair produced. The long-lived particle then decays into top, bottom, and strange quarks, as shown in Fig. 1 (upper), resulting in a “multijet” final-state signal topology. The second benchmark model is another RPV model in which the pair-produced top squark is the long-lived LSP [3]. Each squark decays into a pair of down-type quarks, resulting in a “dijet” final state signature, shown in Fig. 1 (lower).

The displaced vertices are reconstructed from charged-particle tracks using a custom vertex reconstruction algorithm. To discriminate the signal from SM backgrounds, we use the separation between the vertex pairs in the plane transverse to the beam direction. Signal events tend to have well-separated vertex pairs, while background events, whose vertices originate from track misreconstruction and therefore tend to cluster near the beam axis, typically exhibit little vertex separation.

We target signals with lifetimes corresponding to mean proper decay lengths (cτ) in the range from 0.1 to 100 mm. This search is primarily sensitive to models in which the mass of each long-lived particle exceeds approximately 600 GeV because of a trigger requiring large total jet transverse momentum.

The previous CMS displaced vertex search [25] was based on data collected in 2015 and 2016. This analysis is an extension of that search, utilizing events collected in 2017 and 2018, corresponding to an integrated luminosity of 101 fb$^{-1}$. We then determine results based on the full Run-2 dataset, which spans from 2015 to 2018 and corresponds to a total integrated luminosity of 140 fb$^{-1}$.

The CMS Collaboration upgraded its pixel tracking detector during the winter technical stop between the 2016 and 2017 running periods [26], providing improvements that benefit this analysis, which relies on high-quality tracks in
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FIG. 1. Diagrams of the multijet signal model (upper) showing long-lived neutralinos ($\tilde{\chi}^0, \tilde{\chi}$) or gluinos ($\tilde{g}$) decaying into top, bottom, and strange quarks via virtual top squarks ($\tilde{t}$), and the dijet signal model (lower) showing long-lived top and anti-top squarks decaying into two down-type quarks. In both cases, the long-lived particles are the LSPs in their respective models.

order to form vertices. While the overall analysis strategy remains the same as in the earlier analysis, the improved techniques used here further reduce background and improve estimations of systematic uncertainties. For example, a new technique to suppress background vertices arising from accidental track intersections from additional proton-proton ($pp$) interaction vertices has been employed to reduce the number of background vertices by 40%; the uncertainty due to the presence of $b$ quarks in the background template construction has been reduced from 41% to 6%; and new procedures provide a more accurate evaluation of signal efficiencies and their corresponding systematic uncertainties.

This analysis complements other searches for long-lived particles by the ATLAS and CMS experiments [27–29] in that it is highly sensitive to mean proper decay lengths between 0.1 and 15 mm. By requiring two reconstructed vertices inside the beam pipe, this search uniquely probes this region of parameter space using a set of stringent vertex and event selection criteria that results in a background-free region of parameter space using a set of stringent vertex and event selection criteria that results in a background-free search while retaining high signal efficiency for events containing pairs of long-lived particles.

The following sections address the CMS detector and event reconstruction (Sec. II), event samples and event preselection (Sec. III), vertex reconstruction (Sec. IV), the search strategy (Sec. V), determination of the signal efficiency (Sec. VI), construction of the background template (Sec. VII), systematic uncertainties (Sec. VIII), results and statistical interpretation (Sec. IX), and, finally, a summary of our findings (Sec. X). An Appendix provides a method for applying these results to other models that predict long-lived particles decaying to final states with two or more jets. Tabulated results are provided in HEPData [30].

II. THE CMS DETECTOR AND EVENT RECONSTRUCTION

The central feature of the CMS apparatus [31] is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity ($\eta$) coverage provided by the barrel and endcap detectors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid. Reference [31] provides a more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables.

The vertex reconstruction at the crux of this analysis relies on the innermost detector surrounding the beam pipe, the upgraded silicon tracker. The tracker detects charged particles with $|\eta| < 3$. Its innermost layer has a radius of 29 mm, and in total it has 1856 silicon pixel and 15148 silicon strip detector modules covering a total area of over 200 m², making it the largest silicon detector ever constructed. For nonisolated particles with transverse momentum $p_T$ in the range 1 < $p_T$ < 10 GeV and $|\eta| < 3$, the track resolutions are typically 1.5% in $p_T$ and 20–75 $\mu$m in the transverse impact parameter ($d_{xy}$), defined as the distance of closest approach in the $x$-$y$ plane with respect to the center of the luminous region [32,33]. The $d_{xy}$ resolution is approximately 25% smaller than in earlier data sets, thanks to the silicon pixel tracker upgrade.

Events of interest are selected using a two-tiered trigger system [34]. The first level is composed of custom hardware processors used to select events at a rate of approximately 100 kHz, while the second level consists of a farm of processors running a version of the full event reconstruction software optimized for fast processing, and is used to reduce the event rate to about 1 kHz before data storage.

A particle-flow algorithm [35] aims to reconstruct and identify each individual particle in an event, with an optimized combination of information from the various elements of the CMS detector. The energy of photons is obtained from the ECAL measurement. The energy of electrons is determined from a combination of the electron momentum at the primary interaction vertex as determined by the tracker, the energy of the corresponding ECAL...
cluster, and the energy sum of all bremsstrahlung photons spatially compatible with originating from the electron track. The energy of muons is obtained from their $p_T$ and polar angle. The energy of charged hadrons is determined from a combination of their momenta measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for the response function of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energies.

Jets are reconstructed offline from particle-flow candidates clustered using the anti-$k_T$ algorithm [36,37] with a distance parameter of 0.4. The jet momentum is determined as the vectorial sum of all particle momenta in the jet, and is found from simulation to be, on average, within 5% to 10% of the true momentum over the whole $p_T$ spectrum and detector acceptance. Additional proton-proton interactions within the same or nearby bunch crossings (pileup) can contribute extra tracks and calorimetric energy depositions, increasing the apparent jet momentum. To mitigate this effect, tracks identified to be originating from pileup vertices are discarded and an offset correction is applied to correct for remaining contributions. Jet energy corrections are derived from simulation studies so that the average measured response of jets becomes identical to that of particle-level jets. In situ measurements of the momentum balance in dijet, photon $+$ jet, $Z$ + jet, and multijet events are used to determine any residual differences between the jet energy scales in data and simulation, and appropriate corrections are made [38]. We reject jets with parameters consistent with misidentified leptons, which may include misreconstructed electron or muon candidates [39]. To identify jets originating from $b$ quark fragmentation ($b$ jets), the “tight” working point of the DeepJet tagging algorithm is used, which has an identification efficiency for $b$ jets from top quark decays with $p_T > 30$ GeV of about 58% and a misidentification probability for light-flavor jets (from the fragmentation of $u, d, s$ quarks and gluons) of about 0.1% [40–42].

Proton-proton interaction vertices are identified using high-quality tracks, and the one with the largest total physics-object $p_T^2$ is taken to be the primary $pp$ vertex, where the physics objects are the jets and missing transverse momentum associated with the vertex. The beam spot is identified with the mean position of the $pp$ interaction vertices.

III. EVENT SAMPLES AND EVENT PRESELECTION

Events in both data and simulation are selected using a trigger requiring $H_T > 1050$ GeV, where $H_T$ is the scalar sum of the jet $p_T$ for jets with $p_T > 40$ GeV and $|\eta| < 2.5$. An offline requirement of $H_T > 1200$ GeV is imposed, and for both data and simulated events satisfying this requirement, the trigger efficiency is greater than 98%. We also require at least four reconstructed jets, each with $p_T > 20$ GeV and $|\eta| < 2.5$. Together, these requirements define the event preselection criteria.

Signal events were simulated using PYTHIA8.230 [43] with the NNPDF3.1LO [44] set of parton distribution functions (PDFs), and the CP2 tune [45] is used to model the underlying event. The samples are produced with ranges of masses (400–3000 GeV) and of $ct$ (0.1–100 mm). The event preselection efficiency is greater than 96% for signal models where the mass of the long-lived particle is 1200 GeV or larger. For masses near 600 GeV, the event preselection efficiency is approximately 30%–50%.

Background events arising from SM processes that contain enough jet activity to satisfy the $H_T$ trigger requirements come entirely from events with two or more jets produced through the strong interaction and events with pair-produced top quarks. These background samples are simulated using MadGraph5_aMC@NLO2.4.2 [46] with the NNPDF3.0 [47] PDF set at leading order and with the MLM prescription [48] for combining matrix-element generators with parton showers. Simulation of the hadronization and showering is done with PYTHIA8.230 [43], with the CPS [45] tune.

Both background and signal samples use a GEANT4-based [49] simulation for the CMS detector response. Simulated minimum-bias events are superimposed on the hard interaction in simulated events to match the observed pileup distribution in data.

IV. VERTEX RECONSTRUCTION

The displaced vertices are formed from charged-particle “seed” tracks. To ensure that reconstructed tracks are of high quality, we require tracks to satisfy several criteria: $p_T$ of at least 1 GeV; at least one associated signal measured in the innermost layer of the pixel detector and at least one signal in an additional pixel layer; and signals measured in at least six layers of the silicon strip detector. These requirements result in a mean uncertainty in the transverse impact parameter of the tracks with respect to the beam spot of around 72 $\mu$m. Finally, the magnitude of the impact parameter in the transverse plane divided by its uncertainty, denoted $d_{xy}/\sigma_{d_{xy}}$, is required to be at least 4. This condition favors tracks with large impact parameters, thereby suppressing the SM background from tracks originating from the primary vertex.

The next step in the vertex reconstruction procedure is to generate seed vertices from all pairs of seed tracks. The Kalman filter method [50–52] is used to form a vertex from two or more tracks. The vertex is considered valid if its $\chi^2$ per degree of freedom is less than 5. If two vertices share a track and the three-dimensional distance between the vertex pair is less than 4 times the uncertainty in that distance, a vertex fit is applied to the complete set of tracks from both
vertices. If the resulting fit satisfies the $\chi^2$ requirement, the two vertices are replaced by one single merged vertex. Otherwise, the two vertices remain separated, requiring a track arbitration step to decide which vertex is assigned the shared track. The track arbitration depends on the value of the track’s three-dimensional impact parameter significance with respect to each of the vertices. If both impact parameters are within 1.5 standard deviations of both vertices, the shared track is assigned to the vertex with the larger number of tracks already; if the track has an impact parameter that is more than 5 standard deviations from either vertex, the shared track is removed from that vertex; otherwise, the shared track is assigned to the vertex to which it has the smaller impact parameter significance. When a track is dropped from a vertex, that vertex is refitted with its remaining tracks and replaced with a new vertex if the fit satisfies the $\chi^2$ requirement; otherwise the vertex is removed entirely. Pairs of vertices are merged iteratively following this algorithm until no two vertices share a track.

Occasionally, a vertex is formed from the accidental intersection of tracks that originate from separate pileup vertices. To suppress these, we consider each track associated with a vertex and calculate the shift in vertex position after refitting the vertex with that track removed. If the vertex position shifts by at least 50 $\mu$m along the beam axis, the track is permanently removed and the original vertex is replaced with this new refit vertex. This additional procedure is a new refinement in this analysis with respect to the previous CMS result and removes more than 40% of background vertices in simulation with minimal impact on signal efficiency.

We select vertices with features consistent with a signal vertex by requiring two vertices to satisfy several criteria: at least five tracks; an $x$-$y$ displacement from the beam axis, defined as $d_{\text{BV}}$, of at least 100 $\mu$m to suppress background from displaced $pp$ interaction vertices; an $x$-$y$ position within a radius of 20.9 mm to suppress background vertices arising from interactions with material; and an uncertainty in $d_{\text{BV}}$ of less than 25 $\mu$m to select vertices with a well-measured displacement and whose tracks have a large opening angle. This requirement on the $d_{\text{BV}}$ uncertainty suppresses vertices from $b$ jets, which tend to have narrow opening angles between the associated tracks due to the large boost of $b$ hadrons relative to that of the massive particles in the signal. The efficiency of the signal vertex reconstruction and selection criteria is discussed in Sec. VI.

Since the search focuses on signal models with pair-produced long-lived particles, we require that events have two vertices. Few events in the background contain one reconstructed displaced vertex; occurrences of higher vertex multiplicity events are even rarer. Simulations of background predict fewer than one event in the two-vertex search region for a data set corresponding to an integrated luminosity of 101 fb$^{-1}$. However, a reliable extraction of signal in data requires a more precise estimation of the background, which we evaluate using data as described in Sec. VII.

While signal vertices must have at least five tracks in order to suppress background, vertices composed of three or four tracks function as useful control samples to validate the background estimation method. As seen in Table I, events with a single 3- or 4-track vertex are more common than events with a $\geq$5-track vertex by a factor of 30 or 6, respectively; moreover, the large background yield reduces the impact of any potential contamination by signal, so they provide a nearly pure background sample. As an example, for a multijet signal of mass 1600 GeV and mean proper decay length 10 mm, the expected signal contamination at the currently excluded cross section of 0.15 fb is below 0.1%, with about one event in the 3-track one-vertex sample and about two events in the $\geq$5-track one-vertex sample. Distributions of event-level variables (e.g., $H_T$, jet multiplicity) and vertex-level variables (e.g., $d_{\text{BV}}$, uncertainty in $d_{\text{BV}}$) are similar for background events with 3-, 4-, and $\geq$5-track vertices in both simulation and data. Therefore, vertices with lower track multiplicity provide a reliable sample for validation of the analysis procedure applied to the $\geq$5-track two-vertex sample.

### V. SEARCH STRATEGY

We select events that contain at least two vertices each with five or more tracks to search for pair-produced long-lived particles. We use the distance between two vertices in the $x$-$y$ plane, defined as $d_{\text{VV}}$ and shown in Fig. 2, as the discriminating variable between signal and the SM background. In signal events, the pair-produced long-lived particles tend to be emitted back-to-back in the $x$-$y$ plane, resulting in larger vertex separations than in the

### TABLE I. Event yields in the control samples in data. The “one-vertex” events correspond to events containing exactly one vertex with the specified number of tracks. The “two-vertex” events have two or more vertices containing the specified numbers of tracks. We seek the signal in the $\geq$5-track two-vertex sample.

| Event category | 3-track | 4-track + 3-track | 4-track | $\geq$5-track |
|----------------|---------|------------------|--------|--------------|
| One-vertex     | 61818   | ...              | 14730  | 2211         |
| Two-vertex     | 185     | 101              | 12     |              |

See Section IX
background, where \(d_{VV}\) tends to be small. In events with three or more vertices, the two vertices with the highest number of tracks are chosen for the \(d_{VV}\) calculation. If the number of tracks is equal, a mass value is assigned to the vertex, reconstructed from the momenta of the tracks associated with the vertex, and the one with the higher mass is chosen. However, in the 2017 and 2018 data, we observe no events with three or more vertices.

The \(d_{VV}\) distribution of the background cannot be reliably ascertained from simulations. The simulated SM samples are smaller than the data samples, and background vertices are sensitive to the misreconstruction of tracks, which is difficult to accurately replicate in simulation. Thus we construct a \(d_{VV}\) background template using one-vertex events in data, as described in Sec. VII, and validate the background estimate using the two-vertex control samples. Figure 3 compares the \(d_{VV}\) distributions for simulated multijet signals of various mean proper decay lengths and an LSP mass of 1600 GeV overlaid with the background template distribution overlaid. The production cross section for each signal model is assumed to be the lower limit excluded by Ref. [25], corresponding to values of 0.8, 0.25, and 0.15 fb for the samples with \(\tau = 0.3, 1.0, \text{ and } 10 \text{ mm, respectively. The last bin includes the overflow events. The two vertical pink dashed lines separate the regions used in the fit.}

**VI. SIGNAL EFFICIENCY**

To study the signal vertex reconstruction efficiency, we manually displace tracks from the primary vertex to produce artificial signal-like vertices in data and simulated SM events and then apply the reconstruction procedure. Starting from events with a well-reconstructed primary vertex that satisfy the trigger and offline preselection requirements, we randomly select reconstructed light-flavor parton or \(b\) quark jets that have \(p_T > 50\) GeV and at least four matched particle-flow candidate tracks. The jets are identified as light-flavor or \(b\) quark jets based on whether or not they satisfy the \(b\)-tagging criteria. The tracks associated with the selected jets are then displaced by a configurable distance in approximately the same direction as the vector sum of the selected jet momenta. The track impact parameter resolution in simulation is scaled to match data as a function of \(p_T\) and \(\eta\). After track selection, vertex reconstruction, and vertex selection, we compute the fraction of events that contain a vertex reconstructed within 84 \(\mu\)m of the expected location, a condition that is satisfied by 95% of vertices in signal simulation. This efficiency to reconstruct artificial vertices is comparable in simulated SM events to the vertex reconstruction efficiency in signal simulation, and reproduces the lifetime-dependence of the latter. The efficiency measured in data takes into account...
the track selection efficiency, which evolved with changes to the operating conditions such as temporary inefficiencies in the pixel detector [53]. Any loss of efficiency to reconstruct tracks with large displacements is reproduced in the simulation within a few percent based on a study of $K_S^0$ mesons. This small discrepancy is incorporated into the systematic uncertainties described in Sec. VIII.

For the dijet signals, we replicate the signal by displacing the tracks associated with two light-flavor jets. The efficiency is suppressed in events where the two jet momentum vectors are back-to-back and parallel to the displacement because of the large resulting uncertainty in vertex position. We therefore reweight the efficiency of these events relative to the others based on their relative proportions in the signal simulation. The differences in vertex reconstruction efficiency between data and simulation arise mainly from the modeling of the number of tracks satisfying the impact parameter requirement. These differences range from 5% for the longest lifetimes to 16% for the shortest.

For multijet signals, we displace the tracks associated with three light-flavor jets and two $b$ quark jets, which replicates the most common neutralino or gluino final state. Here, the reconstruction efficiency reaches 50% in both data and simulation when six or seven seed tracks emanate from the vertex, and is over 90% efficient for a vertex with at least 12 seed tracks. Vertices with large displacements typically have more seed tracks than those near the beam axis, because tracks with large displacements are more likely to pass the track impact parameter significance requirement. This leads to vertex reconstruction efficiencies of approximately 50% (95%) for samples with mean proper decay lengths of 100 $\mu$m (10 mm). On average, artificial vertices produced from data have two fewer seed tracks than those produced from simulated SM events, resulting in a lower vertex reconstruction efficiency in data for the short-lifetime samples. In the multijet case, after correcting for small differences in the track distributions of simulated events in the study and the signal, the vertex reconstruction efficiency difference between data and simulation is between 0.1 and 14%, with better agreement at longer lifetimes. For simulated multijet signals with LSP mass of 1600 GeV that satisfy the event preselection requirements and decay within the fiducial region considered, the efficiency to reconstruct two vertices in an event ranges from about 60 to 95% for mean proper decay lengths of 0.3–30 mm, respectively.

The differences in the vertex reconstruction efficiencies between data and simulated SM events are used to correct the efficiency associated with each of the two displaced vertices in the signal events, resulting in a correction to the signal yield that primarily depends on the signal lifetime. A sample of these efficiency correction factors is provided in the Appendix.

Figure 4 shows the signal efficiency in both multijet and dijet signals after applying all event and vertex requirements. The increase in the efficiency with mass comes from the higher probability of satisfying the trigger and offline $H_T$ requirements, in addition to higher track multiplicity from the decay vertex. At small $c\tau$, the efficiency increases with lifetime while moving away from the prompt region, but decreases for large lifetimes because of the requirement that vertices lie within the beam pipe.

FIG. 4. Multijet (upper) and dijet (lower) signal efficiencies as a function of the signal mass and lifetime for events satisfying all event and vertex requirements, with corrections based on systematic differences in the vertex reconstruction efficiency between data and simulation.

VII. BACKGROUND TEMPLATE

In the background, most displaced vertices are spurious and include at least one poorly reconstructed track that
endows the vertex with a displacement away from the interaction point. Individual well-reconstructed b jets do not contribute a significant number of background vertices because of the stringent requirement on the vertex $d_{\text{BV}}$ uncertainty. As a result, the primary background to this search comes from events containing two spurious displaced vertices. The displacements of these vertices are independent of one another, except for correlations due to events with b quarks. These correlations are handled with separate treatments of events with and without b-tagged jets. The independence of the two vertex displacements is a crucial feature, as it offers a method to predict the shape of the search variable distribution, $d_{\text{BV}}$, in two-vertex events by using information from events containing only one vertex. The constructed template, denoted as $d_{\text{BV}}^{\text{VV}}$, provides the predicted two-vertex yields in each of the three $d_{\text{BV}}$ search bins. Events with one vertex are more common than two-vertex events by a factor of 100 to 1000, as shown in Table 1. This abundance of one-vertex events is used to create a template with high statistical precision.

A single value of $d_{\text{BV}}^{\text{VV}}$ is constructed from two values of $d_{\text{BV}}$ randomly chosen from the $d_{\text{BV}}$ distribution in one-vertex events, along with a random value of $\Delta \phi_{\text{VV}}$, which specifies the azimuthal angle between the vertex displacement vectors, as shown in Fig. 2. The sampling repeats until the number of entries in the $d_{\text{BV}}^{\text{VV}}$ template is 20 times the number of one-vertex events in data. The large sample size reduces the statistical uncertainty and increases the probability of adequately probing the tail of the $d_{\text{BV}}$ distribution; further sampling provides no additional reduction to the statistical uncertainty. The details of the input variables to the $d_{\text{BV}}^{\text{VV}}$ template, along with corrections, are described in the following paragraphs.

The distributions of $d_{\text{BV}}$ in ≥5-track one-vertex events for data and for simulated signal samples of varying lifetimes are shown in Fig. 5. The effects of signal contamination at the maximum level consistent with existing upper limits on the signal cross sections are negligible because of the much larger one-vertex background at low $d_{\text{BV}}$.

The distribution of azimuthal angles between all possible pairs of jets in an event, denoted as $\Delta \phi_{\text{HV}}$, has a preference for high-angle separations and roughly corresponds to the distribution of $\Delta \phi_{\text{VV}}$ for events with two low-track-multiplicity vertices. Since the $\Delta \phi_{\text{HV}}$ distribution is consistent across events containing vertices with different track multiplicities, the $\Delta \phi_{\text{HV}}$ distribution for the large sample of 3-track one-vertex events is used to sample a $\Delta \phi_{\text{VV}}$ angle for the $d_{\text{BV}}^{\text{VV}}$ template construction.

The vertex reconstruction procedure merges nearby vertices, suppressing small values of $d_{\text{BV}}$. To capture this behavior in the template, we correct the $d_{\text{BV}}^{\text{VV}}$ template using the survival efficiency of vertex pairs as a function of their separation. This efficiency is estimated in data from the fraction of initial 3-track vertex pairs that remain after merging.

Single b jet vertices rarely satisfy the requirement on the $d_{\text{BV}}$ uncertainty because the narrow collimation of tracks from the b jet results in poor $d_{\text{BV}}$ resolution. However, events with b quarks are four times more likely to have a displaced vertex than those without because the b jet tracks are more likely to satisfy the $d_{\text{VV}}/\sigma_{d_{\text{VV}}}$ requirement. Moreover, in simulated background samples, b quark events are observed to have vertices with larger $d_{\text{BV}}$ on average by 10%–20%. Thus, events with b quark pairs introduce correlations in the $d_{\text{BV}}$ of vertex pairs that are not captured in the template construction, which pairs vertices associated with light-flavor or b quark jets at random. This effect is handled by constructing separate $d_{\text{BV}}^{\text{VV}}$ templates for events with and without a b-tagged jet. These templates are combined into a single template by weighting them according to the expected fraction of two-vertex events with and without b quarks. The percentage of b quark events is determined in simulation by using the b jet identification efficiencies and misidentification probabilities (58% and 0.1% on average, respectively), along with their corresponding data-to-simulation correction factors, to relate b-tagged events to b quark events. The percentages of b quark events are 85, 89, and 95% in 3-, 4-, and
≥5-track two-vertex events, respectively. This procedure leads to a 53% enhancement in the yield in the third $d_{VV}$ bin (0.7–40 mm).

For the normalizations of the signal and background templates, we extract the signal yield from a fit to the observed $d_{VV}$ distribution. In the background-only fit, which is also used to fit data in the control samples, the template is normalized to the total two-vertex event yield observed in data, thus providing a background prediction in each of the three $d_{VV}$ bins. In situations in which no two-vertex events are observed, the template is normalized using a procedure similar to that used to construct the template shape; this relies on information from one-vertex events and the assumption that displaced vertices in background events are independent of one another. The normalization is then calculated by combining the trigger and preselection efficiencies with the squared vertex reconstruction efficiency for events with and without $b$ quarks, corrected for the survival efficiency of nearby vertex pairs. We validate this procedure using the control samples, where the ratios of the observed yields to the predicted yields are $1.02^{+0.08}_{-0.07}$, $1.11^{+0.12}_{-0.11}$, and $1.05^{+0.40}_{-0.30}$ for events with two 3-track vertices, exactly one 4- and one 3-track vertex, and two 4-track vertices, respectively.

Figure 6 compares the background templates to the observed two-vertex $d_{VV}$ distributions. In the control
samples, the yields in each of the three $d_{VV}$ bins in data are consistent with predictions from the template. The results in the signal region are discussed in Sec. IX.

VIII. SYSTEMATIC UNCERTAINTIES

A. Systematic uncertainties in signal reconstruction

Since the fit uses signal $d_{VV}$ templates from simulation, potential differences between data and simulation give rise to systematic uncertainties. The dominant uncertainty comes from the vertex reconstruction efficiency, with other effects such as the PDF and strong coupling constant $\alpha_S$ uncertainties in the simulation, pileup, jet energy resolution and scale, integrated luminosity, trigger efficiency, and run conditions providing smaller contributions.

We assign a systematic uncertainty associated with the correction to the signal vertex reconstruction efficiency described in Sec. VI based on the following considerations: sensitivity to the number and flavor of selected jets, the distribution of vertex displacements, the fraction of selected jets with back-to-back momentum vectors for dijet signals, and other smaller effects. This systematic uncertainty, which is always equal to or larger than the size of the correction, falls within the ranges of 11%–41% for dijet signals and 1%–36% for multijet signals, with the largest uncertainties at low masses and short mean proper decay lengths.

The remaining systematic uncertainties related to the signal efficiency are much smaller. The impact of the PDF uncertainty is estimated using simulation samples generated with reweighted NNPDF replica sets [54] and the parton shower $\alpha_S$ uncertainty is evaluated using variations of the renormalization scale and nonsingular terms, separately for initial- and final-state radiation [55]. Together, the PDF and $\alpha_S$ uncertainties yield a range of uncertainty between 1% and 8%, depending primarily on the signal mass because of the underlying uncertainty in the parton luminosities, which varies with the particle mass [44]. Variations to the renormalization and factorization scales at the matrix-element level have a negligible impact on the signal efficiency.

The uncertainty in the integrated luminosity is 2.3% in 2017 [56] and 2.5% in 2018 [57]. Uncertainties in the jet energy scale can affect the probability of satisfying the offline $H_T$ and jet $p_T$ requirements. Variations of the jet energy scale result in changes in the signal efficiency of 5% or less for all signal sample masses and lifetimes. Similarly, variations of the jet energy resolution result in differences of 2% or less in the signal efficiency. The uncertainty in the signal efficiency due to pileup is 2%. The trigger efficiency differences between data and simulation contribute an uncertainty of 1%. Certain run conditions during the data collection led to inefficiencies in the electromagnetic and hadronic calorimeters affecting jets in parts of the detector, ultimately contributing 1% uncertainty for each separate issue.

Table II summarizes the systematic uncertainties related to the signal models. We assume no correlations between the different contributions and obtain an overall systematic uncertainty by adding each value in quadrature.

B. Systematic uncertainties in the background template

Systematic uncertainties in the background template come from effects that modify the shape of the constructed $d_{VV}$ distribution away from the shape of the true two-vertex $d_{VV}$ distribution. The 3-track vertex control sample provides a statistically precise way to assess these differences. Thus, within each of the three bins in the $d_{VV}$ template in the 3-track vertex control sample, we evaluate the ratio of the yield predicted by the template to the observed 3-track two-vertex yield in data, referred to as the closure. The deviation from unity, added in quadrature with its statistical uncertainty, is used as a measure of the systematic uncertainty for each $d_{VV}$ bin. We find that the $d_{VV}/d_{VV}^C$ ratios are $0.99 \pm 0.10$ in the 0–0.4 mm bin, $0.93 \pm 0.12$ in the 0.4–0.7 mm bin, and $1.38 \pm 0.32$ in the 0.7–40 mm bin.

| Systematic effect                  | Dijet uncertainty (%) | Multijet uncertainty (%) |
|-----------------------------------|-----------------------|--------------------------|
| Vertex reconstruction             | 11–41                 | 1–36                     |
| PDF and $\alpha_S$ uncertainty   | 1–8                   | 1–8                      |
| Integrated luminosity            | 2–3                   | 2–3                      |
| Jet energy scale                 | 5                     | 5                        |
| Jet energy resolution            | 2                     | 2                        |
| Pileup                           | 2                     | 2                        |
| Trigger efficiency               | 1                     | 1                        |
| Changes in run conditions        | 1                     | 1                        |
| Total                            | 13–42                 | 7–36                     |

Table II. Signal-related systematic uncertainties for dijet and multijet signal models. The total uncertainty is the sum in quadrature of the individual components. The ranges presented reflect differences among the various signal mass and lifetime hypotheses, as well as differences between the 2017 and 2018 data.
survival efficiency correction, which uses the template shape is particularly sensitive to the vertex pair different inputs and corrections to the template. The uncertainty in the normalization factor. The dominant contributor driving the size of this uncertainty is the vertex pair survival efficiency correction. This systematic uncertainty in the normalization factor is assigned equally to all three bins.

Thus, the same variations are taken to assess the systematic uncertainty as the relative difference per bin of the template as the systematic uncertainty. We consider seed vertices formed from all possible combinations of five tracks. We construct the $d_{VV}$ template with the resulting efficiency curve using this variation and assign the relative difference per bin of the template as the systematic uncertainty.

When constructing the background template, the angular separation between vertices $\Delta \phi_{VV}$ is modeled from the $\Delta \phi_{jj}$ distribution in 3-track vertices. The $\Delta \phi_{jj}$ distributions in ≥5-track one-vertex events and 3-track one-vertex events are consistent, but this does not exclude differences in the angles between jets and vertices. To gauge this effect, we construct the template by sampling the $\Delta \phi_{VV}$ value from a uniform distribution. The relative difference of the resulting template from the nominal template in each $d_{VV}$ bin is taken as the systematic uncertainty.

The $b$ tagging efficiencies and misidentification probabilities are determined using simulated events in the phase space relevant to this analysis, and efficiency correction factors are applied to match those observed in data. We vary these corrections within the limits allowed by measurements of the $p_T$-dependent $b$ tagging efficiency [41] and take the relative difference between the resulting templates as the systematic uncertainty. Similarly, we vary the $b$ quark fraction in ≥5-track vertex events within the ranges observed in 3- and 4-track vertex events, assigning the systematic uncertainty as the relative difference in the resulting template.

Table III summarizes the systematic uncertainty for each of these components for each $d_{VV}$ bin. We assume no correlations between these different effects and add all values in quadrature to obtain the overall systematic uncertainty in each bin. To preserve the normalization of the template, the limits are computed assuming that the first bin, which contains most of the background events, has a background systematic uncertainty that is anti-correlated with those in the second and third bins. Additionally, each bin is fully correlated across the different data taking

| Systematic effect                                                                 | 0.0–0.4 mm | 0.4–0.7 mm | 0.7–4.0 mm | Systematic uncertainty (%) |
|----------------------------------------------------------------------------------|------------|------------|------------|---------------------------|
| Closure in 3-track control sample                                               | 10         | 14         | 50         |                           |
| ≥5-track template normalization factor                                           | 24         | 24         | 24         |                           |
| Difference from 3-track vertices to ≥5-track vertices:                           | 9          | 20         | 25         |                           |
| Modeling of vertex pair survival efficiency                                       | 3          | 6          | 6          |                           |
| Modeling of $\Delta \phi_{VV}$                                                   | 1          | 3          | 6          |                           |
| Variation of $b$ quark fraction                                                  | 0.5        | 0.5        | 1          |                           |
| Variation of $b$ tagging correction factors                                      | 28         | 35         | 61         |                           |
| Total                                                                            | 28         | 35         | 61         |                           |

The normalization of the background template is calculated following the same principle as the template itself. Thus, the same variations are taken to assess the systematic uncertainty in the normalization factor. The dominant contributor driving the size of this uncertainty is the vertex pair survival efficiency correction. This systematic uncertainty is assigned equally to all three bins.

The assumption that the closure in 3-track events implies closure in ≥5-track events is tested with variations of the different inputs and corrections to the template. The template shape is particularly sensitive to the vertex pair survival efficiency correction, which uses the $d_{VV}$-dependent efficiency for vertex pairs to survive. To vary this procedure and derive an alternative efficiency curve, we consider seed vertices formed from all possible combinations of five tracks. We construct the $d_{VV}$ template with the resulting efficiency curve using this variation and assign the relative difference per bin of the template as the systematic uncertainty.

| $d_{VV}$ range | Predicted background yield | Predicted multijet signal yields |
|----------------|---------------------------|----------------------------------|
|                | 0.3 mm    | 1.0 mm | 10 mm | Observed |
| 0.0–0.4 mm     | 0.243 ± 0.003(stat) ± 0.061(syst) | 4.4 ± 0.5 | 1.5 ± 0.1 | 0.26 ± 0.02 | 0 |
| 0.4–0.7 mm     | 0.097 ± 0.003(stat) ± 0.032(syst) | 4.1 ± 0.5 | 2.1 ± 0.2 | 0.14 ± 0.01 | 0 |
| 0.7–4.0 mm     | 0.012 ± 0.001(stat) ± 0.005(syst) | 3.0 ± 0.3 | 6.7 ± 0.3 | 12 ± 1 | 0 |
periods, with the statistical components of each bin assumed to be uncorrelated.

**IX. RESULTS AND STATISTICAL INTERPRETATION**

Table IV summarizes the predicted $\geq 5$-track two-vertex event yields in each of the three $d_{VV}$ bins from the background and signal templates for three multijet signal lifetime points, as well as the observation in data. No $\geq 5$-track two-vertex events were observed in the 2017 and 2018 data.

To extract the signal yield from the data, we perform a binned shape fit using an extended maximum likelihood with three $d_{VV}$ bins. Signal $d_{VV}$ templates come directly from simulation with a template for each signal model, mass, and lifetime point. The background $d_{VV}$ template is constructed from the one-vertex events in data. The overall normalizations of the signal and background templates are free parameters of the fit under the constraint that the signal yield is not negative. The results obtained from the fit depend on the relative yields in the three $d_{VV}$ bins and their systematic uncertainties. The 2017 and 2018 data sets are treated independently and combined in the fit.

The upper limits on the signal cross section are determined by first assuming a uniform Bayesian prior for the cross section. For each signal mass and lifetime point, the signal efficiency is constrained by a log-normal prior with a corresponding width as determined from the overall systematic uncertainty in the signal processes as summarized in Table II. The shape uncertainty in the signal template arises from the statistical uncertainty in the simulation. For the background template, a log-normal prior is taken for each $d_{VV}$ bin for each year with widths specified in Table III.

The final fit combines the observed yields and background templates from the 2015–2018 data sets to achieve the full Run-2 result. The correlations between the old and new data sets are treated in the same way as the correlations between the 2017 and 2018 data sets. Figure 7 shows, for the full Run-2 result, the 95% confidence level (C.L.) upper limits on the product of the pair-production cross section and the square of the branching fraction $(\sigma B^2)$, as a function of mass and mean proper decay length. The exclusion curves overlaid use the neutralino production cross sections computed at next-to-leading-order (NLO) and next-to-leading-logarithm (NLL) precision in a limit of mass-degenerate higgsino states $\tilde{\chi}_1^\pm, \tilde{\chi}_1^0$, and $\tilde{\chi}_2^0$ with all of the other sparticles assumed to be heavy and decoupled [58,59]. For the gluino and top squark, the mass-dependent production cross sections are computed at next-to-NLOapprox and next-to-NLL precision [60–62]. For all models, we assume a 100% branching fraction to the specified decay mode.

For the long-lived gluino, neutralino, and top squark in the RPV models described, pair-production cross sections
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FIG. 8. Observed and expected 95% C.L. upper limits on the product of cross section and branching fraction squared, as a function of mass for multijet signals (left) and dijet signals (right), for a fixed $c_T$ of 0.3 mm (upper), 1 mm (middle), and 10 mm (lower) in the full Run-2 data set. The neutralino and gluino pair production cross sections are shown for the multijet signals, and the top squark pair-production cross section is shown for the dijet signals.
FIG. 9. Observed and expected 95% C.L. upper limits on the product of cross section and branching fraction squared, as a function of $c\tau$ for multijet signals (left) and dijet signals (right), for a fixed mass of 800 GeV (upper), 1600 GeV (middle), and 2400 GeV (lower) in the full Run-2 data set. The neutralino and gluino pair production cross sections are shown for the multijet signals, and the top squark pair-production cross section is shown for the dijet signals. For $m = 2400$ GeV, the expected neutralino cross section is $\approx 8 \times 10^{-5}$ fb and is not shown.
larger than 0.08 fb are excluded for masses between 800 and 3000 GeV and mean proper decay lengths between 1 and 25 mm. For mean proper decay lengths between 0.6 and 90 mm, the data exclude gluino masses up to 2500 GeV; for mean proper decay lengths between 0.6 and 70 mm, the data exclude neutralino masses up to 1100 GeV; and for mean proper decay lengths between 0.4 and 80 mm, the data exclude top squark masses up to 1600 GeV. These exclusions are 250–300 GeV higher than in the previous analysis [25] and are the most stringent bounds on these models for mean proper decay lengths between 0.1 and 15 mm for all masses considered. In contrast, prompt searches have only excluded pair-produced prompt gluinos decaying into trijet final states for masses up to 1500 GeV and prompt top squarks decaying into dijet final states for masses up to 520 GeV [63,64]. The potential long lifetime of the particle provides a handle to reduce the background and allows this search to have better sensitivity to larger masses.

Figure 8 shows one-dimensional slices of the upper limit as a function of mass for several values of $c\tau$. Similarly, Fig. 9 shows the upper limit as a function of $c\tau$ for a selection of masses.

At a specific signal point, with a gluino with mass 1600 GeV and mean proper decay length $c\tau$ of 10 mm, the computed 95% C.L. upper limit on $\sigma \text{BR}$ in the 2017 and 2018 data set alone is 0.04 fb, compared with the limit from the 2015 and 2016 data set of about 0.15 fb. The improvements arise primarily from the increase in statistical precision because of the increased integrated luminosity of 101 fb$^{-1}$ compared with 38.5 fb$^{-1}$, in addition to the larger background estimated in the 2015 and 2016 data set due to the $\geq 5$-track two-vertex event observed in that data set. By combining these two data sets, the 95% C.L. upper limit for the same signal point is lowered to 0.03 fb.

These RPV SUSY models provide an illustrative interpretation of the data. However, the results may be applied to other models in which pairs of long-lived particles each decay into two or more jets in their final state. A set of instructions is contained in the Appendix, providing a method for applying the results of this analysis to other signal models.

**X. SUMMARY**

A search for pair-produced long-lived particles decaying into multijet and dijet final states in proton-proton collisions collected with the CMS detector at a center-of-mass energy of 13 TeV has been described. No events in the signal region in the 2017 and 2018 data sets, and no excess yield beyond the standard model prediction in the full Run-2 data set, which corresponds to an integrated luminosity of 140 fb$^{-1}$, are observed. This analysis extends a previous CMS search that used the 2015 and 2016 data sets, with improvements in background rejection, background estimation techniques, and uncertainty estimation.

At 95% confidence level, upper limits are set on an R-parity violating (RPV) supersymmetry (SUSY) model in which a long-lived neutralino or gluino decays into a multijet final state with top, bottom, and strange quarks. Signal pair-production cross sections larger than 0.08 fb are excluded for long-lived neutralino, gluino, and top squark masses between 800 and 3000 GeV and mean proper decay lengths between 1 and 25 mm. For the range of mean proper decay lengths between 0.6 and 90 mm, the data exclude gluino masses up to 2500 GeV. For the case where the lightest SUSY particle is a neutralino, the data exclude neutralino masses up to 1100 GeV for mean proper decay lengths between 0.6 and 70 mm. Additionally, limits are placed for an RPV SUSY model in which a long-lived top squark decays into a dijet final state with two down-type quarks. The data exclude top squark masses up to 1600 GeV for mean proper decay lengths between 0.4 and 80 mm. These results, which supersede those in Ref. [25], are the most stringent bounds on these models for mean proper decay lengths between 0.1 and 15 mm for all masses considered, and complement the results of the CMS displaced jets search [29]. While the search directly constrains these two RPV SUSY models, the techniques and methodology are generic and, as described in the Appendix, the results are applicable to other models of pair-produced long-lived particles that decay into jets.
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**APPENDIX: APPLYING THE RESULTS TO DIFFERENT MODELS**

While the search presented specifically addresses two models of RPV SUSY, the results may be applied to other models in which the pair-produced long-lived particles each decay into two or more jets in the final state. Conversion of the upper limit on signal events to an upper limit on the corresponding signal cross section depends on the reconstruction efficiency for that model. In this section, we present a set of generator-level selection requirements that, when applied, approximate the reconstruction-level efficiency of this analysis and allow for reinterpretation of the results.

Event selection is based on the properties of generated jets in the event, as well as quarks and leptons produced in the decays of the long-lived particles. We assume that the generated jets are clustered from all final-state particles, excluding neutrinos, using the anti-$k_T$ algorithm with a distance parameter of 0.4. A jet is rejected if the fraction of energy shared by electrons is greater than 0.9, or similarly if the muon energy fraction is greater than 0.8. We apply additional kinematic requirements at the parton level to the $u, d, s, c,$ and $b$ quarks in addition to the electron, muon, and tau leptons from the long-lived particle decay. These daughter particles must have a transverse impact parameter with respect to the origin of at least 0.1 mm. To be selected, generated jets and the daughter particles must satisfy $p_T > 20$ GeV and $|\eta| < 2.5$.

The following generator-level selection requirements approximate the reconstruction-level criteria:

(i) Each event must contain at least four generated jets.

(ii) $H_T$ must be greater than 1200 GeV, where $H_T$ is the scalar sum of generated jets with $p_T > 40$ GeV.

(iii) The distance of the decay point from the origin in the $x$-$y$ plane of each generated long-lived particle must be within 0.1 and 20 mm.

(iv) The $\Sigma p_T$ of the daughter particles of each long-lived particle must exceed 350 GeV to ensure sufficiently small uncertainty in $d_{QV}$ and sufficiently large number of tracks per vertex. However, if the daughter particle is a bottom quark, its $\Sigma p_T$ is scaled down

| TABLE V. Data-to-simulation efficiency correction factors, shown for multijet and dijet signal topologies in several ranges of $c r$. Note that these correction factors account for the two long-lived particles in the simulated events, and are therefore the total correction factors used to scale event yields rather than the correction factors one would apply to individual vertices. |
|---|---|---|---|---|
| 0.1–0.3 mm | 0.3–1 mm | 1–10 mm | 10–100 mm |
| Correction factor for multijet signals | 0.92 | 0.94 | 0.97 | 0.98 |
| Correction factor for dijet signals | 0.75 | 0.79 | 0.82 | 0.84 |
by a factor of 0.65. This corrects for reduced reconstruction efficiency for bottom quarks due to their lifetime, which can inhibit the association of their decay products with the reconstructed vertex.

(v) The transverse distance between the decay points of each long-lived particle must be greater than 0.4 mm.

Following this prescription, the generator-level efficiency approximates the reconstruction-level efficiency with 20% accuracy for a wide variety of models. Finally, to correct for differences between data and simulation, the event yields must be scaled by the data-to-simulation efficiency correction factors provided in Table V, which approximate those described in Sec. VI. This was tested for models with both dijet and multijet final states for masses of 400–3000 GeV and mean proper decay lengths of 0.1–30 mm. This prescription has been validated only for models with efficiency greater than 10%.
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