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Abstract

We consider the space of $w$-mixtures which is defined as the set of finite statistical mixtures sharing the same prescribed component distributions closed under convex combinations. The information geometry induced by the Bregman generator set to the Shannon negentropy on this space yields a dually flat space called the mixture family manifold. We show how the Kullback-Leibler (KL) divergence can be recovered from the corresponding Bregman divergence for the negentropy generator: That is, the KL divergence between any two $w$-mixtures amounts to a Bregman Divergence (BD) induced by the Shannon negentropy generator. Thus the KL divergence between two Gaussian Mixture Models (GMMs) sharing the same Gaussian components is equivalent to a Bregman divergence. This KL-BD equivalence on a mixture family manifold implies that we can perform optimal KL-averaging aggregation of $w$-mixtures without information loss. More generally, we prove that the statistical skew Jensen-Shannon divergence between $w$-mixtures is equivalent to a skew Jensen divergence between their corresponding parameters. Finally, we state several properties, divergence identities, and divergence inequalities relating to $w$-mixtures.
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1 Introduction

In the field of statistics, finite mixtures [36] are semi-parametric models defined according to weighted component distributions. When the component distributions belong to a same parametric family of distributions, the mixture is said homogeneous, otherwise it is said heterogeneous. For example, a Mixture of Gaussians (MoGs, i.e., a mixture of normal distributions) is a homogeneous mixture commonly called a Gaussian Mixture Model [23] (GMM). A mixture of a Laplace distribution with a Gaussian distribution is an example of an heterogeneous mixture.

In this work, we shall consider $w$-mixtures which are convex weighted combinations of fixed component distributions.

Let $M^1_+(\Omega)$ denote the space of probability measures defined on a $\sigma$-algebra $\Omega$ of a sample space $\mathcal{X}$. Consider a positive base measure $\mu \in M^1_+(\Omega)$ (e.g., the Lebesgue measure or the counting
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measure), and let \( P_0, \ldots, P_{k-1} \) be \( k \) prescribed probability distributions, all dominated by the base measure \( \mu \) (\( P_i \ll \mu \)), with respective densities \( p_0 = \frac{dP_0}{d\mu}, \ldots, p_{k-1} = \frac{dP_{k-1}}{d\mu} \) (i.e., \( p_i \) is the Radon-Nikodym derivative of \( P_i \) with respect to \( \mu \)).

We define \( w \)-mixtures by their densities as a weighted average of component densities as follows:

**Definition 1 (Statistical \( w \)-mixtures)** The density \( m(x; w) \in M_1^+(\Omega) \) of a \( w \)-mixture is defined by:

\[
m(x; w) = \sum_{i=0}^{k-1} w_i p_i(x),
\]

with \( w := (w_0, \ldots, w_{k-1}) \in \Delta^{k-1}_{k-1} \), where \( \Delta^{k-1}_{k-1} = \{ w \in \mathbb{R}^k : \sum_{i=0}^{k-1} w_i = 1 \} \) is the \((k-1)\)-dimensional open probability simplex sitting in \( \mathbb{R}^k \) with \( \sum_{i=0}^{k-1} w_i = 1 \) (called \((k-1)\)-simplex or standard simplex).

That is, \( w \)-mixtures are strictly convex weighted combinations of \( k \) fixed component distributions: They form special subfamilies of finite statistical mixtures [36] that are closed by convex combinations: Indeed, one can check that the mixture of \( w \)-mixtures is a \( w \)-mixture:

\[
(1 - \alpha)m(x; w) + \alpha m(x; w') = m\left(x; (1 - \alpha)w + \alpha w'\right), \quad \forall \alpha \in [0, 1].
\]

To motivate the use of \( w \)-mixtures in applications, let us report some prior works which built \( w \)-mixtures:

- Given \( n \) datasets \( O_1, \ldots, O_n \), a set of \( n \) \( w \)-mixtures \( m_1 = (x; w_1), \ldots, m_n = m(x, w_n) \) (called comixs in [72]) can be jointly learned by generalizing the Expectation Maximization algorithm [36] (EM) or the Classification EM (CEM) algorithm. In particular, one can learn \( w \)-Gaussian Mixture Models [72] (\( w \)-GMMs for short) where the prescribed mixture components are fixed Gaussian distributions.
- Another way to obtain \( w \)-mixtures is to consider Kernel Density Estimators (KDEs) at prescribed locations [73,76] for several datasets \( O_1, \ldots, O_n \).

Figure 1 displays two \( w \)-GMMs with three \((k = 3)\) fixed components.

In this paper, we study the information-geometric structure of the manifold \( M \) of \( w \)-mixtures [7,75]:

\[
M := \{ m(x; w) : w \in \Delta^{k-1}_{k-1} \},
\]

and state properties related to several information-theoretic divergences (e.g., total variation metric distance, Kullback-Leibler divergence, Jensen-Shannon divergence, etc.).

The paper is organized as follows:

First, we concisely describe in §2 the generic construction of the information geometry induced by an arbitrary smooth (parameter) divergence [7,50], and recall the basics of the class of statistical invariant \( f \)-divergences [6,7,75]. Next, we describe in §3 the dually flat geometry of the space of \( w \)-mixtures induced either by the Kullback-Leibler (KL) divergence or equivalently by its Bregman generator set to the Shannon negentropy (called Shannon information). This information-geometric construction implies that the KL divergence between any two \( w \)-mixtures is mathematically equivalent to a Bregman divergence induced by the negative Shannon entropy generator which is however
often not available in closed-form\textsuperscript{1} for \(w\)-mixtures. Yet this structural observation allows us to prove in \S\textsuperscript{3} that the KL-averaging aggregation of \(w\)-mixtures can be performed optimally without information loss which is useful for distributed inference of \(w\)-mixtures \[35\]. In \S\textsuperscript{3.6}, we extend the KL-BD equivalence and show that the skew Jensen-Shannon divergences \[51,52\] of \(w\)-mixtures amount to skew Jensen \(\alpha\)-divergences \[54\] on their corresponding weight parameters. Finally, we consider several divergence inequalities in \S\textsuperscript{4} between \(w\)-mixtures. In the appendix, we recall in \S\textsuperscript{A} the principal divergences. Then we show how to stochastically estimate by the Monte Carlo method \(f\)-divergences which are guaranteed to be non-negative in \S\textsuperscript{B} (highlighting a connection between \(f\)-divergences and Bregman divergences). Finally, in Appendix \S\textsuperscript{C}, we describe a method to build statistical distances from Bregman divergences induced by integral-based Bregman generators.

\section{Information geometry and \(f\)-divergences}

\subsection{Information geometry induced by a divergence}

A \textit{divergence} \(D(p : q)\) is a smooth measure of dissimilarity that satisfies \(D(p : q) \geq 0\) with equality iff. \(p = q\) (reflexivity property). The “:" notation emphasizes that the divergence may potentially be \textit{asymmetric}: \(D(p : q) \neq D(q : p)\). Divergences are also called \textit{contrast functions} \[20\]. (Divergences in information geometry should not be confused with the divergence operator on vector fields.)

Because of the potential asymmetry of a divergence, we define a \textit{dual divergence} \(D^\ast(p : q) := D(q : p)\) via \textit{reference duality} \[79\], and a \textit{symmetrized divergence} \(S(p; q) := \frac{1}{2}(D(p : q) + D^\ast(p : q)) = S(q; p)\)

\textsuperscript{1}The Shannon negentropy is available in closed-form for the family of categorical distributions (mixture of Dirac distributions), and more generally, when the component distributions have pairwise disjoint supports.
that may not satisfy the triangle inequality of metric distances). We emphasize that symmetrized divergences are symmetric divergences using the “;” notation instead of the “:” notation to separate their arguments.

In information geometry \([6, 15, 50]\), we equip a manifold \(M\) with a metric tensor and a pair of dual torsion-free affine connections. The structure \((M, D)\) can be induced by any smooth \(C^\infty\) divergence \(D(\cdot : \cdot)\) \([6, 7, 15, 20]\) as follows:

1. The metric tensor \(g(p)\) provides an inner product between vectors at each tangent plane \(T_p\):
   \[
   \langle v, v' \rangle_p = \sum_{i,j} g_{ij} v_i v'_j.
   \]
   These local inner products vary smoothly on \(M\), and are used for measuring
   - angles \(\arccos(\langle v, v' \rangle_p)\) between vectors \(v\) and \(v'\) (with \(v \perp v'\) iff \(\langle v, v' \rangle_p = 0\)), and
   - vector lengths \(\|v\|_p := \sqrt{\langle v, v \rangle_p}\) on any tangent plane \(T_p\) for \(p \in M\).

2. A pair of dual torsion-free affine connections \(\nabla\) and \(\nabla^*\) for defining how vectors are “parallel” transported from any source tangent plane \(T_p\) to any target tangent plane \(T_q\). In differential geometry, an affine connection \(\nabla\) allows one to define \(\nabla\)-geodesics as auto-parallel curves \(\gamma: \nabla_\gamma \gamma = 0\). The symbol \(\nabla\) is also used to define a differential operator, called the covariant derivative acting on vector fields (and more generally any type of tensors). An affine connection \(\nabla\) is defined by its Christoffel symbols \(\Gamma_{ijk}(x) = -\frac{\partial^3}{\partial x_i \partial x_j \partial y_k} D(x : y)\bigg|_{y=x}\).

The dual connection \(\nabla^*\) is induced by the dual divergence \(D^*(\cdot : \cdot)\) (with dual metric tensor \(g^* = g\)), and the pair of connections \((\nabla, \nabla^*)\) is said dually coupled to the metric tensor \(g\) since for any triple of vector fields \(X, Y\) and \(Z\), we have \([6, 15, 50]\) the following property:

\[
\nabla_X \langle Y, Z \rangle = \langle \nabla_X Y, Z \rangle + \langle Y, \nabla_X^* Z \rangle.
\]

The pair \((\nabla, \nabla^*)\) is said conjugate because \(M\) being flat wrt. to \(\nabla\) implies \(M\) being flat wrt. to \(\nabla^*\), and vice-versa \([6, 20, 50]\). Furthermore, the mean connection \(\tilde{\nabla} = \frac{\nabla + \nabla^*}{2}\) corresponds to the Riemannian torsion-free Levi-Civita metric connection \(\nabla^g\) which is induced by the metric tensor \(g\). One can define a third-order totally symmetric tensor \(T\) \([7, 20, 50]\) (called the skewness tensor) for vector fields \(X, Y\) and \(Z\) by:

\[
T(X, Y, Z) := g(\nabla_X Y - \nabla^*_X Y, Z).
\]

The structure \((M, g, T)\) is called a statistical manifold \([31]\), and characterizes the dualistic structure of information geometry \([6, 15, 50]\).
Table 1: Common $f$-divergences $I_f(p : q)$ with their corresponding convex generators $f(u)$.

| Name                        | $f$-divergence $I_f(p : q)$ | Generator $f(u)$ |
|-----------------------------|-----------------------------|------------------|
| Total variation (metric)   | $\frac{1}{2} \int |p(x) - q(x)| d\nu(x)$ | $\frac{1}{2} |u - 1|$ |
| Squared Hellinger          | $\int (\sqrt{p(x)} - \sqrt{q(x)})^2 d\nu(x)$ | $(\sqrt{u} - 1)^2$ |
| Pearson $\chi^2_P$         | $\int \frac{(q(x) - p(x))^2}{p(x)} d\nu(x)$ | $(u - 1)^2$ |
| Neyman $\chi^2_N$         | $\int \frac{(p(x) - q(x))^2}{q(x)} d\nu(x)$ | $\frac{(1-u)^2}{u}$ |
| Kullback-Leibler           | $\int p(x) \log \frac{p(x)}{q(x)} d\nu(x)$ | $- \log u$ |
| reverse Kullback-Leibler   | $\int q(x) \log \frac{q(x)}{p(x)} d\nu(x)$ | $u \log u$ |
| Squared triangular         | $\int \frac{(p(x) - q(x))^2}{p(x) + q(x)} d\nu(x)$ | $\frac{(u-1)^2}{2(1+u)}$ |
| Squared perimeter          | $\int \sqrt{p^2(x) + q^2(x)} d\nu(x) - \sqrt{2}$ | $\sqrt{1 + u^2} - \frac{1+u}{\sqrt{2} u}$ |
| $\alpha$-divergence        | $\frac{4}{1-\alpha} \left(1 - \int p^{1+\alpha}(x) q^{1+\alpha}(x) d\nu(x)\right)$ | $\frac{4}{1-\alpha} \left(1 - \sqrt{\frac{1}{2} \frac{1+\alpha}{\sqrt{2} u}}\right)$ |
| Jensen-Shannon             | $\frac{1}{2} \int (p(x) \log \frac{2p(x)}{p(x) + q(x)} + q(x) \log \frac{2q(x)}{p(x) + q(x)}) d\nu(x)$ | $-(u+1) \log \frac{1+u}{2} + u \log u$ |

2.2 $f$-Divergences: Definition, properties, and stochastic estimation

The class of statistical $f$-divergences [2][17][41] between two distributions $p, q \ll \mu$ defined on support $\mathcal{X}$ is defined by:

$$I_f(p : q) := \int_{\mathcal{X}} p(x) f\left(\frac{q(x)}{p(x)}\right) d\mu(x) \geq f(1),$$

(4)

where $f(u)$ is a convex function satisfying $f(1) = 0$ and strictly convex at 1. We use the following conventions:

$$0f\left(\frac{0}{0}\right) = 0, \quad f(0) = \lim_{u \to 0^+} f(u), \quad \forall a > 0, 0f\left(\frac{a}{0}\right) = \lim_{u \to 0^+} uf\left(\frac{a}{u}\right) = a \lim_{u \to \infty} \frac{f(u)}{u}.$$

Two generators $f(u)$ and $g(u)$ induce the same $f$-divergence, $I_f(p : q) = I_g(p : q)$, iff there exists $\lambda \in \mathbb{R}$ such that $g(u) = f(u) + \lambda(u-1)$. Thus we may enforce wlog. that $f'(1) = 0$. We may further fix the scale of the $f$-divergence by setting $f''(1) = 1$.

For discrete distributions with Probability Mass Functions (PMFs) $p = (p_0, \ldots, p_d)$ and $q = (q_0, \ldots, q_d)$, it comes that $I_f(p : q) = \sum_{i=0}^{d-1} p_i f\left(\frac{q_i}{p_i}\right)$ (base measure $\mu$ is the counting measure). Common $f$-divergences [62] include the Kullback-Leibler (KL) divergence ($f(u) = -\log u$), the $\chi^2$-divergence, the Hellinger divergence, the alpha-divergences, the total variation $TV(p, q) := \frac{1}{2} \int_{\mathcal{X}} |p(x) - q(x)| d\mu(x)$ ($f(u) = \frac{1}{2}|1-u|$), etc. See Table 1 for a summary of the main $f$-divergences. The only $f$-divergence which is a metric distance [29] satisfying the triangle inequality is the total variation distance.

The dual $f$-divergence $I^*_f(p : q) := I_f(q : p)$ is obtained by taking the dual generator $f^\circ(u) := uf\left(\frac{1}{u}\right)$: $I^*_f(p : q) = I_f(q : p) = I^*_f(p : q)$. Thus $f$-divergences can always be symmetrized by taking the generator $s(u) = \frac{1}{2}(f(u) + f'(u))$. Examples of symmetric $f$-divergences are the Jeffreys divergence [6] $J(p : q) := KL(p : q) + KL(q : p)$ and the Jensen-Shannon divergence [34][44]: $JS(p : q) := \frac{1}{2}(K(p : q) + K(q : p))$ with $K(p : q) := KL(p : \frac{p+q}{2}) = \int p(x) \log \frac{2p(x)}{p(x)+q(x)} d\mu(x)$. The
$f$-divergences are upper bounded by [33]:

$$I_f(p : q) \leq \lim_{\epsilon \to 0} f(\epsilon) + f^\circ(\epsilon).$$

Thus when $f(0) + f^\circ(0) < \infty$, the symmetrized $f$-divergences are bounded (e.g., the Jensen-Shannon divergence [51][52] are always bounded by log 2 or the total variation distance is bounded by 1). Depending on the generator $f$, the $f$-divergence may be unbounded or even be infinite when the integral diverges: $I_f(p : q) := + \infty$ (e.g., the KL divergence between a standard Cauchy distribution and a standard normal distributions). The $f$-divergences can be extended [67] to positive measure $p$ and measure $q$ (potentially negative) by taking the extended generator $\bar{f}(u) = f(u) - f'(1)(u - 1)$ for $f$ a continuously differentiable function at $u = 1$ (thus $\bar{f}(1) = f'(1) = 0$).

The $f$-divergences between statistical mixtures [47][66] is not available in closed form although it can be easily upper bounded by using the joint convexity property of $f$-divergences [33]:

$$I_f(m : m') \leq \sum_{i,j} w_i w'_j I_f(p_i : p'_j)$$

for two mixture models $m(x) = \sum_i w_i p_i(x)$ and $m'(x) = \sum_j w'_j p'_j(x)$.

In practice, to bypass the intractability of $f$-divergences, one estimates the $f$-divergence using Monte Carlo (MC) stochastic integration (see [24], Chapter 17): Let $s$ iid. samples $x_1, \ldots, x_s \sim p(x)$, and define the estimator

$$\hat{I}_f^s(p : q) := \frac{1}{s} \sum_{i=1}^s f\left(\frac{q(x_i)}{p(x_i)}\right).$$

It follows from the Law of Large Numbers (LLN) that $\lim_{s \to} \hat{I}_f^s(p : q) = I_f(p : q)$ provided that the variance $V_p\left[f\left(\frac{q(x)}{p(x)}\right)\right]$ is bounded. The MC estimator is consistent when $I_f(p : q) < \infty$ but the MC approximation does not hold when $I_f$ diverges. Furthermore, using the Central Limit Theorem (CLT), the MC estimator is shown to be normally distributed:

$$\hat{I}_f^s(p : q) \sim \mathcal{N}\left(I_f(p : q), \frac{1}{s} V_p\left[f\left(\frac{q(x)}{p(x)}\right)\right]\right).$$

In practice, the variance is approximated by the sample variance, and Confidence Intervals (CIs) can be reported.

Note that the MC estimator $\hat{I}_f^s(p : q)$ may not guarantee that $\hat{I}_f^s(p : q) \geq 0$: It can potentially yield a negative number. This is because $f\left(\frac{q(x)}{p(x)}\right)$ may be negative.

For the KL MC estimator, we use the following MC estimation:

$$\hat{KL}^s(p : q) := \frac{1}{s} \sum_{i=1}^s \log \frac{p(x_i)}{q(x_i)} + \frac{q(x_i)}{p(x_i)} - 1,$$

which is the MC estimator for the extended KL divergence [12] (extended to arbitrary positive measures). In particular, the extended KL divergence amounts to the KL divergence for normalized densities. This (extended) KL estimator is guaranteed to be non-negative since we can rewrite it as:

$$\hat{KL}^s(p : q) := \frac{1}{s} \sum_{i=1}^s IS(q(x_i) : p(x_i)),$$
where
\[ \text{IS}(p : q) = \frac{p}{q} + \log \frac{q}{p} - 1 \geq 0, \]

is the univariate *Itakura-Saito divergence* \(^{12}\) (hence nonnegative).

In general, MC estimation of \( f \)-divergences may violate the reflexivity property of divergences (i.e., \( D(p : q) = 0 \Leftrightarrow p = q \)). Indeed, consider the generator \( f_\lambda(u) = f(u) + \lambda(u - 1) \) for \( \lambda \in \mathbb{R} \). We have \( I_f(p : q) = I_{f_\lambda}(p : q) \). The MC estimation of \( f_\lambda \)-divergence yields

\[
\hat{I}_f^s(p : q) := \frac{1}{s} \sum_{i=1}^s f_\lambda \left( \frac{q(x_i)}{p(x_i)} \right),
\]

\[
= \frac{1}{s} \sum_{i=1}^s \left( f \left( \frac{q(x_i)}{p(x_i)} \right) + \lambda \left( \frac{q(x_i)}{p(x_i)} - 1 \right) \right).
\]

Choosing \( \lambda_0 = \frac{\sum_{i=1}^s f \left( \frac{q(x_i)}{p(x_i)} \right)}{\sum_{i=1}^s \left( \frac{q(x_i)}{p(x_i)} - 1 \right)} \) yields \( \hat{I}_{f_{\lambda_0}}^s(p : q) = 0 \) although \( I_{f_{\lambda_0}}(p : q) > 0 \) for \( q \neq p \). Note that \( \hat{KL}^s(p : q) = 0 \) iff \( p = q \) when \( s \) is greater than the number of degrees of freedom used for describing the distributions. Notice that in practice, one has to take care of numerical precision errors when implementing MC stochastic estimator.

Appendix \(^3\) further report details on *extended f-divergences* with guaranteed non-negative Monte Carlo estimators by highlighting a connection between \( f \)-divergences and Bregman divergences. We also refer the reader to \(^{39, 40}\) for other techniques for efficiently estimating \( f \)-divergences.

### 2.3 Information monotonicity and invariance

To get lower bounds on the \( f \)-divergence \( I_f \), we use the *information monotonicity* property of \( f \)-divergences \(^6, 15, 50\). Let \( \mathcal{A} = \{ A_i \}_{i=1}^h \) be a partition of the support \( \mathcal{X} \) into \( h \) pieces. Let \( \tilde{p} = (\tilde{p}_0, \ldots, \tilde{p}_{h-1}) \) and \( \tilde{q} = (\tilde{q}_0, \ldots, \tilde{q}_{h-1}) \) denote the discrete distributions obtained by coarse-graining \( p \) and \( q \), with \( \tilde{p}_i = \int_{A_i} p(x) d\mu(x) \) and \( \tilde{q}_i = \int_{A_i} q(x) d\mu(x) \). This coarse-graining process is called lumping in \(^{18}\) and is a particular case of a Markov kernel. Coarse-graining can be interpreted as converting distributions into histograms with \( h \) bins. Then the information monotonicity \(^6\) of divergences (related to the data processing inequality \(^{68}\), DPI) ensures that

\[ 0 \leq D(\tilde{p} : \tilde{q}) \leq D(p : q). \]

Clearly, when \( h = 1 \) and there is a unique bin, we have \( 0 = D(1 : 1) \leq D(p : q) \). In particular, this lower bound applies when \( p = m(x, w) \) and \( q = m(x, w') \) are two \( w \)-mixtures.

A divergence is said separable iff \( D(p : q) = \sum_i D_1(p_i : q_i) \) where \( D_1 \) is a *scalar divergence*. \( f \)-Divergences are the only separable divergences (also called decomposable divergences), with \( I_f^1(p : q) = pf(q/p) \), that enjoy information monotonicity \(^6, 32\) (except for the special case of binary alphabets \(^{28}\)). Since \( I_f(\tilde{p} : \tilde{q}) = \sum_{i=0}^{h-1} \tilde{p}_i f \left( \frac{\tilde{q}_i}{\tilde{p}_i} \right) \) is computable in \( O(h) \) time, it yields a lower bound on \( I_f(p : q) \) provided that we are able to compute in closed-form \( \tilde{p} \) and \( \tilde{q} \), say, using Cumulative Distribution Functions (CDFs). Usually, CDF formula are available for univariate distributions (say, Gaussian) but this is often not tractable for multivariate distributions although
efficient numerical schemes are available \cite{21}. Notice that $f$-divergences can be lower bounded using total variation distances by Pinsker-type inequalities \cite{70}. Finally, let us state that $f$-divergences are invariant \cite{69} under differentiable and invertible transformations of the sample space (say, $h : \mathcal{X} \mapsto \mathcal{Y}$): $I_f(p : q) = I_f(p' : q')$ with $p'(x) = p(h(x)) = p(x)|J(x)|^{-1}$ and $q'(x) = q(h(x)) = q(x)|J(x)|^{-1}$, where $|J(x)|$ denotes the determinant of the Jacobian matrix of $h$.

3 Geometry induced by the Kullback-Leibler divergence

In this section, we recall the fact that the space of $w$-mixtures forms a mixture family in information geometry, and as such, we can model the space of $w$-mixtures as a dually flat flat space equipped with a pair of convex potential functions inducing dual Bregman divergences \cite{45,50}. We provide a full description of this fact mentioned in \cite{3,6,8,15}, and perform sanity checks during the construction. See also \cite{56,57}.

3.1 Dually flat manifold of $w$-mixtures

When the $k$ prescribed component distributions $p_0(x), \ldots, p_{k-1}(x)$ are linearly independent, the space

$$\mathcal{M} = \left\{ m(x; w), w \in \Delta^0_{k-1} \right\},$$

of $w$-mixtures forms a mixture family in information geometry \cite{6}:

$$\mathcal{M} = \left\{ m(x; \eta) = \sum_{i=1}^{k-1} \eta_i p_i(x) + \left( 1 - \sum_{i=1}^{k-1} \eta_i \right) p_0(x), \eta \in \mathbb{R}^{k-1}_+ \right\},$$

with $\eta_i = w_i$ for $i \in [k - 1] = \{1, \ldots, k - 1\}$ and $w_0 = 1 - \sum_{i=1}^{k-1} \eta_i = 1 - \sum_{i=1}^{k-1} w_i$. (We adopted the “primal” parameter to be $\eta$ following the textbook \cite{6}; Appendix C explains the dually flat construction with primal parameter $\theta$.) We have $\sum_{i=1}^{k-1} \eta_i < 1$. Denote by $H^0 := \{ \eta \in \mathbb{R}^{k-1}_+ : \sum_{i=1}^{k-1} \eta_i < 1 \}$. Let $D = k - 1$ denote the order of the mixture family, that is its number of degrees of freedom. We have $m(x; w) = m(x; \eta)$, where vector $w$ is $k$-dimensional while vector $\eta$ is $(k - 1)$-dimensional. Manifold $\mathcal{M}$ is an affine subspace of the space of density wrt $\mu$.

Let $f_i(x) = p_i(x) - p_0(x)$ for $i \in [D]$ (with $\int_X f_i(x) d\mu(x) = 0$), and $c(x) = p_0(x)$ (with $\int_X p_0(x) d\mu(x) = 1$). Then $\mathcal{M}$ can be written in the canonical form of a mixture family in information geometry \cite{6}:

$$\mathcal{M} = \left\{ m(x; \eta) = \sum_{i=1}^{k-1} \eta_i f_i(x) + c(x), \eta \in H^0 \right\},$$

where the $f_i(x)$’s and $c(x)$ are linearly independent. By convention, we shall denote by $\eta_0 = 1 - \sum_{i=1}^{k-1} \eta_i$ the weight of $p_0$. Beware that $\eta_0$ is not a vector component of $\eta = (\eta_1, \ldots, \eta_D) \in H^0$, the $D = (k - 1)$-dimensional open probability simplex sitting in $\mathbb{R}^D$. We can convert from weight coordinate $w$ to $\eta$-coordinate as follows:

$$w = \begin{pmatrix} w_0 = 1 - \sum_{i=1}^{k-1} w_i \\ w_1 \\ \vdots \\ w_{k-1} \end{pmatrix} \in \Delta^0_{k-1} \subset \mathbb{R}^k \iff \eta = \begin{pmatrix} \eta_1 = w_1 \\ \vdots \\ \eta_{k-1} = w_{k-1} \end{pmatrix} \in H^0 \subset \mathbb{R}^{k-1}_+ \subset \mathbb{R}^D.$$
We consider $\mathcal{M}$ as a smooth manifold of $\eta$-mixtures. The Shannon differential entropy [16,27]
\[
\begin{align*}
  h(m) &:= -\int_{\mathcal{X}} m(x) \log m(x) d\mu(x),
\end{align*}
\]
of a mixture $m(x)$ is usually not available in closed-form [66] because of the log-sum term. However, both lower and upper bounds on the entropy of mixtures are given in [30,66]:
\[
\begin{align*}
  h(m) &\geq \sum_i w_i h(p_i) - \sum_i w_i \log \left( \sum_j w_j e^{-\text{Bhat}(p_i; p_j)} \right), \\
  h(m) &\leq \sum_i w_i h(p_i) - \sum_i w_i \log \left( \sum_j w_j e^{-\text{KL}(p_i; p_j)} \right),
\end{align*}
\]
where Bhat denotes the Bhattacharrya divergence [13,54] defined by
\[
\text{Bhat}(p_i : p_j) := -\log \int_{\mathcal{X}} \sqrt{p_i(x) p_j(x)} d\mu(x).
\]

### 3.2 Negative entropy as a potential convex function: Bregman generator

For $\eta$-mixtures, the parametric function $E(\eta) = F^*(\eta) = -h(m(x; \eta))$ (the notation $F^*$ will be explained shortly thereafter), is strictly convex and differentiable [15]. For example, when $D = 1$, we have $(F^*(\eta))'' = \int_{\mathcal{X}} \frac{(p_i(x) - p_0(x))^2}{m(x; \eta)} d\mu(x) > 0$, and therefore $E$ is strictly convex and differentiable. Figure 2 displays the graph of the negative entropy $F^*(\eta)$ for two $\eta$-mixtures of order $D = 1$.

In general, the Hessian $\nabla^2 F^*(\eta)$ matrix has coefficients
\[
\begin{align*}
  \nabla^2 F^*(\eta)_{i,j} &= \int_{\mathcal{X}} \frac{(p_i(x) - p_0(x)) (p_j(x) - p_0(x))}{m(x; \eta)} d\mu(x), \\
  &= E_{x \sim m(x; \eta)} \left[ \frac{(p_i(x) - p_0(x)) (p_j(x) - p_0(x))}{m^2(x; \eta)} \right].
\end{align*}
\]
It is a positive definite matrix: $\nabla^2 F^*(\eta) > 0$. Thus we can form a dually flat manifold [6,15] where the Kullback-Leibler divergence between two mixtures $m(x; \eta_1)$ and $m(x; \eta_2)$ amounts to calculate a Bregman divergence [12] $B_{F^*}(\eta_1 : \eta_2)$ for the negative Shannon information generator [6]:
\[
\begin{align*}
  F^*(\eta) &= -h(m(x; \eta)) \\
  &= \int_{\mathcal{X}} m(x; \eta) \log m(x; \eta) d\mu(x).
\end{align*}
\]
Since Shannon entropy is strictly concave, the negative Shannon entropy called Shannon information is strictly convex (and a dually flat manifold can be built from any convex function). Let $m_1(x):=m(x; \eta_1)$ and $m_2(x):=m(x; \eta_2)$. We have
\[
\begin{align*}
  \text{KL}(m_1 : m_2) &:= \int_{\mathcal{X}} m(x; \eta_1) \log \frac{m(x; \eta_1)}{m(x; \eta_2)} d\mu(x), \\
  &= F^*(\eta_1) - F^*(\eta_2) - \langle \eta_1 - \eta_2, \nabla F^*(\eta_2) \rangle, \\
  &= B_{F^*}(\eta_1 : \eta_2),
\end{align*}
\]
where $\langle x, y \rangle = x^\top y$ denotes the scalar product of $\mathbb{R}^D$. Although the Shannon information of a $w$-mixture is a convex function of $\eta$, it is usually not available in closed-form \cite{42, 77}. A very particular case is the mixture family of two Cauchy distributions for which the Shannon entropy is available in closed-form \cite{53}. The $\eta$ parameter is traditionally called the “expectation” parameter in information geometry (although this stems from a property of the exponential family manifolds \cite{6}). We shall write for short $h(\eta) = h(m(x; \eta))$.

Since

$$F^*(\eta_1) = \int_X m(x; \eta_1) \log m(x; \eta_1) d\mu(x) = -h(m(x; \eta_1)),$$  \hspace{1cm} (13)

it follows from Eq. (11) that

$$\int_X m(x; \eta_1) \log \frac{1}{m(x; \eta_2)} d\mu(x) = -\int_X m(x; \eta_1) \log m(x; \eta_2) d\mu(x) \hspace{1cm} (14)$$

is the cross-entropy \cite{60} $h^\times (m(x; \eta_1) : m(x; \eta_2))$ (with $h^\times (\eta : \eta) = h(m(x; \eta))$) and we have

$$h^\times (m(x; \eta_1) : m(x; \eta_2)) = -\int_X m(x; \eta_1) \log m(x; \eta_2) d\mu(x), \hspace{1cm} (15)$$

$$= -F^*(\eta_2) - \langle \eta_1 - \eta_2, \nabla F^*(\eta_2) \rangle. \hspace{1cm} (16)$$

### 3.3 Cross-entropy as the dual potential function: Dual Bregman generator

The dual parameters $\theta = (\theta^1, \ldots, \theta^D)$, called the natural parameters, are defined by
cross-entropy $F(\theta) = h^\times(p_0(x) : m(x; \eta))$ of a \textit{w}-mixture

\[ m(x; \eta) = (1 - \eta)p(x; \mu_0 = 0, \sigma_0 = 1) + \eta p(x; \mu_1 = 3, \sigma_1 = 1) \]

\[ m(x; \eta) = (1 - \eta)p(x; \mu_0 = 0, \sigma_0 = 1) + \eta p(x; \mu_1 = 3, \sigma_1 = 2) \]

Figure 3: Graph plots of the cross-entropy $F(\theta) = h^\times(p_0(x) : m(x; \eta))$ for two $\eta$-mixtures of order 1 (with univariate Gaussian components). The function $F(\theta)$ is estimated using Monte-Carlo integration with $10^6$ samples.

\[ \theta^i(\eta) = (\nabla_\eta F^*(\eta))_i = \int_X (p_i(x) - p_0(x)) \log m(x; \eta) d\mu(x), \quad (17) \]

since $(\nabla_\eta m(x; \eta))_i = p_i(x) - p_0(x)$ and swapping $\nabla \int = \int \nabla$ (under regularity condition of Leibniz integral rule). Figure 3 displays the graph plot of $F(\theta)$ for uni-order $w$-Gaussian mixture models. We can rewrite the natural parameter coordinates as

\[ \theta^i(\eta) = h^\times(p_0(x) : m(x; \eta)) - h^\times(p_i(x) : m(x; \eta)). \]

The dual Legendre convex conjugate \[45\] $F(\theta)$ of $F^*(\eta)$ defined by the Legendre-Fenchel transform

\[ F(\theta) = \max_\theta \{ \langle \theta, \eta \rangle - F^*(\eta) \} \]

is

\[ F(\theta) = -\int_X p_0(x) \log m(x; \eta) d\mu(x), \quad (18) \]

This conjugate function can be interpreted the \textit{cross-entropy} $h^\times(p_0(x) : m(x; \eta))$ between $p_0(x)$ and $m(x; \eta)$:

\[ h^\times(p_0(x) : m(x; \eta)) = -\int_X p_0(x) \log m(x; \eta) d\mu(x). \]

The conjugate functions $F$ and $F^*$ are called the \textit{potential functions} of dually flat space in information geometry.

A sanity check shows that $(F(\theta), F^*(\eta))$ is indeed a pair of \textit{convex conjugates} by verifying Young’s inequality \[71\]

\[ F(\theta) + F^*(\eta) = \langle \theta, \eta \rangle. \quad (19) \]
Proof: We have
\[
\langle \theta, \eta \rangle = \sum_{i=1}^{D} \eta_i \int_{\mathcal{X}} (p_i(x) - p_0(x)) \log m(x; \eta) d\mu(x),
\]
(20)
\[
F(\theta) + F^{*}(\eta) = \int (m(x; \eta)(x) - p_0(x)) \log m(x; \eta) d\mu(x).
\]
(21)

Since \(m(x; \eta) = \sum_{i=1}^{D} \eta_i p_i(x) + \eta_0 p_0(x)\), we have \(m(x; \eta)(x) - p_0(x) = \sum_{i=1}^{D} \eta_i p_i(x) + (\eta_0 - 1)p_0(x)\), and \(\eta_0 - 1 = -\sum_{i=1}^{D} \eta_i\). Thus Eq. 20 matches Eq. 21.

Another proof consists in rewriting the differential entropy of the mixture as follows:
\[
h(\eta) = \sum_{i=0}^{k-1} w_i \int p_i(x) \log \frac{1}{m(x; \eta)} d\mu(x),
\]
(22)
\[
= \sum_{i=1}^{k-1} w_i \int_{\mathcal{X}} (p_i(x) - p_0(x)) \log \frac{1}{m(x; \eta)} d\mu(x) + \int p_0(x) \log \frac{1}{m(x; \eta)} d\mu(x),
\]
(23)
\[
= -\sum_{i=1}^{k-1} w_i \theta_i + h^{*}(p_0(x) : m(x; \eta)).
\]
(24)

Since \(w_i = \eta_i\) for \(i \in [k-1]\), \(F(\theta) = h^{*}(p_0(x) : m(x; \eta))\), and \(F^{*}(\eta) = -h(m(x; \eta))\), we get Young’

\[F(\theta) + F^{*}(\eta) - \langle \theta, \eta \rangle = 0.\]

\[\square\]

Function \(F(\theta)\) is convex with respect to \(\theta\), and the gradients of the convex conjugates are reciprocal, allowing one to convert (theoretically) from one coordinate system into the dual one:
\[\eta = \nabla F(\theta) \quad \text{and} \quad \theta = \nabla F^{*}(\eta).\]

Let \(\partial_{i} := \frac{\partial}{\partial \eta_i}\) and \(\partial_{i}^{*} := \frac{\partial}{\partial \eta_i^{*}}\) (Those subscript and superscript derivative notations emphasize the contravariant and covariant natures of the derivations \([6,15]\)). At any tangent plane \(T_p\) of \(\mathcal{M}\), the dual vector bases \(\{\partial_{i}\}_i\) and \(\{\partial_{i}^{*}\}_i\) satisfy \(\langle \partial_{i}, \partial_{j}^{*} \rangle_p = \delta_{i}^{j}\) with \(\delta_{i}^{j} = 1\) if \(i = j\) and 0 otherwise. That is, the natural and moment coordinate systems are biorthogonal.

However, since neither \(F\) or \(F^{*}\) are usually available in closed forms in practice (except for the multinomial family that are \(w\)-mixtures with prescribed Dirac component distributions), those conversions are often computationally intractable. See also the log-linear models \([38]\) describing a pair of stochastic binary variables.

### 3.4 Kullback-Leibler of \(w\)-mixtures derived from the Bregman divergences or Legendre-Fenchel divergences

Overall, it follows from the dually flat geometry of \(\eta\)-mixtures that the KL divergence between two \(\eta\)-mixture distributions of \(\mathcal{M}\) can be equivalently written as
\[ KL(m_1 : m_2) = \int m(x; \eta_1) \log \frac{m(x; \eta_1)}{m(x; \eta_2)} \, d\mu(x), \]
\[ = B_{F^*(\eta_1 : \eta_2)} = B_{F^*(\theta_2 : \theta_1)}, \]
\[ = D_{F^*,F}(\eta_1 : \theta_2) = D_{F,F^*}(\theta_2 : \eta_1), \]  

where \( D_{F^*,F}(\eta_1 : \theta_2) = F^*(\eta_1) + F(\theta_2) - \langle \eta_1, \theta_2 \rangle \) denotes the canonical divergence \cite{6} in dually flat spaces written using the mixed \( \theta/\eta \)
coordinate systems.

Let us check that \( D_{F^*,F}(\eta : \theta') = KL(m(x; \eta) : m(x; \eta')) \).

Proof: We have
\[ D_{F^*,F}(\eta : \theta') = \int (m(x; \eta) \log m(x; \eta) - p_0(x) \log m'(x; \eta') - \sum_{i=1}^D \eta_i (p_i(x) - p_0(x)) \log m(x; \eta')) \, d\mu(x) \]

Since
\[ \sum_{i=1}^D \eta_i p_i(x) \log m'(x; \eta') = (m(x; \eta) - \eta_0 p_0(x)) \log m(x; \eta'), \]
we get:
\[ D_{F^*,F}(\eta : \theta') = \int_X \left( m(x; \eta) \log \frac{m(x; \eta)}{m(x; \eta')} - p_0(x) \log m(x; \eta) \right. \]
\[ + \eta_0 p_0(x) \log m(x; \eta') + (1 - \eta_0) p_0(x) \log m(x; \eta') \, d\mu(x). \]  

(27)

The proof highlights that the formula holds even for unnormalized mixture models \cite{5}, by writing the extended KL divergence \cite{12}
\[ KL(m(x; \eta) : m(x; \eta')) = \int \left( m(x; \eta) \log \frac{m(x; \eta)}{m(x; \eta')} + m(x; \eta') - m(x; \eta') \right) \, d\mu(x). \]

When \( \int m(x; \eta') \, d\mu(x) = \int m(x; \eta) \, d\mu(x) = 1 \), we recover the traditional KL divergence defined on probability measures. \( \square \)

**Theorem 1 (KL of w-mixtures is a Bregman divergence)** The Kullback-Leibler divergence between two \( \eta \)-mixtures (or \( w \)-mixtures) is equivalent to a Bregman divergence defined for the convex Shannon information generator (negative entropy) on the \( \eta \)-parameters.

In practice, we may consider \( w \)-GMMs \cite{72}, Gaussian Mixture Models sharing the same components.

**Corollary 1 (KL of w-GMMS as a Bregman divergence)** The KL between Gaussian Mixture Models sharing the same components (\( w \)-GMM \cite{72}) is equivalent to a Bregman divergence.

The information geometry of (\( M, KL \)) is said dually flat \cite{6} because the dual Christoffel symbol coefficients \( \Gamma_{ijk}(x) \) and \( \Gamma'_{ijk}(x) \) have all their coefficients equal to zero \cite{7}. Therefore geodesics are visualized as straight Euclidean lines in either the \( \eta \)- or \( \theta \)-affine coordinate systems.
Table 2: Characteristics of the dually flat geometries of Exponential Family Manifolds (EFMs) and Mixture Family Manifolds (MFMs).

Although many works addressed the exponential family manifolds and their curved subfamilies [1,6,49], only a very few papers study the mixture families (and curved mixture subfamilies [10,26]). Note that the multinomial family (the family of finite categorical distributions) is both an exponential family [55] and a mixture family [6].

Remark: The concept of mixture family holds beyond the statistical manifold setting [6,15].

Since \( \nabla^2 F(\theta) = (\nabla^2 F^*(\eta))^{-1} \), we have \( \nabla^2 F(\theta) = (\nabla^2 F^*(\nabla F^*(\eta)))^{-1} \). The Hessian \( \nabla^2 F^*(\eta) \) corresponds to the Fisher Information Matrix (FIM) \( I(\eta) \) which in the case of \( w \)-mixtures is guaranteed to be positive definite (and never degenerate). The FIM of a \( k \)-Gaussian mixture model may be degenerate (for example, when parameters are chosen so that two mixture components become identical), but the FIM of a \( w \)-GMM is never degenerated. See also [38] for mixed coordinate representation of mixtures that yields (in some cases) a diagonal FIM.

In general, computing the Shannon information of mixtures is computational intractable. See for example, the case of a mixture of two Gaussians analyzed in [37].

By using the dual coordinate systems, the Jeffreys divergence of \( w \)-mixtures can be written without using explicitly the generator \( F \):

\[
J(m(x; \eta); m(x; \eta')) = \int m(x; \eta - \eta') \log \frac{m(x; \eta)}{m(x; \eta')} \, d\mu(x) = \langle \eta' - \eta, \theta' - \theta \rangle.
\]

By a slight abuse of notation, we wrote \( m(x; \eta - \eta') \) as a shortcut of \( m(x; \eta) - m(x; \eta') \). However, we use implicitly the gradient of the generator to compute the natural parameter \( \theta = \nabla F^*(\eta) \).

Finally, let us emphasize that an integral-based Bregman generator \( F_\mathcal{P} \) on a probability distribution \( p_\theta \) belonging to a family \( \mathcal{P} = \{ p_\theta \} \) induces a parametric Bregman generator \( F(\theta) := F_\mathcal{P}(p_\theta) \). The induced Bregman divergence \( B_F \) amount to a statistical divergence \( D_{\mathcal{P},F} \) between the parametric densities. This statistical divergence can then be relaxed to arbitrary densities to get a statistical divergence \( D_F \). Appendix [C] shows how to reconstruct the statistical divergences from integral-based Bregman generators for the exponential families (reverse KL divergence) and the mixture families (KL divergence).
3.5 Application of $w$-mixtures: Optimal KL-averaging aggregation

Let us consider a cluster of $m$ machines $M_1, \ldots, M_m$ with the independently and identically sampled data-set $\mathcal{O}$ partitioned into $m$ pieces: $\mathcal{O}_1, \ldots, \mathcal{O}_m$ with $|\mathcal{O}_i| = n_i$. Dataset $\mathcal{O}_i$ is stored locally in the memory of machine $M_i$. Liu and Ihler \[35\] proposed

1. to estimate the $m$ models $m(x; \lambda_i)$ locally (say, via Maximum Likelihood Estimators, MLEs, $\hat{\lambda}_i$’s on the local samples $\mathcal{O}_i$), and then

2. merge/aggregate those local model estimates on a central node by performing KL-averaging integration:

$$\hat{\lambda}^{KL} = \arg \min_{\lambda} \sum_{i=1}^{m} \text{KL}(m(x : \hat{\lambda}_i) : m(x : \lambda)).$$

This KL-averaging integration has to be compared with the global MLE $\theta^{MLE}$ on the full data-set $\mathcal{O}$. The MLE is equivariant for a monotonic transformation $g$: $g(\lambda)_{MLE} = g(\hat{\lambda}_{MLE})$.

When the models belong to the same exponential family \[55\] (e.g., Gaussian models of the Gaussian family), they showed that the KL-averaging model integration yields no information loss. Indeed, for exponential families \[55\] with log-density $\log p_F(x; \theta) = t(x) \theta - F(\theta)$ (with $\theta$ the natural parameters, sufficient statistics $t(x)$ and $F(\theta)$ the log-normalizer or cumulant function), the dual moment parameter is $\eta = E[t(x)] = \nabla F(\theta)$. We can convex the moment parameter $\eta$ into the corresponding natural parameter by $\theta = \nabla F^*(\eta) = \nabla F^{-1}(\eta)$. In that case, the KL integration \[35\] yields for equally partitioned data-sets

$$\hat{\eta}^{KL} = \nabla F^{-1} \left( \frac{1}{m} \sum_{i=1}^{m} \nabla F(\hat{\theta}_i) \right).$$

That is, there is no information loss. For an arbitrary partitioning of the data-set $\mathcal{O}$, the local MLEs are $\hat{\eta}_i = \nabla F(\hat{\theta}_i) = \frac{1}{n_i} \sum_j t(x_j)$, and the global MLE is $\hat{\eta}^{MLE} = \nabla F(\hat{\theta}^{MLE}) = \frac{1}{n} \sum_j t(x_j) = \frac{1}{n} (\sum_{i \in [m]} \sum_{x \in \mathcal{O}_i} t(x))$. That is, $\hat{\eta}^{MLE} = \frac{1}{n} \sum_i w_i \hat{\eta}^{MLE}_i$, or $\hat{\eta}^{MLE} = \nabla F^{-1}(\sum_i w_i \nabla F(\hat{\theta}^{MLE}_i))$, with $w_i = \frac{n_i}{n}$. Notice that aggregation of exponential family models requires to manipulate explicitly the log-normalizer $F(\theta)$ and its inverse gradient function $\nabla F^{-1}$, see \[35\].

The MLE for an exponential family is also characterized by a Bregman centroid \[48\] using the exponential family/Bregman duality $\log p_F(x; \theta) = -B_{F^*}(t(x) : \eta) + F^*(t(x))$ with $\eta = \nabla F(\theta)$:

$$\max_{\theta} \sum_i \log p_F(x_i; \theta) \equiv \min_{\eta} \sum_i B_{F^*}(t(x_i) : \eta).$$

In distributed estimation, the global MLE of the $m$ datasets for an exponential family is thus obtained by performing the optimal KL-averaging integration when $n_1 = \ldots = n_m$. That is, $\hat{\eta}^{KL}$ is the MLE of $\mathcal{O}$.

Interestingly, they also report experiments on GMMs \[35\] (§5.2) that are not exponential families with information loss, and stress out that the “KL average still performs well as the global MLE” on the MNIST data-set \[35\].

For $\eta$-mixtures (mixture families including the $w$-GMMs), the KL-averaging integration \[4, 35\] is defined by the following optimization problem:
\[ \hat{\eta}_{\text{KL}} = \arg\min_{\eta} \sum_{i=1}^{m} \text{KL}(m(x; \hat{\eta}_i) : m(x; \eta)), \tag{28} \]

\[ = \arg\min_{\eta} \sum_{i=1}^{m} B_{F^*}(\hat{\eta}_i : \eta). \tag{29} \]

Since the right-sided Bregman centroid \cite{59} is always the center of mass whichever the chosen Bregman generator\footnote{Here, it is specially interesting since \( F^* \) is not available in closed form, and we bypass its use.}, we end up with the optimal KL-average integration (best parameter) for \( \eta \)-mixtures:

\[ \hat{\eta}_{\text{KL}} = \frac{1}{m} \sum_{i=1}^{m} \hat{\eta}_i. \]

(or equivalently, \( \hat{w}_{\text{KL}} = \frac{1}{m} \sum_{i=1}^{m} \hat{w}_i \)).

**Theorem 2 (Optimal KL-averaging integration of \( w \)-mixtures)** KL-averaging integration of \( w \)-mixtures can be performed optimally without information loss.

Note that the local model estimators may not be efficient for mixtures in general. In fact, global Maximum Likelihood (ML) optimization tackles an untractable log-sum maximization for mixtures, and the exact MLE solution for these mixtures maybe transcendental \cite{9}.

Notice that the KL-averaging integration does not depend on the local inference methods used: They can even be different methods on each machine. For exponential families, it makes sense to use the MLE because of its link with a Bregman centroid on the expectation parameters. It is interesting to characterize the information loss for curved mixture subfamilies \cite{10,26} according to the notion of statistical curvature.

Similarly, we can cluster a set of \( w \)-mixtures (like \( w \)-GMMs) using \( k \)-means methods \cite{19,58} with respect to the KL divergence: To assign a \( w \)-mixture \( m(x; \eta) \) to a cluster \( w \)-mixture prototype \( m(x; \eta^c_j) \), we need to estimate \( \text{KL}(m(x; \eta) : m(x; \eta^c_j)) = B_{F^*}(\eta : \eta^c_j) \) (say, using Monte-Carlo stochastic estimation). Then the \( w \)-mixture prototype of each cluster is updated by taking the centroid of the \( \eta \)-coordinates, and the process is repeated until (local) convergence \cite{19,58}.

We report how \( w \)-mixtures can be inferred efficiently in \cite{63}.

Note that when the components of \( w \)-mixture belong to the same exponential family, i.e.

\[ m(x; w) = \sum_i w_i p(x; \theta^c_i), \]

then we can find the best distribution \cite{73} of that exponential family that simplifies the \( w \)-mixture as follows:

\[ \theta^c_{\text{opt}} = \arg\min_{\theta^c} \text{KL}(m(x; \eta) : p_{\theta^c}(x)), \tag{30} \]

\[ = \nabla F^{-1}(\sum_i w_i \nabla F(\theta^c_i)). \tag{31} \]

### 3.6 Skew Jensen-Shannon divergences of \( w \)-mixtures

Let the skew \( \alpha \)-Jensen-Shannon divergence \cite{34} be defined by

\[ JS_{\alpha}(p : q) := (1 - \alpha)\text{KL}(p : m_\alpha) + \alpha\text{KL}(q : m_\alpha), \]
for the mixture \( m_\alpha(x) = (1 - \alpha)p(x) + \alpha q(x) \) with \( \alpha \in (0, 1) \), and define the \( \alpha \)-\textit{Jensen divergence} \[54, 78\] by

\[
J_{F^\alpha,\alpha}(\eta_1 : \eta_2) := (1 - \alpha)F^*(\eta_1) + \alpha F^*(\eta_2) - F^*((1 - \alpha)\eta_1 + \alpha \eta_2), 
\]

for the Shannon information \( F^*(\eta) = -h(m(x; \eta)) \).

We have in the limit cases \[54, 78\] for \( m_1(x) = m(x; \eta_1) \) and \( m_2(x) = m(x; \eta_2) \):

\[
\lim_{\alpha \to 1^-} \frac{1}{\alpha(1 - \alpha)} J_{F^\alpha,\alpha}(\eta_1 : \eta_2) = B_{F^\alpha}(\eta_1 : \eta_2) = \text{KL}(m_1 : m_2) \\
\lim_{\alpha \to 0^+} \frac{1}{\alpha(1 - \alpha)} J_{F^\alpha,\alpha}(\eta_1 : \eta_2) = B_{F^\alpha}(\eta_2 : \eta_1) = \text{KL}(m_2 : m_1) 
\]

Since the combination of \( w \)-mixtures is a \( w \)-mixture, we have

\[
m_\alpha(x) := (1 - \alpha)m(x; \eta_1) + \alpha m(x; \eta_2) = m(x; (1 - \alpha)\eta_1 + \alpha \eta_2). 
\]

Plugging the Shannon negative entropy \( h \) in \( F^*(\eta) = -h(m(x; \eta)) \), we get

\[
J_{F^\alpha,\alpha}(\eta_1 : \eta_2) = h(m_\alpha) - (1 - \alpha)h(m_1) - \alpha h(m_2). 
\]

We can rewrite

\[
J_{F^\alpha,\alpha}(\eta_1 : \eta_2) = \int \left( -((1 - \alpha)m_1(x) + \alpha m_2(x)) \log m_\alpha(x) \\
+ (1 - \alpha)m_1(x) \log m_1(x) + \alpha m_2(x) \log m_2(x) \right) d\mu(x) \\
= \int \left( (1 - \alpha)m_1(x) \log \frac{m_1(x)}{m_\alpha(x)} + \alpha m_2(x) \log \frac{m_2(x)}{m_\alpha(x)} \right) d\mu(x), \\
= (1 - \alpha)\text{KL}(m_1 : m_\alpha) + \alpha \text{KL}(m_2 : m_\alpha).
\]

Thus we get

\[
J_{F^\alpha,\alpha}(\eta_1 : \eta_2) = (1 - \alpha)\text{KL}(m_1 : m_\alpha) + \alpha \text{KL}(m_2 : m_\alpha) = \text{JS}_\alpha(m_1 : m_2). 
\]

In particular, when \( \alpha = \frac{1}{2} \), \( J_{F^\alpha,\alpha}(\eta_1 : \eta_2) = \frac{1}{2} \text{JS}(m_1 : m_2) \) is the \textit{Jensen-Shannon divergence} \[34\], and when \( \alpha \to 1 \), \( \frac{1}{\alpha - 1} J_{F^\alpha,\alpha}(\eta_1 : \eta_2) = \text{KL}(m_1 : m_2) \).

**Theorem 3** (\( \alpha \)-\textit{Jensen-Shannon div. equivalent to \( \alpha \)-Jensen div. for \( w \)-mixtures})

The \( \alpha \)-Jensen-Shannon divergences \( \text{JS}_\alpha(m(x; \eta_1) : m(x; \eta_2)) \) between two \( \eta \)-mixtures amount is equivalent to the \( \alpha \)-Jensen divergences \( J_{F^\alpha,\alpha}(\eta_1 : \eta_2) \) between their \( \eta \)-mixture parameters: \( \text{JS}_\alpha(m(x; \eta_1) : m(x; \eta_2)) = J_{F^\alpha,\alpha}(\eta_1 : \eta_2) \).

**Corollary 2** (KL as a limit case of skew Jensen-Shannon divergence) In the limit case, we have \( \lim_{\alpha \to 1} \frac{1}{\alpha(1 - \alpha)} J_{F^\alpha,\alpha}(\eta_1 : \eta_2) = \lim_{\alpha \to 0} \frac{1}{\alpha(1 - \alpha)} \text{JS}_\alpha(m(x; \eta_1) : m(x; \eta_2)) = \text{KL}(m_1 : m_2) \).

Similarly, we have \( \lim_{\alpha \to 0} \frac{1}{\alpha(1 - \alpha)} J_{F^\alpha,\alpha}(\eta_1 : \eta_2) = \lim_{\alpha \to 0} \frac{1}{\alpha(1 - \alpha)} \text{JS}_\alpha(m(x; \eta_1) : m(x; \eta_2)) = \text{KL}(m_2 : m_1) \).

For exponential families, the skew Bhattacharyya divergences are shown to be equivalent to skew Jensen divergences \[54\]. Figure \[3\] displays the relationships of the different statistical divergences with the equivalent parametric divergences. Let us remark that we can approximate the Bregman divergence \( B_F \) by a skew \( \alpha \)-Jensen divergence for small enough \( \alpha > 0 \): This allows one to bypass the need to compute the gradient \( \nabla F \).
4 On mixture closures and divergences

4.1 Upper bound on the KL divergence between arbitrary mixtures

Let \( m(x) := \sum_{i=0}^{k-1} w_i p_i(x) \) and \( m'(x) := \sum_{i=0}^{k-1} w'_i p'_i(x) \) be two mixtures, both with exactly \( k \) components. We have the following upper bound [23]:

\[
\text{KL}(m : m') \leq \text{KL}(w : w') + \sum_{i=0}^{k-1} w_i \text{KL}(p_i : p'_i)
\]

The bound can be strengthened by taking all \( k! \) permutations \( \sigma \):

\[
\text{KL}(m : m') \leq \min_{\sigma} \left\{ \text{KL}(\sigma(w) : w') + \sum_{i=0}^{k-1} w_{\sigma(i)} \text{KL}(p_{\sigma(i)} : p'_i) \right\}
\]

The proof relies on the log-sum inequality:

**Lemma 1 (log-sum inequality [16])** Given two finite positive number sequences \( A := \{a_i\}_{i=0}^{k-1} \) and \( B := \{b_i\}_{i=0}^{k-1} \) with \( a := \sum_{i=0}^{k-1} a_i \) and \( b := \sum_{i=0}^{k-1} b_i \). We have \( \sum_{i=0}^{k-1} a_i \log \frac{a_i}{b_i} \geq a \log \frac{a}{b} \).

We shall prove a stronger convex-sum inequality:

**Lemma 2 (convex-sum inequality [18])** Given two finite positive number sequences \( A := \{a_i\}_{i=0}^{k-1} \) and \( B := \{b_i\}_{i=0}^{k-1} \) with \( a := \sum_{i=0}^{k-1} a_i \) and \( b := \sum_{i=0}^{k-1} b_i \), and \( f \) a convex function. We have:

\[
\sum_{i=0}^{k-1} a_i f \left( \frac{b_i}{a_i} \right) \geq a f \left( \frac{b}{a} \right)
\]
This later lemma generalizes the log-sum inequality obtained for \( f(u) = u \log u \), a strictly convex function (and swapping role \( A \leftrightarrow B \)), or for \( f(u) = -\frac{1}{u} \log u \) which is a strictly convex on \( u > 0 \).

**Proof:** Recall the **Jensen (discrete) inequality** [43] for a convex function \( f \):

\[
\sum_{i=0}^{k-1} w_i f(x_i) \geq f \left( \sum_{i=0}^{k-1} w_i x_i \right), \quad w \in \Delta_k^o
\]

Let \( w_i := \frac{a_i}{a} \) and \( x_i := \frac{b_i}{a} \). Then it comes that

\[
\sum_{i=0}^{k-1} \frac{a_i}{a} f \left( \frac{b_i}{a} \right) \geq f \left( \sum_{i=0}^{k-1} \frac{a_i}{a} \frac{b_i}{a} \right).
\]

Finally, we get the convex-sum inequality

\[
\sum_{i=0}^{k-1} a_i f \left( \frac{b_i}{a} \right) \geq a f \left( \frac{b}{a} \right).
\]

\[ \square \]

Now we are ready to prove \( \mathrm{KL}(m : m') \leq \mathrm{KL}(w : w') + \sum_{i=0}^{k-1} w_i \mathrm{KL}(p_i : p'_i) \) using the log-sum inequality. Let \( a_i := w_i p_i(x) \) and \( b_i := w'_i p'_i(x) \) so that \( a = m(x) \) and \( b = m'(x) \):

\[
\sum_{i=0}^{k-1} a_i \log \frac{a_i}{b_i} \geq a \log \frac{a}{b},
\]

\[
\sum_{i=0}^{k-1} w_i p_i(x) \log \frac{w_i p_i(x)}{w'_i p'_i(x)} \geq m(x) \log \frac{m(x)}{m'(x)},
\]

Integrating over the support \( X \), we get

\[
\sum_{i=0}^{k-1} w_i \log \frac{w_i}{w'_i} \int p_i(x) d\mu(x) + w_i \mathrm{KL}(p_i : p'_i) \geq \mathrm{KL}(m : m'),
\]

\[
\mathrm{KL}(w : w') + \sum_{i} w_i \mathrm{KL}(p_i : p'_i) \geq \mathrm{KL}(m : m').
\]

In particular, we have for \( w \)-mixtures:

\[
\mathrm{KL}(m : m') \leq \mathrm{KL}(w : w').
\]

Furthermore, it holds that

\[
\mathrm{KL}(w : w') \leq \log \max_i w_i \leq -\log \min_i w'_i.
\]

Note that the upper bound may tend to infinity when \( \min_i w'_i \to \infty \).
4.2 Divergence inequalities for \( w \)-mixtures

**Theorem 4 (Upper bound on \( f \)-divergences of \( w \)-mixtures)** The \( f \)-divergence \( I_f(m(x; w) : m(x; w')) \) between any two \( w \)-mixtures is upper bounded by \( I_f(w : w') = \sum_{i=0}^{k-1} w_i f \left( \frac{w_i'}{w_i} \right) \).

**Proof:** We use a generalization of the log-sum inequality to any convex function \( f \) (see [18], p. 448):

For two finite positive number sequences \( A := \{a_i\}_{i=0}^{k-1} \) and \( B := \{b_i\}_{i=0}^{k-1} \), we have \( \sum_i a_i f \left( \frac{b_i}{a_i} \right) \geq af \left( \frac{b}{a} \right) \). It follows that \( m(x; w)f \left( \frac{m(x; w')}{m(x; w')} \right) \leq \sum_{i=0}^{k-1} w_ip_i(x)f \left( \frac{w_i'p_i(x)}{w_i'p_i(x)} \right) = \sum_{i=0}^{k-1} w_i f \left( \frac{w_i'}{w_i} \right) p_i(x) \)

Carrying out integration on the support \( \mathcal{X} \), we get \( I_f(m(x; w) : m(x; w')) \leq I_f(w : w') \) since \( \int_{\mathcal{X}} p_i(x)d\mu(x) = 1 \). Notice that the KL divergence is a \( f \)-divergence obtained for the generator \( f(u) = -\log u \).

For the KL divergence of \( w \)-mixtures, we thus have:

\[
KL(m(x; w) : m(x; w')) \leq KL(w : w').
\]

The KL divergence can be extended to positive measures \( \tilde{p} \) and \( \tilde{q} \) (not necessarily normalized) by:

\[
KL(\tilde{p} : \tilde{q}) = \int_{\mathcal{X}} \left( \tilde{p}(x) \log \frac{\tilde{p}(x)}{\tilde{q}(x)} + \tilde{q}(x) - \tilde{p}(x) \right) d\mu(x).
\]

For non-normalized \( w \)-mixtures \( m(x; \tilde{w}) \) and \( m(x; \tilde{w}) \), it comes that

\[
KL(m(x; \tilde{w}) : m(x; \tilde{w})) \leq KL(\tilde{w} : \tilde{w}) = \sum_i w_i \log \frac{w_i}{w_i'} + w_i' - w_i.
\]

Let \( \tilde{m}(x) = m(x; \tilde{w}) \) and \( \tilde{m}'(x) = m(x; \tilde{w}) \). In fact, when \( \tilde{m}'(x) = \lambda \tilde{m}(x) \) (for \( \tilde{w}' = \lambda \tilde{w} \)), we have

\[
KL(m(x; \tilde{w}') : m(x; \tilde{w})) = (\lambda - 1) - \log \lambda.
\]

So in that particular case, we can compute in closed form the extended KL between two unnormalized GMM models (in that case, \( w \)-GMMs).

We can upper bound \( KL(w : w') \) using the maximum and the minimum positive weights as follows

\[
KL(w : w') \leq \log \frac{\max_i w_i}{\min_i w_i'}.
\]

Thus when the minimum weight of \( w \)-mixtures is at least \( \epsilon > 0 \) and at most \( \frac{1}{k} \) (fat \( w \)-mixtures), we have \( I_f(w : w') = \sum_{i=0}^{k-1} w_i \log \frac{w_i}{w_i'} \leq \sum_{i=0}^{k-1} w_i \log w_i - \log \epsilon \leq -\log \epsilon \) since \( w_i \leq 1 \). That is, the \( f \)-divergence of fat \( w \)-mixtures is upper bounded.

In general, the discrete \( f \)-divergence can be upper bounded by \( \max_i f \left( \frac{w_i'}{w_i} \right) \) so that

\[
I_f(m(x; w) : m(x; w')) \leq I_f(w : w') \leq \max_i f \left( \frac{w_i'}{w_i} \right).
\]

Let us report lower and upper bounds for the KL divergence between \( w \)-mixtures using the mediant inequalities [22]. Let \( [k] = \{1, \ldots, k\} \).
**Proposition 1 (Mediant inequalities)** Let $n_1, \ldots, n_k$ and $m_1, \ldots, m_k$ be two sequences of positive reals. Then the following inequalities hold:

\[
\min_{i \in [k]} \frac{n_i}{m_i} \leq \frac{n_i}{m_i} \leq \frac{n_i}{m_i} \leq \max_{i \in [k]} \frac{n_i}{m_i}.
\]

These lower and upper inequalities are called the mediant inequalities because given $\frac{a}{b} < \frac{c}{d}$ for positive $a, b, c, d > 0$, the mediants of these fractions is the fraction $\frac{a+c}{b+d}$ which satisfies $\frac{a}{b} < \frac{a+c}{b+d} < \frac{c}{d}$. (The proof dates back to Cauchy in 1816 who studied Farey sequences [74].)

By considering positive weights $w_i$'s such that $n_i = w_i a_i$ and $m_i = w_i b_i$, we get the weighted mediant inequality:

**Proposition 2 (Weighted mediant inequality)** Let $a_1, \ldots, a_k$, $b_1, \ldots, b_k$, and $w_1, \ldots, w_k$ be positive reals. Then we have:

\[
\min_{i \in [k]} \frac{a_i}{b_i} \leq \frac{\sum_{i=1}^{k} a_i}{\sum_{i=1}^{k} b_i} \leq \max_{i \in [k]} \frac{a_i}{b_i}.
\]

Since $\frac{\sum_{i=1}^{k} a_i}{\sum_{i=1}^{k} m_i} = \frac{\sum_{i=1}^{k} n_i}{\sum_{i=1}^{k} m_i}$, we may consider any permutation $\sigma$ for the denominator and get:

\[
\min_{i \in [k]} \frac{n_i}{m_{\sigma(i)}} \leq \frac{\sum_{i=1}^{k} n_i}{\sum_{i=1}^{k} m_{\sigma(i)}} \leq \max_{i \in [k]} \frac{n_i}{m_{\sigma(i)}}.
\]

By taking the maximum lower bound and minimum lower bound with respect to all $k!$ permutations, we get the following improved mediant inequality:

\[
\max_{\sigma} \min_{i \in [k]} \frac{n_i}{m_{\sigma(i)}} \leq \frac{\sum_{i=1}^{k} n_i}{\sum_{i=1}^{k} m_{i}} \leq \min_{\sigma} \max_{i \in [k]} \frac{n_i}{m_{\sigma(i)}}.
\]

**Proposition 3 (Improved Mediant inequality)** Let $n_1, \ldots, n_k$ and $m_1, \ldots, m_k$ be positive reals. Then we have:

\[
\min_{i \in [k]} \frac{n_i}{m_i} \leq \max_{\sigma} \min_{i \in [k]} \frac{n_i}{m_{\sigma(i)}} \leq \min_{\sigma} \max_{i \in [k]} \frac{n_i}{m_{\sigma(i)}} \leq \frac{\sum_{i=1}^{k} n_i}{\sum_{i=1}^{k} m_i} \leq \frac{\max_{i \in [k]} n_i}{\min_{i \in [k]} m_i}.
\]

Now, consider two $w$-mixtures $m(x) = \sum_{i=1}^{k} w_i p_i(x)$ and $m'(x) = \sum_{i=1}^{k} w'_i p_i(x)$ of a mixture family. Then using the weighted mediant inequality (with the weights $\alpha_i = p_i(x)$), we have:

\[
\min_{i \in [k]} \frac{w_i}{w'_i} \leq \frac{\sum_{i=1}^{k} w_i p_i(x)}{\sum_{i=1}^{k} w'_i p_i(x)} \leq \max_{i \in [k]} \frac{w_i}{w'_i}.
\]

Therefore, we get the following proposition:

**Proposition 4 (Bounds for the KLD between $w$-mixtures)**

\[
\log \min_{i \in [k]} \frac{w_i}{w'_i} \leq \text{KL}[m : m'] \leq \log \max_{i \in [k]} \frac{w_i}{w'_i}.
\]
Notice that the $w$-mixtures can be multivariate here, and that $KL[m_1 : m_2] \leq KL[w : w'] \leq \log \max_{i \in [k]} \frac{w_i}{w'_i}$. Thus we have:

$$\log \min_{i \in [k]} \frac{w_i}{w'_i} \leq KL[m : m'] \leq KL[w : w'] \leq \log \max_{i \in [k]} \frac{w_i}{w'_i}$$

For the KLD between two univariate mixtures of $k$ components (not necessarily with the same components), we may also use the improved median inequality so that we have:

$$\max \min_{i} \frac{w_ip_i(x)}{w'_p(x)} \leq \sum_{i=1}^{k} \frac{w_ip_i(x)}{w'_p(x)} \leq \min \max_{i} \frac{w_ip_i(x)}{w'_p(x)}.$$

Therefore we get:

$$\int m_1(x) \max \min_{i} \frac{w_ip_i(x)}{w'_p(x)} \, dx \leq KL[m_1 : m_2] \leq \int m_1(x) \min \max_{i} \frac{w_ip_i(x)}{w'_p(x)} \, dx.$$

The extrema $\max_i \frac{w_ip_i(x)}{w'_p(x)}$ and $\min_i \frac{w_ip_i(x)}{w'_p(x)}$ change combinatorially at discrete locations of the support so that we can partition the support of the mixtures into elementary intervals. Then for each elementary interval, we can calculate the definite elementary integrals using the CDF of the univariate component distributions, similar to [65].

Define the $\alpha$-divergence [5] for $\alpha \in \mathbb{R}\setminus\{0, 1\}$ by

$$I_\alpha(p : q) := \frac{1}{\alpha(1 - \alpha)} \left( 1 - \int_{\mathcal{X}} p^\alpha(x) q^{1-\alpha}(x) \, d\mu(x) \right) = I_{-\alpha}(q : p),$$

with $\lim_{\alpha \to 1} I_\alpha(p : q) = KL(p : q)$ and $\lim_{\alpha \to 0} I_\alpha(p : q) = KL(q : p)$ (reverse Kullback-Leibler divergence). We can define the $\alpha$-divergences according to the Chernoff $\alpha$-coefficient [46]:

$$c_\alpha(p : q) := \int_{\mathcal{X}} p^\alpha(x) q^{1-\alpha} \, d\mu(x) = \int q(x) \left( \frac{p(x)}{q(x)} \right)^\alpha \, d\mu(x).$$

We have $I_\alpha(p : q) = \frac{1}{\alpha(1-\alpha)} \left( 1 - c_\alpha(p : q) \right)$.

For $w$-mixtures, the following inequalities hold:

$$\frac{\lambda}{\Lambda} \leq \frac{p(x)}{q(x)} \leq \frac{\lambda'}{\Lambda'},$$

with $\lambda = \min_i w_i \leq \frac{1}{\kappa}$, $\lambda' = \min_i w'_i \leq \frac{1}{\kappa}$, $\Lambda = \max_i w_i \geq \frac{1}{\kappa}$ and $\Lambda' = \max_i w'_i \geq \frac{1}{\kappa}$.

Since function $x^\alpha$ is increasing when $\alpha > 0$ and decreasing when $\alpha < 0$ (for $x > 0$), we get

$$\left( \frac{\lambda}{\Lambda} \right)^\alpha \leq c_\alpha(p : q) \leq \left( \frac{\Lambda}{\Lambda'} \right)^\alpha, \quad \alpha > 0,$$

$$\left( \frac{\Lambda}{\Lambda'} \right)^\alpha \leq c_\alpha(p : q) \leq \left( \frac{\lambda}{\lambda'} \right)^\alpha, \quad \alpha < 0.$$

It follows bounds on $\alpha$-divergences and related Rényi and Tsallis divergences [61] according to the mixture weight extrema.
### 4.3 On $w$-mixture closures

The manifold $\mathcal{M}$ of $w$-mixtures is parameterized by the open probability simplex $\Delta_{k-1}^\circ$. When topologically closing the manifold $\mathcal{M}$, we consider $\Delta_{k-1}$. Take a $l$-face of the $(d-1)$-dimensional simplex $\Delta_{k-1}^\circ$. When $l > 0$, the sub-simplex $\sigma \in \Delta_{k-1}$ is a $l$-dimensional simplex, and $\sigma^\circ$ parameterizes a $w$-mixture family of order $l > 0$. In the extreme case, we consider order-1 $w$-mixture induced by a simplex edge $\sigma_1 \in \Delta_{k-1}^\circ$ with extremity component distributions $p$ and $q$. For example, distributions $p$ and $q$ can be Gaussian mixture models. Define $m^\epsilon(p, q) = (1 - \epsilon)p + \epsilon q = p + \epsilon(q - p)$ as the $\epsilon$-divergence. Thus $\lim_{\epsilon \to 0} m^\epsilon(p, q) = p$ and $\lim_{\epsilon \to 1} m^\epsilon(p, q) = q$ let $I^\epsilon_f(p, q) = I_f(m^\epsilon(p, q), m^\epsilon(p, q))$. How far is $I^\epsilon_f(p, q)$ from its closure $I_f(p, q)$?

On one hand, we have the following theorem:

**Theorem 5 (Total variation continuity)** We have the following identity:

$$TV^\epsilon(p, q) = |1 - 2\epsilon|TV(p, q),$$

(38)

since $m^\epsilon(p, q) - m^\epsilon(q, p) = (1 - 2\epsilon)(p - q)$.

Thus $\lim_{\epsilon \to 0} TV^\epsilon(p, q) = \lim_{\epsilon \to 1} TV^\epsilon(p, q) = TV(p, q)$.

On the other hand, $KL^\epsilon(p, q) = KL(m^\epsilon(p, q), m^\epsilon(q, p))$ has been shown to amount to a Bregman divergence. That is, $KL^\epsilon(p, q) = BF^\epsilon(\epsilon : 1 - \epsilon)$ for 1D generator $F^\epsilon(q) = \int_X (p(x) + \eta(q(x) - p(x))) \log(p(x) + \eta(q(x) - p(x))) d\mu(x)$. By using the fact that the Bregman divergence is the tail of a first-order Taylor expansion, we get using Lagrange exact reminder: $KL^\epsilon(p, q) = \frac{1}{2}(1 - 2\epsilon)^2(F^\epsilon''(\eta) = (\eta, \epsilon, 1 - \epsilon)$. However, the KL between $p$ and $q$ may potentially be infinite so that in general $\forall \epsilon \neq 0, KL^\epsilon(p, q) \neq KL(p, q)$.

Using the joint convexity of the KL divergence, we can show that $KL^\epsilon(p, q) \leq KL(p, q) + \epsilon^2 J(p, q)$, where $J$ is Jeffreys divergence.

Let us relate the $f$-divergence between the 1D $\eta$-mixture and its extremities (closure) as follows:

**Theorem 6 ($f$-divergence inequalities)** We have the following inequalities:

$$I_f^\epsilon(p, q) \leq (1 - \epsilon)I_f(p, q) + \epsilon I_f(q, p),$$

(39)

$$I_f^\epsilon(p, q) \leq (1 - \epsilon)f\left(\frac{\epsilon}{1 - \epsilon}\right) + \epsilon f\left(\frac{1 - \epsilon}{\epsilon}\right).$$

(40)

When $I_f$ is symmetric ($f = f^\circ$), $I_f^\epsilon(p, q) \leq I_f(p, q)$. That is, mixing distributions decrease symmetrized $f$-divergence values.

Proof: Apply the convex-sum inequality on $A := \{(1 - \epsilon)p(x), \epsilon q(x)\}$ and $B := \{(1 - \epsilon)q(x), \epsilon p(x)\}$, so that $a = m^\epsilon(p, q)$ and $b = m^\epsilon(q, p)$. First, let $a_0 := (1 - \epsilon)p(x)$, $b_0 := (1 - \epsilon)q(x)$, and $a_1 := \epsilon q(x)$ and $b_1 := \epsilon p(x)$. We get Ineq. [39]. Second, let $a_0 := (1 - \epsilon)p(x)$, $b_0 := \epsilon p(x)$, and $a_1 := \epsilon q(x)$ and $b_1 := (1 - \epsilon)q(x)$. We get Ineq. [40]. Note that when $\epsilon \to 0$, the second rhs inequality yields $f(0) + O(f(\infty))$, similar to $I_f \leq f(0) + \frac{f(\infty)}{\epsilon}$ of [33]. □

We can also bound $KL^\epsilon(p, q)$ for $\epsilon \in (0, 1)$ as follows: Let $C_\epsilon = \max\{\epsilon, 1 - \epsilon\}$ and $c_\epsilon = \min\{\epsilon, 1 - \epsilon\}$. 23
distributions with \( k \) total variation distance has then lower bound

\[
C_\epsilon(p(x) + q(x)) \geq m^\epsilon(p, q)(x) \geq C_\epsilon(p(x) + q(x))\]  
\[
c_\epsilon(p(x) + q(x)) \geq m^\epsilon(q, p)(x) \geq c_\epsilon(p(x) + q(x)) ',
\]



Thus since \( \text{KL}(p : q) = \int_X m^\epsilon(p, q)(x) \log \frac{m^\epsilon(p, q)(x)}{m^\epsilon(q, p)(x)} d\mu(x) \), we have:

\[
\log \frac{c_\epsilon}{c_\epsilon} \geq \text{KL}(p : q) \geq \log \frac{c_\epsilon}{C_\epsilon}, \quad \forall \epsilon \in (0, 1)
\]

since \( \int_X m^\epsilon(p, q)(x) d\mu(x) = 1 \).

We conclude with this theorem:

**Theorem 7 (KL of \( \epsilon \)-mixtures is a Bregman divergence)** For any pair of distributions \((p, q)\) and any \( \epsilon > 0 \) there exist an \( \epsilon \)-close pair \((p', q') = m^\epsilon(p, q)\) (wrt to total variation) such that \( \text{KL}(p' : q') \) amount to compute a Bregman divergence.

Proof: The total variation is bounded by 1, and \( TV(p, p') = \frac{1}{2} \int |p(x) - (1 - \epsilon)p(x) - \epsilon q(x)| d\mu(x) = \epsilon TV(p, q) \leq \epsilon \). Since \( p' \) and \( q' \) are 1-mixtures, it follows that their Kullback-Leibler divergence corresponds to a Bregman divergence.

We can obtain a lower bound on the total variation between two \( w \)-mixtures as follows: First, consider the inequality \(|a - b| \geq |a| - |b|\). This inequality is easily checked by squaring both sides: \((a - b)^2 = a^2 + b^2 - 2ab \geq |a| - |b| \|^2 = a^2 + b^2 - 2|a| \cdot |b|\) which holds because \( ab \leq |a| \cdot |b|\).

Thus we have:

\[
TV\left(\sum w_i f_i, \sum w'_i f_i\right) = \frac{1}{2} \left| \int \left( \sum_{i \in I} (w_i - w'_i) f_i - \sum_{i \in [D] \setminus I} (w_i - w'_i) f_i \right) d\mu(x) \right|, \quad (42)
\]

\[
= \frac{1}{2} \left| \sum_{i \in I} (w_i - w'_i) - \sum_{i \in [D] \setminus I} (w_i - w'_i) \right| \geq 0, \quad (43)
\]

where \( I \) is the set of indices such that \( w_i \geq w'_i \) and \([D] = \{1, \ldots, D\}\). Thus we have:

**Theorem 8 (Lower bound on the TV between two \( w \)-mixtures)** The total variation between two \( w \)-mixtures with fixed components \( \{f_i\} \) is lower bounded as follows:

\[
TV\left(\sum w_i f_i, \sum w'_i f_i\right) \geq \frac{1}{2} \left| \sum_{i \in I} (w_i - w'_i) \right| - \sum_{i \in [D] \setminus I} (w_i - w'_i) \right|. \quad (44)
\]

Notice that when the two mixtures \( m_1 \) and \( m_2 \) with \( k_1 \) and \( k_2 \) components do not share common components, we can view these mixtures as the close of \( w \)-mixtures for \( k = k_1 + k_2 \) components. The total variation distance has then lower bound \(|1 - 1| = 0\). When the two mixtures are categorical distributions with \( k \) components (i.e., bins), we have

\[
TV\left(\sum w_i \delta_{x_i}(x), \sum w'_i \delta_{x_i}(x)\right) = \frac{1}{2} \sum_{i=1}^k |w_i - w'_i| \geq \frac{1}{2} \left| \sum_{i \in I} (w_i - w'_i) \right| \sim \sum_{i \in [D] \setminus I} (w_i - w'_i) \right|. \quad (45)
\]
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5 Summary and conclusion

Let us wrap-up and summarize our contributions as follows: We prove that the Kullback-Leibler (KL) divergence between two $w$-mixtures is equivalent to a Bregman divergence for the Bregman convex generator set to the Shannon negentropy (also called Shannon information). The induced geometry is a dually flat manifold in information geometry \cite{5,50} called the mixture family manifold. It follows that the KL-averaging integration \cite{35} of $w$-mixtures can be done optimally: This is useful for distributed estimations of $w$-mixtures. We proved that the $\alpha$-Jensen-Shannon divergences between $w$-mixtures is equivalent to $\alpha$-Jensen divergences on their parameters. This contrasts with the fact the $\alpha$-Bhattacharrya divergence between two members of the same exponential family amounts to $\alpha$-Jensen divergences \cite{54}. Finally, we proved inequalities for the $f$-divergences of $w$-mixtures.

Note that MLE estimation of $w$-mixtures bears similarity with estimation of Cauchy parameters since it involves high-degree polynomial root solving \cite{25}. Efficient inference of $w$-mixtures is studied in a forthcoming paper \cite{63}.

A Java\textsuperscript{TM} package for reproducible research implementing $w$-Gaussian Mixture Models ($w$-GMMs) is available at the following home page: https://franknielsen.github.io/w-mixtures/
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A Common statistical distances

The table below summarizes the common divergences met in information theory and statistical processing [34]:

| Distance name                        | Formula                                                                 |
|--------------------------------------|-------------------------------------------------------------------------|
| Total variation                      | $TV(p(x) : q(x)) = \frac{1}{2} \int |p(x) - q(x)| d\mu(x)$              |
| Kullback-Leibler divergence          | $KL(p(x) : q(x)) = \int p(x) \log \frac{p(x)}{q(x)} d\mu(x)$            |
| Jeffreys divergence                  | $J(p(x) : q(x)) = \int (p(x) - q(x)) \log \frac{p(x)}{q(x)} d\mu(x)$    |
| Lin $K$ divergence                   | $K(p(x) : q(x)) = \int (p(x)) \log \frac{2p(x)}{p(x) + q(x)} d\mu(x)$   |
| Jensen-Shannon divergence            | $JS(p(x) : q(x)) = \frac{1}{2} [K(p(x) : q(x)) + K(q(x) : p(x))]$        |

Furthermore, we have the following inequalities [34]: $K \leq \frac{1}{2} KL$ (and $K \leq 1$), $JS \leq \frac{1}{4} J$, and $JS \leq 2TV$ (and $TV \leq 1$).

B Extended $f$-divergences and Monte Carlo estimations

We define the extended $f$-divergences as follows:

**Definition 2 (Extended $f$-divergence)** The extended $f$-divergence for a convex generator $f$, strictly convex at 1 and satisfying $f(1) = 0$ is defined by

$$I_f^e(p : q) = \int p(x) \left( f \left( \frac{q(x)}{p(x)} \right) - f'(1) \left( \frac{q(x)}{p(x)} - 1 \right) \right) d\mu(x).$$

For a strictly convex generator $f$, let us consider the scalar Bregman divergence [14]:

$$B_f(a : b) = f(a) - f(b) - (a - b)f'(b) \geq 0.$$  \hspace{1cm} (46)
Setting \( a = \frac{q(x)}{p(x)} \) and \( b = 1 \) in Eq. [46] and using the fact that \( f(1) = 0 \), we get

\[
f \left( \frac{q(x)}{p(x)} \right) - \left( \frac{q(x)}{p(x)} - 1 \right) f'(1) \geq 0.
\]

Therefore we define the extended \( f \)-divergences as

\[
I_f^e(p : q) = \int p(x) B_f \left( \frac{q(x)}{p(x)} : 1 \right) d\mu(x) \geq 0.
\] (47)

That is, the formula for the extended \( f \)-divergences is

\[
I_f^e(p : q) = \int p(x) \left[ f \left( \frac{q(x)}{p(x)} \right) - f'(1) \left( \frac{q(x)}{p(x)} - 1 \right) \right] d\mu(x) \geq 0.
\] (48)

Then we estimate the extended \( f \)-divergence using importance sampling of the integral with respect to distribution \( r \), using \( n \) variates \( x_1, \ldots, x_n \sim_{\text{iid}} p \) as:

\[
\hat{I}_{f,n}(p : q) = \frac{1}{n} \sum_{i=1}^{n} \left[ f \left( \frac{q(x_i)}{p(x_i)} \right) - f'(1) \left( \frac{q(x_i)}{p(x_i)} - 1 \right) \right] \geq 0.
\]

C Recovering statistical distances from Bregman divergences with integral-based Bregman generators

Consider a strictly convex and smooth integral-based Bregman generator \( F(\theta) = F_P(p_{\theta}) \) where \( P = \{p_{\theta} : \theta \in \Theta\} \). Let \( F^*(\eta) \) denote its Legendre-Fenchel convex conjugate. The dually flat geometry induced by the dual potential functions \( F(\theta) \) and \( F^*(\eta) \) yields a canonical Legendre-Fenchel divergence

\[
L_F(\theta_1 : \eta_2) := F(\theta_1) + F^*(\eta_2) - \theta_1^\top \eta_2
\] (49)

which amounts to an equivalent Bregman divergence:

\[
B_F(\theta_1, \theta_2) := F(\theta_1) - F(\theta_2) - (\theta_1 - \theta_2)^\top \nabla F(\theta_2).
\] (50)

These parametric Legendre-Fenchel/Bregman divergences can be interpreted as an equivalent statistical divergence between two densities of the exponential family: We have

\[
D_{F,P}[p_{\theta_1} : p_{\theta_2}] := L_F(\theta_1 : \eta_2) = B_F(\theta_1 : \theta_2).
\] (51)

Thus by relaxing the distributions \( p_{\theta_1} \) and \( p_{\theta_2} \) to arbitrary distributions \( p_1 \) and \( p_2 \), we have recovered a statistical distance \( D_F[p_1 : p_2] \) from an integral-based Bregman generator \( F(\theta) = F_P(p_{\theta}) \).

Let us illustrate this statistical distance construction for two case studies: (1) the exponential family, and (2) the mixture family:

- Consider an exponential family \( \mathcal{E} \) of order \( D \) with densities defined according to a dominating measure \( \mu \):

\[
\mathcal{E} = \{p_{\theta}(x) = \exp(\theta^\top t(x) - F(\theta)) : \theta \in \Theta\},
\] (52)
where the natural parameter $\theta$ and the sufficient statistic vector $t(x)$ belong to $\mathbb{R}^D$. We have the integral-based Bregman generator:

$$F(\theta) = F_\mathcal{E}(p_\theta) = \log \left( \int \exp(\theta^\top t(x))d\mu(x) \right), \quad (53)$$

and the dual convex conjugate

$$F^*(\eta) = -h(p_\theta) = \int p(x) \log p(x)d\mu(x), \quad (54)$$

where $h(p) = -\int p(x) \log p(x)d\mu(x)$ denotes Shannon’s entropy.

Let $\lambda(i)$ denotes the $i$-th coordinates of vector $\lambda$. Let us calculate the inner product $\theta_1^\top \eta_2 = \sum_i \theta_1(i)\eta_2(i)$ of the Legendre-Fenchel divergence. We have $\eta_2(i) = E_{p_{\theta_2}}[t_i(x)]$. Using the linear property of the expectation $E[\cdot]$, we find that $\sum_i \theta_1(i)\eta_2(i) = E_{p_{\theta_2}} \left[ \sum_i \theta_1(i)t_i(x) \right]$. Moreover, we have $\sum_i \theta_1(i)t_i(x) = (\log p_{\theta_1}(x)) + F(\theta_1)$. It follows that we have:

$$\theta_1^\top \eta_2 = E_{p_{\theta_2}}[\log p_{\theta_1} + F(\theta_1)] = F(\theta_1) + E_{p_{\theta_2}}[\log p_{\theta_1}]. \quad (55)$$

Thus we get

$$D_{F,\mathcal{E}}[p_{\theta_1} : p_{\theta_2}] = F(\theta_1) + F^*(\eta_2) - \theta_1^\top \eta_2,$$

$$= F(\theta_1) - h(p_{\theta_2}) - E_{p_{\theta_2}}[\log p_{\theta_1}] - F(\theta_1), \quad (56)$$

$$= E_{p_{\theta_2}} \left[ \log \frac{p_{\theta_2}}{p_{\theta_1}} \right] =: D_{\text{KL}*}[p_{\theta_1} : p_{\theta_2}], \quad (57)$$

By relaxing the densities $p_{\theta_1}$ and $p_{\theta_2}$ to be $p_1$ and $p_2$, we get the reverse KL divergence between $p_1$ and $p_2$ from the dually flat structure induced by the integral-based log-normalizer of an exponential family:

$$D_{\text{KL}*}[p_1 : p_2] = E_{p_2} \left[ \log \frac{p_2}{p_1} \right] = \int p_2(x) \log \frac{p_2(x)}{p_1(x)}d\mu(x). \quad (58)$$

Thus, we have recovered the statistical distance $D_{\text{KL}*}$ from $D_{F,\mathcal{E}}$.

The dual divergence $D^*[p_1 : p_2] := D[p_2 : p_1]$ is obtained by swapping the distribution parameter orders. We have:

$$D^*_{\text{KL}}[p_1 : p_2] := D_{\text{KL}*}[p_2 : p_1] = E_{p_1} \left[ \log \frac{p_1}{p_2} \right] =: D_{\text{KL}}[p_1 : p_2], \quad (59)$$

and $D_{\text{KL}*}[p_1 : p_2] = D^*_{\text{KL}}[p_2 : p_1] = D_{\text{KL}}[p_2 : p_1]$.

To summarize, the canonical Legendre-Fenchel divergence associated with the log-normalizer of an exponential family amounts to the statistical reverse Kullback-Leibler divergence between $p_{\theta_1}$ and $p_{\theta_2}$ (or the KL divergence between the swapped corresponding densities): $D_{\text{KL}}[p_{\theta_1} : p_{\theta_2}] = B_F(\theta_2 : \theta_1) = L_F(\theta_1 : \eta_1)$. Notice that it is easy to check that $D_{\text{KL}}[p_{\theta_1} : p_{\theta_2}] = B_F(\theta_2 : \theta_1)$ [11][12]. Here, we took the opposite direction by constructing $D_{\text{KL}}$ from $B_F$.

We may consider an auxiliary carrier term $k(x)$ so that the densities write $p_{\theta}(x) = \exp(\theta^\top t(x) - F(\theta) + k(x))$. Then the dual convex conjugate writes [60] as $F^*(\eta) = -h(p_\theta) + E_{p_\theta}[k(x)]$. 
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• In this second example, we consider a mixture family

\[ \mathcal{M} = \left\{ m_\theta = \sum_{i=1}^{D} \theta_i p_i(x) + (1 - \sum_{i=1}^{D} \theta_i) p_0(x) \right\}, \] (61)

where \( p_0, \ldots, p_D \) are \( D + 1 \) linearly independent probability densities. The integral-based Bregman generator \( F \) is chosen as Shannon negentropy:

\[ F(\theta) = F_{\mathcal{M}}(m_\theta) = -h(m_\theta). \] (62)

We have

\[ \eta_i = \left[ \nabla F(\theta) \right]_i = \int (p_i(x) - p_0(x)) \log m_\theta(x) d\mu(x), \] (63)

and the dual convex potential function is

\[ F^*(\eta) = -\int p_0(x) \log m_\theta(x) d\mu(x) = h^\times(p_0 : m_\theta), \] (64)

i.e., the cross-entropy between the density \( p_0 \) and the mixture \( m_\theta \). Let us calculate the inner product \( \theta_1^T \eta_2 \) of the Legendre-Fenchel divergence as follows:

\[
\sum_i \theta_1(i) \int (p_i(x) - p_0(x)) \log m_{\theta_2}(x) d\mu(x) = \int \sum_i \theta_1(i) p_i(x) \log m_{\theta_2}(x) d\mu(x) \\
- \sum_i \theta_1(i) p_0(x) \log m_{\theta_2}(x) d\mu(x). \] (65)

That is

\[
\theta_1^T \eta_2 = \int \sum_i \theta_1(i) p_i \log m_{\theta_2} d\mu - \sum_i \theta_1(i) p_0 \log m_{\theta_2} d\mu
\]

Thus it follows that we have the following statistical distance:

\[
D_{F,\mathcal{M}}[m_{\theta_1} : m_{\theta_2}] := F(\theta_1) + F^*(\eta_2) - \theta_1^T \eta_2, \] (66)

\[
= -h(m_{\theta_1}) - \int p_0(x) \log m_{\theta_2}(x) d\mu(x) - \int \sum_i \theta_1(i) p_i(x) \log m_{\theta_2}(x) d\mu(x) \\
+ \sum_i \theta_1(i) p_0(x) \log m_{\theta_2}(x) d\mu(x), \] (67)

\[
= -h(m_{\theta_1}) - \int (1 - \sum_i \theta_1(i) p_0(x)) + \sum_i \theta_1(i) p_i(x)) \log m_{\theta_2}(x) d\mu(x), \] (68)

\[
= -h(m_{\theta_1}) - \int m_{\theta_1}(x) \log m_{\theta_2}(x) d\mu(x), \] (69)

\[
= \int m_{\theta_1}(x) \log \frac{m_{\theta_1}(x)}{m_{\theta_2}(x)} d\mu(x), \] (70)

\[
= D_{KL}[m_{\theta_1} : m_{\theta_2}], \] (71)
Thus we have $D_{KL}[m_{\theta_1} : m_{\theta_2}] = B_F(\theta_1 : \theta_2)$. By relaxing the mixture densities $m_{\theta_1}$ and $m_{\theta_2}$ to arbitrary densities $m_1$ and $m_2$, we find that the dually flat geometry induced by the negentropy of densities of a mixture family induces a statistical distance which corresponds to the KL divergence. That is, we have recovered the statistical distance $D_{KL}$ from $D_{F,M}$.

Let us define the full dual parameter Legendre-Fenchel divergence as:

$$L_F(\theta_1, \eta_1 : \theta_2, \eta_2) := F(\theta_1) + F^*(\eta_2) - \nabla F^*(\eta_1) \top \nabla F(\theta_2).$$  \hspace{1cm} (72)

The purpose of introducing this expression is as follows: When $F$ is an integral-based generator, the expression of Eq. (72) can be expressed as an integral form. Notice that it requires to explicit the gradient $\nabla F^*$ of the convex conjugate using an integral form.