Encryption on Multimodal Biometric using Hyper Chaotic Method and Inherent Binding Technique
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Abstract—Chaotic maps are non-convergent and highly sensitive to initial values. The applications include secure digital identity in distributed systems. Face and fingerprint biometric templates are subjected to hyper-chaotic map leading to encrypted image. Encrypted image is fed as an input to deoxyribonucleic acid (DNA) sequence. Dimensionality of generated DNA sequence is reduced by hashing. The intra-variation for a subject is measured with inter-quartile range. Image set with minimal variation value is identified for selecting the consistent image of a subject. 256 bit Key is generated from the consistent image. Generated key is reduced to 128 bits by eliminating subject specific outliers and redundant values. User specific features are extracted for both the traits using ResNet 50 convolutional neural network and are fused by addition. Final key is bound to feature vector by permutation function and time taken towards key binding is estimated with benchmark database SDUMLA-HMT. Outcome reveals that time taken for key binding varies between 45ms and 58ms for an image of size 80 MB.
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I. INTRODUCTION

Securing biometric template by binding it with cryptographic key is known as key binding. Fuzzy vault and fuzzy commitment are two well-known approaches in key binding. Helper data is generated during enrollment phase and decrypted to retrieve key in authentication phase. Sutcu et.al (2007) proposed a new framework to bind cryptography keys with signature biometric using correlation filters. Results shows that smaller size images reduces the security and EER for recognition is 0.08%. Christian Rathgeb et al. (2011) developed a key binding system using fuzzy commitment scheme with iris biometric. Implementation states that for128 bits key FAR is less than 0.01%. Daniel et al. (2016) designed a method using function minimization for key binding with iris biometric and proved False acceptance rate is 0.0% for 256 bits key.

Biometric encryption is the technique of binding cryptographic key to a biometric template. The encryption procedure generates cryptographic key from biometric trait and finally template or key is retrieved for authentication [1], [2]. The rapid growth of online transactions, multimedia communications, realtime applications, cloud technologies, etc. entails additional security meant for data protection. Safeguarding digital image against malicious threats is an enormous challenge in distributed networks [3]. Several approaches such as cryptographic algorithms, passcodes, etc. are currently available to secure digital image in real time applications [4]. However, the above mentioned techniques fail to differentiate between legitimate user and an attacker who has fraudulently acquired the passcode [5]. Several studies confirm that biometric encryption is resistant to multiple attacks and as such is highly recommended for verification and authentication [6].

Biometric authentication offers an innovative approach to key security which bestow direct connection between passcode and key [7]. The secured template must satisfy properties such as diversity, revocability, security and accuracy. Individual traits are incredibly imperative and eminent; therefore the templates should be protected using a highly secure technique [8]. In the past, several methods have been advanced using cryptographic techniques and cancelable biometrics to develop template security [9]. Revocable and non-invertible transformations are executed to obtain cancelable biometrics [10].

Biometric image have high resolution, high redundancy and strong correlations among adjacent pixels and occupies large storage space, as a result of which bio- metric image cannot compete with traditional encryption methods. We are looking to develop a system where the image is sensitive to even slight changes made to initial conditions, pseudo randomness, etc. Chaotic systems meet these obligations of the encryption system [11]. Strong parallel computing technique is realized by DNA sequences [12] and multimodal biometrics is brought to bear to increase the security level. The different forms of multimodal biometrics available are multi-sensor, multi-instance and multi-algorithmic, etc. Multimodal biometrics is used in several applications [8]. Accuracy is enhanced as various fusion techniques are used to pool multiple traits, is highly reliable and provide heightened security such that even if one trait fails, another trait can be used for authentication [13]. Multimodal biometrics is impenetrable to attacks and is used in several applications where high level of security is desired [14].

The key generated using chaotic maps and DNA sequences are extremely secure and effective [15]. Strength of the key is assessed using several security tests, such as histogram, key space, key sensitivity, correlation and information entropy analysis [16]. Implementation results results illustrate that the algorithm enhances security and is resistant to multiple attacks.
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II. Chaotic Map

Chaotic maps have a virtuous property of randomness and acute sensitivity to initial conditions. Chaos help to intersperse the original data prohibitively which is highly invertible and therefore is best suited for image encryption. Chaotic sequence is generated by scrambling pixels either by substitution or diffusion etc. Numerical methods such as phase diagrams method, Lyapunov index method, power spectral method, etc. are harnessed to magnify complexity in chaotic system [15]. Some of the widely used chaotic maps for encryption are Logistic chaotic map [17], sine map [18], cosine map, baker map, tent map, Lorenz map [19], Chens map [20]. Several chaotic maps are pooled together to form multidimensional chaotic maps [21]. 1D Logistic chaotic system is defined in equation (1) and 2D Logistic chaotic system is designated in equation (2).

\[ X(n + 1) = f(x) = \mu X_n(1 - X_n) \]

where \( \mu(0,4), X_n(0,1), n = 0,1,2, \ldots \)

The results of the proposed system prove that when \( 3.56994 < \mu = 4 \) the system is chaotic.

\[ X(i + 1) = \mu_1 x_i (1 - x_i) + \gamma_1 y_i^2 \\
y(i + 1) = \mu_2 y_i (1 - y_i) + \gamma_2 (x_i^2 + y_i x_i) \]

when \( 2.75 < \mu_1 = 3.4, 2.75 < \mu_2 = 3.45, 0.15 < \gamma_1 = 0.21, 0.13 < \gamma_2 = 0.1 \) two sequences in the region [0,1] are generated which is chaotic. The multidimensional chaotic system such as 3D or 4D chaotic system is designed by combining three or four 1D chaotic system. Equation (3) describes sine map chaotic system [22]:

\[ X(n + 1) = f(x) = \mu_5 \sin(\pi X_n) \]

where \( \mu_5(0.87, 1) \) are parameters. Equation (4) describes cosine map chaotic system and Equation (5) describes baker’s map chaotic system [23].

\[ X(n + 1) = f(x) = \mu_6 \cos(\pi |X_n - 0.5|) \]

where \( \mu_6 = 0.98 \).

\[ (x(n + 1), y(n + 1)) = \\
\{ (x_n/p, p y_n) \\
(0 < x \leq p) \\
(1 - p) y_n + p) \\
p < x \leq 1 \}
\]

where \( p = 0.5 \) for standard bakers map. Equation (6) describes tent map.

\[ x(i + 1) = F_p(x_i) = \\
\{ x_i/p \\
(1 - x_i)/(1 - p) \\
if x_i \leq p \\
if p < x_i \}
\]

where \( p(0,1) \) is a control parameter. Equation (7) describes Lorenz chaotic map [19].

\[ \begin{cases} 
    x_i = \sigma(y_i - x_i) \\
    y_i = \sigma x_i - y_i - x_i z_i \\
    z_i = x_i y_i - \beta z_i 
\end{cases} \]

where \( x_i, y_i, z_i \) are first time derivatives, \( \sigma = 10, \beta = 8/3 \). Equation (8) describes Chen’s chaotic map, where \( a, b, c, d, k \) are system parameters. when \( a = 36, b = 3, c = 28, d = 16 \) and \(-0.7 < k < 0.7 \) the system behaves hyper chaotic by generating four chaotic sequences. Equation (9) describes 4D nonlinear hyper chaotic system [24].

\[ \begin{cases} 
    x_1 = a_1 x_1 + a_2 x_4 - x_2 x_3 \\
    x_2 = -a_3 x_1 + a_4 x_2 + b_1 x_1 x_3 \\
    x_3 = a_5 x_3 + b_2 x_1 x_2 + b_3 x_1 x_4 \\
    x_4 = a_6 x_2 + a_7 x_4 - b_4 x_1 x_3 
\end{cases} \]

where \( a_i < 0, i = 1, 2, 3, \ldots, b_i > 0, x_j \epsilon R, j = 1, 2, 3, 4 \).

Equation (10) describes 5D hyper-chaotic maps [25].

\[ \begin{cases} 
    x_1 = a x_1 - x_2 + x_3 x_4 \\
    x_2 = b(x_1 + x_2) + x_5 - x_1 x_3 x_4 \\
    x_3 = -c x_2 - d x_3 - e x_4 + x_1 x_2 x_4 \\
    x_4 = -f x_1 + x_1 x_2 x_3 \\
    x_5 = g(x_1 + x_2) 
\end{cases} \]

where \( a,b,c,d,e,f,g \) are system control parameters when \( a = 30, b = 10, c = 15.7, d = 5, e = 2.5, f = 4.45, g = 38.5 \) the system generates five chaotic sequences and behaves hyperchaotic [26].

Chaotic maps are classified based on properties and complexity of the system. Logistic chaotic map is less complex and highly efficient system with linear and non-linear dynamic function. Spatiotemporal is highly dynamic in nature, which improves complexity during cryptography process. Efficiency is also enhanced during encryption and decryption. Hyper chaotic is highly random which generates more Lyapunov components. Based on the number of Lyapunov components the complexity of the system is decided. The system which is non-linear and hyper chaotic, generates an highly chaotic image.

III. DNA Coding Sequences

DNA sequence has four nucleic acid bases such as “Adenine (A), Cytosine (C), Guanine (G) and Thymine (T)” in which A and T, G and C are complement to each other. Based on the similarity and uniqueness of complementary properties, DNA and binary values are related together [27]. In binary 0 and 1 are complementary, similarly 00 and 11, 01 and 10 are complementary pairs in DNA encoding. Pairing mode of DNA base and binary is given in Table I. About \( c^2 \) = 8 types of pairing rules are available. Maximum length of DNA sequence is 4 for each pixel in an image. When \( C, A, T, G \) are denoted as 11, 00, 01, 10 and

| Rule | A | T | C | G |
|------|---|---|---|---|
| Rule 1 | 00 | 11 | 10 | 01 |
| Rule 2 | 00 | 11 | 01 | 10 |
| Rule 3 | 11 | 00 | 10 | 01 |
| Rule 4 | 11 | 01 | 01 | 10 |
| Rule 5 | 10 | 01 | 00 | 11 |
| Rule 6 | 01 | 10 | 00 | 11 |
| Rule 7 | 10 | 01 | 11 | 00 |
| Rule 8 | 01 | 10 | 11 | 00 |
for 8 bit grey images, the DNA sequence length is 4 (e.g. 10101101 is encoded in to DNA sequence GGCT). DNA addition and DNA subtraction [Table II], DNA complementary [Table III], DNA XOR rule [28] and DNA XNOR rule [29] [Table IV] are shown below.

| Original base | A | C | T | G |
|---------------|---|---|---|---|
| Complementary base | T | G | A | C |

| XOR | A | G | C | T | XNOR | A | C | G | T |
|-----|---|---|---|---|------|---|---|---|---|
| A   | G | A | T | C | T    | A | C | A | G |
| G   | A | T | C | G | T    | G | C | A | C |
| C   | T | G | A | C | T    | T | G | C | A |
| T   | G | A | C | T | T    | G | A | C | T |

IV. ENCRYPTION TECHNIQUES

Biometric template protection is performed by feature transformation or biometric cryptosystem. There are few feature transformation techniques which are salting and non-invertible transform whereas biometric cryptosystem includes key binding and key generation [17], [30].

The properties of template protection are, there should be no cross matching across databases, able to reproduce new template based on same biometric data, computationally hard to obtain original template. The cryptosystem techniques used for template protection are Fuzzy vault, Fuzzy commitment, shielding function etc. Chaotic maps and DNA sequences are also used for image encryption which generates highly secured image. Few methods are discussed below.

Zhang et al, proposed a method with three round scrambling-diffusion structure. Hill matrix permutation is computed based on hyper-chaotic chen’s chaotic values and scrambles the pixel position [27]. DNA coding rules are used as key for ‘F’ function of hillst network and finally image encryption is obtained by XOR operation of previous pixel. This method effectively resists plaintext attack, differential attack and statistical attack. Chakraborty et al, proposed a system with josephus traversing and mixed chaotic map [31]. Traversing scrambles the plain image followed by diffusion which includes four 1D chaotic maps. Finally XOR operation is performed to obtain the encrypted image. This method is resistant to several security attacks. Fu et al, proposed a method using CML chaotic system for scrambling and DNA complementary rule for generating encrypted image. Analysis proves that this system is safe and effective [32].

Li et al., proposed a method where initially Bit level scrambling and pixel level scrambling is performed. Using 5D hyperchaotic system and DNA XOR coding rule is applied to generate image encryption [25]. The above method is proved to be highly secured and reliable. Ye Tian et al., proposed a method using CT cascade map, NC map and DNA encoding rule. Chaotic maps are used for scrambling S-box followed by DNA addition and XOR operation to generate encrypted image. Results of the proposed system handles several security analysis and are resistant to attacks.

The image encryption algorithm with DNA masking, SHA-2 and Lorenz system developed by Zhang et al. [27] have high key sensitivity, large key space, which enhances the security against statistical attacks and exhaustive attacks. The results show that the algorithm improves encoding efficiency. Secured image encryption algorithm was developed by combining logistic and spatiotemporal chaotic systems along with DNA encoding technique and the system was proposed by Wang et al. [22]. The experimental results show that the proposed system enhances security to various attacks such as brute-force attack, statistical attack and differential attacks. The algorithm based on Lorenz and Chen’s chaotic systems with Dynamic S-boxes was proposed by Ahmad et al. [24]. The results show that the proposed scheme is resistant to several attacks and have very good efficiency. A new 1D chaotic system for image encryption was designed by Chai et al. [33]. To enhance the security level, several 1D chaotic maps are combined and the proposed system results show that the scheme is resistant to various attacks. The DNA encoding along with chaotic systems generates 192 bit key, which was implemented by Wu et al. [34]. The proposed system results show that the image is highly chaotic and resistant to several security analyses. The 4D hyper chaotic system with DNA sequence was proposed by Maddodi et al. [35]. The system provides hyper chaotic sequence, which is pseudo random in nature. The chaotic sequence is converted in to DNA sequence and the image blocks are diffused. The proposed system implementation states that the system is capable of handling known-plaintext and chosen-plaintext attacks.

V. EXISTING KEY GENERATION TECHNIQUES

There are several key generation techniques using chaotic systems and DNA sequences where few are discussed in this section. Fu et al [36] developed key stream sequence as shown in equation (11). The logistic chaotic map is used to generate permutation and substitution key stream sequences. Al et al [37] introduces the scheme that takes a master key of 320 bit and produces a group of sub keys with length 32 bit, 128 bit using tent chaotic map as shown in equation (12). Chai et al [38] and Al et al [39] proposed SHA256 key generation sequences for initial values of 2D logistic-adjusted-Sine-map and Lorenz chaotic system. The initial values are expressed as 8-bit blocks and four 52 bit sequences as shown in equation (13) and equation (14). Li et al [29] proposed four pairs 48 bit key sequences generation using chaotic logistic map and DNA substitution method as shown in equation (15). Abanda et al [21] generated the secret key made of two triplets of initial values and a coefficient. The secret key uses mixed chaotic maps of Colpitts and Duffing Oscillators.

\[
pk^	ext{m}_m = \text{pos}(pk^m) + (1 + \text{mod}(\text{sig}(\text{abs}(ps^m, \alpha), (\text{len} \text{(imgdata)}) - 1) - \text{pos}(pk^m)))
\] (11)
where \( pk_m \) is the permutation key stream sequence.

\[
\text{key}(i) = \text{concat}(SK, \ Chao, \ compkey, \ Chao(i+1)) \tag{12}
\]

where \( SK \) is the SubKey,\( compKey \) is the complement of \( SK \), \( Chao, Chao(i+1) \) is the chaotic keys from the Tent map.

\[
K = K_1, K_2...K_{32} \text{subjectto}^"K(i,0), K(i,1), K(i,7)" \tag{13}
\]

where \( K(i,j), i \) denotes the "character number" and \( j \) is the "bit number" in \( K_i \).

\[
x_h = \text{digits}(x_0 - \text{floor}(x_0), 52) \tag{14}
\]

where \( x_0 \) is the initial secret key and \( x_h \) is the key value generated.

\[
b1b2b3b4...b12 \ (b1b2b3b4) \text{XOR}(b5b6b7b8) \text{XOR}(b9b10b11b12) \tag{15}
\]

where \( r1...r4 \) are four pairs of 48 bit key sequences.

VI. PRE-TRAINED DEEP NETWORKS

The convolutional neural network has several architectures which are pre-trained to solve complex problems [40]. The pre-trained models uses a benchmark dataset to achieve the solution [41],[42].

A. LeNet5

The LeNet5 architecture model [43] was developed for identification of handwritten character recognition. This mainly concentrates on automatic learning than hand-designed heuristics. The architecture comprises of 7 Layers with three convolutional layers (C1, C3, C5), two sub-sampling layer (S2, S4) and one output function (F6). The number of trainable parameters and connections are given in the Table V.

| Layers | Trainable Parameters | Connections |
|--------|---------------------|-------------|
| C1     | 156                 | 304         |
| S2     | 12                  | 5880        |
| C3     | 1516                | 151600      |
| S4     | 32                  | 2000        |
| C5     | 10612               | 48120       |

F6 represents the Euclidean Radial Basis Function units (RBF) in the output layer. Each RBF output is calculated as given in equation (16),

\[
y_i = \sum_j (x_j - w_{ij})^2 \tag{16}
\]

where \( x_j \) is the state of unit \( j \), \( w_{ij} \) is the weight of the respective input function. The pretrained model used MNIST database with 60000 parameters which gives error rate 0.95% without deformation and dropped to 0.8% with distortion.

B. ImageNet

ImageNet architecture model [44] was developed for classification of images. This architecture comprises of eight layers with five convolutional layers (C1 –C5) and three fully connected layers (F1-F3). The input image size is \( 224 \times 224 \times 3 \), F1- F3 have 4096 neurons each. The model uses stochastic gradient descent with batch size of 128 examples, momentum of 0.9 and weight of 0.0005 for training and weight is updated as in equation (17).

\[
v_{i+1} = 0.9 \cdot v_i - 0.0005 \cdot \epsilon \cdot w_i - \epsilon \cdot \langle dL|dw|w_i \rangle D_i \tag{17}
\]

Where “i” is the iteration index, \( v \) is the momentum variable, \( \epsilon \) is the learning rate, \( \langle dL|dw|w_i \rangle D_i \) is the average over ith batch \( D_i \) of the derivative with respect to \( w \), evaluated at \( w_i \). The network is trained for 60 million parameters in the entire architecture. GPU trains the model for ILSVRC-2010 dataset with error rate 17.0%

C. GoogleNet

GoogleNet architecture model [45] was developed with deep convolutions for classification and detection with increased accuracy rate. The network comprises of 22 layers deep with accuracy 0.6%. GoogleNet used 5 million (V1) and 23 million (V3) parameters used in the network. ILSVRC 2014 database is used with error rate of 6.67%

D. ResNet

Residual network was mainly developed for deeper networks [46]. Research concludes that adding more layers may degrade the final performance of the system. Residual blocks are implemented with residual function and are placed in the intermediate layers of a block. Residual function helps to adjust the input feature map for high quality features. When the distinct feature extraction is not required, the weight of the residual function is reduced to zero.

Residual network was enhanced by increasing the network’s width (channel depth) and is considered as the most effective way of expanding the capacity of the entire network as shown in Fig. 1. This was implemented in ResNet34 architecture and ResNet50 architecture [47].

![Fig. 1. Residual Model.](image-url)

where \( W_L \) is the weight layer, \( R \) is the relu function, \( x \) is the input and \( F(x) \) is the residual function.

ResNet50 model replaces each two layer residual block with a three layer bottleneck block as shown in Fig. 1. The residual layer uses 1x1 convolutions in the implementation, which reduces and subsequently restores the channel depth.
as shown in Fig. 2. when calculating the 3x3 convolution the computational load is significantly reduced. It uses “25 million parameters” with 80% accuracy rate.

Fig. 2. ResNet50 Feature Extraction.

E. ResNeXt

The architecture of ResNeXt [48] is an extension of the deep residual network. In this network the standard residual block is replaced by one of the Inception models. The block’s input is represented into a series of lower (channel) dimensional representations where convolution filters are applied before merging the results. The implementation is done using 8 GPUs with a mini batch size of 128. There are about 25 million parameters used for implementation.

F. DenseNet

Within the dense block, both the feature map and input are concatenated.

Dense block => Feature map ~
input of each successive layer

Features are reused within the network by concatenating feature-maps learned by different layers. When the features of different layers are concatenated the efficiency is improved. Variation in the input of subsequent layers increases. DenseNet [41] is capable to work with very small output channel depths by reducing the number of parameters. The parameters used for implementation is 40 million with 3.46% error rate.

VII. PROPOSED KEY GENERATION TECHNIQUE

Key generation procedure combines chaotic theory and DNA sequence as shown in Fig. 3. The procedure for key generation is stated below

Step 1: Input two Images and convert in to equal binary blocks. Consider $I_{1andI2}$ are input images and divide the images in to two blocks $B1, B2$.

Step 2: Beta chaotic map sequence is generated with initial values $[x1, x2, c1, c2, b1, b2, k]$ are chosen.

Step 3: The blocks are converted in to scrambled images using chaotic sequence values $[p, q, z, r]$

Step 4: The scrambled images are encoded using DNA addition.

Step 5: The complement value is generated using DNA complement.

Step 6: The blocks are combined and SHA 256 is applied to generate the fixed size key for encryption.

Step 7: Outliers are eliminated in the key sequences and finally only one key is accepted.

Key generated is highly sensitive to initial parameters, more efficient and resistant to several attacks.

A. Pre-processing Techniques

Zhang et al used global bit scrambling to generate binary sequence [49]. Ahmad et al applied the size of the resultant matrix obtained after chaotic map sequences to resize the image [24]. Girdhar et al converted the image to fixed size blocks for pre-processing and scrambling is performed using chaotic sequences [19]. The proposed system uses arnold chaotic map for scrambling input images.

B. Beta Chaotic Map

Ahmad et al used Beta chaotic map which is determined from beta function which has high chaotic behavior [24]. The mapping is polynomial and is given in equation (18). Chaotic map generates four chaotic map sequences. The variables generated in the chaotic sequence have high randomness with two positive Lyapunov exponents.

$$x(n + 1) = k \ast \beta(x_n; x_2, p, q)$$ (18)

where $p = b_1 + c_1 \ast a$ and $q = b_2 + c_2 \ast a$ with $b_1, c_1, b_2$ and $c_2$ are constants. The parameter is used to control amplitude of the beta map and denote the bifurcation parameter. The beta function is given in equation (19).

$$Beta(x_n; x_2, p, q) = \begin{cases} 
((x - x_1)/(x_c - x_1))^p, & \text{if } x \in [x_1, x_2] \\
((x_2 - x)/(x_2 - x_c))^q, & \text{otherwise}
\end{cases}$$ (19)

Fig. 3. Encrypted Images.
Algorithm 1: Key generation

1. The input from database folder of face and fingerprint is read.
2. im1 is the image from face database folder and im2 is the image from fingerprint database folder.
3. The input image is resized and stored it in B1 and B2.
4. The binarized values of the input images are stored in to bim1 and bim2.
5. The chaotic variables are initialized to $a = 0.8, x_1 = -1, x_2 = 1, k = 0.85, b_1 = 5, c_1 = 1, b_2 = 3, c_2 = -1$.
6. Beta chaotic map values are calculated for $i \leftarrow 0$ to $n$
   $\begin{align*}
   p & \leftarrow b_1 + c_1 \ast a; \\
   q & \leftarrow b_2 + c_2 \ast a; \\
   z & \leftarrow ((p \ast x_2) + (q \ast x_1))/(p + q); \\
   r & \leftarrow ((B_1(i) - x_1)/(z - x_1))^b_1 \ast ((x_2 - B_1(i))/(x_2 - z))^q; \\
   B_1(i + 1) & \leftarrow k \ast r;
   \end{align*}$
7. Images are scrambled using chaotic variable values for $inc \leftarrow 1$ to $num_1$
   $\begin{align*}
   \text{for row} & \leftarrow 1 \text{ to rown do} \\
   \text{for col} & \leftarrow 1 \text{ to coln do} \\
   nrowp & \leftarrow \text{row}; \\
   ncolp & \leftarrow \text{col}; \\
   \text{for ite} & \leftarrow 1 \text{ to inc do} \\
   \text{newword} & \leftarrow [11; 12] \ast [nrowpncolp]; \\
   nrowp & \leftarrow \text{newword}(1); \\
   ncolp & \leftarrow \text{newword}(2); \\
   \text{newim} & \text{(row, col)} \leftarrow \text{im}1((\text{mod}(\text{nrow}, \text{rown}) + 1), (\text{mod}(\text{ncolp}, \text{coln}) + 1));
   \end{align*}$
8. Repeat step 7 to get newim2 by scrambling.
9. Image1 is encoded using DNA addition bases $\leftarrow$ ATGC$^\ast$.
   $\begin{align*}
   \text{sbin} & \leftarrow \text{im}2\text{bw}(\text{newim}1); \\
   \text{for } k & \leftarrow 1 \text{ to length(sbin1)} \text{do} \\
   \text{index} & \leftarrow 2 \ast \text{sbin}(k) + \text{sbin}(k+1) + 1; \\
   \text{result1}(index) & \leftarrow \text{bases(index)};
   \end{align*}$
10. Repeat step 9 to encode image2 using DNA condition for $o \leftarrow 1$ to length(result1) do
    $\begin{align*}
    \text{if result1}(o) & = \text{'}A' \text{ then} \\
    l1(o) & = \text{'}T'; \\
    \text{if result1}(o) & = \text{'}G' \text{ then} \\
    l1(o) & = \text{'}C'; \\
    \text{if result1}(o) & = \text{'}T' \text{ then} \\
    l1(o) & = \text{'}A'; \\
    \text{else} \\
    l1(o) & = \text{'}G';
    \end{align*}$
11. Compute DNA complement for encoded image1 for $o \leftarrow 1$ to length(result1) do
    $\begin{align*}
    \text{if result1}(o) & = \text{'}A' \text{ then} \\
    l1(o) & = \text{'}T'; \\
    \text{if result1}(o) & = \text{'}G' \text{ then} \\
    l1(o) & = \text{'}C'; \\
    \text{if result1}(o) & = \text{'}T' \text{ then} \\
    l1(o) & = \text{'}A'; \\
    \text{else} \\
    l1(o) & = \text{'}G';
    \end{align*}$
12. Repeat step 11 for encoded image2.
13. Call SHA256 for image1 and image2
   $\begin{align*}
   \text{im}1\text{sha}256 & \leftarrow \text{uint8}(1) \\
   \text{im}2\text{sha}256 & \leftarrow \text{uint8}(12) \\
   \text{Key} & \leftarrow \text{im}1\text{sha}256 + \text{im}2\text{sha}256
   \end{align*}$

C. Key Generation

Beta chaotic map is highly sensitive to its parameters, has strong chaotic behavior, more efficient and resistant to several attacks. The proposed key generation procedure is shown in Fig. 4.

D. Scrambling Techniques

Liu et al. used permutation and substitution to obtain scrambled sequence. Input bits are transformed to output bits using S-boxes and P-boxes. The key introduced in each round is derived from beta chaotic map [15].

Zhan et al. applied global bit scrambling technique to generate binary sequence [49]. Here 1D binary sequence $b^0$ contains binary digits where each digit represents intensity value of each pixel. $k^x$ is the hyper-chaotic sequence in ascending order. $b^0$ is scrambled with $k^x$ sequence as shown in equation (20). The author in [30] experimented with shuffling algorithm and substitution algorithm to rearrange the pixels. Assume $m \times n$ is the length of the input binary sequence, $a_i$ is the shuffling sequence, $d_i$ is the sequence after shuffling. Equation (21) explains shuffling sequence. Li et al. experimented with pixel level scrambling [25] as shown in equation (22) and bit level scrambling as shown in equation (23).

$$b^1_i = b_i(k^x_i)^0 \text{if } [1, 8m \ast n]$$

$$d_i(a_i) = c_i \ast i \leq i \leq m \ast n$$

If $F$ is the $m \times n$ substitution matrix, $B$ is the resultant matrix after shuffling and then substitution is performed as shown in equation (24).

$$\text{FoB} = G_{ij} G_{ij} = F_{ij} + B_{ij}(\text{mod}256)$$
\( q'(i, j) = q(i', j'), q(i', j') = q(i, j) \) \hspace{1cm} (23)

where “\( q'(i, j) \) is the scrambling image positioned at \((i, j)\), \(q(i', j')\) and \(q(i, j)\) are the original image positioned at \((i', j')\) and \((i, j)\), \(i = 1, 2, \ldots m, j = 1, 2, \ldots n\).” Equation 24 shows the circular shift operation.

\[
CS(r) = \text{circshift}(Q'(r), \text{LSB}(k_3'(r)), k_3'(r))
\] \hspace{1cm} (24)

where “\( \text{circshift}[u, q, v] \) means \( v \)-bit cycle shift on the binary sequences \( u \). \( \text{LSB}(z) \) means the least bit of \( z \). A right cycle shift or a left cycle shift will be decided by \( q =1 \) or \( q =0 \).”

Arnold transform [28] is used in our proposed method for scrambling as shown in Fig. 5, because it is a reversible map without any attractor. Therefore, this transform is best used for scrambling and generalized 2D transform is shown in equation (25).

\[
(x(n+1)y(n+1)) = ((ab)(cd))(x_ny_n) \mod N
\] \hspace{1cm} (25)

Where “\( a,b,c,d \) are positive integers and \( \text{gcd}(ad-bc,N)=1 \).”

**E. DNA Coding**

In the proposed system, DNA addition and DNA complement is used for encoding as shown in Fig. 6. For example, if the pixel of an image is 82 and 174, the equivalent binary sequence is 10100100 and 10101110. According to DNA encoding rule-1, we obtain CCGA and CCTC. Additionally, after applying DNA addition we get CCAA and applying complement rule the final encoded value is GGTT. DNA addition operation is implemented by Li et al [26] and Kumar et al. [50] proposed a system to obtain the encrypted sequence. Zhan et al used DNA addition, DNA complement rule and DNA XOR between the hyperchaotic sequence and DNA sequence [49]. The sequence generated in the proposed system gives a robust encryption performance. Li et al. used DNA operations rules to diffuse gray images [29]. The DNA operations (XOR, XNOR, +, -) are executed randomly as shown in equation (26) to obtain transitional images.

\[
op = [x3] + 1
\]

\[
pr' = propKI_e
\]

\[
pq = pqopKI_e
\]

\[
pb' = pbopKI_e
\] \hspace{1cm} (26)

where \( op \) is the selected DNA operation, \( pr, pq, pb \) are plain image, \( pr', pq', pb' \) are transitional images. Zheng et al. implemented DNA addition and XOR rule to obtain encrypted image [51].

**F. SHA 256**

Hashing is one of the widely used common cryptographic techniques due to its high security, uniqueness and integrity. It generates unique 256 bit (32 byte) signature for text which can be used as a key. In our proposed system, DNA encoded blocks of two images is combined and SHA-256 algorithm is implemented to obtain a key for encryption.

**G. Intra-class Variation of Keys**

After the generation of keys for all the traits, intra-class variation between the samples is calculated which is depicted in Fig. 7. The steps followed for intra-class variation of keys are as follows:

Step 1: Each column values are subtracted with the adjacent column to check the similarities between the samples of same class.

Step 2: All the column values are sorted and outliers are calculated based on zeros in the column values.

Step 3: The sample which has more zeros are considered as a class with more similarity therefore the sample is given low priority for selecting the final key.

Step 4: The above step is repeated for all the samples and the sample with minimum zero count is given high priority and the sample is used for selecting final key.
Step 5: Outliers are removed for the selected sample and final key is generated.

**Algorithm 2: Intraclass variation**

1: Each trait values are arranged column wise
2: for $i = 1$ to $12$ do
   \[ A_j = A_j - A_{j+1} \]
   if $i = 7$ then
      \[ A_j = A_j - A_1 \]
3: for $i = 1$ to $84$ do
   \[ \text{Sort}(A) \]

**H. Outlier Elimination**

Outliers are patterns in the data which is not defined with the actual range of data values. Outliers are classified as point outliers and contextual outliers based on the distribution of data points. The individual data, which is identified as distinct compared to rest of data, the instance is known as point outlier. If the data is distinct to a specific context then the data is a conditional outlier (or contextual outlier). The specific context is referred as either contextual attributes or behavioural attributes.

Outlier Detection using Indegree Number (ODIN) is one of the outlier detection scheme proposed by Hautamaki et al. [52] that works based on local density. ODIN method is generally used for cluster thinning by removing vectors that are overlapping with other regions. Overlapping between clusters happen with the assumption that the regions are of low density. All the higher density regions grouped near the cluster centroid. The outlyingness of $x_i$ is given in equation (27).

$$OL_i = \frac{1}{\text{ind}(x_i) + 1}$$

where “ind($x_i$) is the indegree of the vertex $x_i$, i.e. the number of edges pointing to $x_i$”.

The outlyingness factor for each vector by finding the minimum distance to centroid $d_{\text{max}}$ as shown in the equation (28).

$$d_{\text{max}} = \max \{\|x_i - c_p\|\}, \quad i = 1, \ldots, N$$

The outlyingness of $x_i$ is given in equation (29),

$$o_i = \frac{\|x_i - c_p\|}{d_{\text{max}}}$$

where $x_i$ is the vector, $c_p$ is the centroid and $d_{\text{max}}$ is the distance. The factors that are responsible for an outlier, in the dataset are normalized to the scale $[0, 1]$. The vector with greater value is considered as an outlier. The proposed system uses Interquartile Range technique as shown in Fig. 8. The outliers in the key generated are calculated by considering, that the outliers lie either on the first quartile or on the last quarter of the given data after sorting the key values. The final key generated is shown in Fig. 9. The steps followed are

Step 1: The point furthest from the mean of the data is calculated.

Step 2: IQR is calculated by finding the difference between the mean of the upper quartile(q2) and mean of the lower quartile(q1).

Step 3: The fence is calculated using the formula, $F=1.5 \times IQR$

Step 4: Lower bound and upper bound are calculated.

$$\text{LB}=q_1 - F, \text{UB}=q_2+F$$

Step 5: The values between the lower bound and upper bound are accepted for the final key.

Step 6: The accepted key size should not exceed 128 bits. If the size of the key is greater than 128 bits, steps 3 to step 5 are repeated.
Algorithm 3: Outlier elimination

1. Upper quartile(Q2) and lower quartile(Q1) are calculated using the given formula,

   \[ Q1 = \frac{1}{16} \sum_{i=1}^{16} k_i \]
   \[ Q2 = \frac{1}{16} \sum_{i=1}^{32} k_i \]

2. Inter Quartile Range is calculated using Q1 and Q2

   \[ IQR = Q2 - Q1 \]

3. Upperbound(UB) and lower bound(LB) are calculated,

   \[ LB = Q1 - F \]
   \[ UB = Q2 + F \]

4. The values between the upperbound and lowerbound are considered for Final key is LB <= Key <= UB

5. if Final key > 128 bits then
   Repeat Step 2 to 4 till the key is 128 bits

Algorithm 4: CNN Feature Extraction

1. Multimodal sample images are read
2. The sample images are divided for testing and training
3. The pre-trained ResNet-50 network is loaded
4. Features are extracted from the deeper layer of a pre-trained network
5. The training features are used to train the classifier
6. The accuracy level is calculated

I. Feature Extraction using CNN

ResNet increases the seed of training the deep networks, reduces the number of parameters by increasing the depth of the networks instead of widening the network, helps to vanish Gradient problem and gives high accuracy in network performance.

During the training period some neuron can die and cause information loss which is known as Gradient problem. The above problem is rectified by using residual network, by mapping non-linear function \( H(x) \) to \( F(x) \) which is defined as \( H(x) - x \). The output of the second layer adds \( F(x) \) to \( x \) and carries important information to the next layer (Relu). Therefore, information loss is reduced and no gradient problem in ResNet. Increasing the depth of the network may result in bias problem but ResNet avoids negative outcomes, increases accuracy, fast training of the network while the network depth increases. ResNet is classified in to three models, 50, 101, 152 based on the depth of networks. The feature extraction analysis using CNN for Resnet50 network is shown in Fig. 12.

J. Key Binding Technique

The feature extraction is performed using Resnet 50 CNN as shown in Fig. 10. The training features are extracted for both the traits and fused using additive operation to get the original vector. The generated key of the respective trait is embedded with the original vector using random permutation function. The permutation function used is randi which returns the array of integers from discrete uniform distribution on the given interval. \( X = \text{randi}([\text{imin}, \text{imax}], \text{sz} 1, \text{sz} n) \) Random positions are generated with respect to the key size in the original template vector. Now the random position values are replaced with the key value. Final image is the key embedded within the template as shown in Fig. 11. The steps followed for key binding are,

Step 1: Original fused vector of face and fingerprint is loaded.

Step 2: Random positions are generated using permutation function.

Step 3: The key values are replaced to the random positions of the original vector.

Step 4: The key is now embedded with the biometric template.
Algorithm 5: Key binding

1: V - Original vector, imin, imax - min and max position of V, SZ1,SZN - min and max position of Key, K - Key
2: index = randi([imin,imax], SZ1,SZN)
3: V(index) = K
4: New vector (NV) = embedded image

Fig. 11. Key Binding.

VIII. SECURITY ANALYSIS FOR KEY

A. Key-Space Analysis

The iterative procedure of checking all possible keys to find the decryption key is known as Key space analysis. The proposed system ensures that the key generated is 256-bit hash value and reduce to 192 bits, which handles Brute force attack effectively.

B. Key Sensitivity Analysis

The perfect image encryption key should be sensitive so that the key will be highly secured and inaccessible by hackers easily. The minor change in initial parameter of the chaotic system will alter the entire key because of which the generated key in our proposed system is highly sensitive. A small change in the parameter results in a large variation in the encryption process. The variation measures the sensitivity of the generated key.

C. Statistical Analysis

Statistical analysis measures the performance of image encryption system. The encrypted image histogram is different from the original image histogram so that the hacker will not be able to get the original image through encrypted image histogram.

D. Pixel Correlation Analysis

The adjacent pixels correlation in both original and the encrypted image either horizontally or vertically or diagonally is known as correlation co-efficient analysis as shown in equation (30). When the similarity between the original and encrypted image is less, then the value of correlation coefficient is low. The values obtained by calculating Correlation coefficient shows that the system is capable of handling statistical attacks. Table VI gives the correlation values of the proposed system with the existing techniques.

$$r = \frac{\sum_m \sum_n (A_{mn} - A) (B_{mn} - B)}{\sqrt{(\sum_m \sum_n (A_{mn} - A)^2) (\sum_m \sum_n (B_{mn} - B)^2)}}$$

(30)

where $A = \text{mean}(2(A))$, and $B = \text{mean}(2(B))$

1) Differential Analysis: The sensitivity of the encrypted image is determined by Differential analysis. Minor variation in the original image gives more impact on the encrypted image. “Number of pixels changed between the original and the encrypted image is calculated using NPCR [number of pixels change rate]”. It gives the ratio of the two encrypted images when there is a slight variation in the input image. NPCR is calculated as given in equation (31). Table VII gives the NPCR analysis of the proposed system with the existing techniques.

$$NPCR = \frac{\sum_{i,j} D(i,j)}{M \times N} \times 100$$

(31)

Where, “D is the auxiliary matrix which is created when $C_1(i,j) = C_2(i,j), \text{then} D(i,j) = 0$, otherwise $D(i,j) = 1$.”

Table VII gives the NPCR analysis of the proposed system with the existing techniques.

| Image | Reference | NPCR |
|-------|-----------|------|
| Pepper | Ref.1 | 99.82 |
| Lena | Ref.2 | 99.60 |
| Lena | Ref.7 | 99.48 |
| Lena | Ref.5 | 99.50 |
| Lena | Proposed system | 99.51 |

The calculation of the average intensity between the same cipher images is known as “unified average change intensity [UACI]”. When the values are high, the parameters shows that the minor variation in original image gives more impact in encrypted image. UACI is calculated as given in equation (32). Table VIII gives the UACI analysis of the proposed system with the existing techniques.

$$UACI = \frac{1}{(M \times N)} |(i = 0)(m - 1)(i = 0)(n - 1)|C_1(i,j) - C_2(i,j)|/255|100$$

(32)

Table VIII gives the UACI analysis of the proposed system with the existing techniques.

| Image | Reference | UACI |
|-------|-----------|------|
| Pepper | Ref.1 | 34.26 |
| Lena | Ref.2 | 33.44 |
| Lena | Ref.7 | 28.45 |
| Lena | Ref.5 | 35.65 |
| Lena | Proposed system | 33.16 |
2) MSE: The mean square error value between the decrypted image \(I_2\) and plain image \(I_1\). If there is more data loss the value is high or the value is low. The formula is given in equation (33).

\[
MSE = 1/(M \times N)\sum_{j=1}^{J} I_1(i,j) - I_2(i,j)^2
\]  

(33)

3) PSNR: “PSNR [Peak Signal to Noise Ratio] is used to test the quality of the attacked encrypted image”. The formula is calculated as given in equation (34).

\[
PSNR = 10 \times \log_{10}(255^2/MSE)(dB)
\]  

(34)

E. Information Entropy Analysis

The robustness of encrypted image is verified by information entropy analysis. For an image, 8 bit length random system is generated and entropy of both images are calculated as given in equation (35). When the “Entropy value of cipher image is approximately 8 then the system is proved to be resistant to entropy analysis”.

\[
H(x) = -\sum_{i=1}^{n}(x(i) \log_{2}(p(x(i)))
\]  

(35)

Where, “x is a set of symbols, n is the total number of symbols, \(x(i)\) is the probability of \(x(i)\)in x”. Table IX gives the entropy value of the proposed system with the existing techniques.

| Image  | Reference | Entropy |
|--------|-----------|---------|
| Pepper | Ref.1     | 7.9993  |
| Lena   | Ref.2     | 7.9993  |
| Lena   | Ref.3     | 7.9994  |
| Lena   | Ref.5     | 7.9982  |
| Lena   | Proposed system | 7.7795 |

F. Time Analysis of Key Binding Technique

Biometric template of 80MB size is considered for the experiment. Result shows that the time taken for key binding of several template varies from 40ms to 58ms as shown in Fig. 12.

IX. Conclusion and Future Work

An innovative algorithm has been proposed for key generation and key binding. Results prove that the key generated is highly secured as inroclass variations are applied to remove outliers and takes less time for key binding. The proposed system uses chaotic, DNA and CNN concepts and implemented using Matlab R2019b. The database used is SDUMLA-HMT which is a multimodal biometric of face and fingerprint with 106 traits of 96 samples each. The above work can be enhanced for touchless real-time biometric samples and measure the performance of the system.
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