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Abstract—Object tracking is one of the most important and fundamental disciplines of Computer Vision. Many Computer Vision applications require specific object tracking capabilities, including autonomous and smart vehicles, video surveillance, medical treatments, and many others. The OpenCV as one of the most popular libraries for Computer Vision includes several hundred Computer Vision algorithms. Object tracking tasks in the library can be roughly clustered in single and multiple object trackers. The library is widely used for real-time applications, but there are a lot of unanswered questions such as when to use a specific tracker, how to evaluate its performance, and for what kind of objects will the tracker yield the best results? In this paper, we evaluate 7 trackers implemented in OpenCV against the MOT20 dataset. The results are shown based on Multiple Object Tracking Accuracy (MOTA) and Multiple Object Tracking Precision (MOTP) metrics.
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I. INTRODUCTION

Object tracking is one of the fundamental Computer Vision tasks. Despite the progress made in the field over the last decade, object tracking is still considered a very challenging task due to numerous factors that can affect a tracker’s overall performance, such as background clutter, occlusion, illumination variation, and others [1]. Creating a tracker that could perform well enough in various situations is still considered an unsolved problem. Thus, it is important to understand how to choose the right tracker for the problem at hand.

The complexity and performance of object tracking algorithms often depend on how many objects are tracked in a video sequence. Object tracking tasks can be classified based on how many objects are being tracked in a sequence into a) single object and b) multiple objects trackers. A Single Object Tracking (SOT) algorithm tracks only a single object in a video sequence, and it is successful if it tracks an object even if the environment consists of multiple objects. In our previous work [2], we have benchmarked SOT trackers in the OpenCV and provided some insights on how to choose a tracker for a specific type of task.

In this paper, we review Multiple Object Tracking (MOT) algorithms by analyzing frame by frame of multiple video sequences to identify all objects on the scene and how their position changes over time. The output from every frame is a bounding box for every object of interest which uniquely defines its position in the current frame. The object ID is added to the returned bounding box to identify the object of interest. The main difference to Single Object Tracking is that in SOT the appearance of the target object is known in advance, while in MOT it is necessary to detect the target. The difficulty of multiple object tracking is that targets can appear and disappear from the scene, which introduces the problem of figuring out whether the reappeared object on the scene was already seen or a completely new object. This is because objects can have very similar appearances. These difficulties are also a reason why using SOT algorithms to track multiple objects is not a good idea and it is not uncommon for objects to switch IDs.

The object trajectory can be reconstructed by analyzing the returned bounding boxes with the object ID. There are numerous applications for such systems, from video surveillance, smart vehicles to medical treatments. This is why MOT attracts a lot of attention in the past years and as a result, many object tracking algorithms were proposed. In recent years, object tracking community embraced data-driven learning methods, following the rise of deep learning in computer vision [3], [4] [5]. In this paper, we assess the quality of multiple object tracking algorithms implemented in the OpenCV library. The library was chosen because of its simplicity, versatility, efficiency, and the fact that it is one of the biggest developing open-source computer vision libraries. Several approaches and methods for MOT make it hard to overview their performance and distinguish what are suitable usages. That is why we decided to benchmark seven algorithms available in OpenCV.

The structure of the paper is the following: In Section II we provide a short overview of datasets developed for MOT. In Section III, the concept of Multiple Object tracking is provided. In Section IV, we explain the evaluation metrics and methods we used to measure the performance of algorithms. Section V contains details about the chosen dataset. Finally, in Section VI we summarize the results of benchmarking. Section VII provides a conclusion and some recommendations about how to choose an appropriate tracker.

II. RELATED WORK

Many different object tracking datasets have been proposed in recent literature, due to the importance and interest of the topic. However, there is still no standardization on how to evaluate a tracker so different metrics are used. The metrics
combined can give clearer insight on when to use which tracker and how well each of the algorithms performs. From a number of object tracking benchmarks, such as [1] [6] [7] [3], classification of datasets can be made based on the annotation density:

1) **Dense** - every frame is manually labeled with careful inspection;
2) **Other** - sequences are sparsely and/or semi-automatically annotated (i.e. each frame might not be annotated).

Some notable object tracking evaluation datasets include KITTI [8], VOT [9], [10], Need for Speed [11], Trackingnet [3], Cdbb [12], Lasot [7], Got-10k [13], Jrmot [14], which are sorted by the year of publication.

To the best of our knowledge, a full benchmark of the multiple object trackers implemented in OpenCV is still not performed. This paper gives an insight into how well they perform and what’s the ideal use-case for each of them.

Our previous paper [2] contains details about the OpenCV library and benchmark results of single object tracking algorithms.

### III. Overview of Multiple Object Tracking

In this section, we focus on multiple object tracking algorithms in the OpenCV library. The library contains seven algorithms for MOT in the Multitracker class, accessible through the OpenCV API. The information about the algorithms, including references to research papers, may be found in table I. Multi tracker class in OpenCV is implemented as a vector of single object trackers. This implementation makes measuring the speed of an algorithm more complicated than in SOT algorithms. The speed of tracking objects or the FPS (Frames per Second) of a single video is not possible to calculate, since every tracker has its own FPS and it is difficult to assess how much a certain tracker contributes to the overall speed of a video.

The next section explains the evaluation metrics and methods implemented for measuring the performance of the trackers.

### IV. Evaluation

Choosing the right evaluation metric is of high importance to ensure that no important information about an individual algorithm has been lost. Based on [22], two evaluation metrics are chosen: Multiple Object Tracking Accuracy (MOTA) and Multiple Object Tracking Precision (MOTP). The MOTA shows if the tracker found the right objects in a frame, while MOTP represents how successful was object tracking. The average accuracy and precision are obtained by the execution of every tracking algorithm on test data, where fifty random objects were selected to be tracked from the ground truth positions of the objects in the first frame of the corresponding videos. To evaluate how different trackers behave under different conditions One Pass Evaluation (OPE) method was used.

#### A. Multiple Object Tracking Accuracy

The MOTA is based on intersection over union as a distance measure between the ground truth bounding box and a tracker output. Intersection over Union is calculated for each object in every frame and it takes values from [0, 1]. The average accuracy of a tracker is the sum of average accuracies of all tracked objects in a test sequence divided by 50 (in this case, 50 is the number of tracked objects). Tracker has a good accuracy if the value is above a certain threshold $t$, where $t = 0.5$.

#### B. Multiple Object Tracking Precision

The MOTP is based on the Euclidean distance between centers of the ground truth bounding box and the trackers bounding box of every object in every frame of the test video. Similar to the average MOTA, the average MOTP is the sum of average precisions of all tracked objects in a test sequence divided by 50. The threshold of the precision value is set to $t = 50\text{px}$, meaning that every tracker with an average distance less than $t$ has good precision.

#### C. One Pass Evaluation method

The OPE is a method for evaluating the robustness of a tracker to different sizes of initial bounding boxes. Each tracker is initialized for every object with a bounding box from a ground truth in a starting frame. The algorithm tracks an object until it leaves the frame and no reinitialization is done after the failure of the tracker. These cases are detected with a value of intersection over union being zero. OPE is the simplest robustness evaluation method since it does not show the algorithm’s vulnerability to different types of initialization or state of the object in the initial frame.

In this paper, we evaluate the following Multi-Object Tracking algorithms from the OpenCV library: Boosting, MIL, MedianFlow, MOSSE, TLD, KCF, and CSRT.

### V. Dataset

This section reviews the dataset used for the evaluation of multiple object trackers in OpenCV. We use MOT201 dataset. Multiple Object Tracking Challenge was first introduced in 2014 and serves as a competition for evaluating newly developed object tracking algorithms. MOTChallenge datasets have improved vastly over the last couple of years. Because of the previously mentioned multiple object tracking challenges, this dataset was developed to be fully annotated along with evaluation metrics to assess the quality of the algorithm. MOT20 dataset is one of the latest releases from MOTChallenge. The dataset is intended to be used for dense scene tracking, namely pedestrian tracking. It consists of eight videos, split into four test videos and four train videos. MOT20 dataset was chosen because it is precisely annotated, which means it strictly follows a well-defined annotation protocol. The dataset is challenging as the number of objects to track found in one frame can go up to 246 [22]. All tracking logs are

1For more information about the dataset visit https://motchallenge.net/data/MOT20/
| No | Tracker Full Name (Abbreviation) | Publication Title and Reference | Publication Year (Google Scholar Citations) |
|----|---------------------------------|--------------------------------|---------------------------------------------|
| 1. | Boosting                        | Real-time tracking via on-line boosting [15] | 2006 (1555) |
| 2. | Multiple Instance Learning (MIL) | Visual tracking with online multiple instance learning [16] | 2009 (2259) |
| 3. | MedianFlow                      | Forward-backward error. Automatic detection of tracking failures [17] | 2010 (925) |
| 4. | Minimum Output Sum of Squared Error (MOSSE) | Visual object tracking using adaptive correlation filters [18] | 2010 (2139) |
| 5. | Tracking Learning Detection (TLD) | Tracking-learning-detection [19] | 2011 (3667) |
| 6. | Kernelized Correlation Filter (KCF) | High-speed tracking with kernelized correlation filters [20] | 2014 (3895) |
| 7. | CSRT (Channel and Spatial Reliability Tracker) | Discriminative Correlation Filter with Channel and Spatial Reliability [21] | 2017 (674) |

Fig. 1. Example scenes from the dataset while tracking 50 objects with CSRT algorithm. Best viewed in color.

shown as image coordinates \((x_i, y_i, w_i, h_i)\) where \(x_i\) and \(y_i\) represent the coordinates of the upper left corner of the object bounding box and \(w_i\) and \(h_i\) represent the width and height of the bounding box respectively, where index \(i\) represents \(i\)-th bounding box in the video. Taking all the dataset properties into account, we decided to use this dataset because of its complexity and annotation precision. The complexity of the algorithm evaluation on this dataset is reflected in the fact that the scenes are dense, with pedestrians being occluded at some point in time, coming in and out of the scene.

All objects can be classified in three categories:
1) Moving pedestrians;
2) People that are not in the upright position, non-moving pedestrians or artificial representations of humans;
3) Vehicles and occluders.

In our 50 objects threshold for tracking, we encountered 4 categories of objects:

1) Pedestrian (belongs to moving pedestrians category);
2) Static Person (belongs to non-moving pedestrians category);
3) Occluder full (belongs to vehicles and occluders category);
4) Crowd (belongs to vehicles and occluders category).

It is important to emphasize that we used the four training videos for our evaluation since it contains precisely annotated ground truth bounding boxes file, which we compared with the output of the OpenCV tracker. We did not use the detection file provided in the dataset, since this benchmark does not require it. The sample scenes from the dataset can be seen in Fig. 1.

VI. RESULTS

All tracker performances were evaluated on a Windows-based machine with i7-8565U CPU @ 1.80 GHz with four cores. The evaluation tests were successfully executed for all trackers. It is important to note that the speed of the tracking algorithms was not calculated precisely, because of the OpenCV implementation of multiple trackers. As mentioned previously, OpenCV implements a multiple object tracker as an array of single object trackers which makes it difficult to calculate the exact frames per second rate. When two objects of a different type, one static and the other one dynamically changing its position, are tracked with one multiple object tracking algorithm, each single object tracker from the array of trackers might have a significantly larger/smaller FPS rate. Single tracker tracking a static object requires less computational resources which implies a higher FPS rate. On the other hand, a single tracker tracking an object that changes its position quickly over time requires more computational power and results in a smaller FPS rate. With this said, taking the average of all FPS rates as an average speed of the multiple object tracker is not correct and might give falsified results. An
example would be tracking 40 static and 10 dynamic objects which would yield a higher FPS rate than it actually is. With this in mind, we do not calculate the FPS precisely, but vaguely estimated if a multiple object tracking algorithm can be used in a real-time application. The estimate for the speed is as follows: none of the algorithms have the potential to be used in real-time scenarios except for MOSSE and MedianFlow. These trackers have successfully tracked all objects on the scene in real-time on the machine with the configuration stated previously, while other algorithms struggled when the number of objects in the scene was even less than 10.

It is difficult to pinpoint one tracker that performs the best, so the evaluation will be done from two different perspectives: accuracy and precision, listing the trackers in the order from the best to the worst.

The first aspect is the multiple object tracking accuracies (MOTA). This metric is based on Intersection Over Union, presented in the Evaluation Section. We considered that tracking is successful whenever the intersection over union ratio is not equal to 0. As soon as the IoU rate drops to 0, the object is lost and none of the trackers successfully recovered to track the same object again. Average results are shown in Table III. CSRT has the best accuracy rate, followed by MIL, Boosting, MOSSE, KCF, Medianflow, and TLD.

The second aspect of interest is the multiple objects tracking precision (MOTP). This metric is based on Center Distance measured in pixels. Average results are shown in Table IV. CSRT has the best precision rate as well, followed closely by MIL and Boosting. KCF, Medianflow, MOSSE, and TLD have shown worse results, in the order in which they are stated.

To conclude, if the focus is on accuracy and precision, CSRT is the best algorithm to use but the compromise is being made on the speed of object tracking. If the speed of tracking is the main concern, the recommendation is to use the MOSSE algorithm, keeping in mind the compromise made on precision and accuracy. If one is looking for an algorithm that balances both aspects, i.e. faster than CSRT and more precise than MOSSE, Boosting or MIL would be recommended. TLD performed the worst overall, considering all three factors, and therefore is not a recommendation to use for multiple object tracking.

### TABLE II

| Video Name | FPS | Duration       | Resolution         | Num. of boxes | Description                        |
|------------|-----|----------------|-------------------|---------------|-----------------------------------|
| MOT20-01   | 25  | 429 (00:17)    | 1920 x 1080       | 26647         | Crowded indoor train station      |
| MOT20-02   | 25  | 2782 (01:51)   | 1920 x 1080       | 202215        | Crowded indoor train station      |
| MOT20-03   | 25  | 2405 (01:36)   | 1173 x 880        | 356728        | People leaving entrance of stadium at night |
| MOT20-05   | 25  | 3315 (02:13)   | 1654 x 1080       | 751330        | Crowded city square at night      |
tracking².

VII. Conclusion

In this paper, we evaluate multiple object trackers available in the OpenCV library. We evaluate the algorithms based on their duration, accuracy, and precision, taking the threshold of 50 objects tracked at every frame of the four videos in the MOT20 dataset. The evaluation is based on the class of the object, the label of the object, and conducted based on the well-annotated ground truth bounding boxes provided in the dataset. MOSSE and Medianflow have the potential to be used in real-time scenarios, where the number of tracked objects on a scene can exceed 100, however, the tradeoff is in the precision of tracking. Other algorithms do not have the potential for real-time applications if the number of tracked objects on a scene exceeds 10. With regards to accuracy and precision, the CSRT tracker performed the best followed by MIL and Boosting, which execute at a faster rate compared to CSRT, but with significantly lower accuracy and success rates.
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