FINITE QUASIHYPOMETRIC SPACES

PETER NICKOLAS AND REINHARD WOLF

Abstract. Let \((X, d)\) be a compact metric space and let \(\mathcal{M}(X)\) denote the space of all finite signed Borel measures on \(X\). Define \(I: \mathcal{M}(X) \to \mathbb{R}\) by \(I(\mu) = \int_X \int_X d(x, y) \, d\mu(x) \, d\mu(y)\), and set \(M(X) = \sup \{I(\mu) \mid \mu\text{ ranges over the collection of measures in } \mathcal{M}(X) \text{ of total mass } 1\}\). The space \((X, d)\) is quasihypermetric if \(I(\mu) \leq 0\) for all measures \(\mu\) in \(\mathcal{M}(X)\) of total mass 0 and is strictly quasihypermetric if in addition the equality \(I(\mu) = 0\) holds amongst measures \(\mu\) of mass 0 only for the zero measure.

This paper explores the constant \(M(X)\) and other geometric aspects of \(X\) in the case when the space \(X\) is finite, focusing first on the significance of the maximal strictly quasihypermetric subspaces of a given finite quasihypermetric space and second on the class of finite metric spaces which are \(L^1\)-embeddable. While most of the results are for finite spaces, several apply also in the general compact case. The analysis builds upon earlier more general work of the authors [Peter Nickolas and Reinhard Wolf, Distance geometry in quasihypermetric spaces. I, II and III].

1. Introduction

Let \((X, d)\) be a compact metric space. We denote by \(\mathcal{M}(X)\) the space of all finite signed Borel measures on \(X\) and by \(\mathcal{M}_0(X)\) and \(\mathcal{M}_1(X)\), respectively, the subsets of \(\mathcal{M}(X)\) comprising the measures of total mass 0 and total mass 1. Define \(I: \mathcal{M}(X) \times \mathcal{M}(X) \to \mathbb{R}\) and \(I: \mathcal{M}(X) \to \mathbb{R}\) by

\[
I(\mu, \nu) = \int_X \int_X d(x, y) \, d\mu(x) \, d\nu(y) \quad \text{and} \quad I(\mu) = I(\mu, \mu)
\]
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for $\mu, \nu \in \mathcal{M}(X)$. Then we say that $(X, d)$ is \textit{quasihypermetric} if $I(\mu) \leq 0$ for all $\mu \in \mathcal{M}_0(X)$ and we say further that $(X, d)$ is \textit{strictly quasihypermetric} if in addition $I(\mu) = 0$ only when $\mu = 0$, for $\mu \in \mathcal{M}_0(X)$. We set $M(X) = \sup I(\mu)$, where $\mu$ ranges over $\mathcal{M}_1(X)$, and for $\mu \in \mathcal{M}(X)$ we define the function $d_\mu \in C(X)$ by

$$d_\mu(x) = \int_X d(x, y) \, d\mu(y)$$

for $x \in X$.

In [11] and [12], we developed a general framework within which to discuss aspects of the geometry of a compact quasihypermetric or strictly quasihypermetric space $X$, with special emphasis on the behaviour of the geometric constant $M(X)$. In [13], we investigated within this framework the role of metric embeddings in the theory and some of the properties of finite metric spaces.

In the present paper, we explore the case of a finite metric space in more detail. Specifically, we examine the significance of the maximal strictly quasihypermetric subspaces of a given finite quasihypermetric space and the case of finite $L^1$-embeddable spaces. We discuss in particular the behaviour of the geometric constant $M$ in both these contexts. Though most of our results are for finite spaces, several apply also in the general compact case.

We make free use as necessary of definitions and results from [11, 12, 13], and we reproduce them here only as necessary. In [11] the background to our work, and in particular related work by other authors (see [1, 4, 7, 8, 15], for example), was discussed in some detail, and this discussion will not be repeated here.

2. Maximal Strictly Quasihypermetric Subspaces

If $(X, d)$ is a compact quasihypermetric metric space (abbreviated normally to $X$) and if $Y$ is a subspace of $X$ (subspaces will always be assumed non-empty), then we say that $Y$ is a \textit{maximal strictly quasihypermetric subspace} if $Y$ is compact and strictly quasihypermetric and there is no compact strictly quasihypermetric subspace of $X$ which properly contains $Y$.

Theorem 3.2 of [11] gives a number of conditions which are equivalent to the quasihypermetric property of a compact metric space $X$. The definition of the property is measure-theoretical, but one of the conditions implies that the property is equivalent to the following condition:
for all \( n \in \mathbb{N} \) and for all \( x_1, \ldots, x_n, y_1, \ldots, y_n \in X \),
\[
\sum_{i,j=1}^{n} d(x_i, x_j) + \sum_{i,j=1}^{n} d(y_i, y_j) \leq 2 \sum_{i,j=1}^{n} d(x_i, y_j).
\]

In particular, \( X \) is quasihypermetric if and only if all finite subspaces of \( X \) are quasihypermetric. In contrast to this, the strictly quasihypermetric property in a general compact metric space appears to be inherently measure-theoretical in character, and not reducible to a condition on finite subspaces. This is shown by Theorem 5.9 of [12], which constructs an infinite compact metric space all of whose proper compact subspaces (and its finite subspaces in particular) are strictly quasihypermetric but which is not itself strictly quasihypermetric.

**Remark 2.1.** Quasihypermetric and strictly quasihypermetric spaces are discussed in [9] (where they are called *spaces of negative type* and *strictly negative type*, respectively). Though the definition in [9] corresponds with ours in the quasihypermetric case, in the strictly quasihypermetric case it corresponds with ours only in the finite case: a space is strictly quasihypermetric in the sense of [9] if and only if all its finite subspaces are strictly quasihypermetric in our sense. (The space in Theorem 5.9 of [12] is therefore of course strictly quasihypermetric in the sense of [9].)

From section 3 of [12], we recall that a measure \( \mu \in \mathcal{M}_1(X) \) is called *maximal* on \( X \) if \( I(\mu) = M(X) \) and that \( \mu \in \mathcal{M}(X) \) is called *\( d \)-invariant* (or simply *invariant*) on \( X \) if there exists \( c \in \mathbb{R} \) such that \( d_\mu(x) = c \) for all \( x \in X \); the number \( c \) is then called the *value* of \( \mu \). The following result from [12] relates maximal measures and invariant measures.

**Theorem 2.2** (= Theorem 3.1 of [12]). Let \((X, d)\) be a compact metric space.

1. If \( \mu \in \mathcal{M}_1(X) \) is a maximal measure, then \( \mu \) is \( d \)-invariant with value \( M(X) \).
2. If \( X \) is quasihypermetric and if \( \mu \in \mathcal{M}_1(X) \) is \( d \)-invariant with value \( c \), then \( \mu \) is maximal and \( M(X) = c \).
3. If \( X \) is strictly quasihypermetric, then there can exist at most one maximal measure in \( \mathcal{M}_1(X) \).
4. If \( X \) is strictly quasihypermetric, then there can exist at most one \( d \)-invariant measure in \( \mathcal{M}_1(X) \).

We also recall from [12] how the ideas of maximality and \( d \)-invariance can be generalized to the case when maximal and \( d \)-invariant measures
do not exist. First, from section 5 of [11], we recall that for any compact quasihypermetric space \((X,d)\), the formula
\[
(\mu | \nu) := -I(\mu, \nu),
\]
for \(\mu, \nu \in \mathcal{M}_0(X)\), defines a semi-inner product on \(\mathcal{M}_0(X)\); it is clear that the semi-inner product is an inner product if and only if \(X\) is strictly quasihypermetric. The corresponding (semi)norm is of course given by the formula
\[
\|\mu\| := (\mu | \mu)^{\frac{1}{2}},
\]
for \(\mu \in \mathcal{M}_0(X)\).

Second, from Definition 4.1 of [12], if \((X,d)\) is a compact quasihypermetric space with \(M(X) < \infty\), then a sequence \(\mu_n\) in \(\mathcal{M}_1(X)\) is called maximal if \(I(\mu_n) \to M(X)\) as \(n \to \infty\). Also, by Definition 4.5 of [12], if \((X,d)\) is a compact quasihypermetric space, then a sequence \(\mu_n\) in \(\mathcal{M}_1(X)\) is called \(d\)-invariant with value \(c\), for \(c \in \mathbb{R}\), if \(\|\mu_m - \mu_n\| \to 0\) as \(m, n \to \infty\) and \(d_{\mu_n} \to c \cdot 1\) in \(C(X)\) as \(n \to \infty\), where \(1\) denotes the constant function \(1(x) = 1\) for all \(x \in X\). The following result from [12] describes the relation between maximal sequences and invariant sequences.

**Theorem 2.3** (= Theorem 4.9 of [12]). Let \((X,d)\) be a compact quasihypermetric space.

1. If \(M(X) < \infty\) and \(\mu_n\) is a maximal sequence in \(\mathcal{M}_1(X)\), then \(\mu_n\) is a \(d\)-invariant sequence with value \(M(X)\).
2. If \(\mu_n\) is a \(d\)-invariant sequence in \(\mathcal{M}_1(X)\) with value \(c\), then \(M(X) = c < \infty\) and \(\mu_n\) is a maximal sequence.

Theorem 2.7 and Corollary 2.8 below show that a maximal sequence or a maximal measure on a subspace of a given space may under suitable conditions also be maximal on the whole space. By Theorem 2.3, we may of course express these results equivalently in terms of \(d\)-invariant sequences of measures of mass 1 or \(d\)-invariant measures of mass 1. The following result shows that a \(d\)-invariant measure of mass 0 on a compact subspace of a compact quasihypermetric space must always be \(d\)-invariant on the whole space.

**Theorem 2.4.** Let \((X,d)\) be a compact quasihypermetric space and \(Y \subseteq X\) a compact subspace. If \(\mu \in \mathcal{M}_0(Y)\) is \(d\)-invariant on \(Y\) with value \(c\), then \(\mu\) is also \(d\)-invariant on \(X\) with value \(c\).

**Proof.** Since \(\mu \in \mathcal{M}_0(Y)\) and \(d_\mu\) is constant on \(Y\), we have \(I(\mu) = 0\), where we regard \(I\) as a functional on \(\mathcal{M}(Y)\). Hence, regarding \(\mu\) in the obvious way as a measure on \(X\), we also have \(I(\mu) = 0\), regarding \(I\) now as a functional on \(\mathcal{M}(X)\). But Lemma 5.1 of [11] now implies that
Lemma 2.5. Let \((X,d)\) be a compact quasihypermetric space and let \(Y \subseteq X\) be a (compact) maximal strictly quasihypermetric subspace of \(X\). Then for all \(x \in X \setminus Y\) there exists a unique measure \(\mu_x \in \mathcal{M}_1(Y)\) such that \(I(\mu_x - \delta_x) = 0\), where \(\delta_x\) denotes the point measure at \(x\).

Proof. Fix \(x \in X \setminus Y\). By the maximality of \(Y\), the subspace \(Y \cup \{x\}\) is non-strictly quasihypermetric, so there exists \(\nu \in \mathcal{M}_0(Y \cup \{x\})\) such that \(I(\nu) = 0\) and \(\nu \neq 0\). Write \(\nu = \phi + \alpha \delta_x\) for some \(\phi \in \mathcal{M}(Y)\) and some \(\alpha \in \mathbb{R}\) such that \(\phi(Y) + \alpha = 0\).

If \(\alpha = 0\), we have \(\nu = \phi \in \mathcal{M}_0(Y)\) and \(I(\nu) = 0\), which implies that \(\nu = 0\) since \(Y\) is strictly quasihypermetric, and this is a contradiction. Therefore \(\alpha \neq 0\), and clearly \(\mu_x = -(1/\alpha)\phi\) satisfies \(I(\mu_x - \delta_x) = 0\).

Suppose that there exist \(\mu_1, \mu_2 \in \mathcal{M}_1(Y)\) such that \(I(\mu_1 - \delta_x) = I(\mu_2 - \delta_x) = 0\). Then by part (5) of Lemma 5.1 of [11] we find that \(d_{\mu_1 - \delta_x}\) and \(d_{\mu_2 - \delta_x}\) are both constant functions on \(X\). Hence there exists \(c \in \mathbb{R}\) such that \(d_{\mu_1 - \mu_2} = c \cdot 1\). It follows that \(I(\mu_1 - \mu_2) = 0\), and since \(Y\) is strictly quasihypermetric, we have \(\mu_1 = \mu_2\).

Theorem 2.6. Let \((X,d)\) be a compact quasihypermetric space and suppose that \(Y\) is a finite maximal strictly quasihypermetric subspace of \(X\). Then \(X\) is finite.

Proof. Let \(Y = \{y_1, \ldots, y_n\}\). By Lemma 2.5, we have for each \(x \in X \setminus Y\) a measure \(\mu_x \in \mathcal{M}_1(Y)\) such that \(I(\mu_x - \delta_x) = 0\). By part (5) of Lemma 5.1 of [11], there exist constants \(c_x\) such that \(d_{\mu_x - \delta_x} = c_x \cdot 1\) on \(X\) for each \(x\). Writing \(i(x) = d_{\delta_x}\) for \(x \in X\), we have \(i(x) = d_{\mu_x - c_x \cdot 1}\) on \(X\). Since \(\mu_x\) is supported on \(Y\), we have

\[
i(x) \in [i(y_1), \ldots, i(y_n), 1],
\]

where the brackets \([\ldots]\) denote the linear span. Recall (see section 1.1 of [11]) that \(T: \mathcal{M}(X) \to C(X)\) is the linear map defined by setting \(T(\mu) = d_\mu\) for \(\mu \in \mathcal{M}(X)\). Then by part (2) of Lemma 2.2 of [11], we have

\[
\operatorname{im} T \subseteq [i(y_1), \ldots, i(y_n), 1].
\]

Now Theorem 2.1 of [11] implies that \(X\) is finite, as required.

Theorem 2.7. Let \((X,d)\) be a compact quasihypermetric space with \(M(X) < \infty\), and suppose that \(Y \subseteq X\) is a (compact) maximal strictly quasihypermetric subspace of \(X\). Then each maximal sequence \(\mu_n\) on the subspace \(Y\), when considered as a sequence in \(\mathcal{M}_1(Y)\), is also a maximal sequence on the space \(X\), when considered as a sequence in \(\mathcal{M}_1(X)\). Also, \(M(Y) = M(X)\).
Proof. Let \( \mu_n \) be a maximal sequence on \( Y \) and consider any \( x \in X \setminus Y \). Write \( Z = Y \cup \{x\} \). Since \( Y \) is a maximal strictly quasihypermetric subspace of \( X \), the subspace \( Z \) is quasihypermetric but not strictly quasihypermetric, so there exists a non-zero measure \( \nu \in \mathcal{M}_0(Z) \) such that \( I(\nu) = 0 \). By Lemma 5.1 of [11], \( \nu \) is \( d \)-invariant on \( Z \) and by Theorem 5.2 of [11] it follows that \( d_\nu = 0 \) on \( Z \), and so, by Theorem 2.4, we have \( d_\nu = 0 \) on \( X \). Observe that we must have \( \nu(\{x\}) \neq 0 \), since \( \nu \neq 0 \) and \( Y \) is strictly quasihypermetric.

Since \( M(Z) \leq M(X) < \infty \), there exists a maximal sequence \( \phi_n \) in \( \mathcal{M}_1(Z) \) for the subspace \( Z \). Hence for all \( n \in \mathbb{N} \) we can define

\[
\psi_n = \phi_n - \lambda_n \nu,
\]

where

\[
\lambda_n = \frac{\phi_n(\{x\})}{\nu(\{x\})}.
\]

Since \( d_\nu = 0 \) on \( X \), we obtain \( I(\psi_m - \psi_n) = I(\phi_m - \phi_n) \) for all \( m, n \in \mathbb{N} \) and \( d_\psi_n = d_\phi_n \) on \( X \). Now \( \phi_n \) is a maximal sequence on \( Z \), and hence a \( d \)-invariant sequence, by Theorem 2.3, and so \( \|\psi_m - \psi_n\| = \|\phi_m - \phi_n\| \to 0 \) as \( m, n \to \infty \) and \( d_\psi_n = d_\phi_n \to M(Z) \) uniformly on \( Z \) and hence on \( Y \). Noting that \( \psi_n(\{x\}) = 0 \) and applying Theorem 2.3 to the sequence \( \psi_n \) in \( \mathcal{M}_1(Y) \), we find that \( \psi_n \) is a maximal sequence on \( Y \) and that \( M(Y) = M(Z) \).

The sequence \( \mu_1, \psi_1, \mu_2, \psi_2, \ldots \) is of course a maximal sequence on \( Y \) and therefore \( d \)-invariant, and hence, regarding \( \mu_n \) and \( \psi_n \) as measures on \( X \), we have \( \|\mu_n - \psi_n\| \to 0 \) as \( n \to \infty \). By Theorem 5.3 of [11], there is a constant \( c \geq 0 \) such that \( \|d_{\mu_n - \psi_n}\| \leq c\|\mu_n - \psi_n\| \), and so \( d_{\mu_n} - d_{\psi_n} \to 0 \) uniformly on \( X \). Since \( \phi_n \) is a maximal and hence \( d \)-invariant sequence on \( Z \), it follows that \( d_\phi_n(x) = d_\phi_n(x) \to M(Z) = M(Y) \) as \( n \to \infty \). But \( d_{\mu_n}(x) - d_{\psi_n}(x) \to 0 \) as \( n \to \infty \), and therefore \( d_{\mu_n}(x) \to M(Y) \) as \( n \to \infty \).

Since \( x \in X \setminus Y \) was arbitrary and \( \mu_n \) is a maximal and therefore \( d \)-invariant sequence on \( Y \), we have \( d_{\mu_n} \to M(Y) \cdot 1 \) uniformly on \( Y \), and we find that \( d_{\mu_n} \to M(Y) \cdot 1 \) pointwise on \( X \). Applying Theorem 5.3 of [11] again, we have

\[
\|d_{\mu_n} - d_{\mu_m}\|_\infty = \|d_{\mu_n} - d_{\mu_m}\|_\infty \leq c\|\mu_n - \mu_m\| \to 0
\]
as \( m, n \to \infty \), and hence there exists \( f \in C(X) \) such that \( d_{\mu_n} \to f \) uniformly on \( X \). Therefore, \( d_{\mu_n} \to M(Y) \cdot 1 \) uniformly on \( X \) and so, since \( \|\mu_n - \mu_m\| \to 0 \) as \( n, m \to \infty \), we conclude that \( \mu_n \) is a \( d \)-invariant and hence maximal sequence on \( X \). It follows immediately that \( M(Y) = M(X) \). \( \Box \)
A maximal measure \( \mu \in \mathcal{M}_1(Y) \) of course defines a degenerate maximal sequence \( \mu, \mu, \ldots \) on \( Y \), and since maximal and \( d \)-invariant measures coincide on quasihypermetric spaces by Theorem 2.2, we obtain the following corollary.

**Corollary 2.8.** Let \( X \) be a compact quasihypermetric space such that \( M(X) < \infty \) and let \( Y \) be a (compact) maximal strictly quasihypermetric subspace of \( X \). Then we have the following.

1. If \( \mu \in \mathcal{M}_1(Y) \) is a maximal measure on \( Y \), then \( \mu \) is a maximal measure on \( X \).
2. If \( \mu \in \mathcal{M}_1(Y) \) is such that \( d_\mu \) is constant on \( Y \), then \( d_\mu \) is also constant on \( X \), and \( M(Y) = M(X) \).

**Theorem 2.9.** Let \( (X = \{x_1, \ldots, x_n\}, d) \) with \( n > 1 \) be a finite quasihypermetric space and let \( Y \subseteq X \) be a maximal strictly quasihypermetric subspace of \( X \). Further, let \( D = (d(x_i, x_j))_{i,j=1}^n \) be the distance matrix of \( X \) and let \( r \) be the rank of \( D \). Then
\[
|Y| = \begin{cases} r, & \text{if } M(X) < \infty, \\ r - 1, & \text{if } M(X) = \infty. \end{cases}
\]

**Proof.** Write \( Y = \{y_1, \ldots, y_s\} \). As in the proof of Theorem 2.6 (and using the same notation), we have \( \text{im} \, T \subseteq [i(y_1), \ldots, i(y_s), \underline{1}] \). But \( \underline{1} \in \text{im} \, T \), by Theorem 5.2 of [13], and of course \([i(y_1), \ldots, i(y_s)] \subseteq \text{im} \, T\), so we have
\[
\text{im} \, T = [i(y_1), \ldots, i(y_s), \underline{1}] .
\]

Since \( Y \) is strictly quasihypermetric, we know by Theorem 3.6 of [11] that the operator \( T_Y : \mathcal{M}(Y) \to C(Y) \) defined by \( T_Y(\mu) = d_\mu \) for \( \mu \in \mathcal{M}(Y) \) is injective, and since the set \( \{\delta_{y_1}, \ldots, \delta_{y_s}\} \) is clearly a basis for \( \mathcal{M}(Y) \), it follows that
\[
\dim [i(y_1), \ldots, i(y_s)] = s .
\]

Now we claim that \( \underline{1} \in [i(y_1), \ldots, i(y_s)] \) if and only if \( M(X) < \infty \). Suppose first that \( \underline{1} \in [i(y_1), \ldots, i(y_s)] \). Then there are \( \alpha_1, \ldots, \alpha_s \in \mathbb{R} \) such that \( d_\mu = \underline{1} \) on \( X \), where \( \mu = \alpha_1 \delta_{y_1} + \cdots + \alpha_s \delta_{y_s} \in \mathcal{M}(Y) \). It follows that \( I(\mu) = \mu(Y) \). Now if \( \mu(Y) = 0 \), then the fact that \( Y \) is strictly quasihypermetric would imply that \( \mu = 0 \), a contradiction, so we have \( \mu(Y) \neq 0 \). Hence the measure \( \mu' = (1/\mu(Y))\mu \in \mathcal{M}_1(X) \) is \( d \)-invariant on \( X \) and therefore maximal on \( X \), by Theorem 3.1 of [12], and it follows that \( M(X) < \infty \).

Second, suppose that \( M(X) < \infty \). Then of course \( M(Y) < \infty \), and there exists a unique maximal measure \( \mu \in \mathcal{M}_1(Y) \) on \( Y \), by Theorems 4.11 and 3.1 of [12]. Now Theorem 2.2, part (1) and Corollary 2.8,
part (2) imply that $d_\mu = M(X) \cdot 1$ on $X$, and we must have $M(X) > 0$ since $|X| = n > 1$. Therefore, we have $1 \in [i(y_1), \ldots, i(y_s)]$.

From the above, we conclude that

$$\dim [i(y_1), \ldots, i(y_s), 1] = \begin{cases} s, & \text{if } M(X) < \infty, \\ s + 1, & \text{if } M(X) = \infty. \end{cases}$$

Finally, since $D$ is the matrix of the operator $T$, we have $r = \dim(\text{im } T)$, and the result follows. □

The following result is immediate (see also Remark 3.10 below).

**Corollary 2.10.** If $(X, d)$ is a finite quasihypermetric space, then all maximal strictly quasihypermetric subspaces of $X$ have the same cardinality.

**Theorem 2.11.** Let $(X, d)$ be a finite metric space with $|X| > 1$ and distance matrix $D$. Then $X$ is strictly quasihypermetric if and only if $X$ is quasihypermetric, $M(X) < \infty$ and $D$ is non-singular.

**Proof.** For the forward implication, we observe that if $X$ is strictly quasihypermetric, then $M(X) < \infty$ by Theorem 5.3 of [12] and (since $|X| > 1$) $D$ is non-singular by Remark 5.4 of [13]. The reverse implication is immediate from Theorem 5.8 of [11]. □

We recall the following definition, due to Kelly [10]. Let $(X, d)$ be a metric space. If for all $n \in \mathbb{N}$ and for all $a_1, \ldots, a_n, b_1, \ldots, b_{n+1} \in X$ we have

$$\sum_{i=1}^{n} \sum_{j=1}^{n} d(a_i, a_j) + \sum_{i=1}^{n+1} \sum_{j=1}^{n+1} d(b_i, b_j) \leq 2 \sum_{i=1}^{n} \sum_{j=1}^{n+1} d(a_i, b_j),$$

then $(X, d)$ is said to be a hypermetric space. Kelly shows that the hypermetric property implies the quasihypermetric property. Using Lemma 1.2 of [3] and Theorem 3.4 of [13], we see that finite hypermetric spaces have $M$ finite, and we therefore have the following result from [9].

**Corollary 2.12 (Theorem 5.2 of [9]).** If the finite metric space $(X, d)$ is hypermetric and has non-singular distance matrix, then $(X, d)$ is strictly quasihypermetric.

**Remark 2.13.** By Theorem 3.1 of [11], if $(X, d)$ is a compact metric space with $M(X) < \infty$, then $X$ is quasihypermetric, so that the quasihypermetric condition could be omitted from the statement of Theorem 2.11. We observe, however, that neither of the other conditions can be omitted.
First, Theorem 5.4 of [12], with Remark 5.5 of [13], gives a 5-point quasihypermetric, non-strictly quasihypermetric space with $M$ infinite and non-singular distance matrix. Second, a 4-point space formed by choosing two diametrically opposite pairs of points from a circle equipped with the arc-length metric is quasihypermetric and has $M$ finite but is not strictly quasihypermetric (see Example 5.7 of [12]).

3. The Value of $M$ in Finite Quasihypermetric Spaces

In this section, we discuss the numerical value of $M$ in a finite quasihypermetric space, considered as a function of the cardinality of the space and the cardinality of its maximal strictly quasihypermetric subspaces (see Corollary 2.10).

We will say that a finite metric space $(X,d)$ is of type $(n,r)$, for positive integers $n$ and $r$, if $|X| = n$, $X$ has metric diameter $D(X) = 1$, $X$ is quasihypermetric, $M(X) < \infty$ and the maximal strictly quasihypermetric subspaces of $X$ have cardinality $r$. For pairs $(n,r)$ for which the collection of spaces of type $(n,r)$ is non-empty, we define

$$K(n,r) = \sup\{M(X) : X \text{ has type } (n,r)\}.$$  

The main results of this section give information about $K(n,r)$.

First, we briefly recall some definitions and results from [13]. We noted in section 3 of [13] (and earlier in section 3 of [11]) the result of Schoenberg [14] that a separable metric space $(X,d)$ is quasihypermetric if and only if the metric space $(X,d_{12})$ can be embedded isometrically in the Hilbert space $\ell^2$. In particular, if $X$ is a finite space, then $(X,d)$ is quasihypermetric if and only if $(X,d_{12})$ can be embedded isometrically in a euclidean space of suitable dimension. Following [13], we refer to an embedding of $(X,d_{12})$ in a euclidean space or in Hilbert space as a \textit{Schoenberg-embedding} or, for short, an \textit{S-embedding} of $X$.

Consider a set $\{p_1, \ldots, p_n\}$ of points in a euclidean space and suppose that these points are in the obvious way the points of an S-embedding of a (quasihypermetric) metric space $(X = \{x_1, \ldots, x_n\},d)$, so that $d(x_i, x_j) = \|p_i - p_j\|^2$ for all $i$ and $j$. Fix any three distinct points from $\{p_1, \ldots, p_n\}$. Then by applying the cosine rule in the triangle defined by the three points and applying the triangle inequality to the three corresponding points of $X$, we see that the three angles formed by the three points are less than or equal to $\pi/2$. Conversely, it is straightforward to check that if $p_1, \ldots, p_n$ are (distinct) points in a euclidean space which satisfy the angle condition just noted, then the function $d$ defined by $d(x_i, x_j) = \|p_i - p_j\|^2$ for all $i$ and $j$ is a metric on $X = \{x_1, \ldots, x_n\}$ (necessarily satisfying the quasihypermetric property).
We will refer to a (finite) configuration of points in a euclidean space satisfying the above angle condition as a *non-obtuse* configuration, and to one in which all angles are strictly less than \(\pi/2\) as an *acute* configuration.

We require below one further aspect of the correspondence just described between finite quasihypermetric spaces and finite non-obtuse configurations of points in euclidean spaces. By part (3) of Theorem 3.4 of [13], the metric space in such a correspondence is strictly quasihypermetric if and only if the configuration is affinely independent.

**Theorem 3.1.** Let \((X,d)\) with \(|X| = n\) be a quasihypermetric space, and let \(Y\) with \(|Y| = r\) be a maximal strictly quasihypermetric subspace of \(X\). Then \(n \leq 2^{r-1}\).

**Proof.** Consider an S-embedding of \(X\) into a euclidean space of any dimension, writing \(X'\) for the image of \(X\) and \(Y'\) for the image of \(Y\). By Theorem 3.4 of [13], as just noted, \(Y'\) is an affinely independent set, and for each \(x' \in X' \setminus Y'\), the set \(Y' \cup \{x'\}\) is affinely dependent. It follows that \(X' \setminus Y'\) lies in the affine hull of \(Y'\). The affine hull of \(Y'\) is an \((r-1)\)-dimensional affine subspace of the original euclidean space, so we may take the original space to be \(\mathbb{R}^{r-1}\).

As noted above, any S-embedding of \(X\) in a euclidean space forms a non-obtuse configuration. But a result of Danzer and Grünbaum [6] shows that at most \(2^{r-1}\) points can be placed in \(\mathbb{R}^{r-1}\) so as to form such a configuration, and we conclude that \(n \leq 2^{r-1}\). \(\square\)

Thus, for a given \(r\), the range of possible values of \(n\) is given by \(r \leq n \leq 2^{r-1}\). We claim that all values of \(n\) in this range can be realized.

Given \(a_1, \ldots, a_{r-1} > 0\), consider in \(\mathbb{R}^{r-1}\) the set \(S\) consisting of the \(2^{r-1}\) corners

\[(\pm a_1, \ldots, \pm a_{r-1})\]

of a rectangular parallelepiped, and fix an affinely independent subset \(A\) of \(S\) with \(r\) elements, such as \((a_1, \ldots, a_{r-1})\) together with the \(r-1\) points

\[(-a_1, a_2, \ldots, a_{r-1}), (a_1, -a_2, \ldots, a_{r-1}), \ldots, (a_1, a_2, \ldots, -a_{r-1}).\]

Clearly, \(S\) is a non-obtuse configuration, and so by our comments above is the S-embedding of a quasihypermetric metric space \(X\) with \(2^{r-1}\) elements. Further, by Theorem 3.4 of [13], \(A\) is the S-embedding of a maximal strictly quasihypermetric subspace \(Y\) of \(X\). Now, by removing the elements of \(X \setminus Y\) one by one from \(X\), we obtain for each \(n\) in
the range $r \leq n \leq 2^{r-1}$ a quasihypermetric space with $n$ elements and a maximal strictly quasihypermetric subspace with $r$ elements, proving our claim. Moreover, $S$ lies on the sphere with centre 0 and radius $(a_1^2 + \cdots + a_{r-1}^2)^{1/2}$, and so by Theorem 3.4 of [13], $X$ and all the subspaces just constructed have $M$ finite. We have the following immediately.

**Corollary 3.2.** For all $n > 1$, the range of $r$ for which $K(n,r)$ is defined is given by $\lceil \log_2 n \rceil + 1 \leq r \leq n$.

Note that the value $n = 1$ does not arise here, since attention is restricted in the definition of $K$ to spaces of diameter 1.

The following simple observation will be useful.

**Lemma 3.3.** Suppose that $(X,d)$ is a finite metric space which has an $S$-embedding into a sphere in some euclidean space and that the points of the embedded set include two diametrically opposite points of the sphere. Then $M(X)/D(X) = 1/2$.

**Proof.** We may assume that the $S$-embedding is into a euclidean space of minimal dimension, since otherwise we may pass to an affine flat of the lowest dimension which contains the $S$-embedded set, and the existence of the diametrically opposite pair ensures that the flat intersects the original sphere in a sphere of lower dimension with the same radius. Then Theorem 3.2 of [13] implies that $M(X) = 2r^2$, where $r$ is the radius of the sphere. But from the definition of an $S$-embedding, the metric diameter of $X$ is $D(X) = (2r)^2 = 4r^2$, so the result follows. □

**Theorem 3.4.** $K(2^{r-1},r) = 1/2$ for all $r \geq 2$.

**Proof.** Danzer and Grünbaum [6] show not only that the largest non-obtuse configuration in $\mathbb{R}^{r-1}$ has $2^{r-1}$ points, but that every such configuration consists of the vertices of a rectangular parallelepiped. Application of the lemma therefore gives the result immediately. □

**Lemma 3.5.** Let $S$ be a non-degenerate $(k-1)$-sphere in $\mathbb{R}^k$ and let $P$ be a point of $S$. If $A$ is an affine flat of dimension less than or equal to $k-1$ passing through $P$, then every open ball centred at $P$ contains a point of $S \setminus A$.

**Proof.** Given an open ball at $P$, choose a $(k-1)$-sphere $S_1$ centred at $P$ which lies within the ball and has radius less than the diameter of $S$. Then $S_2 = S \cap S_1$ is a $(k-2)$-sphere, and therefore contains a maximal affinely independent subset with $k$ points which spans an affine flat $B$ of dimension $k-1$. Clearly, $P$ does not lie in $B$, so $A$ cannot contain $S_2$, since if it did it would contain an affinely independent set of $k+1$
points, contradicting our assumption. Any point chosen from $S_2 \setminus A$ is therefore as required. □

**Theorem 3.6.** $K(n, r) = \infty$ for $n \geq 5$ and $\left\lceil \frac{n + 5}{2} \right\rceil \leq r \leq n$.

**Proof.** Fix $n$ and $r$ as above, and note that the second condition is equivalent to the condition $r \leq n \leq 2r - 5$. In [6], a construction is given, for any $d \in \mathbb{N}$, of an acute configuration of $2d - 1$ points in $\mathbb{R}^d$. Set $d = r - 2$, and note that $d \geq 3$ and $d + 2 \leq n \leq 2d - 1$. Then we can choose in $\mathbb{R}^d$ an $n$-point acute configuration $P = \{p_1, \ldots, p_n\}$ which, after the application of suitable similarity transformations, we may assume to have metric diameter $D(P) = 1$ and to lie in the closed ball of radius 1 centred at the origin (a smaller ball can be chosen for the given diameter by Jung’s theorem, but minimality is not of concern here).

Embed $\mathbb{R}^d$ in $\mathbb{R}^{d+1}$ as the hyperplane with $(d + 1)$th coordinate 0. For $\rho > 0$, let $c_0$ be the point $(0, \ldots, 0, \rho) \in \mathbb{R}^{d+1}$. It is easy to check that for each $p \in P$ we have $\rho \leq \|c_0 - p\| \leq \rho + 1/(2\rho)$. Therefore, there exist distinct points $p'_1, \ldots, p'_n$ which lie on the sphere $S$ with centre $c_0$ and radius $\rho$ and satisfy $\|p_i - p'_i\| \leq 1/(2\rho)$ for all $i$. Since the angles among three points are continuous functions of the points, a large enough choice of $\rho$ will ensure both that $P' = \{p'_1, \ldots, p'_n\}$ is an acute configuration and that the metric diameter $D(P')$ of $P'$ is as close as we wish to 1.

Denote by $m$ the cardinality of any (and hence every) maximal affinely independent subset of $P'$. Since $P' \subseteq \mathbb{R}^{d+1}$, we have $m \leq d + 2$.

If $m$ is strictly less than $d + 2$, then the affine flat spanned by $P'$ is of dimension at most $d$, and we can apply Lemma 3.5, with $k$ in the lemma equal to $d + 1$, replacing one chosen point of $P'$ by another point of $\mathbb{R}^{d+1}$ that is arbitrarily close, is outside the affine flat, and still lies on the sphere $S$. This yields an $n$-point configuration which lies on $S$ and whose maximal affinely independent subsets have cardinality $m + 1$.

Therefore, if, beginning with $P'$, we carry out such a replacement process $d + 2 - m \geq 0$ times, we obtain an $n$-point configuration $Q$ which lies on $S$ and whose maximal affinely independent subsets have the largest possible cardinality, namely, $d + 2$. Also, by suitable choice of $\rho$ and of the balls used in the applications of Lemma 3.5, we can ensure that $Q$ is an acute configuration and that the metric diameter $D(Q)$ of $Q$ is arbitrarily close to 1.
Now consider the quasihypermetric space $X_Q$ corresponding to $Q$ (see our remarks at the start of this section). This space has cardinality $n$ and (again by our remarks above) has maximal strictly quasihypermetric subspaces of cardinality $d + 2$. Also, $M(X_Q) = 2\rho^2$, by Theorem 3.2 of [13], and so, since $\rho$ may be taken arbitrarily large, we have $K(n, d + 2) = K(n, r) = \infty$, as required. □

**Corollary 3.7.**

1. $K(n, n) = \infty$ for $n \geq 5$.
2. $K(n, n - 1) = \infty$ for $n \geq 7$.

Though the above statements follow immediately from the theorem, we think it is worthwhile to outline direct proofs by the construction of quite concrete spaces.

**Theorem 3.8 (= Corollary 3.7, part (1)).** If $n \geq 5$, then for every $K > 0$, there exists a strictly quasihypermetric space $(Z, d)$ with $|Z| = n$ and $D(Z) = 1$ such that $M(Z) > K$.

**Proof.** Write $m = n - 2$, so that $m \geq 3$. Give $X = \{x_1, \ldots, x_m\}$ the discrete metric $d_1$ and give $Y = \{y_1, y_2\}$ the discrete metric $d_2$. Let $Z = X \cup Y$, set $c = \left(\frac{m - 1}{2m}\right) + 1/4 + \epsilon$ for any $\epsilon$ satisfying $0 < \epsilon \leq \left(\frac{m + 2}{4m}\right)$, and define $d: Z \times Z \to \mathbb{R}$ as in Theorem 3.5 of [12]. Then the latter theorem shows that $(Z, d)$ is strictly quasihypermetric and that $D(Z) = 1$, and Theorem 3.6 of [12] gives a measure of mass 1 on $Z$ which is invariant with value

$$
\frac{1}{32\epsilon} \left(\frac{m - 2}{m}\right)^2 + \frac{m - 1}{2m} + \frac{1}{4} + \frac{\epsilon}{2}.
$$

The result follows. □

**Theorem 3.9 (= Corollary 3.7, part (2)).** If $n \geq 7$, then for every $K > 0$, there exists a quasihypermetric, non-strictly quasihypermetric space $(Z, d)$ with $|Z| = n$ and $D(Z) = 1$ such that $M(Z) > K$ and with maximal strictly quasihypermetric subspaces of cardinality $n - 1$.

**Proof.** Write $m = n - 4$, so that $m \geq 3$. Give $X = \{x_1, \ldots, x_m\}$ the discrete metric $d_1$. Let $Y = \{y_1, y_2, y_3, y_4\}$, where $y_1, y_2, y_3, y_4$ are equally spaced points placed consecutively around a circle of radius $2/(\pi m)$, and give $Y$ the arc-length metric $d_2$ (see Example 3.5 of [11] and Corollary 3.3 of [12]). Let $Z = X \cup Y$ and set $c = \frac{1}{2} + \epsilon$ for any $\epsilon$ satisfying $0 < \epsilon \leq \frac{1}{2}$. Defining $d: Z \times Z \to \mathbb{R}$ as in Theorem 3.5 of [12], we find that $(Z, d)$ is quasihypermetric and non-strictly quasihypermetric and that $D(Z) = 1$. Application of Theorem 3.6 of [12] now gives an
invariant measure of mass 1 on $Z$ with value
\[ \frac{1}{8\epsilon} \left( \frac{m-2}{m} \right)^2 + \frac{1}{2} + \frac{\epsilon}{2}. \]

A second application of Theorem 3.5 of [12] shows that the subspace of $Z$ obtained by omitting one point of $Y$ is strictly quasihypermetric, and the result follows. □

**Remark 3.10.** Although by Corollary 2.10 all maximal strictly quasihypermetric subspaces of a given finite quasihypermetric space have the same cardinality, the proof of the last theorem allows us to see easily that not all subspaces of that cardinality need be strictly quasihypermetric. Indeed, if we remove from $Z$ in Theorem 3.9 a point of $X$ instead of a point of $Y$, then the new subspace has $n - 1$ elements but fails to be strictly quasihypermetric since it has the non-strictly quasihypermetric space $Y$ as a subspace.

**Theorem 3.11.** $K(n, r) \geq K(n+1, r)$, provided that both numbers are defined.

**Proof.** Assuming that both the given numbers are defined, we have $n \geq r$ and $n \geq 3$. If $(X, d)$ is a space of type $(n + 1, r)$, then every maximal strictly quasihypermetric subspace of $X$ has $r < n + 1$ points. Let $Y = X \setminus \{x\}$, where $x \in X$ lies outside some fixed maximal strictly quasihypermetric subspace $S$ of $X$. Then $|Y| = n$, all maximal strictly quasihypermetric subspaces of $Y$, of which $S$ is one, have cardinality $r$ and $0 < D(Y) \leq 1$. Also, by Theorem 2.7 and since $S$ is a maximal strictly quasihypermetric subspace of both $X$ and $Y$, we have $M(S) = M(X) = M(Y)$. Hence, normalizing distances in $Y$ to give a space $Y'$ with $D(Y') = 1$, we have $M(Y') \geq M(X)$, and the result follows. □

In addition to the classes of values of $K(n, r)$ given by Theorems 3.4 and 3.6 above, we note some further information about individual values of $K(n, r)$, obtained by more ad hoc arguments.

**Theorem 3.12.**

(1) $K(3, 3) = \frac{2}{3}$.

(2) $K(4, 4) = \frac{2}{3}$.

(3) $\frac{2}{3} \leq K(5, 4) \leq \frac{3}{4}$.

(4) $K(6, 4) = \frac{2}{3}$.

(5) $K(7, 4) = \frac{1}{2}$.

**Proof.** We omit the proof of (1), which follows by a straightforward maximization argument. Theorem 4.9 below shows that $K(4, 4) \leq \frac{3}{4}$,
and (2) then follows from the observation that a discrete space $X$ with 4 points is strictly quasihypermetric and has $M(X) = \frac{3}{4}$. Croft [5, pp. 305–306] gives (without proof) a classification of the non-obtuse configurations of 6 points in $\mathbb{R}^3$. These fall into three classes. It is easy to check that all configurations of Croft’s types ($\beta$) and ($\gamma$) lie on circumspheres in $\mathbb{R}^3$ in such a way that a pair of diametrically opposite points exists, and it follows from Lemma 3.3 that the corresponding metric spaces (see the discussion at the beginning of this section), normalized to have diameter 1, have $M$ equal to $\frac{1}{2}$. Croft’s configurations of type ($\alpha$), though lying on a circumsphere, do not in general have a pair of diametrically opposite points, but a direct argument, which we omit, shows that the normalized values of $M$ for the corresponding spaces occupy precisely the interval $(\frac{1}{2}, \frac{2}{3})$. It follows that the values of $M$ for spaces of type (6, 4) make up precisely the interval $[\frac{1}{2}, \frac{2}{3}]$, and in particular that $K(6, 4) = \frac{2}{3}$, proving (4). (We record explicitly the fact that the supremum defining $K(6, 4)$ is not attained.) Croft also remarks that all non-obtuse configurations of 7 points in $\mathbb{R}^3$ consist of 7 vertices of a parallelepiped, and since such a configuration clearly has a circumsphere containing a pair of diametrically opposite points, Lemma 3.3 gives $K(7, 4) = \frac{1}{2}$, proving (5). Finally, (2) and (4), with Theorem 3.11, give $\frac{2}{3} \leq K(5, 4) \leq \frac{2}{3}$, which is (3). □

**Remark 3.13.** We do not know the value of $K(6, 5)$, or whether it is finite or infinite.

### 4. The Value of $M$ in Finite $L^1$-Embeddable Spaces

It is well known that every compact $L^1$-embeddable metric space is quasihypermetric (see, for example, Theorem 4.3 of [13]); indeed, such spaces are hypermetric (see Remark 3.5 of [13]). If we restrict attention within the class of finite quasihypermetric spaces to the class of finite $L^1$-embeddable spaces, we can expect more detailed information about the constant $M$ to become available. We derive such information in this section.

We begin with two lemmas.

**Lemma 4.1.** For $n \geq 1$, let $x_1, \ldots, x_n \in \mathbb{R}$ and $\alpha_1, \ldots, \alpha_n \in \mathbb{R}$ be such that $x_1 \leq \cdots \leq x_n$ and $\sum_{i=1}^{n} \alpha_i = 1$.

1. If $\alpha_1 < 0$, then $\sum_{i,j=1}^{n} \alpha_i \alpha_j |x_i - x_j| \leq \sum_{i,j=2}^{n} \beta_i \beta_j |x_i - x_j|$, where $\beta_2 = \alpha_1 + \alpha_2$ and $\beta_3 = \alpha_3, \ldots, \beta_n = \alpha_n$.

2. If $\alpha_n < 0$, then $\sum_{i,j=1}^{n} \alpha_i \alpha_j |x_i - x_j| \leq \sum_{i,j=1}^{n-1} \beta_i \beta_j |x_i - x_j|$, where $\beta_1 = \alpha_1, \ldots, \beta_{n-2} = \alpha_{n-2}$ and $\beta_{n-1} = \alpha_{n-1} + \alpha_n$. 

Proof. Let $\alpha_1 < 0$. Then
\[
\sum_{i,j=1}^{n} \alpha_i \alpha_j |x_i - x_j|
= \sum_{i,j=2}^{n} \alpha_i \alpha_j |x_i - x_j| + 2\alpha_1 \sum_{j=2}^{n} \alpha_j x_j - 2\alpha_1 (1 - \alpha_1) x_1
\leq \sum_{i,j=2}^{n} \alpha_i \alpha_j |x_i - x_j| + 2\alpha_1 \sum_{j=2}^{n} \alpha_j x_j - 2\alpha_1 (1 - \alpha_1) x_2
= \sum_{i,j=2}^{n} \beta_i \beta_j |x_i - x_j|.
\]
The case $\alpha_n < 0$ is similar. \hfill \Box

Note in the lemma that if $\alpha_1 < 0$, then $\sum_{i=2}^{n} \beta_i = 1$, and that if also $\alpha_2 < 0$, then $\beta_2 < 0$. Similarly, if $\alpha_n < 0$, then $\sum_{i=1}^{n-1} \beta_i = 1$, and if also $\alpha_{n-1} < 0$, then $\beta_{n-1} < 0$.

Lemma 4.2. For $n \geq 1$, let $x_1, \ldots, x_n \in \mathbb{R}$ and $\alpha_1, \ldots, \alpha_n \in \mathbb{R}$ be such that $\sum_{i=1}^{n} \alpha_i = 1$.

(1) $\sum_{i,j=1}^{n} \alpha_i \alpha_j |x_i - x_j| \leq \frac{1}{2} \max_{1 \leq i,j \leq n} |x_i - x_j|.$

(2) If $x_1 \leq \cdots \leq x_n$ and $r = \min\{i : 1 \leq i \leq n \text{ and } \alpha_i \geq 0\}$ and $s = \max\{i : 1 \leq i \leq n \text{ and } \alpha_i \geq 0\}$, then $\sum_{i,j=1}^{n} \alpha_i \alpha_j |x_i - x_j| \leq \frac{1}{2} (x_s - x_r)$.

Proof. It is enough to prove (2). Applying Lemma 4.1 step by step, we obtain $\beta_r, \ldots, \beta_s \in \mathbb{R}$ with $\sum_{i=r}^{s} \beta_i = 1$ such that
\[
\sum_{i,j=1}^{n} \alpha_i \alpha_j |x_i - x_j| \leq \sum_{i,j=r}^{s} \beta_i \beta_j |x_i - x_j| \leq \frac{1}{2} (x_s - x_r),
\]
by Corollary 3.2 of [12]. \hfill \Box

We can now prove our first result on the value of $M$ in $L^1$-embeddable spaces.

Theorem 4.3. Let $X$ be a compact subset of $\mathbb{R}^n$, where $\mathbb{R}^n$ has the metric induced by the 1-norm $\| \cdot \|_1$. For $1 \leq s \leq n$, let $P_s : \mathbb{R}^n \to \mathbb{R}$ be defined by $P_s((x_1, \ldots, x_n)) = x_s$ for all $(x_1, \ldots, x_n) \in \mathbb{R}^n$. Then

(1) $M(X) \leq \frac{1}{2} \sum_{s=1}^{n} D(P_s(X))$ and
(2) \( M(X) \leq \frac{nD(X)}{2} \).

Proof. Suppose that \( \alpha_1, \ldots, \alpha_k \in \mathbb{R} \) satisfy \( \sum_{i=1}^{k} \alpha_i = 1 \) and consider \( x_1, \ldots, x_k \in X \). Then

\[
\sum_{i,j=1}^{k} \alpha_i \alpha_j \|x_i - x_j\|_1 = \sum_{s=1}^{n} \sum_{i,j=1}^{k} \alpha_i \alpha_j |P_s(x_i) - P_s(x_j)| 
\leq \frac{1}{2} \sum_{s=1}^{n} D(P_s(X)),
\]

by Lemma 4.2, part (1). Since

\[
|P_s(x) - P_s(y)| = |P_s(x - y)| \leq \|x - y\|_1
\]

for all \( x, y \in \mathbb{R}^n \), we get

\[
D(P_s(X)) \leq D(X)
\]

for \( 1 \leq s \leq n \) and hence \( M(X) \leq nD(X)/2 \). \( \square \)

Remark 4.4. We observe that the inequality \( M(X) \leq nD(X)/2 \) is sharp in each dimension.

First, for \( n = 1 \), we have \( M(X) = D(X)/2 \) for every compact subset \( X \) of \( \mathbb{R} \). To see this, note that \( \mu = (\delta_\alpha + \delta_\beta)/2 \) is \( d \)-invariant on \( X \), where \( \alpha = \min_{x \in X} x \) and \( \beta = \max_{x \in X} x \), and since \( d_\mu(x) = (\beta - \alpha)/2 = D(X)/2 \) for all \( x \) in \( X \), we therefore have \( M(X) = D(X)/2 \).

Now let \( n \geq 2 \). Define \( X_n = \{ \pm e_1, \pm e_2, \ldots, \pm e_n, z \} \), where \( e_1, \ldots, e_n \) are the canonical unit vectors and \( z = (0, 0, \ldots, 0) \). Let

\[
\mu_n = \frac{1}{2} \sum_{i=1}^{n} (\delta_{e_i} + \delta_{-e_i}) - (n - 1) \delta_z.
\]

Then \( \mu_n \in \mathcal{M}_1(X_n) \) and \( d_{\mu_n}(x) = n \) for all \( x \in X_n \), and hence \( M(X_n) = n = nD(X_n)/2 \).

Theorem 4.8 below will show that the example above is minimal for each \( n \geq 2 \); that is, we will show that \( M(X) < nD(X)/2 \) for all finite sets \( X \) in \( (\mathbb{R}^n, \| \cdot \|_1) \) with \( |X| < |X_n| = 2n + 1 \).

We need first the following simple lemmas.

Lemma 4.5. Let \( x_1, \ldots, x_k \in \mathbb{R} \). Then

\[
\sum_{1 \leq i < j \leq k} |x_i - x_j| \geq (k - 1) \max_{1 \leq i, j \leq k} |x_i - x_j|.
\]
Proof. Without loss of generality, suppose that $\max_{1 \leq i, j \leq k} |x_i - x_j| = |x_1 - x_2|$. Then

$$
\sum_{1 \leq i < j \leq k} |x_i - x_j| \geq |x_1 - x_2| + \sum_{i=3}^{k} (|x_1 - x_i| + |x_2 - x_i|)
$$

$$
\geq (k - 1)|x_1 - x_2|.
$$

□

Lemma 4.6. Let $X = \{x_1, \ldots, x_k\} \subseteq \mathbb{R}^n$, where $\mathbb{R}^n$ has the metric induced by the 1-norm $\| \cdot \|_1$. Then

$$
\sum_{s=1}^{n} D(P_s(X)) \leq (k/2)D(X).
$$

Proof. Applying Lemma 4.5 for the last step, we have

$$
D(X)\left(\binom{k}{2}\right) \geq \sum_{1 \leq i < j \leq k} \|x_i - x_j\|_1
$$

$$
= \sum_{s=1}^{n} \sum_{1 \leq i < j \leq k} |P_s(x_i) - P_s(x_j)|
$$

$$
\geq (k - 1) \sum_{s=1}^{n} D(P_s(X)),
$$

giving the result. □

We can now prove our final results on $L^1$-embeddable spaces. First, by combining Theorem 4.3, part (1) and Lemma 4.6, we have the following result immediately.

Theorem 4.7. Let $X$ with $|X| = k$ be a finite subset of $\mathbb{R}^n$, where $\mathbb{R}^n$ has the metric induced by the 1-norm $\| \cdot \|_1$. Then

$$
M(X) \leq \frac{k}{4} \cdot D(X).
$$

The second result refines the first in the case when there is an appropriate bound on the cardinality of the subset.

Theorem 4.8. Let $n \geq 2$ and let $X$ with $|X| = k \leq 2n$ be a finite subset of $\mathbb{R}^n$, where $\mathbb{R}^n$ has the metric induced by the 1-norm $\| \cdot \|_1$. Then

$$
M(X) \leq \min \left( \frac{k}{4}, \frac{n}{2} - \frac{1}{4} \right) \cdot D(X).
$$
Proof. In view of the previous theorem, it remains only to show that
\(M(X) \leq ((2n - 1)/4)D(X)\) for \(|X| = 2n\). Let \(X = \{x_1, x_2, \ldots, x_{2n}\}\).
For each \(s\) such that \(1 \leq s \leq n\), choose \(a_s, b_s \in X\) such that
\[D(P_s(X)) = |P_s(a_s) - P_s(b_s)|.\]
Let \(Y = \{a_1, b_1, \ldots, a_n, b_n\}\). If \(|Y| < 2n\), then Theorem 4.3, part (1) implies that
\[M(X) \leq \frac{1}{2} \sum_{s=1}^{n} D(P_s(X)) \leq \frac{1}{2} \sum_{s=1}^{n} D(P_s(Y)) \leq \frac{|Y|}{4} D(Y) \leq \frac{2n - 1}{4} D(X),\]
by Lemma 4.6. Thus, let us assume that \(|Y| = 2n\) and hence that \(X = \{a_1, b_1, \ldots, a_n, b_n\}\). Now let \(\alpha_1, \alpha_2, \ldots, \alpha_{2n} \in \mathbb{R}\) such that \(\sum_{i=1}^{2n} \alpha_i = 1\).
If \(\alpha_i \geq 0\) for all \(1 \leq i \leq 2n\), we obtain
\[\sum_{i,j=1}^{2n} \alpha_i \alpha_j \|x_i - x_j\|_1 \leq D(X) \sum_{i=1}^{2n} \alpha_i (1 - \alpha_i) = D(X) \left(1 - \sum_{i=1}^{2n} \alpha_i^2 \right) \leq D(X) \left(1 - \frac{1}{2n} \right) \leq \frac{2n - 1}{4} D(X).\]
If without loss of generality \(\alpha_1 < 0\), let us choose \(i_0\) with \(1 \leq i_0 \leq n\) such that \(x_1 \in \{a_{i_0}, b_{i_0}\}\), noting that the choice is unique because \(X = \{a_1, b_1, \ldots, a_n, b_n\}\).
Since
\[\min_{y \in P_{i_0}(X)} y = P_{i_0}(x_1) \quad \text{or} \quad \max_{y \in P_{i_0}(X)} y = P_{i_0}(x_1),\]
we conclude that
\[\sum_{i,j=1}^{2n} \alpha_i \alpha_j |P_{i_0}(x_i) - P_{i_0}(x_j)| \leq \frac{1}{2} D(P_{i_0}(X')).\]
by Lemma 4.2, part (2), where $X' = X \setminus \{x_1\}$. Since $D(P_s(X)) = D(P_s(X'))$ for all $s \neq i_0$, we obtain

$$\sum_{i,j=1}^{2n} \alpha_i \alpha_j \|x_i - x_j\|_1 = \sum_{s=1}^{n} \sum_{i,j=1}^{2n} \alpha_i \alpha_j |P_s(x_i) - P_s(x_j)|$$

$$\leq \frac{1}{2} \sum_{s=1}^{n} D(P_s(X'))$$

$$\leq \frac{2n-1}{4} D(X')$$

$$\leq \frac{2n-1}{4} D(X),$$

by Lemma 4.2, part (1) and Lemma 4.6.

If $(X, d)$ is a metric space with at most 4 points, then by [16], $(X, d)$ can be isometrically embedded in $(\mathbb{R}^2, \|\cdot\|_{\infty})$, and it is then immediate that it can also be isometrically embedded in $(\mathbb{R}^2, \|\cdot\|_1)$. As a corollary of the previous theorem, we therefore have the following.

**Theorem 4.9.** Let $(X, d)$ be a finite metric space of at most four points. Then $M(X) \leq \frac{3}{4} D(X)$.

**Remark 4.10.** As noted above, 4-point spaces are $L^1$-embeddable. On the other hand, it is well known that 5-point spaces need not be $L^1$-embeddable. For example, Assouad [2, Proposition 2] constructs a 5-point space which is quasi-hypermetric but not hypermetric, and is therefore not $L^1$-embeddable. We noted in Example 5.8 of [13] that Assouad’s space has $M$ infinite.

A different class of spaces, with $M$ finite, is provided by the work of the present paper, since Theorem 4.7, for example, can be applied to give a necessary condition for $L^1$-embeddability. Specifically, Theorem 3.8 provides a class of quasi-hypermetric spaces of cardinality 5, diameter 1 and with $M$ finite but arbitrarily large, while by Theorem 4.7 such a space can be $L^1$-embeddable only if $M$ has value at most $5/4$.
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