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Abstract—In this paper, we investigate the downlink performance of a three-tier heterogeneous network (HetNet). The objective is to enhance the edge capacity of a macro cell by deploying unmanned aerial vehicles (UAVs) as flying base stations and small cells (SCs) for improving the capacity of indoor users in scenarios such as temporary hotspot regions or during disaster situations where the terrestrial network is either insufficient or out of service. UAVs are energy-constrained devices with a limited flight time, therefore, we formulate a two layer optimization scheme, where we first optimize the power consumption of each tier for enhancing the system energy efficiency (EE) under a minimum quality-of-service (QoS) requirement, which is followed by optimizing the average hover time of UAVs. We obtain the solution to these nonlinear constrained optimization problems by first utilizing the Lagrange multipliers method and then implementing a sub-gradient approach for obtaining convergence. The results show that through optimal power allocation, the system EE improves significantly in comparison to when maximum power is allocated to users (ground cellular users or connected vehicles). The hover time optimization results in increased flight power of UAVs thus providing service for longer durations.

Index Terms—UAV, multi-tier heterogeneous networks, Internet of connected vehicles, hover time, energy efficiency, 5G and beyond 5G, small cells, drones.

I. INTRODUCTION

Over the past few years, the demand for higher data rates and uninterrupted data communication has radically increased. With the newer applications of Internet of things (IoT) coming to light such as Internet of connected vehicles (IoCV) and vehicle to everything (V2X) communication, it is anticipated to have an exponential growth in the number of data users and connected vehicles. This amplification in user density requires a scalable and dynamic network. As a result of latest research and development in fifth generation (5G) and beyond 5G (B5G) technology, forming heterogeneous networks (HetNets) is one way to cater for such escalated demands. In 5G and B5G, the concept of unmanned aerial vehicles (UAVs) have become very popular as they provide cost-efficient and easy to deploy solutions for improving data rates of ground cellular users and connected vehicles. UAVs have vast applications in scenarios such as provision of data service to hotspot regions such as football grounds, open-air events, traffic jams etc., in certain disaster situations such as earthquakes and Tsunamis especially when the terrestrial network is no longer in service, and to enhance network coverage of cell edge users. Features such as mobility and varying altitude make it easier for UAVs to form better line-of-sight (LoS) connections with the users and provide coverage to a wider region as compared to small cells (SCs) which are low-powered base stations that provide high data rates for indoor users over a small region. In contrast to UAVs, dense deployment of SCs comes at the cost of increased interference among the users. On the other hand, a single UAV can replace many small cells while maintaining the same throughput thus significantly decreasing co-tier interference caused by ultra-dense deployment of small cell base stations [1], [2]. Forming a HetNet consisting of macro base station (MBS), UAVs, and SCs could be an efficient approach to cater for the rapidly rising data demands posed by users and connected vehicles, enhance system energy efficiency and extend the network coverage [3]–[10]. In the following subsection, we briefly highlight the related work in this area.

A. Literature Review

In [11], the authors have taken into consideration the power efficient deployment of UAVs while satisfying the users rate requirement. The authors in [12], [13] deploy UAVs as flying base stations (FBS) to enhance the coverage area and data capacity of a macrocell under minimum power requirements. The authors in [14], [15] deals with the 3-D placement of UAVs to enhance network capacity of terrestrial networks. UAVs are typically designed for servicing outdoor users, but in [16], UAVs are placed in a manner to provide coverage to the indoor users in a high rise building when the terrestrial network is out of service. The traditional channel modeling for terrestrial networks is not suitable for UAVs because of factors such as mobility, varying altitude, and distinctive power constraints. Therefore, air-to-ground (A2G) channel models are formed for the operation of UAVs. The authors in [17] describe the factors that affect the A2G channel model. The probability of having LoS and NLoS signals depends upon the environment, small-scale and large-scale fading, and most importantly height and placement of a UAV.
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The authors in [1] discuss the performance of UAVs when they are used as FBS, which are proven to provide enhanced performance as compared to ultra-dense fixed small base stations (SBSs). The authors have considered the mobility of users as well as the variation in their data requirement to get more realistic results, which makes the FBS a far better choice than static base stations. In [18], the authors investigate the effect of offloading user data from ground base stations to UAVs in case of crowded situations and show that the overall data delivery improves this way. In [19], the UAVs acting as FBS are repositioned so that the spectral efficiency of the network increases. When UAVs are repositioned according to varying user locations, there are better chances of LoS connections and fewer packet losses. In [4], [20], the hover time of UAVs is optimized through efficient cell partitioning of UAVs in an all-UAV network. Cells are formed on the basis of user density, therefore, a user fairness is obtained. The area with higher user density gets smaller partition and vice versa. This way the UAVs hover on their respective partitions for almost equal times. In [9], UAVs are deployed as FBS with the purpose of collecting data from the IoT devices. This kind of network requires an energy efficient system so that UAVs can operate for longer durations. The authors in [9] have adopted several techniques to make this an energy efficient system by optimizing the deployment, mobility, trajectory and power of UAVs. Because of optimal placement and mobility of UAVs, the UAVs as well as the IoT devices consume much less power.

The authors in [7] have considered a HetNet comprising of three tiers, i.e., macro cell, SBSs and UAVs. Ultra-high frequency (UHF) band is used for macro cell and UAVs, while SBSs utilize the millimeter wave (mmWave) band. The number of UAVs and SBSs are fixed. In that work, the authors have enhanced the energy efficiency of the system by optimizing power. In [21], UAVs are being used as FBS and the network is made energy efficient by optimizing the trajectory of UAVs. The authors in [22] have proposed dynamic path planning for QoS provision to UAV environments. The authors in [23], [24] investigate a software defined network (SDN)-based approach for ensuring the provision of QoS and secure communication to connected vehicles. UAV networks are prone to attacks which leads to an insecure network. In [25], a tree based attack-defense model is proposed for risk assessment of such attacks.

To the best of our knowledge, none of the literature reviewed in [11]–[25] has investigated the effects of hover time optimization of UAVs in a three-tier HetNet while optimizing the power consumption of each tier along with managing the interference constraint. Optimizing hover time will allow the UAVs to service the ground users and connected vehicles for longer durations. Taking this constraint into consideration will enhance the overall system efficiency.

B. Contributions

The main contribution of this paper is to investigate the effects of optimizing the hover time of UAVs in a three-tier HetNet with varying number of UAVs to enhance the cell coverage of a macro cell. In this paper, we adopt a two-layer optimization structure for enhancing the energy efficiency of the system. Firstly, the power consumption of each tier is optimized through Lagrangian dual decomposition problem and then the hover time of UAVs is optimized through Lagrangian method. The optimality results are compared with the equally powered users in an all UHF three-tiered HetNet.

The rest of this paper is organized as follows. System model is discussed in Section II. In Section III, we present the problem formulation of optimizing the hover time of UAVs along with power of each tier. In Section IV, simulation results are presented and we conclude the paper in Section V.

II. SYSTEM MODEL

Consider the downlink transmission in a multi-tier HetNet consisting of $k$ tiers such that $k \in K = \{m,u,s\}$ where the tier $m$ is for a MBS, the tier $u$ for UAVs and $s$ for SCS placed randomly in a geographical area having $N$ users (ground cellular users or vehicles), as shown in Fig. 1. There are a total of $M$ base stations such that $|\mathcal{M}| = \{M_m, M_u, M_s\}$, and $|\mathcal{P}| = M$, where $|\cdot|$ denotes the cardinality operator. All three tiers are operating on ultra-high frequency (UHF) band where each tier $k$ shares the same bandwidth $B$ with the other two tiers. The bandwidth $B$ is divided into $L$ subcarriers such that $\ell \in \{1, 2, \ldots, L\}$. Each tier assigns an exclusive subcarrier to each user within a tier $k$, such that no co-tier interference exists but due to sharing of bandwidth among all tiers, the cross-tier interference is present. The subcarriers are assigned in a manner that the cross-tier interference is minimized. Each tier tries to assign such a subcarrier to its user which faces the least of interference. The user coordinates are given by $(x_u, y_u)$ while the locations of SCSs are denoted by $(x_{s,j}, y_{s,j})$ where $j \in \{1, 2, \ldots, S\}$, and $|\mathcal{M}_s| = S$. The UAVs’ locations are given by $(x_{u,j}, y_{u,j}, h_{u,j})$, where $h_{u,j}$ represents the altitude of UAV and $j \in \{1, 2, \ldots, U\}$, $|\mathcal{M}_u| = U$. It is noted that we consider the quasi-stationary UAV scenario, as in [3], [4], where the locations of the users and UAVs are static during each communication period of interest. In case of highly mobile users, UAVs can dynamically cache the popular contents, track the mobility...
of the pattern of the corresponding users, and then effectively serve them as noted in [3].

The hover time of the $j^{th}$ UAV base station is represented by $\tau_j$, which represents the time that a UAV consumes while making connections and transmitting data to the users. Optimizing the hover time extends the total flight time of UAVs. Each base station $j$ of tier $k$ has a maximum transmit power of $P_{k,j}^{\text{max}}$, where $j \in M_k$ for $k \in \{m,u,s\}$.

The path loss for an $n^{th}$ user associated with MBS tier or with $j^{th}$ base station of SC tier is given by

$$PL_{n,j} = \left(\frac{4\pi f_c}{c}\right)^2 (d_{n,j})^{\alpha_k} \psi,$$

where $\alpha_k$ is the path loss exponent (PLE) and $d_{n,j}$ is the distance between $n^{th}$ user and $j^{th}$ BS for tier $k \in \{m,s\}$, $f_c$ is the carrier frequency, and $\psi$ is the log normal shadowing variable.

The path loss for an $n^{th}$ user associated with $j^{th}$ BS of UAV tier is given by [4] and [10],

$$PL_{n,j} = \kappa_o (d_{n,j})^2 (P_{\text{LoS},n} + P_{\text{NLoS},n}),$$

where $\kappa_o = \left(\frac{4\pi f_c}{c}\right)^2$, $P_{\text{LoS}}$ and $P_{\text{NLoS}}$ are the additional attenuation factors for LoS and NLoS connections, and $d_{n,j}^{-a}$ is the distance between $n^{th}$ user and $j^{th}$ BS of tier $u$ and is given as $d = \sqrt{(x_{n,j} - x_u)^2 + (y_{n,j} - y_u)^2} + h_u^2$. The probability of having LoS and NLoS connections depends upon certain factors like elevation angle between user and UAV, the atmospheric effects and the position of UAV with respect to users. The probability of LoS connection is given by [10].

$$P_{\text{LoS},n} = \frac{1}{1 + a e^{b[\theta - a]}},$$

where $a$ and $b$ are constants to incorporate the atmospheric effects (rural, urban, or dense urban etc.). The angle of elevation $\theta$ is given by $\theta = \frac{180}{\pi} \sin^{-1} \left(\frac{x_{n,j}}{d_{n,j}}\right)$. UAV forms better LoS connections when the angle of elevation is close to $90^\circ$, as the value of $\theta$ decreases, the probability of LoS connections decreases as well. Moreover, the probability of NLoS is given as $P_{\text{NLoS}} = 1 - P_{\text{LoS}}$.

The achievable rate of user $n$ using subcarrier $\ell$ associated with $j^{th}$ BS of tier $k \in M = \{m,u,s\}$ is given as

$$R_{n,j}^{\ell} = B_\ell \log_2 \left(1 + \gamma_{n,j}^{\ell} p_{n,j}^{\ell}\right),$$

where $B_\ell$ is the bandwidth assigned to each subcarrier. Considering total bandwidth that each BS gets is $B$ and the total number of subcarriers available to any BS are $L$, we have $B_\ell = \frac{B}{L}$. The transmit power of user $n$ using subcarrier $\ell$ associated with $j^{th}$ BS of tier $k \in \{m,u,s\}$ is $p_{n,j}^{\ell}$, and $\gamma_{n,j}^{\ell}$ is given as

$$\gamma_{n,j}^{\ell} = \frac{|h_{n,j}^{\ell}|^2}{PL_{n,j}^{k} + N_0}.$$

In the above equation, $|h_{n,j}^{\ell}|^2$ is the squared envelope of multipath fading, $N_0$ is the thermal noise power, and $PL_{n,j}^{k}$ is the average path loss between $n^{th}$ user associated with $j^{th}$ BS of tier $k \in \{m,u,s\}$. The $I_{n,j}^{\ell}$ is the total cross-tier interference received on subcarrier $\ell$ of user $n$ associated with $j^{th}$ BS of tier $k$ which is being shared by a user associated with any of the other two tiers. The cross-tier interference experienced by $i^{th}$ user associated with $m^{th}$ BS on subcarrier $\ell$ is given by

$$I_{i,m}^{\ell} = \sum_{k \in K} \sum_{j=1}^{M_k} \sum_{n=1}^{N_k} \sigma_{n,j}^{k} p_{n,j}^{\ell} \rho_{n,j}^{k} |h_{n,j}^{\ell}|^2,$$

where $\sigma_{n,j}^{k} = 1$ if the subcarrier is being shared by any other user, otherwise $\sigma_{n,j}^{k} = 0$, and $\rho_{n,j}^{k} |h_{n,j}^{\ell}|^2$ is given by

$$\rho_{n,j}^{k} |h_{n,j}^{\ell}|^2 = \frac{|h_{n,j}^{\ell}|^2}{PL_{n,j}^{k}}.$$

Each user consumes a circuit power equaling to $P_c$ when a connection is established between a user and its BS. The total system power consumption can be calculated as

$$P_{\text{total}} = \sum_{k \in K} \sum_{j=1}^{M_k} \sum_{n=1}^{N_k} \sum_{\ell=1}^{L_k} R_{n,j}^{\ell} (N \times P_c),$$

whereas the system EE is defined as

$$EE = \sum_{k \in K} \sum_{j=1}^{M_k} \sum_{n=1}^{N_k} \sum_{\ell=1}^{L_k} \frac{R_{n,j}^{\ell}}{(N \times P_c)}.$$

### III. Problem Formulation

The proposed methodology here is to optimize the power consumption of each tier simultaneously hence forming a sub-optimal system which will lead to the optimization of hover time of UAVs. Optimizing the average hover time will enable us to provide service to more users and for a longer duration. The power of each tier is optimized so that the system energy efficiency can be increased. The EE of each tier is optimized by having a constraint on the maximum transmit power $P_{j,k}^{\text{max}}$, minimum rate requirement, $R_{\text{min}}$, of user $n$, and a threshold on the cross-tier interference caused on user $n$ associated with $j^{th}$ BS of tier $k$. In contrast to the work in [7], we have taken into consideration the cross-tier interference constraint while determining the optimal transmit power of a user $n$. Considering this constraint into our optimization regime helps to enhance the energy efficiency in an even more optimal manner, so that the number of outages occurring due to interfering powers can be mitigated in a better way. The transmit power of user $n$ associated with $j^{th}$ BS of tier $k \in \{m,u,s\}$ using subcarrier $\ell$ is defined as $p_{n,j}^{\ell}$. The transmit power of every user in each tier is optimized to form an energy efficient system.

### A. Power Allocation for MBS Tier

The objective of our work is to maximize the system EE, thus maximizing the throughput while minimizing the power consumed, which is evident from (8). Therefore, the objective equation for solving the EE optimization problem for MBS tier is formulated as

$$\max_{p_{n,j}^{m}} EE = \max_{p_{n,j}^{m}} \left[ \sum_{j=1}^{M_n} \sum_{n=1}^{N_n} R_{n,j}^{m} \ell - \sum_{j=1}^{M_n} \sum_{n=1}^{N_n} p_{n,j}^{m} \ell (N \times P_c) \right], \quad \forall \ell$$

(9)
under the constraints
\[
C1 : \sum_{j=1}^{M_n} \sum_{n=1}^{N_n} p_{n,j}^m[\ell] \leq P_{\text{max},j}, \quad \forall \ell \\
C2 : R_{n,j}^m[\ell] \geq R_{\text{min}}, \quad \forall n,j, \ell \\
C3 : \sum_{k \in K} \sum_{j=1}^{M_j} \sum_{n=1}^{N_j} \sigma_{n,j,k}[\ell] p_{n,j,k}[\ell] p_{n,j,k}[\ell] \leq I_{th}[\ell], \quad \forall \ell
\]

where C1 limits the total transmit power of users associated with the BS, C2 ensures the minimum rate requirement of user \( n \), and C3 limits the interference experienced by the user.

We solve the above optimization problem through the Lagrangian function which is given as
\[
\mathcal{L}(p, \mu, \lambda, \phi) = \sum_{j=1}^{M_n} \sum_{n=1}^{N_n} \sum_{\ell=1}^{L_n} B_n \log_2 \left( 1 + \gamma_{n,j}^m[\ell] p_{n,j}^m[\ell] \right) - \left( \sum_{j=1}^{M_n} \sum_{n=1}^{N_n} p_{n,j}^m[\ell] + (N \times P_c) \right) + \sum_{j=1}^{M_n} \sum_{n=1}^{N_n} \mu_j \left( \sum_{\ell=1}^{L_n} B_n \log_2 \left( 1 + \gamma_{n,j}^m[\ell] p_{n,j}^m[\ell] \right) - R_{\text{min}} \right) + \sum_{j=1}^{M_n} \sum_{n=1}^{N_n} \sum_{k \in K} \sum_{j=1}^{M_j} \sum_{n=1}^{N_j} \sigma_{n,j,k}[\ell] p_{n,j,k}[\ell] p_{n,j,k}[\ell] \right) + \sum_{\ell=1}^{L_n} \phi_{\ell} \left( I_{th}[\ell] - \sum_{k \in K} \sum_{j=1}^{M_j} \sum_{n=1}^{N_j} \sigma_{n,j,k}[\ell] p_{n,j,k}[\ell] p_{n,j,k}[\ell] \right).
\]

The above Lagrangian function is solved as two sub-problems. Firstly the optimal power is calculated by applying the Karush-Kahn-Tucker (KKT) conditions and then solving the Lagrange multipliers through the sub-gradient method. The KKT conditions are the first order necessary conditions for the solution of a nonlinear constrained optimization problem to be optimal. Now by applying the KKT conditions, the partial derivative of the Lagrangian function in (11) w.r.t. \( p_{n,j}^m[\ell] \) is set to zero to obtain the optimal solution, we have
\[
\frac{\partial \mathcal{L}(p, \mu, \lambda, \phi)}{\partial p_{n,j}^m[\ell]} \bigg|_{p_{n,j}^m[\ell]=p_{n,j}^m[\ell]^*} = 0,
\]

such that \( p_{n,j}^m[\ell]^* \) is the optimal transmit power for user \( n \) of MBS tier which is given as
\[
p_{n,j}^m[\ell]^* = \left[ \frac{(1 + \mu_j) B_\ell}{(1 + \lambda_j) + \phi_{\ell} p_{n,j}^k[\ell]} \ln 2 - \frac{1}{\gamma_{n,j}^m[\ell]} \right]^+, (13)
\]

where \( [a]^+ = \max(0, a) \). The Lagrange multipliers \( \mu, \lambda, \) and \( \phi \) can be computed using sub-gradient method and are given as follows
\[
\mu_{n,j}(i + 1) = \left[ \mu_{n,j}(i) - c_1 \left( B_{n,j}^m[\ell] - R_{\text{min}} \right) \right]^+, \\
\lambda_j(i + 1) = \left[ \lambda_j(i) - c_2 \left( P_{\text{max},j} \sum_{n=1}^{N_n} \sum_{\ell=1}^{L_n} B_n \log_2 \left( 1 + \gamma_{n,j}^m[\ell] p_{n,j}^m[\ell] \right) - R_{\text{min}} \right) \right]^+, \\
\phi_{\ell}(i + 1) = \left[ \phi_{\ell}(i) - c_3 \left( I_{th}[\ell] - \sum_{k \in K} \sum_{j=1}^{M_j} \sum_{n=1}^{N_j} \sigma_{n,j,k}[\ell] p_{n,j,k}[\ell] \right) \right]^+, (14)
\]

where \( c_1, c_2, \) and \( c_3 \) are the step sizes for updating Lagrange multipliers until they converge and \( i \) denotes the iteration number. It is noted that \( \mu_{n,j}, \lambda_j \) and \( \phi_{\ell} \) are always non-negative by the \([\cdot]^+\) function.

The proposed algorithm for MBS power allocation scheme is given in Algorithm 1 and it works in the following way. We take the Lagrange multipliers \( \mu_{n,j}, \lambda_j, \phi_{\ell} \) as the inputs to the algorithm. And \( \rho_{n,j}^k[\ell] \) which is given as \( \rho_{n,j}^k[\ell] = \frac{[p_{n,j}^k[\ell]]^2}{\gamma_{n,j}^m[\ell]} \) and \( \gamma_{n,j}^m[\ell] \) as given in (5) are also taken as inputs to the algorithm. The output of the algorithm is \( p_{n,j}^m[\ell]^* \) which is the optimal transmit power for user \( n \) of MBS tier. Firstly we initialize the Lagrange multipliers and the step sizes for the iterative computation of Lagrange multipliers. Here \( i \) is the iteration number, with \( i_{\text{max}} \) being the maximum number of iterations. In step 1, the algorithm will continue to run until the Lagrange multipliers have not converged or till the maximum number of iterations. We have set the convergence threshold \( \epsilon \) to 0.01, so when the difference between two consecutive values of multipliers is less than \( \epsilon \), then we will obtain the optimal transmit power for user \( n \). At the start of the algorithm, step 2 will update the \( p_{n,j}^m[\ell]^* \) based on the initial set values and then in step 3 the \( \mu, \lambda, \) and \( \phi \) are updated based on the value computed in step 2. For a constant step size, our algorithm converges to a value within some range of optimal value, and it may not necessarily be the optimal value, i.e. \( P_{\text{optimal}} - P_{\text{obtained}} < \epsilon \).

### B. Power Allocation for UAV and SC Tier

The power allocation for UAV and SC tiers is optimized in a similar way as the MBS tier. The optimal transmit power
for UAV and SC tier is given as

$$p_{n,j}^k[\ell]^* = \left[\frac{(1 + \mu_{n,j}) B_\ell}{((1 + \lambda_j) + \phi_j p_{n,j}[\ell]) \ln 2} - \frac{1}{\gamma_{n,j}^k[\ell]}\right]^+, \quad (15)$$

where $k \in \{u, s\}$.

C. UAV Hover Time Optimization

A UAV has finite source of energy, which elevates the need to optimize its battery usage so that it can service the users for a longer duration. Hence it becomes vital to optimize the hover time of UAVs. Hover time of a UAV is the time it takes to associate with the users through control signaling and then transmitting data. The hover time of a $j^{th}$ UAV is represented by $\tau_j$ and we will represent the number of users associated with a $j^{th}$ UAV as $N_j$ utilizing $L_j$ subcarriers, where

$$\tau_j = \sum_{n=1}^{N_j} \sum_{\ell=1}^{L_j} T_{n,j}^u[\ell] + N_j t_c. \quad (16)$$

In the above equation, $t_c$ is the control signaling time of user $n$ and is a constant value for all users. However, the total control time of a UAV depends upon the number of users $N_j$ associated with $j^{th}$ UAV. $T_{n,j}^u[\ell]$ is the data transmission time of user $n$ associated with $j^{th}$ UAV. The data transmission time of user $n$ is related to the rate as

$$R_{n,j}^u[\ell] = \frac{\beta_{n,j}^u[\ell]}{T_{n,j}^u[\ell]}, \quad (17)$$

where $\beta_{n,j}^u[\ell]$ is the data requirement of user $n$ in bits. The achievable rate of user $n$ using subcarrier $\ell$ and associated with $j^{th}$ BS of UAV tier is

$$R_{n,j}^u[\ell] = B_\ell \log_2 (1 + \gamma_{n,j}^u[\ell] p_{n,j}^u[\ell]). \quad (18)$$

From equation (17) and (18) we get

$$p_{n,j}^u[\ell] = \frac{\beta_{n,j}^u[\ell]}{2 \pi_\ell T_{n,j}^u[\ell]} - 1. \quad (19)$$

The objective equation for solving hover time optimization problem is formulated as

$$\max_{T_{n,j}} \left[\sum_{j=1}^{M_j} \sum_{n=1}^{N_j} \sum_{\ell=1}^{L_j} \beta_{n,j}^u[\ell] \sum_{j=1}^{M_j} \sum_{n=1}^{N_j} \sum_{\ell=1}^{L_j} \left(\frac{\beta_{n,j}^u[\ell]}{2 \pi_\ell T_{n,j}^u[\ell]} - 1\right), \forall \ell\right] \quad (20)$$

under the constraints

\begin{align*}
C1: \quad & \beta_{n,j}^u[\ell] T_{n,j}^u[\ell] \geq T_{\min}, \quad \forall n, j, \ell, \\
C2: \quad & \sum_{n=1}^{N_j} \sum_{\ell=1}^{L_j} T_{n,j}^u[\ell] \leq \tau_j - T_{c,j}, \quad \forall j
\end{align*} \quad (21)

where C1 determines transmission time based on the minimum rate and load of user, while C2 ensures that the total data transmission time does not exceed maximum hover time.

The Lagrangian function of the above optimization problem is given as

$$L(T, \mu, \lambda) = \sum_{j=1}^{M_b} \sum_{n=1}^{N_j} \sum_{\ell=1}^{L_j} \beta_{n,j}^u[\ell] T_{n,j}^u[\ell] - \sum_{j=1}^{M_b} \sum_{n=1}^{N_j} \sum_{\ell=1}^{L_j} \left(\frac{2 \pi_\ell T_{n,j}^u[\ell]}{\gamma_{n,j}^u[\ell]} - 1\right) + \sum_{j=1}^{M_b} \lambda_j \left((\tau_j - T_{c,j}) - \sum_{n=1}^{N_j} \sum_{\ell=1}^{L_j} T_{n,j}^u[\ell]\right). \quad (22)$$

This kind of dual-optimization problem is solved by first applying the KKT conditions to the above Lagrangian function and then utilizing the sub-gradient method to obtain the Lagrange multipliers, i.e.,

$$\frac{\partial L(T, \mu, \lambda)}{\partial T_{n,j}} = 0. \quad (23)$$

Simplifying (23) will give us,

$$\frac{\beta_{n,j}^u[\ell]}{T_{n,j}^u[\ell]} \left[\ln(2) \frac{\beta_{n,j}^u[\ell]}{T_{n,j}^u[\ell]} - (1 + \mu_{n,j})\right] - \lambda_j = 0 \quad (24)$$

Equation (24) is a nonlinear equation and it has no direct solution, hence we solve the equation through numerical methods to obtain the optimal hover time for UAVs. The Lagrange multipliers $\mu$ and $\lambda$ are updated using the sub-gradient method as given below

$$\mu_{n,j}(i + 1) = \left[\mu_{n,j}(i) - c_1 \left(\frac{\beta_{n,j}^u[\ell]}{T_{n,j}^u[\ell]} - T_{\min}\right)\right]^+, \quad \lambda_j(i + 1) = \left[\lambda_j(i) - c_2 \left((\tau_j - T_{c,j}) - \sum_{n=1}^{N_j} \sum_{\ell=1}^{L_j} T_{n,j}^u[\ell]\right)\right]^+, \quad (25)$$

where $c_1$ and $c_2$ are step size and $i$ is the iteration number. It is noted that $\mu_{n,j}$ and $\lambda_j$ are always non-negative by the $\lceil \cdot \rceil^+$ function.

IV. SIMULATION RESULTS AND ANALYSIS

In our simulations, we consider a three-tier HetNet in a $1000m \times 1000m$ rectangular region of interest (RoI) where $N = 100$ users (ground cellular users or vehicles) are distributed according to a uniform distribution. The MBS is located at the center of RoI, whereas UAVs and SCs are deployed at random locations, with each UAV having a fixed altitude of 140m [7]. [28]. The number of SCs deployed are fixed at $s = 3$, while the number of UAVs $n$ vary for the purpose of simulations. Each tier shares the same bandwidth $B = 20$ MHz with the other tiers, which is divided into 64 subcarriers. The MBS has a maximum transmit power of 45 dBM, while for UAVs and SCs it is 30 and 27 dBM, respectively. The minimum rate requirement of a user, $R_{\min}$, is 0.25 Mbps and the interference threshold is set to be $10^{-14}$ W which is same for all users. Each user has a load requirement of 10 Mb and the maximum hover time of a UAV is 30 minutes. The PLEs for MBS and
TABLE I
SIMULATION PARAMETERS

| Parameter | Description | Value |
|-----------|-------------|-------|
| $f_c$     | Carrier frequency | 2.4 GHz |
| $N_0$     | Thermal noise power | -174 dBm/Hz |
| $\alpha$  | Path loss exponent for MBS (dense urban, high rise urban) | (2.5, 2.7) |
| $\beta$   | Path loss exponent for SC (dense urban, high rise urban) | (2.6, 2.9) |
| $\psi$    | Log normal shadowing (dense urban, high rise urban) | (4 dB, 6 dB) |
| $\mu_{\text{LoS}}$ | Additional path loss by LoS connection (dense urban, high rise urban) | (1.6, 2.3) |
| $\mu_{\text{NLoS}}$ | Additional path loss by NLoS connection (dense urban, high rise urban) | (23, 34) |
| $a, b$    | Dense urban environment constants | 12.08, 0.11 |
| $a, b$    | High rise urban environment constants | 27.23, 0.08 |

SCs are kept different due to the topographical differences, as the indoor SC users experience a higher attenuation as compared to outdoor MBS users. Having different PLEs for different links based on the physical environment improves the performance of the system [27]. Following [5], [28], and [29], we assume the path loss model parameters in Table I.

We first analyze the effects on the system EE of the proposed three-tier HetNet under optimal and maximal power allocation schemes for increasing number of UAVs. Furthermore, we study how the average hover time of UAVs is affected with optimal and equal time allocation when the number of UAVs in the network is varied. Simulation results were averaged over $10^3$ Monte Carlo iterations performed in MATLAB. In Fig. 2, we consider two environment scenarios for analysis; one is the dense urban and the other is high rise urban. In each scenario, we can observe that optimal power allocation scheme outperforms the maximal power allocation. The total system power consumption is lower in case of optimal power allocation, which reduces the cross-tier interference and improves the SINR, thus enhancing the sum rate and system EE. When the number of UAVs increases, the cell radius of UAVs becomes narrower with fewer users associating with each UAV. This enables the UAVs to establish better LoS connections with the associated users, thus improving the data rates of the edge users. We can observe a 38% rise in the system EE when there are 10 UAVs deployed in the HetNet. As more UAVs are deployed in the network, the edge capacity of the macrocell enhances, resulting in lesser outages and better system EE.

Hover time of a UAV is the time which it takes to serve the users (ground cellular users or connected vehicles). UAVs are battery powered with intermittent source of energy, which makes it vital to utilize that energy in the most optimal manner for a longer service duration. Fig. 4 depicts the comparison of UAVs average hover time performance in a dense urban environment when optimal and equal time is allocated to users with varying number of UAVs. We can observe that with optimal energy utilization, UAVs have to hover for shorter time duration to service the users and thus making it possible to extend the total service duration. On the other hand, with
the non-optimal/random time allocation, a UAV has to hover for twice as much time to service the same number of users. As more UAVs are deployed in the network, fewer users get served by each UAV and signal strength increases, causing a rise in data rates. Higher rates translate to rapid data transmission time, and a UAV has to hover for shorter duration. As the number of UAVs continues to increase, the non-optimal average hover time approaches the optimal average hover time. However, in the cases where we cannot afford to deploy a large number of UAVs, optimal time allocation provides us a significant increase in the service duration of UAVs.

In our simulations, each user has a fixed load requirement of 10 Mb. In Fig. 5, we analyze how the change in load requirement of a user affects the average hover time of UAVs when the number of UAVs is varied. When the data demands of a user increase, the data transmission time increases, and the UAV will have to hover for longer duration to service that user. But for the same data demands, if we increase the number of UAVs, then the average hover time decreases. For a load requirement of 10 Mb, we can observe that there is a decrease of about 64% in the average hover time when number of UAVs is increased from one to five in the network. The energy of a single UAV servicing 20 users with load requirement of 20 Mb each will dissipate quickly as compared to two UAVs each servicing 10 users. When the load is shared among UAVs, then the average hover time decreases significantly, thus extending the service duration. Furthermore, in [4] it is noted that there is a trade-off between UAV hover time and bandwidth efficiency for an increasing number of UAVs. But in our work, we have taken equal bandwidth allocation for all users, while optimizing the power consumed by each user. Optimizing power consumption of a UAV BS enhances the sum rate, which subsequently results in a longer hover duration.

Hover time of a UAV is dependent on the number of users it connects. With each additional user, the control signaling time as well as data transmission time increases. Fig. 6 shows how the change in user density affects the average hover time of UAVs when number of UAVs are varied in the network. We can observe from the figure that as the number of users increases, the UAVs connect more users, which gives rise to control signaling time and data transmission time, causing the UAVs to hover for longer duration to service the users and their energy will dissipate quickly. If we have a disaster scenario and the UAVs are needed for the dissemination of public safety announcements and to provide coverage to the users which are disconnected from the network or during traffic jams with a sudden increase in connected vehicles, it will be desired that UAVs provide coverage for as long as possible. In situations like this, we can adjust how many UAVs to be deployed depending on the number of users.

The motivation behind our work is scalability of network resources in particular scenarios like disaster situations, hotspot regions, and to improve the cell edge capacity of a macrocell in case of outages. Small cells are fixed devices which are employed to improve the signal quality and rates of indoor users, and they cannot be installed in real time. UAVs on the
other hand are battery powered devices and can be deployed as per the network demand. Fig. 7 provides the network operator with the statistics of how the system EE and average hover time is affected by the change in user density and under different number of UAVs in the network. Our goal is to utilize the available resources to their maximum potential and conserve the energy of the system. In Fig. 7, each grouped bars represent varying number of UAVs in ascending order from 3, 5, 8 and 10, respectively. We can observe the trend for a fixed number of UAVs that as the user density increases, the system EE starts decreasing and average hover time of UAVs is increasing. As the resources are same, therefore, the added users come at the cost of degrading the system. This graph can assist the network operators to decide how much resources to utilize for a specific user density, and whether they prefer a longer service duration and better system EE by adding more UAVs in the network or by compromising on higher data rates and having shorter flight times by deploying fewer UAVs.

V. CONCLUSION

With the increase in data demands of mobile cellular users and connected vehicles, it has become challenging to satisfy users with the available terrestrial framework. In this work, we have formulated a heterogeneous network consisting of UAVs and SCs to enhance the capacity of a macro cell and presented a two layer scheme to form an energy efficient system which consists of firstly optimizing the power consumption of each tier and then optimizing the average hover time of UAVs. This way we can conserve the energy of the system and utilize it in the most optimum way. The optimization scheme is comprised of Lagrangian multipliers method and sub-gradient method to achieve the optimal power for each user and the optimal average hover time for UAVs. The results showed a significant enhancement in the system EE and the flight time of UAVs. This is particularly beneficial in the cases of temporary hotspot regions and emergency scenarios where we are more concerned with connectivity for longer durations rather than delivering high data rates. The future extensions of this paper include the impacts of hardware imperfections and antenna characteristics.
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