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Simulation of water flow animation is a significant and challenging subject in computer graphics. With the continuous development of computational fluid dynamics and computer graphics, many more effective simulation methods have been developed, and fluid animation simulation has developed rapidly. In order to obtain realistic flow animation, one of the key aspects is to simulate flow motion. Based on the two-dimensional Navier-Stokes equations, a mathematical model is established to solve the boundary conditions required by the physical flow field of water. The coordinate transformation formula is introduced to transform the irregular physical area into a regular square calculation area, and then, the specific expressions of the liberalized Navier-Stokes equation, continuity equation, pressure Poisson equation, and dimensionless boundary conditions are given. Using animation software to sequence graphics and images of all kinds of control and direct operation of the relevant instructions, through the computer technology to simulate the flow of animation, based on the stability of fluid simulation method and simulation efficiency, so as to make realistic flow animation. The results show that FluidsNet has considerable performance in accelerating large scene animation simulation on the basis of ensuring the rationality of prediction, and the motion of water wave is realistic. The application of computer successfully simulates water flow.

1. Introduction

With the computational fluid mechanics, computer graphics, the continuous development of disciplines, and crossing each other, resulting in a much more effective simulation method, among them, the model based on computer simulation of fluid animation developed rapidly and has not only become a research hotspot in the field but also become the current and future scientific solution and engineering which is an important direction of the development of the computer and visualization. At present, the research on the flow animation simulation has made a lot of achievements. There are two areas of representative research: The first is computational fluid mechanics, which mainly studies the scientific solution of fluid motion. Navier-Stokes equations or their simplified forms are used to accurately solve and describe fluid motion, so as to reveal the memory rules of fluid motion and solve engineering calculation problems in fluid-related fields. A large number of high-precision and efficient numerical methods have been developed and have made abundant achievements [1]. Second, fluid simulation in the field of computer graphics pays attention to the visual effect of fluid phenomena. By using the principles and methods of computer graphics or general graphics, the flow field data is converted into graphics and images and presented in an intuitive form, so as to obtain vivid and lifelike visual effects of fluid movement. It has also been applied to market demands such as movie special effects and video games, and many achievements have been made in this direction [2]. The research of fluid animation simulation based on physical model needs the cross fusion of computational fluid dynamics and computer graphics, which can be divided into two types according to the different research background and content. One is to make use of computational fluid dynamics results and adopt appropriate models and methods to develop flow field representation methods and drawing technologies required...
by corresponding fluid animation simulation from the perspective of computer graphics. The research work is mainly focused on computer graphics in fluid animation simulation [3]. The other is based on computational fluid dynamics, according to the development level of computer hardware and computer graphics, the development of CFD models, and methods suitable for fluid animation simulation, using the method of computer graphics to complete fluid animation simulation, not only to scientific solution but also to obtain vivid, realistic fluid animation.

The demand for dynamic simulation of fluid, liquid, or gas movement in virtual reality system is gradually increasing, and the movement effect is very useful in simulation and training system, computer art, advertising, and network virtual environment [4]. They can greatly improve the realism of virtual systems. The movement of water flow has the characteristics of unsmoothness, uncertainty, irregularity, and movement variation, and this variation is extremely complicated and chaotic and is affected by the surrounding environment, so it is necessary to simulate its movement correctly. The key is to build the right flow model and use the right rendering algorithm. From the perspective of computer graphics, the scene in the animation should look reasonable in order to make it appealing [5]. To be close to the real scene, this requires that the scene in the animation conforms to the physical laws of the real world. Therefore, it was a natural idea to have the elements of an animated scene move within the constraints of physical laws to make it seem forced.

Navier-Stokes equations, of great significance in fluid mechanics, are nonlinear partial differential equations for numerical solutions of Navier-Stokes equation problems. Hoult and Kovtun numerically simulated incompressible Navier-Stokes equations by the SUPG (streamline upwind Petrov-Galerkin) method. Based on the function space of coarse and fine grids, the steady-state and incompressible Navier-Stokes equations are transformed into a linear problem to be solved [6]. Jin et al. present a stable formula for solving compressible linear Navier-Stokes equations by combining pressure gradient projection with the discontinuous finite element method. The Taylor-Galerkin method is used to discreet avadavat equations of LS function. The P1P1 split finite element method was used to solve Navier-Stokes equations, and incompressible problems were simulated based on structural mesh [7]. Based on the hexahedron grid element, Gassner et al. adopt the interpolation method to construct the quadrilateral surface grid element of the object plane as curved surface grid element, which is used to solve three-dimensional compressible Euler equations and Navier-Stokes equations. Numerical solutions are also carried out by the flow around the three-dimensional sphere and the flow around the rotating streamline body. The high-precision characteristics of the DG method are verified [8]. Danchin and Mucha prove that Stokes operators of incompressible Navier-Stokes equations under Navier boundary conditions are related to slip conditions and converge to solutions of Navier-Stokes equations without slip boundary conditions in energy space. In both linear and nonlinear systems, weak and strong solutions are uniformly bounded with respect to slip coefficients [9]. Seregin proposed the pressure-robust mixed discontinuous Galerkin method (pressure-robust zed discontinuous Galerkin method) and proved that velocity error estimation of steady-state Navier-Stokes equations is independent of pressure. In addition, it also shows that the estimation of velocity and pressure is optimal, and numerical examples show that this method is globally optimal and convergent [10].

2. Computer Animation Production Method

2.1. The Production of Water Flow Animation. With programmable computers equipped with cathode-ray tube displays and pen or inkjet plotters, drawing and logic processing are combined, and images can be defined and manipulated on the computer. Computer has been widely used in all kinds of design image production, and a large number of animation creators have begun to turn to this new way of work, greatly promoted the development of computer animation this new industry. Computer animation is different from animation in the traditional sense. In terms of effect, the former can not only achieve all the effects of the latter but also produce visual effects that the latter cannot achieve, or even things that do not exist in virtual reality or cannot be seen by the human eyes [11, 12]. Build physical models to describe the movement of elements in a moving scene. Then, obtain the numerical solution of the corresponding physical equation, get the state of each element in the scene at each time step, and then draw the scene at each time step. This is the basic idea of animation based on physical model. With the physics-based approach to animation, the producer does not have to be like the traditional key framing method. The design specifies the state of each element in the animation scene at each time step directly, but only the initial state of each element. The states of the remaining frames are automatically generated by solving physics equations. A person who does not understand art creation can also use animation tools based on physical models to create an artistic appeal to animation. From the perspective of computational fluid dynamics, numerical solutions of fluid dynamics equations are obtained in the form of a large number of discrete data, such as height field, velocity field, and pressure field. It is difficult to see the distribution law from the data alone. These data fields need to be visualized. In a three-dimensional space, this data is graphed using the methods of computer graphics adding light and shadow to make the figure more pleasing to the eye or more distinctive. It is also a natural need. If you want to consider the changes of the data field in each time step, it is a natural idea to animate the corresponding images. We want to integrate computer graphics and numerical analysis to create computational animation as a tool for both engineering and art. On the one hand, improving the accuracy of solution can make animation used in engineering, and on the other hand, increasing the sense of reality of computer graphics can make animation used in artistic creation.

2.2. Computer Animation Production Common Techniques. From the production point of view, different from the
traditional animation produced by using film or video tape to record by frame, computer animation is the animation produced by using animation production software to control the sequence of graphics and images and directly run the relevant instructions. It can be divided into man-machine animation, mechanical animation, and programming animation; different types correspond to different production methods [13]. Man-machine animation technology is to use artificial drawing animation principle or artificial animation model, scanning or shooting into the computer after further processing through the computer or action control, and then by the computer synthesis and broadcast. Mechanical animation technology refers to the creation of original animation and model construction to the final action design, sound, synthesis, playback, and output that are all completed in the computer. Practice has proved that all types of animation can be completed by using computers.

Programming animation production refers to the animation is completely realized by programming, rather than through painting and then computer synthesis playback. A typical example is computer fractal animation. The fractal picture is a combination of applied mathematical knowledge and programming. The shape of the fractal picture generated is realized by automatically changing the variable values in the program. Some programming tools rely on an animation software, that is, animation software with some programming modules to write procedures and directly put in the corresponding animation software to run. Some use specialized graphics development tools such as the willows platform under the two commonly used tools to develop 3D graphics applications: OpenGL and DirectX; the animations generated by these two tools often have stunning, amazing effects. This article makes water flow using one of these two tools, OpenGL.

2.3. OpenGL Working Mechanism and Basic Workflow. OpenGL is an API (application program interface), that is, 3D graphics and model library. It has incomparable advantages in interactive 3D graphics modelling ability and programming side. OpenGL provides object description, rotation, translation, scaling, material, lighting, texture, interaction, and graphics performance commands, which basically cover the development of two-dimensional and three-dimensional graphics procedures that need all aspects. OpenGL is hardware independent and can be implemented on different hardware platforms. For example, using AutoCAD or 3D Studio Max software package can also be convenient to establish three-dimensional geometric model, but it is difficult to transplant and control. If these models are transformed into OpenGL program, you can control these models as you like: make CAD, 3D animation, virtual simulation, and so on. Because it has nothing to do with the hardware system, we can easily transplant the application to another operating system, and it can call the 3D graphics processing function directly to the hardware, so the processing speed is very fast.

OpenGL works as a client server. The client sends OpenGL commands to the server, and the server is responsible for interpreting these commands. In most cases, the client and server run on the same machine [14]. Of course, it can also be used in the network environment, so OpenGL has network transparency, and in Win32 graphics device interface to encapsulate the graphics function library in the dynamic connection library GD132.DLL, OpenGL’s graphics library is also encapsulated in a dynamic connection library called opengl32.dll. Calls to OpenGL functions published from the client application are first called, after processing by opengl32.DLL sent to the server, and then further processing by WinSRV. DLL sent to the Win32 device driver interface, and finally to the video display driver processing graphics command. The entire process is shown in Figure 1.

In the basic process of OpenGL work, OpenGL generates frames to be displayed after processing geometric vertex data and image pixel data through a series of operations [15]. The basic workflow is shown in Figure 2.

All data, including geometric vertex data and image pixel data, are first stored in a display list and then processed at once. Then, it deals with the evaluation stage of the pipeline and provides an efficient method to approximate the drawing of geometric curves and surfaces through the evaluation polynomial of the input data. In the next stage, the operation of each vertex is combined with primitives, the vertex is changed and illuminated, and the primitives are trimmed to fit the viewport size. The next step is pasteurization, which includes both geometric and physical mapping. Geometric operation is to transform the pixel into a two-dimensional image. The physical operation is to calculate information such as the colour and depth of each point in the image. Thus, pasteurization of a pixel consists of a two-part operation one that determines which squares of an integer grid in window coordinates are occupied by the image. The second part calculates the colour and depth values for each of these squares. In this process, a series of frame cache addresses and associated values are generated through two-dimensional descriptions of geometric and physical operations. All fragments are processed slice by slice, and the processing results are stored as pixels in the frame cache. The operations include conditionally updating the frame cache based on input and previously stored Z-values, mixing input pixel colours with stored colours, masking, and other logical operations on pixel values. When the input data is pixel data, such data including pixels, drawings, and images will skip the above processing “solver” and be processed as pixel values during the pixel manipulation phase. The results of this phase of processing are either stored in texture memory for raster manipulation or pasteurized in the same form as geometric data, and the results are integrated into the frame cache.

2.4. Data-Driven Fluid Animation. The amount of computation for fluid animation depends on the number of meshes or particles. With the increase of this number, the amount of computation will gradually increase, and the demand for computing resources will also increase accordingly. When the simulation object is expanded to large-scale water bodies such as lakes and oceans, the calculation time of each frame update will increase rapidly to be measured in minutes, which is far beyond the requirement of real-time simulation for single-frame calculation time. Therefore, the traditional physics-based method is not suitable for real-time...
simulation of large-scale water bodies. Theoretically, the
classical system can be reconstructed and estimated by col-
lecting physical information data, but considering that the
reconstruction and analysis of video in the
field of computer
vision is still very difficult, we choose to obtain cheap,
flexible, and reliable simulation data to drive. Navier-Stokes
equations enable learning and prediction of physical models
directly from complex or unknown experiments with under-
lying causal models. In
fluid simulation, there are usually
more than 5,000 fluid particles in the scene, and each parti-
cle is calculated independently and related to each other.
Therefore, although data-driven fluid simulation also
requires the learning of fluid dynamics through physical
learning, with the development of artificial intelligence tech-
nology, machine learning algorithms shine in the
field of computer vision, and many data-driven methods based on
deep learning also appear in the field of computer animation
simulation.

3. Mathematical Models of Two-Dimensional
Navier-Stokes Equations

3.1. Mathematical Model. According to Newton’s second
law and assumptions, the following mathematical models of lin-
erized incompressible viscosity Navier-Stokes equations
were established [16]:

\[
\frac{\partial u}{\partial t} + \mu' u - 2\theta_1 \nu = -\frac{1}{\rho} \frac{\partial p}{\partial x} + x\theta_2 - y\theta_1^2 + \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 \nu}{\partial y^2} \right),
\]

(1)

\[
\frac{\partial v}{\partial t} + \mu' v - 2\theta_1 \nu = -\frac{1}{\rho} \frac{\partial p}{\partial y} + y\theta_2 - x\theta_1^2 + \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 \nu}{\partial y^2} \right),
\]

(2)

where \(u\) and \(v\) are the velocity components of the fluid in the
\(x\) and \(y\) directions, respectively, \(t\) represents the time, \(p\) and \(\rho\) represent the pressure and density of the fluid, respec-
tively, and \(\theta, \theta_1,\) and \(\theta_2\) represent the rotation angle, angular
velocity, and angular acceleration in tilting excitation
motion, respectively. The continuity equation for incom-
pressible fluid is as follows:

\[
\frac{\partial u}{\partial x} + \frac{\partial u}{\partial y} = 0.
\]

(3)

The velocity field solved by using the liberalized Navier-
Stokes equations must satisfy the continuity equation, but if
the velocity field solved does not satisfy the continuity equa-
tion, the original pressure field needs to be modified. There-
fore, Poisson equation, which can correct the pressure field,
should be introduced here.

\[
\nabla^2 p = 2\rho\theta_1 \left( \frac{\partial u}{\partial x} - \frac{\partial u}{\partial y} \right),
\]

(4)

where \(\nabla^2\) is the Laplace operator. The equation is obtained
by taking the partial derivatives of Equations (1) and (2)
with respect to \(x\) and \(y\), respectively, then adding and
substituting into the continuity equation as constraints.
3.2. Boundary Conditions. When solving the physical flow field of water, the boundary conditions are composed of free liquid surface boundary conditions and solid-liquid surface boundary conditions. The free surface boundary is a moving boundary that changes with time. On the free liquid surface, the fluid must satisfy the kinematic and dynamic boundary conditions. Since the free surface always meets the condition of continuous surface; that is, fluid particles on the liquid surface always exist on the liquid surface without breaking waves, the kinematic boundary conditions of the free surface can be expressed as follows [17]:

\[ h_1 = v - uh_c. \] (5)

If surface tension is not taken into account and pressure changes on the air side of the free surface caused by changes in the liquid level are also ignored, then dynamic boundary conditions on the free surface can be expressed as follows [18]:

\[ u_x = v_x + \frac{4v_0 h_x}{(h_x)^2 - 1}, \]
\[ \frac{\rho_0}{\rho} = g(h - h_0) + 2v \frac{1 - (h_x)^2}{1 + (h_x)^2} v_y, \] (6)

where the column represents the pressure on the free liquid surface.

Since the fluid is impenetrable to the wall, there is no slip boundary condition on the two sides and bottom of the tank, and the pressure gradient boundary condition on the solid-liquid surface can be expressed as follows:

\[ \frac{\partial p}{\partial x} = \rho(-g \cos \theta + y \sin \theta_2 + x \theta_1). \] (7)

3.3. Coordinate Transformation and Equation Dimensionless. The coordinate transformation formula is introduced to transform the irregular physical area into a regular square calculation area, and then, the specific expressions of the linearized Navier-Stokes equation, continuity equation, pressure Poisson equation, and dimensionless boundary conditions are given. During the fluid sloshing, the shape of the whole region is constantly changing, and the function of the free surface wave changes instantaneously. Coordinate transformation is used to map irregular fluid region to square calculation region, and the coordinate transformation function is as follows [19]:

\[ X = \frac{x - b_1}{b_2 - b_1}, \]
\[ Y = \frac{y - d_0}{h}. \] (8)

The left boundary can be mapped to \( x = 0 \) and the right boundary to \( y = 1 \) by the coordinate transformation formula given above. We linearize the Navier-Stokes equation into a dimensionless format.

\[ U = \frac{u}{u_0}, \]
\[ V = \frac{v}{u_0}, \]
\[ P = \frac{p}{\rho gd_0}, \]
\[ H = \frac{h}{d_0}, \]
\[ \mu = \frac{\mu'}{d_0}. \] (9)

where inhibition is the characteristic velocity of fluid. Using the above coordinate transformation and dimensionless format, the dimensionless form of the linearized Navier-Stokes equations can be written as follows:

\[ U_T + C_5 U_X + C_6 U_Y + \mu U - 4\pi V\theta_T = -\frac{1}{F^2} \sin (2\pi\theta) \]
\[ - \frac{1}{F^2} (C_1 P_X + C_2 P_Y) + C_4 \theta_T + C_9 \theta_T^2, \]
\[ V_T + C_5 U_X + C_6 U_Y + \mu U - 4\pi V\theta_T = -\frac{1}{F^2} \cos (2\pi\theta) \]
\[ - \frac{1}{F^2} (C_3 P_X + C_4 P_Y) - C_3 \theta_T + C_{10} \theta_T^2. \] (10)

The dimensionless form of the continuity equation can be written as follows:

\[ (C_1 U_X + C_2 U_Y) + (C_3 V_X + C_4 V_Y) = 0. \] (11)

The dimensionless form of the pressure equation can be written as follows:

\[ S = (C_1^2 + C_2^2)P_X + 2(C_1 C_2 + C_3 C_4)P_{XY} + (C_2^2 + C_4^2)P_Y, \]
\[ \tilde{S} = F^2 [\mu(C_1 U_X + C_2 U_Y + C_3 V_X + C_4 V_Y) - 4\pi \theta(C_1 V_X - C_2 V_Y - C_3 U_X - C_4 U_Y) - 8\pi^2 \theta_T^2]. \] (12)

Coefficients \( C_1 - C_{10} \) are the coefficients generated by regional coordinate transformation and are expressed as
4. Data-Driven Large Scene Simulation Acceleration

Fluid simulation methods based on data drive mainly use fluid simulation data as dataset. The simulation method is to divide the simulation domain into uniform two-dimensional subspace and then perform physical calculation on each node [20]. High quality fluid simulations with challenging details are achieved by learning from different levels of features using different network structures. FluidsNet, moreover, can use small scene training dataset which is a good model to predict fluid animation of the same kind of big scene; this can not only solve the traditional simulation method for fluid animation of big scene simulation speed of the problem of large memory consumption but also can solve the data-driven algorithm that often requires a lot of big scene samples to model learning problems.

4.1. FluidsNet Network Structure. The overall structure of FluidsNet is shown in Figure 3. FluidsNet designs networks with different structures for different levels of features. The network takes SPH fluid animation simulation data as input and calculates local features for fluid states [21]. Then, the simulation scene is divided into uniform 3D vowels through the background grid. The vowel learning layer is used to generate 4-dimensional vowel feature tensor, which is used for learning global features. Finally, the velocity field is predicted and output for all fluid states after the basic, local, and global characteristics are combined.

4.2. Training Process. All datasets were trained in the same way. The tensor flow framework and ADAM optimizer were used to implement FluidsNet. The initial learning rate was 0.003 and decreased to 1 in the middle of the training iteration. The complete training details are shown in Table 1.

Dataset 1 contains 25 animation simulations, with each non-Newtonian fluid animation simulation containing approximately 2000 frames of data. The training results are shown in Figure 4. The general viscosity of non-Newtonian fluid is greater than that of Newtonian fluid, and there are few splash and other phenomena in animation simulation. FluidsNet mainly learns the viscosity change in the flow process and meets surface wrinkles and other phenomena generated by solids, so all simulation animation frames are directly used as the original data, without intercept.

Datasets 2 and 3 contain 38 animation simulations, each of which contains approximately 1500 frames of data. Since the animation simulation of Newtonian fluid usually moves smoothly and has weak flow characteristics before 300 frames and after 1500 frames, and the training of FluidsNet for Newtonian fluid aims at scenes with high complexity and rich fluid details, 300 to 1500 frames are taken for each animation for training. Because the value variation between successive frames is small, the original dataset is sampled on average, with approximately 1 frame in every 10 frames taken for training and testing. 80% of the dataset is used for training and the remaining 20% for testing. The number of training iterations is about 2.4 K, and 8 samples can be batch processed simultaneously. When the dataset was fully utilized, it was randomly shuffled and continued for the next round of training.

Figure 5 illustrates the training iteration process for FluidsNet. It can be observed that the error of FluidsNet decreases during the training process and finally converges to a stable solution for each dataset training. In dataset 2, the final error is slightly higher than that in other datasets, which is due to the larger area of fluid-structure coupling collision and stronger water waves and splints in this scene, which leads to higher complexity of animation simulation. At the same time, dataset 2 also needs more training iterations.

4.3. Velocity Field Prediction. The necessity of velocity field prediction based on global feature is evaluated. Figure 6 shows the iterative changes of the network model after removing global features. The numerical value of the output velocity field predicted by the network model is reflected by colour. When the velocity is 0, the fluid particles are shown as blue. The greater the value of the velocity field, the whiter the fluid particles appear. The initial prediction results of random frames in the dataset by the untrained network model show that the output values have strong randomness. As the training iteration goes on, the network model without global features tends to predict the velocity fields of all fluid particles to be the same value approximately 0, while the model can correctly predict the corresponding velocity fields of different fluid particles.

Although the velocity field predicted by FluidsNet is slightly lower than the simulation reference value as the
error accumulates, the error is within the acceptable and reasonable range, and FluidsNet can reasonably predict the non-Newtonian fluid. Although FluidsNet has good accuracy and stability with error accumulation, it can reasonably predict the velocity field of various fluid simulation scenarios with random initial state. In addition, the dataset of FluidsNet can use small scene training good model prediction velocity field of the same kind of big scene. The model solves the problem of slow speed and large memory consumption in large scene simulation by traditional fluid animation simulation method. The model can also solve the problem that other data-driven algorithms need a large number of large scene datasets for model learning. FluidsNet has considerable performance in accelerating large scene animation simulation on the basis of ensuring the rationality of prediction.

4.4. Time Consumption. One of the main advantages of the model is that its prediction speed is faster than the solution speed of fluid animation simulation method. Figure 7 tests the computational efficiency of fluid animation simulation under the solver. The specific numerical value corresponding to the experimental results shown is the total value of fluid particles and solid sample particles, and the time consumption is the average data of all frames of the experimental animation. Each set of experiments ran 50 two-way iterations, including all communications, and then calculated the average time for each iteration. As can be seen, the model shows better performance with an extremely high acceleration ratio. The model can process multiple sets of data separately at the same time. Therefore, the model can
Fluid animation in graphics has a wide range of applications in 3D animation, games, computer-aided design, and other fields. Due to the complexity of the real world and the computational complexity of fluid simulation itself, how to simulate complex fluid phenomena more accurately while maintaining the stability of simulation and improving simulation efficiency has always been the most important problem in the field of fluid animation. In this paper, a mathematical model based on two-dimensional Navier-Stokes equations is established to solve the boundary conditions required by the physical flow field of water. Based on the stability and simulation efficiency of data-driven fluid simulation method under large time step, the data-driven method is designed according to the simulation data to achieve large scene simulation acceleration. This method has good accuracy and stability and can reasonably predict the velocity field of various fluid simulation scenarios with random initial states. On the basis of ensuring the rationality of prediction, it has a considerable performance in accelerating large scene animation simulation. In the future, we will explore whether the application of fluid data collected in the real world can be extended, such as debris flow, video, and image of industrial paste, where material parameters cannot be accurately evaluated.
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