Dyadic Interaction Assessment from Free-living Audio for Depression Severity Assessment
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Abstract

Psychomotor retardation in depression has been associated with speech timing changes from dyadic clinical interviews. In this work, we investigate speech timing features from free-living dyadic interactions. Apart from the possibility of continuous monitoring to complement clinical visits, a study in free-living conditions would also allow inferring sociability features such as dyadic interaction frequency implicated in depression. We adapted a speaker count estimator as a dyadic interaction detector with a specificity of 89.5% and a sensitivity of 86.1% in the DIHARD dataset. Using the detector, we obtained speech timing features from the detected dyadic interactions in multi-day audio recordings of 32 participants comprised of 13 healthy individuals, 11 individuals with depression, and 8 individuals with psychotic disorders. The dyadic interaction frequency increased with depression severity in participants with no or mild depression, indicating a potential diagnostic marker of depression onset. However, the dyadic interaction frequency decreased with increasing depression severity for participants with moderate or severe depression. In terms of speech timing features, the response time had a significant positive correlation with depression severity. Our work shows the potential of dyadic interaction analysis from audio recordings of free-living to obtain markers of depression severity.
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1. Introduction

Major depressive disorder (MDD), or depression, is one of the most common mental health disorders [1] and remains under-diagnosed [2, 3]. Currently, questionnaires such as PHQ [4] and CES-D [5] are used as a diagnostic tool for depression. These questionnaires rely on subjective symptom reporting from the individuals and could lead to biased or incorrect assessments. Several recent works have thus investigated objective markers of depression based on mobility [6], communication logs [7], brain imaging [8], social media posts [9], etc.

Speech is one of the commonly investigated modalities to identify objective markers of depression. Psychomotor retardation in depression reportedly alters acoustic and timing features (turn-taking behaviors) in one’s speech which has been explored as potential markers of depression severity [10]. For example, the authors in [11] found voice quality features to improve depression severity prediction. Similarly, the authors in [12] analyzed dyadic clinical interviews and found the pause time (time between utterances of the interviewee) and the response time (time between interviewer and interviewee’s utterance) was longer for the depressed participants compared to healthy participants.

Currently, speech timing features as depression severity markers are obtained from clinical interviews [12, 13]. If such features could be extracted from free-living conversations, frequent monitoring would be possible to complement the assessments from the clinical visits. As the speech timing-based depression severity markers have been obtained from dyadic interactions (interviews) in existing studies, we aim to identify dyadic interactions in the free-living audio and study speech timing features in such interactions.

Identifying dyadic interactions in free-living audio could be challenging due to background noise, intra-speaker speech variabilities, the spontaneity of conversations, etc. No existing studies have investigated the dyadic interaction detection task. But several studies have addressed audio-based speaker counting [14, 15] which is closely related. A dyadic interaction detection, after all, is a binarized version of speaker counting (if the number of speakers is two or not). Speaker counting pipelines’ ability to detect dyadic interactions, however, is also yet to be quantified. Similarly, though the findings of altered speech iteration and varying prosody are already documented from controlled studies, these have not been studied well in free-living with participants representing a wide depression severity range. Additionally, though isolation as a symptom of worsening depression is understood, it is not known whether it affects all sorts of interactions such as dyadic.

Our work is the first demonstration of the feasibility of dyadic interaction analysis from multi-day free-living audio for mental health applications; we make the following two main contributions. First, we develop a dyadic interaction detector based on a speaker counting pipeline and demonstrate the feasibility of dyadic interaction detection in diverse audio recording settings. We adapted ECoNet [16], a speech processing pipeline to assess everyday conversational networks from free-living audio, for dyadic interaction detection. ECoNet deals with the challenges encountered in free-living audio by, for example, using a robust voice activity detection model (VAD) and identifying spuriously detected speakers due to background noise and intra-speaker speech variations. ECoNet-based dyadic detector outperformed a baseline model of dyadic interaction detection using VAD outputs, indicating the significance of speaker inference for the detection task.

Our second contribution is dyadic interaction analysis in multi-day audio recordings of free-living from a diverse participant group, including a clinical population. We used a wrist-worn wearable to obtain continuous audio recordings, for up to a week, from 32 participants which included healthy, depressed, and individuals with psychotic disorders. From the dataset obtained, we analyzed the relation of the dyadic interaction frequency and speech timing features with depression severity. Our results are in line with the dyadic interac-
tion hypothesis reported in previous work [17] for a comparable participant group; the frequency of dyadic interactions increased with increasing depression severity. Thus, we provide an audio-based sensing alternative to RFID-based sensing proposed in [17] which required all individuals in a dyadic pair to have worn an RFID tag. The audio-based sensing only requires the target individual to wear the sensor. We additionally found that the association between dyadic interaction frequency and depression severity is reversed for the moderate and severely depressed participant groups which were not represented in the earlier study [17]. In terms of speech timing features, we found that response time has a significant positive correlation with depression severity, similar to the observations from controlled studies.

2. Dyadic Interaction Detection

2.1. ECoNet-based Detector

We developed a dyadic interaction detector based on the everyday conversational network estimator (ECoNet) proposed in [16]. ECoNet was adapted for the dyadic interaction detection by binarizing the inferred conversational network size as 2 (dyadic) or not 2 (non-dyadic). The architecture of ECoNet is given in Figure 1. It consists of a SincNet-LSTM-based VAD [18] to identify speech segments, x-vectors [19] as speaker embeddings, clustering for unsupervised speaker identification-count, and a random forest-based machine learning model for spurious speaker detection. The ECoNet pipeline has the clustering threshold as a hyperparameter which was tuned for the dyadic interaction detection task in the DIHARD development set (Section 2.3).

2.2. Baseline Model Using VAD Features

A dyadic interaction could also be possibly detected from the properties of the identified speech segments with VAD. An audio recording with a higher number of speakers could have higher variability in speech segment duration, characterizing the inter-speaker variability of typical utterance lengths. Similarly, there might be differences in inter-segment duration due to the different number of constituent speakers. Accordingly, we trained a Random Forest (RF)-based dyadic interaction detector using the following four features: mean and standard deviation of speech segment length; mean and standard deviation of inter-segment duration. The number of estimators in RF was set to 51; a higher number of estimators did not result in improved cross-validation performance in the DIHARD development set (Section 2.3) in an increment of 10 estimators starting with 11 estimators.

2.3. Evaluation of Dyadic Interaction Detectors

We trained and evaluated the dyadic interaction detectors on the DIHARD development (DIHARD-DEV) and evaluation (DIHARD-EVAL) dataset [20] respectively. DIHARD dataset consists of audio sequences from diverse settings such as restaurant conversations, courtroom recordings, conversations in clinics, meetings, etc. Each audio sequence is nominally 10 minutes long, though there are some shorter sequences also, and has speaker diarization annotations, i.e., the speech segments have corresponding speaker labels. We define a sequence in the DIHARD dataset as dyadic if most interactions (>90%) are attributed to exactly two speakers. This allows to include some sequences that have been incorrectly annotated with new speakers assigned to a few speech segments of existing speakers or have annotations with insignificant speakers (e.g., background, non-involved speakers) as dyadic. Further, we only include sequences longer than 5 minutes since we aim to extract speech timing features from longer conversations only, as employed in previous studies in controlled settings [12].

We trained ECoNet by identifying the clustering threshold resulting in the highest dyadic interaction detection accuracy in the DIHARD-DEV dataset. Then, the trained model is evaluated in the independent DIHARD-EVAL dataset. The results obtained is shown in Table 1. A high accuracy of 86.1% for dyadic interaction detection in the DIHARD-EVAL dataset is obtained. The spurious speaker detection module helped improve the detection accuracy. Naturally, the accuracy is higher in the DIHARD-DEV dataset where the clustering threshold was tuned. The baseline RF-based model was also trained on the DIHARD-DEV dataset and evaluated in the DIHARD-EVAL dataset. The accuracy obtained with the baseline model was lower compared to the ECoNet-based detector, indicating the importance of speaker inference for dyadic interaction detection.

Table 1: Evaluation of ECoNet-based and RF-based baseline model for dyadic interaction detection in the DIHARD dataset

| Dataset          | Accuracy | Specificity | Sensitivity |
|------------------|----------|-------------|-------------|
|                  | With Spurious Speaker Detection |           |             |
| DIHARD-DEV       | 98.2%    | 94.9%       | 99.4%       |
| DIHARD-EVAL      | 86.1%    | 89.5%       | 83.4%       |
|                  | Without Spurious Speaker Detection |           |             |
| DIHARD-DEV       | 83.5%    | 79.6%       | 84.9%       |
| DIHARD-EVAL      | 83.4%    | 71.9%       | 87.3%       |
| Baseline RF Model|          |             |             |
| DIHARD-EVAL      | 80.3%    | 73.1%       | 82.4%       |

3. Free-living Audio Dataset Analysis

We used the ECoNet-based dyadic interaction detector to analyze the multi-day free-living audio from a diverse participant group. Particularly, we inferred where dyadic interaction happens and obtained speech timing features in the detected dyadic interactions using the speaker diarization output from ECoNet. Then, we assessed the relation of dyadic interaction frequency and speech timing features with depression severity.

3.1. Data Collection

We conducted a study with 32 participants comprising 13 healthy individuals, 11 individuals with major depressive disorders, and 8 individuals with psychotic disorders, as depicted in Figure 2. For each participant, we obtained continuous audio recordings during the day, for up to 7 days, using a wrist-worn audio recorder. The audio dataset thus obtained is referred to as the free-living audio dataset. We assessed the depression severity of the participant using the 9-item Patient Health Questionnaire (PHQ-9) [4]. The study was approved by the Institutional Review Board (IRB) at Rice University, Harris Health System, and Baylor College of Medicine.

3.2. Dyadic Ratio

We evaluated each 10-minute non-overlapping sliding window of the audio in the free-living audio dataset as being a dyadic
interaction or not. The number of dyadic interaction windows compared to the total number of windows for a participant is defined as the dyadic ratio, representing the dyadic interaction frequency. The relation of the dyadic ratio with the participants’ PHQ-9 scores is shown in Figure 3. The dyadic ratio increased with increasing PHQ-9 scores (Pearson’s correlation coefficient: 0.56, p-value: 0.046) but reduced as the PHQ-9 scores are higher (correlation coefficient: -0.29, p-value:0.31).

3.3. Speech Timing Features

Among the dyadic interaction windows detected, some interactions are speech-rich (containing a high percentage of speech segments) while others could have less speech content overall, indicating less active interactions. To extract speech timing features, it would be desirable to consider speech-rich interactions which would match the scenarios in a clinical interview setting. Thus, we extracted speech timing features from the top-10 windows with the highest speech percentages from each participant’s dyadic interaction windows, averaging the features from different windows. However, the target speaker, i.e., the participant, among the two speakers in each dyadic interaction, has to be identified first.

For all speakers in the dyadic interactions from a participant’s audio recordings, we computed their average speaker embeddings from corresponding speech segments. Then, we obtained the cosine distances between the embeddings. Figure 4 shows an example of such distances from a participant’s audio recordings. A checkerboard-like pattern is seen in the inter-speaker distance map. This pattern would arise when a common speaker is present across interactions. The common speaker would have a small distance (high similarity) between their embeddings, appearing as a dark square in the example heatmap. We assume the common speaker to be the target speaker, i.e., the participant.

For the identified target speaker, we assessed the pause time, i.e., the average time between the speaker’s utterances and response time, i.e., the average time between the other speaker’s and the target speaker’s utterances. The average speech timing features compared to the participant’s PHQ-9 scores are shown in Figure 5. The response time correlated significantly with the PHQ-9 score (Pearson’s correlation coefficient of 0.39). Of the 9 items in PHQ-9, the group difference of response time between participants with a score of 0 for a particular item and those with a score > 0 was highest for the 1st item Little interest or pleasure in doing things? (t-stats: 2.17, p-value: 0.039), followed by the 9th item Thoughts that you would be better off dead, or thoughts of hurting yourself in some way? (t-stats: 2.10 , p-value: 0.045), and the 2nd item Feeling down, depressed, or hopeless? (t-stats: 1.89 , p-value: 0.068). Higher response time could hence be driven by the general lack of interest in activities when in a depressed state. The group difference for the 8th item Moving or speaking so slowly that other people could have noticed? Or so fidgety or restless that you have been moving a
Identification and characterization of dyadic interactions from free-living audio could provide depression severity markers. Dyadic interaction frequency represents a sociability behavior. Similarly, the speech timing features from dyadic interactions could model the psychomotor retardation associated with depression. We evaluated a dyadic interaction detector based on a speaker counting architecture in this work. The detector had a high accuracy in the DIHARD dataset and was used to identify instances of dyadic interaction in a free-living audio dataset of multi-day audio recordings from 32 participants with diverse mental health conditions. We identified the target speaker in each dyadic interaction and obtained their speech timing features.

We obtained a positive association between dyadic ratio and depression severity in participants with no or mild depression, i.e., for participants with PHQ-9 scores < 10 (Figure 3). This result is in line with the dyadic interaction hypothesis proposed in [17]. Individuals with higher depression severity tend to have more dyadic interactions, e.g., to ruminate about their worries/concerns. The number of unique dyadic partners for a depressed individual could still be less, reflecting a lower total social network size, and needs to be investigated in future work. The study of [17] consisted of healthy participants with only ≈15-20% of them with some depression; participants with higher depression severity were not represented. We found that the association between the dyadic ratio and depression severity is rather negative for the moderately or severely depressed participants (PHQ-9 scores ≥ 10). This association could reflect the tendency of highly depressed individuals to avoid any form of interaction. Our results, though preliminary, indicate that the dyadic ratio could be useful only as a pre-diagnostic/monitoring feature for healthy individuals prone to depression. Further, non-linear functions would be required to model depression severity from features such as dyadic ratio.

In terms of the speech timing features, we found that the response time obtained from the dyadic interactions in free-living is positively correlated with depression severity (Figure 5). This observation is in line with previous studies that have reported increasing response time with higher depression severity [12, 21, 22, 23]. Though pause time has also been reported to correlate positively with depression severity in earlier studies [12], we did not obtain similar observations in our analysis. The dyadic interactions of free-living could be eliciting different speech timings compared to clinical interviews, leading to this discrepancy, and need further investigation.

All three participant groups had good adherence to the study. The average per-participant audio data duration was 49.16, 53.27, and 53.75 hours in the healthy, depression, and psychosis groups, respectively. The psychosis group had a slightly lower average number of recording days (4.87 days) than participants with a score of 0 (1.11 seconds). The group with non-zero scores on the PHQ-9 item, though, had a higher average response time (1.28 seconds) than the healthy group (2.9±2.6). The psychosis group had a higher response time (1.29±0.23 seconds) than the depression group (1.21±0.28) but the difference was not significant.

We also analyzed the differences in PHQ-9 scores and average response time between the three groups represented in the free-living audio dataset. The depression and psychosis groups had significantly higher PHQ-9 scores (18.1±6.5 and 13.9±9.9 respectively) than the healthy group (2.9±2.6). The psychosis group had a higher response time (1.29±0.23 seconds) than the depression group (1.21±0.28) but the difference was not significant.

**4. Discussion**

Identification and characterization of dyadic interactions from free-living audio could provide depression severity markers. Dyadic interaction frequency represents a sociability behavior. Similarly, the speech timing features from dyadic interactions could model the psychomotor retardation associated with depression. We evaluated a dyadic interaction detector based on a speaker counting architecture in this work. The detector had a high accuracy in the DIHARD dataset and was used to identify instances of dyadic interaction in a free-living audio dataset of multi-day audio recordings from 32 participants with diverse mental health conditions. We identified the target speaker in each dyadic interaction and obtained their speech timing features.

We obtained a positive association between dyadic ratio and depression severity in participants with no or mild depression, i.e., for participants with PHQ-9 scores < 10 (Figure 3). This result is in line with the dyadic interaction hypothesis proposed in [17]. Individuals with higher depression severity tend to have more dyadic interactions, e.g., to ruminate about their worries/concerns. The number of unique dyadic partners for a depressed individual could still be less, reflecting a lower total social network size, and needs to be investigated in future work. The study of [17] consisted of healthy participants with only ≈15-20% of them with some depression; participants with higher depression severity were not represented. We found that the association between the dyadic ratio and depression severity is rather negative for the moderately or severely depressed participants (PHQ-9 scores ≥ 10). This association could reflect the tendency of highly depressed individuals to avoid any form of interaction. Our results, though preliminary, indicate that the dyadic ratio could be useful only as a pre-diagnostic/monitoring feature for healthy individuals prone to depression. Further, non-linear functions would be required to model depression severity from features such as dyadic ratio.

In terms of the speech timing features, we found that the response time obtained from the dyadic interactions in free-living is positively correlated with depression severity (Figure 5). This observation is in line with previous studies that have reported increasing response time with higher depression severity [12, 21, 22, 23]. Though pause time has also been reported to correlate positively with depression severity in earlier studies [12], we did not obtain similar observations in our analysis. The dyadic interactions of free-living could be eliciting different speech timings compared to clinical interviews, leading to this discrepancy, and need further investigation.

All three participant groups had good adherence to the study. The average per-participant audio data duration was 49.16, 53.27, and 53.75 hours in the healthy, depression, and psychosis groups, respectively. The psychosis group had a slightly lower average number of recording days (4.87 days) than the healthy and depression group (5.53 days, and 6.09 days respectively) but the difference was not significant.

Our study shows how audio from free-living could be leveraged to obtain dyadic interaction-based markers of depression severity. These markers could complement inferences obtained from controlled conditions such as clinical interviews and allow more continuous monitoring. However, audio recording in free-living also raises questions about wider acceptability due to privacy concerns. Our analysis does not parse any spoken content or attempt to identify speakers’ true identities which could help retain some privacy. Future work should further investigate the trade-offs between privacy/acceptability and benefits in health monitoring inherent in speech technologies. Continuous audio monitoring-based health applications could gain wider acceptance by improving the technology to preserve user privacy by design and providing compelling (health) applications.
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