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We study the solutions to the Klein-Gordon equation for the massive scalar field in the universal covering space of two-dimensional anti-de Sitter space. For certain values of the mass parameter, we impose a suitable set of boundary conditions which make the spatial component of the Klein-Gordon operator self-adjoint. This makes the time-evolution of the classical field well defined. Then, we use the transformation properties of the scalar field under the isometry group of the theory, namely, the universal covering group of $\text{SL}(2, \mathbb{R})$, in order to determine which self-adjoint boundary conditions are invariant under this group, and which lead to the positive-frequency solutions forming a unitary representation of this group and, hence, to a vacuum state invariant under this group. Then we examine the cases where the boundary condition leads to an invariant theory with non-invariant vacuum state and determine the unitary representation to which the vacuum state belongs.

I. INTRODUCTION

Anti-de Sitter space plays an important role in many areas of theoretical physics, most prominent among them being the AdS/CFT correspondence.$^1$ This has led to investigation of its properties and applications in a wide variety of contexts. One of the peculiarities of anti-de Sitter space is that it is not a globally hyperbolic manifold. Nevertheless, as clarified by Ishibashi and Wald,$^{2-4}$ it is possible to define sensible and deterministic field dynamics when appropriate boundary conditions are imposed on the fields. They analyzed the scalar, vector and symmetric tensor field theories defined on $n$-dimensional anti-de Sitter space (AdS$_n$), or more precisely, its universal covering space, for $n \geq 3$. (We shall refer to the universal covering space of anti-de Sitter space as anti-de Sitter space, AdS$_n$, from now on.) A family of boundary conditions was found by applying the theory of self-adjoint extensions to the radial component of the Klein-Gordon operator, resulting in a family of theories parametrized by a real number. Some properties of field theories with these boundary conditions have been studied recently.$^5,6$

In this paper we study free scalar field theory in two-dimensional anti-de Sitter space, AdS$_2$. In this spacetime there are two disjoint spatial boundaries unlike in the higher-dimensional case studied by Ishibashi and Wald. Due to this fact the self-adjoint extensions for the spatial Klein-Gordon operator in AdS$_2$ are richer than in the higher-dimensional case. The results of Ishibashi and Wald give some special self-adjoint extensions in two dimensions but not all of them. This is because, for low values of the squared mass, the self-adjoint extensions in AdS$_n$ with $n \geq 3$ are parametrized by one real number whereas the extensions for the two-dimensional case are parametrized by a $2 \times 2$ unitary matrix.

We also note that not all of the consistent theories may be of physical interest. Depending on the context in which such theories are analyzed, different arguments may be given for choosing a particular theory over the others. One possibility is to require the invariance under the isometry group of the spacetime. Applying this requirement to scalar field theory in AdS$_2$, among the family of different consistent theories arising from self-adjoint boundary conditions we may choose those whose positive-frequency solutions form a unitary
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irreducible representation of the symmetry group of AdS, i.e. the universal covering group of SL(2, R) denoted by $\tilde{\text{SL}}(2, \mathbb{R})$. All unitary irreducible representations (UIRs) of $\tilde{\text{SL}}(2, \mathbb{R})$ have been obtained by Pukanzki\(^7\) using an analysis similar to that of Bargmann\(^8\) for the case of SL(2, R) and are well known.\(^9\)–\(^13\) In this paper, we identify the self-adjoint boundary conditions that are invariant under $\tilde{\text{SL}}(2, \mathbb{R})$. Then, we identify the boundary conditions among these that lead to an $\tilde{\text{SL}}(2, \mathbb{R})$-invariant positive-frequency subspace, which corresponds to an SL(2, R)-invariant vacuum state. We also study the cases where the boundary conditions are invariant but the vacuum state is not and identify the UIR to which the vacuum state belongs.

Free scalar and spinor field theories have previously been studied by Sakai and Tanii.\(^14\) In their analysis the boundary conditions for the mode functions are determined by imposing the vanishing of energy flux at the conformal boundaries. As we shall show, the boundary conditions stemming from the energy flux condition coincide with the self-adjoint extensions corresponding to the boundary conditions invariant under the action of SL(2, R).

Thus, we analyze a scalar field of mass $M$ obeying the Klein-Gordon equation in AdS\(_2\). More specifically, we study the self-adjoint boundary conditions for this equation and find those such that the positive-frequency solutions form a UIR of $\tilde{\text{SL}}(2, \mathbb{R})$. The type of self-adjoint boundary conditions depends on the value of the mass of the field. If the mass is sufficiently large, the boundary conditions are uniquely determined by requiring the solutions to the Klein-Gordon equation to be normalizable with respect to the Klein-Gordon inner product, while in a certain range of low mass parameter the boundary conditions need to be specified. The theory of self-adjoint extensions will be used to obtain such boundary conditions. Then we determine for which self-adjoint extensions the corresponding positive-frequency solutions form UIRs. It will be found that only the generalized Dirichlet and Neumann boundary conditions preserve the symmetry of anti-de Sitter space for the positive-frequency subspace of the solution space.

The rest of the paper is organized as follows. In Sec. II we describe the geometry of AdS\(_2\) and give our notations and conventions. In Sec. III we briefly discuss the classification of the UIRs of SL(2, R), using the viewpoint and notation of Kitaev.\(^13\) In Sec. IV we begin the analysis of the solutions to the Klein-Gordon equation. We apply the theory of self-adjoint extensions due to Weyl\(^15\) and von Neumann\(^16\) to the spatial Klein-Gordon differential operator in order to obtain the self-adjoint boundary conditions. Then, we determine the boundary conditions which respect the $\tilde{\text{SL}}(2, \mathbb{R})$ symmetry and identify the UIRs the positive-frequency solutions may form when the boundary conditions respect the symmetry. In Sec. V we examine the cases where the boundary condition is invariant but the vacuum state is not and determine the UIR to which the vacuum state belongs. We summarize our results in Sec. VI. In Appendix A we review free quantum scalar field theory with a stationary vacuum state in general static spacetime. In Appendix B we show that the radial component of the Klein-Gordon operator is unbounded from below if the mass $M^2$ is less than $-1/4$. In Appendix C we present some technical details about the closure of the spatial Klein-Gordon operator. In Appendix D we discuss the relation between the two descriptions of self-adjoint extensions of the spatial Klein-Gordon operator, one in terms of eigenfunctions with imaginary eigenvalues and the other in terms of boundary conditions. In Appendix E we present a simple example of boundary conditions which lead to negative eigenvalues of the spatial Klein-Gordon operator.

II. TWO-DIMENSIONAL ANTI-DE SITTER SPACE

Two-dimensional anti-de Sitter space is the hyperboloid embedded in three-dimensional flat space with two timelike coordinates $x^0$, $x^1$ and one spacelike coordinate $x^2$ given by the equation

$$\left( x^0 \right)^2 + \left( x^1 \right)^2 - \left( x^2 \right)^2 = 1. \tag{1}$$
We choose the local coordinates, $\rho \in (-\pi/2, \pi/2)$ and $t \in (-\pi, \pi]$, as
\begin{align*}
x^0 &= \sec \rho \cos t, \\
x^1 &= \sec \rho \sin t, \\
x^2 &= \tan \rho.
\end{align*}
(2a)\hspace{1cm}(2b)\hspace{1cm}(2c)

The metric for this spacetime in coordinates given by Eq. (2) is
\[ ds^2 = g_{ij} dx^i dx^j = \sec^2 \rho \left( -dt^2 + d\rho^2 \right), \]
(3)

which is conformally flat. By comparing this metric with the general static metric \((A1)\), we have
\[ N = \sqrt{g_{\rho \rho}} = \sec \rho. \] The universal covering space of anti-de Sitter space is the spacetime with this metric with $t \in \mathbb{R}$. This universal covering space\(^{17}\) is denoted by AdS\(_2\) throughout this paper. The metric (3) makes it clear that the light-ray from the conformal boundary $\rho = \pi/2$ travels to $\rho = 0$ in a finite coordinate time $\Delta t = \pi/2$. Thus, indeed this spacetime is not globally hyperbolic.

The Killing vector fields in these coordinates are linear combinations of
\begin{align*}
\Lambda_0 &= \partial_t, \\
\Lambda_1 &= \cos \rho \sin t \partial_\rho + \sin \rho \cos t \partial_t, \\
\Lambda_2 &= \cos \rho \cos t \partial_\rho - \sin \rho \sin t \partial_t.
\end{align*}
(4a)\hspace{1cm}(4b)\hspace{1cm}(4c)

These Killing vectors satisfy the $\mathfrak{sl}(2, \mathbb{R})$ commutation relations:
\[ [\Lambda_0, \Lambda_1] = \Lambda_2, \quad [\Lambda_0, \Lambda_2] = -\Lambda_1, \quad [\Lambda_1, \Lambda_2] = -\Lambda_0. \]
(5)

The Laplace-Beltrami operator for the metric (3) reads
\[ \square = -\frac{1}{N^2} \partial_t^2 + \frac{1}{\sqrt{g}} \partial_\rho \sqrt{g} g^{\rho \rho} \partial_\rho, \]
\[ = \sec^2 \rho \left( -\partial_t^2 + \partial_\rho^2 \right), \]
(6)

and it is easy to verify that the quadratic Casimir operator of $\mathfrak{sl}(2, \mathbb{R})$ is
\[ Q := -\Lambda_0^2 + \Lambda_1^2 + \Lambda_2^2, \]
\[ = \square. \]
(7)

### III. UNITARY IRREDUCIBLE REPRESENTATIONS OF $\widetilde{\text{SL}}(2, \mathbb{R})$

In this section we identify the isometry group of AdS\(_2\) via the algebra generated by the Killing vector fields given by Eq. (4). We adopt a notation similar to that of Kitaev.\(^{13}\) The raising and lowering operators, $L_+$ and $L_-$, and the operator $L_0$ are defined by
\begin{align*}
L_\pm &= \Lambda_1 \pm i \Lambda_2, \\
L_0 &= i \Lambda_0.
\end{align*}
(8a)\hspace{1cm}(8b)

They satisfy the following commutation relations:
\[ [L_0, L_+] = L_+, \quad [L_0, L_-] = -L_-, \quad [L_+, L_-] = 2L_0. \]
(9)

The group $\widetilde{\text{SL}}(2, \mathbb{R})$ is the unique simply connected group obtained by the exponential map of this Lie algebra. We note, in particular, that the one-dimensional subgroup generated by $L_0$ has the topology of $\mathbb{R}$ rather than a circle. The quadratic Casimir operator of $\mathfrak{sl}(2, \mathbb{R})$ in the basis given by Eq. (8) is
\[ Q = L_0^2 + \frac{1}{2} (L_+ L_- + L_- L_+) \]
(10)
Now we describe the UIRs of $\tilde{\text{SL}}(2, \mathbb{R})$. By Schur’s lemma, the quadratic Casimir operator is constant over an irreducible representation. Let $q := \lambda(\lambda - 1)$ be the eigenvalue of the Casimir operator $Q$ in a given representation. If this representation is unitary, then the operators $A_i$, $i = 0, 1, 2$, are skew-symmetric, i.e., anti-Hermitian, with respect to the inner product and, hence, the eigenvalue $q$ is real. This allows us to restrict the values of $\lambda$ as

$$\lambda \in \frac{1}{2} + i\mathbb{R}^+ \quad \text{or} \quad \lambda \in \mathbb{R} \quad \text{and} \quad \lambda \geq \frac{1}{2},$$

for which we have $q < -1/4$ and $q \geq -1/4$, respectively. We have taken into account the fact that $q$ is invariant under the transformation $\lambda \mapsto 1 - \lambda$ in restricting the values for $\lambda$ in Eq. (11).

The group $\tilde{\text{SL}}(2, \mathbb{R})$ has a center $Z = \{\exp(2\pi n\Lambda_0)|n \in \mathbb{Z}\}$ generated by the element $\exp(2\pi \Lambda_0)$. The eigenvalue $e^{-2\pi q\mu}$ of this generator is also constant over a UIR by Schur’s lemma. Let $\phi_\omega$ be an eigenvector of $L_0 = i\Lambda_0$ with eigenvalue $\omega$ in a UIR with the eigenvalue of $\exp(2\pi \Lambda_0)$ being $e^{-2\pi q\mu}$. Then, $\omega = \mu + k$ with $k \in \mathbb{Z}$. Now, one finds from the commutation relations (9) that $L_0 L_{\pm} \phi_\omega = (\omega \mp 1)L_{\pm} \phi_\omega$. We also find from Eqs. (9) and (10) that

$$(L_+ \phi_\omega, L_- \phi_\omega) = -(\phi_\omega, L_+ L_- \phi_\omega) = -q + \omega^2 - \omega,$$

because $L_{\pm} = -L_{\mp}$ by Eq. (8). If the representation is unitary, then the right-hand side of Eq. (12) must be non-negative. Recalling $\omega = \mu + k$, $k \in \mathbb{Z}$ and $q = \lambda(\lambda - 1)$, we can write this requirement as

$$(k + \mu - \lambda)(k + \mu + \lambda - 1) \geq 0,$$

$$(k + \mu + \lambda)(k + \mu - \lambda + 1) \geq 0,$$

for the value of $k$ for every eigenvector $\phi_\omega$ in the given representation. Notice that Eq. (13b) is obtained from Eq. (13a) by letting $(k, \mu) \mapsto (-k, -\mu)$.

The non-trivial UIRs are labeled by $(\lambda, \mu)$. Some of them are found by requiring that Eqs. (13) are satisfied by all $k \in \mathbb{Z}$ whereas others are found by requiring that both Eqs. (13a) and (13b) are satisfied for $k \in \mathbb{N}$ and that the equality in Eq. (13a) is satisfied by $k = 0$, or that Eqs. (13a) and (13b) are satisfied for $-k \in \mathbb{N}$ and that the equality in Eq. (13b) is satisfied by $k = 0$. In this manner, we exhaust all non-trivial UIRs up to isomorphisms:

1. **Discrete series representations**: $\mathcal{D}_\pm^\lambda$ for $\lambda > 1/2$, with $\mu = \pm \lambda$, and $\omega = \pm(\lambda + k)$, respectively, where $k \in \mathbb{N} \cup \{0\}$; $\mathcal{D}_-^\lambda$ for $1/2 < \lambda < 1$, with $\mu = \pm(1 - \lambda)$ and $\omega = \pm(1 - \lambda + k)$, respectively, where $k \in \mathbb{N} \cup \{0\}$. The Casimir eigenvalue satisfies $q > -1/4$.

2. **Principal series representations**: $\mathcal{P}_s^\mu$ for $\lambda = 1/2 + is$, with $s \in \mathbb{R}^+, -1/2 < \mu \leq 1/2$, and $\omega = \mu + k$, where $k \in \mathbb{Z}$. The Casimir eigenvalue satisfies $q < -1/4$.

3. **Complementary series representations**: $\mathcal{C}_s^\mu$ for $0 < \lambda < 1/2$, with $|\mu| < \lambda$, and $\omega = \mu + k$, where $k \in \mathbb{Z}$. The Casimir eigenvalue satisfies $-1/4 < q < 0$.

4. **Mock-discrete series representations**: $\mathcal{D}_{1/2}^\mu$ for $\mu = \lambda = 1/2$, and $\omega = \pm(1/2 + k)$, respectively, with $k \in \mathbb{N} \cup \{0\}$. The Casimir eigenvalue is $q = -1/4$.

**IV. SCALAR FIELD THEORY IN AdS$_2$**

We now analyze a scalar field obeying the Klein-Gordon equation in the AdS$_2$ background, i.e. $(\square - M^2)\phi(t, \rho) = 0$, which in local coordinates given by Eq. (2) reads

$$\cos^2 \rho \left[ -\frac{\partial^2}{\partial t^2} + \frac{\partial^2}{\partial \rho^2} - \frac{\lambda(\lambda - 1)}{\cos^2 \rho} \right] \phi(t, \rho) = 0.$$
Here we have let $M^2 = \lambda(\lambda - 1)$ so that it is identified with the Casimir eigenvalue $\rho$ from Sec. II. Given two solutions, $\phi^{(1)}(t, \rho)$ and $\phi^{(2)}(t, \rho)$, to this equation, the following inner product, the Klein-Gordon inner product, is time-independent:

$$\langle \phi^{(1)}, \phi^{(2)} \rangle_{\text{KG}} := i \int_{-\pi/2}^{\pi/2} \left[ \overline{\phi^{(1)}(t, \rho)} \frac{\partial \phi^{(2)}(t, \rho)}{\partial t} - \frac{\partial \overline{\phi^{(1)}(t, \rho)}}{\partial t} \phi^{(2)}(t, \rho) \right] d\rho.$$  \hspace{1cm} (15)

We first describe the solutions to Eq. (14) of the form

$$\phi(t, \rho) = \Psi_\omega(\rho) e^{-i\omega t}, \quad \omega > 0.$$ \hspace{1cm} (16)

The spatial component satisfies

$$A \Psi_\omega(\rho) = \omega^2 \Psi_\omega(\rho),$$ \hspace{1cm} (17)

where we have defined the differential operator

$$A := -\frac{d^2}{d\rho^2} + \frac{\lambda(\lambda - 1)}{\cos^2 \rho}.$$ \hspace{1cm} (18)

Two independent solutions of Eq. (17) are given in terms of the Gaussian hypergeometric functions\(^18\) and read

$$\Psi^{(1)}_\omega(\rho) = (\cos \rho)^\lambda F\left(\frac{\lambda + \omega}{2}, \frac{\lambda - \omega}{2}; \frac{1}{2}; \sin^2 \rho\right),$$ \hspace{1cm} (19a)

$$\Psi^{(2)}_\omega(\rho) = \sin \rho (\cos \rho)^\lambda F\left(\frac{1+\lambda + \omega}{2}, \frac{1+\lambda - \omega}{2}; \frac{3}{2}; \sin^2 \rho\right).$$ \hspace{1cm} (19b)

(Strictly speaking, the operator $A$ in Eq. (17) should be $A^\dag$. See below.)

As shown in Appendix A, the relevant inner product for these solutions is

$$\langle \Psi_1, \Psi_2 \rangle := \int_{-\pi/2}^{\pi/2} \overline{\Psi_1(\rho)} \Psi_2(\rho) d\rho.$$ \hspace{1cm} (20)

(Let $N = \sqrt{\gamma} = \sec \rho$ in Eq. (A11).) Thus, we are led to study the properties of the operator $A$ defined by Eq. (18) with this inner product. The operator $A$ in Eq. (18) is symmetric, i.e.

$$\langle \Psi_1, A \Psi_2 \rangle = \langle A \Psi_1, \Psi_2 \rangle,$$ \hspace{1cm} (21)

on the domain\(^4,19\) $\text{Dom}(A) = C^\infty_\rho(-\pi/2, \pi/2)$, i.e. the set of compactly supported smooth functions with support away from the boundaries. We note that Dom($A$) is dense in $L^2[-\pi/2, \pi/2]$, i.e. that any function in the latter can be approximated by functions in Dom($A$) “arbitrarily well”. The adjoint $A^\dag$ of the operator $A$ is defined as follows.\(^30\) If there is a function $\psi \in L^2[-\pi/2, \pi/2]$ such that $\langle \psi, A \Phi \rangle = \langle \psi, \Phi \rangle$ for all $\Phi \in C^\infty_\rho(-\pi/2, \pi/2)$, then $\Psi \in \text{Dom}(A^\dag) \subseteq L^2[-\pi/2, \pi/2]$ and $A^\dag \Psi = \psi$. The set $\text{Dom}(A^\dag)$ is the domain of $A^\dag$. Thus, if $\Psi \in \text{Dom}(A^\dag)$, then

$$\langle \Psi, A^\dag \Phi \rangle = \langle A^\dag \Psi, \Phi \rangle,$$ \hspace{1cm} (22)

for all $\Phi \in \text{Dom}(A) = C^\infty_\rho(-\pi/2, \pi/2)$. It is known that, if $\Psi \in \text{Dom}(A^\dag)$, then the derivative $\Psi'$ exists in $(-\pi/2, \pi/2)$ and is absolutely continuous.\(^19\) An important consequence of this fact is that the operator $A^\dag$ is the same differential operator as $A$ on $\Psi \in \text{Dom}(A^\dag)$ except on a measure-zero set, where $\Psi$ may not be twice differentiable, and that, if $\Psi_1, \Psi_2 \in \text{Dom}(A^\dag)$, then the following equality from integration by parts holds:

$$\langle A^\dag \Psi_1, \Psi_2 \rangle - \langle \Psi_1, A^\dag \Psi_2 \rangle = \left[ \Psi_1(\rho) \frac{d\Psi_2(\rho)}{d\rho} - \frac{d\Psi_1(\rho)}{d\rho} \Psi_2(\rho) \right]_{\rho \to -\pi/2}^{\rho \to \pi/2}.$$ \hspace{1cm} (23)
We note also that $A^\dagger \Psi = A\Psi$ if $\Psi \in \text{Dom}(A) = C_c^\infty(-\pi/2, \pi/2)$.

An operator $\Omega \in L^2[-\pi/2, \pi/2]$ is self-adjoint if $\text{Dom}(\Omega) = \text{Dom}(\Omega^\dagger)$ and if it is symmetric on this domain, i.e.

$$\langle \Psi_1, \Omega \Psi_2 \rangle = \langle \Omega \Psi_1, \Psi_2 \rangle,$$

for all $\Psi_1, \Psi_2 \in \text{Dom}(\Omega)$. The operator $A$ is not self-adjoint because $\text{Dom}(A) \neq \text{Dom}(A^\dagger)$, the latter being larger.\(^{19,21}\) To define a quantum theory of this scalar field as described in Appendix A we need to find a self-adjoint operator $A_U$ with its domain satisfying $\text{Dom}(A) \subseteq \text{Dom}(A_U) \subseteq \text{Dom}(A^\dagger)$, such that $A_U \Psi = A^\dagger \Psi$ if $\Psi \in \text{Dom}(A_U)$. If this is the case, then the operator $A_U$ is said to be a self-adjoint extension of $A$. Given a self-adjoint operator $A_U$ with positive spectrum, one can define a quantum theory with a stationary vacuum state for this scalar field.

The operator $A$ is positive for $\lambda \in \mathbb{R}$ because

$$A = \left( -\frac{d}{d\rho} + \lambda \tan \rho \right) \left( \frac{d}{d\rho} + \lambda \tan \rho \right) + \lambda^2.$$

It is shown in Appendix B that the operator $A$ is unbounded from below if $M^2 = \lambda(\lambda - 1) < -1/4$, i.e., if $\lambda$ is imaginary. (The method for the proof is similar to the higher-dimensional case.\(^4\)) For this reason, we assume that $M^2 \geq -1/4$ and, hence, that $\lambda \in \mathbb{R}$ and $\lambda \geq 1/2$ from now on.

To find self-adjoint extensions of the operator $A$ we need to analyze the behavior of the solutions (19) at the boundaries $\rho = \pm \pi/2$. We first find for which values of $\lambda$ we have square-integrable solutions to Eq. (17) by examining the asymptotic behavior of these solutions at the boundaries. It turns out that it is convenient to analyze them in the following three cases separately:

(i) $\lambda > 3/2$ with $\lambda \neq k + 1/2$ for any $k \in \mathbb{N}$;

(ii) $\lambda = 1/2$ and $\lambda = k + 1/2$ for $k \in \mathbb{N}$;

(iii) $1/2 < \lambda < 3/2$.

For the cases (i) and (iii), we use the following transformation formulas for the hypergeometric function\(^{18}\), which are valid for $\lambda \neq k + 1/2$, $k \in \mathbb{Z}$:

$$
\Psi^{(1)}_\omega(\rho) = (\cos \rho)^\lambda A_1(\omega) F\left( \frac{\lambda + \omega}{2}, \frac{\lambda - \omega}{2}, \frac{1}{2} + \lambda; \cos^2 \rho \right),
+ (\cos \rho)^{1-\lambda} B_1(\omega) F\left( \frac{1 - \lambda + \omega}{2}, \frac{1 - \lambda - \omega}{2}, \frac{3}{2} - \lambda; \cos^2 \rho \right),
$$

$$
\Psi^{(2)}_\omega(\rho) = \sin \rho \left[(\cos \rho)^\lambda A_2(\omega) F\left( \frac{1 + \lambda + \omega}{2}, \frac{1 + \lambda - \omega}{2}, \frac{1}{2} + \lambda; \cos^2 \rho \right),
+ (\cos \rho)^{1-\lambda} B_2(\omega) F\left( \frac{2 - \lambda + \omega}{2}, \frac{2 - \lambda - \omega}{2}, \frac{3}{2} - \lambda; \cos^2 \rho \right)\right],
$$

where

$$
A_1(\omega) := \frac{\Gamma\left(\frac{\omega}{2}\right)\Gamma\left(\frac{1 - \lambda}{2}\right)}{\Gamma\left(\frac{\omega - \lambda}{2}\right)\Gamma\left(\frac{1 + \lambda}{2}\right)}, \quad B_1(\omega) := \frac{\Gamma\left(\frac{\omega}{2}\right)\Gamma\left(\frac{\lambda - \frac{1}{2}}{2}\right)}{\Gamma\left(\frac{\omega + \lambda}{2}\right)\Gamma\left(\frac{\lambda + \frac{1}{2}}{2}\right)},
$$

$$
A_2(\omega) := \frac{\Gamma\left(\frac{\omega}{2}\right)\Gamma\left(\frac{\lambda - \frac{1}{2}}{2}\right)}{\Gamma\left(\frac{\omega - \lambda}{2}\right)\Gamma\left(\frac{\lambda + \frac{1}{2}}{2}\right)}, \quad B_2(\omega) := \frac{\Gamma\left(\frac{\omega}{2}\right)\Gamma\left(\frac{\lambda - \frac{1}{2}}{2}\right)}{\Gamma\left(\frac{\omega + \lambda}{2}\right)\Gamma\left(\frac{\lambda + \frac{1}{2}}{2}\right)}.
$$

We define the variable $\bar{\rho} := \pi/2 - |\rho|$. Near the spatial boundaries, $\rho \to \pm \pi/2$, we have $\bar{\rho} \to 0$, and $\cos \rho \approx \bar{\rho}$. Since $F(a, b; c; x) = 1 + O(x)$ for $|x| \ll 1$, the behavior of the general
solution \( \Psi(\rho) = C_1 \Psi^{(1)}(\rho) + C_2 \Psi^{(2)}(\rho) \), with \( C_1, C_2 \subset \mathbb{C} \), of Eq. (17) for the cases (i) and (iii) is given by
\[
\Psi(\rho) \sim \tilde{p}^\lambda (C_1 A_1(\omega) \pm C_2 A_2(\omega) + O(\tilde{p}^2)) + \tilde{p}^{1-\lambda} (C_1 B_1(\omega) \pm C_2 B_2(\omega) + O(\tilde{p}^2)).
\]  
(28)

For the solutions with \( \lambda = k + 1/2 \) in case (ii) the transformation formulas given by Eqs. (26) and (27) are ill-defined. For this case the following transformation formulas are used instead\(^2\)
\[
\Psi^{(1)}(\rho) = H_1(\omega)(\cos \rho)^{k+\frac{1}{2}} \sum_{j=0}^{\infty} \frac{C}{j!(j+k)!} (\cos \rho)^{2j} (\ln(\cos^2 \rho) + h_1(j)),
\]
\[
+ B_1(\omega)(\cos \rho)^{-k+\frac{1}{2}} \sum_{j=0}^{k-1} \frac{C}{j!(1-k)_j} (\cos \rho)^{2j},
\]  
(29a)

\[
\Psi^{(2)}(\rho) = H_2(\omega) \sin \rho(\cos \rho)^{k+\frac{1}{2}} \sum_{j=0}^{\infty} \frac{C}{j!(j+k)!} (\cos \rho)^{2j} (\ln(\cos^2 \rho) + h_2(j)),
\]
\[
+ B_2(\omega) \sin \rho(\cos \rho)^{-k+\frac{1}{2}} \sum_{j=0}^{k-1} \frac{C}{j!(1-k)_j} (\cos \rho)^{2j},
\]  
(29b)

where we have defined
\[
H_1(\omega) = \frac{(-1)^{k+1} \Gamma(1/2)}{\Gamma(-\frac{k+\omega}{2} + \frac{1}{4}) \Gamma(-\frac{k-\omega}{2} + \frac{3}{4})}, \quad B_1(\omega) = \frac{\Gamma(k) \Gamma(1/2)}{\Gamma(-\frac{k+\omega}{2} + \frac{1}{4}) \Gamma(-\frac{k-\omega}{2} + \frac{3}{4})},
\]
\[
H_2(\omega) = \frac{(-1)^{k+1} \Gamma(3/2)}{\Gamma(-\frac{k+\omega}{2} + \frac{3}{4}) \Gamma(-\frac{k-\omega}{2} + \frac{1}{4})}, \quad B_2(\omega) = \frac{\Gamma(k) \Gamma(3/2)}{\Gamma(-\frac{k+\omega}{2} + \frac{3}{4}) \Gamma(-\frac{k-\omega}{2} + \frac{1}{4})},
\]  
(30)

and the constants \( h_1(j) \) and \( h_2(j) \) are given by
\[
h_1(j) = \psi(k + \omega/2 + 1/4 + j) + \psi(k - \omega/2 + 1/4 + j) - \psi(j+1) - \psi(j+k+1), \quad (31a)
\]
\[
h_2(j) = \psi(k + \omega/2 + 3/4 + j) + \psi(k - \omega/2 + 3/4 + j) - \psi(j+1) - \psi(j+k+1), \quad (31b)
\]

and \( \psi(x) \) is the digamma function. Note first that the leading behavior of these functions is the same as in case (i) if \( k \geq 1 (\lambda \geq 3/2) \). For \( k = 0 (\lambda = 1/2) \) the leading behavior for \( \Psi(\rho) = C_1 \Psi^{(1)}(\rho) + C_2 \Psi^{(2)}(\rho) \) is found as
\[
\Psi(\rho) \sim \tilde{p}^\lambda \left[ \ln(\tilde{p}^2)(C_1 H_1(\omega) \pm C_2 H_2(\omega)) + C_1 H_1(\omega) h_1(0) \pm C_2 H_2(\omega) h_2(0) \right] + O(\tilde{p}^{\lambda+2} \ln(\tilde{p}^2)).
\]  
(32)

Using Eqs. (28) and (32) we can determine when we have square-integrable solutions for each value of \( \lambda \) in cases (i)–(iii) as follows.

(i) For this case we have \( 2 \lambda > 3 \). Hence, the first term in Eq. (28) is square integrable. However, because \( 2 - 2 \lambda < -1 \), the second term is not square integrable unless it vanishes. Hence, the solution \( \Psi(\rho) \) is square integrable if and only if \( C_1 B_1(\omega) \pm C_2 B_2(\omega) = 0 \). This can be achieved for both \( \rho = \pm \pi/2 \) if and only if \( B_1(\omega) = 0 \) and \( C_2 = 0 \), or \( B_2(\omega) = 0 \) and \( C_1 = 0 \). From Eq. (27) we find that the conditions \( B_1(\omega) = 0 \) and \( C_2 = 0 \) give the even solution \( \Psi^{(1)}(\rho) \) with \( \omega = \lambda + 2 \ell, \ell \in \mathbb{N} \cup \{0\} \) while the conditions \( B_2(\omega) = 0 \) and \( C_1 = 0 \) give the odd solution \( \Psi^{(2)}(\rho) \) with \( \omega = \lambda + 2 \ell + 1 \),
$\ell \in \mathbb{N} \cup \{0\}$. These two cases can be combined to give the positive-frequency functions as

$$\phi^I_n(t, \rho) = N^I_n(\cos \rho)^\lambda P^\lambda_n(\lambda - 1/2, \lambda - 1/2)(\sin \rho)e^{-i\omega^I_n t}, \quad \omega^I = \lambda + n. \quad (33)$$

where $P^{(a,b)}_n(x)$, $n \in \mathbb{N} \cup \{0\}$, are the Jacobi polynomials defined by

$$P^{(a,b)}_n(x) := \frac{\Gamma(n + a + 1)}{n!\Gamma(a + 1)} F\left(n + a + b + 1, -n; a + 1; \frac{1 - x}{2}\right), \quad (34)$$

and $N^I_n$ are normalization constants such that the mode functions $\phi^I_n(t, \rho)$ are normalized by the Klein-Gordon inner product (15),

$$\langle \phi^I_{m}, \phi^I_{n} \rangle_{KG} = 2\omega_n \langle \Psi^I_{m}, \Psi^I_{n} \rangle = \delta_{mn}, \quad (35)$$

if we write $\phi^I_{n}(t, \rho) = \Psi^I_{n}(\rho)e^{-i\omega^I_n t}$. These constants are found by using the standard normalization integral for the Jacobi polynomials (see e.g., Eq. 7.391 of Gradshteyn and Ryzhik).

$$\iint_{-1}^1 (1 - x)^a(1 + x)^b P^{(a,b)}_n(x)P^{(a,b)}_m(x) dx = \frac{2^{a+b+1}\Gamma(a + n + 1)\Gamma(b + n + 1)}{n!(a + b + 1 + 2n)\Gamma(a + b + n + 1)} \delta_{nm}, \quad a, b > -1. \quad (36)$$

as

$$N^I_n = \frac{\sqrt{n!\Gamma(2\lambda + n)}}{2\lambda \Gamma(\lambda + n + 1/2)}. \quad (37)$$

(ii) As we stated before, if $k \geq 1$, then the leading terms for $\rho \to \pm \pi/2$ are identical with those in case (i). Hence the only square-integrable functions (up to a normalization factor) are again given by $\Psi^{(i)}_n(\rho)$ with $\omega = \lambda + 2\ell$, $\ell \in \mathbb{N} \cup \{0\}$, in Eq. (29a) and $\Psi^{(2)}_n(\rho)$ with $\omega = \lambda + 2\ell + 1$, $\ell \in \mathbb{N} \cup \{0\}$ in Eq. (29b), where $\lambda = k + 1/2$. Equations (29a) and (29b) are ill-defined for these values of $\omega$ as they stand, but by observing that, for $j \leq \ell$,

$$\lim_{\omega \to \lambda + 2\ell} H_1(\omega) h_1(j) = \frac{(-1)^{\ell+1}\Gamma(1/2)\Gamma(1 + k + \ell)}{\Gamma(\ell + 3/2)}, \quad (38a)$$

$$\lim_{\omega \to \lambda + 2\ell + 1} H_2(\omega) h_2(j) = \frac{(-1)^{\ell+1}\Gamma(3/2)\Gamma(1 + k + \ell)}{\Gamma(\ell + 3/2)}, \quad (38b)$$

with these limits vanishing if $j \geq \ell + 1$, we find that $\Psi^{(1)}_n(\rho)$ and $\Psi^{(2)}_n(\rho)$ behave like $(\cos \rho)^\lambda$ as $\rho \to \pm \pi/2$ for $\omega = \lambda + 2\ell$ and $\omega = \lambda + 2\ell + 1$, respectively. Thus, also in these cases, the Klein-Gordon normalized positive-frequency mode functions are given by Eq. (33). For the case $\lambda = 1/2$, the function $\Psi(\rho)$ in Eq. (32) is square integrable for all $C_1$, $C_2$ and $\omega$. To treat this case we need to analyze the boundary conditions which give self-adjoint extensions of the operator $A$ given by Eq. (18). This analysis will be given in Sec. IV C.

(iii) Here, we have $-1 < 2 - 2\lambda < 1$, so the function $\Psi(\rho)$ in Eq. (28) is square integrable for all values of $C_1$, $C_2$ and $\omega$. Therefore, we need to determine the boundary conditions which give self-adjoint extensions of the operator $A$. This task will be carried out in Sec. IV C.

In this section we have seen that the leading behavior of the solutions to the eigenvalue equation for the adjoint $A^I$ is uniquely determined if $\lambda \geq 3/2$. In these cases, the adjoint $A^I$ turns out to be self-adjoint, as we discuss below. On the other hand, for $1/2 \leq \lambda < 3/2$ all solutions are square integrable. In these cases we need to find suitable boundary conditions at $\rho = \pm \pi/2$ which give self-adjoint extensions of the operator $A$ in Eq. (18). This task will be carried out next.
A. Self-adjoint extensions of the operator \( A \)

Now we discuss the self-adjoint extensions of the operator \( A \) defined in Eq. (18) on the domain \( \text{Dom}(A) = C_0^\infty(−\pi/2, \pi/2) \). The theory of self-adjoint extensions is due to Weyl\(^{15}\) and von Neumann,\(^{16}\) and a detailed summary of the general theory which we will briefly outline, can be found in the standard literature.\(^{19,23}\)

We start by finding the deficiency subspaces of the symmetric operator \( A \), which are defined as the linear span of the (normalizable) solutions to the equations

\[
A^\dagger \Phi_{\pm}(\rho) = \pm 2i \Phi_{\pm}(\rho) .
\]

(The eigenvalues \( \pm 2i \) may be replaced by any number \( z \in \mathbb{C} \setminus \mathbb{R} \) and its complex conjugate \( \overline{z} \).) In other words, the positive and negative deficiency subspaces are given by

\[
\mathcal{K}_{\pm} := \ker(A^\dagger \mp 2iI) ,
\]

where, \( I \) is the identity operator. The dimensions of the subspaces \( \mathcal{K}_{\pm} \), denoted by \( n_{\pm} \), are called the deficiency indices.

An operator \( \Omega \) is said to be closed if the graph of \( \Omega \), which is the set consisting of \( \langle \Psi, \Omega \Psi \rangle \in L^2[−\pi/2, \pi/2] \times L^2[−\pi/2, \pi/2] \) with \( \Psi \in \text{Dom}(\Omega) \), is a closed set. The smallest closed extension of an operator is called its closure. It is known that a densely-defined symmetric operator, such as the operator \( A \), has a closure, \( \bar{A} = (A^\dagger)^\dagger \) (see, e.g., Reed and Simon\(^{20}\)). The domain of the adjoint \( A^\dagger \) is\(^{20}\)

\[
\text{Dom}(A^\dagger) = \text{Dom}(\bar{A}) \oplus \mathcal{K}_+ \oplus \mathcal{K}_- .
\]

Suppose that \( n_{\pm} \) are finite and \( n_+ = n_- \). Then, a self-adjoint extension \( A_U \) of \( A \) is a restriction of \( A^\dagger \) to a domain of the form\(^{19,23}\)

\[
\text{Dom}(A_U) = \text{Dom}(\bar{A}) \oplus \mathcal{F} ,
\]

where \( \mathcal{F} \) is an \( n_{\pm} \)-dimensional subspace of \( \mathcal{K}_+ \oplus \mathcal{K}_- \) such that \( \langle A^\dagger \Psi_1, \Psi_2 \rangle = \langle \Psi_1, A^\dagger \Psi_2 \rangle \) if \( \Psi_1, \Psi_2 \in \text{Dom}(A_U) \). If \( n_+ \neq n_- \), then there are no self-adjoint extensions of \( A \).

We first determine the deficiency indices by finding normalizable solutions of Eq. (39). Notice that this equation is Eq. (17) with \( \omega^2 = \pm 2i \). Thus, each equation has two linearly independent solutions. The solutions in \( \mathcal{K}_+ \), if they are square integrable, are given by Eq. (19) with \( \omega = 1 + i \) as

\[
\Phi^{(1)}(\rho) = c_1 (\cos \rho)^{\lambda} F\left(\frac{\lambda + 1 + i}{2}, \frac{\lambda - 1 - i}{2}; \frac{1}{2}; 2i \sin^2 \rho\right) ,
\]

\[
\Phi^{(2)}(\rho) = c_2 \sin \rho (\cos \rho)^{\lambda} F\left(\frac{\lambda + 2 + i}{2}, \frac{\lambda - i}{2}; \frac{3}{2}; 2 \sin^2 \rho\right) ,
\]

where the normalization constants \( c_j \in \mathbb{R} \), \( j = 1, 2 \), are chosen so that

\[
\langle \Phi^{(1)}, \Phi^{(1)} \rangle = \langle \Phi^{(2)}, \Phi^{(2)} \rangle = 1 .
\]

Note that \( \langle \Phi^{(1)}, \Phi^{(2)} \rangle = 0 \) because \( \Phi^{(1)} \) and \( \Phi^{(2)} \) are even and odd functions, respectively. We have \( \Phi^{(1)}, \Phi^{(2)} \in \mathcal{K}_+ \) and \( \Phi^{(1)}_{\dagger}, \Phi^{(2)}_{\dagger} \in \mathcal{K}_- \) if \( \Phi^{(1)} \) and \( \Phi^{(2)} \) are square integrable.

From the analysis preceding the solutions given by Eq. (33), we know that if \( \lambda \geq 3/2 \), then Eq. (17) has square-integrable solutions only if \( \omega = \omega^+_n = \lambda + n \), with \( n \in \mathbb{N} \cup \{0\} \). This means that there are no square-integrable solutions to Eq. (39) for \( \omega = 1 \pm i \). Then it follows that the spaces \( \mathcal{K}_{\pm} \) defined by Eq. (40) are both zero-dimensional, i.e. \( n_{\pm} = 0 \), and so there is only one self-adjoint extension for \( A \), namely, its closure \( \bar{A} = A^\dagger \). In this case the spectrum of \( \bar{A} \) is discrete. That is, the eigenfunctions \( \Psi_{n}^\dagger \) form an orthonormal basis for \( L^2[−\pi/2, \pi/2] \). Note also that the eigenvalues \( (\omega_n^+)^2 \) are all positive. Thus, the
quantum field theory and the vacuum state can be constructed using the mode functions \( \phi_k(t, \rho) \) following the general procedure outlined in Appendix A.

For the cases \( 1/2 \leq \lambda < 3/2 \) both solutions in Eq. (43) are square integrable and, hence, in \( \text{Dom}(A^1) \). This follows from the fact that these functions have the same asymptotic behavior as that of Eq. (28) if \( 1/2 \leq \lambda < 3/2 \), and of Eq. (32) if \( \lambda = 1/2 \), which are both square integrable for any value of \( \omega \), in particular, for \( \omega = 1 \pm i \). Hence, we have \( n_+ = n_- = 2 \). Thus, the self-adjoint extensions of \( A \) are characterized by the subspaces \( \mathcal{J} \) of \( \mathcal{H}_+ \oplus \mathcal{H}_- \) on which the operator \( A^1 \) is symmetric.

Let \( \Phi^{(i)} = \Phi^{(i)}_+ + \Phi^{(i)}_- \), \( i = 1, 2 \), where \( \Phi^{(i)}_+ \in \mathcal{H}_+ \) and \( \Phi^{(i)}_- \in \mathcal{H}_- \). Then, the condition \( \langle \Phi^{(i)}, A^1 \Phi^{(j)} \rangle = \langle A^1 \Phi^{(i)}, \Phi^{(j)} \rangle \) implies \( \langle \Phi^{(1)}_+, \Phi^{(2)}_- \rangle = \langle \Phi^{(1)}_-, \Phi^{(2)}_+ \rangle \). Thus, if \( \Phi^{(i)}_+ \) is a smooth function \( \Psi \) satisfying \( \Psi(1) = 0 \) is square integrable and, hence, in \( \text{Dom}(A^1) \), then \( \Phi^{(i)}_+ = \Phi^{(i)}_- \), where \( U : \mathcal{H}_+ \rightarrow \mathcal{H}_- \) is a unitary map. Hence, the self-adjoint extensions are characterized by the following \( 2 \times 2 \) unitary map \( U \):

\[
U \Phi_+ := U \left( \begin{array}{c} \Phi^{(1)}_+ \\ \Phi^{(2)}_+ \end{array} \right) = \left( \begin{array}{cc} u_{11} \Phi^{(1)}_+ + u_{12} \Phi^{(2)}_+ & u_{21} \Phi^{(1)}_+ + u_{22} \Phi^{(2)}_+ \end{array} \right),
\]

(45)

where the \( 2 \times 2 \) matrix,

\[
U_M = \left( \begin{array}{cc} u_{11} & u_{12} \\ u_{21} & u_{22} \end{array} \right),
\]

(46)

is unitary. The domain of the self-adjoint extension \( A_U \) is given by

\[
\text{Dom}(A_U) := \{ \Phi + \Phi_+ + U \Phi_+ \mid \Phi \in \text{Dom}(\bar{A}), \Phi_+ \in \mathcal{H}_+ \},
\]

(47)

where the operator \( A_U \) acts on this domain as

\[
A_U(\Phi + \Phi_+ + U \Phi_+) = A^1 \Phi + 2i \Phi_+ - 2i U \Phi_+.
\]

(48)

Although Eqs. (45), (47) and (48) give all self-adjoint extensions of the operator \( A \), it will be more convenient to describe them in terms of boundary values of the functions in the domain of \( A_U \). Since the functions in the deficiency subspace \( \mathcal{H}_+ \oplus \mathcal{H}_- \) behave either like \( (\cos \rho)^{1-\lambda} \) or \( (\cos \rho)^{\lambda} \) for \( 1/2 < \lambda < 3/2 \) and either like \( (\cos \rho)^{1/2} \) or \( (\cos \rho)^{1/2} \ln(\cos^2 \rho) \) for \( \lambda = 1/2 \) as \( \rho \rightarrow \pm \pi/2 \), we define the following quantities in order to extract the boundary behavior of these functions:

\[
\tilde{\Psi}^{(\lambda)}(\rho) := (\cos \rho)^{\lambda-1} \Psi(\rho), \quad D\tilde{\Psi}^{(\lambda)}(\rho) := (\cos \rho)^{2-2\lambda} \frac{d}{d\rho} ((\cos \rho)^{\lambda-1} \Psi(\rho)),
\]

(49)

for the case \( 1/2 < \lambda < 3/2 \), and

\[
\tilde{\Psi}^{(1/2)}(\rho) := \frac{(\cos \rho)^{-1/2}}{\ln(\cos^2 \rho) - 1} \Psi(\rho), \quad D\tilde{\Psi}^{(1/2)}(\rho) := (\cos \rho)\ln(\cos^2 \rho) - 1^2 \frac{d}{d\rho} \left( \frac{(\cos \rho)^{-1/2}}{\ln(\cos^2 \rho) - 1} \Psi(\rho) \right),
\]

(50)

if \( \lambda = 1/2 \). At least one of the boundary values \( \tilde{\Psi}^{(\lambda)}(\pm \pi/2) \) and \( D\tilde{\Psi}^{(\lambda)}(\pm \pi/2) \) is non-zero for \( \Psi \in \mathcal{H}_+ \oplus \mathcal{H}_- \) (except for the null function), and they vanish if \( \Psi \in \text{Dom}(\bar{A}) \) as shown in Appendix C. Note also that for any given set of four values \( \tilde{\Psi}^{(\lambda)}(\pm \pi/2) \) and \( D\tilde{\Psi}^{(\lambda)}(\pm \pi/2) \), one can find a function \( \Psi \in \text{Dom}(A^1) \) which has these boundary values. (For example, for \( 1/2 < \lambda < 3/2 \) a smooth function \( \Psi \) satisfying \( \Psi(\rho) = (\cos \rho)^{1-\lambda} \) for \( \pi/4 \leq \rho < \pi/2 \) and \( \Psi(\rho) = 0 \) for \( -\pi/2 \leq \rho \leq 0 \) is in \( \text{Dom}(A^1) \) and has \( \tilde{\Psi}(\pi/2) = 1 \) and \( \tilde{\Psi}(\pi/2) = 0 \).) These facts imply that the four-dimensional vector \((\tilde{\Psi}^{(\lambda)}(\pi/2), D\tilde{\Psi}^{(\lambda)}(\pi/2), D\tilde{\Psi}^{(\lambda)}(-\pi/2), D\tilde{\Psi}^{(\lambda)}(-\pi/2)) \) uniquely determines a function \( \Psi \in \mathcal{H}_+ \oplus \mathcal{H}_- \). Thus, a self-adjoint extension of \( A \) can be characterized by a two-dimensional
subspace of the four-dimensional vector space consisting of these vectors which characterizes a subspace $\mathcal{S} \subset \mathcal{H} \oplus \mathcal{H}$, for which the operator $A^\dagger$ is symmetric. We now find such subspaces of this four-dimensional vector space.

For either $\lambda = 1/2$ or $1/2 < \lambda < 3/2$, if $\Psi_1, \Psi_2 \in \mathcal{H} \oplus \mathcal{H}$, we have from Eq. (23)

$$\langle A^\dagger \Psi_1, \Psi_2 \rangle - \langle \Psi_1, A^\dagger \Psi_2 \rangle = \tilde{\Psi}_1^{(\lambda)}(\pi/2)D\tilde{\Psi}_2^{(\lambda)}(\pi/2) - D\tilde{\Psi}_1^{(\lambda)}(\pi/2)\tilde{\Psi}_2^{(\lambda)}(\pi/2)$$

$$- \tilde{\Psi}_1^{(\lambda)}(-\pi/2)D\tilde{\Psi}_2^{(\lambda)}(-\pi/2) - D\tilde{\Psi}_1^{(\lambda)}(-\pi/2)\tilde{\Psi}_2^{(\lambda)}(-\pi/2).$$  \hspace{1cm} (51)

Thus, the condition $\langle A^\dagger \Psi_1, \Psi_2 \rangle - \langle \Psi_1, A^\dagger \Psi_2 \rangle = 0$ can be written as

$$\begin{pmatrix} D\tilde{\Psi}_1^{(\lambda)}(\pi/2) - i\tilde{\Psi}_1^{(\lambda)}(\pi/2) \\ D\tilde{\Psi}_1^{(\lambda)}(-\pi/2) + i\tilde{\Psi}_1^{(\lambda)}(-\pi/2) \end{pmatrix} = \mathcal{U} \begin{pmatrix} D\tilde{\Psi}_2^{(\lambda)}(\pi/2) + i\tilde{\Psi}_2^{(\lambda)}(\pi/2) \\ D\tilde{\Psi}_2^{(\lambda)}(-\pi/2) - i\tilde{\Psi}_2^{(\lambda)}(-\pi/2) \end{pmatrix},$$  \hspace{1cm} (53)

for all $\Psi \in \mathcal{S}$ for a fixed $2 \times 2$ unitary matrix $\mathcal{U}$. (This relation specifying the two-dimensional subspace $\mathcal{S} \subset \mathcal{H} \oplus \mathcal{H}$ is analogous to that for a free quantum particle in a box.\textsuperscript{[24]} The unitary matrices $\mathcal{U}$ above and $\mathcal{U}_M$ in Eq. (46) both characterize a subspace $\mathcal{S}$. We find a map $U_M \mapsto \mathcal{U}$ which identifies the unitary matrix $\mathcal{U}$ that specifies the same subspace $\mathcal{S}$ as the unitary matrix $U_M$ in Appendix D.

Note that the condition (53) can also be expressed as

$$\begin{pmatrix} D\tilde{\Psi}_1^{(\lambda)}(\pi/2) \\ D\tilde{\Psi}_1^{(\lambda)}(-\pi/2) \end{pmatrix} = i(\mathbb{I} + \mathcal{U}) \begin{pmatrix} \tilde{\Psi}_1^{(\lambda)}(\pi/2) \\ -\tilde{\Psi}_1^{(\lambda)}(-\pi/2) \end{pmatrix}.$$  \hspace{1cm} (54)

Thus, we have a family of self-adjoint operators $A_U$ parametrized by the four entries of the unitary matrix $\mathcal{U}$. (We emphasize that the operator $A_U$ is the same differential operator for all $\mathcal{U}$.) The quantities $\tilde{\Psi}_1^{(\pm)}(\pm \pi/2)$ and $D\tilde{\Psi}_1^{(\pm)}(\pm \pi/2)$ for the general eigenfunctions $C_1\Psi_1^{(\pm)}(\rho) + C_2\Psi_2^{(\pm)}(\rho)$, where $\Psi_1^{(\pm)}(\rho)$ and $\Psi_2^{(\pm)}(\rho)$ are given by Eq. (26), are linear in $C_1$ and $C_2$ with their coefficients being functions of the frequency $\omega$. Hence, Eq. (54) gives two equations linear in $C_1$ and $C_2$. The condition for the existence of non-trivial solutions for $C_1$ and $C_2$ gives the spectrum of $\omega^2$ for each unitary matrix $\mathcal{U}$. It is known that the spectrum of the self-adjoint extension of a second-order differential operator with deficiency indices $n_{\pm} = 2$ is discrete.\textsuperscript{[24,25]} Therefore, the eigenfunctions of the operator $A_U$ satisfying the boundary conditions (54) form a basis for the Hilbert space $L^2[-\pi/2, \pi/2]$. If all eigenvalues $\omega^2$ are positive, then one can follow the standard procedure to quantize this theory with a stationary vacuum state as outlined in Appendix A. We provide an example of boundary conditions with negative eigenvalues for $\omega^2$ in Appendix E.

Next, let us write the boundary conditions (54) in a more familiar form. First let us consider the case for which the matrix $\mathbb{I} - \mathcal{U}$ is regular. In this case the matrix $i(\mathbb{I} - \mathcal{U})^{-1}(\mathbb{I} + \mathcal{U})$ is Hermitian. Hence, Eq. (54) can be written as

$$D\tilde{\Psi}_1^{(\lambda)}(\pi/2) = \alpha \tilde{\Psi}_1^{(\lambda)}(\pi/2) - \beta \tilde{\Psi}_1^{(\lambda)}(-\pi/2),$$  \hspace{1cm} (55a)

$$D\tilde{\Psi}_1^{(\lambda)}(-\pi/2) = \gamma \tilde{\Psi}_1^{(\lambda)}(\pi/2) + \beta \tilde{\Psi}_1^{(\lambda)}(-\pi/2),$$  \hspace{1cm} (55b)
where $\alpha, \gamma \in \mathbb{R}$ and $\beta \in \mathbb{C}$. Notice that if $\mathcal{U}$ is a diagonal matrix, then $\beta = 0$ and Eq. (55) reduces to what can be called generalized Robin boundary conditions. A special case of Eq. (55) is given by $\alpha = \beta = \gamma = 0$ (corresponding to $\mathcal{U} = -\mathbb{I}$) as
\[
D\tilde{\Psi}^{(\lambda)}(\pi/2) = D\tilde{\Psi}^{(\lambda)}(-\pi/2) = 0,
\] (56)
which we call the generalized Neumann boundary condition. If $\mathbb{I} + \mathcal{U}$ is invertible, then the matrix $i(I + \mathcal{U})^{-1}(1 - \mathcal{U})$ is Hermitian, and Eq. (54) can be given as
\[
\tilde{\Psi}^{(\lambda)}(\pi/2) = a D\tilde{\Psi}^{(\lambda)}(\pi/2) - b D\tilde{\Psi}^{(\lambda)}(-\pi/2), \tag{57a}
\]
\[
\tilde{\Psi}^{(\lambda)}(-\pi/2) = \tilde{b} D\tilde{\Psi}^{(\lambda)}(\pi/2) + c D\tilde{\Psi}^{(\lambda)}(-\pi/2), \tag{57b}
\]
where $a, c \in \mathbb{R}$ and $b \in \mathbb{C}$. The special case with $a = b = c = 0$ (corresponding to $\mathcal{U} = \mathbb{I}$) is
\[
\tilde{\Psi}^{(\lambda)}(\pi/2) = \tilde{\Psi}^{(\lambda)}(-\pi/2) = 0, \tag{58}
\]
which we call the generalized Dirichlet boundary condition.

If the matrices $\mathbb{I} \pm \mathcal{U}$ are both singular, i.e. if the eigenvalues of $\mathcal{U}$ are $\pm 1$, then it is a Pauli spin matrix and can be parametrized as
\[
\mathcal{U} = \begin{pmatrix} \cos 2\theta & e^{i\varphi} \sin 2\theta \\ e^{-i\varphi} \sin 2\theta & -\cos 2\theta \end{pmatrix}, \tag{59}
\]
where $\theta, \varphi \in \mathbb{R}$. Then Eq. (54) reduces to
\[
\tilde{\Psi}^{(\lambda)}(\pi/2) \cos \theta = \tilde{\Psi}^{(\lambda)}(-\pi/2) e^{i\varphi} \sin \theta, \tag{60a}
\]
\[
D\tilde{\Psi}^{(\lambda)}(\pi/2) \sin \theta = D\tilde{\Psi}^{(\lambda)}(-\pi/2) e^{i\varphi} \cos \theta. \tag{60b}
\]
The special cases with $\theta = \pi/4$ gives what can be called the generalized automorphic boundary conditions. If we set $\varphi = 0$ as well, then we have the periodic boundary condition. The special case with $\theta = \pi/2$ reads
\[
\tilde{\Psi}^{(\lambda)}(\pi/2) = D\tilde{\Psi}^{(\lambda)}(-\pi/2) = 0, \tag{61}
\]
whereas the case with $\theta = 0$ reads
\[
\tilde{\Psi}^{(\lambda)}(-\pi/2) = D\tilde{\Psi}^{(\lambda)}(\pi/2) = 0. \tag{62}
\]
These boundary conditions will be called the mixed boundary conditions.

Most of the boundary conditions given by Eq. (54) will result in a rather complicated spectrum of the frequency $\omega$. This is related to the fact that they are not invariant under the symmetry group $\text{SL}(2, \mathbb{R})$ of $\text{AdS}_2$. Next we identify all boundary conditions among those given by Eq. (54) that are invariant under this symmetry group.

B. The invariant self-adjoint boundary conditions

In order to determine which of the (positive) self-adjoint extensions of the operator $A$ result in a representation of $\text{SL}(2, \mathbb{R})$, we first find the boundary conditions which are invariant under the infinitesimal action of the group. The action of the operators $L_{\pm}$ on the mode functions of the form $\phi(t, \rho) = \Psi_\omega(\rho) e^{-i\omega t}$ in our local coordinates can be found by using the definitions in Eqs. (4) and (8) as
\[
\mp i L_{\pm} \phi(t, \rho) = e^{-i(\omega \pm 1)t} \left( \cos \rho \frac{d}{d\rho} \Psi_\omega(\rho) \mp \omega \sin \rho \Psi_\omega(\rho) \right).
\] (63)
Thus, at $t = 0$ the function $\Psi_\omega(\rho)$ and its derivative transform under the action of $\mp i L_\pm$ as follows:

\[
\delta_\pm \Psi_\omega(\rho) = \cos \rho \frac{d}{d\rho} \Psi_\omega(\rho) \mp \omega \sin \Psi_\omega(\rho), \tag{64a}
\]

\[
\delta_\pm \left( \frac{d}{d\rho} \Psi_\omega(\rho) \right) = (-1 \mp \omega) \sin \rho \frac{d}{d\rho} \Psi_\omega(\rho) + (-\omega^2 \mp \omega) \cos \rho \Psi_\omega(\rho) - \frac{\lambda(1 - \lambda)}{\cos \rho} \Psi_\omega(\rho), \tag{64b}
\]

where we have used the Klein-Gordon equation (17) to find Eq. (64b).

First we examine the cases with $1/2 < \lambda < 3/2$. Using the definitions of $\tilde{\Psi}_\omega^{(\lambda)}$ and $D\tilde{\Psi}_\omega^{(\lambda)}$ in Eq. (49), we find from Eq. (64)

\[
\delta_- \tilde{\Psi}_\omega^{(\lambda)}(\rho) = (\omega - 1 + \lambda) \sin \rho \tilde{\Psi}_\omega^{(\lambda)}(\rho) + (\cos \rho)^{2\lambda - 1} D\tilde{\Psi}_\omega^{(\lambda)}(\rho), \tag{65a}
\]

\[
\delta_- D\tilde{\Psi}_\omega^{(\lambda)}(\rho) = (\omega - \lambda) \sin \rho D\tilde{\Psi}_\omega^{(\lambda)}(\rho) + [\lambda(\lambda - 1) - \omega(\omega - 1)] (\cos \rho)^{3 - 2\lambda} \tilde{\Psi}_\omega^{(\lambda)}(\rho). \tag{65b}
\]

The formulas for $\delta_+$ are obtained from these by letting $\omega \mapsto -\omega$. Then

\[
\delta_- \tilde{\Psi}_\omega^{(\lambda)}(\pm \pi/2) = \pm (\omega - 1 + \lambda) \tilde{\Psi}_\omega^{(\lambda)}(\pm \pi/2), \tag{66a}
\]

\[
\delta_- D\tilde{\Psi}_\omega^{(\lambda)}(\pm \pi/2) = \pm (\omega - \lambda) D\tilde{\Psi}_\omega^{(\lambda)}(\pm \pi/2). \tag{66b}
\]

Now, if $\Psi_{\omega_1}$ and $\Psi_{\omega_2}$ are eigenfunctions with the same boundary condition with $\omega_1, \omega_2 \in \mathbb{R}$, then

\[
\langle A_U \Psi_{\omega_1}, \Psi_{\omega_2} \rangle - \langle \Psi_{\omega_1}, A_U \Psi_{\omega_2} \rangle = \left[ \Psi_{\omega_1}(\pi/2)D\tilde{\Psi}_{\omega_2}^{(\lambda)}(\pi/2) - D\tilde{\Psi}_{\omega_1}^{(\lambda)}(\pi/2)\Psi_{\omega_2}(\pi/2) \right]
\]

\[
- \left[ \Psi_{\omega_1}(-\pi/2)D\tilde{\Psi}_{\omega_2}^{(\lambda)}(-\pi/2) - D\tilde{\Psi}_{\omega_1}^{(\lambda)}(-\pi/2)\Psi_{\omega_2}(-\pi/2) \right] = 0. \tag{67}
\]

If this boundary condition is invariant under the transformation $\delta_-^{(\lambda)}$, then $\delta_- \Psi_\omega$ must satisfy the same boundary condition as $\Psi_\omega$. This implies

\[
\langle A_U \delta_- \Psi_{\omega_1}, \Psi_{\omega_2} \rangle - \langle \delta_- \Psi_{\omega_1}, A_U \Psi_{\omega_2} \rangle = 0. \tag{68}
\]

Then,

\[
\left[ \langle A_U \delta_- \Psi_{\omega_1}, \Psi_{\omega_2} \rangle - \langle \delta_- \Psi_{\omega_1}, A_U \Psi_{\omega_2} \rangle \right] + \left[ \langle A_U \Psi_{\omega_1}, \delta_- \Psi_{\omega_2} \rangle - \langle \Psi_{\omega_1}, A_U \delta_- \Psi_{\omega_2} \rangle \right]
\]

\[
= (\omega_1 + \omega_2 - 1) \left[ \Psi_{\omega_1}(\pi/2)D\tilde{\Psi}_{\omega_2}^{(\lambda)}(\pi/2) - \Psi_{\omega_1}(\pi/2)\tilde{\Psi}_{\omega_2}^{(\lambda)}(\pi/2) \right]
\]

\[
+ (\omega_1 + \omega_2 - 1) \left[ \tilde{\Psi}_{\omega_1}^{(\lambda)}(-\pi/2)D\tilde{\Psi}_{\omega_2}^{(\lambda)}(-\pi/2) - \tilde{\Psi}_{\omega_1}^{(\lambda)}(-\pi/2)\tilde{\Psi}_{\omega_2}^{(\lambda)}(-\pi/2) \right] = 0. \tag{69}
\]

Equations (67) and (69) are compatible with each other if and only if

\[
\tilde{\Psi}_{\omega_1}^{(\lambda)}(\pi/2)D\tilde{\Psi}_{\omega_2}^{(\lambda)}(\pi/2) - \tilde{\Psi}_{\omega_1}^{(\lambda)}(-\pi/2)D\tilde{\Psi}_{\omega_2}^{(\lambda)}(-\pi/2)
\]

\[
= \tilde{\Psi}_{\omega_1}^{(\lambda)}(\pi/2)D\tilde{\Psi}_{\omega_2}^{(\lambda)}(\pi/2) - \tilde{\Psi}_{\omega_1}^{(\lambda)}(-\pi/2)D\tilde{\Psi}_{\omega_2}^{(\lambda)}(-\pi/2) = 0, \tag{70}
\]

for all pairs $\{\Psi_{\omega_1}, \Psi_{\omega_2}\}$ such that $\omega_1 + \omega_2 \neq 1$ (and there are infinitely many such pairs). This implies that the unitary matrix $U$ must be diagonal for the boundary condition to be invariant under the $\text{SL}(2, \mathbb{R})$ transformations. That is,

\[
(1 - e^{i\alpha})D\tilde{\Psi}_{\omega}^{(\lambda)}(\pm \pi/2) = \pm i(1 + e^{i\alpha})\tilde{\Psi}_{\omega}^{(\lambda)}(\pm \pi/2), \tag{71}
\]

\[
(1 - e^{i\alpha})D\tilde{\Psi}_{\omega}^{(\lambda)}(\pm \pi/2) \neq \pm i(1 + e^{i\alpha})\tilde{\Psi}_{\omega}^{(\lambda)}(\pm \pi/2). \tag{72}
\]
where $\alpha_{\pm} \in \mathbb{R}$. The $L_-$-transformation of these equations gives
\[
\pm (\omega - \lambda)(1 - e^{i\alpha z})D \tilde{\Psi}_\omega^{(\lambda)}(\pm \pi/2) = i(\omega - 1 + \lambda)(1 + e^{i\alpha z}) \tilde{\Psi}_\omega^{(\lambda)}(\pm \pi/2). \tag{72}
\]

Equations (71) and (72) are compatible with each other if and only if $e^{i\alpha z} = \pm 1$, i.e. if and only if $\tilde{\Psi}(\pi/2) = 0$ or $D \tilde{\Psi}(\pi/2) = 0$, and $\tilde{\Psi}(-\pi/2) = 0$ or $D \tilde{\Psi}(-\pi/2) = 0$. Thus, the only $\text{SL}(2, \mathbb{R})$-invariant boundary conditions are the generalized Dirichlet and Neumann boundary conditions, given by Eqs. (58) and (56), respectively, and the mixed boundary conditions given by Eqs. (61) and (62). It can readily be seen that these boundary conditions are also invariant under the $L_-$-transformation, and hence under all $\text{SL}(2, \mathbb{R})$ transformations.

Next we turn to the case $\lambda = 1/2$. The transformation of $\Psi_\omega$ and its derivative under the infinitesimal group action is given by Eq. (64) with $\lambda = 1/2$. From the definitions of $D \tilde{\Psi}(1/2)$ and $D \tilde{\Psi}(1/2)$ given by Eq. (50), we find
\[
\delta_+ D \tilde{\Psi}(1/2)(\rho) = \left( \omega - \frac{1}{2} - \frac{2}{4\ln(\cos^2 \rho) - 1} \right) \sin \rho \tilde{\Psi}(1/2)(\rho) + \frac{1}{4\ln(\cos^2 \rho) - 1} D \tilde{\Psi}(1/2)(\rho), \tag{73a}
\]
\[
\delta_- D \tilde{\Psi}(1/2)(\rho) = \left\{ -4 + \cos^2 \rho \left[ \left( -\omega^2 + \omega - \frac{1}{4} \right) \left\{ \ln(\cos^2 \rho) - 1 \right\}^2 + 4 \right] \right\} \tilde{\Psi}(1/2)(\rho) + \left( \omega - \frac{1}{2} + \frac{2}{4\ln(\cos^2 \rho) - 1} \right) \sin \rho D \tilde{\Psi}(1/2)(\rho). \tag{73b}
\]

Thus, we obtain
\[
\delta_+ D \tilde{\Psi}(1/2)(\pm \pi/2) = \pm (\omega - 1/2) D \tilde{\Psi}(1/2)(\pm \pi/2), \tag{74a}
\]
\[
\delta_- D \tilde{\Psi}(1/2)(\pm \pi/2) = \pm (\omega - 1/2) D \tilde{\Psi}(1/2)(\pm \pi/2) - 4 \tilde{\Psi}(1/2)(\pm \pi/2). \tag{74b}
\]

It can be shown as in the cases with $1/2 < \lambda < 3/2$ that, for the boundary condition to be invariant under the $L_-$-transformation, the matrix $\mathcal{U}$ must be diagonal. Thus, we have boundary conditions of the form given by Eq. (71) in this case as well. Then the $L_-$-transformation gives
\[
\pm (\omega - 1/2)(1 - e^{i\alpha z})D \tilde{\Psi}(1/2)(\pm \pi/2) = \left[ i(\omega - 1/2)(1 + e^{i\alpha z}) \tilde{\Psi}(\lambda)(\pm \pi/2) + 4(1 - e^{i\alpha z}) \right] \tilde{\Psi}(1/2)(\pm \pi/2). \tag{75}
\]

This equation is compatible with Eq. (71) if and only if $e^{i\alpha z} = 1$. Thus, the only $\text{SL}(2, \mathbb{R})$-invariant boundary condition is the generalized Dirichlet boundary condition (58). This was expected because all invariant boundary conditions for $1/2 < \lambda < 3/2$, the generalized Dirichlet, Neumann and mixed boundary conditions, tend to the generalized Dirichlet boundary condition in the limit $\lambda \to 1/2$.

C. Invariant self-adjoint boundary conditions

Now that we have found the boundary conditions which are invariant under the group action $\text{SL}(2, \mathbb{R})$, we shall find the frequency spectrum and the corresponding mode functions for these boundary conditions. Since all invariant boundary conditions are either the generalized Dirichlet or Neumann boundary condition at each boundary, it is convenient to use the solutions to Eq. (17) satisfying one of these conditions at $\rho = \pi/2$. 

Let us start with the cases with $1/2 < \lambda < 3/2$. The solutions which satisfy the generalized Dirichlet or Neumann boundary condition at $\rho = \pi/2$ are

\[
\begin{align*}
\Psi_{\omega}^{(D,\lambda)}(\rho) &= (\cos \rho)^{\lambda} F \left( \lambda + \omega, \lambda - \omega; \lambda + \frac{1}{2}; \frac{1 - \sin \rho}{2} \right), \\
\Psi_{\omega}^{(N,\lambda)}(\rho) &= (\cos \rho)^{1-\lambda} F \left( 1 - \lambda + \omega, 1 - \lambda - \omega; \frac{3}{2} - \lambda; \frac{1 - \sin \rho}{2} \right),
\end{align*}
\]

(76a, 76b) respectively. Note that the function $\Psi_{\omega}^{(N,\lambda)}(\rho)$ is obtained from $\Psi_{\omega}^{(D,\lambda)}(\rho)$ by letting $\lambda \mapsto 1 - \lambda$. The behavior of these functions for $\rho \to -\pi/2$ is given by

\[
\begin{align*}
\Psi_{\omega}^{(D,\lambda)}(\rho) &\approx \frac{\cos \pi \omega}{\cos \pi \lambda} (\cos \rho)^{\lambda} + \frac{\Gamma(\lambda + \frac{1}{2})}{2^{1-2\lambda} \Gamma(\lambda + \omega) \Gamma(\lambda - \omega)} (\cos \rho)^{1-\lambda}, \\
\Psi_{\omega}^{(N,\lambda)}(\rho) &\approx -\frac{\cos \pi \omega}{\cos \pi \lambda} (\cos \rho)^{1-\lambda} + \frac{\Gamma(\frac{3}{2} - \lambda) \Gamma(\frac{1}{2} - \lambda)}{2^{2\lambda-1} \Gamma(1 - \lambda + \omega) \Gamma(1 - \lambda - \omega)} (\cos \rho)^{\lambda}.
\end{align*}
\]

(77a, 77b)

**Dirichlet boundary condition.** The function $\Psi_{\omega}^{(D,\lambda)}(\rho)$ given by Eq. (77a) satisfies the generalized Dirichlet boundary condition also at $\rho = -\pi/2$ (with $\omega > 0$) if and only if $\Gamma(\lambda - \omega) = \infty$, i.e. if and only if $\omega = \omega_1^D := \lambda + n$, $n \in \mathbb{N} \cup \{0\}$. The mode functions are given by Eq. (33).

**Neumann boundary condition.** We first discuss the cases with $\lambda \neq 1$. The function $\Psi_{\omega}^{(N,\lambda)}(\rho)$ given by Eq. (77b) satisfies the generalized Neumann boundary condition also at $\rho = -\pi/2$ (with $\omega > 0$) if and only if $\Gamma(1 - \lambda - \omega) = \infty$ or $\Gamma(1 - \lambda + \omega) = \infty$, i.e. if and only if $\omega = 1 - \lambda + n$, $n \in \mathbb{N}$, or $\omega = |1 - \lambda|$. For either case the positive-frequency mode functions are given by

\[
\phi_{n}^{(\lambda)}(t, \rho) = N_n^{\lambda}(\cos \rho)^{1-\lambda} P_n^{1/2-\lambda, 1/2-\lambda}(\sin \rho) e^{-i \omega_n^{\lambda} t},
\]

(80)

where $\omega_n^{\lambda} = 1 - \lambda + n$, $n \in \mathbb{N}$, and $\omega_0^{\lambda} = |1 - \lambda|$. The normalization constant such that $\langle \phi_m^{(\lambda)}, \phi_n^{(\lambda)} \rangle_{KG} = \delta_{mn}$ can be found by using Eq. (36) as

\[
N_n^{\lambda} = \frac{\sqrt{n!} \Gamma(2 - 2\lambda + n)}{2^{\lambda-1} \Gamma(3/2 - \lambda + n)}.
\]

(79)

Notice that $\omega_1 - \omega_0 = 3 - 2\lambda \neq 1$ if $1 < \lambda < 3/2$.

For $\lambda = 1$ we can write the positive-frequency solutions with the Neumann boundary condition as

\[
\phi_{n}^{(\lambda=1)}(t, \rho) = \begin{cases} 
\frac{1}{\sqrt{\pi n}} \sin n \rho e^{-i n t}, & n \in 2\mathbb{N}, \\
\frac{1}{\sqrt{\pi n}} \cos n \rho e^{-i n t}, & n \in 2\mathbb{N}.
\end{cases}
\]

(80)

We have $\langle \phi_m^{(\lambda=1)}, \phi_n^{(\lambda=1)} \rangle_{KG} = \delta_{mn}$ for $m, n \in \mathbb{N}$. Note that there are solutions with $\omega = 0$:

\[
\phi_{0}^{(\lambda=1)}(t, \rho) = \mathcal{A} t + \mathcal{B},
\]

(81)

where $\mathcal{A}$ and $\mathcal{B}$ are constants.

**Mixed boundary conditions.** The function $\Psi_{\omega}^{(D,\lambda)}(\rho)$ in Eq. (77a), which satisfies the generalized Dirichlet boundary condition at $\rho = \pi/2$, will satisfy the generalized Neumann boundary condition at $\rho = -\pi/2$ if and only if $\cos \pi \omega = 0$, i.e. $\omega = n + 1/2$, $n \in \mathbb{N} \cup \{0\}$ (for $\omega > 0$). Then

\[
\Psi_{\omega}^{(D,\lambda)}(\rho) \big|_{\rho=n+1/2} = (\cos \rho)^{\lambda} F \left( \lambda + n + \frac{1}{2}, \lambda - n - \frac{1}{2}; \lambda + \frac{1}{2}; \frac{1 - \sin \rho}{2} \right)
\]

\[
= (\cos \rho)^{\lambda} \left( \frac{1 + \sin \rho}{2} \right)^{1/2-\lambda} F \left( 1 + n, -n; \lambda + \frac{1}{2}; \frac{1 - \sin \rho}{2} \right).
\]

(82)
The positive-frequency mode functions corresponding to this function are
\[ \phi_{n}^{\text{II}}(t, \rho) = N_{n}^{\text{II}} (\cos \rho)^{\lambda} (1 + \sin \rho)^{1/2 - \lambda} P_{n}^{(\lambda-1/2, -\lambda+1/2)}(\sin \rho)e^{-i\omega_{n}^{\text{II}} t}, \]  
where \( \omega_{n}^{\text{II}} = n + 1/2 \) and where the normalization constant such that \( \langle \phi_{n}^{\text{II}}, \phi_{n}^{\text{II}} \rangle_{\text{KG}} = \delta_{mn} \), found using Eq. (36), is
\[ N_{n}^{\text{II}} = \frac{n!}{\sqrt{2} \Gamma(\lambda + n + 1/2) \Gamma(3/2 - \lambda + n)}. \]  
The positive-frequency mode functions satisfying the generalized Dirichlet and Neumann boundary conditions at \( \rho = -\pi/2 \) and \( \rho = \pi/2 \), respectively, are
\[ \phi_{n}^{\text{IV}}(t, \rho) = N_{n}^{\text{II}} (\cos \rho)^{\lambda} (1 - \sin \rho)^{1/2 - \lambda} P_{n}^{(-\lambda+1/2, \lambda-1/2)}(\sin \rho)e^{-i\omega_{n}^{\text{II}} t}. \]  
Since \( P_{n}^{(\alpha, \beta)}(-x) = P_{n}^{(\beta, \alpha)}(x) \), we have
\[ \phi_{n}^{\text{IV}}(t, \rho) = \phi_{n}^{\text{II}}(t, -\rho), \]  
as expected.

Next let us discuss the case \( \lambda = 1/2 \). As we saw, the only invariant boundary condition in this case is the generalized Dirichlet boundary condition. We have
\[ \Psi_{\omega}^{(D, 1/2)}(\rho) = (\cos \rho)^{1/2} P_{-1/2}^{(1, -1)}(\sin \rho), \]  
where \( P_{\mu}(x) \) is the Legendre function of the first kind. Then, since\(^{22}\)
\[ P_{-1/2}(-x) = \frac{2}{\pi} \cos \pi \omega Q_{-1/2}(x) + \sin \pi \omega P_{-1/2}(x), \]  
where \( Q_{\nu}(x) \) is the Legendre function of the second kind with \( Q_{\nu}(x) \approx -\ln(1 - x)/2 \) as \( x \to 1 \), we must have \( \cos \pi \omega = 0 \) to have the generalized Dirichlet boundary condition at \( \rho = -\pi/2 \) as well. Thus, we obtain the positive-frequency mode functions in this case as
\[ \phi_{n}^{\text{V}}(t, \rho) = \frac{1}{\sqrt{2}} (\cos \rho)^{1/2} P_{n}(\sin \rho)e^{-i\omega_{n}^{\text{V}} t}, \]  
where \( \omega_{n}^{\text{V}} = n + 1/2 \). Note that \( P_{n}(x) = P_{n}^{(0, 0)}(x) \). These mode functions are normalized so that \( \langle \phi_{n}^{\text{V}}, \phi_{n}^{\text{V}} \rangle = \delta_{mn} \).

D. Boundary conditions from vanishing energy flux at the boundaries

The \( SL(2, \mathbb{R}) \)-invariant boundary conditions and the solutions to Eq. (17) found in Sec. IV C are identical with the results of Sakai and Tanii\(^{14}\) based on the requirement that the energy flux should vanish at the boundaries \( \rho = \pm \pi/2 \). (This requirement is analogous to that used in the higher-dimensional case.\(^{26-28} \).) We briefly review this derivation.

The stress-energy tensor with the conformal coupling constant \( \beta \) is given by\(^{14}\)
\[ T_{\mu \nu} = \partial_{\mu} \phi \partial_{\nu} \phi - \frac{1}{2} g_{\mu \nu} \partial^{\alpha} \partial_{\alpha} \phi \partial_{\sigma} \phi - \frac{1}{2} g_{\mu \nu} M^{2} \phi^{2} + \frac{1}{2} \beta (g_{\mu \nu} \Box - \nabla_{\mu} \nabla_{\nu} + R_{\mu \nu}) \phi^{2}, \]  
where \( R_{\mu \nu} = g_{\mu \nu} \) is the Ricci curvature, and \( \nabla_{\mu} \) is the covariant derivative. The requirement of vanishing energy flux reads
\[ \sqrt{-\det g} g^{\mu \nu} T_{\mu \nu} \Lambda_{0}^{\nu} \bigg|_{\rho = \pm \pi/2} = 0, \]  
where
where $A^\mu_0 = \delta^\mu_0$ are the components of the Killing vector field $A_0$ in Eq. (4) in global coordinates given by Eq. (2). From Eq. (3), we have $g = \sec^2 \rho \, \text{diag}(-1, 1)$, and therefore the only non-vanishing connection components are $\Gamma^0_{0\rho} = \Gamma^1_{0\rho} = \tan \rho$. By substituting the mode functions given as in Eq. (16) into Eq. (91), we find

$$
\left( (1 - 2\beta) \frac{d\Psi_\omega(\rho)}{d\rho} + \beta \tan \rho \Psi_\omega(\rho) \right) \Psi_\omega(\rho) \bigg|_{\rho = \pm \pi/2} = 0. \tag{92}
$$

For $\lambda \geq 3/2$ we have $\Psi_\omega(\rho) \sim (\cos \rho)^\lambda$, and hence this condition is satisfied. For $1/2 < \lambda < 3/2$, the condition (92) becomes

$$
\{ (1 - 2\beta) D\tilde{\Psi}^{(\lambda)}(\rho) 
+ [(3 - 2\lambda)\beta - (1 - \lambda)] (\cos \rho)^{1-2\lambda} \sin \rho \tilde{\Psi}^{(\lambda)}(\rho) \} \tilde{\Psi}^{(\lambda)}(\rho) \bigg|_{\rho = \pm \pi/2} = 0,
$$

where $\tilde{\Psi}^{(\lambda)}(\rho)$ and $D\tilde{\Psi}^{(\lambda)}(\rho)$ are defined by Eq. (49). This condition is satisfied by the Dirichlet boundary condition $\tilde{\Psi}^{(\lambda)}(\pm \pi/2) = 0$ for all $\beta$. If we choose

$$
\beta = \frac{1 - \lambda}{3 - 2\lambda}, \tag{94}
$$

then the Neumann boundary condition $D\tilde{\Psi}^{(\lambda)}(\pm \pi/2) = 0$ and the mixed boundary conditions $D\tilde{\Psi}^{(\lambda)}(\pi/2) = \tilde{\Psi}^{(\lambda)}(-\pi/2) = 0$ or $D\tilde{\Psi}^{(\lambda)}(-\pi/2) = \tilde{\Psi}^{(\lambda)}(\pi/2) = 0$ satisfy the condition (93).

For $\lambda = 1/2$, Eq. (92) reads

$$
\{ (1 - 2\beta) D\tilde{\Psi}^{(\lambda)}(\rho) + \left[ 2\beta - \frac{1}{2} \right] \left[ \ln(\cos^2 \rho) - 1 \right]^2 
- 2(1 - 2\beta) \left[ \ln(\cos^2 \rho) - 1 \right] \right] \tan \rho \tilde{\Psi}^{(\lambda)}(\rho) \bigg|_{\rho = \pm \pi/2} = 0. \tag{95}
$$

This is satisfied only by the Dirichlet boundary condition $\tilde{\Psi}^{(\lambda)}(\pm \pi/2) = 0$. Thus, for all values of $\lambda$ the energy fluxes at $\rho = \pm \pi/2$ vanish for some values of $\beta$ if and only if $\text{SL}(2, \mathbb{R})$-invariant boundary conditions are imposed.

### E. Boundary conditions leading to unitary irreducible representations

In this subsection we discuss the mode functions found in Sec. IV C with reference to the UIRs of the group $\text{SL}(2, \mathbb{R})$. Let us start with the cases with $\lambda \geq 3/2$. In each of these cases the positive-frequency mode functions were found to have spatial components given by Eq. (33) and frequencies $\omega_n = \lambda + n$, with $n \in \mathbb{N} \cup \{0\}$. By comparing the ranges for $\lambda$ and the frequencies $\omega = \mu + k$ with the classification given in Sec. III, we find that the eigenvectors of the Casimir operator, i.e. in Eq. (14), form a discrete series representation $\mathcal{D}^+_{\lambda}$ labeled by the pair $(\lambda, \lambda)$.

Next let us discuss the cases with $1/2 < \lambda < 3/2$. For each of these cases there are four possible $\text{SL}(2, \mathbb{R})$-invariant self-adjoint extensions of the operator $A$. Correspondingly, there are four sets of positive-frequency solutions to the Klein-Gordon equation. The positive-frequency mode functions with the generalized Dirichlet boundary condition, $\phi^{(+)\lambda}_{\mu}(t, \rho)$ in Eq. (33), form the discrete series representation $\mathcal{D}^+_{\lambda}$ as in the cases $\lambda \geq 3/2$.

For the positive-frequency mode functions with the generalized Neumann boundary condition, $\phi^{(H)\lambda}(t, \rho)$ in Eq. (78), we need to discuss the cases $1/2 < \lambda < 1$, $\lambda = 1$ and $1 < \lambda < 3/2$ separately. If $1/2 < \lambda < 1$, then these mode functions form a discrete series representation $\mathcal{D}^+_{1-\lambda}$ with the positive frequencies $\omega_n = (1 - \lambda) + n$, $n \in \mathbb{N} \cup \{0\}$. If $\lambda = 1$, these mode functions form a discrete series representation $\mathcal{D}^+_{1}$ with the positive frequencies $\omega_n = 2n + 1$, $n \in \mathbb{N} \cup \{0\}$. If $1 < \lambda < 3/2$, these mode functions form a discrete series representation $\mathcal{D}^+_{\lambda}$ with the positive frequencies $\omega_n = \lambda + n$, $n \in \mathbb{N} \cup \{0\}$.
Now, if we let the ladder operator $L_-$ act on $\phi^\text{H}_1(t, \rho) \propto \sin \rho e^{-it}$ we have by Eq. (63)

$$i L_- \phi^\text{H}_1(t, \rho) = \frac{1}{\sqrt{\pi}}.$$  

(96)

Since a constant function is orthogonal to all mode functions including itself with respect to the Klein-Gordon inner product (15), we can identify it with 0. This amounts to identifying $\phi^\text{H}_n(t, \rho) + \text{constant} \to \phi^\text{H}_n(t, \rho)$ for $n \geq 1$. With this identification, the mode functions $\phi^\text{H}_n(t, \rho)$ form the UIR $\mathcal{D}^+_1$. Thus, it is possible to define an $\tilde{\text{SL}}(2, \mathbb{R})$-invariant vacuum state if we “quotient out” the zero-frequency sector. (A de Sitter invariant vacuum state can be constructed also for the massless minimally-coupled scalar field in de Sitter space in this manner.)

If $1 < \lambda < 3/2$, then the positive-frequency mode function with $n = 1$ satisfies

$$i L_- \phi^\text{H}_1(t, \rho) = \sqrt{2(\lambda - 1)} \overline{\phi^\text{H}_1(t, \rho)},$$  

(97)

where Eq. (63) has been used. That is, the infinitesimal transformation of the positive-frequency mode $\phi^\text{H}_1(t, \rho)$ leads to a negative-frequency mode $\overline{\phi^\text{H}_1(t, \rho)}$. Thus, the positive-frequency subspace of the solutions to the Klein-Gordon equation and the vacuum state are not invariant under $\text{SL}(2, \mathbb{R})$ transformations (see Appendix A). In this case, the positive-frequency mode functions $\phi^\text{H}_n(t, \rho)$, $n \in \mathbb{N}$, together with the negative-frequency mode function $\overline{\phi^\text{H}_n(t, \rho)}$ form a representation in the non-unitary discrete series denoted by $\mathcal{F}^\pm_{1-\lambda}$.

Next, let us discuss the solutions obeying the mixed boundary conditions for $1/2 < \lambda < 3/2$. Also in this case, the space of positive-frequency solutions and the vacuum state are non-invariant because positive-frequency mode functions and negative-frequency mode functions mix under the $\text{SL}(2, \mathbb{R})$ transformations. This can be seen by using Eq. (63) as

$$i L_- \phi^\text{H}_0(t, \rho) = \left(\frac{1}{2} - \lambda\right) \overline{\phi^\text{H}_0(t, \rho)},$$  

(98a)

$$i L_- \phi^\text{V}_0(t, \rho) = -\left(\frac{1}{2} - \lambda\right) \overline{\phi^\text{V}_0(t, \rho)}.$$  

(98b)

For either of the mixed boundary conditions, the positive- and negative-frequency mode functions together form a non-unitary representation of $\text{SL}(2, \mathbb{R})$.

For $\lambda = 1/2$, the positive-frequency mode functions with the generalized Dirichlet boundary conditions, $\phi^\text{V}_n(t, \rho)$, $n \in \mathbb{N} \cup \{0\}$, form a unitary representation because $L_- \phi^\text{V}_0(t, \rho) = 0$ in this case. This representation is $\mathcal{F}^0_{1/2}$, which is a representation in the mock-discrete series, labeled by the pair $(1/2, 1/2)$.

We summarize the $\text{SL}(2, \mathbb{R})$-invariant boundary conditions for each value of $\lambda$ in Table I.

V. THE $\text{SL}(2, \mathbb{R})$-INVARIANT THEORIES WITH NON-IN Variant POSITIVE-FREQUENCY SUBSPACE

In Sec. IV E we found that some boundary conditions lead to an $\tilde{\text{SL}}(2, \mathbb{R})$-invariant theory with non-invariant vacuum state if $1/2 < \lambda < 3/2$. The Klein-Gordon inner product (15) is $\text{SL}(2, \mathbb{R})$-invariant with any of these boundary conditions. This implies that the $\text{SL}(2, \mathbb{R})$ transformations on the quantum field are Bogoliubov transformations, which mix annihilation and creation operators. Since a theory with any of these boundary conditions is
TABLE I. Classification of the mode functions

| $\lambda$ | Spatial mode functions | $\omega$ | Boundary Conditions | Irrep | Unitarity |
|-----------|------------------------|--------|-------------------|-------|----------|
| $\lambda \geq \frac{3}{2}$ | $(\cos \rho)^{\lambda} P_{n}^{(n,a)}(\sin \rho)$ | $\lambda + n$ | Square integrability | $\mathcal{R}_{+}^{\lambda}$ | Yes |
| $1 < \lambda < \frac{3}{2}$ | $(\cos \rho)^{\lambda} P_{n}^{(n,a)}(\sin \rho)$ | $\lambda + n$ | Dirichlet | $\mathcal{R}_{+}^{\lambda}$ | Yes |
|  | $(\cos \rho)^{1-\lambda} P_{n}^{(-n,-a)}(\sin \rho)$ | $1 - \lambda + n$ | Neumann | $\mathcal{R}_{-}^{+}$ | No |
| | $(\cos \rho)^{\lambda}(1 - \sin \rho)^{-a} P_{n}^{(-n,a)}(\sin \rho)$ | $n + \frac{1}{2}$ | Mixed ($\theta = \pi/2$) | – | No |
| | $(\cos \rho)^{\lambda}(1 + \sin \rho)^{-a} P_{n}^{(-n,a)}(\sin \rho)$ | Mixed ($\theta = 0$) | – | No |
| $\lambda = 1$ | $\cos n\rho$, $n$ odd; $\sin n\rho$, $n$ even | $n (\geq 1)$ | Dirichlet | $\mathcal{R}_{1}^{+}$ | Yes |
|  | $\sin n\rho$, $n$ odd; $\cos n\rho$, $n$ even | | Neumann | | |
| $\frac{1}{2} < \lambda < 1$ | $(\cos \rho)^{\lambda} P_{n}^{(n,a)}(\sin \rho)$ | $\lambda + n$ | Dirichlet | $\mathcal{R}_{+}^{\lambda}$ | Yes |
|  | $(\cos \rho)^{1-\lambda} P_{n}^{(-n,-a)}(\sin \rho)$ | $1 - \lambda + n$ | Neumann | $\mathcal{R}_{-}^{+}$ | Yes |
| | $(\cos \rho)^{\lambda}(1 - \sin \rho)^{-a} P_{n}^{(-n,a)}(\sin \rho)$ | $n + \frac{1}{2}$ | Mixed ($\theta = \pi/2$) | – | No |
| | $(\cos \rho)^{\lambda}(1 + \sin \rho)^{-a} P_{n}^{(-n,a)}(\sin \rho)$ | Mixed ($\theta = 0$) | – | No |
| $\lambda = \frac{1}{2}$ | $\sqrt{\cos \rho} P_{n}(\sin \rho)$ | $n + \frac{1}{2}$ | Dirichlet | $\mathcal{R}_{1/2}^{+}$ | Yes |

Here $a := \lambda - \frac{1}{2}$, $n \in \mathbb{N} \cup \{0\}$, $k \in \mathbb{Z}$

$\tilde{\text{SL}}(2, \mathbb{R})$ invariant but the vacuum state is not, it must be possible to find a UIR of this group which the vacuum state belongs to. In this section we identify this representation.

We start with the cases with the mixed boundary condition $\tilde{\Psi}^{(\lambda)(\pi/2)} = D\tilde{\Psi}^{(\lambda)(-\pi/2)} = 0$ with $1/2 < \lambda < 3/2$. (The cases with $\tilde{\Psi}^{(\lambda)(-\pi/2)} = D\tilde{\Psi}^{(\lambda)(\pi/2)} = 0$ are similar.) We expand the field operator $\phi(t, \rho)$ as

$$
\phi(t, \rho) = \sum_{n=0}^{\infty} \left[ a_{n} \phi_{III}^{\dagger}(t, \rho) + a_{n}^{\dagger} \phi_{III}^{\dagger}(t, \rho) \right].
$$

(99)

Then, the conserved quantum charge for the symmetry generated by $L_{\pm}$ is

$$
\hat{L}_{\pm} = \frac{1}{2} \langle \phi, L_{\pm} \phi \rangle_{KG}
= i \int_{-\pi/2}^{\pi/2} \left[ \phi(t, \rho) \frac{\partial}{\partial t} L_{\pm} \phi(t, \rho) - \frac{\partial \phi(t, \rho)}{\partial t} L_{\pm} \phi(t, \rho) \right].
$$

(100)
We use the ladder operators for the Jacobi polynomials\textsuperscript{32}

\[
(2n + \alpha + \beta)(1 - x^2) \frac{d}{dx} P_n^{(\alpha,\beta)}(x) \\
= n(\alpha - \beta - (2n + \alpha + \beta)x)P_n^{(\alpha,\beta)}(x) + 2(n + \alpha)(n + \beta)P_{n-1}^{(\alpha,\beta)}(x), \tag{101a}
\]

\[
(2n + \alpha + \beta + 2)(1 - x^2) \frac{d}{dx} P_n^{(\alpha,\beta)}(x) \\
= (n + \alpha + \beta + 1)(\alpha - \beta + (2n + \alpha + \beta + 2)x)P_n^{(\alpha,\beta)}(x) \\
- 2(n + 1)(n + \alpha + \beta + 1)P_{n+1}^{(\alpha,\beta)}(x), \tag{101b}
\]

to find \( L_+ \phi_n^{III} = -ik_n \phi_{n+1}^{III} \), \( L_- \phi_n^{III} = -ik_{n-1} \phi_{n-1}^{III} \) \((n \geq 1)\), \( L_- \phi_n^{II} = ik_n \phi_{n+1}^{II} \), \( L_+ \phi_n^{II} = ik_{n-1} \phi_{n-1}^{II} \) \((n \geq 1)\), where

\[
k_n = \left[ \left( \lambda + n + \frac{1}{2} \right) \left( n + \frac{3}{2} - \lambda \right) \right]^{1/2}.
\]

On the other hand, we have \( L_- \phi_0^{III} = -i(1/2 - \lambda) \phi_0^{III} \) (see Eq. (98a)) and \( L_+ \phi_0^{III} = i(1/2 - \lambda) \phi_0^{III} \). By using these formulas and the orthonormality relations \( \langle \phi_m^{III}, \phi_n^{III} \rangle_{KG} = \delta_{mn} \), in Eq. (100), we find

\[
iL_+ = \sum_{n=0}^{\infty} k_n a_n^\dagger a_n - \frac{1}{2} \left( \lambda - \frac{1}{2} \right) \left( a_0^\dagger \right)^2, \tag{103}
\]

\[
iL_- = \sum_{n=0}^{\infty} k_n a_n a_{n+1} - \frac{1}{2} \left( \lambda - \frac{1}{2} \right) \left( a_0 \right)^2. \tag{104}
\]

Then,

\[
[L_+, L_-] = \sum_{n=1}^{\infty} k_n (a_n^\dagger a_n - a_n^\dagger a_{n+1}) + \frac{1}{2} \left( \lambda - \frac{1}{2} \right)^2 \left( a_0^\dagger a_0 + a_0 a_0^\dagger \right). \tag{105}
\]

The first term is ambiguous because of the infinite summation. We require that it should annihilate the vacuum state \( |0\rangle \), which amounts to manipulating this summation formally, keeping the operators normal-ordered. Thus, we obtain

\[
[L_+, L_-] = 2L_0, \tag{106}
\]

where

\[
L_0 = \sum_{n=0}^{\infty} \left( n + \frac{1}{2} \right) a_n^\dagger a_n + \frac{1}{4} \left( \lambda - \frac{1}{2} \right)^2 I. \tag{107}
\]

(If we substituted the equality \( a_n^\dagger a_n - a_{n+1}^\dagger a_{n+1} = a_n a_n^\dagger - a_{n+1} a_{n+1}^\dagger \) into Eq. (105) and manipulated the summation formally, we would find an infinite constant added to \( L_0 \).)

By comparing the commutation relation (106) with Eq. (9) we conclude that the operator \( L_0 \) should be identified as the time-translation generator, i.e. the energy operator. The vacuum state \( |0\rangle \) annihilated by all \( a_n \), \( n = 0, 1, 2, \ldots \), satisfies \( L_- |0\rangle = 0 \) and \( L_0 |0\rangle = [\lambda - (1/2)^2/4] |0\rangle \). Hence, the state \( |0\rangle \) belongs to the representation \( D^{\frac{\lambda}{(\lambda-1/2)^2/4}} \). The other states in this representation can be found by applying \( L^+_0 \) repeatedly on \( |0\rangle \).

The theory with \( 1 < \lambda < 3/2 \) obtained by imposing the Neumann boundary condition can be studied in the same manner. In these cases we find \( L_+ \phi_n^{III} = -iq_n \phi_{n+1}^{III} \) \((n \geq 1)\), \( L_- \phi_n^{III} = iq_{n-1} \phi_{n-1}^{III} \) \((n \geq 2)\), \( L_- \phi_n^{II} = iq_n \phi_{n+1}^{II} \) \((n \geq 1)\) and \( L_+ \phi_n^{II} = -iq_{n-1} \phi_{n-1}^{II} \) \((n \geq 2)\), where

\[
q_n = \sqrt{(n+1)(2-2\lambda+n)}. \tag{108}
\]
On the other hand, we have $L_+ \phi_0^\dagger = i \sqrt{2(\lambda - 1)} \phi_0^\dagger$, $L_- \phi_0^\dagger = i \sqrt{2(\lambda - 1)} \phi_0^\dagger$, $L_- \phi_0^\dagger = -i \sqrt{2(\lambda - 1)} \phi_0^\dagger$, $L_+ \phi_0^\dagger = -i \sqrt{2(\lambda - 1)} \phi_0^\dagger$ and $L_- \phi_0^\dagger = L_+ \phi_0^\dagger = 0$. Then we find

$$i\hat{L}_+ = \sum_{n=1}^{\infty} q_n a_{n+1}^\dagger a_n - \sqrt{2(\lambda - 1)} a_1^\dagger a_0^\dagger,$$

$$i\hat{L}_- = \sum_{n=1}^{\infty} q_n a_n a_{n+1} - \sqrt{2(\lambda - 1)} a_1 a_0. \quad (109)$$

Then, in the same way as in the cases with the mixed boundary condition, we find

$$[\hat{L}_+, \hat{L}_-] = 2\hat{L}_0, \quad (111)$$

where

$$\hat{L}_0 = \sum_{n=0}^{\infty} \omega_n^H a_n^\dagger a_n + (\lambda - 1)\mathbb{I}. \quad (112)$$

Thus, the vacuum state in this theory belongs to the representation $\mathcal{D}_{\lambda - 1}^+$. 

**VI. CONCLUSION**

In this paper we studied the minimally-coupled non-interacting scalar field with mass $M^2 = \lambda(\lambda - 1)$ in (the universal cover of) two-dimensional anti-de Sitter space (AdS$_2$). We first determined all possible boundary conditions based on the requirement that the operator $A$, defined by Eq. (17), corresponding to the square of the frequency of the mode functions should be extended to a self-adjoint operator, following the general theory of Weyl and von Neumann. We noted that the parameter $\lambda$ has to be real for $A$ to be positive. Since $M^2$ remains unchanged under $\lambda \leftrightarrow 1 - \lambda$, we can restrict $\lambda$ to satisfy $\lambda \geq 1/2$. If the eigenvalues $\omega^2$ for the self-adjoint extension $A_U$ of the operator $A$ are positive, then one can define a quantum field theory with a stationary vacuum state following the standard procedure (see Appendix A).

For $\lambda \geq 3/2$ the self-adjoint extension of the operator $A$ is unique and determined to correspond to the generalized Dirichlet boundary condition. For $1/2 \leq \lambda < 3/2$ the self-adjoint extensions of $A$ are labeled by a $2 \times 2$ unitary matrix $U$, which parametrizes the boundary conditions at the boundaries as in Eq. (54). These boundary conditions are analogous to the self-adjoint boundary conditions for the free quantum particle in a box.

Next, we determined the self-adjoint boundary conditions which are invariant under the action of the group $\text{SL}(2, \mathbb{R})$, which is the symmetry group of AdS$_2$. The generalized Dirichlet boundary condition is invariant for all $\lambda \geq 1/2$. For $1/2 < \lambda < 3/2$, there are additional invariant boundary conditions, which are the generalized Neumann boundary condition and the mixed boundary conditions consisting of the generalized Dirichlet boundary condition at one end and the generalized Neumann boundary condition at the other. We also noted that these boundary conditions are identical to those obtained by requiring the vanishing of the energy flux at each boundary. It will be interesting to investigate deeper connections, if any, between these two requirements.

The set of solutions to the Klein-Gordon equation satisfying an invariant boundary condition forms a representation of the group $\text{SL}(2, \mathbb{R})$, but this representation may not be unitary. For the stationary vacuum state to be invariant under the $\text{SL}(2, \mathbb{R})$ symmetry, the positive-frequency subset of the solutions must form a unitary representation. We found that the positive-frequency solutions form a unitary representation for the generalized Dirichlet boundary condition for all $\lambda \geq 1/2$ and for the generalized Neumann boundary condition for $1/2 < \lambda < 1$. The generalized Neumann boundary condition does not lead to a unitary representation for $1 < \lambda < 3/2$, and the mixed boundary conditions do not lead to a unitary
representation for any value of $\lambda$. For $\lambda = 1$ ($M^2 = 0$), the Neumann boundary condition allows spatially constant solutions. In this case, the spatially non-constant positive-frequency mode functions, $\phi_{nm}(t, \rho)$, $n \in \mathbb{N}$, form a UIR.

Finally, we studied the cases where the boundary condition is $\text{SL}(2, \mathbb{R})$-invariant but the positive-frequency subspace is not, i.e. the cases with the mixed boundary conditions with $1/2 < \lambda < 3/2$ and those with the Neumann boundary condition with $1 < \lambda < 3/2$ in more detail. In particular, we found that the vacuum state, which is not invariant under the $\text{SL}(2, \mathbb{R})$ transformations, belongs to a UIR in each case.
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**Appendix A: Free scalar field in static spacetime**

In this appendix we review non-interacting scalar field theory in static spacetime with a stationary vacuum state. Consider a static spacetime with the following metric:

$$ds^2 = -N^2 dt^2 + g_{ab} dx^a dx^b,$$

(A1)

where $N$ and $g_{ab}$ are independent of the time variable $t$. The Lagrangian for the minimally coupled scalar field with mass $M$ in this spacetime is

$$L = \int_{\Sigma} d^dx \mathcal{L},$$

(A2a)

$$\mathcal{L} = \frac{1}{2} \sqrt{g} \left[ N^{-1} (\partial_t \phi)^2 - Ng^{ab} (\partial_a \phi)(\partial_b \phi) - NM^2 \phi^2 \right],$$

(A2b)

where $g := \det(g_{ab})$. The spacelike hypersurface $\Sigma$ is that of constant $t$. The conjugate momentum density is

$$\pi(t, x) = \frac{\partial \mathcal{L}}{\partial (\partial_t \phi(t, x))} = \frac{\sqrt{|g(x)|}}{N(x)} \partial_t \phi(t, x).$$

(A3)

Hence, the equal-time canonical commutation relations read

$$[\phi(t, x), \partial_t \phi(t, x')] = i \frac{N(x)}{\sqrt{|g(x)|}} \delta(x, x'),$$

(A4a)

$$[\phi(t, x), \phi(t, x')] = [\partial_t \phi(t, x), \partial_t \phi(t, x')] = 0,$$

(A4b)

where

$$\int_{\Sigma} d^dx' \delta(x, x') f(x') = f(x),$$

(A5)

for any smooth compactly supported function $f$ on $\Sigma$.

The Lagrange’s equation derived from the Lagrangian (A2) is

$$-\frac{1}{N^2} \frac{\partial^2 \phi}{\partial t^2} + \frac{1}{\sqrt{|g|}} \frac{1}{N} \partial_a (\sqrt{|g|} g^{ab} N \partial_b \phi) - M^2 \phi = 0.$$

(A6)
Solutions to this equation can be found in the form
\[ \phi_\sigma(t, x) = \frac{1}{\sqrt{2\omega_\sigma}}\Psi_\sigma(x)e^{-i\omega_\sigma t}, \]
where
\[ A\Psi_\sigma = \omega_\sigma^2\Psi_\sigma, \]
with the differential operator \( A \) defined by
\[ A := -\frac{N}{\sqrt{g}}\partial_a\sqrt{g}g^{ab}N\partial_b + M^2N^2. \]

Note that the operator \( A \) satisfies
\[ \langle \Psi_1, A\Psi_2 \rangle = \langle A\Psi_1, \Psi_2 \rangle, \]
where
\[ \langle \Psi_1, \Psi_2 \rangle := \int_{\Sigma} d\sqrt{g}N\Psi_1(x)\Psi_2(x), \]
if the boundary terms vanish.

Suppose the operator \( A \) with an appropriate domain is self-adjoint with the inner product (A11), \( i.e. \) that Eq. (A10) is satisfied and that the domain of the adjoint \( A^\dagger \) equals the domain of \( A \) itself. Suppose further that the spectrum of the operator \( A \) is discrete and \( \omega_\sigma^2 > 0 \) for all \( \sigma \). Then, the eigenfunctions \( \Psi_\sigma \) of the operator \( A \) are complete, and the quantum field \( \phi(t, x) \) can be expanded as
\[ \phi(t, x) = \sum_\sigma \left[ a_\sigma \phi_\sigma(t, x) + a^\dagger_\sigma \phi_\sigma(t, x) \right], \]
with \( \omega_\sigma > 0 \), where the mode functions \( \phi_\sigma(t, x) \) are defined by Eq. (A7).

Note that, if \( \omega_\sigma \neq \omega_\sigma' \), then the functions \( \Psi_\sigma \) and \( \Psi_\sigma' \) are orthogonal because of the relation (A10). This allows us to normalize the functions \( \Psi_\sigma \) as
\[ \langle \Psi_\sigma, \Psi_\sigma' \rangle = \delta_{\sigma\sigma'} . \]

The completeness of the functions \( \Psi_\sigma \) and the normalization condition (A13) imply
\[ \sum_\sigma \Psi_\sigma(x)\Psi_\sigma(x') = \frac{N(x)}{\sqrt{g(x)}}\delta(x, x'). \]

This completeness relation allows one to show that the equal-time commutation relations (A4) are equivalent to the commutation relations among the annihilation and creation operators:
\[ [a_\sigma, a^\dagger_\sigma'] = \delta_{\sigma\sigma'}, \]
with all other commutators among \( a_\sigma \) and \( a^\dagger_\sigma' \) vanishing. The vacuum state \( |0\rangle \) is defined by the requirement that
\[ a_\sigma |0\rangle = 0, \]
for all \( \sigma \).

Now, let \( \Lambda \) be a Killing vector of the spacetime and let
\[ L_\Lambda \phi_\sigma(t, x) = \sum_{\sigma'} \Lambda_{\sigma\sigma'} \phi_{\sigma'}(t, x) + \sum_{\sigma'} \dot{\Lambda}_{\sigma\sigma'} \phi_{\sigma'}(t, x), \]
where $\mathcal{L}_\Lambda$ denotes the Lie derivative with respect to $\Lambda$. Substituting this expression into Eq. (A12), we have

$$\mathcal{L}_\Lambda \phi(t, x) = \sum_\sigma \sum_{\sigma'} \left[ (a_{\sigma'} \Lambda_{\sigma' \sigma} + a_{\sigma'}^\dagger \bar{\Lambda}_{\sigma' \sigma}) \phi_\sigma(t, x) + (a_\sigma^\dagger \bar{\Lambda}_{\sigma' \sigma} + a_{\sigma'} \bar{\Lambda}_{\sigma' \sigma}) \phi_{\sigma'}(t, x) \right]. \quad (A18)$$

Thus, the infinitesimal transformation of the annihilation operators $a_\sigma$ corresponding to the symmetry transformation generated by $\Lambda$ is given by

$$\delta_\Lambda a_\sigma = \sum_{\sigma'} \left( a_{\sigma'} \Lambda_{\sigma' \sigma} + a_{\sigma'}^\dagger \bar{\Lambda}_{\sigma' \sigma} \right). \quad (A19)$$

Hence, for the vacuum state $|0\rangle$ defined by Eq. (A16) to be invariant under the spacetime symmetry transformation corresponding to the Killing vector $\Lambda$, we need to have $\bar{\Lambda}_{\sigma' \sigma} = 0$. That is,

$$\mathcal{L}_\Lambda \phi_\sigma(t, x) = \sum_{\sigma'} \Lambda_{\sigma' \sigma} \phi_{\sigma'}(t, x). \quad (A20)$$

Thus, for the vacuum state $|0\rangle$ to be invariant under this symmetry transformation, the positive-frequency solutions $\phi_\sigma(t, x)$ must transform among themselves without any component of negative-frequency solutions. Note that $|0\rangle$ is stationary, i.e., invariant under time-translation symmetry $T$ with $\mathcal{L}_T \phi_\sigma(t, x) = -i \omega_\sigma \phi_\sigma(t, x)$.

**Appendix B: The operator $A$ with $M^2 < -1/4$**

In this appendix we demonstrate that the operator $A$ with $M^2 < -1/4$ is unbounded from below. In this case we have

$$A = -\frac{d^2}{d\rho^2} - \frac{1/4 + a}{\cos^2 \rho}, \quad (B1)$$

with $a > 0$. We first observe

$$\int_\eta^{-\eta} (\cos \rho)^{1/2} A(\cos \rho)^{1/2} d\rho = -2a \ln(\sec \eta + \tan \eta) + \frac{1}{2} \sin \eta, \quad (B2)$$

for $0 < \eta < \pi/2$. Notice that this integral diverges to $-\infty$ as $\eta \to \pi/2$. Let $\pi/6 < \eta < \pi/2$ and $\epsilon = (\pi/2 - \eta)/2$. Then $0 < \eta - \epsilon < \eta + \epsilon < \pi/2$.

Let $f \in \text{Dom}(A)$ be defined by

$$f(\rho) := \begin{cases} (\cos \rho)^{1/2} & \text{if } |\rho| \leq \eta - \epsilon, \\ (\cos \rho)^{1/2} \chi(|\rho| - \eta)/\epsilon & \text{if } |\rho| \geq \eta - \epsilon, \end{cases} \quad (B3)$$

where $\chi$ is a smooth monotonically-decreasing function satisfying the condition that $\chi(x) = 1$ if $x \leq -1$ and $\chi(x) = 0$ if $x \geq 1$. We have $f \in \text{Dom}(A)$ because $f(\rho) = 0$ if $\eta + \epsilon \leq |\rho| < \pi/2$. We have

$$\int_{-\pi/2}^{\pi/2} |f(\rho)|^2 d\rho \leq 2, \quad (B4)$$

and

$$\int_{-\pi/2}^{\pi/2} f(\rho) A f(\rho) d\rho = \int_{-\eta+\epsilon}^{\eta-\epsilon} f(\rho) A f(\rho) d\rho + 2 \int_{\eta-\epsilon}^{\eta+\epsilon} f(\rho) A f(\rho) d\rho. \quad (B5)$$
Since the first integral diverges to \(-\infty\) as \(\eta \to \pi/2\) by Eq. (B2), if the second integral is bounded in this limit, then the operator \(A\) is unbounded from below.

For \(\eta - \epsilon < \rho < \eta + \epsilon\) we find

\[
f(\rho)Af(\rho) = \chi((\rho - \eta)/\epsilon) \left[ -\frac{1}{c^2} \cos \rho \chi''((\rho - \eta)/\epsilon) + \frac{1}{\epsilon} \sin \rho \chi'((\rho - \eta)/\epsilon) \right] + \left( -\frac{a}{\cos \rho} + \frac{1}{4} \cos \rho \right) \chi((\rho - \eta)/\epsilon).
\]  

(B6)

Let \(|\chi''(x)| \leq C_2\), \(|\chi'(x)| \leq C_1\) and recall \(|\chi(x)| \leq 1\). Then,

\[
|f(\rho)Af(\rho)| \leq \frac{C_2}{c^2} \sin 3\epsilon + \frac{C_1}{\epsilon} + \frac{a}{\sin \epsilon} + \frac{1}{4}.
\]  

(B7)

Then,

\[
\left| \int_{\eta-\epsilon}^{\eta+\epsilon} f(\rho)Af(\rho) d\rho \right| \leq \int_{\eta-\epsilon}^{\eta+\epsilon} |f(\rho)Af(\rho)| d\rho
\]

\[
\leq \frac{2C_2}{\epsilon} \sin 3\epsilon + 2C_1 + \frac{2a}{\sin \epsilon} + \frac{\epsilon}{2}
\]

\[
\to 6C_2 + 2C_1 + 2a,
\]  

(B8)

as \(\epsilon = (\pi/2 - \eta)/2 \to 0\). Hence, the second term in Eq. (B5) is indeed bounded and the operator \(A\) is unbounded from below.

**Appendix C: The closure of the operator \(A\)**

In this appendix we demonstrate that, if \(\Psi \in \text{Dom}(\tilde{A})\), then \(\tilde{\Psi}^{(\lambda)}(\pm \pi/2) = D\tilde{\Psi}^{(\lambda)}(\pm \pi/2) = 0\), where \(\tilde{A}\) denotes the closure of the operator \(A\) and where \(\tilde{\Psi}^{(\lambda)}\) and \(D\tilde{\Psi}^{(\lambda)}\) are defined by Eqs. (49) and (50). First we examine the case with \(1/2 < \lambda < 3/2\). Let \(\Phi_1(\rho)\) and \(\Phi_2(\rho)\) be smooth functions whose support is in \([0, \pi/2]\) and which take the values \((\cos \rho)^\lambda\) and \((\cos \rho)^{-1-\lambda}\), respectively, for \(\rho \in [\pi/4, \pi/2]\). Then since \(\lambda\) and \(1 - \lambda\) are both larger than \(-1/2\) so that \(\Phi_1, \Phi_2 \in L^2[-\pi/2, \pi/2]\) and since, for \(\rho \in [\pi/4, \pi/2]\),

\[
\left( -\frac{d^2}{d\rho^2} + \frac{\lambda(\lambda - 1)}{\cos^2 \rho} \right) \Phi_1(\rho) = \lambda^2 (\cos \rho)^\lambda,
\]  

(C1a)

\[
\left( -\frac{d^2}{d\rho^2} + \frac{\lambda(\lambda - 1)}{\cos^2 \rho} \right) \Phi_2(\rho) = (1 - \lambda)^2 (\cos \rho)^{1-\lambda},
\]  

(C1b)

we have \(A^\dagger \Phi_1, A^\dagger \Phi_2 \in L^2[-\pi/2, \pi/2]\) and therefore \(\Phi_1, \Phi_2 \in \text{Dom}(A^\dagger)\).

Now, suppose \(\Psi \in \text{Dom}(A)\). Since \(\tilde{A} = (A^\dagger)^\dagger\) (see Reed and Simon\(^{20}\)), we have by definition

\[
\langle c_1 \Phi_1 + c_2 \Phi_2, \tilde{A} \Psi \rangle = \langle c_1 A^\dagger \Phi_1 + c_2 A^\dagger \Phi_2, \Psi \rangle = 0,
\]  

(C2)

where \(c_1, c_2 \in \mathbb{C}\). This can be written as

\[
\lim_{a \to \pi/2} \int_0^a \left\{ \frac{d^2}{d\rho^2} \left[ \frac{c_1}{\sqrt{\rho}} \Phi_1(\rho) + \frac{c_2}{\sqrt{\rho}} \Phi_2(\rho) \right] \Psi(\rho) - \frac{c_1}{\sqrt{\rho}} \Phi_1(\rho) + \frac{c_2}{\sqrt{\rho}} \Phi_2(\rho) \right\} \frac{d^2}{d\rho^2} \Psi(\rho) \right\} d\rho = 0.
\]  

(C3)

Then, by integration by parts we have

\[
\lim_{\rho \to \pi/2} \left\{ (1 - 2\lambda) \tilde{\pi}(\cos \rho)^{-\lambda-1} \sin \rho \Psi(\rho)
\]

\[
- [\tilde{\pi}(\cos \rho)^{2\lambda-1} + \frac{1}{\sqrt{\pi}}] (\cos \rho)^{2-2\lambda} \frac{d}{d\rho} \left[ (\cos \rho)^{\lambda-1} \Psi(\rho) \right] \right\} = 0.
\]  

(C4)
Let $c_1 = 0$ and $c_2 = 1$. Then,

$$
\lim_{\rho \to \pi/2} (\cos \rho)^{2-2\lambda} \frac{d}{d\rho} \left[ (\cos \rho)^{\lambda-1} \Psi(\rho) \right] = 0. \tag{C5}
$$

That is, $D\tilde{\Psi}^{(\lambda)}(\pi/2) = 0$. Next, let $c_1 = 1$ and $c_2 = 0$. Then since $(\cos \rho)^{2\lambda-1} \to 0$ and $\sin \rho \to 1$ as $\rho \to \pi/2$, we find

$$
\lim_{\rho \to \pi/2} (\cos \rho)^{\lambda-1} \Psi(\rho) = 0. \tag{C6}
$$

That is, $\tilde{\Psi}^{(\lambda)}(\pi/2) = 0$. We can construct a similar argument to show that $D\tilde{\Psi}^{(\lambda)}(-\pi/2) = \tilde{\Psi}^{(\lambda)}(-\pi/2) = 0$.

For $\lambda = 1/2$ we can let $\Phi_1(\rho) = (\cos \rho)^{1/2}$ and $\Phi_2(\rho) = (\cos \rho)^{1/2}[\ln(\cos^2 \rho) - 1]$ for $\rho \in [\pi/4, \pi/2]$ and let them vanish for $\rho \in [-\pi/2, 0]$. We find that $\Phi_2$ is also in $\text{Dom}(\hat{A}^t)$ because

$$
\left( -\frac{d^2}{d\rho^2} - \frac{1}{4 \cos^2 \rho} \right) (\cos \rho)^{1/2} \left[ \ln(\cos^2 \rho) - 1 \right] = \frac{1}{4} (\cos \rho)^{1/2} \left[ \ln(\cos^2 \rho) - 1 \right] + 2(\cos \rho)^{1/2}. \tag{C7}
$$

Proceeding in the same way as before, if $\Psi \in \text{Dom}(\hat{A})$, then we find, instead of Eq. (C4),

$$
\lim_{\rho \to \pi/2} \left\{ \frac{2c_2 \sin \rho}{(\cos \rho)^{1/2} \left[ \ln(\cos^2 \rho) - 1 \right]} \Psi(\rho) \right. \\
= \left[ \frac{c_2}{\ln(\cos^2 \rho) - 1} \right] + \frac{c_2}{\pi^2} \left( \cos \rho \right) \left[ \ln(\cos^2 \rho) - 1 \right]^{1/2} \frac{d}{d\rho} \left( \frac{\Psi(\rho)}{(\cos \rho)^{1/2} \left[ \ln(\cos^2 \rho) - 1 \right]} \right) \\
= 0. \tag{C8}
$$

By choosing $c_1 = 0$ and $c_2 = 1$, we find

$$
\lim_{\rho \to \pi/2} (\cos \rho) \left[ \ln(\cos^2 \rho) - 1 \right]^{1/2} \frac{d}{d\rho} \left( \frac{\Psi(\rho)}{(\cos \rho)^{1/2} \left[ \ln(\cos^2 \rho) - 1 \right]} \right) = 0. \tag{C9}
$$

That is, $D\tilde{\Psi}^{(1/2)}(\pi/2) = 0$. Next we choose $c_1 = 1$ and $c_2 = 0$ and we find, since $\sin \rho \to 1$ and $\ln(\cos^2 \rho) \to -\infty$ as $\rho \to \pi/2$,

$$
\lim_{\rho \to \pi/2} \frac{\Psi(\rho)}{(\cos \rho)^{1/2} \left[ \ln(\cos^2 \rho) - 1 \right]} = 0. \tag{C10}
$$

That is, $\tilde{\Psi}^{(1/2)}(\pi/2) = 0$. We can argue in a similar manner to conclude $D\tilde{\Psi}^{(1/2)}(-\pi/2) = \tilde{\Psi}^{(1/2)}(-\pi/2) = 0$. In fact, it is possible to show that if $\Psi \in \text{Dom}(\hat{A})$, then

$$
\lim_{\rho \to \pm \pi/2} (\cos \rho)^{-3/2} \Psi(\rho) = 0, \tag{C11}
$$

if $1/2 \leq \lambda < 3/2$, which is stronger than one of the results, $\tilde{\Psi}^{(\lambda)}(\pm \pi/2) = 0$.

**Appendix D: Relation between the two descriptions of self-adjoint extensions**

In this appendix we find a one-to-one map between the unitary matrix $U_M$ characterizing the operator $U$ defined by Eq. (45) and the unitary matrix $\mathcal{U}$ defined by Eq. (53). These two matrices characterize the self-adjoint extensions of the operator $A$ in two different ways. We write the matrix $U_M$ as $U$ in this appendix for simplicity.
Let $\Psi \in \text{Dom}(A_U)$, where $A_U$ is a self-adjoint extension of $A$, and let $\Phi \in \mathcal{S} \subset \mathcal{K}_+ \oplus \mathcal{K}_-$. (Recall that $\text{Dom}(A_U) = \text{Dom}(A) \oplus \mathcal{S}$.) Then, from Eqs. (45) and (47) we find

$$
\Phi = \begin{pmatrix} w_{11} \Phi^{(1)} + w_{12} \Phi^{(2)} \\ w_{21} \Phi^{(1)} + w_{22} \Phi^{(2)} \end{pmatrix},
$$

(D1)

with $\Phi^{(1)}, \Phi^{(2)} \in \mathcal{K}_+$. Since the operator $A_U$ is symmetric, it follows that

$$
\langle \Psi, A_U \Phi \rangle - \langle A_U \Psi, \Phi \rangle = 0.
$$

(D2)

By integration by parts, this equation can be written in terms of the boundary values as

$$
\Psi (\rho) G_j' (\rho) \bigg|_{\pi/2} - \Psi' (\rho) G_j (\rho) \bigg|_{\pi/2} = 0,
$$

(D3)

where we have defined

$$
G_j (\rho) = w_{1j} \Phi^{(1)} (\rho) + w_{2j} \Phi^{(2)} (\rho), \quad j = 1, 2.
$$

(D4)

From Eq. (43) we know that the solutions in the deficiency spaces $\mathcal{K}_+ \oplus \mathcal{K}_-$ behave at the boundaries in a way similar to the solutions of the original eigenvalue problem. Thus, we can write Eq. (D3) as follows:

$$
\tilde{\Psi}^{(\lambda)} (\pi/2) G_j^{(\lambda)} (\pi/2) - \tilde{\Psi}' (\pi/2) G_j (\pi/2) = 0,
$$

(D5)

where $G_j^{(\lambda)} (\rho)$ and $\tilde{G}_j^{(\lambda)} (\rho)$ are defined similarly to $\tilde{\Psi}^{(\lambda)} (\rho)$ and $D \tilde{\Psi}^{(\lambda)} (\rho)$. Next, we define

$$
\mathcal{A} := \begin{pmatrix} D \tilde{\Psi}^{(1, \lambda)} (\pi/2) & 0 \\ 0 & D \tilde{\Psi}^{(2, \lambda)} (\pi/2) \end{pmatrix}, \quad \mathcal{B} := \begin{pmatrix} \tilde{\Psi}^{(1, \lambda)} (\pi/2) & 0 \\ 0 & \tilde{\Psi}^{(2, \lambda)} (\pi/2) \end{pmatrix},
$$

(D6a)

(D6b)

where $\tilde{\Psi}^{(j, \lambda)} (\rho)$ and $D \tilde{\Psi}^{(j, \lambda)} (\rho)$ are defined from $\Phi^{(j)}$, $j = 1, 2$, in the same way as $\tilde{\Psi}^{(\lambda)}$ and $D \tilde{\Psi}^{(\lambda)}$ are defined from $\Psi$. The second equalities in Eqs. (D6a) and (D6b) follow from the fact that $\Phi^{(1)}$ and $\Phi^{(2)}$ are even and odd, respectively. Then, Eq. (D5) can be written in a matrix form as

$$
(\mathcal{A} + \mathcal{U} \mathcal{A}) \overrightarrow{\tilde{\Psi}} = (\mathcal{B} + \mathcal{U} \mathcal{B}) D \overrightarrow{\tilde{\Psi}},
$$

(D7)

where

$$
\overrightarrow{\tilde{\Psi}} := \begin{pmatrix} \tilde{\Psi}^{(\lambda)} (\pi/2) + \tilde{\Psi}^{(\lambda)} (\pi/2) \\ \tilde{\Psi}^{(\lambda)} (\pi/2) - \tilde{\Psi}^{(\lambda)} (\pi/2) \end{pmatrix}, \quad \overrightarrow{D \tilde{\Psi}} := \begin{pmatrix} D \tilde{\Psi}^{(\lambda)} (\pi/2) - D \tilde{\Psi}^{(\lambda)} (\pi/2) \\ D \tilde{\Psi}^{(\lambda)} (\pi/2) + D \tilde{\Psi}^{(\lambda)} (\pi/2) \end{pmatrix}.
$$

(D8)

It is useful to note that, by expressing the relation $\langle \Phi^{(1)}, A_U \Phi^{(1)} \rangle - \langle A_U \Phi^{(1)}, \Phi^{(1)} \rangle = 4i$, $j = 1, 2$, in terms of the boundary values $\Phi^{(j, \lambda)} (\pm \pi/2)$ and $D \Phi^{(j, \lambda)} (\pm \pi/2)$, one finds

$$
\mathcal{B} \mathcal{A} - \mathcal{A} \mathcal{B} = 2i \mathbb{I}.
$$

(D9)

We rearrange Eq. (D7) as

$$
[\mathcal{B} - i \mathcal{A} + \mathcal{U} (\mathcal{B} - i \mathcal{A})] \overrightarrow{D \tilde{\Psi} - i \overrightarrow{\tilde{\Psi}}} = - [\mathcal{B} + i \mathcal{A} + \mathcal{U} (\mathcal{B} + i \mathcal{A})] \overrightarrow{D \tilde{\Psi} + i \overrightarrow{\tilde{\Psi}}},
$$

(D10)
The matrices $B \pm iA + U(B \pm iA)$ are invertible because the relation (D9) implies that there are no non-trivial solutions $\vec{a}$ to either of the equations $\|B \pm iA\vec{a}\|^2 = \|(B \pm iA)\vec{a}\|^2$. Then, the matrix $\tilde{U}$ defined by
\[
\tilde{U} := -\left[\frac{B - iA + U(B - iA)}{B + iA + U(B + iA)}\right]^{-1},
\]
is unitary and the map $U \mapsto \tilde{U}$ is a bijection\(^{36}\) as we show below. Thus, the self-adjoint extensions characterized by the unitary matrix $U$ is indeed equivalently characterized by another unitary matrix $\tilde{U}$ which specifies the boundary conditions.

The unitarity of $\tilde{U}$ follows from $V_1 V_1^\dagger - V_2 V_2^\dagger = 4(I - U U^\dagger)$, where
\[
V_1 := B - iA + U(B - iA),
\]
\[
V_2 := B + iA + U(B + iA),
\]
since $\tilde{U} = -V_1^{-1} V_2$ and $U U^\dagger = I$. Equation (D12) results from Eq. (D9). Next, we show that the map $U \mapsto \tilde{U}$ is a bijection by demonstrating that the matrix $U$ satisfying $V_1 \tilde{U} = -V_2$ for a given unitary matrix $\tilde{U}$ exists and is unique. This equation is solved uniquely for $U$ if and only if the homogeneous equation
\[
U(B - iA)\tilde{U} = -U(B + iA),
\]
(\text{D14})

admits only the trivial solution $U = 0$. Indeed, if Eq. (D14) is satisfied, then
\[
U(B - iA)(B + iA)U^\dagger = U(B + iA)(B - iA)U^\dagger.
\]
(D15)

Then, by Eq. (D9) we find $U U^\dagger = 0$, which implies $U = 0$. Thus, we can write Eq. (D10) as
\[
(\mathbb{I} - \tilde{U}) D\Psi = i(\mathbb{I} + \tilde{U}) \tilde{\Psi},
\]
(\text{D16})

where $\tilde{U}$ is unitary. Then, by defining
\[
U := \frac{1}{2} \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix} \tilde{U} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix},
\]
\text{(D17)}

we arrive at Eq. (54). It is clear that the map $U \mapsto U$ is a bijection because the map $U \mapsto \tilde{U}$ is.

**Appendix E: Boundary conditions with negative eigenvalues of $A_U$**

In this example we let $\lambda = 1$ so that the eigenvalue problem is given by
\[
-\frac{d^2}{d\rho^2}\Psi(\rho) = \omega^2 \Psi(\rho).
\]
(\text{E1})

Choosing the unitary matrix in Eq. (54) to be diagonal, we find that the following boundary conditions are possible:
\[
\Psi(\pm\pi/2) = \pm\alpha\Psi'(\pm\pi/2),
\]
(\text{E2})
where we choose $\alpha > 0$. Two independent solutions to Eq. (E1) with $\omega^2 = -\nu^2 < 0$ are

\[
\Psi_{(1)}^{(1)}(\rho) = \cosh(\nu \rho), \quad \Psi_{(2)}^{(1)}(\rho) = \sinh(\nu \rho).
\]

(E3a)

(E3b)

The functions $\Psi_{(1)}^{(1)}$ and $\Psi_{(2)}^{(1)}$ satisfy the boundary conditions (E2) if

\[
\coth\left(\frac{\nu \rho}{2}\right) = \alpha \nu, \quad \tanh\left(\frac{\nu \rho}{2}\right) = \alpha \nu,
\]

(E4a)

(E4b)

respectively. Equation (E4a) has a solution for all $\alpha > 0$ whereas Eq. (E4b) has a solution if $0 < \alpha < \pi/2$. It is interesting that in the limit $\alpha \to 0$ (the Dirichlet limit) we have $\nu \to \infty$ and hence $\omega^2 \to -\infty$.
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