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ABSTRACT

We collaborate with a large teaching hospital in Shenzhen, China and build a high-fidelity simulation model for its ultrasound center to predict key performance metrics, including the distributions of queue length, waiting time and sojourn time, with high accuracy. The key challenge to build an accurate simulation model is to understanding the complicated patient routing at the ultrasound center. To address the issue, we propose a novel two-level routing component to the queueing network model. We apply machine learning tools to calibrate the key components of the queueing model from data with enhanced accuracy.

1 INTRODUCTION

In this research, we collaborate with a large teaching hospital in Shenzhen, China, Luohu Hospital, to develop a high-fidelity simulation model to predict key performance metrics in its ultrasound center. Founded in April 1957, Luohu Hospital is a modern medical treatment center that integrates preventive health care, rehabilitation, research, and teaching. Like many hospitals in Asia, the hospital owns a large campus with several buildings that provide primary care, medical examinations, emergency care, and inpatient care. This mode is similar to the integrated practice unit (IPU) adopted by several major US hospital systems, including Mayo Clinic and Cleveland Clinic [19, 14, 8, 16]. In an IPU, most patients' outpatient itinerary, including the primary visit and examinations, can be finished in one day given that primary doctors and examination services are co-located in the same place.

*Co-first authors
Among the examination services that Luohu Hospital provides, the ultrasound examination center is of critical importance (referred to as the ultrasound center in the rest of this paper). The demand for its ultrasound center has been rapidly growing in the past few years since the strategic focus of the hospital on strengthening its obstetrics and gynecology (OB/GYN) specialty. Most of OB/GYN patients need an ultrasound exam after the initial consult with the primary doctor. The ultrasound exam can typically be scheduled and finished within the same day. After getting the exam results, patients return to the primary doctor for the second consult and get a final diagnosis, concluding their itinerary (a small proportion of them may need a second set of exams before the final diagnosis can be achieved). Preliminary analysis shows that the time spent to finish the ultrasound exam is the most time-consuming part for a patient’s itinerary. Thus, it is important to understand the operations of the ultrasound center and develop accurate performance prediction on key metrics including the waiting time. Such performance prediction would then provide the basis to identify operational strategies that could reduce the total amount of time these patients need to spend in the hospital for their outpatient itinerary, improving the patient experience.

In this paper, we develop a high-fidelity simulation model that integrates predictive tools and queueing models to capture the operations in the ultrasound center. The model is calibrated with detailed patient-level data and can provide accurate prediction on the key performance metrics, such as distributions of time-dependent queue length, waiting time, and sojourn time. The purpose of this research is multiple-fold:

• To empirically analyze the operations and key performance metrics for the ultrasound center in Luohu Hospital;
• To develop a high-fidelity simulation model to accurately capture key performance metrics;
• To provide a platform for hospital managers to understand the current performance and identify operational strategies that can improve the system performance.

In the following two subsections, we first describe the challenges we met in building the simulation model. Then, we highlight the contribution we made in incorporating a few salient features in the simulation model that are crucial for accurate prediction.

1.1 Challenges

We model the ultrasound center as a multi-class, multi-pool parallel-server queue. Each class corresponds to one type of patients, and each pool of servers corresponds to one or a few examination rooms. However, different from the standard multi-class, multi-pool queue, operations in the ultrasound center have several unique features, including patient and server heterogeneity, complicated patient routing, and time-dependency on the server side. We specify each as follows.

First, there is great heterogeneity in the patients and exam rooms (servers). The center serves patients from more than 20 medical specialties, who come with very distinctive test items, often more than one item. This results in a vast combination of service requests and high variances in the service times. Meanwhile, the servers are highly different. Most rooms are capable of performing common tests, but some tests have to be done in rooms with certain equipment. The majority of technicians are known as “general practitioners,” who are qualified to perform most of the common tests. Several technicians, known as the “specialists,” are specialized to handle certain specific test items. Furthermore, different technicians vary in their skill levels and effectiveness, presenting a large difference in their service speed.

Second, the routing from different patients to different rooms is highly complex. Modeling routing properly turns out to be one of the most important, yet challenging, steps for us to calibrate the simulation model with empirical performance. One source of the challenges comes from the great heterogeneity in patients and servers. Additionally, (i) there is no specific rule for the routing, and nurses who are in charge of the routing use their discretion to assign patients to different rooms; (ii) rooms are not necessarily open for the entire day due to different staffing level and technicians/doctor's taking breaks occasionally (resulting in room being unavailable). Indeed, existing stylized routing policies such as first-come-first-serve (FCFS) or join-shortest-queue (JSQ) all fail to produce accurate prediction. Figure 1 compares the empirical performance and the simulation output from a conventional multi-class queue and JSQ routing. The simulation output fails to capture the empirical performance, in particular, the waiting time distribution is far off from the empirical one though the average is reasonably close.
Lastly, as in many healthcare systems, there is a strong time-dependency in the arrival rate. Our descriptive analysis also reveals a strong time-dependency in the service speed and server unavailability. We find that the service rate tends to be faster in the late morning than early morning, presenting additional heterogeneity in service speed even within the same server. There are two sources for server unavailability. First, not all rooms are open during the entire day. More rooms are open during the peak time (mid-morning) than in the afternoon. Second, some technicians may take a random “break” after serving a patient, resulting in random server unavailability that further complicates the simulation.

In summary, the unique features in the ultrasound center operations present the following challenges to construct a high-fidelity simulation model that can accurately capture empirical performance:

- The main challenge is to “learn” a proper routing model from the actual practice for the simulation model.
- To build a proper routing model, we further need: (a) patient and server classifications, and (b) estimating server unavailability.

For (a), we need to strike a balance between having sufficient classes to capture the heterogeneity (in patients and servers) and avoiding too many classes that can lead to estimation inaccuracy. For (b), if we do not properly account for server unavailability, direct estimation of the routing policy from data may end up with counter-intuitive results. For example, without modeling room unavailability, direct estimation shows that more patients are assigned to rooms with a long queue. However, this result is biased because a room that is unavailable for the next half-hour will have a much longer queue.

### 1.2 Previous Works

There is a rich literature in adopting discrete event simulation to investigate the effectiveness of service policies in hospitals [12, 3, 18, 21]. In these studies, researchers usually build simplified models to extract and analyze the key factors causing congestion. Many works in this area were based on flexible simulation models [7, 11, 17, 4, 5, 9, 15]. For example, [4] found that large variations in patients’ service type and service duration could greatly affect the simulation performance. [5] modeled the detailed dependency between oncologists and chemotherapy appointments to optimize the efficiency of patient flow. [11] presented an analysis on an eye clinic located in Singapore, carefully considering patient behavior in the appointment system (e.g., unpunctuality). These works dealt with a certain class of patients and an appointment mode, which are not in line with our circumstances, where there are high variations in both patient (customer) and doctor (server) sides.

From an operations perspective, the ultrasound center is a queueing network of multi-class customers and servers. Among the numerous papers on simulation models in healthcare settings, our work is most relevant to those studying emergency department (ED) and inpatient department for hospitals in North America or others [20, 13, 18, 1]. [20] developed an open queueing network with blocking to capture the situation when a hospital is full and patients have to be sent to another hospital. [13] considered an ED with a short-stay unit that provides an observation place to determine whether a patient will be sent to an inpatient unit or not. Comparing to these models, our ultrasound center presents several unique features as discussed above, which present us from off-the-shelf simulation models.
Directly predicting waiting times with machine learning tools is an alternative to our model-based approach. For example, [6, 10] apply artificial neural networks to predict waiting time using patient-level features. Our approach is different from this line of research, as it is a “white box” model and captures the underlying queueing dynamics. Capturing the queueing dynamics is important for counterfactual study, where one needs to evaluate the performance changes under different operational strategies (e.g., capacity changes). Black-box machine learning models often lack the ability to capture the complex dependence between performance metrics and system parameters.

1.3 Main Contribution

We develop a high-fidelity simulation model that integrates machine learning tools and queueing models in a novel manner, instead of using either alone. We leverage machine learning as predictive tools to calibrate key modeling components in our stochastic queueing network. This integrated model produces accurate performance prediction enhanced by machine learning, while the queueing-based model allows us to retain desirable properties such as of being structural and interpretable. Figure 2 demonstrates the output from our high-fidelity simulation model, which can accurately capture various key performance metrics, including the waiting time distribution that was far off from the conventional model as shown in Figure 1. More validation results are in Section 4.

![Figure 2: The performance of our high-fidelity simulation model.](image)

We highlight our contribution to the literature as follows:

- **Two-level patient routing component.** To address the main challenge of building a proper routing component, we combine queueing structures with data to analyze routing behaviors in practice, rather than imposing stylized routing policies. Specifically, we develop a two-level hierarchical routing policy. In the first level, we decide which group of exam rooms to route a patient. Then, in the second level, we decide which room, within the selected group from the first level, to route the patient. At each level, we apply machine learning methods to learn the routing rule from data. This two-level structure allows us to separate the key determinants in the routing decisions: patient’s examination items (medical factor) in the first level, and the queue length and the room availability (operational factor) in the second level.

- **Clustering-based patient and room classification.** We leverage clustering algorithms to classify patients and servers. For patients, the clustering is based on similarity of the service time distributions. For servers, the clustering is based on the empirical routing probability and service time distributions. In this way, we group rooms that serve similar types and proportions of patients from different specialties. These clustering algorithms provide us the flexibility to choose a proper number of classes and the desired proximity on key features for calibrating the model (e.g., service time).

- **Estimating server availability.** As discussed, the server availability is affected by (i) the staffing (room open/close) policy and (ii) technician taking a random break after serving the last patient. For (i), we calibrate a time-varying room open policy from data. For (ii), we analyze the sequence of patients, who
received exams in the same room, on their arrival, service start, and service end timestamps. We identify two types of gap times. The first type is the break time, defined as the duration between the service-end time of the previous patient and the service-start time of the next patient in a busy period. The second type is on the patient side – walking time, defined as the duration between the arrival time and service-start time of the next patient after the previous patient has finished service. It turns out incorporating these two gap times in the simulation can further improve the prediction accuracy. See more details in Section 3.2.

**Relevance of our simulation model in decision making.** The simulation model we build in this research provides an accurate prediction on key performance metrics, which can be used to provide patients with an estimated waiting time on finishing the ultrasound exam. Such “delay announcement” is often used in call center operations and has been shown to greatly improve customer experience. Moreover, this simulation model provides a high-fidelity platform to evaluate the impact of different operational changes. For example, in [2], the authors develop a patient scheduling policy that explicitly accounts for patient revisits in a day. The solution algorithm relies on the estimation of the sojourn time distribution at the examination center (ultrasound for OB/GYN patients) as a key input to search for the optimal schedule. The empirical estimates of the sojourn time can be possibly used as an input for the initial iteration of solution algorithm. However, in later iterations, the sojourn time distribution needs to be re-evaluated when all primary doctors’ offices use the new schedule. This will cause a major shift to the arrival pattern to the ultrasound center and hence, change the sojourn time. In this case, one cannot use empirical estimates anymore. Having a high-fidelity simulation model that allows evaluation of the sojourn time distribution under the new arrival pattern is critical. Compared with pure black-box machine learning tools, our queueing-based model can better capture the complicated dependence between arrival pattern and system congestion.

**Paper outline.** In the rest of the paper, we first give an overview of the ultrasound center and present descriptive statistics in Section 2. We also describe the classification of patients and rooms in Section 2. Then we specify the details of our simulation model in Section 3. We present the simulation results that validate our model in Section 4. We conclude the paper in Section 5.

## 2 DATA AND DESCRIPTIVE ANALYSIS

Patients who request tests from the ultrasound center come from various departments (medical specialties) and their request examination items vary greatly. There are 189 different ultrasound examination items out of the 175702 total records in our 1-year data in 2018. The top 10 examination items account for over 75% of the tests with more than 2000 occurrences in a year. Table 1 lists the top 10 examination items. Appendix A details our process of merging different data sources and the key attributes/timestamps in the data.

| Index | Inspection Item                                                                 | Proportion |
|-------|---------------------------------------------------------------------------------|------------|
| A     | Transabdominal and transvaginal color Doppler ultrasound                         | 32.3%      |
| B     | Color Doppler ultrasound examination of uterine attachment                       | 8.79%      |
| C     | Fetal Level 2 Examination                                                       | 7.07%      |
| D     | Superficial color Doppler ultrasound: breast and axillary lymph nodes            | 6.32%      |
| E     | Color Doppler ultrasound: liver, gallbladder, spleen, pancreas and portal vein system | 5.26%      |
| F     | Intracavitary three-dimensional color ultrasound imaging                         | 3.96%      |
| G     | Four-dimensional Level 2 fetal examination                                       | 3.39%      |
| H     | NT                                                                               | 3.25%      |
| I     | Superficial color Doppler ultrasound: thyroid and lymph nodes                    | 3.20%      |
| J     | Cardiac Color Doppler Examination Package 2                                     | 3.02%      |

Table 1: Top 10 Ultrasound Examination Items.

Figure 3 plots the hourly arrival rates to the ultrasound center, which shows a time-dependent pattern. Figure 3a decomposes the hourly arrival rates into the corresponding rate from each department such as OB/GYN and Surgery. The peak arrival occurs in the morning (8-11 AM) each day. In addition to the time-of-day pattern, the arrivals also demonstrate a day-of-week pattern. The two curves in Figure 3b show the hourly arrival rates averaged over all weekdays and weekends, respectively. Next, we discuss how to classify the patients and the servers (examination rooms).
2.1 Classification of Examination Item and Room Types

To classify patients, we note that, in addition to the large number of examination items, a significant number of patients come to the ultrasound center with more than two examination items. Thus, if we were to classify patients according to their required examination items, it would lead to too many classes and cause estimation errors due to the small sample size in each combination. To avoid this issue, we leverage clustering algorithms to classify patients, based on the mean and standard deviation of their service time and the frequency of going to different rooms. We further separate the 17.48% of patients who need multiple examination items into a different category. Appendix D.1 details the total six groups of examination items classified from the clustering algorithm (labeled as P1 through P6 in the rest of the paper). Figure 4a plots the empirical service time distribution for the first group (P1). The empirical service time distributions for other groups are provided in Appendix D.1.

For the server side, the ultrasound center at Luohu Hospital has 32 rooms that are equipped with different kinds of exam machines. According to our healthcare partner, most examination items can be performed in the majority of rooms, but a few examination items could only be done in certain specific rooms. Additionally, not every room is open during the entire working hour in a day. Figure 4b shows the number of open days, out of 365 days in a year, for each of the 32 rooms. Figure 4c shows the mean service time for each of the 32 rooms. We can see that both the number of open days and service times vary greatly among different rooms.

Similarly, we leverage clustering algorithms to classify the rooms into a handful of types. For this part, we use the Hierarchical Clustering Algorithm base on the following room features: (i) number of open days in one year, (ii) mean service time, which is related to service capacity, and (iii) proportion of examination items performed, which is related to routing. Table 2 shows the four room types classified from the clustering algorithm, along with the room ID each type contains and the major types of examination items performed. Figure 5 plots the number of patient records from different departments in our 1-year data that are routed to each of the four room types, with the width of the line scaled proportionally to reflected the different volumes.
### Table 2: Classification of Patients by Examination Items.

| Room Type | Corresponding Rooms Number | Patient Type |
|-----------|-----------------------------|--------------|
| R1        | 1, 2, 3, 4, 5, 6, 7, 8, 10, 12 | P2, P3, P5, P6 |
| R2        | 9, 11, 13, 14, 29            | P1, P2, P3, P5, P6 |
| R3        | 17, 18, 20, 26, 27, 28, 30   | P2, P3, P4, P5, P6 |
| R4        | 15, 16, 19, 21, 22, 23, 24, 25, 31 | P2, P3, P5, P6 |

#### Figure 5: Patient Routing Process

#### 3 Simulation Model

In this section, we introduce our high-fidelity simulation model to capture the patient flow and operations of the ultrasound center. This model is a multi-class, multi-pool parallel-server queueing system. The model contains four major components: (1) patients arriving, (2) checking room availability, (3) routing patients to the specific room, and (4) patients receiving service and leaving the system after service completion. Figure 6 shows the flowchart of the simulation process. The main novelties of our simulation model include developing a two-level, machine-learning-based routing policy in component (3), and adding random break time to the patient service process in (4). Thus, we will briefly describe components (1) and (2) first, and then specify components (3) and (4) in the following subsections.

#### Figure 6: Flowchart of queueing simulation at ultrasound station.
3.1 Arrivals

Based on the examination item types introduced in Section 2.1, we classify patients according to a combination of three attributes: item type, age group, and gender. The classification gives us in total 75 distinct patient classes (see details in Appendix D). We model the arrival process for each patient class as an independent time-nonhomogeneous Poisson process, with the hourly arrival rates for each estimated empirically from data.

3.2 Room Availability

Our initial model that uses the average proportion of opening hours/days to sample the room availability status performs poorly. Further analysis shows that the room opening pattern strongly correlates with individual days. For our final model, we estimate the patterns of room opening hours for each day. In the simulation, we first sample a day from our dataset at random at the beginning of each simulated day. We then use the estimated opening pattern of that day to determine the room availability in the corresponding simulated day.

3.3 ROUTING

As discussed in Section 1.1, models with stylized routing policies perform poorly in capturing the empirical performance, e.g., see Figure 1a. We develop a novel two-level hierarchical routing policy, with each level being estimated from data directly. In the first level, we decide on which one of four types of rooms to route the patient to. Then in the second level, we decide on which room within that type to route the patient. Correspondingly, we constructed two prediction models to learn the routing decisions correspond to the two levels. Our analysis shows that adopting the two-level structure is important in calibrating the simulation model, specifically, separating the second level from the first level. This is because assigning patients to different types of rooms (captured by the first level) is mainly from medical consideration. Within a given type of room, the specific room to assign the patients will then largely depend on operational features such as queue length and room availability. With the two-level structure, we are able to differentiate the two types of considerations and obtain an accurate prediction on the routing decisions.

3.3.1 First Level: Routing to One Type of Rooms

The first level in our routing component is to assign an incoming patient to one of four room types (R1, R2, R3, R4). In this part, we formulate it as a classification problem, with the true class label as the actual room type from data. We then fit different machine learning models to predict this label, including multinomial logit model, random forest, gradient boosting tree, and neural network. We compare their prediction accuracy performance and pick the one with the best out-of-sample prediction power. The random forest model is found to be the best among all models we test. Features used in the random forest model are summarized in Table 3.

| feature name | explanation |
|--------------|-------------|
| age          | age of patient |
| item type    | classified examination item types, encoded as P1 to P6 in Sec 2.1 |
| arrival hour | hour of the day when patient arrives |
| weekday      | day of the week when patient arrives |
| queue length | the number of patient in queues when patient arrives |
| numServer    | number of open test rooms when patient arrives |

Table 3: Table of features for routing model: first level in the routing component.

Notice that in this first level, the queue length is generated by summing up all queues in each type of room. Similarly, “numServer” – the number of open rooms, is also computed among all rooms contained in each type. The prediction accuracy of this random forest model is provided in Appendix B.

3.3.2 Second Level: Routing to a Specific Room

After selecting a room type for an arriving patient, we decide on which room within the type to route the patient to. Similarly, we consider it as a supervised learning problem, but now the classification labels are changed to individual rooms. We fit one routing model for each room type, which leads to a total of four models. Similar
to the first level, we test different classification methods for the second level. Again, random forest is shown to be the best. The input features to this second-level random forest model are mostly the same as Table 3, except following two differences:

- **queue length**: queue length refers to the number of waiting patients at an individual test room, instead of the entire room type.
- **numServer**: in the first level we adopt numServers to represent room open status within one type. Here we use a binary indicator that shows whether an individual room is open or not in the current hour.

Table 4 summarizes the hyperparameters chosen for random forest models in the two levels.

| Parameter       | First level | Second level (room type 1) | Second level (room type 2) | Second level (room type 3) | Second level (room type 4) |
|-----------------|-------------|-----------------------------|----------------------------|-----------------------------|-----------------------------|
| number of estimator | 100         | 250                         | 150                        | 250                         | 300                         |
| bootstrap       | False       | False                       | False                      | False                      | False                      |
| criterion       | Gini Index  | Entropy                     | Gini Index                 | Gini Index                 | Gini Index                 |
| max features    | $\sqrt{p}$ | $\log_2 p$                  | $\sqrt{p}$                | $\sqrt{p}$                | $\sqrt{p}$                |
| min samples leaf| 20          | 10                          | 1                          | 1                           | 1                           |
| min samples split| 20         | 5                           | 2                          | 15                          | 11                          |
| max depth       | 9           | 9                           | 9                          | 10                          | 10                          |

Table 4: Hyperparameter for random forest model. $p$ is the input dimension of Random Forest model.

### 3.4 Service Process

The service time of each patient is sampled empirically from historical patient records with the same room, hour-of-day, and patient type combination. A patient leaves the system after getting service in the system. We illustrate two additional features in generating service times in our simulation model: random server break time and patient walking time.

From both the data and our field observation in the hospital, we find that patients are not always called into the room as soon as the last patient in the queue leaves. It is possible that technicians need to take time to organize materials, adjust the machines, take a short break, or on some occasions, leave the room to deal with urgent situations. To model this server break time, we analyze a sequence of patients served in the busy period of each room, and take the gap between two consecutive patients as the break time. That is, the duration between the service-end time of the previous patient and the service-start time of the next patient. We then fit distributions of the break time for each of the four room types and for each hour of the day. Details of the break time distributions are in Appendix E. Similarly, patients need to spend some time walking to the exam room after being routed there. To estimate this walking time, we use the duration between a new patient’s arrival time and his/her service-start time in an idle period. We also fit this distribution for each of the four room types and each hour of the day; see Appendix E.

### 4 MODEL VALIDATION

#### 4.1 Validation on Routing

We first discuss validate the two-level routing component. We compare the average number of patients routed to each room type (first level) or each room (second level) with the empirical counterparts. Figure 7 compares for the first level. We can see that the predicted number of patients routed to each room type matches closely with the empirical value in each hour. The absolute difference in the hourly arrival rate is between 0.04 and 2.08 across different hours and room types. The relative difference is between 0.60% and 22.55%, with the relative difference defined as the absolute difference between simulation and empirical values divided by the empirical value.

For the second level, Figure 8 compares the empirical and predicted hourly number of patients routed to each Type 1 room. The figures for the other three room types are available in Appendix B. Again, we can see the predicted values match well with the empirical values. For room type 1, the absolute difference in the
hourly arrival rates is between 0 and 0.53 across different hours, with the relative difference between 0% and 15.31%.

Figure 7: First level: number of routed patients from four types.

Figure 8: second level: number of routed patients from each room of room types type 1.

4.2 Validation on Key Performance Metrics

Figure 1 in the introduction shows the performance comparison between the empirical performance and the simulation output from the conventional multi-class queue with JSQ routing. The middle column in Table 5 summarizes statistics on the differences in the key performance metrics. It is worth noting that while the differences (absolute and relative) in the mean waiting time are moderate, the differences in the mean queue length and waiting time distributions are significant, as observed from Figure 1 and Table 5. The largest relative difference in the hourly mean queue length can be as high as 32%.

For our high-fidelity simulation model, Figure 2 shows a similar set of performance comparison between the simulation output and the empirical performance. The last column in Table 5 summarizes statistics on the differences in the key performance metrics in this high-fidelity model. The improvement on the waiting time distribution is the largest: the Kolmogorov-Smirnov difference (KS diff) is reduced from 0.371 to 0.058. The difference in the mean queue length also shows a significant reduction (from 2.23 to 0.82), with the largest relative difference in the hourly queue length reduced to 20% (from 32% previously). The mean waiting time
also shows some improvement, with the difference reduced from 3.11 minutes to 2.40 minutes. Overall, our high-fidelity model produces much more accurate performance prediction compared to the conventional model.

|                          | Conventional model | High-fidelity model |
|--------------------------|--------------------|---------------------|
| Diff in mean queue length (patient) | 2.23 (16.49\%)     | 0.82 (6.73\%)       |
| Diff in mean waiting time (min)     | 3.11 (21.25\%)     | 2.40 (19.34\%)      |
| KS diff in waiting time distribution | 0.371             | 0.058               |

Table 5: Comparison on simulation output. The numbers in the parenthesis for the first two rows are the corresponding relative differences.

5 CONCLUSION

For many health service system, conventional modeling-based analysis has its limitation as being inflexible in capturing complicated behavioral features, e.g., the routing decisions in our studied setting. This calls for the need of developing high-fidelity simulation models that can capture these complicated features and make more accurate predictions. Taking our healthcare partner as an example, the salient features in the operations of their ultrasound center would make a conventional modeling-based analysis infeasible. These features include patient and server heterogeneity, time-dependency, complicated patient routing, and server vacation. Thus, it is imperative for us to develop a high-fidelity model, instead of a stylized model, to predict the performance of the ultrasound service system.

It is important to note that our simulation model approximates the real system at the appropriate granular level so that the model is both predictive as well as tractable. To that end, we carefully examined the historical data and identify behavioral patterns which helps simplify the simulation model without compromising the prediction accuracy. For example, to capture the highly complex routing behavior, we directly used machine learning methods to learn the routing behavior from data. Then we choose a hierarchical routing policy that closely approximates the current policy and also can be efficiently simulated. In addition, we develop a clustering-based classification for both patients and servers (rooms) so that items in the same class share similar operational characteristics (e.g., service time distributions). This classification captures the patient and server heterogeneity without significantly increasing the problem size. Numerical results show that the output of our simulation model can accurately recover the real system states. This increases the credibility of the potential managerial implications. In particular, this simulation model can provide direct help for the hospital manager to forecast the intra-day demand and make better staffing and scheduling decisions. Moreover, many of the features that we identified and modeled in this paper, such as time-varying arrival and service rates, patient and server heterogeneity, server vacation, etc., are likely to exist in other hospitals. Thus, the methods we proposed in developing the simulation model have potentials to be generalized to study other ultrasound centers and service systems.

One future research direction is to develop an analytically tractable model that still captures some of the critical features in our simulation model. This would allow us to further understand the underlying driving forces of the ultrasound system and develop generalizable managerial insights. Another potential research direction is to develop a decision support system, based on this simulation model, that could facilitate the hospital manager to make real-time scheduling decisions such as the one in [2].

References

[1] John Chavis, Amy L Cochran, Keith E Kocher, Valerie N Washington, and Gabriel Zayas-Cabán. A simulation model of patient flow through the emergency department to determine the impact of a short stay unit on hospital congestion. In 2016 Winter Simulation Conference (WSC), pages 1982–1993. IEEE, 2016.

[2] Xinyun Chen, J.G. Dai, Yichuan Ding, Pengyi Shi, and Linger Sun. Joint appointment and reentry scheduling: Mitigating onsite overcrowding in outpatient services. working paper, 2021.
[3] Haolin Feng, Zitian Li, Michelle M Alvarado, Coralys M, and Coralys M Colón-Morales. A simulation study of outpatient surgery clinic with stochastic patient re-entrance. In 2020 Winter Simulation Conference (WSC), pages 910–921. IEEE, 2020.

[4] Ming Guo, Michael Wagner, and Constance West. Outpatient clinic scheduling—a simulation approach. In Proceedings of the 2004 Winter Simulation Conference, 2004., volume 2, pages 1981–1987. IEEE, 2004.

[5] Paul R Harper and HM Gamlin. Reduced outpatient waiting times with improved appointment scheduling: a simulation modelling approach. Or Spectrum, 25(2):207–222, 2003.

[6] Rinda Parama Satya Hermanto, Ariadi Nugroho, et al. Waiting-time estimation in bank customer queues using rprop neural networks. Procedia Computer Science, 135:35–42, 2018.

[7] Xianfei Jin, Appa Iyer Sivakumar, and Sing Yong Lim. A simulation based analysis on reducing patient waiting time for consultation in an outpatient eye clinic. In 2013 Winter Simulations Conference (WSC), pages 2192–2203. IEEE, 2013.

[8] Scott Knoer, Robert J Weber, David R Witmer, David A Zilz, Daniel M Ashby, Steve Rough, James G Stevenson, Paul W Bush, Rowell Daniels, Sam V Calabrese, et al. Highlights of the cleveland clinic pharmacy practice model summit. American journal of health-system pharmacy, 70(4):356–365, 2013.

[9] Bohui Liang, Ayten Turkcan, Mehmet Erkan Ceyhan, and Keith Stuart. Improvement of chemotherapy patient flow and scheduling in an outpatient oncology clinic. International Journal of Production Research, 53(24):7177–7190, 2015.

[10] V Limlawan and P Anusornnitisarn. Development of waiting time predictor based artificial neural network. In IOP Conference Series: Materials Science and Engineering, volume 847, page 012026. IOP Publishing, 2020.

[11] CKY Lin. A decision-support simulator for improving patient flow and increasing capacity at an eye outpatient department. In 2013 IEEE Symposium on Computational Intelligence in Healthcare and e-health (CICARE), pages 21–26. IEEE, 2013.

[12] Jake Martin, Jacob Kiel-Locey, Karmel Shehadeh, Sameer D Saini, and Jacob E Kurlander. Integrated simulation tool to analyze patient access to and flow during colonoscopy appointments. In 2020 Winter Simulation Conference (WSC), pages 934–943. IEEE, 2020.

[13] Deborah J Medeiros, Eric Swenson, and Christopher DeFlitch. Improving patient flow in a hospital emergency department. In 2008 Winter Simulation Conference, pages 1526–1531. IEEE, 2008.

[14] Paul S Mueller. Incorporating professionalism into medical education: the mayo clinic experience. The Keio journal of medicine, 58(3):133–143, 2009.

[15] Chong Pan, Dali Zhang, Audrey Wan Mei Kon, Charity Sue Lea Wai, and Woo Boon Ang. Patient flow improvement for an ophthalmic specialist outpatient clinic with aid of discrete event simulation and design of experiment. Health care management science, 18(2):137–155, 2015.

[16] Joseph M Patronchak. Implementing servant leadership at cleveland clinic: A case study in organizational change. Servant Leadership: Theory & Practice, 2(1):3, 2016.

[17] Thomas R Rohleder, Peter Lewkonia, Diane P Bischak, Paul Duffy, and Rosa Hendijani. Using simulation modeling to improve patient flow at an outpatient orthopedic clinic. Health care management science, 14(2):135–145, 2011.

[18] Breanna Swan, Osman Ozaltin, Sonja Hilburn, Elizabeth Gignac, and George McCammon. Evaluating an emergency department care redesign: a simulation approach. In 2019 Winter Simulation Conference (WSC), pages 1137–1147. IEEE, 2019.
[19] Stephen J Swensen, James A Dilling, Dawn S Milliner, Richard S Zimmerman, William J Maples, Mark E Lindsay, and George B Bartley. Quality: the mayo clinic approach. *American Journal of Medical Quality*, 24(5):428–440, 2009.

[20] Xiaofang Wang, Xisheng Shen, and Xiaoting Liu. Improving patient flow at hospital emergency services—a simulation study. In *Icissm11*, pages 1–6. IEEE, 2011.

[21] Xiange Zhang. Application of discrete event simulation in health care: a systematic review. *BMC health services research*, 18(1):1–11, 2018.
Appendix

A Description of data source merging

There are two sets of data that we used in our simulation, which are known as dataset A and dataset B. Both of them record ultrasound test information from Jan 2018 to Dec 2018 but contain different features of each record. To integrate these two datasets properly, here we first specify the attributes from A and B:

- Attributes that are shared by both datasets (the names outside parenthesis are from dataset A, and names inside parenthesis come from dataset B): department, checking items, patient ID, registration time (queueing starting time), service-calling time (queueing ending time)
- Attributes only appearing in dataset A: report generation time, report verification time
- Attributes only appearing in dataset B: patient gender, patient age, technician, test rooms

To determine the waiting time and service time of a patient, there are three timestamps that are necessary to record: arrival time, service starting time, service ending time. By checking some samples from both datasets and consulting the hospital managers, we find:

- Arrival time is represented in registration time (from dataset A), which is the same as queueing starting time (from dataset B).
- Service starting time is written in service-calling time (from dataset A), which is the same as queueing ending time (from dataset B).
- Service ending time is contained in report generation time (from dataset A).

To maintain the consistency of our modeling, we adopt arrival time, service starting time and service ending time as the unique names of queueing timestamps. Furthermore, dataset A and dataset B are merged by (1) aligning registration time with queueing starting time and (2) aligning service-calling time with queueing ending time. Finally, attributes from the integrated data can be concluded in the following three types:

- **Timestamps**: arrival time, service starting time and service ending time.
- **Patient information**: patient ID, patient gender, patient age, department.
- **Test information**: checking items, test rooms, technician.

B Prediction Performance of Routing Models

B.1 Prediction performance of random forest models

To train and validate the two-level routing model, we randomly sample 4/5 of our data as a training dataset, and the rest 1/5 serves as a test dataset. There are two perspectives of performance evaluation. We assess the model by some traditional measurements, for example, multi-class AUC (area under the ROC curve, where “ROC” refers to receiver operating characteristic curve).

**First level.** The ovr (one verses rest) AUC and accuracy are shown in the following table

|                       | on four types of rooms |
|-----------------------|------------------------|
| ovr AUC (train)       | 0.701                  |
| ovr AUC (test)        | 0.37                   |
| accuracy (train)      | 0.953                  |
| accuracy (test)       | 0.36                   |

Table 6: AUC and accuracy from first level routing model
Furthermore, we adopt the permutation test to evaluate the importance of different features. The results are shown as:

**Second level.** The AUC (‘ovr’) and accuracy are shown in Table 7, and the hourly arrival rate comparison from each room of room type 2,3,4 are showed in Figure 10

|                | Type 1 | Type 2 | Type 3 | Type 4 |
|----------------|--------|--------|--------|--------|
| AUC (test set) | 0.713  | 0.705  | 0.881  | 0.830  |
| AUC (train set)| 0.774  | 0.744  | 0.929  | 0.868  |
| accuracy (test)| 0.17   | 0.27   | 0.38   | 0.39   |
| accuracy (train)| 0.20 | 0.28   | 0.43   | 0.42   |

Table 7: AUC and accuracy from second level routing model.

### B.2 Other routing models

We have tried several other machine learning methods for the routing component: multinomial logit model (MNL), extreme gradient boosting tree (xgb), and Neural Network (NN). The following table gives the performance at the second-level routing.

|                | Type 1 | Type 2 | Type 3 | Type 4 |
|----------------|--------|--------|--------|--------|
| AUC (test set) of MNL | 0.721  | 0.711  | 0.852  | 0.818  |
| AUC (test set) of xgb  | 0.719  | 0.702  | 0.872  | 0.821  |
| AUC (test set) of NN   | 0.718  | 0.708  | 0.854  | 0.822  |

Table 8: AUC from second level routing model with other models.

### B.3 Validation on routing

Figures 10 compares the average number of patients routed to each room from the predicted routing component, for room type 2, 3, and 4, respectively, versus the empirical values. The average relative difference of arrival rate is 6.50% for room type 2, 20.37% for room type 3(since the arrival rate values of these rooms are quite small), and 17.77% for room type 4.

### C Functions of Clinics

In the ultrasound station, because there are different inspection equipment in different clinics, different clinics are mainly responsible for various sources of patients. Table 9 summarizes the main specialties of patients that each examination room serves.
Figure 10: Hourly Arrival Rate from Each Room of Room Type 2,3,4.
D  Grouping and clustering patient types

Among patients, there are 6 exam item types; see Appendix D.1. The age is divided into 10 types: 0-0.5; 0.5-5.5; 5.5-10.5; 10.5-20.5; 20.5-30.5; 30.5-40.5; 40.5-50.5; 50.5-60.5; 60.5-70.5; 70.5 and larger. There are 2 genders: male and female. Depending on these three attributes, we have $6 \times 10 \times 2$ combinations. However, some combinations have no patients in empirical data. For example, for item types P1,P3,P4, we only have female patients. Therefore, we end up having a total of 75 patient classes.

D.1 Classification of Exam Items

We performed Expectation-Maximization Clustering Algorithms using Gaussian Mixture Models for patients who only come with one examination item by their service time (mean and std) and empirical routing probability. In addition, we separate the 17.48% of patients who need multiple examination items into another category. Table 10 shows the total six groups of examination items classified from the clustering algorithm. Figure 11 plots the service time distributions for the six groups of examination items. In the simulation model, we will use the combination of age group, gender, and these six exam groups to classify patients.

| Examination Type | Corresponding Inspection Items                        | Proportion |
|------------------|-------------------------------------------------------|------------|
| P1               | Intracavitary three-dimensional ultrasound imaging    | 3.16%      |
| P2               | Patients who need to take more than one item          | 17.48%     |
| P3               | NT                                                    | 2.24%      |
| P4               | Four-dimensional fetal secondary ultrasound          | 1.5%       |
| P5               | Heart color Doppler combination                       | 2.14%      |
| P6               | Other patients who only have one inspection item      | 73.48%     |

Table 10: Classification of Patients by Examination Items.

E  Additional statistics for ultrasound simulation

• Break Time Analysis: The break time at different types of rooms is shown as:
Figure 11: Service time distribution for the six groups of exam item groups as given in Table 10.

Figure 12: The break time distribution by each type of room. If the arrival time of \( n + 1 \text{th} \) patient advanced of the end time of \( n \text{th} \) patient and the start time of \( n + 1 \text{th} \) patient minus the end time of \( n \text{th} \) patient larger than 10s, then we deem a break happens and the break time equals to the start time of \( n + 1 \text{th} \) patient minus the end time of \( n \text{th} \) patient.
• Break Time Analysis: The break time at different hours is shown as:

Figure 13: The break time distribution by each hour.
• Walking Time Analysis: The walking time at different types of rooms is shown as:

![R1 walktime distribution](image1)
![R2 walktime distribution](image2)
![R3 walktime distribution](image3)
![R4 walktime distribution](image4)

Figure 14: The walk time distribution by each type of room. If the arrival time of \( n+1 \)th patient later than the end time of \( n \)th patient and the start time of \( n+1 \)th patient minus the arrival time of \( n+1 \)th patient larger than 10s, then we deem a walk happens and the walk time equals to the start time of \( n+1 \)th patient minus the arrival time of \( n+1 \)th patient.
• Walk Time Analysis: The walk time at different hours is shown as:

Figure 15: The walk time distribution by each hour.