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Abstract—The process of using one image to guide the filtering process of another one is called Guided Image Filtering (GIF). The main challenge of GIF is the structure inconsistency between the guidance image and the target image. Besides, noise in the target image is also a challenging issue especially when it is heavy. In this paper, we propose a general framework for Robust Guided Image Filtering (RGIF), which contains a data term and a smoothness term, to solve the two issues mentioned above. The data term makes our model simultaneously denoise the target image and perform GIF which is robust against the heavy noise. The smoothness term is able to make use of the property of both the guidance image and the target image which is robust against the structure inconsistency. While the resulting model is highly non-convex, it can be solved through the proposed Iteratively Re-weighted Least Squares (IRLS) in an efficient manner. For challenging applications such as guided depth map upsampling, we further develop a data-driven parameter optimization scheme to properly determine the parameter in our model. This optimization scheme can help to preserve small structures and sharp depth edges even for a large upsampling factor (8× for example). Moreover, the specially designed structure of the data term and the smoothness term makes our model perform well in edge-preserving smoothing for single-image tasks (i.e., the guidance image is the target image itself). It performs well in several challenging applications in avoiding halos, gradient reversals and properly preserving edges with noise/texture being well smoothed. Through extensive experimental results, we show that the proposed RGIF can have promising performance in many applications such as guided depth map upsampling, flash/no flash filtering, detail enhancement, HDR tone mapping, structure smoothing and clip-art JPEG compression artifact removal.

This paper is an extension of our previous work [1, 2].

Index Terms—Robust guided image filtering (RGIF), edge-preserving image smoothing, image enhancement

1 INTRODUCTION

Images of low quality can suffer from noise, low resolution and other artifacts due to the light condition or the mechanism of the sensor. Color images captured under low light condition may contain noise and blurring edges. Due to the mechanism of Time-of-Flight (ToF) depth cameras, the obtained depth maps typically contain heavy noise and are of low resolution. Alternatively, images of high quality can be captured at the same position with better light condition or other kinds of sensors. For example, we can capture color images with much less noise and sharper edges by using flash light under low light condition. Color images of high resolution can be obtained with a camera when depth maps are captured. These high-quality images can be used as guidance to enhance the quality of those low-quality images. With the guidance of flash images, no flash images can be enhanced into images with much less noise and sharper edges [3], [4], [5]. Color images of high-resolution can be used to guide the upsampling process of depth maps [6], [7], [8]. There are also other similar applications such as near infrared (NIR) image guided color image restoration [9], [10], [11], [12], day image guided night image enhancement [13] etc. Promising results were reported in these applications. In this paper, we denote such filtering process as Guided Image Filtering (GIF) which follows the idea proposed by He et al. [14]. It is also called multispectral image restoration or cross-field image restoration [15], [16].

The advantage of GIF is that the guidance image can provide extra information especially the sharp edges that do not exist in the target image. The extra information makes the filtered image contain less noise but sharper edges.

The challenge of GIF is the structure inconsistency between the guidance image and the target image. The fundamental assumption of GIF is that both these two images have the same structures. When structures in these two images are consistent, there are seldom artifacts in the filtered image. We denote the situation where both two images have smooth regions or edges as structure consistency. However, there are also situations where one image contains edges while the corresponding regions in the other image are smooth. We denote this as structure inconsistency which may cause artifacts in the filtered image. In particular, artifacts are as follows:

- Texture copy occurs when smooth regions in the target image correspond to highly textured regions in the guidance image. As a result, the corresponding regions in the filtered image contain similar structures as the guidance image has. Texture copy can cause notable artifacts in the filtered image in applications such as guided depth map upsampling [18] and flash/no flash image filtering [15]. We show
one example of texture copy in 8× guided depth map upsampling in the first row of Fig. 1.

- **Blurring edges** exist in the filtered image when edges in the target image correspond to smooth regions or quite weak edges in the guidance image. The second row of Fig. 1 shows illustration.

In some applications such as guided depth map upsampling, input depth maps captured by ToF depth cameras usually contain quite heavy noise. How to handle the heavy noise is also a challenging issue as strong noise smoothing could also smooth out depth edges and small structures.

**How to handle the challenge of GIF** has been studied in many related methods. Shen et al. [15] used an additional shadow detection method to avoid the blurring edges caused by the shadow of NIR images in guiding the restoration of color images. Similar methods were also adopted by Petschnigg et al. [4] and Eisemann et al. [5] for shadow detection in flash images. Yang et al. [7] proposed to combine the bicubic interpolation of input depth maps and guidance color images to avoid texture copy artifacts and blurring depth edges. To handle the heavy noise on depth maps, Park et al. [8] proposed to firstly use an MRF [19] to clean up the noisy depth values on input depth maps and then perform GIF. However, these methods either are only suitable to a special application or have certain limitations.

In this paper, we propose a novel technique for Robust Guided Image Filtering (RGIF). We attempt to solve the above challenging issues in GIF with an optimization framework that consists of a data term and a smoothness term. Moreover, our model works well in handling several challenging single-image tasks (i.e., the guidance image is the target image itself). The main contributions of this paper are as follows.

1. Unlike previous methods [4], [5], [15] that adopted additional methods to handle the structure inconsistency, our model itself can well handle the structure inconsistency. The key idea in our model is to make use of the property of both the guidance image and the target image through a novel smoothness term. Instead of separating smoothing the noise in target images and performing GIF as two steps like the work proposed by Park et al. [8], our data term accommodates them simultaneously. We show that this makes our model have better performance. Moreover, both the special structure of the data term and the smoothness term make our model capable of handling many challenging single-image tasks.

2. While the proposed model is highly non-convex, we propose a numeric solution with Iteratively Reweighted Least Squares (IRLS) such that the problem can be efficiently solved by iteratively solving a linear system using off-the-shelf linear system solvers.

3. For challenging applications such as guided depth map upsampling, we present a data-driven optimization scheme to properly determine the parameter in our model. This parameter optimization scheme helps to preserve small structures and sharp depth edges even for a large upsampling factor such as 8×.

4. Our model outperforms many state-of-the-art methods in both dual-image tasks and single-image tasks.

The rest of this paper is organized as follows: in Sec. 2 we show the related work of this paper. We then present our work in Sec. 3 together with its numeric solution and analysis. A data driven parameter optimization approach is presented to properly adapt the parameter in our model. We also show that several models are related to our model as a special case of our model. Applications, their corresponding experimental results and comparison with other state-of-the-art methods are shown in Sec. 4. We draw the conclusion of our work in Sec. 5.

2 **Related Work**

Several methods are related to our work. We roughly classify these methods as local methods or filter-based methods and global methods. Local methods are based on certain edge-preserving filters where each pixel in the filtered image is a weighted sum of its neighbors in the target image. In GIF, the weight is usually based on guidance images. As a variant of Bilateral Filtering (BF) [20], Joint Bilateral...
Filtering (JBF) has been widely used in many applications such as flash/no flash image filtering [4], joint image upsampling [17], to name a few. He et al. [14] proposed a new edge-preserving filter named Guide Filter (GF). Due to its computational efficiency, GF has also been widely used in many applications such as stereo matching [22], image matting [23], single image dehazing [14], etc. GF was further improved to preserve sharp image edges [24] and spatial variation on depth maps [25]. Inspired by the tree filter in image smoothing [26] and stereo matching [27], Dai et al. [28] extended GF [14] to fully connected GF. Local methods are quite limited in smoothing the heavy noise in target images. When performing GIF, they also cannot well handle the structure inconsistency since their guidance weights are only based on guidance images. Recently, based on GF [14], Shen et al. [29] proposed mutual-structure joint filtering which considered the structure inconsistency and promising results were shown.

Global methods usually formulate the filtering process as an optimization framework which takes the global property of an image into account. The filtered image is the global/local minimum of the objective function. The Weighted Least Squares (WLS) model is a basic optimization framework that was originally used for image deblurring [30]. Recently, it has also been used in multi-scale tone mapping and detail manipulation [21], stereo matching [31] and guided depth map upsampling [32]. Take guided depth map upsampling for example, when performing GIF, WLS also suffers from the problem of texture copy and blurring edges because the guidance weight is completely based on the guidance image. Shen et al. [15] proposed to perform GIF with an optimized scale map. The assumption of their work is that the gradient of the filtered image is related to the scaled gradient of the guidance image. The limitation of such assumption is that it can cause blurring edges in the filtered image when there are no edges or quite weak edges in the guidance image corresponding to edges in the target image. This is validated by the experimental results in both their paper [15] and the one illustrated in Fig. 4(e).

Our work is motivated by the guided depth map upsampling framework proposed by Yang et al. [7]. To handle the structure inconsistency, Yang et al. [7] proposed to make use of not only the guidance color image but also the bicubic interpolation of the input depth map for the guidance weight. Promising results were shown in suppressing texture copy artifacts and preserving depth edges. In fact, the mechanism behind this idea is to make use of the property of both the guidance image and the depth map itself. This is because the bicubic interpolation can be considered as an approximation of the output depth map especially for small upsampling factors (e.g., 2× and 4×). However, their method is not suitable for large upsampling factors because the bicubic interpolation becomes unreliable especially when the upsampling factor is large (e.g., 8×) and the input depth map contains heavy noise. Instead, when applied to guided depth map upsampling, our model can iteratively exploit the newly updated depth map in solving the optimization framework. The quality of the newly updated depth map is considerably better than that of the bicubic interpolation of the input depth map. This means we can make better use of the property of depth maps. This makes our model have better performance in suppressing texture copy artifacts and preserving sharp depth edges.

Due to the special structure of the data term and the smoothness term of our model, it is also an edge-preserving smoother with strong noise smoothing ability. Fig. 2 shows comparison of our method with other local and global methods in strong noise smoothing and edge preserving filtering. We will show in the experimental part that the nice edge-preserving smoothing property of our model make it capable of several challenging single-image tasks.

Some preliminary work of the proposed method appeared in [33]. However, in this paper we have substantially further developed the method in [33] and extended the results as follows. First and most importantly, the model in this paper is a general framework that is not limited to the problem of guided depth map restoration and can be applied to many dual-image tasks as well as single-image tasks. In contrast, only depth map restoration was considered in [33], and the method there is tailored for depth map restoration. Second, our data term is robust against the noise while the data term in [33] is not. In addition, the special structure of our data term makes our model capable of coping with challenging single-image tasks such as texture smoothing [34] while the method in [33] does not perform well for such tasks. Third, the numeric solution proposed in this paper here is more efficient and the convergence is guaranteed. However, the convergence of the numeric solution proposed in [33] is not guaranteed. Fourth, we adapt the parameter in our model with an optimization framework while theirs is empirically determined. The last one is that we show several existing methods are special cases of our model in this paper. This was not explored in [33]. Moreover, we are the first to show the relation between the adopted error norm function and the $L_2$ error norm in this paper which was not explored in the literature.
3 Robust Guide Image Filtering

3.1 The Model

The inputs of our model are a target image to be filtered which is denoted as $I^0$ and a guidance image which is denoted as $G$. Both $I^0$ and $G$ can be single-channel images or multi-channel images depending on the application. If $I^0$ is a multi-channel image, we process each channel separately as adopted by Shen et al. [15], [29].

Our model consists of two terms: the data term and the smoothness term. Given $I^0$ and $G$, our model is formulated as:

$$I^* = \arg \min_I \left\{ (1 - \alpha)E_D(I, I^0) + \alpha E_S(I) \right\} \tag{1}$$

where $E_D(I, I^0)$ is the data term that makes the result to be consistent with the input target image. $E_S(I)$ is the smoothness term that reflects prior knowledge of the smoothness of our solution. The relative importance of these two terms is balanced with the parameter $\alpha$. The output of our model (i.e., the filtered image) is denoted as $I^*$.

The data term $E_D(I, I^0)$ is defined as:

$$E_D(I, I^0) = \sum_{i \in \Omega} \sum_{j \in N_D(i)} \omega_{i,j} \varphi_D(|I_i - I_j^0|^2) \tag{2}$$

where $\Omega$ represents all the coordinates of the target image. $N_D(i)$ is the neighborhood of pixel $i$ which is a $(2r_d + 1) \times (2r_d + 1)$ square patch centered at $i$. The Gaussian window $\omega_{i,j}$ decreases the weights when $j$ is far from $i$:

$$\omega_{i,j} = \exp\left(-\frac{|i-j|^2}{2\sigma_d^2}\right) \tag{3}$$

where $\sigma_d$ is a parameter defined by the user. $\varphi_D(\cdot)$ is the robust error norm function that we denote as exponential error norm:

$$\varphi_D(x^2) = 2\lambda^2 \left(1 - \exp\left(-\frac{x^2}{2\lambda^2}\right)\right) \tag{4}$$

where $\lambda$ is a user defined constant.

The design of our data term is robust against the noise in target images. This is implemented with two parts: the pixel-to-patch difference and the exponential error norm. The idea of pixel-to-patch difference has long been exploited in applications such as image denoising [35] and image editing [32]. This kind of data term is also called aggregated data term [32]. It has been shown to be robust against noisy input images (for image denoising [35]) and inaccurate input strokes (for image editing [32], [36]). Since the target image in our model can be noisy such as the depth map in guided depth map upsampling and the color image in flash/no flash image filtering, we thus also employ the similar pixel-to-patch difference measurement in the data term of our model. However, the shortage of such pixel-to-patch difference is that it may blur edges. To better preserve edges, we adopt the robust error norm function defined in Eq. (4) to model the data term. The adopted exponential error norm is known to be robust against outliers [32] and thus could better preserve edges. The Gaussian window in Eq. (3) is introduced to further reduce the influence of pixels far from the central pixel. In addition, the proposed data term also benefit other tasks such as texture smoothing [34] other than handling the noise in target images. We will show more analysis and mathematical explanation in Sec. 3.3.

The smoothness term $E_S(I)$ should be robust against the structure inconsistency between the guidance image and the target image. This is achieved with:

$$E_S(I) = \sum_{i \in \Omega} \sum_{j \in N_S(i)} \omega_{i,j}^S |I_i - I_j|^2 \tag{5}$$

where $N_S(i)$ is the neighborhood of pixel $i$ which is a $(2r_s + 1) \times (2r_s + 1)$ square patch centered at $i$.

The guidance weight $\omega_{i,j}^S$ is defined as:

$$\omega_{i,j}^S = \exp\left(-\frac{|i-j|^2}{2\sigma_s^2}\right) \cdot \exp\left(-\frac{\sum_{k \in C} |G_i^k - G_j^k|^2}{|C| \times 2\sigma_s^2}\right) \tag{6}$$

where $C$ represents different channels of $G$ which can be multiple channels or single channel depending on the application. $|C|$ represents the number of channels in $C$. $\sigma_s$ and $\sigma_g$ are parameters defined by the user.

We also employ the function in Eq. (4) to model the smoothness term:

$$\varphi_S(x^2) = \varphi_D(x^2) \tag{7}$$

The guidance weight in Eq. (6) and the exponential error norm in Eq. (2) help our smoothness term to make use of the property of both the guidance image and the target image, which is the key idea of our model to handle the structure inconsistency. We will present detailed mathematical explanation in Sec. 3.3.

3.2 Numeric Solution

Due to the highly non-convex property of the proposed model, directly solving it is challenging. Previous work such as the one proposed by Lu et al. [38] used Loop Belief Propagation (LBP) [39] to solve their energy minimization function. However, classical energy minimization solvers such as LBP [39] and graph cuts [19], [40] work for discrete energy minimization. For most applications in this paper, the variables are naturally real-valued and one has to discretize them in order to apply LBP or graph cuts. The computational cost can be extremely expensive when the continuous problem is discretized into multiple levels. Usually, there are 256 levels in natural color images and even more levels for depth maps captured by modern depth cameras which can be 8192 levels (13 bits). The quantization error can be large if only a few quantization levels are used. In contrast, we present a numeric solution to our model that works for continuous system and can be efficiently solved. First, we present the normal equation of our model:

$$\frac{\partial E}{\partial I_i} = (1 - \alpha) \sum_{j \in N_D(i)} \omega_{i,j} d_{i,j} (I_i - I_j^0) + 2\alpha \sum_{j \in N_S(i)} \omega_{i,j}^S (I_i - I_j) = 0, i \in \Omega \tag{8}$$

where we define

$$d_{i,j} = \varphi_D(|I_i - I_j^0|^2), \quad s_{i,j} = \varphi_S(|I_i - I_j|^2),$$

$$\varphi_D(x^2) = \varphi_S(x^2) = \exp\left(-\frac{x^2}{2\lambda^2}\right) \tag{9}$$

$$\varphi_D'(x^2) = \varphi_D(x^2)$$ is the derivative of $\varphi_D(x^2) = \varphi_S(x^2)$ defined in Eq. (4).
A closed-form solution to Eq. (3) is not available. We can only solve it iteratively. If we keep \(s_{i,j}, d_{i,j}\) as constant in each iteration where \(d_{i,j} = \varphi_D^2(I_i^n - I_j^n)^2, s_{i,j} = \varphi_Z^2(I_i^n - I_j^n)^2\) for iteration \(n+1\), then Eq. (8) becomes the standard form of the following re-weighted least squares optimization framework as:

\[
I^{n+1} = \arg\min_I \{(1 - \alpha) \sum_{i \in \Omega} \sum_{j \in N_D(i)} \omega_{i,j} d_{i,j}^n (I_i - I_j^0)^2 + \alpha \sum_{i \in \Omega} \sum_{j \in N_S(i)} \omega_{i,j} s_{i,j}^n (I_i - I_j^0)^2 \} \tag{10}
\]

Then we can iteratively solve Eq. (10) until the final output meets the convergence condition. This approximation is similar to the well-known Iteratively Re-weighted Least Squares (IRLS) \cite{41} in the literature. However, their IRLS is only suitable for \(\Omega_p(0 < p < 2)\) norm optimization framework. In this paper, we also denote Eq. (10) as IRLS. As Eq. (10) is quadratic in each iteration, it can be minimized by solving the set of linear equations:

\[
\begin{align*}
(1 - \alpha) \sum_{j \in N_D(i)} \omega_{i,j} d_{i,j}^n + 2\alpha \sum_{j \in N_S(i)} \omega_{i,j} s_{i,j}^n & = I_i^n - I_j^0 \\
- 2\alpha \sum_{j \in N_S(i)} \omega_{i,j} s_{i,j}^n & = (1 - \alpha) \sum_{j \in N_S(i)} \omega_{i,j} d_{i,j}^n I_j^0
\end{align*} \tag{11}
\]

we rewrite Eq. (11) in matrix notation as:

\[
[I - (1 - \alpha)W^n - 2\alpha S^n]I = (1 - \alpha)Z^n I^0 \Rightarrow I^{n+1} = (1 - \alpha)[(1 - \alpha)W^n - 2\alpha S^n]^{-1} Z^n I^0 \tag{12}
\]

where \(I\) and \(I^0\) are the vector form of the updated image and the input target image respectively. \(W^n\) is a diagonal matrix with \(W^n_{i,i} = \sum_{j \in N_D(i)} \omega_{i,j} d_{i,j}^n + 2\alpha \sum_{j \in N_S(i)} \omega_{i,j} s_{i,j}^n\). \(S^n\) is the affinity matrix whose elements are \(S^n_{i,j} = \omega_{i,j} s_{i,j}^n\). \(Z^n\) is another affinity matrix with \(Z^n_{i,i} = \omega_{i,j} d_{i,j}^n\).

Solving the linear equation in Eq. (12) has long been studied in the literature and there are many efficient modern solvers. In our experiment, we use the Preconditioned Conjugate Gradient (PCG) \cite{43} to solve Eq. (12) which shows to be very efficient and can produce good results. Besides, our IRLS also has good convergence property. Fig. 3 shows the convergence analysis on guided depth map upsampling (dual-image task) and texture smoothing (single-image task) for different \(\alpha\) values. Fig. 3(a) shows Mean Absolute Errors (MAE) between the newly updated depth map and the groundtruth in each iteration on \(8\times\) guided depth map upsampling. Other up-sampling factors have similar performance. Fig. 3(b) shows Mean Absolute Difference (MAD) between two adjacent iterations in each iteration on texture smoothing. It is clear that our IRLS shows good convergence property for a large range of \(\alpha\) values for different tasks. Note that the \(\alpha\) value used in the experiments is based on the consideration of noise/texture smoothing, edges and small structures preserving. Small \(\alpha\) cannot properly smooth the noise/texture while large \(\alpha\) can over smooth edges and small structures. Fig. 3(c) illustrates three example results of different \(\alpha\) values on \(8\times\) guided depth map upsampling and texture smoothing.

### 3.3 Analysis

In this section, we show further analysis on why our model are capable of handling the three practical issues discussed in Sec. 1. Namely, the heavy noise in input target images, texture copy artifacts and blurring edges caused by the structure inconsistency between the guidance image and the target image. Moreover, we show that the special structure of our model makes it capable of single-image tasks and promising results can be obtained. To make the analysis simple, we base our analysis on guided depth map upsampling for dual-image tasks and texture smoothing for single-image tasks. More application and the corresponding results will be shown in the experimental part in Sec. 4.

First, note that on the right side of Eq. (11) is \(\sum_{j \in N_D(i)} \omega_{i,j} d_{i,j}^n I_j^0\) for each pixel \(i \in \Omega\). This is in fact the filtered output of the input target image \(I^0\) which results from our novel data term. If we use the data term that measures the \(L_2\) norm of the pixel-to-pixel difference, then the right side of Eq. (11) will be only \(I_j^0\) for each pixel \(i \in \Omega\). On the contrary, the filtering on the right side of Eq. (11) can well smooth the noise in \(I^0\). This makes our model more robust against the noise. In fact, the proposed data term is equivalent to the pixel-to-pixel \(L_2\) norm data term of which the input image is a filtered image as the right side of Eq. (11). In the field of guided depth map upsampling, there are approaches in the literature that independently denoised...
Fig. 4. (a) Color image and groundtruth. (b) Bicubic interpolation of input depth map (in the first row) and the corresponding result (in the second row) using the method in [33] (i.e., pixel-to-pixel $L^2$ norm data term). (c) Pre-smooth the input depth map with BM3D [42]. The bicubic interpolation of the pre-smoothed depth map (in the first row) and the corresponding result (in the second row) using the method in [33]. (d) The input smoothed by the proposed data term (in the first row) and the corresponding result (in the second row) of our method. Example results are obtained on 8× upsampling. (e) Quantitative comparison of different strategies on different upsampling factors in terms of MAE.

Fig. 5. (a) Input image. Result of texture smoothing using (b) the method in [33] and (c) the proposed method.

In fact, the special structure of the data term can also benefit single-image tasks such as texture smoothing [34] due to its smoothing property described above. Fig. 5(b) shows a result of texture smoothing using the method in [33] where texture in the image is not well smoothed. Fig. 5(c) shows a result of texture smoothing with the proposed method where texture in the image is well smoothed and shows better visual quality than the one in Fig. 5(b).

To handle the structure inconsistency between the guidance image and the target image, the key idea of our method is to make use of the property of not only the guidance image but also the target image. This idea is inspired by the work in guided depth map upsampling [7] which makes use of the bicubic interpolation of the input depth map to design the guidance weigh. However, our method can better preserve depth edges than theirs. This is because making use of bicubic interpolated input depth maps can help to suppress texture copy artifacts but may fail to properly preserve sharp depth edges when the upsampling factor is large and the input depth map contains heavy noise. In this case, depth edges have already been blurred as illustrated in Fig. 6(c). In contrast, the guide weight of the smoothness term of our IRLS in Eq. (10) $s_{n_{i,j}}$ is based on the newly updated depth map. Its quality is much better than the bicubic interpolation with much less noise and sharper depth edges. In this way, the final weight of the smoothness term in our IRLS in Eq. (10), $\omega_{g_{i,j}}s_{n_{i,j}}$, can make better use of the property of the depth map as well as the guidance image. Thus, it can not only suppress texture copy artifacts but also better preserve sharp depth edges. Fig. 6 shows the comparison of three different methods: 1) the Weighted Least Squares (WLS) [32] whose guidance weight is only based on the guidance image, i.e., $\omega_{g_{i,j}}s_{g_{i,j}}$, can make better use of the property of the depth map as well as the guidance image. Thus, it can not only suppress texture copy artifacts but also better preserve sharp depth edges.

1. We use the same formulation as defined by [32] but with a larger $2r_s + 1 \times 2r_s + 1$ neighborhood which is the same as ours. We use the same bilateral guidance weight as defined in Eq. (6) for its smoothness term.
and there are seldom texture copy artifacts in our results. In the results, our method can preserve sharp depth edges although they are still not sharp. There are still texture copy artifacts in the color guided AR model [7] can properly preserve depth edges but heavy texture copy artifacts. The color map is based on the guidance image and the newly updated depth map. The WLS [32] produces results with blurred depth edges and heavy texture copy artifacts. The color image is sharper than the WLS [32] because despite the challenging issues mentioned in Sec. 1, upsampling is among the most challenging tasks. This is mainly due to the fact that the resolution of input depth maps is smaller than guidance images, as the upsampling factor becomes large, how to preserve depth edges that correspond to weak color edges and small structures also becomes challenging. We propose a data-driven parameter optimization framework to properly handle this problem. In fact, the parameter $\lambda$ in Eq. (4) is an important parameter in our model. A large $\lambda$ can better smooth noise but may blur depth edges. Thus, pixels in smooth regions on the depth map should be assigned with large $\lambda$. A small $\lambda$ can better preserve depth edges but performs poorly in noise smoothing. Thus, pixels along depth edges should be assigned with small $\lambda$. To eliminate heuristic parameter selection, we describe another data driven adaptive parameter optimization model that adapts $\lambda$ to each pixel on the depth map. Because the depth map is piece-wise smooth, we assume that $\lambda$ is also regular and smooth. Therefore, we add another term that consists of the $L_2$ norm of the gradient of $\lambda_i(i \in \Omega)$ to the objective function in Eq. (1), resulting in the following objective function:

$$E(\lambda) = (1 - \alpha)E_D(I, I_0) + \alpha E_S(I) + \beta \sum_{i \in \Omega} |\nabla \lambda_i|^2, \ i \in \Omega$$

By minimizing Eq. (13) with respect to $\lambda_i$ through the steepest gradient descent according to:

$$\lambda_i^{n+1} = \lambda_i^n - \tau \frac{\partial E}{\partial \lambda_i^n}, \ i \in \Omega$$

we can update the parameter $\lambda_i$ and the derivative of the objective function is given by

$$\frac{\partial E}{\partial \lambda_i^n} =$$

$$(1 - \alpha) \sum_{j \in N_D(i)} \omega_{i,j} \left[ 4\lambda_i^n (1 - d_{i,j}^n) - \frac{2(T_i^n - T_j^n)^2}{\lambda_i^n} d_{i,j}^n \right]$$

$$+ \alpha \sum_{j \in N_S(i)} \omega_{i,j}^S \left[ 4\lambda_i^n (1 - s_{i,j}^n) - \frac{2(T_i^n - T_j^n)^2}{\lambda_i^n} s_{i,j}^n \right]$$

$$+ 2\beta \sum_{i \in \Omega} \Delta \lambda_i^n$$

where $d_{i,j}^n$ and $s_{i,j}^n$ are the same as Eq. (9).

In our experiments, depth map updating and the parameter optimization are addressed in an iterative fashion through alternating the parameter update in Eq. (14) and the input depth map. 3) our method whose guidance weight is based on the guidance image and the newly updated depth map. The WLS [32] produces results with blurred depth edges and heavy texture copy artifacts. The color guided AR model [7] can properly preserve depth edges but they are still not sharp. There are still texture copy artifacts in the results. Our method can preserve sharp depth edges and there are seldom texture copy artifacts in our results.

**Algorithm 1 Robust Guided Image Filtering with Parameter Optimization**

| Input |
|-------|
| $I^0$: input image |
| $G$: guidance image |
| $\alpha$: parameter in Eq. (1) |
| $\tau_{D}, \tau_{S}$: radius of neighborhood for the data term and the smoothness term |
| $\sigma_{d}, \sigma_s, \sigma_g$: parameters for $\omega_{i,j}$ in Eq. (3) and $\omega_{i,j}^g$ in Eq. (4) |
| $\beta$: parameter in Eq. (13) |
| $\lambda^0$: initial parameter for Eq. (14) |
| $\tau$: updating rate in Eq. (14) |

| Output |
|--------|
| $I^*$: filtered image |

1. while Eq. (12) does not converge to the fixed point do
2. Update image using Eq. (12)
3. Update parameter using Eq. (14)
4. end while
5. return $I^*$

### 3.4 Data Driven Parameter Optimization

In all the applications in this paper, guided depth map upsampling is among the most challenging tasks. This is because despite the challenging issues mentioned in Sec. 1, the resolution of input depth maps is smaller than guidance color images. As the upsampling factor becomes large, how to preserve depth edges that correspond to weak color edges and small structures also becomes challenging. We propose a data-driven parameter optimization framework.
the depth map update in Eq. (12). We summarize our method with parameter adaptation in algorithm 1, and Fig. 7(c) illustrates several parameter maps obtained by our method. It is clear that the parameter maps well correspond to the character of depth maps shown in Fig. 7(b). The parameter adaptation around depth edges corresponds to lower values than smooth regions. Visual comparison illustrated in Fig. 7(c) and (d) shows that the proposed parameter optimization helps to preserve sharp depth edges and small structures even for 8× upsampling.

3.5 Relation to Other Methods

In this section, we show that several existing models are special cases of our model which can be obtained by varying parameters in our model. First of all, we should know that the exponential error norm in Eq. (4) and Eq. (7) used in the data term and the smoothness term is not a new one proposed by us. It is known as Perona and Malik error norm function [45] which was originally used for robust image smoothing. It also has many variants [35, 37]. However, most of the related work mainly focused on single-image tasks. As far as we know, we are the first to apply it to dual-image tasks, i.e., guided image filtering. We show that it yields promising results in many applications in handling the structure inconsistency between the guidance images and the target image. Moreover, as shown in this section, we are the first to show the relation between the adopted error norm function and the $L_2$ error norm which was not explored in the literature.

Among all the related methods, the one that is most close to our work is the Bayesian framework proposed by Mrazek et al. [35]. Their model can be obtained by replacing the guidance weight in Eq. (6) in our model with a Gaussian window. The main difference between our model and this Bayesian framework is that our model is applicable to both dual-image tasks and single-image tasks while this Bayesian framework is only suitable for single-image tasks. However, we show that even for single-image tasks such as texture smoothing, our method can better preserve edges than theirs. We show illustration in Fig. 8.In addition, the proposed IRLS numeric solution for such kind of problem in Sec. 3.2 is also seldom proposed before which is also the contribution of this paper.

Recently, a new filter named Guided Bilateral Filter (GBF) was proposed by Caraffa et al. [46]. It has been show that GBF performs better in preserving edges than BF proposed by Tomasi et al. [20]. GBF can be obtained from our model by simply setting $\alpha = 1$.

Our model is also closely related to the WLS model. The WLS is a basic optimization framework that was originally used for image deblurring [30]. Recently, it has also been used in multi-scale tone mapping and detail manipulation [21], stereo matching [31] and guided depth map upsampling [32]. The WLS is formulated as:

$$I^* = \arg \min_I \{(1 - \alpha) \sum_{i \in \Omega} (I_i - I^*_i)^2 + \alpha \sum_{i \in \Omega} \sum_{j \in N(i)} \kappa_{i,j}(I_i - I_j)^2\}$$ (16)

The WLS can also contain the aggregated data term instead of the pixel-to-pixel data term. The WLS with aggregated data term is defined as:

$$I^* = \arg \min_I \{(1 - \alpha) \sum_{i \in \Omega} \sum_{j \in N_D(i)} c_{i,j}(I_i - I^*_j)^2 + \alpha \sum_{i \in \Omega} \sum_{j \in N_S(i)} \kappa_{i,j}(I_i - I_j)^2\}$$ (17)

In this section, we show that by slight varying the parameters in our model, we can rightly obtain the WLS in Eq. (16) and Eq. (17). First, we show that by setting $\lambda \to \infty$, our exponential error norm in Eq. (4) and Eq. (7) degraded to the $L_2$ error norm for any bounded input. We denote $\varphi(x^2, \lambda) = \varphi_D(x^2, \lambda) = \varphi_S(x^2, \lambda)$, $f(\lambda) = 1 - \exp\left(-\frac{x^2}{2\lambda^2}\right)$ and $g(\lambda) = \frac{1}{2\lambda^2}$. According to L'Hopital's rule, we have:

$$\lim_{\lambda \to \infty} \frac{\varphi(x^2, \lambda)}{\varphi(x^2, \lambda)} = \lim_{\lambda \to \infty} \frac{\varphi(x^2, \lambda)}{\varphi(x^2, \lambda)} = \lim_{\lambda \to \infty} \frac{\partial \varphi(x^2, \lambda)}{\lambda^2}$$

$$= \lim_{\lambda \to \infty} \frac{-\exp\left(-\frac{x^2}{2\lambda^2}\right) \cdot \frac{x^2}{2\lambda^2}}{-\frac{x^2}{2\lambda^2}} = x^2$$ (18)

Based on this, we show that the WLS in Eq. (16) and Eq. (17) are special cases of our model in Eq. (4) by varying its $r_D$ and $\lambda$:

1. By setting $r_D = 0$ and $\lambda \to \infty$, we obtain the WLS in Eq. (16) with $\kappa_{i,j} = \omega_{ij}^D$.
2. By setting $\lambda \to \infty$, we obtain the WLS in Eq. (17) with $\kappa_{i,j} = \omega_{ij}^S$ and $c_{i,j} = \omega_{ij}^D$.

The above three cases correspond to the WLS that only uses the guidance color image for the guidance weight. In guided depth map upsampling, there are also methods [27] that combine the guidance color image and the bicubic interpolation of the input depth map to design the guidance weight. We show that this can also be obtained from our model. To make the analysis more clear, we denote $\lambda$ in the data term and the smoothness term as $\lambda_d$ and $\lambda_s$, respectively. If we use the bicubic interpolation of input depth maps as initialization, we have:
Fig. 8. Visual comparison of our method for texture smoothing with and without guidance weight. (a) Input image. (b) Result of texture smoothing with guidance weight. (c) Result of texture smoothing without guidance weight. Regions in red boxes are highlighted.

### TABLE 1
Parameter setting used in all the applications.

| Application                               | α       | r_d | r_s | σ_d | σ_s | λ_d | λ_s | β     | τ     |
|-------------------------------------------|---------|-----|-----|-----|-----|-----|-----|-------|-------|
| Guided Depth Upsampling                   | 0.6(2x)/0.8(4x)/0.9(8x)/0.93(16x) | /   | /   | /   | /   | 10  | /   | 0.5   | 0.3   |
| Flash/No Flash Filtering                  | 0.7     | 1   | 4   | 4   | 5   | 5   | 5   | -     | -     |
| Detail Enhancement                        | 0.8     | 0   | 3   | 3   | 10  | 10  | 5   | -     | -     |
| HDR Tone Mapping                          | 1/4/1/2 (for the first, second and third detail layer) | 1   | 6   | 1   | 6   | 20  | 20   | 20    | -     |
| Texture Smoothing                         | 0.9     | 5   | 5   | 5   | 15  | 10  | 10  | -     | -     |
| Clip-art Compression Artifacts Removal    | 0.9     | 5   | 5   | 5   | 15  | 10  | 10  | -     | -     |

1. By setting \( r_d = 0 \) and \( \lambda_d \to \infty \), the first iteration of our IRLS in Eq. (10) is the WLS in Eq. (16) with \( \kappa_{i,j} = \omega_{c,i,j} s_{i,j}^0 \).
2. By setting \( \lambda_d \to \infty \), the first iteration of our IRLS in Eq. (10) is the WLS in Eq. (17) with \( \kappa_{i,j} = \omega_{c,i,j} s_{i,j}^0 \) and \( c_{i,j} = \omega_{i,j} \).

All the above analyses together cast new insights into the advantages of the proposed method. They also help to have a better understanding on how the proposed method outperforms previous methods in handling the challenging issues in GIF.

### 4 Applications and Experimental Results

Our method avails several applications including not only dual-image tasks but also single-image tasks due to its special properties in image filtering. We apply it to guided depth map upsampling, flash/no flash filtering, detail enhancement, multi-scale HDR tone mapping, texture smoothing and clip-art JPEG compression artifacts removal. Parameter adaptation described in Sec. 3.4 is only applied to guided depth map upsampling. All the images are firstly normalized into \([0,255]\) before they are filtered and then normalized back into their original range. Parameter setting in all the applications are shown in Tab. 1.

#### 4.1 Guided Depth Map Upsampling

Depth maps captured by modern ToF depth cameras are usually contaminated by heavy noise and suffer from being of low resolution. Guided depth map upsampling aims to generate a high-resolution noise free depth map by using a high-resolution color image and a noisy low resolution depth map. Upsampled depth maps should avoid texture copy artifacts and preserve sharp depth edges. The heavy noise should also be well smoothed. The above goals become increasingly challenging as the upsampling factor becomes large (e.g., 8x).

To handle the structure inconsistency, most state-of-the-art methods adopt two strategies: (I) using complex guidance weight and (II) making use of the bicubic interpolation of the noisy low-resolution depth map. Park et al. [8] proposed to incorporate different weighting schemes to combine different cues including segmentation, image gradients, edge saliency and the bicubic interpolation of input depth maps. The auto-regressive coefficient of the color guided Auto-Regression (AR) model [7] consists of the combination of the “shape-based” color guidance weight and the weight based on the bicubic interpolated input depth map. However, more complex guidance weight means heavier computational cost. More importantly, it can also result in heavier texture copy artifacts. Also, the bicubic interpolation of the input depth map becomes unreliable especially when the upsampling factor is large (e.g., 8x) and the input depth map contains heavy noise.

On the contrary, we only adopt the simple bilateral guidance weight defined in Eq. (9). We show that simple bilateral guidance weight is enough to achieve sharp depth edges while avoiding texture copy artifacts due to the special structure of our smoothness term. We have shown detailed analysis in Sec. 3.3 Visual comparison is shown in Fig. 9 with examples of 8x upsampling results. We use the bicubic interpolation of the input depth map as the initial input of our model. Our method is compared with the weighted least squares proposed by Park et al. [8] that we denote as NLM-WLS, the color guided AR model proposed by Yang et al.
Fig. 9. 8× guided depth map upsampling results. (a) Input depth map (in red box) and the corresponding guidance color image. (b) Groundtruth depth map. Result of (c) NLM-WLS [8], (d) color guided AR model [7] and (e) our method. (f) The corresponding parameter map by our parameter optimization. Regions in red boxes are highlighted.

The corresponding Mean Absolute Error (MAE) maps are illustrated in Fig. 10. It is clear our method can better smooth the noise. Quantitative measurement of mean MAE of each upsampling factor in Fig. 10(d) also validates the effectiveness of our method.

4.2 Flash/No Flash Filtering

Image captured under low light condition can contain noise but it can capture the ambient illumination. Instead, one can capture another image with flash light at the same place which is more noiseless and contains more details and sharper edges. In this case, the flash image can be used as guidance to enhance the quality of the no flash image [4], [3]. Work proposed by Krishnan et al. [9] used dark flash to capture NIR images to guide the denoising process. The main challenge is shadows in the flash image caused by flash that do not exist in the no flash image, i.e., structure inconsistency. This may result in texture copy artifacts or blurring edges in results. We show such an example in Fig. 11. However, we find for methods with strong texture copy ability such as the one proposed by Shen et al. [15], structures of objects that appear in flash images due to flash but disappear in no flash images can also cause texture copy artifacts in filtered images. We show such an example of the “floor” in the image in the highlighted region in Fig. 11(d). Despite the shadow problem, edges in flash NIR images can become quite weak or even disappear. This is illustrated in Fig. 12. In this case, blurring edges will occur in the result as illustrated in Fig. 12(c) and (d).

For the shadow problem, various shadow detection methods were proposed to eliminate such structure inconsistency [4], [3], [9]. However, for the rest problems mentioned above, there are few related methods proposed to handle them. The key problem of previous method [4], [3], [9], [15] is that their methods heavily rely the structure information on the guidance image. On the contrary, the idea of our method is to make use of the property of both the guidance image and the target image. This is very useful to handle the problems above. We show our results in Fig. 11(e) and Fig. 12(e) where the above problems are well handled.

4.3 Layer Decomposition Based Manipulation

In applications such as detail enhancement and HDR tone mapping, images are decomposed into a base layer and a detail layer (or more detail layers). Then images are enhanced by firstly manipulating either the base layer or the detail layer and then re-combining them. The base layer is usually obtained by smoothing the original image with an edge-preserving filter such as BF [50], WLS [21] and gradient $L_0$ norm optimization [48]. It is required to preserve edges...
to avoid halos and gradient reversals [21], [14]. Usually, global methods [21], [48] are superior to local methods [50], [51] in handling these problems. Fig. 13(b) shows an example of gradient reversals in image detail enhancement produced by adaptive manifold filtering [47] which is a local method. In addition, textures labeled with the red arrow also disappear in the result of adaptive manifold filtering [47] in Fig. 13(b) which is due to insufficient smoothing. On the contrary, WLS [21] and our method can avoid such problems with details properly enhanced.

HDR tone mapping is also achieved by layer decomposition [52], [51], [21]. The base layer is non-linearly mapped to a low dynamic range and is re-combined with the detail layer. Under the multi-scale HDR tone mapping framework proposed by Farbman et al. [21][3] we use our model for layer decomposition, which is applied to the logarithmic HDR images. Results are illustrated in Fig. 14(e) where structures are well preserved or enhanced. Results of other methods are also illustrated in Fig. 14(b)-(d).

4.4 Texture Smoothing

For many cases, semantically meaningful structures are formed or appear over textured surfaces. Xu et al. [34] defined this kind of images as "structure + texture" images. Extracting these structures under the complication of texture patterns, which could be regular, near-regular, or irregular, is very challenging, but of great practical importance [54]. Inspired by the $L_2$ norm Total Variation (TV) [55], Xu et al. [34] proposed to perform texture smoothing with Relative Total Variation (RTV) which is a global method and can efficiently smooth textures while properly preserving structures. However, RTV can blur weak edges in some cases. We show an example in Fig. 15(c). Recently, local methods based on bilateral filtering [20] were proposed to perform texture smoothing, for example, Rolling Guidance Filtering (RGF) [53], bilateral texture filtering [56] etc. These methods usually cannot complete smooth regions of textures as global methods do. An example result of RGF is illustrated in Fig. 15(b). As illustrated before in Fig. 2 and Fig. 8, our method has strong noise/texture smoothing property while preserving sharp edges. We pre-smooth input images with a $3 \times 3$ median filter to smooth very sharp edges in textures. Our texture smoothing result is shown in Fig. 15(d) where textures are well smoothed while edges are properly preserved.

4.5 Clip-art Compression Artifacts Removal

Clip-art/cartoon images are quite piece-wise smooth with sharp edges. When compressed in JPEG format, clear compression artifacts will occur around edges. General denoising approaches do not suit this application as the compression artifacts are strongly correlated with edges. To restore degraded images, Wang et al. [57] proposed an image analogies approach that required prior knowledge and a training process. Recently, there are also general smoothing methods

---

3. The source code can be downloaded here [http://www.cs.huji.ac.il/~danix/epd/](http://www.cs.huji.ac.il/~danix/epd/)
applied to perform clip-art compression artifacts removal such as the gradient $L_0$ norm optimization approach proposed by Xu et al. [48] and the Joint Weighted Median Filtering (JWMF) proposed by Zhang et al. [54]. The gradient $L_0$ norm optimization [48] cannot completely remove strong compression artifacts as illustrated in Fig. 16(b). There also artifacts remaining in the result of JWMF in Fig. 16(c). Our result is illustrated in Fig. 16(d) with artifacts better removed while edges are properly preserved.

5 CONCLUSION AND LIMITATION

In this paper, we propose a general framework named Robust Guided Image Filtering (RGIF). RGIF can be applied to both dual-image tasks and single-image tasks. For dual-image tasks, it is robust against not only the heavy noise in the target image but also the structure inconsistency between the guidance image and the target image, which is implemented through the special structure of the data term and the smoothness term respectively. We believe the proposed work shows new insights in handling the challenging problems in guided image filtering. The first one is that we can simultaneously smooth the target image and perform guided image filtering instead of separating them as two steps. We have shown this can lead to gain better performance. The second one is that we can make use of the property of both the guidance image and the
target image to handle the structure inconsistency other than using additional methods to assist the filtering process such as shadow detection [4, 5, 15]. We demonstrate that this can handle more situations other than the simple shadow problem. For single-image tasks, our method also shows promising performance in strong smoothing property while properly preserving edges. It is capable of handling several challenging applications in avoiding halos, gradient reversals and well preserving edges with noise/texture properly smoothed.

Texture copy should be avoided in most cases in guided image filtering. However, if the latent structure, i.e., the structure that is invisible, of the target image is consistent with that of the guidance image, texture copy can enhance the image quality instead of causing artifacts. We show such an example in Fig. 17(a) and (b) where characters that are seldom visible in the noisy color image appear in the flash NIR image. These characters are seldom restored in our result in Fig. 17(d) because our method suppresses texture copy. However, they are clearly restored in the result by Shen et al. [15] in Fig. 17(c). In this case, the ability of suppressing texture copy of our method should be regarded as its limitation.
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