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ABSTRACT It is still a challenging task to provide satisfactory quality of experience (QoE) to users by traditional routing mechanism in current public Internet for real-time multimedia services with high bandwidth and strict end-to-end latency constraint. Multipath transmission is a promising way to improve the performance of data delivery, due to its advantage in bandwidth aggregation capacity over multiple paths to speed up high volume transfers between endpoints. However, existing multipath transmission has many disadvantages such as the requirements for end-host support (i.e., the necessary multi-homed network setting, and operating system or upper applications updates of user devices), and blindingly pursuing maximum of transmission throughput. Path allocation and end-to-end transmission control are two important factors affecting the quality of multipath transmission. As an emerging network architecture, software-defined networking (SDN) is flexible, manageable, and responsive to rapid changes in traffic requirements. In this paper, we propose a multipath transport scheme based on SDN with segment routing (SR) which can meet the bandwidth and low end-to-end transmission latency requirements of real-time interactive multimedia services. The centralized SDN controller is extended to allocate multiple disjoint paths meeting bandwidth requirement meanwhile balancing the network load. The proprietary multipath media server (MMS) dynamically controls the assignment between subflows and routing paths to reduce the end-to-end transmission latency and thus improve QoE of end-users. To show the feasibility of our approach, we construct an SDN platform using Mininet. Simulation results show that our approach performs better compared to the conventional approaches in terms of traffic balancing and end-to-end transmission delay.

INDEX TERMS Multipath transport, path allocation, real-time multimedia service, segment routing, software-defined networking, transmission control.

I. INTRODUCTION

The explosive growth of multimedia services, such as live video streaming, video gaming and virtual reality, calls for efforts to optimize network transmission which can manage the increasing amount of data traffic on future network. Current Internet provides the best-effort packet delivery service by using the simple shortest path first (SPF) algorithm in an autonomous system (AS). This algorithm selects the shortest path that has the least number of links and thus uses the smallest amount of network resources. However, this approach does not consider the available capacity of all feasible candidate links. Thus, it may cause some links to become congested earlier, which can lead to poor resource utilization. Providing satisfactory quality of experience (QoE) for high-bandwidth video services in current Internet is still highly challenging [1], [2], especially for the real-time video communication services which have more stringent requirement on delay and are allergic to throughout fluctuation.

In order to provide sufficient throughput for large flows, new transfer protocols have been designed. Multipath TCP (MPTCP) [3], which has been standardized by the Internet
Engineering Task Force (IETF), can enhance the performance of network applications through bandwidth aggregation over multiple paths. As an extension of TCP, MPTCP provides a completely reliable delivery for network applications. But it is unsuitable for real-time interactive multimedia services that are tolerant to a small amount of packet loss. On the other hand, the premises for MPTCP is that user devices need to be equipped with multi-homed interfaces and system kernels need to be updated to support MPTCP. Due to these requirements, MPTCP is currently limited to datacenters scenarios. Building overlay network on existing Internet infrastructure is another alternative [4]. In our earlier work, we proposed a multipath transport framework based on application-level relay (MPTS-AR) [5], [6], in which both the control plane and the data plane work in application layer and user devices are responsible for multipath management. These improvement mechanisms mentioned above have no control over the network or need to update system kernels or applications in user devices. For the former issue, as Software Defined networking (SDN) [7] is flexible, manageable and responsive to rapid changes in traffic requirements, it is reasonable and wise that the assignment of transmission paths used by each subflow in multipath transport is performed by the centralized SDN controller with the global view of the whole network topology and status. However, in multipath scenario, a multimedia flow is divided into several subflows. Each subflow is considered as an independent data flow and individually delivered in the data plane, which will significantly increase the number of forwarding entries stored in SDN switches and the load at the SDN controller and switches. This problem can be eliminated by Segment Routing (SR) [8] which is essentially a source routing approach that greatly reduces the number of forwarding rules in network nodes by encoding routing information into packet header as an ordered list of labels.

For the latter issue, multipath transport function can be migrated to inside the network. Reference [9] proposed an endpoint-transparent multipath transport solution with SDN in which the use of multipath is enabled in layer-2 or layer-3. However, edge switch can only implement simple packet scheduling policy. In this paper, we suggest that high-powered relay nodes can be specially deployed to replace user devices for multipath management. In fact, the idea of deploying relay nodes is not novel and has been adopted in many fields. For example, for video on demand services, the video content is divided into many video chunks which are cached at Content Delivery Network (CDN) nodes close to consumers ahead of time. For real-time communication services, Traversal using Relays around NAT (TURN) servers are necessary to relay data traffic for real time multimedia communication when direct path is inaccessible due to NAT problems. Relay servers are found to be used to improve video communication quality when the default path falls into poor condition by analyzing a dataset of 430 million calls from Skype [10].

In this paper, we explore the utilization of multipath transmission and SR in SDN-based networks for delivering real-time multimedia services. From the perspective of traffic engineering (TE), the centralized SDN controller is employed for intelligently allocating multiple disjoint paths for increasing real-time multimedia services according to the available network resources to balance traffic load and improve network resource utilization. From the perspective of service quality, Multipath Media Server (MMS), which are the external traffic sources and destinations, dynamically controls the assignment between subflows and routing paths to minimize the packet disordering and thus reduce the end-to-end transmission latency and improve QoE of end-users. And in this way multipath transport is plugged in without any modification to the user devices. The contributions of this paper are as follows:

1) We present a promising software defined multipath transmission mechanism (SD-MPT) with segment routing for real-time interactive multimedia service, comprising an SDN controller with better knowledge and control of available paths, leveraging SR to eliminate the scalability problem faced by SDN network especially with multipath support.

2) We further propose an adaptive packet scheduling method in MMS to reduce end-to-end service delay, enabling finer packet scheduling across available paths to adapt to heterogeneous path capacities and network dynamics.

The rest of this paper is organized as follows. In Section 2, we review the background and related work about multipath transport and protocols. In Section 3, we present the proposed SDN-based multipath transmission framework. In Section 4, we describe the packet scheduling method in MMS. The performance studies are presented in Section 5. Finally, Section 6 concludes the paper.

II. RELATED WORK

To pinpoint our motivation, we discuss the related work in the field of integration of SDN, segment routing, and multipath transmission in this section.

Usually, a traditional switch stores the entire network topology and forwards packets based on computed path according to this network topology; an SDN switch maintains forwarding rules at the flow granularity. Either way, switch has to keep a large amount of forwarding information. As a new approach, SR can be used to greatly reduce the number of forwarding rules by encoding routing information into packet header as an ordered list of labels. The scalability problem faced by large network especially SDN can be estimated by SR since there are much fewer path state maintenances required in each switch or router along the path. Reference [11] provides a comprehensive survey of SR in a wide range of network applications, such as traffic engineering, network resiliency, network monitoring, and service function chaining.
Indeed, SDN-based SR implementations can efficiently manage network resources and provide better TE solution in future networks. For example, an SDN-based solution for assigning TE paths with SR based on Multi-Protocol Label Switching (MPLS) forwarding is proposed in [12]. SR and multicast are combined in [13], in which SDN controller computes an explicit multicast tree. An SDN based architecture for managing MPLS traffic engineering based on SR-MPLS principles is proposed in [14]. An efficient routing algorithm based on SR in SDN that meets bandwidth requirements of routing requests is described in [15].

With multipath transport, network resource utilization can be improved, and the increased reliability and throughput can also enhance the user experience. Multipath transport has been applied in various settings for data delivery. Equal Cost Multi-Path (ECMP) routing [16], which is widely supported in many routing protocols including OSPF and Routing Information Protocol (RIP), routes packets along multiple paths of equal cost in large-scale network. ECMP uses random hashing to uniformly split flows over different shortest paths and is widely deployed in datacenters nowadays. However, ECMP performs poorly in asymmetric topologies which are common in today’s networks due to link failure and heterogeneous network components [17].

At the transport layer, a couple of multipath transport protocols such as multipath TCP (MPTCP) [18] and CMT-SCTP [19] have been proposed as alternative transport approaches. In particular, MPTCP provides the ability to split a flow into multiple paths thus provides better performance and resilience to failures than regular TCP. However, the burden of maintaining a large number of subflows may cause nonnegligible overhead to user devices. Moreover, user side has no control over the network and transmission routes used by each subflow. Thus, MPTCP performance is greatly affected by the routing mechanism of the subflows. Especially when MPTCP is combined with flow-based ECMP, MPTCP performance is critically degraded as distinct subflows may end up using the same path after random hashing.

Many efforts have been made in the field of SDN-based MPTCP for different network scenarios, especially datacenter network [20]–[23]. In [20], packet inspection is used to provide deterministic subflow assignment to paths and an alternative routing mechanism is facilitated for MPTCP subflows. In [21], the controller decides the number of subflows for each MPTCP session in responding to the current traffic condition. In [22], two MPTCP-compatible solutions that are subflow-oriented and connection-oriented respectively are proposed to balance the load of pools of servers in SDN-based datacenter. In [23], an SDN architecture in datacenters is presented to improve throughput of large flows by initiating new MPTCP subflows. In [24], SDN is used to add or remove MPTCP paths in order to reduce a large number of out-of-order packets which may cause poor performance and degrade the end-user’s QoE. These SDN-based MPTCP solutions require a larger number of flow rules to be installed in each of the SDN switches along the delivery path and thereby increase the load at the SDN switches and the controller. It is worth mentioning that flow tables in SDN switches are implemented by TCAM (Ternary Content-Addressable Memory) [25], which is small, costly and energy-hungry. Reference [26] and [27] make use of MPTCP and SR to maximize the throughput of the traffic flows in SDN-based data center and 5G networks respectively. In all these solutions, the SDN controller is MPTCP-aware and has close interaction with MPTCP mechanism, which affects severely the performance and scalability of SDN controller in larger networks.

In terms of latency and interactivity, video services are divided into video streaming service and real-time interactive video service. For video streaming service, a second-level waiting delay is often allowed before playing video streaming. Extensive solutions have been proposed to improve quality of experience for video streaming service. Among them, Dynamic adaptive Streaming over HTTP (DASH) [28] is widely applied in VoD system. In DASH system, a video program is divided into many video chunks which are encoded with different quality. These video chunks are cached in advance at CDN nodes close to consumers, and clients download different video chunks from server with instruction of the deployed adaptive bitrate (ABR) selection algorithm. In some efforts, MPTCP is used to improve performance and reliability of video streaming services [29].

For interactive real time communication applications, they have more stringent requirement on end-to-end delay and are allergic to throughput fluctuation. ITU-T G.114 recommends a less than 150 millisecond one-way delay is excellent for media quality although delays between 150 and 400 milliseconds are still acceptable. Unfortunately, current proposed multipath transmission protocols CMP-SCTP and MPTCP are mainly designed for bulk data transfer. They strictly guarantee in-order delivery and reliable transmission, which are not appropriate for delay sensitive real-time video services.

For multipath transport of real time applications, some studies proposed the multipath versions of real-time transport protocol (RTP). In [30], multifold RTP (MRTP) was proposed for ad hoc networks. An obsoleted IETF draft [31] proposed multipath RTP and described protocol extension details. Both of them only focused on protocol extension and implementation for multipath and did not discuss important issues such as path management and packet scheduling. In our earlier work, we proposed a multipath transport framework based on application-level relay (MPTS-AR) [5], [6], in which both the control plane and the data plane work in application layer. An independent overlay network needs to be deployed to provide relay-based multipath transport service; user devices need to update upper applications to manage multiple paths and subflows.
III. DESIGN OF SOFTWARE DEFINED MULTIPATH TRANSMISSION MECHANISM FOR REAL-TIME MULTIMEDIA SERVICE

A. OVERVIEW

As shown in Fig. 1, we illustrate an overview of software defined multipath transmission (SD-MPT) mechanism for real-time multimedia service. Multipath Media Server (MMS) which acts as external traffic source and destination, provides multipath transport service for end-to-end multimedia flows. MMSs can be high-performance servers specifically deployed at the edge of SDN network, or existing relay/TURN servers in communication system extended with multipath transport functions. A multimedia flow will be delivered concurrently via multiple paths between MMS pairs. The part of a flow on an individual path is called a subflow. Instead of user devices, MMSs near user side are responsible for multipath transport functions including path management, flow partitioning and scheduling, subflow recombination, transport feedback, and so on. The introduction of the MMS component has several advantages: (1) Multipath transport process is completely transparent to user devices that do not need to make any changes to transport layer protocols and upper applications. (2) Compared to millions of user devices, a much smaller set of MMSs can be challenged to provide authentication and authorization information to establish secure channels with centralized SDN controller. The security of the controller can be improved through limiting communication only with the trusted entities. (3) It is an increasingly common practice for the endpoints with high access bandwidth through well-connected access network. The bandwidth constraints of an end-to-end session are gradually migrating from user access network to inside the network. And there are usually no disjoint paths between user devices and adjacent MMSs.

The centralized controller provides an ideal environment for implementing more efficient routing mechanisms for massive flows with a global view of the network. The controller can calculate various sets of paths between nodes thus better balancing the traffic and exploiting the available path diversity in a given topology. The SDN controller is responsible for the calculation of paths, the installation of the appropriate OpenFlow rules to the switches, and the response to path allocation requests from MMSs.

Source MMS first estimates the required throughput for a being-established multimedia flow according to the multimedia service type, video resolution, and frame rate, and then requests multiple available paths from the SDN controller by sending a PATH-REQ message. This message contains the address 4-tuple, the estimated throughput, and so on. After receiving a PATH-REQ message, SDN controller estimates the required throughput for the specific flow and allocates paths according to the algorithm described in the next subsection. Therefore, the main problem to be solved in SDN controller is to decide a routing plan that is responsible for computing multiple paths between pairs of communication nodes under given QoS requirements.

MMSs maintain a multipath session for each multimedia flow. A SD-MPT session is responsible to deliver a flow over multiple paths and can be defined by 4-tuple (source and destination IP addresses and port pairs). Each SD-MPT session has a unique identifier, called token, which is used for the association of multiple subflows. MMS may concurrently use multiple paths to obtain higher throughput, or may send all traffic on a specific path while other paths are kept as alternatives to enhance resilience. If no packets are received on a flow within a given time, SDN switch will withdraw the corresponding flow entry from forwarding table. Therefore, MMS should keep all paths alive by actively sending keep-alive packets periodically. To maximize quality of experience for real-time multimedia service, MMS monitors delivery quality of all active paths using transport feedback information and adaptively adjusts load shares among multiple paths.

User devices are unaware of the presence of MMSs. The address information of MMSs is usually negotiated from the out-of-band signaling (e.g., session initiation protocol (SIP), real-time streaming protocol (RTSP)) used for establishing multimedia flows, which is beyond the scope of this paper.

B. SDN WITH MULTIPATH AND SR

1) CONTROL PLANE

The control plane is implemented via extensions to a centralized SDN controller. All SD-MPT flows are controlled by the controller. Here we only discuss the control procedures of SD-MPT traffic which use multipath transmission and segment routing. Fig. 2 shows the function modules and interfaces of the extended multipath-aware SDN controller.

We enhance an SDN controller with multipath allocation (or MP) and segment routing (or SR) modules. The SDN controller is requested to allocate multiple paths for a multimedia flow with a specified bit rate, knowing the link capacity. The MP module will first allocate multiple hop-by-hop paths for the flow, solving a multipath assignment problem. Then, for each hop-by-hop path, SR module will compute a corresponding SR path for instructing the subflow
packets through the assigned hop-by-hop path, solving a SR assignment problem. With SR, a host or an edge router/switch is able to steer a packet through the network using an ordered list of processing/forwarding functions called segments.

The multipath assignment algorithm will be described in the following subsection. We can use the SR assignment algorithm proposed in [12] to find the minimal-length SR paths corresponding to each hop-by-hop path, according to the default IP routing tables of the nodes. The SDN controller then calculates the corresponding segment list for each SR path, generates segment routing entry, and distributes routing rules down to the switch node in the beginning of SR path. SDN controller does not need to add forwarding rules to other switches along the SR path. In other words, the intermediate nodes do not need to maintain any per-flow state. This approach reduces the burden of the links between controller and switches and the size of forwarding tables in switches.

The set of SR paths allocated for a flow are stored in the database so that they can be used directly later by other subsequent being-established flows of the same MMS pair. This can further reduce CPU utilization of the SDN controller. The entries in database can be set to expire in a preset interval such as one minute, so that paths can get refreshed with the change of traffic distribution and link failure. When a new request arrives, SDN controller first queries in the database if a set of valid SR paths corresponding to the same MMS pair exists. If no valid SR paths exist, a new path allocation process for this MMS pair will be performed.

### DATA PLANE

Switches in the data plane are divided into two types: loading switch and forwarding switch. Loading switch, i.e. the ingress switch in SR path, has the responsibility of loading segment list into packets. Forwarding switches just forward packets according to the SR header fields in packets. It is obvious that every switch can be loading one and forwarding one at the same time from the perspective of different flows.

In SDN switch, the rules tell the switch where to forward a packet. Each entry in the flow table called flow entry specifies an action for flows that match the fields in the entry. Each entry in the group table called group entry can specify more than one action. A flow entry can refer to a group entry in order to apply multiple actions to its matching flows. One way to implement segment routing in SDN network is to leverage the Group tables. In Open vSwitch, the OpenFlow protocol has been modified to push all the required labels with a single action as a single flow entry.

We illustrate an example of SR-based routing process in SD-MPT in Fig. 3. The mark on each switch is the node segment. The SDN controller computes the SR paths by the SR module, and configures the forwarding table of the ingress switch with the corresponding segment list. Assume that one of the hop-by-hop paths is \( \{S1, S2, S3, S6, S7, S8\} \). It is mapped into the SR path \( \{S3, S6, S8\} \) because the default paths between nodes \( S1 \) and \( S3 \) and nodes \( S6 \) and \( S8 \) are \( \{S1, S2, S3\} \) and \( \{S6, S7, S8\} \) respectively, same as part of the hop-by-hop path. MMS-S assigns part of the multimedia flow to this path. First, as a loading switch, switch \( S1 \) executes actions in a group entry for the matching flow from MMS-S, i.e., encodes the segment list into the packet header, processes the top label, and then forwards the packet along the shortest path toward the network device with the node segment \( S3 \). Then, switch \( S3 \) pops the top label, and the following top label is \( S6 \). Therefore, switch \( S3 \) forwards the packet toward switch \( S6 \). Switch \( S6 \) forwards the packet to \( S8 \) along the shortest path and so on. Intermediate nodes \( S2 \) and \( S7 \) forward the packet without any modification to the segment list in packet header.

### MULTIPATH ASSIGNMENT ALGORITHM

One aim of our research is to endow Internet service providers with the ability to provide traffic with feasible paths that meet specific service guarantees. The centralized SDN controller
is a good place to implement traffic engineering that works by explicitly and dynamically directing the traffic through a finite and competitive network for upgrading network performance. In current traditional routing scheme, it is common that some links in the network are overloaded while other links are being underutilized. To increase the network throughput, our proposed routing algorithm needs to reduce the potential for network congestion by obtaining and utilizing a state of network resource usage from a long-term perspective. To improve user satisfaction, the algorithm also needs to combine with service-related constraints, such as a bounded end-to-end delay or a guaranteed bandwidth requirement. In addition, we need to pay attention to the path hop count. A longer path length usually means a longer delay time and more consumption of link bandwidth resources than a smaller path length. As described above, SR can eliminate the complexity of maintaining large numbers of forwarding rules and bring several orders of scaling gains. However, it causes extra wastage of network resources due to the bandwidth occupied by the segment lists in the packet header. Therefore, our algorithm also needs to limit the maximum path length between communication nodes.

In [15], a heuristic routing algorithm with a bandwidth guarantee and an extra-hop limitation is proposed for SDN network. Based on this algorithm, we propose a heuristic multipath assignment algorithm that allocates multiple disjoint paths.

We define the notations used in this paper. An SDN network topology can be represented as a weighted graph $G = (U & V, E)$, where $U$ and $V$ are the set of nodes, and $E$ is the set of edges. Each vertex in $U$ and $V$ represents an MMS node and an SDN switch node respectively, and each edge in $E$ represents a link between nodes. For each edge $e \in E$, let $w(e)$ denote the weight of the corresponding link. The problem is converted into calculating the minimum weight path with the limitation of the maximum path length between a pair of communication nodes.

The weight function $w(e)$ is crucial to the performance of routing algorithm. Its intent is to balance the load across the network and avoid bottleneck links between pairs of communication nodes. It should reflect both current loading status and future traffic load expectation of a link. As in [15], the current loading status of link $e$ is reflected by the congestion index $s(e) = f(e)/b(e)$. $f(e)$ denotes the total amount of traffic flows carried by the link $e$ at present, and $b(e)$ denotes the remaining bandwidth of the link $e$. Obviously, $s(e)$ is an increasing and convex function which increases quickly when the amount of traffic passing through the link $e$ approaches its capacity.

The authors in [32], [33] observed the related property of traffic predictability. In particular, network traffic exhibits a strong temporal and spatial locality phenomenon. That is, the traffic distribution observed in the recent past will hold in the future. Therefore, the statistical traffic matrix (TM) which records the traffic demands in the just past time interval $P$ can be used to predict the volume of future traffic demands between sets of source and destination pairs. The traffic demand is represented as all communication requests from a source $s$ to a destination $d$ with the total requested bandwidth $B_{sd}$. With a global view of the network, the centralized SDN controller can easily estimate a precise and timely TM using OpenFlow. In [15], the concept of link criticality is presented to express the future traffic load of a link. But the value of link criticality $c(e)$ is calculated only with the occurrence rate of link $e$ in the first $k$ shortest paths of any pair $(s, d)$, not taking into account the different bandwidth demands on the links. We update the equation of link criticality $c(e)$ for the link $e$ as shown in (1). $K_{sd}$ and $B_{sd}$ denote a set of the first $k$ shortest routes and the total requested bandwidth between a pair of source and destination nodes $(s, d)$ respectively. $K_{sd}(e)$ denotes the number of times that the first $k$ shortest routes pass through the link $e \in E$. At the beginning of the algorithm, all pairs of nodes are assumed to have an equal possibility for communication, and the measure of link criticality is mainly derived from the network topology. Then the $c(e)$ is computed and updated by the SDN controller in time interval $P$ based on the estimated communicating pairs in TM rather than all of the pairs of nodes in the network.

$$c(e) = \sum_{(s, d) \in TM} (K_{sd}(e) \times B_{sd}/k)$$ (1)

As in [15], the weight of link $e$ is designated by the link criticality value $c(e)$ and the link congestion index $s(e)$. The link weight $w(e)$ is calculated as (2). Obviously, $w(e)$ tends to refer to the link criticality $c(e)$ when the network load is light, and the link congestion index $s(e)$ when the network load is heavy. The weight of a path is the sum of the weight of all links on this path. After evaluating the link weight $w(e)$ for each link periodically, the SDN controller can use the newest weighted graph $G = (U & V, E)$ to carry out the multipath allocation task.

$$w(e) = \alpha \times c(e) + (1 - \alpha) \times s(e) \quad 0 < \alpha < 1$$ (2)

Whenever receiving a path allocation request for a pair of $(s, d)$, our algorithm first deletes the links whose remaining bandwidth are less than the predetermined threshold $MIN - B_{sd}$ from the weighted graph $G$. Considering the bandwidth aggregation capability of multipath transmission, $MIN - B_{sd}$ can be obtained as shown in (3). $REQ - B_{sd}$ is the requested bandwidth in the path allocation request.

$$MIN - B_{sd} = \beta \times REQ - B_{sd} \quad 1/M < \beta < 1$$ (3)

As mentioned above, a path with a higher hop count consumes more network resource and has a longer segment list in packet header. Thus, our problem is converted into selecting the first $M$ disjoint and minimum weight paths from a given source $s$ to a destination $d$ with the constraint that the path length is no longer than a threshold $MAX - H_{sd}$. $MAX - H_{sd}$ is the tolerable maximum hop count for the node pair $(s, d)$, and can be computed according to (4). $SP - H_{sd}$ denotes the hop count of the shortest path between $s$ and $d$, which is calculated
and stored in advance.

\[ MAX - H_{sd} = (1 + \gamma) * SP - H_{sd} \quad 0 < \gamma < 1 \]  \hfill (4)

In order to ensure that the selected paths are disjoint, our problem can be converted into solving the optimal path selection problem with a path length constraint \( M \) times. Bellman-Ford algorithm [34] can be used to solve the minimum weight path problem with a hop count constraint in polynomial time. Based on the idea, the steps of multipath assignment algorithm are shown in algorithm 1. The 4-32 lines delete edges with \( b(e) \) less than \( MIN - B_{sd} \) from \( G \). The Bellman-Ford algorithm with a hop count constraint is executed to select an optimal path with minimum weight in 12-23 lines. The 25-32 lines generate the optimal path \( P \) with the aid of \( S \) array which stores precursor of each vertex in the path, and meanwhile all links on the path are assumed to have an infinite weight value. The for-loop structure in 10-33 lines generates \( M \) optimal disjoint paths.

**Algorithm 1: Allocate \( M \) Paths After Receiving a Path Allocation Request PATH-REQ**

**Input:** \( G = (U \cup V, E) \), PATH-REQ, \( M \)

**Output:** \( M \) hop-by-hop paths

1: Extract \((s, d)\) from PATH-REQ
2: Extract \( \text{REQ} - B_{sd} \) from PATH-REQ
3: Compute \( MIN - B_{sd} \) according to (3)
4: for each edge \( e(u, v) \in E \) do
5: if \( b(e(u, v)) < MIN - B_{sd} \) then
6: \( w(e(u, v)) \leftarrow \infty \)
7: end if
8: end for
9: Compute \( MAX - H_{sd} \) according to (4)
10: for \( m \leftarrow 1 \) to \( M \) do
11: /* Bellman-Ford algorithm */
12: for each vertex \( v \in U \& V \) do
13: \( D(v) \leftarrow \infty \)
14: end for
15: \( D(s) \leftarrow 0 \) for source vertex \( s \)
16: for \( i \leftarrow 1 \) to \( MAX - H_{sd} \) do
17: for each edge \( e(u, v) \in E \) do
18: if \( D(u) + w(e(u, v)) < D(v) \) then
19: \( D(v) \leftarrow D(u) + w(e(u, v)) \)
20: \( S(v) \leftarrow u \)
21: end if
22: end for
23: end for
24: /*generate the path \( P \) with \( S(d) \)*/
25: \( \text{cur\_vertex} \leftarrow d \)
26: add \( \text{cur\_vertex} \) to \( P[m] \)
27: while \( \text{cur\_vertex} \neq s \) do
28: \( \text{pre\_vertex} \leftarrow S(\text{cur\_vertex}) \)
29: add \( \text{pre\_vertex} \) to \( P[m] \)
30: \( w(e(\text{pre\_vertex}, \text{cur\_vertex})) \leftarrow \infty \)
31: \( \text{cur\_vertex} \leftarrow \text{pre\_vertex} \)
32: end while
33: end for
34: return \( P \)

**D. CONSIDERATIONS FOR ACTUAL DEPLOYMENT**

The explosive growth of multimedia traffic motivates both application service providers (ASP) and internet service providers (ISP) to optimize network transmission to manage the increasing amount of data traffic on network. According to our solution, ASPs can deploy a large number of proprietary servers with high network bandwidth and computing performance as MMSs near user-side network, or update existing relay/TURN servers with multipath transport function.

Providing clear advantages over traditional network architecture, SDN has attracted growing attention from many ISPs and its availability has been extended to routers in WANS in recent years. An ISP can operate its own SDN platform in its domain and share information with other ISPs. In addition, we note that the load at an SDN controller is an inherent issue and its availability has been extended to routers in WANS in recent years. An ISP can operate its own SDN platform in its domain and share information with other ISPs. In addition, we note that the load at an SDN controller is an inherent issue and it is wise to direct these flows following the traditional routing rule, for the purpose of minimizing the burden to SDN controller and the number of forwarding rules in SDN switches. So, when SD-MPT is deployed in the actual network, hybrid SDN [39], [40] seems to be one better choice. From OpenFlow protocol v1.3.0, a hybrid switch mode called OpenFlow-hybrid is proposed, which supports both OpenFlow operation and normal switching operation such as traditional L2 Ethernet switching and L3 routing. Under this circumstance, normal traffic and SD-MPT traffic co-exist in the network. For every new packet, switch
node first checks whether the packet is traditional or SD-MPT. If the packet is classified to belong to a traditional flow, it will be forwarded by normal switching operation. In particular, the packet is identified by its destination and forwarded to corresponding outgoing link along the shortest path that is calculated via OSPF protocol. For SD-MPT packets, the switch in the beginning of segment list has the responsibility of loading segment list into packet, and other switches just forward packet following the instructions indicated by packet headers.

**IV. ADAPTIVE PACKET SCHEDULING IN MMS**

A. OVERVIEW

Various user applications have different QoS requirements. For example, for over-the-top video streaming such as YouTube and Netflix, throughput is considered important to provide high video resolution and avoid video pause events. Real-time traffic applications such as VoIP and online gaming are strictly latency-sensitive. It is worth noting that in real time services, video frames are captured at fixed intervals and the output bitrate of video encoder is stable in a short time span. In this paper, our packet scheduling method is designed to minimize end-to-end service delay under the constraint of bandwidth guarantee over multiple paths.

It seems to be tempting to have more subflows per SD-MPT session to better exploit bandwidth aggregation. However, the maintenance of a large number of subflows imposes extra overheads to the MMSs. In source MMS, higher CPU utilization is required for packet scheduling. Moreover, multipath transport may cause a large number of out-of-order packets, especially when the paths have different transmission capacities such as bandwidths and delays. Destination MMS has to temporarily hold the packets received ahead-of-time in a reordering buffer until their sequence numbers are in the desired order, which may cause a nonnegligible delay before forwarding them. More subflows per session requires a larger buffer to cope with packet reordering, which causes a longer extra delay. It is thus desirable to have as few subflows as possible with satisfying performance.

In our proposed method, source MMS assigns multimedia packets to multiple active paths and monitors current transmission qualities of connected paths. The available bandwidth information of allocated paths estimated by SDN controller provides decent decision reference for the load distribution procedure in MMS at the beginning of the flow. However, transmission delay performance of a path remains unknown until there are data packets passing through this path. And due to network dynamics, the optimal path at present may become suboptimal after a short time if the path falls into congestion. Thus, source MMS can only obtain accurate path qualities through latest packet transmission information combined with destination MMS.

Source MMS identifies poor path that mainly increases the reordering buffer size with the aid of feedback mechanism. It suspends the path that causes a relatively higher loss or discard rate due to late forwarding to destination user compared to other available paths, and attaches the path again when the transmission performance is acceptable. The load shares of active paths are dynamically adjusted to gradually match path transmission capacities.

The functional structure of MMS is illustrated in Fig. 4. The SDN client module interacts with SDN controller to request multiple paths. MMS communicates with SDN controller over a connection which may be encrypted using transport layer security (TLS) or run directly over TCP. MMS can get the IP address of SDN controller in a number of ways, such as manual configuration and DNS queries. When a multimedia flow needs to be established, MMS sends a PATH-REQ message to SDN controller to request routing paths. Then SDN controller allocates multiple available paths according to the path allocation algorithm described in Section III-C and returns them to the corresponding MMS.

The path management module is responsible for maintaining and updating states of all paths and accordingly adjusts the traffic splitting vector according to the feedback reports from destination MMS, which are described in the next subsection. The flow scheduler module schedules multimedia packets to multiple paths based on the traffic splitting vector. The flow recombination module receives and restores subflow packets, meanwhile records the receiving statistics information of each path such as packet loss, packet discards, and packet disordering. The path transmission quality report module generates feedback reports according to the recombination information provided by the flow recombination module and sends them back to the source MMS.

B. PATH STATE

Multipath transport control faces a lot of challenges produced by path diversity. Concurrent delivery over multiple paths with significant performance difference may cause worse performance than using a single path. In addition, in reality the path transmission performance, such as available bandwidth and transmission delay, is variable due to network dynamics. Therefore, MMS should be able to adapt to the performance
changes of diverse paths by adjusting the load shares as far as possible.

Source MMS groups all available paths based on the path delay. The paths in the same group have similar transmission delay and the sum of their bandwidths meets capacity requirements of the flow. The chosen paths, marked as active, are used for current flow delivery, and the rest of the paths, marked as suspended, may be enabled in case the chosen paths degrade or fail.

As mentioned above, real-time services are strictly latency-sensitive. So, we introduce a threshold $MAX - DR$ at MMS in order to limit the size of the buffering delay caused by reordering buffer. That is, when the buffering delay of a packet reaches the threshold, destination MMS will release and forward the packet immediately, ignoring missing packets. $MAX - DR$ can be dynamically set to the tolerative one-way delay of real-time service minus the maximum of the estimated transmission delays of all active paths.

Destination MMS periodically generates feedback reports including the packet losses and discards for each subflow as well as information to calculate per path RTT. Packet discard here refers to an event that occurs when a packet arrives too late causing the buffering delay of another packet received ahead-of-time exceeding $MAX - DR$. A packet that triggers a packet discard event in destination MMS is very likely to become useless and be discarded by end user side. Packet loss here refers to an event that a packet is discarded by intermediate routers due to link failure or congestion.

We define some rules for marking paths as different states including suspended, congested, lossy, discarded and non-congested. If packet discards in a single interval is reported, a path is marked as discarded. If this behavior is observed over 3 successive intervals, we can conclude that this path has much higher transmission delay than other active paths, thus this path is marked as suspended. If packet losses in a single interval is reported, a path is marked as lossy. If this behavior is observed over 3 successive intervals, we can conclude that this path is very likely to be congested, thus it is marked as congested. The rest of paths are marked as non-congested. Source MMS adjusts the respective traffic share of active paths according to path states.

C. PACKET REORDERING

Since the buffering delay in source MMS is negligible, the latency $D$ caused between an MMS pair is composed by the transmission delay and the buffering delay in destination MMS. The transmission delay $D_t$ can be reasonably estimated as one half of the smoothed roundtrip time $SRTT$. When a sent packet is acknowledged, a roundtrip time (RTT) sample can be obtained, and the way to update $SRTT$ is shown in (5) where $\delta$ is usually set as 0.85.

$$SRTT = (1 - \delta) \ast SRTT + \delta \ast RTT$$

The buffering delay $D_t$ grows with the size of reordering buffer in destination MMS. To identify poor paths that mainly increase the reordering queue size, we try to quantify the disordering degree caused by each path. For packet $p_i$, $st_i$ is the sending time at source and $rt_i$ is the reception time at destination. For packets $p_i$ and $p_j$, if $st_j < st_i$ and $rt_j > rt_i$, the two packets form a disordering pair at the destination. The magnitude of a disordering pair, referred to disordering step, can better reflect the degree of packet out-of-ordering. The disordering step of a disordering pair $p_i$ and $p_j$, is denoted as $pr_{ij}$ and calculated as follow:

$$pr_{ij} = FSN_j - FSN_i + NUM_{ij}$$

$FSN_i$ and $FSN_j$ are the flow sequence number (FSN) of packet $p_i$ and $p_j$ in the flow. $NUM_{ij}$ is the number of packets that arrive at the destination MMS between $p_j$ and $p_i$ and whose FSN is greater than $FSN_j$.

The disordering step of a path pair $P_l$ and $P_k$, denoted as $PR_{lk} \ (1 \leq l, k \leq M)$, is calculated as the maximum of disordering steps of the disordering pairs caused by packets arrived at the destination MMS through path $P_l$ and $P_k$:

$$PR_{lk} = \max_{p_i \in P_l, p_j \in P_k} (pr_{ij}, 0)$$

The larger value of $PR_{lk}$ means that path $P_l$ with larger transmission delay causes longer reordering buffer compared to path $P_k$. A disordering vector is calculated for each path. The disordering vector of path $P_l$ is denoted as $PR_l = (PR_{l1}, PR_{l2}, \ldots, PR_{lM})$. ($1 \leq l \leq M$). Destination MMS calculates disordering vectors for all paths periodically such as after receiving $NUM_{rvel}$ packets, and feeds the disordering matrix $A = (PR_{11}, PR_{12}, \ldots, PR_{MM})^T$ back to source MMS. $NUM_{rvel}$ should be set based on the data rate or frame rate of the flow and the default value is 100. For a path with small transmission delay, most values in its disordering vector are zero, and others are usually small positive values.

D. TRAFFIC SPLITTING VECTOR

Source MMS adaptively adjusts the load shares of all active paths according to the path state and disordering information mentioned above. Let $F = (F_1, F_2, \ldots, F_M)$ be the traffic splitting vector. $F_k$ ($1 \leq k \leq M$) is the load share of the path $P_k$. It is obvious that $F$ meets the following condition:

$$\sum_{k=1}^M F_k = 1$$

$$0 \leq F_k \leq 1 \quad (1 \leq k \leq M)$$

At the beginning of the flow, source MMS initializes the traffic splitting vector according to the estimated available bandwidth of allocated paths from SDN controller as follow:

$$F_{k}^{(0)} = \frac{b(P_k)}{\sum_{i=1}^M b(P_i)} \quad (1 \leq k \leq M)$$

When the state or transmission performance of a path changes during transmission process, source MMS recalculates the traffic splitting vector. If a path is marked as suspended after reporting packet discard events in successive report intervals, source MMS suspends this path and sets its load share to zero. Let $P'$ be the set of paths that are in the suspended state. From the perspective of network resources,
we should reduce the traffic load of the congested paths so that they can recover from congestion state as fast as possible.

For real-time services, packet missing, including packet loss caused by intermediate routers and packet discard caused by too-late-arriving in destination, affects the quality of user experience. Therefore, source MMS should switch a fraction of the previous value respectively, where 0 ≤ θ1 ≤ θ2 ≤ θ3 ≤ 1. Let \( P' \) be the set of paths that are in congested, lossy, and discarded states.

\[
F'_k(t+1) = \lambda \cdot F'_k(t) \quad \lambda = \theta_1, \theta_2 or \theta_3, \quad \text{for } P_k \in P'
\]  

For other paths not belong to \( P' \) and \( P'' \), they are in appropriate or light network state. Let \( \tilde{P} = P - P' - P'' \). In disordering matrix as shown in Fig. 5, the element \( PR_{il} \) (1 ≤ l ≤ M) in kth row means the maximum disordering step caused by late-arrived packets on path \( P_l \) compared to path \( P_i \), representing the disadvantages of path \( P_l \). Similarly, the element \( PR_{lk} \) (1 ≤ l ≤ M) in kth column means the maximum disordering step caused by early-arrived packets on path \( P_k \) compared to path \( P_l \), representing the advantages of path \( P_k \). Therefore, source MMS should switch a fraction of load share from disadvantaged paths to advantaged paths to minimize the number of out-of-order packets in destination MMS and thus achieve low buffering delay.

Algorithm 2 shows the abstract pseudocode of our adaptive packet scheduling method.

\[
\begin{align*}
F'_k(t+1) &= \left( 1 - \sum_{P_i \in P'} F'_{k}(t+1) \right) \frac{F'_k(t)}{\sum_{P_i \in (P-P')} F'_i(t)} \\
& \quad \text{for } P_k \in \tilde{P} \\
F'_i(t) &= \max \left( F'_i(t) + \sum_{j=1}^{M} \frac{(PR_{ji} - PR_{ij})}{NUM_{rvid}}, 0 \right) \\
& \quad \text{for } P_i \in \tilde{P}
\end{align*}
\]  

Algorithm 2 Adaptive Packet Scheduling Method

**Input:** \((x, d), M\)

1. Obtain \( M \) paths from SDN controller
2. Initialize the traffic splitting vector \( F \) based on (9)
3. while the flow is not over do
4.   if receiving a feedback report do
5.     Update path states and \( P'\) based on the feedback reports
6.     for each \( P_k \in P' \) do
7.       \( F_k \leftarrow 0 \)
8.     end for
9.   end if
10.  Update \( F_k \) for \( P_k \) based on (10)
11.  for each \( P_k \in \tilde{P} \) do
12.    Update \( F_k \) for \( P_k \) based on (11)
13. end for
14. end if
15. Schedule flow packets based on \( F \)
16. end while

**V. IMPLEMENTATION AND EVALUATION**

We conducted simulation experiments to evaluate the performance of the proposed multipath transmission scheme in two factors: path allocation and end-to-end transmission control.

**A. EXPERIMENTAL SETUP**

We created an SDN testbed by using Mininet and POX SDN controller on a computer with Intel(R) Core i5-7500, 3.40GZH CPU, 15.6 GB RAM over Ubuntu 16.04 system. We extended the SDN controller with an implementation of the multipath allocation and the segment routing modules. We did not implement segment routing by modifying OpenFlow protocol in virtual SDN testbed. The SR path was calculated based on the overlap between the allocated path and the corresponding shortest path, which was proposed in reference [12]. Mininet is used to model a scenario of virtual network. We built our experimental topology on the basis of Cernet network provided by the Internet Topology Zoo. We deleted five external links associated with Beijing node and one redundant link between Beijing and Xi’an nodes. To ensure that there are multiple paths between any two nodes, we added new links connecting a node associated with only one link initially in Cernet to one of its geographical neighbor nodes. As shown in Fig. 6, our experimental topology consists of 35 OpenFlow switches and 57 links between switches. Four new added links are labeled as green lines. Each switch node is attached with one MMS. We set the bandwidth and delay limits of (10Gbps, 2ms) for links between MMSs and their associated switches, (1Gbps, 5ms) for links between switches. This ensured that the links between MMSs and ingress switches were not bottlenecks in the paths. SDN switches reported various networking information to the SDN controller every second. The messages exchanged between the controller and MMS were implemented by extending OpenFlow protocols, which imposed negligible overhead compared to data flows.

The maximum subflow number \( M \) was set to 4 based on the following considerations. (1) The characteristics of the
real-time multimedia service are that its duration is on the order of minutes or even hours, and the output bitrate is stable in a short time span due to the fixed video framerate and spatial resolution. (2) The aim of multipath transport for this kind service is not maximum of transmission throughput but minimum of end-to-end service delay as well as improvement of network resource utilization. More subflows does not help much for this aim. (3) In addition, the time complexity of our proposed path allocation algorithm is proportional to $M$. Therefore, $M$ should not be too large.

The first part of experiments was conducted to evaluate the performance of path allocation algorithm. MMS pairs randomly requested to transmit a multimedia flow. In the actual network, real-time multimedia services can have different video resolutions and framerates due to various hardware performances of user devices and service types. Therefore, in our experiments, the bandwidth demands of flows were set to follow a uniform distribution within the range of 0.5Mb/s to 12Mb/s. In addition, this part of experiments was to evaluate network resource scheduling capability of SDN controller with multipath. Thus, MMSs were assumed to equally distribute flow load among all allocated paths for simplicity.

The second part of experiments was conducted to evaluate the performance of packet scheduling method. We selected an MMS pair (one for source and the other for destination) and transmitted a pre-encoded H.264 stream of the foreman video clip (2098 frames; YUV 4:2:0) with a resolution of 1080P ($1920 \times 1080$) at 30 fps in a continuous loop. The bandwidth demand of this flow was about 8.5Mbps. This flow was encapsulated and end-to-end transmitted by RTP and the associated RTP Control Protocol (RTCP). The RTCP receiver reports were extended to feedback receiving information in destination MMS. In our experiments, the sending interval of RTCP receiver reports was set to one second, and the network overhead incurred by feedback mechanism was less than 5% of session bandwidth.

**B. EXPERIMENTAL RESULTS OF PATH ALLOCATION**

In this section, we investigate the impact of the number of the allocated paths $M$ for a flow on network resource utilization. In addition, we also compare the performance of our path allocation algorithm with other algorithms. We chose two traditional routing algorithms including the SPF [41] and widest shortest path (WSP) [42] algorithms, and the algorithm (we refer to it as LCLB) proposed in reference [15]. The width of a path refers to the available bandwidth, and the length commonly represents the number of path hops. The WSP algorithm aims to select the shortest path that has the most residual bandwidth. In particular, if there are multiple paths with the same shortest hops, the WSP selects the widest. LCLB algorithm takes the link criticality and the link residual bandwidth into consideration. In our experiments, we use the following metrics to benchmark the performance of different approaches: a) the rejection rate, b) the network throughput, c) the link utilization, and d) the path length. All the results given below were obtained by averaging the results in 50 runs.

Each MMS as a source randomly picked one of other MMSs as the destination and requested $M$ paths to transmit a flow between each pair. The controller assigned up to $M$ paths for each flow. The flows logically continued until the end of experiments. Each MMS acted as source MMS of $D$ flows. Thus, the total number of the requested flows was $35 \times D$, and the total number of the allocated paths was up to $35 \times D \times M$. The parameter $D$ can be changed to simulate different load levels. The parameter $\alpha$, $\beta$, and $\gamma$ in equation (2)-(4) were set to 0.5, 0.6, and 0.6 respectively. The parameter $k$, standing for the first $k$ shortest paths to compute the link criticality, was set to 3. The time interval $P$ updating the traffic matrix $TM$ was set to 1s.

1) REJECTION RATE

The rejection rate refers to the rate of the number of flows that are rejected to the total number of requested flows that
have arrived at the network. A flow will be rejected when the network cannot provide an appropriate path with sufficient capacity. Fig. 7 shows the average rejection rate achieved with our algorithms under four different setting of $M$, as well as those achieved with SPF, WSP, and LCLB. The 95% confidence interval is obtained from 50 runs. It is obvious that SPF has the worst performance indicated by greater values of rejection rate. SPF starts rejecting flows under a light load and grows rapidly as the number of requests increases. The fundamental cause is that SPF only takes the hop count into account regardless of current link utilization. This leads to the resources of some critical links to be used up rapidly. As an extension of SPF, WSP performs better than SPF by choosing the widest path when there are multiple shortest paths exist. However, WSP’s capacity of load balancing is limited because its principle is still to take the shortest path.

Our proposed algorithm and LCLB take both current loading status and future traffic distribution expectation of links into consideration to reduce network congestion. And our algorithm also limits the maximum length of the allocated path using that of the shortest path as reference. As shown in Fig. 7, our algorithm under all settings achieves better performance than other three algorithms. And with the increase of the number of paths ($M$) assigned for a flow, the rejection rate reduces. This is expected for the intelligent routing management and multipath transport. On the one hand, with the leverage of the centralized SDN controller, our algorithm and LCLB can track the available capacity of network links and allocate appropriate paths for more multimedia flows depending on varying network status. On the other hand, our algorithm achieves better performance than LCLB by the load balancing capacity of multipath transport and further considering the effect of flow size on link load. Note that the gap between the $M=4$ case and the $M=3$ case is small because there are less than four disjoint paths under the maximum length limit between a considerable number of MMS pairs in our experimental topology.

2) NETWORK THROUGHPUT
The network throughput is the amount of bandwidth of the satisfied flows whose bandwidth requirement is met and is successfully transmitted by the network. Fig. 8 shows the average network throughput of various algorithms. It is easy to understand that the network throughputs of all algorithms increase as the amount of the requested bandwidth. With the similar result in rejection rate, SPF achieves the lowest network throughput overall. This is because SPF tends to exhaust the network resources of critical links earlier. The WSP performs better than SPF in an overall perspective. Our algorithm achieves better network throughout than others by serving more data flows. The improved performance ratio declines slightly as $M$ grows larger than 3.

3) LINK UTILIZATION RATE
The link utilization rate refers to the rate of the consumed bandwidth of a link to the total bandwidth of this link. Since the links between MMSs and their associated switches have much higher bandwidth capacity, we only investigate the links between switches in our experiments. Fig. 9 shows the CDFs of link utilization rate achieved with different algorithms under light and heavy network loads. It is obviously that SPF results higher link utilization rate of some critical links even under relatively light network load ($D=10$). On the other hand, SPF has more links with low link utilization rate due to higher rejection rate and lower network throughput under heavy network load ($D=20$). That is, SPF contributes to unbalanced network resource use. The situation is alleviated to a small extent for WSP by balancing the load among multiple shortest paths if exist. Compared to the other three algorithms, our algorithm effectively avoids high link utilization rate of critical links in light network load, and improves the link utilization rate of more links in the case of heavy network load. This confirms our path allocation algorithm has a strong network load balancing capacity with the leverage of the centralized SDN controller and multipath transport. For example, the load on the link $<$Beijing, Wuhan$>$ can be unloaded partially by the cascade of $<$Beijing, Zhengzhou$>$ and $<$Zhengzhou, Wuhan$>$.

4) PATH LENGTH
Fig. 10 shows the average path length achieved with different algorithms. Besides hop count, we investigate the SR count for our algorithm. The SR count refers to the length of SR path in terms of segments. The SPF and WSP algorithms have the lowest hop counts because of the shortest path strategy they take. LCLB and our algorithm consider the factors of current and future expected network bandwidth consumption. Meanwhile, in order to avoid taking a lengthy path, our algorithm limits the path length by using the hop count constraint $MAX-H_{sd}$ whose value is proportional to the corresponding shortest path length; LCLB uses the extra-hop $E_{sd}$ as a restriction, which was set to two in our experiments. The average hop count of our algorithm with $\gamma = 0.6$ is about 0.8 larger

FIGURE 8. Comparison of average network throughput versus number of requests.
than SPF and WSP when $M = 2$, and it increases slowly as $M$ increases. As shown in Fig. 10, the SR count is relatively low but grows definitely as $M$ increases. This is because the path allocated by our algorithm has less overlaps with default path as $M$ increases. SR needs extra packet headers to express routing information, and larger SR count consumes larger amount of network resources. Therefore, there is a tradeoff between network throughput and network overhead.

**C. EXPERIMENTAL RESULTS OF PACKET SCHEDULING IN MMS**

In this section, we evaluate the performance of our packet scheduling algorithm over paths that exhibit bandwidth and transmission delay differentials. In our experiments, four paths ($M = 4$) have been allocated by SDN controller in advance. We also make comparison of our algorithm with three typical approaches: single-path transmission (SP), equal distribution scheduling (EQUAL), and Weighted Round-Robin (WRR) scheduler. The path chosen for SP is set to the path that has the best capacity among four paths. In equal distribution, the flow is equally allocated to multiple paths and the load shares do not change with path characteristics. The WRR scheduler sends bursts of packets along the paths weighted according to their capacity as $w_j = c_j / \sum_{i=1}^{n} c_i$, where $w_j$ is the weight associated with path $j$ and $c_j$ its estimated capacity. In our experiments, $c_j$ was set to the available bandwidth of allocated path $j$, which was estimated by SDN controller. We use the following metrics to benchmark the performance of different approaches: a) the packet loss rate, and b) the buffering delay. The buffering delay refers to the interval that the time of a packet forwarded to end user minus the time of the packet arriving to the destination MMS, i.e. the interval that a packet is cached in the reordering buffer.

1) **EFFECT OF AVAILABLE BANDWIDTH DIFFERENTIAL**

For the better description of bandwidth capabilities of and differentials among multiple paths, let $x_j = \mu_1 S / \mu_2$ denote the available bandwidth of the $j$th path. $S$ denotes the bandwidth demand of the video flow, $\mu_1$ is the ratio of the first path bandwidth $x_1$ over the bandwidth demand $S$, and $\mu_2 (0 \leq \mu_2 \leq 1)$ is referred as the skew factor representing the degree of bandwidth differentials. As $\mu_1$ increases, the paths have more available bandwidth resources. When $\mu_2 = 0$, all paths have the same available bandwidth. As $\mu_2$ increases, the bandwidth differentials among paths become more skewed. Except for available bandwidth, other metrics were the same among all paths.

Fig. 11 gives the total packet loss rate of received flow at the destination MMS versus $\mu_1$ and $\mu_2$. We obtain the following observations: (1) When the available bandwidth of a single path cannot meet the bandwidth demand of the flow, the SP algorithm achieves very high total packet loss rate. Three multipath algorithms reduce significantly the total packet loss rate. This is expected for multipath transport which has been proved effective for bandwidth aggregation. (2) When the single path has enough bandwidth resource, the SP algorithm can achieve even better performance than
three multipath algorithms. This indicates that the effect of bandwidth aggregation brought by multipath transport is significant in bandwidth-constrained scenarios but not obvious when bandwidth is not limited. (3) When the available bandwidths of multiple paths are heterogeneous ($\mu_2 > 0$), our algorithm and WRR perform better than EQUAL which equally allocates packets to four paths regardless of path differentials. Our algorithm and WRR achieved similar performance in case of stable bandwidth capacity.

2) EFFECT OF TRANSMISSION DELAY DIFFERENTIAL
The delay jitters of four paths were set to 2ms; the mean transmission delays of four paths were set to 20ms, 30ms, 50ms, and 60ms respectively to simulate the effect of transmission delay differentials on buffering delay. Each path had enough available bandwidth. Other network metrics were the same among all paths.

Fig. 12 illustrates the dynamic variation of buffering delays of packets in a specific flow with the elapse of time. And the threshold $MAX − DR$ was set to 35 ms for our algorithm. It is easy to understand that SP algorithm achieves the smallest buffering delay as all packets of the flow are transmitted over the same path. For EQUAL, WRR, and our proposed algorithms, multiple packets belonging to the same encoded frame were distributed to different paths, which inevitably led to out-of-order packets and thus larger buffering delays. Our algorithm initially distributed the packets to all paths equally. After receiving three successive feedback reports indicating that packet discard events happened on the third and fourth paths at about the third second, our algorithm suspended these two paths and only kept the first and second paths as active. In our experiments, EQUAL and WRR achieved similar performance in case of same bandwidth capacity, so Fig. 12 only shows the results of the EQUAL algorithm with four paths and WRR algorithm with the first and second paths.

We observe that our algorithm performed significantly better than the EQUAL and WRR, and the buffering delay of our algorithm was noticeably decreased as the load shares of active paths gradually converged based on the feedback information. Fig. 13 is the corresponding box plot that shows the distribution of buffering delays. For our algorithm, Fig. 13 uses the buffering delay samples after the load shares of active paths converging to a relatively steady state.

Table 1 shows the average load shares of all paths after the traffic splitting vector in our algorithm converging to a relatively stable state. When $MAX − DR$ is relatively large, more paths are kept active for concurrent multipath transfer.

| $MAX−DR$ | $P_1$ | $P_2$ | $P_3$ | $P_4$ |
|----------|-------|-------|-------|-------|
| 45ms     | 3.8Mbps | 3.4Mbps | 1.3Mbps | 0     |
| 35ms     | 4.6Mbps | 3.9Mbps | 0 | 0     |
| 25ms     | 5.6Mbps | 2.9Mbps | 0 | 0     |
| 15ms     | 8.5Mbps | 0 | 0 | 0     |
As \(\text{MAX} - \text{DR}\) decreases, more load share is switched to the paths with low transmission delay. In practice, MMS can adaptively set \(\text{MAX} - \text{DR}\) to the tolerable one-way delay of real-time service minus the maximum of the estimated transmission delays of all active paths. Consequently, multipath transport can be exploited as far as possible for balancing network load under end-to-end latency constraint.

VI. CONCLUSION

The explosive growth of novel multimedia services calls for the efforts from both internet service providers and application service providers to improve efficiency of data delivery. In this paper, we have presented a novel multipath transmission scheme in SDN with segment routing for real-time interactive multimedia services with the aim of balancing network traffic as well as improving the quality of end-user’s service experience. Taking advantage of the global view of SDN, the path allocation algorithm in the controller takes future traffic distribution expectation and current loading status of links into consideration to reduce network congestion. In addition, segment routing is used to eliminate the scalability problem faced by SDN especially with multipath transmission. High-performance multipath media servers specifically deployed at the edge of SDN network provide multipath transport service, which are unperceived by end users. And multipath media servers adaptively adjust load shares among multiple paths to minimize the performance impact due to out-of-order packets. The simulation results showed that our method outperforms other algorithms in terms of optimizing network resource utilization and end-to-end service delay.
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