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Abstract: During natural disasters, social media can provide real-time or rapid disaster perception information to help government managers carry out disaster response efforts efficiently. Therefore, it is of great significance to mine social media information accurately. In contrast to previous studies, this study proposes a multimodal data classification model for mining social media information. Using the model, the study employs Late Dirichlet Allocation (LDA) to identify subject information from multimodal data, then, the multimodal data is analyzed by bidirectional encoder representation from transformers (Bert) and visual geometry group 16 (Vgg-16). Text and image data are classified separately, resulting in real mining of topic information during disasters. This study uses Weibo data during the 2021 Henan heavy storm as the research object. Comparing the data with previous experiment results, this study proposes a model that can classify natural disaster topics more accurately. The accuracy of this study is 0.93. Compared with a topic-based event classification model KGE-MMSSLDA, the accuracy of this study is improved by 12%. This study results in a real-time understanding of different themed natural disasters to help make informed decisions.
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1. Introduction

Flood is a high-frequency natural disaster [1], which occurs worldwide with a profound impact on national and social development [2]. Since the 21st century, with the rapid development in China, flood disaster has caused immeasurable economic losses [3]. According to “the water drought disaster Bulletin of China” during the decade of 2010–2019, the total value of direct financial loss due to flood disasters has exceeded 234.31 billion in the country. Flood disasters occurred in 62% of cities nationwide, and 137 cities experienced more than three episodes of flood disasters. Severe human injuries, economic losses, and traffic are often caused by heavy rainfall because of the clustering of crucial infrastructure such as population, resources, transportation, as well as power disruption.

With the development of information technology, the number of social media users is growing. The research institution We Are Social released the latest global digital reports in 2019. The report shows that the number of global social media users has increased to 3.5 billion. Each user spends one-third of their Internet time on social media every day. After a natural disaster, rescue organizations need to use extensive data in the initial phase as a decision basis to make low-risk decisions quickly [4]. Natural disasters can cause signal interruption, and so obtaining useful data information has become an urgent problem. In the past, due to the lack of data, experts made emergency decisions mainly relying on their knowledge and experience [5]. In recent years, with the rapid development of social networks, experts have found an essential platform for information dissemination [6]. Therefore, after the occurrence of natural disasters, hundreds of millions of people share information on social media, forming a vast amount of data information that could serve...
as a basis for making emergency decisions in the literature [7]. Behl et al. proposed that the sudden and urgent nature of emergencies requires crisis managers to remain updated and meet the critical information needs of the public, so that researchers could use social media as a source of information for crisis management [8]. Kitazawa proposed the rapid development and application of social media in crisis communication, the effectiveness of which improved the efficiency of crisis communication, enhanced emergency response methods, reduced the cost of disasters, and increased transparency and democratism in decision-making [9]. The author further proposed that in an emergency event, social media contains a large amount of subject matter, spatiotemporal and other emergency information, by classifying the real-time and massive emergency information, which could identify the subject matter information such as the facts, rescue, and impact of the event, so that it was beneficial to understand the status of the emergency event.

Most previous studies on social media data had focused on a single form of data (e.g., text or visual data). Piatyszek adopted a logistic regression algorithm to classify text data, and detected damage and injuries caused by Sri Lankan flooding; however, the overall accuracy of this classifier was only 0.647 because the subject sample size was too small [10]. Yu used the CNN classifier to classify text data and detect damages caused by hurricanes by using the text data of hurricanes Sandy and Harvey, resulting in relevant recommendations for donation and assistance [11].

To increase precision, we needed to analyze the other modal data while classifying textual information [12]. The analysis of seismic image information, from which human body parts were examined from debris, provided an adequate basis for developing seismic rescue measures, with a precision of 0.8037. Seismic rescue efforts need to obtain geographic location information in addition to accurate image information, an effective combination of both kinds of information to obtain precise information on people trapped in earthquakes. Aznar-Crespo classified disaster social media images into three categories: severe, mild, and no damage, to analyze the effects caused by natural disasters, develop related assistance measures, and mine their corresponding text information, while classifying image information, which could further improve the accuracy of classification [13].

Recent studies have shown that the form of people’s expression views on social media platforms had significantly changed and people prefer diverse expressions, such as text, images, and video, to help multimodal data contain richer information and more accurately describe the natural disaster situation [9]. Therefore, we must establish a model for multimodal data analysis. Multimodal data analysis was a very challenging task [14]. Min constructed a unified cross-media word bag model for both text and image; the model acquired the representation of text and image and used a logistic regression classifier. Through the experiment, the precision of the CBM model, which could analyze both text and image modal data, was 0.80, and the precision of the logistic regression, which could analyze the text data, was 0.76. The experiment results showed that the preparation rate of information classification for analyzing both text and image modal data was 4% higher than the text-based method [15]. Kaplan and Haenlein also used 2CNN structures, which extracted text data features and image data features separately and performed significantly better than existing models that used only text or visual content [16].

In natural disasters, local and international studies have proven that social media data could be applied to real-time monitoring, trending the prediction of disaster events [17]. Disaster-related text data were usually thematically classified, as in the literature [18]. Combined LDA and SVM were used to construct a theme classification model, which divided microblogs related to the typhoon “moranti” into four themes: “early warning information”, “disaster information”, “irrelevant information”, and “rescue information”. Ghosh et al. proposed an LDA subject-based event detection model, in which multimodal information was used to increase the number of acquired event descriptions, and the multimodal data were combined into the subject model, which all achieved a classification accuracy of 81% [19]. In addition, Wood et al. designed a system named m-trend, based on tweets containing geographic information [20], to construct and visualize the spatiotempo-
eral variation trends of the display theme as well as explore the trend and spatial distribution law of disaster events [21]. Thematic model analysis of user-developed text information on microblogs generated before and after the onset of a heavy storm in Beijing in 2012 revealed differences in the temporal and spatial distribution of microblogs across themes.

Based on this, this paper proposes a multi-modal data mining method based on theme change, to perceive the development trend of disaster. This study has the following three contributions:

1. This study presents a multimodal system for classifying and processing multimodal data from social media.
2. In this study, the heavy storm disaster topic was more meticulously divided using the Latent Dirichlet Allocation (LDA) theme model, which realizes real-time extraction of information on serious storm disasters from social media.
3. Based on Sina Weibo, a multi-classification model was constructed using convolutional neural networks to extract storm-related disaster information [22], such as weather, traffic, and rescue, from a large number of social media text streams. At the same time, the study visualizes and analyzes different rainstorm disaster themes in terms of relative quantity and spatial attributes as well as explores the time trend of disaster development and spatial distribution characteristics of rainstorm events.

The rest of the paper is organized as follows. In Section 2, we present the working principle of the topic classification model and multi-modal data processing model. In Section 3, we take the Henan rainstorm as the research object, we present the results and discussion of these experiments. In Section 4, we discuss the conclusions and future work.

2. Methods

This study takes heavy rain in Henan in 2021 as an example. Since the night of 17 July 2021, Henan Province had experienced heavy rains. The average rainfall in the province was 73.1 mm. As of noon, 2 August 2021, 150 counties (cities and districts), 1663 townships, and 14,531,600 people were affected. The whole province had organized emergency avoidance for 933,800 people and relocation for 1,470,800 people. Heavy rain resulted in the collapse of 89,001 houses; the area affected by crops was 109.04 Square kilometres, and direct economic loss was 114.269 billion yuan. Sadly, 302 people were killed and 50 people were missing. Therefore, this study combines the Weibo API and web crawler to obtain a total of 28,099 pieces of data from 0:00 on 18 July 2021 to 23:00 on 30 July 2021, using “Henan rainstorm” as the keywords.

This study focuses on automatically locating and mining natural disaster information from images and text data on social media. A real-time classification and positioning model of emergency topics based on social text and images is proposed. The structure diagram of Multimodal data classification is shown in Figure 1. The model consists of the following modules. The data processing module is responsible for data collection and processing. Since the correlation between images and text data is weak, this study treats text and image data separately. The topic mining module is responsible for mining hidden topics. By mining the topic information, we can fully understand emergencies. The topic analysis module is responsible for analyzing text and image data.

2.1. Acquisition and Preprocessing of Data

Weibo is used as the research object; it is a popular social-media platform. In particular, there are thousands of pieces of Weibo data on natural disasters every day. During natural disasters, people report disaster information through Weibo, express their urgent needs, and seek help. As a result, Weibo data have become an important source of data for disaster management. Text, images, and geographic location data can be used to learn more about natural disasters and provide a data basis for natural disaster management.
2.1. Acquisition and Preprocessing of Data

Weibo is used as the research object; it is a popular social-media platform. In particular, there are thousands of pieces of Weibo data on natural disasters every day. During natural disasters, people report disaster information through Weibo, express their urgent needs, and seek help. As a result, Weibo data have become an important source of data for disaster management. Text, images, and geographic location data can be used to learn more about natural disasters and provide a data basis for natural disaster management.

2.2. Topic Mining

A topic model is an essential tool for data mining on social media and has attracted extensive attention in recent years. Empirical research has found that the release of social data is closely related to the cycle of disaster occurrence, which is usually divided into three stages: pre-disaster preparation, emergency response, and post-disaster recovery. People discuss different topics on social media at different stages. In the early days of a disaster, people discussed content mainly on disaster preparedness and weather warnings. After the disaster, people focused on disaster discussions and emergency rescue. In the later stage of the disaster, people mainly focused on post-disaster recovery and reconstruction. Thus, different themes occurred in different periods.

LDA (Latent Dirichlet Allocation) is the most representative topic model [23]. The LDA model is a typical generative model that is primarily used in text and image processing [24]. Owing to the emergence of the BOW model, it is currently widely used for image labeling. The text uses the LDA model for topic mining of images and text data [25]. The core idea of the LDA model is to regard topics as the probability distribution of text words and different topics corresponding to other text word distributions. In the field of image annotation, we need to extract the low-level features of the image and perform clustering. Then, we use the clustering algorithm to vectorize the low-level features of the image into visual words. Finally, we use the BOW model to convert the image into a set of visual words. The LDA probability graph model is shown in Figure 2. Table 1 lists the symbols used in the model, and their meanings are shown in Figure 2.

2.3. Text Data Classification Model

The use of social media texts for natural disaster assessment can be divided into three areas. First, we must identify whether the tweets are related to rainstorm damage; this is a two-classification task. Second, rainstorm damage was divided into multiple categories.
according to the theme; this is a multi-classification task. Finally, we classified the text data according to the theme and generated a damage report.

The process of subject classification is shown in Figure 3. First, we use Bert to build a relational classification model to identify text segments corresponding to two aspects, namely entity tags. Then, we used the predicted relationship and text to build an entity extraction model using Bert, that is, a multi-classification task. We divided each sentence into a three-tuple of description objects, damage descriptions, and damage results. Corresponding to relationships.

![Figure 2. Probabilistic graphical model of LDA model.](image)

**Figure 2.** Probabilistic graphical model of LDA model.

| Symbol | Symbolic Meaning     | Symbol | Symbolic Meaning          |
|--------|----------------------|--------|---------------------------|
| M      | Training set size    | N      | Number of words           |
| α      | Model parameters     | w      | words                     |
| z      | Potential topic      | θ      | Theme ratio               |
| β      | Model parameters     |        |                           |

**Table 1.** Symbols and their meanings in Figure 1.

Bert is a large pre-trained model that shows excellent performance when generating text-entity embeddings [26]. The Bert model improves the performance of text classification through entity embedding, so it can identify tweets and generate corresponding damage reports. Finally, we classify the damage reports into corresponding topics.

2.3.1. Damage Relationship Definition

Topic classification based on social media text data requires identifying tweets with a harmful relationship, which can be abstracted into a triad, with three aspects describing the object. Common victims of heavy rain include roads, people, houses, water, and electricity. The damage description is related to the feature words corresponding to the description object, and the damage result describes the ultimate severity of the damage.
For example, 10,600 houses collapsed; this sentence describes the object as a house, the damage is described as 10,600 houses, and the result of the damage is collapsed. Thus, it is possible to classify the damage reports as corresponding. We can identify whether the tweets are related to the rainstorm based on the damage report, classify the damage report by topic, and, finally, classify the damage report into the corresponding topic.

The word collocation in this paper is based on the Chinese word collocation database SogouR, and we summarize the collocations of the Weibo texts of the rainstorm event. The construction of lexical collocation model in this paper is based on the text statistics of rainstorm events in Weibo, and the data were obtained from the “2017 Rainstorm Disaster Social Media Dataset”. We randomly selected 5000 pieces of text information from the rainstorm event, analyzed the grammatical characteristics of the disaster information, and obtained the lexical rules shown in Table 2, thereby obtaining the collocation relationship between the expression description object and the damage result.

Table 2. The lexical rule pattern.

| Pattern Rule | Text Word |
|--------------|-----------|
| v-n          | Shattered glass everywhere |
| n-v          | The whole village was blown to the ground |
| a-n          | Broken window glass in one place |
| n-a          | The road has been blocked |
| d-v$_i$      | Soon the community will no longer supply water |
| v-v$_i$      | About to stop power supply |
| r-v          | Saw him smashed by a tree |
| v-r          | The branch was blown off by the wind just hit him |
| v$_i$        | Power outage for one day today |

Note: v is a verb; n is a noun; a is an adjective; d is an adverb; r is a pronoun; v$_i$ is an intransitive verb.

We present examples of identifying whether a tweet is heavy rain related based on a damage report.

Negative example: Heavy rains in Henan in 2021, the tribute to the cutest man! Tributes to people’s younger cousins.

Positive example: The father was washed away by a flood at 2 p.m. on 20 July 2021, at the Sukanqun Shi River, Takayama Town, Xingyang, from south to north and in the direction of the downstream fenggou. His upper body was covered with a white spot under the curve, and the lower body with sports pants.

Although the negative examples mention the heavy rain, they do not contain a detailed description or relevant contents of the damage, so they cannot be regarded as related to heavy rain. The positive examples include a detailed description of the subject’s father, and they include a detailed description of the damage in Baohe, Zhonggang Village, Gaoshan Town, and Xingyang City. Therefore, they were regarded as related to heavy rain.

2.3.2. Constructing Word Pairing Rules

In the study, we use the skip-gram to extract feature. Based on lexical rules to extract feature words in a small-scale annotated corpus, the feature words are used to express the object, damage description, or damage result. Then, we put the object, damage description, and damage result together as the original word pair. Based on this, the word vector model and the extended version of “Synonyms Clin” are used to enrich the collocation information of characteristic words, to realize the diversity of Chinese expressions.

In this study, based on the results of subject mining, the original words are defined as six aspects: weather warning, traffic situation, rescue information, disaster information, disaster cause, casualty, and damage. According to these six aspects, a dictionary of description objects and damage results is established, as shown in Table 3.
Table 3. The dictionary of description objects and damage results.

| The Object         | Damage Description                          | Damage Result                                      |
|--------------------|---------------------------------------------|----------------------------------------------------|
| Weather            | Southern North China, Henan                 | Rainstorm, Moderate to heavy rain, Continuous heavy rainfall |
| Traffic situation  | Railway Line 2, Platform, road              | Pause, Adjustment operation, Temporary closure, Blocked |
| Rescue information | Xiao Pengpeng, Huang xinrui, Genghuang Central Primary School | Lost contact, Lost contact, Bedding                |
| Infrastructure     | Civic Center Station, Escalator, College Road, East Coach Station | Service paused, Temporary closure, Sever diplomatic relations |
| Hazard Factor      | Worldwide, Western Pacific Subtropical, Dongfeng | High temperature, High pressure, Rapids             |
| Water or Power Supply | Anyang, Village, Outdoor                | Water and power outages, Fetch water                |

In the field of natural language processing, the word vector model is used to calculate the distance between words. Usually, two words that are close in the distance are also highly correlated, thus realizing the expansion of feature word collocation. The commonly used word vector model contains CBOW (continuous bag of words) and Skip-gram models. For data with less than 100 million words, the performance of the skip-gram model is better [25], therefore, this study uses the skip-gram model to calculate the phase between the relevance of words. The structure of the model is shown in Figure 4. The frontal context information is predicted by the current word W(t) for the etymological sequence in which the word resides.

![Figure 4](image-url)  
**Figure 4.** The model structure diagram.

2.4. Image Data Classification Model

Compared with social media text data, images convey information as more objective and valuable. Contrary to a few studies that have utilized graphical data for natural disaster damage assessment, this study uses image and text data for multimodal data analysis, to make damage assessment more objective and accurate.
Image data are processed by converting the image into a digital feature vector, and, then, using the classifier for image classification. The classifiers are responsible for different tasks that define the semantic hierarchy.

In this study, Vgg-16 was used to extract the image features. VGG-16 is a classic CNN network of convolutional neural networks. The VGG-16 convolutional neural network uses the small convolution kernel $3 \times 3$ and the largest pooling layer $2 \times 2$. The model stacks the convolutional layers several times the number of layers in the standard CNN model. With the maximum pooling layer, the parameters can be reduced, the number of calculations can be reduced, and the model’s ability to express nonlinear data can be improved [26].

The structure of the image feature extraction model based on Vgg-16 is illustrated in Figure 5. The input of the Vgg-16 network was fixed in size as $224 \times 224$. OpenCv is an open-source computer vision library that utilizes the resize function, which uniformly scales the images of the dataset to $224 \times 224$, which can be input to the VGG-16 network.

![Figure 5. The image feature extraction model structure diagram.](image)

The remaining network structure of the original VGG-16 model is encapsulated in the Keras deep learning library, except for the fully connected layer. To realize the feature-based transfer learning method in the homogeneous space, we choose the VGG-16 model parameters pre-trained by ImageNet as the initial value of the feature extraction model; that is, the weight parameters of VGG-16 is set to “image net”. The flattened layer is used to make the multi-dimensional input one-dimensional, and, then, input the one-dimensional vector into the dense layer using ReLU as the activation function. The dropout layer is, finally, added to obtain the image feature extraction model based on VGG-16.

**AdaBoost Classifier**

In this study, we switched the softmax classifier from the original model of Vgg-16 to an AdaBoost classifier with better classification performance. The working principle of the AdaBoost classifier is to train multiple different weak classifiers from a training set and retrain them each time, by combining the last training sample with the new sample to obtain a new classifier, finally forming a stronger classifier for the model classification. The AdaBoost iteration algorithm was divided into three steps.
(1) Initialize the distribution of weights for the training data. If there are \( N \) samples, each is given the same weight at the very beginning: \( \frac{1}{N} \).

\[
D_1 = (w_{11}, w_{12} \cdots w_{i1} \cdots , w_{1N}), w_{i1} = \frac{1}{N}, i = 1, 2, \cdots , N
\]

where \( w_{i1} \) is the weight of the sample, \( D_1 \) is the set of the weights.

(2) Train weak classifiers. In the specific training process, if a sample point has been accurately classified, its weight is reduced in the construction of the next training set; however, if a sample point has not been accurately classified, its weight is increased. Then, the sample set with updated weights is used to train the next classifier, and the entire training process proceeds iteratively in this manner, where \( m = 1, 2, \ldots , M \) is used to indicate the number of iterations.

(3) The weak classifiers obtained from each training session were combined into a robust classifier. After the training process of each weak classifier is completed, the weight of the weak classifier is increased with a small classification error rate, to make it play a more significant role in the final classification function and reduce the weak classifier with a significant classification error rate. Weight plays a minor decisive role in the last classification function. In other words, a weak classifier with a low error rate occupies a more significant weight in the final classifier; otherwise, it becomes smaller.

2.5. Emergency Severity Assessment Based on Entropy Method

In this paper, social media related to events are grouped by day, and the entropy method is used to evaluate the severity of emergencies. It is mainly used to judge the degree of dispersion of a certain indicator. The calculation process for assessing the severity of emergencies in this study is as follows:

\[
X_i = \frac{v_i - \min_{0 \leq i \leq n(v)}}{\max_{0 \leq i \leq n(v)} - \min_{0 \leq i \leq n(v)}}
\]

where \( X_i \) is the data after standardized processing, the range of values of \( i \) is from 1 to \( n \), and \( n \) is the number of samples.

\[
p_i = \frac{x_i}{\sum_{i=1}^{n} x_i}
\]

where \( p_i \) is the proportion of the \( i \)th sample value.

\[
f_i = -k \sum_{i=1}^{n} p_i \ln(p_i)
\]

where \( f_i \) is the entropy of the \( i \)th indicator, \( k = 1/\ln(n) \).

\[
d_i = 1 - f_i
\]

where \( d_i \) is the redundancy of information entropy.

\[
W_i = \frac{d_i}{\sum_{i=1}^{n} d_i}
\]

where \( W_i \) is the weight of indicators.

\[
F = \sum_{i=1}^{n} W_i \times X_i
\]

where \( F \) is the severity of the emergency.
3. Research Result

In this study, we develop the crawler program based on Python and use “Henan rainstorm” as the keywords to obtain a total of 28,099 pieces of data from 0:00 on 18 July 2021 to 23:00 on 30 July 2021. We count the number of social media posts per day during the heavy rains in Henan, and the statistical graph of the number of tweets based on time is shown in Figure 6. Since the night of 17 July 2021, heavy rains began to attract widespread public attention, and on 20 July 2021, the emergency response level was elevated from level IV to level II by the Henan Provincial command on drought resistance, due to the severe prevention situation. According to the statistics in Figure 6, the number of microblogs started to rise significantly on 20 July in response to the increasing severity of the forms of flooding; the mobile communication network of the province was fully restored and the supply of water was restored in most areas starting on 25 July. Thus, the public concern for heavy rains in Henan gradually declined as typhoon “fireworks” on 27 July affected Henan; as a result, the number of microblogs showed an obvious upward trend. Thus, the temporal trend of microblog data largely coincides with the real-time occurrence of the event, suggesting that Sina’s original information on microblogs has usage value when a major emergency occurs.

![Figure 6. The number of social media.](image)

3.1. Topic Mining

This study extracted 2219 pictures related to the Henan rainstorm from Weibo and randomly selected 20% of the pictures as the test set, with the remaining 80% of the pictures as the training set. The image annotation results obtained using the LDA model are listed in Table 4. The image size was set to $224 \times 224 \times 3$, obtaining an average number of annotated words per picture of 4.5. The average number of annotated images for each annotated word is 58.6. A total of 170 annotated words in the image set and annotated words with fewer annotated images were eliminated, while the remaining 120 words formed the label vocabulary.

In Table 4 deduplication, Chinese word segmentation, stop word removal, and emoji preprocessing were performed on the 25,880 Weibo datasets obtained from Weibo. The vocabulary expression of each Weibo dataset was obtained, and the data were manually labeled to obtain the corresponding Weibo vocabulary collection and emergency themes. To verify the accuracy of the model classification, 20% of the samples were randomly selected as the test set and the remaining 80% were used as the training set. Using the LDA model as the topic classification model, the topic distribution of the sample documents and the
respective feature vocabulary distributions of all the topics were obtained. Some of these themes are shown in Figure 7.

Table 4. The theme extraction of a picture.

| Image | Topic Model |
|-------|-------------|
| ![Image](https://example.com/image1.jpg) | People, umbrella, bicycle, rainstorm, tree |
| ![Image](https://example.com/image2.jpg) | Houses, tree, flood, people |

Figure 7. The part of the theme distribution.

Through thematic classification of text data, we finally got 40 thematic categories, as shown in Figure 7. Through lexical analysis of thematic distribution, we merge similar topics manually, such as both topic 29 and topic 33 discussion themes were about the losses and impacts caused by heavy rains in Henan. Therefore, we combined similar themes, and obtained 40 thematic categories combined to get “weather warning”, “traffic situation”, and six emergency-information-related topics including “rescue information”, “disaster information”, “disaster cause”, and “casualties and losses”. The classification of their topics is shown in Table 5.
Table 5. Social media classification scheme.

| Class | Description                                      | Example                                                                 |
|-------|--------------------------------------------------|------------------------------------------------------------------------|
| 1     | Weather warning                                  | A warning is given about the change of the weather                     |
|       |                                                  | According to the latest weather forecast by the Meteorological Bureau, it is expected that there will be heavy rainfall in Zhengzhou from 22 July to 25 July |
| 2     | Traffic condition                                | The traffic obstruction and the damage to vehicles                      |
|       |                                                  | At 4 p.m. on 20 July 2021, a lot of rain poured into the platform layer of the Huiji District Government Station of Zhengzhou Metro Line 2 |
| 3     | Rescue information                               | Provide goods and services needed by victims                           |
|       |                                                  | On 20 July 2021, Gongyi, Henan was hit by heavy rain, and the Yichuan Condor rescue team rushed to the disaster area overnight for rescue |
| 4     | Disaster information                             | The information about the level and duration of the rainstorm          |
|       |                                                  | Continuous heavy rainfall has caused the flooding of roads, subways, and other public facilities in many places in Henan |
| 5     | The cause of the disaster                         | The discussion of the cause of the rainstorm                            |
|       |                                                  | More rainfall in the north this year the most important reason is the abnormally northerly subtropical high |
| 6     | Casualties and damage                            | Information about casualties or infrastructure damage                  |
|       |                                                  | Wang Yufeng walked to Sizhuang Village after about 2:40 and lost contact |

3.2. Disaster Type Classification as Well as Severity Information

Weibo data were classified according to the subject classification results, which ultimately yielded the natural disaster situation for each region of Henan. Figure 8 presents the number of subject social media during heavy rains in Henan. Figure 9 presents the change in subject microblogs overtime during heavy rains in Henan. As shown in Figures 8 and 9, little attention has been paid to weather warnings during heavy rains, though it began on 19 July. Henan experienced a heavy storm; people started to release weather warning information via Weibo, so the number of Weibo posts with a weather warning on 19 July was significantly more than that of other subjects, and on 27 July the typhoon “fireworks” affected Henan, so the number of microblogs regarding weather warning increased on 27 July. With the development of catastrophes, the number of microblogs regarding disaster information rapidly increased on 19 July. On 24 July, as rainfall declined, people’s concerns about disaster information gradually decreased. Heavy rain caused huge damage to Henan; therefore, it can be seen in Figure 8 that people discussed was mainly focused on rescue information and casualty loss. From 20 July, there was an explosion of social media about rescue information and casualty loss. The concern about rescue information, casualties, and loss was much higher than for other topics throughout the storm. On 26 July, as rainfall decreased, concerns about rescue information, casualties, and loss began, and the degree showed a decreasing trend. People’s attention to traffic information and the causes of disaster situations during heavy rains was generally low, and there were a few discussions about disaster information and traffic information during the period of storm disaster emergencies from 21 July to 22 July. Therefore, during heavy rains in Henan, people paid more attention to rescue information and the relationship between casualties and loss situations.

When natural disasters occur, we need to focus on the geographical distribution of disaster occurrence and disaster severity. Therefore, we fully mined the geographical location information in Weibo tweets, as shown in Figures 10 and 11, as a regional distribution map of social media as well as a map of social media quantity distribution. As can be seen in Figures 10 and 11, there were relatively more heavy-rain-related Weibo numbers released from the Zhengzhou and Xinxiang regions during the heavy rains in Henan. Second, Hebi, Anyang, and Luoyang released a certain amount of Weibo posts about heavy rain. Figure 12 calculates the damage reporting ratio for all tweets in each city. In the work of Zou et al., the damage reporting ratio is considered as the ratio of disaster-related tweets
to the total number of tweets, which is the damage severity metric: its value range is 0–1. Based on the data contrasted in Figures 10–12, on the one hand, the number of Weibo posts in each area is related to the severity of the rainstorm; on the other hand, it is related to the population density of the city. Zhengzhou is subjected to heavy rains during heavy rainfall. There are heavy rains affecting 10.352 million people, simultaneously, in Zhengzhou. Thus, Zhengzhou released the largest number of microblogs, at the same time that Xinxiang City was severely affected by heavy rains, but the population of Xinxiang was 6.043 million people. Thus, the number of microblogs in Xinxiang with regard to heavy rains is less than that of Zhengzhou. At the same time, Anyang City, Hebi City, and Luoyang City were all seriously affected by heavy rains. However, the population of Anyang City is 5.192 million, that of Luoyang City is 6.69 million, and that of Hebi City is 1.609 million. Therefore, the population of Hebi City is significantly lower than that of Hebi City and Anyang City. Although Hebi City, Anyang City, and Luoyang City have almost the same number of microblogs as rainstorms, it can be inferred that Hebi City is affected more by rainstorms than Anyang City and Luoyang City.

![Figure 8. The histogram of natural disaster classification.](image)

![Figure 9. The number of Weibo posts on every topic.](image)
Figure 10. The space distribution map by region.

Figure 11. The number of loss reports by region.

Figure 12. The loss reported rate by region.
Since more attention has been paid to rescue information as well as casualties and loss information during heavy rains, the geographical location of the rescue information as well as casualty and loss information are discussed separately in this paper. Figures 13 and 14 show the regional distribution plots of microblogs, with respect to rescue information during heavy rains, as well as the distribution plots of microblog numbers. Figures 13 and 14 show the microblog area distribution map and the number of microblogs about rescue information during the heavy rain; the number of rescued information microblogs are larger, and there are few discussions about rescue information. The population size of Zhengzhou is 10.352 million, the population size of Xinxiang is 6.043 million, the population size of modification is 6.922 million, the population size of Anyang is 5.19 million, the population size of Zhoukou is 8.8 million, the population size of Zhumadian is 6.89 million, and the population of Hebi City is 1.6 million. According to the ratio of the number of microblogs related to rescue information in Figure 15, we can infer that Zhengzhou City, Xinxiang City, Hebi City, and Anyang City are comparable, although the number of microblogs related to rescue information in Hebi City is slightly less than in Anyang City, though the population of Hebi City is significantly less than Anyang City, so the rescue demand in Hebi City is higher than Anyang City; at the same time, Luoyang City, Kaifeng City, Zhoukou City, and Zhumadian City have issued a certain amount of rescue information, and we need to pay attention to the rescue needs of the area.

Figure 13. The area distribution map of rescue information.

Figure 14. The number distribution map of rescue information.
Figures 16 and 17 show the Weibo area distribution map regarding casualties and losses during heavy rain and the distribution map of the number of Weibo posts. Figures 16 and 17 show that Weibo posts about casualties and losses are mainly concentrated in the Zhengzhou area, followed by a certain number of Weibo posts in Xinxiang and Zhoukou City, while Hebi and Luoyang also made Weibo posts about casualties and losses. By comparing the casualty and loss ratio chart in Figure 18, we can infer that the Weibo posts of casualties and losses are mainly concentrated in Zhengzhou City because Zhengzhou City experienced a greater impact from heavy rains, and Zhengzhou has a large population. At the same time, Hebi and Anyang had a small number of casualties, and loss microblogs were posted in Zhumadian and Luoyang. It can be seen that the number of casualties and loss microblogs is related to the severity of the heavy rains in each city and the population density. At the same time, compared with the number of rescue information microblogs, the distribution of casualties and losses was more concentrated in Zhengzhou. This is because during heavy rains, people use microblogs to seek help and find missing persons, and such microblogs attract more public attention. A large number of reposts were generated. Therefore, the Weibo location information of casualties and losses is more accurate and concentrated.
3.3. Evaluating Indicator

Classification performance was evaluated by precision, recall, and F1-score. Three indicators were used to measure the accuracy of the proposed classification method. The accuracy of the calculations for each category is presented in Table 6. From the perspective of accuracy, recall rate, and F1-score, most of them are above 0.8, indicating that most of the disaster themes can be correctly identified, and that the method used in this study has a comparative advantage. A good classification effect exists, but the poor performance of the recall rate of the weather warning category is due to a large amount of weather warning information being misidentified. This may be because of two reasons. On the one hand, the number of Weibo posts related to weather warnings is small; on the other hand, the content of Weibo posts related to weather warnings is relatively complicated and may contain various types of information, resulting in misidentification from the text.

Table 6. The text disaster information accuracy assessment results.

| Category                  | Acc  | Rel  | F1_Score |
|---------------------------|------|------|----------|
| Weather warning           | 0.99 | 0.07 | 0.13     |
| Traffic condition         | 0.97 | 0.89 | 0.90     |
| Rescue information        | 0.95 | 0.91 | 0.93     |
| Disaster information      | 0.88 | 0.87 | 0.85     |
| The cause of the disaster | 0.98 | 0.86 | 0.83     |
| Casualties and losses     | 0.89 | 0.89 | 0.89     |
| Overall                   | 0.93 | 0.78 | 0.85     |
We collect 25,880 tweets from Weibo. We perform the following standard text processing steps: (1) remove the content on Weibo that is not related to the rainstorm in Henan; (2) classify the remaining text by topic; and (3) manually read and mark 3000 texts as training samples for the Bert model.

All images are resized to \(224 \times 224 \times 3\), which is the input size that Vgg-16 needs. In the dataset, 20\% of samples are used to evaluate the performance of models, and the remaining 80\% of them are used for training.

To prove the effectiveness of the model proposed in this study, we compare the model with several traditional models and several state-of-the-art models on our dataset. In contrast, the classification performance is measured by three indicators: accuracy, recall, and F1-score, which are shown in Table 7. Table 7 displays the performance of all the compared models in three categories: (1) text-based networks: the model is listed in No.1 in the table. The model was designed based on the encoder of bidirectional transformer. They were trained from scratch on our dataset; (2) imaged-based networks: these models are listed from No.2 to No.3 in the table. In our experiment, these models were initialized with weights learned from ImageNet and fine-tuned with our dataset; and (3) multimodal-based networks: these models are listed from No.4 to No.6 in the table, which uses both image and textual information for the model training. These models were also trained entirely on our dataset. The performance of our multimodal network is listed in the last line of the table.

Table 7. Compared with traditional classification models.

| Model                      | Acc  | Rel  | F1_Score |
|----------------------------|------|------|----------|
| Bert (text only)           | 0.78 | 0.79 | 0.78     |
| Vgg-16 (image only)        | 0.79 | 0.80 | 0.80     |
| Vgg-19 (image only)        | 0.80 | 0.81 | 0.81     |
| CCR [27]                   | 0.81 | 0.81 | 0.82     |
| KGE-MMSLDA [28]            | 0.81 | 0.82 | 0.83     |
| EANN [29]                  | 0.84 | 0.82 | 0.83     |
| Proposed approach          | 0.93 | 0.84 | 0.85     |

Based on the testing results in Table 7, we have several observations: (1) our proposed network outperforms the other multimodal based networks; (2) modes that leverage multimodal information perform better than only considering single modal information; and (3) image-based models perform better than text-based models. This is reasonable since image information is more intuitive and clearer.

3.4. The Severity Assessment of Emergencies

According to the description of the entropy method in the research, the study calculates the weights, then, we convert the indicators so that the larger of the \(F\) values represents a higher severity. At last, we expand the value of \(F\) to 100 times, thus, its range of values is transformed into \([0, 100]\).

According to \(F\) values, the study set the severity assessment levels in Table 8.

Table 8. The severity level and warning level.

| \(F\)-Value | The Severity Level | The Warning Level       |
|-------------|---------------------|-------------------------|
| \([0, 10]\) | /                   | The grey warning        |
| \([10, 30]\) | I                   | The yellow warning      |
| \([30, 60]\) | II                  | The orange warning      |
| \([60, 100]\) | III                 | The red warning         |

As shown in Table 9 the study judges the severity of the event, it takes the highest value of the event in the whole time period as the final evaluation level. The experiments have shown that the highest score of weather warning is 38, and the corresponding severity level
is II. The highest score of traffic condition is 6, and the corresponding severity level is I. The highest score of rescue information is 73, and the corresponding severity level is III. The highest score of disaster information is 49, and the corresponding severity level is II. The highest score of the cause of the disaster is 19, and the corresponding severity level is I. The highest score of the casualties and losses is 81, and the corresponding severity level is III.

Table 9. Early warning mechanism for emergencies.

| The Indicators | The Grey Warning | The Yellow Warning | The Orange Warning | The Red Warning | The Others |
|----------------|------------------|--------------------|-------------------|----------------|-----------|
| Post rate      | <100             | <300               | <500              | ≥500           | — —       |
| Retweet rate   | <500             | <1000              | <3000             | ≥3000          | — —       |
| Comment rate   | <1000            | <2000              | [3000, 6000]      | ≥6000          | Between [2000–3000], to avoid deterioration to moderate events |
| Liket rate     | <2000            | <6000              | [8000, 80,000]    | ≥80,000        | Between [6000–8000], to avoid deterioration to moderate events |

When the post rate is less than 100, the retweet rate is less than 500, the comment rate is less than 1000, and the like rate is less than 2000, the event may be in the initial period or recession. However, we need to pay special attention to the double growth of these indicators: if they suddenly increase exponentially, the event is deteriorating.

When the post rate is between [100–300], the retweet rate is between [500–1000], the comment rate is between [1000–2000], and the like rate is between [2000–6000], the event may be in the period of outbreak and spread. At this time, the impact on the severity of emergencies tends to be general, so in order to avoid further deterioration of the incident, the government needs to start the yellow warning in time.

When the post rate is more than 300, the retweet rate is between [1000–3000], the comment rate is between [3000–6000], and the like rate is between [8000–80,000], the event may be in the period of outbreak and spread. At this time, the impact on the severity of emergencies tends to be medium, so the government needs to start the orange warning in time.

When the post rate is more than 500, the retweet rate is more than 3000, the comment rate is more than 6000, and the like rate is more than 80,000, the event may be in the period of outbreak and spread. At this time, the impact on the severity of emergencies tends to be serious, so the government needs to start the red warning in time.

4. Conclusions

In recent years, the acquisition and analysis of disaster information have become key issues for government and scientific research institutions. Social media data can enable officials and victims to be the truth and disseminators of natural disaster information, simultaneously, and social media data have the advantages of real-time and low latency. Therefore, social media has become an important source of natural disaster information. With the development of technology, scholars have optimized the methods for studying natural disaster information.

This study uses a classification model based on LDA and a multi-classification model based on Bert and Vgg-16, which are suitable for short-term social media and other types of disaster events that have caused a large-scale sensation.

In this study, we first used a web crawler combined with the Weibo API to obtain the text and graphic data for subsequent processing and classification. The LDA model was used to classify and identify topics related to emergencies. Based on the data characteristics of text and images, this study constructed a network framework suitable for microblog text and image disaster extraction. After optimization operations, such as control over-fitting and grid-parameter optimization, the accuracy of the model on the test set was improved, and the classification accuracy reached more than 80%. The results of the verification on the newly acquired Henan torrential rain dataset in 2021 further show that the application of the model to disaster information classification has a certain degree of accuracy. Finally,
through the visualization and statistical analysis of the data, it was found that the disaster information is consistent with the actual disaster development stage, which shows that the method proposed in this study is effective in monitoring Henan rainstorm disaster events and can effectively help in official disaster decision-making.

**Author Contributions:** Conceptualization, Q.H.; methodology, Q.H.; software, M.Z.; validation, M.Z. and H.L.; formal analysis, H.L.; investigation, Q.H.; resources, M.Z.; data curation, M.Z.; writing—original draft preparation, H.L.; writing—review and editing, M.Z.; visualization, Q.H.; supervision, M.Z.; project administration, Q.H.; funding acquisition, Q.H. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research was funded by National Social Science Foundation of China, grant number 20AZZ006; the Innovation and Entrepreneurship Foundation of Guizhou, grant number S202110671039; and the Foundation of Guizhou University of Finance and Science, grant number 2020XQN04.

**Institutional Review Board Statement:** The studies are not applicable for ethical review and approval for studies not involving humans or animals.

**Informed Consent Statement:** Not applicable.

**Acknowledgments:** The authors thanks Qisong Huang for their support during the experiment.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Abid, F.; Li, C.; Alam, M. Multi-source social media data sentiment analysis using bidirectional recurrent convolutional neural networks. *Comput. Commun.* 2020, 157, 102–115. [CrossRef]
2. Basalamah, A.; Rahman, S. An Optimized CNN Model Architecture for Detecting Coronavirus (COVID-19) with X-ray Images. *Comput. Syst. Sci. Eng.* 2022, 40, 375–388. [CrossRef]
3. Chen, C.C.; Wang, H.-C. Using community information for natural disaster alerts. *J. Inf. Sci.* 2020, 46, 1–15. [CrossRef]
4. Kang, A.; Ren, L.; Hua, C.; Dong, M.; Fang, Z.; Zhu, M. Stakeholders’ views towards plastic restriction policy in China: Based on text mining of media text. *Waste Manag.* 2021, 136, 36–46. [CrossRef] [PubMed]
5. Xu, N.; Mao, W. A Residual Merged Neutral Network for Multimodal Sentiment Analysis. In Proceedings of the 2017 IEEE 2nd International Conference on Big Data Analysis (ICBDA), Beijing, China, 10–12 March 2017.
6. Kitazawa, K.; Hale, S.A. Social media and early warning systems for natural disasters: A case study of Typhoon Etau in Japan. *Int. J. Disaster Risk Reduct.* 2021, 52, 101926. [CrossRef]
7. Nguyen, D.T.; Ofli, F.; Imran, M.; Mitra, P. Damage Assessment from Social Media Imagery Data during Disasters. In Proceedings of the 2017 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining, Sydney, Australia, 31 July–3 August 2017.
8. Behl, S.; Rao, A.; Aggarwal, S.; Chadha, S.; Panu, H.S. Twitter for disaster relief through sentiment analysis for COVID-19 and natural hazard crises. *Int. J. Disaster Risk Reduct.* 2021, 55, 102101. [CrossRef]
9. Hao, H.; Wang, Y. Leveraging multimodal social media data for rapid disaster damage assessment. *Int. J. Disaster Risk Reduct.* 2020, 51, 101760. [CrossRef]
10. Piatsyk, E.; Karaqiannis, G.M. A model-based approach for a systematic risk analysis of local flood emergency operation plans: A first step toward a decision support system. *Nat. Hazards* 2012, 61, 1443–1462. [CrossRef]
11. Yu, M.; Huang, Q.; Qin, H.; Scheele, C.; Yang, C. Deep learning for real-time social media text classification for situation awareness—Using Hurricanes Sandy, Harvey, and Irma as case studies. *Int. J. Digit. Earth* 2019, 12, 1230–1247. [CrossRef]
12. Ghafarian, S.H.; Yazdi, H.S. Identifying crisis-related informative tweets using learning on distributions. *Inf. Process. Manag.* 2020, 57, 102145. [CrossRef]
13. Aznar-Crespo, P.; Aledo, A.; Melgarejo-Moreno, J.; Vallejos-Romero, A. Adapting Social Impact Assessment to Flood Risk Management. *Sustainability* 2021, 13, 3410. [CrossRef]
14. Kumar, A.; Singh, J.P.; Dwivedi, Y.K.; Rana, N.P. A deep multi-modal neural network for informative Twitter content classification during emergencies. *Ann. Oper. Res.* 2020, 1–15. [CrossRef]
15. Wang, M.; Cao, D.; Li, L.; Li, S.; Ji, R. Microblog Sentiment Analysis Based on Cross-media Bag-of-words Model. In Proceedings of the International Conference on Internet Multimedia Computing and Service, Xiamen, China, 10–12 July 2014.
16. Ragini, J.R.; Anand, P.R.; Bhaskar, V. Big data analytics for disaster response and recovery through sentiment analysis. *Int. J. Inf. Manag.* 2018, 42, 13–24. [CrossRef]
17. Rasiwasia, N.; Pereira, J.C.; Coviello, E.; Doyle, G.; Lanckriet, G.R.; Levy, R.; Vasconcelos, N. A New Approach to Cross-Modal Multimedia Retrieval. In Proceedings of the 18th ACM International Conference on Multimedia, Firenze, Italy, 25–29 October 2010.
18. Ghosh, S.; Srijith, P.K.; Desarkar, M.S. Using social media for classifying actionable insights in disaster scenario. *Int. J. Adv. Eng. Sci. Appl. Math.* 2017, 9, 224–237. [CrossRef]
19. Wood, E.; Sanders, M.; Frazier, T. The practical use of social vulnerability indicators in disaster management. *Int. J. Disaster Risk Reduct.* 2021, 63, 102464. [CrossRef]

20. Xu, Z. How emergency managers engage Twitter users during disasters. *Online Inf. Rev.* 2020, 44, 933–950. [CrossRef]

21. Yang, T.; Xie, J.; Li, G.; Mou, N.; Chen, C.; Zhao, J.; Liu, Z.; Lin, Z. Traffic Impact Area Detection and Spatiotemporal Influence Assessment for Disaster Reduction Based on Social Media: A Case Study of the 2018 Beijing Rainstorm. *ISPRS Int. J. Geo-Inf.* 2020, 9, 136. [CrossRef]

22. Gupta, A.; Katarya, R. PAN-LDA: A latent Dirichlet allocation based novel feature extraction model for COVID-19 data using machine learning. *Comput. Biol. Med.* 2021, 138, 104920. [CrossRef]

23. Hung, P.T.; Yamanishi, K. Word2vec Skip-Gram Dimensionality Selection via Sequential Normalized Maximum Likelihood. *Entropy* 2021, 23, 997. [CrossRef]

24. Yu, Y.; Lin, H.; Meng, J.; Zhao, Z. Visual and Textual Sentiment Analysis of a Microblog Using Deep Convolutional Neural Networks. *Algorithms* 2016, 9, 41. [CrossRef]

25. Qiao, B.; Zou, Z.; Huang, Y.; Fang, K.; Zhu, X.; Chen, Y. A joint model for entity and relation extraction based on BERT. *Neural Comput. Appl.* 2022, 34, 3471–3481. [CrossRef]

26. Gao, W.; Li, L.; Zhu, X.; Wang, Y. Detecting Disaster-Related Tweets Via Multimodal Adversarial Neural Network. *IEEE MultiMedia* 2020, 27, 28–37. [CrossRef]

27. You, Q.; Luo, J.; Jin, H.; Yang, J. Cross-modality consistent regression for joint visual-textual sentiment analysis of social multimedia. In Proceedings of the Ninth ACM International Conference on Web Search and Data Mining, San Francisco, CA, USA, 22–25 February 2016.

28. Xue, F.; Hong, R.; He, X.; Wang, J.; Qian, S.; Xu, C. Knowledge-Based Topic Model for Multi-Modal Social Event Analysis. *IEEE Trans. Multimedia* 2020, 22, 2098–2110. [CrossRef]

29. Wang, Y.; Ma, F.; Jin, Z.; Yuan, Y.; Xun, G.; Jha, K.; Su, L.; Gao, J. EANN: Event Adversarial Neural Networks for Multi-Modal Fake News Detection. In Proceedings of the 24th ACM SIGKDD International Conference on Knowledge Discovery& Data Mining, London, UK, 19–23 August 2018; pp. 849–857.