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Abstract

We consider the problem of subset selection for \( \ell_p \) subspace approximation, i.e., given \( n \) points in \( d \) dimensions, we need to pick a small, representative subset of the given points such that its span gives \((1 + \epsilon)\) approximation to the best \( k \)-dimensional subspace that minimizes the sum of \( p \)-th powers of distances of all the points to this subspace. Sampling-based subset selection techniques require adaptive sampling iterations with multiple passes over the data. Matrix sketching techniques give a single-pass \((1 + \epsilon)\) approximation for \( \ell_p \) subspace approximation but require additional passes for subset selection.

In this work, we propose an MCMC algorithm to reduce the number of passes required by previous subset selection algorithms based on adaptive sampling. For \( p = 2 \), our algorithm gives subset selection of nearly optimal size in only \( 2 \) passes, whereas the number of passes required in previous work depend on \( k \). Our algorithm picks a subset of size \( \text{poly}(k/\epsilon) \) that gives \((1 + \epsilon)\) approximation to the optimal subspace. The running time of the algorithm is \( nd + d \text{poly}(k/\epsilon) \). We extend our results to the case when outliers are present in the datasets, and suggest a two pass algorithm for the same. Our ideas also extend to give a reduction in the number of passes required by adaptive sampling algorithms for \( \ell_p \) subspace approximation and subset selection, for \( p \geq 2 \).
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1 Introduction

Computing subspace approximation of large, high-dimensional input data is one of the most fundamental problems in data science and randomized numerical linear algebra. Given a dataset \( X = \{x_1, \ldots, x_n\} : x_i \in \mathbb{R}^d \); where \( n \) and \( d \) are large, a positive integer \( 1 < k \ll d \), and \( 1 \leq p < \infty \), the problem of \( \ell_p \) subspace approximation is to find a \( k \) dimensional linear subspace \( V \) of \( \mathbb{R}^d \) that minimizes the sum of \( p \)-th powers of the distances of all the points in the dataset to the subspace \( V \), that is,

\[
\text{err}_p(X, V) := \sum_{i=1}^n d(x_i, V)^p.
\]

This subspace approximation problem can also be seen as a dimensionality reduction as it compresses the data dimension. The subspace approximation problem for \( p = 2 \) (also known as low-rank matrix approximation) is well studied and can be solved exactly in time \( O(\min\{n^2d, nd^2\}) \) using the Singular value decomposition (SVD). However, computing exact SVD may not be practical when \( n \) and \( d \) are large. To overcome this, several faster
algorithms have been proposed that closely approximate the optimal results obtained via SVD decomposition. We mention a few such notable results as follows. Frieze, Kannan, and Vempala \cite{18} suggest computing low-rank approximation that gives an additive approximation in time $O(nd \cdot \text{poly}(k, 1/\epsilon))$ by sampling a subset of points with probability proportional to their squared lengths. This was later improved in \cite{16, 14, 13} to give a multiplicative approximation guarantee by modifying and generalizing the squared-length sampling to sample multiple points adaptively over multiple passes. This line of work \cite{18, 16, 14, 13} sample poly((k/\epsilon)^p) points, with the guarantee that their span contains a $k$-dimensional subspace that gives $(1 + \epsilon)$ approximation to the optimum, with high probability. These sampling results are also known as column subset selection for low-rank approximation.

Low-rank approximation based on row and column subset selection is more interpretable and advantageous as argued in \cite{17, 27, 29, 26, 23}. However, a limitation of most row and column subset selection algorithms that give multiple approximation guarantee is that they require multiple passes over the input matrix to perform multiple adaptive rounds of sampling, which can be impractical when $n$ and $d$ are large.

Another line of work follows deterministic sketching based techniques \cite{24, 20, 19, 9}, requires one passes over the data, and offers multiplicative approximation guarantee. The work due to \cite{28, 8} gives randomized sketching for multiplicative approximation guarantee. However, a limitation of these results is that they don’t provide subset selection. In this work, we focus on the problem of achieving a multiplicative approximation guarantee for $\ell_p$ norm via subset selection and simultaneously aim to minimize the number of passes over the input required by the adaptive sampling. We summarise our contributions as follows:

### 1.1 Our results:

Our main contribution lies in minimizing the number of rounds required by the adaptive sampling to sample a subset of points whose span contains a $k$ dimensional subspace that offer multiplicative approximation for the $\ell_p$ error. Our main ingredient is a carefully designed MCMC sampling distribution that ensures that the implied probability of sampling a point using MCMC distribution is sufficiently close to that of adaptive sampling distribution, and as a consequence, the $\ell_p$ error corresponding to these two sampling distributions is sufficiently close. We summarise our key contribution as follows:

- For $p = 2$, whereas previous subset selection for nearly optimal approximation required $O(k \log k)$ passes by adaptive sampling \cite{16} or $O(\log k)$ passes by a combination of approximate volume sampling and adaptive sampling \cite{13}, our MCMC sampling algorithm can achieve the same in only 2 passes over the data. We sample a set of poly(k/\epsilon) points whose span contains a $k$ dimensional subspace that offers $(1 + \epsilon)$-multiplicative approximation to the optimal. The running time of our algorithm is $nd + d \cdot \text{poly}(k/\epsilon)$.

- For $p = 2$, our results generalize to subspace approximation with outliers, and offer a similar multiplicative approximation guarantee. This is an improvement over the recently proposed algorithms \cite{12, 11} by reducing their number of passes from $O(k \log k)$ to 2.

- Our ideas extend to $\ell_p$ subspace approximation, for $p \geq 2$, and give a significant reduction in the number of passes required by adaptive sampling algorithms for subspace approximation and subset selection.

### 2 Previous work

We broadly split the baselines to compare with our proposal in the following subsections.
2.1 Subset selection

We first suggest baselines for $p = 2$. Frieze, Kannan, and Vempala \cite{FriezeKannanVempala2004} suggest a sampling algorithm that picks points proportional to their squared norm (called squared-length sampling) and offers the guarantee that the span of poly($k/\epsilon$) sampled points contains a $k$-dimensional subspace which offers additive approximation guarantee to the optimal $k$-dimensional subspace. However, their additive error is essentially $\epsilon$ times the Frobenius norm of input points, which can be arbitrarily large as compared to the true error. This result was strengthened by Deshpande and Vempala \cite{DeshpandeVempala2012} by following squared-length sampling in an adaptive manner.

They show that a subset of poly($k/\epsilon$) points sampled using their distribution gives a multiplicative approximation guarantee. However, a limitation of their approach is that it requires taking $O(k \log k)$ passes over the input to generate the sampling distribution. Another way to achieve the multiplicative approximation guarantee was proposed by doing volume sampling \cite{DeshpandePratap2012}, and then following adaptive sampling in $O(k \log k)$ rounds \cite{Guruswami1998}. The running time of their algorithm is $O(\text{nnz}(X) \cdot k/\epsilon)$. The result due to Guruswami et. al. \cite{Guruswami2018} show that sampling $O(k/\epsilon)$ points by volume sampling gives a bi-criteria $(1 + \epsilon)$ approximation to the optimal subspace. The result due to \cite{Guruswami2018} extends the above for $p \neq 2$, and suggests multiplicative subspace approximation. They first perform approximate volume sampling that gives $k!(k+1)$ multiplicative guarantee. Then they follow an adaptive sampling of $O(k \log k)$ rounds, and sample a subset of $O(k^2(k/\epsilon)^p + 1)$ with the guarantee that their span gives $(1 + \epsilon)$ approximation, with high probability. Their running time is $O(n d \cdot k^3(k/\epsilon)^{p+1})$.

The first step of \cite{Guruswami2018} mentioned above was recently improved to to $(k+1)$ by \cite{Ghashami2019}. This was further strengthened to $O((k+1)^{1/p})$ for $p \in (1, 2)$ and $O((k+1)^{1-1/p})$ for $p \geq 2$ due to \cite{Ghashami2019}. Of course, here also, adaptive sampling of $O(k \log k)$ rounds need to perform in order to achieve $(1 + \epsilon)$ multiplicative approximation. An advantage of these results is that they perform subset selection for subspace approximation, whereas the downside is that they require a large number of passes over the input to offer the multiplicative approximation guarantee.

2.2 Frequent directions and sketching

Liberty’s deterministic matrix sketching \cite{Liberty2007} suggests additive rank $k$ approximation guarantee by taking 1-pass over the data stream. A subsequent work due to Ghashami et.al. \cite{Ghashami2019} provide a faster, deterministic algorithm that runs in $O(nd \cdot \text{poly}(k/\epsilon))$ time and gives a multiplicative $(1 + \epsilon)$-approximation to the optimum. A faster algorithm with running time $O(nd \cdot (k/\epsilon)^2)$ time that offers the same guarantee was provided in \cite{DeshpandePratap2012}. An advantage of these results is that they are deterministic and require only one pass over the data. However, a major limitation of these results is that they work only for $p = 2$, can not perform subset selection, and also do not extend when outliers are present in the datasets. Recently proposed work \cite{Ghashami2019} extends the above mentioned deterministic sketching results for $p \neq 2$. Their Theorem 4.2 suggests a one pass deterministic sketching for the $\ell_p$ (with $p \neq 2, \infty$) subspace approximation in streaming settings. The running time of their algorithm is $\text{poly}(n^\gamma, d)$ with the update time $O(n^\gamma d)$, and offers $1/d^\gamma$ approximation factor, where $\gamma \in (0, 1)$ is a constant. Again limitation of this result is that they do not provide subset selection. Further Theorem 5.1 of their result suggest an $\ell_1$ subspace approximation algorithm that offer $\text{poly}(k)$ approximation factor, with update time $\text{poly}(n, d)$ and space $n^\gamma \text{poly}(d)$. The $\ell_1$ distance is known to be robust to the outliers and these results can potentially be used to give $\ell_p$ subspace approximation with outliers. However, they don’t provide any concrete theoretical guarantee on this statement. Whereas our results extend to $\ell_p$ subspace approximation with
outliers under the assumption that error in inliers over $\ell_p$ norm is at least a constant fraction of $\ell_p$ error over all the points.

There is another line of work based on the randomized sketching based techniques. Exploiting the random projection-based techniques \cite{28} suggests $(1 + \epsilon)$ multiplicative approximation in running time $O(\text{nnz}(X) \cdot \text{poly}(k/\epsilon))$. This was later improved by Clarkson and Woodruff \cite{8} that offers the same multiplicative guarantee in a faster running time $O(\text{nnz}(X) + (n + d) \cdot \text{poly}(k/\epsilon))$. Again the advantage of these results is that they require only one pass over the input but they can not perform subset selection, and also not known to be robust.

2.3 Robust subspace approximation

Our subspace approximation with outliers results can be seen as an improvement over the work due to Deshpande and Pratap \cite{12,11} in the sense that it requires the lesser number passes over the dataset to offer multiplicative approximation guarantee over the inliers. For $p = 2$, they require $O(k \log k)$ passes over the datasets whereas we require only two number of passes over the input. Both these results require the assumption on the datasets that $\ell_p$ error over inliers is at least a constant fraction of $\ell_p$ error over all the points (see Equation (5)). Bhaskara and Kumar \cite{5} suggest a bicriteria approximation algorithm for subspace space approximation with outliers for $p = 2$. However, their results require a stronger assumption on the datasets called rank-$k$ condition, discard a large number of outliers than the optimal solution, and require an initial guess on the optimal error over inliers for their algorithm. Moreover, they don’t provide subset selection. Hardt and Moitra \cite{22} considered a related problem called robust subspace recovery and gave an efficient algorithm for the problem under a strong assumption on the data that requires any $d$ or fewer outliers to be linearly independent.

The MCMC sampling has also been explored in the context of $k$-means clustering. The $D^2$-sampling proposed by Arthur and Vassilvitskii \cite{2} adaptively samples $k$ points – one point in each passes over the input, and the sampled points give $O(\log k)$ approximation with respect to the optimal clustering solution. The results due to \cite{4,3} suggest generating MCMC sampling distribution by taking only one pass over the input that closely approximates the desired $D^2$ sampling distribution, and offer close to the optimal clustering solution.

3 Background

$\ell_p$ subspace approximation with outliers: Given a set of points $X = \{x_1, x_2, \ldots, x_n\} \in \mathbb{R}^d$, an integer $1 \leq k \leq d$, $1 \leq p < \infty$, and an upper bound on the fraction of outliers $0 \leq \beta \leq 1$, the problem is to find a $k$-dimensional linear subspace $V$ that minimizes the sum of $p$-th powers of distances of the $(1 - \beta)n$ points nearest to it. If $N_\beta(V) \subseteq [n]$ denotes the set of the indices of the nearest $(1 - \beta)n$ points to $V$ among $x_1, x_2, \ldots, x_n$, then we want to minimize the following: $\sum_{i \in N_\beta(V)} d(x_i, V)^p$.

4 Subspace approximation in fewer passes by MCMC sampling

We present the pseudocode of our algorithm in Algorithm 1. Our algorithm starts with an initial subset $S_0$ and then uses it as a pivot subset to approximate subsequent iterations of adaptive sampling in a single pass by an MCMC sampling procedure. In other words, $l$ iterations of adaptive sampling, with $l$ i.i.d. points to be picked in each iteration, requires $l$ passes over the data $X$ to update the set w.r.t. which we need to do adaptive sampling.
Our MCMC sampling algorithm uses a pivot subset and a random walk to approximate the distribution over $l$ iterations using only a single pass, for any $l$. Using the right choice of parameters $t,l$ and the length of the random walk $m$, we can do subset selection of near-optimal size for $\ell_p$ subspace approximation without requiring a large number of passes over the data. The number of passes required in previous randomized algorithm for subset selection depend on $l$, and we remove this dependence by MCMC sampling.

**Algorithm 1** Subset selection for $\ell_p$ subspace approximation by MCMC sampling

**Input:** Data set of $n$ points $\mathcal{X} \subseteq \mathbb{R}^d$; a positive integer $k \leq d$; real-valued parameters $\epsilon, \alpha > 0$; positive integer parameters $t,l,m$

**Output:** $S_0 \cup A_1 \cup A_2 \cup \ldots \cup A_l$

Sample a subset $S_0$ of $k$ points from $\mathcal{X}$ using $\alpha$-approximate volume sampling, i.e., the probability of picking any subset $S$ is

$$\Pr(S) \leq \frac{\alpha \cdot \text{vol}(\Delta_S)^p}{\sum_{T : |T| = k} \text{vol}(\Delta_T)^p},$$

where $\Delta(S)$ denotes the simplex formed by the points in $S$ and the origin.

for $i = 1, 2, \ldots, l$ do

Sample $x \in \mathcal{X}$ with probability $q(x)$, where $q(x) = \frac{1}{2} \frac{d(x, \text{span}(S_0))}{\text{err}_p(\mathcal{X}, S_0)} + \frac{1}{2 |\mathcal{X}|}$.

Let $p(x) = \frac{d(x, \text{span}(S_0 \cup A_1 \cup \ldots \cup A_{i-1}))}{\text{err}_p(\mathcal{X}, S_0 \cup A_1 \cup \ldots \cup A_{i-1})}$

while $|A_i| \leq t$ do

for $j = 2, 3, \ldots, m$ do

Sample $y \in \mathcal{X}$ with probability $q(y)$.

$p(y) \leftarrow \frac{d(y, \text{span}(S_0 \cup A_1 \cup \ldots \cup A_{i-1}))}{\text{err}_p(\mathcal{X}, S_0 \cup A_1 \cup \ldots \cup A_{i-1})}$

Unif$(0,1)$ be a uniform random number in $(0,1)$ interval.

if $\frac{p(y)q(x)}{p(x)q(y)} > \text{Unif}(0,1)$ then

$p(x) \leftarrow p(y)$

$A_i \leftarrow A_i \cup \{x\}$

end if

end for

end while

4.1 Expected error over multiple iterations of MCMC sampling

First, let’s set up the notation required to analyze adaptive sampling as well as the MCMC sampling in Algorithm 2. For any fixed subset $S \subseteq \mathcal{X}$, we define

$$\text{err}_p(\mathcal{X}, S) = \sum_{x \in \mathcal{X}} d(x, S)^p,$$

$$P^{(1)}(T | S) = \prod_{x \in T} \frac{d(x, \text{span}(S))^p}{\text{err}_p(\mathcal{X}, S)},$$

for any subset $T$ of size $t$,

$$\mathbb{E}_{T} \left[ \text{err}_p(\mathcal{X}, S \cup T) \right] = \sum_{T : |T| = t} P^{(1)}(T | S) \text{err}_p(\mathcal{X}, S \cup T).$$

Given a subset $S \subseteq \mathcal{X}$, $P^{(1)}(T | S)$ denotes the probability of picking a subset $T \subseteq \mathcal{X}$ of i.i.d. $t$ points by adaptive sampling w.r.t. $S$. We use $P^{(1)}(T_{1:L} | S)$ to denote the probability of picking a subset $T_{1:L} = B_1 \cup B_2 \cup \ldots \cup B_l \subseteq \mathcal{X}$ of $tl$ points by $l$ iterative rounds of adaptive...
We use this sampling can be implemented in a single pass over \( \tilde{E} \) distribution w.r.t. the above sampling procedure with a pivot subset \( S \) MCMC sampling, we use so on to pick \( T_{1:t} = B_1 \cup B_2 \cup \ldots \cup B_t \) over \( t \) iterations. Similarly, in the context of adaptive sampling, we use \( T_{2:t} \) to denote \( B_2 \cup \ldots \cup B_t \). We abuse the notation \( \tilde{E}_{T_{1:t} \mid S} \) to denote the expectation over \( T_{1:t} \) picked in \( t \) iterative rounds of adaptive sampling starting from \( S \).

Given a pivot subset \( \tilde{S} \subseteq X \) and another subset \( S \subseteq X \) such that \( \tilde{S} \subseteq S \), consider the following MCMC sampling with parameters \( l, t, m \) that picks \( l \) subsets \( A_1, A_2, \ldots, A_l \) of \( t \) points each. \( m \) denotes the number of steps of a random walk used to pick these points. This sampling can be implemented in a single pass over \( X \), for any \( l, t, m \) and any given subsets \( \tilde{S} \subseteq S \). For \( T_{1:t} = A_1 \cup A_2 \cup \ldots \cup A_l \) We use \( \tilde{F}_m^{(l)}(T_{1:t} \mid S) \) to denote the probability of picking \( T_{1:t} \) as the output of the following sampling procedure. Similarly, in the context of MCMC sampling, we use \( T_{2:t} \) to denote \( A_2 \cup \ldots \cup A_l \). We abuse the notation \( \tilde{E}_{T_{1:t} \mid S} \) to denote the expectation over \( T_{1:t} \) picked using the MCMC sampling procedure starting from \( S \) with a pivot subset \( \tilde{S} \subseteq S \).

For \( i = 1, 2, \ldots, l \) do:

1. Sample \( x \in X \) with probability \( q(x) \), where \( q(x) = \frac{1}{2} \frac{d(x, \text{span}(\tilde{S}))^p}{\text{err}_p(X, \tilde{S})} + \frac{1}{2} |X| \).

2. Let \( p(x) = \frac{d(x, \text{span}(S \cup A_1 \cup \ldots \cup A_{i-1}))^p}{\text{err}_p(X, S \cup A_1 \cup \ldots \cup A_{i-1})} \).

3. \( A_i \leftarrow \emptyset \). While \( |A_i| \leq t \) do:
   (a) For \( j = 2, 3, \ldots, m \) do:
      (i) Sample \( y \in X \) with probability \( q(y) \), and let \( p(y) = \frac{d(y, \text{span}(S \cup A_1 \cup \ldots \cup A_{i-1}))^p}{\text{err}_p(X, S \cup A_1 \cup \ldots \cup A_{i-1})} \).
      (ii) If \( \frac{p(y)q(x)}{p(x)q(y)} > \text{Unif}(0,1) \) then \( x \leftarrow y \) and \( p(x) \leftarrow p(y) \)
   (b) \( A_i \leftarrow A_i \cup \{x\} \)

Output: \( T_{1:t} = A_1 \cup A_2 \cup \ldots \cup A_l \).

We require the following additional notation in our analysis of the above MCMC sampling. We use \( \tilde{F}_m^{(1)}(T \mid S) \) to denote the resulting distribution over subsets \( T \) of size \( t \), when we use the above sampling procedure with \( l = 1 \). We define

\[
\text{ind}_p(X, S) = \mathbb{1} \left( \text{err}_p(X, S) \leq \epsilon_1 \text{err}_p(X, \tilde{S}) \right),
\]

\[
\tilde{E}_T[\text{err}_p(X, S \cup T)] = \sum_{T: |T| = t} \tilde{F}_m^{(1)}(T \mid S) \text{err}_p(X, S \cup T),
\]

\[
\tilde{E}_T[\text{ind}_p(X, S \cup T)] = \sum_{T: |T| = t} \tilde{F}_m^{(1)}(T \mid S) \text{ind}_p(X, S \cup T).
\]

Lemma 1 below shows that for any subset \( S \subseteq X \) that contains the pivot subset \( \tilde{S} \) used for MCMC sampling, either \( \text{err}_p(X, S) \) is small compared to \( \text{err}_p(X, \tilde{S}) \) or the adaptive sampling distribution w.r.t. \( S \) is closely approximated in total variation distance by the MCMC sampling procedure with the pivot subset \( \tilde{S} \).

**Lemma 1.** Let \( \epsilon_1, \epsilon_2 \in (0, 1) \) and \( \tilde{S} \subseteq S \subseteq X \). Then for \( m \geq 1 + \frac{2}{\epsilon_1} \log \frac{1}{\epsilon_2} \), either \( \text{err}_p(X, S) \leq \epsilon_1 \text{err}_p(X, \tilde{S}) \) or \( \| \tilde{F}_m^{(1)}(\cdot \mid S) - \tilde{F}_m^{(1)}(\cdot \mid S) \|_{TV} \leq \epsilon_2 t \).
Proof. Consider the \( l = 1, t = 1 \) case of the above MCMC sampling procedure. In this case, the procedure outputs only one element of \( \mathcal{X} \). This random element is picked by \( m \) steps of the following random walk. We first pick \( x \) with probability \( q(x) \), then we sample a \( y \) with probability \( q(y) \), we compute \( p(x), p(y) \) and sample a number uniformly at random from the interval \((0, 1)\), and if \( p(y)q(x)/p(x)q(y) > \text{Unif}(0, 1) \), then the random walk moves from \( x \) to \( y \) and updates \( p(x) \) as \( p(y) \). Observe that the stationary distribution of the above random walk is the adaptive sampling distribution w.r.t. \( S \) given by \( p(x) = d(x, \text{span}(S))/\text{err}_p(\mathcal{X}, S) \). Using Corollary 1 of [9], the total variation distance after \( m \) steps of the random walk is bounded by

\[
\left( 1 - \frac{1}{\gamma} \right)^{m-1} \leq e^{-(m-1)/\gamma} \leq \epsilon_2, \quad \text{where } \gamma = \max_{x \in \mathcal{X}} \frac{p(x)}{q(x)}.
\]

The above bound is at most \( \epsilon_2 \) if we choose to run the random walk for \( m \geq 1 + \gamma \log \frac{1}{\epsilon_2} \) steps. Now suppose \( \text{err}_p(\mathcal{X}, S) > \epsilon_1 \text{ err}_p(\mathcal{X}, \tilde{S}) \). Then, for any \( x \in \mathcal{X} \)

\[
p(x) = \frac{d(x, \text{span}(S))^p}{\text{err}_p(\mathcal{X}, S)} \leq \frac{1}{2} \frac{d(x, \text{span}(S))^p}{\text{err}_p(\mathcal{X}, \tilde{S})} \leq \frac{2}{\epsilon_1},
\]

using \( \tilde{S} \subseteq S \) and the above assumption \( \text{err}_p(\mathcal{X}, S) > \epsilon_1 \text{ err}_p(\mathcal{X}, \tilde{S}) \). Therefore, \( m > \frac{\gamma}{\epsilon_2} \log \frac{1}{\epsilon_2} \) ensures that \( m \) steps of the random walk gives a distribution within total variation distance \( \epsilon_2 \) from the adaptive sampling distribution for picking a single point.

Note that for \( t > 1 \) both the adaptive sampling and the MCMC sampling procedure pick an i.i.d. sample of \( t \) points, so the total variation distance is additive in \( t \), which means

\[
\left\| P^{(1)}(\cdot \mid S) - P^{(1)}(\cdot \mid \tilde{S}) \right\|_{TV} \leq \epsilon_2 t,
\]

assuming \( \text{err}_p(\mathcal{X}, S) > \epsilon_1 \text{ err}_p(\mathcal{X}, \tilde{S}) \). This completes the proof the lemma.  

Now Lemma 2 analyzes the effect of starting with an initial subset \( S_0 \) and using the same \( S_0 \) as a pivot subset for doing the MCMC sampling for \( l \) subsequent iterations of adaptive sampling, where we pick \( t \) i.i.d. points in each iteration using \( t \) independent random walks of \( m \) steps. Lemma 2 shows that the expected error for subspace approximation after doing the \( l \) iterations of adaptive sampling is not too far from the expected error for subspace approximation after replacing the \( l \) iterations with MCMC sampling.

\[ \textbf{Lemma 2.} \] For any subset \( S_0 \subseteq \mathcal{X} \), any \( \epsilon_1, \epsilon_2 \in (0, 1) \) and any positive integers \( t, l, m \) with \( m \geq 1 + \frac{\gamma}{\epsilon_2} \log \frac{1}{\epsilon_1} \),

\[
\mathbb{E}_{T_{t+1} \mid S_0} \left[ \text{err}_p(\mathcal{X}, S_0 \cup T_{1:t}) \right] \leq \mathbb{E}_{T_{t+1} \mid S_0} \left[ \text{err}_p(\mathcal{X}, S_0 \cup T_{1:t}) \right] + (\epsilon_1 + \epsilon_2 t) \text{err}_p(\mathcal{X}, S_0).
\]

Proof. We show a slightly stronger inequality than the one given above, i.e., for any \( S_0 \) such that \( \tilde{S} \subseteq S_0 \),

\[
\mathbb{E}_{T_{t+1} \mid S_0} \left[ \text{err}_p(\mathcal{X}, S_0 \cup T_{1:t}) \right] \leq \mathbb{E}_{T_{t+1} \mid S_0} \left[ \text{err}_p(\mathcal{X}, S_0 \cup T_{1:t}) \right] + \left( \epsilon_1 + \frac{\gamma}{\epsilon_2} \log \frac{1}{\epsilon_1} \right) \text{err}_p(\mathcal{X}, \tilde{S}).
\]
The special case $S_0 = \tilde{S}$ gives the lemma. We prove the above-mentioned stronger statement by induction on $l$. For $l = 0$, the above inequality holds trivially. Now assuming induction hypothesis, the above holds true for $l - 1$ iterations (instead of $l$) starting with any subset $S_l = S_0 \cup A \subseteq X$ because $\tilde{S} \subseteq S_0 \subseteq S_1$.

\[
\hat{E}_{T_{2l+1} \mid S_0} \left[ \text{err}_p(X, S_0 \cup T_{2l+1}) \right] = \hat{E}_{T_{2l+1} \mid S_1} \left[ \hat{E}_{T_{2l+1} \mid S_1} \left[ \text{err}_p(X, S_1 \cup T_{2l+1}) \right] \right] = \sum_{S_1 : \text{ind}_p(X, S_1) = 1} \hat{P}_m^{(1)}(S_1 \mid S_0) \hat{E}_{T_{2l+1} \mid S_1} \left[ \text{err}_p(X, S_1 \cup T_{2l+1}) \right] + \sum_{S_1 : \text{ind}_p(X, S_1) = 0} \hat{P}_m^{(1)}(S_1 \mid S_0) \hat{E}_{T_{2l+1} \mid S_1} \left[ \text{err}_p(X, S_1 \cup T_{2l+1}) \right].
\] (1)

If $\text{ind}_p(X, S_1) = 1$ then $\text{err}_p(X, S_1 \cup T_{2l+1}) \leq \text{err}_p(X, S_1) \leq \epsilon_1 \text{err}_p(X, S_0)$, so the first part of the above sum can be bounded as follows.

\[
\sum_{S_1 : \text{ind}_p(X, S_1) = 1} \hat{P}_m^{(1)}(S_1 \mid S_0) \hat{E}_{T_{2l+1} \mid S_1} \left[ \text{err}_p(X, S_1 \cup T_{2l+1}) \right] \leq \epsilon_1 \text{err}_p(X, S_0) \sum_{S_1 : \text{ind}_p(X, S_1) = 1 \text{ and ind}_p(X, S_1) = 1} \hat{P}_m^{(1)}(S_1 \mid S_0) \hat{E}_{T_{2l+1} \mid S_1} \left[ \text{ind}_p(X, S_1 \cup T_{2l+1}) \right].
\] (2)

Now, the second part can be bounded as follows.

\[
\sum_{S_1 : \text{ind}_p(X, S_1) = 0} \hat{P}_m^{(1)}(S_1 \mid S_0) \hat{E}_{T_{2l+1} \mid S_1} \left[ \text{err}_p(X, S_1 \cup T_{2l+1}) \right] = \sum_{S_1 : \text{ind}_p(X, S_1) = 0} \hat{P}_m^{(1)}(S_1 \mid S_0) \hat{E}_{T_{2l+1} \mid S_1} \left[ \text{err}_p(X, S_1 \cup T_{2l+1}) \right] \leq \sum_{S_1 : \text{ind}_p(X, S_1) = 0} P^{(1)}(S_1 \mid S_0) \hat{E}_{T_{2l+1} \mid S_1} \left[ \text{err}_p(X, S_1 \cup T_{2l+1}) \right]
\]

by applying the induction hypothesis to $(l - 1)$ iterations starting from $S_1$

\[
\leq \sum_{S_1 : \text{ind}_p(X, S_1) = 0} P^{(1)}(S_1 \mid S_0) \hat{E}_{T_{2l+1} \mid S_1} \left[ \text{err}_p(X, S_1 \cup T_{2l+1}) \right] + \epsilon_1 \text{err}_p(X, \tilde{S}) \sum_{S_1 : \text{ind}_p(X, S_1) = 0} \hat{P}_m^{(1)}(S_1 \mid S_0) \hat{E}_{T_{2l+1} \mid S_1} \left[ \text{ind}_p(X, S_1 \cup T_{2l+1}) \right]
\]

\[
+ \epsilon_2 l \text{err}_p(X, \tilde{S}) \sum_{S_1 : \text{ind}_p(X, S_1) = 0} \hat{P}_m^{(1)}(S_1 \mid S_0) \hat{E}_{T_{2l+1} \mid S_1} \left[ \text{ind}_p(X, S_1 \cup T_{2l+1}) \right]
\]

\[
+ \epsilon_2 l \text{err}_p(X, \tilde{S}) \sum_{S_1 : \text{ind}_p(X, S_1) = 0} \left[ \hat{P}_m^{(1)}(S_1 \mid S_0) - P^{(1)}(S_1 \mid S_0) \right] \hat{E}_{T_{2l+1} \mid S_1} \left[ \text{err}_p(X, S_1 \cup T_{2l+1}) \right]
\]

\[
\leq \sum_{S_1} P^{(1)}(S_1 \mid S_0) \hat{E}_{T_{2l+1} \mid S_1} \left[ \text{err}_p(X, S_1 \cup T_{2l+1}) \right]
\]

\[
+ \epsilon_1 \text{err}_p(X, \tilde{S}) \sum_{S_1 : \text{ind}_p(X, S_1) = 0} \hat{P}_m^{(1)}(S_1 \mid S_0) \hat{E}_{T_{2l+1} \mid S_1} \left[ \text{ind}_p(X, S_1 \cup T_{2l+1}) \right]
\]

\[
+ \epsilon_2 l \text{err}_p(X, \tilde{S}) \sum_{S_1 : \text{ind}_p(X, S_1) = 0} \left[ \hat{P}_m^{(1)}(S_1 \mid S_0) - P^{(1)}(S_1 \mid S_0) \right] \hat{E}_{T_{2l+1} \mid S_1} \left[ \text{err}_p(X, S_1 \cup T_{2l+1}) \right]
\]

\[
+ \epsilon_2 l \text{err}_p(X, \tilde{S}) + \sum_{S_1 : \text{ind}_p(X, S_1) = 0} \left[ \hat{P}_m^{(1)}(S_1 \mid S_0) - P^{(1)}(S_1 \mid S_0) \right] \text{err}_p(X, \tilde{S})
\]
\[ \leq \mathbb{E}_{T_{1:2} \mid S_0} \left[ \text{err}_p(\mathcal{X}, S_0 \cup T_{1:1}) \right] + \epsilon_1 \text{err}_p(\mathcal{X}, \tilde{S}) \sum_{S_1 : \text{ind}_p(\mathcal{X}, S_1) = 0} \tilde{P}_m^{(1)}(S_1 \mid S_0) \mathbb{E}_{T_{2:1} \mid S_1} \left[ \text{ind}_p(\mathcal{X}, S_1 \cup T_{2:1}) \right] \\
+ \epsilon_2 t (l - 1) \text{err}_p(\mathcal{X}, \tilde{S}) + \epsilon_2 t \text{err}_p(\mathcal{X}, \tilde{S}), \tag{3} \]

where \( \epsilon_1 \) and \( \epsilon_2 \) are positive constants. This completes the proof of Lemma 2.

4.2 Near-optimal subset selection for \( \ell_2 \) subspace approximation in 2 passes by MCMC sampling

**Proposition 3.** Let \( k \) be any positive integer and let \( \epsilon \in (0, 1) \). Let \( S_0 \) be any subset \( S_0 \subseteq \mathcal{X} \). If \( S_l = S_0 \cup T_{1:l} \) be obtained by starting from \( S_0 \) and doing adaptive sampling in \( l \) iterations, where in each iteration we add \( t \) points from \( \mathcal{X} \), then we have \( |S_l| = |S_0| + tl \) and

\[ \mathbb{E}_{T_{1:2} \mid S_0} \left[ \text{err}_2(\mathcal{X}, S_0 \cup T_{1:1}) \right] \leq \left( 1 + \frac{2k}{l} \right) \text{err}_2(\mathcal{X}, V^*) + \left( \frac{k}{l} \right)^l \text{err}_2(\mathcal{X}, S_0), \]

where \( V^* \) minimizes \( \text{err}_2(\mathcal{X}, V) \) over all linear subspaces \( V \) of dimension \( k \).

**Proof.** Follows directly from Corollary 1 in [16].

Now we state a slight modification of Theorem 1.3 from [14]. The original theorem gives \((k + 1)\) approximation guarantee for exact volume sampling, in expectation. Proposition 4 below modifies it to say that \( \alpha \)-approximate volume sampling gives \( \alpha(k + 1) \) approximation guarantee, in expectation.

**Proposition 4.** (Immediate from Theorem 1.3, [14]) If \( S_0 \subseteq \mathcal{X} \) is a random subset of size \( k \) picked according to \( \alpha \)-approximate volume sampling probability, i.e.,

\[ \Pr(S) \leq \frac{\alpha \text{vol}(\Delta_S)^2}{\sum_{T : |T| = k} \text{vol}(\Delta_T)^2}, \]

then \( \text{err}_2(\mathcal{X}, S_0) \) is at most \( \alpha(k + 1) \text{err}_p(\mathcal{X}, V^*), \) in expectation, where \( V^* \) minimizes \( \text{err}_2(\mathcal{X}, V) \) over all linear subspaces \( V \) of dimension \( k \).
Theorem 5 and Theorem 6 essentially show that the MCMC sampling in Algorithm 1 requires only 2 passes to approximately implement the multiple passes of adaptive sampling. Moreover, using the guarantee in Lemma 2, we get a nearly-optimal subset selection for the $p = 2$ case of subspace approximation in only 2 passes.

**Theorem 5.** Let $k$ be any positive integer and let $\epsilon \in (0, 1)$. Let $S_0$ be a subset of $k$ points sampled from $\mathcal{X}$ using $\alpha$-approximate volume sampling for $p = 2$. Let $S'_1 = S_0 \cup T_{1:1}$ be obtained by starting from $S_0$ and doing $l$ iterations of MCMC sampling, where in each iteration we add $t$ points from $\mathcal{X}$ by running $t$ independent random walks for $m$ steps each. Then for $t = 8k/\epsilon$, $l = \log(2\alpha(k + 1)/\epsilon)/\log(8/\epsilon)$ and $m \geq 1 + 128k\alpha \log^2(2\alpha/\epsilon)/\epsilon^2 \log(8/\epsilon)$, we have

$$\mathbb{E}_{T_{1:1} \mid S_0} [\text{err}_2(\mathcal{X}, S_0 \cup T_{1:1})] \leq (1 + \epsilon) \text{err}_2(\mathcal{X}, V^*)$$

where $V^*$ minimizes $\text{err}_2(\mathcal{X}, V)$ over all linear subspaces $V$ of dimension $k$.

**Proof.** We use the following setting of parameters $t, l, \epsilon_1, \epsilon_2, m$ as functions of $k, \epsilon, \alpha$.

$$t = \frac{8k}{\epsilon}, \quad l = \frac{\log(2\alpha(k + 1)/\epsilon)}{\log(8/\epsilon)}, \quad \epsilon_1 = \frac{\epsilon}{8\alpha(k + 1)}, \quad \text{and}$$

$$\epsilon_2 = \frac{\epsilon}{8tl\alpha(k + 1)} = \frac{\epsilon^2 \log(8/\epsilon)}{64k(k + 1)\alpha \log(2\alpha/\epsilon)},$$

$$m = 1 + \frac{2}{\epsilon_2} \log \frac{1}{\epsilon_1} = 1 + \frac{128k(k + 1)\alpha \log^2(2\alpha/\epsilon)}{\epsilon^2 \log(8/\epsilon)}$$

We have

$$\mathbb{E}_{T_{1:1} \mid S_0} [\text{err}_p(\mathcal{X}, S_0 \cup T_{1:1})]$$

$$\leq \mathbb{E}_{T_{1:1} \mid S_0} [\text{err}_p(\mathcal{X}, S_0 \cup T_{1:1})] + (\epsilon_1 + \epsilon_2 t) \text{err}_p(\mathcal{X}, S_0)$$

by Lemma 2 and $m \geq 1 + \frac{2}{\epsilon_2} \log \frac{1}{\epsilon_1}$

$$\leq \left(1 + \frac{2k}{l}\right) \text{err}_2(\mathcal{X}, V^*) + \left(1 + \frac{\epsilon}{\alpha(k + 1)}\right) \text{err}_2(\mathcal{X}, S_0) + (\epsilon_1 + \epsilon_2 t) \text{err}_2(\mathcal{X}, S_0)$$

by Proposition 3

$$\leq \left(1 + \frac{\epsilon}{4}\right) \text{err}_2(\mathcal{X}, V^*) + \frac{\epsilon}{2\alpha(k + 1)} \text{err}_2(\mathcal{X}, V^*)$$

$$+ \left(\frac{\epsilon}{8\alpha(k + 1)} + \frac{\epsilon}{8\alpha(k + 1)}\right) \text{err}_2(\mathcal{X}, V^*)$$

by Proposition 4 and plugging in $t, l, \epsilon_1, \epsilon_2$

$$\leq \left(1 + \frac{\epsilon}{4}\right) \text{err}_2(\mathcal{X}, V^*) + \frac{\epsilon}{2} \text{err}_2(\mathcal{X}, V^*) + \frac{\epsilon}{4} \text{err}_2(\mathcal{X}, V^*)$$

$$\leq (1 + \epsilon) \text{err}_2(\mathcal{X}, V^*).$$

It is known (Proposition 1 in [16]) that picking a subset of size $k$ from $\mathcal{X}$ by adaptive sampling in $k$ iterations, with $1$ point per iteration, gives $\alpha$-approximate volume sampling with $\alpha = k! = 2^{O(k \log k)}$. Theorem 5 can be used to reduce the number of passes required in [16] for a $(1 + \epsilon)$-approximation from $O(k \log k)$ to $k + 1$. Now we show that if we use a single-pass MCMC algorithm for $\alpha$-approximate volume sampling for a suitable $\alpha$, then the entire Algorithm 1 can be implemented in only two passes.
Theorem 6. Let $k$ be any positive integer and let $\epsilon \in (0, 1)$. Algorithm 1 can be implemented in 2 passes over $X$, with $\alpha$-approximate volume sampling to pick a subset $S_0$ of size $k$ taking one pass over $X$ and the remaining MCMC procedure with $S_0$ as its pivot subset taking another pass. Setting $t, l, m$ as $t = 8k/\epsilon$, $l = \log(2/\epsilon)/\log(8/\epsilon)$ and $m \geq 1 + 128k\log^2(2(k + 2)/\epsilon)/\epsilon^2\log(8/\epsilon)$, the algorithm picks a subset of $tl = O(k \log k/\epsilon)$ points given by $T_{1, l} = A_1 \cup A_2 \cup \ldots \cup A_l$ such that
\[
\mathbb{E}_{T_{1, l} \mid S_0} \| \epsilon_2(X, S_0 \cup T_{1, l}) \| \leq (1 + \epsilon) \epsilon_2(X, V^*),
\]
where $V^*$ minimizes $\epsilon_2(X, V)$ over all linear subspaces $V$ of dimension $k$. This gives a near-optimal $O(k \log k/\epsilon)$-sized subset selection with $(1 + \epsilon)$ approximation guarantee in only 2 passes over $X$. The running time of MCMC procedure is $d \cdot \text{poly}(k/\epsilon)$.

Proof. Anari et al. [1] give an MCMC algorithm to sample approximately from volume sampling. They start with any subset $S$, pick $i \in S$ and $j \notin S$ uniformly at random, and perform a lazy random walk over $k$-sized subsets, i.e., move to $T = S \setminus \{i\} \cup \{j\}$ with probability $\frac{1}{2} \min\{1, \frac{\text{vol}(A_j)}{\text{vol}(A_i)}\}$, and with the remaining probability stay at $S$. They show that in poly($n, k, \log(1/\delta \text{vol}(\Delta_S))$) steps of the above random walk starting at $S$, the resulting distribution is within $\delta$ total variation distance from the exact volume sampling distribution. Thus, using Proposition 4 with $\alpha = 1$ and adding the error due to total variation distance, we get that the expected error $\epsilon_2(X, S)$ at the end of poly($n, k, \log(1/\delta \text{vol}(\Delta_S))$) steps of the above random walk is at most $(k + 1) \epsilon_2(X, V^*) + \delta \max_{S : |S| = k} \epsilon_2p(X, S)$, where $V^*$ minimizes $\epsilon_2(X, V)$ over all linear subspaces $V$ of dimension $k$. We choose $\delta$ as follows.

$$\delta = 1 - \frac{\sigma_{\min}}{\sigma_{\max}} \leq \frac{\min_{S : |S| = k} \epsilon_2p(X, S)}{\max_{S : |S| = k} \epsilon_2p(X, S)},$$

where $\sigma_{\min}$ and $\sigma_{\max}$ are the minimum and the maximum singular values, respectively, of the $n$-by-$d$ matrix whose rows are all the points in $X$, and $\kappa$ is the condition number. Then the expected error of $\epsilon_2(X, S)$ is at most $(k + 2) \epsilon_2p(X, V^*)$. Observe that $\min_{S : |S| = k} \text{vol}(\Delta_S)^2 \geq \sigma_{\min}^4$. Note that for the above choice of $\delta$ and any $k$-sized subset $S \subseteq X$, we can upper bound $\log(1/\delta \text{vol}(\Delta_S)^2)$ by $O(k \log \kappa)$, where $\kappa$ is the condition number of the $n$-by-$d$ matrix whose rows are the points of $X$. Thus, in total number of polynomial($n, k, \log \kappa$) steps of the random walk we get an initial subset $S_0$ with $\epsilon_2(X, S_0)$ upper bounded by $(k + 2) \epsilon_2(X, S^*)$, in expectation.

Another alternative to implement approximate volume sampling is to do a $(1 + \epsilon)$ volume-preserving random projection using only one pass over the given data [25], and then do exact volume sampling on the projected data in poly($k/\epsilon$) dimensions. This gives another alternative to obtain the initial subset $S_0$. The rest of the proof using MCMC sampling algorithm starting from $S_0$ using the same subset as a pivot is similar to the proof of Theorem 5.

The running time of MCMC procedure is $O(tlm \cdot d(tl)^2) = d \cdot \text{poly}(k/\epsilon)$, where $d \cdot (tl)^2$ is the time required to project a point onto span($S$), where $S$ is a subset of $O(tl)$ points of dimension $d$ each.

4.3 $(k + 1)$-pass subset selection for $\ell_p$ subspace approximation by MCMC sampling

Our results can be extended in a similar manner for $p \geq 2$ by combining our MCMC sampling algorithm with the initialization $S_0$ given by adaptively sampling $k$ points in $k$ iterations,
one point per iteration. Note that the initialization takes \( k \) passes over the data.

**Theorem 7** (Theorem 1 of [15]). Let \( S_0 \) be the subset of \( k \) points sampled using volume sampling stated in line \([2](\text{Algorithm 1})\). Then we have
\[
\frac{\sum_{i \in I} d(x_i, S_I^*)^2}{\sum_{i \in I} d(x_i, S_I^t)^2} \geq \lambda,
\]
where \( \lambda \in (0, 1) \), is a constant. (5)

We state our result as follows:

**Theorem 8.** For any given set of points \( \mathcal{X} = \{x_i\}_{i=1}^n \in \mathbb{R}^d \), let \( I \subseteq [n] \) be the set of optimal \((1 - \beta)n\) inliers and \( S_I^* \) be the optimal subspace over inliers that minimizes their squared distance. Let the input satisfy the condition stated in Equation [5], and \( k \) be a positive integer, and \( \epsilon \in (0, 1) \). Then Algorithm [2] can be implemented in 2 passes over \( \mathcal{X} \), with \( \alpha \)-approximate volume sampling to pick a subset \( S_0 \) of \( k \) taking one pass over \( \mathcal{X} \) and the remaining MCMC procedure with \( S_0 \) as its pivot subset taking another pass. Setting \( t, l, m \) as \( t = O(k/\epsilon) \), \( l = O((\log(ak/\epsilon))/\log(1/\epsilon)) \) and \( m \geq 1 + O((ak/\lambda) \log^2(ak/\epsilon\lambda)/\epsilon^2 \log(1/\epsilon)) \), the algorithm picks a subset of \( tl = O(k^2 \log k/\epsilon^2) \) points given by \( T_{1:t} = A_1 \cup A_2 \cup \ldots \cup A_I \) such that
\[
\frac{\sum_{j \in N_{\beta}(S_0 \cup T_{1:t})} d(x_j, S_0 \cup T_{1:t})^2}{\sum_{i \in I} d(x_i, S_I^t)^2} \leq (1 + \epsilon) \sum_{i \in I} d(x_i, S_I^t)^2,
\]
where \( S_I^t = \arg\min_{S : |S| = k} \sum_{i \in I} d(x_i, S)^2 \), and \( N_{\beta}(S_0 \cup T_{1:t}) \subseteq [n] \) denotes the set of the indices of the nearest \((1 - \beta)n\) points to \((S_0 \cup T_{1:t})\) among \( x_1, x_2, \ldots, x_n \). This gives a near-optimal \( O(k^2 \log k/\epsilon^2) \)-sized subset selection with \((1 + \epsilon)\) approximation guarantee over inliers in only 2 passes over \( \mathcal{X} \).

**Proof.** Follows from Theorems 11, 12 of [12] and Theorem 5 of this paper.

## Conclusion

We improve upon the previous work on sampling-based subspace approximation and subset selection algorithms that require adaptive sampling, and hence, multiple passes over the given data. This renders some of the algorithms based on adaptive sampling less practical on large data, especially if the number of passes required depends on the target dimension \( k \). Our MCMC sampling algorithm can significantly reduce the number of passes required in the various applications of adaptive sampling for \( \ell_p \) subspace approximation and subset selection.
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