Particle-hole symmetric localization in optical lattices using time modulated random on-site potentials
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The random hopping models exhibit many fascinating features, such as diverging localization length and density of states as energy approaches the band center, due to its particle-hole symmetry. Nevertheless, such models are yet to be realized experimentally because the particle-hole symmetry is easily destroyed by diagonal disorder. Here we propose that a pure random hopping model can be effectively realized in ultracold atoms by modulating a disordered onsite potential in particular frequency ranges. This idea is motivated by the recent development of the phenomena called “dynamical localization” or “coherent destruction of tunneling”. Investigating the application of this idea in one dimension, we find that if the oscillation frequency of the disorder potential is gradually increased from zero to infinity, one can tune a non-interacting system from an Anderson insulator to a random hopping model with diverging localization length at the band center, and eventually to a uniform-hopping tight-binding model.

I. INTRODUCTION

The interplay of quenched disorder and low dimensionality in quantum systems has been a central theme in condensed matter physics. A beautiful theory describes how the spectrum of disordered Hamiltonians follows from the symmetries of the problem\textsuperscript{2}. In this work, we focus on the one-dimensional non-interacting random hopping model, namely the tight-binding model with pure off-diagonal disorder. This model’s properties have been extensively investigated theoretically using various techniques for many years. This model also exhibits physics manifest in several other models, such as quantum particles connected by random strength springs, spin 1/2 random XX chains, random quantum Ising chains in a transverse field, and random mass Dirac fermions. This model exhibits many surprising features. Early theoretical work\textsuperscript{2–5} focused on properties derivable from the mean local Green’s function, notably the typical localization length as diverges as $\sim \ln |E|$ and the mean density of states (DOS) also diverging as $\sim 1/|E(\ln E^2)^3|$ as energy $E$ approaches the band-center. Such behavior is very different from Anderson insulators where disorder appears in the diagonal terms of the Hamiltonian, and there are no singularities in the localization length or density of states spectrum. More recent work has studied this model using real-space RG\textsuperscript{6} and supersymmetry methods\textsuperscript{7} and has uncovered more interesting results, most importantly, an additional length scale - mean localization length as a function of energy - which diverges as $\sim \ln^2 |E|$. Most recently, the effect of random hopping amplitudes on interacting fermionic and bosonic systems has also been investigated. In the 2d fermionic case\textsuperscript{8–10}, it has been shown that random hopping amplitude, on top of nontrivial spectral effects, could lead to a novel type of instability; in the bosonic case\textsuperscript{11,12}, a “Mott glass” phase has been predicted in addition to usual Mott insulating and superfluid phases.

On the other hand, the experimental realization of a pure random hopping model has proven to be extremely difficult. This is mainly because diagonal disorder inevitably arises when we try to disorder bond values, and any amount of diagonal disorder would break the particle-hole symmetry of the random-hopping model and thereby destroy the universal behavior of this class of disordered Hamiltonians.

In this work, we propose that a pure random hopping model can be realized in optical lattices by first creating an Anderson insulator and then modulating the disordered on-site potential energy periodically. Our idea is closely connected to recent work on the phenomena dubbed “dynamical localization” or “coherent destruction of tunneling” in double wells, semiconductor superlattices, and recently optical lattices\textsuperscript{13–33}. While one can use this path to the random hopping model in any dimensionality ($d \leq 3$), we will concentrate on its 1d application below.

The basic idea of dynamical localization is the following. Consider a particle in a double-well potential with a tunneling amplitude $J$ and a time-modulated potential energy offset:

$$H = -J(a^\dagger b + b^\dagger a) + V \cos(\omega t)(a^\dagger a - b^\dagger b).$$  \hspace{2cm} (1)

By performing a unitary transformation with

$$U = e^{-i\frac{\omega}{2} \sin(\omega t)(a^\dagger a - b^\dagger b)},$$  \hspace{2cm} (2)

one can readily obtain that in the large-$\omega$ limit, the original Schrödinger equation is transformed to the effective Hamiltonian

$$H_{\text{eff}} = -J \mathcal{J}_0 \left( \frac{V}{\omega} \right) (a^\dagger b + b^\dagger a),$$  \hspace{2cm} (3)

where $\mathcal{J}_0$ is the zeroth Bessel function. Thus one can see that the effect of time-modulating the potential energy is to simply renormalize the tunneling amplitude.
J in the large-ω limit. This phenomena has been observed in experiments\(^{27,28,33}\). It has also been proposed as a method to tune interacting bosons through the superfluid-insulator transition\(^{21,23}\), to observe the analog of photon assisted tunneling and Shapiro steps\(^{16,22}\), and to manipulate the localization properties of Anderson insulators\(^{17,24}\). Recent experimental work has confirmed some of these proposals\(^{34,35}\).

For our purpose, it suffices to notice that the original potential energy \(V\) resides in the renormalization factor of the hopping amplitude. Thus, if one modulates an Anderson insulator instead, one expects that the disorder in the onsite energy should be transformed into the disorder of hopping amplitude in the same way. In other words, one obtains the random hopping model by rapidly modulating the disordered potential energies of an Anderson insulator. As we will see in later sections, however, if the modulating frequency \(\omega\) is much larger than typical potential energy, this randomness in effective hopping amplitude is suppressed, and we obtain a uniform-hopping tight-binding model. Therefore, the random hopping model behavior survives when the frequency \(\omega\) is comparable to the typical potential energy. In summary, as the oscillation frequency of the potential energy is gradually increased from zero to infinity, one can tune a non-interacting system from an Anderson insulator to a random hopping model with diverging localization length at the band center, and eventually to a uniform-hopping tight-binding model (see Fig. 1).

Note, also, that a different but related model was studied in Refs. \((17,24,25)\), where an Anderson insulator with stationary disordered potentials but oscillating linear potential (e.g., uniform AC electric field) is considered. In that model, the localization properties of the Anderson insulator can be manipulated by the oscillating linear potential, but the random hopping model behavior is not accessible.

In the remainder of this work, we will analyze the localization properties of the following model:

\[
H = H_0 + 2V \cos(\omega t),
\]

\[
H_0 = -J \sum_{n=1}^{N-1} (c_n^\dagger c_{n+1} + c_{n+1}^\dagger c_n),
\]

\[
V = \sum_{n=1}^{N} v_n c_n^\dagger c_n,
\]

where \(N\) is the system size, and we assume the on-site potential \(v_n\) obeys a uniform distribution between \([-\gamma/2, \gamma/2]\). In Sec. II, we will introduce the Floquet formalism with which we obtain the localization length and the density of states of the time-dependent Hamiltonian (4). In Sec. III, an effective time-independent Hamiltonian is shown to emerge from the high-frequency limit of the original time-dependent Hamiltonian (4) in analogy to the dynamical localization phenomena. Numerical results from both the Floquet calculation and the effective Hamiltonian calculation are presented and discussed in detail in Sec. IV. Next, we discuss possible experimental methods to modulate on-site disorder and to detect signatures of random hopping models in optical lattices. Finally, we summarize our results in Sec. VI.

II. COMPUTATION OF THE DENSITY OF STATES AND THE LOCALIZATION LENGTH

For a time-periodic system with Hamiltonian \(H(t)\) and period \(T = 2\pi/\omega\), by the Floquet theorem, its wavefunctions can be written in the form

\[
\psi(t) = e^{-iEt} \phi(t),
\]

where \(E\) is the quasienergy defined modulo \(\omega\), and \(\phi(t + T) = \phi(t)\). Here and in what follows we have set \(\hbar = 1\). This well-known result is the analog of the Bloch’s theorem for particles in a periodic spatial potential. To solve for \(E\) and \(\phi(t)\), one approach is to rewrite the Schrödinger equation

\[
i\partial_t \psi(t) = H \psi(t)
\]

as

\[
H_F \phi = E \phi,
\]

where \(H_F\) is the so-called Floquet Hamiltonian

\[
H_F = H - i\partial_t
\]

which is a matrix in the augmented Hilbert space \(\mathcal{H} \times \mathcal{T}\), where \(\mathcal{H}\) is the original Hilbert space, and \(\mathcal{T}\) is the frequency space\(^{36,37}\), and then to find the eigenvalues and eigenstates of \(H_F\). Alternatively, it is also well-known that \(e^{-iET}\) and \(\phi(T)\) are the eigenvalue and eigenstate of the Floquet operator

\[
\mathcal{F} = \mathcal{T} \exp \left( -i \int_0^T dt H(t) \right),
\]
where $T$ is the time-ordering operator.

To obtain the density of states, we work with the latter approach. First, we calculate the Floquet operator $F$ by the numerical Trotterization procedure. Then, we diagonalize the Floquet operator $F$ to find the quasienergies which we define to be in the “first Brillouin zone” $-\omega/2 \leq E \leq \omega/2$. Then, we obtain the cumulative distribution function of the quasienergies, average it over many realization of disorder, numerically differentiate it with respect to quasienergy, and finally obtain the density of states.

We would also like to obtain the localization length of this model for arbitrary frequency $\omega$. For one-dimensional non-interacting time-independent systems with $N$-sites, we recall that the localization length of a state with energy $E$ is given by $3$

$$\frac{1}{\lambda(E)} = -\lim_{N \to \infty} \frac{1}{N} \ln |G_{1N}(E)|, \quad (10)$$

where the Green’s function

$$G(E) = (EI - H)^{-1}, \quad (11)$$

$I$ is the identity matrix.

Following Ref. 25,38, we generalize the concept of localization length of a time-periodic system by defining it as the localization length of the time-averaged wavefunction. In terms of the Green’s function, it is

$$\frac{1}{\lambda(E)} = -\lim_{N \to \infty} \frac{1}{N} \ln |G_{1N}(E)| \quad (12)$$

where

$$G = \langle \Omega = 0 | G_F(E) | \Omega = 0 \rangle \quad (13)$$

and $G_F$ is the so-called Floquet Green’s function:

$$G_F(E) = (EI - H_F)^{-1}. \quad (14)$$

Here, if we denote the frequency operator $\hat{\Omega} = i\partial_t$ and its eigenstates

$$\hat{\Omega}|n\rangle = n\omega|n\rangle, \quad (15)$$

$|\Omega = 0\rangle$ introduced above is simply the eigenstate with $n = 0$.

Next, we discuss how to compute $G \equiv \langle \Omega = 0 | G_F(E) | \Omega = 0 \rangle$. For a Hamiltonian of the form

$$H = H_0 + 2V \cos(\omega t), \quad (16)$$

from

$$(EI - H_F)G_F = I, \quad (17)$$

we insert the resolution of identity in the frequency space and obtain

$$\sum_p \langle m | (EI - H_F) | p \rangle \langle p | G_F | n \rangle = I\langle m | n \rangle. \quad (18)$$

Thus,

$$[(E + m\omega)I - H_0]G_{mn} - VG_{m+1,n} - VG_{m-1,n} = I\delta_{mn},$$

where

$$G_{mn} \equiv \langle m | G | n \rangle. \quad (19)$$

To solve $G_{00}(E)$ from this system of equations, we follow Ref. 25 to obtain

$$G(E) \equiv G_{00}(E) = (EI - H_0 - V_{eff}^+ - V_{eff}^-)^{-1}, \quad (20)$$

where

$$V_{eff}^\pm = V \frac{1}{E \pm 2\omega - H_0 - V_{eff} \pm V}. \quad (21)$$

The number of iterations needed to ensure the convergence of $V_{eff}^\pm$ is roughly proportional to $\gamma/\omega$.

Finally, it would be interesting to mathematically check if the Thouless relation$^3$ between the density of states and the localization length holds for a Floquet system.

### III. Effective Hamiltonian in the Fast Oscillation Limit

In this section, we show that if the oscillation frequency $\omega$ is comparable or larger than the disorder width $\gamma$, the original Schrodinger equation of a time-dependent Hamiltonian can be transformed to that of a time-independent effective Hamiltonian. For the original Schrodinger equation

$$i\partial_t \psi = H\psi, \quad H = H_0 + 2V \cos(\omega t), \quad (22)$$

we define

$$\psi = U\tilde{\psi}, \quad U = e^{-i2\sin(\omega t)V/\omega}. \quad (23)$$

Then the Schrodinger equation becomes

$$i\partial_t \tilde{\psi} = H_{eff}\tilde{\psi}, \quad H_{eff} = U^\dagger HU - 2V \cos(\omega t).$$

Using the operator identity

$$e^{\eta c_n^\dagger c_n}e^{-\eta c_n^\dagger c_n} = c_ne^{-i\eta}, \quad (24)$$

we have

$$H_{eff} = -\frac{J}{2} \sum_n \left[ (c_n c_{n+1}^\dagger + c_{n+1}^\dagger c_n) \right]$$

$$\times \sum_{m=\pm\infty} (-1)^m \mathcal{J}_m \left( \frac{2(v_m - v_{m+1})}{\omega} \right) \cos(m\omega t)$$

$$+ i(c_n c_{n+1}^\dagger - c_{n+1}^\dagger c_n)$$

$$\times \sum_{m=\pm\infty} (-1)^{m+1} \mathcal{J}_m \left( \frac{2(v_m - v_{m+1})}{\omega} \right) \sin(m\omega t).$$
For $\omega$ larger than or comparable to $\gamma$, the argument of the Bessel functions is comparable to or smaller than 1. Hence $J_0$ dominates over other Bessel functions, and we obtain an effective time-independent Hamiltonian

$$H_{\text{eff}}^{(0)} \approx -J \sum_n (c_n^+ c_{n+1} + c_{n+1}^+ c_n) J_0 \left( \frac{2(v_n - v_{n+1})}{\omega} \right),$$

which is a tight-binding model with a site-dependent effective hopping amplitude

$$J_{\text{eff},n} = J J_0 \left( \frac{2(v_n - v_{n+1})}{\omega} \right).$$

When $\omega$ is not too large, this is exactly the random hopping model we are looking for, and it should exhibit behaviors such as diverging localization length and density of states at the band center. We can compute the localization length of this effective Hamiltonian by using (10) and compare with the exact calculation using (10):

$$\frac{1}{\lambda(E)} = -\lim_{N \to \infty} \frac{1}{N} \ln |G_{1N}(E)|,$$

$$G_{\text{eff}}(E) = (EI - H_{\text{eff}}^{(0)})^{-1}.$$  

It is also straightforward to compute the density of states of this model numerically.

However, when $\omega \gg \gamma$,  

$$J_0 \left( \frac{2(v_n - v_{n+1})}{\omega} \right) \approx 1$$

regardless of the value of $v_n$. Therefore in this limit the system behaves like a uniform-hopping tight-binding model (see FIG. 1). In this regime, we expect the localization length of every state to diverge, and the density of states diverges at the band edges instead.

**IV. NUMERICAL RESULTS**

We have computed the localization length and the density of states for various values of the frequency $\omega$ with fixed hopping amplitude $J = 1$ and disorder width $\gamma = 10$. The results from the Floquet technique for the original Hamiltonian (4) and those obtained from the effective Hamiltonian (25) at $\omega = 3, 7, 35$ are plotted in FIG. 2. One can see that when $\omega = 7$ which is comparable to the disorder width $\gamma$ and when $\omega = 35$ which is much larger than $\gamma$, the results from the exact Floquet calculation and those from effective Hamiltonian calculation agree quite well. At $\omega = 35 \gg \gamma = 10$, every state is completely delocalized, and the density of states diverges at the two band edges, as expected for a uniform-hopping tight-binding model. On the other hand, at $\omega = 7$, both the localization length and the density of states diverge at the band center, which are characteristic of the random hopping model, as expected. The case of $\omega = 3$ is slightly more surprising: although the effective Hamiltonian does not work well, the system still exhibits diverging localization length and density of states at the band center. In FIG. 3, we plot the localization length for more values of $\omega$ from 3 to 35, and the trend from random hopping model behavior to uniform-hopping tight-binding model as $\omega$ increases is clearly seen.

Near the band center, we fit the results of localization and the density of states to well-known analytical results.5

**FIG. 2:** Inverse of the localization length $1/\lambda$ (a, c, e) and inverse of the density of states $1/\rho$ (b, d, f) vs. quasienergy $E$ (in units of the hopping amplitude $J$). Disorder width $\gamma = 10J$, hopping amplitude $J = 1$, oscillation frequency $\omega = 3J, 7J, 35J$. Solid lines are from the Floquet calculation of the original model (4); solid triangles are from the effective Hamiltonian $H_{\text{eff}}^{(0)}$ (25). Averaged over 1000 realizations of disorder.
length and density of states, we obtain \( \omega = 7 \), which are quite close to the theoretical value 1.

At frequencies much smaller than \( \gamma \) and the original hopping strength \( J \), interestingly, the system has quite large localization length in this regime. In FIG. 5, we plot the inverse of the localization length vs. the label (e.g., 1st, 2nd, 3rd, ..., 100th) of every Floquet eigenstate for \( \omega = 0.01, 0.05, 0.1, 0.5, 1, 3, 7 \) with system size \( N = 100 \) (the total number of Floquet states equals the system size \( N \)). One can see that from \( \omega = 7 \), when \( \omega \) is lowered, first the localization length decreases (inverse of the localization increases), but around \( \omega = 3 \) this trend is reversed, and all the states become more and more delocalized at smaller frequencies. At \( \omega = 0.01, 0.05 \) and 0.1, all the states have almost equally large localization length.

\[
\rho(E) = N \cdot \frac{2\sigma^2}{|E(E/E_0)|^{3}} \tag{26}
\]

\[
\lambda(E) = \frac{2|\ln(E/E'_0)|^2}{\sigma^2} \tag{27}
\]

where \( N \) is the system size, \( E_0 \) and \( E'_0 \) are energy scales, and \( \sigma \) is the standard deviation of the logarithm of the effective hopping amplitude square \( \ln J^2_{\text{eff}} \), with [see Eqn. (26)]

\[
J_{\text{eff},n} = J_0 \left[ \frac{2(v_n - v_{n+1})}{\omega} \right] \tag{28}
\]

We can easily evaluate \( \sigma \) numerically to be 1.535 given \( \omega = 7, \gamma = 10 \). Fitting numerical results of localization length and density of states, we obtain

\[
\sigma_{\text{fit},\lambda} = 1.496, \quad \sigma_{\text{fit},\rho} = 1.677, \tag{29}
\]

which are quite close to the theoretical value 1.535 obtained above, further confirming our expectation that random hopping model behavior can be achieved by fast-modulating the onsite energy of Anderson insulators.

This trend of delocalization at small frequencies is quite puzzling, but it is interesting to notice that in a similar model where an Anderson insulator is manipulated with an AC electric field\(^{17,24,25} \), an analogous delocalization trend was found. An intuitive argument was given in Ref. 25, where it is argued that the modulation with frequency \( \omega \) allows electrons to absorb or emit integer numbers of “photons” with energy \( \omega \). When \( \omega \) is smaller, more states with quasienergy \( E \pm n\omega \) are in the original energy band. Since the scale of the localization length of the new state should be set by the state with the largest localization length among all the states with energy \( E \pm n\omega \), a smaller \( \omega \) implies that it is more likely for the new state to have larger localization length. This intuitive picture could be of some relevance to our case here as well.
FIG. 5: (Color online.) Inverse of the localization length $1/\lambda$ vs. the label (e.g., 1st, 2nd, 3rd, ..., 100th) of every Floquet eigenstate for $\omega = 0.05, 0.1, 0.5, 1, 3, 7$. System size $N = 100$, hopping amplitude $J = 1$, oscillation frequency $\omega = 7$, and disorder width $\gamma = 10$.

V. EXPERIMENTAL FEASIBILITY

The main motivation for our work is to experimentally realize the particle-hole symmetric disorder classes. Following the route outlined above, requires creating an Anderson insulator in optical lattices, and then modulate the onsite disorder potential periodically in time. The behavior of ultracold atomic systems subject to disorder, and the resulting localization phenomena is a field of intense current research. Experiments have relied on two methods to introduce disorder into such systems. The first involves using two incommensurate optical lattice potentials, providing an effective realization of the Aubrey Andre model which has been shown to give localization. The second method method uses a speckle potential produced by passing a laser through a diffusing plate which directly imprints a disorder potential.

The main challenge in realizing the phenomena introduced in this work is producing time-dependent disorder potentials which periodically attract and repel the atoms in the optical lattice system. The most direct way to achieve this is to periodically change the detuning of the disorder potential potential from red to blue. That is, the disorder potential is given by

$$V(r) = \frac{3\pi e^2}{2\omega_0^2} \left( \frac{\Gamma}{\Delta} \right) I(r),$$

where $c$ is the speed of light, $\omega_0$ is the atomic resonance frequency, $\Delta = \omega - \omega_0$ is the detuning frequency. Thus, the sign of the disorder potential can be periodically changed by periodically changing the detuning. This can be achieved by using an acousto-optic modulator to continuously vary the laser frequency. However, sweeping through the resonance can produce undesirable atomic losses. Thus it might be best to periodically alternate two laser beams (one red and the other blue detuned) through the same speckle potential.

The main experimental probe to detect Anderson localization in cold atom system has been time-of-flight spectroscopy. In particular, for weak disorder when the condensate occupies a delocalized state, the condensate ballistically expands when the confining potential is removed. On the other hand for strong disorder potentials, the condensate occupies localized states and ceases to expand at a characteristic time after released from the trap. As we have seen, in the random hopping model some of the states are localized while others are delocalized (near the band center). Thus disentangling such behavior using time-of-flight spectroscopy alone might prove to be an experimental challenge. On the other hand, the well-developed technique of Bragg spectroscopy allows the access to the spectral function and therefore the density of states of quantum gas. Thus, perhaps the most promising way of detecting the Dyson delocalized state is through its distinct single single-particle density of states near the band center given by Eq. (29) measured through Bragg spectroscopy.

VI. SUMMARY AND DISCUSSION

The simple partial-hole symmetric class of quantum disorder problems exhibits many fascinating properties such as diverging localization length and diverging density of states at the band center. It is difficult, however, to realize it experimentally because its crucial particle-hole symmetry is destroyed by any amount of diagonal disorder. Our work suggests a realistic path to effectively realizing random hopping models in optical lattices by fast-modulating the disordered potential energies of an Anderson insulator, but without need for fine tuning the local potential. Our idea follows naturally from the recently studied, so-called, “dynamical localization” or “coherent destruction of tunneling” phenomena as well as from recent efforts to observe Anderson insulators in optical lattices by using various ways to artificially produce disordered potentials.

The setup we suggest can explore more than just the static properties of a special disorder model. After all, we are describing the response of a quantum system to a strong time dependent potential. By exact diagonalization of the Floquet operators arising from our model, we explored the spectral properties of a 1d system subject to strong time-periodic disorder. As shown in FIG. 2 and FIG. 3, the special features anticipated from the 1d random hopping problem arise in a wide range of frequency modulations. Even with moderately small frequency $\omega$ where the effective Hamiltonian (averaged in the vector-potential-only gauge) does not provide a satisfactory description, the localization length and the density of states still show the random-hopping-model behavior (see the case of $\omega = 3$ in FIG.2). Furthermore, a fit of our results near the band-center to the well-known theoretical form
gives good agreement (see FIG. 4).

Our model, however, gives results which we do not yet intuitively understand in the low frequency limit. As one can see from FIG. 3, the localization length gradually decreases if the frequency $\omega$ is reduced from 35 to 3 given the disorder width $\gamma = 10$. When the frequency $\omega$ is further lowered, our numerical results reveal that the localization length starts to increase again, and it becomes quite large for $\omega = 0.05$ and $\omega = 0.1$ (see FIG. 5). We should recall that the terminus of the limit $\omega \to 0$ is the well-known Anderson insulator, in which all states are localized. We intend to study the localization properties of such Floquet operators with strong disorder in future work.

While here we concentrated on the realization of particular classes of quantum disorder problems, the use of time modulated Hamiltonians could be a general path to the experimental realization of desirable systems. Indeed, this philosophy is already apparent in the quest to realize low-filling quantum Hall states in cold atom systems, and we expect that in both cold-atom and solid-state based devices, time dependent Hamiltonians will become a standard tool for the stabilization of unique many body wave functions.
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