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A general asymptotic framework is developed for studying consistency properties of principal component analysis (PCA). Our framework includes several previously studied domains of asymptotics as special cases and allows one to investigate interesting connections and transitions among the various domains. More importantly, it enables us to investigate asymptotic scenarios that have not been considered before, and gain new insights into the consistency, subspace consistency and strong inconsistency regions of PCA and the boundaries among them. We also establish the corresponding convergence rate within each region. Under general spike covariance models, the dimension (or the number of variables) discourages the consistency of PCA, while the sample size and spike information (the relative size of the population eigenvalues) encourages PCA consistency. Our framework nicely illustrates the relationship among these three types of information in terms of dimension, sample size and spike size, and rigorously characterizes how their relationships affect PCA consistency.

1. Introduction. Principal Component Analysis (PCA) is an important visualization and dimension reduction tool which finds orthogonal directions reflecting maximal variation in the data. This allows the low dimensional representation of data, by projecting data onto these directions. PCA is usually obtained by an eigen decomposition of the sample variance-covariance matrix of the data. Properties of the sample eigenvalues and eigenvectors have been analyzed under several domains of asymptotics.

In this paper, we develop a general asymptotic framework to explore interesting transitions among the various asymptotic domains. The general framework includes the traditional asymptotic setups as special cases, which allows careful study of the connections among the various setups, and more
importantly it investigates scenarios that have not been considered before, and offers new insights into the consistency (in the sense that the angle between estimated and population eigen direction tends to 0, or the inner product tends to 1) and strong-inconsistency (where the angle tends to \( \frac{\pi}{2} \), i.e., the inner product tends to 0) properties of PCA, along with some technically challenging convergence rates.

Existing asymptotic studies of PCA roughly fall into three domains:

(a) the classical domain of asymptotics, under which the sample size \( n \to \infty \) and the dimension \( d \) is fixed (hence the ratio \( \frac{n}{d} \to \infty \)). For example, see [2, 3, 11, 14, 19].

(b) the random matrix theory domain, where both the sample size \( n \) and the dimension \( d \) increase to infinity, with the ratio \( \frac{n}{d} \to c \), a constant mostly assumed to be within \((0, \infty)\). Representative work includes [9, 13, 26, 29] from the statistical physics literature, as well as [4, 5, 8, 15, 16, 20–23] from the statistics literature.

(c) the high dimension low sample size (HDLSS) domain of asymptotics, which is based on the limit, as the dimension \( d \to \infty \), with the sample size \( n \) being fixed (hence the ratio \( \frac{n}{d} \to 0 \)). HDLSS asymptotics was originally studied by [10], and recently rediscovered by [12]. PCA has been studied using the HDLSS asymptotics by [1, 17].

PCA consistency and (strong) inconsistency, defined in terms of angles, are important properties that have been studied before. A common technical device is the spike covariance model, initially introduced by Johnstone [15]. This model has been used in this context by, for example, Nadler [21], Johnstone and Lu [16], and Jung and Marron [17]. An interesting, more general model has been considered by Benaych-Georges and Nadakuditi [8].

Under the spike model, the first few eigenvalues are much larger than the others. A major point of the present paper is that there are three critical features whose relationships drive the consistency properties of PCA, namely

(1) the sample information: the sample size \( n \), which has a positive contribution to, i.e. encourages, the consistency of the sample eigenvectors.

(2) the variable information: the dimension \( d \), which has a negative contribution to, i.e. discourages, the consistency of the sample eigenvectors.

(3) the spike information: the relative sizes of the several leading eigenvalues, which also has a positive contribution to the consistency.

Our general framework considers increasing sample size \( n \), increasing dimension \( d \), and increasing spike information. It clearly characterizes how their relationships determine the regions of consistency and strong-inconsistency of PCA, along with the boundary in-between. In addition, our theorems
demonstrate the transitions among the existing domains of asymptotics, and for the first time to the best of our knowledge, enable one to understand the connections among them. Note that the classical domain ((a) above) assumes increasing sample size $n$ while fixing dimension $d$; the random matrix domain ((b) above) assumes increasing sample size $n$ and increasing dimension $d$, while fixing the spike information; the HDLSS domain ((c) above) fixes the sample size, and increases the dimension and the spike information; thus each of these three domains is a boundary case of our framework. Finally, our theorems also contain novel results on rates of convergence.

Sections 3 and 4 formally state very general theorems for the single and multiple component spike models, respectively. For illustration purposes only, in this section we first consider Examples 1.1 and 1.2 under some strong assumptions, which provide intuitive insight regarding the much more general theory presented in Sections 3 and 4.

For these two illustrative examples, the three types of information and their relationships can be mathematically quantified by two indices, namely the spike index $\alpha$ and the sample index $\gamma$. Within the context of these examples, we point out the significant contributions of our results in comparison with existing results. The comparisons and connections are graphically illustrated in Figure 1 and discussed below.

**Example 1.1.** (Single-component spike model) Assume that $X_1, \ldots, X_n$ are random sample vectors from a $d$-dimensional normal distribution $N(0, \Sigma)$, where the sample size $n \sim d^\gamma$ ($\gamma \geq 0$ is defined as the sample index) and the covariance matrix $\Sigma$ has the eigenvalues as

$$
\lambda_1 \sim d^\alpha, \lambda_2 = \cdots = \lambda_d = 1, \alpha \geq 0,
$$

where the constant $\alpha$ is defined as the spike index.

Theorem 3.1, when applied to this example, suggests that the maximal sample eigenvector is consistent when $\alpha + \gamma > 1$ (grey region in Figure 1(A)), and strongly inconsistent when $0 \leq \alpha + \gamma < 1$ (white triangle in Figure 1(A)). These very general new results nicely connect with many existing ones:

- **Previous Results I - the classical domain:**
  For this example, Theorem 1 of Anderson [2] implied that for fixed dimension $d$ and finite eigenvalues, when the sample size $n \to \infty$ (i.e. $\gamma \to \infty$, the limit on the vertical axis), the maximal sample eigenvector is consistent. This case is the upper left corner of Figure 1(A).

- **Previous Results II - the random matrix domain:**
  (a) The results of Johnstone and Lu [16] appear on the vertical axis in Panel (A) where the spike index $\alpha = 0$ (as they fix the spike
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Fig 1. General consistency and strong inconsistency regions for PCA, as a function of the spike index $\alpha$ and the sample index $\gamma$. Panel (A) - single spike model in Example 1.1: PCA is consistent on the grey region ($\alpha + \gamma > 1$), and strongly inconsistent on the white triangle ($0 \leq \alpha + \gamma < 1$). Panel (B) - multiple spike model in Example 1.2: the first $m$ sample PCs are consistent on the grey region ($\alpha + \gamma > 1, \gamma > 0$), subspace consistent on the dotted line segment ($\alpha > 1, \gamma = 0$) on the horizontal axis, and strongly inconsistent on the white triangle ($0 \leq \alpha + \gamma < 1$).

information): the first sample eigenvector is consistent when the sample index $\gamma > 1$ and strongly inconsistent when $\gamma < 1$.

(b) Nadler [21] explored the interesting boundary case of $\alpha = 0, \gamma = 1$ (i.e. $\frac{d}{n} \rightarrow c$ for a constant $c$) and showed that $\langle \hat{u}_1, u_1 \rangle > 2 \overset{a.s.}{\Rightarrow} \chi^2_n \chi^2_n + c(\lambda_1 - 1)$, where $\hat{u}_1$ and $u_1$ are the first sample and population eigenvector. This result appears in Panel (A) as the single solid circle $\gamma = 1$ on the vertical axis.

• Previous Results III - the HDLSS domain:

(a) The theorems of Jung and Marron [17] are represented on the horizontal axis in Panel (A) when the sample index $\gamma = 0$ (as they fix the sample size): the maximal sample eigenvector is consistent with the first population eigenvector when the spike index $\alpha > 1$ and strongly inconsistent when $\alpha < 1$.

(b) Jung et al. [18] deeply explored limiting behavior at the boundary $\alpha = 1, \gamma = 0$ (i.e. $\frac{d}{\lambda_1} \rightarrow c$ for a constant $c$) and showed that $\langle \hat{u}_1, u_1 \rangle > 2 \Rightarrow \frac{\lambda_1^2}{\lambda_1^2 + c}$, where $\Rightarrow$ means convergence in distribution and $\chi^2_n$ is the chi-squared distribution with $n$ degrees of freedom.
This result appears in Panel (A) as the single solid circle $\alpha = 1$ on the horizontal axis.

- **Our Results** hence nicely connect existing domains of asymptotics, and give a much more complete characterization for the regions of PCA consistency, subspace consistency, and strong inconsistency. We also investigate asymptotic properties of the other sample eigenvectors and all the sample eigenvalues.

**Example 1.2.** (Multiple-component spike model) Assume that the covariance matrix $\Sigma$ in Example 1.1 has the following eigenvalues

$$
\lambda_j = \begin{cases} 
c_j d^\alpha & \text{if } j \leq m, \\
1 & \text{if } j > m,
\end{cases} \quad \alpha \geq 0,
$$

where $m$ is a finite positive integer, the constants $c_j, j = 1, \ldots, m$, are positive and satisfy that $c_j > c_{j+1} > 1, j = 1, \ldots, m-1$.

Theorem 4.1, when applied to this example, shows that the first $m$ sample eigenvectors are individually consistent with corresponding population eigenvectors when $\alpha + \gamma > 1, \gamma > 0$ (the grey region in Figure 1(B)), instead of being subspace consistent [17], and strongly inconsistent when $\alpha + \gamma < 1$ (the white triangle in Panel (B)). This very general new result connects with many others in the existing literature:

- **Previous Results I - the classical domain:**
  For this example, Theorem 1 of Anderson [2] implied that for fixed dimension $d$ and finite eigenvalues, when the sample size $n \to \infty$ (i.e. $\gamma \to \infty$, the limit on the vertical axis), the first $m$ sample eigenvectors are consistent, while the other sample eigenvectors are subspace consistent. This case is the upper left corner of Figure 1(B).

- **Previous Results II - the random matrix domain:**
  Paul [23] explored asymptotic properties of the first $m$ eigenvectors and eigenvalues in the interesting boundary case of $\alpha = 0, \gamma = 1$, i.e., $\frac{d}{n} \to c$ with $c \in (0, 1)$ and showed that $\langle \hat{u}_j, u_j \rangle \overset{a.s.}{\to} \frac{((\lambda_j - 1)^2 - c)_+}{(\lambda_j - 1)^2 + c(\lambda_j - 1)}$ for $j = 1, \ldots, m$. This result appears in Panel (B) as the solid circle $\gamma = 1$ on the vertical axis. Paul and Johnstone [24] considered a similar framework but from a minimax risk analysis perspective. Nadler [21] and Johnstone and Lu [16] did not study multiple spike models.

- **Previous Results III - the HDLSS domain:**
  The theorems of Jung and Marron [17] are valid on the horizontal axis in Panel (B) where the sample index $\gamma = 0$. In particular, for this
example, their results showed that the first $m$ sample eigenvectors are not separable when the spike index $\alpha > 1$ (the horizontal dotted red line segment), instead they are subspace consistent with their corresponding population eigenvectors, and are strongly inconsistent when the spike index $\alpha < 1$ (the horizontal solid line segment). They and Jung et al. [18] did not study the asymptotic behavior on the boundary - the single open circle $(\alpha = 1, \gamma = 0)$ on the horizontal axis.

- **Our Results** cover the classical domain, and are stronger than what [17] obtained: the increasing sample size enables us to separate out the first few leading eigenvectors and characterize individual consistency, while only subspace consistency was obtained by [17].

The organization of the rest of the paper is as follows. Section 2 first introduces our notations and several relevant consistency concepts. Section 3 then presents the theoretical results of single-component spike models, stating the asymptotic properties of the sample eigenvalues and eigenvectors under our general framework. Section 3.1 first considers single-component spike models with the increasing sample size $n$, and Section 3.2 then studies single-component spike models where the sample size $n$ is fixed. Section 4 studies multiple-component spike models. For easy access to the main ideas, Section 4.1 first studies models with distinct eigenvalues, while Section 4.2 then considers models where the eigenvalues are grouped. Section 5 contains some discussion about the asymptotic properties of PCA when some small eigenvalues equal to zero and the challenges to obtain non-asymptotic results. Section 6 contains the technical proofs of the main theorem.

2. Notations and Concepts. We now introduce some necessary notations, and define consistency concepts relevant for our asymptotic study.

2.1. Notation. Let the population covariance matrix be $\Sigma$, whose eigen decomposition is

$$\Sigma = U\Lambda U^T,$$

where $\Lambda$ is the diagonal matrix of population eigenvalues $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_d$, and $U$ is the matrix of corresponding eigenvectors $U = [u_1, \ldots, u_d]$.

As in Jung and Marron [17], assume that $X_1, \ldots, X_n$ are i.i.d. $d$-dimensional random sample vectors and have the following representation

$$X_i = \sum_{j=1}^{d} z_{i,j}u_j,$$  \hspace{1cm} (2.1)
where the $z_{i,j}$’s are i.i.d random variables with zero mean, unit variance and finite fourth moment. An important special case is that the $z_{i,j}$’s follow the standard normal distribution $N(0, 1)$.

**Assumption 2.1.** $X_1, \ldots, X_n$ are a random sample having the distribution described by (2.1).

Denote the sample covariance matrix by $\hat{\Sigma} = n^{-1}XX^T$, where $X = [X_1, \ldots, X_n]$. Note that $\hat{\Sigma}$ can also be decomposed as

$$\hat{\Sigma} = \hat{U}\hat{\Lambda}\hat{U}^T,$$

where $\hat{\Lambda}$ is the diagonal matrix of sample eigenvalues $\hat{\lambda}_1 \geq \hat{\lambda}_2 \geq \ldots \geq \hat{\lambda}_d$ and $\hat{U}$ is the matrix of corresponding sample eigenvectors where $\hat{U} = [\hat{u}_1, \ldots, \hat{u}_d]$. Below we introduce asymptotic notations that will be used in our theoretical studies. Assume that $\{\xi_n : n = 1, \ldots, \infty\}$ is a sequence of random variables, and $\{a_n : n = 1, \ldots, \infty\}$ is a sequence of constant values.

- Denote $\xi_n = o_{a.s.}(a_n)$ if $\lim_{n \to \infty} \frac{\xi_n}{a_n} = 0$ almost surely.
- Denote $\xi_n = O_{a.s.}(a_n)$ if $\limsup_{n \to \infty} \left| \frac{\xi_n}{a_n} \right| \leq z$ almost surely, where the random variable $z$ satisfies $P(0 < z < \infty) = 1$.
- Denote $\xi_n \sim a_n$ if $c_2 \leq \limsup_{n \to \infty} \frac{\xi_n}{a_n} \leq \liminf_{n \to \infty} \frac{\xi_n}{a_n} \leq c_1$ almost surely, for two constants $c_1 \geq c_2 > 0$.

In addition, we introduce the following notions to help understand the assumptions on the population eigenvalues in our theorems. Assume that $\{a_k : k = 1, \ldots, \infty\}$ and $\{b_k : k = 1, \ldots, \infty\}$ are two sequence of constant values, where $k$ can stand for either $n$ or $d$.

- Denote $a_k \gg b_k$ if $\lim_{k \to \infty} \frac{a_k}{b_k} = 0$.
- Denote $a_k \sim b_k$ if $c_2 \leq \limsup_{k \to \infty} \frac{a_k}{b_k} \leq \liminf_{k \to \infty} \frac{a_k}{b_k} \leq c_1$ for two constants $c_1 \geq c_2 > 0$.

2.2. **Concepts.** Below we list three important concepts relevant for consistency and strong inconsistency, some of which are modified from the related concepts given by Jung and Marron [17] and Shen et al. [27]. Let $\hat{u}_j$ be any normalized sample estimator of $u_j$ for $j = 1, \ldots, \lfloor n \wedge d \rfloor$.

- **Consistency with rate** $a_n$: The estimator $\hat{u}_j$ is consistent with its population counterpart $u_j$ with the convergence rate $a_n$ if $|<\hat{u}_j, u_j>| = 1 + O_{a.s.}(a_n)$. For example, $a_n = \left(\frac{n^{0.5}}{d}\right)^{\frac{1}{2}}$.
- **Strong inconsistency with rate** $a_n$: $\hat{u}_j$ is strongly inconsistent with $u_j$ with the convergence rate $a_n$ if $|<\hat{u}_j, u_j>| = O_{a.s.}(a_n)$. 

Let $H$ be an index set, e.g. $H = \{m + 1, \cdots , d\}$. Define $S = \text{span}\{u_k, k \in H\}$ to be the linear span generated by $\{u_k, k \in H\}$.

- **Subspace consistency with rate $a_n$:** $\hat{u}_j, j \in H$, is subspace consistent with $S$ with convergence rate $a_n$ if

  \[\angle(\hat{u}_j, S) = O_{\text{a.s}}(a_n),\tag{2.3}\]

  where the angle between the estimator $\hat{u}_j$ and the subspace $S$ is the angle between the estimator and its projection onto the subspace, see Jung and Marron [17]. For further clarification, we provide a graphical illustration of the angle in Section B of the supplement [28].

Terminology: In the following results, for simple general formulations, the term - consistent at the rate $a_n$ - will mean “$O_{\text{a.s}}(a_n)$” in situations where $a_n \to 0$. Otherwise it means “$o_{\text{a.s}}(a_n)$”. Similarly for strong inconsistency and subspace consistency.

### 3. Single component spike models

Below we state our main theorems for single-component spike models. In Section 3.1, we study the asymptotic properties of PCA with increasing sample size $n$. In Section 3.2, we investigate the asymptotic properties of PCA with fixed $n$.

**3.1. Cases with increasing sample size $n$.** We first state in Theorem 3.1 one of our main theoretical results regarding PCA consistency under our general framework. We then offer several remarks in regards to the conditions of the theorem as well as the connection between our results and the earlier ones in the literature.

To fix ideas, we assume the maximal eigenvalue $\lambda_1$ dominates the other eigenvalues. WLOG, we assume that as $n \to \infty$ or $d \to \infty$,

**Assumption 3.1.** $\lambda_1 > \lambda_2 \to \cdots \to \lambda_d \to \lambda_\chi$, where $\lambda_\chi$ is a constant.

As discussed in the Introduction, we consider the delicate balance among the positive sample information $n$, the positive spike information $\lambda_1$, and the negative variable information $d$, and characterize the various PCA consistency and strong-inconsistency regions.

Theorem 3.1 below suggests that the asymptotic properties of the sample eigenvalues and eigenvectors depend on the relative strength of the positive information and the negative information, as particularly measured by two ratios: $\frac{d}{n\lambda_1}$ and $\frac{d}{n}$. The value of $\frac{d}{n\lambda_1}$ determines whether the maximal sample eigenvalue is separable from the other eigenvalues, and further determines
the consistency of the maximal sample eigenvector. The value of \( \frac{d}{n} \) determines the asymptotic properties of the second and higher sample eigenvalues and eigenvectors.

The following discussion and the scenarios in Theorem 3.1 are arranged according to a decreasing amount of positive information:

- **Theorem 3.1(a):** If the amount of positive information dominates the amount of negative information up to the maximal eigenvalue, i.e. \( \frac{d}{n\lambda_1} \to 0 \), then the maximal sample eigenvector is consistent, and the other sample eigenvectors are subspace consistent. In addition, the asymptotic properties of sample eigenvalues and eigenvectors whose index are greater than 1 depend on the value \( \frac{d}{n} \).

- **Theorem 3.1(b):** On the other hand, if the amount of negative information always dominates, i.e. \( \frac{d}{n\lambda_1} \to \infty \), then the sample eigenvalues are asymptotically indistinguishable, and the sample eigenvectors are strongly inconsistent.

**Theorem 3.1.** Under Assumptions 2.1 and 3.1, as \( n \to \infty \), the following results hold.

(a) If \( \frac{d}{n\lambda_1} \to 0 \), then \( \frac{\lambda_j}{\lambda_1} \overset{a.s.}{\to} 1 \), \( \hat{u}_1 \) is consistent with \( u_1 \), and the other \( \hat{u}_j \) are subspace consistent with \( S = \text{span}\{u_k, k \geq 2\} \). In addition,

i. If \( \frac{d}{n} \to 0 \), then \( \frac{\lambda_j}{\lambda_1} \overset{a.s.}{\to} 1 \), \( j = 2, \ldots, [n \wedge (d - 1)] \), and \( \hat{\lambda}_{[n \wedge d]} = O_{a.s.}(1) \). The consistency rate for \( \hat{u}_1 \) and the subspace consistency rate for the other \( \hat{u}_j \) are both \( \left( \frac{1}{\lambda_1} \right)^{\frac{1}{2}} \).

ii. If \( \frac{d}{n} \to \infty \), then \( \frac{\lambda_j}{\lambda_1} \overset{a.s.}{\to} \frac{d}{n} \) for \( j = 2, \ldots, [n \wedge d] \); \( \hat{u}_1 \) is consistent with rate \( \left( \frac{d}{n\lambda_1} \right)^{\frac{1}{2}} \), and the other \( \hat{u}_j \) are strongly inconsistent with rate \( \left( \frac{n\lambda_j}{d} \right)^{\frac{1}{2}} \).

iii. If \( \lim_{n \to \infty} \frac{d}{n} = c^* \) (\( 0 < c^* \leq \infty \)), then for \( j = 2, \ldots, [n \wedge d] \), \( \hat{\lambda}_j \leq c \times \lim_{n \to \infty} \frac{d}{n} \) almost surely, where \( c \) is some constant. The consistency rate for \( \hat{u}_1 \) and the subspace consistency rate for the other \( \hat{u}_j \) are both \( \left( \frac{d_n}{n\lambda_1} \right)^{\frac{1}{2}} \), where \( \{d_n\} \) is a sequence converging to \( c^* \).

(b) If \( \frac{d}{n\lambda_1} \to \infty \), then \( \hat{\lambda}_j \overset{a.s.}{\to} c \frac{d}{n} \) for \( j = 1, \ldots, [n \wedge d] \), and the corresponding eigenvectors \( \hat{u}_j \) are strongly inconsistent with rate \( \left( \frac{n\lambda_j}{d} \right)^{\frac{1}{2}} \).
Having stated the main results for single-component spike models, we now offer several remarks regarding the conditions assumed in Theorem 3.1 and make connections with existing results about PCA consistency.

- If Assumption 3.1 is replaced by the alternative assumption \( \lambda_1 \gg \lambda_2 \sim \cdots \sim \lambda_d \sim 1 \), then except for \( \hat{\lambda}_1 \xrightarrow{a.s.} 1 \) in Scenario (a), all other "\( \xrightarrow{a.s.} \)" for the sample eigenvalues should be replaced by "\( \xrightarrow{a.s.} \)". The results for the sample eigenvectors remain the same.

- An assumption of the form (3.1), i.e. \( \lambda_2 \rightarrow \cdots \rightarrow \lambda_d \rightarrow c_1 \), or else \( \lambda_2 \sim \cdots \sim \lambda_d \sim 1 \) is needed to obtain general convergence results for the non-spike sample eigenvalues \( \hat{\lambda}_j \), \( j > 1 \) under the wide range of scenarios: \( \frac{d}{n} \rightarrow 0 \), \( \frac{d}{n} \rightarrow \infty \) or \( \lim_{n \to \infty} \frac{d}{n} = c^* \) \((0 < c^* \leq \infty)\). When one focusses only on the spike eigenvalue, a weaker assumption, such as the slowly decaying non-spike eigenvalues assumed by Bai and Yao (2012) [7], is enough. Then the spike condition \( \lambda_1 \gg \lambda_2 \) is enough to generate the consistency properties of \( \hat{\lambda}_1 \) and \( \hat{u}_1 \) in Scenario (a). In that case, the behaviors of the other sample eigenvalues and eigenvectors are very case-wise to formulate in general.

- Nadler [21] and Johnstone and Lu (2009) [16] studied the properties of the first sample eigenvalue and eigenvector under the normality assumption for fixed \( \lambda_1 \). Furthermore, if \( d \) is fixed, Scenario (a) of Theorem 3.1 degenerates to the case studied by Anderson (1963) [2].

- Assuming fixed \( \lambda_1 \) and \( \frac{d}{n} \to c \) with \( c \) being a constant, Nadler [21], Johnstone and Lu [16] and Benaych-Georges and Nadakuditi [8] obtained the results in Previous Results II - the random matrix domain in Example 1.1, which indicate that, as \( n \to \infty \), the maximal sample eigenvector \( \hat{u}_1 \) is consistent when \( \frac{d}{n} \to 0 \), and inconsistent when \( \frac{d}{n} \to \infty \). Our Theorem 3.1 includes this as a special case. In addition, Theorem 3.1 offers more than just relaxing the fixed \( \lambda_1 \) assumption: it characterizes how an increasing \( \lambda_1 \) interacts with the ratio \( \frac{d}{n} \), derives the corresponding convergence rate, and also studies the asymptotic properties of the higher order sample eigenvalues and eigenvectors, all of which have not been investigated before.

### 3.2. Cases with fixed \( n \)

Theorem 3.2 summarize the results for the fixed \( n \) cases (i.e. the HDLSS domain). In comparison with Jung and Marron (2009) [17], we make more general assumptions on the population eigenvalues, and obtain the corresponding convergence rate results; furthermore, we obtain almost sure convergence, instead of convergence in probability [17].
Consider the $z_{i,j}$ in (2.1), and define

\begin{equation}
\tilde{Z}_j = (z_{1,j}, \ldots, z_{n,j})^T, \quad j = 1, \cdots, d,
\end{equation}

which are needed here to describe the asymptotic properties of the sample eigenvalues in HDLSS settings. In addition, define $K = \lim_{d \to \infty} \frac{\sum_{j=2}^{d} \lambda_j}{n d}$.

**Theorem 3.2.** Under Assumptions 2.1 and 3.1, for fixed $n$, as $d \to \infty$, the following results hold.

(a) If $\frac{d}{\lambda_1} \to 0$, then $\frac{\lambda_1}{\lambda_1} \xrightarrow{a.s.} \frac{\tilde{Z}_1^T \tilde{Z}_1}{n}$, where $\tilde{Z}_1$ is defined in (3.1), and the rest of the non-zero $\frac{\lambda_j}{\lambda_1} \xrightarrow{a.s.} K$. In addition, $\hat{u}_1$ is consistent with rate $\left(\frac{d}{\lambda_1}\right)^{1/2}$, and the rest of the $\hat{u}_j$ are strongly inconsistent with rate $\left(\frac{\lambda_j}{\lambda_1}\right)^{1/2}$.

(b) If $\frac{d}{\lambda_1} \to \infty$, then the non-zero $\frac{\lambda_j}{\lambda_1} \xrightarrow{a.s.} K$, and the corresponding $\hat{u}_j$ are strongly inconsistent with rate $\left(\frac{\lambda_j}{\lambda_1}\right)^{1/2}$, respectively.

Some comments about the conditions and results of Theorem 3.2

- Assumption 3.1 can be replaced by $\lambda_1 \gg \lambda_2 \sim \cdots \lambda_d \sim 1$. The results remain the same.
- Even if the non-spike eigenvalues $\lambda_j$, $j > 2$, decay slowly, the condition $\lambda_1 \gg \lambda_2$ is enough to generate the same properties for $\hat{\lambda}_1$ and $\hat{u}_1$ as in Scenario (a).
- If Assumption 2.1 is strengthened to a normality assumption, then $\frac{\lambda_1}{\lambda_1} \xrightarrow{a.s.} \frac{\chi^2_n}{n}$ in Scenario (a).
- Assumption 2.1 assumes that the $z_{i,j}$’s are i.i.d rather than $\rho$-mixing as in [17]. Thus, convergence in probability in [17] is strengthened to almost sure convergence here.

4. **Multiple component spike models.** We consider multiple spike models with finite $m(\in [1, n \wedge d])$ dominating spikes. In Section 4.1, we study models where the dominating eigenvalues are distinct. In Section 4.2, we consider the cases where the eigenvalues are not all distinct, by introducing the concept of tiered eigenvalues.

4.1. **Multiple component spike models with distinct eigenvalues.**

4.1.1. **Cases with increasing sample size $n$.** WLOG, we assume that the first $m$ population eigenvalues have different strength and dominate the rest population eigenvalues, which are asymptotically equivalent.
Assumption 4.1. As $n \to \infty$, $\lambda_1 > \cdots > \lambda_m > \lambda_{m+1} \to \cdots \to \lambda_d \to c\lambda$.

A useful quantity, for distinguishing the various cases among eigenvectors in the coming theorems, is

$$a_l = \max_{1 \leq k \leq l} \frac{\lambda_{k+1}}{\lambda_k}, \quad l = 1, \cdots, m.$$ 

This lower bound on the consecutive relative gap among the first $l$ eigenvalues provides a critical measure of the separation between the $l$-th sample eigenvector and the first $l-1$ sample eigenvectors.

Below we first state the main theoretical results in Theorem 4.1, and follow up with some remarks about the theorem conditions and the connections between the theorem and the existing results in the literature.

Similar to Theorem 3.1, Theorem 4.1 states the asymptotic properties of the sample eigenvalues and eigenvectors in a trichotomous manner, separated by the size of $\frac{d}{n\lambda_j}$, which again measures the relative strength of the positive information and the negative information. The three scenarios below and in Theorem 4.1 are arranged in a decreasing order of the amount of the positive information:

- Theorem 4.1(a): If the amount of positive information dominates the amount of negative information up to the $m$th spike, i.e. $\frac{d}{n\lambda_m} \to 0$, then each of the first $m$ sample eigenvector is consistent, and the additional ones are subspace consistent;
- Theorem 4.1(b): Otherwise, if the amount of positive information dominates the amount of negative information only up to the $h$th spike $(h \in [1, m])$, i.e. $\frac{d}{n\lambda_h} \to 0$ and $\frac{d}{n\lambda_{h+1}} \to \infty$, then each of the first $h$ sample eigenvector is consistent, and each of the remaining higher-order sample eigenvector is strongly-inconsistent;
- Theorem 4.1(c): Finally, if the amount of negative information always dominates, i.e. $\frac{d}{n\lambda_1} \to \infty$, then the sample eigenvalues are asymptotically indistinguishable, and the sample eigenvectors are strongly inconsistent.

Theorem 4.1. Under Assumptions 2.1 and 4.1, as $n \to \infty$, the following results hold.

(a) If $\frac{d}{n\lambda_m} \to 0$, then $\frac{\lambda_j}{\lambda_j} \xrightarrow{a.s.} 1$ for $1 \leq j \leq m$. In addition, $\hat{u}_j$ are consistent with $u_j$ for $1 \leq j \leq m$ and the other $\hat{u}_j$ are subspace consistent with $S = \text{span}\{u_k, k \geq m+1\}$. 


(b) If there exists a constant $h$, $1 \leq h \leq m$, such that $\frac{d}{n\lambda_h} \to 0$ and $\frac{d}{n\lambda_{h+1}} \to \infty$, then $\frac{\lambda_j}{\lambda_j} \to a$ for $1 \leq j \leq h$, and the other non-zero $\hat{\lambda}_j \to c\frac{d_n}{n}$. In addition, $\hat{u}_j$ are consistent with rate $\left(a_j \lor \frac{d_n}{n\lambda_j}\right)^{\frac{1}{2}}$ for $1 \leq j \leq h$, and the other $\hat{u}_j$ are strongly inconsistent with rate $\left(\frac{n\lambda_j}{d_n}\right)^{\frac{1}{2}}$.

(c) If $\frac{d}{n\lambda_1} \to \infty$, then the non-zero $\hat{\lambda}_j \to c\frac{d_n}{n}$, and the corresponding $\hat{u}_j$ are strongly inconsistent with rate $\left(\frac{n\lambda_j}{d_n}\right)^{\frac{1}{2}}$.

We now discuss the properties of the rest of the sample eigenvalues and the convergence rate in Scenario (a), and the conditions needed in the theorem and how the results connect with existing ones in the literature.

- The special case of $m = 1$ is Theorem 3.1 for single spike models.
- As in Theorem 3.1, Scenario (a) in Theorem 4.1 contains three different cases.
  i. If $\frac{d}{n} \to 0$, then $\frac{\lambda_j}{\lambda_j} \to a$, $j = m + 1, \cdots, [n \land (d - m)]$ and the rest of the non-zero $\hat{\lambda}_j = O_{\text{a.s.}}(1)$. In addition, the consistency rates for the $\hat{u}_j$ are $\left(a_j \lor \frac{1}{\lambda_j}\right)^{\frac{1}{2}}$ for $1 \leq j \leq m$, and the subspace consistency rates for the other $\hat{u}_j$ are $\left(a_m \lor \frac{1}{\lambda_m}\right)^{\frac{1}{2}}$.
  ii. The case $\frac{d}{n} \to \infty$ is considered in Scenario (b) ($h = m$) of Theorem 4.1.
  iii. If $\lim \frac{d_n}{n} = c^*$ ($0 < c^* \leq \infty$), then for $j = m + 1, \cdots, [n \land d]$, $\lim \lambda_j \leq c \times \lim \frac{d_n}{n}$ almost surely, where $c$ is some constant. Also the consistency rates for the $\hat{u}_j$ are $\left(a_j \lor \frac{d_n}{n\lambda_j}\right)^{\frac{1}{2}}$ for $1 \leq j \leq m$, and the subspace consistency rates for the rest of the $\hat{u}_j$ are $\left(\frac{d_n}{n\lambda_m}\right)^{\frac{1}{2}}$, where $\{d_n\}$ is a sequence converging to $c^*$.

- If Assumption 4.1 is replaced by the alternative assumption $\lambda_1 > \cdots > \lambda_m \gg \lambda_{m+1} \sim \cdots \sim \lambda_d \sim 1$, then we still have $\frac{\lambda_j}{\lambda_j} \to a$, $1 \leq j \leq m$, as in Scenario (a) and $1 \leq j \leq h$ as in Scenario (b), but all other results of the form $\frac{a}{\text{a.s.}}$ for the sample eigenvalues should be replaced by $\frac{a}{\text{a.s.}}$. The results for the sample eigenvectors remain same.
- Even if the non-spike eigenvalues $\lambda_j$, $j > m$, decay slowly, the condition $\lambda_1 > \cdots > \lambda_m \gg \lambda_{m+1}$ is enough to generate the consistency
properties of $\hat{\lambda}_j$ and $\hat{u}_j$, for $1 \leq j \leq m$ in Scenario (a) and $1 \leq j \leq h$ in Scenario (b).

- In Theorem 4.1, consider the special case of fixed dimension $d$ and $\infty > \lambda_1 > \cdots > \lambda_m > \lambda_{m+1} \to \cdots \to \lambda_d \to c$. Then, Theorem 4.1(a) is consistent with the classical results implied by Theorem 1 of Anderson [2].

- Considering fixed $\lambda_1, \cdots, \lambda_m$ and $\frac{d}{n} \to c$, where $c \in (0, 1)$, Paul [23] obtained results that are applicable to Example 1.2 to obtain Previous Results II - the random matrix domain in . As one can see, our Theorem 4.1 relaxes the assumptions of $\frac{d}{n} \to c \in (0, 1)$ and that $\lambda_1, \cdots, \lambda_m$ are fixed. In addition, we characterize how increasing $\lambda_1, \cdots, \lambda_m$ interact with the ratio $\frac{d}{n}$ along with the corresponding convergence rates, and study the asymptotic properties of the higher order sample eigenvalues and eigenvectors, all of which have not been investigated before.

4.1.2. Cases with fixed $n$. The following Theorem 4.2 considers cases with fixed $n$. The multiple spike condition in Assumption 4.1 now becomes that the first $m$ population eigenvalues are of the different order and dominate the other population eigenvalues, which are asymptotically equivalent:

**Assumption 4.2.** as $d \to \infty$, $\lambda_1 \gg \cdots \gg \lambda_m \gg \lambda_{m+1} \sim \cdots \sim \lambda_d \sim 1$.

Note that for fixed $n$ and $d \to \infty$, assuming $\lambda_j > \lambda_{j+1}$ can not asymptotically separate the corresponding sample eigenvalues $\hat{\lambda}_j$ and $\hat{\lambda}_{j+1}$. Thus, we need to replace Assumption 4.1 with Assumption 4.2 to asymptotically separate the first $m$ sample eigenvalues. Define $K = \lim_{d \to \infty} \frac{\sum_{j=m+1}^{d} \lambda_j}{\lambda_{m+1}}$.

**Theorem 4.2.** Under Assumptions 2.1 and 4.2, for fixed $n$, as $d \to \infty$, the following results hold.

(a) If there exists a constant $h$, $1 \leq h \leq m$, such that $\frac{d}{\lambda_h} \to 0$ and $\frac{d}{\lambda_{h+1}} \to \infty$, then $\frac{\hat{\lambda}_j}{\lambda_j} \xrightarrow{a.s.} \frac{2^r \bar{Z}_j}{n}$ for $1 \leq j \leq h$, where $\bar{Z}_j$ is defined in (3.1), and the other $\hat{\lambda}_j$’s satisfy $\frac{\hat{\lambda}_j}{\lambda_j} \xrightarrow{a.s.} K$. In addition, $\hat{u}_j$ are consistent with rate $\left( a_j \vee \frac{d}{\lambda_j} \right)^{\frac{1}{2}}$ for $1 \leq j \leq h$, and the other $\hat{u}_j$’s are strongly inconsistent with rate $\left( \frac{\lambda_j}{d} \right)^{\frac{1}{2}}$.

(b) If $\frac{d}{\lambda_1} \to \infty$, then the non-zero $\frac{\hat{\lambda}_j}{\lambda_j} \xrightarrow{a.s.} K$, and the corresponding $\hat{u}_j$ are strongly inconsistent with rate $\left( \frac{\lambda_j}{d} \right)^{\frac{1}{2}}$. 
Some comments are made for the results of Theorem 4.2

- If \( m = 1 \), Theorem 4.2 becomes Theorem 3.2.
- Even if the non-spike eigenvalues \( \lambda_j, j > m \), decay slowly, the condition \( \lambda_1 \gg \cdots \gg \lambda_m \gg \lambda_{m+1} \) is enough to guarantee the same properties for \( \hat{\lambda}_j \) and \( \hat{u}_j \), where \( 1 \leq j \leq h \), in Scenario (a).
- If Assumption 2.1 is strengthened to a normality assumption, then \( \frac{\hat{\lambda}_j}{\lambda_j} \xrightarrow{a.s.} \frac{\chi^2}{n} \) for \( 1 \leq j \leq h \) in Scenario (a).

4.2. Multiple component spike models with tiered eigenvalues. We now consider models where the \( m \) eigenvalues can be grouped into \( r \) tiers, where the eigenvalues within the same tier are either the same or have the same limit or are of the same order, and the eigenvalues within different tiers have either different limits or are of different orders.

4.2.1. Cases with increasing sample size \( n \). To fix ideas, the first \( m \) eigenvalues are grouped into \( r \) tiers where there are \( q_l (>0) \) eigenvalues in the \( l \)th tier with \( \sum_{l=1}^{r} q_l = m \). Define \( q_0 = 0, q_{r+1} = d - \sum_{l=1}^{r} q_l \), and the index set of the eigenvalues in the \( l \)th tier as

(4.1) \[ H_l = \left\{ \frac{l-1}{k=0} \sum_{k=0}^{l-1} q_k + 1, \sum_{k=0}^{l-1} q_k + 2, \cdots, \sum_{k=0}^{l-1} q_k + q_l \right\}, \quad l = 1, \cdots, r + 1. \]

Assume the eigenvalues in the \( l \)th tier have the same limit \( \delta_l (>0) \), i.e.

**Assumption 4.3.** \( \lim_{n \to \infty} \frac{\hat{\lambda}_j}{\lambda_j} = 1, \quad j \in H_l, l = 1, \cdots, r. \)

The above assumption suggests that it is impossible to separate the sample eigenvectors whose indexes are in the same tier, and motives us to consider subspace consistency. In addition, we assume that the population eigenvalues from different tiers are asymptotically different and dominate the other population eigenvalues that are asymptotically equivalent:

**Assumption 4.4.** \( \text{as} \ n \to \infty, \delta_1 > \cdots > \delta_r > \lambda_{m+1} \to \cdots \to \lambda_d \to c_r. \)

Under the above setup, we have the following Theorem 4.3 which suggests that the eigenvalues with the same limit can not be consistently estimated individually; the corresponding eigenvector estimates are either subspace consistent with the linear space spanned by the eigenvectors, or strongly inconsistent. Similar to the earlier theorems, Theorem 4.3 is arranged according to a decreasing amount of positive information:
• Theorem 4.3(a): If the amount of positive information dominates the amount of negative information up to the $r$th tier, i.e. $d n \delta r \to 0$, then the estimates for the eigenvectors in the first $r$ tiers are subspace consistent, and the estimates for the rest are also subspace consistent (but) at a different rate;

• Theorem 4.3(b): Otherwise, if the amount of positive information dominates the amount of negative information only up to the $h$th tier ($h \in [1, r]$), i.e. $d n \delta h \to 0$ and $d n \delta h+1 \to \infty$, then the estimates for the eigenvectors in the first $h$ tiers are subspace consistent, and the estimates for the rest eigenvectors are strongly-inconsistent;

• Theorem 4.3(c): Finally, if the amount of negative information always dominates, i.e. $d n \lambda 1 \to \infty$, then the sample eigenvalues are asymptotically indistinguishable, and the sample eigenvectors are strongly inconsistent.

In this setting, one key to distinguishing the cases in the theorem is

\begin{equation}
(4.2) \quad a_l = \max_{1 \leq k \leq l} \frac{\delta_{k+1}}{\delta_k}, \quad l = 1, \ldots, r,
\end{equation}

where $\delta_{r+1} = 1$, which measures the separation between the sample eigenvectors in the $l$-th tier and those in the first $l-1$ tiers. Define the subspace $S_l = \text{span}\{u_k, k \in H_l\}$ for $l = 1, \ldots, r+1$.

**Theorem 4.3.** Under Assumptions 2.1, 4.3 and 4.4, as $n \to \infty$, the following results hold.

(a) If $\frac{d}{n \delta_l} \to 0$, then $\hat{\lambda}_j \xrightarrow{a.s.} \lambda_j$ for $1 \leq j \leq m$. In addition, $\hat{u}_j$ are subspace consistent with $S_l$ if $j \in H_l, l = 1, \ldots, r+1$.

(b) If there exists a constant $h$, $1 \leq h \leq r$, such that $\frac{d}{n \delta_h} \to 0$ and $\frac{d}{n \delta_{h+1}} \to \infty$, then $\hat{\lambda}_j \xrightarrow{a.s.} \lambda_j$ for $j \in H_l, l = 1, \ldots, h$, and the other non-zero $\hat{\lambda}_j \xrightarrow{a.s.} c_\lambda \frac{d}{n}$. In addition, $\hat{u}_j$ are subspace consistent with $S_l$ with rate \( \left( a_l \vee \frac{d}{n \delta_l} \right)^{\frac{1}{2}} \) for $j \in H_l, l = 1, \ldots, h$, and the other $\hat{u}_j$ are strongly inconsistent with rate \( \left( \frac{n \lambda_j}{d} \right)^{\frac{1}{2}} \).

(c) If $\frac{d}{n \delta_1} \to \infty$, then the non-zero $\hat{\lambda}_j \xrightarrow{a.s.} c_\lambda \frac{d}{n}$, and the corresponding $\hat{u}_j$ are strongly inconsistent with rate \( \left( \frac{n \lambda_j}{d} \right)^{\frac{1}{2}} \).

The following comments can be made for the results of Theorem 4.3.
• If each tier only contains one eigenvalue, i.e. \( q_1 = \cdots = q_r = 1 \), then Theorem 4.3 simplifies to Theorem 4.1.
• There are additional eigenvalue properties, which are entirely parallel to those in the 2nd remark following Theorem 4.1. The corresponding convergence rates in Scenario (a) of Theorem 4.3 can be attained by replacing \( \lambda_j \) by \( \delta_j \) in Scenario (a) of Theorem 4.1.
• Assumption 4.4 can be replaced by \( \delta_1 > \cdots > \delta_r \gg \lambda_{m+1} \sim \cdots \lambda_d \sim 1 \).

Then, the consistency results of the first \( r \) tiers of sample eigenvalues in Scenario (a) or the first \( h \) tiers in Scenario (b) remain the same, while all other results of the form “\( \xrightarrow{a.s.} \)” for the sample eigenvalues should be replaced by “\( \xrightarrow{a.s.} \)” . The results for the sample eigenvectors remain same.
• Even if the non-spike eigenvalues \( \lambda_j, j > m \), decay slowly, the condition \( \delta_1 > \cdots > \delta_r \gg \lambda_{m+1} \) is enough to generate the same properties for \( \hat{\lambda}_j \) and \( \hat{u}_j \), with \( j \in H_l, l \leq r \) as in Scenario (a) and \( j \in H_l, l \leq h \) as in Scenario (b).
• The cases covered by Theorem 4.3 were not studied by Paul (2007) [23], which required the eigenvalues to be individually estimable.
• In Theorem 4.3, the dimension \( d \) can be fixed. In addition, suppose \( \infty > \delta_1 > \cdots > \delta_r > \lambda_{m+1} \rightarrow \cdots \rightarrow \lambda_d \rightarrow c_\lambda \) and the eigenvalues satisfying (4.3). Then, the results of Theorem 4.3(a) are consistent with the classical asymptotic subspace consistency results implied by Theorem 1 of Anderson (1963) [2].

4.2.2. Cases with fixed \( n \). Similar results can be obtained for the fixed \( n \) cases (i.e. the HDLSS domain) as summarized below in Theorem 4.4. For that, we assume that as \( d \rightarrow \infty \), the first \( m \) eigenvalues fall into \( r \) tiers, where the eigenvalues in the same tier are asymptotically equivalent, as stated in the following assumption:

**Assumption 4.5.** \( \lambda_j \sim \delta_l, j \in H_l, l = 1, \cdots, r \).

Different from Assumption 4.3 for diverging sample size \( n \), now with a fixed \( n \), the eigenvalues within the same tier are assumed to be of the same order, rather than of the same limit when \( n \) increases to \( \infty \). As we will see below in Theorem 4.4, one can not separately estimate the eigenvalues of the same order when \( n \) is fixed, which is feasible with an increasing \( n \) as long as they do not have the same limit as previously shown in Theorem 4.3.

In addition, we assume that the population eigenvalues from different tiers are of different orders and dominate the rest eigenvalues which are asymptotically equivalent:
Assumption 4.6. as \( d \to \infty \), \( \delta_1 \gg \cdots \gg \delta_r \gg \lambda_{m+1} \sim \cdots \sim \lambda_d \sim 1 \).

Note that for fixed \( n \) and \( d \to \infty \), the assumption \( \delta_i > \delta_{i+1} \) can not guarantee asymptotic separation of the corresponding sample eigenvalues \( \hat{\lambda}_j \) for \( j \in H_l \) and \( \hat{\lambda}_j \) for \( j \in H_{l+1} \). Thus, we need to replace Assumption 4.4 with Assumption 4.6 in order to asymptotically separate the first \( r \) subgroups of sample eigenvalues. Define

\[
K = \lim_{d \to \infty} \sum_{j=m+1}^{d} \frac{\lambda_j}{nd} \quad \text{and} \quad A_l^* = \frac{1}{n} \sum_{k \in H_l} \tilde{Z}_k \tilde{Z}_k^T, \quad l = 1, \cdots, r,
\]

which are used to describe the asymptotic properties of the sample eigenvalues in HDLSS settings.

Theorem 4.4. Under Assumptions 2.1, 4.5 and 4.6, for fixed \( n \), as \( d \to \infty \), the following results hold.

(a) If there exists a constant \( h, 1 \leq h \leq r \), such that \( \frac{d}{\delta_h} \to 0 \) and \( \frac{d}{\delta_{h+1}} \to \infty \), then for \( j \in H_l, l = 1, \cdots, h \), we have almost surely that

\[
\lambda_{\min}(A_l^*) \times \min_{k \in H_l} \lambda_k \leq \hat{\lambda}_j \leq \lambda_{\max}(A_l^*) \times \max_{k \in H_l} \lambda_k,
\]

and the other \( \hat{\lambda}_j \)'s satisfy \( \frac{\hat{\lambda}_j}{\alpha_l} \xrightarrow{a.s.} K \). In addition, \( \hat{u}_j \) are subspace consistent with \( S_l \) with rate \( \left( \alpha_l \lor \frac{d}{\delta_h} \right)^{\frac{1}{2}} \) for \( j \in H_l, l = 1, \cdots, h \), and the other \( \hat{u}_j \)'s are strongly inconsistent with rate \( \left( \frac{\lambda_j}{d} \right)^{\frac{1}{2}} \).

(b) If \( \frac{d}{\delta_h} \to \infty \), then the non-zero \( \frac{\hat{\lambda}_j}{\alpha_l} \xrightarrow{a.s.} K \), and the corresponding \( \hat{u}_j \) are strongly inconsistent with rate \( \left( \frac{\lambda_j}{d} \right)^{\frac{1}{2}} \).

The following comments can be made about the results of Theorem 4.4.

- If each tier only contains one eigenvalue, i.e. \( q_1 = \cdots = q_r = 1 \), then (4.3) becomes \( \frac{\hat{\lambda}_j}{\lambda_j} \xrightarrow{a.s.} \frac{\tilde{Z}_j^T \tilde{Z}_j}{n} \) and Theorem 4.3 becomes Theorem 4.1.

- Even if the non-spike eigenvalues \( \lambda_j, j > m \), decay slowly, the condition \( \delta_1 \gg \cdots \gg \delta_r \gg \lambda_{m+1} \) can still guarantee the same properties for \( \hat{\lambda}_j \) and \( \hat{u}_j \), with \( j \in H_l, l \leq h \), in Scenario (a).
5. Discussion. Throughout the paper, we assume that the small eigenvalues have the same limit or the same order as 1, i.e. $\lambda_{m+1} \to \cdots \to \lambda_d \to c_\lambda$ or $\lambda_{m+1} \sim \cdots \sim \lambda_d \sim 1$. In fact, this is a convenient WLOG choice. Our results remain valid when these small eigenvalues are not of the same order, and even when some of them are 0. For example, suppose $\lambda_{d_1+1} = \cdots = \lambda_d = 0$ for $m+1 < d_1 < d$. As shown in Section C of the supplementary material [28], the asymptotic properties of PCA are independent of the basis choice for the $d$-dimensional space. If the population eigenvectors $u_j, j = 1, \ldots, d$, are chosen as the basis of the $d$-dimensional space, the population covariance matrix becomes

$$\Sigma = \Lambda = \begin{pmatrix} \Lambda_1 & 0_{d_1 \times (d-d_1)} \\ 0_{(d-d_1) \times d_1} & 0_{(d-d_1) \times (d-d_1)} \end{pmatrix},$$

where $\Lambda_1 = \begin{pmatrix} \lambda_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \lambda_{d_1} \end{pmatrix}$, and $0_{k \times l}$ is the $k$-by-$l$ zero matrix. Then, the asymptotic properties of PCA under the population covariance matrix $\Sigma$ is the same as those under the covariance matrix $\Lambda_1$. Therefore, we only need to replace the dimension $d$ by the effective dimension $d_1$, and all the earlier results can be obtained.

It would be interesting but challenging to explore the non-asymptotic results such as large deviations of the angle between the sample and population eigenvectors. The properties of sample eigenvectors heavily depend on the sample eigenvalues’ properties. Since we are not aware of any non-asymptotic results for the eigenvalues of the random matrix, then it appears to be challenging to obtain non-asymptotic results for sample eigenvectors.

6. Proofs. We now provide detailed proofs for the general Theorem 4.3. To save space, proofs for Theorems 3.1, 3.2, 4.1, 4.2, and 4.4 (which are often similar, and simpler) are provided in the supplement [28]. We first provide some overview in Section 6.1 and list four lemmas in Section 6.2, and then prove the asymptotic properties of the sample eigenvalues and the sample eigenvectors in Sections 6.3 and 6.4, respectively.

In this paper, we study the consistency and strong inconsistency of PCA through the angle or the inner product between a sample eigenvector and the corresponding population eigenvector. We first note that this angle has a nice invariance property: it doesn’t depend on the specific choice of the basis for the $d$-dimensional space, as discussed in details in the supplement [28]. Given this invariance property, for the rest of the paper, we choose to use the population eigenvectors $u_j, j = 1, \ldots, d$, as the basis of the $d$-dimensional space, which is equivalent to assuming that $X_i, i = 1, \ldots, n$, is a $d$-dimensional random vector with mean zero and a diagonal covariance
matrix as $\Sigma = \Lambda = \text{diag}\{\lambda_1, \ldots, \lambda_d\}$. This will simplify our mathematical analysis, see for example (6.13) and (6.14).

We consider general cases where the first $m$ eigenvalues are grouped into $r$ tiers, and WLOG we assume that $\lambda_1 = \cdots = \lambda_{q_1} = \delta_1$, $\cdots$, $\lambda_{\sum_{l=1}^{r-1} q_l + 1} = \cdots = \lambda_m = \delta_r$ where $q_0 = 0$ and $q_l$ are positive integers for $l \geq 1$. In addition, we assume that each ratio $\delta_j/\delta_i$, where $1 \leq i < j \leq r$, converges to a constant less than 1 as $n \to \infty$. (The following arguments can be extended to cases where only the upper limits of the ratios exist as stated in the theorems, through taking a converging subsequence of the diverging sequence of $n$.)

6.1. Overview. Our proof makes use of the connection between the sample covariance matrix $\hat{\Sigma}$ and its dual matrix $\hat{\Sigma}_D$, which share the same nonzero eigenvalues. Since $\Sigma = \Lambda = \text{diag}\{\lambda_1, \ldots, \lambda_d\}$, then it follows from (2.1) and (3.1) that the dual matrix can be expressed as

$$\hat{\Sigma}_D = n^{-1}X^T X = \frac{1}{n} \sum_{j=1}^{d} \lambda_j \tilde{Z}_j \tilde{Z}_j^T,$$

which can be rewritten as the sum of two matrices as follows:

$$(6.1) \quad \hat{\Sigma}_D = A + B, \quad \text{with} \quad A = \frac{1}{n} \sum_{j=1}^{m} \lambda_j \tilde{Z}_j \tilde{Z}_j^T, \quad B = \frac{1}{n} \sum_{j=m+1}^{d} \lambda_j \tilde{Z}_j \tilde{Z}_j^T.$$

The proof involves the following several steps. First, we study the asymptotic properties of the eigenvalues of $A$ and $B$ in Lemmas 6.1 and 6.2, respectively. Then, the Wielandt’s Inequality (Rao [25]), now restated as Lemma 6.4, enables us to establish the asymptotic properties of the eigenvalues of the dual matrix in Section 6.3. Finally, we derive the asymptotic properties of the sample eigenvectors of $\hat{\Sigma}$ in Section 6.4. Some intuitive ideas are provided in the supplement [28] to help understanding the proof.

6.2. Lemmas. We list four lemmas that are used in our proof. Lemmas 6.1 and 6.2 are proven in our online supplement, the proofs of which need the following Lemma 6.3 that studies asymptotic properties of the largest and smallest non-zero eigenvalues of random matrix.

**Lemma 6.1.** As $n \to \infty$, the eigenvalues of the matrix $A$ in (6.1) satisfy

$$\frac{\lambda_j(A)}{\lambda_j} \xrightarrow{a.s.} 1, \quad \text{for} \quad j = 1, \ldots, m,$$

where $\lambda_j(A)$ denotes the $j$th largest eigenvalue of the matrix $A$. 
Lemma 6.2. As \( n \to \infty \), the eigenvalues of the matrix \( B \) in (6.1) satisfy that, for \( j = 1, \cdots, \lfloor n \wedge (d - m) \rfloor \),

\[
\frac{\lambda_j(B)}{\lambda_{j+m}} \xrightarrow{a.s.} 1, \quad \text{for} \quad \frac{d}{n} \to 0,
\]

(6.2)

\[
\frac{\lambda_j(B)}{\lambda_{j+m}} \xrightarrow{a.s} \frac{d}{n}, \quad \text{for} \quad \frac{d}{n} \to \infty,
\]

(6.3)

and almost surely,

\[
\lim \lambda_1(B) \leq c \times \lim \frac{d}{n}, \quad \text{otherwise},
\]

(6.4)

where \( c \) is a constant.

Remark 6.1. If \( \lambda_{m+1} \to \cdots \to \lambda_d \) is relaxed to \( \lambda_{m+1} \sim \cdots \sim \lambda_d \), then \( \xrightarrow{a.s.} \) is replaced by \( \xrightarrow{a.s.} \) in (6.2) and (6.3).

Lemma 6.3. Suppose \( B = \frac{1}{q} V V^T \) where \( V \) is a \( p \times q \) random matrix composed of i.i.d. random variables with zero mean, unit variance and finite fourth moment. As \( q \to \infty \) and \( \frac{p}{q} \to c \in [0, \infty) \), the largest and smallest non-zero eigenvalues of \( B \) converge almost surely to \((1 + \sqrt{c})^2\) and \((1 - \sqrt{c})^2\), respectively.

Remark 6.2. Lemma 6.3 is known as the Bai-Yin’s law [6]. As in Remark 1 of [6], the smallest non-zero eigenvalue is the \( p-q+1 \) smallest eigenvalue of \( B \) for \( c > 1 \).

Lemma 6.4. (Wielandt’s Inequality [25]). If \( A, B \) are \( p \times p \) real symmetric matrices, then for all \( j = 1, \ldots, p, \)

\[
\begin{cases}
\lambda_j(A) + \lambda_p(B) \\
\lambda_{j+1}(A) + \lambda_{p-1}(B) \\
\vdots \\
\lambda_p(A) + \lambda_j(B)
\end{cases}
\leq \lambda_j(A + B) \leq
\begin{cases}
\lambda_j(A) + \lambda_1(B) \\
\lambda_{j-1}(A) + \lambda_2(B) \\
\vdots \\
\lambda_1(A) + \lambda_j(B)
\end{cases}.
\]

6.3. Asymptotic properties of the sample eigenvalues. We now study the asymptotic properties of the sample eigenvalues \( \hat{\lambda}_j \), for \( j = 1, \cdots, \lfloor n \wedge d \rfloor \), which are the same as the eigenvalues of the dual matrix \( \hat{\Sigma}_D \), denoted as \( \lambda_j(\hat{\Sigma}_D) = \lambda_j(A + B) \).
6.3.1. Scenario (a) in Theorem 4.3. Note that \( \frac{d}{n} \to 0 \) (\( \delta_r = \lambda_m \)) contains three different cases: \( \frac{d}{n} \to 0, \infty \) or \( \limsup \frac{d}{n} = c^* \) (\( 0 < c^* \leq \infty \)). The proofs are different for each case and are provided separately below.

Consider the first one: \( \frac{d}{n} \to 0 \). If in addition we have \( \lambda_m \to \infty \), then Lemma 6.4 suggests that
\[
\frac{\lambda_j(A)}{\lambda_j} \leq \frac{\hat{\lambda}_j}{\lambda_j} \leq \frac{\lambda_j(A)}{\lambda_j} + \frac{\lambda_1(B)}{\lambda_j},
\]
which, together with \( \lambda_m \to \infty \), (6.2) and Lemma 6.1, yields that
\[
\frac{\hat{\lambda}_j}{\lambda_j} \xrightarrow{a.s.} 1, \quad j = 1, \ldots, m.
\]

Instead, if \( \lambda_m < \infty \), according to Theorem 1 (\( c = 0 \)) of [5], we still have (6.6). In addition, according to Lemma 6.4, we have that
\[
\frac{\lambda_j(B)}{\lambda_j} \leq \frac{\hat{\lambda}_j}{\lambda_j} \leq \frac{\lambda_j(A)}{\lambda_j} + \frac{\lambda_1(B)}{\lambda_j},
\]
which, together with (6.2), \( \lambda_j(A) = 0 \) for \( j \geq m + 1 \) and \( \lambda_{m+1} \to \lambda_d \to c_\lambda \) yields that
\[
\frac{\hat{\lambda}_j}{\lambda_j} \xrightarrow{a.s.} 1, \quad j = m + 1, \ldots, [n \wedge (d - m)],
\]
\[
\hat{\lambda}_j = O_{a.s.}(1), \quad j = [n \wedge (d - m)] + 1, \ldots, [n \wedge d].
\]

Now, consider the second case: \( \frac{d}{n} \to \infty \). Since \( \frac{d}{n \lambda_m} \to 0 \), then \( \lambda_m \to \infty \), which, together with (6.3), (6.5) and Lemma 6.1, yields (6.6). In addition, it follows from (6.3), (6.7), \( \lambda_j(A) = 0 \) for \( j \geq m + 1 \) and \( \lambda_{m+1} \to \lambda_d \to c_\lambda \) that
\[
\frac{\hat{\lambda}_j}{\lambda_j} \xrightarrow{a.s.} \frac{d}{n}, \quad j = m + 1, \ldots, [n \wedge d].
\]

Finally, consider the third case: \( \lim \frac{d}{n \lambda_m} = c^* \) (\( 0 < c^* \leq \infty \)). Similarly, it follows from \( \frac{d}{n \lambda_m} \to 0 \) that \( \lambda_m \to \infty \), which, jointly with (6.4), (6.5) and Lemma 6.1, yields (6.6). In addition, note that (6.4), (6.7), \( \lambda_j(A) = 0 \) for \( j \geq m + 1 \) and \( \lambda_{m+1} \to \lambda_d \to c_\lambda \), and then almost surely we have
\[
\lim \hat{\lambda}_j \leq c \lim \frac{d}{n}, \quad j = m + 1, \ldots, [n \wedge d],
\]
where \( c \) is a constant.

All together, we have proved the consistency of the first \( m \) sample eigenvalues in (6.6) and the asymptotic properties of the rest of the non-zero sample eigenvalues in (6.8), (6.9) and (6.10) for Scenario (a).
6.3.2. Scenario (b) in Theorem 4.3. Since \( \frac{d}{\delta_{h+1}} \to \infty \), then \( \frac{d}{n} \to \infty \). According to (6.3), (6.5) and \( \frac{d}{\delta_{h}} \to 0 \), we have

\[
\hat{\lambda}_{j} \overset{a.s.}{\to} \lambda_{j} \quad j \in H_{l}, \quad l = 1, \cdots, h.
\]

In addition, note that

\[
\lambda_{j}(B)n \leq \hat{\lambda}_{j}n \leq \lambda_{j}(A)n + \lambda_{1}(B)n.
\]

which, together with \( \frac{d}{\delta_{h+1}} \to \infty \), (6.3) and Lemma 6.1, yields that

\[
\hat{\lambda}_{j} \overset{a.s.}{\to} c_{\lambda} \frac{d}{n}, \quad j = \sum_{k=1}^{h} q_{k} + 1, \cdots, [n \land d].
\]

6.3.3. Scenario (c) in Theorem 4.3. Since \( \frac{d}{\delta_{1}} \to \infty \), then \( \frac{d}{n} \to \infty \). Then it follows from (6.3), (6.12) and \( \frac{d}{\delta_{1}} \to \infty \) that

\[
\hat{\lambda}_{j} \overset{a.s.}{\to} c_{\lambda} \frac{d}{n}, \quad j = 1, \cdots, [n \land d].
\]

6.4. Asymptotic properties of the sample eigenvectors. We first state two results that simplify the proof. As aforementioned, in light of the invariance property of the angle, we choose the population eigenvectors \( u_{j}, j = 1, \ldots, d \), as the basis of the \( d \)-dimensional space. It then follows that \( u_{j} = e_{j} \) where the \( j \)th component of \( e_{j} \) equals to 1 and all the other components equal to zero. This suggests that

\[
| < \hat{u}_{j}, u_{j} > |^{2} = | < \hat{u}_{j}, e_{j} > |^{2} = \hat{u}_{j}^{2},
\]

and for any index set \( H \),

\[
\cos [\text{angle} \left( \hat{u}_{j}, \text{span} \{u_{k}, k \in H\} \right)] = \sum_{k \in H} \hat{u}_{k,j}^{2}.
\]

As a reminder, the population eigenvalues are grouped into \( r+1 \) tiers and the index set of the eigenvalues in the \( l \)th tier \( H_{l} \) is defined in (4.1). Define

\[
\hat{U}_{k,l} = (\hat{u}_{i,j})_{i \in H_{k}, j \in H_{l}}, \quad 1 \leq k, l \leq r + 1.
\]
Then, the sample eigenvector matrix $\hat{U}$ can be rewritten as the following:

$$\hat{U} = [\hat{u}_1, \hat{u}_2, \cdots, \hat{u}_d] = \begin{bmatrix}
\hat{U}_{1,1} & \hat{U}_{1,2} & \cdots & \hat{U}_{1,r+1} \\
\hat{U}_{2,1} & \hat{U}_{2,2} & \cdots & \hat{U}_{2,r+1} \\
\vdots & \vdots & & \vdots \\
\hat{U}_{r+1,1} & \hat{U}_{r+1,2} & \cdots & \hat{U}_{r+1,r+1}
\end{bmatrix}.$$  

To derive the asymptotic properties of the sample eigenvectors $\hat{u}_j$, we consider the three scenarios of Theorem 4.3 separately.

6.4.1. Scenario (b) in Theorem 4.3. Under this scenario, there exists a constant $h \in [1, r]$, such that $d_n \delta h_0 \rightarrow 0$ and $d_n \delta h_0 + 1 \rightarrow \infty$. From (6.14), to show the subspace consistency with $S_l$ and rate $(a_l \vee d_n \delta)_1^2$, we only need to show that

$$\sum_{k \in H_l} \hat{u}_{k,j}^2 = 1 + o_{a.s.}(a_l) \vee O_{a.s.}(d_n \delta), \quad j \in H_l, l = 1, \cdots, h,$$

where, as defined in (4.2) in Section 4.2, $a_l = \max_{1 \leq k \leq l} \delta_k + 1 \delta_k$, $l = 1, \cdots, r$. Below we provide the proof for $l = 1$. The process is similar for $l = 2, \cdots, h$, which is omitted to save space.

Note that for $l = 1$, the left hand side of (6.16) becomes the sum of squares of the column elements in the matrix $\hat{U}_{1,1}$ (defined in (6.15)). Thus, to prove (6.16), we first show that this sum of squares converges to 1, and then establish the convergence rate $a_1 \vee d_n \delta_1$.

For the first step, let $Z = (Z_1, \cdots, Z_n)$, where $Z_i = (z_{i,1}, \cdots, z_{i,d})^T = \Lambda^{-\frac{1}{2}} X_i$ from (2.1). Denote $S = \Lambda^{-\frac{1}{2}} \hat{U} \hat{\Lambda}^{\frac{1}{2}}$ where $\hat{U}$ is the sample eigenvector matrix and $\hat{\Lambda}$ is the sample eigenvalue matrix defined in (2.2). We can show that $SS^T = \frac{1}{n} ZZ^T$. Considering the $k$-th diagonal entry of the matrices on the two sides and noting that $s_{k,j} = \lambda_k^{\frac{1}{2}} \lambda_j^{\frac{1}{2}} \hat{u}_{k,j}$, we have the following

$$\frac{1}{n} \sum_{i=1}^{n} z_{i,k}^2 = \sum_{j=1}^{d} s_{k,j}^2 = \lambda_k^{-1} \sum_{j=1}^{d} \hat{\lambda}_j \hat{u}_{k,j}^2, \quad k = 1, \cdots, d.$$  

Select the first $[n \wedge d]$ rows of $Z$ and denote the resulting random matrix as $Z^*$. Then, we have $\max_{1 \leq k \leq [n \wedge d]} \frac{1}{n} \sum_{i=1}^{n} z_{i,k}^2 \leq \lambda_{\max}(\frac{1}{n} Z^* Z^{*T})$. Note that $\frac{d}{n} \rightarrow \infty$ here, so $[n \wedge d] = n$. According to Lemma 6.3, we have $\lambda_{\max}(\frac{1}{n} Z^* Z^{*T}) \xrightarrow{a.s.} 4$, which suggests that almost surely $\hat{u}_{k,j}^2 \leq \frac{4 \Lambda_k}{\lambda_j}$ for
\[ j = 1, \ldots, [n \land d], \quad \text{as} \ n \to \infty. \] Then, given the asymptotic properties of \( \hat{\lambda}_j \) in Scenario (b) of Theorem 4.3 (Section 6.3), it follows that

\[
(6.18) \quad \hat{u}_{k,j}^2 = \begin{cases} 
O_{a.s}(\frac{\lambda_k}{\Lambda_k}) & j \in H_l, l = 1, \ldots, h, \\
O_{a.s}(\frac{n \lambda_k}{d}) & j = \sum_{l=1}^h q_l + 1, \ldots, [n \land d]. 
\end{cases}
\]

In addition, the \( k \)th diagonal entry of \( S^T S \) is less than or equal to its largest eigenvalue, i.e. the largest eigenvalue of \( \frac{1}{n} Z^T Z \). Hence, we have

\[
(6.19) \quad \hat{\lambda}_j = \sum_{k=1}^d \lambda_k^{-1} \hat{u}_{k,j}^2 \leq \lambda_{\max}\left(\frac{1}{n} Z^T Z\right), \quad j \in H_l, l = 1, \cdot, h.
\]

According to Lemma 6.3 and \( \frac{d}{n} \to \infty \), we have that

\[
(6.20) \quad \lambda_{\max}\left(\frac{1}{n} Z Z^T\right) \xrightarrow{a.s.} \left(\frac{d}{n}\right).
\]

From (6.11), (6.19), (6.20) and \( \lambda_{m+1} \to \lambda_d \to c\lambda \), we have

\[
(6.21) \quad \sum_{k=m+1}^{d} \hat{u}_{k,j}^2 = O_{a.s}\left(\frac{d}{n \lambda_j}\right), \quad j \in H_l, l = 1, \cdot, h.
\]

Note that \( \lambda_j \ll \frac{d}{n} \), for \( j = \sum_{l=1}^h q_l + 1, \cdot, m \), which together with (6.18) and (6.21), yields that

\[
(6.22) \quad \sum_{k=\sum_{l=1}^h q_l + 1}^{d} \hat{u}_{k,j}^2 = O_{a.s}\left(\frac{d}{n \lambda_j}\right), \quad j \in H_l, l = 1, \cdot, h.
\]

According to (6.17) and \( \lambda_k = \delta_1, \ k \in H_1 \), we obtain that for \( k \in H_1 \),

\[
\frac{1}{n} \sum_{i=1}^{n} \tilde{z}_{i,k}^2 = \lambda_k^{-1} \sum_{j=1}^{d} \hat{\lambda}_j \hat{u}_{k,j}^2 \leq \delta_1^{-1} \sum_{j \in H_1} \hat{\lambda}_j \hat{u}_{k,j}^2 + \delta_1^{-1} \sum_{j \notin H_1} \hat{\lambda}_{q_1+1} \hat{u}_{k,j}^2 = \delta_1^{-1} (\hat{\lambda}_1 - \hat{\lambda}_{q_1+1}) \sum_{j \in H_1} \hat{u}_{k,j}^2 + \delta_1^{-1} \hat{\lambda}_{q_1+1}.
\]

(6.23)

In addition, it follows from (6.11) that \( \delta_1^{-1} (\hat{\lambda}_1 - \hat{\lambda}_{q_1+1}) \xrightarrow{a.s.} \delta_1^{-1} (\delta_1 - \delta_2) = (1 - c) \), and \( \delta_1^{-1} \hat{\lambda}_{q_1+1} \xrightarrow{a.s.} c \), where \( c = \lim_{n \to \infty} \frac{\delta_2}{\delta_1} < 1. \)
Note that $\frac{1}{n} \sum_{i=1}^{n} z_{i,k}^2 = 1 + o_{a.s}(1)$, which together with (6.23), yields that

$1 + o_{a.s}(1) \leq (1 - c) \lim_{n \to \infty} \sum_{j \in H_1} \hat{u}_{k,j}^2 + c \leq (1 - c) \lim_{n \to \infty} \sum_{j \in H_1} \hat{u}_{k,j}^2 + c \leq 1,$

which yields $\sum_{j \in H_1} \hat{u}_{k,j}^2 \overset{a.s}{\to} 1$, $k \in H_1$. The above means that the sum of squares of the row elements of $\hat{U}_{1,1}$ converges to 1. Given that the sample eigenvectors all have norm 1, the sum of squares of the row or the column elements of $\hat{U}_{1,1}$ is less than or equal to 1. It then follows that the sum of squares of the column elements of $\hat{U}_{1,1}$ converges to 1, which finishes the first step of the proof.

For the second step of the proof, we need to establish the convergence rate $a_1 \lor \frac{d}{n^2}$ of the above sum of squares. Having shown that the sum of squares of the row elements of $\hat{U}_{1,1}$ converges to 1, it follows that the sum of squares of the row elements of $\hat{U}_{1,2}$ converges to 0. Furthermore, the sum of the squares of the column elements of $\hat{U}_{1,2}$ converges to 0, as follows:

(6.24) $\sum_{k \in H_1} \hat{u}_{k,j}^2 = o_{a.s}(1), \quad j \in H_2.$

WLOG, we assume that $\frac{\delta_3}{\delta_2} \to 0$. (If the limit is greater than 0, we can combine the index sets $H_2$ and $H_3$ together to check whether $\frac{\delta_3}{\delta_2} \to 0$ converges to 0. If not, we keep combining the index sets together until the big jump appears.) Given that $\frac{\delta_3}{\delta_2} \to 0$, (6.18) and (6.22), it follows that

(6.25) $\sum_{k \in H_3 \cup \cdots \cup H_{r+1}} \hat{u}_{k,j}^2 = o_{a.s}(1), \quad j \in H_2.$

From (6.24) and (6.25), we have that

$\sum_{k \in H_2} \hat{u}_{k,j}^2 = 1 + o_{a.s}(1), \quad j \in H_2,$

which means that the sum of squares of the column elements of $\hat{U}_{2,2}$ also converges to 1. Again, since the sum of squares of the row or column elements of $\hat{U}_{2,2}$ is less than or equal to 1, it follows that the sum of squares of the row elements of $\hat{U}_{2,2}$ must converge to 1:

(6.26) $\sum_{j \in H_2} \hat{u}_{k,j}^2 = 1 + o_{a.s}(1), \quad k \in H_2.$
Given that \( \hat{\lambda}_j \xrightarrow{a.s.} \lambda_j = \delta_2 \), \( j \in H_2 \), and (6.26), it follows that, for \( k \in H_2 \),

\[
1 + o_{a.s}(1) = \frac{1}{n} \sum_{i=1}^{n} z_{i,k}^2 = \lambda_{k}^{-1} \sum_{j=1}^{d} \hat{\lambda}_j \hat{u}_{k,j}^2
\geq \delta_2^{-1} \sum_{j \in H_1} \hat{\lambda}_j \hat{u}_{k,j}^2 + \delta_2^{-1} \sum_{j \in H_2} \hat{\lambda}_j \hat{u}_{k,j}^2 = \delta_2^{-1} \sum_{j \in H_1} \hat{\lambda}_j \hat{u}_{k,j}^2 + 1 + o_{a.s}(1),
\]

which yields \( \delta_2^{-1} \sum_{j \in H_1} \hat{\lambda}_j \hat{u}_{k,j}^2 = o_{a.s}(1) \), \( k \in H_2 \).

For \( j \in H_1 \), we have that \( \hat{\lambda}_j \xrightarrow{a.s.} \lambda_j = \delta_1 \); hence, it follows that

\[
\sum_{j \in H_1} \hat{u}_{k,j}^2 = o_{a.s}(\frac{\delta_2}{\delta_1}), \quad k \in H_2,
\]

which yields that

\[
(6.27) \quad \sum_{k \in H_2} \hat{u}_{k,j}^2 = o_{a.s}(\frac{\delta_2}{\delta_1}), \quad j \in H_1.
\]

In addition, from (6.18) and (6.22), we have

\[
(6.28) \quad \sum_{k \in H_3 \cup \cdots \cup H_{r+1}} \hat{u}_{k,j}^2 = o_{a.s}(\frac{\delta_2}{\delta_1}), \quad j \in H_1.
\]

From (6.27), (6.28) and \( \frac{\delta_2}{\delta_1} \gg \frac{d}{n\delta_1} \), we have

\[
\sum_{k \in H_1} \hat{u}_{k,j}^2 = 1 + o_{a.s}(\frac{\delta_2}{\delta_1}) = 1 + o_{a.s}(a_1) \lor O_{a.s}(\frac{d}{n\delta_1}), \quad j \in H_1,
\]

which suggests that the sum of squares of the column elements of \( \hat{U}_{1,1} \) converges to 1 with the convergence rate \( a_1 \lor \frac{d}{n\delta_1} \), as stated in (6.16) for \( l = 1 \). The proof of (6.16) is similar for \( l = 2, \ldots, h \). Thus, we have shown the subspace consistency portion of the results in Scenario (b).

Finally, the strong inconsistency in Scenario (b) follows directly from (6.18) by setting \( k = j \):

\[
(6.29) \quad | < \hat{u}_j, u_j > |^2 = \hat{a}_{j,j}^2 = O_{a.s} \left( \frac{n\lambda_j}{d} \right), \quad j = \sum_{l=1}^{h} q_l + 1, \ldots, [n \land d].
\]

Hence, we have finished the proof of Scenario (b) in Theorem 4.3.
6.4.2. Scenario (a) in Theorem 4.3. As in Section 6.3.1, \( \frac{d}{n} \rightarrow 0 \) (\( \delta_r = \lambda_m \)) contains three different cases: \( \frac{d}{n} \rightarrow 0, \infty \), or \( \lim \frac{d}{n} = c^* \) \( (0 < c^* \leq \infty) \), which we shall prove separately.

Consider that \( \frac{d}{n} \rightarrow 0 \), then (6.16) in Section 6.4.1 becomes

\[
\sum_{k \in H_l} \hat{u}_{k,j}^2 = 1 + o_{a.s}(a_l) \lor O_{a.s}\left(\frac{1}{\delta_l}\right), \quad j \in H_l, l = 1, \ldots, r,
\]

which, together with similar arguments as those in proving Scenario (b), leads to

\[
\sum_{k \in H_{r+1}} \hat{u}_{k,j}^2 = 1 + o_{a.s}(a_r) \lor O_{a.s}\left(\frac{1}{\delta_r}\right), \quad m + 1 \leq j \leq \left[ n \land d \right].
\]

Note that if \( \delta_l < \infty \), then “\( O_{a.s}\left(\frac{1}{\delta_l}\right)\)” in (6.30) and (6.31) becomes “\( o_{a.s}(1) \)”.

For the second case: \( \frac{d}{n} \rightarrow \infty \), we have that “\( O_{a.s}\left(\frac{1}{\delta_l}\right)\)” in (6.30) and (6.31) are replaced by “\( O_{a.s}\left(\frac{d}{n\delta_l}\right)\)”.

Finally, consider the third case: \( \lim \frac{d}{n} = c^* \) \( (0 < c^* \leq \infty) \). If \( c^* < \infty \), then the convergence rates are the same as those in (6.30) and (6.31). Otherwise, “\( O_{a.s}\left(\frac{1}{\delta_l}\right)\)” in (6.30) and (6.31) are replaced by “\( O_{a.s}\left(\frac{d}{n\delta_l}\right)\)”, where the sequence \( \{d_n\} \) is defined in Section E.2 of the Supplement [28].

6.4.3. Scenario (c) in Theorem 4.3. Finally, for Scenario (c) where \( \frac{d}{n} \rightarrow 0 \), the strong inconsistency in Theorem 4.3 follows from (6.18) by setting \( k = j \).

SUPPLEMENTARY MATERIAL

Additional Proofs
(http://www.unc.edu/dshen/PCA/PCASupplment.pdf). Detailed proofs are provided for Theorems 3.1, 3.2, 3.3, 4.1, 4.2, 4.4, and the necessary lemmas.
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