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ABSTRACT
What does it mean for a generative AI model to be explainable? The emergent discipline of explainable AI (XAI) has made great strides in helping people understand discriminative models. Less attention has been paid to generative models that produce artifacts, rather than decisions, as output. Meanwhile, generative AI (GenAI) technologies are maturing and being applied to application domains such as software engineering. Using scenario-based design and question-driven XAI design approaches, we explore users’ explainability needs for GenAI in three software engineering use cases: natural language to code, code translation, and code auto-completion. We conducted 9 workshops with 43 software engineers in which real examples from state-of-the-art generative AI models were used to elicit users’ explainability needs. Drawing from prior work, we also propose 4 types of XAI features for GenAI for code and gathered additional design ideas from participants. Our work explores explainability needs for GenAI for code and demonstrates how human-centered approaches can drive the technical development of XAI in novel domains.

CCS CONCEPTS
• Computing methodologies → Natural language generation;
• Software and its engineering → Human-centered computing (HCI); User studies;
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1 INTRODUCTION
Generative AI (GenAI) is a class of machine learning (ML) algorithms that can learn from content such as text, images, and audio in order to generate new content. In contrast to discriminative ML algorithms, which learn decision boundaries, GenAI models produce artifacts as output, which can have a wide range of variety and complexity. One major recent development of GenAI is the introduction of OpenAI’s GPT-3 [13] model, which can generate human-like language output and has striking versatility. Other generative language models have emerged that focus on specific domains such as software engineering, implementing use cases of auto-completing code [15, 39], translating code from one programming language to another [88], and converting natural language to code [23]. The industry has begun to use these models to support software engineering practices, with the most prominent example being GitHub CoPilot [27], a GenAI-based co-programming tool.

As a novel technology applied to novel domains, there are many open questions to be answered for how to make GenAI more capable and user-friendly. One open question is how to enable explainability—allowing users to understand and have a better mental model—of GenAI. Recent works by Goodfellow et al. [28] and Ross et al. [86] have explored developing more interpretable GenAI models that follow more human-understandable processes. However, a more comprehensive view of explainability for GenAI is lacking:
what do users need to understand about a GenAI model in order to effectively achieve their goals when working with it? In this paper, we build a foundational understanding of explainability needs for GenAI in the context of generative code models.

This question of what do users need to understand about AI systems is core to the nascent field of Human-Centered Explainable AI (HCXAI) [21, 22, 52], which is a subset of the fields of human centered AI and human centered data science [6, 7, 25, 41, 65–67]. Our work is informed by a few key lessons from recent work in HCXAI, mostly conducted in the context of discriminative ML (e.g., for decision-support systems). First, explainability needs should be considered broadly as any means of helping users achieve a better understanding of the AI system. Liao et al. [48] proposed to define user’s explainability needs by what questions they ask to understand the AI [48] and developed a framework of common questions. This framework demonstrates that users are interested in a broad range of explanatory information about an AI model, including its overall logic, how it reasons to produce a particular output, the training data, and its performance and range of output. However, user needs regarding generative models were not explored in that work.

Second, XAI solutions that address explainability needs should not be limited to algorithmic explanations or showing model internals. Depending on user needs, it may be more critical to provide transparent information about a model’s capabilities, limitations (e.g., uncertainty [10]) or provenance [8]. Moreover, users may need additional information beyond algorithmic explanations to fill in gaps of understanding. For example, Ehsan et al. [19] proposed that social transparency – making visible the socio-organizational factors that govern the use of AI – can help users form a socially-situated understanding of an AI system and take more effective actions with it.

Finally, perhaps the most important lesson from HCXAI is that users’ explainability needs emerge in a usage context, guided by their goals and shaped by their backgrounds, expectations, as well as socio, organizational and cultural contexts [20, 48, 52]. It is thus necessary to follow a user-centered approach to understand explainability needs by involving target users and leveraging HCI methods that allow inquiry within the context of usage.

Based on these lessons, we adopted a scenario-based design method by constructing realistic usage scenarios for three use cases of GenAI for code: code translation, code auto-completion, and natural language to code. We invited 43 software engineers to participate in 9 workshops to elicit their explainability needs and design ideas around these scenarios. We adapted the question-driven method of Liao et al. [48, 50] to elicit and comprehensively explore participants’ explainability needs by what kind questions they would ask in the scenarios. We also gathered feedback and design ideas from participants for four kinds of XAI features that we propose for the uses cases of GenAI for code. Our work makes three main contributions to the IUI community:

1. We identify 11 categories of explainability needs in the context of Generative AI (GenAI) for code, for which we provide definitions and examples. We further contrast these categories with previous XAI techniques for discriminative ML and discuss explainability needs unique to GenAI and code generation use cases. We believe we are among the first to explore users’ explainability needs in an application domain of GenAI.

2. We propose four kinds of XAI features to support users of GenAI for code, based on prior work and adapted to the domain of code generation. These features are: AI documentation, indications of model uncertainty, visualizations of model attention, and social transparency. Based on participants’ responses, we provide concrete design recommendations to operationalize these features.

3. Our work makes methodological contributions by combining scenario-based design, participatory design workshops, and a question-driven approach to elicit explainability needs. We also reflect on the values and limitations of this method to inform future work that explores GenAI in new domains.

2 RELATED WORK

We review three areas of related work that shaped our study: GenAI for code, explainable AI, and human-centered approaches to AI.

2.1 Generative AI for Code

The application of modern NLP techniques to programming language can be traced back to the naturalness hypothesis [4, 17, 37], that software is a form of human communication. This hypothesis opened the door for applying NLP techniques previously used on human natural languages to source code, and recent work in this space is summarized by Talamadupula [92] and Allamanis et al. [4].

One example is how existing work on automatic, machine translation between human natural languages [71, 72] was applied to code. Specifically, the TransCoder [88] system applied neural machine translation techniques to translate source code across different languages. Other GenAI models have been developed that implement other use cases, such as generating documentation for code [23], auto-completing code [15, 39], generating unit tests [93], and finding duplicate code [30]. Models trained on massive code data sets are even able to handle multiple use cases at the same time, such as PLBART [3], CodeBERT [23], GraphCodeBERT [30]. Most recently, OpenAI released Codex [15], which is a GPT-based model trained on code from GitHub and powers their CoPilot [27] product. This model is capable of auto-completing code for various programming languages (e.g., Python, TypeScript, Go, Ruby), as well as generating code from natural language. The release of Copilot is seen as a revolution of AI-assisted software programming and has attracted much attention since its release [63].

Despite the fact that GenAI for code models still have room for improvement in the quality of their outputs – e.g., TransCoder only produces a correct translation 30%-70% of the time depending on the source and target language [88] – recent work by Weisz et al. [100] suggests that software engineers may nonetheless be tolerant of using such models in their work. Given the emerging productization of GenAI for code models, we believe it is necessary to develop a comprehensive understanding of the kinds of questions software engineers will have when working with such models to guide technical XAI work and design solutions to answer them.
2.2 Explainable AI
Explainable AI (XAI) has spurred great academic, industry, and public interests in the past few years, thanks to the popularity of inscrutable “opaque-box” ML models. Many XAI techniques have been developed for discriminative ML models, both through producing directly interpretable models [14, 44] and generating post-hoc explanations for a trained opaque-box model [47, 62, 80, 104]. These explanations take a variety of forms. For example, global explanations provide an overview of the model logic, while local explanations elucidate the rationale behind a particular output. A full review of XAI techniques is beyond the scope of this paper and can be found in many recent survey papers [1, 29, 55, 56]. Our work is most closely informed by, and intends to bridge, the emerging topic of explainability for generative models, and the inter-disciplinary field of Human-Centered Explainable AI (HCXAI) [21, 22, 52].

Compared to discriminative models, much less attention has been paid to developing XAI techniques for generative AI models. Some explored ways to make generative models more directly interpretable, which is often framed as making the representation learning of a GenAI model in its latent dimensions semantically meaningful so people can directly examine the model internals [28]. For example, disentanglement is a technique that seeks mappings between high-dimensional inputs and low-dimensional representations such that representation dimensions correspond to the ground-truth factors that generated the data [83]. Accordingly, some proposed disentanglement measures [16, 84] as a way to evaluate a GenAI model’s interpretability. A recent study by Ross et al. [86] proposed a user evaluation task to evaluate the human interpretability of generative models, by the ability for people to interactively modify representations to reconstruct target instances.

Others explored visualization approaches to present the representations to help users (often model developers) make sense of what the GenAI model has learned. For example, Ross et al. [86] use sliders to let users dynamically modify representation dimensions and see how corresponding instances change. Recent HCI works also explored the approach of “explainability through interaction” for generative models, by allowing users to interact with the input or guiding output generation process [59, 60, 86, 103]. Through observing immediate feedback from changes to the model output, people can make better sense of how a generative model works. For example, Zhang and Banovic developed a system that allows users to interactively explore the output space of an image generative model to assess the model quality [103].

These varied approaches suggest that explainability is still a less than well-defined notion for GenAI. Here we adopt a HCXAI position that explainability, or the effectiveness of explanation, should be defined as enabling people’s understanding of the AI to achieve their goals [52]. With this human-centered definition, many have argued that it is necessary to provide transparent information beyond the model internals, such as its performance, limitations, training data, and development procedure, to enable a holistic understanding of the AI and more actionable insights [11, 48, 73, 94]. As discussed, Liao et al. proposed to identify users’ explainability needs by eliciting the questions they ask to understand the AI [48, 50]. This method allows approaching XAI from the users’ perspective and thoroughly identify transparent information they need to achieve an understanding necessary for their goals, which, in the context of GenAI for code, could be about optimizing for the usage of the AI system and overall productivity. Liao et al.’s work was based on prior HCI work that defines “intelligibility types” of information for context-aware intelligent systems by prototypical questions such as Input, Output, Why, What-if, etc. [53, 54]. It also draws on social science literature showing that people’s explanatory goals can be expressed in different kinds of questions [34]. We build on this line of work and adapt the question-drive method to elicit users’ explainability needs for GenAI for code.

2.3 Human-centered approaches to AI
The term Human-centered AI has emerged in many academic works and public discussions [22, 25, 45, 65, 85, 89]. While definitions vary, human-centered approaches to AI aim to develop AI systems that serve the needs, improve the conditions, and align with the values of human stakeholders. Research begins to develop practical methods that can help achieve these goals. One set of methods gained much attention lately under the umbrella term of “participatory machine learning” [32, 46, 97]. Built on the tradition of participatory design, participatory machine learning emphasizes involving stakeholders, especially affected marginalized groups, into the development process early on to shape the overall goals and design choices of ML systems. Some suggested that abstracting user values from their participatory input is especially effective to guide ML modeling choices such as defining its optimization functions, features, constraints, and so on [49, 68, 105]. This notion of driving technical development based on insights from empirical user studies is also at the core of broad IUI research [5].

One challenge to involving users to shape the design and technical development of AI systems is that these systems often do not exist yet for people to experience and provide realistic feedback. This challenge can be tackled by human-centered methods that allow “envisioning future use possibilities”. One effective method is scenario-based design (SBD) [87]. SBD suspends the needs to define system operations by using narrative descriptions of how a user uses a system to accomplish a task, allowing people to respond to concrete interactions. We chose to use SBD to explore GenAI for code use cases as most software engineers do not have experience with such technologies. SBD also allows us to explore XAI design without the constraint of current technical feasibility, as adopted by several prior XAI works [19, 102].

3 METHODOLOGY: SCENARIO-BASED DESIGN WORKSHOPS
We conducted 9 semi-structured workshops, with 3-6 participants in each, which lasted for 60–70 minutes. Due to the impact of the global COVID-19 pandemic, participants joined the workshop remotely via a video conferencing tool. We also used Mural1, which provides visual workspaces for virtual collaboration. Each workshop was based on one of three use cases of GenAI for code: code translation, code autocompletion, and natural language to code. In the following, we first introduce the three use cases then describe the workshop in detail, then participants and analysis.

1https://www.mural.co/
3.1 Use Cases and Scenarios

We focus on three specific use cases of GenAI for code, based on the preferred choices that could deliver high value for software engineering tasks from a pre-study survey with 81 people who responded to our study recruitment message.

- **Code translation**, in which a generative model translates source code from one language (e.g., Java) to another (e.g., Python). This task has been an important benchmark for technical work in GenAI for code [61] and has gained extensive attention from both industry and academia [3, 23, 30, 88, 99]. Such technologies can significantly reduce the cost and expertise barriers for code modernization work, in which a legacy codebase is ported to a modern programming language.

- **Code autocompletion**, in which a generative model takes comments and source code as input (e.g., a function specification and/or signature), and produces code as output (e.g., the implementation of the function). This use case can fulfill pervasive needs of software engineers to improve their productivity and efficiency. Notably, autocompletion is one of the primary functions of GitHub Copilot.

- **Natural language to code**, in which a generative model takes natural language (e.g., “change the color of the button to blue”) and produces code as output (e.g., `button.setColor(Color.blue)`). This use case is another function offered by GitHub Copilot and represents a promising way to reduce entry barriers to programming.

For each use case, we created a persona, Alex, who is a software engineer working in a team. In the scenario given to participants, Alex and his teammates are introduced to an AI system to support their work. They are told that they could ask for more information and new functions added to the AI system to help them understand and work better with the AI. Figure 1(b) shows the description of the persona for the code autocompletion use case. A concrete scenario of a programming task that Alex would perform is shown in Figure 1(c), and we show the programming tasks of the other two use cases (i.e., code translation and code autocompletion) in Appendix A.

To give participants a realistic experience, all AI-produced code in our scenarios was generated using state-of-the-art generative code models. We used TransCoder [88] for the code translation use case and Copilot [27] for the other two use cases. For the code translation use case, we selected a programming solution to the problem of converting integers to their Roman numeral representations. One reason we selected this code example is that there was a subtle bug in the translation generated by TransCoder [88]. This bug was pointed out by the workshop facilitator when introducing the scenario, to allow us to probe on participants’ reactions to the limitations of the AI. For the code autocompletion and natural language to code use cases, we selected a programming solution to the problem of counting the number of prime numbers from a given input. We sampled this problem from Project CodeNet [77], a large dataset of code samples. Based on CodeNet’s metadata, the acceptance rate of Python solutions for this problem is lower than 50%, indicating that it is a non-trivial coding problem for which GenAI models might provide assistance.

3.2 Workshop Format and Procedure

In each workshop, the facilitator first stated the purpose of the workshop, introduced concepts about generative AI for code, and asked for participants’ verbal consent and permission to record. Then, the facilitator started the recording and introduced the Alex persona and one of the programming problem scenarios described above. The main part of the workshop was carried out in two stages: first, an open-ended question elicitation exercise to understand participants’ explainability needs in the given scenario; and second, an ideation session in which 4 types of XAI features were used as design probes to elicit feedback and design ideas, to be described below. The content of the persona, scenario, and design probes were customized based on which use case was selected for the workshop. All discussions and screen activities were recorded, transcribed, and analyzed, together with the content on the Mural pages.

3.2.1 Stage 1: Question elicitation exercise. The first stage of the workshop was designed to elicit what kinds of questions participants would have for understanding the GenAI in the given scenario, based on the question-driven approach to XAI design proposed by Liao et al. [48, 50]. After describing Alex’s persona and the task scenario, the workshop facilitator asked participants: “Put yourself in Alex’s shoes, what does Alex want to know? What questions does Alex want to ask about the natural language to code model/AI?” Participants were given several minutes to come up as many questions they could, posted as sticky notes on the Mural page. Next, the facilitator worked with participants to collaboratively cluster similar questions together. Participants were asked to speak out loud as they moved around the sticky notes to describe their thought process and rationale. This process encouraged participants to read each other’s questions, ask for clarifications, and have discussions.

After the clustering, the facilitator chose one sticky note in each cluster to represent the cluster, then invited participants to cast up to 3 votes for questions they considered to be the most important to address. After the voting session, participants were asked to share their rationales behind the votes to exchange ideas and stimulate new ideas.

3.2.2 Stage 2: Ideation on XAI features. In addition to exploring general explainability needs, our study also aims to explore a few areas to develop XAI features that can address these needs. Given the novelty in both the technical XAI approaches for GenAI and the application domain, we adapted existing ideas from XAI solutions for discriminative ML models as a starting point of our discussions. Liao et al. [50] provides a suggested mapping between prototypical user questions (e.g., why, performance, data, output) and XAI methods or features that can answer the questions, primarily in the context of discriminative AI for decision-support systems. We built upon this work, as well as other work that explores XAI or transparency features [10, 21, 31], to select and adapt features that could apply to the context of GenAI for code. We also took into consideration their technical feasibility and potential values they can provide for the use cases. Through this process, we arrived at the following XAI features:
AI Supported Software Engineering

Our Goal
We are trying to understand what kinds of features can help...

What is a “generative AI model”?
Unlike other kinds of AI models …..

Group Rules
1. Everyone’s voice matters, speak out loud whenever you have anything to say!
2. No right or wrong answers
3. Success is generating ideas of new features or what’s needed to improve…

Natural language to Code “Base Case”

```python
def test();
# read a number from the user
number = int(input())
# read a list of numbers from the user
numbers = input().split()
```

The first attempt
- Alex input “read an integer…”
- But the AI did not understand…
- Alex changed his input to ...

The second attempt
...

Meet Alex

Introduce Alex

- Alex is a Software Engineer who works with 5 people as a team …
- He and his teammates are offered an AI that can write Python code …
- AI will help them on the fly when they type, AI-suggested content will …
- They are informed that AI is not perfect and will likely make mistakes, and they can ask for more information that can help them understand the AI to work better with it.

What questions does Alex want to ask about the model/AI?

Designs from the AI provider

Alex is not alone

Figure 1: Overview of the Mural used in workshop #6 (W6-NL2Code) for the code autocompletion use case. We introduce the workshop and set ground rules in (a), introduce the Alex persona in (b), and show the model output for the use case in (c). Then, we ask participants for what they want to know about the GenAI model in (d), elicit design ideas for AI documentation in (e), and ask participants to ideate on what information Alex would want to know about his team members’ use of the model in (f).

- **AI documentation** is embodied by the recently-proposed concepts of FactSheets [8, 81], Model Cards [98], and About ML pages [78]. AI documentation is developed by AI model or system providers to give users information about its purpose, performance, safety, and provenance. Liao et al. [48] suggest that this type of feature could be used to address several categories of explainability needs, including data, output, performance, and how (global logic) questions. We designed a table with 4 categories of facts about the model, without providing specific information, as shown in Figure 2 (a). This table served as a probe to elicit other categories of information that should be included in AI documentation for generative code models. We intentionally left the content incomplete to inspire design ideation from participants.

- **Uncertainty indicator** is a feature to communicate the model’s uncertainty level about its output. Uncertainty is considered a critical form of transparency that can alert people about the limitations of AI [10]. In discriminative ML, uncertainty can take the form of a confidence score for a classification model or a prediction interval for a regression model [26]. In the context of generative code models, we envisioned that uncertainty could be assessed and represented at the line level. This observation was motivated by a recent work by Agarwal et al. [2], which demonstrates how to derive line-level confidences by aggregating token probabilities. In the design probe (Figure 2 (b)), we communicate the line-level lack-of-confidence with an wavy underline when it falls below some uncertainty threshold.
Figure 2: Examples of UI probes used in the code translation use case. Probes used in the other use cases were similar in design but differed in the specific code examples used. Each design is translated from existing XAI approaches for discriminative AI. The probes were designed to elicit questions and spark discussion around Alex’s information needs for working with a generative code model.

- **Attention visualization** is a type of local explanation to answer the why question [51]: why did the model produce a particular output for a given input? For NLP tasks using deep neural networks, a common approach to explain a prediction is to utilize the attention mechanism, which provides a distribution over attended-to input units [101] to indicate the relative importance of input units for the output. Prior work has shown how to use attention weights to visually depict which words in an input sequence, plus which words in previously-generated output, were responsible for a given token’s output [95, 96]. In our design probe (Figure 2 (c)), we show the user querying a portion of output (in red) and seeing which tokens were responsible for that output (in yellow, where opacity is used to signal the strength of the attention weight). The opacities in the figure are based on the actual cross-attention weights from the model we used to generate the output.

- **Social transparency** makes transparent the social contexts around the usage of an AI system to help people better understand the AI and how to utilize it. This feature was inspired by a recent work by Ehsan and Riedl [21], which examined the impact of making other users’ past interactions with a decision-support AI system transparent. To explore social transparency in our context, we created an open-ended probe to invite ideation by visually emphasizing the fact that Alex is not working alone, but works within a group of other software engineers (Figure 2 (d)).

### 3.3 Participants

**Recruitment.** We advertised our study within a large international information technology company, by distributing a survey targeted at software engineers working across many product lines and locations. 81 people responded. In the recruiting survey, we asked questions about their demographic information, self evaluation of programming skills and previous experience of working with AI. In addition, we asked them to rate their interest in the 6 candidate user cases of generative AI models for code (in addition to the 3 selected use cases we included test case generation, documentation generation and code repair).

**Selection Criteria.** For code autocompletion and natural language to code use cases, we required participants to have 1+ year of Python programming experience. For the code translation use case, we required participants to have 1+ year of both Python and Java programming experience. Among all sign-up responses, 56 (69%) had at least 1+ year of Python programming experience. From this set, we prioritized to select those who have had experience with AI
systems, and we further narrowed down to 43 participants based on their time availability.

Demographics. For the geographical location, the majority of our participants were from the United States (N=22; 65%) and India (N=14; 41%), with smaller numbers from Canada (N=3; 7%), Germany (N=2; 5%), Ireland (N=1; 2%) and Brazil (N=1; 2%). For the gender identity, 33 (77%) participants identified as male, 8 (19%) female, and 2 (5%) preferred not to answer. Our participants also had diverse job roles: 17 (40%) software engineers, 9 (21%) researchers/scientists, 9 (21%) data scientists, 5 (12%) software architects, 1 data engineer, 1 bioinformatician and 1 hardware verification engineer. Among them, 40 (93%) had experience working with AI in their jobs, while 3 of them did not.

Assignment. We then assigned participants to 9 workshops (3 for each use case) as shown in Table 1, where we mark participants who do not have experience working with AI in blue.

3.4 Analysis
We conducted content analysis on the written content in Mural, and around 600 minutes of interviews were recorded and transcribed. In total, we extracted 487 messages from Mural and 249 paragraphs from the video transcript relevant to explainability. We followed the workshop structure, and coded the data in five parts: question elicitation exercise, discussions around AI documentation, uncertainty indicator, attention visualiser and social transparency.

To analyze the questions collected from the question elicitation exercise, we referred to prior work using prototypical questions to represent explainability needs by Liao et al. [48] in the context of discriminative ML systems, and “intelligibility types” [53, 54] for context-aware intelligent systems by Lim and Dey, and used these existing definitions to guide our coding. We also paid attention to new types of questions that were not covered in these prior works. Two researchers first independently coded 106 questions collected, and discussed their codes to reach a consensus. Then, they updated their coding independently with the agreed codes. As a result, they reached a high level of agreement on 66 out of 71 messages (93%). After another iteration of discussion to finalize the coding schema, one of the two researchers coded the rest of questions. We discuss findings from this analysis in Section 4.

For the rest of the workshops, we coded participants’ feedback and design ideas with regard to the four design probes. Our goal is to further understand users’ explainability needs in the context of generative AI, as well as to inform concrete XAI designs that can address these needs. This part of coding was conducted by one researcher with frequent discussions with the other researchers. We discuss these findings in Section 5.

4 EXPLANABILTY NEEDS FOR GENAI FOR CODE
This section presents the results from the question elicitation exercise to understand what types of explainability needs participants had for the GenAI for code use cases. As mentioned, we followed the definitions of prototypical user questions in XAI Question Bank by Liao et al. [48] and “intelligibility types” in Lim and Dey [53] to code the following categories: Input, Output, Performance, Data, How (global), Why/Why NOT, How to, What if, Control. We further identified two new categories that were not covered by the prior works: System Requirements and Impact, and Limitations. In Table 2, we present these question categories, with their definitions, and example questions asked by participants. They are ordered by

| ID | Use Case                      | Participants                                                                 |
|----|-------------------------------|------------------------------------------------------------------------------|
| 1  | Code Translation (CT)         | Software Engineer (P16, P20), Researcher/Scientist (P5, P52)                |
| 2  | Code Translation (CT)         | Software Engineer (P3, P62), Hardware Verification Engineer (P54), Data Scientist (P54), Researcher/Scientist (P25) |
| 3  | Code Autocompletion (CA)      | Software Engineer (P2, P53, P63), Data Engineer (P64), Researcher/Scientist (P66) |
| 4  | Code Autocompletion (CA)      | Software Engineer (P17, P39), Researcher/Scientist (P37, P55), Bioinformatician (P48), Data Scientist (P61) |
| 5  | Code Translation (CT)         | Researcher/Scientist (P19), Software Engineer (P46), Software Architect (P14, P45, P75), Data Scientist (P78) |
| 6  | Natural language to code      | Software Engineer (P44), Researcher/Scientist (P71), Data Scientist (P80, P81) |
| 7  | Natural language to code      | Software Engineer (P59, P15), Software Architect (P41, P42), Researcher/Scientist (P13), Data Scientist (P30) |
| 8  | Natural language to code      | Software Engineer (P7, P22), Data Scientist (P8, P32)                      |
| 9  | Code Autocompletion (CA)      | Software Engineer (P57, P72), Data Engineer (P33)                          |

Table 1: Participants and their roles in our 9 brainstorming workshops about co-designing generative AI models for Code. Cyan indicates the participant does not have experience of working with AI. We will use abbreviations to refer to workshops throughout the paper, for example, W1-CT for workshop 1 about the CT (Code Translation) use case.
| Category & Description | Exemplar Questions |
|------------------------|--------------------|
| **Input**. Questions about the kinds of input that the model can take or should be given. | - What kind of input can the AI reasonably generate code from?  
- What types of [data types, data structures, algorithm...] does the AI understand?  
- How specific does the input need to be to get a good output?  
- Is there certain thing I need to specify to get a good output? |
| **Output**. Questions about what the AI can produce, such as the output type, scope and system capabilities. | - Will this produce idiomatic Python code, or a 1:1 translation?  
- Will the translated code have the same [variable name, complexity, etc.] as the original?  
- Will there be automated tests generated?  
- Can the model generate code that does error/exception handling correctly? |
| **How (global)**. Questions about how the model operates to have a global understanding. | - How exactly does it generate code?  
- How does the translation enforce the dynamic typing rules of Python?  
- Can this AI use design patterns?  
- Does the AI optimize for big O? |
| **Performance**. Questions about the quality of AI generated artifacts or the runtime performance (e.g. time taken) of the model. | - How correct is the translation guaranteed to be?  
- How confident is the AI about the solution?  
- How will the performance be for code of larger inputs?  
- How much time will it take to translate the code? |
| **How to**. Questions about how to change the input to affect the quality or characteristics of the output | - Can I give hints or specify my problem better to improve the model’s output?  
- How can I get the AI to write more efficient code?  
- How can I optimize for one type of output over another? |
| **Control**. Questions about options to customize or specify preferences for how the model should work. | - Can I select a preference for [datatypes, packages, etc.] used?  
- Can I tune the translation?  
- Can I set specific regional settings? |
| **Why/Why not**. Questions about why the model produced a given output or why an input failed to produce the desired output. | - Why didn’t my input work?  
- How did the AI recognize the function from comments in this task?  
- Why did the AI think that its code satisfied the requirement?  
- Why did that 4th attempt with the least programming thinking give a good result? |
| **Data**. Questions about the characteristics and provenance of the data on which the model was trained. | - What data was this trained on?  
- What kind of training set was the AI built with?  
- Where does the code data the AI was trained on come from? |
| **System Requirements & Impact**. Questions about the requirements to use the system or its impact, to gauge the appropriate conditions of usage. | - What are the hardware requirements for using the system?  
- Can I use the system in [a closed source project, my development environment, etc]?  
- What is the energy consumption for using the model? |
| **Limitations**. Questions about the limitations of the model’s capabilities. | - What limits are there to the model’s function?  
- What scenarios does it cover or not cover? |
| **What if**. Questions about what the output would be if the input changes or in hypothetical situations. | - What to return if the input is invalid?  
- What if I am translating from a language that does not allow overflow. |

Table 2: Question categories that emerged in our workshops. We applied the definitions of prototypical user questions in XAI Question Bank by Liao et al. [48] (in the context of discriminative ML, mainly for decision-support) and “intelligibility types” in Lim and Dey [53] (for context-aware intelligent systems). Categories marked with a asterisk (∗) are categories only appeared in Lim and Dey [53] not Liao et al. [48]. Categories with dagger (†) represent new categories emerged in our GAI for code context. For each question category, we provide the definition we used for coding and a few example questions asked by participants.
the frequency of being asked by participants. Categories unique to the GenAI for code are marked with a dagger (†) sign. Categories that appeared in Lim and Dey [53] but not Liao et al. [48] are marked with an asterisk (*) sign. Below we enumerate each question category and what we can learn about users’ explainability needs with GenAI for code.

Input. To understand what kind of inputs the model can take or should be given was the most prominent explainability needs of participants, making up about 16% of all questions. On one hand, participants wanted to have an overview of the types or scope of inputs the AI can work with. Some asked about the AI’s ability to process types of programming languages, data types, algorithms, language versions, and so on. On the other hand, participants were eager to know how to optimize their inputs to produce better outputs. For example, participants in W4-CA raised the question “Should Alex write smaller functions that are easier to name or extensive documentation for complex functions?” and “Can I describe the entire problem in a single well-written sentence? or will I always need to break down the problem into small natural language chunks?” asked by W6-NL2Code. Participants’ questions reflected their current mental models on how the GenAI works to process inputs, which were not necessarily accurate, suggesting that explanations may need to start from a high-level overview of how GenAI works in a specific code generation use case. It is interesting to note that this category is not a prominent need for decision-support AI using discriminative ML, since the input is often fixed or implicit. In contrast, the great variability and close coupling between input and output for GenAI made it a primary explainability needs to address.

Output. To understand what output the GenAI can produce is another frequent explainability need. Participants were mainly interested in the characteristics of the output code, and the scope of the output or system functions. Understanding the characteristics of the output can help users determine how to utilize the output, for example P5 from W1-CT commented: “you cannot ask Python to be as efficient as Java, but at the same time, Python may be more convenient than Java in some specific situations...”. Understanding the characteristics can also guide users to assess the quality of output, identify potential shortcomings or errors for further actions, as commented by P19 from W4-CA: “if it’s translating from a language like RUST that doesn’t allow overflow, it’s not possible into a language like Java allows it.” Meanwhile, some participants asked about the scope of the output, as to discover what the GenAI can do, such as whether it can generate test cases or multiple candidates as alternatives.

How (global). Participants also recognized the importance of having a a global understanding of the GenAI. Many wanted to have a high-level understanding of how the codes are generated, such as “how exactly does it generate code?” or “is it pulling from sites or using GANs to generate new code?” from W3-CA and “how the model comprehends the user input” from W6-NL2Code. Some raised these questions based on their expectations of the input and output of the model (e.g., “Python is dynamically typed, Java is static, how do you enforce these typing rules?” from W1-CT). Others inquired about how the model deals with specific types of input, such as “how untagged text is used for analysis” from W9-CA. These questions reflected interests in both a high-level description of how code generation works, and examining detailed model logic. For descriptive ML, global explanations often take the forms of showing how the model weighs different features or describing the general rules the predictions follow. How to communicate such a global view of model logic for GenAI is an open technical challenge.

Performance. Many participants were concerned about understanding the performance, i.e. how well the GenAI works for the use case. These questions are critical for users to develop appropriate trust and adopt the system. We found the questions are mainly concerned about the overall performance, the quality of a specific generated code and the run-time efficiency of the model (e.g., inference time of the model, if the AI supports multi-threading). It is interesting to note that “quality of code” may be multi-faceted as participants mentioned correctness, runtime complexity, space complexity, understandability, and testability. Many of these performance-related questions were asked to understand performance differences and limitations with regard to different types of input (e.g. larger code). The interest in run-time performance is a unique need emerged in the GenAI for code context.

How to. These questions inquired about how to change or improve the input to get a better output. Answers to these questions can help participants choose strategies to make better use of the AI, such as “How to [make] requirement better [to improve the output]?” from W9-CA and “How can I get the AI to write efficient code?” from W6-NL2Code.

Control. These questions were regarding options to customize or specify preferences for how the model should work. This category was not seen in Liao et al.’s work defining explainability needs for decision-support discriminative ML. Emergence of this type of question in our context suggests that users of GenAI for code are interested in having more control on the working of the model, as illustrated by P61 from W1-CT saying that “Oftentimes, you’re not using the tool for just basic examples. I guess more in depth, like, explanations of what you can do with the model would be appreciated.”

Why/Why Not (local). Different from asking How (global) questions to understand the overall process or logic of the model, a Why (local) question was asked to understand a specific output from the model. More often than not, the Why question was triggered by a surprising or suspicious output, such as “Why did the AI think the code satisfied the requirement?” at W7-NL2Code or “How did the AI recognize the function from comments in this task?” at W4-CA. Sometimes the Why question was asked in contrast to the expected output, and hence a Why Not (the expected output) question, such as “Why didn’t my input work?” from W3-CA.

We adopt a similar definition of Input in Lim and Dey [53], as in what kind of inputs the model can take to generate code. Input was mentioned in Liao et al. [48] as training data went into the model. We consider that kind of question under the category of Data.

Please see Table 1 for an explanation of the meaning of “CA” and “NL2Code”. The prepended “W” number is the number of the workshop in the table. Also, some of our transcribed comments came from the audio channel of workshop recordings, and we could not reliably determine who had spoken. Other comments recorded on sticky-notes could be attributed. Therefore, we report participants’ comments in terms of which workshop they occurred in, and we do not always know which participant actually said them. We report participant IDs where we could determine them.
**Data.** Some participants brought up questions regarding the training data, especially regarding the provenance of the data, such as “Where does the code the AI was trained on come from?” from W3-CA. Echoing findings in Liao et al. [48], explanations on training data can help users gauge the capability of the model and its proper usage, by the validity of the training data and their alignment with ones’ own programming tasks. How to define alignment of training data in the context of GenAI, however, remains an open question.

**System Requirement and impact.** A new category emerged in our data that was not covered in prior works. This category is questions regarding requirements or impact of the system, which can help users gauge the appropriate conditions of usage. They were asked regarding the usage of the system instead of the underlying model. These questions were highly specific to the software engineer context, including compatible development environments, software and hardware requirements, dependencies, and so on.

**Limitations.** Another category unique in our data is questions explicitly asking about the limitations of the model or system, such as what kind of scenarios it cannot cover or limitations to the model’s functions. These questions emerged likely due to the complexity of the input and output spaces of GenAI, which is less straightforward to comprehend than a decision-support AI system.

**What if.** Some asked about what the output would be given hypothetical changes to the input, which may further help participants understand how the AI makes decisions in a counterfactual manner, such as “what to return if the input is invalid?” from W5-CT.

To summarize, we identified 11 categories of explainability needs in GenAI for code use cases. Four of these categories did not appear in Liao et al. as prominent needs for discriminative ML used for decision-support: Input, Control, System Requirements & Impact and Limitations. The top five most frequent categories are Input, Output, How (global), Performance and How to. In Section 6, we will further discuss insights revealed about explainability needs that are unique to the GenAI technology and the novel use case of supporting code generation.

## 5 XAI FEATURES FOR GENAI FOR CODE

As discussed in Section 3.2, we proposed four types of XAI features for GenAI for code and created design probes to elicit ideation from participants: AI documentation, uncertainty indicator, attention visualizer, and social transparency. In this section we discuss participants’ response to derive concrete design recommendations.

### 5.1 AI Documentation

AI documentation is advocated to increase the transparency and facilitate understanding of AI [35, 36, 40, 75, 76, 82], and is embodied in recently proposed features of AI Factsheets [8, 81] and Model Cards [64]. However, what documentation should include for generative AI models is under-investigated, let alone GenAI for code use cases. We are interested in what categories of information about the model should be presented in AI documentation for GenAI for code, and how they might differ from that of discriminative ML. We used a low-fidelity UI design of a factsheet with intentionally open-ended content, as shown in Figure 2a, and asked participants to brainstorm AI documentation categories that could help the user in the design scenario.

We summarize the categories identified from data analysis in Table 3, ranked by the frequencies of mentions by participants. In particular, we identified categories that surfaced in the context of GenAI for code that were not discussed in previous works on AI FactSheets or Model Cards: Examples and tutorials, Software engineering capabilities, Output code quality and utility, Supported languages and frameworks, Control and Deployment Requirement & Platform.

Consistent with findings from the question elicitation exercise in Section 5, participants expressed strong interests in understanding the scopes of inputs and outputs of the system. Examples and tutorials, as the most frequently mentioned category, suggests that example-based explanations can be a fruitful area to explore for GenAI to help users understand the model inputs and outputs. Such interests are also expressed as requirements specific for software engineering tasks, including Software engineering capabilities and Supported languages and frameworks. Participants also wished to see information about performance, data, control, system deployment requirement, and global model explanations, suggesting that providing documentation could help address corresponding explainability needs found in Section 5.

Another interesting pattern is that participants requested categories of information regarding the generated code artefacts rather than the model itself (see the second column in Table 3). Many demanded to see metrics about the code quality and utility, which should be differentiated from model performance metrics such as accuracy. While the latter are commonly calculated with some ground-truth in a held-out test dataset, the former are concerned with characterizing the generated code and their utility for improving human productivity.

In general, documentation for GenAI for code should be transparent about the quality of the produced code from the software engineering perspective, and align with the professional culture and standards, such as communicating the license and regulatory requirements in both the training data acquisition and the usage of the produced code. Table 3 is not meant to serve as an exhaustive template for AI documentation of generative AI models for code. Instead, we hope that these discovered categories can inspire what to document for generative AI models for code.

### 5.2 Model Uncertainty

Inspired by previous work on model uncertainty of generative AI models for code [100] and communicating uncertainty of output for discriminative ML models [10, 26], we created the design probe in Figure 2b to communicate uncertainty for a line of AI generated code, indicated by a wavy underline. We asked participants to react to the feature and discuss how to improve the feature, including follow-up interactions, to better support users’ understanding and their usage of the AI system.

Their suggested improvement and follow-up interactions can be categorized as AI initiated and human initiated [38, 74]. For the AI to take the initiative, participants suggested to see more information from the model to help them understand the output and edit if necessary, for example to include suggesting alternative outputs,
Table 3: Categories of AI documentation for GenAI for code models and their outputs. Categories are sorted in descending order, based on the frequency of mention by participants. Categories marked with a † or ∗ have not been identified by previous works in AI documentation. We postulate that categories marked with a dagger (†) emerged due to the context of generative models, and categories marked with an asterisk (∗) emerged due to the context of software engineering support.

| Category                                      | Applied to          | Definition                                                                                                                                 |
|-----------------------------------------------|---------------------|-------------------------------------------------------------------------------------------------------------------------------------------|
| Examples & Tutorials†                         | Models              | Examples of input-output pairs generated by the model; Tutorials on how to use the model effectively, including what kinds of input can get high-quality outputs |
| Software Engineering Capabilities∗           | Models              | Description of software engineering features or capabilities that the AI can support (e.g., version information, stress testing for large loads, dependency handling, data structure, kernel status, coding style) |
| Model Performance                             | Models              | Technical evaluation metrics of the generative model, including accuracy, performance, performance change by types of input, CPU consumption, and model inference time |
| Output Code Quality and Utility†             | Outputs             | Metrics characterizing the generated code, including correctness, lint errors, code efficiency, time complexity; Metrics reflecting the system’s impact on human productivity, including estimated time savings in conducting programming tasks, estimated improvements to code quality, comparisons with other kinds of GenAI for code tools |
| Supported Languages & Frameworks∗            | Models              | List of programming and/or human languages which the model is capable of understanding (e.g. as input) or producing (e.g. as output); List of programming frameworks or APIs which the model supports as input or output (e.g. React, Flask) |
| Data                                          | Models              | Information about what data the model was trained on, including its provenance and any applicable privacy policies, data usage guidelines, or code licences |
| Control †                                     | Models              | Description of customization options or other mechanisms for users to control the output of the model; Description of how the model can be fine-tuned for additional use cases |
| Deployment Requirements & Platform∗          | Models              | Technical requirements for hosting the model, including: software dependencies, hardware requirements, cloud-hosting requirements, and supported IDE integration |
| Model Explanations                            | Models              | Explanation of how the model operates (e.g. a basic description of how transformer models work or a visualization of model attention) |
| Usage Rights                                  | Outputs             | Information about usage restrictions and/or licensing terms for code produced by the model |
| Optimal & Poor Conditions                     | Models              | The conditions under which the AI model performs well or performs more poorly than expected |
| Intended Usage                                | Models              | The use cases supported by the model; Other potential use cases that might be implemented via fine-tuning |

Participants desired to see uncertainty explanation from the model, on why a particular part of the code was highlighted or why the AI was uncertain. This is an under-explored area in XAI. Participants suggested that the sources for uncertainty explanations could be what alternative options the model was struggling with (W8-NL2Code), or what goal or rationale the model follows (W6-NL2Code). We quote P71 from W6-NL2Code who proposed an interactive explanation to address this point:

"I’ve voted twice for an indication of what the model is trying to achieve, because I think that’s very important. It could be very simple. It could be as simple as just reminding you exactly what natural language prompt this was derived from, so you can think to yourself:..."
Another path to explain uncertainty suggested by participants was through highlighting corresponding parts that contributed to the uncertainty. The corresponding parts could be from input, previously generated lines, or training data.

**Fine-grained uncertainty.** Some participants wanted to see more than just a wavy line under outputs that are below an uncertainty threshold. For example, P71 from W6-NL2Code said: "...if there is some confidence percentage that could be helpful to, you know, like Green Zone, Red zone and Yellow zone etc., to give an idea of the highest priority I need to fix this." Related to the observation that code quality is multi-faceted, some participants wanted to understand the specific definition or aspect of uncertainty, such as whether it is regarding the correctness, time complexity, or runtime.

Another area of suggested interactions requires the human to take the initiative, including allowing human input to resolve uncertainty and supporting interactive testing for the uncertain regions, as discussed below.

**Human input to resolve uncertainty.** A frequently requested interaction was that the AI waits for human input to resolve uncertainty. This could be realized by the AI prompting the human with a variety of questions, including confirmation (W3-CA), clarification (e.g., “show did you mean ... options” from W1-CT), inspection (e.g., “Tell user to examine the line carefully and verify” from W4-CA), preferences or how they would code (e.g., “Ask user for decision making – do you want to keep this line or not and highlight it with reasoning” from W5-CT), and immediate modification (e.g., “Dialog box to type preferred translation (if Alex knows python)” from W2-CT).

**Interactive testing.** Another interaction that participants expected to perform is interactive testing for situations in which the model was uncertain, which can also facilitate understanding of the AI model. P81 from W6-NL2Code said that "... If we can probably give a similar interactive component [as Jupyter Notebook] where it gives you the option to fetch a context from the previous clients, and then run only that piece of code to see what the output is. Probably the person can make a better decision on whether to keep it or change.”

The overall feedback from participants was that showing a line-level uncertainty indicator would be useful to guide users’ attention to potentially low-quality code. However, showing uncertainty alone was not enough to satisfy their explainability needs. Many of the suggested interactions also serve the purpose of helping users better understand the model behaviors through interactive testing, alternative output it considered, and explaining the uncertainty. Through these interactions, users can develop a more appropriate mental model of the system that can help them interact more effectively in the long run.

**5.3 Attention Distribution**

Attention distribution is a popular approach to explain an individual prediction made by a neural networks model, by the relative importance of parts of input to determine the output [95, 96]. Mapping to the context of GenAI for code, we designed the UI in Figure 2c, where the user can select a span of generated content. The AI can then highlight some spans in the previous content, to illustrate the idea of attention when making local decisions, indicating different attention weights via different opacity. We showed it to participants to gather their response on the utility of attention distribution visualizer for users of GenAI for code.

In general, participants said that the attention features would be useful to help them understand how the model worked, and to guide them in modifying the input to produce better results. P42 from W7-NL2Code said that “It’s what trains me as the user to use the AI better” and P63 from W3-CA said that “if you see an issue, you might be able to say, oh, I can go back and try tweaking this part of the input and see whether I can get a better result. So that could be useful.”

Participants also proposed potential ways to improve this local explanation feature. For example: 1) line-level interpretation might be more appropriate than the span level, as P53 in W3-CA said: “selecting a span may not be the best option for a user interface; potentially a line is better”; 2) being able to make immediate changes “right after identifying the suspicious spots” via such a tool (P55 in W4-CA); 3) syntax tree driven selection so that “if you click on the range, you should get the whole function not only the span” (P63 in W3-CA); 4) adding natural language explanation in addition to the color coding (P71 in W6-NL2Code and P22 in W8-NL2Code).

Moreover, participants saw value in utilizing user edits or interaction with attention distribution as signals to improve the model or future interactions, for example, collecting the user edits, as P63 in W3-CA said that “it might be more useful for how do we improve the model? Cause if somebody... starts typing in, here’s the code that I really wanted here. And you can see how does that align and say, wait, why isn’t this aligning? It might be more useful if user feedback back to the model builders.”

**5.4 Social Transparency**

Social transparency (ST) in AI system is recently proposed by Ehsan et al. [19], built on the concept of social transparency in social computing[90]. ST makes visible socio-organizational factors that influence the use of AI by presenting other users’ interactions with the AI, aiming to facilitate a better understanding of and effective actions with AI output. To explore ST in the context of GenAI for code, we introduced an open-ended probe in Figure 2d: an image highlighting that Alex was not working alone but together with a team of software engineers, all using the GenAI. We asked participants to ideate on what users might want to know about other team members’ interactions with the AI to help them better understand and use the AI. We asked participants to write down their ideas in Mural, and then did the clustering, voting and sharing again. We collected 111 responses about ST from Mural, grouped them to categories, and sorted them based on the frequencies of their occurrences. With the open-ended probe, we were able to elicit user needs for ST in the broad context of software engineer
work with the participation of GenAI for code. We therefore map
the findings to a stage model of the software development life
process based on Rani [79]: 1) Requirement Analysis; 2) Design; 3)
Implementation; 4) Testing; 5) Deployment and Maintenance [79].

At the stage of requirement analysis, participants wanted to
know about the team information of who, and for what, will be
using the AI, such as business requirements and goals of the team,
information about each team member (e.g., programming skills
and experience), their interaction patterns with the AI (e.g., who
is frequently using AI and who is better at using AI) and the reason
why they are using the AI. Knowing the team information early
on could help users better coordinate and interpret ST information
in later stages.

Information about other people’s experience with the AI could
help at the design stage so that users could better design their
programming tasks with the GenAI, including taking precautions on
when and how they need to take more control on the code gener-
ation. It is especially helpful to learn about the AI’s performance,
capability and limitations from others’ experience at this stage. For
example, participants wanted to know how other people had evalu-
ated the performance of the model and their judgement of the code
quality, including how much time they invested in getting started
with AI, how the AI-generated code compared to human-written
code, together with the strengths and weaknesses of the AI. More-
over, they were interested in seeing limitations, such as common
pitfalls and errors that other members had experienced.

Going into the development stage, participants wanted to have
information about similar tasks or requests of other people to better
understand what the AI model was capable of doing, even re-use the
generated content, to help them better manage the programming
tasks. Some participants expressed a desire to always have clarity
on the authoring entity of code (whether from AI, a colleague, or other
resources) throughout the development stage to better manage their
expectations, actions as well as accountability.

At the testing stage, participants wished to know how other
people had tested the AI model as a reference, including what
measures they had used in their evaluation of code quality. Many
requested to understand AI’s impact on humans at this stage, i.e.
how the introduction of the AI influenced the productivity of the
team members, such as team speed and productivity. They also
wanted to know whether and how the AI-generated code might be
added to the codebase.

Finally, during the deployment and maintenance stage, partic-
ips asked for information about how to customize the model
parameters and monitored metrics based on the preferences of the
team, and how to collect the team’s edits and feedback to improve
the model.

These results move beyond Ehsan et al. [19]’s work that defined
ST features at the point of AI decision-support. Our results open
up the design space to embed rich ST features at different stages
of software development. ST features in the context of GenAI for code
can not only facilitate users to better understand and use the AI,
but also potentially foster a more effective “human-AI assemblage”
where GenAI is introduced as a member or assistant of a software
engineer team. We encourage future work to further explore the
design space.

6 DISCUSSION

6.1 Informing XAI approaches for GenAI for code

The rich and complex inputs and outputs of GenAI, and the tight
coupling of the two, make it a prominent need for users to form a
clear mental model on the scope, characteristics, and limitations
of the input and output spaces, as well as a global view of how
the model generates outputs from inputs. The observation that
participants’ explainability needs focused overwhelmingly on in-
put, output and global explanations, suggests a mismatch between
what users of GenAI applications need and the technical commu-
nity’s current focus on explanations for representation learning
and visualizing representations.

The explainability categories we identified have varied technical
feasibility with current techniques, and point to topics that are
under-explored for generative AI. For example, for the Performance
category, existing works have used the Computational Accuracy
metric to evaluate generative code models [9, 15, 33, 88], but not
other metrics we uncovered regarding the characteristics of the gen-
erated artifacts and run-time efficiency. To understand performance
differences and limitations with regard to different types of input,
solutions have been explored for natural language generation under
Prompt Engineering [57, 58]. Similar studies in the code space are
limited to the number of few-shot examples in the prompt, and the
effect of length of prompt on performance [9, 15]. A more detailed
analysis of these phenomenon, better grounded in the semantics
of programming languages, could be a promising area for future
research. For the Control category, it is feasible to directly interact
with model parameters. However, questions of how to elicit human
feedback or edits and incorporate them to train generative models
are currently under explored.

XAI for GenAI needs to be contextualized by the characteristics
of the generated artifacts, and the practical and cultural contexts
to use these artifacts, i.e. the software engineering domain in our
case. For example, participants were interested in understanding
the input and output spaces with regard to supported language,
frameworks, data structures, and so on. They are also interested in
metrics reflecting various aspects of code characteristics and impact
on human productivity rather than technical accuracy alone.

Participants’ questions reflected their desire for an actionable
or utility-oriented understanding to support their end goal of opti-
mizing code generation and programming productivity [18, 50, 52],
such as asking the Input, Output, How and How-to XAI questions
(described in Section 4) to facilitate strategies to get better outputs
from the AI. This actionable understanding can also be supported
by enabling follow-up actions towards their goals after seeing trans-
parent information. For example, participants suggested many in-
teractions to allow them to act on uncertainty information and
improve the generated code.

In short, explainability needs should be understood and ad-
dressed with the ecological factors in mind, situated in an un-
derstanding of the behavioral and social contexts of the system
[41, 70]. We paid attention to the nature of software engineer tasks
and workflows as part of the pragmatic human environment of the
system. For example, participants demanded information regarding
system requirements and impacts in relation to their broader work
environment. The discussions around ST further suggested that users’ explainability needs may vary at different stages of software engineering lifecycle, adding temporal context to the work contexts. We encourage future research to consider these contextual aspects while designing and evaluating GenAI explanations.

6.2 Design implications for GenAI for code

In our study, we observed a positive user reception towards natural language explanations and interactions with the GenAI as user inputs are programming- or natural-language based. We envision that a conversational agent interface could be a natural fit for AI assistant for code or co-programming tools, as explored in recent work [42, 43].

We also noticed that the explainability needs and user needs in general may differ for users with varied levels of programming skills. Less experienced participants generally asked fewer questions in the workshop. It is possible that they face more challenges articulating or realizing they had certain explainability needs, and may benefit from more proactive explanations or an entire interaction session focusing on training and explaining rather than in-situ explanations. Future research should further explore user needs in GenAI for code use cases that target reducing programming barriers and enabling novices to code.

Lastly, the bulk of explainability needs around GenAI for code leads to the question of utility of GenAI for code itself. One concern stems from the assumption that users are burdened with understanding how the AI works and adjusting their inputs for optimal outcomes, as expressed by P7 in W8-NL2Code: “as you were talking about this in this session, I keep thinking, if you are learning about all the use cases and how you’re going to structure the natural language and everything, how is it kind of different than just learning an actual language?”. We also note that at the current time, generative code models are prone to errors and will require post-generation improvements from humans [69, 100]. There is a fundamental question on the readiness of the technology, which may not be able to be addressed by providing explainability alone. We urge the AI and HCI community to evaluate GenAI for code technologies, define intended use, and refrain from use cases that have not been validated or have risks of harmful consequences for stakeholders.

6.3 Human-centered, participatory, and question-driven approaches to XAI design

Our study used a scenario-based design [87] combined with a question-driven method to elicit explainability needs, based on work by Liao et al. [48, 50]. We reflect on a few strategies that worked well for our study, and encourage researchers and practitioners to adopt similar approaches to understand users’ explainability needs early-on to drive technical and design choices.

First, we found the use of a scenario, persona and an illustrated prototype corresponding to the scenario to effectively aid the elicitation of rich user questions, even for a technology that was completely new for participants. As Liao et al. [50] suggested “for highly novel systems, scenarios or low-fi prototypes can be used to elicit questions”. Moreover, we incorporated real outputs from state-of-the-art generative code models in the low-fi prototype to illustrate the model capabilities, which was repeatedly inquired by participants to confirm the scenario has a realistic reflection of the GenAI capabilities. This approach also echoes a recent trend in AI design to utilize real data points as “data probes” to aid design ideation [91]. The choice of data point can sway the discussions in the user study. We suggest to choose ones that reflect the AI’s true capabilities, including limitations and errors to explore the design space more thoroughly.

Second, we found the procedure of “pooling-clustering-voting” questions to be productive. While Liao et al. [50]’s original method only deals with question elicitation in one-on-one interviews, we adopted a participatory workshop format to balance between individual brainstorming and group discussions. Giving participants seven minutes to post their questions allowed a quantity of questions to be added. Working collaboratively to cluster them and vote on the clusters encouraged discussions and building upon each other’s ideas. This procedure also allowed participants to naturally articulate reasons behind their questions for our data collection.

Lastly, in addition to the question elicitation exercise, we explored four types of XAI features with low-fi prototypes. We defined these features based on prior works in different technical and application domains. A critical study design decision we had to make is the open-endedness of these prototypes. For some features (uncertainty indicators and attention visualizers), there already exist relevant techniques, so we chose a more concrete design to elicit feedback and ideas for extension. For other features (documentation and ST), the design space is less defined so we used more open-ended probes to allow participants to freely and critically brainstorm. In short, the design of a “probe” for participatory ideation and feedback is a non-trivial design decision, requiring a balance between concreteness and openness, considerations of both technical feasibility and user value, and diligent pilot testing [12, 24].

7 CONCLUSION

Despite growing efforts to apply state-of-the-art GenAI models to support software engineering tasks, investigations on user needs for such technologies have been scarce. Our work is among the first to study users’ explainability needs of GenAI for code. By combining scenario-based design [87] and a recently proposed question-driven design method for XAI [48, 50], we conducted 9 participatory workshops with 43 software engineers to understand their explainability needs with three use cases of GenAI for code: natural language to code, code translation, and code auto-completion. As a result, we identified 11 categories of explainability needs in the context of GenAI for code. We provided detailed definitions and examples for these categories, and contrasted them with common explainability needs for discriminative ML discussed in prior work [48, 53]. In addition, we proposed four areas of XAI features for these use cases, collected feedback from participants and provided concrete design recommendations. We hope that our results can inspire future AI and HCI work that can enable better human-AI collaboration for software engineering, and encourage more human-centered approaches to drive AI technical development.
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### Code Translation “Base Case”

**C1**

- Alex tests the code translation model with a function that converts decimal numbers to Roman numerals (e.g., 22 → XXII) and vice versa.
- He is surprised to see that the model works perfectly.
- Alex wonders what if he does not specify the requirement in the function name, instead, he writes it down as comments.
- **Output:** The function returns a string representing the Roman numeral (e.g., “XXII”) for the given integer input (e.g., 22).

**C2**

- The function is designed to accept a list of prime numbers as input and return the total count of prime numbers in the list.
- Alex finds a problem on an online coding platform and wants to test if AI can solve it.
- **Output:** The function prints the number of prime numbers in the list.

- Other than that, the program seems to be doing its job.

### Code Autocomplete “Base Case”

**C1**

- Alex tests the code autocompletion model with a function that converts integers to Roman numerals (e.g., 22)
- He realizes that he should not have put arguments in the function name, so he tried to come up with a function name that is almost describing everything.
- **Output:** The function returns a string representing the Roman numeral (e.g., “XXII”) for the given integer input (e.g., 22).

**C2**

- The function is designed to accept a list of prime numbers as input and return the total count of prime numbers in the list.
- Alex finds a problem on an online coding platform and wants to test if AI can solve it.
- **Output:** The function prints the number of prime numbers in the list.

- Other than that, the program seems to be doing its job.

---

**Figure 3:** The two other code "base cases" we used in the workshop on Mural. C1 is the example we used as the base case for the workshops about code translation (W1-CT, W2-CT and W5-CT), and C2 is for the code autocompletion use case (W3-CA, W4-CA and W9-CA). The C in Figure 1 is the base code base for the natural language to code use case (W6-NL2Code, W7-NL2Code, W8-NL2Code).

### A THE OTHER TWO USE CASES

We show the example code as the base case for workshops about natural language to code (W6-NL2Code, W7-NL2Code, W8-NL2Code) in Figure 1. As a supplement, we show how we replace Figure 1 (c) with other code examples in Figure 3 for the code translation and code autocompletion use cases. The other sub-figures in Figure 1 stay almost the same for all workshops across all use cases with minimum edits.