SUPR-GAN: SUrgical PRediction GAN for Event Anticipation in Laparoscopic and Robotic Surgery
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Abstract—Comprehension of surgical workflow is the foundation upon which artificial intelligence (AI) and machine learning (ML) holds the potential to assist intraoperative decision making and risk mitigation. In this work, we move beyond mere identification of past surgical phases, into prediction of future surgical steps and specification of the transitions between them. We use a novel Generative Adversarial Network (GAN) formulation to sample future surgical phases trajectories conditioned on past video frames from laparoscopic cholecystectomy (LC) videos and compare it to state-of-the-art approaches for surgical video analysis and alternative prediction methods. We demonstrate the GAN formulation’s effectiveness through inferring and predicting the progress of LC videos. We quantify the horizon-accuracy trade-off and explored average performance, as well as the performance on the more challenging, and clinically relevant transitions between phases. Furthermore, we conduct a survey, asking 16 surgeons of different specialties and educational levels to qualitatively evaluate predicted surgery phases.

I. INTRODUCTION

Surgical artificial intelligence (AI) ultimately aims to create machines capable of improving patient care. Whilst surgical AI and machine learning (ML) research advances, major focus has been placed on building the foundation for machines to comprehend surgical workflow \cite{25, 31, 35, 49, 52, 53, 55, 56}. Investigations mostly concentrate on post-hoc analysis, trying to identify the current surgical phase from past video events alone. However, in order to foresee and prevent surgical complications, machines must be able to predict future events. Previous research has neglected prediction of future events or operative phases, only briefly reporting on specific predictive tasks, such as remaining surgery time \cite{50} and tool anticipation \cite{41}. The ability to predict multiple, non-sequential, future possible phases is especially prominent in more complex surgical cases where differences in subsequent phases could lead to drastically different outcomes. Data-driven modeling of the surgical workflow and automatic methods of risk prediction during such procedures could yield a tremendous benefit for both the patient and surgeon. With the advances in robotic surgery and synergistic integration of computer vision, AI augmented surgery may in the far future translate the potential of advanced driving assistance systems to the operating room \cite{16}. Phase prediction and early hazard detection promises great potential for the improvement of patient outcomes, especially when paired with surgical robotic innovation (\cite{15}, ch. 12.)

In order to provide more general ability to predict future events during ongoing surgery, we need more capable models that truly understand surgical workflow. Such models should be able to handle multiple inference tasks and account for the complexity and actions throughout a surgical procedure. They should comprehend discrete characteristics of surgical procedures, such as abrupt transitions between phases, surgeons’ decisions, and transitions in clinically-meaningful variables. Their predictive capability should extend beyond the mere ability to predict specific narrow tasks such as remaining surgical time, accounting for the diversity of phenomena that occurs during surgery. Finally, they should handle the uncertain nature of the sequences involved, both due to the limited field-of-view and the third party observer’s lack of theory-of-mind of surgeon’s intent and actions context, as well as the inherent uncertainty of human decision making – we expect predictive models to afford probabilistic reasoning that robustly handles such phenomena.

In this work, we focus on surgical phase prediction in laparoscopic cholecystectomy (LC) - removal of the gall-bladder. With over 500,000 laparoscopic and robotic cases performed in the US annually, the cholecystectomy is among the most frequent surgical procedures. Although routinely performed, common bile duct injuries (with an incidence of up to 3\% in LC) present a serious and frequent complication with major, potentially life threatening consequences for the
Contributions: Our contributions are:

1) We define and explore a novel, yet important problem of surgical prediction and jointly estimate the phase analysis.

2) We examine models for surgical process prediction, including a new discrete GAN predictor - SUGan PRediction GAN (SUPR-GAN).

3) We demonstrate results of the proposed model for analysis and prediction of LC. We show how the model surpasses existing approaches in both sequence prediction and transition detection tasks. We further quantify the subjective plausibility of the predictions based on a survey of surgeons.

II. RELATED WORKS

Our work relates to several major topics in current AI/ML and surgical prediction research. Significant effort has been made in surgical workflow analysis. [49] was one of the first to propose deep-learning architecture to address the problem by applying a convolutional neural network (CNN). [25] first introduced CNN-LSTMs for this task, nowadays considered standard. Additional research explored the applications to more complicated procedures, such as sleeve gastrectomy in [52] and to the peroral endoscopic myotomy (POEM) in [54]. Moreover, due to the potentially lengthy duration of the procedure, [2] proposed to aggregate the long-term temporal dependencies with statistic features so that the model can capture global surgical information. Similarly, [26] proposed a temporal memory relation network to capture multi-scale temporal patterns.

Aside from phase recognition, tool and task identification [36], [49] is another active field in the surgical AI domain. A CNN was successfully applied to capsule endoscopy to detect endoluminal lesions in the bowel [45] and colour descriptors have been used to assess intraoperative bleeding [11]. [51] applied a neural network classifier to evaluate kinematic data from robotic surgery and distinguish between more and less experienced surgeons. However, little effort has been devoted to prediction of future workflow with a few notable exceptions, such as prediction of remaining surgical time as a regression task [50], or the relatively unimodal next action [37]. Retrospective automated analysis of intraoperative adverse events (bleeding, cautery injury) has been performed, emphasising the significant impact of such events in terms of increased morbidity, mortality, and hospital stay [57]. Whilst these adverse events most commonly arise from preventable errors, little research has been conducted on the prospective prediction of subsequent intraoperative phases and events/errors to enhance surgical outcome.

In context-aware systems in computer assisted interventions (CA-CAI), using both real-time visual and instrumental information has been shown to increase accuracy in surgical workflow identification [10], aiding OR situational awareness. Teaching surgical trainees technical skills, comprehension of surgical workflow, and decision making in a protected setting (without potential complications to the patient) holds great value to improve clinical education for surgeons. As shown by [18] simulation-based, video based learning and retrospective action analyses significantly improve technical as well as procedural surgical skills.

Sequence and trajectory prediction has been commonly applied to autonomous driving, where forecasting of road users’ future actions allows vehicles to interact, plan and warn the driver of road risk [20]. However, the trajectories predicted are in a continuous state space. Other concerns, such as multi-agent interactions, agent goals, and environmental context, lead to different design structures [14], [23], [32], [40]. Moreover, GANs can be found in other prediction applications, such as motion prediction [3], [29], body-pose prediction [61], speech signal prediction [27]. However, they often merely predict continuous signals and hence limit the discrete aspect to either a discrete vector [23] or a mixture model [9], [21], save for a few exceptions [22], [34].

Auto-encoding and processing of discrete sequences, with different types of connectivity structures and tasks, has been prevalent in the natural language processing (NLP) literature [4], [6], [8], [44], [46]. Outside of NLP, prediction and completion of discrete sequences has been more limited in its applications, with notable examples in several fields of natural sciences, such as chemistry and biology. [7], [12], [28], [59], [60]. However, in these domains, often the signal of interest is directly observed, unlike surgical phases that are not directly observed in the video.

Overall GAN approach has several advantages in a surgical context: (i) GAN training w/ variety loss encourages diverse
predictions [14], that are important for workflow prediction at decision-making junction during surgical procedures. (ii) The GAN model can be easily modified for discrete sequences [30] as surgical phases and intra-operative events are often discrete labels. (iii) It extends gracefully to the prediction of multiple complex entities, as needed to explain surgical processes at adverse events. Therefore we consider GAN to be the most appropriate framework to address this surgical prediction question.

III. METHODS

In this section we elaborate the research question and the detailed design of the proposed prediction model.

A. Problem formulation

A surgeon can currently be performing one of \( N_P \) possible phases during an operation. Our goal is to predict the surgeon’s future actions. Instead of predicting the only possible phase trajectory, we try to predict a distribution of possible phase trajectories using GAN, limiting the prediction learning to a fixed past and future horizon, as is common in prediction literature. During surgery, a surgeon makes decisions based on the recently observed \( T_p \) video frames \( I = \{ I_{t_0-T_p}, \ldots, I_{t_0-1}, I_{t_0} \} \). The model prediction is represented by \( Y = \{ y_{t_0+1}, y_{t_0+2}, \ldots, y_{t_0+T_f} \} \), where \( T_f \) is the number of frames the model is predicting into the future. At each time step, the model predicts the surgical phases \( y_t \in \{0,1\}^{N_P} \), where phase labels are encoded as 1-hot vectors.

B. Auto-encoding Sequence Models

Several auto-encoding models have been used to predict sequential data, mostly based on GANs [13], [14], [19] and conditional variational auto-encoders [23], [42]. Our model follows GANs and includes a generator and a discriminator model denoted by \( G \) and \( D \) respectively. The generator includes an encoder and a decoder. The discriminator includes a past encoder and a future encoder. It is trained to distinguish whether a presented trajectory is a fake trajectory created by the generator, or whether it is a real trajectory from the data. Usually, an additional data term is added to ensure that the generator can regenerate real data trajectories, often with a variety loss [14], [47].

C. Surgical Prediction GAN (SUPR-GAN)

Unlike standard sequence prediction problems, we have additional supervisory cues in the form of annotation labels, \( Y \). The overview of the network is given in Fig. 2.

**Generator Encoder** The generator’s encoder utilizes the observations and encodes all the observed information into a single vector. Since the observations are sequential, long short-term memory (LSTM) is thus applied for the recurrence. The encoding process can be formally written as:

\[
\begin{align*}
  e_t &= CNN(I_t) \\
  h_t &= LSTM_G,enc(h_{t-1}, e_t) \\
  y_t &= PhaseHead(h_t)
\end{align*}
\]

Where CNN uses ResNet [17] as the backbone, and \( h \) represents the hidden state of the LSTM. Both the encoder and the decoder hidden state share the same dimension \( H = 32 \). The PhaseHead is a fully-connected layer which generates the phase probabilities.

**Generator Decoder** The decoder leverages the information from the encoder. While initializing the hidden state of the decoder, we simply take the last encoder hidden state then concatenate it with a random noise vector. A fully-connected layer is used to map the vector to size \( H \).

\[
\begin{align*}
  y_{t-1} &= PhaseHead(h_{t-1}) \\
  h_t &= LSTM_G,dec(h_{t-1}, y_{t-1})
\end{align*}
\]

at each time step \( t \), the estimated variables can be obtained by phase emission heads separately.

**Discriminator** The discriminator is composed of two encoders, one for each of the past and future sequences. Both encoders feed off phase vectors,

\[
\begin{align*}
  h_t &= LSTM_D, (h_{t-1}, y_{t-1})
\end{align*}
\]
The last state of the future encoder is fed through a discriminator head that emits a binary label - real or fake - for the sequence. The real represents the trajectory sampled from the real data, whereas fake represents the sample generated by the prediction model.

**Discrete GAN** As the surgery workflow which we are predicting has discrete sequences, a function which can convert the generator decoder output probabilities to discrete sequences is required. Gumbel-Softmax [24] layer is used after the generator decoder output. It is a differentiable layer so that it allows us to have discrete phase prediction samples input to the discriminator, without breaking the gradient.

**Loss** The loss function used for training is a combination of GAN loss and data loss. The GAN loss penalizes the whether the predicted trajectory is reasonable or not.

\[
L_{\text{dis}}(y, \hat{y}) = \min_D \max_G V(G, D),
\]

where \(V(G, D)\) is the usual GAN loss, formally written as:

\[
\min_D \max_G V(G, D) = \mathbb{E}_{x \sim p_{data}(x)} \log(D(x)) + \mathbb{E}_{z \sim p_z(z)} \log(1 - D(G(z))).
\]

\(z\) is the generator noise sample and \(x\) represent sample from the data’s label sequence \(Y\). The data loss in GAN-based predictors is destined to ensure the prediction is not too far from the ground truth. We use a variety loss [47], which penalizes the distance between the ground truth labels and the most similar reconstructed sequence out of a set of \(N_s\) samples.

\[
L_{\text{rec}}(y, \hat{y}) = \min_{j=1}^{N_s} \sum_{t=t_0+1}^{t_0+T_f} d_L(y^{(j)}_t, \hat{y}_t).
\]

\(d_L(\cdot, \cdot)\) is a distance between the labels and prediction – cross-entropy as our sequences are discrete categories.

**Past Encoding Loss** Unlike domains where GAN-based predictors are decoding the raw signals (such as images and trajectory prediction), we are decoding annotated labels that are much more costly to obtain and are not the same as the encoded signal (images). This allows us to add an additional data term measuring how well the encoder recognizes the phase, even in past frames. This is similar to phase recognition costs and is expressed as:

\[
L_{\text{past}}(y, \hat{y}) = \sum_{t_0-T_p}^{t_0} d_L(y_t, \hat{y}_t),
\]

where we use cross-entropy loss as before.

During the experiment, the overall loss is

\[
\mathcal{L} = \omega_1 L_{\text{dis}} + \omega_2 L_{\text{rec}} + \omega_3 L_{\text{past}}
\]

where in practice \(\omega_1 = 0.6\) and \(\omega_2 = 0.2\) \(\omega_3 = 0.2\).

**IV. Experiments**

In the following we test both objective measures of accuracy relating to the model’s predictive power, as well as the perceived plausibility of the predicted trajectories when gauged by clinical experts (surgeons).

**A. Datasets**

We experiment on two large-scale surgical video datasets. Cholec80 [49] is a publicly available dataset which contains 80 videos of LC. The dataset is divided into equal subsets for training and testing with 40 videos each. The dataset is annotated into 7 different phases. MGH200 [2] consists of 200 LC videos, where 150 videos are used for training and 50 for testing. The dataset is annotated into 12 surgical phases, which is more granular than the Cholec80 datasets. MGH200 also contains more variability and clinically meaningful phase transitions.

**B. Model Parameters and Training Strategy**

In the experiment, the videos are re-sampled at 1 fps and fed to the model. During model training, the generator encoder is pre-trained in surgical phase recognition for 20 epochs. The pre-training is accomplished using the same dataset. Therefore, no additional data is used. During GAN training, we iteratively train the generator and discriminator, using small epochs, where the epoch size is 64 and the number of epochs is 2000. We used an Adam optimizer with a learning rate of \(10^{-4}\).

**C. Prediction settings**

Throughout prediction, we use the past 15 seconds to predict the upcoming future 15 seconds. This was determined for several reasons: (i) the past 15 seconds of the video segment should contain sufficient information about the operative phase to predict the future phase; (ii) a prediction horizon of 15 seconds into the future is an adequate time period for the surgeon to assess, intervene, and prevent potential adverse events; (iii) LSTMs are limited in their ability to numerically propagate information over large timescales [43] and insufficient in covering a complex set of predictions as the prediction horizon increases [19], [38]. In [V-G] we also compared the effect of using different prediction horizons.

**D. Evaluation Metrics**

To evaluate the prediction models, we employ two metrics:

- **Per-transition accuracy:** Every time the ground truth transits to a new phase, if said new phase is predicted correctly within \(\delta\) seconds, we consider the transition to be well predicted. We set \(\delta\) to 15 seconds.
- **Levenshtein distance:** Levenshtein distance (LD) [33] measures the minimum number of operations required to transform one sequence into another. It is widely applied to NLP for comparing strings and used to compare

\[
\delta
\]

\[
LD
\]

\[
XPERIMENTS
\]

\[
IV.
\]

\[
\text{A.
}\]

\[
\text{Datasets}
\]

\[
\text{B.
}\]

\[
\text{Model
Parameters
and
Training
Strategy}
\]

\[
\text{C.
Prediction
settings}
\]

\[
\text{D.
Evaluation
Metrics}
\]

\[
\text{To
evaluate
the
prediction
models,
we
employ
two
metrics:
}\]

- **Per-transition accuracy:** Every time the ground truth transits to a new phase, if said new phase is predicted correctly within \(\delta\) seconds, we consider the transition to be well predicted. We set \(\delta\) to 15 seconds.
- **Levenshtein distance:** Levenshtein distance (LD) [33] measures the minimum number of operations required to transform one sequence into another. It is widely applied to NLP for comparing strings and used to compare
DNA sequences in biology [1]. In our evaluation, we calculate the average Levenshtein distance between the prediction and the ground truth.

### E. Qualitative Results

The exemplary results of the proposed model are shown in Fig 3. In example (a), the model predictions align with the ground truth during the transitions between ‘Checkpoint 1’ and ‘Clip Cystic Duct’. Similarly, in the example (b), the transition from ‘Clip Cystic Duct’ to ‘Dissection of Calot’s Triangle’ is well captured by the black prediction trajectory. Moreover, the model is able to detect the different possible future phases in more challenging and questionable phase transitions (e.g. in Figure 3 (b): the black trajectory shows the model is able to transit back from ‘Clip the Cystic Duct’ to further ‘Dissection of the Calot’s Triangle’ as a reasonable surgical action). Other examples, confirming model and ground truth accordance, are shown in (c) and (d). The proposed model can not only give accurate prediction about the phase transitions, it can also predict alternative trajectories and therefore cover various possible transitions.

### F. Quantitative Results

We compare the performance of the proposed model on two datasets with several baseline methods. Constant prediction model is a simple baseline using the last frame of the past encoding head to perform the prediction; its performance suffers in the transition areas. We also employ Hidden-Markov Model (HMM) as another baseline. Once the past phase encoding likelihoods are obtained, they are used as the observation for HMM. Baum-Welch algorithm [58] is used to estimate the HMM internal parameters. We also compared to a variant of the proposed model, which is the GAN generator trained with only data loss and past encoding loss, which is referred to as Ours w/o Dis. in Table I. The experimental results on Cholec80 dataset are shown in Table I and the results on MGH200 are shown in Table II. The SUPR-GAN has achieved best overall per-transition accuracy on both datasets, as measured by the same variety loss used for training. In addition to the prediction module, the proposed SUPR-GAN also contains a past phase recognition module, the past phase recognition accuracy is 82.3%. For future predictions, we further show the average Levenshtein distance between the predicted sample and the

| Transition to Phase          | Constant Model | HMM | Ours w/o Dis. | SUPR-GAN (Ours) |
|-----------------------------|---------------|-----|---------------|-----------------|
| Preparation                 | -             | -   | -             | -               |
| Calot Triangle Dissection   | 7.5%          | 5.3%| 72.5%         | 87.5%           |
| Clipping and Cutting        | 2.5%          | 42.5%| 82.5%         | 57.5%           |
| Gallbladder Dissection      | 7.5%          | 35% | 70%           | 65%             |
| Gallbladder Packaging       | 12.5%         | 10% | 50%           | 30%             |
| Cleaning and Coagulation    | 42.8%         | 31.4%| 42.9%         | 54.3%           |
| Gallbladder Retraction      | 85%           | 17.5%| 50%           | 30%             |
| Overall                     | 26.0%         | 31.5%| 59.6%         | 60.9%           |

**TABLE I**

The per-transition accuracy on Cholec80 dataset. Our predictor significantly outperforms the baselines.
Some noise. We note the relative small average performance drop when calculating over all the samples. This is mainly due to the following reasons: (i) when there’s no transitions, the constant model makes the reasonable predictions; (ii) For the segments with transition areas, the constant model can still give correct prediction before the actual transition happens. However, after the transition occurs the prediction accuracy can drop significantly, which can be further illustrated by the low per-transition accuracy in Table II. Compared to other methods, the proposed model has achieved good performance by having a high per-transition accuracy and maintaining a low Levenshtein distance.

Visualizing the predictions, the discriminator encourages a diversity of predictions, while keeping the predictions reasonable. In certain operative phases the surgeon may have freedom of choice on their next phase (e.g. clipping of cystic artery first or duct first or further dissection of the hepatocystic triangle). The discriminator encourages such alternate approaches, resulting in a higher accuracy. However, sequences, where steps are more deterministic and unique (e.g. remove GB from liver bed), the discriminator may introduce some noise. We note the relative small average performance increase when adding the discriminator compared variety-loss only training. This phenomena has been observed in other prediction tasks [14], [47]. Yet the increase is still significant – the change in LD gave a p-value of 0.029 using a pairwise t-test on the per-video scores.

G. Influence of the Sequence Horizons

The topic of past and future horizon length is inherent to problem formulations in GAN-based temporal analysis [5] We evaluate the performance of the proposed method with different prediction lengths, as displayed in Table IV. Since LD distance is proportional to the prediction length, we normalize it to the length of 15 seconds. The table shows, that with increased prediction horizon the prediction performance drops, from 2.99 with prediction horizon of 10 seconds to 7.8 with prediction horizon of 45 seconds. However, this does not decrease significantly at the clinically chosen prediction horizon of 15 seconds (see Sec I). We also note the degradation of performance with fewer past frames supplied to the model, as the model lacks context information.

H. Surgeon Survey on Phase Identification and Prediction

To augment the objective measures used and verify the realism of the model’s phase prediction, we conducted a survey among a total of 16 surgeons of different educational stages comparing the surgeons’ and model prediction. The participants were each presented with 5 out of 20 randomly selected video segments of a LC, 15 seconds each, where the video was stopped at a certain point. The participants were asked to identify the currently performed surgical step. In addition, they were asked to estimate the time remaining for that surgical task until the surgeon proceeds to the next upcoming step. Furthermore participants were asked to evaluate three different possible future trajectories from said point and rank them in terms of likeliness and plausibility to predict the next upcoming surgical step. Two of the presented future trajectories were chosen uniformly from trajectories generated by the model whilst one presented the ground truth – in a broad sense, forming a variant of an imitation game [48], as participants distinguish between a real and a computationally-created trajectory.

| Metrics         | Constant Model | HMM | Ours w/o Dis. | SUPR-GAN (Ours) |
|-----------------|----------------|-----|---------------|-----------------|
| LD (transitions)| 9.57           | 11.63| 9.26          | 9.15            |
| LD (Overall)    | 3.47           | 13.15| 4.27          | 3.36            |

**TABLE III**

The Levenshtein distance (LD) on MGH200 Dataset. The lower the better. SUPR-GAN achieved the lowest LD in both overall and transition settings.

|                 | Transition to Phase | Constant Model | HMM | Ours w/o Dis. | SUPR-GAN (Ours) |
|-----------------|---------------------|----------------|-----|---------------|-----------------|
| Block 1         | Port placement      | 0%             | 0%  | 0%            | 100%            |
|                 | Fundus retraction   | 0%             | 0%  | 0%            | 83.3%           |
|                 | Release GB peritoneum| 91.8%         | 32.1%| 67.9%         | 62.3%           |
|                 | Dissection of Calot’s triangle | 12.3% | 69.5% | 61.9% | 57.1% |
|                 | Checkpoint 1        | 0.0%           | 100%| 33.3%         | 44.4%           |
| Block 2         | Clip Cystic Artery  | 1.8%           | 12.7%| 7.3%          | 25.3%           |
|                 | Clip Cystic Duct    | 2.1%           | 8.5% | 29.8%         | 53.2%           |
|                 | Divide Cystic Artery| 0%             | 39.6%| 11.3%         | 47.2%           |
|                 | Divide Cystic Duct  | 0%             | 0%  | 60%           | 48.9%           |
|                 | Checkpoint 2        | 4.4%           | 13.3%| 66.7%         | 57.8%           |
| Block 3         | Remove GB from liver bed | 64.6% | 35.4% | 81.9% | 54.2% |
|                 | Bagging             | 91.8%          | 100%| 83.8%         | 86.8%           |
| Overall         | 15%                | 42%            | 50.4%| 53.5%         |                 |

**TABLE II**

The per-transition accuracy on MGH200 Dataset. The SUPR-GAN out-performs the other methods in overall accuracy.

**TABLE IV**

The normalized LD of the different future/past horizons on MGH200 Dataset (lower LD is better). As the prediction horizon increases or the past horizon is reduced, the performance of the model drops.

| Past steps | Future steps | CM | HMM | Ours w/o Dis. | Ours |
|------------|--------------|----|-----|---------------|------|
| 5          | 15           | 11.6| 14.81| 5.48          | 4.28 |
| 10         | 15           | 7.89| 9.37 | 4.61          | 3.82 |
| 15         | 10           | 7.15| 13.07| 3.9           | 2.99 |
| 15         | 15           | 3.47| 13.15| 4.27          | 3.36 |
| 15         | 30           | 9.24| 13.31| 5.31          | 3.95 |
| 15         | 45           | 16.53| 13.9 | 5.51          | 7.8  |
Firstly to note that the surgeons’ future trajectory classification accuracy varied among participating surgeons and was associated with professional and educational level. Overall, 36.67% of surgical faculty, 33.33% of fellows and 53.33% of residents incorrectly predicted the future surgical step. Overall only 53.3% of questionnaire answers correctly predicted the future operative step according to the previously determined ”ground truth” (see Fig. 4). Furthermore, the surgeons’ estimation of time until the next operative step displayed a high variance, not linked to experience or type of step, indicating that the estimation of remaining time for future tasks is obviously not a trivial exercise.

Upon a manual inspection of the 20 presented videos and predicted trajectories by a surgeon, some divergence between the model trajectories and ground truth was observed; but only one model trajectory appeared to be entirely unreasonable, displaying impossible surgical steps. This can be seen in Fig. 5(a), where yellow (removal of the gallbladder from the liver bed) represents the ground truth, the model proposed trajectories display surgical steps that chronologically would be performed before this (clipping and dissection). We note that in this scenario our diversity-enhancing loss term resulted in heterogeneous samples even though the posterior distribution should not have been diverse, and this can be mitigated by better accuracy-coverage trade-offs.

In most videos, the model proposed trajectories differing from the ground truth represented alternative surgical approaches. An example can be seen in Fig. 5(b): the ground truth is displayed by the blue trajectory (dissection of calot’s triangle), although the yellow (clip cystic duct) and black (clip cystic artery) differ entirely from the ground truth, they still represent plausible courses of surgical action. Here only 17% of surgeons selected the correct answer in blue, which is consistent with the heterogeneity of surgeons selections in other cases of multiple plausible future steps of the procedure. This shows that the model is not only able to rule out unrealistic future trajectories, but also display multiple alternative, plausible approaches. Overall the model predictions and surgeons’ answers aligned well with each other with an accuracy of 53.5% in SUPR-GAN prediction and 53.3% surgeons’ choice of suspected ground truth.

Fig. 5. Examples in the survey. (a) A scenario with unrealistic predicted trajectories – Yellow represents the ground truth, blue and black show the model predictions. The predictions are unrealistic in the sense that the temporal order of the phases would not occur in an actual surgery. (b) Model proposed trajectories in surgeon survey illustrating alternative future surgical paths. – Blue represents the ground truth, black and yellow show the model predictions.

Fig. 4. Surgeon survey: percentage of correct and incorrect phase prediction according to clinical role and experience.

V. CONCLUSIONS

In this paper, we proposed a prediction framework for surgical workflow based on a discrete encoder-decoder GAN to foresee surgical phases in laparoscopic cholecystectomy. Our evaluation on objective metrics, alongside the results of the performed survey of perceived plausibility demonstrate the effectiveness and reliability of the approach. Furthermore, our research suggests several possible opportunities to extend this approach to additional predictive tasks and more exhaustive exploration of video-based surgical process prediction and its relation to the surgical mindset as an statistical inference problem of both analytical and practical value. Due to broad extendability to diverse and more complex surgical procedures, this model holds the potential to significantly enhance surgical decision making and augment risk mitigation for ultimately improved patient outcome.
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