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ABSTRACT

Machine learning (ML) is a branch of artificial intelligence that combines computer science, statistics, and decision theory to learn complex patterns from voluminous data. In the last decade, accumulating evidence has shown the utility of ML for prediction, diagnosis, and classification of hypertension and heart failure (HF). In addition, ML-enabled image analysis has potential value in assessing cardiac structure and function in an accurate, scalable, and efficient way. Considering the high burden of hypertension and HF in China and worldwide, ML may help address these challenges from different aspects. Indeed, prior studies have shown that ML can enhance each stage of patient care, from research and development, to daily clinical practice and population health. Through reviewing the published literature, the aims of the current systematic review are to summarize the utilities of ML for the care of those with hypertension and HF. (JACC: Asia 2021;1:162–172) © 2021 The Authors. Published by Elsevier on behalf of the American College of Cardiology Foundation. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

The prevalence of hypertension continues to increase in China and worldwide due to the extended life expectancy in the general population (1–5). Hypertension is the single most important risk factor for heart failure (HF) (6–8). The China hypertension survey shows that approximately 1.3% of adults (estimated 13.7 million) have HF (9). Among HF patients with hypertension, only 57.7% receive antihypertensive therapy, and only 14.5% have their blood pressure under control (9). HF accounts for nearly one-fifth of overall cardiovascular hospitalizations and costs more than 5 billion US dollars annually in China (10,11). Improvement in screening, prevention, and management of hypertension is essential to reduce the burden of hypertension and associated HF (1–4).

Machine learning (ML) is a branch of artificial intelligence that combines computer science, statistics, and decision theory to learn complex patterns from voluminous data (12–14). The clinical goals of ML include prediction, diagnosis, classification, automated image assessment, among others (12,15–17). In the last 5 years, more than 3,000 papers about ML in cardiovascular care have been published, with most studies focused on the areas of atherosclerosis, hypertension, and HF (15). Considering the high burden of hypertension and HF in China and worldwide, ML may help address these challenges from different aspects (1–4). Indeed, prior studies show that ML could enhance each stage of patient care, from research and development to daily clinical practice and population health (18–39). By reviewing the published literature, the aim of the current systematic review is to summarize the use of ML for prediction, diagnosis, classification and automated image assessment of hypertension and HF (Central Illustration).
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Exposure of the human heart to longstanding hypertension leads to hypertensive heart disease (7,8,40). Based on the clinical and pathophysiologic impacts of hypertension on the heart, Messerli et al (8) and Iriarte et al (41) proposed that hypertensive heart disease can be classified into four ascending categories. Degree I is characterized by the presence of left ventricular diastolic dysfunction (LVDD) without left ventricular hypertrophy (LVH); degree II is presence of LVDD with concentric LVH; degree III is symptomatic HF with preserved ejection fraction; and degree IV is symptomatic HF with reduced ejection fraction and left ventricular (LV) dilatation. Degrees I and II are considered subclinical stages of HF and degrees III and IV are considered the symptomatic clinical stage of HF. Several diagnostic modalities can be used to detect structural and functional alterations of the heart, and the advantages and limitations of each modality are summarized in Table 1. In the last decade, accumulating evidence has shown that combining ML techniques with each of these imaging modalities could introduce novel strategies for predicting, diagnosing, and classifying hypertension and HF, which will be discussed in the following section.

### CENTRAL ILLUSTRATION: Machine Learning for the Care of Hypertension and Heart Failure

| General populations | Hypertensive patients | Heart failure patients |
|---------------------|-----------------------|-----------------------|
| Data collections    |                       |                       |
| Machine learning algorithms | Classify distinct groups | Automated image assessment |
|                     | Predict response to therapy |                     |
| Stratify the risk for hypertension development | Stratify the risk for heart failure development |                     |
| Primordial and primary prevention |                     | Classify distinct groups |
| Reduction of incident hypertension | Targeted and personalized therapy |                     |
|                     | Reduction of incident heart failure and improvement in clinical outcomes of heart failure |                     |

The potential utility of machine learning for the care of hypertension and heart failure is shown. Machine learning models can be used to stratify the risk of hypertension and heart failure development; classify hypertension and heart failure subgroups; predict response to specific therapy; and assist in automated image assessment.
characterized by the iterative analysis of data, with features selected, processed, and weighted so as to identify the best combination to fit the outcome of interest (42). The main goals of supervised learning include outcome prediction, disease classification, and parameter estimation. Linear or logistic regression models (LRMs), artificial neural network (ANN), random forest (RF), and support vector machine (SVM) algorithms are the most widely used. The details of applying the ML algorithm to build models for hypertension prediction are well documented (20,21,30–37). For example, Huang et al (30) provide an example of using ANN to build a model for hypertension prediction. The investigators used a dataset to conduct an LRM to determine factors that predict hypertension. Following the identification of these factors, they applied ANN to build models for hypertension prediction, and subsequently evaluated the performance of these ANN models in the testing dataset.

Different from supervised learning, unsupervised learning does not have an established relationship between inputs and outputs, and thus does not attempt to fit input features into an outcome. Instead, it builds a model using unlabeled data, with a goal of discovering the hidden/latent structure in the data and identifying the relationship between variables. Cluster analysis and principal component analysis are the 2 commonly used algorithms. Examples of cluster analysis for classifying hypertension, identifying patterns of cardiac remodeling, and classifying HF patients with distinct clinical characteristics and outcomes are well documented (21,35,43–47). For example, Lancaster et al (43) used cluster analysis for phenotyping echocardiographic variables in the assessment of LVDD. To do this, clustering models were constructed based on parameters of LV diastolic function, with the optimal number of clusters determined using the Calinski-Harabasz F criterion and item response theory. Agreement between the cluster designation and guideline-based diagnosis were measured using the kappa statistic. Through these processes, 2 distinct groups with unique LVDD patterns were identified.

Combined tools, using both supervised combined unsupervised learning techniques, can create an ensemble model. These algorithms have the ability to combine results from different algorithms, with 1

### TABLE 1 Techniques Used to Assess Cardiac Structure and Function

|                  | 12-Lead ECG | Transthoracic Echocardiogram | Cardiac CT | Cardiac MR |
|------------------|-------------|----------------------------|------------|------------|
| LV enlargement   | N/A         | Usually based on LA volume index >40 ml/m². Provides diagnostic and prognostic information. Accuracy is dependent on the image quality and operator experiences. | Usually based on LV systolic function. Appropriate test for assessment of LV diastolic dysfunction in individuals with known or suspected HF (88). | Gold standard for estimation of LA volume. Time-consuming, expensive, and limited accessible (85). |
| LV hypertrophy   | N/A         | Based on LV mass index >115 g/m² for men and >95 g/m² for women. Higher sensitivity than ECG. More accessible, cheaper, and higher operator-dependent than cardiac CT/MR (87). | Based on the Sokolow-Lyon criteria (SI + SV2 + RV6 or RIII > 3.5 mV), or the Cornell criteria (RI + V5 > 2.5 mV). Low sensitivity (6.9%) but high specificity (98.8%) (86). | The utility of cardiac CT for assessment of LV hypertrophy is relatively limited. May be appropriate test for assessment of LV hypertrophy in individuals with known or suspected HF (88). |
| LV diastolic dysfunction | N/A | Diagnosed based on increased LA volume index, reduced septal or lateral e' velocity, increased average E/e' ratio and increased TR systolic jet velocity. | May be appropriate test for assessment of LV diastolic dysfunction in individuals with known or suspected HF (88). | Gold standard for evaluation of LV systolic dysfunction. Appropriate test for assessment of LV systolic dysfunction in individuals with known or suspected HF (88). |
|                  | N/A         | / | / | / |

2D = 2-dimensional; CT = computed tomography; ECG = electrocardiogram; echo = echocardiogram; GLS = global longitudinal strain; HF = heart failure; LA = left atrial; LV = left ventricular; LVEF = left ventricular ejection fraction; MR = magnetic resonance; N/A = not applicable; TR = tricuspid regurgitation.
The prediction and early diagnosis of hypertension is important to prevent the development of hypertension and associated health complications. Several models, which were based on conventional regression analysis, have been developed to predict the incidence of hypertension (49-54). The Framingham hypertension risk score is 1 of the main scores, with a good discriminative ability (area under the curve [AUC] = 0.79) (49). Although the Framingham score was confirmed by a study of British individuals (55), the model is derived from the Caucasian populations and is based on single measurement of risk factors and blood pressure (49). Different from models derived from conventional regression analysis, models built upon ML algorithms are routinely validated with a separated dataset during model development. In addition, ML algorithms can differentiate which variable or set of variables is the most pragmatic in risk prediction. In the last decade, several studies have assessed the roles of ML for hypertension prediction. The important findings are summarized in Table 3. Ye et al (36) used electronic health record (EHR)-based data to predict the 1-year risk of incident hypertension through the development of the XGBoost model. XGBoost used features from 6 domains to build a predictive model. The results showed that the XGBoost model had good predictive value in both the training (AUC = 0.92) and validation (AUC = 0.87) cohorts. Another study using the EHR-based data showed that an RF model had a good performance (AUC = 0.84) in predicting the transition from control to hypertension (34).

The values of ML models in hypertension classification and outcome prediction are also well documented. For example, using cluster analysis, Katz et al (35) identified 2 distinct types of hypertension which were associated with the myocardial substrate for HF with preserved ejection fraction (HFpEF) (35). Park et al (37) compared the accuracy of an ML model and a conventional regression model for predicting cardio- and cerebrovascular outcomes in hypertensive populations, and the results showed that the ML
model had a better performance. Wu et al (20) applied XGBoost to build a model for predicting clinical outcomes in young hypertensive patients. Compared to both the Cox proportion regression model and the recalibrated Framingham risk score, the XGBoost model had a better performance (20). These findings together suggest that ML can be a feasible and useful tool for classifying hypertension and predicting clinical outcomes in a more accurate way than conventional regression analysis.

### THE USE OF ML FOR THE CARE OF HF

Although prognosis has improved, the 5-year survival rate in patients with HF remains low, especially patients with HFpEF (56–58). In the last decade, ML has been applied for predicting, diagnosing, and classifying subclinical and clinical stages of HF (23,26,43,44,48,59–62). The preliminary results are promising (Table 4). Sabovčík et al (23) used ML algorithms to build models to screen for early stages of cardiac remodeling and dysfunction among general populations, showing that leveraging ML algorithms, routinely measured clinical, laboratory, and electrocardiographic (ECG) data can be used to predict LVDD and LVH with high accuracy. Based on ECG and clinical data, results from Kagiyama et al (26) showed that an ML model can help assess LV diastolic function with good performance in subjects referred for echocardiography. Convolutional neural network (CNN)-enabled ECG algorithm identified LV systolic dysfunction in dyspeptic patients who presented to the emergency department, and its performance outperformed N-terminal pro-B type natriuretic peptide (AUC 0.85 vs 0.80, respectively) (60). Using EHR-based data, Choi et al (63) reported that a recurrent neural network model was better than conventional regression analysis for predicting early onset of incident HF. These results have important clinical implications. Current guidelines do not recommend routing use of transthoracic echocardiographic for screening and primary prevention of cardiac remodeling and dysfunction (6); however, combining ML algorithms with EHR-based data may provide a feasible and cost-effective way to detect early cardiac remodeling and dysfunction.

Accurate assessment of cardiac structure and function is essential for the diagnosis and management of subclinical and clinical stages of HF. Despite this, routine techniques used to assess cardiac structure and function are time-consuming, operator-dependent, and impacted by image quality, making visual assessment difficult and inaccurate. In the last decade, ML-enabled image analysis has become a widely used approach for automated image assessment. Preliminary results reveal good performance of the automated image assessment for the evaluation of cardiac structure and function.
TABLE 4  Example of ML for the Care of Subclinical and Clinical Stages of HF

| First Author (Ref. #) | Disease Application | Sample Size | Variable Input | Output | Algorithms | Results |
|------------------------|---------------------|-------------|----------------|--------|------------|---------|
| Sabovcik et al (23)    | Diagnosis of LVDD and LVH | 1,407       | 67 features and age, BMI, BP, history of hypertension, antihypertensive treatment, and electrocardiographic variables | Presence of LVDD and LVH | XGBoost, AdaBoost, RF, SVM, and LRM | The combination of ML and routinely measured data predicted LVDD and LVH with high accuracy. |
| Adedinsewo et al (60)  | Diagnosis of LV systolic dysfunction | 1,606       | 12-lead ECG | Presence of reduced LVEF | CNN | CNN-enabled ECG algorithm effectively identified patients with LV systolic dysfunction, which outperformed NT-proBNP |
| Woolley et al (46)     | Classification of HFpEF | 429         | 363 biomarkers | HFpEF subgroups | Cluster analysis | Cluster analysis identified four subgroups of HFpEF patients with distinct biomarker profiles, clinical features and outcomes |
| Narang et al (66)      | Automated imaging acquisition | 240         | Echocardiographic indices | Cardiac view and echocardiographic indices | CNN | CNN-enabled automated image acquisition algorithm allowed novices in ultrasonography to obtain cardiac views for cardiac structure/function evaluation |
| Knackstedt et al (61)  | Automated assessment of LVEF and LS | 255         | Apical 4- and 2-chamber echocardiographic imaging | Measures of LVEF and LS | ML-enabled software (AutoLV) | ML-enabled software provided rapid and reproducible assessment of LVEF and LS |
| Zhang et al (62)       | Automated image interpretation | 14,035      | Echocardiographic imaging data | Cardiac view identification, chamber segmentation, and cardiac structure and function metrics | CNN-enabled fully automated assessment | CNN-enabled fully automated assessment identified cardiac view, segmented cardiac chamber, measured cardiac structure and function with high accuracy |
| Frizzell et al (52)    | Prediction of readmission | 56,477      | Demographics, socioeconomics, medical history, HF characterization, medications used, vital signs, body weights, laboratories, and discharge interventions | 30-day HF readmission | Tree-augmented naive Bayesian network, LRM with backward stepwise selection, LRM with LASSO, gradient boosted model, and RF | Prediction of 30-day HF readmissions was similar between ML models and traditional prediction models. |
| Ahmad et al (45)       | Prediction of clinical outcome and HF subgroups classification | 44,886      | 86 variables for RF model; variables for cluster analysis include age, heart rate, creatinine, hemoglobin, weight, systolic BP, mean arterial pressure, and income | One-year survival; HF classification | RF and cluster analysis | ML models accurately predicted outcomes for HF patients. Cluster analysis identified 4 distinct HF phenotypes that differed significantly in outcomes and in response to therapy |

BMI = body mass index; CNN = convolutional neural network; HFpEF = heart failure with preserved ejection fraction; LASSO = Least Absolute Shrinkage and Selection Operator; LS = longitudinal strain; LVDD = left ventricular diastolic dysfunction; LVH = left ventricular hypertrophy; NT-proBNP = N-terminal pro-B type natriuretic peptide; SVM = support vector machine; other abbreviations as in Tables 1 and 3.

(42,44,48,61,62,64–66). For example, Knackstedt et al (61) reported that a ML-enabled image analysis had a better performance than visual assessment for evaluating LV systolic function. In addition, fully automated image assessment had no interobserver variability and had high efficiency (61). Results from Zhang et al (62) showed that CNN-enabled automated image assessment could accurately identify specific cardiac views, segment cardiac chambers, quantify cardiac structure and function, and differentiate 3 different cardiac diseases. ML algorithm can also help guide novices without experience in echocardiography to obtain images for assessing cardiac structure and function (66). When using the ML algorithm, the novices obtained cardiac images, and results were comparable to those obtained by a trained sonographer (66). These results have important clinical implications. First, advanced diagnostic techniques can be less accessible in areas with limited resources. Automated image assessment may overcome these barriers and extend the reach of these techniques into remote areas. Second, automated image assessment is useful for standardizing cardiac image assessment and improving the quality of image interpretation. Third, fully automated image analysis can help
assess cardiac structure and function in an efficient, scalable, and accurate way.

Another important use of ML for HF is in predicting clinical outcomes. Conventional LRM has poor discriminative ability in predicting HF or all-cause readmissions (67-71). Studies have suggested that an ML model might provide a better performance for predicting HF and all-cause readmissions (28,72). Compared to LRM, both RF and boosting models provided better performance for predicting 30- and 180-day HF readmissions (72). ML models were also better than conventional regression models for predicting mortality (27-29,45,73). Compared to LRM, an RF model had a better performance in predicting mortality in HFP EF patients (28). Through applying cluster analysis, 4 groups of HF patients with marked differences in 1-year survival and in response to therapy were identified (45). Similarly, 3 distinct HFP EF groups with markedly different clinical characteristics, cardiac structure and function, and clinical outcomes were identified using cluster analysis (47). These findings have important clinical implications. First, predictive models built upon ML algorithms can help physicians stratify and identify high-risk patients, which then allows for implementation of effective targeted therapy. Second, predictive models built upon ML algorithms can be used by physicians as decision-making tools to estimate the prognosis of HF patients, allowing for a more efficient use of health resources. Third, improvement in describing and classifying heterogeneous clinical syndromes (such as HFP EF) can allow for development and deployment of targeted therapies for patients with similar phenotypes.

ILLUSTRATION OF ML FOR CARE FROM HYPERTENSION TO HF

In the progression of hypertension to HF, the human heart undergoes complex pathophysiological alterations in structure and function, and ML may help explore the mechanisms underlying these alterations. For example, Wu et al (20) used recursive feature elimination and XGBoost to identify factors that contributed to incident HF and other clinical outcomes in young hypertensive patients. During features selection, recursive feature elimination ranked the variables by their contribution to the outcome of interest, regardless of whether the effect could be explained. Through these processes, potential key risk factors of HF were identified, including big endothelin-1, a precursor of endothelin-1. Mechanistically, the endothelin system is associated with oxidative stress and cardiac remodeling, all of which have been found related to HF development (74,75). These findings support the potential value of ML for exploring the mechanisms associated with the development of hypertensive heart disease and subsequent clinical HF.

In addition, ML can also assist in predicting and managing hypertensive patients who are at an increased risk of developing HF. As mentioned above, through applying unsupervised learning algorithm, distinct subgroups with unique pathophysiological features, which relate to HF development, can be identified. For example, Katz et al (35) used agglomerative hierarchical clustering to group hypertensive patients and 47 continuous variables. Two distinct groups with differences in clinical characteristics, cardiac structure and function, and indices of cardiac mechanics were identified. Compared to phenogroup 1, phenogroup 2 had a worse global longitudinal strain, an index of LV systolic function, and a worse early diastolic velocity (e') and E/e' ratio, indices of LV diastolic function, suggesting that these 2 hypertension groups might represent distinct subtypes that could benefit from specific targeted therapies for HF prevention. Indeed, accumulating evidence has shown the potential value of ML in identifying individuals who are at an increased risk of developing HF and who may have a good response to a specific therapy (29,46,76).

LIMITATIONS OF ML

Although the results of ML are promising, several important limitations merit considerations. First is the black box effect. ML models are not easily explained and understood by physicians, and the processes by which ML models have achieved their performance are unclear, which is commonly referred to as the black box effect. This can result in physicians being less willing to engage in using this technology. In addition, the lack of easy interpretability means that it can be difficult to confirm whether the learned rules can be generalized into daily clinical practice. The second limitation is the tendency of some ML algorithms (such as ANN) to be overfitting. Overfitting is one of the most common problems encountered when using supervised ML algorithms, and it causes the failure of generalization of the learned rules into other clinical settings. Third is the concern over accuracy. The metric often used to evaluate the performance of ML models is AUC. However, the AUC is only a measure of discrimination, and it is unable to assess the calibration, an important metric used for evaluating whether the risk estimates are reliable (77). In addition, there is no single universally accepted AUC cut-off or range of acceptable AUC (78). Fourth is the vulnerability of ML algorithms to poor-quality or misinterpreted data.
Biased or poor-quality data can lead to biased predictions or even facilitate manipulation of the results. For example, input data with slight modifications may cause a major change in the performance of ML models, which may be associated with serious medical sequelae. Accordingly, potential liability for physicians using artificial intelligence has recently been proposed (79). Fifth is the relatively limited data behind clinically applying results. The utility of ML for the management of hypertension and HF have not been well tested yet due to limitations of study design and physician’s lack of engagement in computer science (80). Studies are needed to assess whether clinical trials guided by ML could potentially improve the management of hypertension and HF in the future.

**FUTURE DIRECTIONS**

Future directions for ML include but are not limited to the following 3 important aspects. First is the application of ML to basic science. For example, a flow cytometer is routinely used to separate cells into different groups based on the similarities in light scattering and fluorescence. These processes are usually accomplished by manual partitioning cells through visual inspection. Notably, there are many problems with this approach, including that it is subjective, time-consuming, and there is difficulty in effectively analyzing high-dimensional data (81). ML-enabled image analysis may help automatically identify cells in an efficient, scalable, and accurate way (82). Clustering analysis can also help group cells with similar behavior and increase the accuracy in defining cell phenotypes. Through learning the morphology and motion patterns of progenitor cells, an ML method (such as ANN) can provide an alternative method to identify progenitor cells in the early stage of reprogramming process. Second is using ML for improvement in data collection and integration. Growing volumes of information from clinical notes, multiomics, biomedical analysis, wearable and sensor data, and imaging make it challenging for physicians to integrate and interpret these data in an efficient, straightforward, and accurate way. Moreover, these diverse, complex, and high-dimensional data exhibit nonlinear relationships and there are unknown interactions, which may lead to the failure of conforming to the assumptions of many classical statistical methods. The advantages in methodologies of ML algorithms as shown in Table 2 are useful to facilitate the integration of multiple variables and ideally suited to the task of learning pattern and gaining insight from complex and high-dimensional data. Third is developing a framework for incorporating ML into daily clinical practice. Cardiac structure and function assessment guided by ML can provide more reliable and accurate information, which increase the precision in identifying subclinical stage of HF. In addition, through rapidly integrating and analyzing complex and high-dimensional data with ML algorithms, physicians may promptly identify individuals who are at risk for hypertension or HF, or who are likely to become nonadherent or nonresponse to therapy, which can inform targeted therapy in a timely manner. Although ML is still in its earliest stage of development, we believe that with accumulating experience and knowledge, ML techniques will become part of a physician’s toolbox at the point of care for the diagnosis, prediction, classification, automated image assessment, and possibly management of hypertension and HF in the future.

**HIGHLIGHTS**

- The use of ML for improving cardiovascular care has been extensively assessed in the last decade.
- ML algorithms can help improve prediction, diagnosis, and classification of hypertension and heart failure.
- ML-enabled image analysis has potential value in assessing cardiac structure and function in an accurate, scalable, and efficient way.
- Studies are needed to investigate whether ML method can help improve the management of hypertension and heart failure.
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