The kinetics of cellulose hydrolysis have long been described by an initial fast hydrolysis rate, tapering rapidly off, leading to a process that takes days rather than hours to complete. This behavior has been mainly attributed to the action of cellobiohydrolases and often linked to the processive mechanism of this exo-acting group of enzymes. The initial kinetics of endo-glucanases (EGs) is far less investigated, partly due to a limited availability of quantitative assay technologies. We have used isothermal calorimetry to monitor the early time course of the hydrolysis of insoluble cellulose by the three main EGs from Trichoderma reesei (Tr): TrCel7B (formerly EG I), TrCel5A (EG II), and TrCel12A (EG III). These endo-glucanases show a distinctive initial burst with a maximal rate that is about 5-fold higher than the rate after 5 min of hydrolysis. The burst is particularly conspicuous for TrCel7B, which reaches a maximal turnover of about 20 s⁻¹ at 30 °C and conduct about 1200 catalytic cycles per enzyme molecule in the initial fast phase. For TrCel5A and TrCel12A the extent of the burst is 2–300 cycles per enzyme molecule. The availability of continuous data on EG activity allows an analysis of the mechanisms underlying the initial kinetics, and it is suggested that the slowdown is linked to transient inactivation of enzyme on the cellulose surface. We propose, therefore, that the frequency of structures on the substrate surface that cause transient inactivation determine the extent of the burst phase.

Biomass provides a carbon neutral alternative to fossil fuels, and the optimization of the enzymatic breakdown of lignocellulose has intensified greatly in recent times (1, 2). The hydrolysis of cellulose is a complex process involving the synergistic action of a combination of glycoside hydrolases (1) collectively called cellulases (2, 3). endo-1,4-β-D-glucan-4-glucanohydrolases (EG)² (EC 3.2.1.4) randomly cleave the cellulose polymer backbone in the amorphous areas (2, 4). In addition to this, there are normally two exoenzymes, exo-1,4-β-D-glucan-cellobiohydrolase I and II (EC 3.2.1.91), which cleave cellobiose from the reducing and non-reducing ends (5) of the cellulose chain, and degrade the crystalline areas of cellulose (3, 6). Finally, β-D-glucoside glucohydrolase (cellobiase) (EC 3.2.1.21) hydrolyzes the cellobiose into glucose monomers (6).

The activity of many cellulolytic enzymes shows an unusual time course including an initial burst and a subsequent slowdown. The latter can sometimes be detected already within seconds or minutes of the reaction onset, and the gradual reduction in the hydrolytic rate often persists for days (7, 8). This behavior is of particular interest both in attempts to elucidate the molecular mechanisms and regulation of cellulolytic enzymes and in the application of cellulases for the industrial breakdown of biomass. Thus, a typical biomass saccharification starts with a conversion of up to 50% in the first 24 h but takes 2–5 days to achieve appreciable yields (>80%) of glucose (9). For the breakdown of complex biomass the slowdown is undoubtedly controlled by a variety of factors, but the observation of a distinct burst and slowdown for pure cellulose/cellulase systems at very low degrees of conversion has directed the focus to the intrinsic molecular properties of the enzymes and substrate (10–14). The general conclusion is that the early slowdown in pure systems depends on the processive mode of action for the cellobiohydrolases (i.e. their tendency to sequentially hydrolyze stretches of one cellulose strand without dissociation). Clearly, this explanation is not immediately applicable to EGs, which are thought to hydrolyze glycosidic bonds randomly (that is non-processively). Here we study the initial kinetics of the three main EGs produced by Hypocrea jecorina (anamorph: Trichoderma reesei). TrCel7B, TrCel5A, and TrCel12A (4) belong to glycoside hydrolase families 7 (15), 5 (16), and 12 (17), respectively. TrCel7B has a C-terminal carbohydrate binding module I and shares 40–45% overall homology to the exo-cellulase TrCel7A (18, 19). TrCel5A has the least homology to the other T. reesei cellulases and has an N-terminal carbohydrate binding module I (16). TrCel12A is smaller (25 kDa) and has no carbohydrate binding module (20). All three are retaining glycoside hydrolases (21, 22).

Methods to determine the activity of EGs have been based on the quantitative spectrophotometric measurement of reducing ends produced on soluble and insoluble substrates (23–29). These assays often do not correlate well with each other, are often subject to exoenzyme interferences (30), and are often influenced by different stoichiometric reactivities based on the cello-oligomer length (31, 32). Being spectrophotometric, they are also subject to optical limitations in that complex biomass
samples cannot be assayed in this way, and being end-point assays, time resolution must be estimated by differentiating a series of stopped aliquots or separate parallel reactions. EG activity is also often determined through the use of viscosimetry, based on the depolymerization of carboxymethylcellulose (CMC) or hydroxyethylcellulose substrates (30, 33–35). CMC provides a cellulose that cannot be significantly depolymerized by processive (e.g. celllobiohydrolase) enzymes due to the steric hindrance of the carboxymethyl groups (36, 37), and EGs have even been referred to as CMCases (30, 38). However, it is a model substrate, so the activity of an enzyme on it does not reflect the activity on a more realistic insoluble substrate (39, 40). CMC, being an ionic substituted substrate, is also subject to changes in viscosity dependent on ionic strength, pH, and polyvalent cations (41).

To follow the initial kinetics of EG action on an unmodified cellulose substrate, we have used isothermal titration calorimetry (ITC). The heat-flow measured may be directly converted to a rate of hydrolysis (42–44). In the current study this new method is introduced and validated against both the widely used $p$-hydroxy benzoic acid hydrazide assay (24, 25) and bicinechonic acid assay (BCA) (29) reducing sugar assays. Based on the time course of the calorimetric results and data from chromatography and continuous amperometric detection of glucose and cellbiose production, we analyze the molecular origins of the initial burst and rapid decline in the activity of endo-glucanases on insoluble cellulose.

**MATERIALS AND METHODS**

*TrCel7B—TrCel7B* was cloned and expressed in *Aspergillus oryzae* as described in WO 2005/067531 (87). The broth was filtered then buffer-exchanged using a 10-kDa polyethersulfonyl-asa described in WO 2005/067531 (87). The broth was filtered then buffer-exchanged using a 10-kDa polyethersulfonyl-asparagine (87). The sample was denatured into a 20 mM Tris-HCl, pH 8.0. Desalted $TrCel5A$ was loaded onto a Mono Q™ HR 16/10 ion exchange column (GE Healthcare) and eluted with a linear gradient from 0 to 600 mM NaCl. The fractions were desalted into 20 mM Tris, pH 8.0, 150 mM NaCl.

*TrCel5A—TrCel5A* was cloned and expressed in *A. oryzae*. Filtered broth was desalted and buffer-exchanged into 20 mM Tris-HCl, pH 8.0. Desalted $TrCel5A$ was loaded onto a Mono Q™ HR 16/10 ion exchange column (GE Healthcare) and eluted with a 0–300 mM NaCl gradient in 20 mM Tris-HCl, pH 8.0.

*TrCel12A—TrCel12A* was cloned and expressed in *A. oryzae*. The purification procedure was adapted from Karlsson et al. (45). The protein was eluted from the phenyl-Sepharose FF column (GE Healthcare) with 20 mM sodium phosphate, pH 6.00, followed by 50:50% v/v 20 mM sodium phosphate, pH 6.0, 95% ethanol. Fractions were pooled based on the activity measured by AZCL-HE-Cellulose from Megazyme (Bray, Co., Wicklow, Ireland) and buffer-exchanged using a Sephadex G25 column (GE Healthcare) into 12 mM sodium acetate, pH 4.8.

Before ITC analysis, all proteins were buffer-changed to 50 mM sodium acetate, 2 mM calcium chloride, pH 5.0. The concentration of all enzymes was determined from $A_{280}^\text{nm}$ using the molar absorption coefficients of 72,770 M$^{-1}$cm$^{-1}$ ($TrCel7B$), 81,360 M$^{-1}$cm$^{-1}$ ($TrCel5A$), and 73,340 M$^{-1}$cm$^{-1}$ ($TrCel12A$). These are theoretical values calculated from the known amino acid sequences. The online program ProtParam was used.

*Megazyme EG Assay—*The assay was carried out as per the manufacturer’s instructions using 0.1% (w/v) azure-cross-linked hydroxyethylcellulose substrate for 15 min at 50 °C, 1400 rpm in 1.5-ml Eppendorf tubes. The solutions were centrifuged at 13,500 rpm for 5 min, and $A_{395}$ was read.

**Substrates—**Regenerated amorphous cellulose (RAC) was prepared from SigmaCell 20 as described previously (46). Total glucose was quantified (46–48) using a glucose (Sigma) standard curve at $A_{410}$. The number-averaged degree of polymerization (DP$_n$) was calculated from the ratio of reducing ends measured by BCA (see below) and total sugars. The crystallinity index of RAC was determined using solid state $^{13}$C cross-polarization/magic angle spinning nuclear magnetic resonance (NMR) with settings adapted from Matulova et al. (49) and described in Murphy et al. (46). Cello-oligosaccharides (COS) were prepared according to Zhang and Lynd (50), and purity was determined using high performance anion exchange chromatography with pulsed amperometric detection (46).

*Reducing Ends Assays—*The $p$-hydroxy benzoic acid hydrazide assay was adapted from Lever (24, 25), and samples were quantified using a glucose and cellotetraose standard curve at $A_{410}$. The 2,2’-BCA assay was performed as outlined in Zhang and Lynd (48) at 80 °C in a thermostamer at 1400 rpm and a 30-min incubation time. Samples were quantified using a glucose and cellotetraose standard curve at $A_{560}$.

*Reducing Ends Assays on Hydrolysis Reactions—*Reactions were performed in the ITC cell (with and without 400 rpm mixing), and after data collection, the samples were immediately quenched. This was achieved by taking a 1-ml sample and pipetting 3 × 50-μl aliquots to 450 μl of buffer with 500 μl BCA reagent, and the remaining 850 μl was quenched using 50 μl of 2 M Na$_2$CO$_3$. BCA and $p$-hydroxy benzoic acid hydrazide reducing sugar determination were carried out on the quenched aliquots. The effect of 2 M Na$_2$CO$_3$ on the substrate was checked by allowing contact over several hours before assaying compared with a sample of RAC with freshly added 2 M Na$_2$CO$_3$. Protein controls were run to correct for BCA-protein interference.

*Reducing Ends Assays to Determine Soluble and Insoluble Fractions—*Both enzymes and substrates were preincubated in a thermostamer at 30 °C and allowed to reach the set temperature before initiation of hydrolysis by adding the enzyme to the 8 g/liter RAC substrate. When initially added, the enzyme-substrate mixture was vortexed for 30 s and then incubated in the thermostamer with no further stirring for a period of 15 min. After this time reactions were quenched immediately as outlined above. The total reducing ends were immediately determined from the collected samples. Samples were then centrifuged, and the supernatant was filtered through a 0.22-μm filter to remove all insoluble matter before determination of soluble reducing ends products.

*ITC Hydrolysis Monitoring—*ITC was carried out using power-compensated equipment (Nano ITC$^{260}$ from TA Instruments, New Castle, DE). The Nano ITC$^{260}$ has a gold cell of volume 0.957 ml. It has previously been reported that the rapid decrease in polymerization as a result of EG activity has a profound effect on the base line in ITC experiments that may be corrected for manually (44). To overcome this limitation a new
method has been developed. A stable base line with no stirring is established, and then the enzyme is injected under maximum stirring and mixed for a total of 60 s. The stirring is then turned off, and the hydrolysis is monitored continuously. All data have been corrected for heat of dilution and calibration factors (46, 51, 52). Details of the new calorimetric method are given in the supplemental material Fig. S1.

**ITC Depletion Experiments**—The ITC cell was filled with degassed 800 μl COS-3, -4, or -5 in 50 mM sodium acetate, 2 mM calcium chloride, pH 5.0. After thermal equilibration at 30 °C with 400 rpm stirring, a 100 nM concentration of enzyme was added. Data were collected every 2 s until the substrate was depleted. The depletion of a soluble substrate monitored by ITC has often been used to determine kinetic constants (43, 52–55), and the derivation of the equations used in this analysis (Fig. 5) is presented elsewhere (43).

**Biosensor Measurements of Cellobiose and Glucose**—Amperometric biosensors for glucose (based on glucose oxidase) and cellobiose (based on cellobiose dehydrogenase) were made and used as described in detail elsewhere (56–59). Briefly, the sensors were based on a mediator-modified carbon paste electrode with surface-immobilized and cross-linked glucose oxidase or cellobiose dehydrogenase. In the kinetic measurements an aliquot of endo-glucanase was added to the 30 °C temperature-controlled, 5-ml reaction vessel stirred at 550 rpm after a stable base line with 8 g/liter RAC had been established. The separate currents from the two sensors generated by the enzymatic oxidation of the analytes were simultaneously recorded as a function of time. These currents were transformed into sugar concentrations using calibrations made immediately before and after the kinetic measurement. All data analysis has been performed using Origin Pro Version 8.0 and Sigmaplot Version 11.

**RESULTS AND DISCUSSION**

**RAC**—The RAC substrate was determined to have a number-averaged degree of polymerization (DPn) of 181 ± 9. There was no evidence of a C-4 peak on the cross-polarization/magic angle spinning NMR at 92 to 86 ppm (60), indicating a completely amorphous substrate (<0.05).

**Reducing Ends Assays**—The results from the BCA assay for measuring hydrolysis products are shown in Fig. 1, and Table 1 lists the soluble and insoluble reducing sugar equivalents determined. More information on calibration of the assays is outlined in the supplemental material Fig. S2.

**Calibration**—It may be seen from Fig. 1 that there is a direct proportionality between the area under the ITC signal and the moles of reducing ends produced for each enzyme. The total activity, measured as the sum of both soluble and insoluble reducing sugar equivalents, is thus measured continuously by the calorimeter. The slopes of the calibration plots, expressed in kJ/mol as the molar enthalpy of the reaction (ΔappH), are different for each enzyme, with −1.7 kJ/mol measured for TrCel7B, −3.0 kJ/mol for TrCel5A, and −5.4 kJ/mol TrCel12A. Clearly, the covalent change (hydrolysis of α-1,4 glycosidic bonds) is the same in all cases, and the difference in the apparent enthalpy must rely on non-covalent interactions. Such interaction energies may be sizable for the breakdown of cellulose. Thus, the lattice energy of crystalline cellulose is about 25 kJ/(mol glucose unit) (61), and the energy changes associated with both the creation of a cavity in water that can accommodate a small oligosaccharide and the hydration of the dissolved sugar is in the 10–20 kJ/mol range and dependent on the size of the oligosaccharide (62, 63). The three EGs tested here produce different profiles of products (Table 1 and Ref. 45), and this most likely accounts for the observed differences of a few kJ/mol in ΔappH. Comparisons of the apparent enthalpies in Fig. 1 and the product profile in Table 1 suggest that the enthalpy becomes less negative the smaller the average product size. This relationship may be used in future calorimetric product profiling, but it also calls for caution in prolonged calorimetric measurements with high degrees of conversion, where the product profile may shift as the process progresses.

The calorimetric data (Fig. 2) immediately shows that the rate of hydrolysis changes conspicuously even at very low conversion. Thus, if the results for TrCel7B (Fig. 2C) are normalized with respect to the enzyme concentration, we find maximal a turnover of 15–20 s⁻¹. This value falls 5–10-fold...
(depending on the enzyme concentration) over the following 5 min, although the total conversion at this point is ~3–5% for the maximum enzyme dose. *TrCel5A* also showed an initial burst with a 5–10-fold reduction in activity, but the maximal turnover for this enzyme was significantly lower (maximal rate 2.5–4 s⁻¹). For *TrCel12A* the burst was weaker, and the maximal reaction rate in the early part of the hydrolysis was only 3–4 times larger than the rate after 15 min. The enzyme also had the lowest absolute rate, with a maximal turnover of 2.2–2.8 s⁻¹.

Changes in reaction rate near the maximum are too rapid to be fully resolved by the ITC instrument. This smearing is due to the thermal inertia of the calorimetric vessel, and it is conventionally corrected on the basis of the instrument time constants (64). The slightly sharper changes produced by this dynamic correction showed a maximum for *TrCel7B* at 30–40 s and a peak value that was 15–20% higher than in the raw calorimetric data. This matches the results from measurements with biosensors (inset of Fig. 3), which has about an order of magnitude better time resolution than the ITC, and it is conventionally corrected on the basis of the instrument time constants.
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![FIGURE 2. ITC data.](image)

Varied doses of *TrCel12A*, *TrCel5A*, and *TrCel7B* added to 8 g/liter RAC at 30 °C, pH 5.0 are shown. The raw data (μJ/s) has been converted to nM/s using the $\Delta_{\text{app}}H$ determined from Fig. 1, and the distinctive burst of all three EGs is evident. The enzyme was added under vigorous (400 rpm) stirring at time = 0. The stirring was stopped after the injection was complete at time = 60 s, and the hydrolysis was monitored for 15 min. For a more detailed account see the supplemental material Fig. S1.

![FIGURE 3. Hydrolysis of RAC (8 g/liter) by 20 nM *TrCel7B* as monitored by the biosensors.](image)

The blue curves show the directly measured concentrations (left ordinate) of cellobiose (upper curve) and glucose (lower curve). The red data points are the specific rates (right ordinate); i.e., the slope of the concentration traces normalized with respect to the enzyme concentration. The inset shows an enlargement of the first 60 s (symbols and units as in the main figure). The differentiated values were calculated by a function in OriginPro 8.0, which assigns the derivative at a given data point as the average of the slopes of lines connecting the point and its two closest neighbors.
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**TABLE 1**

| Enzyme     | Soluble reducing ends/Total reducing ends | G1   | G2   | G3   | G4   | G5   | G6   |
|------------|-------------------------------------------|------|------|------|------|------|------|
| 100 nM *TrCel7B* | 0.97 ± 0.06 | 0.29 | 0.69 | 0.02 | ND   | ND   | ND   |
| 200 nM *TrCel5A* | 0.71 ± 0.05 | 0.18 | 0.44 | 0.29 | 0.09 | ND   | ND   |
| 100 nM *TrCel12A* | 0.82 ± 0.06 | 0.09 | 0.45 | 0.20 | 0.25 | ND   | ND   |

The product profile was determined using high performance anion exchange chromatography with pulsed amperometric detection. Hydrolysis was carried out for 15 min in a thermomixer at 30 °C, pH 5.0, with no stirring, and stopped aliquots were measured for soluble (centrifuged and filtered) and total (before separation of solid and liquid phases) reducing sugar equivalents. ND, not detected.
showed constant concentrations over the relevant times (20 min), and we conclude that secondary hydrolysis of cellulbiose is not the cause for the decoupling of glucose and cellulbiose production.

We suggest that the characteristic initial kinetics (the burst phase) illustrated in Fig. 2 is the origin of pronounced variation in kinetic parameters (particularly \( k_{\text{cat}} \)) found for EGs in the literature (cf. supplemental Table S1). Thus, the rate may decrease strongly as the hydrolysis progresses, and end-point measurements obtained at different stages of the hydrolysis cannot be meaningfully converted to turnover numbers or \( k_{\text{cat}} \) values. This conclusion is substantiated by further analysis of the data in supplemental Table S1. If the the turnover number from different works using filter paper as the substrate are plotted as a function of the experimental time, the course is close to a single-exponential decay (supplemental Fig. S5, \( R^2 = 0.93 \)), and this correlation occurs despite differences in temperature and experimental set-up. We conclude that kinetic analyses of EGs must include rapid and frequent data sampling over the first few minutes and preferably be based on a continuous assay technology.

The kinetic behavior illustrated in Fig. 2 may be interpreted as an initial burst phase that subsequently falls off toward a nearly constant reaction rate, which reflects a (near) steady-state situation with (nearly) constant concentrations of free enzyme and enzyme intermediates. This behavior is in contrast to simple enzyme kinetics, where the rate of product formation increases monotonously in the presteady-state regime. Hence, the key question that arises from Fig. 2 is why this pronounced overshoot in reaction rate occurs. We suggest that the possible reasons for this can in principle be arranged into three groups. These are as follows. (i) The burst may be linked to the degree of conversion. If, for example, the EG has a high activity toward certain structures in the insoluble substrate and these good attack points are scarce, the rate of hydrolysis may decrease quickly as they are depleted as a result of topological changes in the substrate surface (surface erosion). Other conversion-dependent causes for a slowdown include inhibition by accumulated product (65–69). (ii) The burst may rely on the fact that both the insoluble substrate (in this case RAC) and some of the products (soluble COS of a certain degree of polymerization) are substrates to the EGs. This may generate a complex interplay between the release (or initial presence) of COS and its rapid breakdown in the aqueous phase, where \( k_{\text{cat}} \) values may reach up to 50–100 s\(^{-1} \) (45). (iii) Finally, the burst could depend on inactivation of enzyme. Irreversible inactivation, dependent on e.g. conventional protein stability issues, would be expected to give a single exponential decay unlike the biphasic course in Fig. 2. A more likely interpretation is a reversible inactivation model where rapid hydrolysis prevails until the enzyme encounters some structure in the substrate (an “obstacle” or “trap”), which dictates a protracted (but finite) inactive period (13, 14). In this case the activity is high over some initial period, but it will decrease as more and more enzyme gets stalled by obstacles. Eventually, when the population of inactivated enzyme approaches a constant (steady-state) level, the reaction rate will reach a constant (low) value.

To assess the importance of (i), we first note that the highest concentration of soluble sugars in the current experiments is about 1–3 mM. This is much lower that reported product inhibition constants for the investigated enzymes (13, 70, 71), and it, therefore, seems unlikely that the slowdown depends on product inhibition. This reasoning is supported in both Figs. 3 and 4. The former shows that the burst (and slowdown) can be readily detected by the biosensors even at very low enzyme load (20 nM), where the concentration of products and the degree of conversion are extremely low at the end of the burst (a fraction of a mM and <0.5%, respectively). Fig. 4 shows that the addition of a second enzyme dose to a sample with about 0.5 mM product generates a second burst phase. The initial kinetic is re-established at ~95% of the original activity, and there is 1% conversion at this time; that is to say the two enzyme doses are kinetically identical within experimental boundaries. More importantly, this figure also shows that the slowdown cannot depend on surface erosion or the depletion of good attack points on the substrate. If there was erosion (or other factors making the substrate less reactive), adding more enzyme could not reestablish an equivalent burst for the second enzyme dosage. Taken together, we did not find evidence for a link between
the slowdown after about 1 min and the degree of conversion (that is indeed very low at this stage).

With respect to (ii), we first note that no background COS could be detected in the supernatant of centrifuged substrates, either by BCA analysis or calorimetric measurements. We, therefore, rule out soluble COS in the substrate samples. The current results also speak against an initial release of hydrolysable COS (e.g. COS 4–6) and their subsequent rapid hydrolysis as the origin of the burst. This is seen, for example, from Table 1, which shows that TrCel7B (that shows the strongest burst) generates almost exclusively (97%) soluble reducing ends. If the enzyme released COS as a “true endo-glucanase” with hydrolysis of random glycosidic bonds, there would be a more pronounced production of insoluble reducing ends. The depletion experiments shown in Fig. 5 show that COS breakdown, even at concentrations far in excess of those potentially found in the burst phase, is not fast enough to account for the peaks in Fig. 2. The COS hydrolyses also produce significant amounts of glucose (measured by high performance anion exchange chromatography and the biosensor). The latter would imply a coupling of the glucose production and the total enzyme activity. However, the biosensor data in Fig. 3 showed that the production rates of glucose and cellobiose are not coupled but in fact developed quite differently over the first 20 min. In conclusion, the current results do not suggest a link between the initial burst and rapid hydrolysis of soluble COS.

This leaves us with the reversible inactivation model sketched out under point (iii). To evaluate this, we first assess the magnitude of the burst using two independent approaches (see the supplemental material Fig. S4). This showed that the product concentration generated during the burst scaled proportionally to the enzyme concentration with increments of 1239 ± 200 (n = 18) for TrCel7B, 242 ± 38 (n = 20) for TrCel5A, and 280 ± 29 (n = 5) for TrCel12A. These figures specify the number of catalytic cycles conducted by each enzyme molecule during the burst. If instead we varied the substrate concentration from 4 to 6 and 8 g/liter and maintained the concentration of TrCel7B at 200 nM, no significant changes in the magnitude of the burst could be detected (see supplemental material Fig. S4C). We conclude that under the investigated conditions the extent of the burst is proportional to the enzyme concentration and independent of the substrate concentration. This behavior is in perfect accord with the reversible inactivation model. Hence, in this picture each enzyme is predicted to perform a certain number of rapid cycles determined by the frequency of traps and not the concentration of substrate. For TrCel5A and TrCel12A this frequency is about 1:250 hydrolysable bonds, and if the slowdown depends on reversible inactivation, changing the substrate concentration (as long as it is in excess) would not alter the average number of hydrolytic steps preceding the encounter with a trap. For TrCel7B, the extent of the burst is significantly larger. This suggests that this enzyme is either less susceptible to reversible inactivation or that it has a preferential affinity for substrate regions with fewer traps. The reversible inactivation model is also in line with the reestablished burst upon a second enzyme injection (Fig. 4) inasmuch as a new population of enzymes is predicted to run through the same initial phase as long as the substrate is in excess. We conclude that the observations concurrently support (iii).

A similar course of burst and inactivation has previously been suggested for processive endo-glucanases (11, 12, 14, 70, 72). TrCel6A, formerly cellobiohydrolase II (36), has two loops enclosing the active site, one of which can move, allowing for endo-attack initiation on insoluble substrates (73, 74). TrCel6A is classified as an endo-processive enzyme (12), being able to degrade CMC, hydroxyethylcellulose, and bacterial cellulose in an endo fashion (75, 76). Similar claims have been made for TrCel7A (formerly cellobiohydrolase I (77)), with a recorded 90% endo-attack initiation on amorphous substrates recently being recorded (14). There are four loops enclosing the catalytic domain of TrCel7A that are shortened on TrCel7B (14, 78). The processivity of the endo-glucanases investigated here remains to be fully elucidated, but under the conventional definition (3, 4) EGs hydrolyze randomly and are as such non-processive. However, strict boundaries between endo- and (processive) exo-cellulases are becoming blurred as their mode of action is better elucidated.
The processivity under the current experimental conditions may be approximated from the ratio of soluble and insoluble reducing ends (79–82). This analysis suggests (Table 1) that TrCel7B shows pronounced processivity on RAC (33 catalytic events), whereas the other enzymes appear to perform only a few (4–6 catalytic events) sequential steps on the same strand. A recent analysis of endo-processivity on TrCel5A and TrCel12A has reported apparent processivity values very close to this, 3–5 (14). Our analysis should be considered an indication only, as the product profiles change over time, and the concentration of soluble reducing ends may rely on both processive enzyme action and the hydrolysis of soluble COS produced non-processively. Nevertheless, these numbers demonstrate that all three EGs (TrCel7B in particular) show some degree of processivity and hence do not attack accessible glycosidic bonds randomly.

In conclusion we have found that the three most common endo-glucanases from T. reesei exhibit a pronounced non-monotonic initial activity on amorphous cellulose with a maximum after about 0.5–1 min. Subsequently, the enzymatic turnover decreases 2–10-fold over a few minutes as the reaction appears to enter a (near) steady-state condition. This maximum (or burst) must be taken into account in kinetic analysis of EG, and we suggest that the pronounced variation in the reported values of e.g. \( k_{cat} \) based on end-point measurements could depend on the failure to do so. This aspect is particularly relevant when estimates of kinetic constants are used in functional models for the breakdown of cellulose (cf. Refs. 83–85), and the results in Fig. 2 and supplemental Table S1 show that parameters estimated at different time scales may vary by orders of magnitude. On the basis of complementary experimental data, we suggest that the burst reflects a balance between rapid hydrolysis with moderate processivity on one hand and the transient inactivation of enzyme on the other (Fig. 6). The mechanism of the temporary inactivation cannot be assessed, but we note that the interpretation is in line with the notion of non-productively bound enzyme, which has been repeatedly discussed for cellulases (11, 12, 14, 70, 72). The number of catalytic cycles in the burst phase was much higher (about 2 orders of magnitude) than processivity for all three enzymes. This implies that upon addition to the substrate, the EG will perform many (10s or 100s) endo-processive runs at a turnover rate that is over 20 s\(^{-1}\) for TrCel7B. It follows that unlike earlier interpretations for exo-cellulases (11, 13, 14, 66), the early slowdown for the enzymes studied here is not necessarily linked to processivity. As the process progresses, an increasing population of the enzyme gets randomly trapped in unproductive positions for extended periods, and the turnover rates consequently begin to fall. After several minutes the trapped population approaches a constant level, and the turnover rate levels off toward a constant value well below the maximum. At this stage the rate-limiting step is the release from the non-productively bound position. We stress that this interpretation only pertains to the initial reduction in hydrolytic rate, which is studied here. Longer trials with significant changes in the structure and amounts of substrate and concentration of soluble products are likely to be affected by a range of other inhibitory mechanisms.

In a wider perspective, this interpretation is analogous to the original description of burst-phase kinetics over 50 years ago (86). This work pointed out that an ordered two-step (bi-bi) enzyme reaction could produce an initial burst if the first product is released from the enzyme complex faster than the second. Obviously the EG reactions studied here are more complex, but the basic course for the initial maximum in the turnover rate may result from an ordered sequence of a rapid (endo-processive hydrolysis) and a slower (release from non-productively bound positions) process.
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