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ABSTRACT. Based on previous results on the classification of finite-dimensional
Nichols algebras over dihedral groups and the characterization of simple modules
of Drinfeld doubles, we compute the irreducible characters of the Drinfeld
doubles of bosonizations of finite-dimensional Nichols algebras over the dihe-
dral groups $D_t$ with $t \geq 3$. To this end, we develop new techniques that can
be applied to Nichols algebras over any Hopf algebra. Namely, we explain how
to construct recursively irreducible representations when the Nichols algebra
is generated by a decomposable module, and show that the highest-weight of
minimum degree in a Verma module determines its socle. We also prove that
tensoring a simple module by a rigid simple module gives a semisimple module.

1. INTRODUCTION

This paper is devoted to study the representations of certain families of Hopf
algebras $D(V,D_m)$, which are given by Drinfeld doubles of bosonizations of finite-
dimensional Nichols algebras $B(V)$ over dihedral groups $D_m$ of order $2m$ with
$m = 4t \geq 12$. The Hopf algebras $D(V,D_m)$ might be considered as analogs of
small quantum groups but with non-abelian torus. This election is based on the
classification result in [FG] of all finite-dimensional Nichols algebras over $D_m$.
In particular, $V$ belongs to an infinite family of reducible Yetter-Drinfeld modules over $D_m$ and $B(V) \simeq \bigwedge V$.

The small quantum groups or Frobenius-Lusztig kernels $u_q(g)$ are finite dimen-
sional quotients of quantum universal enveloping algebras $U_q(g)$ at a root of unity
$q$ for $g$ a semisimple complex Lie algebra [L], with some restrictions on the order
$\ell$ of $q$ depending on the type of $g$. As it is well-known, $U_q(g)$ can be described as
a quotient of the Drinfeld double of the quantum group $U_q(b)$ associated with a
standard Borel subalgebra $b$ of $g$. Consequently, $u_q(b)$ can also be described as a
quotient of the Drinfeld double of the small quantum group $u_q(b)$. The latter is a
pointed Hopf algebra over the abelian group $\mathbb{Z}_n^\ell$ with $n = \text{rk } g$. As such, it is
isomorphic to the smash product or bosonization $u_q(b) \simeq u_q(n) \# CZ_n^\ell$ and $u_q(n)$
is a Nichols algebra of diagonal type [Ro]. [AS], [A]. In fact, as a consequence of
the classification theorem due to Andruskiewitsch and Schneider [AS2], under mild
conditions on the order of the groups, all complex finite-dimensional pointed Hopf
algebras over abelian groups are variations of $u_q(b)$. In these notes, we consider
objects analogous to the small quantum groups $u_q(b)$ but containing a non-abelian
torus. These pointed Hopf algebras are given by bosonizations of finite-dimensional
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Nichols algebras over the infinite family of dihedral groups $\mathbb{D}_m$ classified in [FG]. These Nichols algebras actually turn out to be exterior algebras over semisimple objects in the braided category $\mathbb{D}_m$ classified in [FG]. See Section 4 for more details.

More generally, one may consider the Drinfeld double $\mathcal{D}(V, H) := \mathcal{D}(\mathcal{B}(V) \# H)$ of the bosonization of a finite-dimensional Nichols algebra $\mathcal{B}(V)$ over a finite-dimensional Hopf algebra $H$. These kind of generalized small quantum groups admits a triangular decomposition $\mathcal{B}(V) \otimes \mathcal{D}(H) \otimes \mathcal{B}(V)$ in the sense of Holmes and Nakano [HN], [BT]. Thus, as in the classical context, the simple modules can be obtained as quotients of generalizations of Verma modules and consequently are classified by their highest-weights. Here, the weights are the simple representations of the Drinfeld double $\mathcal{D}(H)$, which plays the role of the Cartan subalgebra. In case $H = k\Gamma$ is a group algebra of an abelian group, the weights are one-dimensional and there are several results known, see for example [AAMR], [CR], [KR1], [KR2], [HY]. However, in case $\Gamma$ is not an abelian group, the weights are not necessarily one-dimensional and the computations turn out to be more involved. In this case, the description of the simple modules is only known for $\mathcal{B}(V) = \mathcal{E}_3$ being the Fomin-Kirillov algebra over the symmetric group $S_3$ [PV1]. It is worth pointing out that the category of graded modules can be endowed with an structure of highest-weight category when $H$ is semisimple.

In conclusion, with the classification of the irreducible representations at hand, the central problem to address is to compute their characters, i.e. their weight decomposition. Our main contribution is the solution to this problem for small quantum groups at the dihedral groups $\mathbb{D}_m$, see Theorem 5.2. On the way, we develop new techniques and provide results that can be applied to Nichols algebras over any Hopf algebra.

Specifically, we develop a recursive process based on different triangular decompositions and bosonizations when $V$ is reducible: If $V = U \oplus W$, then the Nichols algebra $\mathcal{B}(V)$ can be described as a braided bosonization $\mathcal{B}(Z) \# \mathcal{B}(U)$ for certain module $Z$ associated with the adjoint action of $U$ on $W$, and $\mathcal{B}(V) \# H \simeq \mathcal{B}(Z) \# (\mathcal{B}(U) \# H)$ as Hopf algebras, see [AA], [AHS], [HS]. In this situation, we construct first the simple modules of $\mathcal{D}(U, H) = \mathcal{D}(\mathcal{B}(U) \# H)$ from the simple $\mathcal{D}(H)$-modules – the weights– and then use the same proceeding to construct those of $\mathcal{D}(V, H)$ from the former. To use this tool, we need first to prove some technical results on composition of certain functors that assure that our recursive process gives the desired answer.

We would like to emphasize other two new results which might help to describe the simple modules of generalized small quantum groups. First, it is known that the simple modules can also be obtained as the socle of the Verma modules [PV1, Theorem 2]; we show in Corollary 3.6 that the socle of a Verma module is generated by its highest-weight of minimum degree. Second, a simple $\mathcal{D}(V, H)$-module is said to be rigid if it is also simple as $\mathcal{D}(H)$-module; we prove in Theorem 3.8 that the tensor product between a simple module and a rigid simple module is semisimple.

As the category $\mathcal{D}(V, \mathbb{D}_m)M$ is non-semisimple, this is a first step towards a complete description of it. Nevertheless, taking into account that the main results needed lots of computations, we prefer to present the result on simple modules first and leave the study of the indecomposable modules, tensor products and extensions for future work. Finally, we point out that the description of the simple modules
Figure 1. The Verma module $M_{VH}^\lambda(\lambda)$. The (big) dots represent their (highest-)weights. The shadow regions indicate submodules generated by highest-weights. In particular, the region on the bottom is the socle $S_{VH}^\lambda(\lambda)$ which is generated by the highest-weight of minimum degree. The white region on the top depicts its unique simple quotient $L_{VH}^\lambda(\lambda)$.

over $D(V, H)$ can also be seen as a first step for finding new finite-dimensional Hopf algebras by using the generalized lifting method, see for instance [AA].

The paper is mostly self-contained and includes figures to lighten the reading. It is organized as follows. In the preliminaries we collect definitions, notation and basic facts that are used along the paper. In Section 3 we recall the general framework of Hopf algebras with triangular decomposition and present the new results mentioned above, cf. Corollary 3.6 and Theorems 3.8 and 3.11. In Section 4 we summarize some facts about the category of $D(D_m)$-modules. We list the simple $D(D_m)$-modules and compute some tensor products between them. Dealing with these tensor products is one of the main issues when the corresponding weights are not one-dimensional. We also recall the classification due to [FG] of the finite-dimensional Nichols algebras $\mathfrak{B}(V)$ over $D_m$, cf. Theorem 4.5. We fix a lighter notation to work with their Drinfeld doubles $D(V, D_m)$ in the last section and characterize those which are spherical, see Theorem 4.8. Finally, we compute in Section 5 the weight decomposition of the simple $D(V, D_m)$-modules for all $V$ in the classification of [FG], see Theorem 5.2, we first consider the case when $V$ is simple in §5.1 and then prove the recursive step in §5.2.
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2. Preliminaries

In this section we introduce notation and recall some basic results that are needed along the paper.

2.1. Conventions.
We work over an algebraically closed field $\mathbb{k}$ of characteristic zero. All vector spaces are considered over $\mathbb{k}$ and $\otimes = \otimes_\mathbb{k}$. For $n \in \mathbb{N}$, we denote by $\mathbb{Z}_n$ the ring of integers module $n$. We use the same letter to indicate an integer and its class in $\mathbb{Z}_n$. Through the work graded means $\mathbb{Z}$-graded. Let $N = \oplus_{n \in \mathbb{N}} N_n$ be a graded vector space. For $i \in \mathbb{Z}$, the shift $N[i]$ of $N$ is the same vector space $N$ but with shifted grading, where $N[i]_n = N_{n-i}$ as homogeneous component of degree $n$.

We work with Hopf algebras $H$ over $\mathbb{k}$. As usual, we denote the comultiplication by $\Delta$, the antipode by $S$ and the counit by $\varepsilon$. The comultiplication is written using Sweedler’s sigma notation without the summation symbol, i.e. $\Delta(h) = h_{(1)} \otimes h_{(2)}$ for all $h \in H$. Analogously, for a left $H$-comodule $(V, \lambda)$ we write $\lambda(v) = v_{(-1)} \otimes v_{(0)} \in H \otimes V$ for all $v \in V$ to denote its coaction. We refer to [RZ] for basic and well-known results in the theory.

Throughout these notes, we make use of the triangular decomposition associated with finite-dimensional graded algebras as introduced by Holmes and Nakano [HN]. Here we apply it to Drinfeld doubles of finite-dimensional Hopf algebras. A graded algebra $A = \bigoplus_{n \in \mathbb{N}} A_n$ admits a triangular decomposition if there exist graded subalgebras $A^-, T$ and $A^+$ such that the multiplication $m : A^- \otimes T \otimes A^+ \rightarrow A$ gives a linear isomorphism and

\begin{align*}
(td1) \quad A^\pm &\subseteq \bigoplus_{n \in \mathbb{Z}_\pm} A_n \text{ and } T \subseteq A_0; \\
(td2) \quad (A^\pm)_0 &\subseteq \mathbb{k}; \\
(td3) \quad B^\pm &:= A^\pm T = TA^\pm.
\end{align*}

In our situation, this coincides with [BT] Definition 3.1 as $T$ is a split $\mathbb{k}$-algebra because of our assumptions on $\mathbb{k}$. We denote by $\mathcal{JM}$ the category of finite-dimensional left $A$-modules and by $\mathcal{AC}$ the category of the graded ones with morphisms preserving the grading. We write $\mathcal{AC}$ to refer to either one of these categories. We denote by $\text{Irr} \mathcal{AC}$ a complete set of non-isomorphic simple objects in $\mathcal{AC}$.

3. The General Framework

We outline in this section the general framework of our study. Eventually, we will be more explicit in the successive subsections according to our convenience. For more details we refer the reader to [AS], [BT] and [V].

3.1. Drinfeld doubles of bosonization of Nichols algebras. Fix $H$ a finite-dimensional Hopf algebra.

3.1.1. Nichols algebras. A left Yetter-Drinfeld module over $H$ is a left $H$-module $(V, \cdot)$ and a left $H$-comodule $(V, \lambda)$ that satisfies the compatibility condition

$$\lambda(h \cdot v) = h_{(1)} v_{(-1)} S(h_{(3)}) \otimes h_{(2)} \cdot v_{(0)}$$

for all $h \in H$, $v \in V$.

The finite-dimensional left Yetter-Drinfeld modules over $H$ together with morphisms of left $H$-modules and left $H$-comodules form a braided rigid tensor category denoted by $H^H \mathcal{YD}$. The braiding is given by $c_{V, W}(v \otimes w) = v_{(-1)} \cdot w \otimes v_{(0)}$ for all $v \in V$, $w \in W$ with $V$, $W$ objects in $H^H \mathcal{YD}$.

Let $V \in H^H \mathcal{YD}$. Then, the tensor algebra $T(V)$ is a graded braided Hopf algebra in $H^H \mathcal{YD}$. Roughly speaking, it satisfies the axioms of a Hopf algebra but the structural maps are morphism in the category. For instance, its comultiplication is determined by setting $\Delta(v) = v \otimes 1 + 1 \otimes v$ for all $v \in V$.

The Nichols algebra $\mathfrak{B}(V) = \bigoplus_{n \geq 0} \mathfrak{B}^n(V)$ of $V$ is the graded braided Hopf algebra in $H^H \mathcal{YD}$ defined by the quotient $\mathfrak{B}(V) = T(V)/J(V)$, where $J(V)$ is the
largest Hopf ideal of $T(V)$ generated as an ideal by homogeneous elements of degree greater than or equal to 2. By definition, we have that $\mathfrak{B}(V) = k$ and $\mathfrak{B}(V) = V$. In case $\mathfrak{B}(V)$ is finite-dimensional, we denote by $n_{\text{top}}$ its maximum degree. It is well-known that $\lambda_V := \mathfrak{B}^{n_{\text{top}}}(V)$ is one-dimensional (in fact, $\mathfrak{B}(V)$ satisfies the Poincaré duality); in particular, it is a simple $H$-module and $H$-comodule. A fixed linear generator $v_{\text{top}} \in \mathfrak{B}^{n_{\text{top}}}(V)$ is usually called a volume element. We refer to [A] for more details on Nichols algebras.

3.1.2. The bosonization of $\mathfrak{B}(V)$ over $H$ is a usual Hopf algebra whose underlying vector space is

$$\mathfrak{B}(V) \# H := \mathfrak{B}(V) \otimes H$$

and it is endowed with a Hopf algebra structure which is a sort of semidirect product. It is generated by $V$ and $H$ as an algebra, whereas its multiplication and comultiplication are completely determined by

$$hv = (h_{(1)} \cdot v)_{(2)} \quad \text{and} \quad \Delta(v) = v \otimes 1 + v_{(-1)} \otimes v_{(0)}$$

for all $v \in V$ and $h \in H$. In particular, $H = 1 \# H$ is a Hopf subalgebra and $\mathfrak{B}(V) = \mathfrak{B}(V) \# 1$ is a subalgebra which coincides with the subalgebra of left coinvariants associated with the projection $\mathfrak{B}(V) \# H \to H$ given by $\pi(h \# h) = \varepsilon(h)h$ for all $b \in \mathfrak{B}(V)$ and $h \in H$. Note that the adjoint action of $H$ on $V$ coincides with the action as Yetter-Drinfeld module. That is, for all $h \in H$ and $v \in V$ we have that $\text{ad}(h)(v) = h_{(1)}vS(h_{(2)}) = (h_{(1)} \cdot v)_{(2)}S(h_{(3)}) = h \cdot v$. 

3.1.3. The Drinfeld double of $H$ is the Hopf algebra defined on the vector space

$$\mathcal{D}(H) := H \otimes H^*$$

in such a way that $H = H \otimes 1$ and $H^{* \text{op}} = 1 \otimes H^{* \text{op}}$ are Hopf subalgebras, and the elements $h \in H$ and $f \in H^*$ obey the multiplication rule

$$fh = (f_{(1)}, h_{(1)}) \cdot (f_{(3)}, S(h_{(3)}))_{h(2)}f_{(2)}$$

By convention we write $hf = h \otimes f$ for all $h \in H$, $f \in H^*$, cf. [M Theorem 7.1.1].

The Drinfeld double $\mathcal{D}(H)$ is a quasitriangular Hopf algebra with $R$-matrix given by $R = \sum_i f_i \otimes h_i \in \mathcal{D}(H) \otimes \mathcal{D}(H)$, where $\{h_i\} \subset H$ and $\{f_i\} \subset H^*$ are dual bases of $H$ and $H^*$, respectively. Also, it holds that $R^{-1} = \sum_i S(f_i) \otimes h_i$. Thus, the category $\mathcal{D}(H)\mathcal{M}$ of $\mathcal{D}(H)$-modules is braided with braiding $c_{M,N}(m \otimes n) = \sum_i (h_i \cdot n) \otimes (f_i \cdot m)$ for all $m \in M$, $n \in N$ with $M, N \in \mathcal{D}(H)\mathcal{M}$. As the braiding is invertible, one may consider also $\mathcal{D}(H)\mathcal{M}$ as braided category with braiding $c^{-1}$.

It is possible to relate the categories $^H_H\mathcal{YD}$, $^\mathcal{D}(H)\mathcal{M}$ and $^\mathcal{D}(H)_H\mathcal{YD}$ by means of the following functors:

$$\begin{array}{ccc}
^H_H\mathcal{YD} & \xrightarrow{F} & (^\mathcal{D}(H)\mathcal{M}, c) \\
\xrightarrow{F_R} & & \xrightarrow{\mathcal{D}(H)_H\mathcal{YD}}
\end{array}$$

$$\begin{array}{ccc}
^H_{H^{* \text{op}}}\mathcal{YD} & \xrightarrow{\tilde{F}} & (^\mathcal{D}(H)\mathcal{M}, c^{-1}) \\
\xrightarrow{F_R^{-1}} & & \xrightarrow{\tilde{F} \circ \mathcal{D}(H)_H\mathcal{YD}}
\end{array}$$

Explicitly, $F$ is the braided equivalence which transforms $M \in ^H_H\mathcal{YD}$ into a $\mathcal{D}(H)$-module with the action

$$(hf) \cdot m = (f, m_{(-1)})h \cdot m_{(0)}.$$
for all \( h \in H, f \in H^* \) and \( m \in M \). Analogously, \( \tilde{F} \) transforms \( M \in H^{\ast \ast \ast} \) into a \( D(H) \)-module with the action

\[
(hf) \cdot m = \langle (f \cdot m)_{(-1)}, S(h) \rangle (f \cdot m)_{(0)}).
\]

The functors \( F_R \) and \( F_{R^{-1}} \) are both fully faithful and are defined as follows: For \( M \in D(H)^{\ast} \), the object \( F_R(M) \) (resp. \( F_{R^{-1}}(M) \)) coincides with \( M \) as \( D(H) \)-module, whereas the \( D(H) \)-coaction is provided by the action of the \( R \)-matrix \( R \) (resp. \( R^{-1} \)) as follows

\[
m_{(-1) \otimes m_{(0)} = \sum_i h_i \otimes (f_i \cdot m) \quad \text{resp.} \quad \sum_i S(f_i) \otimes (h_i \cdot m)
\]

for all \( m \in M \).

Note that the braidings of \( V \) and \( F_R \circ F(V) = V \) coincide as linear maps. This implies that the Nichols algebras \( \mathcal{B}(V) \) and \( \mathcal{B}(F_R \circ F(V)) \) are isomorphic as braided Hopf algebras \( \mathbb{T} \). In particular, they are isomorphic as algebras and coalgebras.

In the sequel, we identify both Nichols algebras and consider \( \mathcal{B}(V) \in \mathcal{P}(D(H)^{\ast}) \).

Let \( V^* \) be the \( D(H) \)-module dual to \( V \). We define

\[
\overline{V} = F_{R^{-1}}(V^*) \in \mathcal{P}(D(H)^{\ast})
\]

As above, the Nichols algebras \( \mathcal{B}(\overline{V}) \) in \( \mathcal{P}(D(H)^{\ast}) \) and \( \mathcal{B}(V^*) \) in \( (D(H)^{\ast}, c^{-1}) \) are isomorphic as braided Hopf algebras. Besides, there is an isomorphism of \( D(H) \)-module algebras

\[
\mathcal{B}(\overline{V}) \simeq \mathcal{B}(F_R(V^*))
\]

where the algebra on the right-hand side is the Nichols algebra of \( F_R(V^*) \) in \( \mathcal{P}(D(H)^{\ast}) \), or equivalently the Nichols algebra of \( V^* \) in \( (D(H)^{\ast}, c) \). This follows from [AHS Lemma 1.11], see also [V1 (4.9)].

Actually, one may consider \( V^* \in H^{\ast \ast \ast} \) with action and coaction defined by

\[
\langle f \cdot \alpha, x \rangle = \langle f, S^{-1}(x(-1)) \rangle \langle \alpha, x(0) \rangle \quad \text{and} \quad \langle \alpha, h \cdot x \rangle = \langle \alpha(-1), h \rangle \langle \alpha(0), x \rangle
\]

for all \( f \in H^{\ast \ast \ast}, h \in H, x \in V \) and \( \alpha \in V^* \). Then \( \tilde{F}(V^*) \) is the dual object of \( V \) as \( D(H) \)-module and hence \( \overline{V} = F_{R^{-1}} \circ \tilde{F}(V^*) \).

The Nichols algebras \( \mathcal{B}(\overline{V}) \) and \( \mathcal{B}(V) \) in \( \mathcal{P}(D(H)^{\ast}) \) play a central role in the rest of the paper. In case they are finite-dimensional, they are related by the fact that there is an isomorphism of Hopf algebras \( (\mathcal{B}(V) \# H)^{\ast \ast \ast} \simeq \mathcal{B}(\overline{V}) \# H^{\ast \ast \ast} \) (adapt the proof of [PV1 Lemma 5]).

3.1.4. A generalized quantum group. From now on, we denote by \( \mathcal{D}(V, H) \) the Drinfeld double of \( \mathcal{B}(V) \# H \) with \( \mathcal{B}(V) \) a finite-dimensional Nichols algebra in \( H \). We describe its Hopf algebra structure following [V1 Lemma 4.3].

From the very definition of the Drinfeld double, it is possible to show that

\[
\mathcal{D}(V, H) \simeq \mathcal{B}(V) \otimes H \otimes \mathcal{B}(V) \otimes H^* \simeq \mathcal{B}(V) \otimes H \otimes \mathcal{B}(\overline{V}) \otimes H^*
\]

as vector spaces. Via this isomorphism, we may assume that \( \mathcal{D}(V, H) \) is generated as an algebra by the elements of \( V, \overline{V}, H \) and \( H^* \). Henceforth, the Hopf algebra structure of \( \mathcal{D}(V, H) \) is completely determined by the following features:

(a) The subalgebra generated by \( H \) and \( H^* \) is a Hopf subalgebra isomorphic to \( D(H) \).
the composition of the functors

\[ \mathcal{D}^{\leq 0}(V, H) := \mathfrak{B}(V) \# \mathcal{D}(H) \quad \text{(resp. } \mathcal{D}^{\geq 0}(V, H) := \mathfrak{B}(V) \# \mathcal{D}(H)) \].

In particular, both \( \mathcal{D}^{\leq 0}(V, H) \) and \( \mathcal{D}^{\geq 0}(V, H) \) are Hopf subalgebras.

(c) If \( v \in V \) and \( \alpha \in \mathcal{V} \), then

\[ \alpha v = (\alpha_{(-1)} \cdot v)\alpha_{(0)} + \Phi_{\alpha, v} \tag{3} \]

where \( \Phi_{\alpha, v} = \langle \alpha, v \rangle - \alpha_{(-1)}v_{(-1)}\langle \alpha_{(0)}, v_{(0)} \rangle \in \mathcal{D}(H) \).

It turns out that \( \mathcal{D}(V, H) \) is a graded Hopf algebra with grading determined by \( \deg V = -1 \), \( \deg \mathcal{V} = 1 \) and \( \deg \mathcal{D}(H) = 0 \). Moreover, there is an isomorphism of graded vector spaces induced by the multiplication:

\[ \mathcal{D}(V, H) \simeq \mathfrak{B}(V) \otimes \mathcal{D}(H) \otimes \mathfrak{B}(\mathcal{V}). \tag{4} \]

In conclusion, \( \mathcal{D}(V, H) \) admits a triangular decomposition with \( T = \mathcal{D}(H) \), \( A^- = \mathfrak{B}(V) \) and \( A^+ = \mathfrak{B}(\mathcal{V}) \).

3.2. Simple \( \mathcal{D}(V, H) \)-modules.

In this subsection we explain how to compute the simple modules of \( \mathcal{D}(V, H) \) by exploiting its triangular decomposition. For more details we refer to [BTV2, BTV3].

We begin by constructing the proper standard modules which are the images of the composition of the functors

\[ \mathcal{M}^V_H : \mathcal{D}(H)\mathcal{C} \xrightarrow{\text{Inf}_{\mathcal{D}(H)}^{\mathcal{D}^{\geq 0}(V, H)}} \mathcal{D}^{\geq 0}(V, H)\mathcal{C} \xrightarrow{\text{Inf}_{\mathcal{D}(H)}^{\mathcal{D}^{\leq 0}(V, H)}} \mathcal{D}(V, H)\mathcal{C} \]

where \( \text{Inf}_{\mathcal{D}(H)}^{\mathcal{D}^{\geq 0}(V, H)} \) is given by the canonical (graded) Hopf algebra epimorphism \( \mathcal{D}^{\geq 0}(V, H) \to \mathcal{D}(H) \) and \( \text{Inf}_{\mathcal{D}(H)}^{\mathcal{D}^{\leq 0}(V, H)} \) by the inclusion \( \mathcal{D}^{\leq 0}(V, H) \hookrightarrow \mathcal{D}(V, H) \).

More explicitly, the proper standard module of \( N \in \mathcal{D}(H)\mathcal{C} \) is

\[ \mathcal{M}^V_H(N) = \mathcal{D}(H, V) \otimes_{\mathcal{D}^{\geq 0}(V, H)} \text{Inf}_{\mathcal{D}(H)}^{\mathcal{D}^{\leq 0}(V, H)}(N) = \mathcal{D}(H, V) \otimes_{\mathcal{D}^{\geq 0}(V, H)} N. \]

Notice that \( \mathcal{V} \) acts by zero on \( N = 1 \otimes N \subset \mathcal{M}^V_H(N) \).

Composing \( \mathcal{M}^V_H \) with the endofunctor given by taking the head, one has the functor

\[ \mathcal{D}(H)\mathcal{C} \xrightarrow{\text{L}^V_H} \mathcal{D}(V, H)\mathcal{C}, \quad \text{L}^V_H(N) = \text{top}(\mathcal{M}^V_H(N)), \]

whose image is the maximal semisimple quotient of \( \mathcal{M}^V_H(N) \). Note that both \( \text{L}^V_H \) and \( \text{L}^V_H \) commute with the shift-of-grading functors.

The proper standard modules of simple objects in \( \mathcal{D}(H)\mathcal{C} \) will play a special role in the classification of those in \( \mathcal{D}(V, H)\mathcal{C} \). For that reason, we introduce a particular terminology. We call weights the elements in \( \text{Irr} \mathcal{D}(H)\mathcal{C} \). If \( \lambda \in \text{Irr} \mathcal{D}(H)\mathcal{C} \) is a subobject of \( N \in \mathcal{D}(V, H)\mathcal{C} \) such that \( \mathcal{V} \cdot \lambda = 0 \), we say that \( \lambda \) is a highest-weight (of \( N \)). An object in \( \mathcal{D}(V, H)\mathcal{C} \) generated by a highest-weight is called a highest-weight module. We define lowest-weight (modules) analogously using \( V \) instead of

\[ \footnote{This formula is a revised version of [BTV2] (4.5), see Equation (4.5) of arXiv:1808.03799v2.} \]
Given \( \lambda \in \text{Irr}_{D(H)} \mathcal{C} \), we call Verma module the proper standard module
\[
M_H^V(\lambda) = D(V, H) \otimes_{D \geq 0} \mathcal{C}(\lambda).
\]
(5)
Thus, any highest-weight module is a quotient of a Verma module.

A classification of the simple modules over algebras with triangular decomposition is well-known, see for instance [HN, BT]. In the case of \( D(V, H) \) this is given as follows.

Theorem 3.1.

(a) \( L_V^H(\lambda) \) is a simple highest-weight module for all \( \lambda \in \text{Irr}_{D(H)} \mathcal{C} \).
(b) Any simple object in \( D(V, H) \mathcal{C} \) is isomorphic to \( L_V^H(\lambda) \) for a unique weight \( \lambda \in \text{Irr}_{D(V, H)} \).

We list some general remarks about simple modules that will be useful later.

Remark 3.2. If \( N \) is a highest-weight module of weight \( \lambda \), then \( N \) is a quotient of \( M_V^H(\lambda) \) and the head of \( N \) is isomorphic to \( L_V^H(\lambda) \). This is a direct consequence of the description above.

Remark 3.3. Let \( B \) and \( \overline{B} \) be linear bases of \( V \) and \( \overline{V} \), respectively. As the elements of \( V \) and \( \overline{V} \) act nilpotently, it holds that \( L_V^H(\lambda) = \lambda \), with \( V \) and \( \overline{V} \) acting trivially, if and only if \( \Phi_{\alpha, v} \) acts by zero on \( \lambda \) for all \( v \in B \) and \( \alpha \in \overline{B} \). These simple modules are called rigid [BT].

Remark 3.4. Let us fix non-zero homogeneous elements \( v_{\text{top}} \in \mathcal{B}^{{n_{\text{top}}}}(V) \) and \( \alpha_{\text{top}} \in \mathcal{B}^{{n_{\text{top}}}}(\overline{V}) \); note the maximum degree of these Nichols algebras is the same. By the triangular decomposition of \( D(V, H) \), there exists \( \Theta \in D(H) \) such that
\[
\alpha_{\text{top}} v_{\text{top}} - \Theta \in \bigoplus_{n > 0} \mathcal{B}^n(V) \otimes D(H) \otimes \mathcal{B}^n(\overline{V}).
\]
(6)
It holds that \( L_V^H(\lambda) = M_V^H(\lambda) \) if and only if \( \Theta \cdot (1 \otimes m) \neq 0 \) for some \( m \in \lambda \). In such case, these Verma modules are also projective, see [V, Corollary 5.12].

3.2.1. The character of the simple modules.

For any \( N \in D(H) \mathcal{M} \), the proper standard module \( M_V^H(\lambda) \) in the category \( D(V, H) \mathcal{M} \) inherits the grading afforded by \( D(V, H) \). Explicitly,
\[
M_V^H(\lambda) = \bigoplus_{k=0}^{\text{top}} (M_V^H(\lambda))_k \quad \text{with} \quad (M_V^H(\lambda))_k = \mathcal{B}^{-k}(V) \otimes N.
\]
It follows from [GG, Proposition 3.5] that the head of \( M_V^H(\lambda) \) in \( D(V, H) \mathcal{M} \) is a graded quotient. Moreover, \( L_V^H \) commutes with the grading-forgetful functors. In particular, for any \( \lambda \in \text{Irr}_{D(H)} \mathcal{M} \) we have a decomposition
\[
L_V^H(\lambda) = \bigoplus_{n \leq 0} L_V^H(\lambda)_n
\]
making it an object in \( D(V, H) \mathcal{G} \).

2We change slightly the notation of the Verma modules with respect to [V] to put the emphasis on \( V \) and \( H \) as this will be useful for our recursive argument for \( V \) decomposable.

3This follows from the proof of [PV1, Corollary 15], as it holds for any Hopf algebra \( H \).
On the other hand, since $D(H)$ is concentrated in degree 0, we can consider each $\lambda \in \text{Irr}_{D(H)} \mathcal{M}$ inside $\text{Irr}_{D(H)} \mathcal{G}$ as an object concentrated in degree 0. Thus, $\text{Irr}_{D(H)} \mathcal{M} \times \mathbb{Z}$ is in bijection with $\text{Irr}_{D(H)} \mathcal{G}$ via $(\lambda, n) \leftrightarrow \lambda[n]$.

Assume now $H$ is semisimple; hence $D(H)$ also is. Then for each $n$, $L^V_H(\lambda)_n \simeq \oplus_{\mu \in \text{Irr}_{D(H)} \mathcal{M}} H^{\mu, n}$ as $D(H)$-modules. We call the character of $L^V_H(\lambda)$ the graded $D(H)$-module

$$\text{Res}(L^V_H(\lambda)) := \bigoplus_{\mu \in \text{Irr}_{D(H)} \mathcal{M}} \mu[n]^{\oplus_{\mu, n}}.$$ 

This gives us good information about the simple modules as it is a complete invariant, since $\text{Res}(L^V_H(\lambda)) = \lambda \otimes \text{weights in degree } <0$.

3.2.2. The action on the Verma modules.

By the paragraphs above, one immediately realizes that to describe a simple module $L^V_H(\lambda)$ one has to deal with the submodules of the Verma module $M^V_H(\lambda)$. For explicit computations, it is convenient to keep in mind the following key facts.

(a) The action of $\mathfrak{B}(V)$ and $D(H)$ on $M^V_H(\lambda)$ is given by

$$z \cdot (v \otimes m) = (zv) \otimes m \quad \text{and} \quad h \cdot (v \otimes m) = (h_1 \cdot v) \otimes (h_2 \cdot m)$$

for all $z, v \in \mathfrak{B}(V)$, $m \in \lambda$ and $h \in D(H)$. In particular,

$$M^V_H(\lambda) \simeq \mathfrak{B}(V) \otimes \lambda \bigoplus_{n=0}^{n_{\text{top}}} \mathfrak{B}^n(V) \otimes \lambda \tag{7}$$

is an isomorphism and a decomposition as $D(H)$-modules, respectively.

(b) Let $M^V_H(\lambda)_k = \mathfrak{B}^{-k}(V) \otimes \lambda$. Then

$$\text{VM}^V_H(\lambda)_k = M^V_H(\lambda)_{k-1} \quad \text{and} \quad \nabla M^V_H(\lambda)_k \subseteq M^V_H(\lambda)_{k+1},$$

(c) To compute the action of $\mathfrak{B}(V)$ we use the commutation rule \[(3)\].

(d) The action of $\nabla$ on a $D(V, H)$-module $N$ is a morphism of $D(H)$-modules:

$$h(am) = (h_1 \cdot a)(h_2 \cdot m) \tag{8}$$

for all $a \in \nabla$, $m \in N$ and $h \in D(H)$, cf. \cite{PV1}, (31)].

3.2.3. The simple $D(V, H)$-modules as socles of the Verma modules.

We introduce now the functor

$$D(H) \mathcal{C} \xrightarrow{S^V_H} D(V, H) \mathcal{C}, \quad S^V_H(N) = \text{soc}(M^V_H(N)),$$

i.e. $S^V_H(N)$ is the maximal semisimple submodule of $M^V_H(N)$. As in the case of the head, it follows from \cite{GGG} Proposition 3.5] that the socle of a standard module is a graded submodule even if $N \in D(H) \mathcal{M}$, considered as a graded module concentrated in degree 0. Also, $S^V_H$ commutes with the grading-forgetful functors and the shift-of-grading functors.

The socles of the Verma modules give us another classification of the simple modules over $D(V, H)$. The next result for $H$ being a group algebra is in \cite{PV1}.

**Theorem 3.5.**

(a) $S^V_H(\lambda)$ is a simple lowest-weight module with lowest-weight is $\lambda_V \lambda$ for all $\lambda \in \text{Irr}_{D(H)} \mathcal{C}$
(b) Any simple object in \( D(V,H)C \) is isomorphic to \( S^V_H(\lambda) \) for a unique weight \( \lambda \in \text{Irr}_D(V,H)C \).

Proof. From \( \text{S3.2.2(a)} \), we see that the socle of \( M^V_H(\lambda) \) in \( D^{\leq 0}(V,H)C \) is \( \mathcal{B}^{\text{top}}(V) \otimes \lambda \) and this is simple and isomorphic to \( \text{Inf}_{D(H)}^{D^{\leq 0}(V,H)}(\lambda_V \lambda) \). This implies \( \text{S3.2.2(a)} \).

For \( \text{S3.2.2(b)} \) we first consider the category \( D(V,H)M \) in which the number of non-isomorphic simple modules is \( \# \text{Irr}_D(V,H)M \) by Theorem 3.1. In \( \text{S3.2.2(a)} \) we have found the same number of non-isomorphic simple modules as tensoring by \( \lambda_V \) gives a bijection on \( \text{Irr}_D(V,H)M \). Therefore any simple module in \( D(V,H)M \) is isomorphic to \( S^V_H(\lambda) \) for a unique \( \lambda \in \text{Irr}_D(V,H)M \).

Let now \( S \in D(V,H)G \) be a simple object and \( F \) the grading-forgetful functor. Then \( FS \simeq S^V_H(\lambda) \) for a unique \( \lambda \in \text{Irr}_D(V,H)M \) by the above paragraph and hence \( S \simeq S^V_H(\lambda[n]) \) for some \( n \in \mathbb{Z} \); the first isomorphism is consequence of \( \text{CG} \) Theorem 4.1. This proves \( \text{S3.2.2(b)} \) for \( D(V,H)G \) and completes the proof. \( \square \)

Naturally, the socle of a Verma module is isomorphic to a simple highest-weight module. We can determine its highest-weight as follows. The next result is very useful to compute the simple modules.

**Corollary 3.6.** Let \( \lambda \in \text{Irr}_D(V,H)C \) be a weight and

\[
n = \min \{ k \in \mathbb{Z} \mid \text{there is a highest-weight } \mu \text{ in } (M^V_H(\lambda))_k \}.
\]

Then \( M^V_H(\lambda) \) has a unique highest-weight \( \mu \) in degree \( n \) and \( S^V_H(\lambda) \simeq L^V_H(\mu)[n] \).

Proof. As we mentioned, the socle of \( M^V_H(\lambda) \) is a graded submodule, then \( S^V_H(\lambda) \simeq L^V_H(\mu)[k] \) for some homogeneous highest-weight \( \mu \subset (M^V_H(\lambda))_k \). Let \( \nu \subset (M^V_H(\lambda))_j \) be another homogeneous highest-weight. The submodule generated by \( \nu \) contains the socle. In particular, \( \mu \subset D(V,H)\nu \). Also, by the triangular decomposition, \( D(V,H)\nu = \mathcal{B}(V)\nu = \nu + \sum_{i > 0} \mathcal{B}(V)\nu \). Then \( \text{S3.2.2(b)} \) implies that either \( j > k \) or \( j = k \) and \( \nu = \mu \), and the corollary follows. \( \square \)

3.2.4. Example.

Exterior algebras are examples of Nichols algebras. They arise when the braiding of \( V \) is \(-\text{flip}\), that is \( c_{V,V}(v \otimes w) = -w \otimes v \) for all \( v, w \in V \). We explain here a general strategy that applies to exterior algebras of two-dimensional vector spaces. In \( \text{S3.3.1} \) we consider any even dimensional vector space, as the Nichols algebras appearing in the context of the dihedral groups \( D_m \) are all exterior algebras of vector spaces of even dimension.

Fix \( V \in H \mathcal{Y} \mathcal{D} \) a two-dimensional module with basis \( \{ v_+, v_- \} \) and braiding \(-\text{flip}\).

Then \( \mathcal{B}(V) \simeq \mathbb{A} \mathbb{V} = k \oplus V \oplus k \{ v_{\text{top}} \} \) with \( v_{\text{top}} = v_+ v_- \). Let \( \lambda \) be a weight with \( V \otimes \lambda \) semisimple and let \( \mu \) be the highest-weight of minimum degree in \( M^V_H(\lambda) \), recall Corollary 3.6. We have the following three possibilities:

- If \( \text{deg } \mu = 0 \), then \( \mu = \lambda \) and \( M^V_H(\lambda) = L^V_H(\lambda) = S^V_H(\lambda) \) is simple projective. This occurs when \( \Theta \) acts non-trivially on \( \lambda \), see Remark 3.4. One can compute \( \Theta \) using \( v_{\text{top}} \) and \( \alpha_{\text{top}} = \alpha_+ \alpha_- \) where \( \{ \alpha_+, \alpha_- \} \) is a basis of \( \nabla \).
- If \( \text{deg } \mu = -1 \), then \( \text{Res} \left( S^V_H(\mu) \right) = \mu[-1] \oplus \lambda_V \lambda[-2] \). We depict this situation in Figure 2. To find \( \mu \), first one has to decompose \( V \otimes \lambda \) as a direct sum of weights and then determine which is annihilated by \( \nabla \).
If $\deg \mu = -2$, then $\mu = \lambda \mu$ and $S^V_H(\lambda) = L^V_H(\lambda \mu)[-2]$ is a rigid module. To find the rigid module, one can use Remark 3.3. For that, one should compute the four elements $\Phi_{\pm, \pm}$ associated with the elements $v_{\pm}$ and $a_{\pm}$.

\begin{figure}[h]
\centering
\begin{tikzpicture}
\draw[thick] (0,0) -- (1,0) node[above] {$k$};
\draw[thick] (1,0) -- (2,0) node[above] {$\otimes \lambda$};
\draw[thick] (2,0) -- (3,0) node[above] {$\lambda$};
\draw[thick] (0,-1) -- (1,-1) node[above] {$V$};
\draw[thick] (1,-1) -- (2,-1) node[above] {$\mu$};
\draw[thick] (2,-1) -- (3,-1) node[above] {$\lambda V$};
\draw[thick] (0,0) ellipse (0.5cm and 0.5cm);
\fill (1,0) circle (0.1cm);
\fill (2,0) circle (0.1cm);
\fill (3,0) circle (0.1cm);
\fill (0,-1) circle (0.1cm);
\fill (1,-1) circle (0.1cm);
\fill (2,-1) circle (0.1cm);
\fill (3,-1) circle (0.1cm);
\node at (4,0) {$0$};
\node at (4,-1) {$-1$};
\node at (4,-2) {$-2$};
\end{tikzpicture}
\caption{The big dots represent the weights of $\mathcal{B}(V)$ and $M^V_H(\lambda)$. Their degrees are indicated on the right. Those in the shadow region form the socle $S^V_H(\lambda)$ when $\deg \mu = -1$.}
\end{figure}

3.2.5. Tensoring by rigidss.

We observe that any semisimple object in $\mathcal{D}(V, H)\mathcal{G}$ is of the form $L^V_H(M) := \oplus_i L^V_H(\lambda_i[n_i])$ for some semisimple object $M = \oplus_i \lambda_i[n_i]$ in $\mathcal{D}(H)\mathcal{G}$.

**Proposition 3.7.** Let $N = \oplus_{i \in \mathbb{Z}} N_i$ be an object in $\mathcal{D}(V, H)\mathcal{G}$ with $t \in \mathbb{Z}$. If $N_i$ is a semisimple $\mathcal{D}(H)$-module and generates $N$ as $\mathcal{D}(V, H)$-module, then $\text{top}(N) \simeq L^V_H(N_i)$.

**Proof.** We have that $\overline{V} \cdot N = 0$ by the grading assumption on $N$. Then there is an epimorphism $p : M^V_H(N_i) \to N$. Let $R$ be the Jacobson radical of $M^V_H(N_i)$, that is $M^V_H(N_i)/R \simeq L^V_H(N_i)$. Then $p$ induces a projection $\overline{p} : L^V_H(N_i) \to N/p(R)$ and hence $N/p(R)$ is semisimple. Also, the homogeneous component of $R$ of degree $t$ is zero. Then $\overline{p}|_{N_i}$ is injective and therefore $\overline{p}$ so is. This implies $L^V_H(N_i)$ is a direct summand of $\text{top}(N)$. On the other hand, $\text{top}(N)$ is a semisimple quotient of $M^V_H(N_i)$. Then $\text{top}(N)$ is a direct summand of $L^V_H(N_i)$. Thus we obtain the desired isomorphism.

We now prove that tensoring a simple module by a rigid module yields a semisimple module when $H$ is semisimple.

**Theorem 3.8.** Let $\lambda, \mu \in \mathcal{D}(H)\mathcal{M}$ with $L^V_H(\mu) = \mu$ rigid. If $\mu \otimes \lambda$ is a semisimple $\mathcal{D}(H)$-module, then $L^V_H(\mu) \otimes L^V_H(\lambda) \simeq L^V_H(\mu \otimes \lambda) \simeq L^V_H(\lambda \otimes \mu) \simeq L^V_H(\lambda) \otimes L^V_H(\mu)$.

In particular, $L^V_H(\mu) \otimes L^V_H(\lambda)$ is a semisimple $\mathcal{D}(V, H)$-module. Moreover, it is a direct sum of simple rigid modules if $\lambda$ is also rigid.

**Proof.** We prove only the last isomorphism, for the others follow from the fact that $\mathcal{D}(H)\mathcal{M}$ and $\mathcal{D}(V, H)\mathcal{M}$ are braided categories.

We start by pointing out that, as $L^V_H(\lambda) \otimes L^V_H(\mu) = L^V_H(\lambda \otimes \mu)$ is a graded $\mathcal{D}(V, H)$-module, any simple $\mathcal{D}(V, H)$-submodule $L^V_H(\nu)$ is a graded submodule by [GG Proposition 3.5]. Without loss of generality, we assume that $\lambda$ and $\mu$ are concentrated in degree 0, since the functors involved commute with the shift of grading.
Then the homogeneous components are \( L_H^V(\lambda)_n \otimes \mu \) for all \( n \leq 0 \); in particular, its homogeneous component of degree 0 is \( \lambda \otimes \mu \).

We prove first that all highest-weights are in degree 0. Let \( L_H^V(\nu) \) be a simple graded \( D(V, H) \)-submodule of \( L_H^V(\lambda) \otimes \mu \) and assume \( \nu \subset L_H^V(\lambda)_n \otimes \mu \). We claim that \( n = 0 \). Indeed, we pick \( \sum_k u_k \otimes n_k \in \nu \) with \( \{n_k\}_{k \in K} \) linearly independent. For \( \alpha \in \overline{V} \), we have

\[
0 = \alpha \cdot (\sum_k u_k \otimes n_k) = \sum_k ((\alpha \cdot u_k) \otimes n_k + (\alpha_(-1) \cdot u_k) \otimes (\alpha_{(0)} \cdot n_k)) = \sum_k (\alpha \cdot u_k) \otimes n_k;
\]

where the first and the last equality hold because \( \nu \) and \( \mu \) are highest-weights, respectively. Hence \( \overline{V} \cdot u_k = 0 \) for all \( k \) and therefore \( \overline{V} \cdot (D(H) \cdot u_k) = D(H) \cdot (\overline{V} \cdot u_k) = 0 \), for all \( k \). Being \( D(H) \cdot u_k \) an an graded \( D(H) \)-submodule of \( L_H^V(\lambda) \) which is annihilated by the action of \( \overline{V} \), it must be \( \lambda \). In particular, \( u_k \in \lambda \) and \( \nu \) is in degree \( n = 0 \).

Let \( \nu \subset L_H^V(\lambda) \otimes L_H^V(\mu) \) be a weight in degree 0. Then it is a highest-weight. Moreover, the \( D(V, H) \)-submodule \( N \) generated by \( \nu \) is isomorphic to \( L_H^V(\nu) \). Indeed, if \( N = \nu \oplus \cdot \cdot \cdot \oplus N_t \) is not simple, there should be a highest-weight in degree \( < 0 \) which is not possible by the paragraph above.

In conclusion, the \( D(V, H) \)-submodule generated by \( \lambda \otimes \mu \) is semisimple and isomorphic to \( L_H^V(\lambda \otimes \mu) \). We prove next that \( \lambda \otimes \mu \) actually generates the whole module \( L_H^V(\lambda) \otimes L_H^V(\mu) \) and hence \( L_H^V(\lambda) \otimes L_H^V(\mu) \simeq L_H^V(\lambda \otimes \mu) \) as we wanted. For that, we fix bases \( \{m_j\}_{j \in J} \) and \( \{n_k\}_{k \in K} \) of the weights \( \lambda \) and \( \mu \), respectively. Since \( \mu \) is rigid, we have that \( x \cdot n_k = 0 \) for any homogeneous element \( x \in \mathcal{B}(V) \) of degree \( \geq 1 \). Also, because \( \mathcal{B}(V) \# H \) is a graded coalgebra, for such an element \( x \) one may write its comultiplication by \( \Delta(x) = x \otimes 1 + \sum_i y_i \otimes z_i \), where the elements \( z_i \) are homogeneous of degree \( \geq 1 \) for all \( t \). Hence, for all \( j \in J \) and \( k \in K \), we have that

\[
x \cdot (m_j \otimes n_k) = (x \cdot m_j) \otimes n_k + \sum_i (y_i \cdot m_j) \otimes (z_i \cdot n_k) = (x \cdot m_j) \otimes n_k.
\]

Since \( L_H^V(\lambda) \) is generated as a \( D(V, H) \)-module by the action of \( \mathcal{B}(V) \) on \( \{m_j\}_{j \in J} \), our assertion follows.

Lastly, if \( \lambda \) is also rigid, then \( L_H^V(\lambda \otimes \mu) \) is concentrated in degree 0. This implies that \( L_H^V(\nu) = \nu \) for every weight \( \nu \) of \( \lambda \otimes \mu \) and hence \( \nu \) is rigid. \( \square \)

\textbf{Remark 3.9.} The hypothesis of \( L_H^V(\mu) \) being rigid is necessary. Otherwise, the tensor product might neither be generated in degree zero nor all its highest-weights be in degree zero. See for instance [EGST, Theorem 4.1] or [PV2, Proposition 4.3].

\subsection*{3.3. A recursive strategy for \( V \) decomposable.}

We assume here that \( V = W \oplus U \) is decomposable as \( D(H) \)-module with \( W \neq 0 \neq \). This situation arises when \( H \) is the group algebra of the dihedral group \( D_m \). In particular, \( \mathcal{B}(W) \) and \( \mathcal{B}(U) \) are braided graded Hopf subalgebras of \( \mathcal{B}(V) \). Following [AA] §2.3], we set

\[
Z = \text{ad}_e \mathcal{B}(U)(W) \subset \mathcal{B}(V),
\]

where \( \text{ad}_e \) is the braided adjoint action of a Hopf algebra in \( D(H) \). Notice that \( W \subset Z \). It holds that \( Z \) is a Yetter-Drinfeld module over \( \mathcal{B}(U) \# H \) via the adjoint
action and the coaction \( (\pi_{B(U)\#H} \otimes \text{id}) \circ \Delta_{B(V)\#H} \), where \( \pi_{B(U)\#H} \) is the natural projection on \( B(U)\#H \). Besides, it turns out that

\[
B(V)\#H \simeq B(Z)\#(B(U)\#H),
\]

as Hopf algebras, see loc. cit. or [HS, §8] for details and references.

Naturally, we can apply the techniques described in the previous sections to the bosonization on the right hand side of (9), i.e. \( B(U)\#H \) and \( Z \) playing the role of \( H \) and \( V \), respectively. This gives us a new description of \( D(V, H) \) and its simple modules in terms of those over \( D(U, H) \), the Drinfeld double of \( B(U)\#H \). In this sense, we have

\[
D(Z, U, H) := D(B(Z)\#(B(U)\#H)) \simeq D(B(V)\#H) = D(V, H).
\]

Namely, one may consider another \( Z \)-grading on the Drinfeld double \( D(Z, U, H) \) given by \(-\deg Z = \deg Z = 1 \) and \( \deg D(U, H) = 0 \). Then

\[
D(Z, U, H) \simeq B(Z) \otimes D(U, H) \otimes B(Z)
\]

yields a new triangular decomposition on \( D(V, H) \). Hence the simple \( D(Z, U, H) \)-modules can be constructed from the simple \( D(U, H) \)-modules as before. Of course, the latter can also be described by the same proceeding. Then, we have the functors

\[
\begin{array}{ccc}
D(H)M & \xrightarrow{M^U_H} & D(U, H)M \\
L^U_H & \xrightarrow{L^U_H} & D(Z, U, H)M
\end{array}
\]

For instance, the Verma module associated with the simple module \( L^U_H(\lambda) \) is

\[
M^Z_{B(U)\#H}(L^U_H(\lambda)) = D(Z, U, H) \otimes D(U, H) \otimes B(Z) L^U_H(\lambda),
\]

where we consider \( Z \) acting by zero on \( L^U_H(\lambda) \). Observe that \( M^Z_{B(U)\#H}(L^U_H(\lambda)) \) is not necessarily isomorphic to the Verma module \( M^V_H(\lambda) \) defined in (5). Nevertheless, we show that their heads are isomorphic. This allows us to construct the simple modules in a recursive way.

**Lemma 3.10.** Keeping the notation above, we have \( M^Z_{B(U)\#H} \circ M^U_H \simeq M^V_H \).

**Proof.** Let \( N \) be a finite-dimensional \( D(H) \)-module. Then both \( M^Z_{B(U)\#H}(M^U_H(N)) \) and \( M^V_H(N) \) are generated by \( N \) as \( D(V, H) \)-modules. Besides, by definition \( Z \) and \( \overline{U} \) act trivially on \( N \) inside \( M^Z_{B(U)\#H}(M^U_H(N)) \). Since \( Z \) contains \( \overline{W} \) as a \( D(H) \)-submodule, it follows that \( \overline{U} = \overline{W} \oplus \overline{U} \) also acts trivially on it. Thus, there exists a \( D(V, H) \)-module epimorphism \( \eta_N : M^V_H(N) \to M^Z_{B(U)\#H}(M^U_H(N)) \), which is the identity on \( N \). By §3.2.2 and [10], we have that

\[
\text{Res} (M^Z_{B(U)\#H}(M^U_H(N))) \simeq B(Z) \otimes B(U) \otimes N \simeq B(V) \otimes N \simeq \text{Res} (M^V_H(N)),
\]

that is both objects have the same dimension. This implies that \( \eta_N \) is in fact an isomorphism. Moreover, as \( \eta_N = \text{id}_N \), we see that \( \eta_V \circ M^V_H(f) = M^Z_{B(U)\#H}(M^U_H(f)) \circ \eta_X \) for any morphism \( f : X \to Y \) in \( D(H)M \). Hence, \( \eta \) defines a natural isomorphism between both functors.

Since \( D(Z, U, H) \simeq D(V, H) \) as Hopf algebras, we may consider the Verma module \( M^Z_{B(U)\#H}(L^U_H(\lambda)) \) and its head \( L^Z_{B(U)\#H}(L^U_H(\lambda)) \) as graded \( D(V, H) \)-modules.
with the unique grading satisfying that \( \deg \lambda = 0 \) thanks to [GG]. We prove next that there is a commutative diagram

\[
\begin{array}{ccc}
M^V_H(\lambda) & \longrightarrow & L^V_H(\lambda) \\
\downarrow & & \uparrow \\
M^Z_{B(U) \# H}(L^U_H(\lambda)) & \longrightarrow & L^Z_{B(U) \# H}(L^U_H(\lambda))
\end{array}
\]

whose arrows are epimorphisms of \( D(V, H) \)-modules.

**Theorem 3.11.** Let \( \lambda \in \text{Irr } D(H) \mathcal{M} \). Then \( M^Z_{B(U) \# H}(L^U_H(\lambda)) \) and \( L^Z_{B(U) \# H}(L^U_H(\lambda)) \) are both highest-weight \( D(V, H) \)-modules with highest-weight \( \lambda \). Moreover,

\[
L^V_H(\lambda) \simeq L^Z_{B(U) \# H}(L^U_H(\lambda))
\]

and the neous components of \( L^V_H(\lambda) \) and \( L^U_H(\lambda) \) satisfy as \( D(H) \)-modules

\[
L^V_H(\lambda)_n = \bigoplus_{n = -i - k, j \geq 0} \mathbb{B}^k(\text{ad}_c \mathbb{B}^j(U)(W))L^U_H(\lambda)_{-i}.
\]

**Proof.** By definition, we know that \( B \subseteq Z \) and \( U \) act by zero on \( \lambda = 1 \otimes \lambda \) inside \( M^Z_{B(U) \# H}(L^U_H(\lambda)) \). That is, \( \lambda \) is a highest-weight. Besides, this weight generates \( M^Z_{B(U) \# H}(L^U_H(\lambda)) \), and hence also \( L^Z_{B(U) \# H}(L^U_H(\lambda)) \), as \( D(V, H) \)-module. For,

\[
D(V, H) \lambda = \mathcal{B}(Z) D(U, H) \mathcal{B}(Z) \lambda
= \mathcal{B}(Z) D(U, H) \mathcal{B}(Z) L^U_H(\lambda) = M^Z_{B(U) \# H}(L^U_H(\lambda)).
\]

Then, by the characterization of the highest-weight modules, \( M^Z_{B(U) \# H}(L^U_H(\lambda)) \) and \( L^Z_{B(U) \# H}(L^U_H(\lambda)) \) are quotients of \( M^V_H(\lambda) \). Since \( L^Z_{B(U) \# H}(L^U_H(\lambda)) \) is a simple module, we get \( L^Z_{B(U) \# H}(L^U_H(\lambda)) \simeq L^U_H(\lambda) \) by Remark 3.2. Finally, by looking at the associated gradation, we deduce the second assertion. \( \Box \)

We have an analogous result for the socle.

**Proposition 3.12.** Let \( \lambda \in \text{Irr } D(H) \mathcal{M} \). Then \( S^V_H(\lambda) \simeq S^Z_{B(U) \# H}(S^U_H(\lambda)) \) as \( D(V, H) \)-modules.

**Proof.** Let \( \lambda_Z = \mathcal{B}^{nu}(Z) \) and \( \lambda_U = \mathcal{B}^{nu}(U) \) be the homogeneous components of maximum degree of \( \mathcal{B}(Z) \) and \( \mathcal{B}(U) \), respectively. These are one-dimensional and simple as modules over \( D(U, H) \) and \( D(H) \), respectively, recall 3.1.1. In particular, \( U \cdot \lambda_Z = 0 \). Moreover, \( \lambda_Z \lambda_U \simeq \lambda_V \) as \( D(H) \)-modules by [9].

Using the triangular decomposition [10], Theorem 3.3 says that \( S^Z_{B(U) \# H}(S^U_H(\lambda)) \) is the unique simple lowest-weight \( D(Z, U, H) \)-module with lowest-weight \( \lambda_Z \otimes S^U_H(\lambda) \). That is, \( \lambda_Z \otimes S^U_H(\lambda) \) is a simple \( D(U, H) \)-submodule generating \( S^Z_{B(U) \# H}(S^U_H(\lambda)) \) and \( Z \cdot (\lambda_Z \otimes S^U_H(\lambda)) = 0 \). In particular, \( W \cdot (\lambda_Z \otimes S^U_H(\lambda)) = 0 \).

Also by Theorem 3.3 \( S^U_H(\lambda) \) is the unique simple lowest-weight \( D(U, H) \)-module with lowest-weight \( \lambda_U \). That is, \( \lambda_U \lambda \) is a simple \( D(H) \)-submodule generating \( S^U_H(\lambda) \) and \( U \cdot \lambda_U \lambda = 0 \). Hence \( U \cdot (\lambda_Z \otimes \lambda_U \lambda) = 0 \). In fact, if \( u \in U \), then \( u \cdot (\lambda_Z \otimes \lambda_U \lambda) = u \cdot \lambda_Z \otimes \lambda_U \lambda + u_{(-1)} \cdot \lambda_Z \otimes u_{(0)} \cdot (\lambda_U \lambda) = 0 \); for the first equality recall [7] and the second one follows from the first paragraph.
In conclusion, $S^D_{\mathfrak{B}(U)\# H}(S^V_H(\lambda))$ is a simple $D(V, H)$-module with lowest-weight $\lambda \otimes \lambda \lambda \simeq \lambda V \lambda$. Again by Theorem 3.3 it should be isomorphic to $S^V_H(\lambda)$ as desired.

We stress that Theorems 3.1 and 3.6 Corollary 3.10 Remarks 3.2, 3.3 and 3.4 and 3.2.2 also apply to $L^Z_{\mathfrak{B}(U)\# H}(L^U_H(\lambda))$ and $M^Z_{\mathfrak{B}(U)\# H}(L^U_H(\lambda))$, since one may take $\mathfrak{B}(U)\# H$ and $Z$ to play the role of $H$ and $V$, respectively. We will make use of these remarks under these generalized hypotheses when we consider Nichols algebras over the dihedral groups $D_m$. In such a case we refer to them as the recursive version.

Remark 3.13. The coaction $(\pi_{\mathfrak{B}(U)\# H} \otimes \text{id}) \circ \Delta_{\mathfrak{B}(V)\# H}$ and the adjoint action of $H$ on $W \subset Z$ coincide with its structure in $Y^D_H$. Moreover, if $c_{U,W} \circ c_{W,U} = \text{id}_{W \otimes U}$, then $Z = W$ and hence $\mathfrak{B}(Z) = \mathfrak{B}(W)$ [AA] Remark 2.5. In this case, we have

$$\mathfrak{B}(V)\# H \simeq \mathfrak{B}(W)\# (\mathfrak{B}(U)\# H).$$

On the other hand, if $W$ is a simple $D(H)$-module, then $Z \simeq L^U_H(W)$ by [AA] Proposition 2.10. Thus, $W$ is a rigid $D(H)$-module if $c_{U,W} \circ c_{W,U} = \text{id}_{W \otimes U}$.

Remark 3.14. Assume that $Z = W = L^U_H(W)$ is simple and rigid; e.g. when $c_{U,W} \circ c_{W,U} = \text{id}_{W \otimes U}$ by Remark 3.13. The Nichols algebras appearing in the present work satisfy this property. By applying Theorem 3.8 we have that $W \otimes k$ is a direct sum of simples rigid modules and hence so is $\mathfrak{B}(W) = \mathfrak{B}(Z)$. Therefore $M^W_{\mathfrak{B}(U)\# H}(L^U_H(\lambda))$ and its head are semisimple as $D(U, H)$-modules for any $\lambda \in \text{Irr}_{D(H)} \mathcal{M}$. The homogeneous components of its head satisfy for all $n \leq 0$ that

$$L^V_H(\lambda)_n = \bigoplus_{k=0}^{-n} \mathfrak{B}(W)L^U_H(\lambda)_{n+k}.$$  

Finally, we point out that the Hopf subalgebra generated by $W$ and $H$ is $D(W, H)$.

3.3.1. A recursive example.

Keep the notation and the assumptions of Remark 3.14. Assume further that $W \in Y^D_H$ is a simple two-dimensional module with basis $\{w_+, w_-\}$ and braiding $-f_{lH}$. For instance, these hypotheses are satisfied by exterior algebras of vector spaces of even dimension; such is the case for $H = \mathbb{k} D_m$. Then we have that $L^U_H(W) = W$ is rigid and $\mathfrak{B}(W) = \bigwedge W = \mathbb{k} \oplus W \oplus \mathbb{k}\{w_+, w_-\}$.

Let $\lambda \in \text{Irr}_{D(H)} \mathcal{M}$ be such that $W \otimes \lambda$ is semisimple. We explain below how to describe the socle of $M^W_{\mathfrak{B}(U)\# H}(L^U_H(\lambda))$ using the recursive version of Corollary 3.10. See Figure 3.

First, we observe that $W \otimes L^U_H(\lambda) \simeq L^U_H(W \otimes \lambda)$ by Theorem 3.8. Hence, as $D(U, H)$-module, $M^W_{\mathfrak{B}(U)\# H}(L^U_H(\lambda)) \simeq L^U_H(\lambda) \oplus L^U_H(W \otimes \lambda) \oplus L^U_H(\lambda W \lambda)$ is semisimple. Pick the homogeneous simple $D(U, H)$-module $L^U_H(\mu)$ of $M^W_{\mathfrak{B}(U)\# H}(L^U_H(\lambda))$ of minimum degree such that $W \cdot L^U_H(\mu) = 0$. Note that it is enough to check for which homogeneous summand $L^U_H(\mu)$ it holds that $W \cdot \mu = 0$, since the Verma module is semisimple and the action of $W$ is a morphism of $D(U, H)$-modules, by the recursive version of 3.2.2. A similar reasoning can be made using the recursive versions of Remarks 3.3 and 3.4. That is, it is enough to check that the elements $\Phi$ act trivially on $\lambda$ (resp., $\Theta$ acts non trivially on $\lambda$) to conclude that they also
act trivially (resp., non-trivially) on all $L^U_H(\lambda)$. Thus, as in §3.2.3 we have three possibilities:

- If $\deg L^U_H(\mu) = 0$, then $\mu = \lambda$ and $L^U_H(\lambda) = M^W_{2(U)\#H}(L^U_H(\lambda))$ is simple and projective as $D(V, H)$-module.
- If $\deg L^U_H(\mu) = -1$, then the socle of $M^W_{2(U)\#H}(L^U_H(\lambda))$ decomposes into $L^U_H(\mu)[-1] \oplus L^U_H(\lambda \omega \lambda)[-2]$ as $D(U, H)$-module. To find $\mu$, one has to decompose $W \otimes \lambda$ as a direct sum of weights and then determine the one that is annihilated by $\overline{W}$. In this case, one may deduce that $W \otimes \lambda = \mu \oplus \overline{\lambda}$ for some weight $\overline{\lambda}$ and hence $L^U_H(\lambda) = L^U_H(\lambda) \oplus L^U_H(\overline{\lambda})[-1]$ as $D(U, H)$-modules.

We leave the computation for the interested reader.

- If $\deg L^U_H(\mu) = -2$, then $L^U_H(\lambda \omega \lambda)[-2]$ is the socle of $M^W_{2(U)\#H}(L^U_H(\lambda))$ and hence it is a simple $D(V, H)$-module over which $W$ and $\overline{W}$ act trivially.

4. The dihedral groups framework

From now on, we fix a natural number $m \geq 12$ divisible by 4 and an $m$-th primitive root of unity $\omega$. We also set $n = \frac{m}{2}$.

The dihedral group of order $2m$ is presented by generators and relations by

$$D_m = \langle x, y \mid x^2, y^m, xyxy \rangle.$$  

It has $n + 3$ conjugacy classes: $O_e = \{e\}$ with $e$ the identity, $O_{n^\prime} = \{y^n\}$, $O_{x} = \{xy^i : j \text{ even}\}$, $O_{xy} = \{xy^i : j \text{ odd}\}$ and $O_{y^i} = \{y^i, y^{-i}\}$ for $1 \leq i \leq n - 1$.

The algebra of functions $kD_m$ is the dual Hopf algebra of $kD_m$. We denote by $\{\delta_t\}_{t \in D_m}$ the dual basis of the basis of $kD_m$ given by the group-like elements, i.e. $\delta_t(s) = \delta_{t,s}$ for all $t, s \in D_m$. The comultiplication and the counit of these elements are $\Delta(\delta_t) = \sum_{s \in D_m} \delta_s \otimes \delta_{t-s}$ and $\varepsilon(\delta_t) = \delta_{t,e}$ for all $t \in D_m$, respectively.

We denote by $D\overline{D}_m$ the Drinfeld double of $kD_m$. Since $kD_m$ is a commutative algebra, $kD_m = (kD_m)^{op}$ and consequently $kD_m$ and $kD_m$ are Hopf subalgebras of $D\overline{D}_m$. Thus, the algebra structure of $D\overline{D}_m$ is completely determined by the equality

$$\delta_{tst^{-1}} = t \delta_s$$

for all $s, t \in D_m$.

In this case, the $R$-matrix reads $R = \sum_{t \in D_m} \delta_t \otimes t \in D\overline{D}_m \otimes D\overline{D}_m$. 

Figure 3. The dots represent the simple $D(U, H)$-summands of $M(\overline{W})$ and $M^W_{2(U)\#H}(L^U_H(\lambda))$. Their degrees are indicated on the right. Those in the shadow region form its socle in the case that $\deg L^U_H(\mu) = -1$. 

\[ \begin{array}{c}
\begin{array}{cccc}
L^U_H(\lambda) & \otimes L^U_H(\lambda) & 0 \\
\cdots & \cdots & \cdots & \\
\cdots & \cdots & \cdots & \\
L^U_H(\lambda) & L^U_H(\lambda) & \cdots & \cdots \\
\lambda_W & \cdots & \cdots & \\
W & \cdots & \cdots & \\
\lambda_W & L^U_H(\lambda W \lambda) & \cdots & \\
\end{array}
\end{array} \]
4.1. The weights of $\mathcal{D} \mathbb{D}_m$.

It is well-known that the simple modules over the Drinfeld double of a group algebra are classified by the conjugacy classes of the group and irreducible representations of their centralizers, c.f. [AG] and references therein. Namely, for $g \in \mathbb{D}_m$, write $\mathcal{O}_g$ for its conjugacy class and $\mathcal{C}_g$ for its centralizer in $\mathbb{D}_m$. Let $(U, g)$ be an irreducible representation of $\mathcal{C}_g$. The $k \mathcal{D}_m$-module induced by $(U, g)$,

$$M(g, g) = \text{Ind}_{\mathcal{C}_g}^{\mathcal{D}_m} U = k \mathcal{D}_m \otimes_{k \mathcal{C}_g} U,$$

is a $\mathcal{D}_m$-module with the $k \mathcal{D}_m$-action defined by

$$f \cdot (t \otimes_{k \mathcal{C}_g} u) = (f, t g t^{-1}) t \otimes_{k \mathcal{C}_g} u, \quad \text{for all } f \in k \mathcal{D}_m, \ t \in \mathbb{D}_m \text{ and } u \in U.$$  

Then the set $\Lambda$ consisting of the modules $M(g, g)$'s is a set of representative of simple $\mathcal{D} \mathbb{D}_m$-modules up to isomorphism, that is

$$\Lambda = \text{Irr}_{\mathcal{D}_m} M.$$  

It is worth noting that a $k \mathcal{D}_m$-action on a vector space $V$ is the same as a $\mathbb{D}_m$-grading. In this sense, a left $\mathcal{D}_m$-module $V$ (or equivalently a left Yetter-Drinfeld module over $\mathbb{D}_m$) is a $k \mathcal{D}_m$-module with a $\mathbb{D}_m$-grading that is compatible with the conjugation in $\mathbb{D}_m$. In our example, we have that $U$ is concentrated in degree $g$ and the $\mathbb{D}_m$-degree of $t \otimes_{k \mathcal{C}_g} u$ in $M(g, g)$ is $t g t^{-1}$. The action of $f \in k \mathcal{D}_m$ is performed via the evaluation on the degree. We will denote by $M[s]$ the homogeneous component of degree $s \in \mathbb{D}_m$ of a $\mathcal{D} \mathbb{D}_m$-module. Although this notation coincides with the shift of a grading, we believe that this would not confuse the reader since in the latter case $s$ is an integer and here is an element of $\mathbb{D}_m$.

In the following, we recall the description of the simple $\mathcal{D} \mathbb{D}_m$-modules according to the set of conjugacy classes. We present them by fixing a basis and by describing the action of $x$, $y$ and the $\mathbb{D}_m$-grading. We use symbols like $|w\rangle$ to denote elements of a particular basis for each simple module. For more details, see [FG].

4.1.1. The modules $M(e, g)$. Let $e$ be the identity element in $\mathbb{D}_m$. Since $\mathcal{C}_e = \mathbb{D}_m$, we use the simple representations of $\mathbb{D}_m$ to describe the simple $\mathcal{D} \mathbb{D}_m$-modules. According to the amount of conjugacy classes of $\mathbb{D}_m$, these are 4 one-dimensional, say $\chi_1$, $\chi_2$, $\chi_3$, $\chi_4$, and $n - 1$ two-dimensional, which we denote by $\rho_1$, $\ldots$, $\rho_{n-1}$.

For $1 \leq i \leq 4$ and $1 \leq \ell \leq n - 1$, the simple $\mathcal{D} \mathbb{D}_m$-modules are:

- $M(e, \chi_i) = k \{ |u_i\rangle \}$ with $M(e, \chi_i) = M(e, \chi_i)[e]$ and
  $$x \cdot |u_1\rangle = |u_1\rangle, \quad y \cdot |u_1\rangle = |u_2\rangle;$$
  $$x \cdot |u_2\rangle = -|u_2\rangle, \quad y \cdot |u_2\rangle = |u_3\rangle;$$
  $$x \cdot |u_3\rangle = |u_3\rangle, \quad y \cdot |u_3\rangle = -|u_4\rangle;$$
  $$x \cdot |u_4\rangle = -|u_4\rangle, \quad y \cdot |u_4\rangle = -|u_4\rangle.$$

- $M(e, \rho_\ell) = k \{ |\pm, \ell\rangle, |-, \ell\rangle \}$ with $M(e, \rho_\ell) = M(e, \rho_\ell)[e]$ and
  $$x \cdot |\pm, \ell\rangle = |\mp, \ell\rangle, \quad y \cdot |\pm, \ell\rangle = \omega^{\pm \ell}|\pm, \ell\rangle.$$

Note that $M(e, \chi_1)$ is given by the counit of $\mathcal{D} \mathbb{D}_m$. To shorten notation, we write $|\pm\rangle = |\pm, \ell\rangle$ when the parameter $\ell$ is clear from the context.
4.1.2. The modules $M(y^n, q)$. Since $m = 2n$, the element $y^n$ is central in $D_m$. Therefore the simple $\mathcal{D}D_m$-modules associated with $y^n$ are given by the simple representations of $D_m$. As $\mathcal{D}_m$-modules they coincide with the ones given in §4.1.1 but these are concentrated in degree $y^n$ instead of $e$. Explicitly, for $1 \leq i \leq 4$ and $1 \leq \ell \leq n-1$ these are

\[ M(y^n, \chi_i) = \mathbb{k}\{u_i, n\} \] with $M(y^n, \chi_i) = M(y^n, \chi_i)[y^n]$ and $M(y^n, \chi_i) \simeq M(e, \chi_i)$ as $\mathcal{D}_m$-modules via $[u_i, n] \mapsto [u_i]$.

\[ M_\ell := M(y^n, \rho_\ell) = \mathbb{k}\{|+, n, \ell\}, |-, n, \ell\} \] with $M(y^n, \rho_\ell) = M(y^n, \rho_\ell)[y^n]$,

\[ x \cdot |\pm, n, \ell\rangle = |\mp, n, \ell\rangle \quad \text{and} \quad y \cdot |\pm, n, \ell\rangle = \omega^{\pm \ell}|\pm, n, \ell\rangle. \]

Again, we write $|\pm\rangle = |\pm, n, \ell\rangle$ when both the parameters $\ell$ and $n$ are clear from the context. The latter are the modules $M_\ell$ of [FG] §2A1.

4.1.3. The modules $M(y^i, q)$. Let $1 \leq i \leq n-1$. The conjugacy class of $y^i$ is \{$y^i, y^{-i}$\} and its centralizer $C_{y^i}$ is the subgroup $(y)^i \simeq \mathbb{Z}_m$ whose simple representations are given by the characters $\chi(x)(y) = \omega^k$ for $0 \leq k < m - 1$. So, the simple $\mathcal{D}D_m$-modules associated with $y^i$ are

\[ M_{i,k} := M(y^i, \chi_{(k)}) = \mathbb{k}\{|+, i, k\}, |-, i, k\} \] with $|\pm, i, k\rangle \in M_{i,k}[y^\pm]$, 

\[ x \cdot |\pm, i, k\rangle = |\mp, i, k\rangle \quad \text{and} \quad y \cdot |\pm, i, k\rangle = \omega^{\pm k}|\pm, i, k\rangle. \]

Note that here the simple module is not concentrated in a single degree, in fact $\dim M_{i,k} = 2$ and $M_{i,k} = M_{i,k}[y^{-i}] \oplus M_{i,k}[y^i]$. These are the modules $M_{i,k}$ of [FG] §2A2. As before, we simply write $|\pm\rangle = |\pm, i, k\rangle$ when the context allows us to simplify notation. Note that the simple modules $M_\ell$ can be described as $M_{n,\ell}$, where the elements are concentrated in degree $y^n = y^{-n}$.

**Notation 4.1.** Given $1 \leq i \leq n$ and $0 \leq k < m - 1$, we set $M_{i,k} = M(y^i, \chi_{(k)})$ for $i \neq n$, and $M_{n,k} = M(y^n, \rho_k)$.

4.1.4. The modules $M(x, q)$. The conjugacy class of $x$ is \{xy^{2j} | j \in \mathbb{Z}_n\} and its centralizer is given by the subgroup $(x) \oplus (y^n) \simeq \mathbb{Z}_2 \oplus \mathbb{Z}_2$. The irreducible representations are given by the characters $\text{sgn}^x \otimes \text{sgn}^t$, $s, t \in \mathbb{Z}_2$, where $\text{sgn}(x) = \text{sgn}(y^n) = -1$ are the corresponding sgn representation of the $\mathbb{Z}_2$ summand. Hence, the simple $\mathcal{D}D_m$-modules are

\[ M_{0,s,t} := M(x, \text{sgn}^x \otimes \text{sgn}^t) = \mathbb{k}\{|j, 0, s, t\rangle | j \in \mathbb{Z}_n\} \] with 

\[ x \cdot |0, 0, s, t\rangle = \text{sgn}^x(x)|0, 0, s, t\rangle, \]

\[ x \cdot |j, 0, s, t\rangle = \text{sgn}^x(x)\text{sgn}^t(y^n)|n - j, 0, s, t\rangle, \quad \text{for all } j \neq 0, \]

\[ y \cdot |0, 0, s, t\rangle = \text{sgn}^t(y^n)|n - 1, 0, s, t\rangle, \]

\[ y \cdot |j, 0, s, t\rangle = |j - 1, 0, s, t\rangle, \quad \text{for all } j \neq 0, \]

and $|j, 0, s, t\rangle \in M(x, \text{sgn}^x \otimes \text{sgn}^t)[xy^{2j}]$, for all $j \in \mathbb{Z}_n$.

In particular, $\dim M_{0,s,t} = n$ and $M_{0,s,t} = \bigoplus_{j \in \mathbb{Z}_n} M_{0,s,t}[xy^{2j}]$ as $D_m$-graded module. We write $|j\rangle = |j, 0, s, t\rangle$ when the notation is clear from the context.
4.1.5. The modules $M(xy, g)$. The conjugacy class of $xy$ is $\{xy^{2j+1} \mid j \in \mathbb{Z}_n\}$. Its centralizer is the subgroup $(xy) \oplus (y^n) \simeq \mathbb{Z}_2 \oplus \mathbb{Z}_2$ whose simple representations are given by the characters $\text{sgn}^s \otimes \text{sgn}^t$, $s, t \in \mathbb{Z}_2$, where $\text{sgn}(xy) = \text{sgn}(y^n) = -1$ are the corresponding $\text{sgn}$ representation of the $\mathbb{Z}_2$ summand. Thus, the simple $\mathbb{D}\mathbb{D}_m$-modules are

$$\triangleright M_{1,s,t} := M(xy, \text{sgn}^s \otimes \text{sgn}^t) = \mathbb{k}\{[j, 1, s, t] \mid j \in \mathbb{Z}_n\}$$

$$y \cdot [0, 1, s, t] = \text{sgn}^t(y^n)[n - 1, 1, s, t],$$

$$y \cdot [j, 1, s, t] = [j - 1, 1, s, t],$$

$$x \cdot [j, 1, s, t] = \text{sgn}^s(xy) \text{sgn}^t(y^n)[n - j - 1, 1, s, t], \quad \text{for all } j \in \mathbb{Z}_n,$$

and $[j, 1, s, t] \in M(xy, \text{sgn}^s \otimes \text{sgn}^t)[xy^{2j+1}]$, for all $j \in \mathbb{Z}_n$.

Here, $\dim M_{1,s,t} = n$ and $M_{1,s,t} = \bigoplus_{j \in \mathbb{Z}_n} M_{1,s,t}[xy^{2j+1}]$ as $\mathbb{D}_m$-graded module. Eventually, we might simply write $[j] = [j, 1, s, t]$.

4.2. Some tensor products of weights.

The category of $\mathbb{D}\mathbb{D}_m$-modules is semisimple. As such, any tensor product of two weights can be written as a direct sum of weights. In order to perform our study on simple modules over doubles of bosonizations of Nichols algebras, which is carried out in §3 by dealing with Verma modules, we need to know the direct summands of the following products of simple $\mathbb{D}\mathbb{D}_m$-modules.

In the following two lemmata, we decompose the tensor product of the simple modules $M_{r,s,t}$ with $r, s, t \in \mathbb{Z}_2$ as in §4.1.4, §4.1.5 with some other families of simple modules.

**Lemma 4.2.** Let $M_{i,k}$ be a simple $\mathbb{D}\mathbb{D}_m$-module with $1 \leq i \leq n$, $0 \leq k \leq m - 1$ as in Notation [1.1]. Then

$$M_{i,k} \otimes M_{r,s,t} \simeq M_{r+i,s+1+t+k} \oplus M_{r+i,s+1+t+k},$$

as $\mathbb{D}\mathbb{D}_m$-modules; here we write $r + i$, $s + 1 + \delta_i n t$ and $t + k$ for their classes in $\mathbb{Z}_2$. Moreover, the simple submodules inside the tensor product are given by
Proof. We prove first the case \( n = 1 \). We show that the subspaces \( D_\pm \) are isomorphic to the simple \( \mathbb{D}_m \)-modules. The elements \( n_\pm \) are eigenvectors of \( y^n \) with eigenvalue \( \text{sgn}(y^n) \) because
\[
\text{sgn}(\pm 1) = (-1)^k \text{sgn}(y^n) \langle \pm | 0 \rangle \text{ and } \omega^n = \omega^{-n} = -1. \text{ Also, it is straightforward to check that }
\]
\[
x \cdot n_\pm = \mp \text{sgn}(x) y^i n_\pm.
\]
This implies that \( N_\pm = \mathbb{D}_m \)-submodules of \( M_{t+k} \). Moreover, the elements \( n_\pm \) are homogeneous of the same degree for
\[
\text{deg}(-| 0 \rangle) = \text{deg} | - \rangle | 0 \rangle = y^{-i} x = x y^i \text{ and }
\]
\[
\text{deg}(+| 0 \rangle) = \text{deg} | + \rangle | 0 \rangle = y^{i} y^{-2i} = y^i.
\]
Hence \( \text{deg} y^n \cdot n_\pm = y^n x y^i y^{-a} = x y^{-2a} \) for all \( 0 \leq a \leq n - 1 \). This implies that in fact \( N_\pm \) are \( \mathbb{D}_m \)-modules with \( \dim N_\pm = n \). Moreover, a direct check shows that they are isomorphic to the simplest \( \mathbb{D}_m \)-modules displayed in \( \Box \) and \( \Box \) depending on the parity of \( i \). One way to distinguish these modules is by looking at the eigenvalues of the action of \( y^n \) and \( x \) on the homogeneous component of \( \mathbb{D}_m \)-degree \( x \) if \( i = 2z \) is even, or the action of \( y^n \) and \( x \) on the homogeneous degree \( \mathbb{D}_m \)-degree \( x \) if \( i = 2z + 1 \) is odd. In the case of \( N_\pm \), these homogeneous components are spanned by \( y^i \cdot n_\pm \), respectively.

If \( i = 2z \) is even, then \( x \cdot (y^i \cdot n_\pm) = \mp \text{sgn}(x)(y^i \cdot n_\pm) \) by \( \Box \). Hence \( M_{0,s,t+k} \cong N_- \) and \( M_{0,s+1,t+k} \cong N_+ \). If \( i = 2z + 1 \) is odd, then \( (x y) \cdot (y^i \cdot n_\pm) = \mp \text{sgn}(x)(y^i \cdot n_\pm) \) by \( \Box \). Hence \( M_{1,s,t+k} \cong N_- \) and \( M_{1,s+1,t+k} \cong N_+ \). In both

\[ M_\pm \]

Figure 5. The simple module \( M_{1,s,t} \) associated with the conjugacy class of \( xy \).
cases the submodules are simple and non-isomorphic. Therefore $N_+ \cap N_- = \{0\}$ and consequently, $M_{i,k} \oplus M_{0,t} = N_- \oplus N_+ \simeq M_{i,s+t+k} \oplus M_{i,s+1,t+k}$.

The strategy to prove the case $i < n$ and $r = 1$ is similar. We still have that $y^n_n \cdot n_\pm = \text{sgn}^{t+k}(y^n_n) n_\pm$ and, instead of (13), we have that $x \cdot n_\pm = \mp \text{sgn}(xy)(y^{i+1}_i, n_\pm)$. In this case, both $n_\pm$ are homogeneous of degree $xy^{i+1}$. For $i$ even, we have $N_- \simeq M_{1,s+t+k}$ and $N_+ \simeq M_{1,s+1,t+k}$, meanwhile for $i$ odd, we have $N_- \simeq M_{0,s+t+k}$ and $N_+ \simeq M_{0,s+1,t+k}$. We leave the details for the reader.

The proof for $i = n$ follows mutatis mutandis from the paragraphs above.

We end this subsection with the following lemma.

**Lemma 4.3.** Let $M(e, \chi_2)$ be a simple $\mathcal{D}\mathcal{D}_m$-modules as in §4.1. Then

$$M(e, \chi_2) \otimes M_{r,s,t} \simeq M_{r,s+1,t},$$

as $\mathcal{D}\mathcal{D}_m$-modules, where we write $s + 1$ for its class in $\mathbb{Z}_2$.

**Proof.** Straightforward. For instance, since $M(e, \chi_2) = M(e, \chi_2)\vert e$ we have that $\left(M(e, \chi_2) \otimes M_{r,s,t}\right) \left[xy^{j+r}\right] = M(e, \chi_2) \otimes \left(M_{r,s,t}[xy^{j+r}]\right)$ for all $0 \leq j \leq n - 1$. Also, as the action on $M(e, \chi_2)$ is given by $x \cdot \{u_2\} = -\{u_2\}$ and $y \cdot \{u_2\} = \{u_2\}$, the lemma follows easily by the definition of the action on the tensor product.

**4.3. Finite-dimensional Nichols algebras over Dihedral groups.**

Here we recall the classification of finite-dimensional Nichols algebras in $k\mathcal{D}_m \mathcal{YD}$, or equivalently in $\mathcal{D}_m \mathcal{M}$. Roughly speaking, they are all given by exterior algebras of direct sums of some families of simple $\mathcal{D}_m$-modules $M_{i,k}$, recall Notation 4.1.

The classification in [FG] Theorem A is given in terms of direct sums of three families of simple modules. To shorten notation, we present them below in just one family by changing slightly the description.

**Notation 4.4.** Let $\mathcal{I}$ be the family of all finite multisets $\{(i_1, k_1), ..., (i_s, k_r)\}$ of pairs such that $1 \leq i_s \leq n$, $0 \leq k_s \leq m - 1$ and $\omega^{i_s} = 1$ for all $1 \leq s, t \leq r$. For $I \in \mathcal{I}$, we define

$$M_I = \bigoplus_{(i,k) \in I} M_{i,k}.$$

Observe that the families $\mathcal{I}$, $\mathcal{L}$ and $\mathcal{K}$ defined in [FG] fit in the description above. Indeed, if there is a pair $(n, \ell)$ in a sequence $I \in \mathcal{I}$ and $(i, k) \in I$, then $\ell$ and $k$ must be odd because $\omega^{n \ell} = (-1)^{\ell} = -1 = \omega^{nk} = (-1)^k$.

**Theorem 4.5.** [FG] Let $\mathcal{B}(M)$ be a finite-dimensional Nichols algebra in $\mathcal{D}_m \mathcal{M}$. Then $M \simeq M_I$ for some $I \in \mathcal{I}$ and $\mathcal{B}(M) \simeq \bigwedge M$.

**Remark 4.6.** We stress that if $V = M_I = W \oplus U$ is decomposable, then it satisfies Remarks 3.13 and 3.14. In particular, $\mathcal{B}(V) \# k\mathcal{D}_m \simeq \mathcal{B}(W) \# (\mathcal{B}(U) \# k\mathcal{D}_m)$ and $Z = W = \mathcal{L}_I(W)$.

**4.4. Drinfeld doubles of bosonizations of Nichols algebras over $\mathbb{D}_m$.**

Here we present by generators and relations the Drinfeld double of the bosonization of a finite-dimensional Nichols algebra over $\mathbb{D}_m$ by specifying the recipe given in 3.1.4. For that purpose, we need to set up some notation.

Let $V$ be a $\mathcal{D}_m$-module with $\dim \mathcal{B}(V) < \infty$. We write

$$\mathcal{D}(V) = \mathcal{D}(\mathcal{B}(V) \# k\mathcal{D}_m)$$
and $\overline{V}$ for the dual object of $V$ as in §3.13. By Theorem 4.3, we can fix a decomposition $V = \bigoplus_{(i,k) \in I} M_{i,k}$ and the orthogonal decomposition $\overline{V} = \bigoplus_{(i,k) \in I} \overline{M}_{i,k}$. Given a (two-dimensional) direct summand $M_{i,k}$, we write $v_+$ and $v_-$ the elements of the basis $\{|\pm\rangle\}$ given in §4.1.2 or §4.1.3, as appropriate. So, we have

$$x \cdot v_\pm = v_\mp, \quad y \cdot v_\pm = \omega^{\mp k} v_\pm \quad \text{for} \quad v_\pm \in M_{i,k}[y^{\pm 1}].$$

Also, we denote by $\alpha_+$ and $\alpha_-$ the elements in $\overline{M}_{i,k}$ satisfying $(\alpha_+, v_\circ) = \delta_\circ, \circ \in \{+, -\}$. That is, $\{\alpha_+\}$ and $\{v_\pm\}$ are dual bases. Then the action of $\mathcal{D}\mathbb{D}_m$ on these elements is determined by

$$x \cdot \alpha_\pm = \alpha_\mp, \quad y \cdot \alpha_\pm = \omega^{\mp k} \alpha_\pm \quad \text{for} \quad \alpha_\pm \in \overline{M}_{i,k}[y^{\mp 1}].$$

Thus, $\overline{M}_{i,k} \simeq M_{i,k}$ as $\mathcal{D}\mathbb{D}_m$-modules via the assignment $\alpha_+ \mapsto v_+$. The $\mathcal{D}\mathbb{D}_m$-coactions defined by the functors $F_R$ and $F_{R^{-1}}$ on $M_{i,k}$ and $\overline{M}_{i,k}$, recall (1), are

$$(v_\pm)(-1) \otimes (v_\pm)(0) = y^{\pm 1} \otimes v_\pm \quad \text{and} \quad \alpha_\pm(-1) \otimes (\alpha_\pm)(0) = \sum_{s=0}^{m-1} \omega^{sk} \delta_{y^{-s}} \otimes \alpha_\pm + \omega^{sk} \delta_{y^{-s}} \otimes \alpha_\mp.$$ (14)

**Proposition 4.7.** As an algebra, $\mathcal{D}(V)$ is generated by the elements of $V$, $\overline{V}$, $\mathbb{D}_m$ and $\mathbb{D}\mathbb{D}_m$ subject to the relations (15)–(21) below.

- For $s, t \in \mathbb{D}_m$ and $z \in V \cup \overline{V}$,

$$t z = (t \cdot z) t, \quad \delta_{tst^{-1}} t = t \delta_s.$$ (15)

- For $v_\pm \in M_{i,k}$ and $\alpha_\pm \in \overline{M}_{i,k}$,

$$\alpha_+ v_+ = -v_+ \alpha_+ + \Phi_{++} \quad \text{with} \quad \Phi_{++} = 1 - \sum_{s=0}^{m-1} \omega^{sk} \delta_{y^s} y^i,$$ (17)

$$\alpha_+ v_- = -v_- \alpha_+ + \Phi_{+-} \quad \text{with} \quad \Phi_{+-} = - \sum_{s=0}^{m-1} \omega^{sk} \delta_{y^s} y^{-i},$$ (18)

$$\alpha_- v_+ = -v_+ \alpha_- + \Phi_{-+} \quad \text{with} \quad \Phi_{-+} = - \sum_{s=0}^{m-1} \omega^{sk} \delta_{y^s} y^i,$$ (19)

$$\alpha_- v_- = -v_- \alpha_- + \Phi_{--} \quad \text{with} \quad \Phi_{--} = 1 - \sum_{s=0}^{m-1} \omega^{sk} \delta_{y^s} y^{-i}.$$ (20)

- If $z, w \in V$, $z, w \in \overline{V}$ or $w \in V$ and $z \in \overline{V}$ are in orthogonal direct summands,

$$z w = -w z.$$ (21)

**Proof.** We briefly explain why these relations hold. Relation (15) is the commutation rule in $\mathcal{D}\mathbb{D}_m$. The commutation rules (16) are given by the bosonizations $\mathcal{B}(V) \# \mathcal{D}\mathbb{D}_m$ and $\mathcal{B}(\overline{V}) \# \mathcal{D}\mathbb{D}_m$. The relations (17)–(20) for generators in orthogonal direct summands follow from (1) and (3) by using (14). By (2), $\mathcal{B}(\overline{V})$ is isomorphic as an algebra to a finite-dimensional Nichols algebra over $\mathbb{D}_m$. Then it as an exterior algebra like $\mathcal{B}(V)$ and hence (21) holds. \qed
Later on, in the upcoming section, we describe the simple \( \mathcal{D}(V) \)-modules using the strategy developed in \S 3.2 and \S 3.3. Among all the relations above, we use only those involving \( v_\pm \) and \( \alpha_\pm \). Besides, the following elements of \( \mathcal{D}(V) \) are going to be useful: For a fixed a summand \( M_{i,k} \), we set \( v_{\text{top}} = v_+ v_- \), \( \alpha_{\text{top}} = \alpha_+ \alpha_- \) and define
\[
\Theta = -\Phi_{++} \Phi_{--} + \Phi_{+-} \Phi_{-+} \in \mathcal{D}\mathbb{D}_m.
\] (22)
Using (17)–(20), a straightforward computation shows that these elements satisfy \( \Theta \) or its recursive version, as appropriate. Explicitly,
\[
\alpha_{\text{top}} v_{\text{top}} - \Theta \in \oplus_{n>0} \mathfrak{B}^n(W) \otimes \mathcal{D}(U) \otimes \mathfrak{B}^n(W)
\] (23)
where \( W = M_{i,k} \) and \( V = W \oplus U \), and \( \mathcal{D}(U) = \mathcal{D}\mathbb{D}_m \) if \( V = W \).

4.4.1. Spherical. We finish this section by characterizing those Drinfeld doubles \( \mathcal{D}(V) \) which are spherical Hopf algebras. This means by [BW, Definition 3.1] that \( \mathcal{D}(V) \) has a group-like element \( \varpi \) such that
\[
S^2(h) = \varpi h \varpi^{-1} \quad \text{and} \quad \text{tr}_{\mathbb{N}}(\varpi \varpi) = \text{tr}_{\mathbb{N}}(\varpi^{-1} \varpi)
\]
for all \( h \in \mathcal{D}(V) \), \( \mathbb{N} \in \mathcal{D}(V) \mathcal{M} \) and \( \theta \in \text{End}_{\mathcal{D}(V)}(\mathbb{N}) \). A group-like element satisfying the first condition is called pivot and, if it fulfills both conditions, it is called spherical. An involutive pivot, i.e. \( \varpi^2 = 1 \), is clearly a spherical element. The pivot is unique up to multiplication by a central group-like element.

**Theorem 4.8.** The Drinfeld double \( \mathcal{D}(V) \) is spherical if and only if \( V \) does not contain a direct summand isomorphic to \( M_{i,k} \) with both \( i \) and \( k \) even. In such a case, we may choose \( \varpi = y^n \chi_3 \) as the involutive spherical element.

**Proof.** By [R1, Proposition 9], we know that the group of group-like elements of \( \mathcal{D}(V) \) equals \( \mathbb{D}_m \times \{ \chi_1, \chi_2, \chi_3, \chi_4 \} \). Since \( S^2 \) is the identity on \( \mathcal{D}\mathbb{D}_m \), a pivot element has to belong to the subset \( \{ y^n \} \times \{ \chi_1, \chi_2, \chi_3, \chi_4 \} \), which consist only of involutive elements. Then, in order to prove the statement, it is enough to analyse the existence of the pivot for \( V \) simple.

Assume \( V = M_{i,k} \) for some \( 1 \leq i \leq n \) and \( 0 \leq k < m \). Then
\[
\chi_3 v_\pm \chi_3 = (-1)\chi_3 v_\pm, \quad \chi_3 \alpha_\pm \chi_3 = (-1)^{\chi_3} \alpha_\pm, \quad S^2(v_\pm) = -v_\pm, \\
y^n v_\pm y^n = (-1)^{\pm k} v_\pm, \quad y^n \alpha_\pm y^n = (-1)^{\pm k} \alpha_\pm, \quad S^2(\alpha_\pm) = -\alpha_\pm,
\]
for the generators \( v_\pm \in M_{i,k} \) and \( \alpha_\pm \in \mathfrak{M}_{i,k} \). Indeed, the formulas for the conjugation by \( \chi_3 \) and \( y^n \) follow from (16). The formulas for \( S^2 \) are deduced using (14) and the definition of the coaction in a bosonization. Similarly, one can see that \( \chi_3 \) is central, \( \chi_2 \) commutes with \( v_\pm \), and \( \alpha_\pm \) and \( \chi_3 \chi_2 = \chi_4 \). We deduce then that \( y^n \chi_3 \) is a pivot if \( i + k \) is odd and that there is no pivot when \( i \) and \( k \) are even. The case \( i \) and \( k \) both odd cannot occur because by assumption \( \omega^{ik} = -1 \).

**Remark 4.9.** The quantum dimension of any simple module in \( \mathcal{D}(V, \mathbb{D}_m) \mathcal{M} \) is zero, except for those simple modules that are rigid.

5. Characters of simple \( \mathcal{D}(V) \)-modules

In this section we follow the strategy summarized in \S 3.2 and \S 3.3 to describe the simple modules over \( \mathcal{D}(M_I) \) for \( V = M_I = \oplus_{(i,k) \in I} M_{i,k} \) with \( I \) as in Notation \S 4.4. Recall the set of weight \( \Lambda \) in \S 4.1. For \( \lambda \in \Lambda \), we set
\[
L^I(\lambda) := L^M_{\mathbb{D}_m}(\lambda),
\]
the simple highest-weight module over \( \mathcal{D}(M_I) \) associated with \( \lambda \). The appearance of \( L^I(\lambda) \) depends on certain subsets of \( \Lambda \) where the weight \( \lambda \) belongs. We present first these subsets and then state the results.

First, for \( (i, k) \in I \), we fix the partition \( \Lambda = \Lambda^r_{i,k} \cup \Lambda^p_{i,k} \cup \Lambda^o \) given in Table \[ Table 1 \]

The subset \( \Lambda^r_{i,k} \) corresponds to the rigid simple modules when \( I = \{ (i, k) \} \), that is, those weights that satisfy \( L^{(i,k)}(\lambda) = \lambda \) as \( \mathcal{D}(M_{i,k}) \)-modules, see Lemma \[5.4\] The subset \( \Lambda^p_{i,k} \) corresponds to the simple projective modules, that is, those that satisfy \( L^{(i,k)}(\lambda) = M^{(i,k)}(\lambda) := M^{M_{i,k}}(\lambda) \) as \( \mathcal{D}(M_{i,k}) \)-modules, see Lemma \[5.4\]

\[
\begin{array}{c|c|c|c}
M(e, \chi_j) & \Lambda^r_{i,k} & \Lambda^p_{i,k} & \Lambda^o \\
\hline
j = 1, 2, & j = 3, 4 if i even & j = 3, 4 if i odd & - \\
& j = 3, 4 if i even & j = 3, 4 if i odd & - \\
M(y^n, \chi_j) & j = 1, 2 if k even, & j = 1, 2 if k odd, & - \\
& j = 3, 4 if i + k even & j = 3, 4 if i + k odd & - \\
M_{p,q} & \text{if } \omega^{iq + pk} = 1 & \text{if } \omega^{iq + pk} \neq 1 & - \\
M_{r,s,t} & - & - & \text{all} \\
\end{array}
\]

\textbf{Table 1.} Partition of the sets of weights with respect to \( M_{i,k} \)

The rigidity or projectivity of \( L^I(\lambda) \) when \( |I| > 1 \) is determined by the subsets defined below.

\textbf{Definition 5.1.} For each \( \lambda \in \Lambda \), we define

\[ I^r_\lambda = \{ (i, k) \in I \mid \lambda \in \Lambda^r_{i,k} \} \quad \text{and} \quad I^p_\lambda = \{ (i, k) \in I \mid \lambda \in \Lambda^p_{i,k} \}. \]

We also set \( M^r_\lambda = \bigoplus_{(i,k)\in I^r_\lambda} M_{i,k} \) and \( M^p_\lambda = \bigoplus_{(i,k)\in I^p_\lambda} M_{i,k} \).

For \( \lambda \in \Lambda \setminus \Lambda^o \), we have that \( M_I = M^p_\lambda \otimes M^r_\lambda \) as \( \mathcal{D} \mathcal{D}_m \)-modules, because \( I = I^p_\lambda \cup I^r_\lambda \) and \( \Lambda^r_{i,k} \cap \Lambda^p_{i,k} = \emptyset \) for all \( (i, k) \in I \). In particular, we are under the hypothesis of \[3.3\] with \( U = M^r_\lambda \) and \( W = M^p_\lambda \).

Here is our main result which, in particular, gives the characters of the simple \( \mathcal{D}(M_I) \)-modules. To simplify the notation, we write the associated functors \( L^I = L^I_{\mathcal{D} M_I} \) and \( M^p_I = M^p_{\mathcal{D} M_I} \) if \( M_I = M_J \otimes M_K \).

\textbf{Theorem 5.2.} Let \( \lambda \in \Lambda \) and \( M_I = \bigoplus_{(i,k)\in I} M_{i,k} \in \mathcal{D} \mathcal{D}_m \mathcal{M} \) with \( I \in \mathcal{I} \). The simple highest-weight \( \mathcal{D}(M_I) \)-modules are described as follows:

(a) If \( \lambda \in \Lambda \setminus \Lambda^o \), then \( L^I_\lambda(\lambda) = \lambda \) is rigid as \( \mathcal{D}(M^r_\lambda) \)-modules and

\[
L^I(\lambda) \simeq M^p_{\mathcal{D} M_I}(L^r_{\mathcal{D} M_I}(\lambda))
\]

as \( \mathcal{D}(M_I) \)-modules. In particular, \( \text{Res} \{ L^I(\lambda) \} = \mathcal{B}(M^p_I) \otimes \lambda \) and \( \dim L^I(\lambda) = 4|I^r_\lambda| \cdot \dim \lambda \).
(b) If $\lambda = M_{r,s,t} \in \Lambda^o$, then as graded $\mathcal{D}_m$-modules,

$$\text{Res} \left( M^I(M_{r,s,t}) \right) \simeq \bigoplus_{J \subseteq I} M_{r+iJ,s+iJ,t+kJ}[-|J|],$$

where $iJ = \sum_{(i,k) \in J} i$ and $kJ = \sum_{(i,k) \in J} k$. Then $\ell_J = \sum_{(n,\ell) \in J} \ell$ and $\epsilon_J = 1$ if $\ell_J \neq 0$ and zero otherwise; $iJ = kJ = \ell_J = 0$ if $J = \emptyset$. In particular, $\dim L^I(M_{r,s,t}) = 2^{|I|}.$

Proof. With the aim of giving a clear exposition, we prove in detail the case in which $I$ does not contain pairs $(n,\ell)$. In particular, $\ell_J = 0$ and $\epsilon_J = 0$. The other case follows mutatis mutandis.

We proceed by induction on the cardinal of $I$. The case $|I| = 1$ is considered in §5.1, see Lemmata 5.4 and 5.5. The inductive step is then proved in §5.2, see Lemma 5.8 for part (a) and Lemma 5.7 for part (b).

As a direct consequence, one gets the description of the rigid and simple projective modules over $\mathcal{D}(M_r)$.

Corollary 5.3. Let $\lambda \in \Lambda$. Then

(a) $L^I(\lambda) = \lambda$ if and only if $I = I^\top_r$.

(b) $L^I(\lambda) = M^I(\lambda)$ if and only if $I = I^\top_\ell$.

5.1. The singleton case.

We assume here that $I = \{(i, k)\}$ with $1 \leq i \leq n-1, 0 \leq k \leq m-1$ and $\omega^{ik} = -1$. We keep the notation of §4.4. In particular, $V = M_{i,k}, v_\pm$ and $\alpha_\pm$ are the generators of $\mathcal{D}(M_{i,k})$ that belong to $M_{i,k}$ and its dual, respectively. The elements $\Phi_{\bullet, \circ}$ with $\bullet, \circ \in \{+, -\}$ and $\Theta$ defined in (17)–(20) and (22) are instrumental to determine which simple modules are rigid or projective.

Lemma 5.4. Let $\lambda \in \Lambda$ and $L^I(\lambda)$ be a simple $\mathcal{D}(M_{i,k})$-module. Then

(a) $L^I(\lambda) = \lambda$ if and only if $\lambda \in \Lambda^r_{i,k}$.

(b) $L^I(\lambda) = M^I(\lambda)$ if and only if $\lambda \in \Lambda^p_{i,k}$.

Proof. By looking at the $\mathcal{D}_m$-degree, one easily sees that $\Phi_{\pm, \pm} \lambda = 0$ for $\lambda \in \Lambda^r_{i,k} \cup \Lambda^p_{i,k}$, but it is non-zero for $\lambda \in \Lambda^o$. Besides, one may check that $\Phi_{\pm, \pm} \lambda = 0$ for $\lambda \in \Lambda^r_{i,k}$, meanwhile it is non-zero for $\lambda \in \Lambda^p_{i,k} \cup \Lambda^o$. Hence (a) follows from Remark 3.4 for $V = M_{i,k}$.

Analogously, through a sheer calculation one can show that $\Theta \lambda \neq 0$ for $\lambda \in \Lambda^p_{i,k}$ and $\Theta \lambda = 0$ for $\lambda \in \Lambda^o$. Thus, (b) follows from Remark 3.4 for $V = M_{i,k}$.

For the remaining simple modules, we proceed as in §3.2.4.

Lemma 5.5. Let $\lambda = M_{r,s,t} \in \Lambda^o$. Then, as graded $\mathcal{D}_m$-modules,

$$\text{Res} \left( L^I(M_{r,s,t}) \right) \simeq M_{r,s,t}[0] \oplus M_{r+i,s,t+k}[-1],$$

$$\text{Res} \left( S^I(M_{r,s,t}) \right) \simeq M_{r+i,s+1,t+k}[-1] \oplus M_{r,s+1,t}[-2].$$

Moreover, $L^I(M_{r,s,t}) \simeq M^I(M_{r,s,t})/S^I(M_{r,s,t}).$

Proof. Taking into account (see Figure 1) that $\mathcal{B}(M_{i,k}) = M_{i,k} \oplus M_{i,k} \oplus k v_{\text{top}}$ with $\mathcal{B}^0(M_{i,k}) = k$, $\mathcal{B}^1(M_{i,k}) = M_{i,k}$, $\mathcal{B}^2(M_{i,k}) = k v_{\text{top}}$, and $k v_{\text{top}} \simeq M_e \chi_2$ as
Let $\mathcal{D}_m$-modules, we have that $\text{Res}(\mathcal{M}(M_{r,s,t}))$ is the direct sum of four weights. Indeed, $\text{Res}(\mathcal{M}(M_{r,s,t}))_0 = \mathfrak{k} \otimes M_{r,s,t} = M_{r,s,t}$, $\text{Res}(\mathcal{M}(M_{r,s,t}))_{-1} = M_{r,s,t} \otimes M_{r,s,t} \cong M_{r,s,t+1} \oplus M_{r,s,t}$ by Lemma 1.2, and $\text{Res}(\mathcal{M}(M_{r,s,t}))_{-2} = \mathfrak{k} v_{\text{top}} \otimes M_{r,s,t} \cong M_{r,s,t} \otimes M_{r,s,t} \cong M_{r,s,t+1} \oplus M_{r,s,t}$ by Lemma 1.9. Note that all these weights are in $\Lambda^0$. Then $\mathcal{M}(M_{r,s,t})$ is not simple and its composition factors are not concentrated in a single degree by Lemma 5.4, as they are not rigid and consist of more than a weight.
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**Figure 6.** The big dots represent the weights of $\mathfrak{g}(M_{i,k})$ and $\mathcal{M}^{(i,k)}(\lambda)$. Their degrees are indicated on the right. Those in the shadow region form the socle $S^{(i,k)}(\lambda)$; the others the head $L^{(i,k)}(\lambda)$.

We deduce then that $\mathcal{M}(M_{r,s,t})$ has exactly two composition factors, each of them has to be the direct sum of two weights. One must be the socle $S^{(i,k)}(\lambda)$ with $\text{Res}(S^{(i,k)}(\lambda)) \cong \mu \oplus (\mathfrak{k} v_{\text{top}} \otimes M_{r,s,t})$ as $\mathcal{D}_m$-modules, where $\mu$ is the unique highest-weight in degree $-1$ and $S^{(i,k)}(\lambda) \cong L^{(i,k)}[\mu][-1]$ by Corollary 3.6. The other composition factor is the head $L^{(i,k)}(\mu)$ with $L^{(i,k)}(\mu) \cong M^{(i,k)}(M_{r,s,t})$ as $\mathcal{D}(M_{i,k})$-modules. Also, Res $(L^{(i,k)}(\mu)) \cong M_{r,s,t} \oplus \mathfrak{l}$ as $\mathcal{D}_m$-modules, where $\mathfrak{l}$ is the complement of $\mu$ in degree $-1$.

Hence, we should determine which weight in degree $-1$ is annihilated by $\mathfrak{l} = M_{i,k}$. By Lemma 4.2, we know these weights are generated by $n_\pm = \omega^r v_+ \otimes |0\rangle \pm v_+ \otimes |i\rangle$. Using (17)-(18), we see that

$$\alpha_- n_\pm = \alpha_+ (\omega^r v_- \otimes |0\rangle \pm v_+ \otimes |i\rangle) = -|i\rangle \pm |i\rangle.$$  

(24)

Then the action of $\mathfrak{l}$ on the weight generated by $n_-$ is non-trivial and hence $\mu$ must be the weight generated by $n_+$; that is, $\mu = M_{r,s,t+1,t+k}$. Therefore, we have that $\text{Res}(S^{(\lambda)}(\mu)) \cong M_{r,s,t+1,t+k} \otimes M_{r,s,t}[1] \oplus M_{r,s,t}[1]$ and $\text{Res}(L^{(\lambda)}(\mu)) \cong M_{r,s,t}[1] \oplus M_{r,s,t}[1]$. \hfill \Box

**Example 5.6.** In Figure [7](image) below, we depict the simple module $L^{(i,k)}(M_{0,s,t})$ over $\mathcal{D}(M_{i,k})$ for $i$ even. The nodes $|j\rangle$ denote the basis elements of the $\mathcal{D}_m$-direct summands $M_{0,s,t}$ and $M_{0,s,t+k}$ of $\text{Res}(L^{(i,k)}(M_{0,s,t}))$. In each node, there should be two arrows going in and two arrows going out, but we only draw those corresponding to $|\frac{1}{2j}\rangle$ in level $-1$ to make the diagram easy to read. Keep the notation as in the proof of Lemma 5.5 with $n_\pm = v_+ \otimes |0\rangle \pm v_+ \otimes |i\rangle$ and $|0\rangle, |i\rangle \in M_{0,s,t}$. Set $\overline{v}_{\pm} = v_- |0\rangle \pm v_+ |i\rangle$ for the images of these elements in the quotient $\mathcal{M}^{(i,k)}(M_{0,s,t}) / S^{(i,k)}(M_{0,s,t})$. Since $\overline{v}_{\pm} = 0$, we have that $v_- |0\rangle = -v_+ |i\rangle$ as elements of degree $-1$. Looking at the $\mathcal{D}_m$-action, one gets that both elements equal (a non-zero scalar multiple of) $|\frac{1}{2j}\rangle$ in $M_{0,s,t+k}$ inside $\text{Res}(L^{(i,k)}(M_{0,s,t}))$. This is depicted by the two arrows arriving
at \(\lfloor \frac{1}{2} \rfloor\). Using [17] and [20], one may see that \(\alpha_+\lfloor \frac{1}{2} \rfloor = -i\) and \(\alpha_-\lfloor \frac{1}{2} \rfloor = 0\), respectively; these are the two arrows leaving \(\lfloor \frac{1}{2} \rfloor\).

5.2. The recursive step.

Fix a decomposition \(M_I = \oplus_{(i,k) \in I} M_{i,k}\) with \(|I| \geq 1\) and keep the notation of §4.4. As in the preceding subsection, we divide our analysis with respect to a partition on the set \(\Lambda\). Here, we simply take \(\Lambda = \Lambda^\varnothing \cup (\Lambda \setminus \Lambda^\varnothing)\).

The first lemma asserts that \(\lambda \in \Lambda \setminus \Lambda^\varnothing\) is a rigid module over \(\mathcal{D}(M_{i,k})\).

**Lemma 5.7.** Let \(\lambda \in \Lambda \setminus \Lambda^\varnothing\). Then \(L^\varnothing(I) \simeq \lambda\), that is, \(\lambda\) is a simple \(\mathcal{D}(M_{i,k})\)-module by letting \(M_{I_{\lambda}}\) and \(M_{I_{\lambda}}\) act trivially.

**Proof.** This follows by induction on the cardinal of \(I_{\lambda}\), using Lemma 5.4 (a) and the recursive version of Remark 3.3 with \(M_{I_{\lambda}} = M_{i,k} \oplus M_{I_{\lambda} \setminus (i,k)}\).

Let \(\lambda \in \Lambda \setminus \Lambda^\varnothing\). Using the decomposition \(M_I = M_{I_{\lambda}} \oplus M_{I_{\lambda}}\) and the triangular decomposition [11] associated with it, one may also consider the \(\mathcal{D}(M_{I_{\lambda}}, M_{I_{\lambda}}, \mathbb{D}_m)\)-module given by the description [11], this is

\[
M_{I_{\lambda}}^P (L^\varnothing(I)) = M_{I_{\lambda}}^P (\lambda) = \mathcal{D}(M_{I_{\lambda}}, M_{I_{\lambda}}, \mathbb{D}_m) \otimes \mathcal{D}(M_{I_{\lambda}}, \mathbb{D}_m) \otimes \mathcal{B}(M_{I_{\lambda}}) \lambda.
\]
Then, $M^p_{I^k}(\lambda)$ admits a simple quotient $L^p_{I^k}(\lambda)$ which is isomorphic to $L^I(\lambda)$ by Theorem 3.11. In particular, there exists an epimorphism of $\mathcal{D}(M_I)$-modules

$$M^p_{I^k}(\lambda) \twoheadrightarrow L^I(\lambda). \quad (25)$$

One could use the recursive version of Remark 3.4 to prove that it is actually an isomorphism, by showing that $M^p_{I^k}(\lambda) = L^p_{I^k}(\lambda)$ is simple. To do so, it would be enough to compute the element $\Theta$ for $M_p$. To avoid the long computation, we prove the simplicity of $M^p_{I^k}(\lambda)$ by induction on $|I^p|$, using the $\Theta$ already computed in the singleton case.

Lemma 5.8. Let $\lambda \in \Lambda \setminus \Lambda^o$. Then $L^I(\lambda) \simeq M^p_{I^k}(\lambda)$ as $\mathcal{D}(M_I)$-modules. In particular, $L^I(\lambda) \simeq \mathcal{B}(M^p_I) \otimes_{\mathcal{D}_m} \Lambda$ as $\mathcal{B}(M^p_I) \# \mathcal{D}_m$-modules.

Proof. We proceed by induction on the cardinal $|I^p|$. If $I^p = \emptyset$, this is Lemma 5.7.

Suppose $|I^p| \geq 1$. Let $(i, k) \in I^p$ and set $J = I \setminus \{(i, k)\}$. If $J = \emptyset$, then $I = \{(i, k)\} = I^p$, so $M^p_J(\lambda) \simeq M^I(\lambda)$, and by Lemma 5.7 (b) it follows that $M^p_J(\lambda) = L^I(\lambda)$. Hence, we may assume that $J \neq \emptyset$. Since $|J^p| < |I^p|$, by the inductive hypothesis we have that

$$L^J(\lambda) \simeq M^p_{J^p}(\lambda) = M^p_{J^p}(L^J(\lambda)) = \mathcal{D}(M_J, \mathcal{D}_m) \otimes_{\mathcal{D}(M_J, \mathcal{D}_m) \# \mathcal{B}(M^p_J) \# \mathcal{D}_m} (M^p_J(\lambda)).$$

Consider the generators $v_\pm \in M_{i, k}$ and $\alpha_\pm \in M_{i, k}$ of $\mathcal{D}(M_I, \mathcal{D}_m)$ defined as in §4.4. Then, the commuting relations (17) – (20) hold in $\mathcal{D}(M_I)$, and we may consider the corresponding element $\Theta$ as in (22) satisfying (23).

Furthermore, the action of $\Theta$ on $L^J(\lambda)$ is non-trivial because, by the proof of Lemma 5.4 (b), the action of $\Theta$ on $\lambda \in L^J(\lambda)$ is not so. Then, by Theorem 3.11 and the recursive version of Remark 3.4 with $W = M_{i, k}$ and $U = M_J$, we have that

$$L^J(\lambda) \simeq L_{J^p}(\lambda) \simeq M_{J^p}(L^J(\lambda)) \simeq M_{J^p}(M^p_J(\lambda)) \simeq M^p_J(\lambda),$$

where the last isomorphism follows by Lemma 3.10.

The following lemma gives the description of $L^I(\lambda)$ for $\lambda \in \Lambda^o$. With it, we finish the proof of Theorem 5.2. Its proof also relies on the recursive argument in §3.3.

More explicitly, this fits in the situation of Remark 3.11 and §3.3.

Lemma 5.9. Let $\lambda = M_{r, s, t} \in \Lambda^o$. Then, as graded $\mathcal{D}_m$-modules

$$\text{Res}(L^I(\lambda)) \simeq \bigoplus_{J \subseteq I} \text{Res}(M_{r+1, s, t+k_J}[-|J|]),$$

where $i_J = \sum_{(i, k) \in J} i$ and $k_J = \sum_{(i, k) \in J} k$, with $i_J = 0 = k_J$ if $J = \emptyset$.

Proof. We proceed by induction on $|I|$. If $|I| = 1$, this is Lemma 5.6.

Assume now $I = \{(i, k)\} \cup E$, then $M_I = M_{i, k} \oplus M_{E}$. Following the strategy on §3.3.1 taking $U = M_{E}$ and $W = M_{i, k}$, we describe $L^I(\lambda)$ as a quotient of the induced module

$$M_{E}^{(i, k)}(L^E(\lambda)) \simeq M_{E}^{(i, k)}(L^E(\lambda)) = \mathcal{D}(M_{i, k} \oplus M_{E}) \otimes_{\mathcal{D}(M_{i, k} \oplus M_{E}) \# \mathcal{B}(M_{i, k}) \# \mathcal{D}_m} (L^E(\lambda)).$$
Moreover, by the recursive version of (7), we have an isomorphism of $\mathcal{D}(M_E)$-modules (here $\text{Res}$ is the restriction functor to $\mathcal{D}(M_E)$)

$$\text{Res}(M_E^{(i,k)}(L^E(\lambda))) \simeq \bigoplus_{j=0}^{2} \mathfrak{B}^{j}(M_{i,k}) \otimes L^E(\lambda).$$

(26)

We first show that $L^I(\lambda)$ is not isomorphic to neither $L^E(\lambda)$ nor $M_E^{(i,k)}(L^E(\lambda))$. To do this, we consider the generators $v_{\pm} \in M_{i,k}$ and $\alpha_{\pm} \in \overline{M_{i,k}}$ of $\mathcal{D}(M_I)$ as in §4.4. Thus, the commuting relations (17) - (20) hold and the corresponding element $\Theta$ as in (22) satisfies (23). Now, the action of some $\Phi_{\pm,\pm}$ is non-zero on $\lambda$ by the proof of Lemma 5.4(a) and hence $L^I(\lambda) \not\simeq L^E(\lambda)$ by the recursive version of Remark 3.3. Also, by the inductive hypothesis and Lemma 4.2, $L^E(\lambda)$ is the direct sum of weights in $\Lambda^o$. By Lemma 5.4 the action of $\Theta$ on them is trivial and hence $L^I(\lambda) \not\simeq M_E^{(i,k)}(L^E(\lambda))$ by the recursive version of Remark 3.4.

We next analyse the structure of $M_E^{(i,k)}(L^E(\lambda))$ as $\mathcal{D}(M_E)$-module, similarly as we did in Lemma 5.5. See Figure 8.

Claim 5.10. $M_E^{(i,k)}(L^E(\lambda))$ is semisimple as $\mathcal{D}(M_E)$-module and

$$\text{Res}(M_E^{(i,k)}(L^E(\lambda))) \simeq L^E(\lambda) \oplus L^E(M_{r+i,s+1,t+k}) \oplus L^E(M_{r+i,s,t+k}) \oplus L^E(M_{r,s+1, t})$$

where the gradation induced by the new triangular decomposition is

$$\text{Res}(M_E^{(i,k)}(L^E(\lambda)))_0 = L^E(\lambda) = L^E(M_{r,s,t}),$$

$$\text{Res}(M_E^{(i,k)}(L^E(\lambda)))_{-1} = L^E(M_{r+i,s+1,t+k}) \oplus L^E(M_{r+i,s,t+k}),$$

$$\text{Res}(M_E^{(i,k)}(L^E(\lambda)))_{-2} = L^E(M_{r,s+1,t}).$$

Indeed, $\mathfrak{B}^0(M_{i,k}) = k \simeq M(e, \chi_1)$, $\mathfrak{B}^1(M_{i,k}) = M_{i,k}$ and $\mathfrak{B}^2(M_{i,k}) \simeq M(e, \chi_2)$ are all rigid simple $\mathcal{D}(M_E)$-modules by the inductive hypotheses applied to $E$. Then Theorem 3.8 implies that

- $\mathfrak{B}^0(M_{i,k}) \otimes L^E(\lambda) \simeq L^E(\lambda)$,
- $\mathfrak{B}^1(M_{i,k}) \otimes L^E(\lambda) \simeq L^E(M_{r+i,s+1,t+k}) \oplus L^E(M_{r+i,s,t+k})$ (see Lemma 4.2),
- $\mathfrak{B}^2(M_{i,k}) \otimes L^E(\lambda) \simeq L^E(M_{r,s+1, t})$ (see Lemma 4.3)

as $\mathcal{D}(M_E)$-modules. Therefore the claim follows from (23).

Being a quotient of $M_E^{(i,k)}(L^E(\lambda))$, $L^I(\lambda)$ is isomorphic to a direct sum of some of the simple $\mathcal{D}(M_E)$-modules in the claim above.

Claim 5.11. As graded $\mathcal{D}(M_E)$-modules, we have that

$$\text{Res}(L^I(\lambda)) \simeq L^E(M_{r,s,t}) \oplus L^E(M_{r+i,s,t+k})[-1]$$

(27)

with the gradation induced by the new triangular decomposition.

Indeed, the claim follows by a counting argument similar to the one in the proof of Lemma 5.5. Using the decomposition (25), one can deduce that $\text{Res}(L^I(\lambda))$ is isomorphic to $L^E(\lambda) \oplus L^E(M_{r+i,s,t+k})[-1]$ as $\mathcal{D}(M_E)$-module with either $\bar{s} = s$ or $\bar{s} = s + 1$. To determine which $\bar{s}$ is, we can argue as in the proof of Lemma 5.5 see (24). Namely, it must be the simple $\mathcal{D}(M_E)$-module over which the action of $M_{i,k}$ is non-trivial. As in (24), we see that $M_{i,k}$ acts by zero on the weight $M_{r+i,s+1,t+k}$ and its action is non-zero on $M_{r+i,s,t+k}$. Then $M_{i,k}$ must act trivially over the simple
\[ D(M_E) \] submodule generated by the former weight, that is \( L^E(M_{r+i,s+1,t+k}) \), and hence \( \tilde{s} = s \).

Finally, the lemma follows by (27) and the inductive hypothesis. \( \square \)

References

[A] N. Andruskiewitsch, An Introduction to Nichols Algebras. In Quantization, Geometry and Noncommutative Structures in Mathematics and Physics. Mathematical Physics Studies, Springer; Alexander Cardona, Pedro Morales, Hernán Ocampo, Sylvie Paycha, Andrés Reyes, eds. pp. 135–195 (2017).

[AA] N. Andruskiewitsch and I. Angiono, On Nichols algebras over basic Hopf algebras. Math. Zeitschrift (2020), to appear. doi.org/10.1007/s00209-020-02493-w

[AAMR] N. Andruskiewitsch, I. Angiono, A. Mejía and C. Renz, Simple modules of the quantum double of the Nichols algebra of unidentified diagonal type \text{ufo}(7), Comm. Algebra 46 (2018), no. 4, 1770–1798.

[AG] N. Andruskiewitsch and M. Graña, Braided Hopf algebras over non-abelian finite groups, Colloquium on Operator Algebras and Quantum Groups (Vaqueiras, 1997), Bol. Acad. Nac. Cienc. (Córdoba) 63 (1999), 45–78.

[AHS] N. Andruskiewitsch, I. Heckenberger and H.-J. Schneider, The Nichols algebra of a semisimple Yetter-Drinfeld module, Amer. J. Math. 132 1493–1547 (2010).

[AS] N. Andruskiewitsch and H.-J. Schneider, Pointed Hopf algebras, New directions in Hopf algebras, 1–68, Math. Sci. Res. Inst. Publ., 43, Cambridge Univ. Press, Cambridge, 2002.

[AS2] On the classification of finite-dimensional pointed Hopf algebras, Annals of Mathematics Vol. 171, 375–417 (2010).

[BW] J. W. Barrett and B. W. Westbury, Spherical Categories, Adv. Math. 143, 357–375 (1999).

[BT] G. Bellamy and U. Thiel, Highest weight theory for finite-dimensional graded algebras with triangular decomposition. Adv. Math. 330 (2018), 361–419.

[Ch] Hui-Xiang Chen, Irreducible representations of a class of quantum doubles, J. Algebra 225 (2000), no. 1, 391–409.

[EGST] K. Erdmann, E. L. Green, N. Snashall and R. Taillefer, Representation theory of the Drinfeld doubles of a family of Hopf algebras. J Pure Appl. Algebra 204 (2006), 413–454.

[FG] F. Fantino and G. A. García, On pointed Hopf algebras over dihedral groups, Pacific J. Math., Vol. 252 (2011), no. 1, 69–91.

[GG] R. Gordon and E. L. Green, Graded Artin algebras, J. Algebra 76 (1982), 111–137.

[HS] I. Heckenberger and H.-J. Schneider, Yetter-Drinfeld modules over bosonizations of dually paired Hopf algebras. Adv. Math. 244 354–394 (2013).
I. Heckenberger and H. Yamane, Drinfel’d doubles and Shapovalov determinants, Rev. Un. Mat. Argentina 51 (2010), no. 2, 107–146.

R. R. Holmes and D. K. Nakano, Brauer-type reciprocity for a class of graded associative algebras, J. Algebra 144 (1) (1991) 117–126.

L. Krop and D. E. Radford, Simple modules for the Drinfel’d double of a class of Hopf algebras, Groups, rings and algebras, Contemp. Math., vol. 420, Amer. Math. Soc., Providence, RI, 2006, pp. 229–235.

R. R. Holmes and D. K. Nakano, Brauer-type reciprocity for a class of graded associative algebras, J. Algebra 144 (1) (1991) 117–126.

L. Krop and D. E. Radford, Simple modules for the Drinfel’d double of a class of Hopf algebras, Groups, rings and algebras, Contemp. Math., vol. 420, Amer. Math. Soc., Providence, RI, 2006, pp. 229–235.

G. Lusztig, Finite dimensional Hopf algebras arising from quantized universal enveloping algebras, J. Amer. Math. Soc., 3 (1), 257–296, 1990.

S. Majid, Foundations of quantum group theory. Cambridge University Press, Cambridge (1995).

D. E. Radford, Minimal quasitriangular Hopf algebras, J. Algebra 157 (1993), 285–315.

D. E. Radford, Minimal quasitriangular Hopf algebras, J. Algebra 157 (1993), 285–315.

B. Pogorelsky and C. Vay, Verma and simple modules for quantum groups at non-abelian groups, Adv. Math. 301 (2016), 423–457.

B. Pogorelsky and C. Vay, On the representation theory of the Drinfeld double of the Fomin-Kirillov algebra $FK_3$, Algebr. Represent. Theory 22 (2019), 1399–1426.

M. Takeuchi, Survey of braided Hopf algebras, Contemp. Math. 267 (2000), 301–323.

C. Vay, On Hopf algebras with triangular decomposition, Contemp. Math. 728 (2019), 181–199.