A LOCAL RIGIDITY THEOREM FOR MINIMAL TWO-SPHERES IN AN ELECTROVACUUM SPACETIME
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Abstract. The purpose of this article is to prove that, under suitable constraints on the electrovacuum spacetime \( M \), if \( \Sigma \subset M \) is an embedded strictly stable minimal two-sphere which locally maximizes the charged Hawking mass, then there exist a neighborhood of it in \( M \) isometric to the Reissner-Nordström-de Sitter space. At the same time, motivated by \([3]\), we will deduce an estimate for area of a two-sphere which is locally area minimizing in an electrovacuum spacetime. Moreover, if the equality holds, then there exist a neighborhood of it in \( M \) isometric to the charged Nariai space.

1. Introduction

A fascinating problem in differential geometry is to study Riemannian manifolds with scalar curvature lower bound. In large part, this is because such manifolds have connections with general relativity. In the last decades, much efforts have been devoted to describe the topology and geometry of three-dimensional Riemannian manifolds \((M^3, g)\) for which the scalar curvature \( R_g \) has a lower bound and under the assumption of the existence of a compact embedded surface in \( M \) with some geometric property. Usually, stability as well as area minimizing are assumed. Among the first celebrated works in this matter we mention those due to Schoen and Yau \([21]\) and Meeks, Simon and Yau \([15]\).

In the direction to understand this question Bray, Brendle and Neves \([3]\) studied the structure of a three-manifold \( M \) under the assumption of the existence of an embedded area minimizing two-sphere, motived by a classical work due to Toponogov concerning closed geodesics in surfaces of positive Gaussian curvature. It is important to observe that a rigidity statement as in \([3]\) fails if we replace the condition of area minimizing by stability, due the counterexamples to Min-Oo’s conjecture \([5]\). A good survey due to Brendle \([4]\) gives an overview of this matter.

Recently, Maximo and Nunes \([14]\) have obtained a similar rigidity result by replacing the area minimizing assumption by strictly stability and maximization of the Hawking Mass of a surface \( \Sigma \subset (M^3, g) \). More precisely, they have established a local rigidity result assuming the existence of a locally maximizing two-sphere \( \Sigma \) that is strictly stable in a three-dimensional manifold \( M \) with scalar curvature
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\[ R_g \geq 2. \] Moreover, there exists a neighborhood of \( M \) isometric to one of the de Sitter-Schwarzschild metric in \((-\epsilon, \epsilon) \times \Sigma)\).

On the other hand, one of the motivations to obtain rigidity results is the Positive Mass Theorem which states that an asymptotically flat three-manifold with nonnegative scalar curvature has nonnegative ADM mass (concept developed by Arnowitt, Deser and Misner in [1]) that was proved by Schoen and Yau in [21] and later by Witten [24] using spinors and the Dirac equation. Moreover, the ADM mass is zero if and only if \( M \) is isometric to \( \mathbb{R}^3 \) with the standard flat metric.

In this paper, we are interested in analogue theorems proved by Maximo and Nunes in [14] for the Reissner-Nordström-de Sitter space in the charged setting as well as the results obtained by Bray, Brendle and Neves in [3] now for charged Nariai space. These spaces are examples of the time-symmetric initial data set for the Einstein-Maxwell equation. In order to start describing such geometric models, remember the definition of initial data set for the Einstein-Maxwell equations.

Let \( (\mathcal{M}^4, \gamma) \) a Lorentzian 4-manifold and a 2-form \( F \) on \( \mathcal{M} \). The Einstein-Maxwell equations with cosmological constant \( \Lambda \in \mathbb{R} \) consists of a triple \((\mathcal{M}^4, \gamma, F)\) satisfying the following system

\[
\begin{align*}
\text{(1.1)} & \quad \text{Ric}_\gamma - \frac{R}{2} \gamma + \Lambda \gamma = 8\pi T_F, \\
\text{(1.2)} & \quad dF = 0; \quad \text{div}_\gamma F = 0.
\end{align*}
\]

Here \( T_F \) denotes the electromagnetic energy-momentum tensor

\[
T_F = \frac{1}{4\pi} \left( F \circ F - \frac{1}{4} |F|^2 \right),
\]

where \( F \circ F = \gamma^{\alpha\beta} F_{\alpha\nu} F_{\beta\mu} \). The solutions of the (1.1)-(1.2) are called electrovacuum spacetimes. The electromagnetic tensor \( F \) admits a unique decomposition in terms of the electric field \( E \) and the magnetic field \( B \), as measured by the static observer, for more details see [12].

A initial data set \((M, g, K, E)\) for the Einstein–Maxwell equations with vanishing magnetic field is a spacelike hypersurface of \((\mathcal{M}^4, \gamma)\) with induced Riemannian metric \( g \), a vector field \( E \) and second fundamental form \( K \) satisfying the Einstein-Maxwell constraint equations

\[
\begin{align*}
\text{(1.4)} & \quad 16\pi \mu = R_g + (Tr_g K)^2 - 2\Lambda - |K|^2 - 2|E|^2 \\
\text{(1.5)} & \quad 8\pi J = \text{div}(K - (Tr_g K)g),
\end{align*}
\]

where \( \mu \) and \( J \) are the energy and momentum densities of the matter fields. In the time-symmetric case \((K = 0)\) our initial data sets represent a metric which is not changing with time.

The condition that the energy is positive for all observers gives rise to the charged dominant energy condition \( \mu \geq |J|_g \). More precisely, for time-symmetric case is given by
Definition 1. The time-symmetric initial data set \((M, g, E)\) is said to satisfy

i) The charged dominant energy condition if

\[ R \geq 2\Lambda + 2|E|^2, \]

where \(\Lambda \in \mathbb{R}\) plays the role of the cosmological constant.

(ii) The Einstein-Maxwell constraint without charged matter if \(\text{div} E = 0\) everywhere on \(M\).

Definition 2. If \(\Sigma \subset M\) is a closed orientable embedded surface, we define the charge \(Q(\Sigma)\) relative to \(E\) as

\[ Q(\Sigma) = \frac{1}{4\pi} \int_{\Sigma} \langle E, \nu \rangle d\sigma, \]

where \(\nu\) is a unit normal vector field on \(\Sigma\). If \(\Sigma\) bounds a volume, then \(Q(\Sigma)\) is the total charge contained within \(\Sigma\).

Before to proceed let us provide some information for a special solution of the Einstein-Maxwell equations, such a structure is given by

\[ \gamma = -\left(1 - \frac{\Lambda r^2}{3} + \frac{Q^2}{r^2} - \frac{2m}{r}\right)dt^2 + \left(1 - \frac{\Lambda r^2}{3} + \frac{Q^2}{r^2} - \frac{2m}{r}\right)^{-1} dr^2 + r^2 g_{\mathbb{S}^2}, \]

where \((S^2, g_{\mathbb{S}^2})\) denotes the round sphere, \(r\) is a radial parameter varying in a suitable open set \(I \subset (0, \infty)\), and \(t \in \mathbb{R}\). Is the so called Reissner-Nordström-de Sitter spacetime with mass parameter \(m > 0\), electric charge \(Q \in \mathbb{R}\) and positive cosmological constant \(\Lambda \in \mathbb{R}\). The set \(I\) depends on the solution of the following equation:

\[ \Lambda \frac{3}{r^4} - r^2 + 2mr - Q^2 = 0. \]

- Reissner-Nordström-de Sitter space. The equation (1.8) has exactly three positive distinct and one negative real roots if and only if \(0 < Q^2 < \frac{1}{4}\Lambda\) and

\[ \frac{2 + \sqrt{1 - 4\Lambda Q^2}}{3\sqrt{2\Lambda}} \sqrt{1 - \sqrt{1 - 4\Lambda Q^2}} < m < \frac{2 - \sqrt{1 - 4\Lambda Q^2}}{3\sqrt{2\Lambda}} \sqrt{1 + \sqrt{1 - 4\Lambda Q^2}}. \]

Its proof can be found in [17, Proposition 1]. If we denote by \(r_- < r_+ < r_c\) the positive roots of (1.8). The physical significance of these numbers is that \(\{r = r_-\}\) is the inner (Cauchy) black hole horizon, \(\{r = r_+\}\) is the the outer (Killing) black hole horizon and \(\{r = r_c\}\) is the cosmological horizon, and the smallest root has no physical significance, since is negative.

For obtain a Riemannian metric we take \(r \in (r_+, r_c)\), because the function \(\left(1 - \frac{\Lambda}{3} r^2 + \frac{Q^2}{r^2} - \frac{2m}{r}\right)\) is positive in this region and negative in that one where \(r \in (r_-, r_+) \cup (r_c, +\infty)\). Thus, the slice \(\{t = 0\}\) of the Reissner-Nordström-de Sitter spacetime defined on \((r_+, r_c) \times S^2\) endowed with the metric

\[ g_{m, Q, \Lambda} = \left(1 - \frac{\Lambda}{3} r^2 + \frac{Q^2}{r^2} - \frac{2m}{r}\right)^{-1} dr^2 + r^2 g_{\mathbb{S}^2}. \]
is called Reissner-Nordström-de Sitter space.

To simplify the notation let us write

\begin{equation}
\rho(r)^2 = (1 - \frac{\Lambda}{3} r^2 + \frac{Q^2}{r^2} - \frac{2m}{r}).
\end{equation}

The electric field is given by

\[E = \frac{Q}{r^2} \rho(r) \partial r\]

and scalar curvature is equal to \(2|E|^2 + 2\Lambda\) everywhere. In a spherical slice, \(\Sigma_r = \{r\} \times S^2\), where \(r \in (r_+, r_c)\), a unit normal is \(N_r = \rho(r) \partial r\). So it is easy to see that for all \(r \in (r_+, r_c)\), the charge of the slice \(\Sigma_r\) with respect to \(N_r\) (as defined in (1.6)) is equal to \(Q\).

By change of variable, the Reissner-Nordström-de Sitter metric can be rewritten as

\begin{equation}
g_{m,Q,\Lambda} = ds^2 + u(s)^2 ds^2, \quad \text{on} \quad [0, a] \times S^2
\end{equation}

where \(u : (0, a) \to (r_+, r_c)\) is a function that extends continuously to \([0, a]\) with \(u(0) = r_+, u(a) = r_c\) and \(\frac{ds}{dr} = \rho(r)^{-1} > 0\) for \(r \in (r_+, r_c)\).

After reflection of the metric \(g_{m,Q,\Lambda}\), we can define a complete periodic rotationally symmetric metric on \(\mathbb{R} \times S^2\) with cosmological constant equal to \(\Lambda\), scalar curvature satisfying \(R - 2|E|^2 = 2\Lambda\) and charge \(Q(\Sigma_r) = Q\) for each \(r \in \mathbb{R}\). Moreover, the function \(u\) solves the following second-order nonlinear differential equation

\begin{equation}
u''(s) = \frac{1}{2} \left( \frac{1 - u'(s)^2}{u(s)} \right) - \frac{1}{2} \left( \frac{\Lambda u(s)^4 + Q^2}{u(s)^3} \right)
\end{equation}

\(\bullet\) The charged Nariai space. Now we assume that there is a positive double root \(0 < r_+ < r_+ = r_c = \alpha\) and one root negative of \(\alpha\), then

\begin{equation}
m = \alpha \left( 1 - \frac{2}{3} \Lambda \alpha^2 \right) \quad \text{and} \quad Q^2 = \alpha^2(1 - \Lambda \alpha^2).
\end{equation}

Since the cosmological constant \(\Lambda\) is positive, we have that \(\alpha \in \left(0, \frac{1}{\sqrt{\Lambda}}\right)\) and

\[r_- = \left( \frac{3}{\Lambda} - 2 \alpha^2 \right)^{1/2} - \alpha.
\]

If \(\frac{1}{2\Lambda} < \alpha^2 < \frac{1}{3}\) we obtain the charged Nariai space. The function defined by (1.10) degenerates, since \(r_+ = r_c\), so, after a suitable coordinate transformation we can rewrite the metric (1.7), such that, each slice \(\{t = \text{constant}\}\) is a cylinder with a standard product metric, which extend smoothly for all \(s \in \mathbb{R}\). So, \(\mathbb{R} \times S^2\) endowed with the metric \(g = ds^2 + \rho^2 g_{S^2}\) and \(E(s) = \frac{Q}{\rho} \partial_s\) define the charged Nariai space.

These spaces are examples of electrostatic systems, see Appendix for precise definition of this. Standard reference for these spaces covered here can be found in [9].

Now, following the procedure adopted in [10], we going to provide a new quasi-local mass adapted to initial data for the Einstein–Maxwell system which plays a crucial role in this paper.
Using (1.10), we have that
\[
m(r) = \frac{1}{2} r \left( 1 - \frac{A}{3} r^2 + \frac{Q^2}{r^2} - \rho(r)^2 \right),
\]
for every spherical slice, \( \Sigma_r = \{r\} \times S^2 \) in the Reissner-Nordström-de Sitter space. By the spherical symmetry, every spherical slice \( \Sigma_r \) is umbilical and has constant mean curvature \( H_r = \frac{2 \rho(r)}{r} \) and \( |\Sigma_r| = 4\pi r^2 \). Whence, we deduce that
\[
m(r) = \sqrt{\frac{|\Sigma_r|}{16\pi}} \left( 1 + \frac{4\pi Q^2}{|\Sigma_r|} \right) - \frac{1}{16\pi} \int_{\Sigma_r} \left( H^2 + \frac{4}{3} \Lambda \right) d\sigma,
\]
where we used that \( R - 2|E|^2 = 2\Lambda \) and \( E = \frac{Q}{r} \rho(r) \partial_r \).

**Definition 3.** Given \((M, g)\) be a Riemannian three-manifolds and a closed 2-surface \( \Sigma \subset M \), the charged Hawking mass is defined to be
\[
m_{\text{CH}}(\Sigma) = \left( \frac{|\Sigma|}{16\pi} \right)^{\frac{1}{2}} \left( 1 - \frac{1}{16\pi} \int_{\Sigma} \left( H^2 + \frac{2}{3} \zeta \right) d\sigma + \frac{4\pi Q(\Sigma)^2}{|\Sigma|} \right),
\]
where \( E \in \mathcal{X}(M) \), \( Q(\Sigma) = \frac{1}{4\pi} \int_{\Sigma} \langle E, \nu \rangle d\sigma \) is the total electric charge contained within \( \Sigma \), \( H \) is the mean curvature of \( \Sigma \) and \( \zeta = \inf(R - 2|E|^2) \).

Note that \( m_{\text{CH}} \) reduces to the ordinary Hawking mass when \( Q(\Sigma) = 0 \).

We remark that the slices in the Reissner-Nordström-de Sitter have constant charged Hawking mass. Indeed, it easy to check that for any slice \( \Sigma_r \) of the \((\mathbb{R} \times S^2, g_{m,Q,\Lambda})\) we have
\[
\frac{d}{dr} m_{\text{CH}}(\Sigma_r) = \frac{1 - u'(r)^2}{2} - \frac{1}{2} \left( \frac{\Lambda u(r)^4 + Q^2}{u(r)^2} \right) - u(r) u''(r).
\]
Since \( u \) solves (1.12) the Reissner-Nordström-de Sitter space has constant scalar curvature equal to \( 2|E|^2 + 2\Lambda \), which gives that each slice has constant charged Hawking mass.

Throughout the paper we will choose the following normalization \( \Lambda = 1 \). So that in particular the Reissner-Nordström-de Sitter metric has scalar curvature equal to \( 2|E|^2 + 2 \).

Roughly speaking, our first result shows that slices in the Reissner-Nordström-de Sitter space are local maxima of the charged Hawking mass with respect to the embedded surfaces whose normal graphs have small enough \( C^2 \)-norm. In this sense, inspired by ideas outlined in [14], we will follow the same steps left in their article, now considering the Reissner-Nordström-de Sitter space, in order to deduce our theorem. More precisely, we have the following result.

**Theorem 1.** Let \( \Sigma_r = \{r\} \times S^2 \) be a slice of the Reissner-Nordström-de Sitter manifold \((\mathbb{R} \times S^2, g_{m,Q,a})\). Then there exists an \( \epsilon = \epsilon(r) > 0 \) such that if \( \Sigma \subset \mathbb{R} \times S^2 \) is an embedded two-sphere, which is a normal graph over \( \Sigma_r \) given by \( \phi \in C^2(\Sigma_r) \) with \( \|\phi\|_{C^2(\Sigma_r)} < \epsilon \), one has
\[
i) \text{ either } m_{\text{CH}}(\Sigma) < m_{\text{CH}}(\Sigma_r);
\]
ii) or $\Sigma$ is a slice $\Sigma_s$ for some $s$.

In [9] Cruz et al. showed that every slice $\Sigma_r$ in the Reissner-Nordström-de Sitter space satisfying

$$\frac{1 - \sqrt{1 - 4Q^2}}{2} < r^2 < \frac{1 + \sqrt{1 - 4Q^2}}{2},$$

must be strictly stable (see next section for a definition). In particular, $\Sigma_0$ is strictly stable.

Recently, Máximo e Nunes in [14] were able to deduce a local rigidity for the de Sitter-Schwarzschild manifold, in this case the authors studied a strictly stable minimal two-sphere $\Sigma$ that locally minimizes the Hawking mass on a Riemannian three manifold $M$ and they proved that a neighborhood of it in $M$ must be isometric to the de Sitter-Schwarzschild metric $(-\epsilon, \epsilon) \times \Sigma$. Therefore, it is natural to ask what happens if we consider the same problem for a three manifold endowed of an electric field $E$ satisfying the initial data set for Einstein-Maxwell equation. In this case, we have established the following result.

**Theorem 2.** Let $(M, g, E)$ be a three-dimensional, time-symmetric initial data set for the Einstein-Maxwell equation with $E$ is the electric field. Assume that the charge density is zero $\text{div}E = 0$, that the magnetic field vanishes, and that the non-electromagnetic matter fields satisfy the dominant energy condition $R \geq 2 + 2|E|^2$. If $\Sigma \subset M$ is an embedded strictly stable minimal two-sphere which locally maximizes the charged Hawking mass, then the Gauss curvature of $\Sigma$ is constant equal to $1/a^2$ for some $a \in (0, 1)$ and a neighborhood of $\Sigma$ in $(M, g)$ is isometric to the de Sitter Reissner-Nordström space $((-\epsilon, \epsilon) \times \Sigma, g_{Q,a})$ for some $\epsilon > 0$ and $Q = \frac{1}{4\pi} \int_{\Sigma} \langle E, \nu \rangle$.

To finish, we shall provide, in some sense, a generalization in the charged setting of the result due to Bray, Brendle and Neves [3], see also [16]. We now state our last result.

**Theorem 3.** Let $(M, g, E)$ be a three-dimensional, time-symmetric initial data set for the Einstein-Maxwell equation with $E$ is the electric field. Assume that the charge density is zero $\text{div}E = 0$, that the magnetic field vanishes, and that the non-electromagnetic matter fields satisfy the dominant energy condition $R \geq 2 + 2|E|^2$. If $\Sigma$ is a 2-sphere in $M$ which is locally area minimizing, then the area of $\Sigma$ satisfies,

$$(1.15) \quad |\Sigma| + \frac{16\pi^2 Q(\Sigma)^2}{|\Sigma|} \leq 4\pi.$$

Moreover, if equality holds then the Gauss curvature of $\Sigma$ is constant equal to $1 + |E|^2$ and a neighborhood of $\Sigma$ in $(M, g)$ is isometric to the charged Nariai.

2. Preliminaries

In this section we shall present a couple of results that will be useful in the proof of our main theorem. Let $\Sigma \subset (M, g)$ be a surface with unit normal vector
field $\nu$, second fundamental form $A$, and mean curvature $H$. The Jacobi Operator associated to $\Sigma$ is given by

$$L = \Delta_\Sigma + \text{Ric}(\nu, \nu) + |A|^2,$$

where $\Delta_\Sigma$ denotes the Laplacian of $\Sigma$ in the induced metric and $\text{Ric}$ is the Ricci curvature of $M$. As usual, we denote by $\lambda_1(L)$ the first eigenvalue of $L$.

Hence, we may associate to $L$ a quadratic form

$$J(\phi) = -\int_\Sigma \phi L \phi d\sigma,$$

for $\phi \in C^\infty(\Sigma)$. An embedded surface $\Sigma$ is called stable if and only if $J(\phi) \geq 0$ for all $\phi \in C^\infty(\Sigma)$, in this case $\lambda_1(L)$ is nonnegative. If the smallest eigenvalue is positive we say the surface is strictly stable. Equivalently, $J(\phi) \geq \lambda_1(L) \int_\Sigma \phi^2 d\sigma$, which becomes

$$\lambda_1(L) \int_\Sigma \phi^2 d\sigma + \int_\Sigma (\text{Ric}(\nu, \nu) + |A|^2) \phi^2 d\sigma \leq \int_\Sigma |\nabla \phi|^2 d\sigma,$$

for any $\phi \in C^\infty(\Sigma)$.

Before presenting the first variation formula of the charged Hawking mass, let us point out that throughout this paper we will be considering the charge density zero, i.e., $\text{div} = 0$ and consequently, using the Divergence Theorem over the region enclosed between $\Sigma_0$ and $\Sigma(t)$, we have

$$0 = \frac{1}{4\pi} \left( \int_{\Sigma(t)} (E, \nu_t) d\sigma_t + \int_{\Sigma_0} (E, \nu_0) d\sigma \right) = Q(\Sigma(t)) - Q(\Sigma_0),$$

which implies that $Q(\Sigma(t)) = Q(\Sigma_0)$ for all smooth normal variations $\Sigma(t)$ of $\Sigma$. Now, after to apply [14, Proposition A.1] we obtain:

**Proposition 1** (First variation of the charged Hawking mass). Under the considerations of (1.14) we have

$$\frac{d}{dt} m_{\text{CH}}(\Sigma_t) \bigg|_{t=0} = -\frac{2|\Sigma|^{1/2}}{(16\pi)^{3/2}} \int_\Sigma \phi \Delta_\Sigma H d\sigma + \frac{|\Sigma|^{1/2}}{(16\pi)^{3/2}} \int_\Sigma (\Lambda - R) H \phi d\sigma$$

$$+ \frac{|\Sigma|^{1/2}}{(16\pi)^{3/2}} \int_\Sigma \left[ 2K_{\Sigma} - \frac{8\pi}{|\Sigma|} + \left( \frac{32\pi^2 Q(\Sigma)^2}{|\Sigma|^2} - |A|^2 \right) \right] H \phi d\sigma.$$

For our purpose, considering a minimal surface, the second variation formula can be expressed as follows:
Proposition 2. (Second variation of the charged Hawking mass). If \( \Sigma \subset M \) is a minimal surface that is critical point of the charged Hawking mass, then
\[
\frac{d^2}{dt^2} m_{CH}(\Sigma(t)) \bigg|_{t=0} = \frac{\Sigma^{1/2}}{32 \pi^{3/2}} \left( \frac{\Sigma A - 8 \pi}{2|\Sigma|} + \frac{16 \pi^2 Q(\Sigma)}{|\Sigma|^2} \right) \int \phi L \phi d\sigma - \int (\phi)^2 d\sigma
\]

Proof. Since the proof of this lemma is very short, we include it here for the sake of completeness. To start, taking into account the identities below

(i) \( \frac{d}{dt}(d\sigma_1) \bigg|_{t=0} = -\phi H d\sigma \)
(ii) \( \frac{d^2}{dt^2}(d\sigma_1) \bigg|_{t=0} = |\nabla \phi|^2 - (Ric(\nu, \nu) + |A|^2) \phi^2 + \Delta \phi^2 + \text{div}_\Sigma(\nabla_X X) d\sigma \)

where \( X(x) = \frac{\partial}{\partial t}(0, x) \), and as we are considering the minimal case, it is immediate to deduce

\[
\frac{d^2}{dt^2} m_{CH}(\Sigma(t)) \bigg|_{t=0} = \frac{1}{8 \pi^{1/2}|\Sigma|^{1/2}} \frac{d^2}{dt^2}(d\sigma_1) \bigg|_{t=0} - \frac{\Sigma^{1/2}}{(16\pi)^{3/2}} \frac{d^2}{dt^2}(d\sigma_1) \bigg|_{t=0}
\]

\[
= - \frac{1}{8 \pi^{1/2}|\Sigma|^{1/2}} \int_\Sigma \phi L \phi d\sigma - \frac{\Sigma^{1/2}}{32 \pi^{3/2}} \int_\Sigma (\phi)^2 d\sigma
\]

This gives the requested result. \( \square \)

3. CHARGED HAWKING MASS AND RIGIDITY RESULTS

In this section we shall prove Theorem \( \Pi \) announced in Section \( \Pi \). To do so, we start establishing some properties of a compact two-sided surface immersed in a Riemannian manifold endowed of a vector field \( E \) satisfying \( \text{div} E = 0 \) and scalar curvature bounded from below by \( 2 + 2 |E|^2 \). More precisely, we have the following result.

Lemma 1. Let \( (M^3, g) \) be a Riemannian manifold, \( E \in X(M) \) such that \( \text{div} E = 0 \) with scalar curvature \( R - 2 |E|^2 \geq 2 \) and let us consider \( \Sigma \subset M \) a compact two-sided surface with nonnegative mean curvature. In addition, if it is a critical point for the charged Hawking mass, then

i) either \( \Sigma \) is minimal;

ii) or \( \Sigma \) is umbilic, its Gaussian curvature satisfies \( K_\Sigma = \frac{A_\Sigma}{|\Sigma|} \) and along \( \Sigma \)

\( R - 2 |E|^2 = 2 \), \( E \) and \( \nu \) normal field on \( \Sigma \) are linearly dependent and \( |E|^2 \)

is constant.

In particular, a closed two-sided surface \( \Sigma \) in the deSitter Reissner-Nordström \( (\mathbb{R} \times \mathbb{S}^2, q_{o,a}) \) with nonnegative mean curvature is a critical point of the charged Hawking mass if and only if it is minimal or a slice.
Proof. Firstly, note that we may write the first variation of the charged Hawking mass presented in Proposition \ref{prop:charged_hawking_mass} as

\[
\frac{d}{dt} m_{\text{CH}}(\Sigma(t)) \bigg|_{t=0} = -\frac{2|\Sigma|^{1/2}}{(16\pi)^{3/2}} \int_{\Sigma} (\Delta_{\Sigma} H + Z(\Sigma) H) \phi d\sigma,
\]

where \( Z(\Sigma) \) is the following function defined on any properly embedded surface

\[
Z(\Sigma) = \frac{4\pi}{|\Sigma|} - K_{\Sigma} - \frac{16\pi^2 Q(\Sigma)^2}{|\Sigma|^2} + \frac{1}{2} \left( R - \zeta \right) + \frac{1}{4} \left( 2|A|^2 - \frac{1}{|\Sigma|} \int_{\Sigma} H^2 d\sigma \right).
\]

Since \( R \geq 2|E|^2 + 2 \) and \( |A|^2 \geq \frac{1}{2} H^2 \), we use Gauss-Bonnet formula and the Hölder inequality, to arrive at

\[
\int_{\Sigma} Z(\Sigma) d\sigma \geq -\frac{16\pi^2 Q(\Sigma)^2}{|\Sigma|} + \int_{\Sigma} |E|^2 d\sigma \geq 0.
\]

Thus, as \( \Sigma \) is a critical point we conclude

\[
\int_{\Sigma} (\Delta_{\Sigma} H + Z(\Sigma) H) \phi d\sigma = 0.
\]

By our hypothesis, \( H \geq 0 \). Then, we may apply the Maximum Principle to infer that either \( H \equiv 0 \) or \( H > 0 \). Supposing \( \Sigma \) not minimal we have

\[
\frac{1}{H} \Delta_{\Sigma} H + Z(\Sigma) = 0.
\]

Therefore, upon integrating the identity \ref{eq:chargedsurface} over \( \Sigma \) we infer

\[
\int_{\Sigma} Z(\Sigma) d\sigma = -\int_{\Sigma} \frac{\nabla H^2}{H^2} d\sigma.
\]

This allow us to conclude that \( \int_{\Sigma} Z(\Sigma) d\sigma = 0 \). From where we conclude that \( H \) is constant. Now, from \ref{eq:chargedsurface} we deduce that \( Z(\Sigma) = 0 \) which implies that \( \Sigma \) is umbilic, \( R = 2|E|^2 + 2 \) on \( \Sigma \) and \( K_{\Sigma} = \frac{4\pi}{|\Sigma|} \). Moreover, the equality in \ref{eq:chargedsurface}, implies \( E \) and \( \nu \) normal field on \( \Sigma \) are linearly dependent and \( |E|^2 \) is constant along \( \Sigma \). \( \square \)

According to Lemma \ref{lem:critical_point}, \( \Sigma_r \) is critical point for the charged Hawking mass, moreover \( \Sigma_r \) is umbilic, its Gaussian curvature is constant and the scalar curvature of \( M^3 \) restrict to \( \Sigma_r \) satisfies \( R = 2|E|^2 + 2 \). Now, since \( |A_r|^2 = \frac{H^2}{2} \) and

\[
\text{Ric}(\nu_r, \nu_r) = \frac{1}{2} R - K_{\Sigma_r} + \frac{1}{2} H_r^2 - \frac{1}{2} |A_r|^2,
\]

we may deduce that

\[
\text{Ric}(\nu_r, \nu_r) + \frac{H_r^2}{2} = \frac{8\pi}{|\Sigma_r|} - \frac{64\pi^2 Q^2}{|\Sigma_r|^2} + 3 \left( \frac{16\pi}{|\Sigma_r|} \right)^{3/2} m_{\text{CH}}(\Sigma_r).
\]

Moreover, considering the minimal case, we use \ref{eq:minimal_montagno} in order to rewrite \ref{eq:ricci_sub} as

\[
\text{Ric}(\nu_r, \nu_r) = 1 - \frac{4\pi}{|\Sigma_r|} + \frac{16\pi^2 Q^2}{|\Sigma_r|^2}.
\]
Proposition 3. Let \((\mathbb{R} \times S^2, g_{Q,a})\) be the de Sitter Reissner-Nordström with mass \(m_Q > 0\) and let \(\Sigma_r = \{r\} \times S^2\) be a minimal slice with \(r \in \{2n; \ n \in \mathbb{N}\}\). Then, there exists a constant \(C = C(\Sigma_r) > 0\) such that for all smooth normal variation \(\Sigma(t)\) of \(\Sigma_r\)

\[
(3.7) \quad \left. \frac{d^2}{dt^2} m_{\text{CH}}(\Sigma(t)) \right|_{t=0} \leq -C \int_{\Sigma_0} (\phi - \bar{\phi})^2 d\sigma_0
\]

Proof. Firstly, we substitute (3.6) in Proposition 2, to obtain

\[
(3.9) \quad |\Sigma_r|^{1/2} \frac{d^2}{dt^2} m_{\text{CH}}(\Sigma(t)) \bigg|_{t=0} = \frac{|\Sigma_r|^{1/2}}{32\pi^3/2} \int_{\Sigma_r} (\Delta \phi + \text{Ric}(\nu, \nu_r) \phi^2) d\sigma_r
\]

which can be rewritten for our purpose as

\[
(3.8) \quad |\Sigma_r| + \frac{48\pi^2 Q^2}{|\Sigma_r|} \leq 12\pi.
\]

On the other hand, from Corollary 1 of the Appendix, the area of \(\Sigma_r\) satisfies

\[
(3.10) \quad \left. \frac{d^2}{dt^2} m_{\text{CH}}(\Sigma(t)) \right|_{t=0} \leq - \frac{|\Sigma_r|^{1/2}}{32\pi^3/2} \left( \int_{\Sigma_r} (\Delta \phi)^2 d\sigma_r - \int_{\Sigma_r} |\nabla \phi|^2 d\sigma_r \right) + \frac{1}{96\pi^3/2 |\Sigma_r|^{1/2}} \left( -12\pi + \frac{48\pi^2 Q^2}{|\Sigma_r|} \right) \int_{\Sigma_r} |\nabla \phi|^2 d\sigma_r.
\]

In the sequel, from the Böchner–Weitzenböck identity

\[- \int_{\Sigma_r} (\Delta \phi)^2 d\sigma_r \leq - \frac{8\pi}{|\Sigma_r|} \int_{\Sigma_r} |\nabla \phi|^2 d\sigma_r,
\]

substituted into (3.10) we arrive at

\[
(3.12) \quad \left. \frac{d^2}{dt^2} m_{\text{CH}}(\Sigma(t)) \right|_{t=0} \leq - \frac{|\Sigma_r|^{1/2}}{32\pi^3/2} \left( \frac{8\pi}{|\Sigma_r|} - 1 \right) \int_{\Sigma_r} |\nabla \phi|^2 d\sigma_r.
\]

Finally, using that (1.12) we immediately conclude that \(|\Sigma_r| < 8\pi\) and hence, as \(g_{\Sigma_r} = u(r)^2 g_{S^2}\), we have by Poincaré inequality

\[
\left. \frac{d^2}{dt^2} m_{\text{CH}}(\Sigma(t)) \right|_{t=0} \leq -C(\Sigma_r) \int_{\Sigma_r} (\phi - \bar{\phi})^2 d\sigma_r,
\]

where \(C(\Sigma_r)\) is a positive constant. \(\square\)

Now we are in conditions to present the proof of Theorem 1.
3.1. Conclusion of the Proof of Theorem

Proof. Suppose that Σ is a graph over a slice Σ₀ associated to a function φ ∈ C²(Σ₀). Following the same steps of [14] the operator L given by

\[ \frac{d^2}{dt^2} m_{CH}(Σ(t)) \bigg|_{t=0} = \mathcal{L}(φ, φ) + \frac{2\pi^{1/2}Q^2}{|Σ₀|^{1/2}} \int_{Σ₀} |∇φ|^2 dσ₀ \]

for φ ∈ C²(Σ₀) with \( \int_{Σ₀} φ dσ = 0 \) is strongly positive. Whence we obtain

(3.11) \[ m_{CH}(Σ) - m_{CH}(Σ₀) \geq \frac{1}{2} \langle \mathcal{L}φ, φ \rangle + O(||φ||_{C²} ||φ||_{W^{2,2}}). \]

Finally, it suffices to repeat exactly the same arguments used by Maximo and Nunes [14] in the last part of the proof of Theorem 1.2. □

4. Stability result for charged Hawking mass

The next result was motivated by Proposition 4.1 and Proposition 4.3 in [14] and describe, in a few words, an equality involving λ₁(L) and the area of a two-sided strictly stable minimal surface which locally maximizes the charged Hawking mass on a three manifold endowed of a vector field E. In addition, nice properties are obtained along such a surface.

Proposition 4. Let (M³, g) be a Riemannian manifold E ∈ X(M) such that divE = 0 with scalar curvature \( R - 2|E|^2 \geq 2 \). If Σ ⊂ M is a two-sided compact strictly stable minimal surface which locally maximizes the charged Hawking mass, then

\[ (λ₁(L) + 1)|Σ| + \frac{16\pi^2Q(Σ)^2}{|Σ|} = 4\pi. \]

Moreover, along Σ, we have \( A = 0, \frac{1}{2} R + |A|^2 = 2, Ric(ν, ν) = −λ₁(L) \), and its Gaussian curvature \( K_Σ = \frac{4\pi}{|Σ|} \).

Proof. Applying Proposition 2 joint with our assumption that Σ locally maximizes the charged Hawking mass, we obtain

\[ λ₁(L)^2 \geq \left( \frac{4\pi}{|Σ|} - \frac{16\pi^2Q(Σ)^2}{|Σ|^2} - 1 \right) λ₁(L), \]

i.e.,

(4.1) \[ (λ₁(L) + 1)|Σ| + \frac{16\pi^2Q(Σ)^2}{|Σ|} \geq 4\pi. \]

On the other hand, choosing the function φ = 1 in the stability inequality and the Gauss equation

\[ R - 2Ric(ν, ν) = 2K_Σ + |A|^2, \]

we conclude

(4.2) \[ λ₁(L)|Σ| + \frac{1}{2} \int_Σ (R + |A|^2) dσ \leq \int_Σ K_Σ dσ. \]
Furthermore, since \( R - 2|E|^2 \geq 2 \), we can use (12) to get
\[
(\lambda_1(L) + 1)|\Sigma| \leq 4\pi - \pi - \frac{16\pi^2 Q(\Sigma)^2}{|\Sigma|},
\]
where in the last inequality we have used Hölder inequality to deduce the reverse inequality. Whence it follows the following equality
\[
(\lambda_1(L) + 1)|\Sigma| + \frac{16\pi^2 Q(\Sigma)^2}{|\Sigma|} = 4\pi.
\]

The next result was previously done in [14] and the authors recommend that reference for its prove. Such a result describe the construction of an one-parameter family \( \Sigma(t) \) of the neighborhood of \( \Sigma \) such that \( \Sigma(t) \) is compact and has constant mean curvature.

**Proposition 5.** Let \((M^3, g)\) be a Riemannian manifold, \( E \in \mathfrak{X}(M) \) such that \( \text{div} E = 0 \) and scalar curvature satisfying \( R - 2|E|^2 \geq 2 \). If \( \Sigma \subset M \) is a stable compact embedded minimal surface satisfying
\[
(\lambda_1(L) + 1)|\Sigma| + \frac{16\pi^2 Q(\Sigma)^2}{|\Sigma|} = 4\pi.
\]
then there exist \( \epsilon > 0 \) and a smooth function \( \mu : \Sigma \times (-\epsilon, \epsilon) \to \mathbb{R} \) such that
\[
\Sigma(t) = \{ \text{exp}_x(\mu(t, x)\nu(x)); x \in \Sigma \}
\]
is a family of compact surfaces with constant mean curvature. Moreover, the following properties hold
\[
\mu(0, x) = 0, \quad \frac{\partial \mu}{\partial \tau}(0, x) = 1 \quad \text{and} \quad \int_{\Sigma} (\mu(t, \cdot) - t) d\sigma = 0
\]
for each \( x \in \Sigma \) and for each \( t \in (-\epsilon, \epsilon) \).

With the aid of this proposition we define a mapping \( f_t : \Sigma \to M \) by \( f_t(x) = \text{exp}_x(\mu(x, t)\nu(x)) \) for each \( t \in (-\epsilon, \epsilon) \). Note that \( \Sigma_0 = \Sigma \) for each \( x \in \Sigma \). Let \( \nu_t(x) \) be the unit vector field normal along \( \Sigma(t) \) such that \( \nu_0(x) = \nu(x) \) for all \( x \in \Sigma \) and let us denote \( d\sigma_t \) the element of volume of \( \Sigma(t) \) with respect to the induced metric by \( f_t \).

Next, we consider the Jacobi operator
\[
L(t) = \Delta_{\Sigma(t)} + \text{Ric}(\nu_t, \nu_t) + |A_t|^2
\]
where \( \Delta_{\Sigma(t)} \) denotes the Laplacian of \( \Sigma(t) \) in the induced metric and \( A_t \) is the second fundamental form of \( \Sigma(t) \) with respect to \( \nu_t \).
Let $H(t)$ denote the mean curvature of $\Sigma(t)$ with respect to $\nu_t$ as well as the lapse function $\rho_t : \Sigma(t) \to \mathbb{R}$ which is defined by

$$\rho_t(x) = \left\langle \nu_t(x), \frac{\partial}{\partial t} f_t(x) \right\rangle,$$

for each $t \in (-\epsilon, \epsilon)$.

Following the above terminology we now state the next lemma which corresponds to Theorem 3.2 of [13].

**Lemma 2.** The function $\rho_t(x)$ satisfies $H'(t) = L(t)\rho_t$.

As a consequence of Proposition 5 we have that $\rho_0 = 1$. So, we may apply Proposition 4 and the last lemma to conclude that for $t \in (-\epsilon, \epsilon)$ the mean curvature $H(t)$ of this CMC foliation $\Sigma(t) \subset M$ in a neighborhood of $\Sigma$ satisfies

$$\frac{d}{dt}H(t) \bigg|_{t=0} = -\lambda_1(L) < 0. \tag{4.4}$$

Thus we can decreasing $\epsilon$ if necessary, to conclude that $H(t) < 0$ for $t \in (0, \epsilon)$ and $H(t) > 0$ for $t \in (-\epsilon, 0)$, in other words, $H$ is a decreasing function on $t$.

In order to proceed it is crucial to recall the next lemma obtained in [14, Lemma 5.3], that will be used in order to deduce the monotonicity of the charged Hawking mass along the foliation $\Sigma(t)$.

**Lemma 3.** Consider $(M, g)$, $\Sigma$ and $\{\Sigma(t)\}_{t \in (-\epsilon, \epsilon)}$ as in Proposition 3 then

$$\int_{\Sigma(t)} (\text{Ric}(\nu_t, \nu_t) + |A_t|^2)(\rho_t - \overline{\rho})d\sigma_t \geq \frac{\lambda_1(L_{\Sigma})}{\overline{\rho}} \int_{\Sigma(t)} (\rho_t - \overline{\rho})^2d\sigma_t,$$

where $\overline{\rho} = \frac{1}{|\Sigma(t)|} \int_{\Sigma(t)} \rho_t d\sigma_t$.

4.1. **Proof of Theorem 2.**

Proof. Firstly, let $(M^3, g)$ be a Riemannian three-manifold that contains a two-sphere $\Sigma$ satisfying our assumptions. It follows from Proposition 3.2 that the Jacobi operator is given by $L = \Delta - \lambda_1(L)$, and from the Proposition 4 we can construct a constant mean curvature foliation by two-spheres $\{\Sigma(t)\}_{t \in (-\epsilon, \epsilon)}$ around $\Sigma = \Sigma_0$. Using this special variation we can deduce a nice expression for $\frac{d}{dt}m_{\text{CH}}(\Sigma(t))$. More precisely, since the mean curvature $H_t$ is constant, we may use (1.14) to infer

$$\frac{d}{dt}m_{\text{CH}}(\Sigma(t)) = -H_t \overline{\rho}_t |\Sigma_t| \left[ \frac{1}{8\pi^{1/2}|\Sigma_t|^{1/2}} - \frac{3H_t^2|\Sigma_t|^{1/2}}{128\pi^{3/2}} - \frac{\Lambda|\Sigma_t|^{1/2}}{4^{1/3}|\Sigma_t|^{3/2}} - \frac{\pi^{1/2}Q(\Sigma_t)^2}{2|\Sigma_t|^{3/2}} \right]$$

$$- \frac{2H_t|\Sigma_t|^{1/2}}{64\pi^{3/2}} \int_{\Sigma_t} (\text{Ric}(\nu_t, \nu_t) + |A_t|^2)\rho_t d\sigma_t$$

$$= \frac{H_t \overline{\rho}_t |\Sigma_t|^{1/2}}{32\pi^{3/2}} \left[ \frac{1}{4\pi} - \frac{3|\Sigma_t|H_t^2}{4} - \frac{\Lambda|\Sigma_t|}{2} - \frac{16\pi^2Q(\Sigma_t)^2}{|\Sigma_t|} \right]$$

$$- \frac{H_t \overline{\rho}_t |\Sigma_t|^{1/2}}{32\pi^{3/2}} \int_{\Sigma_t} (\text{Ric}(\nu_t, \nu_t) + |A_t|^2) d\sigma_t$$
Furthermore, this last expression can be rewritten using the Gauss equation as
\[
\frac{d}{dt}m_{\text{CH}}(\Sigma(t)) = -\frac{H_{\Sigma}}{32\pi^{3/2}} \int_{\Sigma_t} (Ric(u_t, u_t) + |A|^2)(\rho_t - \overline{\rho}_t)d\sigma_t.
\]

This last identity together with Lemma 3 and 14, where we have the function \( H(t) \) decreasing, allow us to conclude that \( \frac{d}{dt}m_{\text{CH}}(\Sigma(t)) \geq 0 \) for \( t \in [0, \epsilon) \) and \( \frac{d}{dt}m_{\text{CH}}(\Sigma(t)) \leq 0 \) for \( t \in (-\epsilon, 0] \). Therefore, we obtain
\[
m_{\text{CH}}(\Sigma(t)) \geq m_{\text{CH}}(\Sigma),
\]
for \( t \in (-\epsilon, \epsilon) \). At the same time, \( \Sigma \) locally maximizes the charge Hawking mass, i.e., \( m_{\text{CH}}(\Sigma(t)) \leq m_{\text{CH}}(\Sigma) \). Whence, it follows that \( \frac{d}{dt}m_{\text{CH}}(\Sigma(t)) \equiv 0 \) for \( t \in (-\epsilon, \epsilon) \). Consequently, we have that \( \Sigma(t) \) is umbilic, \( R - 2|E|^2 = 2, |E| \) is constant along \( \Sigma(t) \) and \( \rho_t \equiv \overline{\rho}_t \). In addition, as \( \rho_t \equiv \overline{\rho}_t \), it is not difficult to see that \( \mu(t, x) = t, \forall (t, x) \in (-\delta, \delta) \times \Sigma \). Therefore, up to isometric, there is a small neighbourhood of \( \Sigma \) such that the metric can be written as \( g = dt^2 + g_{\Sigma_t} \).

Now, we are in position to apply [13] to conclude that the induced metric on \( \Sigma(t) \) evolves as
\[
\frac{\partial}{\partial t} g_{\Sigma(t)} = -2\rho_t A_t.
\]

Since \( \rho_t \equiv 1 \), \( \Sigma(t) \) is umbilic and \( H(t) \) is constant we obtain
\[
\frac{\partial}{\partial t} g_{\Sigma(t)} = -H(t) g_{\Sigma(t)},
\]
for all \( t \in (-\epsilon, \epsilon) \).

From this, it follows that \( g_{\Sigma(t)} = u_{Q,a}(t)^2 g_{\mathbb{S}^2} \) for all \( t \in (-\epsilon, \epsilon) \), where \( u_{Q,a}(t) = ae^{-\frac{1}{2} \int_{-\delta}^{\delta} H(s)ds} \) with \( a^2 = \frac{|\Sigma|}{\pi} \) and \( Q = Q(\Sigma) = a^2|E| \).

It is not difficult to show that the function \( u(t) \) solves the equation
\[
\frac{d^2}{dt^2} u(t) = \frac{1}{2} \left( 1 - \frac{u'(t)^2}{u(t)} \right) - \frac{1}{2} \left( \frac{u(t)^4 + Q^2}{u(t)^3} \right).
\]

Finally, by uniqueness of solutions of the ODE, it follows that \( (-\epsilon, \epsilon) \times \Sigma, g \) is isometric to a piece of the Reissner-Nordström-de Sitter space with positive mass and we can conclude that the induced metric by \( f(t, x) = \exp_x(t v(x)) \) on \( (-\epsilon, \epsilon) \times \Sigma \) is given by \( dt^2 + u_{Q,a}(t)^2 g_{\mathbb{S}^2} \).
5. Proof of Theorem 3

5.1. Proof of Theorem 3.

Proof. The computation to obtain inequality (1.15) was done previously in Proposition 4. In fact, considering the stable case, inequalities (4.2) and (4.3) will still be true, now without \( \lambda_1(L) \), so we have immediately the desired inequality and, if equality occurs in (1.15), then the following relations hold on \( \Sigma \):

\[
A \equiv 0, \quad R = 2 + 2|E|^2, \quad K_\Sigma = 1 + |E|^2 \quad \text{and} \quad Ric(\nu, \nu) = 0,
\]

where \( |E| \) is constant. As a consequence of those remarks, we may use proposition 5 in order to deduce some properties on \( \Sigma(t) \), which is the family of compact surfaces with constant mean curvature in a neighbourhood of \( \Sigma \). To begin, note that \( H'(t) = -\Delta_t \rho_t - (Ric(\nu_t, \nu_t) + |A_t|^2) \rho_t \). Because \( \rho_0(x) = 1 \) we have from Gauss equation

\[
H'(t) = -\Delta_t \rho_t - \left( \frac{R_t}{2} - K_\Sigma + \frac{H_t^2}{2} - \frac{|A_t|^2}{2} \right) \rho_t 
\]

On integrating the last relation we obtain

\[
H'(t) \int_{\Sigma_t} \frac{1}{\rho_t} d\sigma_t \leq - \int_{\Sigma_t} \frac{1}{\rho_t} \nabla_t \rho_t^2 d\sigma_t - \int_{\Sigma_t} |E_t|^2 d\sigma_t - |\Sigma_t| + 4\pi 
\]

Now, remember that \( \text{div}(E) = 0 \) as well as \( Q(\Sigma_t) = Q(\Sigma_0) = Q_0, \ \forall \ t \in (-\epsilon, \epsilon) \). This jointly with equality in (1.15) yields

\[
H'(t) \int_{\Sigma_t} \frac{1}{\rho_t} d\sigma_t \leq -16\pi^2 Q(\Sigma_0)^2 \frac{1}{|\Sigma_0|} - |\Sigma_t| + 16\pi^2 Q(\Sigma_0)^2 + |\Sigma_0| 
\]

Since \( |\Sigma_0| \leq |\Sigma_t|, \ \forall t \in (-\epsilon, \epsilon) \). Therefore we infer

\[
|\Sigma_t| H'(t) \int_{\Sigma_t} \frac{1}{\rho_t} d\sigma_t \leq 16\pi^2 Q_0^2 \frac{1}{|\Sigma_0|} \left( |\Sigma_t| - |\Sigma_0| \right)
\]

\[
= 16\pi^2 Q_0^2 \frac{1}{|\Sigma_0|} \int_0^t \frac{d}{ds} \int_{\Sigma_s} H(s) \rho_s d\sigma_s ds
\]

\[
= 16\pi^2 Q_0^2 \frac{1}{|\Sigma_0|} \int_0^t \left( \int_{\Sigma_s} H(s) \rho_s d\sigma_s \right) ds,
\]

since \( H(s) \) is constant on \( \Sigma_s \) we obtain

(5.1) \[
|\Sigma_t| H'(t) \int_{\Sigma_t} \frac{1}{\rho_t} d\sigma_t \leq 16\pi^2 Q_0^2 \frac{1}{|\Sigma_0|} \int_0^t \left( H(s) \int_{\Sigma_s} \rho_s d\sigma_s \right) ds.
\]
In order to simplify some computations we set \( \phi(t) = \int_{\Sigma_t} \frac{1}{\rho_t} d\sigma_t \), \( \xi = \int_{\Sigma_t} \rho_t d\sigma_t \) and \( \kappa = 16\pi^2 Q^2 \). Then, we can write the last inequality as
\[
|\Sigma_t| H'(t) \phi(t) \leq \kappa \int_0^t H(s) \xi(s) ds.
\]

On the other hand, taking into account that \( \rho_0 = 1 \), we can assume
\[
\frac{1}{2} < \rho_t(x) < 2,
\]
\( \forall \ t \in (-\epsilon, \epsilon) \). Whence we derive that \( \frac{1}{4}|\Sigma_t| < \xi(t) < 2|\Sigma_t|, \ \forall \ t \in (-\epsilon, \epsilon) \). To proceed, shrinking \( \epsilon \) if necessary, we can suppose \( \frac{1}{2}|\Sigma_0| < |\Sigma_t| < 2|\Sigma_0| \), which implies that
\[
\frac{1}{4}|\Sigma_0| < \xi(t) < 4|\Sigma_0|.
\]
Similarly, it is easy to check that \( \frac{1}{4}|\Sigma_0| < \phi(t) < 4|\Sigma_0| \). Whence we deduce
\[
(5.2) \quad \frac{1}{\phi(t)} < \frac{4}{|\Sigma_0|} \text{ and } \xi < 4|\Sigma_0|.
\]

**Claim 1:** \( \exists \delta < \epsilon \) such that \( H(t) \leq 0 \), \( \forall \ t \in [0, \delta] \).

In fact, taking an arbitrary \( \delta < \epsilon \), suppose by contradiction that there exists \( t_0 \in [0, \delta] \) such that \( H(t_0) > 0 \). At the same time, we consider the set \( I = \{ t \in [0, t_0]; \ H(t) \geq H(t_0) \} \) and denote, for simplicity, its infimum by \( t^* = \inf I \). Notice that if we have \( t^* > 0 \), then by the Mean Value Theorem, there exists \( t_1 \in (0, t^*) \) such that \( H(t_1) = H(t_0) t^* \) (it is important to remember that \( H(0) = 0 \)) and consequently, we may use (5.1) and (5.2) to deduce the following estimate
\[
H(t^*) \leq \frac{t^* \kappa}{|\Sigma_t| \phi(t_1)} \int_0^{t_1} H(s) \xi(s) ds
\]
\[
< \frac{8\kappa t^* H(t^*)}{|\Sigma_0|^2} \int_0^{t_1} \xi(s) ds
\]
\[
< \frac{32\kappa}{|\Sigma_0|} (t^*)^2 H(t^*),
\]
which is a contradiction if we take \( \delta < \sqrt{\frac{|\Sigma_0|}{32\kappa}} \). Hence, we obtain \( \inf I = 0 \). Finally, since we already know that \( \inf I = 0 \), we get
\[
0 = H(0) \geq H(t_0) > 0,
\]
providing another contradiction. Whence, our claim is true.

Thus, it is immediate to deduce \( \frac{d}{dt} |\Sigma_t| \leq 0 \), which implies that \( |\Sigma_t| \leq |\Sigma_0|, \ \forall \ t \in [0, \delta] \). Similarly, we have \( |\Sigma_t| \leq 0, \ \forall \ t \in (-\delta, 0) \). Since \( \Sigma \) is area minimizing, we obtain \( |\Sigma_t| = |\Sigma_0|, \ \forall \ t \in (-\delta, \delta) \). In addition, each level \( \Sigma_t \) is totally geodesic, \( |E_t| \) is constant, \( K_{\Sigma_t} = |E_t|^2 + 1, \ R = 2|E_t|^2 + 2 \) and \( Ric(\nu_t, \nu_t) = 0 \).

Now, it follows from standard argument that there exists a neighbourhood \( U \subset M^3 \) of \( \Sigma \) such that \( (U, g) \) is isometric to \( ((-\delta, \delta) \times \Sigma, dt^2 + g_\Sigma) \), which finishes the proof of the theorem. \( \square \)
6. Appendix

In this appendix we will obtain an area-charge inequality which was motivated by Cruz, Lima e de Sousa in \cite{Cruz}, see section 7 of \cite{Cruz} for more details.

For what follows, consider a Riemannian 3-manifold \((M^3, g), E \in X(M)\) and \(V \in C^\infty(M)\) such that \(V > 0\). The Einstein-Maxwell equations with cosmological constant \(\Lambda\) for the electrostatic space-time associated to \((M, g, V, E)\) is the following system of equations

\[
\begin{align*}
Hess_g V &= V(Ric_g - \Lambda g + 2E^\flat \otimes E^\flat - |E|^2 g); \\
\Delta_g V &= (|E|^2 - \Lambda) V; \\
div_g E &= 0; \quad curl_g (VE) = 0,
\end{align*}
\]

where \(E^\flat\) is the one-form metrically dual to \(E\).

This motivates the following definition.

**Definition 4.** We say \((M, g, V, E)\) is an electrostatic system if \((M, g)\) is a Riemannian manifold, \(V \in C^\infty(M)\) and is not identically zero, \(E \in X(M)\), and system (6.1) is satisfied for some constant \(\Lambda \in \mathbb{R}\). Moreover, the system is complete, if \((M, g)\) is complete.

There are two important examples of electrostatic systems that we would like to report here. The first one is the Riemannian manifold

\[
\left( [r_+, r_c] \times S^2, g_{m,Q,\Lambda} = \left( 1 - \frac{\Lambda}{3} r^2 + \frac{Q^2}{r^2} - \frac{2m}{r} \right)^{-1} dr^2 + r^2 g_{S^2} \right),
\]

where the potential function and electric field are given, respectively, by \(V = \sqrt{1 - \frac{\Lambda}{3} r^2 + \frac{Q^2}{r^2} - \frac{2m}{r}}\) and \(E = \frac{Q}{r^2} V(r) \partial_r\). Here, \(r_+ < r_c\) are positive zeros of \(V\) as described in Section 1 - Introduction. The next one is the standard cylinder over \(S^2\) with product metric,

\[
\left( \left[ 0, \frac{\pi}{\alpha} \right] \times S^2, ds^2 + \rho^2 g_{S^2} \right),
\]

where \(\alpha = \sqrt{\frac{\Lambda p^2 - Q^2}{p^2}}\) and \(p \in \left( \frac{1}{\sqrt{2\Lambda}}, \frac{1}{\sqrt{\Lambda}} \right)\) is a positive double root of Eq. (1.8). In this case the potential function and electric field are given by \(V(s) = \sin(\alpha s)\) and \(E(s) = \frac{Q}{\rho_s} \partial_s\), respectively.

In the sequel, we consider \(MAX(V)\) to be the set where the maximum of \(V\) is achieved, namely,

\[
MAX(V) = \{ p \in M; V(p) = V_{\text{max}} \}
\]

and let \(N\) be a single connected component of \(M \setminus MAX(V)\). With these settings we will prove the following result.

**Theorem 4.** Let \((M^3, g, V, E)\) be a compact electrostatic system, such that \(V^{-1}(0) = \partial M\). Assume \(\sup_M |E|^2 \leq \Lambda\). Let \(N\) be a single connected component of \(M \setminus MAX(V)\), and let \(\partial N = \partial M \cap N\) be a the non-empty and possibly disconnected.
Write \( \partial N = \bigcup_{i=1}^{k} \partial N_i \). Then, there is a boundary component of \( \partial N \) which is diffeomorphic to a two-sphere and

\[
\sum_{i=1}^{k} k_i \left( \Lambda |\partial N_i| + \frac{48\pi^2 Q(\partial N_i)^2}{|\partial N_i|} \right) \leq 6\pi \sum_{i=1}^{k} k_i \chi(\partial N_i),
\]

where \( k_i \) is the restriction of \( |\nabla g| \) to \( \partial N_i \). Moreover, the equality holds if and only if \( E \equiv 0 \), and \((M^3, g)\) is isometric to the de Sitter solution.

Finally, in considering that \( \partial N \) is connected we immediately obtain the following result which can be compared with Theorem 25 in [9].

**Corollary 1.** Let \((M^3, g, V, E)\) be a compact electrostatic system, such that \( V^{-1}(0) = \partial M \). Assume that \( \sup_M |E|^2 \leq \Lambda \). Let \( N \) be a single connected component of \( M \setminus \text{MAX}(V) \) and suppose \( \partial N = \partial M \cup N \) is connected. Then \( \partial N \) is is diffeomorphic to a two-sphere and

\[
\Lambda |\partial N| + \frac{48\pi^2 Q(\partial N)^2}{|\partial N|} \leq 12\pi
\]

where \( Q(\partial N) \) is the charge relative to \( \partial N \). Moreover, the equality holds if, and only if, \( E \equiv 0 \) and \((M^3, g)\) is isometric to the de Sitter solution.

For our purposes we will provide a Robinson-Shen type identity that plays a crucial role in this section. It was essentially motivated by [19] and [22].

**Lemma 4.** (Robinson-Shen Type Identity) Let \((M^n, g, V, E)\) be a compact electrostatic system. Then we have:

\[
\text{div} \left[ \frac{1}{V} \left( \nabla |\nabla g V|^2 - \frac{2\Delta g V}{n} \nabla g V \right) \right] = 2 \left( \text{Hess}^* V \right)^2 + \frac{2(n-1)}{n} (\nabla |E|^2, \nabla g V),
\]

where \( \text{Hess}^* V = \text{Hess} V - \frac{\Delta g V}{n} g \).

**Proof.** First of all, we will consider the field \( X \) in the interior of \( M^3 \) given by \( X = \frac{1}{V} \left( \nabla |\nabla g V|^2 - \frac{2\Delta g V}{n} \nabla g V \right) \). Whence, a straightforward computation yields

\[
\frac{V}{2} \text{div} X = \frac{1}{2} \Delta |\nabla g V|^2 + \frac{V}{2} (\nabla |\nabla g V|^{-1}, \nabla |\nabla g V|^2) - \frac{1}{n} (\Delta g V)^2 - \frac{V}{n} (\nabla \left( \frac{\Delta g V}{V} \right), \nabla g V)
\]

\[
= \frac{1}{2} \Delta |\nabla g V|^2 - \frac{1}{V} \text{Hess} g V(\nabla g V, \nabla g V) - \frac{1}{n} (\Delta g V)^2
\]

\[
- \frac{1}{n} (\nabla \Delta g V, \nabla g V) + \frac{\Delta g V}{nV} |\nabla g V|^2,
\]

which can be rewritten, using the classical Bochner formula, as follows

\[
\frac{V}{2} \text{div} X = |\text{Hess}^* V|^2 + \text{Ric}(\nabla g V, \nabla g V) - \frac{1}{V} \text{Hess} g V(\nabla g V, \nabla g V)
\]

\[
+ \frac{n-1}{n} (\nabla \Delta g V, \nabla g V) + \frac{\Delta g V}{nV} |\nabla g V|^2.
\]
Now note that the assumption $\text{curl}_g(VE) = 0$ implies that $E$ and $\nabla_g V$ are linearly dependent and consequently $\langle E, \nabla_g V \rangle^2 = |E|^2|\nabla_g V|^2$. Thus, it suffices to use system (6.1) to obtain

$$
\frac{V}{2} \text{div} X = |\text{Hess}_g V|^2 + \frac{n-1}{n} \langle \nabla \Delta_g V, \nabla_g V \rangle - \frac{n-1}{n} \frac{\Delta_g V}{V} |\nabla_g V|^2
$$

$$
= |\text{Hess} f|^2 + \frac{n-1}{n} V \langle |E|^2, \nabla_g V \rangle.
$$

This completes the proof of the lemma. \(\square\)

**Proposition 6.** Let $(M^3, g, V, E)$ be a compact electrostatic system, such that $V^{-1}(0) = \partial M$ and $\sup_M |E|^2 \leq \Lambda$. Let $N$ be a connected component of $M \setminus \text{MAX}(V)$. Then $N \cap \partial M \neq \emptyset$.

6.1. **Proof of Theorem 4.**

**Proof.** Firstly, we already known by Lemma 4 that

$$
(6.1) \quad \text{div} \left[ \frac{1}{V} \left( \nabla \left| \nabla_g V \right|^2 - \frac{2\Delta_g V}{n} \nabla_g V \right) \right] = \frac{2}{V} |\text{Hess}_g V|^2 + \frac{4}{3} \langle |E|^2, \nabla_g V \rangle,
$$

Next, taking into account that $M^n$ is compact and using the properties of the function $V$, it follows that there exists a $\epsilon > 0$ such that the set $\{V = t\}$ is regular for every $0 \leq t \leq \epsilon$ and $V_{\max} - \epsilon \leq t < V_{\max}$.

By one hand, write $X = \frac{1}{V} \left( \nabla \left| \nabla_g V \right|^2 - \frac{2\Delta_g V}{n} \nabla_g V \right)$ upon integrating (6.2) over $\{\epsilon < V < V_{\max} - \epsilon\} \cap N$ we obtain

$$
(6.3) \quad \int_{\{V = V_{\max} - \epsilon\} \cap N} \langle X, \nu \rangle \, d\sigma \geq \int_{\{V = \epsilon\} \cap N} \langle X, \nu \rangle \, d\sigma - \frac{4}{3} \int_{\{\epsilon < V < V_{\max} - \epsilon\} \cap N} |E|^2 \nabla_\nu V \, dv
$$

$$
+ \frac{4}{3} \int_{\{V = V_{\max} - \epsilon\} \cap N} |E|^2 \langle \nabla_g V, \nu \rangle \, d\sigma - \frac{4}{3} \int_{\{V = \epsilon\} \cap N} |E|^2 \langle \nabla_g V, \nu \rangle \, d\sigma
$$

where $\nu = \frac{\nabla_g V}{|\nabla_g V|}$ is the unit normal to $\{\epsilon < V < V_{\max} - \epsilon\} \cap N$.

On the other hand, by using system (6.1) as well as the fact that $\langle E, \nabla_g V \rangle^2 = |E|^2|\nabla_g V|^2$ we obtain

$$
\left\langle \frac{1}{V} \left( \nabla \left| \nabla_g V \right|^2 - \frac{2\Delta_g V}{n} \nabla_g V \right), \frac{\nabla_g V}{|\nabla_g V|} \right\rangle = 2|\nabla_g V| \text{Ric}(\nu, \nu) + \frac{4}{3} (|E|^2 - \Lambda)|\nabla_g V|.
$$

Plugging this data into (6.3) we deduce

$$
\int_{\{V = V_{\max} - \epsilon\} \cap N} |\nabla_g V| \left( \text{Ric}(\nu, \nu) - \frac{2}{3} \Lambda \right) \, d\sigma \geq \int_{\{V = \epsilon\} \cap N} |\nabla_g V| \left( \text{Ric}(\nu, \nu) - \frac{2}{3} \Lambda \right) \, d\sigma
$$

$$
+ \frac{2}{3} \int_{\{\epsilon < V < V_{\max} - \epsilon\} \cap N} (\Lambda - |E|^2)|E|^2 \, dv
$$

$$
\geq \int_{\{V = \epsilon\} \cap N} |\nabla_g V| \left( \text{Ric}(\nu, \nu) - \frac{2}{3} \Lambda \right) \, d\sigma,
$$

where in the last inequality we use that $\sup_M |E|^2 < \Lambda$. 

Now, we claim that

\[
\liminf_{\varepsilon \to 0} \int_{\{V = V_{\text{max}} - \varepsilon\} \cap N} |\nabla g V| \left( \text{Ric}(\nu, \nu) - \frac{2}{3} \Lambda \right) d\sigma = 0.
\]

To prove this, since \(\text{Ric}(\nu, \nu) - \frac{2}{3} \Lambda\) is bounded, it suffices to show that

\[
\liminf_{t \to V_{\text{max}}} \int_{\{V = t\} \cap N} |\nabla g V| d\sigma = 0.
\]

Indeed, by Theorem 2.2 (Reverse Lojasiewicz Inequality) in [6], given a \(\theta < 1\), there exists a neighbourhood \(U\) of \(\text{MAX}(V)\) and a real number \(C > 0\) such that

\[
|\nabla g V|^2(x) \leq C (V_{\text{max}} - V(x))^\theta,
\]

for every \(x \in U\).

Proceeding, for \(t\) close to \(V_{\text{max}}\) we immediately have

\[
\int_{\{V = t\} \cap N} |\nabla g V| \leq C \frac{1}{2} (V_{\text{max}} - t)^\frac{\theta}{2} \text{area} \left( \{V = t\} \cap N \right).
\]

From this, it follows that

\[
\liminf_{t \to V_{\text{max}}} \int_{\{V = t\} \cap E} |\nabla V| d\sigma = 0,
\]

as wished.

Now, taking \(\liminf\) in (6.3) we arrive at

\[
\int_{\partial N} |\nabla g V| \left( \text{Ric}(\nu, \nu) - \frac{2}{3} \Lambda \right) d\sigma \leq 0.
\]

At the same time, by Gauss equation, Gauss-Bonnet Theorem, Cauchy-Schwarz inequality and Hölder’s inequality we have that

\[
0 \geq \int_{\partial N} |\nabla g V| \left( |E|^2 + \frac{\Lambda}{3} - \frac{R\partial N}{2} \right) d\sigma
\]

\[
\geq \sum_{i=1}^{k} k_i \left[ \frac{1}{|\partial N_i|} \left( \int_{\partial N_i} \langle E, N_i \rangle \right)^2 + |\partial N_i| \frac{\Lambda}{3} - 2\pi \chi(\partial N_i) \right]
\]

\[
= \sum_{i=1}^{k} k_i \left( \frac{16\pi^2 Q(\partial N_i)^2}{|\partial N_i|^2} + |\partial N_i| \frac{\Lambda}{3} \right) - 2\pi \sum_{i=1}^{k} k_i \chi(\partial N_i)
\]

as asserted.

Finally, if the equality holds it suffices to use (6.3) jointly with the fact that \(\text{sup}_M |E|^2 < \Lambda\) to conclude that \(|E| \equiv 0\) on \(N\). Therefore, we may apply Theorem 2.4 in [7] to conclude that \(M^3\) is isometric to the standard hemisphere, which completes the proof of the theorem.
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