Averaging Techniques in Processing the High Time-resolution Photosynthesis Data of Cherry Tomato Plants for Model Development
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We evaluated averaging techniques in data processing for the estimation of canopy net photosynthetic rates ($P_c$) of two cherry tomato plants using a multiple linear regression analysis with variables of aerial environmental factors. Whole canopy $P_c$ and the environmental factors were measured in a high time resolution with a 5-minute interval under a commercial greenhouse by using a novel photosynthesis chamber. We processed the data by using a moving average (MA) and simple average (SA) with several time frames (30-minute, 1-hour, 2-hour). The canopy $P_c$ was expressed as a general linear function of PAR irradiance ($I$), air temperature ($T$), relative humidity ($RH$), vapor pressure deficit (VPD), and CO$_2$ concentration ($C$). Model accuracy generally increased with longer time frames; however, it can be varied depending on the datasets and the variables used in the models. The 2-hour-SA datasets gave the best accuracy for both 5-variable model ($I$, $T$, $RH$, VPD, $C$) and 3-variable model ($I$, VPD, $C$) with R$^2$ of 0.81 and 0.67, respectively. This study indicates that datasets of 2-hour time frame with simple average are promising to make a practical general linear regression model for the estimation of $P_c$ of cherry tomato by using the high time-resolution $P_c$ data.
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INTRODUCTION

Sensor-based plant diagnostic technology is an essential feature of the speaking plant approach (Hashimoto, 1989; Takayama, 2013). A recent plant diagnosis technology, which has started to be installed in practical agricultural production in greenhouses, is the real-time photosynthesis and transpiration monitoring system (Shimomoto et al., 2020). The system allows to remotely and continuously measure photosynthesis of whole plants under greenhouse conditions without any contact or intrusive. Also, data are sampled with high time-resolution, which are recorded in 5-minute intervals. With these features, the system is desirable for precise quantification of plant responses to stimuli at the whole-plant level.

The numerous photosynthesis data produced by the photosynthesis monitoring system can be used for analysis and forecasting by way of modeling. Estimation models for the net photosynthetic rate ($P_n$) as a function of environmental factors for greenhouse tomato utilizing numerous data were limited to the whole greenhouse, such as the work of Nederhoff and Vegter (1994a). They used three variables of incident photosynthetically active radiation (PAR), CO$_2$ concentration, with double rectangular hyperbolic relation and leaf area index (LAI) to calculate the net canopy photosynthesis rate of tomato greenhouse with an R$^2$ of 0.892. In another work, they modified two established mechanical models of Acock (Acock et al., 1978) and Thornley (Thornley, 1976) to fit their data and gave R$^2$ of 0.893 and 0.817, respectively (Nederhoff and Vegter, 1994b).

On the other hand, the accuracy of sensor-based technology in modern greenhouses is jeopardized by disturbances, such as inaccuracy of the measurements by the sensor itself due to dynamic variations in the greenhouse climate (van Mourik et al., 2019), especially when measurements are performed in high time resolution. Therefore, it leads to an issue of how to address the high time-resolution data produced by the sensors for further use of model development. As most real-time data contain erroneous values and noise, such data required further processing for filtering noise and smoothing. Averaging techniques commonly used for smoothing data include the moving average (Campulová, 2018) and the simple average (Yaffee and McGee, 2000). When the data are correctly prepared, the quality of the model can be reliable (Pyle, 1999).

The objective of the present study was to process the
high time-resolution photosynthesis data generated by the photosynthesis monitoring system for further use of model development. The focus intention in this study was on 1) preparing datasets for the estimation model of whole canopy net photosynthetic rate with averaging techniques, 2) determining an appropriate time frame decomposition for the dataset. We explored two averaging techniques, i.e., the moving average and simple average (Yaffee and McGee, 2000) with time frames of 30 minutes, 1 hour, 2 hours for the model development. The averaging techniques were then compared based on the accuracy in estimating net photosynthetic rates of cherry tomato plants by using a multiple linear regression analysis with variables of aerial environmental factors.

MATERIALS AND METHODS

Plant materials and the experimental greenhouse

The plant materials were two mature cherry tomato plants (S. lycopersicum var. cerasiforme cv. Scarlet) with 15 leaves planted on 24th August in 2017. The plants were grown hydroponically and maintained as a commercial crop with a plant density of 3.6 plants m$^{-2}$ under a venlo-type semi-commercial greenhouse (65 m [W] × 32 m [D] × 6 m [H]) in Mie Prefecture, Japan. A commercial microcomputer (HortiMaX; Hortisystem Co., UK) controlled the greenhouse climate, irrigation and fertigation at a commercially optimum condition. CO$_2$ was supplied to maintain a set point of 500 μmol mol$^{-1}$ per day. The average values of instantaneous PAR above the canopy, air temperature, relative humidity, CO$_2$ concentration, and vapor pressure deficit during the day time of study period were 175.1 W m$^{-2}$, 21.2°C, 78%, 424 μmol mol$^{-1}$, and 0.5 kPa respectively.

Measurements of net photosynthetic rate and environmental factors

Whole plant-level net photosynthetic rate ($P_n$, μmol s$^{-1}$ per chamber) of two mature cherry tomato plants were measured from 7th to 19th May in 2018 by using the aforementioned photosynthetic chamber system developed in our previous study (Shimomoto et al., 2020). The system was composed of a transparent open-bottom chamber, which is similar to that of Takayama et al. (2012), and a sensing unit to measure CO$_2$ concentration of the inflow and outflow air of the chamber and relevant environmental factors.

The transparent open-bottom chamber (Vinyl sheet; SUS Co., Ltd., Japan) was 1 m [W] × 0.5 m [D] × 2.5 m [H], hung on a steel wire for hanging the tomato plants, and enclosed two adjacent plants on the same cultivation gutter (Fig. 1). The sensing unit (HaPPiMinder$^2$, Shikoku Research Institute Inc., Takamatsu, Japan) recorded the CO$_2$ concentrations of the inflow and outflow air of the chamber and the environmental factors such as PAR at the top of the canopy (I, W m$^{-2}$), air temperature ($T\, ^\circ C$), relative humidity ($RH\, %$), and the CO$_2$ concentrations of greenhouse air ($C\, \mu mol\ mol^{-1}$), which is similar to that of inflow air of the chamber, at an interval of 5 minutes. The $P_n$ was calculated by multiplying the difference in the CO$_2$ concentrations of inflow and outflow air and the airflow rate of the ventilation fan fixed at the top of the chamber. And, vapor pressure deficit ($VPD\, kPa$) was also calculated with the recorded $T$ and $RH$.

Data cleansing and dataset preparation

For the model development and validation, we used daytime data from 6:00 to 18:00 because the model focuses on to simulate the daytime photosynthesis, not dark respiration. The original dataset consisted of 1,912
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data records. All data were checked to find out some error data by plotting the time course according to Takahashi et al. (2008). Some calculated \( P_n \) seem obviously incorrect, which might be caused by the fluctuating CO\(_2\) concentration of greenhouse air or some human activities such as pruning and harvesting. Hence, such incorrect data were discarded manually. Through this data cleansing, 11.7% of the recorded data were deleted.

We then prepared some datasets by moving average (MA) and simple average (SA) (Yaffee and McGee, 2000) with the time spans of 30 minutes, 1 hour (1-hour), and 2 hours (2-hour). It meant that the datasets of MA had the time resolution at an interval of 5 minutes, which is similar to the original dataset, and the datasets of SA, they have different time resolutions for each averaging time span; 30-minute-SA is at an interval of 30 minutes, 1-hour-SA is at an interval of 1 hour, and 2-hour-SA is at an interval of 2 hours. Thus, we had sets of training and test data containing \( P_n, I, T, RH, VPD, \) and \( C \) of 30-minute-MA, 1-hour-MA, 2-hour-MA, 30-minute-SA, 1-hour-SA, and 2-hour-SA.

Linear regression model of net photosynthesis

By using the five environmental factors of \( I, T, RH, VPD, \) and \( C \) (5-var-model) as the predictor variables, \( P_n \) is characterized by the following linear equation:

\[
P_n = \beta_0 + \beta_1I + \beta_2T + \beta_3RH + \beta_4VPD + \beta_5C
\]

(1)

where \( \beta_0 \) is a constant, and \( \beta_{1-5} \) are regression coefficients. We used two indices for humidity (i.e., \( RH \) and \( VPD \)) to investigate which variable contributed more to the estimation of photosynthesis activity on a daily basis. On rainy days \( \beta_3 \) and \( \beta_4 \) were positively related to \( P_n \), which suggests that \( RH \) and \( VPD \) dominantly drove and limited \( P_n \) only reached a maximum of 10.7 \( \mu\text{mol} \text{ mol}^{-1} \) per chamber and 11.7 \( \mu\text{mol} \text{ s}^{-1} \) per chamber on the 7th and 13th May, respectively. As for sunny days, high \( I \) increased the greenhouse air temperature and promoted the automatic ventilation. Together with CO\(_2\) enrichment, the \( P_n \) on the sunny days were able to

\[
P_n = \gamma_0 + \gamma_1I + \gamma_2VPD + \gamma_3C
\]

(2)

where \( \gamma_0 \) is a constant, and \( \gamma_{1-3} \) are regression coefficients.

Multiple regression (MR) analysis in the SPSS software program (IBM SPSS Statistics version 26) was used to establish the model. We trained the model by using the data from 7th to 14th May 2018 to get the regression coefficients. Thus, we performed a test on residuals, goodness of fit (\( R^2 \)), and multicollinearity. Last, we validated the model using the residual data from 15th to 19th May 2018, and calculated the \( R^2 \) and root mean square error (RMSE) by comparing the measured and estimated \( P_n \). Figure 2 summarizes the representative steps of the model development.

RESULTS AND DISCUSSION

Figure 3 shows the time course of \( P_n \) of two mature cherry tomato plants enclosed by the chamber and the environmental factors during consecutive 13 days after data cleansing. The time course of \( P_n \) shows a similar pattern to that of \( I \), which suggests that \( I \) dominantly drove and limited photosynthesis activity on a daily basis. On rainy days like the 7th and 13th May, the maximum \( I \) were 95.1 W \( \text{m}^{-2} \) and 56.8 W \( \text{m}^{-2} \), respectively. The low \( I \) was accompanied with low \( T \) and high \( RH \). Even though \( VPD \) was low and \( C \) was above 500 \( \mu\text{mol} \text{ mol}^{-1} \), the \( P_n \) only reached a maximum of 10.7 \( \mu\text{mol} \text{ s}^{-1} \) per chamber and 11.7 \( \mu\text{mol} \text{ s}^{-1} \) per chamber on the 7th and 13th May, respectively. As for sunny days, high \( I \) increased the greenhouse air temperature and promoted the automatic ventilation. Together with CO\(_2\) enrichment, the \( P_n \) on the sunny days were able to
reach three times (30.3 μmol s⁻¹ per chamber on 11th May) than that of the rainy days.

Figure 4 shows the time course of measured and estimated $P$ by the 5-var-model (Eq. 1) developed with the datasets of original (A), 30-minute-MA (B), 1-hour-MA (C), 2-hour-MA (D), 30-minute-SA (E), 1-hour-SA (F), and 2-hour-SA (G). The maximum value of recorded $P$ was 26.7 μmol chamber⁻¹ s⁻¹ as shown in Fig. 4A on the 19th May, whereas lower values were found in the other datasets with MA and SA due to averaging data within the time spans. In case of the original test dataset (Fig. 4A), the 5-var-model ($P = 12.622 \times 0.022 \times I + 0.750 \times T - 0.299 \times RH - 1.309 \times VPD + 0.013 \times C$) was able to moderately trace the curve pattern of the original $P$, indicating that the model might be appropriate to explain the net photosynthetic rates. On the other hand, the datasets of 30-minute-MA (Fig. 4B: $P = 25.561 \times 0.27 \times 11 + 0.765 \times T - 0.437 \times RH - 1.964 \times VPD + 0.014 \times C$), 1-hour-MA (Fig. 4C: $P = 29.583 \times 0.028 \times I + 0.679 \times T - 0.464 \times RH - 2.036 \times VPD + 0.015 \times C$), and 2-hour-MA (Fig. 4D: $P = 34.249 + 0.029 \times I + 0.662 \times T - 0.514 \times RH - 2.252 \times VPD + 0.016 \times C$) have the feature of smoothed time course and this feature increased the fit of the models. The datasets of 30-minute-SA (Fig. 4E: $P = 30.152 \times 0.282 \times I + 0.835 \times T - 0.495 \times RH - 2.236 \times VPD + 0.013 \times C$), 1-hour-SA (Fig. 4F: $P = -3.963 + 0.019 \times I + 0.279 \times T - 0.004 \times VPD + 0.006 \times C$) and 2-hour-SA (Fig. 4G: $P = 29.074 + 0.03 \times I + 0.63 \times T - 0.452 \times RH - 2.041 \times VPD + 0.015 \times C$) have similar features, however SA datasets lost many data points compared to MA datasets.

Figure 5 shows the time course of measured and estimated $P$ by the 3-var-model (Eq. 2) developed with the datasets of original (A), 30-minute-MA (B), 1-hour-MA (C), 2-hour-MA (D), 30-minute-SA (E), 1-hour-SA (F), and 2-hour-SA (G). The 3-var-model could not trace the time course of $P$ at most of the time in datasets of original (Fig. 5A: $P = 2.647 + 0.021 \times I + 0.110 \times VPD + 0.001 \times C$). However, it fitted better in the 30-minute-MA (Fig. 5B: $P = 2.912 + 0.022 \times I + 0.032 \times VPD + 0.002 \times C$), but the fit did not improve in the datasets of 1-hour-MA (Fig. 5C: $P = 2.491 + 0.021 \times I + 0.037 \times VPD + 0.003 \times C$), and 2-hour-MA (Fig. 5D: $P = 2.727 + 0.021 \times I + 0.009 \times VPD + 0.003 \times C$). The datasets of 30-minute-SA (Fig. 5E: $P = 4.114 + 0.022 \times I - 0.001 \times VPD + 0.001 \times C$), 1-hour-SA (Fig. 5F: $P = 4.959 + 0.021 \times I - 0.028 \times VPD + 0.002 \times C$), and 2-hour-SA (Fig. 5G: $P = 1.921 + 0.023 \times I - 0.023 \times VPD + 0.004 \times C$) resulted similar to the MA's.

Figure 6 shows the correlation between the measured
and estimated $P_n$ by 5-var-model (Eq. 1) developed with the prepared datasets such as original dataset (A), 30-minute-MA (B), 1-hour-MA (C), 2-hour-MA (D), 30-minute-SA (E), 1-hour-SA (F), and 2-hour-SA (G). The 5-var-model of original dataset overestimated in the lower range of $P_n$ less than 10 μmol s$^{-1}$ per chamber and underestimated in the higher range of $P_n$ more than 10 μmol s$^{-1}$ per chamber (Fig. 6A). A part of these deviations might be attributed to that the linear regression model of Eq. 1 does not take into account a curvilinear response of photosynthesis to the absorbed PAR (Castilla, 2013). Furthermore, the estimated $P_n$ showed a large deviation (Fig. 6A); hence the $R^2$ was relatively low (0.58). The 5-var-model of 30-minute-MA (Fig. 6B) showed significantly higher $R^2$ of 0.72 and lower RMSE of 2.9 compared with those of the 5-minute model of original dataset, which is mainly attributed to the dramatic improvement of the overestimation in lower $P_n$ range and underestimation of in higher $P_n$ range (Fig. 6A). The 5-var-models of 1-hour-MA (Fig. 6C) and 2-hour-MA (Fig. 6D) showed some improvements in the same way of the model of 30-minute-MA; however, the $R^2$’s (0.73) and RMSEs (2.7) kept similar values those of the model of 30-minute-MA. In addition, a series of several plots, which is probably due to the time course, became apparent in the longer time-spans of MA, especially in 1-hour-MA (Fig. 6C) and 2-hour-MA (Fig. 6D). As MA takes the average of the sliding time-span, one characteristic data point would affect the moving averages for the time-spans before and after the data point. The 5-var-models of SA (Fig. 6E-G) showed a different feature from the models of MA (Fig. 6B-D). Similar to the 30-minute-MA (Fig. 6B), the 30-minute-SA (Fig. 6E) showed significantly higher $R^2$ of 0.74 and lower RMSE of 2.9 compared with those of the 5-minute model of original dataset (Fig. 6E).
however, the 1-hour-SA did not contribute to improving $R^2$ (0.64) nor RMSE (3.2) (Fig. 6F). On the other hand, the 2-hour-SA showed the highest $R^2$ of 0.81 and the lowest RMSE of 2.4 among the developed 5-var-models (Fig. 6A-G). Furthermore, the series of several plots of time courses recognized in 1-hour-MA (Fig. 6C) and 2-hour-MA (Fig. 6D) were not apparent in 1-hour-SA (Fig. 6F) and 2-hour-SA (Fig. 6G).

Figure 7 shows the correlation between the measured and estimated $P_n$ by using 3-var-model (Eq. 2) developed with the prepared datasets such as original dataset (A), 30-minute-MA (B), 1-hour-MA (C), 2-hour-MA (D), 30-minute-SA (E), 1-hour-SA (F), and 2-hour-SA (G).

The general features recognized in the results of 3-var-models (Fig. 7A-G) are quite different from those of 5-var-models (Fig. 6A-G). Moreover, the 3-var-models tended to underestimate the $P_n$ more than the 5-var-models, i.e., the slopes of the linear regression between the measured and estimated $P_n$ of 3-var-models were smaller than those of 5-var-models. In addition, the $R^2$s of the 3-var-models were smaller than those of the 5-var-models, and the RMSEs of the 3-var-models were larger than those of the 5-var-models.
We think that the results in this study, i.e., the 2-hour-SA dataset will give higher accuracy, are not limited to spring condition because the absolute $P_n$ and the relevant environmental factors in other seasons only vary slightly under the prevailing greenhouse condition. However, further model development should opt for VPD than RH for the model (Grossiord et al., 2020) as the 5-var model resulted in a multicollinearity problem between them (variance inflation factors/VIFs were more than 10 for both variables) due to high correlation. Also, if high time resolution is necessary, the 30-minute time frame with moving average processing is appropriate (i.e., keeping data points; Fig 6B) and will result in a reasonable accuracy for $P_n$ estimation; otherwise, the 2-hour time frame with simple average processing is used for precise estimation.

This study well-demonstrated how to address the high time-resolution photosynthesis data for model development. The results discussed above suggest that the high time-resolution $P_n$ data measured at an interval of 5 minutes with the photosynthetic chamber system allows us to develop several simple linear regression models for $P_n$ estimation by preparation of some datasets through the moving average (MA) or simple average (SA) with the appropriate time-spans. The longer time-spans of moving/
simple averages generally improves the accuracy of the estimation models; however, it can be varied depending on the datasets and the variables used in the models. The averaging techniques with longer time frames may contribute to a better distribution of $P_n$ values, in terms of skewness, for the regression analysis. The 2-hour-SA datasets gave the best accuracy for both 5-var- and 3-var-models by $R^2$ of 0.81 (Fig. 6G) and 0.67 (Fig. 7G), respectively. These values of $R^2$ are high enough as $P_n$ estimation model compared to some previous empirical studies that used more complex models such as Nederhoff and Vegter (1994a) (double rectangular hyperbolic relations; $R^2 = 0.892$) and Lootens and Vandecasteele (1998) (polynomial function; $R^2 = 0.89$). Thus, we can conclude that datasets of a 2-hour time frame with a simple average are promising to make a practical general linear regression model with high accuracy for the estimation of $P_n$ of cherry tomato canopy grown in the commercial greenhouse by using the high time-resolution $P_n$ measured with the photosynthetic chamber system.
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