Evidence for the existence of Li$_2$S$_2$ clusters in lithium–sulfur batteries: ab initio Raman spectroscopy simulation
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Using density functional theory calculations and ab initio molecular dynamics simulations we have studied the structures and the Raman spectra of Li$_2$S$_4$ clusters, which are believed to be the last polysulfide intermediates before the formation of Li$_2$S$_2$/Li$_2$S during the discharge process in Li–S batteries. Raman spectra have been obtained using a new technique to estimate polarizabilities using Wannier functions. We have observed clear evidence of Li$_2$S$_4$ → Li$_2$S$_2$ transition by studying systematic changes in the simulated Raman spectra of (Li$_2$S$_4$)$_n$, $n = 1, 4$, and $8$ towards that of (Li$_2$S$_2$)$_8$. Furthermore, we have shown that the dominant Raman peak of the Li$_2$S$_2$ cluster at $\sim 440$ cm$^{-1}$ arises from sulfur–sulfur stretching mode. This peak has been experimentally observed in the discharged state of Li–S batteries and has also been attributed to the formation of Li$_2$S$_2$. We have also demonstrated that the transition is mainly due to the strong electrostatic interactions between Li$_2$S$_4$ monomers, which results in energy lowering by arranging the local Li$^{1+}$–S$^{2-}$ dipole moments in an anti-parallel fashion.

1 Introduction

Lithium–sulfur (Li–S) batteries are promising energy storage systems with a high theoretical energy density of 2500 W h kg$^{-1}$ (or 2800 W h L$^{-1}$).$^1$ During the discharge process in Li–S batteries, lithium ions react with sulfur on the cathode, leading to the formation of soluble Li–polysulfides, for example Li$_2$S$_n$, Li$_2$S$_{3n}$, and Li$_2$S$_4$ clusters, followed by the formation of insoluble Li$_2$S$_2$, and eventually Li$_2$S crystals.$^2,3$ There have been many experimental studies, such as in situ Raman,$^4$–$^8$ X-ray diffraction,$^4,6,9$ scanning electron,$^4,6$ transmission electron,$^6,9$ electron paramagnetic resonance,$^{10}$ and ultraviolet-visible spectroscopies,$^{11}$ all aimed at understanding the processes occurring during discharge/charge cycles, and investigating the cathode structure. Li$_2$S$_4$ clusters are expected to be the last intermediates in the $S_8$ → Li$_2$S transition.$^{10,12,13}$ Nevertheless, it is not fully understood yet whether any other product, for example Li$_2$S$_{3n}$ exists besides Li$_2$S crystals in the discharged state.$^{14–18}$ Li$_2$S$_2$, however, has not been clearly identified in experimental measurements on Li–S batteries during discharge.$^{19,20}$ It is partially due to the fact that it is experimentally difficult to isolate intermediate Li–polysulfide clusters and perform the measurements on them separately. However, theoretical simulations on structures, energetics, and vibrational properties enable one to study the structural transitions during the discharge process with molecular resolution, and can provide a complementary picture to experimental results. There are important studies based on density functional theory (DFT) calculations as well as many-body techniques aiming at understanding the structures of the Li-polysulfides and the mechanism of their transition to Li$_2$S$_2$/Li$_2$S (for the most recent studies, see ref. 17, 18 and 21–23). There have also been promising advances in simulation of the vibrational spectra of systems with general symmetries.$^{24–32}$ In particular, ab initio simulation of the Raman spectra of candidate structures combined with experimental Raman data can unambiguously identify the most probable atomic configurations. It has been shown recently that the electronic properties of a system introduce distinct features in the vibrational spectra.$^{29,32}$ Therefore, the electronic properties of the system need to be explicitly taken into account, and as such, classical simulations, usually based on interatomic parametric potentials, may not be the most suitable choice. Moreover, in order to have a realistic simulation, directly comparable to experimental measurements, finite-temperature effects need to be taken into account as well, a feature which is absent in perturbative methods at zero temperature.$^{33,34}$ All these requirements can be met by ab initio molecular dynamics (AIMD) simulations, in which forces are calculated “on-the-fly” using DFT.$^{26,35}$ To the best
of our knowledge, ab initio simulation of Raman spectroscopy on individual Li–polysulfide clusters has not been performed so far.

In this article, using DFT calculations and AIMD simulations, we first determine the atomic structures of (Li₂S₄)₈, (Li₂S₄)₄, and (Li₂S₄)₆ polysulfides. Furthermore, using a new method based on the Wannier function technique along with the second-generation Car–Parrinello method of Kühne et al.,

We observe a clear tendency to form the Li₂S₄ structure as the size of the cluster grows. The crystallization is found to be due to the strong electrostatic interaction between Li₂S₄ monomers, which results in anti-parallel arrangement of the local Li⁺–S⁻⁻⁻⁻ dipole moments.

2 Computational details

The minimum-energy structures of (Li₂S₄)₈ clusters have been obtained at the DFT level of theory using the mixed Gaussian and plane-wave code CP2K/QUICKSTEP38,39 in conjunction with a very accurate TZV2PX Gaussian basis set, 40 Goedecker–Teter–Hutter pseudo potentials 41 and the Perdew–Burke–Ernzerhof (PBE) exchange–correlation functional 42,43 plus semi-empirical correction for the long-range dispersion interactions (DFT-D3).44 A real-space grid was represented by a plane-wave energy cutoff of 270 Ry, and the convergence criterion for the self-consistent field was set to 10⁻⁶. The clusters were modeled using supercells with unit cells of 16 × 16 × 16 Å³, 21 × 21 × 21 Å³, and 37 × 37 × 37 Å³ for (Li₂S₄)₈, (Li₂S₄)₄, and (Li₂S₄)₆, respectively, and therefore, the Brillouin zone was sampled only using the Γ-point. The minimum-energy structures were obtained using a BFGS optimizer. 45–49 Convergence criteria for the maximum geometry optimization.45–49

The intensity of the isotropic Raman scattering, σ, as a function of the frequency of the incident beam, ν, is related to the mean polarizability, \( \bar{A} = 1/3Tr[\bar{A}] \), through 51

\[
\sigma(\nu) \propto \nu^3 \int_0^\infty dt e^{2\nu t} \langle \bar{A}(0)\bar{A}(t) \rangle_{cl},
\]

where \( \langle \cdots \rangle_{cl} \) denotes the statistical average in classical mechanics. Furthermore, by applying a periodic electric field using the Berry phase approach 52,53 one can obtain the polarizability tensor,

\[
A_{ij} = -\frac{\partial M_i}{\partial E_j}, \quad i,j = \{x,y,z\},
\]

from the total dipole moment of the system \( \mathbf{M} \), \( E \) denotes Cartesian component \( j \) of the applied periodic electric field, and \( M_i \) is the \( i \)th component of the total dipole moment. \( M_i \) can be estimated unambiguously using Maximaly Localized Wannier Functions (MLWFs), which allow the total electronic density to be partitioned into individual fragments. 54–57 However, calculating the derivatives numerically based on density functional perturbation theory (DFPT)58,59 or using higher-order finite difference (FD) methods 60 is computationally rather expensive. Alternatively, inspired by the fact that molecular polarizability changes linearly with the volume of a molecule, 61 one can assume that the total mean polarizability of the system can be expressed as a sum over the polarizabilities assigned to each Wannier function in the system,

\[
\bar{A} \propto \sum_{i=1}^{N_{WF}} A_i = \beta \sum_{i=1}^{N_{WF}} S_i^3,
\]

where \( \beta \) is a proportionality constant and \( S_i \) is the spread of the \( i \)th Wannier function. In a separate study (see ref. 61 for details) we have shown that in the new approach, which we hereafter refer to as the Wannier polarizability (WP) method, the best value for \( \beta \) is 0.30. In the FD approach, however, during an AIMD run with \( N_{MD} \) steps after equilibrium, one needs to perform \( 6N_{MD} \) single-point calculations to obtain the polarizability. The WP method, which has been used to simulate the Raman spectra in the present work, facilitates to routinely calculate finite-temperature spectra with only minimal extra computational cost. We have demonstrated that for typical test systems the simulated Raman spectra obtained using FD and WP methods are essentially the same in terms of relative intensity of the peaks and their lineshapes. 61

All Raman spectra in this work were obtained by performing 20 ps AIMD simulations in the canonical ensemble to achieve equilibration, followed by 10 ps AIMD in the micro-canonical ensemble to remove thermostat effects and to sample polarizabilities. A time-step of 1 fs was used in all the simulations and the polarizabilities were sampled for every 5 fs. All AIMD simulations were also carried out using the CP2K/QUICKSTEP software package with the same simulation setup as mentioned before.

3 Results and discussion

We first start by calculating the isotropic Raman spectrum of the \( S_8 \) molecule in the gas phase. The spectrum is shown in Fig. 1. The \( S_8 \) molecule is known to have eleven fundamental vibrational modes, among which six peaks at 86, 152, 218, 248, 437, and 475 cm⁻¹ are Raman active. The two dominant peaks are observed at 218 and 475 cm⁻¹.62 Our simulated spectrum shows six peaks at around 63, 145, 218, 232, 427, and 470 cm⁻¹, which are the dominant ones. The Raman spectrum presented here using the WP method is in agreement with previous experimental 63–65 and theoretical 17 studies, showing a mean absolute error of \( \sim 10 \) cm⁻¹ with respect to the experimental data reported in ref. 62. It is worth mentioning here that the choice of basis set is crucial, especially for the case of low-frequency modes below 150 cm⁻¹. These frequencies are absent when the DZVP basis set is employed, while they emerge when more diffuse basis functions, such as TZV2PX, are used. Vibrational normal mode analysis at zero temperature reveals that the most dominant peak is due to doubly degenerate asymmetric bending mode of
the three consecutive sulfur atoms in the S₈ molecule. However, the stretching modes occur in the frequency range of 350 to 470 cm⁻¹ with much lower intensity. Similar findings have also been reported experimentally.⁶³–⁶⁶

In order to find the structural transition of Li₂S₄ to Li₂S₈/Li₂S, we have examined a variety of possible arrangements of Li₂S₄ clusters with four and eight monomers at the DFT level. The charge population analysis on Li and S atoms of (Li₂S₄)ₙ structures using Mulliken population analysis (MPA)⁶⁷ reveals that the minimum-energy structures are those with an anti-parallel arrangement of local dipole moments of Li⁺S⁻ in Li₂S₄ molecules. The electrons are partially transferred from Li to S atoms, leaving the −δ charge on S and the +δ charge on Li, leading to the lowest electrostatic repulsion and highest electrostatic attraction between Li₂S₄ monomers (see Fig. 2). For a single Li₂S₄ molecule, the electron charges are transferred from Li¹ and Li² atoms to all S atoms (see Fig. 2). However, the major part (~85%) of electron charges is transferred to the nearest S₁ and S₂ atoms and only small part to the next nearest atoms, namely S₃ and S₄. The averaged electron transfer (using MPA) is calculated to be 0.49 |e|. The calculated dipole moment for the isolated Li₂S₄ molecule is 2.63 Debye, which is comparable to that of a water molecule in bulk liquid water.⁶⁸ However, the residual total dipole moments of 0.11 Debye and 0.31 Debye for (Li₂S₄)₄ and (Li₂S₄)₈ clusters, respectively, show a large cancellation of dipole moments which would lead to a zero net polarization for (Li₂S₄)ₙ as n → ∞. These results are also in line with the energy gain of the clusters as a function of the number of Li₂S₄ monomers. The formation energy of (Li₂S₄)ₙ as a function of the cluster size n can be written as

\[ E_{\text{form}} = \frac{1}{n} \left( E_{\text{cluster}}^{\text{tot}} - n S E_{\text{tot}}^{S} / 8 - n Li E_{\text{tot}}^{Li} \right), \]

where \( E_{\text{cluster}}^{\text{tot}}, E_{\text{tot}}^{S}, \) and \( E_{\text{tot}}^{Li} \) are the total energy of (Li₂S₄)ₙ clusters, a single S₈ molecule, and a Li atom, respectively. \( n_S \) and \( n_Li \) are the number of S and Li atoms in (Li₂S₄)ₙ clusters, respectively. As shown in Fig. 3, we find that the formation energy increases with n. The energy gain with increasing size of (Li₂S₄)ₙ clusters is comparable to the Coulomb interaction energy between Li⁺⁻ and S⁻ point charges of interacting Li₂S₄ molecules, namely \( E_{\text{Coulomb}}^{\text{LiS₄}} / 8 = 0.44 \text{ eV}, \) while \( E_{\text{Coulomb}}^{\text{LiS₄}} / 8 - E_{\text{Coulomb}}^{\text{LiS₈}} / 4 = 0.35 \text{ eV}. \) As can be seen in Fig. 3, the formation energy may still increase with the size of clusters, which is due to the fact that the number of dangling bonds around the (Li₂S₄)ₙ cluster is still large compared to the saturated S bonds. We therefore expect that the formation energy of (Li₂S₄)ₙ n → ∞ is even lower than that for (Li₂S₄). This clearly indicates a tendency towards forming an iconic crystal.

The simulated Raman spectra are presented in Fig. 4. In comparison with the Raman spectrum of the S₈ molecule (Fig. 1), we find three new large peaks at around 330, 380, and 450 cm⁻¹, for the Li₂S₄ monomer (Fig. 4(a)). As the size of the (Li₂S₄)ₙ increases from \( n = 1 \) (Fig. 4(a)) to \( n = 8 \) (Fig. 4(c)), the peak at ~200 cm⁻¹ loses its relative intensity with respect to the new peaks at 330, 380, and 450 cm⁻¹. As stated before, a S₈ molecule has a dominant vibrational mode at ~200 cm⁻¹ which comes from the asymmetric bending of the three consecutive sulfur atoms in the ring. Therefore, the peak at around 200 cm⁻¹ in Fig. 4 should also arise from the collective vibrations of sulfur atoms in Li₂S₄ clusters with \( x \geq 3 \). Note
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The image contains a figure (Fig. 1) showing the atomic structure and isotropic Raman spectrum of S₈ molecules in the gas phase. Insets are zoomed views of weak Raman activities.

Fig. 2 Structures of (Li₂S₄)ₙ clusters. S and Li atoms are in yellow and purple, respectively. Initial and final configurations refer to structures before and after geometry optimization, respectively.

---

Fig. 3 Formation energy as a function of the cluster size, n. The structures are illustrated in Fig. 2.
that the stretching vibrations of the $S_8$ ring have frequencies above 350 cm$^{-1}$ with rather weak intensities. Moreover, in the case of (Li$_2$S$_4$)$_2$ (Fig. 4(b)), the peak at 330 cm$^{-1}$ becomes less notable, while the peaks at 380 and 450 cm$^{-1}$ turn more significant. When the (Li$_2$S$_4$)$_8$ cluster forms, we find a dominant peak at 440 cm$^{-1}$ and a smaller peak at 380 cm$^{-1}$ (Fig. 4(c)). Recently, these two peaks have been experimentally attributed to the formation of crystalline Li$_2$S$_2$ structures: it has been shown by Raman spectroscopy studies that during the discharge process, when a Li–S battery is discharged to 1.7 V, two dominant peaks emerge for the cathode at 380 cm$^{-1}$ and ~440 cm$^{-1}$.

Additionally, the decline in the relative intensity of the ~200 cm$^{-1}$ peak with respect to the ones at 380 and 440 cm$^{-1}$ indicates a clear transition from Li$_2$S$_x$ clusters with $x \geq 3$ to structures with $x < 3$. The possible structures would be Li$_2$S$_3$ or Li$_2$S. We find that the peak at 440 cm$^{-1}$ is due to sulfur–sulfur stretching vibration (see insets in Fig. 4(a)–(c)). This can be directly seen by replacing $A$ in eqn (1) with $A_i$, where $i$ is the index of a Wannier function centered along a typical S–S bond in (Li$_2$S$_4$)$_n$ structures. Here we have set $i$ to be the index of the Wannier function along the S1–S3 (or S2–S4) bond shown in Fig. 2.

We also simulated the Raman spectrum of the (Li$_2$S$_2$)$_8$ cluster which was in this case obtained after 60 ps of AIMD simulation in the canonical ensemble at 300 K, followed by a 20 ps production run in the micro-canonical ensemble. The Raman spectrum is shown in Fig. 5(a). The peak at ~440 cm$^{-1}$ is also present in the (Li$_2$S$_2$)$_8$ cluster which, in turn, implies the existence of the S–S covalent bond. This peak has been experimentally attributed to Li$_2$S$_2$.

4 Conclusions

In summary, we have performed DFT calculations and AIMD simulations to investigate the structure of Li$_2$S$_4$ and Li$_2$S$_2$...
clusters. We have also simulated the Raman spectra of the most favorable structures, based on the Wannier function technique to study Li$_2$S$_4$ → Li$_2$S$_2$ structural transition in Li–S batteries during the discharge process. Our findings show that Li$_2$S$_4$ monomers bind strongly to each other due to the electrostatic interactions between Li$^{2+}$–S$^{2-}$ dipoles of the interacting monomers and form larger clusters. In particular, we observe a dominant Raman peak at ~440 cm$^{-1}$ in (Li$_2$S$_4$)$_n$ clusters which we then assign to S–S stretching mode. The other peak at ~200 cm$^{-1}$, which corresponds to the vibration of more than two covalently bonded sulfur atoms, loses its intensity as the cluster size grows. Simultaneously, the peak at 440 cm$^{-1}$ becomes more notable with the cluster size. Particularly, in the case of the (Li$_2$S$_2$)$_n$ cluster, we find a dominant peak at ~440 cm$^{-1}$ with nearly no Raman activity at around 200 cm$^{-1}$. Therefore, we have been able to identify the structural transition to Li$_2$S$_2$ by following the trend in the Raman spectra. Moreover, we unambiguously ascribe the experimentally observed peak at around 440 cm$^{-1}$ to the existence of the Li$_2$S$_2$ structure. This work has implications in understanding the structure of the sulfur cathode in Li–S batteries. The approach described here is an efficient way to study the structure of complex systems relevant to energy storage.
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