In emerging economies, the effect of excessive credit growth and non-performing loans on banking crisis

Abstract
Credit in the banking sector plays an important role in developed and developing countries, which have built their financial system more on banking rather than capital markets. For this reason, it is monitored continuously by public authorities and measures are taken to control credit supply in rapid credit increases. In addition, strict provisioning rules for non-performing credits are under practice for non-performing loans. It is well known that in emerging markets strong credit growth in a given period is likely to end up with a financial crisis.

In this study, the effects of credit-based variables on bank crises in the emerging 23 economies were investigated. In particular, the effects of credits and non-performing loans on crises are focussed. Additionally, the bank system-specific and macroeconomic control variables are included in the analysis. Findings show that private sector lending by banks and non-performing loans reflecting credit risk do not explain bank crises. Instead, it has been determined that the provisions for non-performing loans by banks and the credit gap that is considered to reflect the systemic risk in the banking system affect crises.
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Resumen
La concesión de créditos en el sector bancario desempeña un papel importante en los países desarrollados y en vías de desarrollo, que han basado su sistema financiero más en las operaciones bancarias que en los mercados de capital. Por esta razón, las autoridades públicas la supervisan constantemente y se toman medidas para controlar la oferta crediticia en aumentos rápidos de crédito. Además, a los préstamos no redituables se les aplican estrictas reglas de provisión para créditos no redituables. Es bien sabido que en los mercados emergentes es probable que un periodo de fuerte crecimiento del crédito termine con una crisis financiera.

En este estudio, se han investigado los efectos de variables basadas en el crédito en las crisis bancarias de 23 economías emergentes. En particular, el estudio se centra en los efectos de los créditos y préstamos no redituables durante las crisis. Asimismo, en el análisis se incluyen variables de control macroeconómico y específicas del sistema bancario. Los hallazgos muestran que los préstamos del sector privado por parte de los bancos y los préstamos no redituables que reflejan el riesgo crediticio no explican las crisis bancarias. En cambio, se ha determinado que sí afectan a las crisis las provisiones para préstamos no redituables de los bancos y la brecha crediticia que se considera que refleja el riesgo sistémico en el sistema bancario.

Código JEL: G01, G21, C33
Palabras clave: Crisis bancaria; Crecimiento crediticio; Brecha crediticia; Créditos no redituables; Riesgo sistémico

Introduction
The term ‘Emerging economies or markets is a concept that characterizes countries that invest in developing production factors, move away from traditional economic structures based on the export of agricultural products and raw materials, rapidly industrialize, adopt a free market economy or mixed economy, and want to improve the quality of life of their people. While the per capita income levels of such countries are well below those of industrialized countries, their annual growth rates are well above those of industrialized countries. Often, social changes are rapid, and at the heart of them are efforts to solve structural economic problems. Due to the inadequate resources needed for development, the indebtedness rates are high, especially in the public sector, and there is a serious need for foreign capital. Despite the need for fixed capital investments for sustainable growth and development, it is generally seen that there are speculative capital inflows. Such countries are attractive for portfolio investments, as they offer high yield opportunities due to rapid growth and increased financing requirements, and most of the foreign investments are short term.

The fact that increased financing demands met quickly by means of capital flows leads to credit growth above the past trends of the country. This situation becomes unsustainable with
the economic slowdown in the course of time and narrows the supply of credit and causing financial crises from time to time. IMF’s 2004 report states that although some of the credit growth leads to financial deepening, Credit growth in emerging economies linked to a financial crisis is as high as 75%. On the other hand, rapid credit growth cannot be considered as the mother of all evil in all circumstances. We have witnessed at the beginning of the 2008 global financial crisis that the credit supply has been expanded by the public through public guarantee programmes.

During this period, it has been seen in many countries that financial authorities have either enlarged, extended coverage or launched new guarantee programmes and/or used these programmes in the context of effective counter-cyclical financial measures in order to avoid the rapid economic slowdown.

In the light of the above findings, the hypotheses searched in this study are that the excessive credit growth in emerging market economies increases non-performing loans and strengthens the possibility of the bank crisis. After examining the findings of similar empirical studies, the effects of credit growth and non-performing loans in 23 emerging economies and their potential for triggering bank crises have been analyzed econometrically.

The dynamic panel probit method has been used as the analysis tool. This method is a more powerful analysis tool than the alternatives because it allows the panel probit model to incorporate the dynamic effects of crisis probabilities. The related literature is studied in the second, the analysis and modelling take place in the third part.

**Theoretical Background**

Crediting has a crucial role in economies. The inadequacy of credit means that the economic activity is restricted and the long-term development of the country is weak. However, rapid credit growth can also damage the economy and lead to a financial crisis. It is possible to find a significant number of studies in the literature on the problems caused by excessive credit growth. (Gourinches 2001) reports that the likelihood of a banking crisis has risen rapidly after rapid credit growth periods and that the greater the credit growth, the higher the likelihood of a crisis.

DellAriccia and Marquez (2006) suggest that banks have lowered their lending standards during periods of rapid credit growth, which in turn worsened the credit portfolio and the banking system became vulnerable to financial pressure as downside risks to the economy arise. Jorda, et al (2011), Davis, et al (2016) suggest that excessive credit growth is the best indicator of the financial crisis and that this relationship is strengthened when it is combined with the increasing current account deficit. In a similar study, Schularick and Taylor (2009) have argued that successive economic instability is caused by a bad credit growth period. They
argue that the main reason for this is probably the result of the financial system’s operational management and its regulatory failures. Levine (2005) states that credit can rapidly grow mainly in financial deepening, in normal upswings and in excessive cyclical fluctuations.

Elekdag and Wu (2013), show that balance sheets of banks and companies deteriorate during excessive credit growth, overheating in the economy takes place together with large capital flows, the current account deficit increases, asset prices show an upward trend and domestic demand is strong. Secondly, while excessive credit is associated with large capital flows, international interest rates (representing global liquidity) generally remain horizontal. This shows that there may be a relationship between the two in developing markets. Thirdly, excessive credit growth seems to be related to the loose monetary policy in the country. While international interest rates are flat, the benchmark interest rate in the domestic market seems to be low in the pre-crisis period before the credit growth reaches its peak.

In literature, mainly two sources come to the front for increasing non-performing loans (NPLs) as bank-specific and country-specific which might also be called external or bank originated factors. For bank-specific factors; Keeton and Morris (1987) discussed the “moral hazard” problem and argued that banks with relatively low capital increased the riskiness of their loan portfolio, misguided by moral hazard incentives, which in turn might result in higher non-performing loans on average in the future. They showed that banks with relatively low equity-to-assets ratio suffered excessively from losses in the group.

Generally speaking, banks’ appetite to take more risks in the form of excessive risk-taking resulted in higher losses. This finding was also supported by Salas and Saurina (2002) and Jimenez and Saurina (2005). As to the macroeconomic conditions, the debt servicing capacity of borrowers usually improves if there is higher real GDP growth in the economy. An economic slowdown will generally bring an increase in NPL level, unemployment rises and borrowers face greater difficulties in debt servicing. (Salas and Saurina, 2002; Ranjan and Dhal, 2003; Fofack, 2005 and Jimenez and Saurina, 2006).

Louzis et al. (2010), estimated the factors that affect NPLs for each loan category (mortgage, business, and consumer) separately. They concluded that NPLs could be explained by macro variables and the quality of management. Beck et al. (2015) found that GDP growth, share prices, interest rates, and the exchange rate are the most significant factors affecting NPLs. Messai (2013) cited that improving macroeconomic conditions reduce NPLs. and found that on top of GDP growth, ROA has a negative effect on NPLs. Ghosh (2015) concluded that poor credit quality, liquidity risk, inefficiency cost, larger capitalization and the size of the banking industry as well as unemployment, inflation, and public debt are the variables related to NPL increases. Ozili (2015) addressed the question of the interaction between non-performing loans and the stage of the business cycle. When so much at risk in the economic growth, regulation authorities naturally increase their efforts to curb the prolonged excessive
credit growth in order to minimize the damages that might be created. In this perspective, one of the most important risk indicators used is called credit gap. Bank for International Settlements (2014) describes the credit-to-GDP gap (“credit gap”) as the difference between the credit-to-GDP ratio and its long-term trend. Many studies show that it is a single early indicator of a systemic banking crisis.

Therefore, it is used in the benchmark buffer guide for the counter cyclical capital buffers (CCyB) as recommended by the European Systemic Risk Board (2017).

**Econometrical analysis and findings**

*Modelling and analysis method*

In the analysis of linear panel data models, the fixed effects estimator is generally used because of its simple and easy to understand structure. In this context, methods such as least squares or instrumental variables provide consistent estimates controlling unobserved heterogeneity in panel data sets which contain large cross-section but small-time dimensions.

However, in non-linear models with errors such as probit, the situation is much more different. The constant effects estimator cannot be used for the estimation of a panel data set containing a binary dependent variable. Because of the assumptions, such an analysis is based on random effects estimator will not also be appropriate. (see Arellano, 2003 for details).

Many economic and financial relationships are dynamic. Dynamic panel data models allow researchers to better analyze the core dynamic structures and interactions of the relationships. In these models, the addition of the delays of the dependent variable to the right of the equation as additional explanatory variables provides the opportunity to observe the dynamic effects and thus it is possible to observe the past effects as well as the immediate effects on the variables. Due to the mentioned advantages, the popularity of dynamic models in applied economics and finance is increasing. This is true for panel data sets based on binary dependent variables.

The main feature of dynamic panel data models is that they contain two sources of persistence over time. These; autocorrelation which caused by due to delays of dependent variable among exogenous variables and individual effects reflecting heterogeneity between individuals or cross-sections (Baltagi and Kao, 2000, p. 34).

It is well known that when the number of cross-sections or individuals is high but the period of time is short in micro panels, the fixed effects estimator is biased and inconsistent. (Baltagi and Kao, 2000: 35). Random effect GLS estimator is not also suitable for the analysis of data with dynamic characteristics, as it produces biased results. Although the approach of Anderson and Hsiao (1982) produced consistent results compared to the previous two methods, the effectiveness of parameter estimation was not always high (Baltagi, 2005, p.136).
Simulation studies showed that dynamic panel data models based on GMM estimators do not have these disadvantages (Baltagi and Kao, 2000: 35-36).

GMM estimators adapted to dynamic panel data analysis (eg, Arellano and Bond, 1991; Arellano and Bover, 1995; Blundell and Bond, 1998), are based on relatively weak auxiliary assumptions about the exogeneity of the covariate process, heterogeneity and the properties of the error term processes (Blundell et al., 2000, p.53). In order to eliminate persistently unobserved heterogeneity, the standard approach is to take the first-difference of the equation and to use the lags of the endogenous variables in first differences as both exogeneous variables and instrumental variable (Blundell et al., 2000, p.54). However, in simulation studies, in the dynamic panel data models where the series were sequentially connected and the time-size observations were relatively small, it was determined that the standard GMM estimator was biased and poor precision.

As a result of Arellano and Bover (1995), Blundell and Bond (1998), the system GMM estimator is improved and is much more successful in terms of these problems. The system GMM estimator overcame the aforementioned problems by relatively softening the constraints in the initial condition process. Simulations showed that the system estimator was significantly more effective than the standard GMM estimator. (For a detailed discussion, see Blundell et al. 2000).

Dynamic panel data models, especially those based on the system GMM estimator, are not suitable for analyzing binary endogenous variables in binary structure despite all their advantages. However, it is doubtless that many important variables in the binary structure, such as crises and stagnations, have dynamic effects and the lack of consideration of these effects in the analysis will be a major deficiency. In this context, dynamic panel probit models stand out as an alternative method. Although the main idea is similar to conventional dynamic panel data models, they are significantly different from them as estimation methodology. However, there are usually two problems in modeling the dynamic effects in such models. The first is that the unobserved individual heterogeneity is correlated, and the other is that the idiosyncratic shocks are correlated. These problems come from the state dependence between the dependent variable and its lags.

In fact, in panel data econometrics, it is a long time matter to define the state dependence of an individual’s choice based on unobservable heterogeneity. It is highly probable that a specific individual in the sample will exhibit a t behavior at the time t + 1.

This effect is called state dependency and makes the model inconsistent when it comes to a standard panel probit model. In this context, when unit-specific impacts are ignored, estimates may be biased. In the literature, the problem is usually solved by including a time-invariant error term in the model. However, this term may be correlated with initial conditions and, ultimately with the endogenous variable, leading to a problem called initial condition problem (Heckman, 1981, Ehreke et al., 2016).
Heckman (1981) stated that the performance of Maximum Likelihood (ML) estimates of probit models including the delays of the dependent variable was poor for the reasons explained above. However, this is not a surprising result because similar problems are observed in linear autoregressive models. In this respect, the only difference between dynamic binary choice models and linear dynamic models is in terms of sampling distributions (Arellano, 2003).

The dynamic panel probit approach is unaffected by these problems, as it captures heterogeneity by including time-constant random effects to the conditional mean functions because the model parameters are estimated by the Maximum Likelihood (ML) estimator (Kano, 2013, Liesenfeld et al. 2007).

However, the Heckman estimator will become inconsistent if the error terms are autocorrelated. The most recently developed maximum simulated likelihood (MSL) estimator has overcome this problem of inconsistency (Kano, 2013, Ehreke et al., 2016). After Keane (1994) and Hyslop's (1999) pioneering work, Keane and Sauer (2009, 2010) developed simulation algorithms.

In the literature, empirical studies with these models are extremely low compared to those performed with dynamic panel data models. However, studies show that the forecast accuracy of dynamic panel probit models is high. For example, Antunes et al. (2016, 2018) showed that the forecast performance of early warning models performed with these models was significantly higher. In terms of determining the dynamic effects in the analyzed data set, the forecast power is much higher than the similar ones in the static structure. In the light of these explanations, dynamic panel probit method has been preferred since it allows dynamic analysis of a binary dependent variable in a binary structure such as bank crisis, as well as it allows to make more efficient and unbiased forecasts.

Researchers conducting empirical studies based on panel data sets often want to define a shadow or binary dependent variable \( y_{it} \) as a function of its own delays \( y_{i,t-1} \). Thus, the answer is sought as to whether the dependent variable is affected by its past movements.

Banking crises are such a variable and can also be explained as a function of its own delays. Therefore, a dynamic logit and/or probit model are required for analysis.

When a dynamic model is established, the dependent variable will be correlated to its own past values due to unobserved heterogeneity. If these delays are considered as exogenous inconsistent estimators, then the initial conditions problem will come into play. However, it is unclear which one of the above-mentioned estimation approaches is more successful against such problems that may occur in the estimation process and may decrease the prediction efficiency. Studies, in this area, are insufficient based on small and large samples. Miranda (2007) determined that Heckman's method produces estimates of low and high sensitivity bias compared to other two methods. The Heckman method is also satisfactory in the calculation of confidence intervals and other methods can give extremely bad results especially when the dependent variable is highly correlated with its past values.
The general structure of the dynamic probit model (Heckit), which forms the basis of Heckman’s (1981) method, can be shown as follows:

\[ y_{it}^* = \gamma y_{i,t-1} + \beta x_{it} + u_i + \varepsilon_{it} \]  
\[ y_{i0}^* = \theta z_{it} + \delta u_i + \eta_{it} \]

In this system of equilibrium, \( y_{it}^* \) \((i = 1, ..., N; t = 2, ..., T)\) is latent which means that it is a dependent variable that cannot be directly observed. The observed binary variable, \( y_{it} \) is assumed to comply with the following assumption:

\[ y_{it} = \begin{cases} y_{it}^* \geq 0 & \Rightarrow 1 \\ y_{it}^* < 0 & \Rightarrow 0 \end{cases} \]

\( x_{it} \) independent variables are arbitrary independent instrumental variables vectors, \( u_i \) is unobserved individual-specific random effects. \( \varepsilon_{it} \) and \( \eta_{it} \) are error terms that are assumed to be distributed as \( N(0, 1) \) and are assumed not to be serially correlated. The correlation between \( y_{it}^* \) and \( y_{i0}^* \) is denoted by \( \rho \) and is calculated as follows:

\[ \rho = \frac{\delta}{\sqrt{2(\delta^2 + 1)}} \]

Equations (1) and (2) are estimated together as a system. One of the maximum likelihood and the ML + Gauss-Hermite quadrature or the Maximum Simulated Likelihood Estimator can be used in the forecasting process.

In our study, banking crisis (\( \text{crisis}_{it} \)) is defined as a shadow variable that takes a zero-time zero value when the crisis occurs for country \( i \) \((i = 1, ..., n)\) and time \( t \) \((t = 1, ..., T)\). This variable, except for their own delays, is considered to be influenced fundamentally by credits to private sector \( \text{crd}_{it} \), non-performing loans \( \text{npl}_{it} \) and by provisions for non-performing loans \( \text{pnpl}_{it} \).

It is envisaged that the excessive credit growth will increase the non-performing loans and both direct and non-performing credits will raise the possibility of a banking crisis. It is believed that there is a positive relationship between these variables and bank crises. On the other hand, the provisions for non-performing loans are assumed to increase the robustness of banks against credit risk. Therefore, this variable is predicted to have a negative relationship with the banking crises.
After the 2008 global financial crisis, the systemic dimension of banking crises gained
importance and the importance of measuring systemic risk has increased. In this framework,
BIS has developed a credit-to-GDP gap \( \text{crdgap}_{it} \) as a systemic risk measure. Therefore, the
variable is added to the model as a measure of systemic risk and it is accepted that the effect
on banking crises will be positive. On the other hand, under the Basel Agreement, capital
adequacy limits are also applied to increase the resilience of the banking sector against crises.
In this context, the mandatory or regulatory capital \( \text{regcap}_{it} \) ratio is analyzed in the model.

Assuming that the increase of the mandatory capital ratio will increase the stability of the
banks and decrease the probability of the crisis in the system, it is accepted that the relationship
with the crisis will be negative. In addition, control variables that reflect the nature of the
economy and the conditions of the related country’s banking market are included in the model.
Concentration ratio \( \text{concit} \) and Boone indicator \( \text{Booneit} \) are modelled as sector-specific
variables that reflect the structure of the banking market and competitive conditions. The \( z \)
score \( \text{zit} \) in the model reflects the financial strength of the banks. The findings of studies on
the level of concentration and the effects of competition on banking crises in the literature show
differences. Therefore, no preliminary judgement has been made as to how these variables
could affect crises. However, it is predicted that the \( z \) score will have a negative relationship
with the crises. The inflation rate \( \text{inf}_{it} \), economic growth rate \( \text{grw}_{it} \) and current account
balance \( \text{ca}_{it} \) are considered as variables reflecting macroeconomic conditions.

Although the effects of inflation on the banking crisis cannot be predicted precisely, they
are thought to be inversely related to the growth rate. The increase in non-repayable loans
during periods of recession will increase the total risk of the banking system and carry the
thesis potential. On the other hand, chronic current account deficits are known to be a major
problem for emerging economies. Current account shocks may cause a bottleneck in the na-
tional banking system. Thus, either directly or under the twin crisis hypothesis framework,
it has the potential to lead to a currency crisis followed by a banking crisis. Therefore, it is
believed that the current account will negatively affect crises. If there is a current account
surplus, there will be no stress on the banking system, only the current account deficit will
have such a consequence.

In the light of these explanations, the variables involved in the model and possible inte-
raction with banking crises are expressed in the closed function below.

\[
\text{crisis}_{it} = f(\text{crdgap}_{it}, \text{regcap}_{it}, \text{concit}, \text{Booneit})
\]

The variables in equation (3) form the \( x_{it} \) vector in equation (1). The system of equations taking
place from equations (1) and (2) will be estimated by including the specified independent variables.
Data set

The study analyzes the data from 23 countries that entered the emerging market index of the Morgan Stanley International Capital Group (Morgan Stanley and Capital Group International / MSCI). The main reason for the institution to consider these countries in index calculation is that they offer significant investment opportunities with high growth rates and relatively low risk. In addition, despite the problems of high inflation, chronic current account deficit and dependence on foreign capital, it was accepted that they were different from other developing countries due to their reasonable performance during the 2008 global crisis period. This list of countries is presented in Annex Table 1. In the sample, there are annual data covering the 1998-2015 period of the 23 countries and the total number of observations is 4692. The definitions of the variables included in the analysis and the data sources are presented in Table 1.

In Table 2, some descriptive statistics are presented for the whole sample, while in Table 3, country-specific summary statistics are presented.

On average, most banking crisis occurred in Russia during the sampling period. Median values vary according to the country and variable. For example, in Pakistan and Egypt for npl, in Mexico, Colombia and Peru for pnlp, in United Arab Emirates, Indonesia, Turkey and Russia for krd, have higher median values. Similarly, in Czech Republic and China for crdgap, in Turkey for boone, in United Arab Emirates, Quatar and China for z score, in Russia and Egypt for inf, in China, India and Quatar for grw, in Quatar and Malaysia for ca, have higher median values.

Crdgap is considered as one of the best predictors of bank crises (Antunes et al., 2018). In the Czech Republic, China and Indonesia, this variable gave higher positive values. On the other hand, it is seen that it has a negative value in many countries such as United Arab Emirates and Thailand.

Findings

Both panel probit and dynamic panel probit methods were used in the analyses. First, (1) is estimated by the panel probit method. Then, the system of equations from (1) and (2) is estimated using the Heckit estimator and the Gauss-Hermite quadrature (ML + Gauss-Hermite quadrature) method. In the forecasting process, models with all variables are estimated first, then the meaningless variables are eliminated in order and only predictions with significant coefficients are reached. Estimation results, including both all variables and showing only significant coefficient values, are presented in Table 3, respectively. In this framework, estimates (1.2) and (2.2) are the most successful ones.
Table 1
Definitions of Variables and the Data Sources

| Variable | Definition | Data Sources |
|----------|------------|--------------|
| crisis   | Banking crisis dummy (1=banking crisis, 0=none) | World Bank Global Financial Development Database, 2017 |
| crd      | Private credit by deposit money banks to GDP (%) | “” “” “” “” |
| npl      | Bank nonperforming loans to gross loans | “” “” “” “” |
| pnpl     | Provisions to nonperforming loans | “” “” “” “” |
| regcap   | Bank regulatory capital to risk-weighted assets | “” “” “” “” |
| crdgap   | Credit-to-GDP gap\(^1\) | “” “” “” “” |
| concen   | 5-bank asset concentration | “” “” “” “” |
| Boone    | Boone Indicator | “” “” “” “” |
| z        | Bank Z-score | “” “” “” “” |
| inf      | Inflation, average consumer prices | IMF, World Economic Outlook Database, October 2017 |
| grw      | Gross domestic product, constant prices (percent change) | “” “” “” “” |
| ca       | Current account balance | “” “” “” “” |

Source: World Bank Global Financial Development Database, 2017 and IMF, World Economic Outlook Database, October 2017.

(1) The ratio of credit (extended to the private sector by banks) to GDP deviation from its Hodrick-Prescott trend.

In the dynamic model estimates, the instruments used as variables are credits, non-performing loans, provisions allocated to them, credit gap and mandatory capital. All instrumental variables appear to produce significant coefficient values. In addition, covariance matrix parameters $\theta$ and $\sigma$ gave significant coefficient values.

Wald test results show that the joint significance of explanatory variables is high in all estimates. This test, in the dynamic panel probit model estimates, only reflects the significance of the explanatory variables in the main equation.
Table 2
Descriptive Statistics

|       | Mean  | Std. Dev. | Min  | Median | Max  |
|-------|-------|-----------|------|--------|------|
| crisis| 0.0894| 0.2856    | 0.00 | 0.00   | 1.00 |
| npl   | 7.4711| 7.5429    | 0.00 | 5.25   | 48.60|
| pnpl  | 77.2884| 49.9924  | 0.00 | 73.57  | 282.72|
| regcap| 13.9366| 4.4519    | 0.00 | 13.94  | 30.90|
| crd   | 50.8632| 32.4072   | 0.00 | 49.52  | 165.86|
| crdgap| 0.0000| 4.8797    | -17.41| -0.17 | 26.14|
| concen| 68.0086| 22.8856  | 0.00 | 68.49  | 100.00|
| boone | -0.0368| 0.1889    | -1.02| -0.04  | 2.18 |
| z     | 12.0940| 8.8989    | -2.71| 11.69  | 93.74|
| inf   | 6.1652| 8.8562    | -4.88| 4.73   | 85.74|
| grw   | 4.3032| 3.9436    | -13.13| 4.58  | 26.17|
| ca    | 0.9047| 6.7574    | -21.07| 0.64  | 33.19|

Source: Calculated by us using data from World Bank Global Financial Development Database, 2017 and IMF, World Economic Outlook Database, October 2017.

When estimating results are examined, it is seen that both estimation approaches produce significantly different results. It is worth noting that although some variables, such as credit gap, z score and constant, produce significant coefficients in alternative estimation methods, their signs are different. In general terms, it can be said that the prediction results of the dynamic model are more consistent with the theoretical assumptions. In addition, this approach is more comprehensive and accurate than the panel probit estimates because it reflects the dynamic effects of the dependent variable. Therefore, only the estimation results of the dynamic model are focussed and studied.

Banking crises are positively affected by their past values, i.e. they have a strong persistence. Contrary to expectations, it has not been determined that credits and non-performing loans have a significant effect on banking crises. Instead, provisions for non-performing loans allocated by banks and credit gap as a systemic risk indicator appear to produce meaningful coefficient
values. As expected, it was observed that the provisions of non-performing loans negatively and credit gap positively affect the crisis. Therefore, it is prudent behaviour to adopt a useful loan loss provisioning to increase the robustness of the bank. On the other hand, it is quite reasonable to reach the conclusion that the increase in the credit gap, which is regarded as a leading indicator of systemic risks, contributes to the increase of the probability of a crisis.

Golemi (2015), Antunes et al. (2018), Alessi and Detken (2018) emphasize the importance of credit gap as a leading indicator reflecting bank crises in recent experimental studies. Golemi (2015), Alessi and Detken (2018) stated that unsustainable credit developments lead to the accumulation of systemic risks in terms of financial stability. In this regard, Antunes et al. (2018), Alessi and Detken (2018) have developed alternative early warning models. In addition to some other variables, the credit gap was included in both models.

Credit gap is a much more successful early warning indicator than asset prices or banking sector performance instruments. This variable is particularly high in determining the use of past high leverage (Alessi and Detken, 2018). However, it is also stated that there are some shortcomings such as giving false signals in real-time. Both Golemi (2018) and Alessi and Detken (2018) emphasize that the credit gap can be used in early warning models, however, they also state that the intervention of possible crises may be late and costly due to the delayed results of this variable. Therefore, other crisis determinants should be taken into consideration together with the variables.

In our study, consistent with Alessi and Detken (2018), Antunes et al. (2018), it was determined that both the delayed dependent variable and the credit gap explain the bank crises. However, it could not be determined that credit growth has a significant effect on crises. On the other hand, it was determined that some of the variables such as nonperforming loans, their provisions, z score and current account deficit, which were not taken into consideration in the mentioned studies, explained the crises.

It has been determined that the control variables, z score, and the current account balance affect the crises. The z score, which reflects the financial soundness of banks, is negatively related to crises, as expected. In a banking system where robust banks take place, the probability of a crisis will naturally diminish. The negative effect of the current account deficit on bank crises suggests that the probability of crisis falls when the current account runs a surplus and this probability increases as the current account deficit grows. The countries in our sample are highly sensitive to current account balances. Despite their different economic structures, countries are quite similar in terms of fighting the current account deficit. As the current account deficit increases, the likelihood of a bank crisis, within the twin crisis hypothesis, following a currency crisis will rise. On the contrary, when the current account balance is reached or deficit is at a sustainable level, the likelihood of such countries to enter a banking crisis will be low.
| Country                  | N  | crisis | nppl | pmpl | regcap | crd  | crdgap | concen | Boone | z    | inf   | grw | ca  |
|-------------------------|----|--------|------|------|--------|------|--------|--------|-------|------|-------|-----|-----|
| Brazil                  | 17 | 0.06   | 3.49 | 155.85 | 16.64 | 35.78 | 0.36    | 62.09 | -0.18 | 14.53 | 6.27  | 3.03 | -2.98 |
| Chile                   | 17 | 0.00   | 1.70 | 131.15 | 13.32 | 62.14 | 0.17    | 71.74 | -0.02 | 8.11  | 3.33  | 4.28 | -0.99 |
| China                   | 17 | 0.06   | 2.04 | 36.75 | 9.90  | 111.32 | 0.94    | 67.26 | -0.02 | 24.96 | 1.65  | 9.15 | 2.64  |
| Colombia                | 17 | 0.17   | 3.25 | 144.90 | 15.70 | 30.79 | -0.22   | 67.94 | -0.14 | 6.83  | 5.30  | 3.95 | -2.32 |
| Czech Republic          | 17 | 0.17   | 5.23 | 52.85 | 14.40 | 46.72 | 1.30    | 78.64 | -0.08 | 4.83  | 2.03  | 2.70 | -2.26 |
| Egypt, Arab Rep.        | 17 | 0.00   | 13.60 | 75.40 | 13.70 | 42.68 | 0.02    | 69.50 | -0.05 | 13.98 | 8.38  | 4.42 | -1.25 |
| Greece                  | 17 | 0.22   | 8.26 | 46.65 | 12.23 | 74.05 | -0.97   | 81.27 | -0.01 | 4.77  | 3.07  | 1.84 | -7.27 |
| Hungary                 | 17 | 0.22   | 3.90 | 51.57 | 13.81 | 45.21 | -1.13   | 71.42 | -0.12 | 3.80  | 5.07  | 3.49 | -6.93 |
| India                   | 17 | 0.00   | 4.78 | 47.53 | 12.58 | 39.74 | -0.18   | 43.27 | -0.09 | 8.94  | 6.00  | 7.68 | -1.12 |
| Indonesia               | 17 | 0.22   | 4.25 | 54.57 | 19.01 | 23.05 | 0.87    | 58.61 | 0.01  | 4.13  | 6.54  | 5.02 | 1.64  |
| Korea, Rep.             | 17 | 0.06   | 0.75 | 46.15 | 12.30 | 85.24 | -0.03   | 0.00  | 0.00  | 7.61  | 2.76  | 3.80 | 2.25  |
| Malaysia                | 17 | 0.11   | 7.50 | 35.70 | 14.64 | 111.23 | -0.08   | 82.18 | -0.04 | 13.82 | 2.07  | 5.43 | 11.08 |
| Mexico                  | 17 | 0.00   | 2.90 | 164.15 | 15.64 | 17.18 | -0.09   | 77.28 | -0.06 | 19.23 | 4.35  | 2.98 | -1.43 |
| Pakistan                | 17 | 0.00   | 13.73 | 70.70 | 12.40 | 21.62 | -0.11   | 91.29 | -0.08 | 9.00  | 7.79  | 3.98 | -1.29 |
| Peru                    | 17 | 0.00   | 3.94 | 107.34 | 13.10 | 24.45 | -0.07   | 87.91 | -0.09 | 14.69 | 3.09  | 5.21 | -2.36 |
| Philippines             | 17 | 0.22   | 6.65 | 68.39 | 16.96 | 30.43 | 0.14    | 60.27 | -0.03 | 16.83 | 4.47  | 4.87 | 2.31  |
| Poland                  | 17 | 0.00   | 5.20 | 64.45 | 13.65 | 32.40 | 0.40    | 56.91 | -0.09 | 7.93  | 3.02  | 3.79 | -4.03 |
| Qatar                   | 17 | 0.00   | 0.00 | 0.00  | 0.00  | 32.44 | 0.15    | 96.58 | -0.01 | 26.79 | 2.22  | 7.76 | 19.45 |
| Russian Federation      | 17 | 0.28   | 6.12 | 74.88 | 16.40 | 28.78 | -0.54   | 43.08 | -0.05 | 6.79  | 12.17 | 5.08 | 5.50  |
| South Africa            | 17 | 0.00   | 3.18 | 45.37 | 13.50 | 66.07 | -0.32   | 98.95 | -0.13 | 13.87 | 5.63  | 2.99 | -2.75 |
| Thailand                | 17 | 0.17   | 8.00 | 52.67 | 13.75 | 98.93 | -1.09   | 66.96 | -0.04 | 2.50  | 2.19  | 4.32 | 3.42  |
| Turkey                  | 17 | 0.11   | 4.45 | 77.84 | 17.95 | 24.36 | -0.87   | 66.32 | 0.44  | 7.99  | 8.87  | 5.85 | -3.96 |
| United Arab Emirates    | 17 | 0.00   | 7.80 | 87.25 | 19.15 | 54.41 | -2.67   | 75.75 | -0.03 | 27.03 | 2.57  | 3.79 | 7.46  |
| **Total**               | 391 | 2.06  | 120.7 | 1692.08 | 320.71 | 1138.95 | -4.0158 | 1575.165 | -0.89 | 268.91 | 108.828 | 105.407 | 14.7945 |
|          | crisis | aprl | regcap | crd | cgap | concen | Boone | z   | inf | grw | ca |
|----------|--------|------|--------|-----|------|--------|-------|-----|-----|-----|----|
| crisis   | 1.000  |      |        |     |      |        |       |     |     |     |    |
| aprl     | 0.418  | 1.000|        |     |      |        |       |     |     |     |    |
| regcap   | -0.269 | 0.304| 1.000  |     |      |        |       |     |     |     |    |
| crd      | -0.070 | -0.077| 0.354  | 1.000|      |        |       |     |     |     |    |
| cgap     | 0.107  | 0.080| -0.138 | -0.116| 1.000| 0.211  | 0.036 |     |     |     |    |
| concen   | 0.028  | 0.006| 0.064  | 0.113| 0.036| 1.000  |       |     |     |     |    |
| Boone    | 0.058  | 0.088| 0.032  | 0.023| 0.008| 0.017  | 0.127 | 1.000|     |     |    |
| z        | -0.054 | -0.046| 0.078  | -0.084| 0.060| -0.058| -0.014| -0.082| 1.000|     |    |
| inf      | 0.156  | 0.173| -0.032 | 0.002| 0.116| 0.084  | 0.002 | 0.017| 0.118| 0.267|    |
| grw      | 0.256  | 0.230| -0.014 | -0.083| 0.294| 0.083  | 0.114| 0.086| 0.267| 0.266|    |
| ca       | -0.010 | -0.019| -0.034| -0.077| 0.178| -0.102| 0.005| 0.149| 0.005|      |    |
Table 5
Descriptive Statistics

|                  | [1.1]          | [1.2]          | [2.1]          | [2.2]          |
|------------------|----------------|----------------|----------------|----------------|
|                  | Coef.          | z Test         | Coef.          | z Test         |
| **b**_crit-sts(-1) | 2.3547         | 6.664 ***      | 2.5843         | 7.029 ***      |
| const            | 0.05301        | 4.600 ***      | -1.2611        | -1.285 **      |
| crd              | 0.02594        | 1.000          | 0.0032         | 0.710          |
| sml              | -0.01272       | -2.790 ***     | 0.0355         | 1.504 *        |
| ppl              | -0.01039       | 0.160          | 0.01888        | -3.978 ***     |
| regcap           | -0.00182       | 0.430          | -0.0039        | 0.8404         |
| crdgap           | -0.01181       | -2.520 **      | 0.00307        | 1.530 *        |
| concen           | -0.31851       | -0.440         | -0.0089        | -1.026 *       |
| Borne            | -0.02567       | -1.420         | 0.3917         | 0.759          |
| z                | 0.01968        | 1.760 *        | 0.01499        | 1.600 *        |
| inf              | -0.14476       | -3.890 ***     | -0.17259       | -5.780 ***     |
| grw              | 0.06008        | 0.250          | 0.0699         | 0.143          |
| ca               | -0.13021       | -0.190         | -0.0843        | -1.918 *       |

**Instrumental Variables:**

|                  | Coef.          | z Test         | Coef.          | z Test         |
|------------------|----------------|----------------|----------------|----------------|
|                  | -3.774810      | -17.180 ***    | -4.393110      | -16.800 ***    |
| crd              | 5.5819         | 17.190 ***     | 6.3494         | 16.810 ***     |
| sml              | 17.0866        | 17.070 ***     | 20.2075        | 16.580 ***     |
| ppl              | 2.0139         | 17.290 ***     | 1.7495         | 17.170 ***     |
| regcap           | -17.1089       | -17.120 ***    | -15.6330       | -16.610 ***    |
| crdgap           | 15.6608        | 16.970 ***     | 12.3085        | 16.400 ***     |
| a                | 173.3100       | 2.519 **       | 193.1990       | 2.002 **       |
| a                | 0.4075         | 2.274 **       | 0.4476         | 1.898 *        |

**Wald Test:**

|                  | Coef.          | z Test         |
|------------------|----------------|----------------|
| $\chi^2$         | 53.600         | [0.000]        |
| Log-likelihood   | -38.955        | -41.401        |
| BIC              | 204.453        | 167.163        |
| AIC              | 119.91         | 119.801        |
| HQC              | 153.344        | 133.091        |

(***), (**) and (*) represent $r$ statistics that are significant at 1%, 5% and 10% levels, respectively.
In this study, we mainly focused on the banking crisis in emerging economies. However, for bank crises in developed economies, Alessi and Detken (2018) and Antunes et al. (2018) give important clues. These studies analyze European countries for different periods and most of the countries examined are developed countries. It is seen that bank crises are further explained by a number of other variables such as credit growth, credit gap, stock prices, debt service ratio, and housing price index. Their findings show that credit growth and credit gap strongly explain bank crises.

**Conclusion**

The effects of credit-based variables on bank crises in the emerging 23 economies were investigated. In particular, the effects of credits and non-performing on crises are focused. Additionally, bank system-specific and macroeconomic control variables are included in the analysis. Findings show that private sector lending by banks and non-performing loans reflecting credit risk do not explain bank crises. Instead, it has been determined that the provisions for non-performing loans by banks and the credit gap that is considered to reflect the systemic risk in the banking system affect crises.

According to findings, as the provisions for non-performing loans are increased, the stability of the banking system increases and the probability of crisis decreases. On the other hand, an escalation in the level of credit gap - a sign of systemic risk - increases the likelihood of a crisis. Furthermore, in recent experimental studies, the credit gap has been used as a leading indicator for both banking crisis and in early warning models for developed countries.

The z score, which is included in the analysis as a control variable and shows the financial robustness of the banks, is also in negative relation with the crises. This means that as the financial strength of banks increases, the likelihood of crisis falls. The emerging economies in the sample are quite similar in terms of the high current account deficit problem despite their different economic structures and growth approaches. For this reason, it is clear that the increase in current account deficits, though indirectly increased the probability of a banking crisis in the context of the twin deficit hypothesis.

Findings clearly show the importance of policies to offset systemic risk and a provisioning mechanism that will balance the non-performing loans in emerging economies. In addition, the financial structures of banks should be closely monitored and strengthened. This implies the importance of high capital adequacy. On the other hand, the sustainability of the current account deficit in such countries, which are largely dependent on foreign capital, is an important factor that should be taken into consideration in terms of the stability of the banking system against crises.

Lastly, for both developed and emerging economies, credit-based variables can be considered as leading indicators or determinants of possible bank crises.
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### Table A1
Countries in the Sample

| Country                  | Country         |
|--------------------------|-----------------|
| Brazil                   | Mexico          |
| Chile                    | Pakistan        |
| China                    | Peru            |
| Colombia                 | Philippines     |
| Czech Republic           | Poland          |
| Egypt, Arab Rep.         | Qatar           |
| Greece                   | Russian Federation |
| Hungary                  | South Africa    |
| India                    | Thailand        |
| Indonesia                | Turkey          |
| Korea, Rep.              | United Arab Emirates |
| Malaysia                 |                 |

Source: Morgan Stanley and Capital Group International (MSCI)