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ABSTRACT

We propose in this work the gradient-enhanced deep neural networks (DNNs) approach for function approximations and uncertainty quantification. More precisely, the proposed approach adopts both the function evaluations and the associated gradient information to yield enhanced approximation accuracy. In particular, the gradient information is included as a regularization term in the gradient-enhanced DNNs approach, for which we present similar posterior estimates (by the two-layer neural networks) as those in the path-norm regularized DNNs approximations. We also discuss the application of this approach to gradient-enhanced uncertainty quantification, and present several numerical experiments to show that the proposed approach can outperform the traditional DNNs approach in many cases of interests.

Keywords Deep neural networks · Two-layer neural network · Barron space · uncertainty quantification

1 Introduction

In recent years, deep neural networks (DNNs) have been widely used for dealing with scientific and engineer problems, such as function approximations [20, 18, 23], numerical partial differential equations (PDEs) [21, 24, 17], image classification [4, 7] and uncertainty quantification [16, 14, 25], to name a few. Compared to traditional tools such as polynomials [2], radial basis functions [12] and kernel methods [8], one of the main advantages of DNNs is its potential approximation capacity for high dimensional problems. Unlike classic tools such as polynomial approximations (for which the relevant theoretical analysis results have been well studied), the associated theoretical analysis for DNNs is still in its infancy. Among others, we mention the seminal works [1, 23] where the concept of "Barron space" was proposed, and some approximation results for DNNs were presented.

In this work, we shall present the gradient-enhanced DNNs approach. More precisely, our approach adopts both the function evaluations and the associated gradient information. This is similar as in the classic Hermite type interpolation. Our main contributions are summarized as follows:

- We present the gradient-enhanced DNNs approach, where the gradient information is included as a regularization term.
- For the gradient-enhanced DNNs approach, we present similar posterior estimates (via a two-layer neural network) as those in the path-norm regularized DNNs approximations. More precisely, we show that the posterior generalization error can be bounded by $O\left(d\|\theta\|_P \sqrt{\frac{\ln(2d)}{n}} + \|\theta\|_P \frac{\ln(\|\theta\|_P)}{\sqrt{n}}\right)$, where $n$ is the number of training points, $\|\theta\|_P$ is the path norm and $d$ is the dimension.
We begin the discussion by considering function approximations via DNNs with labeled data. In particular, we consider gradient-enhanced polynomial approximations have been proposed for uncertainty quantification [8] [9] [10] [11]. Meanwhile, a gradient-enhanced physics-informed neural networks was proposed to improve the accuracy and training efficiency of PINNs in [20], where the gradient information (i.e. the associated adjoint equation) is included to yield a modified PINNs loss function.

The rest of this paper is organized as follows. In Section 2, we set up the problem and present some preliminaries. In Section 3 we present the error estimations in two-layer neural network for gradient regularized approximation problem. Applications to uncertainty quantification are discussed in Section 4. Finally, we give some concluding remarks in Section 5.

2 Preliminaries

2.1 Problem setup

We begin the discussion by considering function approximations via DNNs with labeled data. In particular, we consider the target function \( f^*: \mathbb{R}^d \rightarrow \mathbb{R} \). And we assume that the following data are available: \( \{ x_i, y_i, y_i' \}_{i=1}^n \). Here \( y_i \) and \( y_i' \) are the functional evaluations and gradient evaluations, respectively. Namely,

\[
\begin{align*}
  y_i &= f^*(x_i), \quad i = 1, \ldots, n, \\
  y_i' &= \nabla f^*(x_i), \quad i = 1, \ldots, n.
\end{align*}
\]

(2.1)

For simplicity, we assume that the data \( \{ x_i \} \) lie in \( \mathcal{X} = [-1, 1]^d \) and \( 0 \leq f^* \leq 1 \). We shall show our analysis results via a two-layer neural network, for which the nonlinear function can be defined as:

\[
f(x; \theta) = \sum_{i=1}^m a_k \sigma(w_k^T x),
\]

(2.2)

where \( w_k \in \mathbb{R}^d \), \( \sigma: \mathbb{R} \rightarrow \mathbb{R} \) is a nonlinear activation function, and \( \theta = \{(a_k, w_k)\}_{k=1}^m \) is the unknown parameter. We define a truncated form of \( f(x; \theta) \) through

\[
Tf(x; \theta) = \max \{ \min \{ f(x; \theta), 1 \}, 0 \}.
\]

By an abuse of notation, in the following we still use \( f(x; \theta) \) to denote \( Tf(x; \theta) \). For the training \( \{ x_i, y_i \}_{i=1}^n \), the population risk can be defined by

\[
L(\theta) = \mathbb{E}_{x,y}[\ell(f(x; \theta), y)].
\]

(2.3)

The discrete empirical risk with the training data yields

\[
L_n(\theta) = \frac{1}{n} \sum_{i=1}^n \ell(f(x_i; \theta), y_i),
\]

(2.4)

where \( \ell(f(x), y) = \frac{1}{2}(f(x) - y)^2 \). For the gradient information, we consider

\[
L'(\theta) = \mathbb{E}_{x,y}[\ell'(\nabla f(x; \theta), y')].
\]

(2.5)

where \( \ell'(\nabla f(x; \theta), y') = \| \nabla f(x; \theta) - y' \|_2 \) and \( \| \cdot \|_q \) indicates the \( \ell_q \) norm of a vector. Similarly, the discrete empirical risk with the training data \( \{ x_i, y_i, y_i' \}_{i=1}^n \) yields

\[
L'_n(\theta) = \frac{1}{n} \sum_{i=1}^n [\ell'(\nabla f(x_i; \theta), y_i')]^2.
\]

(2.6)

Moreover, the path norm of the two-layer neural network is defined as:

\[
\| \theta \|_P := \sum_{k=1}^m |a_k| |w_k|_1.
\]

(2.7)

We are now ready to present the so called gradient-enhanced DNNs approach.
Definition 2.1 (Gradient-enhanced DNNs model). For a two-layer neural network $f(\cdot; \theta)$ of width $m$, the gradient regularized risk is defined as:

$$J_{n,\beta}(\theta) := L_n(\theta) + \beta \cdot L_n'(\theta).$$

The corresponding regularized estimator is defined as

$$\theta_{n,\beta} = \arg \min J_{n,\beta}(\theta).$$

Note that the minimizers is not necessarily unique, and $\theta_{n,\beta}$ should be understood as any of the minimizers.

The above approach can be viewed as an extension of the classic Hermite interpolation \[28, 27\], and is motivated by applications such as gradient-enhanced uncertainty quantification \[3, 5, 6, 9, 15\].

2.2 Barron space

We now provide a brief overview of Barron space \[22\]. Let $\mathbb{S}^{d-1} := \{w \in \mathbb{R}^d \mid \|w\|_1 = 1\}$. Let $\mathcal{F}$ be the Borel $\sigma$-algebra on $\mathbb{S}^{d-1}$ and $\mathbb{P}(\mathbb{S}^{d-1})$ be the collection of the probability measures on $(\mathbb{S}^{d-1}, \mathcal{F})$. Let $\mathcal{B}(\mathcal{X})$ be the collection of functions that admit the following integral representation:

$$f(x) = \int_{\mathbb{S}^{d-1}} a(w)\sigma(\langle w, x \rangle) d\pi(w), \quad \forall x \in \mathcal{X},$$

where $\pi \in \mathbb{P}(\mathbb{S}^{d-1})$, and $a(\cdot)$ is a measurable function with respect to $(\mathbb{S}^d, \mathcal{F})$. For any $f \in \mathcal{B}(\mathcal{X})$ and $p \geq 1$, we define the following norm

$$\gamma_p(f) := \inf_{(a, \pi) \in \Theta_f} \left( \int_{\mathbb{S}^{d-1}} |a(w)|^p d\pi(w) \right)^{1/p},$$

where

$$\Theta_f = \left\{ (a, \pi) \mid f(x) = \int_{\mathbb{S}^{d-1}} a(w)\sigma(\langle w, x \rangle) d\pi(w) \right\}.$$

Definition 2.2 (Barron space \[22\]). The Barron space is defined as

$$\mathcal{B}_p(\mathcal{X}) := \left\{ f \in \mathcal{B}(\mathcal{X}) \mid \gamma_p(f) < \infty \right\}.$$

We next present several assumptions.

Assumption 2.1. Throughout the paper we assume that

- $\mathcal{X} = [-1, 1]^d$ and $0 \leq f^* \leq 1$.
- The derivative of $f^*(x)$ is bounded by a constant $D$.
- The activation function $\sigma$ is scaling invariant, namely $\sigma(kx) = k\sigma(x)$, and satisfies $|\sigma(x)| \leq C_1|x|$, $|\sigma'| \leq C_2$ and $\sigma'$ is Lipschitz continuous with a positive constant $C_3$. In particular, we use ReLU as activation function with constant $C_1 = C_2 = C_3 = 1$.
- $\ln(2d) \geq 1$, here $d$ is the dimension of input data.

3 Error estimates for the gradient-enhanced DNNs approach

In this section, we present the error estimates for the gradient-enhanced DNNs approach. To this aim, we first present the following Theorem.

Theorem 3.1. For any $f \in \mathcal{B}_2(\mathcal{X})$, there exists a two-layer neural network $f(\cdot; \tilde{\theta})$ of width $m$, such that

$$\mathbb{E}_x \left[ \left( f(x) - f(x; \tilde{\theta}) \right)^2 \right] \leq \frac{3\gamma_2^2(f)}{m},$$

$$\mathbb{E}_x \left[ \left\| \nabla f(x) - \nabla f(x; \tilde{\theta}) \right\|^2 \right] \leq \frac{7\gamma_2^2(f)}{m},$$

$$\|\tilde{\theta}\|_p \leq 2\gamma_2(f).$$
Proof. Let \((a, \pi)\) be the best representation of \(f\), i.e., \(\gamma_2^2(f) = \mathbb{E}_\pi [\|a(w)\|^2]\). And let \(U = \{w_j\}_{j=1}^m\) be i.i.d. random variables drawn from \(\pi(\cdot)\). Define

\[
\tilde{f}_U(x) := \frac{1}{m} \sum_{j=1}^{m} a(w_j) \sigma((w_j, x)).
\]

Then the derivative of \(f\) with respect to \(x\) is

\[
\nabla \tilde{f}_U(x) = \frac{1}{m} \sum_{j=1}^{m} a(w_j) \sigma'((w_j, x)) w_j^T.
\]

Let \(L_U^1 = \mathbb{E}_x [\|\tilde{f}_U(x) - f(x)\|^2]\), \(L_U^2 = \mathbb{E}_x [\|\nabla \tilde{f}_U(x) - \nabla f(x)\|_2^2]\). Then we have

\[
\mathbb{E}_U[L_U^1] = \mathbb{E}_x \mathbb{E}_U \left[ \|\tilde{f}_U(x) - f(x)\|^2 \right] = \mathbb{E}_x \mathbb{E}_U \left[ \frac{1}{m} \sum_{j=1}^{m} (a(w_j) \sigma((w_j, x)) - f(x))^2 \right]
= \frac{1}{m^2} \mathbb{E}_x \mathbb{E}_U \left[ \sum_{j=1}^{m} (a(w_j) \sigma((w_j, x)) - f(x))^2 \right] \leq \frac{1}{m} \mathbb{E}_x \mathbb{E}_w \left[ (a(w) \sigma(\langle w, x \rangle))^2 \right] \leq \frac{1}{m} \mathbb{E}_x \mathbb{E}_w \left[ |a(w)|^2 \sigma(\langle w, x \rangle) \right] \leq \frac{1}{m} \mathbb{E}_x \mathbb{E}_w \left[ |a(w)|^2 \right].
\]

Since \(\|w_j\|_1 = 1\) and \(x \in [-1, 1]^d\), we have \(\langle w_j, x \rangle \leq \langle w_j, x_0 \rangle \leq \|w_j\|_1 = 1\) where \(x_0 = (x_{01}, x_{02}, \ldots, x_{0d})\) and \(x_{0i} = \text{sgn}(w_{ji})\), which implies the last inequality. Meanwhile,

\[
\mathbb{E}_U[L_U^2] = \mathbb{E}_x \mathbb{E}_U \left[ \|\nabla \tilde{f}_U(x) - \nabla f(x)\|_2^2 \right] = \mathbb{E}_x \mathbb{E}_U \left[ \frac{1}{m} \sum_{j=1}^{m} a(w_j) \sigma'((w_j, x)) w_j^T - \nabla f(x) \right]_2^2
= \frac{1}{m^2} \mathbb{E}_x \mathbb{E}_U \left[ \sum_{j=1}^{m} (a(w_j) \sigma'((w_j, x)) w_j^T - \nabla f(x)) \cdot \left( \sum_{i=1}^{m} (a(w_i) \sigma'((w_i, x)) w_i^T - \nabla f(x)) \right) \right]
= \frac{1}{m^2} \mathbb{E}_x \mathbb{E}_{w, w} \sum_{i,j=1}^{m} (a(w_j) \sigma'((w_j, x)) w_j^T - \nabla f(x)) \cdot (a(w_i) \sigma'((w_i, x)) w_i^T - \nabla f(x))
\]

Denote the path norm of \(\tilde{f}_U(x)\) by \(A_U\), we have \(\mathbb{E}[A_U] = \gamma_1(f) \leq \gamma_2(f)\).
Define events $E_1 = \left\{ L_{1i}^1 < \frac{3\gamma_2(f)}{m} \right\}$, $E_2 = \left\{ L_{1i}^2 < \frac{\gamma_3(f)}{m} \right\}$, $E_3 = \{ A_U < 2\gamma_2(f) \}$. Using Markov's inequality, we have

$$\mathbb{P}(E_1) = 1 - \mathbb{P}\left( \left\{ L_{1i}^1 > \frac{3\gamma_2(f)}{m} \right\} \right) \geq 1 - \frac{\mathbb{E}[L_{1i}^1]}{3\gamma_2(f)/m} \geq 1 - \frac{\gamma_2(f)^2/m}{3\gamma_2(f)/m} = \frac{2}{3};$$

$$\mathbb{P}(E_2) = 1 - \mathbb{P}\left( \left\{ L_{1i}^2 > \frac{\gamma_3(f)}{m} \right\} \right) \geq 1 - \frac{\mathbb{E}[L_{1i}^2]}{\gamma_3(f)/m} \geq 1 - \frac{\gamma_2(f)^2/m}{\gamma_3(f)/m} = \frac{6}{7};$$

$$\mathbb{P}(E_3) = 1 - \mathbb{P}\left( \left\{ A_U \geq 2\gamma_2(f) \right\} \right) \geq 1 - \frac{\mathbb{E}[A_U]}{2\gamma_2(f)} \geq 1 - \frac{\gamma_2(f)}{2\gamma_2(f)} = \frac{1}{2}.$$

Therefore, let $E_4 = E_1 \cap E_3$, then $\mathbb{P}(E_1 \cap E_3) \geq \mathbb{P}(E_1) + \mathbb{P}(E_3) - 1 = \frac{1}{6}$. Hence,

$$\mathbb{P}(E_1 \cap E_2 \cap E_3) = \mathbb{P}(E_4) \geq \mathbb{P}(E_1) + \mathbb{P}(E_2) - 1 \geq \frac{1}{6} + \frac{6}{7} - 1 = \frac{1}{42} > 0,$$

i.e., $E_1 \cap E_2 \cap E_3 \neq \emptyset$, which completes the proof.

### 3.1 A posteriori error estimation

In order to give a posteriori error estimation, we need to introduce the definition of Rademacher complexity and review some related conclusions.

**Definition 3.1 (Rademacher complexity [19])**. Let $S = \{ x_1, x_2, \ldots, x_n \}$ be $n$ i.i.d samples, $F \circ S$ be the set of all possible evaluations a function $f \in F$ can achieve on a sample $S$, namely,

$$F \circ S = \left\{ (f(x_1), f(x_2), \ldots, f(x_n)) \mid f \in F \right\}.$$

Let each component of random variable $\xi$ be i.i.d. according to $\mathbb{P}[\xi_i = 1] = \mathbb{P}[\xi_i = -1] = \frac{1}{2}$. Then, the Rademacher complexity of $F$ with respect to $S$ is defined as follows:

$$R_n(F \circ S) := \mathbb{E}_\xi \left[ \sup_{f \in F} \sum_{i=1}^n \xi_i f(x_i) \right].$$

**Lemma 3.1 (Lemma 26.11 of [19])**. Let $S = \{ x_1, x_2, \ldots, x_n \}$ be vectors in $\mathbb{R}^d$, $H_1 = \{ x \mapsto \langle w, x \rangle \mid \|w\|_1 \leq 1 \}$. Then,

$$R_n(H_1 \circ S) \leq \max_i \|x_i\|_\infty \sqrt{\frac{2\ln(2d)}{n}}.$$

**Lemma 3.2 (Lemma 26.9 of [19])**. For each $i \in [n] = \{1, 2, \ldots, n\}$, let $\phi_i : \mathbb{R} \rightarrow \mathbb{R}$ be a $\rho$-Lipschitz continuous, namely for all $\alpha, \beta \in \mathbb{R}$ we have $|\phi_i(\alpha) - \phi_i(\beta)| \leq \rho|\alpha - \beta|$. For $a \in \mathbb{R}^n$, let $\phi(a)$ denote the vector $(\phi_1(a_1), \ldots, \phi_n(a_n))$. Let $\phi \circ A = \{ \phi(a) : a \in A \}$. Then,

$$R_n(\phi \circ A) \leq \rho R_n(A).$$

**Lemma 3.3 (Lemma 26.6 of [19])**. For any $A \subset \mathbb{R}^n$, scale $c \in \mathbb{R}$, and vector $a_0 \in \mathbb{R}^n$, we have

$$R_n\left( \{ |a + a_0| : a \in A \} \right) \leq |c|R_n(A).$$

**Lemma 3.4.** For any $A, B \subset \mathbb{R}^n$, we have

$$R_n(A + B) \leq R_n(A) + R_n(B).$$

Here $A + B = \{ a + b : a \in A, b \in B \}$.

**Lemma 3.5 (Lemma B.3 of [22])**. Let $F_Q = \{ f(x; \theta) \mid \|\theta\|_p \leq Q \}$ be the set of two-layer networks with path norm bounded by $Q$, then we have

$$R_n(F_Q \circ S) \leq 2Q \sqrt{\frac{2\ln(2d)}{n}}.$$

**Lemma 3.6 (Vector valued Rademacher complexity [13])**. Let $X$ be any set, $(x_1, \ldots, x_n) \in X^n$, let $F$ be a class of functions $f : X \rightarrow \ell_2$ and let $h_i : \ell_2 \rightarrow \mathbb{R}$ have Lipschitz norm $\text{Lip}$, where $\ell_2$ denote the Hilbert space of square summable sequences of real numbers. Then

$$\mathbb{E} \left[ \sup_{f \in F} \sum_{i=1}^n \xi_i h_i(f(x_i)) \right] \leq \sqrt{2\text{Lip}} \cdot \mathbb{E} \left[ \sup_{f \in F} \sum_{i=1}^d \sum_{k=1}^d \xi_{ik} f_k(x_i) \right].$$

where $\xi_{ik}$ is an independent doubly indexed Rademacher sequence according to probability distribution $\mathbb{P}[\xi_{ik} = -1] = \mathbb{P}[\xi_{ik} = 1] = \frac{1}{2}$ and $f_k(x_i)$ is the $k$-th component of $f(x_i)$. 
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Lemma 3.7. Let $S = \{x_1, x_2, \cdots, x_n\}$, $\{y'_i\}_{i=1}^n$ denotes the gradient information, where $y'_i \in \mathbb{R}^d \forall i \in [n]$.

$$
\mathcal{F}_{Q,j} = \{ \nabla_j f(x; \theta) \mid \|\theta\|_p \leq Q \}, \quad j = 1, \ldots, d, \quad \mathcal{F}_Q = \bigcap_{j=1}^d \mathcal{F}_{Q,j}.
$$

Define $g : \mathcal{X} \rightarrow \ell_2$, $g(x; \theta) = (\partial_1 f(x; \theta), \partial_2 f(x; \theta), \ldots, \partial_d f(x; \theta))^T$ and $\tilde{\ell}_j : \ell_2 \rightarrow \mathbb{R}$, $\tilde{\ell}_j(z) = \|z - y'\|_2$ for each $j \in \{1, 2, \cdots, n\}$, where $\ell_2$ denote the Hilbert space of square summable sequences of real numbers. Note that $\tilde{\ell}_j$ is 1-Lipschitz function, then we have

$$
\mathbb{E}\left[ \sup_{\|\theta\|_p \leq Q} \sum_{i=1}^n \xi_i \tilde{\ell}_i(g(x_i; \theta)) \right] \leq \sqrt{2} \cdot \mathbb{E}\left[ \sup_{\|\theta\|_p \leq Q} \sum_{i=1}^n \sum_{k=1}^d \xi_{ik} g_k(x_i; \theta) \right],
$$

where $g_k(x_i; \theta)$ is the $k$-th component of $g(x_i; \theta)$. Moreover, denote $\tilde{\ell} = (\tilde{\ell}_1, \tilde{\ell}_2, \cdots, \tilde{\ell}_n)$, we have

$$
\mathcal{R}_n(\tilde{\ell} \circ \mathcal{F}_Q \circ S) \leq 2\sqrt{2}Qd \sqrt{\frac{\ln(2d)}{n}}.
$$

Proof. Without loss of generality, let $\|w_j\|_1 = 1$, $\forall j = \{1, \cdots, m\}$. Apply the lemma 3.6 we immediately obtain

$$
\mathcal{R}_n(\tilde{\ell} \circ \mathcal{F}_Q' \circ S) = \frac{1}{n} \mathbb{E}_\xi \left[ \sup_{\|\theta\|_p \leq Q} \sum_{i=1}^n \xi_i \|g(x_i; \theta) - y'_i\|_2 \right]
$$

$$
\leq \sqrt{\frac{2}{n}} \mathbb{E}_\xi \left[ \sup_{\|\theta\|_p \leq Q} \sum_{i=1}^n \sum_{k=1}^d \xi_{ik} g_k(x_i; \theta) \right]
$$

$$
= \sqrt{\frac{2}{n}} \mathbb{E}_\xi \left[ \sup_{\|\theta\|_p \leq Q} \sum_{i=1}^n \sum_{k=1}^d \xi_{ik} \sum_{j=1}^m a_j \sigma'(w^T_j x_i)w_{jk} \right]
$$

$$
= \sqrt{\frac{2}{n}} \mathbb{E}_\xi \left[ \sup_{\|\theta\|_p \leq Q} \sum_{i=1}^n \sum_{j=1}^m a_j \|w_j\|_1 \sum_{k=1}^d \sum_{i=1}^n \xi_{ik} \sigma'(w^T_j x_i)w_{jk} \right]
$$

$$
\leq \sqrt{\frac{2Q}{n}} \mathbb{E}_{\eta} \left[ \sup_{\|\eta\|_1 \leq 1} \sum_{i=1}^n \sum_{k=1}^d \xi_{ik} \sigma'(\eta^T x_i)\eta_k \right]
$$

$$
= \sqrt{\frac{2Q}{n}} \mathbb{E}_{\eta} \left[ \sup_{\|\eta\|_1 \leq 1} \left\langle \sum_{i=1}^n \eta_i \sigma'(\eta^T x_i), \eta \right\rangle \right]
$$

$$
\leq \sqrt{\frac{2Q}{n}} \mathbb{E}_{\eta} \left[ \sup_{\|\eta\|_1 \leq 1} \left\| \sum_{i=1}^n \eta_i \sigma'(\eta^T x_i) \right\|_1 \right]
$$

$$
\leq \sqrt{\frac{2Q}{n}} \mathbb{E}_{\xi} \left[ \sup_{\|\eta\|_1 \leq 1} \sum_{i=1}^n \xi_i \sigma'(\eta^T x_i) \right].
$$

where $\xi \in [-1, 1], \eta \in [-1, 1]^d$. Due to the symmetry, we have

$$
\mathbb{E}_\xi \left[ \sup_{\|u\|_1 \leq 1} \sum_{i=1}^n \xi_i \sigma'(u^T x_i) \right] \leq \mathbb{E}_\xi \left[ \sup_{\|u\|_1 \leq 1} \sum_{i=1}^n \xi_i \sigma'(u^T x_i) + \sum_{i=1}^n -\xi_i \sigma'(u^T x_i) \right]
$$

$$
\leq 2 \mathbb{E}_\xi \left[ \sup_{\|u\|_1 \leq 1} \sum_{i=1}^n \xi_i \sigma'(u^T x_i) \right].
$$

Then apply the lemma 3.2 and lemma 3.1 we obtain

$$
\mathcal{R}_n(\tilde{\ell} \circ \mathcal{F}_Q \circ S) \leq 2\sqrt{2}Qd \sqrt{\frac{\ln(2d)}{n}}.
$$

□
Theorem 3.2 ([19]). Assume that for all sample \( x \) and \( h \) in hypothesis space \( \mathcal{H} \), the loss function \( \ell : \mathcal{H} \times \mathcal{Y} \to \mathbb{R} \) satisfies \( |\ell(h(x), y)| \leq B \). Then, with probability of at least \( 1 - \delta \), for all \( h \in \mathcal{H} \), and \( S = \{x_1, x_2, \ldots, x_n\} \),

\[
\frac{1}{n} \sum_{i=1}^{n} \ell(h(x_i), y_i) - \mathbb{E}_{x,y}[\ell(h(x), y)] \leq 2\mathbb{E}[\mathcal{R}_n(\ell \circ \mathcal{H} \circ S)] + B\sqrt{\frac{\ln(2/\delta)}{n}}. \tag{3.6}
\]

We are now ready to present the main results of this section.

**Theorem 3.3.** If the assumption [27] holds, then with probability at least \( 1 - \delta \) we have,

\[
\sup_{\|\theta\|_p \leq Q} \left| L(\theta) + \beta L'(\theta) - (L_n(\theta) + \beta L'_n(\theta)) \right| \leq 4(1 + \sqrt{2}\beta d)Q \sqrt{\frac{2\ln(2d)}{n}} + \left( \frac{1}{2} + \beta(Q + D) \right) \sqrt{\frac{2\ln(2/\delta)}{n}}. \tag{3.7}
\]

**Proof.** Using the triangular inequality, we have

\[
\sup_{\|\theta\|_p \leq Q} \left| L(\theta) + \beta L'(\theta) - (L_n(\theta) + \beta L'_n(\theta)) \right| \leq \sup_{\|\theta\|_p \leq Q} |L(\theta) - L_n(\theta)| + \sup_{\|\theta\|_p \leq Q} \beta |L'(\theta) - L'_n(\theta)|. \tag{3.8}
\]

Define \( \mathcal{H}_Q = \{f(x; \theta) \mid f(x; \theta) \in \mathcal{F}_Q\} \) and \( \mathcal{H}_Q' = \{\tilde{\ell}(\nabla f(x; \theta), y') \mid f(x; \theta) \in \mathcal{F}_Q\} \), where \( \ell(f(x; \theta), y) = \frac{1}{2}(f(x; \theta) - y)^2 \) and \( \tilde{\ell}(\nabla f(x; \theta), y') = \|\nabla f(x; \theta) - y'\|_2 \).

Note that \( f(x; \theta) \in [0, 1] \), \( \ell(\cdot, y) \) is 1-Lipschitz continuous,

\[
\frac{1}{2} |f(x_i; \theta_f) - f(x_i; \theta_g)| = \frac{1}{2} |g(x_i; \theta_f) - g(x_i; \theta_g)| - |
\sum_{i=1}^{n} \xi_i \left( f(x_i; \theta_f) - g(x_i; \theta_f) \right) - \sum_{i=1}^{n} \xi_i \left( f(x_i; \theta_g) - g(x_i; \theta_g) \right) |.
\]

Follow from Lemma 3.3 and Lemma 3.2 we have

\[
\mathcal{R}_n(\mathcal{H}_Q) = \frac{1}{n} \mathbb{E}_{\xi} \left[ \sup_{f \in \mathcal{F}_Q} \sum_{i=1}^{n} \xi_i \left( f(x_i; \theta) - y_i \right)^2 \right] \leq 2Q \sqrt{\frac{2\ln(2d)}{n}}. \tag{3.9}
\]

And \( \ell \) is bounded, \( \ell(f(x; \theta), y) = \frac{1}{2}(f(x; \theta) - y)^2 \leq \frac{1}{2} \). Hence applying the Theorem 3.2 we can obtain,

\[
\sup_{\|\theta\|_p \leq Q} |L(\theta) - L_n(\theta)| \leq 4Q \sqrt{\frac{2\ln(2d)}{n}} + \frac{1}{2} \sqrt{\frac{2\ln(2/\delta)}{n}}. \tag{3.10}
\]

Similarly, \( \tilde{\ell}(\nabla f(x; \theta), y') = \|\nabla f(x; \theta) - y'\|_2 \) is 1-Lipschitz with respect to \( \nabla f(x; \theta) \),

\[
\|\nabla f(x; \theta_f) - y'_f\|_2 - \|\nabla (g(x; \theta_f) - y'_g\|_2 \leq \|\nabla f(x; \theta_f) - \nabla g(x; \theta_f)\|_2. \tag{3.11}
\]

Let \( \tilde{\ell} = (\tilde{\ell}_1, \ldots, \tilde{\ell}_n) \) in which \( \tilde{\ell}_i(\cdot) = \|\cdot - y'\|_2 \) for \( i = 1, \ldots, n \). We can obtain the estimation of \( \mathcal{R}_n(\mathcal{H}_Q') \) directly from Lemma 3.7

\[
\mathcal{R}_n(\mathcal{H}_Q') = \frac{1}{n} \mathbb{E}_{\xi} \left[ \sup_{f \in \mathcal{F}_Q} \sum_{i=1}^{n} \xi_i \|\nabla f(x_i; \theta) - y'_i\|_2 \right] \leq 2\sqrt{2}Qd \sqrt{\frac{2\ln(2d)}{n}}. \tag{3.11}
\]

And \( \tilde{\ell}(\nabla f(x; \theta), y') \) is bounded since we assume the gradient of objective function is bounded by a positive constant \( D \):

\[
f(x; \theta) = \sum_{k=1}^{m} a_k \sigma(w_k^T x),
\]

\[
\|\nabla f(x; \theta)\|_2 = \sum_{k=1}^{m} a_k \sigma'(w_k^T x) \|w_k\|_2 \leq \sum_{k=1}^{m} \|w_k\|_2 \leq \|\theta_f\|_p + D \leq Q + D. \tag{3.12}
\]

Thus,

\[
\sup_{\|\theta\|_p \leq Q} |L'(\theta) - L'_n(\theta)| \leq 4\sqrt{2}Qd \sqrt{\frac{2\ln(2d)}{n}} + (Q + D) \sqrt{\frac{2\ln(2/\delta)}{n}}. \tag{3.14}
\]

The desired result follows by plugging equations 3.10 and 3.14 into equation 3.8 and the proof is completed. □
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We next present a posterior generalization bound by relaxing such restrictions.

**Theorem 3.4 (A posterior generalization bound).** Assume that Assumption 2.1 holds, then for any $\delta > 0$, with probability at least $1 - \delta$ over the choice of the training set $S$, we have, for any two-layer network $f_m(\cdot, \theta)$,

$$
\begin{align*}
\left| L(\theta) + \beta L'(\theta) - (L_n(\theta) + \beta L'_n(\theta)) \right| & \leq 4 \left( 1 + \sqrt{2\beta d} \right) \left( \|\theta\|_p + 1 \right) \sqrt{\frac{2 \ln(2d)}{n}} \\
& \quad + \left( \frac{1}{2} + \beta \left( \|\theta\|_p + 1 + D \right) \right) \sqrt{\frac{2 \ln(2c(\|\theta\|_p + 1)^2/\delta)}{n}}.
\end{align*}
$$

(3.15)

where $c = \sum_{k=1}^{\infty} 1/k^2$.

**Proof.** Consider the decomposition $\mathcal{F} = \bigcup_{k=1}^{\infty} \mathcal{F}_k$, where $\mathcal{F}_k = \{ f(x; \theta) \mid \|\theta\|_p \leq k \}$. Let $\delta_k = \delta/(ck^2)$ where $c = \sum_{k=1}^{\infty} 1/k^2$. According to the theorem 3.3, if we fix $k$ in advance, then with probability at least $1 - \delta_k$ over the choice of $S$, we have

$$
\left| L(\theta) + \beta L'(\theta) - (L_n(\theta) + \beta L'_n(\theta)) \right| \leq 4 \left( 1 + \sqrt{2\beta d} \right) \frac{\sqrt{2 \ln(2d)}}{n} + \left( \frac{1}{2} + \beta \left( \|\theta\|_p + 1 + D \right) \right) \frac{\sqrt{2 \ln(2c(\|\theta\|_p + 1)^2/\delta_k)}}{n}.
$$

(3.16)

Therefore $\mathbb{P}(\{\text{inequality (3.16) unholds}\}) \leq \sum_{k=1}^{\infty} \delta_k =: \delta$, namely, $\mathbb{P}(\{\text{inequality (3.16) holds for all } k\}) \geq 1 - \delta$.

In other words, with probability at least $1 - \delta$, the inequality (3.16) holds for all $k$.

Given an arbitrary set of parameters $\theta$, denote $k_0 = \min \{ k \mid \|\theta\|_p \leq k \}$, then $k_0 \leq \|\theta\|_p + 1$. Inequality (3.16) implies that

$$
\left| L(\theta) + \beta L'(\theta) - (L_n(\theta) + \beta L'_n(\theta)) \right| \leq 4 \left( 1 + \sqrt{2\beta d} \right) \frac{\sqrt{2 \ln(2d)}}{n} + \left( \frac{1}{2} + \beta \left( k_0 + D \right) \right) \frac{\sqrt{2 \ln(2c(\|\theta\|_p + 1)^2/\delta_k)}}{n}.
$$

This completes the proof. \[\square\]

We notice that the generalization gap is bounded roughly by $d\|\theta\|_p \sqrt{\frac{\ln(2d)}{n}} + \|\theta\|_p \frac{\ln(\|\theta\|_p)}{\sqrt{n}}$.

### 3.2 A upper bound for the empirical risk

Recall the approximation property, there exists a two-layer neural network $f(\cdot; \hat{\theta})$ whose path norm is independent of the network width, while achieving the optimal approximation error. Furthermore, this path norm can also be used to bound the generalization gap (Theorem 3.4). In this section, we want to estimate the gradient regularized risk of $\theta$. To this end, we first assume the norm of gradient of target function can be bounded by a constant $\bar{D}$.

Let $\hat{\gamma}_p(f) = \max \{ 1, \gamma_p(f) \}$, where $d$ is the dimension of input data.

**Theorem 3.5.** Let $\bar{\theta}$ be the network mentioned in Theorem 3.4 then with probability at least $1 - \bar{\delta}$, we have

$$
J_{n,\bar{\theta}}(\bar{\theta}) \leq \frac{\gamma_2(f^*)}{m} + \beta \frac{1}{\sqrt{m}} \gamma_2(f^*) + \beta \hat{\gamma}_2(f^*) \left( \gamma_2(f^*) + d \right) \sqrt{\frac{2 \ln(2d)}{n}} + \beta \hat{\gamma}_2(f^*) \sqrt{\frac{2 \ln(2c)}{n}},
$$

(3.17)

where

$$
J_{n,\bar{\theta}}(\bar{\theta}) = L_n(\bar{\theta}) + \beta L'_n(\bar{\theta}) \text{ and } c = \sum_{k=1}^{\infty} \frac{1}{k^2}.
$$
Proof. According to the definition of regularized model, the properties that \( \| \theta \|_p \leq 2 \gamma_2 (f^*) \), \( L(\hat{\theta}) \leq \frac{3 \gamma_2^2 (f^*)}{m} \), \( (L'(\hat{\theta}))^2 \leq E_x \left[ \| \nabla f(x) - \nabla f(x; \hat{\theta}) \|^2 \right] \leq \frac{7 \gamma_2^2 (f^*)}{m} \) and the posterior error bound, the regularized risk of \( \hat{\theta} \) satisfy

\[
J_{n, \beta}(\hat{\theta}) = L_n(\hat{\theta}) + \beta L'_n(\hat{\theta}) \\
\leq L(\hat{\theta}) + \beta L'(\hat{\theta}) + 4(1 + \sqrt{2} \beta d) (\| \hat{\theta} \|_p + 1) \sqrt{\frac{2 \ln(2d)}{n}} \\
+ \left( \frac{1}{2} + \beta \right) \left( \| \hat{\theta} \|_p + 1 + D \right) \sqrt{\frac{2 \ln(2c(\| \hat{\theta} \|_p + 1)^2)}{n}} \\
\leq L(\hat{\theta}) + \beta L'(\hat{\theta}) + 4(1 + \sqrt{2} \beta d) (2 \gamma_2 (f^*) + 1) \sqrt{\frac{2 \ln(2d)}{n}} \\
+ \left( \frac{1}{2} + \beta \right) (2 \gamma_2 (f^*) + 1 + D) \sqrt{\frac{2 \ln(2c(1 + 2 \gamma_2 (f^*))^2)/\delta}{n}}. 
\]

(3.18)

The last term can be simplified by using \( \sqrt{a + b} \leq \sqrt{a} + \sqrt{b} \) and \( \ln(a) \leq a \) for \( a \geq 0, b \geq 0 \). Thus we have

\[
\sqrt{2 \ln(2c(1 + 2 \gamma_2 (f^*))^2)/\delta} = \sqrt{2 \ln(2c/\delta) + 2 \ln(1 + 2 \gamma_2 (f^*))^2} \\
\leq \sqrt{2 \ln(2c/\delta) + 2 \ln(3 \gamma_2 (f^*))^2} \\
\leq \sqrt{2 \ln(2c/\delta) + 3 \sqrt{2} \gamma_2 (f^*)}. 
\]

Plugging it into Equation (3.20), we obtain

\[
J_{n, \beta}(\hat{\theta}) \leq L(\hat{\theta}) + \beta L'(\hat{\theta}) + 4(1 + \sqrt{2} \beta d) (2 \gamma_2 (f^*) + 1) \sqrt{\frac{2 \ln(2d)}{n}} \\
+ \left( \frac{1}{2} + \beta \right) (2 \gamma_2 (f^*) + 1 + D) \left( \sqrt{\frac{2 \ln(2c/\delta)}{n}} + 3 \sqrt{2} \gamma_2 (f^*) \right). 
\]

Thus after some simplifications, we have

\[
J_{n, \beta}(\hat{\theta}) \leq \frac{3 \gamma_2^2 (f^*)}{m} + \beta \frac{1}{\sqrt{m}} \gamma_2 (f^*) + \beta \gamma_2 (f^*) \gamma_2 (f^*) + d \sqrt{\frac{2 \ln(2d)}{n}} + \beta \gamma_2 (f^*) \sqrt{\ln(2c/\delta)}/n. 
\]

This completes the proof. \( \square \)

According to the definition of \( \theta_{n, \beta} \), we have \( J_{n, \beta}(\theta_{n, \beta}) \leq J_{n, \beta}(\hat{\theta}) \). Thus the above theorem gives a upper bound for \( J_{n, \beta}(\theta_{n, \beta}) \).

4 Applications to uncertainty quantification

We now consider the application of the Gradient-enhanced DNNs approach for uncertainty quantification.

4.1 Gradient-enhanced uncertainty quantification

In complex engineering systems, mathematical models can only serve as simplified and reduced representations of true physics, and the effect of some uncertainties, such as boundary/initial conditions and parameter values, can be significant. Uncertainty Quantification (UQ) aims to develop numerical tools that can accurately predict quantities of interest (QoI) and facilitate the quantitative validation of the simulation model. Generally, we use differential equations to model complex systems on a domain \( \Omega \), in which the uncertainty sources are represented by \( \Xi \). The solution \( u \) is governed by the PDEs

\[
\begin{align*}
\mathcal{L}(x, \Xi; u(x, \Xi)) &= 0, \quad x \in \Omega, \\
\mathcal{B}(x, \Xi; u(x, \Xi)) &= 0, \quad x \in \partial \Omega,
\end{align*}
\]

(4.1)

where \( \mathcal{L}, \mathcal{B} \) are differential and boundary operators. Our goal is to approximate the QoI \( u(x_0, \Xi) \) for some fixed spatial location \( x_0 \). To reduce the notation, we simply write \( u(\Xi) \). In many applications, the dimension of random variable \( \Xi \)
Figure 1: Approximation of $f_1(x)$. Top: The relative $L^2$ errors against number of samples. Bottom: The loss functions against increasing epochs with the number of samples 400 for $d=2$, 1600 for $d=4$ and 3200 for $d=8$.

is very high and can be characterized by a $d$-dimensional random variable. Hence DNNs are good candidates for such problems.

We consider inclusion of gradient measurements with respect to random variables $\Xi$, i.e., $\partial u/\partial \Xi_k, k = 1, 2, \cdots, d$. The gradient measurements can usually be obtained in a relatively inexpensive way via the adjoint method [11].

4.2 Numerical examples

We next provide several numerical experiments to show the performance of the proposed approach. We compare the performance between original neural networks without gradient input and gradient-enhanced neural networks. For simplicity, we say that method is $X\%$ gradient-enhanced if $X\%$ of samples contain derivative information with respect to all dimensions. In our test, each neural network contains two layers with 1000 hidden neurons useless specific. And the hyper parameter $\beta$ which is used to balance two part losses introduced by function values and derivative information respectively is set to 10. We initialize all trainable parameters using the Glorot normal scheme. For the training procedure, we use the Adam optimizer. To quantitatively evaluate the accuracy of the numerical solution, we shall consider the relative $L^2$ error $\|u_\theta - u\|_2/\|u\|_2$, where $u$ and $u_\theta$ denote the ground truth and predicted solution. All numerical tests are implemented in Pytorch.

4.2.1 Function approximations

Before applying the gradient-enhanced method to uncertainty quantification, we first demonstrate the effectiveness of our approach in approximating high dimensional functions. More precisely, we consider the Gaussian function:

$$f_1(x) = \exp \left( - \sum_{i=1}^{d} x_i^2 \right), \quad x = (x_1, x_2, \cdots, x_d) \in [-1, 1]^d,$$

and the polynomial function:

$$f_2(x) = \sum_{i=1}^{d/2} x_i x_{i+1}, \quad x = (x_1, x_2, \cdots, x_d) \in [-1, 1]^d.$$

For these two test functions, we assume that samples $\{x_i\}_{i=1}^n$ are uniformly distributed in $[-1, 1]^d$, $y_i$ is the observation of target function at $x_i$ and $y_i'$ is the corresponding derivative. Thus $\{x_i, y_i\}_{i=1}^n$ compose the training data for original DNN. $\{x_i, y_i, y_i'\}_{i=1}^n$ compose the training data for 100% gradient-enhanced DNN. And $\{x_i, y_i\}_{i=1}^n \cup \{\hat{x}_j, y_j'\}_{j=1}^m$
We now consider the following stochastic elliptic PDE problem

\[ \phi \text{ and } \phi_k \text{ take the form } [29], \]

4.2.2 Elliptic PDE with random inputs

For Gaussian function \( f_1(x) \), we consider the cases that \( d = 2, 4, 8 \). The relative \( L^2 \) errors against the number of samples \( n \) are presented in top row of Fig. 1. The use of gradient information can indeed improve the accuracy, and furthermore, the more gradient information is included, the better accuracy obtained. What’s more, we investigate the loss functions of different models for \( d = 2 \) with 400 samples, \( d = 4 \) with 1600 samples and \( d = 8 \) with 3200 samples, which are depicted in the bottom row of Fig. 1.

For the polynomial function \( f_2(x) \), we set the dimension to 4, 8, and 16. Similar to Gaussian function, we present the relative \( L^2 \) errors for different dimensions in Fig. 2 which again show that the gradient information regularized term can greatly enhance the approximation accuracy. The loss functions for \( d = 4 \) with 400 samples and \( d = 8, 16 \) with 3200 samples are provided in the bottom row of Fig. 2. It can be observed that the loss function of gradient-enhanced methods may be smaller than original DNN as the iteration number increases, verifying the strength of gradient-enhanced methods.

**4.2.2 Elliptic PDE with random inputs**

We now consider the following stochastic elliptic PDE problem

\[
\begin{aligned}
\nabla \cdot (a(x, \omega) \nabla u(x, \omega)) &= f(x, \omega) \quad \text{in } D \times \Omega, \\
u(x, \omega) &= 0 \quad \text{on } \partial D \times \Omega,
\end{aligned}
\]

\[ (4.2) \]

where \( D = [0, 1]^2 \), \( x = (x_1, x_2) \) is a spatial coordinate, \( f(x, \omega) \) is a deterministic force term \( f(x, \omega) = \cos(x_1) \sin(x_2) \). The random diffusion coefficient \( a(x, \omega) = a_d(x, \omega) \) with one-dimensional spatial dependence takes the form [29],

\[
\log(a_d(x, \omega) - 0.5) = 1 + Y_1(\omega) \left( \frac{\sqrt{\pi} L}{2} \right)^{1/2} + \sum_{k=2}^{d} \zeta_k \phi_k(x) Y_k(\omega),
\]

\[ (4.3) \]

where

\[ \zeta_k := (\sqrt{\pi} L)^{1/2} \exp \left( -\frac{(\frac{k}{2} |\pi x_1|)^2}{8} \right) \quad \text{if } k > 1 \text{ and } L = \frac{1}{12}, \]

and \( \phi_k(x) \) only depends on the first component of \( x \),

\[
\phi_k(x) := \begin{cases} 
\sin \left( \frac{k}{2} \pi x_1 \right) & \text{if } k \text{ even}, \\
\cos \left( \frac{k}{2} \pi x_1 \right) & \text{if } k \text{ odd}.
\end{cases}
\]

\[ (4.4) \]
Here \(\{Y_k(\omega)\}_{k=1}^d\) are independent random variables uniformly distributed in the interval \([-1, 1]\). In the following we approximate the QoI \(q\) defined by \(q(\omega) = u((0.5, 0.5), \omega)\) which is the solution of equation (4.2) at location \(x = (0.5, 0.5)\). Denote \(\Psi(\omega) = ((Y_1(\omega), \ldots, Y_d(\omega))\). The derivatives \(dq/d\Psi = \partial u(x, \omega)/\partial \Psi\) are computed by the adjoint sensitivity method. Both forward and adjoint solvers are implemented in the finite element method (FEM) project Fenics [10]. In numerical tests, \(\{\Psi(\omega_i)\}_{i=1}^n\) are generated from a uniform distribution in \([-1, 1]^d\), and we solve the forward PDE 320 times for \(d = 5\) and 1600 times for \(d = 10\). Notice that each partial derivative leads to an adjoint equation, then the number of adjoint equations needed to solve is \(d\) times that of forward equations. It is worth mentioning that the cost of generating derivatives of \(q(\omega)\) in elliptic PDE (4.2) is negligible since they share the same stiff matrix with \(q\).

After obtaining the function values as well as the corresponding gradient information, we apply the original DNN, 20% gradient-enhanced DNN and 100% gradient-enhanced DNN to approximate the QoI \(q(\omega)\). The learning rate for Adam optimizer is 0.001 with half decay each 1000 steps. The relative \(L^2\) errors for \(d = 5, 10\) are presented in the top row of Fig. 3. We also provide the loss functions of different models for \(d = 5\) with the number of samples 320 and \(d = 10\) with the number of samples 1600 in the bottom row of Fig. 3. All cases verify that gradient-enhanced methods significantly out-perform original approach. We can achieve the same accuracy using much fewer training samples.

![Graphs showing relative L2 errors and loss functions for different models and dimensions](image)

Figure 3: Top: The relative \(L^2\) errors against number of samples for \(N = 5, 10\). Bottom: The loss functions against increasing epochs for \(d = 5\) with 320 samples and \(d = 10\) with 1600 samples.

5 Conclusion

We have proposed gradient-enhanced deep neural networks (DNNs) approximations for function approximations and uncertainty quantification. In our approach, the gradient information is included as a regularization term. For this approach, we present similar posterior estimates (by the two-layer neural networks) as those in the path-norm regularized DNNs approximations. We also discuss the application of this approach to gradient-enhanced uncertainty quantification, and numerical experiments show that the proposed approach can outperform the traditional DNNs approach in many cases of interests. The discussion in this work is limited to supervised learning where labeled data are available, and in our future work, we shall consider to apply this gradient-enhanced idea to unsupervised learning where the physical equation is considered to yield the loss function.
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