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Abstract. We employ gauge-gravity duality to study the backreaction effect of 4-dimensional large-\(N\) quantum field theories on constant-curvature backgrounds, and in particular de Sitter space-time. The field theories considered are holographic QFTs, dual to RG flows between UV and IR CFTs. We compute the holographic QFT contribution to the gravitational effective action for 4d Einstein manifold backgrounds. We find that for a given value of the cosmological constant \(\lambda\), there generically exist two backreacted constant-curvature solutions, as long as \(\lambda < \lambda_{\text{max}} \sim M_p^2/N^2\), otherwise no such solutions exist. Moreover, the backreaction effect interpolates between that of the UV and IR CFTs. We also find that, at finite cutoff, a holographic theory always reduces the bare cosmological constant, and this is the consequence of thermodynamic properties of the partition function of holographic QFTs on de Sitter.
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1 Introduction and summary

Defining a quantum field theory (QFT) on de Sitter space, and in particular answering questions about QFT backreaction on the geometry, is a notoriously subtle issue. Although perturbative field quantization (and renormalization) on fixed classical curved space-times is textbook material, answering concrete questions about observable effects of quantum fields backreaction on the classical geometry is not straightforward. This concerns particularly theories which are gapless in the infrared, due to the presence of infra-red divergences.

There are many different issues with QFTs on de Sitter or approximately de Sitter backgrounds relevant for inflation. In [1–6] a divergence of scalar correlators was found at large times. This was addressed in [7–10] using a stochastic approach. The case of interacting massive scalars has been treated thoroughly more recently in [11, 12]. A systematic approach to compute corrections in the massless case is lacking and the problem remains still open.

The accumulation of long wavelength fluctuations in an expanding universe is another issue that is being studied, starting with [13–15]. This analysis was extended further in [16, 17]. The expectation that QFTs in de Sitter render the manifold unstable has been entertained since a long time, [18–23]. In particular, destabilizing effects were most important from massless particles, and a gravity two-loop computation in [20, 21] suggested such an instability. Similar calculations with massless scalars suggested similar effects, [13–15], see however [24]. Another issue concerned the fact that the two-point function of a scalar in de Sitter had to break de Sitter symmetry, due to the presence of a zero mode, [25–27]. This issue, however, is of a different nature and is more similar to the fact that in two dimensions a massless scalar is IR singular. The resolution of this issue may be therefore similar: massless scalars are not good acceptable fields on de Sitter space\footnote{We shall later see in this paper that in all the theories we examine and which are all gapless, there is no breaking of de Sitter invariance, and the de Sitter invariant vacuum is chosen.} as argued in [28].

The topic of quantum effects was revived after cosmological (CMB) data became precise enough, and in [29–32] it was argued that large time-dependent logs from quantum effects of spectator fields may give large corrections to inflationary observables. A different approach in [33–36] had on the other hand provided different results. Therefore, a still controversial question concerns the consequences of the secular terms (growing with time) which arise in perturbation theory of a massless scalar field in the cosmological patch of de Sitter: do these contributions indicate an instability of de Sitter space against quantum perturbations? Or is this conclusion an artifact of finite orders in perturbation theory, which is expected to disappear once an appropriate resummation is performed (as it is the case for infra-red effects in thermal perturbation theory)? A review of these developments and additional references can be found in [37]. Furthermore, the persistent difficulty of constructing de Sitter vacua in string theory, see [38] for a review, has led to the conjecture that de Sitter space cannot be attained in a quantum theory of gravity [39].

The question of QFT backreaction on de Sitter space can be cast in the language of an effective action for gravity. Suppose we couple a QFT to a classical background metric. Generically, integrating out the QFT will generate new terms in the effective action for the (classical) metric. This will generically change the “bare” gravity theory to an effective theory,

$$S[g] = S_0[g] + \log Z_{\text{QFT}}[g],$$  

(1.1)

where $g$ denotes the metric, $S_0[g]$ is the action for gravity in the absence of the QFT, and $Z_{\text{QFT}}[g]$ is the quantum partition function of the field theory coupled to the metric $g$. The
effective action \( (1.1) \) will generically be a complicated (and non-polynomial) function of curvature invariants \( R, R_{\mu\nu}R^{\mu\nu}, \) etc.

A significant simplification arises if we are interested only in covariantly constant curvature backgrounds, as we shall be in this work. Such backgrounds have a covariantly constant Ricci tensor
\[
\nabla_\mu R_{\mu\nu} = 0,  \tag{1.2}
\]
and the Bianchi identity implies that the scalar curvature is constant. In that case, the metric is Einstein
\[
R_{\mu\nu} = \kappa g_{\mu\nu},  \tag{1.3}
\]
with \( \kappa \) constant. This class of metrics contains also the maximally symmetric ones, namely the Minkowski, de Sitter (dS) and Anti-de-Sitter (AdS) metrics. For such metrics it can be shown, [40, 41], that the (quantum) contribution from the QFT action, \( Z_{\text{QFT}}[g] \) in the infinite coupling and large-\( N \) limit, will be only a function of the Ricci scalar. In a sense, the constant scalar curvature metrics are the analogue of constant gauge field strengths in the case of abelian DBI actions in string theory, [42]. In that case the DBI action is considered to be the result of integrating out open strings in constant background field strengths, as well as other bulk fields, like the metric etc. Similarly, here \( Z_{\text{QFT}}[g] \) is the result of integrating out the QFT defined on background metrics that are Einstein as in (1.3).

Therefore, the full action will take the form of a so-called \( f(R) \)-theory of gravity:
\[
S[g] = \int d^dx \sqrt{-g} f(R),  \tag{1.4}
\]
where \( f \) is a function (to be determined) containing both the “bare” gravitational Lagrangian and the QFT contribution. Theories of \( f(R) \) gravity have been widely considered in the modified gravity literature, [43–46]. They propagate two tensor degrees of freedom plus an additional scalar mode.\(^2\) In much of the literature, the form of the function \( f(R) \) has been chosen rather arbitrarily, and without any compelling guiding principle. Notable exceptions are the original Starobinsky model\(^3\) [47], where the form of \( f(R) \) is determined by the Weyl anomaly of the QFT, at least if the QFT is a conformal theory, and its holographic generalization, [48].

Unlike \( f(R) \) gravity theories described in the literature, [43–46], here the function \( f(R) \) is not arbitrary, but uniquely determined\(^4\) by the renormalized parameters of the gravity action \( S_0 \) and the QFT: the \( f(R) \)-modification will come from the quantum effects of a non-gravitational QFT that is coupled to the dynamical metric. Thus, if one can integrate out the QFT exactly, this will determine the form of \( Z_{\text{QFT}}[g] \) and therefore \( f(R) \). One will then be able to determine, for example, the fate of the de Sitter solutions of the “bare” theory: do they still exist after QFT backreaction is included? If yes, how is the de Sitter Hubble parameter modified due to the presence of the QFT?

Note that for a general QFT, \( Z_{\text{QFT}}[g] \) will be a non-local functional of the (Riemann) curvature tensor and its covariant derivatives. If the QFT is gapped, then for length scales longer that the inverse gap, \( Z_{\text{QFT}}[g] \) has a well-defined derivative expansion in the Riemann tensor and its covariant derivatives. For gapless theories such an expansion does not exist. Despite this, evaluating \( Z_{\text{QFT}}[g] \) in constant-curvature (Einstein) metrics is enough if we

---

\(^2\)With a change of variables, the action (1.4) can be rewritten as Einstein gravity coupled to a scalar field with a specific potential whose form depends on the function \( f \). See appendix A for details.

\(^3\)Note that this model is different from what is today called Starobinsky inflation, driven by \( R^2 \) terms.

\(^4\)Up to the usual scheme dependence originating from renormalization.
are after a constant-curvature solution to the quantum corrected equations of motion, like that of dS space. In such a case $Z_{\text{QFT}}[g] \to f(R)$ and the strategy then is to compute $f(R)$ by integrating out the quantum fields keeping the metric fixed but arbitrary, and then extremizing the effective action to find the solution for the metric.

This procedure has been carried out in the past in special cases. The first is the calculation of $Z_{\text{QFT}}[g]$ when the QFT is that of a free massive scalar field quadratically coupled to the background curvature scalar, [25]. In such a case, the calculation is equivalent to computing the determinant of the massive scalar Laplacian in de Sitter space. In [25] the dS extremum was found to be unstable\(^5\) and a breaking of the dS symmetry was advocated. More recently, a similar calculation was carried out for the case of $\phi^4$-theory minimally coupled to Einstein gravity with a positive cosmological constant $\lambda$, [49, 50]. There, the tool used to integrate out the QFT is the truncated exact Renormalization Group (RG), with a scalar mass term as RG scale and infrared cutoff. Starting with the “quantum-corrected classical” de Sitter solution with $R \approx 4\lambda$ at a given RG scale, it was studied how this solution is affected once super-horizon modes are backreacted on the geometry as the infrared cutoff is lowered. The observation in [49, 50] is that while the backreaction of super-horizon modes acts to lower $R$, the de Sitter solution persists even as the infrared cutoff is taken all the way to zero.

In this paper, we consider induced $f(R)$ theories that arise from integrating out a holographic QFT, using the techniques of gauge/gravity duality. Such theories are large-$N$, infinitely strongly-coupled theories. As such they have a gravitational dual description in terms of a gravity theory in $d + 1$ space-time dimensions (that we shall henceforth call the bulk). As we shall see, this is a setup where the function $f(R)$ can be fully determined via a semiclassical (holographic) calculation of the QFT partition function once the two-derivative bulk gravitational action is known.

The holographic gauge/gravity duality relates the $d$-dimensional QFT to a higher-dimensional gravitational theory. This theory in the (holographic) limit of large $N$, and strong coupling, can be treated semiclassically.\(^6\) The QFT can be coupled to an arbitrary background metric by imposing suitable boundary conditions on the metric of the higher dimensional dual space-time. In particular, we can take the field theory to live on a constant-curvature space-time.

In the special case of a constant-curvature metric, which is the case of interest in this work, the holographic calculation of the QFT partition function can be performed using recent results about curved space RG flows [40, 41]. Concretely, the QFT partition function is computed by the gravity-dual on-shell action for an asymptotically AdS$_{d+1}$ solution whose radial slices have a de Sitter geometry. We focus in particular on two types of holographic theories:

1. Theories at a conformal fixed point, i.e. Conformal Field Theories (CFTs);
2. Renormalization group flows driven by a relevant operator, from a UV to an IR fixed point. Such QFTs are characterized by a single mass scale given by the relevant coupling.

In the former case, the bulk metric, dual to the ground state of the CFT, is simply AdS$_{d+1}$ written in a de Sitter radial slicing. The effective action for $f(R)$ gravity can be calculated exactly and it can be understood in terms of the CFT Weyl anomaly. This is to be expected, as

---

\(^5\)This calculation is not conclusive as the constant-curvature effective action cannot reliably capture the physics of fluctuations generically.

\(^6\)We shall work in the holographic limit throughout this work.
the boundary theory is a CFT on de Sitter space, which is conformally flat. Hence, any curvature dependence of the quantum partition function must be given by the conformal anomaly.

The second case, that of a QFT, is richer. The QFT should be considered as a RG flow between a nontrivial UV CFT and another non-trivial IR CFT. As such, it is a gapless theory where the gapless degrees of freedom are those of the IR (holographic) CFT. We consider the simplest case of a theory with a single relevant coupling, corresponding to a mass scale. Large-$N$ YM theory is an example of such a theory with $\Lambda_{YM}$ as its only scale (but has a mass gap in the IR). A gapless theory of this kind is $\mathcal{N} = 4$ sYM at infinite $N$ and 't Hooft coupling, with a mass for a hypermultiplet. The relevant coupling is associated to a scalar operator in the QFT. In the bulk theory, this scalar operator is dual to a scalar field. The stress tensor of the QFT is dual to the graviton in the bulk theory. To describe therefore the ground state of the holographic QFT, it is enough to keep the graviton and a scalar in the bulk theory. In the strong coupling and large-$N$ limit, the bulk theory is described by a two-derivative action. A non-trivial potential for the dilaton, with different extrema, allows for the existence of holographic RG flow solutions which in the field theory language connect UV and IR conformal fixed points.

We stress that, in both the conformal and the non-conformal case, the QFTs we consider are gapless in the IR. This is the feature which gives rise to IR divergences in perturbation theory in de Sitter space-time. As we summarize below, the holographic calculation allows in both cases to explore the space of constant-curvature solutions. While in the first case the curvature of the metric is the only dimensionful parameter, in the second case there is an additional mass scale $m$ which controls the deformation of the CFT away from the UV fixed point.

An advantage of the holographic approach is that full de Sitter invariance is manifest at all steps of the calculation. Therefore, the resulting backreaction effect cannot be ascribed to an artifact of the breaking of de Sitter invariance. This is to be contrasted with the secular time-dependent terms which arise in perturbation theory around the cosmological de Sitter patch, where only a part of de Sitter invariance is manifestly preserved.

In the remainder of this introduction we briefly summarize our results.

1.1 Setup and summary of results

The effective $f(R)$ theory resulting from QFT backreaction depends on the way one treats the UV regime and the associated UV divergences. More specifically, the QFT itself may be treated as a Wilsonian effective field theory, or as an UV complete theory. This distinction does not introduce particular difficulties, as handling UV divergences is well-understood in holography. It may however lead to different possible scenarios for the resulting $f(R)$ theory. In this paper we distinguish two different approaches to treating the $d$-dimensional gravity+QFT system (which we consider both for a CFT and an RG flow QFT):

1. The QFT is UV complete, and the ultimate cut-off of the theory is the quantum gravity scale $M_p$ (the effective Planck scale).

2. The QFT is treated as an effective theory with cut-off $\Lambda \ll M_p$.

In the first case (treated in section 4), one can effectively send the QFT cut-off to infinity, and use the renormalized generating functional as the QFT contribution to the gravitational effective action. This will in particular renormalize the bare cosmological constant and Planck scale as well as introduce new curvature-dependent terms.
In the second case (treated in section 5), the theory is considered at a finite cut-off, and there is no need to renormalize. The theory depends explicitly on the cut-off scale $\Lambda$, which appears as an additional parameter, but no scheme-dependent counterterms appear.

For both the CFT and the RG flow theory, and in both scenarios described above, we first calculate $f(R)$ and then determine the constant-curvature solutions of the resulting $f(R)$ theories. We eventually compare with the solutions of the “bare” gravity theory. For reference, we take the latter to be defined by an action admitting constant-curvature solutions, with the Ricci scalar given (in $d = 4$) by

$$R = 4\lambda,$$

where $\lambda$ is a parameter which represents the cosmological constant of the gravity theory in the absence of the QFT. More specifically, in case 1 (UV complete QFT), $\lambda$ is the renormalized cosmological term of the pure gravity theory; in case 2 (cut-off QFT) it is the bare cosmological term.

In both cases, we can parametrize the “size” of the effect of the QFT by a parameter, denoted by $\tilde{a}$, which measures the number of QFT degrees of freedom, and it is essentially the conformal anomaly coefficient. In large-$N$ holographic QFTs in four dimensions, we have $\tilde{a} \propto N^2$ up to a numerical $O(1)$ coefficient.

1. **UV complete QFT**

   In this case we absorb the UV divergences in a redefinition of the Planck scale and cosmological constant, and define the theory in terms of physical renormalized parameters. Then, all other finite backreaction effects can be understood in terms of the conformal anomalies of the QFT. The finite contribution to $f(R)$ from the QFT backreaction takes a simple analytic form, schematically given by

$$f_{\text{QFT}}(R) \sim \tilde{a} R^2 \log R + \beta(j) C(R).$$

The first term, which is the only one present if the theory is a CFT, comes from the Weyl anomaly, [52], as it is well known since the work of Starobinsky [47]. In a large-$N$ QFT, $\tilde{a} \sim N^2$. The second term appears in a non-conformal QFT, due to the extra breaking of conformal invariance by the source $j$ of a relevant operator. In equation (1.6), $\beta(j)$ is the beta-function of a relevant operator deforming the UV CFT, and $C(R)$ is the curvature-dependent vev of such an operator. While equation (1.6) is expected to hold in a generic field theory, the function $C(R)$ is generically not known. Holography allows a non-perturbative calculation of this quantity, thereby giving access to the full $f(R)$ function. The results about the backreacted solutions are summarized below, and we refer the reader to section 4 for details.

   (a) In the backreacted $f(R)$ theory, there is an upper bound $\lambda_{\text{max}}$ to the positive values of the (renormalized) cosmological constant $\lambda$ for which de Sitter solutions exist. In other words, backreaction obstructs the existence of de Sitter solutions unless

$$-\infty < \lambda < \lambda_{\text{max}} \approx \frac{M_p^2}{\tilde{a}} \approx \frac{M_p^2}{N^2}.$$  

This is to be contrasted with the bare gravity theory, in which constant-curvature solutions exist for all $\lambda$, see equation (1.5).
(b) Due to the nonlinearities in the $f(R)$ theory, for $\lambda < \lambda_{\text{max}}$ there are always two branches of constant-curvature solutions. On the "regular" branch, the curvature has the same sign as the cosmological constant. On the "exotic" branch, which arises purely due to backreaction, the space-time is always de Sitter regardless of the sign of the cosmological constant. In particular, there is a de Sitter solution also for $\lambda = 0$.

(c) On both the standard and the exotic branch, regardless of the value of $\lambda$, the de Sitter curvature is parametrically smaller (in the large-$N$ limit) than both the cosmological constant and the Planck scale. More explicitly, we show that the curvature is at most

$$R_{\text{max}} \sim \begin{cases} \frac{M_p^2}{\tilde{a}} \approx \frac{M_p^2}{N^2}, & |\lambda| \lesssim \frac{M_p^2}{\tilde{a}}, \\ \frac{M_p\sqrt{\lambda}}{\sqrt{\tilde{a}}} \approx \frac{M_p\sqrt{\lambda}}{N}, & |\lambda| \gtrsim \frac{M_p^2}{\tilde{a}} \end{cases} \quad (1.8)$$

(d) These results are already known in the conformal case, since they can be obtained from the universal Weyl anomaly term in equation (1.6). Here, we show that they extend to generic holographic non-conformal QFTs, subject to a non-trivial RG flow from a UV to an IR fixed point. From numerical examples, we observe that the bound $\lambda_{\text{max}}$ as well as the value of the curvature of the backreacted solution depend on the value of the deformation parameter $j$.\footnote{More precisely, as $j$ is dimensionful, they depend on its dimensionless ratio with other scales of the problem like the curvature scale.} The bound can get relaxed or tightened depending on the dimension of the relevant operator. In fact, our numerical examples clearly show that the solutions for an RG flow QFT interpolate continuously between those of the UV CFT ($j = 0$) and those of the IR CFT ($j \to \infty$).

The most significant lesson from these results is the fact that backreaction of a large $N$ QFT prevents the existence of a de Sitter solution with an arbitrarily large curvature: in the bare theory, $R$ can be as high as the Planck scale (if $\lambda \sim M_p$) whereas here it can never exceed one of the bounds (1.8), which for large $N$ are hierarchically smaller than all other scales of the gravity theory.\footnote{Although the results for the backreaction of a CFT are known (the expression for the backreacted curvature goes back to the work of Starobinsky [47]), their large-$N$ scaling is perhaps not always appreciated, and it can be important for phenomenology.}

In the terms of our original question about robustness of de Sitter space against QFT backreaction, these results indicate that a large-$N$ QFT with a high UV cut-off coupled to dynamical gravity cannot be consistently defined on a large-curvature de Sitter space. Rather, any backreacted de Sitter solution has a parametrically smaller curvature than its pure gravity counterpart, except when the latter is already close to $\lambda = 0$ (more precisely, if $\lambda \ll (M_p^2/N^2)$). This means that backreaction does not destroy any de Sitter background, however it may drastically lower its curvature. As we discuss below, the same trend exists (with some important differences) when considering the backreaction of a Wilsonian QFT with an explicit cut-off $\Lambda \ll M_p$.

It is interesting to speculate what happens when the starting cosmological constant is large enough so that no solution exists. It is plausible that effects as the amplification...
of vacuum fluctuations may drive the space-time geometry away from de Sitter. We cannot make any statement in that direction based on our results. It is also true that calculations in the literature that claim departures from de Sitter are perturbative, whereas our bound cannot be perturbative. It remains however a very interesting question to investigate this issue further.

2. Cut-off QFT

In this case, the QFT is treated as an effective field theory and integrated out from a UV cut-off $\Lambda$, which we assume to be smaller than the physical Planck scale. The resulting $f(R)$ theory will depend explicitly on $\Lambda$. This makes the expressions somewhat more complicated than in the first case. We find the following universal results:

(a) Integrating out a holographic QFT always results in decreasing the space-time curvature with respect to the “bare” value in equation (1.5). The effect is the more pronounced, the higher the QFT cut-off.\textsuperscript{9} This effect can be traced back to the fact that, in holography, the QFT contribution to the vacuum energy at zero or finite four-dimensional curvature is always negative (when the space-time curvature is non-negative), [40, 41], and therefore always reduces the effective cosmological constant.

This can also be given an entropic interpretation. We consider gravity and now add the effects of a QFT. The QFT adds entropy to the system increasing the overall entropy. In de Sitter, this increase in entropy amounts to a reduction of the curvature via the standard Bekenstein-Hawking argument for the static de Sitter patch. This is closely related to the observations in [41] that the holographic partition function of a QFT on de Sitter\textsuperscript{10} has a thermal structure. The log of the partition function can be written in the form $E - TS$, [41], and as shown in section 5, only the energy part $E$ of the partition function backreacts on the cosmological constant.

(b) By a careful choice of the cut-off $\Lambda$ as a function of the bare cosmological constant, we can isolate the effect of integrating out only the super-horizon modes, on which much of the literature about de Sitter backreaction has focused. Again, we find that the “naive” de Sitter curvature scale is reduced in the backreacted theory. However in this case the backreacted solution is always a space-time with positive curvature.

(c) In the case of a CFT, we find an analytic expression for the full $f(R)$ theory. For a QFT with a non-trivial deformation parameter $j \neq 0$, no analytic expression is available but the results are qualitatively similar to those of the conformal case. More precisely, when the QFT is an RG flow interpolating between an UV and an IR CFT, the QFT $f(R)$ function also interpolates between those of the UV CFT ($j \to 0$) and the IR CFT ($j \to \infty$) when $j$ is varied.

As in case 1 of a UV-complete QFT, perhaps the most important point is that backreaction always acts by reducing the de Sitter curvature compared to the un-backreacted gravity theory. If backreaction is strong enough this may result in the non-existence of de Sitter

\textsuperscript{9}Because at high cutoff, the leading contributions is proportional to the fourth power of the cutoff.

\textsuperscript{10}This remains true if we analytically continue de Sitter to a four-sphere.
solutions. If we consider the backreaction of super-horizon modes only, their effect is also to decrease the curvature, but this never results in the disappearance of the de Sitter solution.

This is an intriguing property that we found in this work, and it requires some further understanding. At weak coupling, in a QFT with a finite cutoff, the contribution to the cosmological constant can be either positive or negative. At zero coupling, a boson contributes negatively while a fermion positively to the vacuum energy. Therefore the sign of the backreaction effect of the QFT to the vacuum energy is given by the sign of \((n_F - n_B)\), the number of fermionic minus the number of bosonic degrees of freedom. At weak coupling, the sign remains the same by continuity, but in general it can change at strong coupling as interactions contribute to the vacuum energy. Intuition tells us that attractive interactions will tend to produce extra negative contributions (the same intuition as the Casimir effect). It is not unreasonable to think that as the couplings are driven to infinity, eventually all corrections to the vacuum energy will turn negative. This is precisely what we find for all holographic theories, on flat space or on spaces of positive curvature like de Sitter or the sphere.

This may be correlated to the fact that minus the logarithm of the partition function\(^\text{11}\) of a holographic theory on a space of (non-negative) constant curvature, has a thermodynamic structure, with

\[
\log Z_{\text{QFT}} \sim E - TS,
\]

where \(E\) is the thermodynamic energy, \(T\) is the “de Sitter temperature”, related to the curvature and \(S\) is the de Sitter entropy. Moreover various thermodynamic relations hold, which will play an important role in the analysis and which is discussed in appendix B. What we found in section 5 is the backreaction to the cosmological constant is minus \(E\) which, as stated, always reduces the bare cosmological constant. It is possible that this result has a thermodynamic explanation and if this is the case, it would be interesting to uncover it.

An important remaining question concerns departures from de Sitter space due to QFT quantum effects. To explore this we must study deviations from the constant-curvature assumption. It is well known that an effective action derived by assuming constant curvature is not reliable in order to derive even the fate of homogeneous perturbations, as was done starting with \([25]\) and numerous other papers after this. To be able to perform a stability analysis, we would need an effective action that is valid for more general backgrounds.

There are two types of perturbations around constant-curvature backgrounds like de Sitter:

- FRW-like perturbations that preserve an O(4) part of the original symmetry of de Sitter, O(1,4). Such perturbations have been studied for CFTs by using two equations, the Einstein equation sourced by the expectation value of the energy-momentum tensor of the CFT, and the anomaly equation which involves the full tensor for the curvature-square terms. A related analysis was first done in \([53]\). However, in this a form of the expectation value of the energy momentum tensor was used that is valid for free fields. A more general approach was tried in \([48]\) but not in sufficient generality. Both approaches apply to CFTs. However there may be a way of extending this to QFTs beyond CFTs by generalizing the trace formula, but this is under scrutiny.

- General perturbations that are also space-dependent. This is a harder problem and requires more powerful tools. This was achieved recently in \([51]\), where the dynamics of perturbations to the geometry from \(\mathcal{N} = 4\) sYM in the holographic limit were

\(^{11}\)Defined as the renormalized, or cutoff on-shell gravitational action.
computed numerically. Although a generalization to holographic QFTs beyond CFTs is imaginable, several simplifications that happen for CFTs are not expected to work and therefore this problem remains open.

The paper is organized as follows. In section 2 we present our setup, show how to recast the backreaction problem into an $f(R)$ theory and discuss the general properties of the resulting effective theory. In section 3 we present the calculation of the effective $f(R)$ theory in holographic QFTs. In sections 4 and 5 we apply the general framework to simple examples of holographic theories whose gravity side consists of Einstein-dilaton theory with quartic potential, and we compute numerically (and when possible, analytically) the de Sitter backreaction. In particular, section 4 presents the results for a UV-complete QFT, whereas section 5 deals with a cut-off QFT. Several technical results, including a summary of the holographic dictionary, are presented in the appendix.

Note. Should a reader not be interested in the technical details of the holographic calculation, he or she may skip section 3. The paper can still be read self-consistently provided such reader accepts for granted some of the expressions in sections 4 and 5.

2 Strategy and setup

In this section we lay out in detail the setup we use to couple QFTs to gravity and obtaining $f(R)$ theories from performing the quantum path integral, including the issue of regularization/renormalization. The discussion is general, and only refers very schematically to holography in subsection 2.2. In particular, the general form of the effective action and the resulting $f(R)$ theory we discuss in sections 2.4 and 2.5 are independent of holography, although we use holographic methods to compute them in section 3.

2.1 Back-reaction of a QFT in a maximally symmetric geometry

Consider a gravitational theory in $d$ dimensions described by the action

$$S_0[g] = \frac{M_0^{d-2}}{2} \int d^d x \sqrt{|g|} \left( R - 2\lambda_0 + M_0^2 \sum_{n=2}^{[\frac{d}{2}]} a_n (M_0^{-2} R)^n \right),$$

(2.1)

where $g_{\mu\nu}$ is the metric and $R$ the corresponding curvature scalar. Here $M_0$ is the gravitational coupling constant, $\lambda_0$ is the cosmological constant (with dimensions of energy-squared) and $a_n$ are dimensionless couplings.\(^{12}\) Note that in (2.1) we included terms with more than two derivatives of the metric, as long as they correspond to relevant operators in $d$ dimensions. Further terms are suppressed by $M_0$, which we regard to be of the same order of the ultimate UV cut-off of the theory, where stringy or quantum gravity effects become important.

A different way of justifying our starting point in (2.1) is that we include terms that will be necessary for later on absorbing the UV divergent contributions from QFT backreaction. The structure of the divergent terms will be discussed in detail in section 2.4. If on the other hand we started instead from an arbitrary series including all possible terms with arbitrary coefficients, then predictivity will be lost.

\(^{12}\)Here we use lower case symbol $\lambda$ to denote the cosmological constant instead of the more conventional upper case symbol $\Lambda$, as the latter will later be employed to describe an energy cutoff.
As we shall be exclusively interested in constant-curvature solutions, we also restrict attention to theories where the metric-dependence of the Lagrangian density can be written exclusively in terms of $R$. More precisely, we restrict attention to Einstein backgrounds with

$$R_{\mu\nu} = \kappa g_{\mu\nu}, \quad \kappa = \text{const.},$$

(2.2)

already at the level of the action. While this will simplify the analysis for the existence of backreacted constant-curvature solutions, the modified action will not exhibit the same dynamics away from constant-curvature solutions as the full theory. This will unfortunately preclude an analysis of stability of the constant-curvature solutions, which will be left for future work.\footnote{This question has been studied recently in holographic CFTs in \cite{51}.}

In this work we shall be mainly interested in theories in $d = 4$, in which case (2.1) becomes

$$S_0[g] = \frac{M_0^2}{2} \int d^4x \sqrt{|g|} (R - 2\lambda_0 + aM_0^{-2}R^2),$$

(2.3)

where we dropped the subscript on the numerical parameter $a$. A justification of this starting point was made above, when we discussed the case of general $d$.

The system in (2.3) permits a constant-curvature solution with

$$R = 4\lambda_0,$$

(2.4)

for any value of $a$ in (2.3). This is because, in $d = 4$, the $R^2$ term does not contribute to Einstein equations in the case of a maximally symmetric ansatz, as we shall see in more detail in section 2.5.

We now return to general $d$ and couple a QFT to the gravitational theory in (2.1). In this work, we shall distinguish the following two contexts:

1. The QFT is UV complete. The combined system of gravitational theory described by action $S_0$ coupled to the QFT is taken to be a valid description up to arbitrarily high energy scales. In practice, the scale where quantum gravitational effects become important (which we identify with the physical Planck scale), will provide an ultimate cutoff, but here we shall ensure that this scale is well above all other scales in the system, so that the UV cutoff can effectively taken to be infinite.

2. The QFT is an effective theory valid up to a scale $\Lambda$. The other possibility is that the QFT is only an effective theory valid up to an energy scale $\Lambda$, at which quantum-gravitational effects can still safely be ignored, but above which a different description of our system is needed.

This distinction will become important later when we shall discuss the renormalization of UV divergences.

The $d$-dimensional QFT to be coupled to the gravitational system in (2.1) is taken to have the following properties: it describes a RG flow between a UV CFT and an IR CFT. The RG flow is driven by a scalar operator $O$. The fundamental set of fields in the path-integral description of the QFT will be collectively denoted by $\Phi$. The UV values of the

\footnote{In appendix F, we show explicitly for the 4-dimensional case that, as long as we are exclusively interested in constant-curvature solutions, we do not miss solutions by already restricting the 4-derivative terms in the action to be just given by $\sim R^2$. The argument is given for backgrounds without boundary.}
corresponding coupling constant (i.e. the source of the operator $O$) will be denoted by $j$. The combined action for the gravity-QFT system can then be written as

$$S[g, j, \Phi] = S_0[g] + S_{\text{QFT}}[g, j, \Phi].$$  \hfill (2.5)

The generating functional for the combined system is thus given by

$$Z[j] = \int d[g] \ e^{iS[g, j, \Phi]} = \int d[g] \ d[\Phi] \ e^{iS_0[g] + iS_{\text{QFT}}[g, j, \Phi]} = \int d[g] \ e^{iS_0[g]} \left( \int d[\Phi] \ e^{iS_{\text{QFT}}[g, j, \Phi]} \right).$$ \hfill (2.6)

We can integrate out the QFT by performing the path integral over $\Phi$. To this end, we introduce the effective action $S_{\text{QFT}}^\text{eff}$ as

$$e^{iS_{\text{QFT}}^\text{eff}[g, j]} = \int d[\Phi] \ e^{iS_{\text{QFT}}[g, j, \Phi]}.$$ \hfill (2.7)

Inserting this into the expression (2.6) for the generating functional, we obtain

$$Z[j] = \int d[g] \ e^{iS_0[g] + iS_{\text{QFT}}^\text{eff}[g, j]} = \int d[g] \ e^{iS_{\text{tot}}[g, j]},$$ \hfill (2.8)

where we introduced

$$S_{\text{tot}}[g, j] = S_0[g] + S_{\text{QFT}}^\text{eff}[g, j].$$ \hfill (2.9)

We are hence left with a theory of the metric $g_{\mu\nu}$ (for some choice of sources $j$). This is a theory of $g_{\mu\nu}$ with the backreaction effects due to the QFT already included. By studying its constant-curvature solutions we can hence determine how these are affected by backreacting a QFT, which is the primary objective of this work. To find these solutions we simply have to extremize the action $S_{\text{tot}}$ in (2.9) with respect to the metric $g_{\mu\nu}$.

\section{2.2 Integrating out a QFT using holography}

To proceed we need an explicit expression for $S_{\text{QFT}}^\text{eff}$. This is typically the main obstacle in this analysis, in particular if the QFT is interacting. In this case the path integral in (2.7) cannot be evaluated in all generality and an analytical expression for $S_{\text{QFT}}^\text{eff}$ is beyond reach. To proceed one may work in perturbation theory or turn to numerical studies on a lattice. Here we shall follow a different direction which will allow us to make progress. In particular, by considering QFTs which possess weakly coupled gravity duals we shall be able to integrate out the QFT using the dual description. In this and the next subsection we explain schematically the idea behind the holographic computation, and we refer the interested reader to section 3 for details.

We assume that the $d$-dimensional QFT admits a dual description in terms of a gravitational theory. This gravity dual is defined on a $(d+1)$-dimensional space-time $M$ with a dynamical metric $G_{ab}$. In addition, for every scalar operator $O$ on the QFT side, there will be a scalar field $\varphi$ on the gravity side. The manifold $M$ possesses an (AdS$_{d+1}$) boundary, which under the duality corresponds the fact that the QFT reaches a conformal fixed point in the UV. The holographic dictionary then corresponds to an identification between the
generating functional $Z_{\text{QFT}}$ on the field theory and the corresponding expression $Z_{\text{grav.}(d+1)}$ on the dual gravity side, i.e.

$$Z_{\text{QFT}}[g, j] = Z_{\text{grav.}(d+1)}[g, j],$$

with

$$Z_{\text{QFT}}[g, j] = \int d[\Phi] e^{iS_{\text{QFT}}[g, j, \Phi]} = e^{iS_{\text{QFT}}[g, j]},$$

$$Z_{\text{grav.}(d+1)}[g, j] = \int_{G|\partial M = g, \varphi|\partial M = j} d[G] d[\varphi] e^{iS_{\text{grav.}(d+1)}[G, \varphi]}.$$

(2.10)

Roughly speaking, the holographic dictionary identifies the metric $G$ restricted to the boundary $\partial M$ with the metric $g$ on which the field theory is defined, and the value of the scalars $\varphi$ on $\partial M$ with the values of the sources $j$.

The duality is most useful when the dual gravitational theory is dominated by Einstein gravity, which occurs when the field theory is strongly coupled, with a gauge group of large rank. In this case one can approximate

$$Z_{\text{grav.}(d+1)}[g, j] = e^{iS_{\text{on-shell}}[G|\partial M = g, \varphi|\partial M = j]},$$

(2.11)

where $S_{\text{on-shell}}$ is the action evaluated on the classical solution with the appropriate boundary conditions. Using this and (2.11) the duality statement (2.10) implies

$$S_{\text{eff}}[g, j] = S_{\text{effective}}[G|\partial M = g, \varphi|\partial M = j].$$

(2.12)

As a result, we can write the total action (2.9) as

$$S_{\text{tot}}[g, j] = S_{0}[g] + S_{\text{on-shell}}[G|\partial M = g, \varphi|\partial M = j].$$

(2.13)

Recall that to arrive at this, we had to assume that the QFT is a strongly-coupled large-rank (i.e. holographic) gauge theory. Therefore, all results obtained from (2.15) will be valid when these assumptions hold.

### 2.3 A subset of QFTs with simple gravitational duals

While the strategy laid out above is valid for any QFT that allows for a gravity dual, for simplicity we shall henceforth restrict our attention to a particular subset of QFTs, whose gravity dual is a $d+1$ Einstein-dilaton theory with dilaton potential. All details regarding this gravitational dual will be postponed until section 3.1, while here we describe the properties of the QFTs considered in field theory language.

In particular, we shall exclusively consider QFTs that can be defined in terms of a UV CFT with $N_{\text{uv}}$ degrees of freedom, perturbed by a single scalar operator $\mathcal{O}$ of dimension $\Delta$ with $0 < \Delta < d$. The corresponding coupling constant (the ‘source’) has dimension $d - \Delta$ and we shall denote its UV value by $j$. We can hence associate a mass scale $m$ with this theory, which we define as

$$m = |j|^{1/(d-\Delta)}.$$ 

(2.14)

These identifications, which here we simplified for illustrational purposes, will be made precise in section 3.
We further restrict to QFTs where the renormalization group flow induced by the operator \( \mathcal{O} \) terminates at an IR fixed point associated with a corresponding IR CFT with \( N_{\text{ir}} \) degrees of freedom. The arrival at this IR fixed point can be understood as a perturbation of the IR CFT by an irrelevant scalar operator of dimension \( \Delta_{\text{ir}} > d \).

Thus, in the following, whenever we refer to the backreacting QFT we refer to a theory with the properties laid out above. A particular case that we shall study is given by the above theory with \( j = 0 \) (and hence \( m = 0 \)), in which case the QFT reduces to the (UV) CFT.

### 2.4 UV divergences and renormalized parameters

The calculation of the effective action (or equivalently the on-shell action) is sensitive to ultraviolet physics and as a result the quantity \( S_{\text{eff}}^{\text{QFT}} \) is typically UV divergent. As a first step, we regulate UV divergences by the introduction of an energy cutoff \( \Lambda \). The UV cutoff used here will be consistent with the (maximal) symmetry of the space-time described by \( g_{\mu\nu} \) (in contrast to a simple momentum cutoff). This can be easily achieved in the holographic formulation, by appropriately cutting off the bulk geometry before the boundary is reached. This will be described in detail in section 3.4.

The effective action \( S_{\text{eff}}^{\text{QFT}} \) (or equivalently the on-shell action \( S_{\text{on-shell grav},(d+1)}^{\text{grav}} \)) will hence depend on the three dimensionful parameters \( \Lambda, R, m \). Then, without loss of generality we can write

\[
S_{\text{eff}}^{\text{QFT}} = \tilde{a}_{\text{uv}} \int d^d x \sqrt{|g|} \Lambda^d \mathcal{F} \left( \frac{m}{\Lambda}, \frac{R}{\Lambda^2} \right),
\]

with \( \mathcal{F} \) a function of the dimensionless ratios \( \frac{m}{\Lambda} \) and \( \frac{R}{\Lambda^2} \). The entire dependence of \( S_{\text{eff}}^{\text{QFT}} \) on the number of UV degrees of freedom can be written as an overall multiplicative factor, which we label by \( \tilde{a}_{\text{uv}} \). For a large-\( N \) gauge theory possessing a gravitational dual described by classical gravity, one has

\[
\tilde{a}_{\text{uv}} \sim N_{\text{uv}}^2 \quad \text{with} \quad N_{\text{uv}} \to \infty,
\]

where \( N_{\text{uv}} \) has the interpretation as the rank of the UV gauge theory. The precise proportionality constant is determined by the precise string compactification providing the gravity dual. In practice, to arrive at numerical results we shall set \( N_{\text{uv}} \) to be finite but large. We stress that any result thus obtained will miss contributions suppressed by negative powers of \( N_{\text{uv}} \), which corresponds to quantum (bulk) gravity effects.

Isolating in the expression (2.17) terms which are UV-divergent in the limit \( \Lambda \to \infty \) we expect on general grounds that, in a local QFT, these come with integer powers of \( R \):

\[
S_{\text{eff}}^{\text{QFT}} = \tilde{a}_{\text{uv}} \int d^d x \sqrt{|g|} \left[ \Lambda^d \mathcal{F}_0 \left( \frac{m}{\Lambda} \right) + R \Lambda^{d-2} \mathcal{F}_1 \left( \frac{m}{\Lambda} \right) + R^2 \Lambda^{d-4} \mathcal{F}_2 \left( \frac{m}{\Lambda} \right) \right.
\]
\[
+ \cdots + \delta_{d/2 \text{mod} 2} R^{d/2} \log \left( \frac{m^2}{\Lambda^2} \right) \mathcal{F}_{d/2} \left( \frac{m}{\Lambda} \right) + \text{finite for } \Lambda \to \infty \right],
\]

where all the functions \( \mathcal{F}'s \) are finite in the limit. It should be clear, that the general structure of UV divergences described in (2.19) above is valid in any local QFT just by power counting. As we shall see in section 3, the holographic calculation does reproduce this structure.

Note that the term \( \sim R^{d/2} \) is only present for even \( d \). There typically is further non-trivial (and non-analytic) dependence on \( R \) in the finite terms which we currently suppress.
in this discussion of divergent pieces. Adding $S_{\text{QFT}}^{\text{eff}}$ to the action $S_0$ one then can make the following observations:

- The term $\sim \Lambda^d F_0(\frac{m}{\Lambda})$ acts as a contribution to the overall cosmological constant.
- The term $\sim R \Lambda^{d-2} F_1(\frac{m}{\Lambda})$ modifies the coefficient of $R$ in the action and hence contributes to the Planck scale.
- The remaining divergent terms modify the higher derivative terms $\sim a_n R^n$ in (2.1).

The physical relevance of these observations now crucially depends on whether we assume the QFT to be UV complete, or not. We discuss these two possibilities separately.

**The QFT is UV complete.** In this case the description of our physical system is valid to arbitrarily high energies and we should hence take the cutoff to infinity, i.e. $\Lambda \to \infty$.$^{16}$ In this limit the contribution from the QFT to the combined action diverges, but this is to be treated using standard renormalization.

Consider for example the overall cosmological constant of the combined system. This consists of the bare cosmological constant $\lambda_0$ introduced in (2.1) and a UV-divergent contribution from the QFT which we denote by $\Delta \lambda$. The important point is that for an observer in the IR only the combined cosmological constant $\lambda_{\text{ren}} \equiv \lambda_0 + \Delta \lambda$ is observable and hence physical, but not the individual contributions $\lambda_0$ and $\Delta \lambda$. Thus, from an IR point of view it is sensible to replace $\lambda_0 + \Delta \lambda$ by $\lambda_{\text{ren}}$ and consider $\lambda_{\text{ren}}$ as a (finite) parameter to be eventually determined by experiment. The UV-divergent contribution has been subsumed into a renormalized parameter, at the expense of the calculability of this parameter within the theory. Then we can set $\Lambda \to \infty$ without harm. This is just the usual procedure of renormalization of a relevant coupling (cf. the renormalization of the Higgs mass), and can be made precise by introducing counterterms as we discuss below.

In this work we are only interested in the IR point of view and hence divergent contributions will be subsumed into appropriately defined renormalized quantities. In particular, all divergences can be absorbed by defining the quantities:

$$M_{\text{ren}}, \quad \lambda_{\text{ren}}, \quad \text{and} \quad a_{n}^{\text{ren}} \quad (2.20)$$

which can be defined by combining the bare parameters $M_0$, $\lambda_0$ and $a_n$ in (2.1) with the corresponding UV-divergent expressions from (2.19). While this can be performed explicitly using the cutoff-regulated effective action (2.17), it will be technically cleaner to introduce one further intermediate step before defining $M_{\text{ren}}, \lambda_{\text{ren}}$ and $a_{n}^{\text{ren}}$.

In particular, this step consists of removing the UV divergences in $S_{\text{QFT}}^{\text{eff}}$ explicitly by adding suitable counterterms. That is, we define a renormalized effective action

$$S_{\text{QFT}}^{\text{eff}, \text{ren}} \equiv \lim_{\Lambda \to \infty} \left( S_{\text{QFT}}^{\text{eff}} + S_{\text{ct}} \right), \quad (2.21)$$

where $S_{\text{ct}}$ denotes the necessary counterterms to ensure that $S_{\text{QFT}}^{\text{eff}, \text{ren}}$ is UV finite. For systems with a gravity dual in terms of an Einstein-dilaton theory, the precise form of the counterterm action is known [54] and hence this procedure can be performed explicitly. Details can be found in section 3.4 and here we summarise the most important points.

$^{16}$Again, note that the quantum gravity scale, expected to be of the order of the physical Planck scale $M_p$, will provide an effective cutoff. However, we shall be mainly interested in situations where all dimensionful parameters are small compared to this scale, i.e. $m/M_p \ll 1$ and $R/M_p^2 \ll 1$. In this case we expect that we can safely take the cutoff to infinity without missing large effects.
• The counterterm action can be written as a series in integer powers of $R$, just like the UV divergent terms in (2.19) come as a series in powers of $R$:

$$S_{ct} = \tilde{a}_{uv} \int d^d x \sqrt{g} \left[ \sum_{0 \leq n < \lfloor d/2 \rfloor} s_{ct,n} \left(\frac{m}{\Lambda}\right) \Lambda^{d-2n} R^{2n} + s_{ct,d/2} \left(\frac{m}{\Lambda}\right) \log \frac{\Lambda}{m} R^{d/2} \right],$$

(2.22)

where the last term is only present in even dimensions. The functions $s_{ct,n}$ are finite in the limit $\Lambda \to \infty$. The counterterm at order $R$ then removes the UV divergent piece at that order in $R$. Thus, to remove all divergences we need to include counterterms up to and including $O(R^{\lfloor d/2 \rfloor})$.

• Further, each counterterm $S_{ct,n}$ at a given order in $R$ is only defined up to one arbitrary numerical parameter, which we denote by $c_{ct,n}$. These parameters $c_{ct,n}$ can be chosen freely, with a particular choice corresponding to a particular renormalization scheme.

One can then expect (and the holographic calculation will confirm this explicitly) that the renormalized effective action (2.21) takes the form:

$$S_{\text{eff, ren}}^{\text{QFT}} = \int d^d x \sqrt{g} \left[ \tilde{a}_{uv} c_{ct,0} m^d + \tilde{a}_{uv} c_{ct,1} R m^{d-2} + \ldots + \tilde{a}_{uv} c_{ct,\lfloor d/2 \rfloor} R^{\lfloor d/2 \rfloor} m^{d-2 \lfloor d/2 \rfloor} \right]$$

$$+ \delta_{d/2 \text{mod} 2} \frac{1}{96} \tilde{a}_{uv} R^{d/2} \left( 1 + \log \left( \frac{R}{48 m^2} \right) \right) + \tilde{a}_{uv} m^d G \left( \frac{R}{m^2} \right).$$

(2.23)

The first line contains all scheme-dependent pieces while on the second line we collected all scheme-independent pieces, i.e. all finite terms that do not come with a factor $c_{ct,n}$. The second line contains the term $\sim R^{d/2} \log R$, which is only present for even $d$. This term was explicitly separated from the (generically unknown but finite) function $G(R/m^2)$ because it reproduces the Weyl anomaly in a constant-curvature background, which reads:

$$\langle T_{\text{ren},\mu} \rangle = -\frac{a}{48} R^2$$

(2.24)

By calculating the renormalized stress tensor from the definition

$$\langle T_{\text{ren},\mu} \rangle = -\frac{2}{\sqrt{|g|}} \frac{\delta S_{\text{eff, ren}}^{\text{QFT}}}{\delta g^{\mu\nu}}$$

(2.25)

and comparing with equation (2.24), we can identify the anomaly coefficient $a$ (of the UV CFT) with the parameter $\tilde{a}_{uv}$. The factors $\frac{1}{96}$ and $\frac{1}{48}$, as well as the extra finite $R^{d/2}$ term in the second line of equation (2.23) are included for later convenience. The remaining finite pieces are collected into the term $\tilde{a}_{uv} m^d G(R m^{-2})$ with $G$ some function that will need to be determined for every QFT separately. As will be confirmed later by the holographic calculation, the term $m^d G(R m^{-2})$ satisfies

$$m^d G(R m^{-2}) \xrightarrow{m \to 0} 0,$$

(2.26)

i.e. this term disappears in the UV conformal limit of the QFT.
Here it is apparent that $c_{ct,0}$ controls the renormalization of the cosmological constant, $c_{ct,1}$ is related to the renormalization of the Planck scale, with the remaining coefficients $c_{ct,n}$ associated with the renormalization of the parameters $a_n$.

We can then define renormalized parameters as follows. For one, we choose to renormalize the Planck scale and cosmological constant to reproduce the standard flat space limit of classical gravity. That is, we define the cosmological constant as the constant piece of the Lagrangian density for $R \to 0$ and the Planck scale as the coefficient of the linear piece in $R$ for $R \to 0$.\(^{17}\) Writing

$$S_{\text{tot}} = \int d^4x \sqrt{|g|} f(R),$$

this definition implies

$$\frac{1}{2} M_{\text{ren}}^{d-2} = \left. \frac{\partial f(R)}{\partial R} \right|_{R=0} = \frac{1}{2} M_0^{d-2} + \tilde{a}_{uv} c_{ct,1} m^{d-2} + \tilde{a}_{uv} m^{d-2} G'(0), \quad (2.28)$$

$$M_{\text{ren}}^{d-2} \lambda_{\text{ren}} = - f(0) = M_0^{d-2} \lambda_0 - \tilde{a}_{uv} c_{ct,0} m^{d} - \tilde{a}_{uv} m^{d} G(0), \quad (2.29)$$

where $'$ implies a derivative with respect to the argument of $G(Rm^{-2})$. Regarding the parameters $a_n^{\text{ren}}$ which will multiply higher powers of $R$, there is no reason to define them at any particular value of $R$. Hence there we define the renormalized parameters simply as the combination of the bare parameters $a_n$ and the corresponding arbitrary constants $c_{ct,n}$:

$$\frac{1}{2} a_n^{\text{ren}} M_{\text{ren}}^{d-2n} = \frac{1}{2} a_n M_0^{d-2n} + \tilde{a}_{uv} c_{ct,n} m^{d-2n}, \quad 2 \leq n \leq [d/2]. \quad (2.30)$$

Using these renormalized parameters the total action (2.27) can be written as

$$S_{\text{tot}} = \int d^4x \sqrt{|g|} \left[ \frac{M_{\text{ren}}^{d-2}}{2} \left( R - 2 \lambda_{\text{ren}} + M_{\text{ren}}^{d-2} \sum_{n=2}^{[d/2]} a_n^{\text{ren}} (M_{\text{ren}}^{-2} R)^n \right) + \delta_{d/2 \mod 2} \frac{1}{96} \tilde{a}_{uv} R^2 \left( 1 + \log \left( \frac{R}{48 m^2} \right) \right) + \tilde{a}_{uv} m^d \left( G \left( \frac{R}{m^2} \right) - G(0) - \frac{R}{m^2} G'(0) \right) \right], \quad (2.31)$$

\(^{17}\)Alternatively, what is referred to as the ‘physical Planck scale’ is sometimes also defined in terms of the gravitational coupling constant of graviton fluctuations about a given background solution. This cannot be unambiguously defined without finding a solution first.
Note that the first line of (2.31) takes the same form as the bare action $S_0$ in (2.1), but with the bare parameters $M_0, \lambda_0, a_n$ replaced by the renormalized quantities $M_{\text{ren}}, \lambda_{\text{ren}}$ and $a_{\text{ren}}^n$. The second line contains a contribution from the conformal anomaly of the form $\sim R^{d/2} \log R$, which only exists in even dimensions and is not renormalized. On the third line we have a contribution from integrating out the QFT which exists in any dimension and is present as long as $m \neq 0$. Finally, by definition, for $R \to 0$ we observe that

$$S_{\text{tot}} = \int d^d x \sqrt{|g|} \left[ -M_{\text{ren}}^{d-2} \lambda_{\text{ren}} + \frac{M_{\text{ren}}^{d-2}}{2} R + O(R^2) \right],$$

i.e. the total action reduces to that of standard Einstein theory with Planck scale $M_{\text{ren}}$ and cosmological constant $\lambda_{\text{ren}}$.

**The QFT is an effective theory valid up to a scale $\Lambda$.** In this case the bare action $S_0$ in (2.1) and the cutoff-regulated action $S_{\text{QFT}}^{\text{eff}}$ in (2.17) have the following interpretation. Here the action $S_0$ is the action for a gravitational system, with all effects above the energy scale $\Lambda$ already included. At this scale $\Lambda$ we then couple the QFT and study the ensuing effects on the geometry. Here $\Lambda$ is a finite physical scale and hence $S_{\text{QFT}}^{\text{eff}}$ is finite. We hence simply add it to $S_0$ and study the resulting combined system. The total action in this case is given by

$$S_{\text{tot}} = \int d^d x \sqrt{|g|} \left[ \frac{M_0^{d-2}}{2} \left( R - 2\lambda_0 + M_0^2 \sum_{n=2}^{\lfloor \frac{d}{2} \rfloor} a_n (M_0^{-2} R)^n \right) + \tilde{a}_{\text{uv}} \lambda_{\text{ren}} \frac{R}{\Lambda^2} + \tilde{a}_{\text{uv}} \Lambda^d \mathcal{F} \left( \frac{m}{\Lambda}, \frac{R}{\Lambda^2} \right) \right].$$

One special case within this class of models will receive our particular attention. Consider a maximally symmetric space-time with some value $R$ for the curvature scalar. One question then is how this particular geometry would be affected if a QFT is coupled to this curved background. One way of understanding the backreaction due to the presence of the QFT is in terms of particle creation in a curved background. However, from all degrees of freedom described by the QFT only modes with momenta $p$ with $p^2 \lesssim R$ are sensitive to the curvature of the background, while modes with $p^2 \gtrsim R$ perceive the background to be effectively flat. Hence, if backreaction is mainly due to particle creation in a curved background, only the modes with $p^2 \lesssim R$ should be important for evaluating backreaction on the geometry.

In our setting we can capture this situation by choosing $\Lambda$ self-consistently, to the value $\Lambda_*$ which satisfies the equation

$$\Lambda_*^2 = R(\lambda_0, M_0, \Lambda_*),$$

where the right hand side is the solution of the $f(R)$ gravity equation of motion with parameters $\lambda_0, M_0$ and $\Lambda_*$. 

### 2.5 The combined system as a $f(R)$-theory of gravity

The systems of study in this work fall into the category of higher-derivative theories of gravity, as the action contains terms proportional to $R^n$ with $n \geq 1$, which lead to terms with more than two derivatives in the Lagrangian density. Arbitrary higher-derivative theories commonly suffer from ghosts, i.e. degrees of freedom with the wrong sign of kinetic term.

In our case the effective action will depend on the curvature via various curvature invariants involving the scalar curvature, the Ricci tensor of the Riemann tensor. However,
we shall be working with metrics that are Einstein, and such metrics have constant scalar curvature. Moreover, as we have shown in [40, 41], the effective action after integrating out a holographic QFT is a functional only of the scalar curvature. One of the reasons is that for Einstein metrics Ricci invariants are related to scalar curvature invariants. However, Kretschmann-like invariants can be different, but they do not appear to leading order in $1/N_c$ and in the strong coupling expansion.\(^\text{18}\)

In the following we shall argue that in the systems of interest in this work the appearance of ghosts in the gravitational action can easily be avoided. The central observation, made also above, is that in the systems described by the action (2.31) and (2.33) all higher-derivative terms can be written in terms of the scalar curvature $R$ alone, without requiring terms coming from contractions of Ricci and Riemann tensors like $R_{\mu\nu}R^{\mu\nu}$ or $R_{\mu\nu\rho\sigma}R^{\mu\nu\rho\sigma}$. Higher-derivative theories of this kind are also referred to as $f(R)$ theories of gravity, indicating that the Lagrangian density can be entirely written as a function of the scalar curvature $R$, i.e.

$$S_{\text{tot}} = \int d^d x \sqrt{|g|} f(R).$$  \hspace{1cm} (2.35)

Theories of $f(R)$ gravity have been studied extensively in the literature, e.g. as possible alternatives to $\Lambda$CDM cosmology (see e.g. the reviews [43–46]).

The stability of $f(R)$ theories has also been addressed in the past. In particular, for the graviton not to be a ghost one requires:

$$f_R \equiv \frac{\partial f}{\partial R} > 0.$$  \hspace{1cm} (2.36)

If this is satisfied $f(R)$ theories are ghost-free (see e.g. the subsection on ghosts of $f(R)$ theories in the review by Sotiriou and Faraoni [43] and references therein).\(^\text{19}\) As we argue below, for all cases of interest we shall always be able to satisfy the stability condition (2.36).

Treating our systems of interest in (2.31) and (2.33) as a $f(R)$ theory of gravity also has the following advantage: the equations of motion for the metric can be written very compactly with the help of the function $f(R)$. In particular, for a theory given by (2.35) the equations of motion are

$$f_R(R)R_{\mu\nu} - \nabla_\mu \nabla_\nu f_R + g_{\mu\nu}\Box f_R(R) - \frac{1}{2} f(R)g_{\mu\nu} = 0, \quad \text{with} \quad f_R \equiv \frac{\partial f}{\partial R}. \hspace{1cm} (2.37)$$

For constant curvature solutions the 2nd and 3rd term on the l.h.s. of (2.37) vanish identically. Contracting with $g^{\mu\nu}$ the above can then be simplified to

$$df(R) - 2 R f_R(R) = 0. \hspace{1cm} (2.38)$$

This is the equation that we shall solve in the following for obtaining constant-curvature solutions. The relevant expression for $f(R)$ can simply be read off from (2.31) and (2.33).

---

\(^{18}\)References [40] and [41] focused on the Einstein manifold being a space of maximal symmetry. However all results are valid for any Einstein manifold.

\(^{19}\)As described in the review by De Felice and Tsujikawa [43–46], if $f(R)$ theories are employed as models for the observed cosmological evolution the condition (2.36) only has to be satisfied for $R > R_0$ with $R_0$ the Ricci scalar today. As we do not apply our results to cosmology in this work, we shall require the stricter condition of (2.36) holding for all values of $R$. 

Given a $f(R)$ theory of gravity with action (2.35), an equivalent formulation exists in terms of a scalar-tensor theory of a scalar $\phi$ with a non-trivial potential coupled to Einstein gravity, i.e.\[ S_{\text{tot}} = \int d^d x \sqrt{|\tilde{g}|} \left[ \frac{M_p^{d-2}}{2} \tilde{R} - \frac{1}{2} \tilde{g}^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - V(\phi) \right]. \] (2.39)

The metric $\tilde{g}_{\mu\nu}$ is related to $g_{\mu\nu}$ by a conformal rescaling and $M_p$ and $V(\phi)$ can be obtained from $f(R)$ and its derivatives. Details for this reformulation can be found in appendix A. A condition for this map to exist is that $f_R$ is invertible. This is always the case when (2.36) is satisfied. The physical system described by the action (2.35) is classically equivalent to the system described by (2.39). As the latter is just the theory of a scalar with a potential coupled to Einstein gravity it is manifestly ghost-free. In terms of the tensor-scalar formulation of the theory constant-curvature solutions have a very intuitive counterpart. As can be shown (see appendix A), solutions to equation (2.38) correspond to extremal points of the potential $V(\phi)$:

\[ df(R) - 2R f_R(R) = 0, \quad \iff \frac{\partial V(\phi)}{\partial \phi} = 0. \] (2.40)

To close this section, we now argue that for all relevant cases the no-ghost condition (2.36) can always be satisfied. In particular, we shall be interested in solutions to (2.38) for $d = 4$, but the following argument can always be made for any even value for $d$. The observation is that for $d$ even the function $f(R)$ considered here generically contains a term $a_{d/2} R^{d/2} \subset f(R)$. This term does not contribute to equation (2.38) and hence the value of $a_{d/2}$ does not affect constant-curvature solutions. However, this term gives a contribution $\frac{d}{2} a_{d/2} R^{d/2-1}$ to $f_R$. Thus, as along as we consider a constant-curvature solution with $R \neq 0$, we can always ensure that $f_R > 0$ by choosing $a_{d/2}$ appropriately. Hence, for all cases of interest graviton ghosts can be avoided.

The quantum effective action for the curvature that we calculate holographically should be thought of as a kind of DBI action for gravity, in that it is applicable in cases where the scalar curvature is slowly varying. This action was calculated from first principles in holographic theories for the first time in [40] and its strong and weak curvature asymptotics were analysed.

### 3 Holographic dual

In this section we set up the holographic dual to the $d$-dimensional QFT to be integrated out, and calculate the corresponding contribution to the gravitational effective action. The latter is computed in the gravity dual by the classical on-shell action, i.e. the action governing the $(d + 1)$-dimensional gravitational theory evaluated on a solution which is dual to a field theory RG flow on a constant-curvature $d$-dimensional space-time.

First, in subsections 3.1 and 3.2 we briefly review the features of the holographic geometries dual to RG flows in curved space-times. We refer the reader to [40, 41] for details. Based on these results the calculation of the effective action is presented in some detail in sections 3.4 and 3.5, in which we recast the result of [41] in a form which is useful for the problem at hand. A summary of the holographic dictionary can be found in appendix D.

---

20 We use the ‘mostly plus’ signature for the metric.
Note. The reader who wishes to skip the details of the holographic calculation can skip this section and go directly to section 4.

3.1 Holographic setup

As stated before, we assume the QFT to be a strongly coupled large-$N$ gauge theory, such that it corresponds to a classical gravitational theory in $(d + 1)$ dimensions. A general QFT can be described by a CFT perturbed in the UV by a set of operators. For simplicity, here we assume that there is just one relevant scalar operator $O$ present in the UV, which in the dual theory requires the existence of exactly one scalar field $\phi$ with a potential $V(\phi)$. The scalar field is interpreted as the running coupling corresponding to the operator $O$. The fact that the operator is relevant then implies that the UV of the QFT is identified with a maximum of that potential at $\phi = \phi_{\text{UV}}$. We also assume that the QFT (when defined on flat Minkowski space-time) flows to a conformal fixed point in the IR, which in the dual geometry is identified with a minimum of $V(\phi)$, at $\phi = \phi_{\text{IR}}$.

We then consider an Einstein-dilaton theory with action given by

$$S_{\text{grav},(d+1)} = M^{d-1} \int d^{d+1}x \sqrt{|G|} \left( R^{(G)} - \frac{1}{2} \partial_a \phi \partial^a \phi - V(\phi) \right) + S_{\text{GHY}}, \quad (3.1)$$

where $G_{ab}$ is the metric of the $(d+1)$-dimensional bulk space-time, $R^{(G)}$ the corresponding scalar curvature and $M$ is the $(d+1)$-dimensional gravitational coupling constant, and $S_{\text{GHY}}$ is the Gibbons-Hawking-York boundary term.

We shall be interested in solutions of the form:

$$x^a = (u, x^\mu), \quad ds^2 = G_{ab} dx^a dx^b = du^2 + e^{2A(u)} g_{\mu\nu} dx^\mu dx^\nu, \quad \phi = \phi(u), \quad (3.2)$$

which is the ansatz corresponding to holographic RG flows. Here we introduced a scale factor $A(u)$ and a $d$-dimensional metric $g_{\mu\nu}$ with scalar curvature $R$. By shifting $A(u)$ by a constant we can always ensure that $g_{\mu\nu}$ is identified with the metric on which the dual field theory is defined. As we are exclusively interested in QFTs on a maximally symmetric space-time, we take $g_{\mu\nu}$ to have constant positive, negative or vanishing curvature $R$. For non-zero $R$, the corresponding (A)dS $d$ radius is defined by

$$R = \pm \frac{d(d-1)}{\alpha^2}. \quad (3.3)$$

For regular geometries, the scalar field $\phi$ interpolates between the UV value, corresponding to the maximum of $V(\phi)$ (which we set to $\phi_{\text{UV}} = 0$ without loss of generality), and an IR value $\phi_0$.

Independently of the value of $R$, as $\phi \to 0$, the bulk geometry approaches the boundary region of an asymptotically AdS$_{d+1}$ space-time, with AdS radius given by the relation

$$V(0) = - \frac{d(d-1)}{\ell_{\text{UV}}^2}. \quad (3.3)$$

We choose the boundary to be reached for $u \to -\infty$.

While the near-UV boundary region of the geometry is universal, the deep interior (corresponding to the IR) crucially depends on the value of $R$. Regularity in the interior requires the following features:

- For $R = 0$ the IR endpoint of the flow is the value $\phi_{\text{IR}}$ corresponding to the minimum of the potential, and the interior asymptotes an interior AdS region as $u \to +\infty$, where the scale factor $e^A \to 0$, with a different radius $\ell_{\text{IR}}$ given by

$$V(\phi_{\text{IR}}) = - \frac{d(d-1)}{\ell_{\text{IR}}^2}. \quad (3.4)$$
For $R > 0$, the flows stop before reaching the IR fixed point, at a value $\varphi_0 < \varphi_{\text{IR}}$ (which depends on $R$ and on the relevant deformation parameter). This value is reached at a finite value $u_0$ of the holographic coordinate. At $u = u_0$ the scale factor $e^A = 0$, the Euclidean geometry smoothly caps off, while the Lorentzian space-time exhibits a coordinate horizon.

For $R < 0$ the geometry has a turning point at $\varphi_0$, where $e^A$ has a minimum. The geometry can be continued for $\varphi > \varphi_0$, where the flows continue towards another UV region\footnote{At this stage we note that for field theories on AdS$_d$ the ansatz given in (3.2) is only consistent if a defect is also introduced along a portion of the bulk space-time boundary. The precise nature of this defect is a matter of speculation and it will not be investigated further here. For details on the precise near-boundary geometry in the case of both dS$_d$ and AdS$_d$ slices and conditions for the defect see \cite{40}.}

It will be useful to define a new set of functions $W(\varphi)$, $S(\varphi)$ and $T(\varphi)$ as follows:

\begin{align*}
W(\varphi) &\equiv -2(d-1)\dot{A}, \\
S(\varphi) &\equiv \dot{\varphi}, \\
T(\varphi) &\equiv Re^{-2A}.
\end{align*}

Written in terms of these functions the equations of motion are

\begin{align*}
S^2 - SW' + \frac{2}{d} T &= 0, \\
\frac{d}{2(d-1)} W^2 - S^2 - 2T + 2V &= 0, \\
SS' - \frac{d}{2(d-1)} SW - V' &= 0,
\end{align*}

where a prime denotes a derivative with respect to $\varphi$.

These functions have to be thought as functions of $\varphi$ after inverting the relation between $\varphi$ and $u$ and substituting in the right hand sides.

In the flat case $R = 0$, the equations of motion imply $T = 0$ and $S = dW/d\varphi$, and $W(\varphi)$ reduces to the superpotential of the solution \cite{55, 56}.

**A first look at the on-shell action.** The most important quantity which will calculate from holography is the on-shell action $S_{\text{on-shell}}$, i.e. the gravitational action (3.1) evaluated on a solution corresponding to a holographic RG flow, i.e. a solution satisfying the ansatz (3.2). According to the holographic dictionary (see appendix D), this gives directly the quantum contribution to the effective action from integrating out the dual QFT\footnote{More precisely, this statement is true when the deforming operator has dimension $\Delta > d/2$. Otherwise, one must take a Legendre transform of the on-shell action with respect to the deformation parameter.}

As will be sketched at the beginning of section 3.4, this can be brought into the form

\begin{equation}
S_{\text{on-shell}}^{\text{grav.}(d+1)} = M^{d-1} \int d^d x \sqrt{|g|} \left[ -2(d-1)[e^{dA}\dot{A}]_{\text{UV}} + \frac{2}{d} R \int_{\text{UV}}^{\text{IR}} du e^{(d-2)A} \right].
\end{equation}

Here, UV and IR refer to the UV fixed point and IR end point of a holographic RG flow solution, which will be made precise later. To remove clutter, we shall drop most of the sub- and superscripts on $S_{\text{on-shell}}^{\text{grav.}(d+1)}$ and refer to the on-shell action just as $S_{\text{on-shell}}$ in the following.
It will be also convenient to rewrite (3.11) entirely in terms of quantities evaluated in the UV. This can be done by introducing a function $U$ as follows:

$$U(u) = -\frac{2}{d} e^{-(d-2)A(u)} \int_{\text{IR}} d\tilde{u} e^{(d-2)A(\tilde{u})},$$

(3.12)

where the lower limit of the integration will be the value of $u$ coinciding with the IR end point. With the help of this the on-shell action can be written as

$$S_{\text{on-shell}} = M^{d-1} \int d^d x \sqrt{|g|} \left[ e^{dA} (W + TU) \right]_{\text{UV}},$$

(3.13)

where in addition to (3.12) we also used the definitions (3.5) and (3.7).

Last, note that we can calculate the function $U$ also directly from the functions $W$ and $S$. As one can confirm explicitly, $U$ as defined in (3.12) is equivalent to the solution to the following differential equation:

$$SU' - \frac{d - 2}{2(d-1)} W U = -\frac{2}{d}.$$

(3.14)

The integration constant in this equation is fixed by the boundary condition that $U$ vanishes at the IR end point of a flow. With this choice, the solution reduces to equation (3.12).

### 3.2 Holographic RG flows for QFTs on Einstein metrics

Given a solution of the form (3.2), according to the holographic dictionary the dual field theory data can be read-off from the expansion of the solution near the AdS boundary. This takes the form

$$A(u) \bigg|_{u \to -\infty} = -\frac{u}{\ell_{\text{UV}}} - \frac{\ell_{\text{UV}}^2 |R|}{4d(d-1)} e^{2u/\ell_{\text{UV}}} + \ldots,$$

(3.15)

and

$$\varphi(u) \bigg|_{u \to -\infty} = \varphi_{-} \ell_{\text{UV}}^{\Delta_{-}} e^{\Delta_{-} u/\ell_{\text{UV}}} + \varphi_{+} \ell_{\text{UV}}^{\Delta_{+}} e^{\Delta_{+} u/\ell_{\text{UV}}} + \ldots,$$

(3.16)

where $\varphi_{\pm}$ are integration constants, and

$$\Delta_{\pm} \equiv \frac{1}{2} \left( d \pm \sqrt{d^2 + 4m^2 \ell_{\text{UV}}^2} \right).$$

(3.17)

We fixed a further additive integration constant in $A(u)$ to vanish, so that the fixed metric $g_{\mu\nu}$ on each radial slice can be identified with the QFT metric [40]. Note that we are near a maximum of the potential, therefore $0 < \Delta_{-} \leq d/2$ and $\Delta_{+} \geq d/2$.

In this work we shall employ the standard holographic dictionary (also referred to as ‘standard quantisation’). According to this, the value $\Delta_{+}$ is identified with the dimension of the scalar operator $O$ dual to the bulk field $\varphi$. Furthermore, the quantity $\varphi_{-}$ corresponds to the source $j$ of $O$ and has dimension $\Delta_{-}$. The parameter $\varphi_{+}$ is related to the vev $\langle O \rangle$, i.e.

$$j = \varphi_{-}, \quad \langle O \rangle = (M\ell_{\text{UV}})^{d-1} (2\Delta_{+} - d) \varphi_{+}.$$  

(3.18)

As $e^A \to +\infty$ at the AdS boundary, it follows from (3.7) that $T \to 0$ when approaching a UV fixed point. Hence, in the UV we can also use $T$ write $W$, $S$ and $U$ as a perturbative
expansion in $T$,
\begin{align}
W(\varphi, T) &= \sum_{n=0}^{\infty}(\ell_{uv}^2 T)^n W_n(\varphi) = W_0(\varphi) + \ell_{uv}^2 T W_1(\varphi) + \ell_{uv}^4 T^2 W_2(\varphi) + \mathcal{O}(\ell_{uv}^6 T^3), \quad (3.19) \\
U(\varphi, T) &= \sum_{n=0}^{\infty}(\ell_{uv}^2 T)^n U_n(\varphi) = U_0(\varphi) + \ell_{uv}^2 T U_1(\varphi) + \mathcal{O}(\ell_{uv}^4 T^2). \quad (3.20)
\end{align}

This form will be particularly advantageous later for the regularisation and renormalization of the on-shell action.\footnote{Ultimately, we can also derive a near-UV expansion for $T$ in (non-analytic) powers of $\varphi$, which in turn can be used to write the near-UV expressions of $W$ and $S$ as expansions in powers of $\varphi$ only. This has been done in e.g. \cite{40, 41}.} Inserting this ansatz into the equations of motion one can then solve for the functions $W_n$, $S_n$ and $U_n$. The analysis is shown in appendix C and here we only collect the results:\footnote{There is a second branch of solution which corresponds to flows driven by a vev, but with the source $\varphi_-$ set to zero \cite{40}. To obtain the corresponding expressions, replace $\Delta_- \to \Delta_+$ in the above and also set $C = 0$. We will not discuss this branch in the present work.}

\begin{align}
W_0(\varphi) &= \frac{1}{\ell_{uv}^2} \left[ 2(d-1) + \frac{\Delta}{2} \varphi^2 + C |\varphi|^{\frac{2d}{\Delta}} + \mathcal{O}(\varphi^3) \right], \quad (3.21) \\
W_1(\varphi) &= \frac{1}{\ell_{uv}^2} \left[ \frac{1}{d} \frac{(d-2)\Delta_-}{4d(d-1)(d-2-2\Delta_-)} \varphi^2 + \mathcal{O}(\varphi^3) + \mathcal{O}(C^2 |\varphi|^{\frac{2d}{\Delta}} - 2) \right], \quad (3.22) \\
W_2(\varphi) &= -\frac{1}{192 \ell_{uv}^2}, \quad (3.23)
\end{align}

\begin{align}
U_0(\varphi) &= \ell_{uv} \left[ \frac{2}{d(d-2)} + \frac{\Delta}{2d(d-1)(2\Delta_- + 2 - d)} \varphi^2 + \mathcal{O}(C^2 |\varphi|^{\frac{2d}{\Delta}} - 2) \right] \\
&\quad + B |\varphi|^{\frac{d-2}{\Delta}} \left[ (1 + \mathcal{O}(C |\varphi|^{\frac{d}{\Delta}} - 2) + \mathcal{O}(B |\varphi|^{\frac{d-2}{\Delta}}) \right], \quad (3.24) \\
U_1(\varphi) &= \ell_{uv} \left[ \frac{1}{48\Delta_-} \ln \varphi + \mathcal{O}(C |\varphi|^{\frac{d}{\Delta}} - 2) + \mathcal{O}(B |\varphi|^{\frac{d-2}{\Delta}}) \right], \quad (3.25)
\end{align}

with $\Delta_-$ defined in (3.17).

A few observations are in order:

- Here we collected all the results which will be used later in $d = 4$, as this will be the most relevant case for applications to our universe. For this, we shall need terms up to order $\mathcal{O}(T^2)$ in the near-boundary expansion of $W$, but for $U$ terms up to order $\mathcal{O}(T)$ will be sufficient.

- The functions $W_2(\varphi)$ and $U_1(\varphi)$ have a different form for $d = 4$ vs. $d \neq 4$. For example, the appearance of the term $\log \varphi$ in the expression (3.25) for $U_1$ is specific to $d = 4$. Here, whenever there is an ambiguity, we only display the result for $d = 4$.

- The parameter $C$ appearing in the expansions above is one of the two integration constants of the system of equations (3.8)–(3.10). It corresponds to the vev of $\mathcal{O}$ in units of the source $\varphi_- $,

\begin{equation}
C = (M \ell_{uv})^{-(d-1)} \frac{\Delta}{d} \langle \mathcal{O} \rangle \varphi_-^{\frac{\Delta_-}{\Delta}}. \quad (3.26)
\end{equation}
While $C$ appears as a free parameter in the UV expansions, in a complete solution it is fixed once the IR end point $\varphi_0$ is specified.

- A second integration constant is contained in $T$. To make this explicit one must write $T$ in terms of its near-boundary expansion in powers of $\varphi$. This can be done using the definition (3.7) and the boundary expansion (3.15) and (3.16), which in turn is obtained from $W$ and $S$ by integrating equations (3.5) and (3.6). This leads to:

\[
T(\varphi) = \ell_{\text{UV}}^2 R |\varphi|^{2/\Delta_-} \left(1 + O(\varphi) + O\left( C |\varphi|^{\wedge} \right) \right),
\]

where

\[
R \equiv R |\varphi_-|^{-2/\Delta_-}.
\]

The parameter $R$ expresses the UV boundary curvature in units of the source. It is the second integration constant besides $C$ characterising the solutions to equations (3.8)–(3.10). Just like $C$, while $R$ appears as a free parameter in the above UV expansions, it is fixed by regularity of the complete solution by a choice of the IR endpoint $\varphi_0$.

- As $U(T,\varphi)$ is obtained by solving the ordinary differential equation (3.14), this leads to the appearance of a further integration constant, which we denoted $B$ in (3.24). Again, while $B$ enters as a free parameter in the UV, it will be determined once we consider a complete RG flow. In particular, it will be fixed by the condition that $U$ vanishes at the IR end point of a flow.

To summarize, on a complete flow the parameters $B$, $C$ and $R$ are fixed by regularity plus a choice of the endpoint $\varphi_0$, i.e. regular solutions of the system (3.8)–(3.10) form a one-parameter family parametrized by $\varphi_0$. Notice that this characterization is coordinate-invariant, since $\varphi$ is a scalar and $W, S, T$ and $U$ are scalar functions. Each such solution of the system (3.8)–(3.10) in turn corresponds to a one-parameter family of solutions of the form (3.2), parametrized by a choice of the source $\varphi_-$. Indeed, notice that the latter does not appear in $W, S$ and $T$, but it appears in the metric-dilaton solution which requires further integration.

Choice of $\varphi_0 + \text{regularity} \rightarrow R(\varphi_0), C(\varphi_0), B(\varphi_0).$

(3.29)

Hence, by scanning over all possible end points $\varphi_0$ that can be reached by a flow from a particular UV fixed point, one can build up the complete space of solutions, with parameters $R(\varphi_0), C(\varphi_0), B(\varphi_0)$, attainable from that UV fixed point.

Next, for every interval over which $R(\varphi_0)$ is monotonic, we can invert this to obtain $\varphi_0(R)$. Inserting this into $C(\varphi_0), B(\varphi_0)$, these can be interpreted as functions of $R$, i.e.

\[
R(\varphi_0), C(\varphi_0), B(\varphi_0) \rightarrow R, C(R), B(R).
\]

(3.30)

This way of presenting the results is more intuitive from the dual field theory perspective, where one specifies the UV value of the boundary curvature $R$ and of the operator source $\varphi_-$. The parameters $C(R)$ and $B(R)$ will appear explicitly in the on-shell action.

---

25 The parameter $B$ can be related to a holographic entanglement entropy across a suitably chosen entangling surface. For more details see e.g. [40, 41].
3.3 Solutions for $W$ and $U$: conformal case

For the theory at the fixed point theory, which corresponds to $\varphi = 0$ and constant dilaton, analytic expressions can be obtained for $W$ and $U$ defined in (3.5) and (3.12). In this case the space-time is a foliation of $\text{AdS}_{d+1}$ by (A)dS$_d$ slices, with scale factor given by (see e.g. [57]):

\[
e^{\mathcal{A}(u)} = \begin{cases} \frac{\ell}{\alpha} \sinh \left( \frac{-u-u_0}{\ell} \right), & -\infty < u \leq u_0, \\
\exp \left( \frac{-u-u_0}{\ell} \right), & -\infty < u < +\infty, \\
\frac{\ell}{\alpha} \cosh \left( \frac{u-u_0}{\ell} \right), & -\infty < u < +\infty, 
\end{cases}
\]

(3.31)

Here we introduced the AdS$_{d+1}$ length $\ell$ which is defined via $\ell^2 = -\frac{d(d-1)}{V_{\text{CFT}}}$ with $V_{\text{CFT}}$ the value of the potential for $V(\varphi) = \text{const.}$ or $V_{\text{CFT}} = V(\varphi_{\text{ext}})$ for a CFT associated with an extremum of the potential. The length scale $\alpha$ was introduced in section 3.1 and is related to the curvature $R$ of the (A)dS$_d$ slices as $R = \pm \frac{d(d-1)}{\alpha^2}$.

The quantity $u_0$ is an integration constant, which will be fixed by implementing the boundary condition $A(u \rightarrow -\infty) = -u/\ell$. This implies

\[
e^{2u_0/\ell} = \begin{cases} \frac{4\alpha^2}{\ell^2} = \frac{4d(d-1)}{\ell^2 R}, & \text{dS}_d, \\
0, & \text{Minkowski}_d, \\
\frac{4\alpha^2}{\ell^2} = -\frac{4d(d-1)}{\ell^2 R}, & \text{AdS}_d.
\end{cases}
\]

(3.32)

Hence choosing $u_0$ is equivalent to choosing the curvature $R$ of the (A)dS$_d$ slices.

Since we have $\varphi = \text{const.}$ the inversion $u(\varphi)$ is not possible. However $W$ and $U$ can still be defined by (3.5), (3.12) but now treated as functions of $T$ after inverting $u = u(T)$.

To calculate $W$ we start with its definition (3.5) and insert the corresponding expressions for $A(u)$ from (3.31), which gives us $W$ as a function of $u$. Similarly, from (3.31) and (3.7) we obtain $T$ as a function of $u$. This can be inverted to give $u$ as a function of $T$. For dS$_d$ slicings $e^A$ and hence $T$ is monotonic in $u$ and thus the inversion can always be performed unambiguously. Inserting into $W$ we arrive at the desired expression:

\[
W(T) = \frac{2(d-1)}{\ell} \sqrt{1 + \frac{\ell^2 T}{d(d-1)}},
\]

(3.33)

with $0 \leq T < \infty$. For AdS$_d$ slicings the geometry consists of the two halves $u \leq u_0$ and $u \geq u_0$ glued at $u = u_0$. On every half $e^A$ and hence $T$ is monotonic in $u$ and can be inverted, allowing us to drive an expression for $W(T)$ defined on either half of the geometry. Inserting the relevant results one again finds (3.33), but now $T_{\text{min}} < T \leq 0$ with $T_{\text{min}} \equiv T(u_0) = -\frac{d(d-1)}{\ell^2}$.

To calculate $U(T)$ we use (3.12) and (3.31) to get an expression for $U$ as a function of $u$, which we in turn eliminate in favour of $T$. The expression (3.12) only determines $U$ up to a constant, which is fixed by imposing $U(u_0) = 0$. After some algebra, for $d = 4$ one obtains:

\[
d\text{S}_4: \quad U(T) = \frac{\ell}{48} \frac{\ell^2 T \log \left( \sqrt{1 + \frac{12}{\ell^2 T}} - \frac{12}{\ell^2 T} \right)}{12 \sqrt{1 + \frac{\ell^2 T}{12}}},
\]

(3.34)

\[
\text{AdS}_4: \quad U(T) = \frac{\ell}{48} \frac{\ell^2 T \log \left( \sqrt{1 - \frac{12}{\ell^2 T}} + \frac{12}{\ell^2 T} \right)}{12 \sqrt{1 + \frac{\ell^2 T}{12}}}. \quad (3.35)
\]
As one can check explicitly, the expressions for $W(T)$ and $U(T)$ in (3.33) and (3.34), (3.35) satisfy the relation

$$\frac{\partial W}{\partial T} = \frac{d-2}{2} U - T \frac{\partial U}{\partial T},$$

(3.36)

which will be helpful later when seeking for constant curvature solutions. For dS\textsubscript{d} slicings, the identity (3.36) can be rephrased as the first law of thermodynamics by describing dS\textsubscript{d} as a thermal system [41]. Interestingly, we find that (3.36) also holds in the case of AdS\textsubscript{d} slices where a thermodynamic interpretation is not readily available.

### 3.4 The cutoff-regulated on-shell action

We are now ready to evaluate the on-shell action, starting from equation (3.13),

$$S_{\text{on-shell}} = M^{d-1} \int d^d x \sqrt{|g|} \left[ e^{dA} \left( W + TU \right) \right]_{UV},$$

(3.37)

and using the UV expansions we found for $W$ and $U$. As the expression above is divergent in the UV, we have to regularize the expressions with a UV cut-off, and eventually defined a renormalized on-shell action. A general result in holography is that these divergences are in one-to-one correspondence with the UV divergences (and related counterterms) on the field theory side.

**On-shell action for a cutoff CFT.** We start with the simplest case of a CFT, with the functions $W$ and $U$ written in terms of $T$, as described in subsection 3.3.

As discussed above, we have to introduce a UV cut-off to evaluate equation (3.37). We hence introduce a cut-off coordinate $u_\Lambda$ and an associated quantity $\Lambda$ with units of energy,

$$\Lambda|_{UV \text{ CFT}} \equiv \frac{e^{A(u_\Lambda)}}{\ell_{uv}}. \quad (3.38)$$

Then, from the definitions of $T$ and $\Lambda$ in (3.7) and (3.38) it follows that $T$ evaluated at the UV cutoff surface is just the boundary curvature $R$ in units of the cutoff, i.e.

$$\ell_{uv}^2 T(u_\Lambda) = \ell_{uv}^2 R e^{-2A(u_\Lambda)} = \frac{R}{\Lambda^2}. \quad (3.39)$$

Thus, $\ell_{uv}^2 T(u_\Lambda)$ can be replaced everywhere by $R/\Lambda^2$. As the full expression will not be very useful in further sections we hence refrain from giving it here. What is important to note that the on-shell action takes the form

$$S_{\text{on-shell}}^{\text{CFT}} = \tilde{a}_{uv} \int d^d x \sqrt{|g|} \Lambda^d \mathcal{F} \left( \frac{R}{\Lambda^2} \right),$$

(3.40)

where the function $\mathcal{F}$ can be reconstructed from $W$ and $T$.

In equation (3.40) we extracted the numerical factor $\tilde{a}_{uv}$, which we defined as the anomaly coefficient, i.e. the coefficient of the term $\sim R^{d/2} \log R$ in the Lagrangian density, cf. (2.31). Given our explicit expression for the on-shell action for the UV CFT, we are now in a position to determine $\tilde{a}_{uv}$, relating it to the parameters $M$ and $\ell_{uv}$ characterising the gravity dual. To this end we expand the on-shell action for the UV CFT in powers of $R/\Lambda^2$. 

---

[This is a continuation of the text and includes equations (3.36), (3.37), (3.38), and (3.39) for clarity.]
To be specific, consider a field theory on $dS_4$. Then, from (3.37), (3.33), (3.34) on can show that

$$S_{\text{CFT}}^{\text{on-shell}} = (M\ell_{\text{UV}})^3 \int d^d x \sqrt{|g|} \left[ 6\Lambda^4 + \frac{\Lambda^2 R}{2} + \frac{R^2}{192} + \frac{R^2}{96} \log \left( \frac{R}{48\Lambda^2} \right) + \mathcal{O}\left( \frac{R^4}{\Lambda^2} \right) \right].$$

(3.41)

Then, comparing e.g. with (2.31) we can read off that

$$\tilde{a}_{\text{UV}} = (M\ell_{\text{UV}})^3.$$  

(3.42)

So far we have exclusively discussed the UV CFT associated with the UV fixed point of a holographic RG flow. We can equally consider the IR CFT associated with the corresponding IR fixed point at a minimum of the bulk potential. All expressions derived for the UV CFT also hold for the IR CFT as long as one replaces everywhere

$$\ell_{\text{UV}} \rightarrow \ell_{\text{IR}},$$

(3.43)

where $\ell_{\text{IR}}$ was given in (3.4) and defines the energy cutoff as

$$\Lambda_{\text{IR CFT}} \equiv e^{A(u_\Lambda)} \ell_{\text{IR}}.$$  

(3.44)

We label the corresponding anomaly coefficient by $\tilde{a}_{\text{IR}}$. For $d = 4$ it is given by

$$\tilde{a}_{\text{IR}} = (M\ell_{\text{IR}})^3.$$  

(3.45)

**On-shell action for a cutoff QFT with RG flow.** Next, we consider the more general case considered here which is a QFT obtained by adding a relevant deformation to a UV CFT. The on-shell action can still be written in the form (3.37), but now the functions $W$ and $U$ depend on $\varphi$, which exhibits a non-trivial flow. Evaluating $W$ and $U$ at the UV cutoff is then equivalent to evaluating them at $\varphi \equiv \varphi(\ell_{\text{UV}})$.

$$\varphi \equiv \varphi(\ell_{\text{UV}}).$$  

(3.46)

We begin by giving a physical interpretation to $\varphi$. Initially, consider defining the UV cutoff $\Lambda$ as in the case of the UV CFT (3.38). Now choose $u_\Lambda \rightarrow -\infty$ approaching the UV boundary such that $\varphi \rightarrow 0$ approaches the UV fixed point. Then, from the UV expansions in (3.15) and (3.16) it follows that

$$\varphi \equiv \varphi(\ell_{\text{UV}}) e^{-A(u_\Lambda)} \ell_{\text{UV}}^{-\Delta},$$

(3.47)

i.e. for $u_\Lambda \rightarrow -\infty$ the quantity $\varphi$ is just the UV source $\varphi_-$ in units of the UV cutoff. Once we move the UV cutoff away from the boundary, this is no longer true. However, for any value of the UV cutoff we can always interpret $\varphi$ as the source of the cut-off theory in units of the UV cutoff. Thus we define

$$m \equiv |\varphi|^{1/\Delta},$$  

(3.48)

with $m$ having the interpretation as the mass scale associated with the source of the cut-off theory. We take this as the holographic equivalent of the mass scale introduced in (2.16). From (3.47) it follows that

$$m \rightarrow |\varphi_-|^{1/\Delta},$$  

(3.49)

i.e. $m$ becomes the mass scale associated with the UV source.
Next, choose a value for $\varphi_L$ is equivalent to choosing a value $m/\Lambda$. By letting our choice of $\varphi_L$ vary over the allowed range ($\varphi_{uv} < \varphi_L < \varphi_0$) we can then dial $m/\Lambda$ to any value allowed on this flow. However, choosing a value for $\varphi_L$ also fixes the corresponding value $T(\varphi_L)$ and hence $R/\Lambda^2$. Thus, when restricting to a single flow (i.e. fixed $\varphi_0$) we cannot choose the sources $m$ and $R$ independently. To do so, we need to consider the whole family of RG flows associated with the UV fixed point at $\varphi_{uv}$, i.e. all flows with any value of $\varphi_0$ that can be reached from $\varphi_{uv}$.

Over this family of flows it is then convenient to consider $W$ and $U$, when evaluated at the cutoff, as functions of both $\varphi_L$ and $T(\varphi_L)$. This can be seen as follows. First, we introduce the following shorthand notation for quantities evaluated at the UV cutoff:

$$T_L \equiv T(\varphi_L), \quad W_L \equiv W(\varphi_L), \quad U_L \equiv U(\varphi_L).$$

Next, choose a value for $\varphi_L$ with $\varphi_L \in [\varphi_{uv}, \varphi_{ir}]$. For this $\varphi_L$ we then consider all RG flow solutions with IR end point/ turning point $\varphi_0 \in [\varphi_L, \varphi_{ir}]$, recording the corresponding values $T_L, W_L$ and $U_L$. This is repeated for all values $\varphi_L \in [\varphi_{uv}, \varphi_{ir}]$. The results can be collected in two tables of triplets of numbers

$$(\varphi_L, T_L, W_L), \quad (\varphi_L, T_L, U_L).$$

From these tables we can then write $W_L$ and $U_L$, when considered over the whole space of holographic RG flow solutions, as functions of $\varphi_L$ and $T_L$:

$$W_L = W_L(\varphi_L, T_L), \quad U_L = U_L(\varphi_L, T_L).$$

It is these expressions $W_L(\varphi_L, T_L)$ and $U_L(\varphi_L, T_L)$ which are inserted into the expression for the on-shell action (3.37). Using (3.48) we can trade $\varphi_L$ for $m/\Lambda$ and, as we shall argue shortly, the value of $T_L$ determines $R/\Lambda^2$. Thus for the QFTs considered here the on-shell action given in (3.37) will take the following schematic form

$$S_{\text{on-shell}} = \bar{a}_{uv} \int d^4x \sqrt{|g|} A^d \mathcal{F} \left( \frac{m}{\Lambda}, \frac{R}{\Lambda^2} \right).$$

For convenience, we have factored out $\bar{a}_{uv}$, i.e. the anomaly coefficient of the UV CFT which is given by (3.42).

So far we defined the UV cutoff $\Lambda$ as in (3.38), but this definition will turn out not to be very useful or even problematic for the QFTs considered here. Recall that the QFTs studied here are defined in terms of a UV CFT perturbed by a relevant deformation, leading to a non-trivial RG flow. In flat space this RG flow then ends at an IR fixed point associated with an IR CFT. In holography this choice of QFT corresponds to a bulk potential $V(\varphi)$ with a maximum which we always pick to be at $\varphi = \varphi_{uv} = 0$, and a minimum at some $\varphi = \varphi_{ir}$. For certain values of the parameter $\varphi_L$ we expect the QFT to be mainly dominated

---

26Here we implicitly assume that an RG flow away from the UV is always in the positive $\varphi$-direction.

27To be specific, here we assume that $\varphi_{ir} > \varphi_{uv}$.
by its UV ($\varphi_L \to 0$) or IR ($\varphi_L \to \varphi_{\text{IR}}$) fixed point, i.e. by either the UV and IR CFT. As argued before, we have to define the UV cutoff differently for the UV and IR CFTs, (3.38) vs. (3.44) to get universal expressions for CFTs. As the QFTs considered here interpolate between a UV and a IR CFT a good definition of UV cutoff should also interpolate between the definitions (3.38) and (3.44) when going from $\varphi_L = 0$ to $\varphi_L = \varphi_{\text{IR}}$. One way of realising this is to define the UV energy cutoff $\Lambda$ as

$$\Lambda \equiv e^{A(u_L)} \tilde{\ell}(\varphi_L),$$

(3.54)

with

$$\tilde{\ell}^{-2}(\varphi_L) \equiv -\frac{V(\varphi_L)}{d(d-1)}.$$  

(3.55)

This is what we shall use in the following. Furthermore, we keep the definition of $m$ given in (3.48), but now take $\Lambda$ to be defined as in (3.54). For holographic RG flow solutions with UV fixed point at a maximum $\varphi_{\text{UV}}$ of the potential $V$ and IR end/ turning point $\varphi_0$ in the interval between that maximum and a neighbouring minimum at $\varphi_{\text{IR}}$, the cutoff $\Lambda$ as defined in (3.54) decreases monotonically as $\varphi_L$ is varied from $\varphi_{\text{UV}}$ to $\varphi_0$ for fixed $u_L$. This would not be the case for a holographic RG flow with UV fixed point at a minimum of $V$ or for RG flows that skip extrema along the flow [58]. In these situations multiple values of $\varphi_L$ would give rise to the same value of $\Lambda$ and (3.54) cannot be regarded as a suitable UV cutoff for the corresponding field theory.\footnote{In these cases one can instead define}

$$\Lambda = e^{A(u_L)} \tilde{\ell}(\varphi_L, T_L),$$

with $\tilde{\ell}^{-2}(\varphi_L, T_L) \equiv \frac{W_L(\varphi_L, T_L)}{4(d-1)^2} - \frac{T_L}{d(d-1)}$, which does not suffer from the non-monotonicity issues of (3.54).

Next, we examine how $T_L$ is related to $R \Lambda^{-2}$. From the definitions (3.55) and (3.54) it follows that

$$R \Lambda^{-2} = \tilde{\ell}^2 R e^{-2A(u_L)} = \tilde{\ell}^2 T_L = -\frac{d(d-1) T_L}{V(\varphi_L)}.$$  

(3.56)

Thus a variation in $T_L$ indeed induces a change in $R \Lambda^{-2}$. However, unlike in the case of a CFT where $R \Lambda^{-2}$ was determined by $T_L$ alone, cf. (3.39), here $R \Lambda^{-2}$ is also affected by a change of $\varphi_L$ due to the $\varphi_L$-dependence in $V(\varphi_L)$.

Using (3.54) together with (3.55) in the expression for the on-shell action (3.37) this can be written as

$$S_{\text{on-shell}} = (M\tilde{\ell})^{d-1} \int d^d x \sqrt{|g|} \Lambda^d \tilde{\ell} (W_L + T_L U_L).$$

(3.57)

Comparing with (3.53) we can read off an explicit expression for $F$ from (3.57), finding:

$$F = \left(\frac{\tilde{\ell}}{\tilde{\ell}_{\text{UV}}}\right)^{d-1} \tilde{\ell} (W_L + T_L U_L),$$

(3.58)

where we also used (3.42).
We close this subsection with an explicit expression for the cutoff-regulated on-shell action for $\Lambda \to \infty$, $m\Lambda^{-1} \to 0$, $R\Lambda^{-2} \to 0$. In this regime, from (3.56) one finds:

$$R\Lambda^{-2} = \ell_{uv}^2 T_L \left( 1 + \mathcal{O}(\varphi_L^2) \right),$$

confirming that an expansion in small $m\Lambda^{-1}$, $R\Lambda^{-2}$ is consistent with an expansion in small $\varphi_L$, $\ell_{uv}^2 T_L$. For concreteness, we then restrict to $d = 4$ and insert our near-boundary expansions for $W_L(\varphi_L, T_L)$ and $U(\varphi_L, T_L)$ in (3.19) and (3.20) into the expression for the on-shell action (3.57). After some algebra one obtains:

$$S_{\text{on-shell}} \equiv (M_{\text{uv}})^3 \int d^d x \sqrt{|g|} \left[ 6\Lambda^4 \left( 1 + \mathcal{O} \left( \left( \frac{m}{\Lambda} \right)^{2\Delta_R} \right) \right) + \frac{1}{2} R\Lambda^2 \left( 1 + \mathcal{O} \left( \left( \frac{m}{\Lambda} \right)^{2\Delta_R} \right) \right) \right.$$  
$$+ \frac{R^2}{96} \log \left( \frac{m^2}{\Lambda^2} \right) - \frac{R^2}{192} + m^4 C \left( \frac{R}{m^2} \right) + Rm^2 B \left( \frac{R}{m^2} \right)$$
$$+ \text{vanishing for } \Lambda \to \infty.$$

This indeed takes the schematic form of the cutoff-regulated action as asserted in (2.19), i.e. all UV-divergent terms come in an expansion in integer powers of $R$. One can also confirm that this reduces to the on-shell action for the UV CFT in (3.41) in the limit $m \to 0$. To do so we use the analytic expressions for $C$ and $B$ for large $Rm^{-2}$ given in appendix E. Here the relevant results are

$$m^4 C \left( \frac{R}{m^2} \right) \to 0, \quad (3.60)$$
$$Rm^2 B \left( \frac{R}{m^2} \right) \to \frac{R^2}{96} \left( 1 + \log \frac{R}{48m^2} \right). \quad (3.61)$$

### 3.5 The renormalized on-shell action

If we want to send the cut-off $\Lambda$ to infinity, we have to define a renormalized on-shell action. This can be obtained from the cutoff-regulated on-shell action by the addition of counterterms, with the subsequent application of the limit $\Lambda \to \infty$. For this procedure the subtleties with the definition of the UV cutoff $\Lambda$ discussed in the previous section will not be important. Thus, here $\Lambda$ will be defined as for the UV CFT, i.e. it is given by (3.38). With this definition the regulated on-shell action in (3.37) can just be written as

$$S_{\text{on-shell}} = M^{d-1} \ell_{\text{uv}}^d \int d^d x \sqrt{|g|} \Lambda^d \left( W + T_U \right)_{\text{UV}}. \quad (3.62)$$

The renormalized on-shell action is thus given by

$$S_{\text{on-shell}}^{\text{ren}} = \lim_{\Lambda \to \infty} \left( S_{\text{on-shell}} + \sum_{n=0}^{[d/2]} S_{\text{ct}}^{(n)} \right). \quad (3.63)$$
The counterterms can be written in covariant form as

\begin{align}
S^{(0)}_{\text{ct}} &= -M^{d-1} \int d^d x \sqrt{|\gamma(\varphi)|} W_{\text{ct}}(\varphi) \big|_{\varphi = \varphi_0}, \\
S^{(1)}_{\text{ct}} &= -M^{d-1} \int d^d x \sqrt{|\gamma(\varphi)|} R^{(\gamma)}(\varphi) U_{\text{ct}}(\varphi) \big|_{\varphi = \varphi_0}, \\
S^{(2)}_{\text{ct}} &= -M^{d-1} \int d^d x \sqrt{|\gamma(\varphi)|} \left( R^{(\gamma)}(\varphi) \right)^2 Y_{\text{ct}}(\varphi) \big|_{\varphi = \varphi_0},
\end{align}

(3.64) (3.65) (3.66)

where \( \gamma_{\mu\nu} \) is the induced metric on radial slices,

\( \gamma_{\mu\nu} = e^{2A(u)} g_{\mu\nu} \) (3.67)

and the functions \( W_{\text{ct}}(\varphi), U_{\text{ct}}(\varphi) \) and \( Y_{\text{ct}}(\varphi) \) are solutions to the following equations:

\begin{align}
W_{\text{ct}} W'_{\text{ct}} - \frac{d}{2(d-1)} W_{\text{ct}} W_{\text{ct}} &= 2V, \\
W_{\text{ct}} U'_{\text{ct}} - \frac{(d-2)}{2(d-1)} W_{\text{ct}} U_{\text{ct}} &= -1, \\
W_{\text{ct}} Y'_{\text{ct}} - \frac{(d-4)}{2(d-1)} W_{\text{ct}} Y_{\text{ct}} &= \frac{(d-2)^2}{d^2(d-1)} (U_{\text{ct}})^2 - \frac{2}{d} (U'_{\text{ct}})^2.
\end{align}

(3.68) (3.69) (3.70)

We shall be mainly interested in the case \( d = 4 \) in which case the three counterterms (3.64)–(3.66) are all we need.

In the vicinity of a maximum of \( V \) at \( \varphi = 0 \) one can solve for \( W_{\text{ct}} \) and \( U_{\text{ct}} \) as an expansion in powers of \( \varphi \) as follows:

\begin{align}
W_{\text{ct}} &= \frac{1}{\ell_{\text{UV}}} \left[ 2(d-1) + \frac{\Delta}{2} \varphi^2 + C_{\text{ct}} |\varphi|^\frac{d}{d-2} + \ldots \right], \\
U_{\text{ct}} &= \ell_{\text{UV}} \left[ \frac{1}{d-2} + B_{\text{ct}} |\varphi|^\frac{d-2}{d-2} + \ldots \right],
\end{align}

(3.71) (3.72)

where \( C_{\text{ct}} \) and \( B_{\text{ct}} \) are integration constants. Similarly, given the solutions for \( W_{\text{ct}} \) and \( U_{\text{ct}} \) one can solve (3.70) for \( Y_{\text{ct}} \) in the vicinity of \( \varphi = 0 \). However, one has to distinguish the cases of \( d \neq 4 \) and \( d = 4 \) in this analysis: in the former case the expression for \( Y_{\text{ct}} \) is an expansion in powers of \( \varphi \) while in the latter case a term \( \sim \ln \varphi \) appears. Here we only record the result for \( d = 4 \), in which case we find:

\[ Y_{\text{ct}} \bigg|_{d=4} = \ell_{\text{UV}}^3 \left[ \frac{1}{48\Delta} \ln(\varphi) + A_{\text{ct}} + \ldots \right], \]

(3.73)

with \( A_{\text{ct}} \) an integration constant.

In the end we want to write the renormalized on-shell action in terms of an integral with volume form \( d^d x \sqrt{|g|} \) and UV curvature \( R \). To this end note that, given the definition of the induced metric in (3.67) and that of the UV cutoff \( \Lambda \) in (3.38), we can write

\begin{align}
\int d^d x \sqrt{|\gamma(\varphi_0)|} &= \ell_{\text{UV}}^d, \\
\int d^d x \sqrt{|\gamma(\varphi_0)|} R^{(\gamma)}(\varphi_0) &= \ell_{\text{UV}}^{d-2} \int d^d x \sqrt{|g|} R \Lambda^{d-2}, \\
\int d^d x \sqrt{|\gamma(\varphi_0)|} \left( R^{(\gamma)}(\varphi_0) \right)^2 &= \ell_{\text{UV}}^{d-4} \int d^d x \sqrt{|g|} R^2 \Lambda^{d-4}.
\end{align}

(3.74) (3.75) (3.76)
We now have all the ingredients to derive an expression for the renormalized on-shell action in $d = 4$. Starting with (3.63) and substituting for the counterterms with the results above as well as using (3.62) for $S_{\text{on-shell}}$, we find

$$S_{\text{on-shell}}^{\text{ren}, d=4} = \lim_{\Lambda \to \infty} \left( S_{\text{on-shell}}^{d=4} + S_{\text{ct}}^{(0)} + S_{\text{ct}}^{(1)} + S_{\text{ct}}^{(2)} \right)$$

$$= \lim_{\Lambda \to \infty} \left( M^3 \int d^4x \sqrt{|g|} \left( \ell^4 \Lambda^4 (W - W_{\text{ct}}) + \ell^2 R \Lambda^2 (U - U_{\text{ct}}) - R^2 Y_{\text{ct}} \right) \phi_c \right).$$

Inserting the near-boundary expansions for $W$ and $U$ from appendix C and for $W_{\text{ct}}, U_{\text{ct}}, Y_{\text{ct}}$ from (3.71), (3.72), (3.73) we arrive at

$$S_{\text{on-shell}}^{\text{ren}, d=4} = (M \ell)^3 |\varphi_-|^{4/\Delta_-} \int d^4x \sqrt{|g|} \left[ (C(\mathcal{R}) - C_{\text{ct}}) + \mathcal{R}(B(\mathcal{R}) - B_{\text{ct}}) \right. \left. + \mathcal{R}^2 \left(-\frac{1}{192} - \mathcal{A}_{\text{ct}} \right) \right]. \quad (3.77)$$

As discussed in section 2, the terms involving the arbitrary constants $C_{\text{ct}}, B_{\text{ct}}$ and $\mathcal{A}_{\text{ct}}$ capture the effect of renormalisation of the cosmological constant, the Einstein-Hilbert term and the $R^2$ term. We can group the term $\frac{1}{192}$ multiplying $\mathcal{R}^2$ with $\mathcal{A}_{\text{ct}}$, as this also just shifts the coefficient of the $R^2$-term. New effects due to the backreaction of the QFT are contained in the terms containing $C(\mathcal{R})$ and $B(\mathcal{R})$, i.e.

$$S_{\text{on-shell}}^{\text{univ}, d=4} = (M \ell_{\text{UV}})^3 |\varphi_-|^{4/\Delta_-} \int d^4x \sqrt{|g|} \left[ C(\mathcal{R}) + \mathcal{R}B(\mathcal{R}) \right]. \quad (3.78)$$

We refer to this as the ‘universal’ contribution to the on-shell action, as this is the part that is manifestly independent of the arbitrary constants $C_{\text{ct}}, B_{\text{ct}}$ and $\mathcal{A}_{\text{ct}}$.

We can now make contact with the notation introduced in section 2. There the ‘universal’ contribution due to the renormalized QFT was written as (cf. (2.31)):

$$S_{\text{on-shell}}^{\text{univ}, d=4} = \tilde{a}_{\text{UV}} \int d^4x \sqrt{|g|} \left[ \frac{1}{96} R^2 \left(1 + \log \left( \frac{R}{48m^2} \right) \right) + m^4 \mathcal{G} \left( \frac{R}{m^2} \right) \right], \quad (3.79)$$

where we specialised to $d = 4$. As $m = |\varphi_-|^{1/\Delta_-}$ we identify $\mathcal{R} = Rm^{-2}$. Then, comparing (3.78) and (3.79) we find

$$\mathcal{G}(Rm^{-2}) \overset{d=4}{=} C(\mathcal{R}) + \mathcal{R}B(\mathcal{R}) - \frac{1}{96} R^2 \left(1 + \log \left( \frac{R}{48} \right) \right), \quad (3.80)$$

where we also used (3.42). As described in section 3.2, we typically have to resort to numerical methods to determine $C(\mathcal{R})$ and $B(\mathcal{R})$. However, for $\mathcal{R} \to 0$ and $\mathcal{R} \to \infty$ one can obtain analytic expressions. The calculation and results are collected in appendix E. Using these results, one can show that $\mathcal{G}(Rm^{-2})$ as given by (3.80) satisfies

$$m^4 \mathcal{G}(Rm^{-2}) \overset{m \to 0}{\longrightarrow} 0, \quad (3.81)$$

as stated in section 2.
3.6 Backreaction on constant-curvature solutions

In this section we analyse how backreaction due to the QFT affects the equation for constant-curvature solutions.

As noted in section 2.5, the system of study in this work takes the form of a $f(R)$ theory of gravity. In the following, we shall focus on the contribution to this function due to the QFT, which we denote by $f_{\text{QFT}}(R)$. This is related to the on-shell action as

$$S_{\text{on-shell}} = \int d^d x \sqrt{|g|} f_{\text{QFT}}(R).$$  \hfill (3.82)

Here $S_{\text{on-shell}}$ denotes collectively the cutoff-regulated on-shell action (3.57), or the universal part of the renormalized on-shell action (3.78), depending on which system we are interested in.

Constant-curvature solutions are solutions to the equation (2.38), which can also be written as

$$D_R f(R) = 0, \quad \text{with} \quad D_R \equiv \left( d - 2R \frac{\partial}{\partial R} \right).$$  \hfill (3.83)

The contribution to the l.h.s. of this equation due to the presence of the QFT is

$$D_R f_{\text{QFT}}(R).$$  \hfill (3.84)

In the following we derive explicit expressions for this contribution.

**CFT with a cutoff.** To be specific, here we consider the UV CFT. In this case $f_{\text{QFT}}$ is given by:

$$f_{\text{QFT}} = (M \ell_{\text{uv}})^{d-1} \Lambda^d \ell_{\text{uv}} \left[ W(\Lambda \ell_{\text{uv}}) + T \ell_{\text{uv}} (T \ell_{\text{uv}}) \right].$$  \hfill (3.85)

This can be read off from the on-shell action in (3.37). The UV energy cutoff $\Lambda$ is defined as in (3.38). For the UV CFT $W(\Lambda \ell_{\text{uv}})$ and $U(\Lambda \ell_{\text{uv}})$ are given by (3.33) and (3.34), (3.35) with the substitution $\ell \rightarrow \ell_{\text{uv}}$.

We now act on $f_{\text{QFT}}$ with the differential operator $D_R$. Recall that for a CFT $\ell_{\text{uv}}^2, T = R\Lambda^{-2}$. Thus we can trade the $R$-derivative at constant $\Lambda$ in $D_R$ for a derivative with respect to $T$:

$$D_R = \left( d - 2R \frac{\partial}{\partial R} \right) = \left( d - 2T \frac{\partial}{\partial T} \right).$$  \hfill (3.86)

Applying this to $f_{\text{QFT}}$ one finds

$$D_R f_{\text{QFT}} = d(M \ell_{\text{uv}})^{d-1} \Lambda^d \ell_{\text{uv}} W - 2(M \ell_{\text{uv}})^{d-1} \Lambda^d \ell_{\text{uv}} T \ell_{\text{uv}} \left( \frac{\partial W}{\partial T} - \frac{d-2}{2} U + T \frac{\partial U}{\partial T} \right).$$  \hfill (3.87)

As we now show, this can be simplified drastically. Recall that $W$ and $U$ satisfy the differential identity (3.36). Using this in the above, the second term in (3.87) vanishes and we are left with

$$D_R f_{\text{QFT}} = d(M \ell_{\text{uv}})^{d-1} \Lambda^d \ell_{\text{uv}} W.$$  \hfill (3.88)
For a CFT it is hence the function \( W_L \) alone that enters the equation for constant curvature solutions. We can repeat the analysis for the IR CFT. The result is that given in (3.88) with all instances of \( \ell_{\text{uv}} \) replaced by \( \ell_{\text{ir}} \).

We now introduce notation that will be helpful in section 5, where we study constant-curvature solutions. In particular, we define a function \( W(R\Lambda^{-2}) \) as

\[
W(R\Lambda^{-2}) \equiv 2(d - 1) \sqrt{1 + \frac{R\Lambda^{-2}}{d(d - 1)}}.
\]

The observation is that for a CFT we can always write \( W_L \) in terms of \( W \). For example, for the UV and IR CFTs we find

\[
\ell_{\text{uv}} W_L(T_L)\bigg|_{\text{UV-CFT}} = W(R\Lambda^{-2}), \quad \text{with} \quad R\Lambda^{-2} = \ell_{\text{uv}}^2 T_L,
\]

\[
\ell_{\text{ir}} W_L(T_L)\bigg|_{\text{IR-CFT}} = W(R\Lambda^{-2}), \quad \text{with} \quad R\Lambda^{-2} = \ell_{\text{ir}}^2 T_L,
\]

for the expression \( W_L(T_L)\big|_{\text{CFT}} \) given by (3.33). Thus, the contribution to the condition for constant-curvature solutions due to the UV CFT (3.88) can be written as

\[
\mathcal{D}_Rf_{\text{QFT}} = d(M\ell_{\text{uv}})^{d-1}\Lambda^d W(R\Lambda^{-2}) = 4\tilde{a}_{\text{uv}} \Lambda^4 W(R\Lambda^{-2}),
\]

where in the last step (3.42) has been used. The expression for the IR CFT is obtained upon replacing \( \ell_{\text{uv}} \to \ell_{\text{ir}} \) and \( \tilde{a}_{\text{uv}} \to \tilde{a}_{\text{ir}} \).

**QFT with a cutoff.** For the theory perturbed by a relevant operator we can read off \( f_{\text{QFT}}(R) \) from the expression for the on-shell action (3.57), which gives

\[
f_{\text{QFT}}(R) = M^{d-1}\Lambda^d \tilde{\ell}^d (W_L + T_L U_L),
\]

where \( \tilde{\ell} \) was defined in (3.55).

The \( R \)-derivative in \( \mathcal{D}_R \) is to be performed at constant \( m \) and \( \Lambda \), or equivalently, at constant \( \varphi_L \) and \( \Lambda \). Note that for fixed \( \varphi_L \) and \( \Lambda \) the quantity \( \tilde{\ell} \) as defined in (3.55) is constant. Hence it is unaffected by a derivative with respect to \( R \) at fixed \( m \) and \( \Lambda \). Thus, at constant \( m \) and \( \Lambda \), we can once more trade an \( R \)-derivative for a derivative with respect to \( T_L \):

\[
R \left. \frac{\partial}{\partial R} \right|_{\varphi_L,\Lambda} = R \left. \frac{\partial T_L}{\partial R} \right|_{\varphi_L,\Lambda} \frac{\partial}{\partial T_L} = R\Lambda^{-2}\tilde{\ell}^{-2} \left. \frac{\partial}{\partial T_L} \right|_{\varphi_L,\Lambda} = T_L \left. \frac{\partial}{\partial T_L} \right|_{\varphi_L,\Lambda},
\]

where we used (3.56) and (3.54). Using this, one can show that the contribution to the equation for constant curvature solutions due to (3.93) is

\[
\mathcal{D}_Rf_{\text{QFT}} = d(M\tilde{\ell})^{d-1}\Lambda^d \tilde{\ell} W_L - 2(M\tilde{\ell})^{d-1}\Lambda^d \tilde{\ell} T_L \left( \frac{\partial W_L}{\partial T_L} - \frac{d-2}{2} U_L + T_L \frac{\partial U_L}{\partial T_L} \right),
\]

i.e. this takes the same form as the expression (3.87) for the UV CFT, but with \( \ell_{\text{uv}} \) replaced by \( \tilde{\ell} \).

At this stage we cannot make much further progress using analytical methods. However, we find that in all numerical examples considered the second term in (3.95) vanishes in virtue of the expression in brackets vanishing, i.e.

\[
\frac{\partial W_L}{\partial T_L} - \frac{d-2}{2} U_L + T_L \frac{\partial U_L}{\partial T_L} = 0.
\]
This is just like in the case of the UV CFT discussed above. (3.96) can be proven even if the
theory is not a CFT, and coincides with a thermodynamic relation in de Sitter space, that
was proven in [41] and is further discussed appendix B. Overall, we are left with

$$D_R f_{\text{QFT}} = d(M \hat{\ell})^{d-1} \Lambda^d \tilde{W}_L. \quad (3.97)$$

To make contact with the discussion in section 5, we rewrite this as follows. First, we
introduce a (dimensionless) function $W(m \Lambda^{-1}, R \Lambda^{-2})$, which is defined as

$$W \left( m \Lambda^{-1}, R \Lambda^{-2} \right) \equiv \tilde{\ell}(\varphi_L) W_L(\varphi_L, T_L), \quad (3.98)$$

together with the identifications (3.48) and (3.56). We now specialise to $d = 4$. We then
make the observation that the quantity $(M \hat{\ell})^3$ interpolates between the anomaly coefficients
$\tilde{a}_{uv}$ and $\tilde{a}_{ir}$ of the UV and IR CFTs as $\varphi_L$ is varied from $\varphi_L \to 0$ to $\varphi_L \to \varphi_{ir}$, i.e.

$$\begin{align*}
(M \hat{\ell})^3 & \xrightarrow{\varphi_L \to 0} (M \ell_{uv})^3 = \tilde{a}_{uv}, \quad (3.99) \\
(M \hat{\ell})^3 & \xrightarrow{\varphi_L \to \varphi_{ir}} (M \ell_{ir})^3 = \tilde{a}_{ir}. \quad (3.100)
\end{align*}$$

Hence we find it convenient to introduce a running anomaly coefficient, denoted by $\tilde{a}(m \Lambda^{-1})$, and defined as

$$\tilde{a} \left( m \Lambda^{-1} \right) \equiv (M \hat{\ell}(\varphi_L))^3, \quad (3.101)$$

together with the identification (3.48). Putting everything together, the expression in (3.97)
can be written as

$$D_R f_{\text{QFT}} = 4 \tilde{a} \left( m \Lambda^{-1} \right) \Lambda^4 W \left( m \Lambda^{-1}, R \Lambda^{-2} \right). \quad (3.102)$$

**UV complete 4d QFT.** In the renormalized case we only derived an expression for the
on-shell action for $d = 4$ and hence we restrict to the choice in the following analysis. We
write the contribution to $f(R)$ from the QFT as $f_{\text{QFT}}^{\text{ren}}$. This can be read off from (2.31):

$$f_{\text{QFT}}^{\text{ren}} = \tilde{a}_{uv} \left[ \frac{1}{96} R^2 \left( 1 + \log \left( \frac{1}{48} Rm^{-2} \right) \right) + m^4 G(Rm^{-2}) - m^4 G(0) - Rm^2 G'(0) \right]$$

$$= (M \ell_{uv})^3 |\varphi|^{-4/\Delta_-} \left[ C(R) + RB(R) - C(0) - RB(0) - RC'(0) \right], \quad (3.103)$$

and in the second line we used (3.80), (3.42), $m = |\varphi|^{-1/\Delta_-}$ and $R = Rm^{-2}$.

The contribution to the equation for constant-curvature solutions is then

$$D_R f_{\text{QFT}} = 4(M \ell_{uv})^3 |\varphi|^{-4/\Delta_-} \left[ \frac{1}{2} \left( C-C(0)-R \frac{B(0)+C'(0)}{2} \right) \right]$$

$$- 2(M \ell_{uv})^3 |\varphi|^{-4/\Delta_-} R \left( C'(R) - B + RB'(R) \right), \quad (3.104)$$

where here $' = \partial / \partial R$. Again, generally we do not have explicit expressions for $C(R)$ and
$B(R)$, which we extract using numerical methods as expressed in section 3.2. However, as in
the case with a cutoff, de Sitter thermodynamics implies a relation between \(C(R)\) and \(B(R)\), see appendix B. For \(d = 4\) this relation can be written as
\[
C'(R) - B + RB'(R) = \frac{R}{96}. \tag{3.105}
\]
While we cannot prove this relation, we confirm numerically that it is satisfied by all examples considered here. As long as \(B'(R)\) is regular for \(R \to 0\), which we can again confirm numerically, the above identity implies \(B(0) = C'(0)\). Using this and the identity (3.105), the expression in (3.104) becomes
\[
D_R f_{\text{QFT}} = 4(M\ell_{\text{uv}})^3 |\varphi_-|^{4/\Delta} \left( C - C(0) - RC'(0) \right) - \frac{1}{48}(M\ell_{\text{uv}})^3 R^2
\]
\[
= 4\tilde{a}_{\text{uv}} m^4 \left( C(Rm^{-2}) - C(0) - Rm^{-2}C'(0) \right) - \frac{1}{48}\tilde{a}_{\text{uv}} R^2, \tag{3.106}
\]
where we also employed (3.42). For a CFT \((m = 0)\) the first term vanishes and only the second term contributes. As a final observation recall that the parameter \(C\) is related to the vev of the operator \(O\) as, cf. (3.26):
\[
C(Rm^{-2}) = \frac{d}{d^4} \left( M\ell_{\text{uv}} \right)^{-3} \frac{\Delta}{4} \langle O \rangle \left| \varphi_- \right|^{\frac{\Delta+}{\Delta}} = \tilde{a}_{\text{uv}} \frac{1}{4} \Delta \langle O \rangle m^{-\Delta}. \tag{3.107}
\]

Hence a UV complete QFT gives two contributions to the equation for constant curvature solutions. Firstly, there is a term \(\sim R^2\). This is always present regardless whether the QFT is a CFT or not. Secondly, if the QFT is a CFT perturbed in the UV by an operator \(O\), there is a contribution that involves the vev \(\langle O \rangle\).

4 Constant-curvature solutions: backreacted UV-complete 4d QFT

In this section we study constant-curvature solutions for the combined system of the gravitational theory described by \(S_0\) in (2.1) coupled to a UV-complete QFT as described in section 2. Here we exclusively consider the case \(d = 4\), as this will be most relevant for potential applications to our universe. Most importantly, the discussion contained in this section does not rely on the concepts and notation introduced in section 3 discussing the holographic setup. This section can thus be read without having previously consulted section 3 at the expense that some expressions have to be taken granted. Appendix D contains a ‘dictionary’ to relate expressions used here and in section 2 to the corresponding expressions in section 3.

We begin by collecting the most relevant results from section 2, specialised to the case \(d = 4\). The action of the total system can be found in (2.31), which for \(d = 4\) can be written as
\[
S_{\text{tot}} = \int d^4 x \sqrt{|g|} f(R), \quad \text{with} \quad f(R) = f_0^{\text{ren}}(R) + f_{\text{QFT}}^{\text{ren}}(R), \tag{4.1}
\]
where
\[
f_0^{\text{ren}}(R) = \frac{1}{2} M_{\text{ren}}^2 R - M_{\text{ren}}^2 \lambda_{\text{ren}} + \frac{1}{2} a^{\text{ren}} R^2, \tag{4.2}
\]
\[
f_{\text{QFT}}^{\text{ren}}(R) = \tilde{a}_{\text{uv}} \left( \frac{1}{96} R^2 \log \left( \frac{R}{m^2} \right) + m^4 G \left( \frac{R}{m^2} \right) - m^4 G(0) - Rm^2 G'(0) \right). \tag{4.3}
\]

\[29\] In (2.31), in addition to the term \(\frac{1}{2} a^{\text{ren}} R^2\), one also finds at the same order in \(R\) the terms \(\frac{1}{m^4} \tilde{a}_{\text{uv}} R^2\) and \(-\log_{48} \tilde{a}_{\text{uv}} R^2\). Here these terms have all been subsumed into the term \(\frac{1}{2} a^{\text{ren}} R^2\).
Here we have split the total action into a part containing the Einstein-Hilbert term, the cosmological constant and a $R^2$-term, and a second part containing the contributions due to the QFT which go beyond renormalizing the terms already present in the first part.

The equation for constant-curvature solutions is given in (2.38), which for $d = 4$ becomes:

$$2f(R) - R f_R(R) = 0.$$  \hfill (4.4)

We can obtain the same expression by considering the Einstein equation

$$R_{\mu\nu} - \frac{1}{2}g_{\mu\nu} R + \lambda_{\text{ren}} g_{\mu\nu} = M_{\text{ren}}^{-2} \langle T_{\mu\nu}^{\text{ren}} \rangle,$$  \hfill (4.5)

restricted to 4d Einstein backgrounds, i.e. $R_{\mu\nu} = \frac{1}{4} R g_{\mu\nu}$, together with

$$\langle T_{\nu\mu}^{\text{ren}} \rangle = \tilde{a}_{\text{uv}} \left( -\frac{1}{192} R^2 + m^4 \mathcal{G} \left( \frac{R}{m^2} \right) - \frac{1}{2} R m^2 \mathcal{G}' \left( \frac{R}{m^2} \right) - m^4 \mathcal{G}(0) - \frac{1}{2} R m^2 \mathcal{G}'(0) \right) g_{\mu\nu}.$$  \hfill (4.6)

Taking the trace of (4.5) one finds

$$M_{\text{ren}}^2 R - 4 M_{\text{ren}}^2 \lambda_{\text{ren}} + \langle T_{\mu}^{\text{ren},\mu} \rangle = 0,$$  \hfill (4.7)

with

$$\langle T_{\mu}^{\text{ren},\mu} \rangle = \tilde{a}_{\text{uv}} \left( -\frac{1}{48} R^2 + 4m^4 \mathcal{G} \left( \frac{R}{m^2} \right) - 2 R m^2 \mathcal{G}' \left( \frac{R}{m^2} \right) - 4m^4 \mathcal{G}(0) - 2 R m^2 \mathcal{G}'(0) \right).$$  \hfill (4.8)

Inserting (4.2), (4.3) into (4.4) leads to the same result.

We can then make the following observations:

- Constant-curvature solutions are unaffected by the term $\sim a_{\text{ren}} R^2$, as $a_{\text{ren}}$ does not appear in equation (4.7). It is easy to see that any term $\propto R^2 \subset f(R)$ is annihilated by the l.h.s. of (4.4) and hence does not enter the equation for constant-curvature solutions.

- From (4.7) it follows that any non-trivial backreaction effects due to the QFT on constant-curvature solutions (i.e. effects beyond renormalization of $M_{\text{ren}}$ and $\lambda_{\text{ren}}$) enter the equation via $\langle T_{\mu}^{\text{ren},\mu} \rangle$, i.e. the trace of the stress tensor associated with the matter Lagrangian (4.3). This is nothing but the conformal anomaly associated with the QFT and hence it is the conformal anomaly which completely determines non-trivial backreaction due to the QFT.

- In this work the backreacting QFTs considered are defined holographically in terms of a 4d UV CFT deformed by a relevant scalar operator $O$ of dimension $\Delta$ (and the resulting RG flow). As can be inferred using results from sections 3.2 and 3.5, the vev $\langle O \rangle$ is related to $\mathcal{G}$ as

$$\langle O \rangle(R, m) = \frac{4 \tilde{a}_{\text{uv}}}{4 - \Delta} m^\Delta \left( \mathcal{G} \left( \frac{R}{m^2} \right) - \frac{1}{2} \frac{R}{m^2} \mathcal{G}' \left( \frac{R}{m^2} \right) \right).$$  \hfill (4.9)
We can then define a subtracted vev $\langle \mathcal{O} \rangle_{\text{sub}}$ as
\[
\langle \mathcal{O} \rangle_{\text{sub}}(R, m) = \langle \mathcal{O} \rangle(R, m) - \langle \mathcal{O} \rangle(0, m) - \partial_R \langle \mathcal{O} \rangle |_{R=0, m} \tag{4.10}
\]
This can be understood as the vev minus its contribution to the cosmological constant and Newton’s constant for $R \to 0$. It is this subtracted vev that appears in the trace of the stress tensor (4.8), which can thus be written as
\[
\langle T^{\text{ren}, \mu \mu} \rangle = -\frac{\tilde{a}_{uv}}{48} R^2 - (\Delta - 4) \langle \mathcal{O} \rangle m^4 - \Delta. \tag{4.11}
\]
This takes the expected form for the conformal anomaly for the QFT considered, see e.g. [59]. Inserting (4.11) into (4.7) it follows that the effect of backreaction due to a QFT can be split into two contributions, one depending purely on the background curvature $R$ and one including $m$ and the (subtracted) vev. An equation with the same schematic structure has also been obtained in [49, 50], where backreaction on 4-dimensional de Sitter space due to a theory of scalar fields with interaction term $\phi^4$ was considered using non-perturbative renormalisation group techniques.

For the further discussion we find it convenient to define a function $C(R m^{-2})$ as
\[
C \left( \frac{R}{m^2} \right) = \frac{4 - \Delta}{4 \tilde{a}_{uv}} \langle \mathcal{O} \rangle m^{-\Delta} = G \left( \frac{R}{m^2} \right) - \frac{1}{2} \frac{R}{m^2} G' \left( \frac{R}{m^2} \right), \tag{4.12}
\]
i.e. $C(R m^{-2})$ is proportional to the vev in units of the coupling constant $m$. The quantity $C(R m^{-2})$ is identical to the quantity $C(\mathcal{R})$ introduced in section 3.2 with the identification $\mathcal{R} = R m^{-2}$. In that section we also explain how $C(R m^{-2})$ can be determined numerically. Then, similar to $\langle \mathcal{O} \rangle$ given in (4.10), we define
\[
\overline{C} \left( \frac{R}{m^2} \right) = \frac{4 - \Delta}{4 \tilde{a}_{uv}} \langle \mathcal{O} \rangle m^{-\Delta} = G \left( \frac{R}{m^2} \right) - \frac{1}{2} \frac{R}{m^2} G' \left( \frac{R}{m^2} \right), \tag{4.13}
\]
Using this, the equation for constant-curvature (4.7) solutions can be written as
\[
M_{\text{ren}}^2 R - 4 M_{\text{ren}}^2 \lambda_{\text{ren}} - \frac{1}{48} \tilde{a}_{uv} R^2 + 4 \tilde{a}_{uv} m^4 \overline{C} \left( \frac{R}{m^2} \right) = 0. \tag{4.14}
\]
In the following we solve (4.14) for $R$ for various choices of $\lambda_{\text{ren}}$, $m$ and $\tilde{a}_{uv}$. In all these analyses we will keep $M_{\text{ren}}$ fixed, and hence it can be used as a reference scale for all other dimensionful quantities. It will hence be convenient to define the dimensionless parameters $\hat{R}$, $\hat{\lambda}$ and $\hat{m}$ as
\[
\hat{R} \equiv \frac{R}{M_{\text{ren}}^2}, \quad \hat{\lambda} \equiv \frac{\lambda_{\text{ren}}}{M_{\text{ren}}^2}, \quad \hat{m} \equiv \frac{m}{M_{\text{ren}}}. \tag{4.15}
\]
Using this equation (4.14) becomes:
\[
\hat{R} - 4 \hat{\lambda} - \frac{1}{48} \tilde{a}_{uv} \hat{R}^2 + 4 \tilde{a}_{uv} \hat{m}^4 \overline{C} (\hat{R} \hat{m}^{-2}) = 0. \tag{4.16}
\]
We can also study the system at hand for arbitrary $\tilde{a}_{\text{uv}}$ by exploiting a scaling property of solutions to (4.16). In particular, multiplying (4.16) by $\tilde{a}_{\text{uv}}$ and introducing the quantities

$$
\tilde{R} \equiv \tilde{a}_{\text{uv}} \tilde{R} = \frac{\tilde{a}_{\text{uv}}}{M_{\text{ren}}^2} R, \quad \tilde{\lambda} \equiv \tilde{a}_{\text{uv}} \tilde{\lambda} = \frac{\tilde{a}_{\text{uv}}}{M_{\text{ren}}^2} \lambda_{\text{ren}}, \quad \tilde{m}^2 \equiv \tilde{a}_{\text{uv}} \tilde{m}^2 = \frac{\tilde{a}_{\text{uv}} m^2}{M_{\text{ren}}^2},
$$

(4.17)

the equation (4.16) can be written as

$$
\tilde{R} - 4 \tilde{\lambda} - \frac{1}{48} \tilde{R}^2 + 4 \tilde{m}^4 C(\tilde{R} \tilde{m}^{-2}) = 0,
$$

(4.18)

i.e. $\tilde{a}_{\text{uv}}$ has disappeared from the equation.

### 4.1 Backreacted renormalized 4d CFT

The case of backreaction of a CFT on constant-curvature solutions (and cosmological backgrounds) has been studied extensively in the literature (see e.g. [47, 53, 60–65]), and hence we shall be brief here. The results shown in this section will be a useful benchmark against which backreaction due to non-conformal QFTs can be compared.

For a CFT on an Einstein manifold background, the conformal anomaly only consists of the curvature-term

$$
\langle T_{\mu}^{\text{CFT,ren,\mu}} \rangle = - \frac{\tilde{a}}{48} R^2.
$$

(4.19)

Here we removed the subscript on the anomaly parameter $\tilde{a}$ as the following results will hold for any CFT and not just what we refer to as the UV CFT. As can be seen from (2.28) and (2.29), for the renormalization procedure employed here the Planck scale and cosmological constant are not renormalized for a CFT ($m = 0$), so that we can replace $(M_{\text{ren}}, \lambda_{\text{ren}})$ with $(M_0, \lambda_0)$. As a result the equation for constant-curvature solutions (4.7) becomes

$$
R - 4 \lambda_0 - \frac{1}{48} \tilde{a} M_0^{-2} R^2 = 0.
$$

(4.20)

The fact that a conformal field theory backreacts on the background space-time via its conformal anomaly, which can be written as a local expression of curvature invariants is well-known (see e.g. [47, 63]), and it does not require holography to arrive at this result. In particular, for a CFT with $(N_S, N_F, N_V)$ fields of spins $(0, 1/2, 1)$ respectively, the parameter $\tilde{a}$ in (4.20) will in general be a linear function of $(N_S, N_F, N_V)$, see e.g. [66]. The study of the resulting effect on cosmological backgrounds is the basis for the Starobinsky model of inflation [47, 53] and subsequent generalisations referred to as trace anomaly-induced inflation [60–62, 65].

Here we focus on constant-curvature solutions which correspond to solutions to equation (4.20). Using the rescaled variables defined in (4.17) this becomes:

$$
\tilde{R} - 4 \tilde{\lambda} - \frac{1}{48} \tilde{R}^2 = 0.
$$

(4.21)

This is a quadratic equation for $\tilde{R}$ which can be solved to give

$$
\tilde{R} = 24 \left( 1 \pm \sqrt{1 - \frac{1}{3} \tilde{\lambda}} \right).
$$

(4.22)

---

\(^{30}\) Also see [67] for a more recent work within the framework of f(R)-gravity.

\(^{31}\) Here again we use the fact from (2.28), (2.29) that for a CFT we have $(M_0, \lambda_0) = (M_{\text{ren}}, \lambda_{\text{ren}})$. 

---
In figure 1 we plot $\tilde{R}$ vs. $\tilde{\lambda}$ for this solution, referring to the two branches as $\tilde{R}_+$ and $\tilde{R}_-$, depending on the sign in front of the square root in (4.22). We can make the following observations:

- For a given CFT we thus have either two, one or zero solutions depending on the value of $\tilde{\lambda}$, i.e.
  
  $\tilde{\lambda} < 3$ : Two solutions.
  
  $\tilde{\lambda} = 3$ : One solution with $\tilde{R} = 24 = 8\tilde{\lambda} > 0$ (yellow marker in figure 1),
  
  $\tilde{\lambda} > 3$ : No solution.

That is, there is an upper bound $\tilde{\lambda} \leq 3$ for constant-curvature solutions to exist.

- For a given value of $\tilde{\lambda} < 3$ the corresponding solution on the $\tilde{R}_+$-branch is always a dS background (i.e. $\tilde{R}_+ > 0$) while the solution on the $\tilde{R}_-$-branch may give a dS, Minkowski or AdS background depending on the value of $\tilde{\lambda}$. The fact that backreaction of a CFT via the conformal anomaly always permits a dS solution for $\tilde{\lambda} = 0$ has already been made by Starobinsky in [47].

In this work we are particularly concerned with backreaction of large-$N$ gauge theories and hence we close this section by considering the case of a CFT in the limit $N_{\text{uv}} \to \infty$ or, equivalently, $\tilde{a} \to \infty$. To reinstate $\tilde{a}$ we revert to equation (4.20) in terms of the un-rescaled

---

[32] In the literature on trace anomaly-induced inflation, the (+)-branch is also referred to as the ‘quantum attractor’ while the (−)-branch as the (quantum-corrected) ‘classical attractor’, see e.g. [64].
parameters which can be solved for \( R \) as

\[
R = 24 \frac{M_0^2}{\tilde{a}} \left( 1 \pm \sqrt{1 - \frac{\tilde{a}}{3 M_0^2}} \lambda_0 \right) .
\] (4.23)

We then make the following observations for \( \tilde{a} \to \infty \):

- For \( \lambda_0 > 0 \) constant-curvature solutions only exist if
  \[
  \lambda_0 \leq \frac{3 M_0^2}{\tilde{a}} .
  \] (4.24)
  
  Thus for solutions with \( \lambda_0 > 0 \) to exist \( \lambda_0 \) must be chosen small as to be parametrically suppressed as \( \lambda_0 \lesssim 1/\tilde{a} \). The corresponding values of \( R \) on both the (+)- and (−)-branches are parametrically suppressed as \( R_{\pm} \sim 1/\tilde{a} \).

- For \( \lambda_0 < 0 \) we find that
  \[
  R_{\pm} = \frac{\pm 8 \sqrt{3} M_0 \sqrt{|\lambda_0|}}{\sqrt{\tilde{a}}} ,
  \] (4.25)
  
  i.e. the solutions on both branches are parametrically small as \( |R_{\pm}| \lesssim 1/\sqrt{\tilde{a}} \).

Thus, as long as \( M_0, \lambda_0 \) are independent of \( \tilde{a} \) we find that constant-curvature solutions from backreacting a CFT with \( \tilde{a} \to \infty \) exhibit a parametrically suppressed curvature which is at least suppressed as \( |R| \lesssim 1/\sqrt{\tilde{a}} \).

### 4.2 Backreacted renormalized 4d QFT

Once we leave the special case of conformal field theories, constant-curvature solutions are obtained by solving the full equation (4.14) which receives non-trivial contributions from the dimensionless subtracted vev \( C(R_{m-2}) \) defined in (4.13). For \( R_{m-2} \to 0 \) and \( R_{m-2} \to \infty \) explicit expressions for \( C(R_{m-2}) \) can be derived using analytical methods (see appendix E). However, to derive an expression for \( C(R_{m-2}) \) over its whole domain, we employ numerical methods.

As described in section 2.3, the QFTs considered here have the following properties:

- QFT = UV CFT with gauge group of rank \( N_{uv} \),
- perturbed by a relevant scalar operator \( \mathcal{O} \) of dimension \( \Delta \) with source \( j \),
- and corresponding mass scale \( m \equiv |j|^{1/(d-\Delta)} \),
- flowing to a IR CFT with gauge group of rank \( N_{ir} \),
- with the IR perturbation an irrelevant operator of dimension \( \Delta_{ir} \).

In particular, when specifying the QFT we are free to choose the parameters \( \Delta, \Delta_{ir}, N_{uv}, N_{ir} \). However, rather than specifying \( N_{uv}, N_{ir} \) we find it more convenient to choose values for the anomaly parameters \( \tilde{a}_{uv}, \tilde{a}_{ir} \) of the corresponding UV and IR CFTs, as it is the anomaly parameters that appear in the equation for constant-curvature solutions.\(^{33}\) To keep our result more general, we keep \( \tilde{a}_{uv} \) unspecified and only fix the ratio \( \tilde{a}_{uv}/\tilde{a}_{ir} \). Thus, the numerical examples presented here correspond to results obtained for different choices of the parameters

\[
\Delta, \quad \Delta_{ir}, \quad \tilde{a}_{uv}/\tilde{a}_{ir} .
\] (4.26)

\(^{33}\)Recall that for the theories considered here, i.e. field theories with a gravity dual in terms of Einstein-dilaton gravity, the anomaly parameters depend on the numerical parameters \( N_{uv} \) and \( N_{ir} \) as \( \tilde{a}_{uv/m} \sim N_{uv}^2/N_{ir} \).
Here we show numerical results for two example QFTs with the following choices of parameters:\textsuperscript{34}

\begin{align*}
\text{QFT}_1: \quad & \Delta = 3.1, \quad \Delta^{\text{IR}} = 4.74, \quad \tilde{a}_{\text{UV}}/\tilde{a}_{\text{IR}} = 2, \\
\text{QFT}_2: \quad & \Delta = 2.6, \quad \Delta^{\text{IR}} = 4.93, \quad \tilde{a}_{\text{UV}}/\tilde{a}_{\text{IR}} = 2.
\end{align*}

These two examples are representative for displaying the various effects of backreaction on constant-curvature solutions.

For a given QFT (i.e. fixed $\Delta$, $\Delta^{\text{IR}}$, $\tilde{a}_{\text{IR}}$/$\tilde{a}_{\text{UV}}$) the function $C(Rm^{-2})$ is determined as follows: choosing a value for the background curvature $R$ and the UV coupling mass scale $m$ one calculates the corresponding value of the dimensionless vev $C$. Repeating this process for different choices of $R$ and $m$ so that the dimensionless combination $Rm^{-2}$ scans over the desired domain, one can build up the function $C(Rm^{-2})$. From this, we can obtain $C(Rm^{-2})$ using (4.13). In this work this is done in the gravity dual formulation and the calculational details can be found in section 3.2. In figure 2 we display the function $C(Rm^{-2})$ for two example theories QFT\textsubscript{1} and QFT\textsubscript{2} introduced above.

For $|Rm^{-2}| \to 0$ and $|Rm^{-2}| \to \infty$ we can derive analytic expressions for $C(Rm^{-2})$. How this is done is shown in appendix E and here we just quote the results:\textsuperscript{35}

\begin{align*}
\bar{C}(Rm^{-2}) |_{Rm^{-2} \to \infty} &= O((Rm^{-2})^{\Delta - 2}), \\
\bar{C}(Rm^{-2}) |_{Rm^{-2} \to 0} &= \frac{1}{192} \left( 1 - \frac{\tilde{a}_{\text{IR}}}{\tilde{a}_{\text{UV}}} \right) R^2 m^{-4} + O(R^3 m^{-6}) + O((Rm^{-2})^{\Delta^{\text{IR}} - 2}).
\end{align*}

With this, we shall be able to solve for constant-curvature solutions analytically in appropriate parametric regimes which we do presently.

\textsuperscript{34}In the holographic dual, both these cases correspond to a choice of bulk potential given by

\[ V(\varphi) = -\frac{12}{\ell_{\text{UV}}^2} - \frac{\Delta(4 - \Delta)}{2\ell_{\text{UV}}^2} \varphi^2 + \frac{\lambda}{\ell_{\text{UV}}^4} \varphi^4, \quad \text{with} \quad \lambda = \frac{\Delta^2(4 - \Delta)^2}{192} \left( \frac{\tilde{a}_{\text{UV}}}{\tilde{a}_{\text{IR}}} \right)^{2/3} - 1 \right)^{-1}. \]

\textsuperscript{35}For QFT\textsubscript{2} and $Rm^{-2} \to -\infty$ the expression in (4.27) has to be replaced by $C(Rm^{-2}) \sim O((Rm^{-2})^{\Delta/2})$. This difference will have no consequences.
We begin by considering the parametric regime
\[
\frac{m}{M_{\text{ren}}} \to 0, \quad \frac{m^2}{\lambda_{\text{ren}}} \to 0, \quad (4.29)
\]
i.e. the QFT scale \(m\) is vanishingly small compared to the other scales in the theory. We then expect that the backreaction effect due to the QFT is effectively that of the UV CFT (as for \(m = 0\) the QFT reduces to the UV CFT). This is indeed what we observe. As we show, in the parametric regime (4.29) we can self-consistently solve for constant-curvature solutions with \(|Rm^{-2}| \to \infty\). To this end we insert (4.27) into (4.14) to find that the equation for constant-curvature solution becomes:
\[
M_{\text{ren}}^2 R - 4M_{\text{ren}}^2 \lambda_{\text{ren}} - \frac{1}{48} \tilde{a}_{\text{uv}} R^2 + O(\tilde{a}_{\text{uv}} R^{\Delta - 2} m^{8 - 2\Delta}) = 0. \quad (4.30)
\]
In the parametric regime (4.29) and assuming \(|Rm^{-2}| \to \infty\), the last term on the l.h.s. of (4.30) is subleading, while the leading part of the equation reduces to that obtained for backreaction due to a CFT, (4.20), but with anomaly parameter \(\tilde{a} = \tilde{a}_{\text{uv}}\). Thus the leading backreaction effect is that of the UV CFT as expected. The constant-curvature solutions are hence just given by (4.23) with \(\tilde{a} = \tilde{a}_{\text{uv}}\). These scale as
\[
R \sim \frac{M_{\text{ren}}^2}{\tilde{a}_{\text{uv}}}, \quad \text{or} \quad R \sim \lambda_{\text{ren}}, \quad (4.31)
\]
depending on the hierarchy between \(M_{\text{ren}}\) and \(\lambda_{\text{ren}}\). In any case, in the parametric regime (4.29) this implies that \(|Rm^{-2}| \to \infty\) so that our use of (4.27) was justified and the analysis is self-consistent.

We now turn to the “opposite” choice by instead considering the parametric regime
\[
\frac{m}{M_{\text{ren}}} \to \infty, \quad \frac{m^2}{\lambda_{\text{ren}}} \to \infty, \quad (4.32)
\]
i.e. the QFT scale \(m\) is much larger than all other scales in the theory. We find that this is consistent with constant-curvature solutions with \(|Rm^{-2}| \to 0\), which we confirm a posteriori. Hence, we insert (4.28) into (4.14) to obtain:
\[
M_{\text{ren}}^2 R - 4M_{\text{ren}}^2 \lambda_{\text{ren}} - \frac{1}{48} \tilde{a}_{\text{ir}} R^2 + O(\tilde{a}_{\text{ir}} R^{\Delta - 2} m^{8 - 2\Delta}) + O(\tilde{a}_{\text{uv}} R^3 m^{-2}) = 0. \quad (4.33)
\]
In the parametric regime (4.32) and assuming \(|Rm^{-2}| \to 0\), the last two terms on the l.h.s. of (4.30) are now subleading.\(^{36}\) The leading part of the equation can again be identified with the equation obtained for backreaction due to a CFT, (4.20), but now it is the IR CFT as the anomaly coefficient is given by \(\tilde{a} = \tilde{a}_{\text{ir}}\). The constant-curvature solutions are once more just given by (4.23), but with \(\tilde{a} = \tilde{a}_{\text{ir}}\). These again scale as
\[
R \sim \frac{M_{\text{ren}}^2}{\tilde{a}_{\text{ir}}}, \quad \text{or} \quad R \sim \lambda_{\text{ren}}. \quad (4.34)
\]
Thus, in the parametric regime (4.32) these satisfy \(|Rm^{-2}| \to 0\) which justifies our assumption that went into deriving (4.33).

\(^{36}\)Recall that \(\Delta_{\text{ir}} > 4\) for both QFT\(_1\) and QFT\(_2\). In fact, for any 4d RG flow QFT whose IR CFT has a dual representation in terms of a AdS minimum of a scalar potential, the standard holographic dictionary states that \(\Delta_{\text{ir}} = 2 + 2\sqrt{1 + 3V''(\phi_{\text{min}})/|V(\phi_{\text{min}})|} \geq 4\).
Figure 3. Solution to (4.16) as contours of fixed $\tilde{\lambda}$ on the $(\tilde{R}, \tilde{m}^2)$-plane for backreaction due to (a) QFT$_1$ ($\Delta = 3.10$, $\Delta^\text{ir} = 4.74$ and $\tilde{a}_c/\tilde{a}_m = 2$), (b) QFT$_2$ ($\Delta = 2.60$, $\Delta^\text{ir} = 4.93$ and $\tilde{a}_c/\tilde{a}_m = 2$). For $\tilde{m}^2 = 0$ and $\tilde{m}^2 = 1$ we recover the results for backreaction due to the UV and IR CFTs respectively which can also be read off from figure 1. For easier comparison we use the same colour-coding as in figure 1, i.e. the red lines correspond to the $(+)$-branch in figure 1, while the blue lines denote the $(-)$-branch. We also use the same coloured markers to indicate the special solutions previously highlighted in figure 1. The dotted white line (not a contour) marks solutions with the maximal value of $\lambda$ on a given slice of fixed $\tilde{m}$.

For intermediate values of $mM^{-1}$ we need to turn to numerical methods to extract the constant-curvature solutions. To this end it will be convenient to use the rescaled variables (4.17), so that the equation for constant curvature solutions simplifies to (4.18). To present the numerical results, it will be convenient to rewrite (4.18) as:

$$\frac{\tilde{R}}{4} - \frac{\tilde{R}^2}{192} + \tilde{m}^4 C(\tilde{R}\tilde{m}^{-2}) = \tilde{\lambda},$$  

(4.35)

i.e. (4.35) gives $\tilde{\lambda}$ as a function of $(\tilde{R}, \tilde{m}^2)$. This implies that we can display solutions to this equation as contours of constant $\lambda$ on the $(\tilde{R}, \tilde{m}^2)$-plane. This is what we do here and the corresponding plots for constant-curvature solutions are shown in figure 3.

More precisely, while on one of the axes in figure 3 we display the value of $\tilde{R}$, the other axis gives the value of $\tilde{m}^2$. The advantage is that for

$$\tilde{m} \to 0 \quad \Rightarrow \quad \frac{\tilde{m}^2}{1 + \tilde{m}^2} \to 0,$$

$$\tilde{m} \to \infty \quad \Rightarrow \quad \frac{\tilde{m}^2}{1 + \tilde{m}^2} \to 1,$$

so that we can display the full range $0 < \tilde{m} < \infty$ on the interval $[0, 1]$ for the variable $\tilde{m}^2/(1 + \tilde{m}^2)$. In figures 3a and 3b we hence plot contours of constant $\lambda$ on the $(\tilde{R}, \tilde{m}^2/(1 + \tilde{m}^2))$-plane for results from the backreaction of QFT$_1$ and QFT$_2$, respectively. We can make the following observations:

- As shown above, for $\tilde{m} \to 0$ or, equivalently, $\tilde{m}^2/(1 + \tilde{m}^2) \to 0$ the effect of backreaction on constant-curvature solutions is that of the UV CFT. For $\tilde{m} \to \infty$ or, equivalently, $\tilde{m}^2/(1 + \tilde{m}^2) \to 1$ the effect of backreaction on constant-curvature solutions is that of the
IR CFT. Backreaction due to a CFT has been discussed in section 4.1 with the main results plotted in figure 1. To be able to compare between figure 1 and the corresponding results in figure 3 we employ the same colour-coding. In particular, we again marked the \((-\))-branch of solutions in figure 1 by a blue line, while the \((+\))-branch is highlighted by the red line. Similarly, the markers (blue diamond, yellow triangle, red square) denoting special points in figure 1 are also reproduced here in figure 3. The precise numerical values for these special solutions can be calculated from the general result for CFT backreaction in (4.23), the definition of the rescaled variables in (4.17) and the fact that for the RG flows considered we have $\tilde{a}_{uv}/\tilde{a}_{ir} = 2$.

- The thick black lines correspond to contours with $\lambda_{\text{ren}} = 0$ or, equivalently, $\tilde{\lambda} = 0$. For backreaction due to a CFT there exist two solutions for $\lambda_{\text{ren}} = 0$, the ‘regular’ solution $R = 0$ (denoted by a blue diamond) and the ‘exotic’ one with $R = 48/\tilde{a}$ (denoted by a red square). Hence, in both figures 3a and 3b there exist two thick black contours displaying how these two solutions for $\tilde{\lambda} = 0$ evolve as $\tilde{m}$ is changed. For one, we see that the ‘regular’ solution $R = 0$ persists unaffected for all $\tilde{m}$. In contrast, the value of $R$ of the ‘exotic’ solution grows monotonically as $\tilde{m}$ is increased, interpolating between the values $\tilde{R} = 48$ for $\tilde{m} \to 0$ and $\tilde{R} = 96$ for $\tilde{m} \to \infty$.

- For every value of $\tilde{m}$ there exists a maximum value $\tilde{\lambda}_{\text{max}}(\tilde{m})$ above which no backreacted solutions exist. In figures 3a and 3b this is denoted by the dashed white line (not a contour of constant $\tilde{\lambda}$). For $\tilde{m} \to 0$ and $\tilde{m} \to \infty$, i.e. when backreaction reduces to that of the UV or IR CFTs, this corresponds to the solutions denoted by a yellow triangle. As $\tilde{m}$ is increased from 0 to $\infty$ this bound on $\tilde{\lambda}$ relaxes monotonically from $\tilde{\lambda}_{\text{max}} = 3$ to $\tilde{\lambda}_{\text{max}} = 6$, with corresponding values $\tilde{R} = 24$ and $\tilde{R} = 48$, respectively. The overall increase is a direct consequence of the fact that the IR CFT has fewer degrees of freedom than the UV CFT (i.e. $\tilde{a}_{ir} < \tilde{a}_{uv}$). The fact that the increase is monotonic in $\tilde{m}$ is however non-trivial and reminiscent of monotonicity properties of QFTs under RG flow.

- For any value $\tilde{\lambda} < \tilde{\lambda}_{\text{max}}(\tilde{m})$ there exist two solutions, one to the left of the white dashed line and one to the right. On the left branch the sign of $\tilde{R}$ is correlated to that of $\tilde{\lambda}$, while on the right branch one finds $\tilde{R} > 0$ regardless of the sign of $\tilde{\lambda}$. This is just like for the \((-\))- and \((+\))-branches observed in the case of CFT-backreaction.

- Another important observation is that while figures 3a and 3b differ in quantitative aspects, they exhibit the same qualitative features, in particular those discussed above. As both plots display results from backreacting RG flow QFTs, this implies that the observed qualitative features appear representative for backreaction effects from this class of theories. The quantitative differences are due QFT$_1$ and QFT$_2$ differing in the dimensions of the operators perturbing the UV and IR CFTs.

To summarise, backreaction on constant-curvature solutions due to RG flow QFTs is qualitatively very similar to that observed for CFTs: for sufficiently small values of $\lambda_{\text{ren}}$ there generically exist two branches of solutions, one ‘regular’ branch where the signs of $R$ and $\lambda_{\text{ren}}$ coincide, and an ‘exotic’ branch where all solutions are de Sitter solutions regardless of the sign of $\lambda_{\text{ren}}$. Further, when dialing the QFT scale $mM_{\text{ren}}^{-1}$ from 0 to $\infty$, backreaction effects from to the RG flow QFT interpolate between those of the UV and IR CFTs. At the same time the maximally permitted value $\tilde{\lambda}_{\text{max}}$ for a solution to exist is relaxed as $m$ is increased.
5 Constant-curvature solutions: backreacted 4d QFT with a UV cutoff

Here we present constant curvature solutions when coupling a QFT with a UV (energy) cutoff $\Lambda$ to the gravitational theory described by $S_0$ in (2.1). Once more, we restrict our analysis to $d = 4$ as this is the phenomenologically most relevant case. As in section 4, the discussion presented here does not rely on the concepts and the notation introduced in section 3. Hence it can be read without having read section 3 at the expense that certain expressions have to be taken for granted.

The action for the combined system was given in (2.33), which for $d = 4$ becomes

$$S_{\text{tot}} = \int d^4x \sqrt{|g|} f(R),$$

with

$$f(R) = \frac{1}{2} M_0^2 R - M_0^2 \lambda_0 + \frac{1}{2} a R^2 + \tilde{a}_{uv} \Lambda^4 F \left( \frac{m}{\Lambda}, \frac{R}{\Lambda^2} \right),$$

where we also dropped the subscript on $a$. The equation for constant curvature solutions is given by (2.38), which for $d = 4$ can be written as

$$\left( 2 - R \frac{\partial}{\partial R} \right) f(R) = 0.$$  

The non-trivial contribution due to the backreacted QFT is given by the term $\sim \tilde{a}_{uv} \Lambda^4 F$. For a CFT $F$ is a function of $R \Lambda^{-2}$ only. Furthermore, we shall be able to give an explicit analytical expression. For a non-conformal QFT we only have numerical expressions for $F$. In both cases the computation of these expressions crucially relies on the gravity dual and thus here we only state the results.

In the following, it will be useful to define dimensionless quantities with respect to a reference scale, which here we choose to be $M_0$, i.e.

$$\hat{R} \equiv \frac{R}{M_0^2}, \quad \hat{\lambda} \equiv \frac{\lambda_0}{M_0^2}, \quad \hat{\Lambda} \equiv \frac{\Lambda}{M_0}, \quad \hat{m} \equiv \frac{m}{M_0}.$$  

In addition, we also use the rescaled quantities

$$\tilde{R} \equiv \tilde{a}_{uv} \hat{R}, \quad \tilde{\lambda} \equiv \tilde{a}_{uv} \hat{\lambda}, \quad \tilde{\Lambda}^2 \equiv \tilde{a}_{uv} \hat{\Lambda}^2, \quad \tilde{m}^2 \equiv \tilde{a}_{uv} \hat{m}^2.$$  

5.1 Backreacted 4d CFT with a UV cutoff

To consider backreaction due to a CFT, here we set $m = 0$, i.e. we switch off the UV source for the relevant operator, in which case the QFT reduces to what we have been referring to as the UV CFT. This is the CFT with anomaly coefficient $\tilde{a}_{uv}$ governing the dynamics at the UV fixed point of the flow. However, as we shall be able to display results for arbitrary values of $\tilde{a}_{uv}$, the findings in this section will be valid for any CFT with a gravity dual.

For a CFT the function $F$ only depends on the variable $R \Lambda^{-2}$. In the following it will be useful to employ the fact that the contribution $F$ from the QFT can be split into two parts. The first part can be identified as the energy of the QFT in the static patch of de Sitter space, denoted by $W$. The second part is related to the entropy of the QFT in the static patch, denoted by $U$. More details are given in appendix B upon using the dictionary

---

$37$ This same entropy can be shown, for any holographic QFT, to be equal to the entanglement entropy of the two hemispheres of the spatial $S^3$ in de Sitter space in global coordinates, generalizing the CFT result, [41]. See [68] for the same identification between thermal entropy and entanglement entropy for a non-holographic case.
in D and in [41]. Therefore, we write the function $\mathcal{F}$ as

$$\mathcal{F}\left(\frac{R}{\Lambda^2}\right) = \mathcal{W}\left(\frac{R}{\Lambda^2}\right) + \frac{R}{\Lambda^2} \mathcal{U}\left(\frac{R}{\Lambda^2}\right).$$

(5.5)

For $d = 4$ the functions $\mathcal{W}$ and $\mathcal{U}$ are given by

$$\mathcal{W}(R\Lambda^{-2}) = 6\sqrt{1 + \frac{R\Lambda^{-2}}{12}},$$

(5.6)

$$\mathcal{U}(R\Lambda^{-2}) = \begin{cases} \frac{1}{18} R\Lambda^{-2} \log \left(\sqrt{1 + \frac{12}{R\Lambda^{-2}}} - \sqrt{\frac{12}{R\Lambda^{-2}}} + 12 \sqrt{1 + \frac{R\Lambda^{-2}}{12}}\right), & R > 0, \\ \frac{1}{18} \left[ -R\Lambda^{-2} \log \left(\sqrt{-\frac{12}{R\Lambda^{-2}}} + \sqrt{-\frac{12}{R\Lambda^{-2}} - 1} + 12 \sqrt{1 + \frac{R\Lambda^{-2}}{12}}\right) \right], & R < 0. \end{cases}$$

(5.7)

For the origin of these results from the holographic construction see section 3.3 and the dictionary in appendix D.

This parameterisation of $\mathcal{F}$ is convenient for the following reason. Thermodynamics of dS space implies that the functions $\mathcal{W}$ and $\mathcal{U}$ satisfy the identity (see once more appendix B upon using the dictionary in D):

$$\frac{\partial \mathcal{W}}{\partial R} = \Lambda^{-2} \left( \mathcal{U} - R \frac{\partial \mathcal{U}}{\partial R} \right).$$

(5.8)

This can be checked explicitly using the expressions in (5.6) and (5.7) and can be confirmed to hold also for the case of AdS backgrounds. As a result, when applying the differential operator in (5.2) to $\mathcal{F}$, only the $\mathcal{W}$-part of $\mathcal{F}$ will contribute, while any dependence on $\mathcal{U}$ is eliminated. In particular, the equation for constant curvature solutions (5.2) becomes

$$M_0^2 R - 4M_0^2 \lambda_0 + 4\tilde{a}\Lambda^4 \mathcal{W}(R\Lambda^{-2}) = 0.$$  

(5.9)

In equation (5.9) only the “energy” part of the QFT partition function contributes and backreacts on the bare cosmological constant. Moreover, as shown in [41], all holographic theories have manifestly $\mathcal{W} > 0$. Therefore, all holographic theories contribute a negative correction to the bare cosmological constant. Moreover, such a correction scales as $O(N^2)$ and, for large enough $N$, can overcome any finite cosmological constant and render it negative.

This result is very different from the case of weakly coupled theories. In such theories, at finite cutoff, the corrections to the cosmological constant can have either sign. Bosons contribute negatively while fermions contribute positively. Depending on the boson-fermion balance, at weak coupling the cosmological constant correction can have either sign. Our finding seems to imply that at large $N$ and strong coupling all theories give negative contributions to the cosmological constant. Especially since this contribution has a thermodynamic interpretation, [41], this suggest that the dichotomy is similar to microscopic dynamics vs. thermodynamics. For example, entropy increase can be violated microscopically but is always valid in the thermodynamic limit.

It is important to have a finite cutoff for the arguments above. Proceeding with renormalization hides some of these contributions into the renormalized cosmological constant and Planck mass and monotonicity is not further visible.

To proceed with our calculation, we again suppress the subscript on $\tilde{a}$ to highlight that this expression is valid for any CFT. Inserting the expression (5.6) for $\mathcal{W}$ and using the
rescaled variables defined in (5.4) this becomes

\[ \hat{R} - 4\hat{\lambda} + 24\hat{\Lambda}^4 \sqrt{1 + \frac{\hat{R}\hat{\Lambda}^{-2}}{12}} = 0. \]  

(5.10)

Taking the term involving the square root to the r.h.s. and squaring this becomes a quadratic equation for \( \hat{R} \) which admits two branches of solutions. However, only one of them is also a solution to the original equation (5.10). On this branch we find:

\[ \hat{R} = 4\hat{\lambda} - 24\hat{\Lambda}^6 \left( \sqrt{1 + \frac{1}{3}\hat{\lambda}\hat{\Lambda}^{-6} + \hat{\Lambda}^{-4}} - 1 \right). \]  

(5.11)

Note that at large \( N \), taking into account the \( N \)-dependent rescaling of our variables\(^{38}\) the correction to the cosmological constant above scales as \( O(N^2) \). Therefore, for any finite original cosmological constant, at large enough \( N \) it is overwhelmed by the holographic contribution and one is driven to AdS solutions.

This is our general result for constant-curvature solutions from backreacting a (holo-
graphic) CFT with UV cutoff \( \tilde{L} \) on a system with cosmological constant \( \hat{\lambda} \). In figure 4 we plot \( \hat{R} \) for this solution vs. \( \hat{\Lambda} \) for various values of \( \hat{\lambda} \). We make the following observations:

- As \( \hat{\Lambda} \) is increased for fixed \( \hat{\lambda} \) the corresponding value \( \hat{R} \) always decreases, i.e. as ‘more’ of the CFT is integrated out, the effect is to reduce \( \hat{R} \).

- This monotonic decrease implies that even if \( \hat{R} > 0 \) for \( \hat{\Lambda} = 0 \), for sufficiently large \( \hat{L} \) backreaction always leads to \( \hat{R} < 0 \). The value of \( \hat{L}_0 \) where backreaction gives \( \hat{R} = 0 \)

\(^{38} N \) is hidden in \( \tilde{a} \) as \( \tilde{a} = \tilde{a}_0 N^2 \) with \( \tilde{a}_0 \) an \( O(1) \) number.
Figure 5. Blue: $\tilde{R}$ vs. $\tilde{\lambda}$ as given in (5.14) for backreaction due to the ‘superhorizon modes’ of a 4d CFT, i.e. for a CFT with UV cutoff $\tilde{\Lambda}_*$ satisfying (5.13). The plot ends at the blue dot. Red: $\tilde{R} = 4\tilde{\lambda}$, i.e. the solution for $\tilde{R}$ without backreaction ($\tilde{\Lambda} = 0$).

depends on $\tilde{\lambda}$ and is given by:

$$\tilde{L}_0^4 = \frac{\tilde{\lambda}}{6}.$$  

(5.12)

• Note that for $\tilde{\lambda} < 0$ there is a lower bound on $\tilde{\lambda}$ for a real solution to exist. This condition can be traced back to the fact that for (5.6) and (5.7) to be real-valued we require $\tilde{L}_0^2 \geq -\tilde{R}/12$.

While the general result for backreaction due to a cutoff CFT is already given in (5.11), it will be instructive to consider a special case next. In particular, we examine the effect of backreaction due to ‘superhorizon modes’ only. As we do not really employ a mode expansion here, the term ‘superhorizon modes’ is not strictly applicable, but we use it to refer to the case where the cutoff is given by the backreacted curvature of the background. That is, we consider a CFT with cutoff $\tilde{\Lambda}_*$, which is self-consistently determined as

$$\tilde{\Lambda}_*^2 = \tilde{R}(\tilde{\lambda}, \tilde{\Lambda}_*) .$$  

(5.13)

If $\tilde{\Lambda}_*$ was a momentum-cutoff then the above relation would state that only the effect of superhorizon modes is included. Using (5.11) in (5.13) we can solve for $\tilde{\Lambda}_*$ and hence $\tilde{R}(\tilde{\lambda}, \tilde{\Lambda}_*)$ as

$$\tilde{R}(\tilde{\lambda}, \tilde{\Lambda}_*) = \tilde{\Lambda}_*^2 = \frac{1}{8\sqrt{39}} \left( \sqrt{1 + 64\sqrt{39} \tilde{\lambda}} - 1 \right) ,$$  

(5.14)

In figure 5 we plot $\tilde{R}(\tilde{\lambda}, \tilde{\Lambda}_*)$ vs. $\tilde{\lambda}$ (blue line). This can then be compared with the solution $\tilde{R} = 4\tilde{\lambda}$ in absence of a backreacting CFT (red line). We make the following observations:

• Most importantly, backreaction always reduces the value of $\tilde{R}$ compared to the case without backreaction.

• For $\tilde{\lambda} < -\frac{1}{64\sqrt{39}}$ there is no backreacted solution $\tilde{R}(\tilde{\lambda}, \tilde{\Lambda}_*)$ as the condition (5.13) cannot be satisfied.
For $\tilde{\lambda} \to \infty$ the backreacted solution behaves as

$$\tilde{R}(\tilde{\lambda}, \tilde{\Lambda}) = \sqrt{\frac{\tilde{\lambda}}{\sqrt{39}}}, \quad (5.15)$$

i.e. it grows with increasing $\tilde{\lambda}$, but is parametrically suppressed by a power of $1/\sqrt{\tilde{\lambda}}$ compared to the solution without backreaction.

### 5.2 Backreacted 4d QFT with a UV cutoff

Here we consider backreaction of a QFT as described in section 2.3 with a UV energy cutoff $\Lambda$. Once we consider backreaction of a non-conformal QFT we are not able to give an analytic expressions for $F(m\Lambda^{-1}, R\Lambda^{-2})$, except in particular corners of parameter space. Thus here we present results based on numerical expressions for $F(m\Lambda^{-1}, R\Lambda^{-2})$. For details on how these are obtained see section 3.4.

Explicit numerical results will be displayed for two example QFTs. Here we again choose the theories labelled QFT$_1$ and QFT$_2$ before, whose backreaction we studied in section 4.2 in the case of UV-completeness. For a specification of QFT$_{1,2}$ in terms of the choice for the parameters $\Delta, \Delta^w$ and $\tilde{a}_{uv}/\tilde{a}_{ir}$ see the definition below equation (4.26).

To study constant-curvature solutions, our focus is not primarily on $F$, but how it contributes to the equation for constant-curvature solutions, (5.2). Here we find it useful to write this contribution as

$$\left(2 - R \frac{\partial}{\partial R}\right) \tilde{a}_{uv} \mathcal{F} \left(\frac{m}{\Lambda}, \frac{R}{\Lambda^2}\right) = 2\Lambda^4 \tilde{a} \left(\frac{m}{\Lambda}\right) \mathcal{W} \left(\frac{m}{\Lambda}, \frac{R}{\Lambda^2}\right), \quad (5.16)$$

where the functions $\tilde{a}(m\Lambda^{-1})$ and $\mathcal{W}(m\Lambda^{-1}, R\Lambda^{-2})$ will be described presently. Using this in (5.2) the equation for constant-curvature solutions becomes

$$M_0^2 R - 4M_0^2 \lambda_0 + 4\tilde{a} \left(\frac{m}{\Lambda}\right) \Lambda^4 \mathcal{W} \left(\frac{m}{\Lambda}, \frac{R}{\Lambda^2}\right) = 0. \quad (5.17)$$

With our choice in (5.16) this is superficially similar in form to the equation obtained in the case of the UV CFT in (5.9), but with $\tilde{a}_{uv}$ replaced by $\tilde{a}(m\Lambda^{-1})$ and $\mathcal{W}$ now a function of both $m\Lambda^{-1}$ and $R\Lambda^{-2}$. We find that this is helpful when discussing how backreaction due to non-conformal QFTs differs from that of CFTs.

One reason why the parameterisation in (5.16) is useful is that the function $\tilde{a}(m\Lambda^{-1})$ interpolates between the anomaly coefficient $\tilde{a}_{uv}$ of the UV CFT and the anomaly coefficient $\tilde{a}_{ir}$ of the IR CFT as $m\Lambda^{-1}$ is varied from 0 to its maximal value:

$$\tilde{a} \left(\frac{m}{\Lambda} \to 0\right) \rightarrow \tilde{a}_{uv}, \quad (5.18)$$

$$\tilde{a} \left(\frac{m}{\Lambda} \rightarrow \frac{m}{\Lambda} \big{|}_{\text{max}}\right) \rightarrow \tilde{a}_{ir}, \quad (5.19)$$

where $\left|\frac{m}{\Lambda}\big{|}_{\text{max}}\right|$ is the maximal value this quantity can take, which is a fixed number for a given QFT considered here. Further, for all examples considered here the function $\tilde{a}$ decreases monotonically with $m\Lambda^{-1}$, i.e.

$$\frac{\partial \tilde{a}}{\partial \left(\frac{m}{\Lambda}\right)} \leq 0. \quad (5.20)$$
The function $\tilde{a}$ can hence be seen as a running anomaly parameter. In virtue of (5.20) the parameter $\tilde{a}$ evolves monotonically with $m\Lambda^{-1}$, thus realising the $a$-theorem in 4 dimensions. For a definition of $\tilde{a}(m\Lambda^{-1})$ in terms of quantities in the holographic dual see section 3.6 or appendix D.

To illustrate this, in figure 6 we show $\tilde{a}$ as a function of $m\Lambda^{-1}$ for both QFT$_1$ and QFT$_2$. In both cases $\tilde{a}$ interpolates monotonically between the values of the UV and IR anomaly coefficients as $m\Lambda^{-1}$ is varied from 0 to $m\Lambda^{-1}|_{\text{max}}$, as asserted above.

We now turn to the function $W(m\Lambda^{-1}, R\Lambda^{-2})$ appearing in (5.16) and (5.17). For $m\Lambda^{-1} \to 0$ this asymptotes to the function $W_{\text{CFT}}(R\Lambda^{-2})$ encountered in the case of a CFT and given in (5.6). This is as expected and can be understood analytically (see e.g. section 3.4). Then, from numerical observation we find that for $m\Lambda^{-1} \to m\Lambda^{-1}|_{\text{max}}$ the function $W(m\Lambda^{-1}, R\Lambda^{-2})$ once more asymptotes to $W_{\text{CFT}}(R\Lambda^{-2})$ as given in (5.6). To summarise, we have that

$$W \left( \frac{m}{\Lambda} \to 0, \frac{R}{\Lambda^2} \right) \to W_{\text{CFT}} \left( \frac{R}{\Lambda^2} \right) = 6\sqrt{1 + \frac{R\Lambda^{-2}}{12}},$$  \hspace{1cm} (5.21)

$$W \left( \frac{m}{\Lambda} \to \frac{m}{\Lambda}|_{\text{max}}, \frac{R}{\Lambda^2} \right) \to W_{\text{CFT}} \left( \frac{R}{\Lambda^2} \right) = 6\sqrt{1 + \frac{R\Lambda^{-2}}{12}}.$$  \hspace{1cm} (5.22)

Overall, we observe that the dependence of $W$ on $m\Lambda^{-1}$ is rather ‘weak’, in the sense that the value of $W$ for fixed $R\Lambda^{-2}$ barely changes when $m\Lambda^{-1}$ is modified. This is best illustrated by explicit plots. In figures 7 and 8 we plot $W$ vs. $R\Lambda^{-2}$ for various values of $m\Lambda^{-1}$ for two example QFTs. Here we consider the same two QFTs whose functions $\tilde{a}(m\Lambda^{-1})$ were displayed in figure 6. The main observation from figures 7 and 8 is that for any fixed value of $m\Lambda^{-1}$ the function $W$ very closely matches $W_{\text{CFT}}(R\Lambda^{-2})$ over the whole range of $R\Lambda^{-2}$. That is, we find that any value for $m\Lambda^{-1}$ in general only leads to a small perturbation of $W$. 

![Figure 6. Plot of $\tilde{a}(m\Lambda^{-1})/\tilde{a}_{\text{UV}}$ vs. $m\Lambda^{-1}$ for QFT$_1$ and QFT$_2$. The two QFTs differ in the dimension of the operator perturbing the UV QFT and in the maximal value of $m\Lambda^{-1}$. For QFT$_1$ we have $\Delta = 3.1$ and $m\Lambda^{-1}|_{\text{max}} = 3.61$ (orange plot), for QFT$_2$ we have $\Delta = 2.6$ and $m\Lambda^{-1}|_{\text{max}} = 2.08$ (yellow plot). In both cases we find that $\tilde{a}(m\Lambda^{-1})$ interpolates monotonically between $\tilde{a}_{\text{UV}}$ and $\tilde{a}_{\text{IR}}$ as $m\Lambda^{-1}$ is varied from 0 to $m\Lambda^{-1}|_{\text{max}}$.](image-url)
compared to the CFT case, i.e.

\[ \mathcal{W}\left(\frac{m}{\Lambda}, \frac{R}{\Lambda^2}\right) = \mathcal{W}_{\text{CFT}}\left(\frac{R}{\Lambda^2}\right) + \omega\left(\frac{m}{\Lambda}, \frac{R}{\Lambda^2}\right) \quad \text{with} \quad \frac{\omega\left(\frac{m}{\Lambda}, \frac{R}{\Lambda^2}\right)}{\mathcal{W}_{\text{CFT}}\left(\frac{R}{\Lambda^2}\right)} \ll 1 \quad \forall \quad m, R \quad \text{near} \quad \Lambda. \quad (5.23)\]

The plots in figures 7 and 8 exhibit further details regarding the behaviour of \( \mathcal{W} \) as \( m\mathcal{L}^{-1} \) is varied. In particular, one finds that when \( m\mathcal{L}^{-1} \) is initially increased from 0, the value for \( \mathcal{W} \) (at fixed \( RL^{-2} \)) departs more and more from the corresponding value \( \mathcal{W}_{\text{CFT}} \). This is best seen in figures 7b and 8b. Then, for some intermediate value of \( m\mathcal{L}^{-1} \) the departure of \( \mathcal{W} \) from \( \mathcal{W}_{\text{CFT}} \) reaches some maximal value and starts to shrink again as \( m\mathcal{L}^{-1} \) is increased further. Finally, for \( m\mathcal{L}^{-1} \to m\mathcal{L}^{-1}_{\text{max}} \) the value of \( \mathcal{W} \) coincides once more with \( \mathcal{W}_{\text{CFT}} \).

All these observations have the following implications for constant-curvature solutions as determined by (5.17). The above discussion implies that for a first approximation we can ignore the \( m\mathcal{L}^{-1} \)-dependence of \( \mathcal{W} \) and make the replacement

\[ \tilde{a}\left(\frac{m}{\Lambda}\right) \mathcal{W}\left(\frac{m}{\Lambda}, \frac{R}{\Lambda^2}\right) \to \tilde{a}\left(\frac{m}{\Lambda}\right) \mathcal{W}_{\text{CFT}}\left(\frac{R}{\Lambda^2}\right), \quad (5.24)\]

in (5.17), which gives

\[ M_0^2 R - 4M_0^2 \lambda_0 + 4\tilde{a}\left(\frac{m}{\Lambda}\right) \Lambda^4 \mathcal{W}_{\text{CFT}}\left(\frac{R}{\Lambda^2}\right) = 0. \quad (5.25)\]

That is, backreaction on constant-curvature solutions due to a QFT with finite \( m\mathcal{L}^{-1} \) is expected to be approximately like that of a CFT with anomaly coefficient \( \tilde{a}(m\mathcal{L}^{-1}) \). Since \( \tilde{a}(m\mathcal{L}^{-1}) \) interpolates monotonically between \( \tilde{a}_{\text{UV}} \) and \( \tilde{a}_{\text{IR}} \) as \( m\mathcal{L}^{-1} \) is varied over its whole range, the corresponding backreaction interpolates between that due to the UV and IR CFTs. The fact that \( \mathcal{W} \) does not exactly coincide with \( \mathcal{W}_{\text{CFT}} \) for finite \( m \) is expected to give rise to small quantitative differences in the backreaction effects between a QFT and a CFT, but not to change the picture qualitatively.

This view is confirmed by the full numerical results. In figures 9 and 10 we plot \( \dot{R} \) vs. \( \dot{\lambda} \) for backreacted solutions with UV cutoff \( \hat{\Lambda}^2 = 4|\hat{\lambda}| \). Figure 9 contains results for
Figure 8. (a)-(b): $\mathcal{W}$ vs. $R\Lambda^{-2}$ for several values of $m\Lambda^{-1}$ for QFT\(_2\) (i.e. $\Delta = 2.60$, $\Delta_{\text{IR}} = 4.93$, $\tilde{a}_{\text{UV}}/\tilde{a}_{\text{IR}} = 2$ and $m\Lambda^{-1}|_{\text{max}} = 2.08$). The plot in (b) is the magnified version of the region within the black box in (a). The black dashed line corresponds to the function $W_{\text{CFT}}(R\Lambda^{-2}) = 6\sqrt{1 + R\Lambda^{-2}/12}$.

Figure 9. (a)-(b): $\tilde{R}$ vs. $\tilde{\lambda}$ for backreaction due to QFT\(_1\) and cutoff $\hat{\Lambda}^2 = 4|\hat{\lambda}|$. The various coloured plots correspond to different choices of $m\Lambda^{-1}$. For comparison, $\tilde{R}$ vs. $\tilde{\lambda}$ for backreaction due to the UV CFT (dashed) and the IR CFT (dot-dashed) is shown, again with cutoff $\hat{\Lambda}^2 = 4|\hat{\lambda}|$. Here the anomaly coefficients of the two CFTs are related as $\tilde{a}_{\text{UV}} = 2\tilde{a}_{\text{IR}}$. Plot (b) is a zoomed-in version of the plot in (a). As $m\Lambda^{-1}$ is increased the solution for $\tilde{R}$ interpolates between the values obtained for backreaction from the UV and IR CFTs.

backreaction due to QFT\(_1\) whereas figure 10 contains results from backreacting QFT\(_2\). The model parameters of QFT\(_{1,2}\) were recorded below equation (4.26). In both figures 9 and 10 we display $R$ vs. $\lambda$ for various values of $m\Lambda^{-1}$, as well as the results from backreacting the UV and IR CFTs governing the dynamics of the UV and IR fixed points. As can be observed from 9 and 10, incrementally increasing $m\Lambda^{-1}$ causes the value for $\tilde{R}$ to interpolate (monotonically) between the value obtained for backreaction due to the UV CFT and that for backreaction due to the IR CFT, as expected.

Note added. While we were finalising this paper, a paper appeared, [51] which computes the backreaction due to $\mathcal{N} = 4$ supersymmetric Yang-Mills (SYM) in the holographic limit. Moreover, [51], addresses perturbations around de Sitter in a complete manner.
Figure 10. (a)-(b): $\tilde{R}$ vs. $\tilde{\lambda}$ for backreaction due to QFT$^2$ and cutoff $\tilde{\Lambda}^2 = 4|\tilde{\lambda}|$. The various coloured plots correspond to different choices of $m\Lambda^{-1}$. For comparison, $\tilde{R}$ vs. $\tilde{\lambda}$ for backreaction due to the UV CFT (dashed) and the IR CFT (dot-dashed) is shown, again with cutoff $\tilde{\Lambda}^2 = 4|\tilde{\lambda}|$. Here the anomaly coefficients of the two CFTs are related as $\tilde{a}_{uv} = 2\tilde{a}_{ir}$. Plot (b) is a zoomed-in version of the plot in (a). As $m\Lambda^{-1}$ is increased the solution for $\tilde{R}$ interpolates between the values obtained for backreaction from the UV and IR CFTs.
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A $f(R)$-gravity as an Einstein-scalar theory

Consider a $f(R)$ theory of gravity, i.e. a gravitational theory with a Lagrangian density that depends on the metric exclusively through the scalar curvature $R$, i.e.

$$ S = \int d^4x \sqrt{|g|} f(R) . \tag{A.1} $$

The equations of motion that emerge from this action are

$$ f_R(R)R_{\mu\nu} - \nabla_\mu \nabla_\nu f_R + g_{\mu\nu} \Box f_R(R) - \frac{1}{2} f(R) g_{\mu\nu} = 0 , \quad f_R = \frac{\partial f}{\partial R} . \tag{A.2} $$

For constant-curvature solutions this can be simplified to give

$$ df - 2R f_R = 0 . \tag{A.3} $$

We now rewrite the theory in (A.1) as a scalar-tensor theory in Einstein frame. To this end we introduce a new dynamical field denoted by $Q$ to rewrite the action (A.1) as:

$$ S = \int d^4x \sqrt{|g|} \left( f_Q(Q)(R - Q) + f(Q) \right) . \tag{A.4} $$
By varying (A.4) with respect to $Q$ one obtains $f_{QQ}(R - Q) = 0$. We take $f_{QQ} \neq 0$ and hence the e.o.m. requires $Q = R$, such that (A.4) is classically equivalent to (A.1).

To be able to keep track of dimensions more easily, let us define a function $F(R)$ which is related to $f(R)$ as

$$F(R) = 2\kappa f(R),$$

where $\kappa$ is a parameter with energy dimensions $[\kappa] = -(d - 2)$. Then $F(R)$ has the same energy dimensions as $R$ and $F_R(R)$ is dimensionless. In practice, it will often be convenient to choose

$$\kappa = \frac{1}{2f_R(R_0)},$$

for some reference value $R_0$. Expression (A.4) hence becomes:

$$S = \frac{1}{2\kappa} \int d^d x \sqrt{|g|} \left( F_Q(Q)(R - Q) + F(Q) \right).$$

(A.7)

Using (A.7) as a starting point we now perform a conformal transformation to arrive at a scalar-tensor theory in Einstein frame. In particular, we define

$$\tilde{g}_{\mu \nu} \equiv \Omega^2 g_{\mu \nu},$$

$$\Omega^{d-2} \equiv F_Q(Q),$$

$$F_Q(Q) \equiv \exp \left( \sqrt{\frac{d - 2}{d - 1}} \sqrt{\kappa} \phi \right).$$

(A.9)

One obtains

$$S = \int d^d x \sqrt{|\tilde{g}|} \left[ \frac{1}{2\kappa} \tilde{R} - \frac{1}{2} \tilde{g}^{\mu \nu} \partial_\mu \phi \partial_\nu \phi - V(\phi) \right],$$

with an implicit expression for the potential $V(\phi)$ given by

$$V(\phi) = \frac{1}{2\kappa} \left( \frac{F_Q(Q)Q - F(Q)}{F_Q(Q)^{\frac{d}{d-2}}} \right).$$

(A.10)

While it was useful to have introduced the auxiliary field $Q$ for the above analysis, we shall suppress it in the following by setting $Q = R$. Hence, from now on we write

$$V(\phi) = \frac{1}{2\kappa} \left( \frac{F_R R - F}{F_R^{\frac{d}{d-2}}} \right), \quad \text{with} \quad F_R(\phi) = \exp \left( m \sqrt{\frac{d - 2}{d - 1}} \sqrt{\kappa} \phi \right).$$

(A.12)

We can now show that the solutions to (A.3) correspond to extremal points of the potential $V(\phi)$. The necessary condition for an extremum of $V(\phi)$ is:

$$\frac{dV}{d\phi} = 0.$$  

(A.13)
With the help of (A.13) this can be rephrased as an equation for $R$ as follows:

$$0 = \frac{dV}{d\phi} = \frac{dF_R}{d\phi} \frac{dR}{dF_R} \frac{dV}{dR} = \frac{1}{2(d-2)\sqrt{\kappa}} \sqrt{\frac{d-2}{d-1}} \frac{dF - 2RF_R}{\sqrt{FR^{d-2}}}.$$  \hfill (A.15)

This equation is satisfied if

$$dF - 2RF_R = 0,$$  \hfill (A.16)

which we identify with the e.o.m. given in (A.3). Alternatively, (A.15) can be satisfied for

$$|F_R| \to \infty \text{ with } (dF - 2RF_R) \text{ finite}.$$  \hfill (A.17)

The latter condition (A.17) shall not be relevant in practice as $|F_R| \to \infty$ is only attained at the boundary of field space for $\phi \to \infty$, as can be seen from (A.10).

Another useful quantity will be the curvature of the potential at an extremum. This can be computed as

$$\left.\frac{d^2V}{d\phi^2}\right|_{\text{ext}} = \left.\frac{dF_R}{d\phi} \frac{dR}{dF_R} \frac{dR}{d\phi} \frac{dV}{dR}\right|_{\text{ext}} = \frac{1}{2(d-1)} \frac{(d-2)F_R - 2RF_{RR}}{F_R^{\frac{d-2}{2}} F_{RR}},$$  \hfill (A.18)

where we have used that at an extremum $dF = 2RF_R$.

\section{Relations from thermodynamics}

Here we derive a relation between $W$, $T$ and $U$ from a thermodynamic identity relating an entanglement entropy for a theory on $dS_d$ and the free energy for a theory on $S^d$. This is possible as solutions for $W$, $S$, $T$ and $U$ are insensitive to the signature of the metric, i.e. we find the same solutions for a theory on $dS_d$ and $S^d$ for identical UV data $R, \varphi^C$.

First, consider the (static) entanglement entropy across a spherical surface for the field theory on $dS_d$. We showed in our earlier work [41] that, using the Ryu-Takayanagi prescription, this can be written as

$$S_{EE} = M^{d-1}\tilde{\Omega}_d\left[T_{\mathcal{L}}^{-\frac{d}{2}+1}U_{\mathcal{L}}\right],$$  \hfill (B.1)

with

$$\tilde{\Omega}_d = \frac{2\pi^{\frac{d+1}{2}}}{\Gamma\left(\frac{d+1}{2}\right)} d^\frac{d}{2} (d-1)^\frac{d}{2}.$$  \hfill (B.2)

Now consider a theory on $S^d$ instead. The corresponding free energy has been calculated in [41] and can be written as

$$F = -M^{d-1}\tilde{\Omega}_d \left[T_{\mathcal{L}}^{-\frac{d}{2}} W_{\mathcal{L}} + T_{\mathcal{L}}^{-\frac{d}{2}+1} U_{\mathcal{L}}\right].$$  \hfill (B.3)

In [41] we also confirmed that, identifying the entanglement entropy $S_{EE}$ with a thermal entropy, thermodynamics of de Sitter space implies that

$$S_{EE} = -\left(\frac{2}{d} \frac{R_{\mathcal{L}}}{\partial R_{\mathcal{L}}} + 1\right) F,$$  \hfill (B.4)
where \( \mathcal{R}_L = R |\varphi_L|^2 / \Lambda \). For constant \( \varphi_L \) and \( \Lambda \) this can be rewritten as

\[
S_{\text{EE}} = -\left( \frac{2}{d} \mathcal{T}_L \frac{\partial}{\partial \mathcal{T}_L} + 1 \right) F. \tag{B.5}
\]

Inserting (B.1) and (B.3) into (B.5) and rearranging one finds

\[
\frac{\partial W_L}{\partial T_L} = \left( \frac{d - 2}{2} U_L - T_L \frac{\partial U_L}{\partial T_L} \right). \tag{B.6}
\]

This will be helpful for simplifying expressions in the main text.

Now we restrict attention to \( d = 4 \). Using the near-boundary expansions in section C we can identify the universal contributions to the entanglement entropy and free energy, i.e. the terms without any explicit appearance of \( \Lambda \). These are given by:

\[
S_{\text{univ}}^{\text{EE}}(\mathcal{R}_L) = (M\ell)^3 \tilde{\Omega}_4 \left[ \mathcal{R}_L^{-1} B(\mathcal{R}_L) + \mathcal{R}_L^{-2} C(\mathcal{R}_L) + \mathcal{R}_L^{-1} B(\mathcal{R}_L) - \frac{1}{192} \right]. \tag{B.7}
\]

\[
F_{\text{univ}}^{\text{EE}}(\mathcal{R}_L) = -\left( \frac{1}{2} R \frac{\partial}{\partial R} + 1 \right) \mathcal{R}_L^{-2} C(\mathcal{R}_L) + \mathcal{R}_L^{-1} B(\mathcal{R}_L) - \frac{1}{192} - \mathcal{A}_{ct} \tag{B.8}
\]

Then (B.4) implies

\[
C' (\mathcal{R}) = B(\mathcal{R}) - \mathcal{R} B' (\mathcal{R}) + \frac{\mathcal{R}}{96}, \tag{B.9}
\]

where we have also set \( \Lambda \to \infty \). This can be verified numerically.

Now consider the renormalized entanglement entropy and free energy for \( d = 4 \). These are given by

\[
S_{\text{ren}}(\mathcal{B}_{ct}, \mathcal{A}_{ct} | \mathcal{R}) = (M\ell)^3 \tilde{\Omega}_4 \left[ \mathcal{R}_L^{-1} (B(\mathcal{R}) - \mathcal{B}_{ct}) - \mathcal{A}_{ct} \right], \tag{B.9}
\]

\[
F_{\text{ren}}(C_{ct}, B_{ct}, \mathcal{A}_{ct} | \mathcal{R}) = - (M\ell)^3 \tilde{\Omega}_4 \left[ \mathcal{R}_L^{-2} (C(\mathcal{R}) - C_{ct}) + \mathcal{R}_L^{-1} (B(\mathcal{R}) - B_{ct}) - \frac{1}{192} - \mathcal{A}_{ct} \right]. \tag{B.10}
\]

The identity (B.8) then implies that

\[
S_{\text{ren}}(\frac{1}{2} B_{ct}, \mathcal{A}_{ct} | \mathcal{R}) = - \left( \frac{1}{2} R \frac{\partial}{\partial R} + 1 \right) F_{\text{ren}}(C_{ct}, B_{ct}, \mathcal{A}_{ct} | \mathcal{R}). \tag{B.11}
\]

## C Near-boundary expansions

Here we show that in the vicinity of a UV fixed point at \( \varphi = 0 \) we can write the functions \( W(\varphi) \), \( S(\varphi) \) and \( U(\varphi) \) as a double expansion in \( \varphi \) and \( T(\varphi) \). In particular, we show that we solve for \( W(\varphi), S(\varphi) \) and \( U(\varphi) \) self-consistently with the ansatz

\[
W(\varphi) = \sum_{n=0}^{\infty} W_n(\varphi) (\ell^2 T(\varphi))^n, \tag{C.1}
\]

\[
S(\varphi) = \sum_{n=0}^{\infty} S_n(\varphi) (\ell^2 T(\varphi))^n, \tag{C.2}
\]

\[
U(\varphi) = \sum_{n=0}^{\infty} U_n(\varphi) (\ell^2 T(\varphi))^n, \tag{C.3}
\]

with \( W_n(\varphi), S_n(\varphi) \) and \( U_n(\varphi) \) power series in \( \varphi \).
Consider the following subset of equations that the functions \( W(\varphi), S(\varphi) \) and \( U(\varphi) \) have to satisfy:

\[
S^2 - SW' + \frac{2}{d} T = 0, \tag{C.4}
\]
\[
\frac{d}{2(d-1)} W^2 - S^2 - 2T + 2V = 0, \tag{C.5}
\]
\[
SU' - \frac{(d-2)}{2(d-1)} WU = -\frac{2}{d}. \tag{C.6}
\]

In the vicinity of a UV fixed point we can also write \( V(\varphi) \) without loss of generality as

\[
V(\varphi) = -\frac{d(d-1)}{\ell^2} - \frac{\Delta - (d - \Delta_-)}{2\ell} \varphi^2 + \mathcal{O}(\varphi^3), \tag{C.7}
\]

with \( 0 < \Delta_- < \frac{d}{2} \) at a maximum and \( \Delta_- < 0 \) at a minimum. For a symmetric potential the subleading term is \( \mathcal{O}(\varphi^4) \) instead.

In the following we take \( \varphi = 0 \) to be a maximum of \( V(\varphi) \). Inserting the ansätze (C.1)–(C.3) into (C.4)–(C.6) we can then solve order by order in \( \ell^2 T \). An important identity in this context is

\[
T' = \frac{\partial T}{\partial \varphi} = \frac{\partial u}{\partial \varphi} \frac{\partial (R e^{-2A})}{\partial u} = \frac{1}{S} (-2\dot{A}) R e^{-2A} = \frac{W T}{(d-1)S}. \tag{C.8}
\]

**Order \((\ell^2 T)^0\).** At order \((\ell^2 T)^0\) we then obtain the equations

\[
S_0(S_0 - W_0') = 0, \tag{C.9}
\]
\[
\frac{d}{2(d-1)} W_0^2 - S_0^2 + 2V = 0, \tag{C.10}
\]
\[
S_0 U_0' - \frac{(d-2)}{2(d-1)} W_0 U_0 = -\frac{2}{d}, \tag{C.11}
\]

which can be solved to give \(^{39}\)

\[
W_0 = \frac{1}{\ell} \left[ 2(d-1) + \frac{\Delta_-}{2} \varphi^2 + \mathcal{O}(\varphi^3) + C |\varphi|^{\frac{d}{\Delta_-}} \left( 1 + \mathcal{O}(\varphi) + \mathcal{O}(C|\varphi|^{\frac{d}{\Delta_-}}) \right) \right], \tag{C.12}
\]
\[
S_0 = W_0', \tag{C.13}
\]
\[
U_0 = \ell \left[ \frac{2}{d(d-2)} + \frac{\Delta_-}{2d(d-1)(2\Delta_- + 2 - d)} \varphi^2 + \mathcal{O}(C^2|\varphi|^{\frac{2d}{\Delta_- - 2}}) \right. \\
+ B |\varphi|^{\frac{d-2}{\Delta_-}} \left( 1 + \mathcal{O}(\varphi) + \mathcal{O}(C|\varphi|^{\frac{d}{\Delta_-}}) \right) + \mathcal{O}(B|\varphi|^{\frac{d-2}{\Delta_-}}) \right], \tag{C.14}
\]

with \( C \) and \( B \) are integration constants.

From this result we can also calculate the leading \( \varphi \)-dependence of \( T(\varphi) \). Following the analysis in appendix D.1 of \([40]\) one finds

\[
T(\varphi) = R |\varphi|^{-2/\Delta_-} + \ldots. \tag{C.15}
\]

\(^{39}\)Here we do not consider solutions with \( S_0 = 0 \).
Order $\ell^2 T^1$. The equations at order $\ell^2 T^1$ take the form:

\[ S_1 W_0' - W_0' W_1' - \frac{1}{(d-1)} W_0 W_1 = -\frac{2}{d}, \]

\[ \frac{d}{(d-1)} W_0 W_1 - 2 S_1 W_0' = 2, \]

\[ U_1' W_0' + \frac{(d-4)}{2(d-1)} U_1 W_0 - \frac{(d-2)}{2(d-1)} U_0 W_1 + S_1 U_0' = 0, \]

where we have used that $S_0 = W_0'$. From the first two equations we find

\[ S_1 = \frac{d}{d-2} W_1'. \]

With this we can eliminate $S_1$ in (C.16) to arrive at the following equation for $W_1$:

\[ W_0' W_1' - \frac{(d-2)}{2(d-1)} W_0 W_1 = -\frac{(d-2)}{d}. \]

Note that the l.h.s. takes the same form as equation (C.11) for $U_0$. Thus we can re-use the result for $U_0$ given in (C.14) to write:

\[ W_1 = \frac{1}{d} \left[ \frac{1}{d} - \frac{(d-2)\Delta_\infty}{4d(d-1)(d-2-2\Delta_\infty)} \varphi^2 + O(\varphi^3) + O(C^2 |\varphi|^{\frac{2d}{\Delta_\infty}-2}) \right]. \]

Note that solving for $W_1$ naively introduces an additional integration constant. However, one can check that this combines with the constant $C$ introduced in $W_0$ and we do not need to include it separately. This is just a manifestation of the fact that $W$ should only contain one integration constant, and by including $C$ in $W_0$ we have already accounted for this.

Given an explicit expression for $W_1$ and hence also for $S_1$ we can now use (C.18) to solve for $U_1$. Here we need to distinguish between the cases $d = 4$ and $d \neq 4$. As we are mainly interested in the former case, we only present the results for $d = 4$. One finds:

\[ U_1 = \frac{1}{48\Delta_\infty} \ln \varphi + O(\varphi) + O(C|\varphi|^{\frac{4}{\Delta_\infty}-2}) + O(B|\varphi|^{\frac{2}{\Delta_\infty}}), \]

where we again neglected to explicitly include an integration constant as it combines with $B$ contained in $U_0$.

Order $\ell^2 T^2$. In this case we shall restrict attention to $W_2$, as this term contributes to the renormalized on-shell action in $d = 4$ dimensions. However, for $d = 4$ one can show that the equation for $W_2$ reduces to

\[ W_2' = 0, \]

i.e. $W_2$ is purely an integration constant. This is not surprising: for $d = 4$ a term $T^2 \sim R^2 |\varphi|^{4/\Delta_\infty}$ and the term $C |\varphi|^{4/\Delta_\infty}$ containing the integration constant $C$ come with the same power of $\varphi$. Hence, in a power expansion in $\varphi$, we cannot really distinguish between a contribution to $C$ and a constant term in $W_2$.

However, we can make the following observation. When dialing the source of the perturbing operator $\varphi_- \to 0$ the QFT reduces to a CFT and we expect to recover the expressions
for $W$ and $U$ for a CFT, derived in section 3.3. There we found that in $d = 4$ the function $W$ has the following expansion in powers of $\ell^2 T$: 

$$W = 6 + \frac{\ell^2 T}{4} - \frac{\ell^4 T^2}{192} + O(\ell^6 T^3).$$  \hfill (C.23)

We combine this with another observation. In the dual field theory the parameter $C$ has the interpretation as the vev of the operator perturbing the UV QFT. For a CFT no such perturbing operator exists and hence there cannot be a finite value for the vev. If we wish to maintain the interpretation of $C$ as a vev, we should make sure that $C = 0$ for a CFT.

The choice $C = 0$ for $\varphi_\perp = 0$ then fixes $W_2$ uniquely. Consistency with the CFT result (C.23) for $W$ then implies that

$$W_2 = -\frac{1}{192 \ell}.$$

This is the choice we shall use throughout this work in $d = 4$.

**Summary.** Here we collect our results from this section, specifying to $d = 4$. Writing

$$W(\varphi_L) = \varphi_\perp^2 \Lambda^{-\Delta_-}, \quad \text{and} \quad T(\varphi_L) = \ell^{-2} \Lambda^{-2}$$

our findings from this section imply:

$$W(\varphi_L) = \frac{1}{\ell} \left[ 6 + \frac{\Lambda_{-}}{2} |\varphi_\perp|^2 \Lambda^{-2\Delta_-} + \frac{R\Lambda^{-2}}{4} - \frac{R^2 \Lambda^{-4}}{192} + C(\mathcal R_L) |\varphi_\perp|^4 \Lambda^{-4} + \ldots \right],$$

$$U(\varphi_L) = \ell \left[ \frac{1}{4} + B(\mathcal R_L) |\varphi_\perp|^2 \Lambda^{-2} + \frac{R \Lambda^{-2}}{48 \Delta_-} \ln (\varphi_\perp \Lambda^{-\Delta_-}) + \ldots \right].$$

**D Dictionary**

In this section we relate expression appearing in sections 2, 4 and 5 to expressions obtained from the holographic dual and hence employing notation exclusively used in section 3.

**CFT with a UV cutoff.** Here we consider the UV CFT, i.e. the CFT associated with the UV fixed point of a RG flow. Control parameters on the field theory side are the UV cutoff $\Lambda$ in units of energy and the scalar curvature $R$. These are related to quantities in the holographic dual as

$$\Lambda \equiv e^{A(u_L)} \ell_{uv}, \quad \Lambda^{-2} = \ell_{uv}^2 T(u_L),$$

where $\ell_{uv}$ is defined through (3.3), $u_L$ is the location of the cutoff-surface in the holographic coordinate and $T$ was defined in (3.7). The effective action of the QFT is then written in terms of a function $F(\Lambda^{-2})$, which is given by

$$\tilde{a}_{uv} \Lambda^d F(\Lambda^{-2}) = M^{d-1} e^{dA(u_L)} [W(T(u_L)) + T(u_L)U(T(u_L))],$$

$$= (M \ell_{uv})^{d-1} \Lambda^d \ell_{uv} [W(T(u_L)) + T(u_L)U(T(u_L))],$$

where $W(T)$ and $U(T)$ are given in (3.33) and (3.34), (3.35). We then introduce the functions $\mathcal W(\Lambda^{-2})$ and $\mathcal U(\Lambda^{-2})$ as

$$\mathcal W(\Lambda^{-2}) \equiv \ell_{uv} W(T(u_L)), \quad \mathcal U(\Lambda^{-2}) \equiv \ell_{uv}^1 U(T(u_L)).$$
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In $d = 4$ we also have
\[
\tilde{a}_{uv} = \left( M_{\text{UV}} \right)^3, \tag{D.4}
\]
and hence
\[
\mathcal{F}(R\Lambda^{-2}) = \mathcal{W}(R\Lambda^{-2}) + R\Lambda^{-2}\mathcal{U}(R\Lambda^{-2}). \tag{D.5}
\]
The corresponding results for the IR CFT can be obtained from the above by replacing every subscript ‘UV’ by ‘IR’.

**QFT with a UV cutoff.** We now have three control parameters, the UV energy cutoff $\Lambda$, the scalar curvature $R$ and the scale associated with the UV coupling $m$. These are now given by
\[
\Lambda \equiv \frac{e^A(u_L)}{\ell}, \quad R\Lambda^{-2} = \tilde{\ell}^2 T_L, \quad m\Lambda^{-1} \equiv |\varphi_L|^{1/\Delta_-}, \tag{D.6}
\]
with
\[
\tilde{\ell}^{-2} \equiv -\frac{V(\varphi_L)}{\Delta(d-1)}. \tag{D.7}
\]
Here $T_L$ (and later $W_L$ and $U_L$) are the functions $T$ (and $W$, $U$), evaluated at the UV cutoff $\varphi_L$, for a family of RG flow solutions in a potential $V$, as described in section 3.4. There is a maximal value for $m\Lambda^{-1}$, which is given by
\[
m\Lambda^{-1}|_{\text{max}} = |\varphi_{\text{in}}|^{1/\Delta_-}. \tag{D.8}
\]
The effective action is written in terms of a function $\mathcal{F}(\frac{m}{\Lambda}, \frac{R}{\Lambda^2})$, which is given by
\[
\tilde{a}_{uv}\Lambda^d\mathcal{F}\left(\frac{m}{\Lambda}, \frac{R}{\Lambda^2}\right) = M^{d-1}e^{dA(u_L)} \left[ W_L(\varphi_L, T_L) + T_LU_L(\varphi_L, T_L) \right] = (M\tilde{\ell})^{d-1} \Lambda^d \tilde{\ell}(\varphi_L) \left[ W_L(\varphi_L, T_L) + T_LU_L(\varphi_L, T_L) \right]. \tag{D.9}
\]
The contribution to the equation for constant-curvature solutions due to the QFT is written with the help of a function $\mathcal{W}(\frac{m}{\Lambda}, \frac{R}{\Lambda^2})$, which is given by
\[
\mathcal{W}\left(\frac{m}{\Lambda}, \frac{R}{\Lambda^2}\right) \equiv \tilde{\ell}W_L(\varphi_L, T_L). \tag{D.10}
\]
Furthermore, for $d = 4$ we also define the function
\[
\tilde{a}\left(\frac{m}{\Lambda}\right)_{d=4} \equiv (M\tilde{\ell}(\varphi_L))^3. \tag{D.11}
\]
As before, for $d = 4$ we also have
\[
\tilde{a}_{uv} = (M_{\text{UV}})^3. \tag{D.12}
\]
UV complete QFT. In this case the free parameters on the field theory side are the scalar curvature $R$ and the scale $m$ associated with the UV coupling of the relevant operator $O$. These are related to quantities in the holographic analysis as

$$m \equiv |\phi_-|^{1/\Delta_-}, \quad Rm^{-2} = \mathcal{R}.$$  \hfill (D.13)

In the following, we restrict to $d = 4$. We again have

$$\tilde{a}_{uv} = (M\ell_{uv})^3.$$  \hfill (D.14)

The (scheme-independent part of) effective action for the QFT is written in terms of a function $G(Rm^{-2})$, which is related to quantities on the gravity side as

$$G(Rm^{-2}) = d = 4 C(R) + R B(R) - \frac{1}{96} R^2 \left( 1 + \log \left( \frac{R}{48} \right) \right).$$  \hfill (D.15)

In the equation for constant-curvature solutions, the QFT contribution is proportional to the function $C(Rm^{-2})$. This is the same as $C(R)$ appearing above and has the interpretation as the vev of the operator $O$ in units of its UV source:

$$C(Rm^{-2}) = d = 4 \tilde{a}_{uv} \frac{4 - \Delta}{4} \langle O \rangle m^{-\Delta} = (M\ell_{uv})^{-3} \frac{\Delta}{4} \langle O \rangle |\phi_-|^{-\frac{\Delta}{\Delta_-}}.$$  \hfill (D.16)

E Large and small curvature results

In this appendix we present analytic expressions for the quantities $C(R)$ and $B(R)$ introduced in section 3.2, as expansions valid for large ($|R| \to \infty$) and small ($|R| \to 0$) values of the dimensionless curvature $\mathcal{R}$, respectively. The expressions are obtained using mainly analytical methods, together with the identity from thermodynamics (B.8). In one instance we need to employ an educated guess, which is confirmed by all numerical examples studied.

Analysis for $|\mathcal{R}| \to \infty$. The derivation of $C(|\mathcal{R}| \to \infty)$ for the case $d = 4$ has already been presented in [40] and hence we only collect the results and sketch the analysis. The computation of $B(|\mathcal{R}| \to \infty)$ has only been performed for $d = 3$ and $R > 0$ in [41]. Therefore, here we present the corresponding analysis for $d = 4$ in some detail and give the results for both $R > 0$ and $R < 0$. The ansatz for $\phi(u)$ and $A(u)$ for $\mathcal{R} \to \infty$ and the resulting expressions for $d = 3$ can also be found in [69].

Consider holographic RG flows between a UV fixed point at a maximum of $V$ at $\phi_{uv} = 0$ and an IR end/turning point at $\phi_0$. As was shown in [40, 41], letting $\phi_0$ approach the UV fixed point the corresponding value of $\mathcal{R}$ for the flow increases, so that in the limit $\phi_0 \to \phi_{uv} = 0$ one finds $|\mathcal{R}| \to \infty$, with the precise relation $\phi_0 \sim |\mathcal{R}|^{-\Delta/2}$ in that limit.

Flows with $|\mathcal{R}| \to \infty$ can also occur for finite $|\phi_0 - \phi_{uv}|$. However, for $R \geq 0$ the existence of such a solution requires a carefully chosen potential and does not appear in ‘generic’ potentials (see e.g. [40]). Hence we do not consider this further in this section. For $R < 0$ such solutions exist generically for certain values of $\Delta_-$. This case will be discussed in the main text when the need arises, but here we neglect this possibility. Thus, in the following we focus on flows with $|\mathcal{R}| \to \infty$ that occur for $\phi_0 \to \phi_{uv}$.

As presented in [40, 41], for $\phi_0 \to \phi_{uv} = 0$ we can make the following ansatz for the scale factor $A(u)$ and the dilaton $\phi(u)$. At leading order (order $\mathcal{O}((\phi_0)^0)$) the scale factor
A(u) is just given by the scale factor associated with the UV fixed point, i.e. the AdS scale factor recorded in (3.31). The next correction appears at order $O((\varphi_0)^2)$. At leading order $\varphi(u) = \varphi_{uv} = 0$ is constant, but its first non-trivial modification appears at order $O(\varphi_0)$. Thus, the ansatz for $A(u)$ and $\varphi(u)$ can be written as:

$$A(u) = A_0(u) + O((\varphi_0)^2), \quad (E.1)$$

$$\varphi(u) = \varphi_1(u) + O((\varphi_0)^2), \quad (E.2)$$

where the subscript denotes the order in $\varphi_0$ of the respective term. Here $A_0(u)$ corresponds to the AdS scale factor recorded in (3.31). This ansatz is to be inserted into the equations of motion (3.8)–(3.10), which can be written as

$$2(d-1)\ddot{A} + \dot{\varphi}^2 + \frac{2}{d}e^{-2A}R = 0, \quad (E.3)$$

$$d(d-1)\ddot{A}^2 - \frac{1}{2}\dot{\varphi}^2 + V - e^{-2A}R = 0, \quad (E.4)$$

$$\ddot{\varphi} + d\dot{A}\dot{\varphi} - V' = 0, \quad (E.5)$$

where we have used the definitions (3.5)–(3.7). We can then obtain an expression for $\varphi_1(u)$ by solving (E.5) for $\varphi$ and then extract an expression for $\langle O \rangle$ from (E.3) and (E.4), as has been done in [40] (for $d = 4$) and [41] (for all $d$).

From the expression for $\varphi_1(u)$ we can then extract an expression for $C(R)$ at leading order in $|R| \to \infty$. As shown in (3.26), $C$ corresponds to the vev $\langle O \rangle$ in units of the source $\varphi_-$. Thus, to get an expression for $C$ we need to read off the values of $\langle O \rangle$ and $\varphi_-$ corresponding to the solution $\varphi_1(u)$ and insert into (3.26). As shown in (3.16), the source $\varphi_-$ and the vev $\langle O \rangle$ (rewritten in terms of $\varphi_+$ via (3.18)) appear as the leading and sub-leading coefficients in an expansion of $\varphi(u)$ in the vicinity of the boundary. Thus, we can read them off by expanding $\varphi_1(u)$ for $u \to -\infty$ and comparing with (3.16). For $d = 4$ this can be shown to give (see [40] for details):

$$C(R) \mid_{|R| \to \infty} \propto \frac{\Delta_-}{2} \left( \frac{(3 - \Delta_-) (2 - \Delta_-)}{(1 - \Delta_-)} \right) \left( \frac{|R|}{48} \right)^{-\Delta_-} \left( 1 + O(|R|^{-\Delta_-/2}) \right). \quad (E.6)$$

We now turn to $B(R)$. The parameter $B$ appears in the near-boundary expansion of the function $U$ as (see (3.24) and (3.25)):

$$U(\varphi_L) \equiv \ell_{UV} \left[ \frac{1}{4} + \frac{\Delta_-}{48(\Delta_- - 1)} \varphi_L^2 + B |\varphi_L|^{2/\Delta_-} + \frac{\ell_{UV}^2 T(\varphi_L)}{96} \log |\varphi_L|^{2/\Delta_-} + \ldots \right]. \quad (E.7)$$

To obtain an expression for $U$ at leading order in $|R| \to \infty$ we can insert the ansatz (E.1) into the expression (3.12). This gives $U$ as a function of $u$. To later match with the near-boundary result in (E.7), we compute $U(u_L)$ where $\varphi(u_L) = \varphi_L$:

$$U(u_L) \equiv \frac{1}{2} e^{-2A_0(u_L)} \int_{u_0}^{u_L} d\tilde{u} e^{2A_0(\tilde{u})} \left( 1 + O((\varphi_0)^2) \right). \quad (E.8)$$

In fact, we have already computed the leading term in the above, which is just the expression for $U$ for a CFT associated with the UV fixed point. The resulting expressions, albeit as a function of $T_L = R e^{-2A(u_L)}$, are given in (3.34) for $R > 0$ and in (3.35) for $R < 0$. As
$T_L \to 0$ when approaching the boundary, we can expand these in powers of $T_L$. The resulting expression valid for both $R > 0$ and $R < 0$ is given by

$$U(L)_{d=4} = \ell_{uv} \left[ 1 + \frac{R\Lambda^{-2}}{96} + \frac{1 + \log \frac{|R|\Lambda^{-2}}{48}}{4} + O\left(\frac{R^2\Lambda^{-4}}{}\right) \right] (1 + O((\varphi_0)^2)), \quad (E.9)$$

and where we wrote $\ell_{uv}^2 T_L = \ell_{uv}^2 Re^{-2A(u_L)} = RA^{-2}$.

This is now to be compared with the near-boundary expression (E.7). To this end we note that for $u_L \to -\infty$ we have

$$\varphi_L = \varphi(u_L) = \ell^A - \varphi e^{-u_L/\ell_{uv}} + ... = \ell^A - \varphi e^{-A(u_L)} + ... = \varphi\Lambda^{-A} + ... \quad (E.10)$$

Using this, the expression in (E.7) can be written as

$$U(L)_{d=4} = \ell_{uv} \left[ 1 + \frac{\Delta_-}{48(\Delta_- - 1)} \varphi^2 - \Lambda^{-2\Delta_-} + B|\varphi|^{2/\Delta_-}\Lambda^{-2} + \frac{RA^{-2}}{96} \log(|\varphi|^{2/\Delta_-}\Lambda^{-2}) + ... \right]. \quad (E.11)$$

We can then read off $B$ by comparing the coefficients of the terms with an explicit power of $\Lambda^{-2}$ in (E.9) and (E.11). This gives

$$B(R)|R|\to\infty \frac{R}{96} \left( 1 + \log \frac{|R|}{48} \right) + ..., \quad (E.12)$$

where the ellipsis denotes the subleading terms that will enter with an additional power of $(\varphi_0)^2 \sim |R|^{-\Delta_-}$. Interestingly, we can determine these subleading terms easily by using the result for $C(\mathcal{R})$ in (E.6) and the identity (B.8) between $C(\mathcal{R})$ and $B(\mathcal{R})$. This fixes the subleading terms uniquely, so that we are left with

$$B(R)|R|\to\infty \frac{R}{96} \left( 1 + \log \frac{|R|}{48} \right) + \frac{(3 - \Delta_-)(2 - \Delta_-)^2}{96(1 - \Delta_-)} \left( \frac{R}{48} \right)^{1-\Delta_-} \left( 1 + O(|R|^{-\Delta_-/2}) \right) \quad (E.13)$$

$$B(R)|R|\to\infty \frac{R}{96} \left( 1 + \log \frac{-R}{48} \right) - \frac{\Delta_-(3 - \Delta_-)(2 - \Delta_-)}{96(1 - \Delta_-)} \left( \frac{-R}{48} \right)^{1-\Delta_-} \left( 1 + O(|R|^{-\Delta_-/2}) \right). \quad (E.14)$$

**Analysis for $|R| \to 0$.** For our ansatz (3.2) RG flows with $R = 0$ correspond to solutions where $\varphi(u)$ interpolates between two extrema of the bulk potential $V$. Without loss of generality, here we can consider such a flow between a UV fixed point at a maximum of $V$ at $\varphi = \varphi_{uv} = 0$ and a minimum at $\varphi = \varphi_{\text{IR}}$. In contrast, a RG flow solution with $R \neq 0$ has its IR end or turning point at a generic point $\varphi_0$, i.e. not an extremum. As observed in e.g. [40, 41], as one moves the IR end or turning point $\varphi_0$ towards the minimum, the corresponding RG flow solutions exhibit a decreasing value of $|R|$ with the limit $|R| \to 0$ corresponding to the instance when the IR end/ turning point approaches the minimum, i.e. $\varphi_0 \to \varphi_{\text{IR}}$.

Following the ideas in [41], we use two different expansions to describe a flow for $|R| \to 0$, one for the immediate vicinity of the IR end/ turning point and one for the remaining part of the flow all the way to the UV fixed point. In the latter region we can write $A(u), \varphi(u)$ as expansions in powers of $\ell_{uv}^2 R$ about the flat RG flow solution $A_{\text{flat}}(u), \varphi_{\text{flat}}(u)$. This expansion is identical to the near-boundary expansion reviewed in section 3.2. In the remaining region
we exploit the fact that in the vicinity of the IR end/turning point the bulk geometry asymptotes to $\text{AdS}_{d+1}$ (see [40] for a detailed discussion of this). The expansion there is then about the exact AdS solution associated with the minimum at $\varphi_{\text{IR}}$ and the expansion parameter is $\varphi \equiv \varphi_{\text{IR}} - \varphi_0$.\(^{40}\) The two expansions are thus given by

$$A(u) = A_{\text{flat}}(u) + \mathcal{O}(\ell_{\text{UV}}^2 R), \quad (E.15)$$

$$\varphi(u) = \varphi_{\text{flat}}(u) + \mathcal{O}(\ell_{\text{UV}}^2 R), \quad (E.16)$$

and

$$A(u) = A_{0, \text{IR}}(u) + \mathcal{O}(\varphi^2_\ast), \quad (E.17)$$

$$\varphi(u) \equiv \varphi_{\text{IR}} + \mathcal{O}(\varphi_\ast), \quad (E.18)$$

with

$$e^{A_{0, \text{IR}}(u)} = \begin{cases} \frac{\ell_{\text{IR}}}{\alpha} \sinh \left( \frac{u-u_0}{\ell_{\text{IR}}}, R > 0, \right. \\
\frac{\ell_{\text{IR}}}{\alpha} \cosh \left( \frac{u-u_0}{\ell_{\text{IR}}}, R < 0, \right. \end{cases}$$ \quad (E.19)

It will be useful to record explicit expressions for $A_{\text{flat}}(u), \varphi_{\text{flat}}(u)$ in the vicinity of the IR fixed point at $\varphi_{\text{IR}}$. As $\varphi_{\text{IR}}$ corresponds to a minimum of $V$, we can write the potential in the vicinity of $\varphi_{\text{IR}}$ as

$$V(\varphi) = -\frac{d(d-1)}{2\ell_{\text{IR}}^2} - \frac{\Delta_{\text{IR}}(d-\Delta_{\text{IR}}^2)}{2\ell_{\text{IR}}^2} \varphi_{\text{IR}}^2 + \mathcal{O}((\varphi_{\text{IR}} - \varphi)^3), \quad (E.20)$$

with $\Delta_{\text{IR}}^2 < 0$. Inserting this into (E.3)–(E.5) with $R = 0$ one solve for $A_{\text{flat}}(u), \varphi_{\text{flat}}(u)$ as

$$A_{\text{flat}}(u) \equiv \bar{A} - \frac{u}{\ell_{\text{IR}}} + \mathcal{O}(e^{2\Delta_{\text{IR}}^2 u/\ell_{\text{IR}}}), \quad (E.21)$$

$$\varphi_{\text{flat}}(u) \equiv \varphi_{\text{IR}} - \bar{\varphi}_- e^{-\Delta_{\text{IR}}^2 u/\ell_{\text{IR}}} + \mathcal{O}(e^{2\Delta_{\text{IR}}^2 u/\ell_{\text{IR}}}), \quad (E.22)$$

with $\bar{A}, \bar{\varphi}_-$ integration constants.

We can now obtain useful expressions by matching our two expansions (at leading order) at an intermediate value $u = u_1$. Here we choose $u_1 \gg \ell_{\text{IR}}$, (i.e. in the IR part of the flow), but also $u_1 \ll u_0$. The latter condition can be understood a posteriori, as we shall find that for $|R| \to 0$ we have $u_0 \to +\infty$, while we wish $u_1$ to remain finite. From (E.17) with (E.19) we find

$$A(u_1)|_{u_1 \gg \ell_{\text{IR}}} = \ln \frac{\ell_{\text{IR}}}{2\alpha} + \frac{u_0}{\ell_{\text{IR}}} - \frac{u_1}{\ell_{\text{IR}}} + \mathcal{O}(e^{-2(u_0-u_1)/\ell_{\text{IR}}}) + \mathcal{O}(\varphi_\ast^2). \quad (E.23)$$

This is to be matched with (E.15), where the relevant expression for $A_{\text{flat}}(u)$ is given by (E.21). Thus we have

$$A(u_1)|_{u_1 \gg \ell_{\text{IR}}} = \bar{A} - \frac{u_1}{\ell_{\text{IR}}} + \mathcal{O}(e^{2\Delta_{\text{IR}}^2 u_1/\ell_{\text{IR}}}) + \mathcal{O}(\ell_{\text{UV}}^2 R). \quad (E.24)$$

\(^{40}\) Here we assume that $\varphi_0 < \varphi_{\text{IR}}$.\)
Matching the leading terms one thus finds
\[
\frac{u_0}{\ell_{\text{IR}}} = \ln \frac{2\alpha}{\ell_{\text{IR}}} + \bar{A} = \frac{1}{2} \ln \frac{4d(d-1)}{\ell_{\text{IR}}^2|R|} + \bar{A}.
\] (E.25)

Thus, for $|R| \to 0$ we indeed find $u_0 \to \infty$. We can now confirm that an expansion in powers of $\varphi_*$ is indeed an expansion for small $|R|$. Using $\varphi_0 = \varphi(u_0)$ and approximating $\varphi(u)$ by (E.22) one finds
\[
\varphi_* = \varphi_{\text{IR}} - \varphi_0 \sim \bar{\varphi}_- e^{\Delta u_{0}/\ell_{\text{IR}}} \sim (\ell_{\text{IR}}^2|R|)^{-\frac{\Delta \ln}{\psi}},
\] (E.26)
where in the last step we have used (E.25).

We now employ the expansions introduced above to extract information about $B(\mathcal{R})$ and $C(\mathcal{R})$ for $|\mathcal{R}| \to 0$. As for the case $|\mathcal{R}| \to \infty$ discussed above, we read off contributions to $B$ from the function $U$ defined in (3.12). To be specific, we now restrict to $d = 4$. Using (3.12) the function $U$ is thus given by
\[
U(u_{\mathcal{L}}) = \frac{1}{2} e^{-2A(u_{\mathcal{L}})} \int_{u_{\mathcal{L}}}^{u_0} d\bar{u} e^{-2A(\bar{u})}.
\] (E.27)

Here we are free to consider $u_{\mathcal{L}} \to -\infty$ in which case we can identify $e^{-2A(u_{\mathcal{L}})} = \ell_{\text{UV}}^{-2} \Lambda^{-2}$.

The insight from our discussion above is that we can split the integration in (E.27) over $[u_{\mathcal{L}}, u_0]$ into two integrals over the intervals $[u_{\mathcal{L}}, u_1]$ and $[u_1, u_0]$. In the first region $[u_{\mathcal{L}}, u_1]$ we can use the expansion (E.15) for $A(u)$ while in the other region $[u_1, u_0]$ we employ the expansion (E.17). Thus we write (E.27) as
\[
U(u_{\mathcal{L}}) = \frac{1}{2} \ell_{\text{UV}}^{-2} \Lambda^{-2} \int_{u_{\mathcal{L}}}^{u_1} d\bar{u} e^{2A_{\text{nat}}(\bar{u})} + \mathcal{O}(\ell_{\text{UV}}^2) + \frac{1}{2} \ell_{\text{UV}}^{-2} \Lambda^{-2} \int_{u_1}^{u_0} d\bar{u} e^{2A_{0,\text{in}}(\bar{u})} + \mathcal{O}(\ell_{\text{UV}}^2)
= \frac{1}{2} \ell_{\text{UV}}^{-2} \Lambda^{-2} \int_{u_{\mathcal{L}}}^{u_1} d\bar{u} e^{2A_{\text{nat}}(\bar{u})} + \frac{1}{2} \ell_{\text{UV}}^{-2} \Lambda^{-2} \int_{u_1}^{u_0} d\bar{u} e^{2A_{0,\text{in}}(\bar{u})} + \mathcal{O}(\ell_{\text{UV}}^2)
= I_1 + I_2 + I_3 + I_4.
\] (E.28)

We rewrite the first integral $I_1$ in the above further as
\[
I_1 = \frac{1}{2} \ell_{\text{UV}}^{-2} \Lambda^{-2} \int_{u_{\mathcal{L}}}^{\infty} d\bar{u} e^{2A_{\text{nat}}(\bar{u})} - \frac{1}{2} \ell_{\text{UV}}^{-2} \Lambda^{-2} \int_{u_1}^{\infty} d\bar{u} e^{2A_{\text{nat}}(\bar{u})} = I_{1a} + I_{1b}.
\] (E.29)

Using our expressions in (E.19) we can evaluate $I_3$ explicitly. Here we only show the calculation for $R > 0$, but the analysis for $R < 0$ can be performed analogously. For $R > 0$ we thus have
\[
I_3 = \frac{1}{2} \ell_{\text{UV}}^{-2} \Lambda^{-2} \int_{u_1}^{u_0} d\bar{u} e^{2A_{0,\text{in}}(\bar{u})} = \frac{1}{2} \ell_{\text{UV}}^{-2} \Lambda^{-2} \int_{u_1}^{u_0} d\bar{u} \frac{\ell_{\text{IR}}^2}{\alpha^2} \sinh^2 \left( \frac{\bar{u} - u_0}{\ell_{\text{IR}}} \right)
= \frac{\ell_{\text{IR}}^2}{\ell_{\text{UV}}} \frac{R \Lambda^{-2}}{48} \left( u_1 - u_0 - \frac{\ell_{\text{IR}}}{2 \sinh \left( \frac{2u_1 - u_0}{\ell_{\text{IR}}} \right)} \right).
\] (E.30)
Next we consider $I_{1b}$, where we use (E.21) for $A_{\text{flat}}$:

$$I_{1b} = - \frac{1}{2} \frac{\ell_{r}}{\ell_{uv}} \Lambda^{-2} \int_{u_{1}}^{\infty} d\bar{u} \ e^{2A_{\text{flat}}(\bar{u})} = - \frac{1}{2} \frac{\ell_{r}}{\ell_{uv}} \Lambda^{-2} \bar{\Lambda}^{2} \int_{u_{1}}^{\infty} d\bar{u} \ e^{-\frac{2u}{\bar{\Lambda}}} \left( 1 + O(e^{2\Delta_{uu}/\ell_{m}}) \right)$$

$$= - \frac{1}{4} \frac{\ell_{r}}{\ell_{uv}} \Lambda^{-2} e^{2\bar{\Lambda}} e^{-\frac{2u}{\bar{\Lambda}}} \left( 1 + O(e^{2\Delta_{u}/\ell_{m}}) \right). \quad (E.31)$$

Adding the results for $I_{3}$ and $I_{1b}$ and using the expression (E.25) for $u_{0}$ we arrive at the following expression:\footnote{Note that $u_{1}$ is unphysical and will disappear from the full expression for $U$. Thus here we can ignore any terms that come with an explicit dependence on $u_{1}$.}

$$I_{3} + I_{1b} = \frac{\ell_{r}^{3}}{\ell_{uv}^{2}} \frac{R\Lambda^{-2}}{96} \ln \frac{\ell_{r}^{2} R}{48}$$

$$+ \frac{\ell_{r}^{3}}{\ell_{uv}^{2}} \frac{R\Lambda^{-2}}{96} \left[ 2u_{1} + e^{2u_{1}/\ell_{m}} O(\ell_{r}^{2} R) \right] + \frac{\ell_{r}}{\ell_{uv}} \Lambda^{-2} O(e^{2(\Delta_{u} - 1)u_{1}/\ell_{m}}). \quad (E.32)$$

We are now in a position to read off contributions to $B$ from $U$. Following the analysis for $|R| \to \infty$ we can identify contributions to $B(R)$ with terms at order $\Lambda^{-2}$ in $U$. As $B(R)$ only depends on the curvature $R$ via the dimensionless combination $\mathcal{R}$, we can promote any $R$ appearing to $\mathcal{R}$. Note that every term in (E.28) comes with a factor $\Lambda^{-2}$, so in principle every term will contribute to $B$. We can organize the various contributions according to their $\mathcal{R}$-dependence:

- $I_{1a}$: $B(\mathcal{R}) \supset B_{0} = \text{const.}$
- $I_{2}$: $B(\mathcal{R}) \supset O(\ell_{r}^{2} R) \sim O(\mathcal{R})$
- $I_{2}$: $B(\mathcal{R}) \supset \ell_{r}^{2} R^{-2} O(\varphi_{1}^{2}) \sim O(|\mathcal{R}|^{1-\Delta_{\mathcal{R}}})$
- $I_{3} + I_{1b}$: $B(\mathcal{R}) \supset \frac{\ell_{r}^{3}}{\ell_{uv}^{2}} \frac{\mathcal{R}}{96} \ln \frac{|\mathcal{R}|}{48}$

The above findings are also valid for $R < 0$ as can be verified explicitly. Thus, we find that for $\mathcal{R} \to 0$ the quantity $B(\mathcal{R})$ takes the following form:

$$B(\mathcal{R}) \xrightarrow{d=4} B_{0} + B_{1} \mathcal{R} + \frac{\ell_{r}^{3}}{\ell_{uv}^{2}} \frac{\mathcal{R}}{96} \frac{|\mathcal{R}|}{48} + O(\mathcal{R}^{2}) + O(\mathcal{R}^{1-\Delta_{\mathcal{R}}}). \quad (E.33)$$

We now make an educated guess. Recall that for $|\mathcal{R}| \to \infty$ the coefficient of the terms $\sim \mathcal{R}$ and $\sim \mathcal{R} \ln \frac{\tilde{R}}{\mathcal{R}}$ were identical, see (E.12). Hence one is tempted to conjecture that this may also hold for $|\mathcal{R}| \to 0$. While we cannot extract $B_{1}$ analytically here, numerical analysis shows that this indeed holds for all cases employed in this work. Thus, for the purposes of this work we can set

$$B_{1} = \frac{\ell_{r}^{3}}{\ell_{uv}^{2}} \frac{1}{96}. \quad (E.34)$$

Last, we turn to $C(\mathcal{R})$ for $|\mathcal{R}| \to 0$. Given our result for $B(\mathcal{R})$ in (E.33), we can then extract $C(\mathcal{R})$ up to a constant using the relation (B.8) between $C(\mathcal{R})$ and $B(\mathcal{R})$. Here we just record the result:

$$C(\mathcal{R}) \xrightarrow{d=4} C_{0} + C_{1} \mathcal{R} + C_{2} \mathcal{R}^{2} + O(\mathcal{R}^{3}) + O(\mathcal{R}^{2-\Delta_{\mathcal{R}}})$$

with $C_{1} = B_{0}$, $B_{1} = \frac{\ell_{r}^{3}}{\ell_{uv}^{2}} \frac{1}{96}$, $C_{2} = \frac{1}{192} \left( 1 - \frac{\ell_{r}^{3}}{\ell_{uv}^{2}} \right)$.\footnote{Note that $u_{1}$ is unphysical and will disappear from the full expression for $U$. Thus here we can ignore any terms that come with an explicit dependence on $u_{1}$.}
The constant contribution $C_0$ persists for $\mathcal{R} = 0$ and can be identified with the dimensionless vev for the RG flow for a theory on flat space-time.

**Summary: results for $d = 4$.** For $|\mathcal{R}| \to \infty$ one finds:

\[ C(\mathcal{R}) \mid_{|\mathcal{R}| \to \infty} = \frac{\Delta}{2} \left( \frac{3 - \Delta}{2} \right) \left( \frac{|\mathcal{R}|}{48} \right)^{2-\Delta} \left( 1 + \mathcal{O}(|\mathcal{R}|^{-\Delta/2}) \right), \tag{E.36} \]

\[ B(\mathcal{R}) \mid_{|\mathcal{R}| \to \infty} = \frac{\mathcal{R}}{96} \left( 1 + \log \frac{|\mathcal{R}|}{48} \right) + \mathcal{O}(|\mathcal{R}|^{1-\Delta}). \tag{E.37} \]

For $|\mathcal{R}| \to 0$ one finds:

\[ C(\mathcal{R}) \mid_{|\mathcal{R}| \to 0} = C_0 + C_1 \mathcal{R} + C_2 \mathcal{R}^2 + \mathcal{O}(\mathcal{R}^3) + \mathcal{O}(\mathcal{R}^{2-\Delta}), \tag{E.38} \]

\[ B(\mathcal{R}) \mid_{|\mathcal{R}| \to 0} = B_0 + B_1 \mathcal{R} \left( 1 + \log \frac{|\mathcal{R}|}{48} \right) + \mathcal{O}(\mathcal{R}^2) + \mathcal{O}(\mathcal{R}^{1-\Delta}), \tag{E.39} \]

with $C_1 = B_0$, $B_1 = \frac{C_3}{\mathcal{R}^3} \frac{1}{96}$, $C_2 = \frac{1}{192} \left( 1 - \frac{C_3}{\mathcal{R}^3} \right)$.

### F Higher-derivative terms and constant-curvature solutions

In this work we study backreaction of a QFT on a 4-dimensional gravitational system described by the action (2.3), which we here reproduce for convenience:

\[ S_0[g] = \int d^4x \sqrt{|g|} \mathcal{L}_0 = \int d^4x \sqrt{|g|} \left( \frac{M_0^2}{2} \mathcal{R} - M_0^2 \lambda_0 + \frac{a}{2} \mathcal{R}^2 \right). \tag{F.1} \]

Here we have chosen the gravitational theory to contain higher-derivative terms of the form $\mathcal{L}_0 \supset a_1 R_{\mu\nu\rho\sigma} R^{\mu\nu\rho\sigma} + a_2 R_{\mu\nu} R^{\mu\nu} + a_3 \mathcal{R}^2$, i.e. terms which can be written solely in terms of the curvature scalar. The reason for including such a 4-derivative term is that it will be generated anyway by the backreacting QFT. However, at the same level of derivatives $\mathcal{R}^2$ is not the only curvature scalar we could have included. To be fully general, to include all curvature-invariants at a 4-derivative level we should have included in the Lagrangian density a term of the form

\[ \mathcal{L}_0 \supset a_1 R_{\mu\nu\rho\sigma} R^{\mu\nu\rho\sigma} + a_2 R_{\mu\nu} R^{\mu\nu} + a_3 \mathcal{R}^2 \tag{F.2} \]

and hence started with a gravitational theory described by

\[ S_0[g] = \int d^4x \sqrt{|g|} \mathcal{L}_0 = \int d^4x \sqrt{|g|} \left( \frac{M_0^2}{2} \mathcal{R} - M_0^2 \lambda_0 + a_1 R_{\mu\nu\rho\sigma} R^{\mu\nu\rho\sigma} + a_2 R_{\mu\nu} R^{\mu\nu} + a_3 \mathcal{R}^2 \right). \tag{F.3} \]

As we argue presently, as long as we are interested in classical solutions to the above theory with constant scalar curvature $\mathcal{R}$, the corresponding equations of motion arising from the action (F.1) and (F.3) will be identical. The following argument will hold as long as the background space-time does not have any boundaries.

First, we use the fact that for a background without boundaries, adding the combination of curvature-invariants known as the Gauss-Bonnet term does not change the equations of motion. Thus, here add to $\mathcal{L}_0$ in (F.3) the combination

\[ -a_1 \mathcal{L}_G = -a_1 \left( R_{\mu\nu\rho\sigma} R^{\mu\nu\rho\sigma} - 4 R_{\mu\nu} R^{\mu\nu} + \mathcal{R}^2 \right). \tag{F.4} \]
This results in a new action, which we denote by $\mathcal{S}_0$, but which has the same classical equations of motion as $S_0$:

$$\mathcal{S}_0[g] = \int d^4x \sqrt{|g|} \left( \frac{M_0^2}{2} R - M_0^2 \lambda_0 + \bar{\alpha}_2 R_{\mu\nu} R^{\mu\nu} + \bar{\alpha}_3 R^2 \right),$$  \hspace{1cm} (F.5)

where we also defined

$$\bar{\alpha}_2 = a_2 + 4a_1, \quad \bar{\alpha}_3 = a_3 - a_1.$$  \hspace{1cm} (F.6)

The observation now is that the action $\mathcal{S}_0$ as given in (F.5) only differs from $S_0$ in (F.1) by the appearance of an additional term of the form $\sim \bar{\alpha}_2 R_{\mu\nu} R^{\mu\nu}$, also identifying $a = \bar{\alpha}_3$.

Hence the only difference in the equations of motion arising from the two actions $\mathcal{S}_0$ and $S_0$ will arise from the variation of the term $\sim \bar{\alpha}_2 R_{\mu\nu} R^{\mu\nu}$. This can be shown to be given by (see e.g. [70]):

$$\delta \bar{\alpha}_2 \int d^4x \sqrt{|g|} R_{\mu\nu} R^{\mu\nu} = \bar{\alpha}_2 \int d^4x \sqrt{|g|} \left[ -\frac{1}{2} R_{\rho\sigma} R^{\rho\sigma} g_{\mu\nu} + 2R_{\rho\mu\sigma\nu} R^{\rho\sigma} ight.$$

$$- \nabla_\mu \nabla_\nu R + \frac{1}{2} g_{\mu\nu} \Box R + \Box R_{\mu\nu} \right] \delta g^{\mu\nu},$$  \hspace{1cm} (F.7)

where again it has been assumed that boundary terms vanish. Then, restricting to a 4d Einstein space, i.e.

$$R_{\mu\nu} = \frac{1}{4} R g_{\mu\nu},$$

with constant curvature $R$ we make the following observation:

- The terms on the second line of (F.7) vanish.
- The two terms on the first line of (F.7) cancel one another.

Hence we are left with

$$\delta \bar{\alpha}_2 \int d^4x \sqrt{|g|} R_{\mu\nu} R^{\mu\nu} = 0, \text{ for } R_{\mu\nu} = \frac{R}{4} g_{\mu\nu}, \text{ with } R = \text{const.}$$  \hspace{1cm} (F.8)

As the variation of the term $\sim \bar{\alpha}_2 R_{\mu\nu} R^{\mu\nu}$ does not contribute at all to the equations of motion for constant-curvature solutions, it follows that, as far as constant-curvature solutions are concerned, there is no difference between considering the actions $\mathcal{S}_0$ and $S_0$, and hence between $\mathcal{S}_0$ and $S_0$. However, note that this argument assumed that boundary terms do not contribute.
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