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Abstract
We investigate qualitative properties of weak solutions of the Dirichlet problem for the equation $-\Delta_p u = \lambda m(x)|u|^{p-2}u + \eta a(x)|u|^{q-2}u + f(x)$ in a bounded domain $\Omega \subset \mathbb{R}^N$, where $q < p$. Under certain regularity and qualitative assumptions on the weights $m, a$ and the source function $f$, we identify ranges of the parameters $\lambda$ and $\eta$ for which solutions satisfy maximum and antimaximum principles in weak and strong forms. Some of our results, especially on the validity of the antimaximum principle under low regularity assumptions, are new for the unperturbed problem with $\eta = 0$, and among them there are results providing new information even in the linear case $p = 2$. In particular, we show that for any $p > 1$ solutions of the unperturbed problem satisfy the antimaximum principle in a right neighborhood of the first eigenvalue of the $p$-Laplacian provided $m, f \in L^\gamma(\Omega)$ with $\gamma > N$. For completeness, we also investigate the existence of solutions.
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### 1 Introduction

In the present work, we study how the inclusion of a model indefinite subhomogeneous perturbation into the Fredholm problem for the $p$-Laplacian affects qualitative properties of (weak) solutions such as their obedience to the maximum and antimaximum principles. More precisely, we investigate the boundary value problem

\[
\begin{cases}
-\Delta_p u = \lambda m(x)|u|^{p-2}u + \eta a(x)|u|^{q-2}u + f(x) & \text{in } \Omega, \\
u = 0 & \text{on } \partial\Omega,
\end{cases}
\]

where the exponents $p, q$ satisfy $1 < q < p < \infty$, $\lambda \in \mathbb{R}$ plays a role of the spectral parameter, and the parameter $\eta \in \mathbb{R}$ controls the influence of the subhomogeneous perturbation $a|u|^{q-2}u$. Occasionally, when no ambiguity occurs, we will refer to $\text{(P)}$ as $\text{(P)} \gamma \lambda, \eta, f$, in order to reflect the dependence of the problem on the corresponding quantities.

We always assume, by default, that $\Omega \subset \mathbb{R}^N$ is a bounded domain in $\mathbb{R}^N$, $N \geq 1$. For some results, the following more restrictive assumption will be additionally required:

\[(O)\] If $N \geq 2$, then $\Omega$ is of class $C^{1,1}$.\[---

Throughout the work, we decompose functions into their positive and negative parts as $w = w_+ - w_-$, where $w_\pm := \max\{\pm w, 0\}$, and we denote by $\| \cdot \|_r$ the standard $L^r(\Omega)$-norm, $r \in [1, \infty]$. Depending on the context, the weight $m$ will be asked to satisfy one of the following two regularity assumptions:

\[\text{(A)}\] $m_+ \notin 0$ and $m \in L^\gamma(\Omega)$ for some $\gamma > N/p$ if $N \geq p$ and $\gamma = 1$ if $N < p$.
\[\text{(M)}\] $m_+ \notin 0$ and $m \in L^\gamma(\Omega)$ for some $\gamma > N$.

\[\text{Springer}\]
These assumptions are motivated by the following facts. Consider the weighted eigenvalue problem for the $p$-Laplacian

$$
\begin{cases}
-\Delta_p u = \lambda m(x)|u|^{p-2}u & \text{in } \Omega, \\
u = 0 & \text{on } \partial\Omega,
\end{cases}
$$

(1.1)

and define its first (or principal) positive eigenvalue $\lambda_1(m)$ as

$$
\lambda_1(m) := \inf \left\{ \frac{\int_\Omega |\nabla u|^p \, dx}{\int_\Omega m |u|^p \, dx} : u \in W_0^{1,p}(\Omega), \int_\Omega m |u|^p \, dx > 0 \right\}.
$$

(1.2)

Assuming $(\widetilde{\mathcal{M}})$, it is not hard to see that $\lambda_1(m)$ is attained. Its nonnegative minimizer, which we denote by $\varphi_1$ and which will be naturally referred to as the first eigenfunction, is known to be bounded, locally Hölder continuous, positive in $\Omega$, and unique modulo scaling, see [15]. Hereinafter, we assume that $\|\varphi_1\|_\infty = 1$, for convenience. Under the stronger assumptions $(O)$ and $(\mathcal{M})$, we have $\varphi_1 \in C^{1,\beta}_0(\Omega)$ for some $\beta \in (0, 1)$ by [46, Proposition 2.1], see also Proposition A.3 below for details. For some of our results, it will be important to have the boundary point lemma for $\varphi_1$. That is, periodically, we will impose the following assumption in addition to $(O)$ and $(\mathcal{M})$:

1. $(\Phi)$ \ $\partial \varphi_1/\partial \nu < 0$ on $\partial \Omega$, where $\nu$ is the outer unit normal vector to $\partial \Omega$.

We do not know whether $(O)$ and $(\mathcal{M})$ imply $(\Phi)$, and we refer to Remark 2.6 for a discussion on sufficient conditions guaranteeing the validity of $(\Phi)$. Moreover, we refer to Sect. 3.3 for some other properties of the weighted eigenvalue problem (1.1) needed for the present work.

As for the weight $a$, we will impose one of the following two regularity assumptions:

1. $(\widetilde{\mathcal{A}})$ \ $a \in L^\gamma(\Omega) \setminus \{0\}$ for some $\gamma > N/p$ if $N \geq p$ and $\gamma = 1$ if $N < p$.

2. $(\mathcal{A})$ \ $a \in L^\gamma(\Omega) \setminus \{0\}$ for some $\gamma > N$.

The assumption that $a$ is nontrivial is presented in $(\widetilde{\mathcal{A}})$ and $(\mathcal{A})$ without loss of generality, since the case of the identically zero $a$ is covered by taking $\eta = 0$. If no global restriction on the sign of $m$ or $a$ is imposed, the weight is usually called indefinite.

Finally, the source function $f$ will be required to satisfy either one or few of the following assumptions concerning its regularity and qualitative properties:

1. $(\widetilde{\mathcal{F}})$ \ $f \in L^\gamma(\Omega) \setminus \{0\}$ for some $\gamma > N/p$ if $N \geq p$ and $\gamma = 1$ if $N < p$.

2. $(\mathcal{F})$ \ $f \in L^\gamma(\Omega) \setminus \{0\}$ for some $\gamma > N$.

3. $(\mathcal{F}_{\lambda_1})$ \ $\int_\Omega f \varphi_1 \, dx > 0$ and the boundary value problem

$$
\begin{cases}
-\Delta_p u = \lambda_1(m) m(x)|u|^{p-2}u + f(x) & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
$$

(1.3)

does not possess solutions.

Let us observe that if $f$ is nonnegative, then $(\mathcal{F}_{\lambda_1})$ holds, see, e.g., [3, Theorem 2.4], [24, Corollaire], [28, Proposition 4.3], and Corollary 2.19 below. Moreover, in the case $p = 2$, the assumption $\int_\Omega f \varphi_1 \, dx > 0$ alone guarantees $(\mathcal{F}_{\lambda_1})$, as it follows from the Fredholm alternative. In contrast, in the nonlinear case $p \neq 2$, there are examples of $f$ for which $\int_\Omega f \varphi_1 \, dx > 0$ and (1.3) has a solution, see, e.g., [21, 53, 54] for an overview.

The regularity assumptions $(\mathcal{M})$, $(\mathcal{A})$, $(\mathcal{F})$ will be imposed to guarantee that any solution of $(P)$ is bounded and continuous in $\Omega$, see Propositions A.1 and A.2. The stronger regularity assumptions $(\mathcal{M})$, $(\mathcal{A})$, $(\mathcal{F})$, together with $(O)$, further guarantee that any solution of $(P)$ belongs to $C^{1,\beta}(\Omega)$, see [2, 46] and Proposition A.3 below. Clearly, the existence of solutions of $(P)$ can be established under less restrictive assumptions, see Remark 2.21.
1.1 Unperturbed case $\eta = 0$. AMP

In the unperturbed case $\eta = 0$, the problem $(P)$ reads as

$$\begin{cases}
-\Delta_p u = \lambda m(x)|u|^{p-2}u + f(x) & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}$$ (1.4)

and the existence and qualitative properties of solutions of this problem have been subjects of intensive study. When $m = 1$ a.e. in $\Omega$, the existence theory is fully covered by the classical Fredholm alternative in the linear case $p = 2$, and we refer to the surveys [21, 53, 54] and extensive bibliographies therein for a number of involved results on the generalized Fredholm alternative in the nonlinear case $p \neq 2$. Let us explicitly mention that, in contrast to the linear settings, the problem (1.4) with $p \neq 2$ might possess several distinct solutions even for nonresonant values of $\lambda$. We also refer to the classical monograph [26] which discusses the Fredholm alternative for general nonlinear operators.

As for the qualitative properties of solutions of the problem (1.4), the value of the parameter $\lambda$ and the sign of the source function $f$ play a crucial role. In the case of nonnegative $f$ (and under certain assumptions on $m$), it is well known that any solution of (1.4) is positive in $\Omega$ for every $\lambda < \lambda_1(m)$, see, e.g., [32, 53]. This scenario is called maximum principle (MP, for brevity). On the other hand, in the case $m = 1$ a.e. in $\Omega$, it was first proved in [14] for $p = 2$, and in [24] for $p > 1$ that there exists $\delta > 0$ such that any solution of (1.4) is negative in $\Omega$ when $\lambda \in (\lambda_1(m), \lambda_1(m) + \delta)$. This scenario is called antimaximum principle (AMP, for brevity). The case of indefinite weight $m$ was covered in [4, 28, 29, 31, 33, 47]. It is also known that the AMP for (1.4) is not uniform with respect to $f$, i.e., the maximal value of $\delta$ depends on $f$, see, e.g., [5, Section 4]. Estimates on the maximal interval of validity of the AMP have been studied in [12, 25]. Notice that the MP (locally with respect to $\lambda$) and the AMP are preserved assuming the weaker assumption ($\mathcal{F}_{\lambda_1}$) instead of $f \geq 0$ a.e. in $\Omega$, see [4, Theorem 17] for $p = 2$ and [4, Theorem 27] for $p > 1$. We also refer to [41] for a survey.

Let us emphasize that, to the best of our knowledge, in all references on the AMP for the general (nonlinear) $p$-Laplacian, the regularity assumption $m, f \in L^{\infty}(\Omega)$ is imposed. In view of the regularity result [39] (and further imposing (O)), this assumption guarantees that any solution of (1.4) belongs to the Hölder space $C^{1,\beta}(\overline{\Omega})$ for some $\beta \in (0, 1)$ and its $C^{1,\beta}(\overline{\Omega})$-norm is bounded by the $L^{\infty}(\Omega)$-norm of the right-hand side of (1.4), which is a crucial ingredient for the arguments. In contrast, in the linear case $p = 2$, it is sufficient to assume that $m, f \in L^\gamma(\Omega)$ with $\gamma > N$, i.e., $(\mathcal{M})$ and $(\mathcal{F})$, since by the classical existence and regularity theory (see, e.g., [27, Theorem 9.15] for the existence) solutions of (1.4) belong to $W^{2,\gamma}(\Omega)$ which is embedded in $C^{1,\beta}(\overline{\Omega})$ continuously for such $\gamma$. (We also refer to Remark 2.6 below for a discussion on the necessity of the assumption $(\Phi)$.) If $f \in L^N(\Omega)$ and its support is compactly contained in $\Omega$, then the AMP remains valid, see [8, Therem 1.3] for the case $m = 1$ a.e. in $\Omega$ and compare with Corollary 2.10 below. However, in general, the assumption $\gamma > N$ is optimal in the scale of Lebesgue spaces since the AMP is violated for some $f \in L^N(\Omega)$, as shown in [52]. An interesting problem in this direction is to investigate optimal regularity assumptions on $f$ in the scale of finer (e.g., Lorentz) spaces, but we do not pursue this question here. Instead, one of the main aims of the present work is to justify the fact that the regularity assumptions $(\mathcal{M})$ and $(\mathcal{F})$ are sufficient for the validity of the AMP for (1.4) in the general nonlinear case $p > 1$. See Corollary 2.5 below.

Finally, we remark that, in contrast to the maximum principle, the AMP is sensitive to the regularity of the boundary, which is intrinsically connected with the applicability of the boundary point lemma to the first eigenfunction $\varphi_1$. A counterexample to the AMP
for nonsmooth domains was delivered in [8, Proposition 3.2] already in the simplest case $\Omega = (0, \pi)^2$, $p = 2$, and $m, f = 1$ a.e. in $\Omega$, see also [7, Section 6] for a development. At the same time, a negativity of solutions continues to persist on compact subsets of $\Omega$, see Corollary 4.3 below.

### 1.2 Zero-source case $f = 0$

Although main results of the present work do not apply to the problem (P) with a trivial source function, we briefly review several facts about this case. More precisely, when $f = 0$ a.e. in $\Omega$, the problem (P) takes the form

$$
\begin{align*}
-\Delta_p u &= \lambda m(x)|u|^{p-2}u + \eta a(x)|u|^{q-2}u \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial\Omega.
\end{align*}
$$

(1.5)

Without global restrictions on the sign of the weight $a$, the problem (1.5) is called indefinite. In view of the subhomogeneous nature of the perturbation ($q < p$), sign-constant solutions of (1.5) do not obligatory satisfy the strong maximum principle. In particular, there might occur sign-constant (as well as sign-changing) solutions of (1.5) which are zero on open subsets of $\Omega$ called dead cores. We refer to [17, 36] for a detailed discussion and further references on this subject. In general, the solution set of the problem (1.5) is rich. Since the equation in (1.5) is odd with respect to $u$, it is natural to anticipate the existence of infinitely many solutions by minimax arguments, see, e.g., [34]. Although information on the sign of solutions obtained by such abstract methods is usually limited, it is expected that most of high-energy solutions (i.e., bound states) of (1.5) are sign-changing. Qualitative properties of sign-constant solutions, such as the strict sign vs. dead core formation, continuity with respect to parameters, weights, and exponents, uniqueness issues, etc., are of considerable interest and have been studied, for instance, in [6, 18, 35, 37]. The existence and multiplicity of solutions of (1.5) with respect to the parameters $\lambda$ and $\eta$ have been investigated, e.g., in [11, 13, 37, 44, 50].

Our main results on the problem (P) indicate that the presence of the nontrivial source function $f$ significantly changes properties of the solution set of (P) in comparison with that of (1.5). In particular, in contrast to (1.5), information on the sign can be deduced for any member of the solution set of (P) in appropriate ranges of the parameters $\lambda$ and $\eta$.

### 2 Main results

The main aim of the present work is the investigation of sign properties of solutions of the problem (P), in particular, the validity of the maximum principle (MP) and the antimaximum principle (AMP). We collect our main results in this direction in Sects. 2.1, 2.2, 2.3, and also in Sect. 4. Most of the obtained results are valid for the unperturbed problem (1.4) and provide new information in this case, see, e.g., Corollaries 2.5, 2.10, and 4.3.

In addition, in order to justify the existence of solutions of the problem (P) whose qualitative properties we study, we develop the corresponding existence theory. It is seen from the discussion in Sects. 1.1 and 1.2 that the structure of the solution set of the problems (1.4) and (1.5) might be complicated. Naturally, the solution set of (P) may have even more intricate structure and it would be hard to describe it in detail. Therefore, we restrict ourselves only to a general existence result sufficient for our main purposes. The corresponding theorem is given in Sect. 2.4.
2.1 MP and AMP

We start with the following general results on the MP and AMP for the problem \((P)\) which are local with respect to \(\lambda\) and \(\eta\), see Fig. 1.

**Theorem 2.1** Let \((\mathcal{O}), (\mathcal{M}), (\Phi), (A), (F)\) be satisfied. Assume that 
\[
\int_{\Omega_1} a \varphi_1^q \, dx > 0.
\]
Then there exists \(\delta > 0\) such that any solution \(u\) of \((P)\) satisfies \(u > 0\) in \(\Omega_1\) and \(\partial u / \partial \nu < 0\) on \(\partial \Omega\) provided \(\lambda \in (\lambda_1(m) - \delta, \lambda_1(m))\) and \(\eta \in (-\delta, 0]\).

**Theorem 2.2** Let \((\mathcal{O}), (\mathcal{M}), (\Phi), (A), (F)\) be satisfied. Let one of the following assumptions hold:

(I) \(\int_{\Omega_1} a \varphi_1^q \, dx > 0\).

(II) \(\int_{\Omega_1} a \varphi_1^q \, dx = 0\) and, in addition to \(1 < q < p\),
\[
(q - 1)s^p + qs^{p-1} - (p - q)s + (q - p + 1) \geq 0 \quad \text{for all } s \geq 0.
\]

Then there exists \(\delta > 0\) such that any solution \(u\) of \((P)\) satisfies \(u < 0\) in \(\Omega_1\) and \(\partial u / \partial \nu > 0\) on \(\partial \Omega\) provided \(\lambda \in [\lambda_1(m), \lambda_1(m) + \delta]\) and \(\eta \in [0, \delta)\).

**Remark 2.3** We do not know whether Theorem 2.1 remains valid under the assumption \(\int_{\Omega_1} a \varphi_1^q \, dx = 0\). Observe that the cases \(\int_{\Omega_1} a \varphi_1^q \, dx = 0\) and \(\int_{\Omega_1} a \varphi_1^q \, dx > 0\) are of principal importance for Theorems 2.1, 2.2 and the results presented below, while the case \(\int_{\Omega_1} a \varphi_1^q \, dx < 0\) is reduced to the latter one by considering \((-\eta) \int_{\Omega_1} (-a) \varphi_1^q \, dx\).

**Remark 2.4** In the case of a nontrivial negative part \(m_-\) of \(m\), Theorems 2.1 and 2.2, as well as most of the results formulated below, have counterparts for negative values of \(\lambda\) when...
the eigenvalue $\lambda_1(m)$ is replaced by the eigenvalue $-\lambda_1(-m)$ and the first eigenfunction $\varphi_1$ is replaced by the first (positive) eigenfunction $\varphi_1$ corresponding to $\lambda_1(-m)$. In particular, assuming (Φ) for $\varphi_1$, Theorem 2.2 is valid for any $\lambda \in (-\lambda_1(-m) - \delta, -\lambda_1(-m)]$ with some $\delta > 0$, if either the assumption (I) or (II) with $\varphi_1$ instead of $\varphi_1$ holds.

The case $\eta = 0$ in Theorems 2.1 and 2.2 corresponds to the MP and AMP for the problem (1.4), respectively. For convenience, we formulate it explicitly.

**Corollary 2.5** Let $(\mathcal{O}), (\mathcal{M}), (\Phi), (\mathcal{F}), (\mathcal{F}_{\lambda_1})$ be satisfied. Then there exists $\delta > 0$ such that the following assertions hold:

(i) Any solution $u$ of (1.4) satisfies $u > 0$ in $\Omega$ and $\partial u / \partial \nu < 0$ on $\partial \Omega$ provided $\lambda \in (\lambda_1(m) - \delta, \lambda_1(m))$.

(ii) Any solution $u$ of (1.4) satisfies $u < 0$ in $\Omega$ and $\partial u / \partial \nu > 0$ on $\partial \Omega$ provided $\lambda \in (\lambda_1(m), \lambda_1(m) + \delta)$.

Corollary 2.5 generalizes the results of [4, Theorem 27], [24, Théorème 2], and [28, Theorem 5.1] on the MP and AMP for the problem (1.4) by weakening regularity assumptions on $m$ and $f$.

**Remark 2.6** The statement of [4, Theorem 17] on the MP and AMP in the linear case $p = 2$ does not explicitly contain the assumption (Φ), but the necessity of (Φ) is discussed in [4, Remark 18]. We do not know whether (O) and (M) imply (Φ) (for both $p = 2$ and $p \neq 2$), although we believe that the answer is affirmative. One simple sufficient condition for the validity of (Φ) is the following: there exists $\rho > 0$ such that $m - \in L^\infty(\Omega_{\rho})$, where $\Omega_{\rho} := \{x \in \Omega : \text{dist}(x, \partial \Omega) < \rho\}$, as it follows from [43, Theorem A].

Based on Corollary 2.5, continuity arguments allow to extend the ranges of $\eta$ in Theorems 2.1 and 2.2 to some $\eta > 0$ and $\eta < 0$, respectively, even without any sign assumptions on $\int_{\Omega} \omega \varphi_1^q \, dx$.

**Theorem 2.7** Let $(\mathcal{O}), (\mathcal{M}), (\Phi), (A), (\mathcal{F}), (\mathcal{F}_{\lambda_1})$ be satisfied. Then there exists $\delta > 0$ such that the following assertions hold:

(i) For any $\lambda \in (\lambda_1(m) - \delta, \lambda_1(m))$ there exists $\eta_2 > 0$ such that any solution $u$ of (P) satisfies $u > 0$ in $\Omega$ and $\partial u / \partial \nu < 0$ on $\partial \Omega$ provided $\eta \in (-\eta_2, \eta_2)$.

(ii) For any $\lambda \in (\lambda_1(m), \lambda_1(m) + \delta)$ there exists $\eta_2 > 0$ such that any solution $u$ of (P) satisfies $u < 0$ in $\Omega$ and $\partial u / \partial \nu > 0$ on $\partial \Omega$ provided $\eta \in (\eta_2, -\eta_2)$.

**Remark 2.8** If, in addition to (M), (A), (F), we assume that $m, a, f \in L^\infty(\Omega)$, then Theorems 2.1, 2.2, 2.7, and Corollary 2.5 remain valid under a slightly weaker assumption on $\Omega$ than (O). Namely, it is sufficient to assume that, in the case $N \geq 2$, $\Omega$ is of class $C^{1,\alpha}$ for some $\alpha \in (0, 1)$. Moreover, under these requirements, it is not necessary to impose (Φ) in advance. Indeed, the boundedness of $m, a, f$ and the $C^{1,\alpha}$-regularity of $\Omega$ guarantee that any solution of (P), as well as $\varphi_1$, belong to $C^{1,\beta}(\overline{\Omega})$ with the same estimate for the $C^{1,\beta}(\overline{\Omega})$-norm as in the key Proposition A.3 below, see [39], and $\varphi_1$ satisfies the boundary point lemma, i.e., the assumption (Φ), see [42]. These facts are main ingredients for the proofs of Theorems 2.1, 2.2, and 2.7.

The MP and AMP without information on the behavior of solutions on (or near) the boundary $\partial \Omega$ can be obtained under weaker regularity assumptions on the parameters of (P) and additional assumptions on the behavior of $a$ and $f$ near $\partial \Omega$. Recall the notation

$$\Omega_{\rho} = \{x \in \Omega : \text{dist}(x, \partial \Omega) < \rho\}.$$
Assume that $f \geq 0$ a.e. in $\Omega_\rho$. Then there exists $\delta > 0$ such that any solution $u$ of $(P)$ satisfies $u > 0$ in $\Omega$ provided $\lambda \in (\lambda_1(m) - \delta, \lambda_1(m))$ and $\eta \in (-\delta, 0]$.

(ii) Assume that $f = 0$ a.e. in $\Omega_\rho$. Then there exists $\delta > 0$ such that any solution $u$ of $(P)$ satisfies $u < 0$ in $\Omega$ provided $\lambda \in [\lambda_1(m), \lambda_1(m) + \delta)$ and $\eta \in [0, \delta)$.

In the unperturbed linear case (i.e., $\eta = 0$ and $p = 2$), the AMP under the assumptions $f \in L^N(\Omega)$ and $\text{supp } f \subset \Omega$ was obtained in [8, Theorem 1.3]. The regularity assumption on $f$ in Theorem 2.9 is weaker, which gives, therefore, new information on the AMP already for $p = 2$. We believe that our arguments for Theorem 2.9 can be generalized to cover even less regular weights and the source function. Let us also observe that the general nonnegativity in Theorem 2.9 is weaker, which gives, therefore, new information on the AMP already for $p = 2$. We believe that our arguments for Theorem 2.9 can be generalized to cover even less regular weights and the source function.

We note that the case of $\lambda = \lambda_1(m)$ and $\eta = 0$ is trivial for Theorems 2.1, 2.2, 2.9, as well as for Propositions 4.1, 4.2 below, since $(P)$ has no solution in view of the assumption $(F_{\lambda_1})$. However, if $\lambda = \lambda_1(m)$ and $\eta \neq 0$, then $(P)$ possesses a solution at least whenever $\int_\Omega a\phi_1^q \, dx \neq 0$, see Theorem 2.20 below.

For reader’s convenience, we provide the explicit formulation of Theorem 2.9 in the unperturbed case $\eta = 0$, i.e., for the problem (1.4).

**Corollary 2.10** Let $(\tilde{\Omega})$, $(\tilde{\phi})$, $(F_{\lambda_1})$ be satisfied and $\rho > 0$. Then the following assertions hold:

(i) Assume that $f \geq 0$ a.e. in $\Omega_\rho$. Then there exists $\delta > 0$ such that any solution $u$ of (1.4) satisfies $u > 0$ in $\Omega$ provided $\lambda \in (\lambda_1(m) - \delta, \lambda_1(m))$.

(ii) Assume that $f = 0$ a.e. in $\Omega_\rho$. Then there exists $\delta > 0$ such that any solution $u$ of (1.4) satisfies $u < 0$ in $\Omega$ provided $\lambda \in (\lambda_1(m), \lambda_1(m) + \delta)$.

Finally, in analogy with Theorem 2.7, we provide the following result on a certain extension of the ranges of $\eta$ in Theorem 2.9, which does not require sign assumptions on $\int_\Omega a\phi_1^q \, dx$.

**Theorem 2.11** Let $(\tilde{\Omega})$, $(\tilde{\phi})$, $(F_{\lambda_1})$ be satisfied. Assume that there exists $\rho > 0$ such that $a = 0$ a.e. in $\Omega_\rho$. Then the following assertions hold:

(i) Assume that $f \geq 0$ a.e. in $\Omega_\rho$. Then there exists $\delta > 0$ such that for any $\lambda \in (\lambda_1(m) - \delta, \lambda_1(m))$ there exists $\eta_\lambda > 0$ such that any solution $u$ of $(P)$ satisfies $u > 0$ in $\Omega$ provided $\eta \in (-\eta_\lambda, \eta_\lambda)$.

(ii) Assume that $f = 0$ a.e. in $\Omega_\rho$. Then there exists $\delta > 0$ such that for any $\lambda \in (\lambda_1(m), \lambda_1(m) + \delta)$ there exists $\eta_\lambda < 0$ such that any solution $u$ of $(P)$ satisfies $u < 0$ in $\Omega$ provided $\eta \in (\eta_\lambda, -\eta_\lambda)$.

**2.2 Nonuniformity of AMP**

In the unperturbed case $\eta = 0$, it is well known that the AMP is not uniform with respect to $f$. That is, the maximal value of $\delta > 0$ defining the interval $(\lambda_1(m), \lambda_1(m) + \delta)$ of validity of the AMP for the problem (1.4) depends on $f$ and can be made as small as desired. We refer to [28, Theorems 5.1 (ii) and 5.2 (i)] for explicit statements. In the following theorem, we generalize this fact to the case of the problem $(P)$ and improve it by weakening regularity assumptions.
Theorem 2.12 Let \((\widetilde{\mathcal{M}}, \widetilde{\mathcal{A}})\) be satisfied. Assume that \(a \geq 0\) a.e. in \(\Omega\). Then for any \(\varepsilon > 0\) there exists \(f \in C_0^\infty(\Omega)\setminus\{0\}\) satisfying \(f \geq \varepsilon\) in \(\Omega\) such that \((P)\) has no nonnegative solution and no negative solution provided \(\lambda \geq \lambda_1(m) + \varepsilon\) and \(\eta \geq 0\).

Theorem 2.12 implies that for any solution \(u\) of \((P)\) (with corresponding parameters) there exists \(x_0 \in \Omega\) such that \(u(x_0) = 0\). That is, \(u\) is either nonpositive (but not negative) or sign-changing. We also refer to Proposition 2.17 below for a more general result on the nonexistence of nonnegative solutions.

The nonnegativity of the weight \(a\) required in Theorem 2.12 can be weakened by imposing additional assumptions on other parameters of \((P)\).

Theorem 2.13 Let \((\mathcal{O}), (\mathcal{M}), (A)\) be satisfied. Assume also, in addition to \(1 < q < p\), that

\[
(q - 1)s^p + q(s - 1) + (q + p - 1) \geq 0 \quad \text{for all} \quad s \geq 0.
\]

Then for any \(\lambda > \lambda_1(p)\) there exists \(f \in C_0^\infty(\Omega)\setminus\{0\}\) satisfying \(f \geq 0\) in \(\Omega\) such that \((P)\) has no positive solution and no negative solution provided \(\eta \geq 0\).

It is clear that in the unperturbed case \(\eta = 0\) the result of Theorem 2.12 is stronger than that of Theorem 2.13.

2.3 Additional properties

Let us collect a few additional qualitative properties of solutions of the problem \((P)\). They provide less precise results compared to Theorems 2.1, 2.2, and 2.7, but ask for lower regularity assumptions and cover larger regions of \(\lambda\) and \(\eta\), see Fig. 1.

Proposition 2.14 Let \((\widetilde{\mathcal{M}}, \widetilde{\mathcal{A}}), (\widetilde{\mathcal{F}})\) be satisfied. Assume that \(f \geq 0\) a.e. in \(\Omega\). Then any solution of \((P)\) is nonnegative provided \(0 \leq \lambda \leq \lambda_1(m)\) and either \(-\eta_\lambda^*(\alpha) < \eta \leq 0\) or \(0 \leq \eta < \eta_\lambda^*(\alpha)\), where the critical value \(\eta_\lambda^*(\alpha) \geq 0\) is defined as follows:

\[
\eta_\lambda^*(\alpha) = \frac{p - 1}{(p - q)s^p} \left(\frac{q - 1}{q - 1} \right) - \left(\frac{q - 1}{q - 1}\right) \\
\times \sup \left\{ \frac{\int_\Omega |\nabla u|^p \, dx - \lambda \int_\Omega m u^p \, dx}{\int_\Omega a u^q \, dx} : u \in \Theta(\alpha) \right\}, \tag{2.3}
\]

\[
\Theta(\alpha) = \left\{ u \in W^{1,p}_0(\Omega) : u \geq 0, \quad \int_\Omega a u^q \, dx > 0 \right\}, \tag{2.4}
\]

and we set \(\eta_\lambda^*(\alpha) = +\infty\) if \(\Theta(\alpha) = \emptyset\).

Remark 2.15 It is not hard to see that the functional on the right-hand side of (2.3) is 0-homogeneous with respect to \(u\). Clearly, if there exists \(u \in \Theta(\alpha)\) such that \(\int_\Omega f u \, dx = 0\), then \(\eta_\lambda^*(\alpha) = 0\). The same is true if \(\lambda = \lambda_1(m)\) and \(\int_\Omega a \varphi_1^q \, dx > 0\), by taking \(u = \varphi_1\). In Lemma 3.9, we provide sufficient assumptions guaranteeing that \(\eta_\lambda^*(\alpha) > 0\) for \(0 \leq \lambda < \lambda_1(m)\).

Remark 2.16 If \(m \geq 0\) a.e. in \(\Omega\), then the weak maximum principle of Proposition 2.14 remains valid for any \(\lambda < 0\). On the other hand, if \(m\) is nontrivial, then Proposition 2.14 holds true when \(-\lambda(-m) \leq \lambda < 0\), see also Remark 2.4. The existence of sign-changing solutions

\[\xrightarrow[\sim]{\text{Springer}}\]
of a particular case of \((P)\) with \(p = 2, \lambda = 0\), continuous positive \(a\), and continuous \(f\) given by [38, Theorem 1.3] suggests that the assertion of Proposition 2.14 cannot be extended for sufficiently large \(\eta > 0\). Finally, Proposition 2.14 is not generally true if the subhomogeneous assumption \(q < p\) is replaced by \(q > p\), which is indicated by [45, Theorem A].

**Proposition 2.17** Let \((\widetilde{M}), (\widetilde{A}), (\widetilde{F})\) be satisfied. Assume that \(a, f \geq 0\) a.e. in \(\Omega\). Then for any \(\lambda \geq \lambda_1(m)\) there exists \(\hat{\eta}_\lambda \leq 0\) such that \((P)\) has no nonnegative solutions provided \(\eta \geq \hat{\eta}_\lambda\). Moreover, if \(\lambda > \lambda_1(m)\), then \(\hat{\eta}_\lambda < 0\).

**Remark 2.18** In the context of Proposition 2.17, it is natural to ask for assumptions on \(m, a\), \(f\) which provide more precise information on the sign of solutions of \((P)\). In [4, Theorem 17 (3)], concerning the linear case \(p = 2\), it is stated that the assumptions \(m \geq 0\) a.e. in \(\Omega\) and \(\int_\Omega f \varphi_1 \, dx = 0\) imply that any solution of (1.4) with \(\lambda \neq \lambda_1(m)\) is sign-changing, which should follow from the equality \((\lambda_1(m) - \lambda) \int_\Omega mu \varphi_1 \, dx = 0\), according to the proof. However, the nonnegativity of \(m\) is not enough to make such a conclusion, since one could imagine a sign-constant solution \(u\) whose support is located in the zero set of \(m\) (assuming that the latter one has a nonempty interior). If the stronger assumption \(m > 0\) a.e. in \(\Omega\) is imposed, then the result is indeed correct, and it is interesting to know if it is true under the original assumption that \(m\) is nonnegative.

Finally, we discuss a sufficient assumption on \(f\) guaranteeing the validity of \((\mathcal{F}_{\lambda_1})\). The following result is a corollary of Propositions 2.14 and 2.17 with \(\lambda = \lambda_1(m)\) and \(\eta = 0\), and it provides an improvement of [3, Theorem 2.4], [24, Corollaire], and [28, Proposition 4.3].

**Corollary 2.19** Let \((\widetilde{M}), (\widetilde{F})\) be satisfied. Assume that \(f \geq 0\) a.e. in \(\Omega\). Then \((\mathcal{F}_{\lambda_1})\) holds. In particular, (1.3) does not possess solutions.

### 2.4 Existence of solutions

In order to justify that solutions of the problem \((P)\) whose properties we discussed in the previous subsections do exist, we provide one general result in this direction. Observe that the problem \((P)\) is variational in the sense that it has an associated energy functional \(E_{\lambda, \eta} \in C^1(W^{1,p}_0(\Omega), \mathbb{R})\) whose critical points are solutions of \((P)\). The functional \(E_{\lambda, \eta}\) is defined as

\[
E_{\lambda, \eta}(u) = \frac{1}{p} H_\lambda(u) - \frac{\eta}{q} \int_\Omega a |u|^q \, dx - \int_\Omega f u \, dx, \quad u \in W^{1,p}_0(\Omega),
\]

where

\[
H_\lambda(u) := \int_\Omega |\nabla u|^p \, dx - \lambda \int_\Omega m |u|^p \, dx.
\]

More precisely, by a solution of \((P)\) we mean a function \(u \in W^{1,p}_0(\Omega)\) which satisfies

\[
\langle E_{\lambda, \eta}(u), \xi \rangle = \int_\Omega |\nabla u|^{p-2} \nabla u \nabla \xi \, dx - \lambda \int_\Omega m |u|^{p-2} u \xi \, dx - \eta \int_\Omega a |u|^{q-2} u \xi \, dx - \int_\Omega f \xi \, dx = 0
\]

for all \(\xi \in W^{1,p}_0(\Omega)\).
Let \( \sigma(-\Delta_p; m) \) stand for the set of all eigenvalues of the problem (1.1), i.e., its spectrum. Let us denote the eigenspace corresponding to \( \lambda \in \sigma(-\Delta_p; m) \) as \( ES(\lambda; m) \), that is,

\[
ES(\lambda; m) := \{ u \in W^{1,p}_0(\Omega) : u \text{ is a solution of (1.1)} \}.
\]

Now we are ready to formulate the existence result.

**Theorem 2.20** Let \((\tilde{\mathcal{M}}), (\tilde{\mathcal{A}}), (\tilde{\mathcal{F}})\) be satisfied. Let either of the following assumptions hold:

(i) \( \lambda \notin \sigma(-\Delta_p; m) \);
(ii) \( \lambda \in \sigma(-\Delta_p; m) \) and \( \eta \int_{\Omega} \alpha |u|^q \, dx > 0 \) for all \( u \in ES(\lambda; m) \{0\} \);
(iii) \( \lambda \in \sigma(-\Delta_p; m) \) and \( \eta \int_{\Omega} \alpha |u|^q \, dx < 0 \) for all \( u \in ES(\lambda; m) \{0\} \).

Then \( E_{\lambda, \eta} \) has at least one critical point, i.e., the problem (P) has at least one solution.

The proof of Theorem 2.20 is based on the linking method, and we refer to [9, 55, 56] for related results.

**Remark 2.21** In Theorem 2.20, as well as in auxiliary Lemmas 3.1, 3.2, 3.3 below, the assumptions \((\tilde{\mathcal{A}})\) and \((\tilde{\mathcal{F}})\) are not optimal, but we keep them for simplicity and uniformity with other results. In fact, Theorem 2.20 and Lemmas 3.1, 3.2, 3.3 remain valid if, instead of \((\tilde{\mathcal{A}})\), we assume \( a \in L^\gamma(\Omega) \{0\} \) for some \( \gamma > np/(N(p-q)+pq) \) if \( N > p \) and \( \gamma = 1 \) if \( N < p \), and, instead of \((\tilde{\mathcal{F}})\), we assume \( f \in (W^{1,p}_0(\Omega))^* \{0\} \).

The rest of the article has the following structure. In Sect. 3, we provide several auxiliary assertions needed to prove our main results. Section 4 contains two propositions about “local” versions of the MP and AMP on compact subsets of \( \Omega \). These results are used to prove Theorem 2.9 but also have an independent interest. In Sect. 5, we give proofs of all our main results regarding qualitative properties of solutions. Theorem 2.20 on the existence of solutions is proved in Sect. 6. Appendix A contains two regularity results which we often employ in the arguments. Finally, in Appendix B, we provide a version of the Picone inequality which is convenient to apply in the weak settings.

## 3 Few auxiliary results

In this section, we collect several auxiliary assertions needed to prove our main results stated in Sect. 2 and also Sect. 4.

### 3.1 Convergences

We start with compactness-type results. Recall the notation (2.5) for the eigenspace \( ES(\lambda; m) \) corresponding to an eigenvalue \( \lambda \in \sigma(-\Delta_p; m) \). We will use the notation

\[
p^* := \frac{Np}{N-p} \quad \text{if} \quad N > p \quad \text{and} \quad p^* := \infty \quad \text{if} \quad N \leq p,
\]

and denote by \( \| \cdot \|_* \) the operator norm.

**Lemma 3.1** Let \((\tilde{\mathcal{M}}), (\tilde{\mathcal{A}}), (\tilde{\mathcal{F}})\) be satisfied. Let \( \{u_n\} \) be a bounded Palais–Smale sequence for \( E_{\lambda, \eta} \). Then \( \{u_n\} \) converges in \( W^{1,p}_0(\Omega) \) to a critical point of \( E_{\lambda, \eta} \), up to a subsequence.
Proof The proof is standard, but since similar arguments are used in several subsequent lemmas, we provide a few details here in order to skip them later. In view of the boundedness in $W^{1,p}_0(\Omega)$, the sequence $\{u_n\}$ converges (along a subsequence) to some $u_0 \in W^{1,p}_0(\Omega)$ weakly in $W^{1,p}_0(\Omega)$ and strongly in $L^r(\Omega)$ whenever $1 \leq r < p^*$ if $N \geq p$ and $1 \leq r \leq p^*$ if $N < p$. The convergence $\|E_{\tilde{\lambda},\eta}(u_n)\|_s \to 0$ implies that

$$
\int_\Omega |\nabla u_n|^{p-2}\nabla u_n \nabla (u_n - u_0) \, dx - \lambda \int_\Omega m|u_n|^{p-2}u_n (u_n - u_0) \, dx$

$$
- \eta \int_\Omega a|u_n|^{q-2}u_n (u_n - u_0) \, dx$

$$
- \int_\Omega f (u_n - u_0) \, dx \to 0 \quad \text{as } n \to \infty.
$$

Since the assumptions ($\tilde{\mathcal{M}}$, $\tilde{\mathcal{A}}$, $\tilde{\mathcal{F}}$) give the inequalities $q \gamma/(\gamma - 1) < p \gamma/(\gamma - 1) < p^*$ when $N \geq p$, we deduce that

$$
\int_\Omega m|u_n|^{p-2}u_n (u_n - u_0) \, dx \to 0, \quad \int_\Omega a|u_n|^{q-2}u_n (u_n - u_0) \, dx \to 0,$n \to \infty,$$

which yields

$$
\lim_{n \to \infty} \int_\Omega |\nabla u_n|^{p-2}\nabla u_n \nabla (u_n - u_0) \, dx = 0.
$$

Lemma 3.2 Let ($\tilde{\mathcal{M}}$, $\tilde{\mathcal{A}}$, $\tilde{\mathcal{F}}$) be satisfied. Let either of the assumptions (i), (ii), (iii) of Theorem 2.20 holds. Then $E_{\lambda,\eta}$ satisfies the Palais–Smale condition.

Proof Let $\{u_n\} \subset W^{1,p}_0(\Omega)$ be a Palais–Smale sequence for $E_{\lambda,\eta}$. In view of Lemma 3.1, it is sufficient to show that $\{u_n\}$ is bounded. Suppose, by contradiction, that $\|\nabla u_n\|_p \to \infty$ along a subsequence. Then, arguing in the same way as in [11, Lemma 2.24], we see that the sequence consisted of normalized functions $v_n = u_n/\|\nabla u_n\|_p$ converges strongly in $W^{1,p}_0(\Omega)$ to an eigenfunction $v_0 \in ES(\lambda; m)\setminus\{0\}$, up to a subsequence. Hence, we obtain a contradiction whenever $\lambda \notin \sigma(-\Delta_p; m)$. Assume now that either the assumption (ii) or (iii) of Theorem 2.20 holds. Letting $n \to \infty$ in

$$
o(1) = \frac{1}{\|\nabla u_n\|_p^q} \left( pE_{\tilde{\lambda},\eta}(u_n) - \left( E'_{\tilde{\lambda},\eta}(u_n), u_n \right) \right)$

$$
= \left( 1 - \frac{p}{q} \right) \eta \int_\Omega a|v_n|^q \, dx - \frac{p - 1}{\|\nabla u_n\|_p^{p-1}} \int_\Omega f v_n \, dx,$$

we get $\eta \int_\Omega a|v_0|^q \, dx = 0$, which is impossible. Thus, $\{u_n\}$ is bounded in $W^{1,p}_0(\Omega)$, which completes the proof in view of Lemma 3.1.

Lemma 3.3 Let ($\tilde{\mathcal{M}}$, $\tilde{\mathcal{A}}$, $\tilde{\mathcal{F}}$) be satisfied. Let $\{\lambda_n\}, \{\eta_n\} \subset \mathbb{R}$ be arbitrary convergent sequences. Denote $\lambda := \lim_{n \to \infty} \lambda_n$ and $\eta := \lim_{n \to \infty} \eta_n$. Let $u_n \in W^{1,p}_0(\Omega)$ be a solution of $(P; \lambda_n, \eta_n)$. If $\{u_n\}$ is bounded in $W^{1,p}_0(\Omega)$, then it converges in $W^{1,p}_0(\Omega)$ to a solution of $(P; \lambda, \eta)$, up to a subsequence.
Similarly to the proof of Lemma 3.1, the sequence \( \{u_n\} \) is bounded in \( W^{1,p}_0(\Omega) \). Let \( \lambda_n, \eta_n \) be solutions of (3.1), (3.2), (3.3) for an appropriate \( \lambda_n, \eta_n \). Then, applying the Morrey lemma, we have

\[
\|E_{\lambda_n, \eta_n}(u_n)\|_* = \|E'_{\lambda_n, \eta_n}(u_n) - E'_{\lambda_n, \eta_n}(u_n)\|_*
\]

\[
= \sup \left\{ - (\lambda_n - \lambda_n) \int_\Omega mu_n^{p-1}v \ dx - (\eta_n - \eta_n) \int_\Omega au_n^{q-1}v \ dx : v \in W^{1,p}_0(\Omega) \backslash \{0\} \right\}
\]

\[
\leq C|\lambda - \lambda_n|\|m\|_{L^\infty} \|u_n\|_{W^{1,p}_0(\Omega)}^{p-1} + C|\eta_n - \eta_n|\|a\|_{L^\infty} \|u_n\|_{W^{1,p}_0(\Omega)}^{q-1},
\]

where \( C > 0 \) does not depend on \( u_n \). Thanks to the assumptions \((\widetilde{M})\) and \((\widetilde{A})\), we see that \( \{u_n\} \) is a bounded Palais–Smale sequence for \( E_{\lambda_n, \eta_n} \). Hence, Lemma 3.1 guarantees that \( \{u_n\} \) converges in \( W^{1,p}_0(\Omega) \) to a critical point of \( E_{\lambda_n, \eta_n} \), up to a subsequence. This critical point is a solution of \((P; \lambda_n, \eta_n)\).

**Lemma 3.4** Let \((\widetilde{M}), (\widetilde{A}), (\widetilde{F})\) be satisfied. Let \( \{\lambda_n\}, \{\eta_n\} \subset \mathbb{R} \) be arbitrary convergent sequences. Let \( u_n \in W^{1,p}_0(\Omega) \) be a solution of \((P; \lambda_n, \eta_n)\). If \( \|\nabla u_n\|_p \to \infty \), then \( \|u_n\|_\infty \to \infty \). The sequence \( \{\lambda_n\} \) converges to an eigenvalue \( \lambda \) of the problem (1.1) and the normalized sequence \( \{u_n/\|u_n\|_\infty\} \) converges in \( W^{1,p}_0(\Omega) \) and \( C^0_{\text{loc}}(\Omega) \) to an eigenfunction associated with the eigenvalue \( \lambda \), up to a subsequence.

**Proof** Taking \( u_n \) as a test function for \((P; \lambda_n, \eta_n)\), we obtain

\[
\|\nabla u_n\|_p^p = \lambda_n \int_\Omega m|u_n|^p \ dx + \eta_n \int_\Omega a|u_n|^q \ dx + \int_\Omega f u_n \ dx
\]

\[
\leq |\lambda_n|\|m\|_{L^1} \|u_n\|_{W^{1,p}_0(\Omega)}^p + |\eta_n|\|a\|_{L^q} \|u_n\|_{W^{1,p}_0(\Omega)}^q + \|f\|\|u_n\|_{L^\infty}.
\]

This shows that the divergence \( \|\nabla u_n\|_p \to \infty \) implies \( \|u_n\|_\infty \to \infty \). Consider a sequence of normalized functions \( v_n = u_n/\|u_n\|_\infty \). The estimate (3.3) gives the boundedness of \( \{v_n\} \) in \( W^{1,p}_0(\Omega) \). In particular, there exists \( v_0 \in W^{1,p}_0(\Omega) \) such that \( v_n \to v_0 \) weakly in \( W^{1,p}_0(\Omega) \). Similarly to the proof of Lemma 3.1, (the \((S_+)-property\) of the \( p \)-Laplacian guarantees that \( v_n \to v_0 \) strongly in \( W^{1,p}_0(\Omega) \). If \( N \geq p \), we apply Proposition A.1 to the solutions \( u_n \) and, dividing the inequality (A.1) by \( \|u_n\|_{L^\infty} \), we get

\[
1 \leq C \left( \frac{1}{\|u_n\|_{L^\infty}^p} + \|v_n\|_r \right)
\]

for an appropriate \( r \), which implies that \( v_0 \) is nontrivial. The same is true if \( N < p \) by applying the Morrey lemma.

Let us prove the convergence \( v_n \to v_0 \) in \( C^0_{\text{loc}}(\Omega) \). Denote

\[
\tilde{g}_n(x) = \lambda_n m(x)|v_n(x)|^{p-2}v_n(x) + \frac{\eta_n a(x)|v_n(x)|^{q-2}v_n(x)}{\|u_n\|_{L^\infty}^{p-q}} + \frac{f(x)}{\|u_n\|_{L^\infty}^{p-1}}, \quad x \in \Omega.
\]

That is, each \( v_n \) weakly solves the problem

\[
\Delta_p v_n = \tilde{g}_n(x) \quad \text{in} \quad \Omega, \quad v_n = 0 \quad \text{on} \quad \partial \Omega.
\]

The uniform boundedness of \( \|v_n\|_{L^\infty} \), the convergence of \( \{\lambda_n\}, \{\eta_n\} \), and the assumptions \((\widetilde{M}), (\widetilde{A}), (\widetilde{F})\) guarantee the existence of \( M > 0 \) such that \( \|\tilde{g}_n\|_{L^\gamma} \leq M \) for all \( n \), where \( \gamma > N/p \) if \( N \geq p \) and \( \gamma = 1 \) if \( N < p \). Consequently, we infer from Proposition A.2 the existence of \( \beta \in (0, 1) \) such that for any compact set \( K \subset \Omega \) there is \( C \geq 0 \).
such that \( \|v_n\|_{C^0,\beta(K)} \leq C \) for all \( n \). By the Arzelà–Ascoli theorem, \( \{v_n\} \) converges to \( v_0 \) in \( C(K) \), up to a subsequence. This is the desired \( C^0_{\text{loc}}(\Omega) \)-convergence. Recalling that \( v_0 \) is nontrivial, we conclude from (3.4) and the strong convergence \( v_n \to v_0 \) in \( W^{1,p}_0(\Omega) \) that \( v_0 \) is an eigenfunction of the problem (1.1) associated with the eigenvalue \( \lambda \).

Under stronger regularity assumptions on the parameters of \( (P) \), we get the following improvement of Lemma 3.4.

**Lemma 3.5** Let \( (\mathcal{O}) \), \( (\mathcal{M}) \), \( (\mathcal{A}) \), \( (\mathcal{F}) \) be satisfied. Then, in addition to the assertions of Lemma 3.4, the normalized sequence \( \{u_n/\|u_n\|_\infty\} \) converges in \( C^1(\overline{\Omega}) \) to an eigenfunction associated with the eigenvalue \( \lambda \), up to a subsequence.

**Proof** The argument is built upon the proof of Lemma 3.4 and complements it. Recall that each function \( v_n = u_n/\|u_n\|_\infty \) satisfies the problem (3.5) with \( \tilde{g}_n \) given by (3.4). Thanks to the regularity assumptions \( (M), (A), (F) \) imposed on \( m, a, f \), there exist \( \gamma > N \) and \( M_1 > 0 \) such that \( \|\tilde{g}_n\|_{\gamma} \leq M \) for all \( n \). Consequently, recalling (O), we infer from Proposition A.3 the existence of \( \beta \in (0,1) \) and \( C > 0 \) such that \( \|v_n\|_{C^{1,\beta}^0(\Omega)} \leq C \) for all \( n \). By the Arzelà–Ascoli theorem, \( \{v_n\} \) converges in \( C^1(\overline{\Omega}) \), up to a subsequence, to an eigenfunction of (1.1) associated with the eigenvalue \( \lambda = \lim_{n \to \infty} \lambda_n \).

The following two “bifurcation from infinity”-type lemmas are crucial for the proofs of our main results on the MP and AMP. They show that the assumption of Lemma 3.4 (and hence of Lemma 3.5) on the divergence of solutions in \( W^{1,p}_0(\Omega) \) is satisfied if \( \lambda \) approaches \( \lambda_1(m) \) and \( \eta \) approaches 0.

**Lemma 3.6** Let \( (\widehat{\mathcal{M}}), (\widehat{\mathcal{A}}), (\widehat{\mathcal{F}}), (\mathcal{F}_{\lambda_1}) \) be satisfied. Let \( \{\lambda_n\}, \{\eta_n\} \subset \mathbb{R} \) be arbitrary sequences such that

\[
\lim_{n \to \infty} \lambda_n = \lambda_1(m) \quad \text{and} \quad \lim_{n \to \infty} \eta_n = 0.
\]

Let \( u_n \in W^{1,p}_0(\Omega) \) be a solution of \( (P; \lambda_n, \eta_n) \). Then \( \|\nabla u_n\|_p \to \infty, \|u_n\|_\infty \to \infty \), and there exists \( t \neq 0 \) such that \( \{u_n/\|u_n\|_\infty\} \) converges to \( t\varphi_1 \) in \( W^{1,p}_0(\Omega) \) and \( C^0_{\text{loc}}(\Omega) \), up to a subsequence.

**Proof** Let us show that \( \|\nabla u_n\|_p \to \infty \). Suppose, by contradiction, that the sequence \( \{\|\nabla u_n\|_p\} \) is bounded. We see from Lemma 3.3 that \( \{u_n\} \) converges in \( W^{1,p}_0(\Omega) \) to a solution of the problem (1.3), up to a subsequence. However, this is impossible in view of the assumption \( (\mathcal{F}_{\lambda_1}) \), and hence \( \|\nabla u_n\|_p \to \infty \). The remaining results follow from Lemma 3.4 together with the simplicity of \( \lambda_1(m) \).

**Lemma 3.7** Let \( (\mathcal{O}), (\mathcal{M}), (\Phi), (\mathcal{A}), (\mathcal{F}), (\mathcal{F}_{\lambda_1}) \) be satisfied. Then, in addition to the assertions of Lemma 3.6, the normalized sequence \( \{u_n/\|u_n\|_\infty\} \) converges either to \( \varphi_1 \) or to \( -\varphi_1 \) in \( C^1(\overline{\Omega}) \), up to a subsequence. In particular, for all sufficiently large \( n \), we have either \( u_n > 0 \) in \( \Omega \) and \( \partial u_n/\partial v < 0 \) on \( \partial\Omega \), or \( u_n < 0 \) in \( \Omega \) and \( \partial u_n/\partial v > 0 \) on \( \partial\Omega \), up to a subsequence.

**Proof** Since we know that \( \|\nabla u_n\|_p \to \infty \) from Lemma 3.6, we apply Lemma 3.5 and recall the normalization assumption \( \|\varphi_1\|_\infty = 1 \) to conclude that the sequence consisting of normalized functions \( v_n = u_n/\|u_n\|_\infty \) converges either to \( \varphi_1 \) or to \( -\varphi_1 \) in \( C^1(\overline{\Omega}) \), up to a subsequence. Since \( \varphi_1 > 0 \) in \( \Omega \) and, thanks to the assumption \( (\Phi) \), we have \( \partial \varphi_1/\partial v < 0 \) on \( \partial\Omega \), the convergence \( v_n \to \varphi_1 \) in \( C^1(\overline{\Omega}) \) implies \( u_n > 0 \) in \( \Omega \) and \( \partial u_n/\partial v < 0 \) on \( \partial\Omega \) for all sufficiently large \( n \), and the converse inequalities hold true in the case of the convergence \( v_n \to -\varphi_1 \) in \( C^1(\overline{\Omega}) \).
3.2 Properties of $\eta^*_\lambda(a)$

Let us discuss some properties of the critical value $\eta^*_\lambda(a)$ defined in (2.3).

**Lemma 3.8** Let ($\tilde{\lambda}$), ($\tilde{A}$), ($\tilde{F}$) be satisfied, and $u \in W^{1,p}_0(\Omega)\setminus\{0\}$. Assume that $u$, $f \geq 0$ a.e. in $\Omega$. Let either of the following assumptions hold:

(i) $0 \leq \lambda \leq \lambda_1(m)$ and $\eta \int_\Omega a u^q \, dx \leq 0$;
(ii) $0 \leq \lambda < \lambda_1(m)$ and either $-\eta^*_\lambda(-a) < \eta \leq 0$ or $0 \leq \eta < \eta^*_\lambda(a)$;
(iii) $\lambda = \lambda_1(m)$, either $-\eta^*_\lambda(-a) < \eta \leq 0$ or $0 \leq \eta < \eta^*_\lambda(a)$, and $u \neq t \varphi_1$ for any $t > 0$.

Then $u$ satisfies

$$ \int_\Omega |\nabla u|^p \, dx - \lambda \int_\Omega mu^p \, dx - \eta \int_\Omega au^q \, dx + \int_\Omega fu \, dx > 0. \quad (3.6) $$

**Proof** Let $u \in W^{1,p}_0(\Omega)\setminus\{0\}$ be any nonnegative function. Observe that, regardless the sign of $\int_\Omega mu^p \, dx$, we have

$$ \int_\Omega |\nabla u|^p \, dx - \lambda \int_\Omega mu^p \, dx \geq 0 \quad (3.7) $$

provided $0 \leq \lambda \leq \lambda_1(m)$, and the equality holds in (3.7) if and only if $\lambda = \lambda_1(m)$ and $u = t \varphi_1$ for some $t > 0$. Thus, recalling that $f \geq 0$ a.e. in $\Omega$ and $\varphi_1 > 0$ in $\Omega$, we see that (3.6) is satisfied under the assumption (i).

Consider the case $\eta \int_\Omega au^q \, dx > 0$ and either the assumption (ii) or (iii). We see that the strict inequality holds in (3.7). Assume first that $\eta > 0$ and $\int_\Omega au^q \, dx > 0$. Hence, by the assumptions of the lemma on $\eta$, we have $0 < \eta < \eta^*_\lambda(a)$, while the inequality $\int_\Omega au^q \, dx > 0$ implies that $u \in \Theta(a)$, where $\Theta(a)$ is defined in (2.4). Consequently, we get $\int_\Omega fu \, dx > 0$, see Remark 2.15. Let us investigate a function $F : [0, \infty) \to \mathbb{R}$ defined as

$$ F(t) = t^{p-1} \left( \int_\Omega |\nabla u|^p \, dx - \lambda \int_\Omega mu^p \, dx \right) - \eta t^{q-1} \int_\Omega au^q \, dx + \int_\Omega fu \, dx. $$

The desired inequality (3.6) is equivalent to $F(1) > 0$. Let us prove that, in fact, $F(t) > 0$ for all $t \geq 0$. Recalling that $1 < q < p$ and that the strict inequality in (3.7) holds, we see that $F(t) > 0$ for any sufficiently small and any sufficiently large $t \geq 0$. In particular, $F$ possesses a global minimum point $t_0 \geq 0$. Suppose, contrary to our claim, that $F(t_0) \leq 0$.

Since $F(0) > 0$, we have $t_0 > 0$ and $F'(t_0) = 0$, and hence

$$ t_0 F'(t_0) = (p-1) t_0^{p-1} \left( \int_\Omega |\nabla u|^p \, dx - \lambda \int_\Omega mu^p \, dx \right) - \eta(q-1) t_0^{q-1} \int_\Omega au^q \, dx = 0. \quad (3.8) $$

Taking into account the second equality in (3.8), we get

$$ F(t_0) = - \frac{p-q}{q-1} t_0^{p-1} \left( \int_\Omega |\nabla u|^p \, dx - \lambda \int_\Omega mu^p \, dx \right) + \int_\Omega fu \, dx \leq 0, $$

and hence

$$ t_0 \geq \left( \frac{q-1}{p-q} \right)^{\frac{1}{p-1}} \left( \frac{\int_\Omega fu \, dx}{\int_\Omega |\nabla u|^p \, dx - \lambda \int_\Omega mu^p \, dx} \right)^{\frac{1}{q-1}}. \quad (3.9) $$

\(\square\) Springer
Expressing now $\eta$ from (3.8) and estimating it from below using (3.9), we obtain the following contradiction:

$$\eta^*_\lambda(a) > \eta = \frac{p - 1}{q - 1} \frac{\int |\nabla u|^p \, dx - \lambda \int u^p \, dx}{\int au^q \, dx} t_0^{p-q} \geq \frac{p - 1}{(p-q)^{\frac{q}{p-q}}(q-1)^{\frac{q}{p-q}}} \frac{\left(\int |\nabla u|^p \, dx - \lambda \int u^p \, dx\right)^{\frac{q}{p-q}} \left(\int fu \, dx\right)^{\frac{p-q}{p}}}{\int au^q \, dx} \geq \eta^*_\lambda(a).$$

Assume now that $\eta < 0$ and $\int au^q \, dx < 0$. The latter inequality reads as $\int (-a)u^q \, dx > 0$, and hence $u \in \Theta(-a)$. Repeating the analysis of the function $F$ as above, we derive a contradiction to the assumption $-\eta^*_\lambda(-a) < \eta$. This completes the proof of the inequality (3.6).

**Lemma 3.9** Let $(\widetilde{\lambda})$, $(\widetilde{\varphi})$ be satisfied. Assume that $f \geq c$ a.e. in $\Omega$ for some $c > 0$. Assume that $a_+ \in L^r(\Omega) \setminus \{0\}$, where $r > \frac{(p-1)N}{q-1}p$ if $N \geq p$ and $r = \frac{p-1}{q-1}$ if $N < p$. Then $\eta^*_\lambda(a) > 0$ whenever $0 \leq \lambda < \lambda_1(m)$.

**Proof** Since $a_+$ is nontrivial, it is not hard to see that $\Theta(a) \neq \emptyset$, where $\Theta(a)$ is defined in (2.4). Take any $u \in \Theta(a)$. Under the imposed assumptions, we use the Hölder inequality and the definition (1.2) of $\lambda_1(a_+^{\frac{p-1}{q}})$ (i.e., $\lambda_1(m)$ with $m = a_+^{\frac{p-1}{q}}$ which satisfies $(\widetilde{\lambda})$ in view of the imposed integrability assumptions on $a_+$) to get

$$0 < \int \Omega \, au^q \, dx \leq \int \Omega \, a_+u^q \, dx \leq \left(\int \Omega \, a_+^{\frac{p-1}{q}}u^p \, dx\right)^{\frac{q-1}{p-q}} \left(\int \Omega \, u \, dx\right)^{\frac{p-q}{p}} \leq c^{-\frac{p-q}{p-q}} \lambda_1(a_+^{\frac{p-1}{q}}) \left(\int \Omega \, |\nabla u|^p \, dx\right)^{\frac{q-1}{p-q}} \left(\int \Omega \, fu \, dx\right)^{\frac{p-q}{p}}. \quad (3.10)$$

On the other hand, since $0 \leq \lambda < \lambda_1(m)$, we obtain

$$\int \Omega \, |\nabla u|^p \, dx - \lambda \int \Omega \, mu^p \, dx \geq \left(1 - \frac{\lambda}{\lambda_1(m)}\right) \int \Omega \, |\nabla u|^p \, dx, \quad (3.11)$$

where we employed the definition (1.2) of $\lambda_1(m)$ in the case $\int \Omega \, mu^p \, dx > 0$. Thus, using (3.10) and (3.11), we derive the following explicit lower bound on $\eta^*_\lambda(a)$:

$$\eta^*_\lambda \geq \frac{p - 1}{(p-q)^{\frac{q}{p-q}}(q-1)^{\frac{q}{p-q}}} c^{\frac{q}{p-q}} \lambda_1(a_+^{\frac{p-1}{q}}) \left(1 - \frac{\lambda}{\lambda_1(m)}\right)^{\frac{q-1}{p-q}} > 0.$$

The proof is complete.

### 3.3 Weighted eigenvalue problem

In addition to the information on the weighted eigenvalue problem (1.1) provided in Sect. 1, let us discuss a few other properties of (1.1) which will be used in the proofs of our main results.

Recall that $\sigma(-\Delta_p \; m)$ stands for the spectrum of (1.1). If, in addition to $(\widetilde{\lambda})$, $m_-$ is nontrivial, i.e., we are in the so-called indefinite weight case, then $\lambda \in \sigma(-\Delta_p \; m)$ if and only
if \(-\lambda \in \sigma(-\Delta_p; -m)\). In particular, \(-\lambda_1(-m)\) is also a principal (but negative) eigenvalue of the problem (1.1).

Let \(O\) be an open subset of \(\Omega\). Define
\[
\lambda_1(m; O) := \inf \left\{ \frac{\int_\Omega |\nabla u|^p \, dx}{\int_\Omega m|u|^p \, dx} : u \in W^{1,p}_0(O), \int_\Omega m|u|^p \, dx > 0 \right\}
\] (3.12)
and put \(\lambda_1(m; O) = \infty\) if the admissible set \(\{u \in W^{1,p}_0(O), \int_\Omega m|u|^p \, dx > 0\}\) is empty. By definition, we have \(\lambda_1(m) = \lambda_1(m; \Omega)\). There is the following domain monotonicity type property: if \(O\) is a proper subset of \(\Omega\), then \(\lambda_1(m; \Omega) < \lambda_1(m; O)\), see [15, Proposition 4.4].

Recall the notation
\[
\Omega_\rho = \{ x \in \Omega : \text{dist}(x, \partial \Omega) < \rho \}.
\]
In particular, we have \(\lambda_1(m; \Omega) < \lambda_1(m; \Omega_\rho)\) for any \(\rho > 0\) such that \(\Omega_\rho\) is a proper subset of \(\Omega\). The following simple topological lemma takes place.

**Lemma 3.10** Let \(\rho > r > 0\) be such that \(\Omega \setminus \Omega_r\) is nonempty. Then any connected component of \(\Omega_\rho\) intersects with \(\Omega \setminus \Omega_r\).

**Proof** Let \(O\) be any connected component of \(\Omega_\rho\). Take any \(y \in \Omega \setminus \Omega_r\) and \(z \in \Omega\). If \(\text{dist}(z, \partial \Omega) \geq r\), then \(z \in \Omega \setminus \Omega_r\) and we are done. Assume that \(\text{dist}(z, \partial \Omega) < r \leq \text{dist}(y, \partial \Omega)\). Since \(\Omega\) is connected, there is a continuous path \(\gamma : [0, 1] \to \Omega\) such that \(\gamma(0) = z\) and \(\gamma(1) = y\). It is well known that the distance function is continuous, and so there exists \(t_0 \in (0, 1]\) such that \(\text{dist}(\gamma(t), \partial \Omega) < r\) for any \(t \in [0, t_0)\) and \(\text{dist}(\gamma(t), \partial \Omega) = r\). Therefore, \(\gamma([0, t_0]) \subset O\) and \(\gamma(t_0) \in \Omega \setminus \Omega_r\). Since the choice of \(O\) is arbitrary, our assertion is proved. \(\square\)

The previous lemma allows to obtain the following result which will be used in the proofs of Theorems 2.9, 2.11, and Proposition 4.2.

**Lemma 3.11** Let \((\tilde{\chi})\) be satisfied and \(\lambda \in \mathbb{R}\). Assume that there exist \(\rho > r > 0\) and \(u \in W^{1,p}_0(\Omega) \cap C(\Omega)\) such that \(u \geq 0\) in \(\Omega\), \(u > 0\) in \(\Omega \setminus \Omega_r\), and \(u\) satisfies the inequality
\[-\Delta_p u \geq \lambda m(x)|u|^{p-2}u \text{ in } \Omega_\rho\]
in the weak sense. Then \(u > 0\) in \(\Omega\).

**Proof** Applying the weak Harnack inequality given by [48, Theorem 7.1.2 and a subsequent remark] when \(p \leq N\) (see also [48, Corollary 7.1.3]) and [48, Theorem 7.4.1] when \(p > N\) on every connected component of \(\Omega_\rho\) and using Lemma 3.10, we conclude that \(u > 0\) in \(\Omega_\rho\) and hence in the whole \(\Omega\). \(\square\)

The following result will be needed for the proof of Theorem 2.13. Let \(\{O_\rho\}\) be a sequence of domains such that each \(O_\rho\) is compactly contained in \(\Omega\) and \(\Omega \setminus O_\rho \subset \Omega_\rho\). Denote by \(\phi_\rho \in W^{1,p}_0(O_\rho)\) a positive eigenfunction corresponding to \(\lambda_1(m; O_\rho)\), whenever \(\lambda_1(m; O_\rho) \in (0, \infty)\). We may assume that \(\phi_\rho \in W^{1,p}_0(\Omega)\) by the zero extension. The behavior of \(\lambda_1(m; O_\rho)\) and \(\phi_\rho\) as \(\rho \to 0\) is described in the following lemma.

**Lemma 3.12** Let \((\tilde{\chi})\) be satisfied. Then \(\lambda_1(m; O_\rho) \in (\lambda_1(m; \Omega), \infty)\) for any sufficiently small \(\rho > 0\). Moreover, \(\lambda_1(m; O_\rho) \to \lambda_1(m; \Omega)\) and \(\phi_\rho/(\int_\Omega m\phi_\rho^p \, dx)^{1/p} \to \varphi_1/(\int_\Omega m\varphi_1^p \, dx)^{1/p}\) in \(W^{1,p}_0(\Omega)\) as \(\rho \to 0\).
Proof Let \( \{\rho_n\} \) be any sequence which converges to 0. By standard methods, using the mollifiers and cut-off functions, we can construct a sequence \( \{\psi_{1,n}\} \subset C_0^\infty(\Omega) \) such that \( \text{supp} \psi_{1,n} \subset O_{\rho_n} \) and \( \psi_{1,n} \to \psi_1 \) in \( W_0^{1,p}(\Omega) \). Since, by \( (M) \),
\[
\int_{O_{\rho_n}} m\psi_{1,n}^p \, dx = \int_\Omega m\psi_{1,n}^p \, dx \to \int_\Omega m\psi_1^p \, dx > 0 \quad \text{as} \; n \to \infty,
\]
the admissible set for the definition \( (3.12) \) of \( \lambda_1(m; O_{\rho_n}) \) is nonempty for any sufficiently large \( n \), and hence
\[
\lambda_1(m; \Omega) < \frac{\int_{O_{\rho_n}} |\nabla \psi_{1,n}|^p \, dx}{\int_{O_{\rho_n}} m\phi_{p_{\rho_n}}^p \, dx} = \lambda_1(m; O_{\rho_n})
\leq \frac{\int_{O_{\rho_n}} |\nabla \psi_{1,n}|^p \, dx}{\int_{O_{\rho_n}} m\phi_{p_{\rho_n}}^p \, dx} \to \frac{\int_\Omega |\nabla \psi_1|^p \, dx}{\int_\Omega m\phi_1^p \, dx} = \lambda_1(m; \Omega)
\]
as \( n \to \infty \). We see that \( \lambda_1(m; O_{\rho_n}) \to \lambda_1(m; \Omega) \) and the simplicity of \( \lambda_1(m; \Omega) \) leads to the convergence of the normalized sequence \( \{\phi_{p_{\rho_n}}/(\int_\Omega m\phi_{p_{\rho_n}}^p \, dx)^{1/p}\} \) to \( \psi_1/(\int_\Omega m\psi_1^p \, dx)^{1/p} \) in \( W_0^{1,p}(\Omega) \).

In the proof of Theorem 2.20 on the existence of solutions of the problem \( (P) \), we will work with the sequence of variational eigenvalues \( \{\lambda_k(m)\} \) of \( (1.1) \) defined, using the construction from [22], as
\[
\lambda_k(m) = \inf_{h \in \mathcal{F}_k(m)} \max_{z \in S^{k-1}} \|\nabla h(z)\|_p^p, \quad k \in \mathbb{N},
\]
where \( S^{k-1} \) denotes the unit sphere in \( \mathbb{R}^k \) and
\[
\mathcal{F}_k(m) := \left\{ h \in C(S^{k-1}, S(m)) \mid h \text{ is odd} \right\}, \quad (3.14)
\]
\[
S(m) := \left\{ u \in W_0^{1,p}(\Omega) \mid \int_\Omega m|u|^p \, dx = 1 \right\}. \quad (3.15)
\]
It is known that each \( \lambda_k(m) \) is indeed an eigenvalue of \( (1.1) \) and \( \lambda_k(m) \to \infty \) as \( k \to \infty \), see [15, Remark 2.1], but it is not known whether \( \{\lambda_k(m)\} \) exhausts the positive part of \( \sigma(-\Delta_p; m) \), except in the cases \( N = 1 \) and \( p = 2 \).

Let us explicitly mention that \( \lambda_1(m) < \lambda_2(m) \) and there is no eigenvalue of \( (1.1) \) in between them, see [15, Proposition 4.2 and Corollary 5.1].

Finally, we refer to [49, Chapter 3] for an overview on the weighted eigenvalue problem \( (1.1) \) in the linear case \( p = 2 \).

4 MP and AMP on subsets of \( \Omega \)

In order to prove Theorem 2.9, we prepare two results about “local” versions of the MP and AMP on compact subsets of \( \Omega \), which might be of independent interest. We refer to [47, Theorem 4.2] for a related version of the AMP.

Proposition 4.1. Let \( (\tilde{M}), (\tilde{A}), (\tilde{F}), (\mathcal{F}_{\lambda_1}) \) be satisfied. Assume that \( \int_\Omega a\psi_1^q \, dx > 0 \). Then for any compact subset \( K \subset \Omega \) there exists \( \delta > 0 \) such that any solution \( u \) of \( \mathcal{P} \) satisfies
\[
u > 0 \quad \text{in} \; K \quad \text{provided} \quad \lambda \in (\lambda_1(m) - \delta, \lambda_1(m)] \quad \text{and} \quad \eta \in (-\delta, 0].
\]
\textbf{Proof} Suppose, by contradiction, that there exist a compact subset $K$ of $\Omega$, sequences $\lambda_n \not\to \lambda_1(m)$ and $\eta_n \not\to 0$ (the case $\lambda_n = \lambda_1(m)$ and/or $\eta_n = 0$ is permitted), and a sequence $\{u_n\}$ of solutions of $(P; \lambda_n, \eta_n)$ such that $\min_K u_n \leq 0$ for all $n$. Recall that each $u_n \in C(\Omega)$ by Proposition A.2, which implies that the minimum is attained. We deduce from Lemma 3.6 that $\|\nabla u_n\|_p \to \infty$, $\|u_n\|_\infty \to \infty$, and, since $\varphi_1 > 0$ in $\Omega$, $\{u_n/\|u_n\|_\infty\}$ converges to $-t\varphi_1$ in $W_0^{1,p}(\Omega)$ and $C(K)$ for some $t > 0$, up to a subsequence.

Taking $-u_n/\|u_n\|_\infty$ as a test function for $(P; \lambda_n, \eta_n)$ and denoting $v_n = -u_n/\|u_n\|_\infty$, we get

$$\int_\Omega |\nabla v_n|^p \, dx = \lambda_n \int_\Omega m|v_n|^p \, dx + \frac{\eta_n}{\|u_n\|^{p-q}_\infty} \int_\Omega a|v_n|^q \, dx - \frac{1}{\|u_n\|^{p-1}_\infty} \int_\Omega f v_n \, dx. \tag{4.1}$$

The convergence $v_n \to t\varphi_1$ in $W_0^{1,p}(\Omega)$ and the regularity assumptions ($\widehat{M}$), ($\widehat{A}$), ($\widehat{F}$) give the convergences

$$\int_\Omega m|v_n|^p \, dx \to t^p \int_\Omega m\varphi_1^p \, dx > 0, \quad \int_\Omega a|v_n|^q \, dx \to t^q \int_\Omega a\varphi_1^q \, dx > 0,$$

$$\int_\Omega f v_n \, dx \to t \int_\Omega f\varphi_1 \, dx > 0 \quad \text{as } n \to \infty.$$

Thus, using the definition (1.2) of $\lambda_1(m)$ and recalling that $\eta_n \leq 0$, we obtain from (4.1) that

$$0 < t^p \int_\Omega m\varphi_1^p \, dx$$

for any sufficiently large $n$, which is impossible since $\lambda_n \leq \lambda_1(m)$. \hfill \Box

Recall the notation

$$\Omega_\rho = \{x \in \Omega : \text{dist}(x, \partial \Omega) < \rho\}.$$

\textbf{Proposition 4.2} Let ($\widehat{M}$), ($\widehat{A}$), ($\widehat{F}$), ($\widehat{F}_{\lambda_1}$) be satisfied. Assume that $\int_{\Omega_\rho} a\varphi_1^q \, dx > 0$ and there exists $\rho > 0$ such that $a = 0$ a.e. in $\Omega_\rho$ and $f \geq 0$ a.e. in $\Omega_\rho$. Then for any compact subset $K \subset \Omega$ there exists $\delta > 0$ such that any solution $u$ of $(P)$ satisfies $u < 0$ in $K$ provided $\lambda \in [\lambda_1(m), \lambda_1(m) + \delta)$ and $\eta \in [0, \delta)$.

\textbf{Proof} Suppose, contrary to our claim, that there exist a compact subset $K \subset \Omega$, sequences $\lambda_n \not\to \lambda_1(m)$ and $\eta_n \not\to 0$ (the case $\lambda_n = \lambda_1(m)$ and/or $\eta_n = 0$ is permitted), and a sequence $\{u_n\}$ of solutions of $(P; \lambda_n, \eta_n)$ such that $\max_K u_n \geq 0$ for all $n$. Proposition A.2 guarantees that $u_n \in C(\Omega)$. In particular, this implies that the maximum is attained. We deduce from Lemma 3.6 that $\|\nabla u_n\|_p \to \infty$, $\|u_n\|_\infty \to \infty$, and, since $\varphi_1 > 0$ in $\Omega$, $\{u_n/\|u_n\|_\infty\}$ converges to $t\varphi_1$ in $W_0^{1,p}(\Omega)$ (and hence a.e. in $\Omega$) and in $C^0_{\text{loc}}(\Omega)$ for some $t > 0$, up to a subsequence. Consequently, for any $r \in (0, \rho)$ there exists a constant $c > 0$ such that $u_n \geq c$ in $\Omega \setminus \Omega_r$ for any sufficiently large $n$, where $\rho > 0$ is given by the assumption of the proposition. Moreover, recalling that $\lambda_1(m; \Omega_r) < \lambda_1(m; \Omega_r)$ (see Sect. 3.3), we can take $n$ larger to guarantee that $\lambda_n \in [\lambda_1(m; \Omega), \lambda_1(m; \Omega_r))$.

Let us prove that $u_n > 0$ in the whole $\Omega$. Suppose first that $(u_n)_{-}$ is nontrivial. Since $(u_n)_- \in W_0^{1,p}(\Omega) \setminus \{0\}$ and $\text{supp} (u_n)_- \subset \Omega_r$, we use $-(u_n)_-$ as a test function for $(P; \lambda_n, \eta_n)$ and, noting that $a = 0$ a.e. in $\Omega_r$ and $f \geq 0$ a.e. in $\Omega_r$, we get

$$0 < \int_{\Omega_r} |\nabla (u_n)_-|^p \, dx$$
\[ = \lambda_n \int_{\Omega_r} m(u_n)^p \, dx + \eta_n \int_{\Omega_r} a(u_n)^q \, dx - \int_{\Omega_r} f(u_n) \, dx \leq \lambda_n \int_{\Omega_r} m(u_n)^p \, dx. \]  

(4.2)

Since \((u_n)_- \in W^{1,p}_0(\Omega) \cap C(\Omega)\) and \((u_n)_- = 0\) on \(\partial \Omega_r \cap \Omega\), [16, Lemma 5.6] ensures that \((u_n)_- \in W^{1,p}_0(\Omega_r)\). As a consequence, we conclude from (4.2) that \((u_n)_-\) is admissible for the definition (3.12) of \(\lambda_1(m; \Omega_r)\), which gives the following contradiction:

\[ 0 < \lambda_1(m; \Omega_r) \int_{\Omega_r} m(u_n)^p \, dx \leq \int_{\Omega_r} |\nabla (u_n)_-| \, dx \leq \lambda_n \int_{\Omega_r} m(u_n)^p \, dx \]

\[ < \lambda_1(m; \Omega_r) \int_{\Omega_r} m(u_n)^p \, dx. \]

Thus, \(u_n\) is nonnegative in \(\Omega\). In view of the inequality \(u_n > 0\) in \(\Omega \setminus \Omega_r\) and the assumptions \(a = 0\) a.e. in \(\Omega_r\) and \(f \geq 0\) a.e. in \(\Omega_r\), Lemma 3.11 implies that \(u_n > 0\) in the whole \(\Omega\).

Finally, let us obtain a contradiction to the positivity of \(u_n\). We know from Lemma B.1 that \(\varphi^p_1/(u_n + \varepsilon)^{p-1} \in W^{1,p}_0(\Omega)\) for any \(\varepsilon > 0\), i.e., it is a legitimate test function for the problem \((P; \lambda_n, \eta_n)\). Thus, applying the Picone inequality given by Lemma B.3, we obtain

\[ \lambda_1(m) \int_{\Omega} m \varphi^p_1 \, dx = \int_{\Omega} |\nabla \varphi_1|^p \, dx \geq \int_{\Omega} |\nabla u_n|^{p-2} \nabla u_n \nabla \left( \frac{\varphi^p_1}{(u_n + \varepsilon)^{p-1}} \right) \, dx \]

\[ = \lambda_n \int_{\Omega} m \frac{u_n^{p-1}}{(u_n + \varepsilon)^{p-1}} \varphi^p_1 \, dx + \eta_n \int_{\Omega} a \frac{u_n^{q-1}}{(u_n + \varepsilon)^{p-1}} \varphi^p_1 \, dx + \int_{\Omega} f \frac{\varphi^p_1}{(u_n + \varepsilon)^{p-1}} \, dx. \]

(4.3)

Now, for a fixed \(n\), we let \(\varepsilon \searrow 0\). Using the dominated convergence theorem, we get

\[ \int_{\Omega} m \frac{u_n^{p-1}}{(u_n + \varepsilon)^{p-1}} \varphi^p_1 \, dx \rightarrow \int_{\Omega} m \varphi^p_1 \, dx \geq 0 \quad \text{as} \quad \varepsilon \searrow 0. \]

Since \(\int_{\Omega} f \varphi_1 \, dx > 0\), we have \(\int_{\Omega \setminus \Omega_r} f \varphi_1 \, dx > 0\) for any sufficiently small \(r > 0\). Taking any such \(r\) and noting that \(a = 0\) a.e. in \(\Omega_r\), \(f \geq 0\) a.e. in \(\Omega_r\), and \(u_n \geq c\) in \(\Omega \setminus \Omega_r\) for some \(c > 0\), the dominated convergence theorem also gives

\[ \int_{\Omega} a \frac{u_n^{q-1}}{(u_n + \varepsilon)^{p-1}} \varphi^p_1 \, dx = \int_{\Omega \setminus \Omega_r} a \frac{u_n^{q-1}}{(u_n + \varepsilon)^{p-1}} \varphi^p_1 \, dx \rightarrow \int_{\Omega \setminus \Omega_r} a \frac{\varphi^q_1}{u_n^{p-1}} \, dx, \]

\[ \int_{\Omega} f \frac{\varphi^p_1}{(u_n + \varepsilon)^{p-1}} \, dx \geq \int_{\Omega \setminus \Omega_r} f \frac{\varphi^p_1}{(u_n + \varepsilon)^{p-1}} \, dx \rightarrow \int_{\Omega \setminus \Omega_r} f \frac{\varphi^p_1}{u_n^{p-1}} \, dx \]

as \(\varepsilon \searrow 0\). Therefore, passing to the normalized functions \(v_n = u_n/\|u_n\|_{\infty}\), we deduce from (4.3) that

\[ (\lambda_1(m) - \lambda_n) \int_{\Omega} m \varphi^p_1 \, dx \]

\[ \geq \frac{\eta_n}{\|u_n\|_{p-q}} \int_{\Omega \setminus \Omega_r} a \frac{\varphi^{p-q}}{v_{n}^{p-q}} \varphi^q_1 \, dx + \frac{1}{\|u_n\|_{p-q}} \int_{\Omega \setminus \Omega_r} f \frac{\varphi^{p-1}}{v_{n}^{p-1}} \varphi_1 \, dx. \]

(4.4)

Since \(v_n \rightarrow t \varphi_1\) in \(C(\Omega \setminus \Omega_r)\), we have

\[ \int_{\Omega \setminus \Omega_r} a \frac{\varphi^{p-q}}{v_{n}^{p-q}} \varphi^q_1 \, dx \rightarrow \frac{1}{t^{p-q}} \int_{\Omega \setminus \Omega_r} a \varphi^q_1 \, dx = \frac{1}{t^{p-q}} \int_{\Omega} a \varphi^q_1 \, dx > 0, \]

\(\square\) Springer
\[
\int_{\Omega \setminus \Omega_r} f \frac{\varphi_1^{p-1}}{v_n^{p-1}} \varphi_1 \, dx \to \frac{1}{f^{p-1}} \int_{\Omega \setminus \Omega_r} f \varphi_1 \, dx > 0 \quad \text{as } n \to \infty,
\]
thanks to the choice of \( r > 0 \). Thus, recalling that \( \eta_n \geq 0 \), we deduce from (4.4) that \( \lambda_n < \lambda_1(m) \) for any sufficiently large \( n \), which contradicts our assumption \( \lambda_n \geq \lambda_1(m) \). \( \Box \)

For convenience, we separately state the results of Propositions 4.1 and 4.2 in the unperturbed case \( \eta = 0 \).

**Corollary 4.3** Let \( (\tilde{M}), \tilde{F}, (F_{\lambda_1}) \) be satisfied. Let \( K \subset \Omega \) be a compact set. Then the following assertions hold:

(i) There exists \( \delta > 0 \) such that any solution \( u \) of (1.4) satisfies \( u > 0 \) in \( K \) provided \( \lambda \in (\lambda_1(m) - \delta, \lambda_1(m)) \).

(ii) Assume that \( f \geq 0 \) a.e. in \( \Omega_\rho \) for some \( \rho > 0 \). Then there exists \( \delta > 0 \) such that any solution \( u \) of (1.4) satisfies \( u < 0 \) in \( K \) provided \( \lambda \in (\lambda_1(m), \lambda_1(m) + \delta) \).

## 5 Proofs of qualitative properties of solutions

### 5.1 MP and AMP

We start with the maximum principles given by Theorems 2.1 and 2.9 (i).

**Proof of Theorem 2.1** Suppose, by contradiction, that there exist sequences \( \lambda_n \not\to \lambda_1(m) \) and \( \eta_n \neq 0 \) (the case \( \lambda_n = \lambda_1(m) \) and/or \( \eta_n = 0 \) is permitted) such that each \( (P; \lambda_n, \eta_n) \) possesses a solution \( u_n \) violating either \( u_n > 0 \) in \( \Omega \) or \( \partial u_n / \partial v < 0 \) on \( \partial \Omega \). In view of Lemma 3.7, we have \( u_n < 0 \) in \( \Omega \) and \( \partial u_n / \partial v > 0 \) on \( \partial \Omega \) for all sufficiently large \( n \), and \( \{u_n / \|u_n\|_\infty\} \) converges to \( -\varphi_1 \) in \( C^1(\overline{\Omega}) \), up to a subsequence. Taking \( -u_n / \|u_n\|_\infty \) as a test function for \( (P; \lambda_n, \eta_n) \) and denoting \( v_n = -u_n / \|u_n\|_\infty \), we get

\[
\int_\Omega |\nabla v_n|^p \, dx = \lambda_n \int_\Omega m v_n^p \, dx + \frac{\eta_n}{\|u_n\|_{p-q}} \int_\Omega a v_n^q \, dx - \frac{1}{\|u_n\|_{\infty}^{p-1}} \int_\Omega f v_n \, dx. \tag{5.1}
\]

The convergence \( v_n \to \varphi_1 \) in \( C^1(\overline{\Omega}) \) yields

\[
\int_\Omega m v_n^p \, dx \to \int_\Omega m \varphi_1^p \, dx > 0, \quad \int_\Omega a v_n^q \, dx \to \int_\Omega a \varphi_1^q \, dx > 0,
\]

\[
\int_\Omega f v_n \, dx \to \int_\Omega f \varphi_1 \, dx > 0 \quad \text{as } n \to \infty.
\]

Recalling that \( \eta_n \leq 0 \) and using the definition (1.2) of \( \lambda_1(m) \), we obtain from (5.1) that

\[
0 < \lambda_1(m) \int_\Omega m v_n^p \, dx \leq \int_\Omega |\nabla v_n|^p \, dx < \lambda_n \int_\Omega m v_n^p \, dx
\]

for all sufficiently large \( n \), which contradicts our assumption \( \lambda_n \leq \lambda_1(m) \). \( \Box \)

**Proof of Theorem 2.9 (i)** Let \( \rho > 0 \) be such that \( a = 0 \) a.e. in \( \Omega_\rho \) and \( f \geq 0 \) a.e. in \( \Omega_\rho \). By Proposition 4.1, fixing any \( r \in (0, \rho) \), we can find \( \delta > 0 \) such that any solution of \( (P) \) is positive in \( \Omega \setminus \Omega_r \) \((\subset \Omega \setminus \Omega_\rho) \) provided \( \lambda \in (\lambda_1(m) - \delta, \lambda_1(m)) \) and \( \eta \in (-\delta, 0] \).

Let \( u \) be any such solution. Let us show that \( u > 0 \) in the whole \( \Omega \). Suppose first, by contradiction, that \( u_- \neq 0 \) in \( \Omega \). Since \( u > 0 \) in \( \Omega \setminus \Omega_r \), we have supp \( u_- \subset \Omega_{-r} \) and hence,
using \(-u_\in W^{1,p}_0(\Omega)\) as a test function for \((P)\) and noting that \(a = 0\) a.e. in \(\Omega_r\) and \(f \geq 0\) a.e. in \(\Omega_r\), we obtain

\[
0 < \int_{\Omega_r} |\nabla u_-|^p dx = \lambda \int_{\Omega_r} mu_-^p dx + \eta \int_{\Omega_r} au_-^q dx - \int_{\Omega_r} fu_- dx \leq \lambda \int_{\Omega_r} mu_-^p dx. \tag{5.2}
\]

Thanks to Proposition A.2, \(u\) belongs to \(C(\Omega)\). Observing that \(u_- = 0\) on \(\partial \Omega_r \cap \Omega\), we apply [16, Lemma 5.6] to get \(u_- \in W^{1,p}_0(\Omega_r)\). Therefore, (5.2) implies that \(u_-\) is admissible for the definition (3.12) of \(\lambda_1(m; \Omega_r)\). However, this is impossible since the assumption \(\lambda \leq \lambda_1(m)\) and the inequality \(\lambda_1(m) < \lambda_1(m; \Omega_r)\) (see Section 3.3) yield

\[
0 < \lambda_1(m; \Omega_r) \int_{\Omega_r} mu_-^p dx \leq \lambda \int_{\Omega_r} mu_-^p dx < \lambda_1(m; \Omega_r) \int_{\Omega_r} mu_-^p dx.
\]

Consequently, \(u_- = 0\) in \(\Omega\). Finally, Lemma 3.11 guarantees that \(u > 0\) in \(\Omega\). \(\Box\)

Now we prove the antimaximum principles stated in Theorems 2.2 and 2.9 (ii).

Proof of Theorem 2.2 First, we consider the assumption (I). The arguments are essentially reminiscent of the final part of the proof of Proposition 4.2, but they are simpler due to the additional regularity assumptions. We provide details for the sake of clarity.

Suppose, contrary to our claim, that there exist sequences \(\lambda_n \searrow \lambda_1(m)\) and \(\eta_n \searrow 0\) (the case \(\lambda_n = \lambda_1(m)\) and/or \(\eta_n = 0\) is permitted) such that each \((P; \lambda_n, \eta_n)\) possesses a solution \(u_n\) violating either \(u_n < 0\) in \(\Omega\) or \(\partial u_n / \partial v > 0\) on \(\partial \Omega\). Therefore, in view of Lemma 3.7, we have \(u_n > 0\) in \(\Omega\) and \(\partial u_n / \partial v < 0\) on \(\partial \Omega\) for all sufficiently large \(n\), and \(\{u_n/\|u_n\|_\infty\}\) converges to \(\varphi_1\) in \(C^1(\overline{\Omega})\), up to a subsequence. Since \(u_n, \varphi_1 \in C^1(\overline{\Omega})\), we have

\[
\nabla \left( \frac{\varphi_1^p}{u_n^{p-1}} \right) = p \frac{\varphi_1^{p-1}}{u_n^{p-1}} \nabla \varphi_1 - (p - 1) \frac{\varphi_1^p}{u_n^p} \nabla u_n \quad \text{in} \quad \Omega.
\]

Noting that \(\varphi_1/u_n \in L^\infty(\Omega)\), we deduce that \(\varphi_1^p/u_n^{p-1} \in W^{1,p}_0(\Omega)\). Taking \(\varphi_1^p/u_n^{p-1}\) as a test function for \((P; \lambda_n, \eta_n)\) and applying the Picone inequality [3, Theorem 1.1], we get

\[
0 < \lambda_1(m) \int_{\Omega} m \varphi_1^p dx = \int_{\Omega} |\nabla \varphi_1|^p dx \geq \int_{\Omega} |\nabla u_n|^p \nabla \left( \frac{\varphi_1^p}{u_n^{p-1}} \right) dx
= \lambda_n \int_{\Omega} m \varphi_1^p dx + \eta_n \int_{\Omega} a \frac{\varphi_1^{p-q}}{u_n^{p-q}} \varphi_1^q dx + f \frac{\varphi_1^{p-1}}{u_n^{p-1}} \varphi_1 dx.
\]

Passing to the normalized functions \(v_n = u_n/\|u_n\|_\infty\), we obtain

\[
(\lambda_1(m) - \lambda_n) \int_{\Omega} m \varphi_1^p dx \geq \frac{\eta_n}{\|u_n\|_\infty^{p-q}} \int_{\Omega} a \frac{\varphi_1^{p-q}}{v_n^{p-q}} \varphi_1^q dx + \frac{1}{\|u_n\|_\infty^{p-1}} \int_{\Omega} f \frac{\varphi_1^{p-1}}{v_n^{p-1}} \varphi_1 dx. \tag{5.3}
\]

The convergence \(v_n \to \varphi_1\) in \(C^1(\overline{\Omega})\) yields

\[
\int_{\Omega} a \frac{\varphi_1^{p-q}}{v_n^{p-q}} \varphi_1^q dx \to \int_{\Omega} a \varphi_1^q dx > 0 \quad \text{and} \quad \int_{\Omega} f \frac{\varphi_1^{p-1}}{v_n^{p-1}} \varphi_1 dx \to \int_{\Omega} f \varphi_1 dx > 0
\]

as \(n \to \infty\). Consequently, recalling that \(\eta_n \geq 0\), we deduce from (5.3) that \(\lambda_n < \lambda_1(m)\), which contradicts our assumption \(\lambda_n \geq \lambda_1(m)\).
Thus, recalling that both \( u_n \) and \( \varphi_1 \) satisfy the boundary point lemma, we derive that \( u_n/\varphi_1 \) and \( \varphi_1/\varphi_1 \) are bounded in \( \Omega \), which yields \( \varphi_1^{-p+1} u_n^{-q} = \varphi_1 (u_n/\varphi_1)^{-q} \in W^{1,q}_0(\Omega) \). Using this fact, \( u_n \) is bounded in \( \Omega \). We have

\[
\nabla \left( \varphi_1^{-p+1} u_n^{-q} \right) = (q - p + 1) \left( \frac{u_n}{\varphi_1} \right)^{p-q} \nabla \varphi_p + (p-q) \left( \frac{\varphi_1}{u_n} \right)^{q-p+1} \nabla u_n \quad \text{in } \Omega.
\]

Thus, recalling that both \( u_n \) \( \varphi_1 \) satisfy the boundary point lemma, we derive that \( u_n/\varphi_1 \) and \( \varphi_1/\varphi_1 \) are bounded in \( \Omega \), which yields \( \varphi_1^{-p+1} u_n^{-q} = \varphi_1 (u_n/\varphi_1)^{-q} \in W^{1,q}_0(\Omega) \). Using this fact, \( u_n \) is bounded in \( \Omega \). We have

\[
\int_{\Omega} |\nabla u_n|^{p-2} \nabla u_n \nabla \left( \frac{\varphi_1^q}{u_n^{q-1}} \right) \, dx = \lambda_n \int_{\Omega} m u_n^{p-q} \varphi_1^q \, dx + \int_{\Omega} f \frac{\varphi_1^{q-1}}{u_n^{q-1}} \varphi_1 \, dx. \quad (5.4)
\]

Using the generalized Picone inequality [10, Theorem 1.8], we obtain

\[
\int_{\Omega} |\nabla u_n|^{p-2} \nabla u_n \nabla \left( \frac{\varphi_1^q}{u_n^{q-1}} \right) \, dx \leq \int_{\Omega} |\nabla \varphi_1|^{p-2} \nabla \varphi_1 \nabla \left( \varphi_1^{-p+1} u_n^{-q} \right) \, dx. \quad (5.5)
\]

In order to take \( \varphi_1^{-p+1} u_n^{-q} \) as a test function for the eigenvalue problem (1.1) with \( u = \varphi_1 \) and \( \lambda = \lambda_1(m) \) \( \lambda_1(m) \) and then simplify the right-hand side of (5.5), let us justify that \( (5.5) \). We have

\[
\nabla \left( \varphi_1^{-p+1} u_n^{-q} \right) = (q - p + 1) \left( \frac{u_n}{\varphi_1} \right)^{p-q} \nabla \varphi_p + (p-q) \left( \frac{\varphi_1}{u_n} \right)^{q-p+1} \nabla u_n \quad \text{in } \Omega.
\]

Thus, recalling that both \( u_n \) \( \varphi_1 \) satisfy the boundary point lemma, we derive that \( u_n/\varphi_1 \) and \( \varphi_1/\varphi_1 \) are bounded in \( \Omega \), which yields \( \varphi_1^{-p+1} u_n^{-q} = \varphi_1 (u_n/\varphi_1)^{-q} \in W^{1,q}_0(\Omega) \). Using this fact, \( u_n \) is bounded in \( \Omega \). We have

\[
\int_{\Omega} |\nabla u_n|^{p-2} \nabla u_n \nabla \left( \frac{\varphi_1^q}{u_n^{q-1}} \right) \, dx \leq \lambda_1(m) \int_{\Omega} m u_n^{p-q} \varphi_1^q \, dx. \quad (5.6)
\]

Combining (5.6) with (5.4) and passing to the normalized functions \( v_n = u_n/\|u_n\|_\infty \), we arrive at

\[
(\lambda_1(m) - \lambda_n) \int_{\Omega} m v_n^{p-q} \varphi_1^q \, dx \geq \frac{1}{\|u_n\|_\infty^{p-1}} \int_{\Omega} f \frac{\varphi_1^{q-1}}{v_n^{q-1}} \varphi_1 \, dx. \quad (5.7)
\]

Thanks to the convergence \( v_n \to \varphi_1 \) in \( C^1(\overline{\Omega}) \), we have

\[
\int_{\Omega} m v_n^{p-q} \varphi_1^q \, dx \to \int_{\Omega} m \varphi_1^p \, dx > 0 \quad \text{and} \quad \int_{\Omega} f \frac{\varphi_1^{q-1}}{v_n^{q-1}} \varphi_1 \, dx \to \int_{\Omega} f \varphi_1 \, dx > 0
\]

as \( n \to \infty \), and hence (5.7) yields \( \lambda_1(m) > \lambda_n \) for all sufficiently large \( n \), which is impossible.

To conclude, we have proved that under either the assumption (I) or (II) there exists \( \delta > 0 \) such that if \( \lambda_1(m) \leq \lambda < \lambda_1(m) + \delta \) and \( 0 \leq \eta < \delta \), then any solution \( u \) of (P) satisfies \( u < 0 \) in \( \Omega \) and \( \partial u/\partial v > 0 > 0 \) on \( \partial \Omega \). \( \square \)

**Proof of Theorem 2.9 (ii)** Let \( \rho > 0 \) be such that \( a \equiv 0 \) a.e. in \( \Omega_\rho \). By Proposition 4.2, fixing any \( r \in (0, \rho) \), we can find \( \delta > 0 \) such that any solution of (P) is negative in \( \Omega_r \setminus \Omega_\rho \). We have

\[
(\lambda_1(m) - \lambda_n) \int_{\Omega} m v_n^{p-q} \varphi_1^q \, dx \geq \frac{1}{\|u_n\|_\infty^{p-1}} \int_{\Omega} f \frac{\varphi_1^{q-1}}{v_n^{q-1}} \varphi_1 \, dx.
\]

as \( n \to \infty \), and hence (5.7) yields \( \lambda_1(m) > \lambda_n \) for all sufficiently large \( n \), which is impossible.

To conclude, we have proved that under either the assumption (I) or (II) there exists \( \delta > 0 \) such that if \( \lambda_1(m) \leq \lambda < \lambda_1(m) + \delta \) and \( 0 \leq \eta < \delta \), then any solution \( u \) of (P) satisfies \( u < 0 \) in \( \Omega \) and \( \partial u/\partial v > 0 \) on \( \partial \Omega \). \( \square \)
Let us show that \( u < 0 \) in the whole \( \Omega \). Suppose first, by contradiction, that \( u_+ \neq 0 \) in \( \Omega \).

Since \( u < 0 \) in \( \Omega \setminus \Omega_0 \), we have supp \( u_+ \subset \overline{\Omega}_r \). Using \( u_+ \in W^{1,p}_0(\Omega \setminus \{0\}) \) as a test function for \( P \) and noting that \( a, f = 0 \) a.e. in \( \Omega_r \), we get

\[
0 < \int_{\Omega_r} |\nabla u_+|^p \, dx = \lambda \int_{\Omega} m u_+^p \, dx + \eta \int_{\Omega} a u_+^q \, dx + \int_{\Omega} f u_+ \, dx = \lambda \int_{\Omega_r} m u_+^p \, dx.
\]

Since \( u_+ \in W^{1,p}_0(\Omega) \cap C(\Omega) \) and \( u_+ = 0 \) on \( \partial \Omega_r \cap \Omega \), [16, Lemma 5.6] ensures that \( u_+ \in W^{1,p}_0(\Omega_r) \). However, this gives the following contradiction to the definition (3.12) of \( \lambda_1(m; \Omega_r) \) and the choice of \( \lambda \in [\lambda_1(m), \lambda_1(m) + \delta] \), where \( \lambda_1(m) + \delta \leq \lambda_1(m; \Omega_r) \):

\[
0 < \lambda_1(m; \Omega_r) \int_{\Omega_r} m u_+^p \, dx \leq \int_{\Omega_r} |\nabla u_+|^p \, dx = \lambda \int_{\Omega_r} m u_+^p \, dx < \lambda_1(m; \Omega_r) \int_{\Omega_r} m u_+^p \, dx.
\]

That is, \( u_+ = 0 \) in \( \Omega \). Applying Lemma 3.11 to \(-u\), we deduce that \( u < 0 \) in \( \Omega \). \( \square \)

Finally, we establish the versions of the MP and AMP given by Theorems 2.7 and 2.11.

**Proof of Theorem 2.7** We first prove the assertion (ii) on the AMP. Let us fix \( \delta > 0 \) as in Corollary 2.5. Taking \( \delta \) smaller if necessary, we may assume that \( \lambda_1(m) + \delta \leq \lambda_2(m) \), where \( \lambda_2(m) \) is the second eigenvalue of the problem (1.1), see the last part of Sect. 3.3. Suppose, contrary to our claim, that there exists \( \lambda \in (\lambda_1(m), \lambda_1(m) + \delta) \) and a sequence \( \{\eta_n\} \) such that \( |\eta_n| \to 0 \) and each \( (P; \lambda, \eta_n) \) possesses a solution \( u_n \) which does not satisfy either \( u_n < 0 \) in \( \Omega \) or \( \partial u_n \cap \partial \Omega = \emptyset \) on \( \partial \Omega \). Let us show that \( \|\nabla u_n\|_p \) is bounded. Indeed, if we suppose, by contradiction, that \( \|\nabla u_n\|_p \to \infty \) along a subsequence, then Lemma 3.5 implies that \( \lambda \) is an eigenvalue of the problem (1.1), which is impossible since \( \lambda_1(m) < \lambda < \lambda_2(m) \). This justifies the boundedness of \( \|\nabla u_n\|_p \), and hence Proposition A.1 guarantees that \( \|u_n\|_\infty \) is also bounded.

Denoting \( g_n(x) = \lambda m(x)|u_n(x)|^{p-2} u_n(x) + \eta_n a(x)|u_n(x)|^{q-2} u_n(x) + f(x), \quad x \in \Omega, \)

and recalling the assumptions \((M), (A), (F)\), we see that \( \{g_n\} \) is uniformly bounded in \( L^\gamma(\Omega) \) by some constant \( M > 0 \), i.e., \( \|g_n\|_\gamma \leq M \) for all \( n \), where \( \gamma > N \). Consequently, in view of \( (O) \), we infer from Proposition A.3 the existence of \( \beta \in (0, 1) \) and \( C > 0 \) such that \( \|u_n\|_{C^{1,\beta} (\overline{\Omega})} \leq C \) for all \( n \). By the Arzelà–Ascoli theorem, \( \{u_n\} \) converges in \( C^1(\overline{\Omega}) \) to a solution \( u \) of (1.4), up to a subsequence. We know from Corollary 2.5 (ii) that \( u < 0 \) in \( \Omega \) and \( \partial u \cap \partial \Omega = \emptyset \) on \( \partial \Omega \). Thus, by the \( C^1(\overline{\Omega}) \)-convergence, we deduce that the same inequalities must be preserved for \( u \), whenever \( n \) is large enough. This contradiction completes the proof.

(i) The assertion on the MP can be proved arguing in much the same way as above. We omit the details. \( \square \)

**Proof of Theorem 2.11** As in the proof of Theorem 2.7, we justify only the assertion (ii). Let \( \rho > 0 \) be such that \( a, f = 0 \) a.e. in \( \Omega_\rho \). Fix some \( r \in (0, \rho) \). We take \( \delta > 0 \) as in Corollary 2.10 and, decreasing it if necessary, we may assume that \( \lambda_1(m) + \delta \leq \lambda_2(m) \) and \( \lambda_1(m) + \delta \leq \lambda_1(m; \Omega_r) \), see Sect. 3.3. Suppose, contrary to our claim, that there exist \( \lambda \in (\lambda_1(m), \lambda_1(m) + \delta) \) and a sequence \( \{\eta_n\} \) such that \( |\eta_n| \to 0 \) and each \( (P; \lambda, \eta_n) \) possesses a solution \( u_n \) which does not satisfy \( u_n < 0 \) in \( \Omega \). If \( \|\nabla u_n\|_p \to \infty \) along a subsequence, then Lemma 3.4 implies that \( \lambda \) is an eigenvalue of the problem (1.1), which is impossible since \( \lambda_1(m) < \lambda < \lambda_2(m) \). Therefore, \( \|\nabla u_n\|_p \) is bounded and hence, thanks to Lemma 3.3, \( \{u_n\} \) converges in \( W^{1,p}_0(\Omega) \) to a solution \( u \) of (1.4), up to a subsequence. Moreover, arguing as in the proof of Theorem 2.7 (ii) but applying Proposition A.2 instead of Proposition A.3, we deduce that \( u_n \to u \) in \( C^0_\text{loc}(\Omega) \), up to a subsequence. We know from Corollary 2.10 (ii)
that \( u < 0 \) in \( \Omega \), which yields \( u_n < 0 \) in \( \Omega \setminus \Omega_r \) for any sufficiently large \( n \). Let us show that \( (u_n)_+ = 0 \) in \( \Omega \) for such \( n \). If \( (u_n)_+ \) is not identically zero, then we have \( \text{supp } (u_n)_+ \subset \overline{\Omega_r} \). Hence, as in the proof of Theorem 2.9 (ii), taking \( (u_n)_+ \) as a test function for \((P; \lambda, \eta_n)\), we get

\[
0 < \int_{\Omega_r} |\nabla (u_n)_+|^p \, dx = \lambda \int_{\Omega_r} m (u_n)_+^p \, dx,
\]

and noting that \((u_n)_+ \in W^{1,p}_0(\Omega_r)\), we obtain a contradiction to the definition (3.12) of \( \lambda_1(m; \Omega_r) \) and the choice of \( \lambda \), i.e., \( \lambda < \lambda_1(m) + \delta \leq \lambda_1(m; \Omega_r) \). Thus, we conclude from Lemma 3.11 that \( u_n < 0 \) in \( \Omega \), opposite to our initial contradictory assumption.

(i) The proof is analogous to that from above, so we omit the details. \( \square \)

5.2 Nonuniformity of AMP

In this subsection, we prove the nonuniformity of the AMP with respect to \( f \) stated in Theorems 2.12 and 2.13.

**Proof of Theorem 2.12** Arguing by contradiction, we assume the existence of \( \varepsilon > 0 \) such that for any nonnegative \( f \in C^\infty_0(\Omega) \setminus \{0\} \) one can find \( \lambda \geq \lambda_1(m) + \varepsilon \) and \( \eta_n \geq 0 \) for which \((P)\) has either a nonnegative solution or a negative solution. Since \( \varphi_1 \in W^{1,p}_0(\Omega) \), there exists a sequence \( \{\varphi_n\} \subset C^\infty_0(\Omega) \) such that \( \varphi_n \to \varphi_1 \) in \( W^{1,p}_0(\Omega) \). In particular, we have \( \int_{\Omega_r} m |\varphi_n|^p \, dx > 0 \) for all sufficiently large \( n \). For such \( n \), we take any nonnegative \( f_n \in C^\infty_0(\Omega) \) satisfying \( \text{supp } \varphi_n \cap \text{supp } f_n = \emptyset \).

Let \( u_n \in W^{1,p}_0(\Omega) \) be either a nonnegative solution or a negative solution of \((P; \lambda_n, \eta_n)\) \( f_n \) with some \( \lambda_n \geq \lambda_1(m) + \varepsilon \) and \( \eta_n \geq 0 \). Recall that \( u_n \in C(\Omega) \) by Proposition A.2. Notice that the regularity assumptions on \( m, a, f \), and the assumption \( f_n \geq 0 \) a.e. in \( \Omega \) allow us to apply the weak Harnack inequality given by [48, Theorem 7.1.2 and a subsequent remark] when \( p \leq N \) (see also [48, Corollary 7.1.3]) and [48, Theorem 7.4.1] when \( p > N \), and hence we deduce that any nonnegative solution of \((P; \lambda_n, \eta_n)\) is actually positive. Denote \( v_n = |u_n| \), so \( \min_K v_n > 0 \) for every compact subset \( K \subset \Omega \). Since \( \varphi_n \in C^\infty_0(\Omega) \), we deduce from Lemma B.2 that \( |\varphi_n|^p / v_n^{p-1} \in W^{1,p}_0(\Omega) \) and hence we can use either \( |\varphi_n|^p / v_n^{p-1} \) or \( -|\varphi_n|^p / v_n^{p-1} \) as a test function for \((P; \lambda_n, \eta_n)\) in the case of \( u_n > 0 \) or \( u_n < 0 \) in \( \Omega \), respectively. Applying the Picone inequality given by Lemma B.3 and recalling that \( f_n, \varphi_n \) have disjoint supports, we deduce that

\[
\int_{\Omega_r} |\nabla \varphi_n|^p \, dx \geq \lambda_n \int_{\Omega_r} m |\varphi_n|^p \, dx + \eta_n \int_{\Omega_r} a v_n^{q-p} |\varphi_n|^p \, dx \geq \lambda_n \int_{\Omega} m |\varphi_n|^p \, dx,
\]

where the second inequality is satisfied since \( \eta_n \geq 0 \) and \( a \geq 0 \) a.e. in \( \Omega \). Recalling that \( \varphi_n \to \varphi_1 \) in \( W^{1,p}_0(\Omega) \), we obtain

\[
\lambda_1(m) = \frac{\int_{\Omega} |\nabla \varphi_1|^p \, dx}{\int_{\Omega} m |\varphi_1|^p \, dx} = \lim_{n \to \infty} \frac{\int_{\Omega} |\nabla \varphi_n|^p \, dx}{\int_{\Omega} m |\varphi_n|^p \, dx} \geq \lim \inf_{n \to \infty} \lambda_n \geq \lambda_1(m) + \varepsilon,
\]

which is impossible. \( \square \)

**Proof of Theorem 2.13** Suppose, by contradiction, that there exists \( \lambda > \lambda_1(m) \) such that for any nonnegative \( f \in C^\infty_0(\Omega) \setminus \{0\} \) one can find \( \eta \geq 0 \) for which \((P)\) has either a positive solution or a negative solution.
In view of the assumption \( (Ω) \), [51, Theorem 1.1] guarantees the existence of a sequence of smooth domains \( \{O_ρ\} \) such that each \( O_ρ \) is compactly contained in \( Ω \) and \( Ω \setminus O_ρ \subset Ω_ρ \). (See, e.g., [40, Eq (4), p. 117] for the validity of the assumption [51, (1.4)].) As in Sect. 3.3, we denote by \( φ_ρ ∈ W_{1,p}^0(O_ρ) \) a positive eigenfunction corresponding to \( λ_1(m; O_ρ) \), and we may assume that \( φ_ρ ∈ W_{1,p}^0(Ω) \) by the zero extension. Since each \( O_ρ \) is smooth and \( m ≥ 0 \) a.e. in \( Ω \), we have \( φ_ρ ∈ C^1(\overline{O_ρ}) \) and \( ∂φ_ρ/∂ν < 0 \) on \( ∂O_ρ \), see Sect. 1 and Remark 2.6. We deduce from Lemma 3.12 that

\[
λ_1(m; Ω) < λ_1(m; O_ρ) < λ \quad \text{and} \quad ∫_{O_ρ} aφ_ρ^q dx > 0
\]

(5.8)

for any sufficiently small \( ρ > 0 \), where the last inequality in (5.8) is guaranteed by the assumption \( ∫_{Ω} aφ_ρ^q dx > 0 \). For any such \( ρ > 0 \) we choose a smooth nonnegative function \( f \) such that \( supp f ⊂ Ω \setminus O_ρ \). In particular, we have \( supp f \cap supp φ_ρ = ∅ \). By our contradictory assumption, we can find a solution \( u \) of \( (P) \) for such \( f \) and some \( η ≥ 0 \) which is either positive or negative in \( Ω \). Denote \( v = |u| \), so \( v > 0 \) in \( Ω \), and we have \( v ∈ C^1(\overline{Ω}) \) by Proposition A.3.

Since \( supp φ_ρ = \overline{O_ρ} ⊂ Ω \) and \( min_{\overline{O_ρ}} v > 0 \), we can take \( φ_ρ^q/v^{q−1} \) as a test function for \( (P) \) and get

\[
∫_{O_ρ} |νv|^{p−2}νv ν \left( \frac{φ_ρ^q}{v^{q−1}} \right) dx = λ ∫_{O_ρ} mv^{p−q}φ_ρ^q dx + η ∫_{O_ρ} aφ_ρ^q dx
\]

(5.9)

by recalling that \( supp f \cap supp φ_ρ = ∅ \). On the other hand, in view of the assumption (2.2), the generalized Picone inequality [10, Theorem 1.8] guarantees that

\[
∫_{O_ρ} |νv|^{p−2}νv ν \left( \frac{φ_ρ^q}{v^{q−1}} \right) dx ≤ ∫_{O_ρ} |νφ_ρ|^{p−2}νφ_ρ ν \left( φ_ρ^{q−p+1}v^{p−q} \right) dx.
\]

(5.10)

In order to simplify the right-hand side of (5.10), let us show that \( φ_ρ^{q−p+1}v^{p−q} \) belongs to \( W_{1,1}^0(O_ρ) \). Due to the regularity of \( φ_ρ \) and \( v \), we have

\[
ν \left( φ_ρ^{q−p+1}v^{p−q} \right) = (q − p + 1) \left( \frac{v}{φ_ρ} \right)^{p−q} νφ_ρ + (p − q) \left( \frac{φ_ρ}{v} \right)^{q−p+1} νv \quad \text{in} \quad O_ρ.
\]

(5.11)

Since \( ∂φ_ρ/∂ν < 0 \) on \( ∂O_ρ \) and \( q − p + 1 > 0 \) by [10, Lemma 1.6], we see that \( ∫_{O_ρ} φ_ρ^{q−p} dx < ∞ \). Combining this fact with \( min_{\overline{O_ρ}} v > 0 \), we conclude from (5.11) that \( φ_ρ^{q−p+1}v^{p−q} ∈ W_{1,1}^0(O_ρ) \). Approximating now \( φ_ρ^{q−p+1}v^{p−q} \) by functions from \( C^∞(\overline{O_ρ}) \) in a standard way, we obtain

\[
∫_{O_ρ} |νφ_ρ|^{p−2}νφ_ρ ν \left( φ_ρ^{q−p+1}v^{p−q} \right) dx = λ_1(m; O_ρ) ∫_{O_ρ} mv^{p−q}φ_ρ^q dx.
\]

(5.12)

Consequently, (5.8), (5.9), (5.10), (5.12) lead to the following contradiction: for any sufficiently small \( ρ > 0 \), we have

\[
0 > (λ_1(m; O_ρ) − λ) ∫_{O_ρ} mv^{p−q}φ_ρ^q dx ≥ η ∫_{O_ρ} aφ_ρ^q dx ≥ 0,
\]

where the first inequality holds since \( v, φ_ρ > 0 \) in \( O_ρ \) and \( m = m_+ \) is nonzero in \( O_ρ \). □
5.3 Additional properties

In this final subsection, we prove additional qualitative properties of solutions of the problem \((P)\) stated in Sect. 2.3.

**Proof of Proposition 2.14** Suppose, by contradiction, that there exists a solution \(u\) of \((P)\) with some \(0 \leq \lambda \leq \lambda_1(m)\) and either \(\eta^*_\lambda(-(a)) < \eta \leq 0\) or \(0 \leq \eta < \eta^*_\lambda(a)\) satisfying \(u_\varepsilon \neq 0\) in \(\Omega\). Taking \(u = W_{0,1}^{1,p}(\Omega)\) as a test function for \((P)\), we get
\[
\int_\Omega |\nabla u_\varepsilon|^p dx - \lambda \int_\Omega m u_\varepsilon^p dx - \eta \int_\Omega a u_\varepsilon^q dx + \int_\Omega f u_\varepsilon dx = 0.
\]
If either \(\eta \int_\Omega a u_\varepsilon^q dx \leq 0\), or \(\lambda < \lambda_1(m)\), or \(\lambda = \lambda_1(m)\) and \(u_\varepsilon \neq t_\varphi_1\) for any \(t > 0\), then we obtain a contradiction to Lemma 3.8. Therefore, assume that \(\eta \int_\Omega a u_\varepsilon^q dx > 0\), \(\lambda = \lambda_1(m)\), and there exists \(t_0 > 0\) such that \(u_\varepsilon = t_0 \varphi_1\). We deduce from \((P)\) and \((1.1)\) that \(f = \eta a(t_0 \varphi_1)^{q-1}\). Since \(f\) is nonnegative and nontrivial, we have either \(\eta > 0\) and \(a \geq 0\) a.e. in \(\Omega\), or \(\eta < 0\) and \(a \leq 0\) a.e. in \(\Omega\). In the first case, we get \(0 < \eta < \eta^*_\lambda(0)\) and \(\int_\Omega a \varphi_1^q dx > 0\). However, it contradicts the fact that \(\eta^*_\lambda(0) = 0\), see Remark 2.15. The same contradiction is obtained in the second case. \(\square\)

**Proof of Proposition 2.17** First, we suppose, by contradiction, that there exists a nonnegative solution \(u\) of \((P)\) for some \(\lambda \geq \lambda_1(m)\) and \(\eta \geq 0\). In view of the regularity assumptions \((\mathcal{M}), (\mathcal{A}), (\mathcal{F})\) and the nonnegativity of \(a, f\), we can apply the weak Harnack inequality given by [48, Theorem 7.1.2 and a subsequent remark] when \(p \leq N\) (see also [48, Corollary 7.1.3]) and [48, Theorem 7.4.1] when \(p > N\) to deduce that \(u > 0\) in \(\Omega\). Lemma B.1 guarantees that \(\varphi_1^p/(u + \varepsilon)^{p-1} \in W_{0,1}^{1,p}(\Omega)\) for any \(\varepsilon > 0\), i.e., it can be used as a test function for \((P)\). Applying the Picone inequality from Lemma B.3, we get
\[
\lambda_1(m) \int_\Omega m \varphi_1^p dx = \int_\Omega |\nabla \varphi_1|^p dx \geq \int_\Omega |\nabla u|^p \nabla \left( \frac{\varphi_1^p}{(u + \varepsilon)^{p-1}} \right) dx
\]
\[
= \lambda \int_\Omega m \frac{u^{p-1}}{(u + \varepsilon)^{p-1}} \varphi_1^p dx + \eta \int_\Omega a \frac{u^{q-1}}{(u + \varepsilon)^{p-1}} \varphi_1^p dx + \int_\Omega \frac{f \varphi_1^p}{(u + \varepsilon)^{p-1}} dx
\]
\[
\geq \lambda \int_\Omega m \frac{u^{p-1}}{(u + \varepsilon)^{p-1}} \varphi_1^p dx + \frac{1}{(\|u\|_{\infty} + \varepsilon)^{p-1}} \int_\Omega f \varphi_1^p dx,
\]
thanks to the assumptions \(a, f \geq 0\) a.e. in \(\Omega\) and \(\eta \geq 0\). Recalling that \(u > 0\) in \(\Omega\), we use the dominated convergence theorem to obtain
\[
\int_\Omega m \frac{u^{p-1}}{(u + \varepsilon)^{p-1}} \varphi_1^p dx \to \int_\Omega m \varphi_1^p dx > 0 \quad \text{as} \ \varepsilon \searrow 0.
\]
Noting that \(\int_\Omega f \varphi_1^p dx > 0\) in view of the assumptions \(f \neq 0\) and \(f \geq 0\) a.e. in \(\Omega\), we observe that the last term in (5.13) is uniformly bounded with respect to \(\varepsilon > 0\) from below by a positive number. Therefore, we pass to the limit as \(\varepsilon \searrow 0\) in (5.13) and derive a contradiction to our assumption \(\lambda \geq \lambda_1(m)\).

Let us now cover the case \(\eta_\lambda \leq \eta < 0\) provided \(\lambda > \lambda_1(m)\). Suppose, by contradiction, that there exist \(\lambda > \lambda_1(m)\) and a sequence \(\eta_n \to 0\) such that \((P; \lambda, \eta_n)\) possesses a nonnegative solution \(u_n\). Let us show that \(\{u_n\}\) converges in \(W_{0,1}^{1,p}(\Omega)\), up to a subsequence, to a nonnegative solution of \((P; \lambda, 0)\), i.e., (1.4). Then the first part of the proof will yield a contradiction. For this purpose, we first show that \(\{u_n\}\) is bounded in \(W_{0,1}^{1,p}(\Omega)\). If we suppose, by
contradiction, that \( \| \nabla u_n \|_p \to \infty \), up to a subsequence, then Lemma 3.4 guarantees that \( \lambda \) is an eigenvalue of the problem (1.1) and \( \{ u_n / \| \nabla u \|_p \} \) converges in \( W_0^{1,p}(\Omega) \) to a nonnegative eigenfunction of (1.1), up to a subsequence. However, it is known that \( \lambda_1(m) \) is the unique positive eigenvalue of (1.1) which has a corresponding sign-constant eigenfunction, see, e.g., [15, Theorem 3.2]. This contradicts our assumption \( \lambda > \lambda_1(m) \). Thanks to the boundedness of \( \{ u_n \} \) in \( W_0^{1,p}(\Omega) \), we deduce from Lemma 3.3 that it converges in \( W_0^{1,p}(\Omega) \) to a nonnegative solution \( u \) of (1.4), up to a subsequence. But this is impossible in view of the first part of the proof which covers the case \( \eta = 0 \). \( \Box \)

6 Existence of solutions. Proof of Theorem 2.20

Recall from Sect. 2.4 that solutions of (P) are in one-to-one correspondence with critical points of the energy functional \( E_{\lambda, \eta} \in C^1(W_0^{1,p}(\Omega), \mathbb{R}) \) defined as

\[
E_{\lambda, \eta}(u) = \frac{1}{p} H_{\lambda}(u) - \frac{\eta}{q} \int_{\Omega} a|u|^q \, dx - \int_{\Omega} f u \, dx, \quad u \in W_0^{1,p}(\Omega),
\]

where

\[
H_{\lambda}(u) = \int_{\Omega} |\nabla u|^p \, dx - \lambda \int_{\Omega} m|u|^p \, dx.
\]

In order to prove Theorem 2.20, we will show that \( E_{\lambda, \eta} \) has a linking structure provided \( \lambda \neq \lambda_k(m), \ k \in \mathbb{N} \), where the sequence of eigenvalues \( \{ \lambda_k(m) \} \) of (1.1) is defined in Sect. 3.3. The arguments are similar to those presented in [9, Section 3.1]. For reader’s convenience, we give a sketch of the proof.

Throughout this section, we always assume that \((\tilde{\mathcal{M}}), (\tilde{A}), (\tilde{F})\) are satisfied, and either of the assumptions (i), (ii), (iii) of Theorem 2.20 holds. In this case, Lemma 3.2 guarantees that \( E_{\lambda, \eta} \) satisfies the Palais–Smale condition.

If \( m_- \) is nontrivial, then \( \lambda \in \sigma(-\Delta_p; m) \) if and only if \(-\lambda \in \sigma(-\Delta_p; -m) \) (see Sect. 3.3), and hence it is sufficient to handle only the case \( \lambda \geq 0 \). If \( m_- = 0 \) a.e. in \( \Omega \), then all the subsequent results remain valid also for \( \lambda < 0 \).

6.1 Linking structure

Taking any \( \lambda \geq 0 \), we consider the set

\[
Y(\lambda; m) := \left\{ u \in W_0^{1,p}(\Omega) : \| \nabla u \|_p^p \geq \lambda \int_{\Omega} m|u|^p \, dx \right\}.
\]

Recall from Sect. 3.3 that \( S^k \) stands for the unit sphere in \( \mathbb{R}^{k+1} \). Denoting \( S^k_+ = \{ x = (x_1, \ldots, x_{k+1}) : \ x_{k+1} \geq 0 \} \), we have \( \partial S^k_+ = S^{k-1} \).

Lemma 6.1 Let \( k \in \mathbb{N} \). If \( h \in C(S^k_+, W_0^{1,p}(\Omega)) \) and \( h|_{S^{k-1}} \) is odd, then \( h(S^k_+) \) intersects with \( Y(\lambda_{k+1}(m); m) \).

Proof Let us take any \( h \) as required. If there exists \( z \in S^k_+ \) such that \( \int_{\Omega} m|h(z)|^p \, dx \leq 0 \), then \( h(z) \in Y(\lambda_{k+1}(m); m) \). Therefore, assume that \( \int_{\Omega} m|h(z)|^p \, dx > 0 \) for any \( z \in S^k_+ \). Let us define a normalization \( h' \) of \( h \) as \( h'(z) = h(z) / (\int_{\Omega} m|h(z)|^p \, dx)^{1/p} \) for \( z \in S^k_+ \). Thus, we have \( h' \in C(S^k_+, S(m)) \), where the subset \( S(m) \) of \( W_0^{1,p}(\Omega) \) is defined by (3.15). Consider
the odd extension $\tilde{h} \in C(S^k, S(m))$ of $h'$ defined as $\tilde{h}(z) := -h'(-z)$ for $z \in S^k \setminus S^k_\perp$. That is, we have $\tilde{h} \in \mathcal{H}_{k+1}(m)$, where the set $\mathcal{H}_{k+1}(m)$ is defined by (3.14), and so the definition (3.13) of $\lambda_{k+1}(m)$ gives

$$\max_{z \in S^k_+} \|\nabla h'(z)\|_P^p = \max_{z \in S^k} \|\nabla \tilde{h}(z)\|_P^p \geq \lambda_{k+1}(m).$$

Consequently, there exists $z \in S^k_+$ such that $\|\nabla h'(z)\|_P^p \geq \lambda_{k+1}(m)$, which yields $h(z) \in Y(\lambda_{k+1}(m); m)$. □

**Lemma 6.2** Let $0 \leq \lambda < \xi$ and $\eta \in \mathbb{R}$. Then $E_{\lambda, \eta}$ is bounded from below and coercive on $Y(\xi; m)$.

**Proof** Recalling our default assumption $1 < q < p$, it is sufficient to justify the existence of a constant $C > 0$ such that $H_\lambda(u) \geq C \|\nabla u\|_P^p$ for all $u \in Y(\xi; m)$. Take any $u \in Y(\xi; m)$. If $\int_{\Omega} m|u|^p \, dx \leq 0$, then the desired inequality is obvious with $C = 1$. If $\int_{\Omega} m|u|^p \, dx > 0$, then we get

$$H_\lambda(u) \geq \left(1 - \frac{\lambda}{\xi}\right) \|\nabla u\|_P^p.$$ 

Thus, taking $C = \min\{1, 1 - \lambda/\xi\} > 0$, we obtain the claim. □

### 6.2 Case $\lambda \geq 0$ and $\lambda \notin \{\lambda_k(m) : k \in \mathbb{N}\}$

It is clear that if $0 \leq \lambda < \lambda_1(m)$, then $Y(\lambda_1(m); m) = W^{1,p}_0(\Omega)$, and hence there exists a global minimizer of $E_{\lambda, \eta}$ which is a solution of $(\mathcal{P})$. (If $m_- = 0$ a.e. in $\Omega$, then the same is true also for $\lambda \leq 0$.) Assume that $\lambda > \lambda_1(m)$ and $\lambda \notin \{\lambda_k(m) : k \in \mathbb{N}\}$. (Observe that, hypothetically, $\lambda$ might still be an eigenvalue of (1.1), in which case we recall that either the assumption (ii) or (iii) of Theorem 2.20 is satisfied.) Since $\lambda_k(m) \to \infty$ as $k \to \infty$ (see [15, Remark 2.1]), there exists $k \in \mathbb{N}$ such that $\lambda_k(m) < \lambda < \lambda_{k+1}(m)$. Define

$$\omega := \inf \left\{ E_{\lambda, \eta}(u) : u \in Y(\lambda_{k+1}(m); m) \right\},$$

$$\Lambda := \left\{ h \in C(S^k_+, W^{1,p}_0(\Omega)) : \max_{z \in S^k_{k-1}} E_{\lambda, \eta}(h(z)) \leq \omega - 1 \text{ and } h|_{S^k_{k-1}} \text{ is odd} \right\},$$

$$c := \inf_{h \in \Lambda} \max_{z \in S^k_{k-1}} E_{\lambda, \eta}(h(z)).$$

According to Lemma 6.2, $\omega$ is bounded from below. If $\Lambda \neq \emptyset$, then Lemma 6.1 yields $c \geq \omega$. Recalling that $E_{\lambda, \eta}$ satisfies the Palais–Smale condition by Lemma 3.2, we use standard arguments based on the deformation lemma to deduce that $c$ is a critical level of $E_{\lambda, \eta}$, see, e.g., [55, pp. 3023–3024]. Therefore, it remains to verify that $\Lambda \neq \emptyset$.

Let us take any $0 < \varepsilon < (\lambda - \lambda_k(m))/2$. Thanks to the definition (3.13) of $\lambda_k(m)$, we can find $h_0 \in \mathcal{H}(m)$ such that

$$\max_{z \in S^k_{k-1}} \|\nabla h_0(z)\|_P^p < \lambda_k(m) + \varepsilon,$$

and hence

$$\max_{z \in S^k_{k-1}} H_\lambda(h_0(z)) < \lambda_k(m) + \varepsilon - \lambda < -\varepsilon.$$
In view of the assumptions 1 < q < p and \((\tilde{A}), (\tilde{F})\), there exists \(T_0 > 0\) such that
\[
\max_{\zeta \in \mathbb{S}^{k-1}} E_{\lambda, \eta}(Th_0(z)) < -\frac{T^p}{p} \frac{p}{q} + \frac{T^q}{q} |\eta| \|a\|_{p'} \max_{\zeta \in \mathbb{S}^{k-1}} \|h_0(z)\|_{q'/(p-1)}^q + T \|f\|_{p'} \max_{\zeta \in \mathbb{S}^{k-1}} \|h_0(z)\|_{p'/\gamma} \leq \omega - 1 \tag{6.1}
\]
for any \(T \geq T_0\). Here, we set \(\gamma/(\gamma - 1) = \infty\) if \(\gamma = 1\) (in the case \(N < p\)). Using \([23, \text{Theorem 4.1}]\), we can extend \(h_0\) from \(S^{k-1}\) to \(S^k_+\). Thus, we see from (6.1) that \(Th_0 \in \Lambda\), which then implies that \(c\) is a critical value of \(E_{\lambda, \eta}\).

6.3 Case \(\lambda = \lambda_k(m)\) under assumption (ii)

We may assume that \(k \in \mathbb{N}\) is such that \(\lambda = \lambda_k(m) < \lambda_{k+1}(m)\). Take any sequence \(\lambda_n \searrow \lambda\) and assume, without loss of generality, that \(\lambda_k(m) < \lambda_n < \lambda_{k+1}(m)\) for all \(n\). Similarly to Sect. 6.2 above, we define
\[
\omega_n := \inf\{ E_{\lambda_n, \eta}(u) : u \in Y(\lambda_{k+1}(m); m) \},
\]
\[
\Lambda_n := \left\{ h \in C(S^k_+, W^{1,p}_0(\Omega)) : \max_{\zeta \in \mathbb{S}^{k-1}} E_{\lambda_n, \eta}(h(z)) \leq \omega_n - 1 \text{ and } h \big|_{S^k_1} \text{ is odd} \right\},
\]
\[
c_n := \inf_{h \in \Lambda_n} \max_{\zeta \in \mathbb{S}^{k-1}} E_{\lambda_n, \eta}(h(z))
\]
for every \(n\). Arguing as in Sect. 6.2, we get \(\Lambda_n \neq \emptyset\), and Lemma 6.1 implies that \(c_n \geq \omega_n\).

Since \(\{\lambda_n\}\) is decreasing, we have \(H_{\lambda_n}(u) \geq H_{\lambda_1}(u)\) and hence \(E_{\lambda_n, \eta}(u) \geq E_{\lambda_1, \eta}(u)\) for any \(u \in W^{1,p}_0(\Omega)\) such that \(\int_{\Omega} m(u)^p \, dx \geq 0\). On the other hand, for any \(u \in W^{1,p}_0(\Omega)\) with \(\int_{\Omega} m(u)^p \, dx < 0\) we have \(E_{\lambda_n, \eta}(u) \geq E_{0, \eta}(u)\). Therefore, we deduce that
\[
c_n \geq \omega_n \geq \min \left\{ \inf_{Y(\lambda_{k+1}(m); m)} E_{\lambda_1, \eta}, \inf_{W^{1,p}_0(\Omega)} E_{0, \eta} \right\} > -\infty \text{ for any } n,
\]
where the last inequality follows from Lemma 6.2 and the coercivity of the functional \(E_{0, \eta}\) on \(W^{1,p}_0(\Omega)\). Consequently, \(\{c_n\}\) is bounded from below.

Arguing as in \([9, \text{Section 3.2}]\), for each \(n\) we can find a function \(u_n \in W^{1,p}_0(\Omega)\) such that
\[
|E_{\lambda_n, \eta}(u_n) - c_n| < \frac{1}{n} \text{ and } \|E'_{\lambda_n, \eta}(u_n)\|_* < \frac{1}{n}. \tag{6.2}
\]
Let us show that \(\{u_n\}\) is bounded in \(W^{1,p}_0(\Omega)\). Indeed, if \(\|\nabla u_n\|_p \to \infty\) along a subsequence, then, by standard arguments, the second inequality in (6.2) implies that the normalized functions \(v_n = u_n/\|\nabla u_n\|_p\) converge in \(W^{1,p}_0(\Omega)\) to some \(v_0 \in ES(\lambda; m) \setminus \{0\}\), up to a subsequence. Recalling that \(\{c_n\}\) is bounded from below and passing to the limit in
\[
\frac{p(c_n - 1/n)}{\|\nabla u_n\|_p^q} - \frac{1}{n \|\nabla u_n\|_p^{q-1}} \leq \frac{1}{\|\nabla u_n\|_p^q} \left( pE_{\lambda_n, \eta}(u_n) - \left( E'_{\lambda_n, \eta}(u_n), u_n \right) \right) = - \left( \frac{p}{q} - 1 \right) \eta \int_{\Omega} a|v_n|^q \, dx - \frac{p-1}{\|\nabla u_n\|_p^{q-1}} \int_{\Omega} f v_n \, dx,
\]
we deduce that $\eta \int_{\Omega} a|v_0|^q \, dx \leq 0$. However, this contradicts the imposed assumption (ii), which implies that $\{u_n\}$ is bounded in $W^{1,p}_0(\Omega)$. Thanks to (3.2), we have

$$\|E_{\lambda, \eta}^\prime(u_n)\|_* \leq \|E_{\lambda, \eta}^\prime(u_n) - E_{\lambda_0, \eta}^\prime(u_n)\|_* + \|E_{\lambda_0, \eta}^\prime(u_n)\|_* \leq C(\lambda - \lambda_0)\|\nabla u_n\|^{p-1} + \frac{1}{\eta},$$

where $C > 0$ is independent of $u_n$ (cf. (3.2) in Lemma 3.3). Therefore, we see that $\{u_n\}$ is a bounded Palais–Smale sequence for $E_{\lambda, \eta}$. Applying Lemma 3.1, we conclude that $\{u_n\}$ converges in $W^{1,p}_0(\Omega)$ to a critical point of $E_{\lambda, \eta}$, up to a subsequence.

### 6.4 Case $\lambda = \lambda_k(m)$ under assumption (iii)

We may assume that $k \in \mathbb{N}$ is such that $\lambda_k(m) < \lambda = \lambda_{k+1}(m)$. Consider any sequence $\lambda_n \not\approx \lambda$ and assume, without loss of generality, that $\lambda_k(m) < \lambda_n < \lambda_{k+1}(m)$ for all $n$. Let us define $\omega_n$, $\lambda_n$, and $c_n$ as in Sect. 6.3 above.

As in Sect. 6.2, we can find $h_0 \in C(S^k, W^{1,p}_0(\Omega))$ such that $h_0|_{S^k-1}$ is odd, $\int_{\Omega} m|h_0(z)|^p \, dx = 1$ for all $z \in S^{k-1}$, and $\max_{z \in S^{k-1}} E_{\lambda, \eta}(Th_0(z)) \to -\infty$ as $T \to \infty$. Then, arguing in a similar way as in [9, Section 3.3], we can prove that $\{c_n\}$ is bounded from above and for any $n$ one can find $u_n \in W^{1,p}_0(\Omega)$ satisfying

$$|E_{\lambda_n, \eta}(u_n) - c_n| < \frac{1}{n} \quad \text{and} \quad \|E_{\lambda_n, \eta}^\prime(u_n)\|_* < \frac{1}{n}.$$

Then, as in Sect. 6.3, the inequality

$$\frac{p(c_n + 1/n)}{\|\nabla u_n\|^q_p} + \frac{1}{n\|\nabla u_n\|^q_p} \geq \frac{1}{\|\nabla u_n\|^q_p} \left( pE_{\lambda_n, \eta}(u_n) - \left\{E_{\lambda_n, \eta}^\prime(u_n), u_n\right\} \right)$$

$$= - \left( \frac{p}{q} - 1 \right) \eta \int_{\Omega} a|v_n|^q \, dx - \frac{p - 1}{\|\nabla u_n\|^q_p} \int_{\Omega} f v_n \, dx,$$

where $v_n = u_n/\|\nabla u_n\|_p$, in combination with the imposed assumption (iii) implies the boundedness of $\{u_n\}$ in $W^{1,p}_0(\Omega)$, which yields the existence of a critical point of $E_{\lambda_n, \eta}$.
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### A Regularity

We start with an $L^\infty(\Omega)$-bound for solutions of the problem (P). In view of the Morrey lemma, it will be sufficient to investigate only the case $N \geq p$. The proof uses the classical bootstrap argument and we present it sketchily for completeness.

### Proposition A.1

Let $N \geq p > 1$. Assume that $m, a, f \in L^\gamma(\Omega)$ for some $\gamma > N/p$, and $M_1 > 0$ is any constant such that $\|m\|_{\gamma}, \|a\|_{\gamma}, \|f\|_{\gamma} \leq M_1$. Let $r$ be such that $p\gamma' < r < p^*$. 

\[\square\]
where $\gamma' = \gamma/(\gamma - 1)$ and $p^* \text{ is defined in } (3.1)$. Assume that $|\lambda|, |\eta| \leq M_2$ for some $M_2 > 0$. Then there exists $C = C(|\Omega|, M_1, M_2, p, q, \gamma, r) > 0$ such that any solution $u$ of $(P)$ satisfies

$$
\|u\|_\infty \leq C \left( 1 + \|u\|_r \right). \tag{A.1}
$$

**Proof** Let $C_* > 0$ be the best constant of the embedding $W_0^{1,p}(\Omega) \hookrightarrow L^r(\Omega)$, and set $M_0 = \max\{1, |\Omega|\}$. Let $u$ be any solution of $(P)$ and denote, for brevity, $v = u_+$. For any $l > 0$ and $M > 0$, we denote $v_M = \min\{v, M\}$ and take $v_M^{l+1} \in W_0^{1,p}(\Omega)$ as a test function for $(P)$. Concerning the left-hand side of $(P)$, we have

$$
\int_\Omega |\nabla v|^p v^{l+1} = (l + 1) \int_\Omega v^l |\nabla v| v^p dx = (l + 1) \left( \frac{p}{p + l} \right)^p \int_\Omega |\nabla v_M| v^p dx \geq (l + 1) \left( \frac{p}{C_s(p + l)} \right)^p \|v_M^{l+1/p}\|_r \geq \frac{1}{C_s^p(p + l)^p} \|v_M\|_{(p+l)r/p}. \tag{A.2}
$$

On the other hand, temporarily assuming that $v \in L^{(p+l)r'}(\Omega)$, we apply the Hölder inequality to estimate the right-hand side of $(P)$ from above by the following expressions:

$$
|\lambda| \|m\|_{\gamma'} \|v\|_{(p+l)r'}^{p+1} + |\eta| \|a\|_{\gamma'} \|v\|_{(q+l)r'}^{q+1} + \|f\|_{\gamma'} \|v\|_{(1+l)r'}^{1+1} \\
\leq M_1 \left( M_2 + M_2 M_0^{(p+l)\gamma'} + M_0^{(p+l)\gamma'} \right) \max\{1, \|v\|_{(p+l)\gamma'}\} \\
\leq M_1 \left( M_2 + M_2 M_0^{(p+l)p'} + M_0^{(p+l)p'} \right) \max\{1, \|v\|_{(p+l)\gamma'}\}. \tag{A.3}
$$

Consequently, if $v \in L^{(p+l)r'}(\Omega)$ for some $l > 0$, then we let $M \to \infty$ and deduce from (A.2) and (A.3) that $v \in L^{(p+l)r/p}(\Omega)$ and

$$
\|v\|_{(p+l)r/p} \leq (C(p + l)^{1/(p+l)}) \max\{1, \|v\|_{(p+l)\gamma'}\}, \tag{A.4}
$$

where $C \geq 1$ is a constant independent of $l > 0$ and $v$. Now we define a sequence $\{l_m\}$ as follows:

$$
(p + l_0)\gamma' = r \quad \text{and} \quad l_{m+1} = \frac{p + l_m}{p} - p, \quad \text{where} \quad P := \frac{\gamma'}{r} < 1.
$$

In particular, we do have $v \in L^{(p+l_0)\gamma'}(\Omega)$. Denoting $d_m = (C(p + l_m)^{1/(p+l_m)}$, we infer from (A.4) that

$$
\|v\|_{(p+l_{m+1})\gamma'} \leq d_m \max\{1, \|v\|_{(p+l_m)\gamma'}\} \leq \max\{1, \|v\|_{(p+l_0)\gamma'}\} \prod_{k=0}^{m} d_k \tag{A.5}
$$

for every $m$. Let us show that $\prod_{k=0}^{\infty} d_k$ is finite. We have

$$
\log \prod_{k=0}^{\infty} d_k = \log C \sum_{k=0}^{\infty} \frac{1}{p + l_k} + p \sum_{k=0}^{\infty} \frac{\log(p + l_k)}{p + l_k}. \tag{A.6}
$$

Noting that $P = (p + l_k)/(p + l_{k+1}) < 1$, we deduce that $l_k \to \infty$ and get

$$
\frac{\log(p + l_{k+1})}{p + l_{k+1}} \frac{p + l_k}{\log(p + l_k)} = P \left( 1 - \frac{\log P}{\log(p + l_k)} \right) \to P < 1 \quad \text{as} \quad k \to \infty.
$$

\[ Springer \]
Hence, the series in (A.6) are convergent, which completes the proof of the boundedness of \( v \) by letting \( m \to \infty \) in (A.5). Repeating the same procedure with \( v = -u_\cdot \), we obtain the boundedness of \( u_\cdot \) and hence of \( u \) in the form (A.1).

After we established the boundedness of solutions of (\( P \)), we can consider the whole right-hand side of (\( P \)) as a function which maps \( \Omega \) to \( \mathbb{R} \) and investigate the regularity of solutions of the corresponding Poisson problem in order to get the regularity of solutions of (\( P \)). Namely, we consider the problem

\[
\begin{aligned}
-\Delta_p u &= g(x) \quad \text{in } \Omega, \\
 u &= 0 \quad \text{on } \partial \Omega.
\end{aligned}
\]  

(A.7)

The following result on the local Hölder regularity of the (unique) solution of (A.7) is well known (see, e.g., [48, Theorem 7.3.1]) and we omit the proof.

**Proposition A.2** Let \( \|g\|_\gamma \leq M \) for some \( M > 0 \), where \( \gamma > N/p \) if \( N \geq p \) and \( \gamma = 1 \) if \( N < p \). Then the solution \( u \in W^{1,p}_0(\Omega) \) of (A.7) satisfies \( u \in C(\Omega) \cap L^\infty(\Omega) \). Moreover, there exists \( \beta = \beta(p, N, \gamma) \in (0, 1) \) such that for any compact subset \( K \subset \Omega \) there exists \( C = C(\Omega, K, p, \gamma) > 0 \) such that \( \|u\|_{C^{0,\beta}(K)} \leq C \).

Let us discuss a higher regularity of solutions of (A.7) under a higher integrability assumption on the source function \( g \). The proof of the following result is inspired by [46, Proposition 2.1] (see also [2, Proposition 2.1] and compare with [19, Corollary]). We expand the approach of [46, Proposition 2.1] in order to provide more explicit dependence of the regularity of solutions of (A.7) on \( g \), which is necessary for the proofs of our main results formulated under the assumptions (\( O \)), (\( M \)), (\( A \)), (\( F \)).

**Proposition A.3** Let \( \Omega \) satisfy (\( O \)). Let \( \|g\|_\gamma \leq M \) for some \( M > 0 \) and \( \gamma > N \). Then there exist \( \beta = \beta(M, p, N, \gamma) \in (0, 1) \) and \( C = C(\Omega, M, p, \gamma) > 0 \) such that the solution \( u \in W^{1,p}_0(\Omega) \) of (A.7) satisfies \( u \in C^{1,\beta}(\overline{\Omega}) \) and \( \|u\|_{C^{1,\beta}(\overline{\Omega})} \leq C \).

**Proof** Throughout the proof, we denote by \( C > 0 \) a universal constant, for convenience. First, we consider the following problem for the linear Laplace operator:

\[
\begin{aligned}
-\Delta v &= g(x) \quad \text{in } \Omega, \\
v &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]  

(A.8)

where the function \( g \) is the same as in (A.7). Since \( \Omega \) is of class \( C^{1,1} \) and \( g \in L^\gamma(\Omega) \) with \( \gamma > N \), the problem (A.8) has a unique solution \( v \in W^{2,\gamma}(\Omega) \), see, e.g., [27, Theorem 9.15] (in fact, here \( \gamma > 1 \) is enough). Moreover, this solution has the following property, see, e.g., [27, Lemma 9.17]:

\[
\|v\|_{W^{2,\gamma}(\Omega)} \leq C \|g\|_\gamma,
\]

where \( C \) does not depend on \( v \) and \( g \). Thanks to the regularity of \( \Omega \) and the assumption \( \gamma > N \), the embedding \( W^{2,\gamma}(\Omega) \hookrightarrow C^{1,\kappa}(\overline{\Omega}) \) is continuous with \( \kappa = 1 - \frac{N}{\gamma} \in (0, 1) \), see, e.g., [27, Theorem 7.26] (in fact, here \( C^{0,1} \)-regularity of \( \Omega \) is enough). Consequently,

\[
\|v\|_{C^{1,\kappa}(\overline{\Omega})} \leq C \|v\|_{W^{2,\gamma}(\Omega)} \leq C \|g\|_\gamma \leq CM,
\]

where \( C \) is independent of \( v \). Recall, for convenience, that

\[
\|v\|_{C^{1,\kappa}(\overline{\Omega})} := \sup_{x \in \Omega} |v(x)| + \max_{i=1, \ldots, N} \sup_{x \in \Omega} |v'_x(x)| + \max_{i=1, \ldots, N} \sup_{x, y \in \Omega, x \neq y} \frac{|v'_{x_i}(x) - v'_{x_i}(y)|}{|x - y|^\kappa}.
\]
Denoting $V(x) = \nabla v(x)$, we have

$$V \in C^{0,\kappa} (\overline{\Omega}; \mathbb{R}^N).$$  \hfill (A.9)

Subtracting (A.8) from (A.7), we see that the solution $u$ of (A.7) weakly solves the problem

$$\begin{cases}
-\text{div}\left(|\nabla u|^{p-2}\nabla u - V(x)\right) = 0 & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases}$$  \hfill (A.10)

Let us show that the regularity result [39, Theorem 1] is applicable to (A.10). Denote $A(x, z) = |z|^{p-2}z - V(x)$ and $a^{ij}(z) = \frac{\partial A(x, z)}{\partial z_i}$, $z \in \mathbb{R}^N$. The matrix $(a^{ij}(z))$ is a symmetric $N \times N$-matrix corresponding to the linearization of the $p$-Laplacian and we have

$$(a^{ij}(z)) = |z|^{p-2}\left( I + (p-2)\frac{z \otimes z}{|z|^2} \right), \quad z \in \mathbb{R}^N \setminus \{0\},$$

where $z \otimes z := (z_i z_j)$ is a matrix. We set $(a^{ij}(0))$ to be a zero matrix. It is not hard to see that

$$\min\{1, p - 1\} |z|^{p-2} |\xi|^2 \leq \sum_{i,j=1}^{N} a^{ij}(z) \xi_i \xi_j \leq \max\{1, p - 1\} |z|^{p-2} |\xi|^2$$

for any $z, \xi \in \mathbb{R}^N$, see, e.g., [53, Section 5.1]. Thanks to (A.9), we have the following estimate for all $x, y \in \overline{\Omega}$ and $z \in \mathbb{R}^N$:

$$|A(x, z) - A(y, z)| = |V(x) - V(y)| \leq C|x - y|^\kappa,$$

where $C$ depends on $M$ but does not depend on $v, x, y, z$. We also mention that since $\Omega$ satisfies (O), $\Omega$ automatically belongs to the class $C^{1,\kappa}$.

Finally, we recall that the solution $u$ of (A.7) is bounded. More precisely, in the case $N \geq p$, Proposition A.1 gives the bound

$$\|u\|_\infty \leq C \left( 1 + \|u\|_r \right),$$  \hfill (A.11)

where $p \gamma' < r < p^*$ and $C$ does not depend on $u$, and a similar bound holds in the case $N < p$ due to the Morrey lemma. Notice that since $\gamma > N$, we have $\gamma' < p^*$. Since $u$ satisfies $\int_\Omega |\nabla u|^p dx = \int_\Omega gu dx$, we use the Hölder inequality and the continuity of the embedding $W_0^{1, p}(\Omega) \hookrightarrow L^{\gamma'}(\Omega)$ to deduce that

$$\|\nabla u\|_p^p \leq \|g\|_{\gamma'} \|u\|_{\gamma'} \leq C \|g\|_{\gamma'} \|\nabla u\|_p,$$

which yields

$$\|u\|_r \leq C \|\nabla u\|_p \leq C \|g\|_{\gamma'}^{\frac{1}{p-1}} \leq CM^{\frac{1}{p-1}},$$

where $C$ does not depend on $M$ and $u$. Combining this estimate with (A.11), we finally arrive at the bound $\|u\|_\infty \leq C$, where $C$ is independent of $u$.

Thus, all the requirements of [39, Theorem 1] are satisfied, which guarantees that $u \in C^{1,\beta}(\overline{\Omega})$, where $\beta = \beta(M, p, N, \gamma) \in (0, 1)$ and $\|u\|_{C^{1,\beta}(\overline{\Omega})} \leq C(\Omega, M, p, \gamma)$. \hfill $\square$
B Weak form of the Picone inequality

In the proofs of Theorem 2.12 and Proposition 4.2 (and hence of Theorem 2.9 (ii)), we need to employ a version of the standard Picone inequality [3, Theorem 1.1] applicable to purely Sobolev functions, i.e., when no a priori information on the a.e.-differentiability is available. We start with the following auxiliary results.

**Lemma B.1** Let \( \varphi \in W^{1,p}(\Omega) \cap L^\infty(\Omega) \), \( u \in W^{1,p}(\Omega) \), and \( \varepsilon > 0 \). Then \( |\varphi|^p/(|u|+\varepsilon)^{p-1} \in W^{1,p}(\Omega) \cap L^\infty(\Omega) \) and its weak gradient is expressed as follows:

\[
\nabla \left( \frac{|\varphi|^p}{(|u|+\varepsilon)^{p-1}} \right) = p \frac{|\varphi|^{p-2} \varphi}{(|u|+\varepsilon)^{p-1}} \nabla \varphi - (p - 1) \frac{|\varphi|^p}{(|u|+\varepsilon)^p} (\nabla u_+ + \nabla u_-). \tag{B.1}
\]

If, in addition, \( \varphi \in W^{1,p}_0(\Omega) \), then \( |\varphi|^p/(|u|+\varepsilon)^{p-1} \in W^{1,p}_0(\Omega) \).

**Proof** The proof is based on classical arguments, so we will be sketchy. First, we observe that \( |\varphi|^p \in W^{1,p}(\Omega) \cap L^\infty(\Omega) \). Indeed, since \( \varphi \in L^\infty(\Omega) \), we can find a function \( G \in C^1(\mathbb{R}) \) such that \( G(s) = |s|^p \) for \( s \in [-\|\varphi\|, \|\varphi\|] \) and \( |G'(s)| \leq M \) for all \( s \in \mathbb{R} \) and some uniform constant \( M > 0 \). Then [30, Theorem 1.18] ensures that \( G(\varphi) \equiv |\varphi|^p \in W^{1,p}(\Omega) \) and its weak gradient is calculated according to the classical rules. Clearly, we also have \( |\varphi|^p \in L^\infty(\Omega) \).

It can be shown in a similar way that \( 1/(|u|+\varepsilon)^{p-1} \in W^{1,p}(\Omega) \cap L^\infty(\Omega) \). Indeed, we can find a function \( H \in C^1(\mathbb{R}) \) such that \( H(s) = 1/s^{p-1} \) for \( s \in [\varepsilon, \infty) \) and \( |H'(s)| \leq M \) for all \( s \in \mathbb{R} \) and some uniform constant \( M > 0 \). Since \( \Omega \) is bounded, we have \( |u|+\varepsilon \in W^{1,p}(\Omega) \). Hence, we deduce from [30, Theorem 1.18] that \( H(|u|+\varepsilon) \equiv 1/(|u|+\varepsilon)^{p-1} \in W^{1,p}(\Omega) \), and its weak gradient can be expanded by the classical rules. Since \( 1/(|u|+\varepsilon)^{p-1} \leq 1/\varepsilon^{p-1} \), we conclude that \( 1/(|u|+\varepsilon)^{p-1} \in L^\infty(\Omega) \).

Applying now [30, Theorem 1.24 (i)], we see that \( |\varphi|^p/(|u|+\varepsilon)^{p-1} \in W^{1,p}(\Omega) \cap L^\infty(\Omega) \) and its weak gradient is given by the expression (B.1). If we additionally assume that \( \varphi \in W^{1,p}_0(\Omega) \), then, by a simple amendment of the proof of [30, Theorem 1.18], we have \( |\varphi|^p \in W^{1,p}_0(\Omega) \), and hence \( |\varphi|^p/(|u|+\varepsilon)^{p-1} \in W^{1,p}_0(\Omega) \) by [30, Theorem 1.24 (ii)]. \( \square \)

Under stronger requirements on the functions \( \varphi \) and \( u \), we can omit \( \varepsilon \) in Lemma B.1.

**Lemma B.2** Let \( \varphi \in W^{1,p}(\Omega) \cap L^\infty(\Omega) \) and \( u \in W^{1,p}(\Omega) \) be such that \( K := \text{supp} \varphi \subset \Omega \) and \( \text{ess inf}_K |u| > 0 \). Then \( |\varphi|^p/|u|^{p-1} \in W^{1,p}_0(\Omega) \cap L^\infty(\Omega) \) and its weak gradient is expressed as in (B.1) with \( \varepsilon = 0 \).

**Proof** Arguments are similar to those from the proof of Lemma B.1 and hence we omit the details. \( \square \)

In view of the expression (B.1), one can argue exactly as in the proof of [3, Theorem 1.1] to obtain the following weak version of the Picone inequality, see also [1, Section 2] and [53, Section 3.2] for related results.

**Lemma B.3** Let \( \varphi \in W^{1,p}(\Omega) \cap L^\infty(\Omega) \) and \( u \in W^{1,p}(\Omega) \) be such that \( u \geq 0 \) a.e. in \( \Omega \). Let \( \varepsilon > 0 \). Then the following inequality holds:

\[
\int_\Omega |\nabla u|^{p-2} \nabla u \nabla \left( \frac{|\varphi|^p}{(u+\varepsilon)^{p-1}} \right) dx \leq \int_\Omega |\nabla \varphi|^p\, dx. \tag{B.2}
\]

If, in addition, \( K := \text{supp} \varphi \subset \Omega \) and \( \text{ess inf}_K u > 0 \), then (B.2) holds with \( \varepsilon = 0 \).
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