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ABSTRACT. In this paper, we study the following nonlinear Schrödinger-Poisson system
\[
\begin{align*}
-\Delta u + u + \epsilon K(x)\Phi(x)u &= f(u), \\ -\Delta \Phi &= K(x)u^2,
\end{align*}
\]
where $K(x)$ is a positive and continuous potential and $f(u)$ is a nonlinearity satisfying some decay condition and some non-degeneracy condition, respectively. Under some suitable conditions, which are given in section 1, we prove that there exists some $\epsilon_0 > 0$ such that for $0 < \epsilon < \epsilon_0$, the above problem has infinitely many positive solutions by applying localized energy method. Our main result can be viewed as an extension to a recent result Theorem 1.1 of Ao and Wei in [3] and a result of Li, Peng and Wang in [26].

1. Introduction and the main result. In this paper, we are mainly motivated by the following problem
\[
\begin{align*}
\frac{i\hbar}{\partial t} \frac{\partial \psi}{\partial t} &= -\frac{\hbar^2}{2m}\Delta \psi + (V(x) + E)\psi + \epsilon K(x)\Phi(x)\psi - f(x, \psi), \\ -\Delta \Phi &= K(x)|\psi|^2,
\end{align*}
\]
where $\hbar$ is the Planck constant, $i$ is the imaginary unit, $m$ is a positive constant, $E$ is a real number, $\epsilon > 0$, $\psi : \mathbb{R}^3 \times [0, T] \mapsto \mathbb{C}$. It is well known that this type of equations has a strong physical meaning because it appears in quantum mechanics models (see e.g. [10, 12, 28]) and in semiconductor theory (see [8, 29, 30]).
We want to investigate the existence of standing wave \( \psi(x,t) = e^{-iEt} u(x) \), where \( u(x) \) is a real function. If \( f(x,|\psi|) = f(x,\psi) \), then \( u \) solves
\[
\begin{cases}
-\frac{\hbar^2}{2m} \Delta u + V(x)u + \epsilon K(x)\Phi(x)u = f(x,u), & x \in \mathbb{R}^3, \\
-\Delta \Phi = K(x)u^2, & x \in \mathbb{R}^3.
\end{cases}
\tag{1.1}
\]

Since in (1.1), the first equation is a nonlinear stationary equation (where the non-linear term simulates the interaction between many particles) that is coupled with a Poisson equation to be satisfied by \( \Phi \), meaning that the potential is determined by the charge of the wave function, we refer (1.1) as a nonlinear Schrödinger-Poisson system. When \( \hbar \to 0 \) in (1.1), the existence of the so-called semi-classical states in nonlinear Schrödinger-Poisson system, we refer the readers to [22-24] and the references therein.

When \( \frac{\hbar^2}{2m} = 1 \), (1.1) becomes
\[
\begin{cases}
-\Delta u + V(x)u + \epsilon K(x)\Phi(x)u = f(x,u), & x \in \mathbb{R}^3, \\
-\Delta \Phi = K(x)u^2, & x \in \mathbb{R}^3,
\end{cases}
\tag{1.2}
\]
which was first introduced in [9] as a model describing solitary waves for the nonlinear stationary Schrödinger equations integrating with the electrostatic field.

In recent years, when \( \epsilon = 1 \) and \( K(x) \equiv 1 \), problem (1.2) with \( V(x) \equiv 1 \) or being radially symmetric, has been widely studied under various conditions on \( f \) (see [2,17,35]). The case of positive and bounded nonradial potential \( V \) has been considered in [37], when \( f \) is asymptotically linear, in [5,6], when \( f(x,u) = |u|^{p-1}u \), with \( 3 < p < 5 \). Moreover, in [5], the existence of ground state solutions for problem (1.2) has been proved in several situations, including the positive constant potential case. In [6], Azzollini and Pomponio considered problem (1.2) with a class of more general potential which may be unbounded from below, and the existence of ground state solutions was proved. When \( 3 < p < 5 \) and \( V \) was not a constant, the existence of ground state solutions was established in [5,6,14]. For the autonomous case, namely \( K(x) \equiv 1 \) and when \( f(u) = |u|^{p-2}u \), it has been investigated in [9,29].

In [2,35], it was proved that (1.2) has infinitely many pairs radial solutions for \( 3 < p < 6 \), and has multiple solutions (but not infinitely many) for small \( \epsilon \) and \( 2 < p < 3 \). In [36], when \( \epsilon = 1 \), Ruiz proved that (1.2) admits no nontrivial solutions for \( 2 < p \leq 3 \) and possesses a positive radial solution for \( 3 < p < 6 \). In [11,17], they used the mountain pass theorem and obtained a radial positive solution for \( 4 \leq p < 6 \). In [14], when \( \epsilon = 1 \) and \( V(x) \equiv 1 \), Cerami and Vaira studied (1.2) with \( f(x,u) = Q(x)|u|^{p-1}u, 3 < p < 5 \). They have proved the existence of positive solutions to (1.2) when \( Q \) and \( K \) were nonsymmetric and nonnegative functions satisfying \( \lim_{|x| \to \infty} Q(x) = Q_\infty \) and \( \lim_{|x| \to \infty} K(x) = 0 \). When \( V(x) \equiv 1 \) and \( f(x,u) = Q(x)|u|^{p-1}u, 1 < p < 5 \), in [25], Li, Peng and Yan proved that (1.2) has infinitely many non-radial positive solutions under the assumptions that \( K(x), Q(x) \) were positive bounded radial functions in \( \mathbb{R}^3 \) satisfying some decaying conditions. In [26], applying the finite reduction method, Li, Peng and Wang proved that there exists \( \epsilon(m) \) such that, for \( 0 < \epsilon < \epsilon(m) \), (1.2) with \( f(x,u) = |u|^{p-2}u, 2 < p < 6 \), has an \( m \)-bump solution under the assumption that
\[
(K) \quad K(x) \in C(\mathbb{R}^3, \mathbb{R}^+), \quad \lim_{|x| \to \infty} K(x) = 0 \quad \text{and} \quad \lim_{|x| \to \infty} \frac{\ln(K(x))}{|x|} = 0.
\]
For more results about (1.1), one can refer to [1, 8, 15, 18, 20, 31, 36] and the reference therein.

Recently in [13], Cerami, Passasseeo and Solimini developed a localized Nahari’s manifold argument and localized variational method to prove the existence of infinitely many positive solutions of the following equation

\[
\begin{cases}
-\Delta u + (1 + \epsilon K(x))u = u^p, & x \in \mathbb{R}^N, \\
u > 0 \text{ in } \mathbb{R}^N, & u \in H^1(\mathbb{R}^N),
\end{cases}
\] (1.3)

where the potential \( K \) satisfies suitable decay assumptions (see below \((K_1) - (K_2)\)). Unlike [13], Ao and Wei in [3] used localized energy method to prove that there existed some \( \epsilon \) such that \( 0 < \epsilon < \epsilon_0 \), (1.3) with more general nonlinearity \( f(u) \) had infinitely many solutions. This generalized and gave a new proof of the results by Cerami, Passasseeo and Solimini in [13]. They also used the new techniques to establish the existence of infinitely many positive bound states for elliptic systems.

Motivated by [3, 26], in this paper we study the case \( \epsilon^2 = V(x) = 1 \) and \( f(x, u) = f(u) \), i.e., the following system of Schrödinger-Poisson equations

\[
\begin{cases}
-\Delta u + u + \epsilon K(x)\Phi(x)u = f(u), & x \in \mathbb{R}^3, \\
-\Delta \Phi = K(x)u^2, & x \in \mathbb{R}^3.
\end{cases}
\] (1.4)

In order to state our main result, we give the conditions imposed on \( K(x) \) (similar to [3, 13]) and \( f \):

\begin{align*}
(K_1) & \quad K(x) \in C(\mathbb{R}^3, \mathbb{R}^+) , \quad \lim_{|x| \to \infty} K(x) = 0; \\
(K_2) & \quad \exists 0 < \alpha < 1, \quad \lim_{|x| \to \infty} K(x)e^{\alpha|x|} = +\infty; \\
(f_{1}) & \quad f : \mathbb{R} \to \mathbb{R} \text{ is of class } C^{1+\delta} \text{ for some } 0 < \delta \leq 1 \text{ and } f(u) = 0 \text{ for } u \leq 0, f'(0) = 0; \\
(f_{2}) & \quad \text{The equation}
\begin{align*}
-\Delta w + w &= f(w), & w > 0 \text{ in } \mathbb{R}^3, \\
\lim_{|x| \to \infty} w(x) &= 0, & w(0) = \max_{x \in \mathbb{R}^3} w(x),
\end{align*}
(1.5)
\end{align*}

has a nondegenerate solution \( w \), i.e.,

\[
\ker(\Delta - 1 + f'(w)) \cap L^\infty(\mathbb{R}^3) = \text{span} \left\{ \frac{\partial w}{\partial x_1}, \frac{\partial w}{\partial x_2}, \frac{\partial w}{\partial x_3} \right\}.
\] (1.6)

From the well-known results of [21], we know that \( w \) is radially symmetric with exponential decay. Moreover, we have the following asymptotic behavior of \( w \)

\[
w(r) = A_N r^{-\frac{N-1}{2}} e^{-r} \left( 1 + O \left( \frac{1}{r} \right) \right), \quad w'(r) = -A_N r^{-\frac{N-1}{2}} e^{-r} \left( 1 + O \left( \frac{1}{r} \right) \right)
\] (1.7)

for \( r \) large, where \( A_N > 0 \) is a generic constant.

Note that the function

\[
f(w) = w^p - aw^q, \quad \text{for } t \geq 0
\]

with a constant \( a \geq 0 \) satisfies the above conditions \((f_1) - (f_2)\) if \( 1 < q < p < 5 \) (see Appendix C of [33], also [3]).

Nondegeneracy is a generic condition. We want to point out that there do exist nonlinearities with degenerate ground states; the first example seems to be given by Dancer [16]. See also Polacik [34].
Under the nondegeneracy assumption \((f_2)\), the spectrum of the linearized operator
\[
\Delta \varphi - \varphi + f'(u)\varphi = \lambda \varphi, \quad \varphi \in H^1(\mathbb{R}^3)
\] (1.8)
admits the following decompositions
\[
\lambda_1 > \lambda_2 > \cdots > \lambda_n > \lambda_{n+1} = 0 > \lambda_{n+2},
\] (1.9)
where each of the eigenfunction corresponding to the positive eigenvalue \(\lambda_j\) decays exponentially. These eigenfunctions will play important role in our secondray Liapunov-Schmidt reduction (see Section 3 below).

In the sequel, the Sobolev space \(H^1(\mathbb{R}^3)\) is endowed with the standard norm
\[
\|u\| = \left( \int |\nabla u|^2 + |u|^2 \right)^{\frac{1}{2}},
\]
which is induced by the inner product
\[
\langle \nabla u, \nabla v \rangle = \int (\nabla u \cdot \nabla v + uv).
\]
Let \(|\cdot|_p\) be the usual norm of \(L^p(\mathbb{R}^3)\). Define \(D^{1,2}(\mathbb{R}^3)\) to be the completion of \(C^\infty_0(\mathbb{R}^3)\) with respect to the Dirichlet norm \(\|u\|_D = \left( \int |\nabla u|^2 \right)^{\frac{1}{2}}\).

We will look for the solutions \((u, \Phi) \in H^1(\mathbb{R}^3) \times D^{1,2}(\mathbb{R}^3)\). Now we reduce (1.4) to a single equation with a non-local term. By the assumption of \((K_1)\) and \(u \in L^q(\mathbb{R}^3)\) for all \(q \in [2, 6]\), then \(K u^2 \in L^{\frac{6}{5}}(\mathbb{R}^3)\) for all \(u \in H^1(\mathbb{R}^3)\), and there holds
\[
\int |K u^2 v| \leq \left( \int |K u^2|^{\frac{6}{5}} \right)^{\frac{5}{6}} \left( \int |v|^{\frac{6}{5}} \right)^{\frac{5}{6}} \leq C \left( \int |K u^2|^{\frac{6}{5}} \right)^{\frac{5}{6}} \|v\|_D, \quad \forall v \in D^{1,2}(\mathbb{R}^3).
\]

By Riesz theorem, there exists a unique \(\Phi_u \in D^{1,2}(\mathbb{R}^3)\) such that
\[
\int \nabla \Phi_u \nabla v = \int K u^2 v, \quad \forall v \in D^{1,2}(\mathbb{R}^3).
\] (1.10)
It follows that \(\Phi_u\) satisfies the Poisson equation
\[
-\Delta \Phi_u = K(x)u^2
\]
and there holds
\[
\Phi_u(x) = \int \frac{K(z)u^2(z)}{|x - z|} \, dz.
\]
Moreover, taking \(v = \Phi_u\) in (1.10), we have
\[
\|\Phi_u\|_D \leq C\|u\|^2. \quad (1.11)
\]

Substituting \(\Phi_u\) in (1.4), we obtain
\[
-\Delta u + u + \epsilon K(x)\Phi_u u = f(u), \quad u \in H^1(\mathbb{R}^3).
\] (1.12)

Now we consider the functional \(I : H^1(\mathbb{R}^3) \to \mathbb{R}\) given by
\[
I(u) = \frac{1}{2} \int (|\nabla u|^2 + u^2) + \frac{\epsilon}{4} \int K(x)\Phi_u(x)u^2 - \int F(u), \quad \forall u \in H^1(\mathbb{R}^3). \quad (1.13)
\]
Noting that
\[
\int K(x)\Phi_u(x)u^2 \leq \max_{x \in \mathbb{R}^3} |K(x)| \left( \int |\Phi_u|^6 \right)^{\frac{1}{6}} \left( \int |u|^2 \right)^{\frac{5}{6}} \leq C\|\Phi_u\|_D\|u\|^2 \leq C\|u\|^4,
\]
so \(I\) is a well defined \(C^1\) functional. If \(u \in H^1(\mathbb{R}^3)\) is a critical point of it, then the pair \((u, \Phi_u)\) is a classical solution of (1.4).

Our main result of this paper is as follows:
Theorem 1.1. Assume that \((K_1) - (K_2)\) and \((f_1) - (f_2)\) hold. Then there exists \(\epsilon_0 > 0\) such that \(0 < \epsilon < \epsilon_0\), problem \((1.4)\) has infinitely many positive solutions.

Before we close this introduction, let us outline the main idea in the proof of Theorem 1.1.

First we introduce some notations. Let \(\mu > 0\) be a real number such that \(w(x) \leq c e^{-|x|}\) for \(|x| > \mu\) and some constant \(c\) independent of \(\mu\) large. Now we define the configuration space
\[
\Omega_1 = \mathbb{R}^3, \quad \Omega_m := \{P_m = (P_1, P_2, \ldots, P_m) \in \mathbb{R}^{3m} | \min_{k \neq j} |P_k - P_j| \geq \mu\}, \forall m > 1.
\]

Let \(w\) be the nondegenerate solution of \((1.5)\) and \(m \geq 1\) be an integer. Define the sum of \(m\) spikes as
\[
w_{P_j} = w(x - P_j) \quad \text{and} \quad w_{P_m} = \sum_{j=1}^{m} w_{P_j}.
\]

Let the operator be
\[
S(u) = \Delta u - u - \epsilon K \Phi_u u + f(u).
\]

Fixing \(P_m = (P_1, \ldots, P_m)\) in \(\Omega_m\), we define the following functions as the approximate kernels:
\[
Q_{j,k} = \frac{\partial w_{P_j}}{\partial x_k} \eta_j(x), \quad \text{for} \quad j = 1, \ldots, m, k = 1, 2, 3,
\]
where \(\eta_j(x) = \eta(2|x-P_j|)\) and \(\eta(t)\) is a cut off function, such that \(\eta(t) = 1\) for \(|t| \leq 1\) and \(\eta(t) = 0\) for \(|t| \geq \frac{\mu^2}{\mu - 1}\). Note that the support of \(Q_{j,k}\) belongs to \(B_{\frac{\mu^2}{\mu - 1}}(P_j)\).

Applying \(w_{P_m}\) as the approximate solution and performing the Liapunov-Schmidt reduction, we can show that there exists a constant \(\mu_0\), such that for \(\mu \geq \mu_0\), and \(\epsilon < c_\mu\), for some constant \(c_\mu\) depending on \(\mu\) but independent of \(m\) and \(P_m\), we can find a \(\varphi_{P_m}\) such that
\[
S(w_{P_m} + \varphi_{P_m}) = \sum_{j=1}^{m} \sum_{k=1,2,3} c_{jk} Q_{j,k},
\]
and we can show that \(\varphi_{P_m}\) is \(C^1\) in \(P_m\). This is done in Section 2.

After that, for any \(m\), we define a new function
\[
\mathcal{M}(P_m) = I(w_{P_m} + \varphi_{P_m}),
\]
and we maximize \(\mathcal{M}(P_m)\) over \(\Omega_m\).

At the maximum point of \(\mathcal{M}(P_m)\), we show that \(c_{jk} = 0\) for all \(j, k\). Therefore we prove that the corresponding \(w_{P_m} + \varphi_{P_m}\) is a solution of \((1.12)\). And \((w_{P_m} + \varphi_{P_m}, \Phi_{w_{P_m} + \varphi_{P_m}})\) is a pair solution of \((1.4)\). By the arguments before, we know that there exists \(\mu_0\) large such that \(\mu \geq \mu_0\) and \(\epsilon < c_\mu\) and for any \(m\), there exists a spike solution to \((1.12)\) with \(m\) spikes in \(\Omega_m\). Considering that \(m\) is arbitrary, there exists infinitely many spikes solutions for \(\epsilon < c_\mu_0\) independent of \(m\).

There are three main difficulties in the maximization process. Firstly, we need to show that the maximum points will not go to infinity. This is guaranteed by the slow decay assumption on the potential \(K(x)\). Secondly, we have to detect the difference in the energy when the spikes move to the boundary of the configuration space. Here we use the induction method and detect the difference of the \(m\)-spikes energy and the \(m + 1\)-spikes energy. A crucial estimate is Lemma 3.2, where we
prove that the accumulated error can be controlled from step $m$ to step $m+1$. To this end, we make a secondary Liapunov-Schmidt reduction. This is done in Section 3. Thirdly, the Poisson potential brings some new difficulties which involves many complex and technical estimates.

Motivated by [3,4,27,32], our main idea is to use the Liapunov-Schmidt reduction method. We want to point out that the only assumption we need is the nondegeneracy of the bump. We have no requirements on the structure of the nonlinearity. Unlike in [3], in order to deal with Poisson potential, we have to introduce two different norms (see (2.1) and (2.2) in section 2 below). Moreover, the Poisson potential makes our problem is more difficult than the single Schrodinger equation in [3].

Our paper is organized as follows. In section 2, we carry out Lyapunov-Schmidt reduction. Then we perform a second Liapunov-Schmidt reduction in section 3. Finally, we prove our main result in section 4. We put some technical estimates in Appendix A.

2. Finite-dimensional reduction. In this section, we perform a finite-dimensional reduction.

Let $\gamma \in (0, 1)$. We denote

$$E_1(\cdot) := \sum_{j=1}^{m} e^{-\gamma |\cdot - P_j|} := \sum_{j=1}^{m} E_{1,j}(\cdot)$$

and

$$E_2(\cdot) := \left\{ \begin{array}{ll}
\sum_{j=1}^{m} e^{-\gamma |\cdot - P_j|} := \sum_{j=1}^{m} E_{2,j}(\cdot), & \cdot \in \mathbb{R}^3 \setminus \{P_1, P_2, \cdots, P_m\}, \\
+\infty, & \cdot \in \{P_1, P_2, \cdots, P_m\},
\end{array} \right.$$ (2.2)

where $P_m = (P_1, \cdots, P_m) \in \Omega_m$ and $\Omega_m$ is defined in (1.14).

Now we introduce the following two norms

$$\|u\|_* = \sup_{x \in \mathbb{R}^3} |E_1(x)^{-1} u(x)|$$

and

$$\|f\|_{**} = \sup_{x \in \mathbb{R}^3} |E_2(x)^{-1} f(x)|.$$ (2.4)

Then from [20], we have the following relations between the norms $\|\cdot\|_{L^\infty(\mathbb{R}^3)}$, $\|\cdot\|_*$ and $\|\cdot\|_{**}$:

$$\|u\|_{L^\infty(\mathbb{R}^3)} \leq C \|u\|_*$$ (2.5)

and

$$\|f\|_{L^\infty(\mathbb{R}^3)} \leq C \|f\|_{**},$$ (2.6)

where $C > 0$ independent of $\mu, m$ and $P_m \in \Omega_m$.

Given $P_m = (P_1, P_2, \cdots, P_m) \in \mathbb{R}^{3m}$ with $\min_{k \neq j} |P_k - P_j| \geq \mu$, we divide $\mathbb{R}^3$ into $m+1$ parts

$$\Lambda_j := \left\{ x \mid |x - P_j| \leq \frac{\mu}{2} \right\}, \quad \Lambda = \bigcup_{j=1}^{m} \Lambda_j \quad \text{and} \quad \Lambda^c = \mathbb{R}^3 \setminus \Lambda.$$
Now we consider
\[
L(\varphi_{P_m}) := \Delta \varphi_{P_m} - \varphi_{P_m} - \epsilon K(\Phi_{w_{P_m}} w_{P_m})' \varphi_{P_m} + f'(w_{P_m}) \varphi_{P_m}
\]
\[
= h + \sum_{j=1,2,\ldots,m,k=1,2,3} c_{j,k} Q_{j,k}, \quad \text{in } \mathbb{R}^3,
\]
\[
\int \varphi_{P_m} Q_{j,k} = 0 \quad \text{for } j = 1, 2, \ldots, m, k = 1, 2, 3,
\]
where
\[
\epsilon K(\Phi_{w_{P_m}} w_{P_m})' \varphi_{P_m} = \epsilon K \Phi_{w_{P_m}} \varphi_{P_m} + 2 \epsilon K \left( \int \frac{K(z) w_{P_m}(z) \varphi_{P_m}(z)}{|x-z|} \, dz \right) w_{P_m}(x).
\]

Firstly, we give a result which will be used later.

**Lemma 2.1.** ([20], Lemma 3.4) There exists a constant $C_3 = 6^3$ such that for any $m \in \mathbb{N}^+$ and any $P_m = (P_1, P_2, \ldots, P_m) \in \mathbb{R}^{3m}$,
\[
\sum_{l=1}^{l} \left\{ P_j \mid \frac{1}{2} \mu \leq |x-P_j| < \left( \frac{l+1}{2} \mu \right) \right\} \leq C_3(l+1)^2
\]
for all $x \in \mathbb{R}^3$ and all $l \in \mathbb{N}$. Particularly, we have
\[
\sum_{l=1}^{l} \left\{ P_j \mid 0 \leq |x-P_j| < \frac{\mu}{2} \right\} \leq C_3.
\]

In the following, $\beta$ will denote a positive constant depending on $\epsilon$ and $\gamma$ but independent of $\mu, m, P_m$ and may vary from line to line.

**Lemma 2.2.** Let $h$ with $\|h\|_{**}$ bounded and assume that $(\varphi_{P_m}, \{c_{j,k}\})$ is a solution to (2.7). Then there exist positive numbers $\mu_0$ and $C$, such that for all $0 < \epsilon < e^{-2\mu}, \mu > \mu_0$ and $P_m \in \Omega_m$, one has
\[
\|\varphi_{P_m}\|_* \leq C \|h\|_{**},
\]
where $C$ is a positive constant independent of $\mu, m$ and $P_m \in \Omega_m$.

**Proof.** We prove it by contradiction. Assume that there exists a solution $\varphi_{P_m}$ to (2.7) and $\|h\|_{**} \to 0, \|\varphi_{P_m}\|_* = 1$.

Multiplying the equation in (2.7) by $Q_{j,k}$ and integrating in $\mathbb{R}^3$, we get
\[
\int L(\varphi_{P_m}) Q_{j,k} = \int h Q_{j,k} + c_{j,k} \int Q_{j,k}^2.
\]

Considering the exponential decay at infinity of $\partial_x w$ and the definition of $Q_{j,k}$, we have
\[
\int Q_{j,k}^2 = \int \left( \frac{\partial w_{P_j}}{\partial x_k} \eta \left( \frac{2|x-P_j|}{\mu-1} \right) \right)^2 = \int \left( \frac{\partial w}{\partial x_k} \right)^2 + \int \left[ \eta^2 \left( \frac{2|x|}{\mu-1} - 1 \right) \left( \frac{\partial w}{\partial x_k} \right)^2 \right]
\]
\[
= \int \left( \frac{\partial w}{\partial x_k} \right)^2 + \int_{B_{\frac{\mu-1}{2}}} \left[ \eta^2 \left( \frac{2|x|}{\mu-1} - 1 \right) \left( \frac{\partial w}{\partial x_k} \right)^2 \right]
\]
\[
\leq \int \left( \frac{\partial w}{\partial x_k} \right)^2 + C \int_{\mathbb{R}^3} e^{-2r} \, dr = \int \left( \frac{\partial w}{\partial x_k} \right)^2 + O(e^{-\mu}), \quad \text{as } \mu \to \infty.
\]
On the other hand, applying (2.6), we can check that

\[
\left| \int hQ_{j,k} \right| \leq C\|h\|_{\ast\ast} \int \left| \frac{\partial w_{P_j}}{\partial x_k} \right| \eta \left( \frac{2|x - P_j|}{\mu - 1} \right)
\]

\[
\leq C\|h\|_{\ast\ast} \int_{B_{\frac{\mu}{2}}(P_j)} e^{-|x - P_j|} \leq C\|h\|_{\ast\ast} \int_0^{\frac{\mu}{2}} s^2 e^{-s} ds \leq C\|h\|_{\ast\ast}.
\]

(2.13)

Here and in what follows, \(C\) stands for a positive constant independent of \(\epsilon\) and \(\mu\), as \(\epsilon \to 0\).

Now if we write \(\tilde{Q}_{j,k} = \frac{\partial w_{P_j}}{\partial x_k}\), then we have

\[
\int L(\varphi_{P_m}) Q_{j,k} = \int L(Q_{j,k}) \varphi_{P_m}
\]

\[
\leq \int_{B_{\frac{\mu}{2}}(P_j)} (\Delta \tilde{Q}_{j,k} - \tilde{Q}_{j,k} + f'(w_{P_j}) \tilde{Q}_{j,k}) \eta_j \varphi_{P_m}
\]

\[
+ \int_{B_{\frac{\mu}{2}}(P_j) \setminus B_{\frac{\mu}{2} - 1}(P_j)} \varphi_{P_m} (\tilde{Q}_{j,k} \Delta \eta_j + 2\nabla \eta_j \nabla \tilde{Q}_{j,k})
\]

\[
+ \int_{B_{\frac{\mu}{2}}(P_j) \setminus B_{\frac{\mu}{2} - 1}(P_j)} (f'(w_{P_m}) - f'(w_{P_j})) \varphi_{P_m} \tilde{Q}_{j,k} \eta_j
\]

\[
- \epsilon \int_{B_{\frac{\mu}{2}}(P_j) \setminus B_{\frac{\mu}{2} - 1}(P_j)} \mathcal{K}(\Phi_{w_{P_m}} w_{P_m})' \varphi_{P_m} \tilde{Q}_{j,k} \eta_j.
\]

(2.14)

Since

\[
\Delta \tilde{Q}_{j,k} - \tilde{Q}_{j,k} + f'(w_{P_j}) \tilde{Q}_{j,k} = 0,
\]

we have

\[
\int_{B_{\frac{\mu}{2}}(P_j) \setminus B_{\frac{\mu}{2} - 1}(P_j)} (\Delta \tilde{Q}_{j,k} - \tilde{Q}_{j,k} + f'(w_{P_j}) \tilde{Q}_{j,k}) \eta_j \varphi_{P_m} = 0.
\]

(2.15)

Moreover, by Lemma A.1 we have

\[
\left| \int_{B_{\frac{\mu}{2}}(P_j) \setminus B_{\frac{\mu}{2} - 1}(P_j)} \varphi_{P_m} (\tilde{Q}_{j,k} \Delta \eta_j + 2\nabla \eta_j \nabla \tilde{Q}_{j,k}) \right|
\]

\[
\leq C\|\varphi_{P_m}\|_{\ast} \int_{B_{\frac{\mu}{2}}(P_j) \setminus B_{\frac{\mu}{2} - 1}(P_j)} e^{-(1+\gamma)s} ds \leq C e^{-(1+\beta)\frac{\mu}{2}} \|\varphi_{P_m}\|_{\ast},
\]

(2.16)

for some \(\beta > 0\).

Observing that in \(B_{\frac{\mu}{2}}(P_j) \setminus B_{\frac{\mu}{2} - 1}(P_j)\) the following holds

\[
|f'(w_{P_m}) - f'(w_{P_j})| \leq C \sum_{k \neq j} w_{P_k} \delta,
\]

where \(\delta\) is a positive constant independent of \(\epsilon\) and \(\mu\), as \(\epsilon \to 0\).
by Lemma A.1 we have
\[
\left| \int_{B_{\rho/2}(P_j)} (f'(w_{P_m}) - f'(w_{P_j})) \varphi_{P_m, \tilde{Q}_j, \kappa_j}) \right|
\leq C\|\varphi_{P_m}\| \int_{B_{\rho/2}(P_j)} \left| \sum_{k \neq j} w_{P_k} \sum_{l=1}^m e^{-\gamma|x-P_l|} \right|
\leq C\|\varphi_{P_m}\| \int_{B_{\rho/2}(P_j)} e^{-\frac{\mu}{2} \left( e^{-\gamma|x-P_j|} + \sum_{l \neq j} e^{-\gamma|x-P_l|} \right)}
\leq C\|\varphi_{P_m}\| \epsilon^{-\frac{\mu}{2}} \left( \int_0^{\frac{\mu}{2}} s^2 e^{-\gamma s} ds + \epsilon^{-\frac{\mu}{2}} \int_0^{\frac{\mu}{2}} s^2 ds \right)
\leq Ce^{-\beta \frac{\mu}{2}} \|\varphi_{P_m}\| \epsilon
\]
for some $\beta > 0$. Finally, by the assumption of $\epsilon$ we have
\[
\left| -\epsilon \int_{B_{\rho/2}(P_j)} K(\Phi_{\rho/2}(P_j)) \varphi_{P_m, \tilde{Q}_j, \kappa_j}) \right|
\leq Ce^{-2\mu} \int_{B_{\rho/2}(P_j)} K(\Phi_{\rho/2}(P_j)) \varphi_{P_m, \tilde{Q}_j, \kappa_j}) + Ce^{-2\mu} \int_{B_{\rho/2}(P_j)} K \left( \int \frac{Kw_{P_m} \varphi_{P_m} dz}{|x-z|} \right) w_{P_m}
\leq Ce^{-\beta \frac{\mu}{2}} \|\varphi_{P_m}\| \epsilon
\]
for some $\beta > 0$, where we use the following estimates whose proofs we put in Appendix A
\[
\left| \int_{B_{\rho/2}(P_j)} K \Phi_{\rho/2}(P_j) \varphi_{P_m} \right| \leq C\|\varphi_{P_m}\| \epsilon
\]
\[
\left| \int_{B_{\rho/2}(P_j)} K \left( \int \frac{Kw_{P_m} \varphi_{P_m} dz}{|x-z|} \right) w_{P_m} \right| \leq C\|\varphi_{P_m}\| \epsilon
\]
It follows from (2.11) to (2.18) that
\[
|c_{jk}| \leq C(e^{-\beta \frac{\mu}{2}} \|\varphi_{P_m}\| \epsilon + \|h\|_{\ast \ast}).
\]
Now let $\vartheta \in (0, 1)$. It is easy to check that the function $E_2$ (defined in (2.2)) satisfies
\[
LE_2 \leq \frac{1}{2}(\vartheta^2 - 1)E_2, \ \text{in} \ \mathbb{R}^3 \setminus \bigcup_{j=1}^m B_{\tilde{\mu}}(P_j)
\]
provided $\tilde{\mu}$ is large enough but independent of $\mu$.
Indeed, by Lemma 2.1 we have
\[
w_{P_m} \leq \sum_{|x-P_j| < \frac{\mu}{2}} w(x-P_j) + \sum_{l=1}^\infty \sum_{\frac{\mu}{2} \leq |x-P_j| < \frac{\mu}{2} + \frac{1}{l}} w(x-P_j)
\leq Cw(\tilde{\mu}) + C \sum_{l=1}^\infty l^2 e^{-\frac{\mu}{2}} \leq Cw(\tilde{\mu}).
\]
Then
\[
|f'(w_{P_m})| \leq C(w_{P_m})^\delta \leq Cw(\tilde{\mu}) \leq \frac{1-\vartheta^2}{4}, \ \text{in} \ \mathbb{R}^3 \setminus \bigcup_{j=1}^m B_{\tilde{\mu}}(P_j).
\]
Noting that here \( x \in \mathbb{R}^3 \setminus \bigcup_{j=1}^{m} B_{\bar{\mu}}(P_j) \), then
\[
E_2(x) = \sum_{j=1}^{m} \frac{e^{-\gamma|x-P_j|}}{|x-P_j|} := \sum_{j=1}^{m} E_{2,j}(x).
\]
Moreover, it follows from Lemmas A.1 to A.5 that
\[
|eK(x)\Phi_{w_{m}}| \leq Ce^{-2\mu} \sum_{l=1}^{m} \left[ \sum_{i=1}^{2} \frac{|x-P_l|^i}{|x-P_l|^i} (e^{-\gamma|x-P_l|} + 1) + \frac{1}{|x-P_l|} \right] \leq Ce^{-2\mu} \left[ \frac{1}{\mu} + 1 + \bar{\mu} \right] \sum_{l=1}^{m} e^{-\gamma|x-P_l|}
\]
and
\[
|eK(x) \int \frac{K(z) w_{m}(z) E_2(z)}{|x-z|} dz w_{m}| \leq Ce \int \frac{(\sum_{j=1}^{m} e^{-\gamma|z-P_j|}) (\sum_{l=1}^{m} e^{-\gamma|x-P_l|}) |z-P_k|^{-1}}{|x-z|} dz \sum_{k=1}^{m} e^{-\gamma|x-P_k|}
\]
where
\[
|eK(x)(\Phi_{w_{m}} w_{m})' E_2| \leq \frac{1 - \vartheta^2}{8} E_2, \quad \text{in } \mathbb{R}^3 \setminus \bigcup_{j=1}^{m} B_{\bar{\mu}}(P_j),
\]
which implies that
\[
|eK(x)(\Phi_{w_{m}} w_{m})' E_2| \leq \frac{1 - \vartheta^2}{4} E_2, \quad \text{in } \mathbb{R}^3 \setminus \bigcup_{j=1}^{m} B_{\bar{\mu}}(P_j).
\]

From (2.23) and (2.24), by simple computation we have
\[
-LE_2 = -[\Delta E_2 - E_2 - eK(x)(\Phi_{w_{m}} w_{m})' E_2 + f'(w_{m}) E_2]
= \sum_{j=1}^{m} \left[ -\gamma^2 + \gamma \frac{N-3}{|x-P_j|} + \frac{N-3}{|x-P_j|^2} + \epsilon K(x)(\Phi_{w_{m}} w_{m})' - f'(w_{m}) \right] E_2
\geq \frac{1}{2} (1 - \vartheta^2) E_2, \quad \text{in } \mathbb{R}^3 \setminus \bigcup_{j=1}^{m} B_{\bar{\mu}}(P_j),
\]
which yields that (2.22) is true.

Hence the function \( E_2 \) can be used as a barrier to prove \( \varphi_{m}(x) \in C(\mathbb{R}^3 \setminus \bigcup_{j=1}^{m} B_{\bar{\mu}}(P_j)) \). Then applying the maximum principle for the linear operator \( L \) in \( \mathbb{R}^3 \setminus \bigcup_{j=1}^{m} B_{\bar{\mu}}(P_j) \), we have
\[
|\varphi_{m}(x)| \leq C \left( ||L \varphi_{m}||_{**} + \sup_{j} \| \varphi_{m} \|_{L^\infty(\partial B_{\bar{\mu}}(P_j))} E_2(x) \right)
\leq C \left( ||L \varphi_{m}||_{**} + \sup_{j} \| \varphi_{m} \|_{L^\infty(\partial B_{\bar{\mu}}(P_j))} E_1(x) \right),
\]
which implies that
\[
\| \varphi_{P_m}(x) \|_* \leq (\| L \varphi_{P_m} \|_{**} + \sup_j \| \varphi_{P_m} \|_{L^\infty(\partial B_\mu(P_j))}).
\] (2.25)
for all \( x \in \mathbb{R}^3 \setminus \bigcup_{j=1}^m B_\mu(P_j) \).

Now we prove it by contradiction. We assume that there exist a sequence of \( \epsilon \) tending to 0, \( \mu \) tending to \( \infty \) and a sequence of solutions of (2.7) for which (2.10) is not true. The problem being linear, we can reduce to the case where we have a sequence \( \epsilon^{(n)} \) tending to 0, \( \mu^{(n)} \) tending to \( \infty \) and sequences \( h^{(n)}, \varphi^{(n)}, \{ c^{(n)}_{j,k} \} \) such that
\[
\| h^{(n)} \|_{**} \to 0, \quad \text{and} \quad \| \varphi^{(n)}_{P_m} \|_* = 1.
\]
By (2.21), we have
\[
\left\| \sum_{j,k} c^{(n)}_{j,k} Q_{j,k} \right\|_{**} \to 0.
\]
Then (2.25) implies that there exists \( P_j^{(n)} \in \Omega_m \) such that
\[
\| \varphi^{(n)}_{P_m} \|_{L^\infty(\partial B_{\mu^{(n)}}(P_j^{(n)}))} \geq C
\]
(2.26)
for some fixed constant \( C > 0 \). Applying elliptic estimates together with Ascoli-Arzela’s theorem, we can find a sequence \( P_j^{(n)} \) and we can extract, from the sequence \( \varphi^{(n)}(\cdot - P_j^{(n)}) \) a subsequence which will converge to \( \varphi_\infty \) a solution of
\[(\Delta - 1 + f'(w)) \varphi_\infty = 0, \quad \text{in} \quad \mathbb{R}^3,
\]
which is bounded by a constant times \( e^{-\gamma|x|} \), with \( \gamma > 0 \). Moreover, recall that \( \varphi^{(n)}_{P_m} \) satisfies the orthogonality conditions in (2.7). Hence the limit function \( \varphi_\infty \) also satisfies
\[
\int \varphi_\infty \frac{\partial w}{\partial x_j} = 0, \quad j = 1, 2, 3.
\]
Since \( w \) is non-degenerate, we have that \( \varphi_\infty \equiv 0 \) which contradicts to (2.26).

From Lemma 2.2, we can obtain the following result.

**Proposition 2.3.** Then there exist positive numbers \( \gamma \in (0, 1), \mu_0 > 0 \) and \( C > 0 \), such that for all \( 0 < \epsilon < e^{-2\mu}, \mu > \mu_0 \) and for any given \( h \) with \( \| h \|_{**} \) norm bounded, there is a unique solution \( (\varphi_{P_m}, \{ c_{j,k} \}) \) to problem (2.7). Moreover,
\[
\| \varphi_{P_m} \|_* \leq C \| h \|_{**}.
\] (2.27)

**Proof.** Here we consider the space
\[
\mathcal{H} = \left\{ u \in H^1(\mathbb{R}^3) : \int u Q_{j,k} = 0, P_m \in \Omega_m \right\}.
\]
Observe that problem (2.7) in \( \varphi_{P_m} \) is rewritten as
\[
\varphi_{P_m} + K(\varphi_{P_m}) = \tilde{h}, \quad \text{in} \quad \mathcal{H},
\]
where \( \tilde{h} \) is defined by duality and \( K : \mathcal{H} \to \mathcal{H} \) is a linear compact operator. By Fredholm’s alternative, we know that the equation (2.28) has a unique solution for each \( \tilde{h} \) is equivalent to showing that the equation has a unique solution for \( \tilde{h} = 0 \), which in turn follows from Lemma 2.2. The estimate (2.27) follows from directly from (2.10) in Lemma 2.2. The proof is completed. □
In the sequel, if \( \varphi_{P_m} \) is the unique solution given by Proposition 2.3, we denote
\[
\varphi_{P_m} = A(h).
\]
(2.29)

By (2.27), we have
\[
\|A(h)\|_* \leq C\|h\|_{**}.
\]
(2.30)

Now, we consider
\[
\begin{cases}
\Delta(w_{P_m} + \varphi_{P_m}) - (w_{P_m} + \varphi_{P_m}) - \epsilon K \Phi(w_{P_m} + \varphi_{P_m})(w_{P_m} + \varphi_{P_m}) \\
+ f(w_{P_m} + \varphi_{P_m}) = \sum_{j=1,2,\ldots,m,k=1,2,3} c_{j,k} Q_{j,k}, \quad \text{in } \mathbb{R}^3,
\end{cases}
\]
(2.31)

Furthermore, Proposition 2.4. Given \( 0 < \gamma < 1 \). There exist positive numbers \( \mu_0, C \) and \( \beta > 0 \)(independent of \( \mu, m \) and \( P_m \in \Omega_m \)) such that for all \( \mu \geq \mu_0 \), and for any \( P_m \in \Omega_m, \epsilon < e^{-2\mu}, \) there is a unique solution \( (\varphi_{P_m}, \{c_{j,k}\}) \) to problem (2.31). Furthermore, \( \varphi_{P_m} \) is \( C^1 \) in \( P_m \) and we have
\[
\|\varphi_{P_m}\|_* \leq Ce^{-\beta \mu}, \quad |c_{j,k}| \leq Ce^{-\beta \mu}.
\]
(2.32)

Note that the first equation in (2.31) can be rewritten as
\[
L(\varphi_{P_m}) = -\bar{S}(w_{P_m}) + N(\varphi_{P_m}) + \sum_{j=1,2,\ldots,m,k=1,2,3} c_{j,k} Q_{j,k},
\]
(2.33)

where \( \bar{S}(\cdot) \) is defined as (1.19),

\[
L(\varphi_{P_m}) = \Delta \varphi_{P_m} - \varphi_{P_m} - \epsilon K (\Phi w_{P_m} w_{P_m})' \varphi_{P_m} + f'(w_{P_m}) \varphi_{P_m}
\]
(2.34)

and
\[
N(\varphi_{P_m}) = -[f(w_{P_m} + \varphi_{P_m}) - f(w_{P_m}) - f'(w_{P_m}) \varphi_{P_m}]
\]
\[
+ \epsilon K [\Phi(w_{P_m} + \varphi_{P_m})(w_{P_m} + \varphi_{P_m}) - \Phi w_{P_m} w_{P_m} - (\Phi w_{P_m} w_{P_m})' \varphi_{P_m}].
\]
(2.35)

In order to use the contraction mapping theorem to prove that (2.33) is uniquely solvable in the set that \( \|\varphi_{P_m}\|_* \) is small, we need to estimate \( \|\bar{S}(w_{P_m})\|_{**} \) and \( \|\bar{N}(\varphi_{P_m})\|_{**} \) respectively.

Lemma 2.5. Given \( 0 < \gamma < 1 \). For \( \mu \) large enough, and any \( P_m \in \Omega_m, \epsilon < e^{-2\mu}, \) we have
\[
\|\bar{S}(w_{P_m})\|_{**} \leq Ce^{-\beta \mu}
\]
(2.36)

for some constants \( \beta > 0 \) and \( C \) independent of \( \mu, m \) and \( P_m \).

Proof. Note that
\[
\bar{S}(w_{P_m}) = -\epsilon K \Phi w_{P_m} w_{P_m} + f(w_{P_m}) - \sum_{j=1}^{m} f(w_j).
\]
(2.37)

Similar to (2.5) and (2.6) of section 2.1 in [3], we can prove
\[
\left|f(w_{P_m}) - \sum_{j=1}^{m} f(w_j)\right| \leq Ce^{-\beta \mu} E_2(x),
\]
(2.38)

for a proper choice of \( \beta > 0 \).
Moreover, by the assumption of ε, Lemmas A.1 to A.4, we can prove that

\[ |eK\Phi_{w_{p_m}} w_{p_m}| \leq C e^{-\beta \mu} E_2(x), \tag{2.39} \]

for some \( \beta > 0 \). In fact, on one hand, fix \( j \in \{1, 2, \ldots, m\} \) and consider the region \( \Lambda_j \). In this region, if \( x \in \mathbb{R}^3 \setminus \{P_1, P_2, \ldots, P_m\} \), we have

\[
\left| eK\Phi_{w_{p_m}} w_{p_m} \right| \\
\leq C e^{-2\mu} \left| K\Phi_{w_{p_m}} w_{p_m} \right| \\
\leq C e^{-2\mu} \left\{ \sum_{i=1}^{m} \left[ \sum_{i=1}^{2} \frac{|x-P_i|^i}{|x-P_i|^j} \left( e^{-\frac{|x-P_i|^j}{2}} + 1 \right) + \frac{1}{|x-P_i|^j} \right] \sum_{k=1}^{m} e^{-|x-P_k|} \right\} \\
\leq C e^{-2\mu} \left[ \sum_{i=1}^{2} \frac{|x-P_i|^i}{|x-P_i|^j} \left( e^{-\frac{|x-P_i|^j}{2}} + 1 \right) + \frac{1}{|x-P_i|^j} \right] \\
+ \sum_{i=1}^{2} \left( \frac{1}{\mu} + 1 + \mu + \mu^2 \right) e^{-\frac{|x-P_i|^j}{2}} \left( e^{-\frac{|x-P_i|^j}{2}} + 1 \right) + \frac{1}{\mu} e^{-|x-P_i|} \\
\leq C e^{-\beta \mu} E_{2,j}(x),
\]

where we use the fact that

\[ |x-P_i| \geq |P_j - P_i| - |x-P_j| \geq \frac{\mu}{2}, \text{ for any } l \neq j. \]

And if \( x = P_{j_0}, j_0 \in \{1, 2, \ldots, m\} \), then we also have

\[
\left| eK\Phi_{w_{p_m}} w_{p_m} \right| \\
\leq C e^{-2\mu} \sum_{l \neq j_0} \left[ \sum_{i=1}^{2} \frac{|P_{j_0} - P_i|^i}{|P_{j_0} - P_i|^j} \left( e^{-\frac{|P_{j_0} - P_i|^j}{2}} + 1 \right) + \frac{1}{|P_{j_0} - P_i|^j} \right] \sum_{k \neq j_0} e^{-|P_{j_0} - P_k|} \\
\leq C e^{-2\mu} \left[ \sum_{i=1}^{2} \frac{|P_{j_0} - P_i|^i}{|P_{j_0} - P_i|^j} \left( e^{-\frac{|P_{j_0} - P_i|^j}{2}} + 1 \right) + \frac{1}{|P_{j_0} - P_i|^j} \right] \\
+ \sum_{l \neq j_0} \left( \frac{1}{\mu} + 1 + \mu + \mu^2 \right) e^{-\frac{|P_{j_0} - P_i|^j}{2}} \left( e^{-\frac{|P_{j_0} - P_i|^j}{2}} + 1 \right) + \frac{1}{\mu} e^{-|P_{j_0} - P_i|} \right] \\
\times \left( e^{-|P_{j_0} - P_i|} + \sum_{k \neq j_0} e^{-|P_{j_0} - P_k|} \right) \]
\[ C^{-2\mu} \left[ \sum_{i=1}^{2} \left| P_{j_i} - P_{j} \right|^i e^{-\frac{|P_{j_0} - P_j|}{2}} + 1 \right] e^{-|P_{j_0} - P_j|} \]
\[ + C e^{-2\mu} \left( \sum_{i=1}^{2} \left| P_{j_0} - P_{j} \right|^i e^{-\frac{|P_{j_0} - P_j|}{2}} + 1 \right) e^{-\mu} \]
\[ + C e^{-2\mu} \left( \frac{1}{\mu} + 1 + \mu^2 \right) e^{-\frac{\mu}{2}} (e^{-\frac{\mu}{2}} + 1) + \frac{1}{\mu} \right] e^{-|P_{j_0} - P_j|} \]
\[ + C e^{-2\mu} \left( \frac{1}{\mu} + 1 + \mu^2 \right) e^{-\frac{\mu}{2}} (e^{-\frac{\mu}{2}} + 1) + \frac{1}{\mu} \right] e^{-\mu} \]
\[ \leq C e^{-\beta \mu} E_{2,j}(P_{j_0}). \]

On the other hand, considering the region \( \Lambda^C \), if \( x \in \mathbb{R}^3 \setminus \{ P_1, P_2, \ldots, P_m \} \), from Lemmas A.1 to A.4 we have
\[
\left| eK_{\Phi_{wP_m}} P_{m} \right| \leq C e^{-2\mu} \sum_{i=1}^{m} \left[ \sum_{i=1}^{2} \left| P_{j_i} - P_{j} \right|^i e^{-\frac{|P_{j_0} - P_j|}{2}} + 1 \right] e^{-|P_{j_0} - P_j|} \]
\[ \leq C e^{-\mu} \sum_{i=1}^{m} \left[ \sum_{i=1}^{2} \left| P_{j_i} - P_{j_0} \right|^i e^{-\frac{|P_{j_0} - P_j|}{2}} + 1 \right] \sum_{k=1}^{m} e^{-|P_{j_0} - P_k|} \]
\[ \leq C e^{-\beta \mu} E_2(x). \]

If \( x = P_{j_0}, j_0 \in \{1, 2, \ldots, m\} \), then we also have
\[
\left| eK_{\Phi_{wP_m}} P_{m} \right| \leq C e^{-2\mu} \sum_{i \neq j_0}^{m} \left[ \sum_{i=1}^{2} \left| P_{j_i} - P_{j_0} \right|^i e^{-\frac{|P_{j_0} - P_j|}{2}} + 1 \right] \sum_{k \neq j_0} e^{-|P_{j_0} - P_k|} \]
\[ \leq C e^{-\mu} \sum_{i \neq j_0} \left[ \sum_{i=1}^{2} \left| P_{j_i} - P_{j_0} \right|^i e^{-\frac{|P_{j_0} - P_j|}{2}} + 1 \right] \sum_{k \neq j_0} e^{-|P_{j_0} - P_k|} \]
\[ \leq C e^{-\beta \mu} E_2(P_{j_0}). \]

It follows from (2.38) and (2.39) that
\[
\| S(w_{P_m}) \|_{\ast \ast} \leq C e^{-\beta \mu} \] (2.40)
for some \( \beta > 0 \) independent of \( \mu, m \) and \( P_m \).

**Lemma 2.6.** For any \( P_m \in \Omega_m \) satisfying \( \| \varphi_{P_m} \|_{\ast} + \| \varphi^1_{P_m} \|_{\ast} + \| \varphi^2_{P_m} \|_{\ast} \leq 1 \), we have
\[
\| \mathcal{N}(\varphi_{P_m}) \|_{\ast \ast} \leq C \| \varphi_{P_m} \|^{1+\delta} \] (2.41)
and
\[
\| \mathcal{N}(\varphi^1_{P_m}) - \mathcal{N}(\varphi^2_{P_m}) \|_{\ast \ast} \leq C (\| \varphi^1_{P_m} \|^{\delta} + \| \varphi^2_{P_m} \|^{\delta}) \| \varphi_{P_m} - \varphi^2_{P_m} \|_{\ast}. \] (2.42)
Proof. By direct computation and applying the mean-value theorem, we have

\[ N(\varphi_{P_m}) = -(f'(w_{P_m} + \varphi_{P_m})\varphi_{P_m} - f'(w_{P_m})\varphi_{P_m}) + \epsilon K \left( \varphi_{P_m} - 2 \int \frac{Kw_{P_m} \varphi_{P_m} d\gamma}{|x-z|} \right) \varphi_{P_m} \]  

(2.43)

\[ =: N_1(\varphi_{P_m}) + N_2(\varphi_{P_m}). \]

Since \( f' \) is Hölder continuous with the exponent \( \delta \), we deduce

\[ |N_1(\varphi_{P_m})| \leq C|\varphi_{P_m}|^{1+\delta} \leq C\|\varphi_{P_m}\|_{1+\delta} \left( \sum_{j=1}^{m} e^{-\gamma|x-x_j|} \right)^{1+\delta} \]  

(2.44)

\[ \leq C\|\varphi_{P_m}\|_{1+\delta} E_2(x). \]

Similar to (2.39), if \( x \in \mathbb{R}^3\setminus\{P_1, P_2, \cdots, P_m\} \), applying Lemmas A.1 to A.4 we have

\[ |\epsilon K \varphi_{P_m} \varphi_{P_m}| \leq C\|\varphi_{P_m}\|^2 \left( \sum_{j=1}^{m} \frac{e^{-\gamma|x-x_j|}}{|x-z|} \right) \sum_{k=1}^{m} e^{-|x-x_k|} \]

\[ \leq C\|\varphi_{P_m}\|^2 \left( \sum_{j=1}^{m} \frac{e^{-\gamma|x-x_j|}}{|x-z|} \right) \sum_{k=1}^{m} e^{-|x-x_k|} \]

\[ \leq C\|\varphi_{P_m}\|^2 E_2(x), \]

and

\[ |2 \int \frac{Kw_{P_m} \varphi_{P_m} d\gamma}{|x-z|} \varphi_{P_m}| \leq C\|\varphi_{P_m}\|^2 \left( \sum_{j=1}^{m} \frac{e^{-\gamma|x-x_j|}}{|x-z|} \right) \sum_{k=1}^{m} e^{-|x-x_k|} \]

\[ \leq C\|\varphi_{P_m}\|^2 \left( \sum_{j=1}^{m} \frac{e^{-\gamma|x-x_j|}}{|x-z|} \right) \sum_{k=1}^{m} e^{-|x-x_k|} \]

\[ \leq C\|\varphi_{P_m}\|^2 E_2(x), \]

which implies that

\[ |N_2(\varphi_{P_m})| \leq C E_2(x)(\|\varphi_{P_m}\|^2 + \|\varphi_{P_m}\|_{1+\delta}^3) \leq C\|\varphi_{P_m}\|^2 E_2(x). \]  

(2.45)

It follows from (2.43), (2.44) and (2.45) that

\[ \|N(\varphi_{P_m})\|_{**} \leq \|N_1(\varphi_{P_m})\|_{**} + \|N_2(\varphi_{P_m})\|_{**} \]
which implies that

\[ \|\varphi_{p_m}\|_1^{1+\delta} + C\|\varphi_{p_m}\|_2^2 \leq C\|\varphi_{p_m}\|_1^{1+\delta}. \]

Also, similar to (2.39), \(x = P_{j_0}, j_0 \in \{1, 2, \cdots, m\}\), applying Lemmas A.1 to A.4 we have

\[
|eK\Phi_{\varphi_{p_m}w_{p_m}}| \\
\leq C\|\varphi_{p_m}\|_2^2 \left( \int \frac{ \sum_{j=1}^{m} e^{-\gamma|z-P_j|} (\sum_{k=1}^{m} e^{-\gamma|z-P_k|}) }{|P_{j_0} - z|} dz \right) \sum_{k \neq j_0} e^{-\gamma|P_{j_0} - P_k|} \\
\leq C\|\varphi_{p_m}\|_2^2 \sum_{k \neq j_0} \left[ \sum_{i=1}^{2} \frac{|P_{j_0} - P_i|^{|}\sum_{k=1}^{m} e^{-\gamma|z-P_k|} + 1}{|P_{j_0} - P_i|} \right] \sum_{k \neq j_0} e^{-\gamma|P_{j_0} - P_k|} \\
\leq C\|\varphi_{p_m}\|_2^2 E_2(P_{j_0}),
\]

and

\[
|2\left( \int \frac{Kw_{p_m}\varphi_{p_m}w_{p_m}}{|P_{j_0} - z|} dz \right) \varphi_{p_m}| \\
\leq C\|\varphi_{p_m}\|_2^2 \left( \int \frac{ \sum_{j=1}^{m} e^{-\gamma|z-P_j|} (\sum_{k=1}^{m} e^{-\gamma|z-P_k|}) }{|P_{j_0} - z|} dz \right) \sum_{k \neq j_0} e^{-\gamma|P_{j_0} - P_k|} \\
\leq C\|\varphi_{p_m}\|_2^2 \sum_{k \neq j_0} \left[ \sum_{i=1}^{2} \frac{|P_{j_0} - P_i|^{|}\sum_{k=1}^{m} e^{-\gamma|z-P_k|} + 1}{|P_{j_0} - P_i|} \right] \sum_{k \neq j_0} e^{-\gamma|P_{j_0} - P_k|} \\
\leq C\|\varphi_{p_m}\|_2^2 E_2(P_{j_0}),
\]

which implies that

\[
|N_2(\varphi_{p_m})| \leq C E_2(P_{j_0})\|\varphi_{p_m}\|_2^2 + \|\varphi_{p_m}\|_1^3 \leq C\|\varphi_{p_m}\|_2^2 E_2(P_{j_0}). \tag{2.46}
\]

It follows from (2.43), (2.45) and (2.46) that

\[
\|N(\varphi_{p_m})\|_{**} \leq \|N_1(\varphi_{p_m})\|_{**} + \|N_2(\varphi_{p_m})\|_{**} \leq C\|\varphi_{p_m}\|_1^{1+\delta} + C\|\varphi_{p_m}\|_2^2 \leq C\|\varphi_{p_m}\|_1^{1+\delta}.
\]

By direct computation, we have

\[
\|N(\varphi_{p_m}^1) - N(\varphi_{p_m}^2)\|_{**} \\
= \|f'(w_{p_m} + \varphi_{p_m}^1) - f'(w_{p_m} + \varphi_{p_m}^2)\|_{**} + [f'(w_{p_m} + \varphi_{p_m}^1) - f'(w_{p_m} + \varphi_{p_m}^2)]\varphi_{p_m}^2.
\]
\[-\epsilon K (\Phi \varphi^1_m - \Phi \varphi^1_m) w \varphi^1_m - \epsilon K (\Phi \varphi^2_m - \Phi \varphi^1_m) \varphi^1_m - \epsilon K (\Phi \varphi^2_m - \Phi \varphi^1_m) \varphi^1_m \]
\[-2 \epsilon K \left( \int \frac{K w \varphi^1_m}{|x-z|} \varphi^1_m \right) dx dz \]
\[-2 \epsilon K \left( \int \frac{K w \varphi^1_m}{|x-z|} \varphi^1_m \right) \parallel \varphi^1_m - \varphi^1_m \parallel_{*} \]
\[\leq C (\parallel \varphi^1_m \parallel_{*}^2 + \parallel \varphi^2_m \parallel_{*}^3) \parallel \varphi^1_m - \varphi^1_m \parallel_{*}, \quad (2.47)\]

since just by the same argument as (2.45) it follows from direct computations and Lemmas A.1 to A.4 that
\[\left| [f'(w \varphi^1_m + \varphi^1_m)](\varphi^2_m - \varphi^1_m) \right| \]
\[\leq C (\parallel \varphi^1_m \parallel_{*}^4 + \parallel \varphi^2_m \parallel_{*}^3) \parallel \varphi^2_m - \varphi^1_m \parallel_{*}, \]
\[\leq C \epsilon K (\Phi \varphi^2_m - \Phi \varphi^1_m) w \varphi^1_m \]
\[\leq C e^{-2\mu} \int \frac{(|\varphi^1_m| + |\varphi^2_m|)|\varphi^2_m - \varphi^1_m|}{|x-z|} dz dx \]
\[\leq C e^{-2\mu} (\parallel \varphi^1_m \parallel_{*} + \parallel \varphi^2_m \parallel_{*}) \parallel \varphi^2_m - \varphi^1_m \parallel_{*} \]
\[\times \left( \int \frac{\left( \sum_{j=1}^{m} e^{-\gamma|z-P_j|} \right) \left( \sum_{k=1}^{m} e^{-\gamma|z-P_k|} \right)}{|x-z|} \right) \sum_{l=1}^{m} e^{-|x-P_l|} \]
\[\leq C E_2 (x) (\parallel \varphi^1_m \parallel_{*} + \parallel \varphi^2_m \parallel_{*}) \parallel \varphi^2_m - \varphi^1_m \parallel_{*}, \]
\[\left| -\epsilon K (\Phi \varphi^2_m - \Phi \varphi^1_m) \right| \varphi^1_m \]
\[\leq C e^{-2\mu} \left( \parallel \varphi^1_m \parallel_{*} + \parallel \varphi^2_m \parallel_{*} \right) \parallel \varphi^2_m - \varphi^1_m \parallel_{*} \]
\[\times \left( \int \frac{\left( \sum_{j=1}^{m} e^{-\gamma|z-P_j|} \right) \left( \sum_{k=1}^{m} e^{-\gamma|z-P_k|} \right)}{|x-z|} \right) \sum_{l=1}^{m} e^{-|x-P_l|} \]
\[\leq C E_2 (x) (\parallel \varphi^1_m \parallel_{*} + \parallel \varphi^2_m \parallel_{*}) \parallel \varphi^2_m - \varphi^1_m \parallel_{*}, \]
\[\left| -\epsilon K (\Phi \varphi^2_m - \Phi \varphi^1_m) \right| \varphi^1_m \]
\[\leq C e^{-2\mu} \left( \parallel \varphi^1_m \parallel_{*} + \parallel \varphi^2_m \parallel_{*} \right) \parallel \varphi^2_m - \varphi^1_m \parallel_{*} \]
\[\times \left( \int \frac{\left( \sum_{j=1}^{m} e^{-\gamma|z-P_j|} \right) \left( \sum_{k=1}^{m} e^{-\gamma|z-P_k|} \right)}{|x-z|} \right) \sum_{l=1}^{m} e^{-|x-P_l|} \]
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Hence by the contraction theorem there exists a unique $\varphi_{P_m} \in B$ such that (2.48) holds. So

$$\|\varphi_{P_m}\|_* = \|T(\varphi_{P_m})\|_* \leq Ce^{-\beta \mu}.$$ 

Combining (2.21), (2.36) and (2.41) we have

$$|c_{j,k}| \leq C(e^{-\beta \mu}) \|\varphi_{P_m}\|_* + \|S(w_{P_m})\|_* + \|N(\varphi_{P_m})\|_* \leq Ce^{-\beta \mu}.$$  

Now we leave to prove that $\varphi_{P_m}$ is $C^1$ in $P_m$. Consider the following mapping $H : \Omega_m \times (H \cap H^1(\mathbb{R}^3)) \times \mathbb{R}^{3m} \rightarrow (H \cap H^1(\mathbb{R}^3)) \times \mathbb{R}^{3m}$ of class $C^1$

$$H(P_m, \varphi_{P_m}, c) = \begin{pmatrix} (\Delta - 1)^{-1}S(w_{P_m} + \varphi_{P_m}) - \sum_{j=1,\ldots,m,k=1,2,3} c_{j,k}(\Delta - 1)^{-1}Q_{j,k} \\ \langle \varphi_{P_m}, (\Delta - 1)^{-1}Q_{1,1} \rangle \\ \vdots \\ \langle \varphi_{P_m}, (\Delta - 1)^{-1}Q_{m,3} \rangle \end{pmatrix}.$$ 

Then problem (2.31) is equivalent to $H(P_m, \varphi_{P_m}, c) = 0$. We know that, given $P_m \in \Omega_m$, there is a unique solution $(\varphi_{P_m}, \{c_{j,k}\})$. We prove that the operator $\frac{\partial H(P_m, \varphi_{P_m}, c)}{\partial (\varphi_{P_m}, c)}|_{(P_m, \varphi_{P_m}, \{c_{j,k}\})} : (H \cap H^1(\mathbb{R}^3)) \times \mathbb{R}^{3m} \rightarrow (H \cap H^1(\mathbb{R}^3)) \times \mathbb{R}^{3m}$ is invertible for $\mu$ large. Then $\varphi_{P_m} \in C^1$ follows from the implicit function theorem. Indeed, observe that

$$\frac{\partial H(P_m, \varphi_{P_m}, c)}{\partial (\varphi_{P_m}, c)}|_{(P_m, \varphi_{P_m}, \{c_{j,k}\})} \langle \psi, d \rangle = \begin{pmatrix} (\Delta - 1)^{-1}(S'(w_{P_m} + \varphi_{P_m})\psi - \sum_{j=1,\ldots,m,k=1,2,3} d_{j,k}(\Delta - 1)^{-1}Q_{j,k} \\ \langle \psi, (\Delta - 1)^{-1}Q_{1,1} \rangle \\ \vdots \\ \langle \psi, (\Delta - 1)^{-1}Q_{m,3} \rangle \end{pmatrix}.$$ 

Since $\|\varphi_{P_m}\|_*$ is small, the same proof as in that of Lemma 2.2 shows that $\frac{\partial H(P_m, \varphi_{P_m}, c)}{\partial (\varphi_{P_m}, c)}|_{(P_m, \varphi_{P_m}, \{c_{j,k}\})}$ is invertible for $\mu$ large. This completes the proof of Proposition 2.4. \qed

3. A secondary Liapunov-Schmidt reduction. In this section, as in [3, 4, 27], applying secondary Lyapunov-Schmidt reduction we give a key estimate on the difference between the solutions in the $m$-th step and $(m + 1)$-th step. For $P_m \in \Omega_m$, we denote $w_{P_m}$ as $w_{P_m} + \varphi_{P_m}$, where $\varphi_{P_m}$ is the unique solution given by Proposition 2.4. The main result below shows that the difference between $w_{P_m}$ and $w_{P_m} + \phi_{m+1}$ is small globally in $H^1(\mathbb{R}^3)$ norm. For this purpose, we now write

$$w_{P_{m+1}} = w_{P_m} + \phi_{m+1} = \bar{u} + \phi_{m+1}, \quad (3.1)$$

where

$$\bar{u} = u_{P_m} + w_{P_{m+1}}.$$
By the definition of the $\| \cdot \|_*$ norm in (2.3) that it depends on the spikes $P$, we now denote the norm by $\| \cdot \|_{*,P_{m+1}}$ to indicate the dependence. It follows from the definition of $\phi_{m+1}$ that
\[
\| \phi_{m+1} \|_{*,P_{m+1}} = \| \phi_{P_{m+1}} - \phi_{P_m} \|_{*,P_{m+1}}.
\] (3.2)

Applying Proposition 2.4, we get
\[
\| \phi_{P_{m+1}} \|_{*,P_{m+1}} \leq Ce^{-\beta \mu}. \tag{3.3}
\]
and
\[
\| \phi_{P_m} \|_{*,P_{m+1}} \leq \| \phi_{P_m} \|_{*,P_{m+1}} \leq Ce^{-\beta \mu}. \tag{3.4}
\]
Then it follows from (3.2) to (3.4) that
\[
\| \phi_{m+1} \|_{*,P_{m+1}} \leq Ce^{-\beta \mu}. \tag{3.5}
\]
But the estimate (3.5) is not sufficient. We need a crucial estimate for $\phi_{m+1}$ which will be given later. (In the following we will always assume that $\gamma > \frac{1}{2}$.) In order to obtain the crucial estimate, we will need the following lemma.

Lemma 3.1. (Lemma 2.4, [3]) For $|P_j - P_k| \geq \mu$ large, it holds that
\[
\int f(w(x - P_j))w(x - P_k)dx = (\vartheta + o(1))w(|P_j - P_k|) \tag{3.6}
\]
as $\mu \to \infty$ and
\[
\vartheta = \int f(w)e^{-x_1}dx > 0. \tag{3.7}
\]

Lemma 3.2. Let $\mu, \epsilon, \gamma$ and $P_m$ be as in Proposition 2.4. Then it holds
\[
\int (|\nabla \phi_{m+1}|^2 + \phi_{m+1}^2) \leq Ce^{-\beta \mu} \sum_{j=1}^{m} w(|P_j - P_{m+1}|) + C\epsilon^2 \left[ \int K^{2} \Phi_{w_{P_{m+1}}}^2 w_{P_{m+1}}^2 + \left( \int K \Phi_{w_{P_{m+1}}} w_{P_{m+1}} \right)^2 \right] \tag{3.8}
\]
for some constant $C > 0, \beta > 0$ independent of $\mu, m$ and $P_{m+1} \in \Omega_{m+1}$ (the constant may depend on the choice of $\gamma$).

Proof. In order to prove (3.8), we have to make a further decomposition. As Lemma 2.2 in [3], the basic idea is as follows: around each spike, we project $\phi_{m+1}$ into the orthogonal space of the unstable eigenfunctions and kernels. By this way, we get a linear operator which is possibly definite. Therefore we have to estimate three components of $\phi_{m+1}$: the coefficients of projections to the unstable eigenfunctions and kernels, and the orthogonal part. Now we perform this procedure in details.

By the non-degeneracy $(f_2)$, the following eigenvalue problem
\[
\Delta \varphi - \varphi + f'(w)\varphi = \lambda \varphi, \quad \varphi \in H^1(\mathbb{R}^3) \tag{3.9}
\]
adopts the following set of eigenvalues
\[
\lambda_1 > \lambda_2 > \cdots > \lambda_{n+1} = 0 > \lambda_{n+2} > \cdots. \tag{3.10}
\]
We denote the eigenfunctions corresponding to the positive eigenvalues $\lambda_j$ as $\varphi_j(x), j = 1, \cdots, n$. By $(f_2)$, we conclude that there is a positive generic constant $c_0$ such that
\[
\int [\| \nabla \varphi \|^2 + \varphi^2 - f'(w)\varphi^2] \geq c_0 \| \varphi \|^2_{H^1(\mathbb{R}^3)} \tag{3.11}
\]
for all $H^1$ functions satisfying $\int_{\mathbb{R}^3} \varphi_i^j = \int_{\mathbb{R}^3} \varphi \frac{\partial w}{\partial x_i} = 0$, $i = 1, 2, 3$, $j = 1, \cdots, n$. We fix $\varphi_i^j$ such that $\max_{x \in \mathbb{R}^3} \varphi_i^j = 1$. Denote by $\varphi_{ij} = \eta_i \varphi_i^j(x - P_j)$, where $\eta_i$ is the cut-off function introduced in section 1.

By the equation satisfied by $\phi_{m+1}$, we have

$$\tilde{L}\phi_{m+1} = -\tilde{S} + \sum_{j=1, \cdots, m+1, k=1,2,3} c_{jk}Q_{j,k}$$

(3.12)

for some constants $\{c_{jk}\}$, where

$$\tilde{L} = \Delta - 1 - \epsilon K(\Phi \tilde{u})' + f'(\tilde{u}),$$

$$(\Phi \tilde{u})' = \begin{cases} \Phi(\tilde{u} + \phi_{m+1}) - \Phi \tilde{u}, & \text{if } \phi_{m+1} \neq 0, \\ (\Phi \tilde{u})', & \text{if } \phi_{m+1} = 0, \end{cases}$$

$$f'(\tilde{u}) = \begin{cases} f(\tilde{u} + \phi_{m+1}) - f(\tilde{u}), & \text{if } \phi_{m+1} \neq 0, \\ f'(\tilde{u}), & \text{if } \phi_{m+1} = 0, \end{cases}$$

and

$$\tilde{S} = -[f(uP_m + w_{P_{m+1}}) - f(uP_m) - f(w_{P_{m+1}})] + \epsilon K(\Phi \tilde{u} - \Phi uP_m uP_m).$$

Here we may write $\tilde{u}$ as $\tilde{u} = \tilde{u} + \tau \phi_{m+1}$, where $\tau \in [0,1]$.

Now we proceed the proof into a few steps.

First we estimate the $L^2$-norm of $\tilde{S}$.

By the estimate in Proposition 2.4, we have the following estimate

$$\int |f(uP_m + w_{P_{m+1}}) - f(uP_m) - f(w_{P_{m+1}})|^2 dx \leq C e^{-\beta \mu} \sum_{j=1}^m w(|P_{m+1} - P_j|).$$

(3.13)

By direct computation and Lemma A.4, we have

$$\epsilon K(\Phi \tilde{u} - \Phi uP_m uP_m) = \epsilon \Phi uP_m w_{P_{m+1}} + \epsilon \Phi w_{P_{m+1}} uP_m + \epsilon \Phi w_{P_{m+1}} w_{P_{m+1}}$$

$$+ 2\epsilon K \left( \int \frac{K uP_m w_{P_{m+1}}}{|x - z|} dz \right) uP_m + 2\epsilon K \left( \int \frac{K uP_m w_{P_{m+1}}}{|x - z|} dz \right)^2 w_{P_{m+1}}$$

and

$$\int |\epsilon K(\Phi \tilde{u} - \Phi uP_m uP_m)|^2 dx$$

$$\leq C \left[ \int (\epsilon^2 K^2 \Phi^2 uP_m w_{P_{m+1}} + \epsilon^2 K^2 \Phi^2 uP_m uP_m + \epsilon^2 K^2 \Phi^2 w_{P_{m+1}} w_{P_{m+1}}$$

$$+ 4\epsilon^2 K^2 \left( \int \frac{K uP_m w_{P_{m+1}}}{|x - z|} dz \right)^2 uP_m + 4\epsilon^2 K^2 \left( \int \frac{K uP_m w_{P_{m+1}}}{|x - z|} dz \right)^2 w_{P_{m+1}}$$

$$\leq C e^{-\beta \mu} \sum_{j=1}^m w(|P_{m+1} - P_j|) + C \int \epsilon^2 K^2 \Phi^2 w_{P_{m+1}} w_{P_{m+1}}. \right]$$

(3.14)
It follows from (3.13) and (3.14) that
\[ |\bar{S}|^2 \leq C e^{-\beta \mu} \sum_{j=1}^{m} w(|P_{m+1} - P_j|) + C \int \epsilon^2 K^2 \Phi^2_{w_{m+1}} w_{m+1}^2. \] (3.15)
By the estimate (3.5), we have the following estimate
\[ \tilde{u} = \sum_{j=1}^{m+1} w(x - P_j) + O(e^{-\beta \mu}). \] (3.16)
Decompose \( \phi_{m+1} \) as
\[ \phi_{m+1} = \psi + \sum_{j=1, \ldots, m+1, l=1, \ldots, n} t_{j,l} \varphi_{j,l} + \sum_{j=1, \ldots, m+1, k=1, 2, 3} d_{j,k} Q_{j,k} \] (3.17)
for some \( t_{j,l}, d_{jk} \) such that
\[ \int \psi \varphi_{j,l} = \int \psi Q_{j,k} = 0, \quad j = 1, \ldots, m, \quad k = 1, 2, 3, \quad l = 1, \ldots, n. \] (3.18)
Since
\[ \phi_{m+1} = \varphi_{P_{m+1}} - \varphi_{P_m}, \] (3.19)
we have for \( j = 1, \ldots, m, \)
\[ d_{j,k} = \int \phi_{m+1} Q_{j,k} + \sum_{j=1}^{m} (t_{j,l} Q_{j,k}) = \int (\varphi_{P_{m+1}} - \varphi_{P_m}) Q_{j,k} + \sum_{j=1}^{m} (t_{j,l} Q_{j,k}) \]
\[ = e^{-\beta \mu} \sum_{j=1}^{m} t_{j,l}, \] (3.20)
and
\[ d_{m+1,k} = \int \phi_{m+1} Q_{m+1,k} + \sum_{j=1}^{m} (t_{m+1,l} Q_{m+1,k}) \]
\[ = \int (\varphi_{P_{m+1}} - \varphi_{P_m}) Q_{m+1,k} + \sum_{j=1}^{m} (t_{m+1,l} Q_{m+1,k}) \] (3.21)
\[ = - \int \varphi_{P_m} Q_{m+1,k} + e^{-\beta \mu} \sum_{j=1}^{m} t_{m+1,l}, \]
where we use the orthogonality conditions satisfied by \( \varphi_{P_m} \) and \( \varphi_{P_{m+1}} \). Hence by Proposition 2.4, we have
\[ \begin{cases} |d_{j,k}| \leq ce^{-\beta \mu} \sum_{j=1}^{m} t_{j,l}, \text{ for } j = 1, 2, \ldots, m, \\ |d_{m+1,k}| \leq Ce^{-\beta \mu} \sum_{j=1}^{m} e^{-\gamma |P_j - P_{m+1}|} + e^{-\beta \mu} \sum_{j=1}^{m} t_{m+1,l}. \end{cases} \] (3.22)
By (3.17), we can rewrite (3.12) as
\[ \bar{L}(\psi) + \sum_{j=1, \ldots, m+1, l=1, \ldots, n} t_{j,l} \bar{L}(\varphi_{j,l}) + \sum_{j=1, \ldots, m+1, k=1, 2, 3} d_{j,k} \bar{L}(Q_{j,k}) \]
\[ = -\bar{S} + \sum_{j=1, \ldots, m+1, k=1, 2, 3} c_{jk} Q_{j,k}. \] (3.23)
In order to estimate the coefficients $t_{j,l}$, we use the equation (3.23). First, multiplying (3.23) by $\varphi_{jl}$ and integrating over $\mathbb{R}^3$, we have

\[ t_{j,l} \int \bar{L}(\varphi_{jl}) \varphi_{jl} = - \sum_{k=1}^{3} d_{j,k} \int \bar{L}(Q_{j,k}) \varphi_{jl} - \int S \varphi_{jl} \\
- \sum_{k \neq l} t_{l,j} \int \bar{L}(\varphi_{jk}) \varphi_{jl} - \int \bar{L}(\varphi_{jl}) \varphi_{jl}, \tag{3.24} \]

where

\[
\begin{aligned}
\left| \int S \varphi_{jl} \right| &\leq Ce^{-\beta \mu} e^{-\gamma|P_j - P_{m+1}|} + \epsilon \left| \int K \Phi_{wp_{m+1}} w P_{m+1} \varphi_{jl} \right|, \\
\text{for } j = 1, 2, \ldots, m, \\
\left| \int S \varphi_{m+1,l} \right| &\leq Ce^{-\beta \mu} \sum_{j=1}^{m} e^{-\gamma|P_j - P_{m+1}|} + \epsilon \left| \int K \Phi_{wp_{m+1}} w P_{m+1} \varphi_{m+1,l} \right|.
\end{aligned} \tag{3.25} \]

By (3.16), we see that

\[ \int \bar{L}(\varphi_{jk}) \varphi_{jl} = - \lambda_{k} \delta_{k,l} \int \varphi_{j,k} \varphi_{0} + O(e^{-\beta \mu}). \tag{3.26} \]

Combining (3.22), (3.24), (3.25) and (3.26), and the orthogonal conditions satisfied by $\psi$, we have

\[
\begin{aligned}
|t_{j,l}| &\leq Ce^{-\beta \mu} e^{-\gamma|P_j - P_{m+1}|} + \epsilon \left| \int K \Phi_{wp_{m+1}} w P_{m+1} \varphi_{jl} \right| + e^{-\beta \mu} \left\| \psi \right\|_{H^1(B_{\frac{1}{2}}(P_j))}, \\
j = 1, \ldots, m, \\
|t_{m+1,l}| &\leq Ce^{-\beta \mu} \sum_{j=1}^{m} e^{-\gamma|P_j - P_{m+1}|} + \epsilon \left| \int K \Phi_{wp_{m+1}} w P_{m+1} \varphi_{m+1,l} \right| + e^{-\beta \mu} \left\| \psi \right\|_{H^1(B_{\frac{1}{2}}(P_{m+1}))},
\end{aligned} \tag{3.27} \]

and

\[
\begin{aligned}
|d_{j,l}| &\leq Ce^{-\beta \mu} e^{-\gamma|P_j - P_{m+1}|} + \epsilon \left| \int K \Phi_{wp_{m+1}} w P_{m+1} \varphi_{jl} \right| + e^{-\beta \mu} \left\| \psi \right\|_{H^1(B_{\frac{1}{2}}(P_j))}, \\
j = 1, \ldots, m, \\
|d_{m+1,l}| &\leq Ce^{-\beta \mu} \sum_{j=1}^{m} e^{-\gamma|P_j - P_{m+1}|} + \epsilon \left| \int K \Phi_{wp_{m+1}} w P_{m+1} \varphi_{m+1,l} \right| + e^{-\beta \mu} \left\| \psi \right\|_{H^1(B_{\frac{1}{2}}(P_{m+1}))}.
\end{aligned} \tag{3.28} \]

Next, we estimate $\psi$. Multiplying (3.23) by $\psi$ and integrating over $\mathbb{R}^3$, we find

\[ \int \bar{L}(\psi) \psi = - \int S \psi - \sum_{j=1, \ldots, m+1, k=1,2,3} d_{j,k} \int \bar{L}(Q_{j,k}) \psi \tag{3.29} \]

\[- \sum_{j=1, \ldots, m+1, k=1,2,3} t_{j,l} \int \bar{L}(\varphi_{jl}) \psi. \]
We claim that
\[ \int [\bar{L}(\psi)\psi] \geq c_0 \|\psi\|^2_{H^1} \]  
(3.30)
for some constant \( c_0 > 0 \) (independent of \( m \) and \( P_{m+1} \)).

Since the approximate solution is exponentially decay away from the points \( P_j \), we have
\[ \int_{\mathbb{R}^3 \setminus \bigcup_j B_{\mu_j}(P_j)} [\bar{L}(\psi)\psi] \geq \frac{1}{2} \int_{\mathbb{R}^3 \setminus \bigcup_j B_{\mu_j}(P_j)} (|\nabla \psi|^2 + |\psi|^2). \]  
(3.31)

Now we only need to prove the above estimate in the domain \( \bigcup_j B_{\mu_j}(P_j) \). We prove it by contradiction. Otherwise, there exists a sequence \( \mu_n \to \infty \), and \( P_j(P_n) \) such that
\[ \int_{B_{\mu_n}(P_j(P_n))} (|\nabla \psi|^2 + |\psi|^2) = 1, \quad \int_{B_{\mu_n}(P_j(P_n))} \bar{L}(\psi_n)\psi_n \to 0, \text{ as } n \to \infty. \]

Then we can extract from the sequence \( \psi_n \cdot P_j(P_n) \) a subsequence which will converge weakly in \( H^1(\mathbb{R}^3) \) to \( \psi_\infty \) such that
\[ \int |\nabla \psi_\infty|^2 + |\psi_\infty|^2 - f'(w)\psi_\infty^2 = 0 \]  
(3.32)
and
\[ \int \psi_\infty \varphi_0' = \int \psi_\infty \frac{\partial w}{\partial x_j} = 0, \quad \text{for } j = 1, 2, 3, l = 1, 2, \ldots, n. \]  
(3.33)

It follows from (3.32) and (3.33) that \( \psi_\infty = 0 \). Therefore
\[ \psi_n \to 0 \text{ weakly in } H^1(\mathbb{R}^3). \]  
(3.34)

Hence, we have
\[ \int_{B_{\mu_n}(P_j(P_n))} f'(\tilde{u})\psi_n^2 \to 0, \text{ as } n \to \infty. \]  
(3.35)

Then
\[ \|\psi_n\|_{H^1(B_{\mu_n}(P_j(P_n)))} \to 0 \text{ as } n \to \infty, \]
which contradicts to the assumption \( \|\psi_n\|_{H^1(B_{\mu_n}(P_j(P_n)))} = 1 \). Therefore (3.30) holds.

It follows from (3.29) and (3.30) that
\[ \|\psi\|^2 \leq C \left( \sum_{j,k} |d_{j,k}| \int L(Q_{j,k})\psi + \sum_{j,l} |\epsilon_{j,l}| \int L(\varphi_{ji})\psi + \int |\Sigma\psi| \right) 
\leq C \left( \sum_{j,k} |d_{j,k}|\|\psi\| + \sum_{j,l} |\epsilon_{j,l}|\|\psi\|_{H^1(B_{\mu_j}(P_j))} + \|\Sigma\|_{L^2}\|\psi\| \right). \]  
(3.36)

By (3.28) and (3.36), we have
\[ \|\psi\| \leq C \left( \sum_{j,k} |d_{j,k}| + e^{-\beta \mu} \sum_{j=1}^m e^{-\gamma(P_{m+1}-P_j)} + \epsilon \int K \Phi_{w_{P_{m+1}}} w_{P_{m+1}} + \|\Sigma\|_{L^2} \right). \]  
(3.37)
From (3.15) and (3.37), recalling that $\gamma > \frac{1}{2}$, we get
\[
\|\phi_{m+1}\| \leq C \left( e^{-\beta \mu} \sum_{j=1}^{m} e^{-\gamma |P_{m+1} - P_j|} + \epsilon \int K \Phi w_{P_{m+1}} w_{P_{m+1}} + |\mathcal{S}| \right) 
\leq C \left[ e^{-\beta \mu} \sum_{j=1}^{m} e^{-\gamma |P_{m+1} - P_j|} + e^{-\beta \mu} \left( \sum_{j=1}^{m} w(|P_{m+1} - P_j|) \right)^{\frac{1}{2}} \right] + \epsilon \int K \Phi w_{P_{m+1}} w_{P_{m+1}} + \epsilon \left( \int K^2 \Phi^2 w_{P_{m+1}}^2 w_{P_{m+1}}^2 \right)^{\frac{1}{2}}.
\]
(3.38)

Since we choose $\gamma > \frac{1}{2}$, by the definition of the configuration space, we have
\[
\left( \sum_{j=1}^{m} e^{-\gamma |P_{m+1} - P_j|} \right)^{2} \leq C \sum_{j=1}^{m} w(|P_{m+1} - P_j|).
\]
(3.39)

It follows from (3.38) and (3.39) that
\[
\|\phi_{m+1}\| \leq C \left[ e^{-\beta \mu} \left( \sum_{j=1}^{m} w(|P_{m+1} - P_j|) \right)^{\frac{1}{2}} \right] + \epsilon \int K \Phi w_{P_{m+1}} w_{P_{m+1}} + \epsilon \left( \int K^2 \Phi^2 w_{P_{m+1}}^2 w_{P_{m+1}}^2 \right)^{\frac{1}{2}}.
\]
(3.40)

Hence (3.8) holds.

Moreover, from the estimates (3.22) and (3.28), and taking into consideration that $\eta_j$ is supposed in $B_{\frac{\mu}{2}}(P_j)$, using Hölder inequality, we can get a more accurate estimate on $\phi_{m+1}$,
\[
\|\phi_{m+1}\| \leq C \left[ e^{-\beta \mu} \left( \sum_{j=1}^{m} w(|P_{m+1} - P_j|) \right)^{\frac{1}{2}} \right] + \epsilon \sum_{j=1,\ldots,m+1} \left( \int_{B_{\frac{\mu}{2}}(P_j)} K^2 \Phi^2 w_{P_{m+1}}^2 w_{P_{m+1}}^2 \right)^{\frac{1}{2}} + \epsilon \left( \int K^2 \Phi^2 w_{P_{m+1}}^2 w_{P_{m+1}}^2 \right)^{\frac{1}{2}}.
\]
(3.41)

4. Proof of the main result. In this section, first we investigate a maximization problem. Then we prove our main result.

Fixing $P_m \in \Omega_m$, we define
\[
\mathcal{M}(P_m) = J(w_{P_m}) = J(w_{P_m} + \varphi_{P_m}) : \Omega_m \to \mathbb{R}
\]
and
\[
\mathcal{C}_m = \sup_{P_m \in \Omega_m} \mathcal{M}(P_m).
\]
(4.1)

Observe that $\mathcal{M}(P_m)$ is continuous in $P_m$. We will prove below that the maximization problem has a solution. Denote $\mathcal{M}(P_m)$ as the maximum where $P_m = (\bar{P}_1, \ldots, \bar{P}_m) \in \Omega_m$, that is
\[
\mathcal{M}(P_m) = \max_{P_m \in \Omega_m} \mathcal{M}(P_m),
\]
(4.3)

and we denote the solution by $u_{\bar{P}_m}$.

First we show that the maximum can be attained at finite points for each $\mathcal{C}_m$. 

Lemma 4.1. Assume that \((K_1), (K_2)\) hold. If the assumptions in Proposition 2.4 are satisfied, then for all \(m\):

(i) There exists \(P_m \in \Omega_m\) such that

\[
C_m = \mathcal{M}(P_m); \tag{4.4}
\]

(ii) There holds

\[
C_{m+1} > C_m + I(w), \tag{4.5}
\]

where \(I(w)\) is the energy of \(w\),

\[
I(w) = \frac{1}{2} \int (|\nabla w|^2 + w^2) - \int F(w). \tag{4.6}
\]

Proof. Here we follow the proofs in [3, 13] and we need to use the estimate (3.8). We divide the proof into the following two steps.

**Step 1.** \(C_1 > I(w)\), and \(C_1\) can be attained at a finite point.

First applying standard Liapunov-Schmidt reduction, we have

\[
\|\varphi_P\| \leq C\|K\Phi_{wp}w_P\|_{L^2}. \tag{4.7}
\]

Supposing that \(|P| \to \infty\), then by (4.7) we have

\[
J(u_P) = \frac{1}{2} \int (|\nabla u_P|^2 + u_P^2) + \frac{\epsilon}{4} \int K(x)\Phi_{u_P}u_P^2 - \int F(u_P)
\]

\[
= \left[ \frac{1}{2} \int (|\nabla w_P|^2 + w_P^2) - \int F(w_P) \right] + \frac{1}{2} \int (|\nabla \varphi_P|^2 + \varphi_P^2)
\]

\[
+ \int (\nabla w_P \nabla \varphi_P + w_P \varphi_P) - \int (F(u_P) - F(w_P)) + \frac{\epsilon}{4} \int K(x)\Phi_{u_P}u_P^2
\]

\[
= I(w) + \frac{1}{2} \|\varphi_P\| - \int (F(u_P) - F(w_P) - f(w_P)\varphi_P) + \frac{\epsilon}{4} \int K(x)\Phi_{u_P}u_P^2
\]

\[
\geq I(w) + \frac{\epsilon}{8} \int K(x)\Phi_{wp}w_P^2 - C\|\varphi_P\|^2
\]

\[
\geq I(w) + \frac{\epsilon}{8} \int K(x)\Phi_{wp}w_P^2 - \int \epsilon^2 K^2\Phi_{wp}^2 w_P^2
\]

\[
\geq I(w) + \frac{\epsilon}{16} \int K(x)\Phi_{wp}w_P^2
\]

\[
\geq I(w) + \frac{1}{16} \int_{B_\frac{16}{2}(\varphi_P)} \epsilon K(x)\Phi_{wp}w_P^2 - \sup_{B_{\frac{w_P}{2}}(0)} \frac{w_P^2}{w_P^2} \int_{\text{supp} K^-} \epsilon K\Phi_{wp}w_P^2
\]

\[
\geq I(w) + \frac{\epsilon}{16} \int_{B_\frac{1}{2}(\varphi_P)} K(x)\Phi_{wp}w_P^2 - O(\epsilon \epsilon^{-\frac{2|P|}{\pi}}),
\]

where we use the following estimates

\[
\left| - \int (F(u_P) - F(w_P) - f(w_P)\varphi_P) \right| = \left| \int (f(w_P + \theta_1 \varphi_P) - f(w_P)\varphi_P) \right|
\]

\[
= \left| \int f'(w_P + \theta_2 \varphi_P)\varphi_P^2 \right| \leq C\|\varphi_P\|^2 \tag{4.8}
\]

and

\[
\frac{\epsilon}{4} \int K(x)\Phi_{u_P}u_P^2 \geq \frac{\epsilon}{8} \int K(x)\Phi_{wp}w_P^2 - C\|\varphi_P\|^2, \tag{4.9}
\]

whose proof we put in the Appendix A.
By the assumption \((K_2)\), we have
\[
\frac{1}{16} \int_{B_{\frac{1}{2}}(P)} \epsilon K \Phi_{w_P} w_P^2 - O(\epsilon e^{-\frac{\epsilon}{2}|P|}) > 0 \quad \text{for } |P| \text{ large.}
\]
So we have
\[
C_1 \geq J(u_P) > I(w). \quad (4.10)
\]
Now we will prove that \(C_1\) can be attained at a finite point. Let \(\{P_j\}\) be a sequence such that \(\lim_{j \to \infty} M(P_j) = C_1\), and assume that \(|P_j| \to +\infty,\)
\[
J(u_{P_j}) = \frac{1}{2} \int (|\nabla u_{P_j}|^2 + u_{P_j}^2) + \frac{\epsilon}{4} \int K(x) \Phi_{u_{P_j}} u_{P_j}^2 - \int F(u_{P_j})
\]
\[
= \left[ \frac{1}{2} \int (|\nabla w_{P_j}|^2 + w_{P_j}^2) - \int F(w_{P_j}) \right] + \frac{1}{2} \int (|\nabla \varphi_{P_j}|^2 + \varphi_{P_j}^2)
\]
\[
+ \int \nabla w_{P_j} \nabla \varphi_{P_j} + w_{P_j} \varphi_{P_j} - f(w_{P_j}) \varphi_{P_j}
\]
\[
- \int [F(u_{P_j}) - F(w_{P_j}) - f(w_{P_j}) \varphi_{P_j}]
\]
\[
+ \frac{\epsilon}{4} \int K(x) \Phi_{(w_{P_j} + \varphi_{P_j})} (w_{P_j} + \varphi_{P_j})^2
\]
\[
\leq I(w) + \epsilon C \|\varphi_{P_j}\|^2 + \frac{\epsilon}{4} \int K(x) \Phi_{(w_{P_j} + \varphi_{P_j})} (w_{P_j} + \varphi_{P_j})^2
\]
\[
\leq I(w) + O \left( \int \epsilon^2 K^2 \Phi^2_{w_{P_j}} w_{P_j}^2 \right) + \frac{\epsilon}{4} \int K(x) \Phi_{(w_{P_j} + \varphi_{P_j})} (w_{P_j} + \varphi_{P_j})^2.
\]
By the assumption \((K_1)\), we have
\[
O \left( \int \epsilon^2 K^2 \Phi^2_{w_{P_j}} w_{P_j}^2 \right) + \frac{\epsilon}{4} \int K(x) \Phi_{(w_{P_j} + \varphi_{P_j})} (w_{P_j} + \varphi_{P_j})^2 \to 0
\]
as \(j \to \infty\). Then we obtain
\[
C_1 = \lim_{j \to \infty} J(u_{P_j}) \leq I(w),
\]
which contradicts to \((4.10)\). Thus \(C_1\) can be attained at a finite point.

**Step 2.** Assume that there exists \(P_m = (P_1, \ldots, P_m) \in \Omega_m\) such that \(C_m = M(P_m)\) and we denote the solution by \(u_{P_m}\). Next we prove that there exists \(P_{m+1} = (P_1, \ldots, P_{m+1}) \in \Omega_{m+1}\) such that \(C_{m+1}\) can be attained. Let \(P_{m+1}^{(n)}\) be a sequence such that
\[
C_{m+1} = \lim_{n \to \infty} M(P_{m+1}^{(n)}). \quad (4.11)
\]
We claim that \(P_{m+1}^{(n)}\) is bounded. We prove it by contradiction. Without loss of generality, we assume that \(|P_{m+1}^{(n)}| \to \infty\) as \(n \to \infty\). In the following we omit the index \(n\) for simplicity. By direct computation, we have
\[
J(u_{P_{m+1}}) = J(u_{P_m} + w_{P_{m+1}} + \phi_{m+1})
\]
\[
= J(u_{P_m} + w_{P_{m+1}}) - \int (f(u_{P_m} + w_{P_{m+1}}) - f(u_{P_m}) - f(w_{P_{m+1}})) \phi_{m+1}
\]
\[
+ \epsilon \int K(\Phi u_{P_m} + \phi_{u_{P_m}} u_{P_m}) \phi_{m+1}
\]
\[ + \frac{\epsilon}{4} \int K[\Phi (u_{p_m} + w_{p_{m+1}} + \phi_{m+1}) (u_{p_m} + w_{p_{m+1}} + \phi_{m+1})^2 - \Phi (u_{p_m} + w_{p_{m+1}}) (u_{p_m} + w_{p_{m+1}})^2 - 4\Phi \bar{u}\phi_{m+1}] \\
- \int \sum_{j=1,\ldots,n; k=1,2,3} c_{jk} Q_{j,k} \phi_{m+1} \\
- \int f'(u_{p_m} + w_{p_{m+1}} + \partial \phi_{m+1}) \phi_{m+1}^2 + \frac{1}{2} \int (|\nabla \phi_{m+1}|^2 + \phi_{m+1}^2) \\
= J(u_{p_m} + w_{p_{m+1}}) + O(\|\phi_{m+1}\|^2 + \|S(u_{p_m} + w_{p_{m+1}})\|\phi_{m+1}\|) \\
- \int \sum_{j=1,\ldots,n; k=1,2,3} c_{jk} Q_{j,k} \phi_{m+1} \\
= J(u_{p_m} + w_{p_{m+1}}) + O \left( e^{-\beta \mu} \sum_{j=1}^{m} w(|P_{m+1} - P_j|) \right) + \int e^2 K^2 \Psi_{p_{m+1}}^2 w_{p_{m+1}}^2 \\
+ \left( \int K(x) \Phi w_{p_{m+1}} w_{p_{m+1}}^2 \right), \\
\text{(4.12)} \]
\[
+ \frac{\epsilon}{4} \int K [\Phi(ue_{m} + \varphi_{m+1})](ue_{m} + \varphi_{m+1})^2 - \Phi(ue_{m})u_{m}^2 - 4\Phi(ue_{m})ue_{m}w_{m+1} \]
\leq C_{m} + I(w) + \int \left( f(ue_{m}) - \sum_{j=1,\ldots,m; k=1,2,3} c_{jk}Q_{j,k} \right) w_{m+1}
+ \frac{\epsilon}{4} \int K \Phi w_{m+1}^2 w_{m+1} \]
\leq \int [f(ue_{m})w_{m+1} + f(w_{m+1})ue_{m}] + O \left( e^{-\beta \mu} \sum_{j=1}^{m} w(|P_{m+1} - P_{j}|) \right)
\leq C_{m} + I(w) + \frac{\epsilon}{4} \int K \Phi w_{m+1}^2 w_{m+1} \]
\leq \int f(w_{m+1})ue_{m} + O \left( e^{-\beta \mu} \sum_{j=1}^{m} w(|P_{m+1} - P_{j}|) \right),
\]
(4.13)

since
\[
\frac{\epsilon}{4} \int K [\Phi(ue_{m} + \varphi_{m+1})](ue_{m} + \varphi_{m+1})^2 - \Phi(ue_{m})u_{m}^2 - 4\Phi(ue_{m})ue_{m}w_{m+1} \]
\leq \frac{\epsilon}{4} \int K \Phi w_{m+1}^2 w_{m+1} \]
\leq \int K \left( \int \frac{Kue_{m}w_{m+1}dz}{|x - z|} \right) (w_{m+1}^2 + 2ue_{m}w_{m+1})
\leq \frac{\epsilon}{4} \int K \Phi w_{m+1}^2 w_{m+1} + O \left( e^{-\beta \mu} \sum_{j=1}^{m} w(|P_{m+1} - P_{j}|) \right),
\]

By (2.71) in [3], we have
\[
\left| \sum_{j=1,\ldots,m; k=1,2,3} c_{jk}Q_{j,k} w_{m+1} \right| \leq C e^{-\beta \mu} \sum_{j=1}^{m} w(|P_{m+1} - P_{j}|)
\]
(4.14)

for some proper \( \beta > 0 \). By the equation satisfied by \( \varphi_{m} \),
\[
\Delta \varphi_{m} - \varphi_{m} + f'(w_{m})\varphi_{m} = -S(w_{m}) + \bar{N}(\varphi_{m})
+ \epsilon K(\Phi w_{m} \varphi_{m} + \Phi \varphi_{m} u_{m})
+ 2\epsilon K \left( \int \frac{Kue_{m}w_{m}dz}{|x - z|} \right) (w_{m} + \varphi_{m}) + \sum_{j=1,\ldots,m; k=1,2,3} c_{jk}Q_{j,k},
\]
(4.15)

where
\[
\bar{N}(\varphi_{m}) = \left[ f(w_{m} + \varphi_{m}) - f(w_{m}) - f'(w_{m})\varphi_{m} \right],
\]
we have
\[
\int f(w_{m+1})\varphi_{m} = \int (\Delta - 1)w_{m+1}\varphi_{m} = \int (\Delta - 1)\varphi_{m}w_{m+1}
= \int [-S(w_{m}) + \bar{N}(\varphi_{m}) + \epsilon K(\Phi w_{m} \varphi_{m} + \Phi \varphi_{m} u_{m})]
\]
and

\[
\left| \int [\tilde{N}(\varphi_{P_m}) - f'(w_{P_m})\varphi_{P_m}]w_{P_{m+1}} \right| \leq C e^{-\beta \mu} \sum_{j=1}^{m} w(|P_{m+1} - P_j|),
\]

Moreover, we can choose \( \gamma \) such that \( \gamma + \delta > 1, (1 + \delta) \gamma > 1 \). Then it follows from the first two estimates of page-22 in [3] that

\[
\int \sum_{j=1,\ldots,m;k=1,2,3} c_{jk} Q_{j;k} w_{P_{m+1}} \leq C e^{-\beta \mu} \sum_{j=1}^{m} w(|P_{m+1} - P_j|)
\]

and

\[
\int \left[ -S(w_{P_m}) + \epsilon K(\Phi_{w_{P_m}} \varphi_{P_m} + \Phi_{\varphi_{P_m}} w_{P_m}) 
+ 2\epsilon K \left( \int \frac{K w_{P_m} \varphi_{P_m} + \varphi_{P_m}}{|x - z|} w_{P_{m+1}} \right) \right] \leq C \epsilon \int K \Phi_{w_{P_m}} w_{P_{m+1}} w_{P_{m+1}}
\]

+ \epsilon \int K(\Phi_{w_{P_m}} \varphi_{P_m} + \Phi_{\varphi_{P_m}} w_{P_m}) w_{P_{m+1}}

+ 2\epsilon K \left( \int \frac{K w_{P_m} \varphi_{P_m}}{|x - z|} \right) (w_{P_m} + \varphi_{P_m}) w_{P_{m+1}}

\leq C \epsilon \int K \Phi_{w_{P_m}} w_{P_{m+1}} w_{P_{m+1}} + \epsilon e^{-\beta \mu} \sum_{j=1}^{m} e^{-\gamma |x - P_j|} \int K \Phi_{w_{P_m}} w_{P_{m+1}}

+ \epsilon e^{-\beta \mu} \sum_{j=1}^{m} e^{-\gamma |x - P_j|} \int K \frac{\sum_{j=1}^{m} e^{-\gamma |x - P_j|}}{|x - z|} w_{P_m} w_{P_{m+1}}

+ \epsilon e^{-\beta \mu} \sum_{j=1}^{m} e^{-\gamma |x - P_j|} \int K \frac{\sum_{j=1}^{m} e^{-\gamma |x - P_j|}}{|x - z|} d z (w_{P_m} + \sum_{l=1}^{m} e^{-\gamma |x - P_l|}) w_{P_{m+1}}

So, from (4.16) to (4.19), we obtain

\[
\int f(w_{P_{m+1}})\varphi_{P_m}
\leq C \epsilon \int K \Phi_{w_{P_m}} w_{P_{m+1}} w_{P_{m+1}} + \epsilon e^{-\beta \mu} \sum_{j=1}^{m} K e^{-\gamma |x - P_j|} \Phi_{w_{P_m}} w_{P_{m+1}}

+ \epsilon e^{-\beta \mu} \sum_{j=1}^{m} e^{-\gamma |x - P_j|} \int K \frac{\sum_{j=1}^{m} e^{-\gamma |x - P_j|}}{|x - z|} d z w_{P_m} w_{P_{m+1}}
\]
Combing (4.12), (4.13), (4.14) and (4.21), we obtain

\[ +\epsilon e^{-\beta \mu} \int K \left( \int \frac{K w_{P_m} \sum_{j=1}^{m} e^{-\gamma|x-P_j|}}{|x-z|} \, dz \right) (w_{P_m} + \sum_{l=1}^{m} e^{-\gamma|x-P_l|}) w_{P_{m+1}} \\
+ \epsilon e^{-\beta \mu} \sum_{j=1}^{m} w(|P_{m+1} - P_j|) \right]. \]

Hence by Lemma 3.1, we have

\[
\int f(w_{P_{m+1}})u_{P_m} = \int f(w_{P_{m+1}})(w_{P_m} + \varphi_{P_m}) \\
= \int f(w_{P_{m+1}})w_{P_m} + O\left( \epsilon \int K \Phi_{w_{P_m}} w_{P_m} w_{P_{m+1}} \right) \\
+ \epsilon e^{-\beta \mu} \int \sum_{j=1}^{m} Ke^{-\gamma|x-P_j|} \Phi_{w_{P_m}} w_{P_{m+1}} \\
+ \epsilon e^{-\beta \mu} \int K \left( \int \frac{K w_{P_m} \sum_{j=1}^{m} e^{-\gamma|x-P_j|}}{|x-z|} \, dz \right) w_{P_m} w_{P_{m+1}} \\
+ \epsilon e^{-\beta \mu} \int K \left( \int \frac{K w_{P_m} \sum_{j=1}^{m} e^{-\gamma|x-P_j|}}{|x-z|} \, dz \right) (w_{P_m} + \sum_{l=1}^{m} e^{-\gamma|x-P_l|}) w_{P_{m+1}} \\
+ e^{-\beta \mu} \sum_{j=1}^{m} w(|P_{m+1} - P_j|) \geq \frac{1}{4} \vartheta \sum_{j=1}^{m} w(|P_{m+1} - P_j|) \\
+ O\left( \epsilon \int K \Phi_{w_{P_m}} w_{P_m} w_{P_{m+1}} + \epsilon e^{-\beta \mu} \int \sum_{j=1}^{m} e^{-\gamma|x-P_j|} \Phi_{w_{P_m}} w_{P_{m+1}} \right) \\
+ \epsilon e^{-\beta \mu} \int K \left( \int \frac{K w_{P_m} \sum_{j=1}^{m} e^{-\gamma|x-P_j|}}{|x-z|} \, dz \right) w_{P_m} w_{P_{m+1}} \\
+ \epsilon e^{-\beta \mu} \int K \left( \int \frac{K w_{P_m} \sum_{j=1}^{m} e^{-\gamma|x-P_j|}}{|x-z|} \, dz \right) (w_{P_m} + \sum_{l=1}^{m} e^{-\gamma|x-P_l|}) w_{P_{m+1}} \\
+ e^{-\beta \mu} \sum_{j=1}^{m} w(|P_{m+1} - P_j|) \right]. \]

Combing (4.12), (4.13), (4.14) and (4.21), we obtain

\[ J(u_{P_{m+1}}) = J(u_{P_m} + w_{P_{m+1}} + \phi_{m+1}) \\
\leq C_m + \frac{C}{4} \int K \Phi_{w_{P_{m+1}}} w_{P_{m+1}}^2 - \frac{1}{4} \vartheta \sum_{j=1}^{m} w(|P_{m+1} - P_j|) \\
+ O\left( \epsilon \int K \Phi_{w_{P_m}} w_{P_m} w_{P_{m+1}} + \epsilon e^{-\beta \mu} \int \sum_{j=1}^{m} Ke^{-\gamma|x-P_j|} \Phi_{w_{P_m}} w_{P_{m+1}} \right) \\
+ \epsilon e^{-\beta \mu} \int K \left( \int \frac{K \sum_{j=1}^{m} e^{-\gamma|x-P_j|}}{|x-z|} \, dz \right) w_{P_m} w_{P_{m+1}} \]
Combining (4.11), (4.22), (4.23) and (4.24), we have

\[ +\epsilon e^{-\beta \mu} \int K \left( \frac{\sum_{j=1}^{m} e^{-\gamma |x-P_j|^2}}{|x-z|} dz \right) (w_{\mathbf{P}_m}^2 + \sum_{i=1}^{m} e^{-\gamma |x-P_i|^2} w_{P_{i+1}}^2) \\
+\epsilon e^{-\beta \mu} \sum_{j=1}^{m} w(|P_{m+1} - P_j|) + \epsilon^2 \left[ \int K \Phi^2_{\mathbf{P}_m} w_{P_{m+1}}^2 + \epsilon^2 \left( \int K \Phi_{\mathbf{P}_m} w_{P_{m+1}}^2 \right)^2 \right]. \]

(4.22)

By the assumption that \( |P_{m+1}^{(n)}| \to \infty \), we have

\[ \epsilon \int \int K \Phi_{\mathbf{P}_m^{(n)}}^2 w_{P_{m+1}^{(n)}}^2 + \epsilon \int K \Phi_{\mathbf{P}_m} w_{P_{m+1}}^2 + \epsilon e^{-\beta \mu} \sum_{j=1}^{m} e^{-\gamma |x-P_j|^2} \Phi_{\mathbf{P}_m} w_{P_{m+1}}^2 \\
+\epsilon e^{-\beta \mu} \int K \left( \frac{\sum_{j=1}^{m} e^{-\gamma |x-P_j|^2}}{|x-z|} dz \right) (w_{\mathbf{P}_m}^2 + \sum_{i=1}^{m} e^{-\gamma |x-P_i|^2} w_{P_{i+1}}^2) \\
+\epsilon e^{-\beta \mu} \int K \left( \frac{\sum_{j=1}^{m} e^{-\gamma |x-P_j|^2}}{|x-z|} dz \right) \sum_{j=1}^{m} e^{-\gamma |x-P_j|^2} w_{P_{m+1}}^2 \\
+\epsilon^2 \int K \Phi_{\mathbf{P}_m} w_{P_{m+1}}^2 + \epsilon^2 \left( \int K \Phi_{\mathbf{P}_m} w_{P_{m+1}}^2 \right)^2 \to 0, \quad \text{as} \quad n \to +\infty, \]

(4.23)

and

\[ -\frac{1}{4} \theta \sum_{j=1}^{m} w(|P_{m+1} - P_j|) + O \left( \frac{\epsilon e^{-\beta \mu}}{\sum_{j=1}^{m} w(|P_{m+1} - P_j|)} \right) < 0. \]

(4.24)

Combining (4.11), (4.22), (4.23) and (4.24), we have

\[ C_{m+1} \leq C_m + I(w). \]

(4.25)

On the other hand, since by the assumption, \( C_m \) can be attained at \((\bar{P}_1, \cdots, \bar{P}_m)\), so there exists other point \( P_{m+1} \) which is far away from the \( m \) points which be determined later. Next let’s consider the solution concentrated at the points \((\bar{P}_1, \cdots, \bar{P}_m, P_{m+1})\), and we denote the solution by \( u_{\mathbf{P}_m, P_{m+1}} \), then similar with the above argument, applying the estimate (3.41) of \( \phi_{m+1} \) instead of (3.20), we have the following estimate:

\[ J(u_{\mathbf{P}_m, P_{m+1}}) \]

\[ \leq J(u_{\mathbf{P}_m}) + I(w) + \left\{ \epsilon \int K \Phi_{\mathbf{P}_m}^2 w_{P_{m+1}}^2 \\
+O \left( \sum_{j=1}^{m} \left( \int B_{\frac{1}{2}}(P_j) \right)^2 K^2 \Phi_{\mathbf{P}_m}^2 w_{P_{m+1}}^2 \right) \right\}^2 \\
+O \left( \epsilon^2 K^2 \Phi_{\mathbf{P}_m}^2 w_{P_{m+1}}^2 \right) - O \left( \sum_{j=1}^{m} w(|P_{m+1} - P_j|) \right) \]

\[ +O \left[ \epsilon e^{-\beta \mu} \sum_{j=1}^{m} K e^{-\gamma |x-P_j|} \Phi_{\mathbf{P}_m} w_{P_{m+1}} \right]. \]
Proof. So then we can get Proposition 4.2. The maximization problem

\[ C = \text{impossible.} \]

Hence we prove that it follows from (4.25) and (4.28) that

\[ \Omega \]

we assume \((j, k)\), for some \(\alpha < 1\), then we can choose \(P_{m+1}\) such that

\[ |P_{m+1}| > \frac{(\max \sum_{j=1}^{m} |P_j| - \ln \epsilon)}{\gamma - \alpha}. \]

Then we can get

\[ \left\{ \frac{\epsilon}{4} \int K \Phi w_{P_{m+1}} w_{P_{m+1}}^2 + O \left( \sum_{j=1}^{m} \left( \int_{B_{2}^{\epsilon}(P_j)} \epsilon^2 K^2 \Phi^2 w_{P_{m+1}}^2 w_{P_{m+1}}^2 \right)^{\frac{1}{2}} \right) \right\} \]

\[ + O \left( \int \epsilon^2 K^2 \Phi^2 w_{P_{m+1}} w_{P_{m+1}}^2 \right) - O \left( \sum_{j=1}^{m} w(||P_{m+1} - P_j||) \right) \]

\[ + O \left[ \epsilon e^{-\beta \mu} \int \sum_{j=1}^{m} K e^{-\gamma |x - P_j|} \Phi w_{P_{m+1}} w_{P_{m+1}} \right] \]

\[ + \epsilon e^{-\beta \mu} \int K \left( \sum_{j=1}^{m} e^{-\gamma |x - P_j|} \sum_{k=1}^{m} e^{-\gamma |x - P_k|} \right) dz \right) w_{P_{m+1}} \]

\[ + \epsilon \int K \Phi w_{P_{m+1}} w_{P_{m+1}} \] \]

\[ \geq C \epsilon e^{-\alpha P_{m+1}} - O \left( \sum_{j=1}^{m} e^{-\gamma |P_j - P_{m+1}|} \right) > 0. \]

So

\[ C_{m+1} \geq J(u_{\bar{P}_{m+1}}) > C_m + I(w). \]

It follows from (4.25) and (4.28) that

\[ C_m + I(w) < C_{m+1} \leq C_m + I(w), \]

which is impossible. Hence we prove that \(C_{m+1}\) can be attained at finite points in \(\Omega_{m+1}\). \(\square\)

**Proposition 4.2.** The maximization problem

\[ \max_{P_{m} \in \Omega_{m}} \mathcal{M}(P_{m}) \]

has a solution \(P_{m} \in \Omega_{m}'\), i.e., the interior of \(\Omega_{m}\).

**Proof.** We prove it by an indirect method. Assume that \(P_{m} = (\bar{P}_{1}, \bar{P}_{2}, \cdots, \bar{P}_{m}) \in \partial \Omega_{m}\). Then there exists \((j, k)\) such that \(|\bar{P}_{j} - \bar{P}_{k}| = \mu\). Without loss of generality, we assume \((j, k) = (j, m)\). Then following the estimates (4.12), (4.13), (4.14) and
(4.21), we have
\[ C_m = J(u_{P_m}) \]
\[ \leq C_{m-1} + I(w) + \frac{\vartheta}{4} \int K \Phi_{w_{P_m}} w_{P_m}^2 - \frac{\vartheta}{4} \sum_{j=1}^{m-1} e^{-|P_m - \bar{P}_j|} \]
\[ + O(e^{-\beta\mu} \sum_{j=1}^{m-1} e^{-|P_m - \bar{P}_j|}) + O(\varepsilon) \]
\[ \leq C_{m-1} + I(w) + O(\varepsilon) + \frac{\vartheta}{4} \sum_{j=1}^{m-1} w(|P_m - \bar{P}_j|) + O\left(e^{-\beta\mu} \sum_{j=1}^{m-1} w(|P_m - \bar{P}_j|)\right). \] (4.30)

By the definition of the configuration set, we observe that given a ball of size \( \mu \), there are at most \( C_3 := 6^3 \) number of non-overlapping ball of size \( \mu \) surrounding this ball. Since \(|P_j - \bar{P}_k| = \mu\), we have
\[ \sum_{j=1}^{m-1} w(|P_m - \bar{P}_j|) = w(|P_m - \bar{P}_j|) + \sum_{k \neq j} w(|P_m - \bar{P}_k|) \]
and
\[ \sum_{k \neq j} w(|P_m - \bar{P}_k|) \leq Ce^{-\mu} + C_3 e^{-\mu - \frac{\mu}{4}} + \ldots + C_3^k e^{-\mu - \frac{\mu}{4}} \]
\[ \leq Ce^{-\mu} \sum_{j=0}^{\infty} e^{k(\ln C_3 - \frac{\mu}{4})} \leq Ce^{-\mu}, \]
if \( C_3 < \frac{\mu}{4} \), which is true for \( \mu \) large enough.

Hence, we have
\[ C_m \leq C_{m-1} + I(w) + Ce - \frac{\vartheta}{4} w(\mu) + O(e^{-(1+\beta)\mu}) \leq C_{m-1} + I(w), \] (4.31)
which contradicts to (4.5) in Lemma 4.1.

Now we are in position to prove our main result.

Proof of Theorem 1.1. By Proposition 2.4 in Section 2, there exists \( \mu_0 \) such that for \( \mu > \mu_0 \), we have a \( C^1 \) map which, to any \( P^0 \in \Omega_m \), associates \( \varphi_{P^0} \) such that
\[ S(w_{P^0} + \varphi_{P^0}) = \sum_{j=1,2,\ldots,m,k=1,2,3} c_{jk} Q_{j,k}, \int \varphi_{P^0} Q_{j,k} dx = 0 \] (4.32)
for some constants \( c_{jk} \in \mathbb{R}^{3m} \).

By Proposition 4.2, there is a \( P \in \Omega_{m}^* \) that achieves the maximum for the maximization problem in Proposition 4.2. Let \( u_{P^0} = w_{P^0} + \varphi_{P^0} \). Then we have
\[ D_{P_j} \mathcal{M}(P^0)|_{P_j = P^0} = 0, j = 1, 2, \ldots, m, k = 1, 2, 3. \] (4.33)

Therefore, we have
\[ \int (\nabla w_{P} \nabla \frac{\partial (w_{P} + \varphi_{P})}{\partial P_{jk}}|_{P_j = P^0} + w_{P} \frac{\partial (w_{P} + \varphi_{P})}{\partial P_{jk}}|_{P_j = P^0}) \]
\[ + \epsilon \int K \Phi_{w_{P}} w_{P} \frac{\partial (w_{P} + \varphi_{P})}{\partial P_{jk}}|_{P_j = P^0} - \int f(w_{P}) \frac{\partial (w_{P} + \varphi_{P})}{\partial P_{jk}}|_{P_j = P^0} = 0, \]
which implies
\[ \sum_{j=1, \cdots, m, k=1,2,3} c_{jk} \int Q_{j,k} \frac{\partial (w_P + \varphi_P)}{\partial P_{sl}} \bigg|_{P_s = P_{j,k}^0} = 0 \] (4.34)
for \( s = 1, \cdots, m, l = 1, 2, 3 \).

We can prove that (4.34) is a diagonally dominant system. Indeed, noting that
\[ \int \varphi_P Q_{s,l} = 0, \]
we have
\[ \int Q_{s,l} \frac{\partial \varphi_P}{\partial P_{j,k}} \bigg|_{P_j = P_{j,k}^0} = - \int \varphi_P \frac{\partial Q_{j,l}}{\partial P_{j,k}} \bigg|_{P_j = P_{j,k}^0} = O(e^{-\beta \mu}). \]

We can prove that (4.34) is a diagonally dominant system. Indeed, noting that
\[ \int \varphi_P Q_{s,l} = 0, \]
we have
\[ \int Q_{s,l} \frac{\partial \varphi_P}{\partial P_{j,k}} \bigg|_{P_j = P_{j,k}^0} = - \int \varphi_P \frac{\partial Q_{j,l}}{\partial P_{j,k}} \bigg|_{P_j = P_{j,k}^0} = O(e^{-\beta \mu}). \]

It follows from (4.35) and (4.36) that equation (4.34) becomes a system of homogeneous equations for \( c_{sl} \), and the matrix of the system is nonsingular. Hence \( c_{sl} = 0 \) for \( s = 1, \cdots, m, l = 1, 2, 3 \). Therefore \( u_{P0} + \varphi_{P0} \) is a solution of (1.12). Similar to the argument in Section 6 of [27], we can get that \( u_{P0} + \varphi_{P0} \) is a positive pair solution of (1.4). \( \square \)

Appendix A. Some technical estimates. In this section, we give some technical estimates which are used before. Recall that
\[ \Lambda_j := \{ x \mid \| x - P_j \| \leq \frac{\mu}{2} \}, \quad \Lambda = \bigcup_{j=1}^{m} \Lambda_j \]
and
\[ \Lambda^C = \mathbb{R}^3 \setminus \Lambda. \]

First we analyzes \( w_{P_m} \) in \( \mathbb{R}^3 \).

Lemma A.1. For any \( x \in \Lambda_j (j = 1, \cdots, m) \) and any \( \vartheta > 0 \), we have
\[ \sum_{i=1}^{m} e^{-\vartheta \| x - P_i \|} = e^{-\vartheta \| x - P_j \|} + O(e^{\frac{-\vartheta \mu}{2}}). \] (A.1)

For any \( x \in \Lambda^C \), we have
\[ \sum_{i=1}^{m} e^{-\vartheta \| x - P_i \|} = O(e^{-\vartheta \frac{\mu}{2}}). \] (A.2)
Proof. Note that given a ball of size $\mu$, there are at most $C_3 := 6^3$ number of non-overlapping ball of size $\mu$ surrounding this ball. For any $x \in \Lambda_j$, i.e. $|x - P_j| \leq \frac{\mu}{2}$, we have

$$|x - P_i| \geq |P_i - P_j| - |x - P_j| \geq \frac{\mu}{2} \text{ for all } i \neq j.$$ 

Then we have

$$\sum_{i=1}^{m} e^{-\vartheta|x-P_i|} = e^{-\vartheta|x-P_j|} + e^{-\vartheta|x-P_i|} \leq e^{-\vartheta|x-P_j|} + \sum_{k=1}^{\infty} C_3^k e^{-\frac{k\vartheta}{2}} = e^{-\vartheta|x-P_j|} + \sum_{k=1}^{\infty} e^{k(\ln C_3 - \frac{\vartheta}{2})} = e^{-\vartheta|x-P_j|} + O(e^{-\frac{\vartheta}{2}},$$

if $\ln C_3 < \frac{\vartheta}{2}$, which is true for $\mu$ large enough.

The proof of (A.4) is similar. \qed

By the same arguments as above, we also have

**Lemma A.2.** For any $x \in \Lambda_j (j = 1, \cdots, m)$, we have

$$\sum_{i=1}^{m} \frac{1}{|x - P_i|} = \frac{1}{|x - P_j|} + O\left(\frac{1}{\mu}\right). \quad (A.3)$$

For any $x \in \Lambda^c$, we have

$$\sum_{i=1}^{m} \frac{1}{|x - P_i|} = O\left(\frac{1}{\mu}\right). \quad (A.4)$$

**Lemma A.3.** For any $x \in \Lambda_j (j = 1, \cdots, m)$ and any $\vartheta_1, \vartheta_2 > 0$, we have

$$\sum_{i=1}^{m} \frac{|x - P_i|^\vartheta_1}{e^{\vartheta_2|x-P_i|}} = \frac{|x - P_j|^\vartheta_1}{e^{\vartheta_2|x-P_j|}} + O\left(\frac{\mu^{\vartheta_1}}{e^{\frac{\vartheta_1}{2} \mu}}\right). \quad (A.5)$$

For any $x \in \Lambda^c$, we have

$$\sum_{i=1}^{m} \frac{|x - P_i|^\vartheta_1}{e^{\vartheta_2|x-P_i|}} = O\left(\frac{\mu^{\vartheta_1}}{e^{\frac{\vartheta_1}{2} \mu}}\right). \quad (A.6)$$

The following lemma is very crucial.

**Lemma A.4.** For any $P_m \in \Omega_m$ and $\vartheta_1, \vartheta_2 > 0$, we have

$$\int \frac{(\sum_{i=1}^{m} e^{-\vartheta_1|z-P_i|})(\sum_{k=1}^{m} e^{-\vartheta_2|z-P_k|})}{|x - z|} dz$$
Firstly, we consider \( x \in \mathbb{R}^3 \setminus \{ P_1, \ldots, P_m \} \),

\[
C \sum_{i=1}^{m} \left[ \sum_{i=1}^{2} \frac{|x - P_i|^i}{e^{\frac{\theta_i|x - P_i|}{\theta_i}} + 1} + \frac{1}{|x - P_i|} \right],
\]

\[
C \sum_{i \neq j} \left[ \sum_{i=1}^{2} \frac{|P_{j0} - P_i|^i}{e^{\frac{\theta_i|P_{j0} - P_i|}{\theta_i}} + 1} + \frac{1}{|P_{j0} - P_i|} \right],
\]

where \( x = P_{j0}, j_0 \in \{1, \ldots, m\} \).

Proof. Note that

\[
\int \frac{(\sum_{j=1}^{m} e^{-\theta_1|x - P_j|})(\sum_{k=1}^{m} e^{-\theta_2|x - P_k|})}{|x - z|} \, dz
\]

\[
= \sum_{j=1}^{m} \int \frac{e^{-(\theta_1 + \theta_2)|z - P_j|}}{|x - z|} \, dz + \sum_{j \neq k} \int \frac{e^{-\theta_1|x - P_j|}e^{-\theta_2|x - P_k|}}{|x - z|} \, dz
\]

\[
:= I_1 + I_2.
\]

Firstly, we consider \( x \in \mathbb{R}^3 \setminus \{ P_1, P_2, \ldots, P_m \} \) and estimate \( I_1 \). Let \( r_j = \frac{1}{2} |x - P_j| \). Then we have

\[
\int_{B_{r_j}(x)} \frac{e^{-(\theta_1 + \theta_2)|z - P_j|}}{|x - z|} \, dz \leq \int_{B_{r_j}(x)} \frac{e^{-(\theta_1 + \theta_2)|z - P_j|}}{|x - z|} \, dz
\]

\[
= Ce^{-(\theta_1 + \theta_2)r_j} \int_{r_j}^{r_j} t \, dt = Ce^{-(\theta_1 + \theta_2)r_j}r_j^2
\]

\[
= C|x - P_j|^2e^{-\frac{(\theta_1 + \theta_2)}{2} |x - P_j|}
\]

and

\[
\int_{B_{r_j}(P_j)} \frac{e^{-(\theta_1 + \theta_2)|z - P_j|}}{|x - z|} \, dz \leq \frac{1}{r_j} \int_{B_{r_j}(P_j)} \frac{e^{-(\theta_1 + \theta_2)|z - P_j|}}{|x - z|} \, dz
\]

\[
= \frac{C}{r_j} \int_{0}^{r_j} e^{-(\theta_1 + \theta_2)t^2} \, dt
\]

\[
= \frac{C}{|x - P_j|} + C \sum_{i=-1}^{1} |x - P_j|^i e^{-\frac{(\theta_1 + \theta_2)}{2} |x - P_j|}.
\]

Suppose that \( z \in \mathbb{R}^3 \setminus (B_{r_j}(P_j) \cup B_{r_j}(x)) \). Then

\[
|z - P_j| \geq \frac{|x - P_j|}{2}, \quad |z - x| \geq \frac{|x - P_j|}{2}.
\]

If \( |z - P_j| \geq 2|x - P_j| \), then \( |z - x| \geq |z - P_j| - |x - P_j| \geq \frac{|x - P_j|}{2} \). As a result,

\[
\frac{e^{-(\theta_1 + \theta_2)|z - P_j|}}{|x - z|} \leq \frac{2e^{-(\theta_1 + \theta_2)|z - P_j|}}{|z - P_j|}.
\]

If \( |z - P_j| \leq 2|x - P_j| \), then \( |z - x| \geq \frac{|x - P_j|}{4} \geq \frac{|x - P_j|}{4} \). Thus we have proved that

\[
\frac{e^{-(\theta_1 + \theta_2)|z - P_j|}}{|x - z|} \leq 4e^{-(\theta_1 + \theta_2)|z - P_j|}.
\]
It follows from (A.10) and (A.11) that
\[
\int_{\mathbb{R}^3 \setminus (B_{r_j}(P_j) \cup B_{r_j}(x))} e^{-\theta_1 |z - P_j|} \frac{dz}{|x - z|} \leq C \int_{\mathbb{R}^3 \setminus (B_{r_j}(P_j) \cup B_{r_j}(x))} e^{-\theta_1 |z - P_j|} \frac{dz}{|z - P_j|}
\]
\[
\leq C \int_{\mathbb{R}^3 \setminus B_{r_j}(P_j)} e^{-\theta_1 |z - P_j|} \frac{dz}{|z - P_j|}
\]
\[
\leq C \int_{r_j}^{+\infty} e^{-\theta_1 t} t \, dt
\]
\[
\leq C (1 + |x - P_j|) e^{-\theta_2 |x - P_j|}.
\]
Combining (A.8), (A.9) and (A.12), we know that
\[
I_1 \leq C \sum_{j=1}^{m} \left( \sum_{i=-1}^{2} |x - P_j|^i e^{-\frac{(\theta_1 + \theta_2)|x - P_j|}{2}} + \frac{1}{|x - P_j|} \right). \tag{A.13}
\]
Now we estimate $I_2$. Since
\[
I_2 = \sum_{j \neq k} \int_{\mathbb{R}^3 \setminus (B_{r_j}(P_j) \cup B_{r_k}(x))} e^{-\theta_1 |z - P_j|} e^{-\theta_2 |z - P_k|} \frac{dz}{|x - z|}
\]
\[
= \sum_{j \neq k} \int_{\bigcup_{i=1}^{m} \Lambda_i} e^{-\theta_1 |z - P_j|} e^{-\theta_2 |z - P_k|} \frac{dz}{|x - z|} + \sum_{j \neq k} \int_{\Lambda^c} e^{-\theta_1 |z - P_j|} e^{-\theta_2 |z - P_k|} \frac{dz}{|x - z|}
\]
\[
= \sum_{l=1}^{m} \sum_{j \neq k} \int_{\Lambda_l} e^{-\theta_1 |z - P_j|} e^{-\theta_2 |z - P_k|} \frac{dz}{|x - z|} + \sum_{j \neq k} \int_{\Lambda^c} e^{-\theta_1 |z - P_j|} e^{-\theta_2 |z - P_k|} \frac{dz}{|x - z|}
\]
\[
= \sum_{l=1}^{m} \sum_{j \neq k} \int_{\Lambda_l} e^{-\theta_1 |z - P_j|} e^{-\theta_2 |z - P_k|} \frac{dz}{|x - z|} + \sum_{j \neq k} \int_{\Lambda^c} e^{-\theta_1 |z - P_j|} e^{-\theta_2 |z - P_k|} \frac{dz}{|x - z|}
\]
\[
+ \sum_{l=1}^{m} \sum_{k \neq j} \int_{\Lambda_l} e^{-\theta_1 |z - P_j|} e^{-\theta_2 |z - P_k|} \frac{dz}{|x - z|} + \sum_{j \neq k} \int_{\Lambda^c} e^{-\theta_1 |z - P_j|} e^{-\theta_2 |z - P_k|} \frac{dz}{|x - z|}
\]
\[
:= I_{21} + I_{22} + I_{23} + I_{24}, \tag{A.14}
\]
where
\[
\Lambda_l = \left\{ x \in \mathbb{R}^3 \mid |z - P_l| \leq \frac{\mu}{2} \right\}, \quad \Lambda = \bigcup_{l=1}^{m} \Lambda_l \text{ and } \Lambda^c = \mathbb{R}^3 \setminus \Lambda.
\]
We will estimate $I_{21}, I_{22}, I_{23}$ and $I_{24}$ respectively. Similar to $I_1$, we have
\[
I_{21} \leq C \sum_{l=1}^{m} \int_{\Lambda_l} e^{-\theta_1 |z - P_l|} e^{-\theta_2 |z - P_k|} \frac{dz}{|x - z|}
\]
\[
\leq C \sum_{l=1}^{m} \int_{\Lambda_l} e^{-\theta_1 |z - P_l|} \sum_{h=1}^{\infty} C_h e^{-\theta_2 h \frac{|z - P_k|}{2}} \frac{dz}{|x - z|}
\]
\[
\begin{align*}
&\leq C \sum_{l=1}^{m} \int_{\Lambda_l} e^{-\theta_1 |z-P_l|} e^{-\theta_2 \frac{z}{2}} \frac{dz}{|x-z|} \\
&\leq C \sum_{l=1}^{m} \int_{\Lambda_l} e^{-(\theta_1 + \theta_2) |z-P_l|} \frac{dz}{|x-z|} \tag{A.15} \\
&\leq C \sum_{l=1}^{m} \left( \sum_{i=-1}^{2} |x-P_l|^i e^{-(\theta_1 + \theta_2) |z-P_l|} \right) + \frac{1}{|x-P_l|},
\end{align*}
\]
where we use the fact that
\[
\sum_{h=1}^{\infty} C_3^h e^{-\theta_2 h \frac{z}{2}} = \lim_{h \to \infty} \frac{C_3^h}{e^{\theta_2 h \frac{z}{2}}} \left[ 1 - \left( \frac{C_3}{e^{\theta_2 \frac{z}{2}}} \right)^h \right] = C e^{-\theta_2 \frac{z}{2}} \leq C e^{-\theta_2 |z-P_l|}, \quad z \in \Lambda_l.
\]

Just by the same argument as (A.15), we can also have
\[
I_{22} \leq C \sum_{l=1}^{m} \left( \sum_{i=-1}^{2} |x-P_l|^i e^{-(\theta_1 + \theta_2) |z-P_l|} \right) + \frac{1}{|x-P_l|}. \tag{A.16}
\]

Next, we estimate
\[
\begin{align*}
I_{23} \leq C & \sum_{l=1}^{m} \left( \sum_{j \neq k \neq l} e^{-\theta_1 |z-P_j|} e^{-\theta_2 |z-P_k|} \right) \\
& \leq C \sum_{l=1}^{m} \int_{\Lambda_l} e^{-(\theta_1 + \theta_2) |z-P_l|} \frac{dz}{|x-z|} \tag{A.17} \\
& \leq C \sum_{l=1}^{m} \left( \sum_{i=-1}^{2} |x-P_l|^i e^{-(\theta_1 + \theta_2) |z-P_l|} \right) + \frac{1}{|x-P_l|},
\end{align*}
\]
where we use the fact that
\[
\begin{align*}
&\sum_{j \neq k \neq l} e^{-\theta_1 |z-P_j|} e^{-\theta_2 |z-P_k|} \leq \left( \sum_{j \neq l} e^{-\theta_1 |z-P_j|} \right) \left( \sum_{k \neq l} e^{-\theta_2 |z-P_k|} \right) \\
&\quad \leq \left( \sum_{k \neq l} e^{-\theta_2 |z-P_k|} \right) \left( \sum_{h=1}^{\infty} C_3^h e^{-\theta_1 h \frac{z}{2}} \right) \\
&\quad \leq C \left( \sum_{k \neq l} e^{-\theta_2 |z-P_k|} \right) e^{-\theta_1 \frac{z}{2}} \\
&\quad \leq \left( \sum_{h=1}^{\infty} C_3^h e^{-\theta_2 h \frac{z}{2}} e^{-\theta_1 \frac{z}{2}} \right) \\
&\quad \leq C e^{-\theta_2 \frac{z}{2}} \leq C e^{-(\theta_1 + \theta_2) |z-P_l|}.
\end{align*}
\]

Finally, we estimate \(I_{24}\). Then we have
\[
\begin{align*}
I_{24} &= \sum_{j \neq k} \int_{\Lambda^c} e^{-\theta_1 |z-P_j|} e^{-\theta_2 |z-P_k|} \frac{dz}{|x-z|} \\
&\leq \int_{\Lambda^c} \left( \sum_{j=1}^{m} e^{-\theta_1 |z-P_j|} \right) \left( \sum_{k=1}^{m} e^{-\theta_2 |z-P_k|} \right) \frac{dz}{|x-z|}
\end{align*}
\]
Observe that Lemma A.5. For any $\phi \in C^{\infty}_{c}(\mathbb{R}^{d})$ and $x, y \in \mathbb{R}^{d}$, we have

$$\int \frac{e^{\theta_{j} |x-y|} \sum_{k=1}^{m} e^{-\theta_{j} |x-y|} e^{-\theta_{j} |x-y|}}{|x-y|} \,dz \leq C \sum_{j=1}^{m} \int_{A^{j}} e^{-\theta_{j} |x-y|} |x-y|^{\frac{2}{d-2}} \,dz \leq C \sum_{j=1}^{m} \int_{A^{j}} e^{-\theta_{j} |x-y|} \,dz \leq C \sum_{j=1}^{m} \left( \sum_{i=1}^{m} |x-y|^{i} e^{-\theta_{j} |x-y|} + \frac{1}{|x-y|} \right).$$

(A.18)

From (A.7) to (A.18), the first case holds.

When $x = P_{j}, j \in \{1, 2, \cdots, m\}$, just by the same argument as above, we can show that this case is also true.

Just by the same argument as Lemma A.4, we also have the following estimate.

Lemma A.5. For any $P_{m} \in \Omega_{m}$, we have

$$\int \frac{\left( \sum_{j=1}^{m} e^{-|x-P_{j}|} \right) \left( \sum_{k=1}^{m} e^{-|y-P_{k}|} \right)}{|x-y|} \,dz \leq C \sum_{l=1}^{m} \left[ \sum_{i=1}^{m} \frac{|x-P_{l}|^{i}}{e^{|x-P_{l}|}} \left( e^{-|x-P_{l}|} + 1 \right) + \frac{1}{|x-P_{l}|} \right],$$

where $x \in \mathbb{R}^{3} \setminus \{P_{1}, \cdots, P_{m}\}$,

$$\leq \left\{ \begin{array}{ll}
C \sum_{l \neq j_{0}} \left[ \sum_{i=1}^{m} \frac{|P_{j_{0}} - P_{l}|^{i}}{e^{|P_{j_{0}} - P_{l}|}} \left( e^{-|P_{j_{0}} - P_{l}|} + 1 \right) + \frac{1}{|P_{j_{0}} - P_{l}|} \right], & x = P_{j_{0}}, j_{0} \in \{1, \cdots, m\}.
\end{array} \right.$$
It follows from Lemmas A.1 to A.4 that

\[ (2.20) \]

\[
\frac{1}{|x - P_i|} \left( e^{-\gamma|x-P_i|} + 1 \right) \]

\[
\times \left( e^{-\gamma|x-P_j|} + \sum_{k \neq j} e^{-\gamma|x-P_k|} \right) \]

\[
\leq C \int_0^\infty \left[ \sum_{i=1}^4 e^{\frac{t^i}{(n+2)l}} \left( e^{-\frac{1}{4}t} + 1 \right) + te^{-\gamma t} \right]
\]

\[
+ C \int_{B_{\tilde{R}}(P_j)} \left[ \sum_{i=1}^2 \frac{\mu^i}{2} e^{-\gamma|x-P_j|} \left( e^{-\frac{2}{4}t} + 1 \right) + \frac{1}{\mu} e^{-\frac{2}{4}t} \right] \leq C. \]

So, from (A.19), we have if \( x \in \mathbb{R}^3 \setminus \{P_1, P_2, \ldots, P_m\} \),

\[
\left| \int_{B_{\tilde{R}}(P_j)} K \Phi w_{P_m} \varphi_{P_m} \right| \leq C \| \varphi_{P_m} \|. \tag{A.20}
\]

On the other hand, when \( x = P_j, j \in \{1, 2, \ldots, m\} \), using Lemma A.4 and proceeding as done in (A.20), we also have

\[
\left| \int_{B_{\tilde{R}}(P_j)} K (P_j) \Phi w_{P_m} (P_j) \varphi_{P_m} (P_j) \right| \leq C \| \varphi_{P_m} \|. \tag{A.21}
\]

Then (2.19) has been proved. \( \square \)

Proof of (2.20). Without loss of generality, we assume that \( x \in \mathbb{R}^3 \setminus \{P_1, \ldots, P_m\} \). It follows from Lemmas A.1 to A.4 that

\[
\left| \int_{B_{\tilde{R}}(P_j)} K \left( \int_{\mathbb{R}^3} \frac{K w_{P_m}}{|x-z|} \, dz \right) w_{P_m} \right|
\]

\[
\leq C \| \varphi_{P_m} \| \int_{B_{\tilde{R}}(P_j)} \left( \int \frac{\sum_{j=1}^m e^{-|z-P_j|}}{|x-z|} \left( \sum_{k=1}^m e^{-\gamma|z-P_k|} \right) \, dz \right) \sum_{l=1}^m e^{-|x-P_l|}
\]

\[
\leq C \| \varphi_{P_m} \| \| \sum_{l=1}^m \left( \sum_{i=1}^2 \frac{|x - P_l|^i}{e^{\frac{2}{2} |x-P_l|}} (e^{-\frac{2}{4}t} + 1) + \frac{1}{|x - P_l|} \right) \sum_{i=1}^m e^{-|x-P_l|}
\]

\[
=: C \| \varphi_{P_m} \| \tilde{I}. \tag{A.22}
\]

Note that

\[
\tilde{I} = \int_{B_{\tilde{R}}(P_j)} \left[ \left( \sum_{i=1}^2 \frac{|x - P_j|^i}{e^{\frac{2}{4} |x-P_j|}} (e^{-\frac{2}{4}t} + 1) + \frac{1}{|x - P_j|} \right) \right]
\]

\[
+ \sum_{l \neq j} \left( \sum_{i=1}^2 \frac{|x - P_l|^i}{e^{\frac{2}{4} |x-P_l|}} (e^{-\frac{2}{4}t} + 1) + \frac{1}{|x - P_l|} \right) \right] (e^{-|x-P_j|} + \sum_{l \neq j} e^{-|x-P_l|})
\]

\[
\leq C \int_{B_{\tilde{R}}(P_j)} \left[ \left( \sum_{i=1}^2 \frac{|x - P_j|^i}{e^{\frac{2}{4} |x-P_j|}} (e^{-\frac{2}{4}t} + 1) + \frac{1}{|x - P_j|} \right) \right]
\]

\[
+ \left( \sum_{i=1}^2 \frac{\mu^i}{e^{\frac{2}{4} |x-P_j|}} (e^{-\frac{2}{4}t} + 1) + \frac{1}{\mu} \right) \right] \left( e^{-|x-P_j|} + e^{-\frac{2}{4}t} \right]
\]
It follows all the inequalities above that (4.9) holds.

Proof of (4.9). By direct computations, we have

\[
\frac{\epsilon}{4} \int K(x) \Phi_{w_P} w_P^2 \\
= \frac{\epsilon}{4} \int K(x) \Phi_{w_P} w_P^2 + \frac{\epsilon}{4} \int K(x) \Phi_{w_P} \varphi_P^2 + \epsilon \int K(x) \Phi_{w_P} w_P \varphi_P \\
+ \frac{\epsilon}{4} \int K(x) \Phi_{\varphi_P} w_P^2 + \frac{\epsilon}{4} \int K(x) \Phi_{\varphi_P} \varphi_P^2 + \epsilon \int K(x) \Phi_{\varphi_P} w_P \varphi_P \\
+ \epsilon \int K(x) \left( \int \frac{K(z) \varphi_P(z) w_P(z)}{|x-z|} dz \right) w_P \varphi_P ,
\]

\[
\left| \int K(x) \Phi_{w_P} \varphi_P^2 \right| \leq \max_{x \in \mathbb{R}^3} |K(x)| \left( \int |\Phi_{w_P}|^6 \right)^{\frac{1}{6}} \left( \int |\varphi_P|^{12} \right)^{\frac{1}{12}} \\
\leq C \|\Phi_{w_P}\|_{L^6} \|\varphi_P\|^2 \leq C \|\varphi_P\|^2 ,
\]

\[
\left| \int K(x) \Phi_{w_P} w_P \varphi_P \right| \leq \sigma \int K \Phi_{w_P} w_P^2 + \frac{1}{4\sigma} \int K \Phi_{w_P} \varphi_P^2 \\
\leq \sigma \int K \Phi_{w_P} w_P^2 + C \|\varphi_P\|^2 , \text{ where } \sigma > 0 \text{ small enough},
\]

\[
\left| \int K(x) \Phi_{\varphi_P} w_P^2 \right| \leq \max_{x \in \mathbb{R}^3} |K(x)| \left( \int |\Phi_{\varphi_P}|^6 \right)^{\frac{1}{6}} \left( \int |w_P|^{12} \right)^{\frac{1}{12}} \\
\leq C \|\Phi_{\varphi_P}\|_{L^6} \|w_P\|^2 \leq C \|\varphi_P\|^2 ,
\]

\[
\left| \int K(x) \Phi_{\varphi_P} \varphi_P^2 \right| \leq \max_{x \in \mathbb{R}^3} |K(x)| \left( \int |\Phi_{\varphi_P}|^6 \right)^{\frac{1}{6}} \left( \int |\varphi_P|^{12} \right)^{\frac{1}{12}} \\
\leq C \|\Phi_{\varphi_P}\|_{L^6} \|\varphi_P\|^2 \leq C \|\varphi_P\|^4 \leq C \|\varphi_P\|^2 ,
\]

\[
\left| \int K(x) \Phi_{\varphi_P} w_P \varphi_P \right| \leq \max_{x \in \mathbb{R}^3} |K(x)| \left( \int |\Phi_{\varphi_P}|^6 \right)^{\frac{1}{6}} \left( \int |w_P|^{12} \right)^{\frac{1}{12}} \left( \int |\varphi_P|^{12} \right)^{\frac{1}{12}} \\
\leq C \|\Phi_{\varphi_P}\|_{L^6} \|w_P\| \|\varphi_P\| \leq C \|\varphi_P\|^3 \|w_P\| \leq C \|\varphi_P\|^2 ,
\]

and

\[
\left| \int K(x) \left( \int \frac{K(z) \varphi_P(z) w_P(z)}{|x-z|} dz \right) w_P \varphi_P \right| \\
\leq \max_{x \in \mathbb{R}^3} |K(x)| \int |\Phi_{\varphi_P}|^{\frac{1}{2}} |\Phi_{w_P}|^{\frac{1}{2}} |w_P| |\varphi_P| \\
\leq C \left( \int |\Phi_{\varphi_P}|^6 \right)^{\frac{1}{6}} \left( \int |\Phi_{w_P}|^6 \right)^{\frac{1}{6}} \left( \int |w_P|^2 \right)^{\frac{1}{2}} \left( \int |\varphi_P|^3 \right)^{\frac{1}{3}} \\
\leq C \|\Phi_{\varphi_P}\|_{L^6}^{\frac{1}{3}} \|\Phi_{w_P}\|_{L^6}^{\frac{1}{3}} \|w_P\| \|\varphi_P\| \leq C \|w_P\|^2 \|\varphi_P\|^2 \leq C \|\varphi_P\|^2 .
\]

It follows all the inequalities above that (4.9) holds.
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