Anisotropic inflation with general potentials
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Anomalies in recent observational data indicate that there might be some “anisotropic hair” generated in an inflation period. To obtain general information about the effects of this anisotropic hair to inflation models, we studied anisotropic inflation models that involve one vector and one scalar using several types of potentials. We determined the general relationship between the degree of anisotropy and the fraction of the vector and scalar fields, and concluded that the anisotropies behave independently of the potentials. We also generalized our study to the case of multi-directional anisotropies.

1 Introduction

Inflation [1-3] is considered as one of the most successful theories in modern cosmology. By almost preserving de-Sitter symmetry in the universe, it can not only solve the horizon, flatness, and unwanted relics problems, but can also generate a scale-invariant primordial power spectrum, which fits the observational data provided by the Cosmic Microwave Background (CMB). After being introduced in the 1980s, thousands of inflation models have been proposed, with various motivations and different observational features [4]. Although recent observations have been imposing increasingly tighter constraints on those models, it is still difficult to determine which model is the best.

Recently, the PLANCK satellite, which is sponsored by the European Space Agency, released its second-year data on CMB. Although a homogeneous and isotropic universe is still strongly favored, the newly-released data also implies that some “anomalies” might exist, such as the lack of large-scale correlations, asymmetry between northern and southern hemispheres, various parity symmetries, and cold spots. Some of these anomalies indicate that there might be a degree of directionality, or “anisotropic hair”, in the early universe. It would therefore be interesting to model the universe using anisotropic matter, in order to understand its physical origin.

It is assumed that the anisotropic hair is caused by some vector fields during inflation, which is then called “anisotropic inflation”. Such a viable model has been proposed in ref. [5] (see also ref. [6]), in which the inflaton field \( \phi \) has the simplest mass squared term, whereas the coupling terms of the vector field to the inflaton has the form \( f^2(\phi)F_{\mu\nu}F^{\mu\nu} \) with an arbitrary function \( f(\phi) \). In ref. [5], it was determined that an attractor solution of \( R \equiv \rho_4/\rho_6 \sim 10^{-2} \) can be obtained for various parameter choices, where \( \rho_4 \) and \( \rho_6 \) denote the energy density of the vector and the inflaton, respectively. Moreover, the degree of anisotropy, \( \Sigma \equiv \dot{\sigma}/\dot{H} \), is proportional to \( R \). Interestingly, these results imply that the anisotropy caused by the vector field does have an effect on the inflation but without violating global isotropy. Subsequently, anisotropic inflation attracted and more at-
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tention in the literature. For instance, refs. [7-10] studied anisotropic inflation with various types of scalar and vector fields, and refs. [11-17] discussed relevant perturbation theories. More comprehensive investigations are presented in the review of ref. [18] and, very recently, ref. [19] examined how the anisotropies are affected in the presence of non-minimal gravitational coupling.

Although the analysis in ref. [5] seems to depend on the specific form of the inflaton potential and function $f(\phi)$, it can be extended to more general potentials to investigate whether the vector field is applicable to different inflation models, which is the aim of our work. The rest of the paper is organized as follows: sect. 2 provides the general formulae for the vector inflation model without a specific potential form. In sect. 3, we classify the general potentials into four types and analyze the anisotropy effect for each case; analytical and numerical calculations are provided. In sect. 4, we extend our study to the case of multi-directional anisotropy, and sect. 5 presents the conclusions.

2 Anisotropic inflation: Basic formulae

We start with a general anisotropic inflation action, which was first proposed in ref. [5]:

$$S = \int \! \! d^4x \sqrt{-g} \left[ \frac{R}{2k^2} - \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - V(\phi) - \frac{1}{4} f^2(\phi) F_{\mu \nu} F^{\mu \nu} \right],$$

(1)

where $g$ is the determinant of metric, $R$ is the Ricci scalar, $\phi$ is the scalar field acting as the inflaton with a potential of the general form $V(\phi)$, and $F_{\mu \nu} \equiv \partial_\mu A_\nu - \partial_\nu A_\mu$ with $A_\mu$ being the vector field. Moreover, we set $k^2 = 8\pi G$ with $G$ being the gravitational constant. From action (1), we can see that the vector field couples with the inflaton via an arbitrary function $f(\phi)$. Owing to the presence of the vector field which is expected to provide the anisotropic hair, the exact isotropic Friedmann-Robertson-Walker (FRW) metric is not applicable. Throughout this work, we consider the simplest anisotropic extension, namely, the axisymmetric Bianchi type I metric of the form

$$ds^2 = -dt^2 + e^{2\sigma(t)} \left[ dx^2 + e^{2\nu(t)}(dy^2 + dz^2) \right],$$

(2)

where $t$ is the cosmic time, $e^{2\nu(t)}$ is the isotropic scale factor, and $\sigma$ represents a deviation from isotropy. Here for convenience and without loss of generality, we assume that the anisotropic hair is oriented along the $x$-axis, and the vector field $A_\mu$ is also assumed to be $(0, A_\mu(t), 0, 0)$; therefore, the plane perpendicular to the vector exhibits plane symmetry.

By varying action (1) with respect to $\phi$ and $A_\mu$, we obtain the equations of motion for the scalar and vector field as:

$$\ddot{A}_x = q_0 f^{-2}(\phi)e^{-4\nu-4\sigma},$$

(3)

where the over-dot denotes the derivative with respect to $t$, $q_0$ is an integration constant, and

$$\ddot{\phi} = -3\dot{\phi} V' + q_0^2 f^{-1}(\phi)f'(\phi)e^{-4\nu-4\sigma},$$

(4)

where the prime denotes the derivative with respect to $\phi$. Moreover, using the Einstein equations we obtain the following Friedmann equations:

$$\dot{a}^2 = \frac{\kappa^2}{3} \left[ 1 + 2\dot{\phi}^2 + V(\phi) + \frac{q_0^2}{2} f^{-2}(\phi)e^{-4\nu-4\sigma} \right],$$

(5)

$$\ddot{a} = -3\dot{a}^2 + \kappa^2 V(\phi) + \kappa^2 \frac{q_0^2}{6} f^{-2}(\phi)e^{-4\nu-4\sigma},$$

(6)

$$\ddot{\sigma} = -3\dot{\sigma} \dot{\phi} + \kappa^2 \frac{q_0^2}{3} f^{-2}(\phi)e^{-4\nu-4\sigma},$$

(7)

where the Hubble parameter can be expressed as $H \equiv \dot{a}/a$.

From eq. (1), the energy density and pressure of $\phi$ and $A_\mu$ are

$$\rho_\phi = \frac{1}{2} \dot{\phi}^2 + V(\phi), \quad p_\phi = \frac{1}{2} \dot{\phi}^2 - V(\phi), \quad p_A = \frac{q_0^2}{2} f^{-2}(\phi)e^{-4\nu-4\sigma},$$

(8)

respectively. This indicates that the equation of state, $w \equiv p/\rho$, of $\phi$ and $A_\mu$ are $w_\phi = (\dot{\phi}^2 - 2V)/(\dot{\phi}^2 + 2V)$ and $w_A = 1/3$, respectively, consistent with the normal canonical inflaton field and radiation.

In ref. [5], it is assumed that the total energy density is dominated by the potential form of the inflaton; namely, the conditions $\dot{\phi}^2, \rho_A, \dot{\phi}^2/2 \ll V(\phi)$ have been imposed. eqs. (4) and (5) become

$$\ddot{\phi} \approx \frac{\kappa^2}{3} V(\phi), \quad 3\dot{\phi} \approx -V'(\phi),$$

(9)

which provide the solution

$$\sigma(\phi) \approx -\kappa^2 \int_{\phi_0}^\phi \frac{V}{V'} d\phi, \quad \phi \approx -\frac{V'}{\kappa \sqrt{3V}},$$

(10)

Assuming

$$f(\phi) = e^{2c^2} \int \frac{d\phi}{V'},$$

(11)

where $c$ is a parameter, and considering the equation of motion for $\phi$ and the vector field, we have

$$3\dot{\phi} \approx -V'(\phi) + 2\kappa^2 q_0^2 \frac{V}{V'} \times e^{-4\nu-4\sigma} \int \frac{d\phi}{V'},$$

(12)

or (by using eq. (9))

$$\frac{d\phi}{d\sigma} \approx -\frac{V'}{\kappa^2 V'} + \frac{2\kappa^2 q_0^2}{V'} \times e^{-4\nu-4\sigma} \int \frac{d\phi}{V'},$$

(13)

We call the time when the last term on the right-hand side of eq. (13) begins to dominate over the first term "phase transition"; after that time, eq. (13) can be solved to obtain

$$f^{-2} e^{-4\nu-4\sigma} \approx \frac{(c-1) V'}{2\kappa^2 q_0^2 V},$$

(14)
for \( c > 1 \). By defining the energy density ratio between the scalar and vector fields \( R \) and the degree of anisotropy \( E \) as:

\[
\mathcal{R} \equiv \frac{\rho_\phi}{\rho_s} = \frac{\rho_s^2 f^{-2}(\phi)e^{-4\alpha-4\sigma}}{\dot{\phi}^2 + 2V}, \quad E \equiv \frac{\dot{\sigma}}{\alpha}, \quad (15)
\]

we can use eqs. (7), (9) and (14), and the slow-roll condition \( \dot{\phi}^2/2 \ll V \) to derive

\[
\mathcal{R} = \frac{c - 1}{4c^2k^2} \left( \frac{V'}{V} \right)^2, \quad E = \frac{2}{3}\mathcal{R}. \quad (16)
\]

In eq. (7), \( \dot{\sigma} \) is also neglected. Moreover, from eqs. (5), (6), (9), (12) and (14) we can obtain the slow-roll parameters:

\[
\epsilon_\alpha = -\frac{\dot{\alpha}}{\dot{\phi}^2} = \frac{1}{2c^2} \left( \frac{V'}{V} \right)^2, \quad \epsilon_V = \frac{1}{2k^2} \left( \frac{V'}{V} \right)^2, \quad (17)
\]

so the relationship between \( \mathcal{R} \) and \( \epsilon_\alpha, \epsilon_V \) can be obtained as:

\[
\mathcal{R} = \frac{c - 1}{2c} \epsilon_\alpha = \frac{c - 1}{2c^2} \epsilon_V. \quad (18)
\]

A similar analysis is also provided in e.g., refs. [17, 19].

In this study, we extend to the more general case, in which \( \alpha^2 \) and \( \rho_s \) are not considered negligible compared to \( V \), to investigate whether their presence alters the relations (16) and (18). In this case, eq. (5) is applied instead of eq. (9). First, using eqs. (5) and (7) as well as the definition of \( \mathcal{R} \) and \( E \), we obtain

\[
\dot{\alpha}^2 = \frac{2c^2}{9}\mathcal{R}E V + \frac{\kappa^2}{3}(\mathcal{R} + 1)V, \quad \dot{\sigma}^2 = \frac{2c^2}{9}\mathcal{R}V E, \quad (19)
\]

which can be combined together to obtain a more general relation of \( E \) and \( \mathcal{R} \):

\[
E = -\frac{3 - 3\mathcal{R} + \sqrt{9 + 18\mathcal{R} + 25\mathcal{R}^2}}{4\mathcal{R}}. \quad (20)
\]

We can see that in the limit of \( \mathcal{R} \ll 1 \), eq. (20) can be expanded as \( E \approx (2/3)\mathcal{R} - (2/3)\mathcal{R}^2 + (10/27)\mathcal{R}^3 + O(\mathcal{R}^4) \), and the leading order term of this equation reproduces (16). However, as \( \mathcal{R} \) increases, the linear relation between \( E \) and \( \mathcal{R} \) is no longer maintained. We have numerically plotted the relation of \( E \) between \( \mathcal{R} \) in Figure 1; and the plot demonstrates that, when \( \mathcal{R} \) becomes large, \( E \) approaches a constant value instead of increasing proportionally to \( \mathcal{R} \). In our plot, we show that the maximum value that \( E \) can obtain is approximately \( E_{\text{max}} = 0.5 \). This implies that the growth of anisotropy never exceeds that of the background, and inflation is not destroyed. However, when the vector field plays an important role during inflation, care should be taken not to neglect the part containing the anisotropy terms in the total energy density.

Moreover, eqs. (17) and (18) are also modified if we consider the ratio of the vector field and anisotropy to the total energy density. By defining the energy density fraction of the inflaton as \( \Omega_\phi \equiv \kappa^2/3 \| \phi \|^2 \), the first equation of eq. (19) can be written as:

\[
\dot{\sigma}^2 = \frac{k^2}{3}V, \quad \Omega_\phi = \frac{1 - E^2}{1 + \mathcal{R}}. \quad (21)
\]

Thus, eq. (13) is modified as:

\[
\frac{d\phi}{d\alpha} = -\frac{\Omega_\phi V'}{k^2 V} + \frac{2c\epsilon_0}{V'} \times e^{-4c^2 \int V' d\phi - 4\alpha - 4\sigma}, \quad (22)
\]

with the solution:

\[
f^{-2}e^{-4\alpha-4\sigma} = \frac{(c\Omega_\phi - 1)V'^2}{2c^2k^2\epsilon_0^2\Omega_\phi V'}, \quad (23)
\]

for \( c > 1 \).

From the definition of \( \mathcal{R} \) in eq. (15), we can obtain the modified expression of \( \mathcal{R} \), which is

\[
\mathcal{R} = \frac{c\Omega_\phi - 1}{4c^2k^2\epsilon_0} \left( \frac{V'}{V} \right)^2, \quad (24)
\]

so we can derive the relationship between \( \mathcal{R} \) and \( \epsilon_\alpha \) as:

\[
\mathcal{R} = \frac{c\Omega_\phi - 1}{2c^2\epsilon_0} \epsilon_\alpha, \quad (25)
\]

and using eqs. (20) and (21) we have

\[
\mathcal{R} = \frac{18c^2\epsilon_\alpha - 36c^3\epsilon_\alpha - 9c\epsilon_\alpha^2 + 3 \sqrt{36c^4\epsilon_\alpha^2 + 36c^3\epsilon_\alpha^3 - 16c\epsilon_\alpha^4 + 25c^3\epsilon_\alpha^2}}{4(-18c^4 - 9c^2\epsilon_\alpha + 2\epsilon_\alpha^3)}. \quad (26)
\]
The above analysis shows that in the limit of \( \epsilon_V \ll 1 \), we have \( R \approx \frac{1}{\epsilon_V} \epsilon_\alpha + o(\epsilon_\alpha^2) \) and the leading order of this equation is consistent with eq. (18). However, at later times during the inflation, when \( \epsilon_V \rightarrow 1 \), it will involve large corrections from the higher orders of \( \epsilon_V \).

The expression of \( \epsilon_\alpha \) is different from eq. (17) because of the presence of the anisotropy and vector parts. From eqs. (5), (6), (19) and (22), we obtain

\[
\epsilon_\alpha = 3\epsilon^2 + \frac{1}{2c^2\kappa^2} \left( \frac{V'}{V} \right)^2 + \frac{3(c\Omega_\phi - 1)\epsilon_\alpha}{4c^2\kappa^2\Omega_\phi} \left( \frac{V'}{V} \right)^2 \\
= 3\epsilon^2 + \frac{2\Omega_\phi}{(c\Omega_\phi - 1)} + 3\epsilon_\alpha,
\]

which can be reduced to provide the relationship of \( R \) and \( \epsilon_\alpha \) as:

\[
R \approx \frac{c - 1}{2c} \epsilon_\alpha + \left( \frac{12}{4c} - \frac{1}{6c^2} \right) \epsilon_\alpha^2,
\]

where eqs. (20) and (21) have been applied. We have numerically plotted \( R \) in terms of \( \epsilon_V \) and \( \epsilon_\alpha \) according to eqs. (25) and (28), respectively, in Figure 2. From the plot, we can see that again \( R \) monotonically (but not linearly) increases with the slow-roll parameters, as it receives corrections from the higher-order terms of \( \epsilon_V(\epsilon_\alpha) \). Moreover, the maximum value of \( R \), which is achieved when the slow-roll parameters reach unity (indicating the end of the inflation), is again near \( O(0.1) \), namely, much smaller than unity. Thus, it is reasonable to assume the \( R \ll 1 \) limit.

Furthermore, we obtained other useful relations. Using eqs. (12), (21) and (23), we have

\[
\alpha(\phi) \approx \alpha(\phi_T) - c k^2 \int_{\phi_T}^{\phi} \frac{V'}{\sqrt{V'}} d\phi, \\
\phi \approx -\frac{V'}{c k \sqrt{3\Omega_\phi V}}.
\]

In eq. (29), \( \phi_T \) is the value of \( \phi \) at the time when the phase transition occurs, which can be obtained by solving the equation:

\[
-4ck^2 \int_{\phi_T}^{\phi} \frac{V'}{\sqrt{V'}} d\phi + 4 \int_{\phi_T}^{\phi_T} V d\phi = \ln \left( \frac{V^2(\phi_T)}{2ck^2\Omega_\phi V(\phi_T)} \right).
\]

3 Anisotropic inflation: Explicit examples

In this section, we analyze anisotropic inflation more specifically. Because every single canonical scalar field model with a general monotonic potential can have either positive or negative \( V' \), which actually correspond to a large-field model (\( \phi \) evolves from a large value to a small one, \( \phi > 0 \)) and a small-field model (\( \phi \) evolves from a small value to a large one, \( \phi < 0 \)), respectively. Moreover, we can also divide each case into two cases according to the sign of \( V'' \); namely, \( V'' > 0 \) (concave model) or \( V'' < 0 \) (convex model). Because \( V'' \) is not included in the background evolution, it may not have a significant effect in the background evolution; however, it does affect perturbations, such as the tilt of the index of the scalar power spectrum or the amount of the tensor/scalar ratio. In the following, we examine the evolution of the inflation field and the effects of the vector field and anisotropy on inflation for all these cases using explicit examples.

3.1 Analytical calculations

3.1.1 Large-field concave model

In this case, we have \( V' > 0 \) and \( V'' > 0 \) for the potential \( V(\phi) \). There are many well-known models that address this case; for example, the potential can be of the form:

\[
V_1(\phi) = \frac{1}{2} m^2 \phi^2.
\]

which is known as the chaotic inflation [2]. Here, \( m \) is the mass of the inflaton and, according to observational data, we have \( m \sim 10^{-6} M_p \). The shape of the potential is shown in Figure 3.

From eq. (31), we have

\[
\epsilon_V = \frac{2}{k^2 \phi^2}, \quad R_1 = \frac{c\Omega_\phi - 1}{c^2\kappa^2 \Omega_\phi \phi^2}.
\]

Moreover, from eqs. (10), (29) and (30), we can also obtain the e-folding number \( \alpha \) and the velocity of \( \phi \) as functions of \( \phi \),

\[
\alpha(\phi) = \begin{cases} 
\frac{k^2}{4} (\phi_T^2 - \phi^2), & (\phi > \phi_T), \\
\alpha(\phi_T) + \frac{c k^2}{4} (\phi_T^2 - \phi^2), & (\phi < \phi_T),
\end{cases}
\]

\[
\dot{\phi}(\phi) = -\sqrt{\frac{m}{3k}} \phi (\phi > \phi_T).
\]

Figure 2 (Color online) The relation of \( \epsilon_V \) and \( R, \epsilon_\alpha \) and \( R \).
\[ -\frac{2m}{3\Omega_\phi c k} \phi \leq \phi_T, \]  
(34)

and \( \phi_T \) can be solved as:

\[ \phi_T = \sqrt{-\frac{\phi_T^2}{c - 1} - \frac{1}{(c - 1)\kappa}} \ln \left( \frac{m^2}{cq^2 k^2} \right). \]  
(35)

### 3.1.2 Large-field convex model

In this case, we have \( V' > 0 \) and \( V'' < 0 \) for the potential \( V(\phi) \). An example of this case is

\[ V_2(\phi) = A \left( 1 - e^{-\mu \phi} \right)^2. \]  
(36)

As is well known, this potential can be obtained as the effective potential of the Starobinsky model [3, 20], \( S = (2k^2)^{-1} \int d^4x \sqrt{-g} \left( R + \xi R^2 \right) \), in its Einstein frame when \( \lambda = (8k^2 \xi)^{-1} \) and \( \mu = \sqrt{\kappa / 8\xi} \), which can yield a small tensor/scalar ratio [21]. The shape of the potential is displayed in Figure 4.

To find the solution of the equation:

\[ 2\alpha_2(\phi_T) = \ln \left( \frac{2\mu^2 e^{-2\mu \phi_T}}{cq^2 k^2} \right) - 4\alpha_2(\phi_T), \]  
(39)

which may not have an analytical solution.

### 3.1.3 Small-field concave inflation

In this case, we have \( V' < 0 \) and \( V'' > 0 \) for the potential \( V(\phi) \). An example of this potential is

\[ V_3(\phi) = \frac{1}{2} m^2 (\phi - \phi_0)^2. \]  
(41)

This case corresponds to a shift of the potential used in sect. 3.1.1. Because of this shift, to realize inflation, \( \phi \) must begin near zero and end with a large value, generating small-field inflation. The shape of the potential is illustrated in Figure 5.

From eq. (36), we have

\[ \epsilon_{V2} = \frac{2\mu^2 e^{-2\mu \phi}}{k^2 (1 - e^{-\mu \phi})^2}, \]
\[ R_2 = \frac{\mu^2 (c\Omega_\phi - 1) e^{-2\mu \phi}}{c^2 k^2 \Omega_\phi (1 - e^{-\mu \phi})^2}, \]  
(37)

and the efolding number \( \alpha \) and the velocity of \( \phi \) can be obtained as functions of \( \phi \):

\[ \alpha_2(\phi_T) = \left\{ \begin{array}{ll} \frac{\kappa^2}{2\mu} [e^{\mu \phi_T} - e^{-\mu \phi_T} + \mu(\phi - \phi_T)], & (\phi \geq \phi_T), \\
\frac{\kappa^2}{2\mu} [e^{\mu \phi_T} - e^{-\mu \phi_T} + \mu(\phi - \phi_T)], & (\phi < \phi_T). \end{array} \right. \]  
(38)

\[ \dot{\phi}(\phi) = -\frac{2\mu}{\kappa} \sqrt{\frac{\lambda}{3}} e^{-\mu \phi} (\phi \geq \phi_T), \]
\[ -\frac{2\mu}{\kappa c k} \sqrt{\frac{\lambda}{3}} e^{-\mu \phi} (\phi < \phi_T), \]  
(39)

Figure 3 The plot of \( V_1(\phi) = \frac{1}{2} m^2 \phi^2 \).

Figure 4 The plot of \( V_2(\phi) = \lambda \left( 1 - e^{-\mu \phi} \right)^2 \).

Figure 5 The plot of \( V_3(\phi) = \frac{1}{2} m^2 (\phi - \phi_0)^2 \).
Because the shift in the potential is such that $\phi$ starts approximately zero, the value of $\phi_0$ is assumed to be roughly the initial value of $\phi$ in the model of eq. (31). Therefore, the efolding number $\alpha$ and the velocity of $\phi$ as functions of $\phi$ are

$$
\alpha_3(\phi) = \begin{cases} 
\frac{\kappa^2}{4}(\phi - \phi_0)(\phi + \phi_1 - 2\phi_0), & (\phi < \phi_T), \\
\alpha_3(\phi_T) - \frac{2\kappa^2}{c}(\phi - \phi_T)(\phi + \phi_T - 2\phi_0), & (\phi \geq \phi_T),
\end{cases}
$$

(43)

$$
\dot{\phi}(\phi) = \begin{cases} 
\frac{2m}{3\kappa} \phi, & (\phi < \phi_T), \\
\frac{2}{3\Omega_0} \kappa \phi, & (\phi \geq \phi_T),
\end{cases}
$$

(44)

and $\phi_T$ can be solved as:

$$
\phi_T = \phi_0 - \sqrt{\phi_0^2 + \frac{2\phi_0 \phi_1 - \phi_1^2}{\alpha - 1} - \frac{1}{(\alpha - 1)^2} \ln \left( \frac{m^2}{c^2 \Omega_0 \kappa} \right)},
$$

(45)

3.1.4 Small-field convex inflation

In the last case, we have $V' < 0$ and $V'' < 0$ for the potential $V(\phi)$. There are many famous examples of this case; for example, the potential can be of the form:

$$
V_{\lambda}(\phi) = V_0 \left( 1 - \frac{\phi^2}{\mu^2} \right)^2,
$$

(46)

which can be applied to symmetry-breaking inflation models such as the Higgs inflation model [22]. The shape of the potential is shown in Figure 6.

From eq. (46), we have

$$
\epsilon_{V_{\lambda}} = \frac{8\phi^2}{\kappa (\mu^2 - \phi^2)^2}, \quad R_{\lambda} = \frac{4(c\Omega_0 - 1)\phi^2}{c^2 \kappa \Omega_0 (\mu^2 - \phi^2)^2}.
$$

(47)

![Figure 6](image_url)

Figure 6 The plot of $V_{\lambda}(\phi) = V_0 \left( 1 - \frac{\phi^2}{\mu^2} \right)^2$.

and the efolding number $\alpha$ and the velocity of $\phi$ as functions of $\phi$ are

$$
\alpha_{\phi}(\phi) = \begin{cases} 
\frac{\kappa^2}{8} \left[ \phi_1^2 - \phi^2 + 2\mu \ln \left( \frac{\phi}{\phi_T} \right) \right], & (\phi \leq \phi_T), \\
\alpha_{\phi}(\phi_T) + \frac{4\kappa^2}{8} \left[ \phi_1^2 - \phi^2 + 2\mu \ln \left( \frac{\phi}{\phi_T} \right) \right], & (\phi \geq \phi_T),
\end{cases}
$$

(48)

$$
\dot{\phi}(\phi) = \frac{4}{\mu^2 \kappa} \sqrt{\frac{V_0}{3}} \phi, \quad (\phi < \phi_T),
$$

(49)

where $\phi_T$ is the solution of the equation:

$$
k^2 (\mu^2 \ln \phi_T - \phi_T^2 / 2) - 4\alpha_{\phi}(\phi_T) = \ln \left( \frac{8V_0 \phi_T^2}{\kappa c^4 \Omega_0 \mu^2} \right),
$$

(50)

which may not have an analytical solution.

3.2 Numerical calculations

In the following, we perform a numerical calculation for each case to study the behavior of our model. First, we calculate the parameter space of $(\phi, \dot{\phi})$. By using basic equations (4), (5), (6) and (7), we obtain four plots of $\phi$-$\dot{\phi}$ for each case in Figure 7. The plots demonstrate the phase transition occurs in all cases, after which the vector field plays a certain role. In the upper plots (large-field cases), we have $\phi < 0$ during inflation, while in the lower plots (small-field cases), $\phi > 0$. Moreover, while in the left plots (concave model), $\phi$ remains mostly constant, in the right plots (convex model), $\phi$ behaves as a monotonic function of $\phi$, which is consistent with our analytical solutions (34), (39), (44) and (49).

Subsequently, we consider how the phase transition depends on the parameter $c$. Because there are no analytical solutions for $\phi_T$ in the second and fourth cases, we have numerically plotted (in Figure 8) $\phi_T$ as a function of $c$ only for the first and third cases, which represent large-field models and small-field models, respectively. In the plots, we can see that in both cases, $\phi_T$ decreases with respect to $c$; this, however, leads to quite different consequences for the different models. For large-field models, where $\dot{\phi}$ evolves from large value to small value, it means that if we increase $c$ and thus suppress the value of $\phi_T$, the phase transition will be postponed to a later time. In contrast, for small-field models, where $\dot{\phi}$ increases from a small to a large value, if we increase $c$ and thus suppress the value of $\phi_T$, the phase transition will be promoted. The difference could generally be explained as follows: from eq. (5), the strength of the coupling between the vector and scalar fields can be considered as proportional to $f^{-2}(\phi)$. For large-field models, where $V' > 0$, a larger $c$ results in a larger $f(\phi)$, which suggests weaker coupling, and the vector field obtains sufficient energy from the scalar to play an important role at a later time. However, for small-field models, where $V' < 0$, the opposite occurs.
Figure 7  The plots of $\phi$-$\dot{\phi}$ during inflation in the four cases. Here the parameters were selected as: $m = 10^{-6} M_p$, $\phi_i = 12 M_p$ for $V_1$; $\lambda = 10^{-12} M_p^4$, $\mu = 1$, $\phi_i = 4.8 M_p$ for $V_2$; $m = 10^{-6} M_p$, $\phi_0 = 12 M_p$, $\phi_0 = 0$ for $V_3$; $V_0 = 10^{-12} M_p^4$, $\mu = 12 M_p$, $\phi_i = 1 M_p$ for $V_4$. For all cases we choose $c = 2$ for the vector field.

Figure 8  (Color online) Left: The relationship between $\phi_T$ and $c$ for the large- and small-field cases. Right: The plots of $\phi$-$\dot{\phi}$ during inflation for different values of $c$ in the large- and small-field cases.
Finally, we consider the evolutions of $R$ and $\mathcal{E}$ in the four cases. In Figure 9, we have plotted the evolution of $\mathcal{E}$ with respect to the efolding number $\alpha$. It is evident that all four cases exhibit similar behavior. This indicates that the evolution of anisotropic inflation has an attractor solution and is independent of the form of the potentials. Moreover, we can see that in all four cases, $\mathcal{E}$ varies between $O(10^{-5})$ and $O(1)$ after the vector field has been considered; this suggests that the anisotropy plays a certain role but does not break the global isotropy of the background. We also observe that in the large-field case, a larger $\epsilon$ results in a later the phase transition, while the opposite occurs in the small-field case, which is consistent with the result shown in Figure 8. In Figure 10, which displays the evolution of $R$ with respect to the efolding number $\alpha$, we can see that $R$ also varies in the same range as $\mathcal{E}$.

4 Extension: Multi-directional anisotropies

In the previous sections, we mainly focused on the hypothesis that the anisotropies are normalized in one direction. It is therefore reasonable to extend the analysis to multi-directed anisotropies, in which the cosmic expansions are different in all the three spatial directions. To describe this case, the metric (2) can be extended to the form:

$$ds^2 = -dt^2 + e^{2\sigma_x} dx^2 + dy^2 + e^{-2\sigma_z} dz^2,$$

where the anisotropies have two degrees of freedom, $\sigma_x$ and $\sigma_z$. For the vector field, again we choose $A_{\mu} = (0, A_x(t), 0, 0)$ so that the anisotropy of the $x$-direction is sourced by $A_x$, while that of the $z$-direction is not sourced by anything. From the action (1), we determine a new equation of motion for $A_x$:

$$A_x = q_0 f^2 (\phi) e^{-\alpha\sigma_x + \alpha\sigma_z}. \quad (52)$$

The Friedmann equation and the equation of motion for $\sigma_x$ and $\sigma_z$ are

$$\dot{a}^2 = \frac{2}{3} \dot{\alpha} (\dot{\sigma}_x^2 - \dot{\sigma}_z^2) + \frac{1}{3} \ddot{\sigma}_x \ddot{\sigma}_z$$

$$+ \frac{\kappa^2}{3} \left[ \frac{1}{2} \dot{\phi}^2 + V(\phi) + \frac{1}{2} f_0^2 f^2 (\phi) e^{2\alpha \sigma_x - 4\alpha} \right], \quad (53)$$

$$\ddot{\sigma}_x = -3\dot{\alpha} \dot{\sigma}_x + \dot{\sigma}_x^2 + \dot{\sigma}_x \ddot{\sigma}_z - \kappa^2 q_0 f^2 (\phi) e^{2\alpha \sigma_x - 4\alpha}, \quad (54)$$

$$\ddot{\sigma}_z = -3\dot{\alpha} \dot{\sigma}_z + \dot{\sigma}_z^2 - \dot{\sigma}_x \ddot{\sigma}_z. \quad (55)$$

We can also define the degree of anisotropy for both $x$ and $z$ directions, which is

$$\mathcal{E}_x \equiv \frac{\dot{\sigma}_x}{\dot{\alpha}}, \quad \mathcal{E}_z \equiv \frac{\dot{\sigma}_z}{\dot{\alpha}}. \quad (56)$$

In Figure 11, we have numerically plotted $\log \mathcal{E}_x$ and $\log \mathcal{E}_z$ for the four cases discussed in sect. 3. for initial conditions $\sigma_x(0)/\dot{\alpha}(0) = \sigma_z(0)/\dot{\alpha}(0) = 0.1$. In the plot, we observe that the anisotropies in the two directions evolve in significantly
Figure 10  (Color online) The evolution of $R$ with respect to the efolding number $\alpha$ in the four examined cases.

Figure 11  (Color online) Plots of $\log |E_x|$ (blue) and $\log |E_z|$ (red) with respect to the efolding number $\alpha$. In all four cases, vector inflation enhances $E_x$ and weakens $E_z$.

different ways. The sourced anisotropy $E_x$ exhibits an increasing behavior whereas the unsourced anisotropy $E_z$ continuously decays.

We can also extend the analysis to the case in which the anisotropies are sourced in both directions, which requires the vector field to be of the form $A_\mu = (0, A_x(t), 0, A_z(t))$. In this case, the same numerical study determines that both anisotropies are enhanced. This result means that the vector
source only enhances the anisotropies in the same direction but not those in other directions.

5 Conclusion

The anomalies on the CMB map described by the PLANCK data indicate that anisotropic hair may have been generated in the early universe. This anisotropic hair can be naturally modeled by a vector field coupled to the inflation field. As observations become increasingly accurate, the precise study of the properties of such “anisotropic inflation” becomes more interesting.

As an extension of ref. [5] and many other works, we revisited the anisotropic inflation models, and obtained some interesting findings. Firstly, in the analytical calculations of most previous works, the vector field and anisotropy term $\sigma^2$ were usually neglected in the calculation of the total energy density. Although these terms are subdominant, by keeping them in the equations we determined that the linear relationship between the degree of anisotropy $E$ and the energy density fraction $\cal{R}$ no longer holds, as in previous works, and a nonlinear correction appears. As demonstrated in this paper, this imposes an upper limit on the degree of anisotropy, namely $E_{\text{max}} \approx 0.5$. This means that the inflation is not ruined even in the case of vector field domination. However, because $E$ exceeds $\sigma(0.1)$ in this case, care must be taken regarding its effects on the total energy density. The same analysis was performed for $\cal{R}$ and the slow-roll parameters $\epsilon_\mathbf{V}$ and $\epsilon_\mathbf{\nu}$. The regions where they become large (near the end of inflation), the linear relationship between $\cal{R}$ and the slow-roll parameter is altered.

Secondly, we investigated various forms of inflaton potentials, including large/small-field models and concave/convex-field models. We observed that qualitatively, the effects of the vector field are almost the same for all four cases (large-concave, large-convex, small-concave, and small-convex). The vector becomes important for the later period of inflation but does not ruin the inflation. However, there are slight quantitative differences. For large-field models, a larger parameter $c$ results in a later phase transition (after which the vector begins to play an important role) whereas for small-field models, the opposite occurs. This might be owing to the fact that they have opposite signs of $V'$ (which appears in the exponential index of the coupling function $f(\phi)$ between scalar and vector), which will have the opposite effects on the energy transfer between them to make the vector important. For concave and convex types, however, there are no explicit differences.

Finally, we investigated the case of multi-directional anisotropies, i.e., the expansion rates are different in the three spatial dimensions. We determined that the anisotropy increases in the dimensions that are sourced by the vector field whereas it decays in those that are not sourced. This means that the vector field does not source the anisotropies in a different dimension, although it appears to have couplings between different dimensions.
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