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ABSTRACT
Linear damping rates and modal frequency corrections of radial oscillation modes in selected LEGACY main-sequence stars are estimated by means of a nonadiabatic stability analysis. The selected stellar sample covers stars observed by Kepler with a large range of surface temperatures and surface gravities. A nonlocal, time-dependent convection model is perturbed to assess stability against pulsation modes. The mixing-length parameter is calibrated to the surface-convection-zone depth of a stellar model obtained from fitting adiabatic frequencies to the LEGACY observations, and two of the nonlocal convection parameters are calibrated to the corresponding LEGACY linewidth measurements. The remaining nonlocal convection parameters in the 1D calculations are calibrated so as to reproduce profiles of turbulent pressure and of the anisotropy of the turbulent velocity field of corresponding 3D hydrodynamical simulations. The atmospheric structure in the 1D stability analysis adopts a temperature-optical-depth relation derived from 3D hydrodynamical simulations. Despite the small number of parameters to adjust, we find good agreement with detailed shapes of both turbulent pressure profiles and anisotropy profiles with depth, and with damping rates as a function of frequency. Furthermore, we find the absolute modal frequency corrections, relative to a standard adiabatic pulsation calculation, to increase with surface temperature and surface gravity.
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1 INTRODUCTION
Global parameters of observed stellar targets are typically determined by fitting stellar evolutionary models to spectroscopically determined surface values, such as temperature, gravity, and chemical composition, together with minimizing the differences between observed and adiabatically computed oscillation frequencies by a nonlinear optimization approach (e.g. Silva Aguirre et al. 2017, and references therein). However, in addition to the observed oscillation frequencies other, simultaneously measured, pulsation properties, such as linewidths and amplitudes of stochastically excited oscillations, can be used to further constrain our stellar models. The reliable determination of such additional mode parameters requires high-quality seismic observations, such as from NASA’s space mission Kepler (Borucki et al. 2010; Christensen-Dalsgaard et al. 2009).

Moreover, with the recent success of three-dimensional (3D) hydrodynamical simulations of outer stellar layers (e.g., Trampedach et al. 2013; Magic et al. 2013; Ludwig & Steffen 2016; Kupka et al. 2018), it is now possible to use averaged simulation results for calibrating convection parameters of 1D stellar models (e.g. Ludwig et al. 1999; Trampedach et al. 2014b; Magic et al. 2015; Houdek 2017; Aarslev et al. 2018) or replacing the outer layers of 1D stellar models by averaged 3D simulations for seismic analysis (e.g., Rosenthal et al. 1995, 1999; Piau et al. 2014; Sonoi et al. 2015, 2017; Magic & Weiss 2016; Ball et al. 2016; Houdek et al. 2017; Trampedach et al. 2017; Jørgensen et al. 2018; Mosumgaard et al. 2018).

First attempts to estimate mode damping of intrinsically stable, but stochastically driven, pulsations in the Sun were reported by Goldreich & Keeley (1977), who used a time-independent scalar turbulent viscosity to describe mode damping by turbulent convection. The first prediction of frequency-dependent solar damp-
ing rates were reported by Gough (1980), using his time-dependent, local, convection formulation (Gough 1977b). Christensen-Dalsgaard et al. (1989) compared Gough’s predictions with linewidth measurements from the Big Bear Solar Observatory, and found qualitatively good agreement. Quantitatively good agreement between solar linewidth measurements and damping-rate estimates was reported by Balmforth (1992a), who used a nonlocal generalization (Gough 1977a) of Gough’s local time-dependent convection formulation. Dupret et al. (2006) also reported solar damping-rate calculations that were in good agreement with solar linewidth measurements, using Grass-gahcène et al. (2005) generalization of Unno’s (1967) time-dependent convection model.

Predictions of frequency-dependent damping rates in more than 100 main-sequence stellar models were reported by Houdek et al. (1999), who used Gough’s (1977a, 1977b) nonlocal, time-dependent convection formulation, as did Balmforth (1992a) for the Sun, in the nonadiabatic stability calculations. Frequency-dependent damping rates in red giants were addressed by, for example, Houdek & Gough (2002), Dupret et al. (2009), Grosjean et al. (2014) and Aarslev et al. (2018), Bellacem et al. (2012) compared theoretical damping rates with main-sequence and red-giant linewidth observations from CoRoT (Baglin et al. 2009) and Kepler at frequencies near the maximum oscillation power, ν\text{max}. Recent reviews of mode damping were published by Houdek & Dupret (2015) and Samadi et al. (2015), see also Aarslev et al. (2018).

In this work we model frequency-dependent damping rates and modal frequency corrections for twelve selected LEGACY main-sequence stars that were observed by Kepler (Borucki 2016) and which cover a substantial range of surface temperatures and surface gravities. The global stellar parameters and depths of surface convection zones are obtained from frequency-calibrated ASTEC evolutionary calculations (Silva Aguirre et al. 2017). The ASTEC calculations adopted the classical mixing-length formulation of convection by Böhm-Vitense (1958) with a fixed mixing-length parameter α = 1.8. The mixing-length parameters in our model calculations are calibrated individually for each model to give the same convective envelope depths as the corresponding ASTEC models. Our adopted convection model by Gough (1977b) includes additional, nonlocal, parameters which need calibration. These additional convection parameters are calibrated against a grid of 3D hydrodynamical simulations by Trampedach et al. (2013) and LEGACY linewidth measurements by Lund et al. (2017). The atmospheric structure in the 1D stability analysis adopts temperature-optical-depth relations derived from the 3D hydrodynamical simulations by Trampedach et al. (2014a). Our theoretical, frequency-dependent damping rates, η, correspond to the half-width at half-maximum (HWHM) of the spectral peaks in the acoustic power spectrum, P(ω), where ω is the angular pulsation frequency. The damping-rate calculations are similar to that by Houdek et al. (2017), who applied it successfully to the solar case.

In addition to damping rates, our calculations also provide the modal frequency corrections contributing to the so-called ‘surface effects’ (e.g. Brown 1984; Gough 1984; Balmforth 1992b; Rosenthal et al. 1999; Houdek 2010; Grigahcène et al. 2012). The surface effects can be divided into effects arising from the stellar mean structure, i.e. the structural effects, as well as direct convective effects on pulsation modes, typically neglected in standard adiabatic pulsation calculations, i.e. the modal effects (Rosenthal et al. 1995). First attempts to assess the structural surface effects by means of so-called ‘patched models’, where the outer stellar layers of a 1D model are replaced by an appropriately averaged 3D simulation, were reported by Rosenthal et al. (1995) and later by Rosenthal et al. (1999). Structural effects were recently re-addressed by Magic & Weiss (2016), Ball et al. (2016), Trampedach et al. (2017), and Jørgensen et al. (2018), and both structural and modal effects by Houdek et al. (2017), and Sonoi et al. (2017). Here we calculate the modal effects following the procedure by Houdek et al. (2017), including both nonadiabatic and convection-dynamical effects associated with the pulsationally induced perturbations of the convective heat (enthalpy) flux and momentum flux (turbulent pressure). In Section 2 we summarize the LEGACY pipeline and the stellar evolutionary computations of the frequency-calibrated LEGACY models. Section 3 summarizes the details of our adopted grid of 3D convection simulations, and Section 4 addresses the 1D stability calculations. Results are presented in Section 5 and followed by a discussion in our final Section 6.

2 LEGACY STELLAR SAMPLE

In the LEGACY analysis (Lund et al. 2017) parameters of the solar-like oscillation modes were extracted by fitting a global model to the power-density spectrum — this model includes both the oscillation modes and the signature from the stellar granulation background. Each oscillation mode is modelled by a Lorentzian function

\[ L_{\text{nlm}}(ν) = \frac{E_{\text{nlm}}(ν_\star) V_\star^2 S_\star}{1 + 4(ν - ν_{nl} + mν_\chi)^2}. \]

The mode with radial order n and spherical degree l is characterized by a central frequency ν_{nl} of the zonal component m = 0 (azimuthal order), the height S_\star, which is modulated by a mode visibility V_\star^2 from spatial filtering, the geometrical relative visibility \( E_{\text{nlm}}(ν_\star) \) between azimuthal components from the stellar inclination \( i_\star \), and by the linewidth \( Γ_{nl} \), which is the full width at half maximum (FWHM) of the fitted Lorentzian to the spectral peaks in the observed oscillation power spectrum. In the presence of rotation the mode will further be split into a multiplet from the rotational advection, ν_\chi.

In the fitting, which is performed in a Bayesian framework using a Markov chain Monte Carlo sampler (Foreman-Mackey et al. 2013), the linewidths and amplitudes of the radial modes are optimized. Corresponding values for nonradial modes are obtained from a linear interpolation to the radial modes. In the fitting it is furthermore the mode amplitude rather than the height that is optimized (Lund et al. 2017), and from this and the linewidth the height that goes into the global model is computed.

In the analysis of the linewidths reference stellar evolution models were obtained from the LEGACY fits to the observed frequencies, combined with ‘classical’ spectroscopic observations, carried out by Silva Aguirre et al.
In addition to avoiding singularities in the stellar structure equations when turbulent pressure is included in the computations, a nonlocal convection formulation also helps to suppress the unphysically rapid spatial oscillations of the pulsation eigenfunctions in the deep, nearly adiabatically stratified, stellar layers, where resulting cancellation effects can lead to erroneous work integrals and resulting damping rates (e.g., Baker & Gough 1979; Houdek & Dupret 2015). Additional nonlocal properties are that (1) convective eddies sample the superadiabatic temperature gradient \( \beta = -dT/dr + (dT/dr) \), where \( T \) is temperature, \( r \) is radius and \( s \) is specific entropy, over a vertical layer with an extent \( \ell \) that is typically of the order of a pressure scale height, and (2) the turbulent fluxes of heat and momentum are determined not only by the local conditions at a point \( r_0 \) in the star, but from an (weighted) average of all convective eddies that are centred within this vertical stellar layer of extent \( \ell \).

Gough’s (1977a) concept of averaging over convective eddies is based on Spiegel’s (1963) finding that the linearized equations of motions for determining the convective growth rate \( \sigma \) of a convective eddy, i.e. the rate with which the convective fluctuations grow with time, satisfy a variational equation for \( \sigma \) if the locally defined superadiabatic temperature gradient \( \beta(r_0) \) is replaced by the averaged, i.e. nonlocal, value (Gough 1977a,b)

\[
B(r) = \frac{2}{\ell} \int \beta(r_0) \cos^2(\pi(r_0 - r)/\ell) \, dr_0.
\]  

In expression (2) the averaging is taken by accounting of contributions from convective eddies centred at \( r_0 \) and the range of integration is the vertical extent \( \ell \), which scales with the local pressure scale height. Based on Spiegel’s finding on the convective growth rate, Gough (1977a) suggested similar expressions for the averaged, nonlocal, convective heat, \( F_e \), and momentum, \( P_l \), fluxes, with \( \beta(r_0) \) in Eq. (2) being replaced by the locally computed convective fluxes \( F_c(r_0) \) and \( P_l(r_0) \) respectively. This would, however, lead to a system of integro-differential equations for the stellar structure, which would be difficult to solve numerically. Gough (1977a) suggested therefore to approximate the kernel \( K := 2\cos^2(\pi(r_0 - r)/\ell) \) in Eq. (2) by the expression

\[
K \simeq a \exp(-\alpha|\ell|)\ell/2, \text{ and setting the integration limits formally to } \pm \infty, \text{ which leads to an integral expression that represents the solution to the 2nd-order differential equation}
\]

\[
\frac{\partial^2 F_c}{\partial \ln p^2} = \frac{\alpha^2}{\ell^2} (F_e - F_c)
\]  

(Gough 1977a; Balmforth 1992a; Houdek & Dupret 2015)
where ln p (p is total pressure) is now the new independent depth variable (as implemented in the calculations), \( \alpha \approx -d \ln p/d r \) is the mixing-length parameter, and \( a \) is another dimensionless, nonlocal, parameter. Similar expressions are obtained for the averaged, nonlocal, superadiabatic temperature gradient, \( B \), and turbulent pressure, \( \Phi \), introducing the remaining nonlocal (dimensionless) parameters \( b \) and \( c \), respectively. These nonlocal parameters control the spatial coherence of the ensemble of eddies contributing to the total heat \( (a) \) and momentum \( (c) \) fluxes, and the degree to which the turbulent fluxes are coupled to the local stratification \( (b) \). Roughly speaking, the parameters \( a \), \( b \), and \( c \) control the degree of ‘non-locality’ of convection; low values imply highly nonlocal solutions, and in the limit \( a, b, c \to \infty \) the system of equations formally reduces to the local formulation (except near the boundaries of convection zones, where the local equations are singular). Theoretical values for the dimensionless, nonlocal, parameters \( a, b \), and \( c \) can be obtained by demanding that the terms in a Taylor expansion about \( r \) of the exact, \( 2 \cos^{2} \rho (\tau_{m} - r)/\ell \), and approximate, \( a \exp(-a(\tau_{m} - r)/\ell)/2 \), kernels differ only at fourth order, resulting in a theoretical estimate for \( a \approx 7.8 \) (Gough 1977a). The standard mixing-length assumption of assigning a unique scale to turbulent eddies at any given location can, however, cause too much smoothing, leading to larger values for \( a, b \), or \( c \) (Houdek & Gough 2002). Therefore, values for \( a, b \), and \( c \), which typically differ, need to be determined from calibration in a similar way as it is common for the mixing-length parameter, \( \alpha \), in stellar evolutionary theory1. It should be mentioned that the adopted nonlocal convection formulation does not treat the overshoot regions correctly, where the nonlocal enthalpy flux, \( \Phi \), remains positive although it should be negative. The overshoot regions may therefore not be suitable for calibrating the nonlocal parameters to 3D simulation results (see also discussion in Section 5.2). The effect of such positive \( \Phi \) values in the overshoot regions on the damping rates and eigenfrequencies is, however, negligible.

Another parameter in Gough’s (1977a) time-dependent convection model controls the anisotropy, \( \Phi \approx a^2/\ell^2 \) (overbars indicate horizontal averages), of the convective velocity field \( u = (a, v, w) \). This parameter enters as a multiplicative factor in the inertia term of the linearized momentum equation for the convective fluctuations, thereby effectively increasing the inertia of the vertically moving convective eddies as a result of the coupling between vertical and horizontal motion. For a solenoidal convective velocity field, it can be related to the shape of the convective eddies in the sense that \( \Phi \to 1 \) represents thin, needle-like eddies. Larger \( \Phi \) values increase the eddies’ inertia, thereby describing the diversion of the vertical motion into horizontal flows as a reduction of the convective efficacy. We describe the depth dependence of the anisotropy parameter \( \Phi \) with an analytical function guided by the 3D solution and by adopting approximately the maximum 3D value, \( \Phi_{\text{c}} \), in the, convectively inefficient, surface layers and the minimum 3D value, \( \Phi_{\text{s}} \), in the deep, convectively efficient, layers in our 1D convection model.

The stability computations are carried out as in Houdek et al. (2017), but with the global stellar parameters adopted from Silva Aguirre et al. (2017)2. These parameters are listed in Table 1, together with the abundances by mass of helium, \( Y \), and heavy elements, \( Z \), as obtained from minimizing the differences between adiabatically computed oscillation frequencies and Kepler observations by least squares (see Section 2). The mixing length was calibrated to within 1.5% of the convection-zone depths, \( d_{c}/R_{\ast} \) (also listed in Table 1), of the calibrated ASTEC evolutionary models.

---

1 We should remain aware that calibrated values for the mixing-length parameter, \( \alpha \), in stellar evolutionary calculations can be as large as \( \alpha \gtrsim 2 \) (see also Table 1), which is almost one magnitude larger than what the underlying assumptions, e.g., the Boussinesq approximation (Spiegel & Veronis 1960), for a mixing-length model would allow (e.g. Gough & Weiss 1976, and references therein).

2 The parameters for KIC 6933899 were obtained from the BASTA fit, whereas in the remaining cases ASTFIT results (see Section 2) were used.
Both the envelope and pulsation calculations assume the generalized Eddington approximation to radiative transfer (Unno & Spiegel 1966). The opacities are obtained from the OPAL tables (Iglesias & Rogers 1996), supplemented at low temperature by tables from Kurucz (1991). The EOS includes a detailed treatment of the ionization of H, He, C, N, and O, and a treatment of the first ionization of the next seven most abundant elements (Christensen-Dalsgaard 1982). The integration of stellar-structure equations starts at an optical depth of $\tau = 10^{-4}$ and ends at a radius fraction $r/R_\star = 0.2$. The temperature gradient in the plane-parallel atmosphere is corrected by using a radially varying Eddington factor obtained from interpolating in the $T(\tau)$-relations ($\tau$ is optical depth) of Trampedach’s et al. (2014a) grid of 3D hydrodynamical simulations.

The linear nonadiabatic pulsation calculations are carried out using the same nonlocal convection formulation with the assumption that all eddies in the cascade respond to the pulsation in phase with the dominant large eddies. A simple thermal outer boundary condition is adopted at the temperature minimum where for the mechanical boundary condition the solutions are matched smoothly onto those of a plane-parallel isothermal atmosphere for frequencies below the acoustic cutoff frequency $v_{ac}$, i.e. the solutions are matched onto an exponential solution with the energy density decreasing with height in the atmospheres. For modes with frequencies larger than $v_{ac}$ the eigenfunctions are matched to an outwardly running wave, allowing for transmission of energy into the atmosphere (e.g., Balmforth & Gough 1990; Balmforth et al. 2001). At the base of the model envelope ($r/R_\star = 0.2$) the conditions of adiabaticity and vanishing of the displacement eigenfunction are imposed. Only radial $p$ modes are considered.

In addition to the fully nonadiabatic calculations, which include the modal perturbations to the convective heat and momentum fluxes, we also computed frequencies in the adiabatic approximation for the same equilibrium models. In our adiabatic calculation we assume that the modal Lagrangian perturbation to the turbulent pressure, $\delta p_\tau$, is in quadrature with the modal density perturbation, $\delta \rho$. This leads to a modification of the first adiabatic exponent, $\gamma_1 := (\partial \ln p_\tau / \partial \ln \rho_\tau)$ ($p_\tau$ is gas pressure), in the linearized, adiabatic pulsation equations, i.e. the Lagrangian (total) pressure perturbation, $\delta \ln p = (p_\delta/p_\tau) \gamma_1 \delta \ln \rho$ (Houdek et al. 2017), also referred to as the reduced $\gamma_1$ (Rosenthal et al. 1995). From taking the differences between the fully nonadiabatic, $v_{ad}$ and adiabatic, $v_\delta$, frequencies, we obtain estimates for the modal frequency corrections, $\delta v := v_{ad} - v_\delta$, i.e. the modal contribution to the so-called “surface effects” (e.g., Rosenthal et al. 1999).

5 RESULTS

5.1 The solar benchmark case

We start by reviewing Houdek’s et al. (2017) solar results depicted in Fig. 1. The adopted 1D profile for the velocity-anisotropy parameter $\Phi$ (solid curve in the lower right panel) is in good agreement with the 3D profile (dotted curve), particularly in the mode-propagating layers ($\log p \geq 5.2$). The regions where the modes are either propagating ($\log p \geq 5.2$) or evanescent ($\log p < 5.2$) are indicated by the acoustic cutoff frequency, $v_{ac}$ (double-dot-dashed curve)\(^3\). The mode frequencies are predominantly determined by the mode-propagating regions which therefore also affect the modal frequency corrections discussed later in Section 6. The remaining differences in $\Phi$ with respect to the 3D solution in the mode-propagating layers do, however, affect the solutions of our damping-rate calculations. We note that the effect of $\Phi$ on mode damping is strongly coupled to the filling factor (fractional area of, e.g., upflows), which is always 1/2 in any 1D convection model that adopts the Boussinesq approximation (Spiegel & Verner 1960) and assumes symmetry between up- and downflows. Therefore, it is not expected that our 1D convection treatment yields the observed damping rates, even if the complete 3D $\Phi$-profile is adopted in our stability analyses. Only a full 3D hydrodynamical simulation of the full oscillation properties would adequately describe the problem. This is still out of reach as of today. Houdek et al. (2017) therefore found it more useful and relevant to reproduce the observed damping rates by adopting the 1D $\Phi$-profile as indicated by the solid curve in the lower right panel of Fig. 1 for the Sun. We do adopt the same procedure here for our LEGACY models. Moreover, the inclusion of a depth-dependent $\Phi$-profile in our 1D pulsation analyses, with a shape and extrema adopted from 3D simulations, and its consistent pulsational perturbation, $\Phi \delta$ (the Lagrangian operator $\delta$ indicates a perturbation following the motion), in the stability analyses, is a novelty in this work. The expression for $\Phi \delta$ is given in e.g., Houdek & Dupret (2015, equation 74 and Appendix B). The turbulent pressure, $p_\tau$, on the other hand, is robust to changes in filling factor, since it depends on the unsigned vertical convective velocity, and therefore reproduces the 3D solution very well in the mode-propagating layers. In the outer stellar layers, where the differences in the $p_\tau$-profiles between the 1D and 3D solutions are largest, the contribution of the perturbed turbulent pressure, $\delta p_\tau$, to the damping rates, $\eta$, is negligible as suggested by an analysis of the associated work integral $W_l$ (see, e.g., Balmforth 1992a; Houdek 1996). Only at deeper stellar layers with $\log p \gtrsim 5.0$ does the work of $\delta p_\tau$ start to become relevant with a relative contribution of about 8% to $W_l$ for a mode with a frequency close to $v_{ac}$. At these deeper stellar layers, however, the differences in the $p_\tau$-profiles between the 1D and 3D solutions are already small. Similar results are also observed for our LEGACY models.

The dashed curves in the left panels of Fig. 1 show the (positive) damping rates (top panel) and modal frequency corrections (bottom panel) for a computation in which the pulsationally perturbed turbulent pressure, $\delta p_\tau$, is artificially suppressed. As expected, only the highest frequency modes are found to be stable, mainly due to the radiative damping of these high-frequency modes, whereas for frequencies less than about 3.8 mHz the pulsation modes are predicted to be unstable in this case (see also e.g. Houdek et al. 1999).

Modal frequency corrections for a computation in which $\delta p_\tau$ is artificially suppressed (dashed curve in bottom left panel) indicate that nonadiabatic effects from the pulsationally perturbed radiative and convective heat fluxes are

\(^3\) The acoustic cutoff frequency, $v_{ac}$, in figure 4 of Houdek et al. (2017) is erroneously shifted in depth.
rather minute, i.e. most of the modal frequency corrections as indicated by the solid curve in the bottom left panel is due to the effects of convection dynamics associated with $\delta p_t$. We should, however, remain aware that due to the nonlinear nature of the convection-pulsation interaction, the individual contributions to the modal surface effects cannot simply be explained by linear superposition, e.g., by simply taking the differences between the solid and dashed curves in the left panels of Fig. 1.

5.2 Effects of varying model parameters

The effect of varying the nonlocal parameters $a$, $b$ and $c$ on the estimated damping rates were presented in detail by Balmforth (1992a) for the solar case and recently by Aarslev et al. (2018) for red-giant stars. We therefore only summarize their effects here for the LEGACY stars, but discuss additionally the effects of varying the depth of the surface convection zone, $d_c$, velocity anisotropy, $\Phi_c$, and heavy-element abundance $Z$, on our results for the LEGACY star KIC 9139163, depicted in Fig. 2.

The best-constrained nonlocal convection parameter is $c$, which controls the degree of “nonlocality” of the turbulent pressure, $p_t$, i.e. the spatial coherence of the ensemble of eddies contributing to the turbulent momentum flux. We calibrate $c$ by making the maximum value of $p_t$ in the superadiabatic boundary layer of the 1D solution of our reference model (solid curve in the upper right panel) agree with the value obtained from the 3D simulation result (dotted curve in the upper right panel). The stellar depth at which these maxima occur agree well between the 1D and 3D solutions without any further calibration, provided the heavy-element abundance is similar between the 1D and 3D models (see double-dot-dashed, green, curve in upper right panel, and discussion below). Similarly to $c$, the role of the nonlocal parameter $a$ is to control the spatial coherence of the ensemble of eddies contributing to the convective heat (enthalpy) flux. This parameter cannot be constrained in a straightforward manner by the 3D simulation, because the adopted nonlocal convection model does not provide the correct enthalpy flux in the overshoot regions. Instead we calibrate the nonlocal parameter $a$ so as to obtain a good agree-
ment between observed linewidths and computed damping rates (upper left panel of Fig. 2). Larger values of \( a \) result in a less pronounced depression in the damping rates, \( \eta \), near \( \nu_{\text{max}} \approx 1730 \, \mu\text{Hz} \) (see also Aarslev et al. 2018). The third nonlocal convection parameter \( b \) controls the degree to which the turbulent fluxes are coupled to the local stratification. The larger the value of \( b \) the stronger the turbulent fluxes are coupled to the local stratification, resulting in less drastic changes in the stratification such as the superadiabatic temperature gradient (see also Balmforth 1992a and Aarslev et al. 2018). Similarly to \( a \), changes to the value of \( b \) affects predominantly the amount of the depression in the damping rate, \( \eta \), near \( \nu_{\text{max}} \), leading to some degeneracy between \( a \) and \( b \), and consequently to a correlation between the results of calibrating \( a \) and \( b \) to the observed linewidths. A possible remedy could include a more extensive use of 3D simulations by calibrating \( b \) to the superadiabatic temperature gradient of 3D simulation results thereby breaking the degeneracy between \( a \) and \( b \), which we plan in a future effort to improve the convection model.

In Fig. 2 we show for KIC9139163 the effect of reducing the velocity-anisotropy parameter, \( \Phi_c \) in the deep convection zone (lower right panel) from \( \Phi_c = 5/3 \) (solid, black, curve; overplotted by identical dashed, red, and double-dot-dashed, green, curves) to \( \Phi_c = 3/2 \) (dot-dashed, blue, curve) to \( \Phi_c = 3/2 \) (dot-dashed, blue, curve) keeping, however, the other model properties constant, including the depth of the convection zone, \( d_c \), \( \max(p_h) \) and \( \Phi_s \). The corresponding results in the other panels are also depicted by dot-dashed, blue, curves and should be compared with the reference solutions illustrated by the solid, black, curves. There is rather little effect on the turbulent pressure profile (upper right panel) but noticeable effect on the damping rates (upper left panel) and modal surface correction (lower left panel). Reducing \( \Phi_c \) decreases the characteristic timescale of the convection and consequently increases the frequency at which energy is exchanged most effectively between convection and pulsation. This is demonstrated in the upper left panel of Fig. 2 by the increased frequency at which the minimum in the depression of the damping rates is observed (dot-dashed, blue, curve). Varying the value of \( \Phi_c \) has comparatively little effect on \( \eta \) and the surface corrections (not shown here). Also, different 3D simulation codes predict different values for \( \Phi_c \) (F. Kupka, personal communication, see also Kupka & Muthsam 2017), possibly because

\[ \Phi_c \]

\[ \eta \]

\[ \nu_{\text{max}} \]

\[ \Phi_s \]
of different surface boundary conditions in the various 3D simulation codes.

The effect of increasing the depth of the convection zone, $d_c$, by 5%, relatively to the ASTEC evolutionary model, is illustrated by the dashed, red curves in Fig. 2. The results should be compared with the reference model (solid, black, curves). There is a slightly better agreement of the $p_1$-profile with the 3D solution (dotted, black, curve), depicted in the upper right panel. The damping-rate increase with $d_c$ (upper left panel), however, is substantial, as is the increase of the modal frequency correction (lower left panel).

A deeper surface convection zone requires a smaller value for the calibrated nonlocal convection parameter $c$, explaining in part the better agreement of the $p_1$-profile with the 3D simulation results, as a result of a slower exponential decay of $p_1$ in the overshoot regions.

The double-dot-dashed, green curves in Fig. 2 show the outcome for a computation in which the heavy-element abundance was reduced from the reference value $Z = 0.0295$, as determined from the LEGACY model fitting to the observed Kepler frequencies (see Table 1), to the value $Z = 0.018055$ (and $Y = 0.245$), adopted by the 3D simulation grid (see Section 3). The comparison with the more metal-rich reference model (solid, black, curves) should demonstrate the effect of our inconsistent use of heavy-element abundance between our calibrated 1D stability computation and the 3D simulation grid. Although the effect of this inconsistency in $Z$ fortunately appears to be minute on $\eta$ and on the modal surface corrections, it is our aim to recalibrate, in a future effort, consistently our 1D models with 3D simulations of the appropriate composition, once such a 3D grid for a range of metallicities will be available.

### 5.3 Damping rates and modal surface effects

The model results were obtained from calibrating the free convection parameters, $a$, $b$, $c$, $\Phi_0$, and $\Phi_c$, together with the mixing-length parameter $\alpha$, in a similar manner as discussed by Aarslev et al. (2018). The parameters $c$, $\Phi_0$, and $\alpha$ are calibrated first, by iteration, to match the profiles of the 3D simulations for turbulent pressure, $p_t/p$, and anisotropy, $\Phi$, in the mode-propagating layers, and to the surface convection-zone depths, $d_c$, of the ASTFIT models. The remaining parameters, $a$, $b$ and $\Phi_c$ are then determined by obtaining the best agreement between theoretical damping rates and observed linewidths. The parameter $\Phi_c$ predominantly affects the frequency of the depression in the damping rates, $\eta$, typically near $\nu_{\text{max}}$, whereas the nonlocal parameter $a$ predominantly affects the depth of this depression in $\eta$. Finally, the parameter $b$ is calibrated by iteration, to reproduce the observed linewidths as well as possible at low and high frequencies (see also, Aarslev et al. 2018). Owing to the rather low sensitivity of $\eta$ to the parameter $b$, the value of $b$ resulting from this fit is somewhat uncertain.

The quality of the observed linewidths does not support a full statistical analysis, including a formal $\chi^2$ minimization. Moreover, the differences between theoretical damping rates and observed linewidths are still dominated by systematics brought about by our still poor understanding of modelling the convection-pulsation physics (see, for example, top left panel in Fig. 1 for the solar case). The aim of the procedure for finding the optimal model, as outlined above, is therefore to find the best qualitative agreement with the 3D simulation results and linewidth measurements. In this fitting procedure we have, however, evaluated $\chi^2$ between observed linewidths and damping rates for several of the parameter choices, and the parameter values listed in Table 1 do correspond to the fit with the lowest $\chi^2$ amongst the parameter sets considered. This lowest $\chi^2$ between linewidths and damping rates over the full observed frequency range is listed in Table 2. Moreover, in addition to fitting the linewidths, our 1D models also aim to simultaneously reproduce the turbulent pressure and anisotropy profiles of 3D simulations in the mode-propagating layers and the surface convection-zone depths, $d_c$, of the ASTFIT models.

Detailed results for our sample of twelve LEGACY stars, listed in Table 1, are illustrated in Figs A1–A3. The left panels compare observed linewidths (symbols with error bars), which correspond to the full width at half maximum (FWHM) of the spectral peaks in the observed power spectrum, with our calculated values of $\nu^{-1}\eta$ (solid curves, see caption of Fig. 1) as a function of pulsation frequency. Also shown are the modal frequency corrections (dashed curve) relative to a standard adiabatic oscillation calculation for the same equilibrium model, following the procedure by Houdek et al. (2017). The right panels in Figs A1–A3 compare turbulent pressure profiles, $p_t/p$, and velocity anisotropies, $\Phi$, between our 1D equilibrium models (solid and dashed curves, respectively) and 3D simulations (dotted and dot-dashed curves, respectively). There is good agreement between the 3D-simulation results and calibrated 1D-equilibrium models in the mode-propagating layers and, at the same time, also between the observed linewidths and estimated values of $\nu^{-1}\eta$, for all considered LEGACY models. As in the solar case (Fig. 1) the stellar depths of the maxima of $p_t/p$ in the 1D and 3D results agree fairly well, except for models for which the heavy-element abundance $Z$ differs considerably between our 1D computations and the 3D simulations, such as for the stellar models KIC 6116048 and KIC 9139163. The effect of adopting the chemical abundances of the 3D simulations (see Section 3) on the 1D-profiles of $p_t/p$ are indicated by the double-dot-dashed, green curves in Fig. 2 for KIC 9139163, and in Fig. A1 (bottom panels) for KIC 6116048. For KIC 6116048 and KIC 1435467 we adopt slightly larger values for $\Phi_c$, compared with the 3D results, leading to better agreement between linewidth measurements and theoretical damping rates, though the effect of varying $\Phi_c$ on $\nu^{-1}\eta$ is rather small. Moreover, as discussed also in Section 5.2, various 3D hydrodynamical simulation codes predict noticeable differences for $\Phi_c$.

Values of the LEGACY linewidths, $\Gamma$, and computed $\nu^{-1}\eta$ are listed in Table 2 at the frequency of maximum oscillation power, $\nu_{\text{max}}$, together with our modal frequency corrections, $\delta\nu(\nu_{\text{max}})$. The values for $\Gamma$ are obtained from fitting Appourchaux et al. (2016) expression (1) to the observed linewidths, following the procedure by Lund et al. (2017), and the $\nu^{-1}\eta$ values are obtained from interpolating in the frequency-dependent damping rates.

As reported before (Chaplin et al. 2009; Bellacem et al. 2012), the increase of the observed linewidths with increasing surface temperature, $T_{\text{eff}}$, is also reproduced here with our stability analysis, as illustrated in Fig. 3. There is also a dependence on surface gravity (see also Houdek 2017), but of much smaller magnitude. Moreover, the decrease of the
It is interesting to note that a more careful calibration of the thermal and dynamical properties of the superadiabatic boundary layer with 3D simulation results. The thermal relaxation time of the superadiabatic boundary layer, when expressed as a frequency, is of similar order as the frequency at which the depression in the linewidths is observed (νp ≈ 2.8 mHz in the solar case, the exact value depending upon the nonlocal convection parameters; Balmforth 1992a, Chaplin et al. 2005). It is at this frequency νp where the energy exchange between the pulsation and the stellar background is most efficient (e.g., Houdek & Dupret 2015). Any insufficient representation of either the stellar mean stratification or the thermal and dynamical properties of the superadiabatic boundary layers are revealed by a mismatch between the modelled damping rates and linewidth measurements. In a future investigation we plan to identify the reason for this mismatch by comparing the properties of the superadiabatic boundary layer with 3D simulation results. It is interesting to note that a more careful calibration of the nonlocal convection parameter b (see Section 4) with

### Table 2. Solar and LEGACY model results at the frequency of maximum oscillation power, νmax.

| KIC   | νmax (µHz) | δν (µHz) | Γ (µHz) | ν−1η (µHz) | χ²  |
|-------|------------|-----------|---------|------------|-----|
| Sun   | 3090       | 10.0      | 1.06 ± 0.03 | 1.25       | 25.20 |
| 6933899 | 1390       | 3.7       | 1.30 ± 0.07 | 1.56       | 10.92 |
| 10079226 | 2653       | 7.4       | 2.05 ± 0.35 | 1.89       | 3.81  |
| 10546990 | 1690       | 4.6       | 1.56 ± 0.10 | 1.97       | 12.33 |
| 6116048 | 2127       | 6.2       | 1.62 ± 0.09 | 1.73       | 17.74 |
| 8379927 | 2795       | 9.2       | 2.43 ± 0.11 | 2.25       | 11.38 |
| 12095040 | 1866       | 5.9       | 2.38 ± 0.14 | 2.49       | 4.98  |
| 6225718 | 2364       | 8.1       | 2.58 ± 0.12 | 2.66       | 7.37  |
| 1435467 | 1407       | 7.0       | 5.18 ± 0.17 | 3.70       | 4.13  |
| 9139163 | 1730       | 7.9       | 5.28 ± 0.13 | 4.30       | 3.41  |
| 9206632 | 1866       | 8.7       | 5.87 ± 0.27 | 5.02       | 1.90  |
| 2837475 | 1558       | 10.1      | 6.39 ± 0.20 | 5.57       | 1.91  |
| 11253286 | 1591       | 9.5       | 5.80 ± 0.17 | 5.53       | 5.26  |

Figure 3. Modelled ν−1η, where η is the damping rate, corresponding to the full width at half maximum (FWHM) of the spectral peaks in the power spectrum. Results, in units of µHz, are plotted as contours in a Kiel diagram at the observed frequency of maximum pulsation power, νmax (see Table 2). The star symbols indicate the locations of the twelve selected LEGACY stars and the Sun.

Figure 4. Residuals between observed linewidths, Γ, and estimated ν−1η for all fitted modes, divided by the measurement uncertainties, and on a frequency scale normalized by νmax. There is still a discrepancy between observations and models just below and above νmax, as can also be seen for the solar case (upper left panel of Fig. 1). This discrepancy is predominantly a consequence of the still incompletely modelled superadiabatic boundary layers. The thermal relaxation time of the superadiabatic boundary layer, when expressed as a frequency, is of similar order as the frequency at which the depression in the linewidths is observed (νp ≈ 2.8 mHz in the solar case, the exact value depending upon the nonlocal convection parameters; Balmforth 1992a, Chaplin et al. 2005). It is at this frequency νp where the energy exchange between the pulsation and the stellar background is most efficient (e.g., Houdek & Dupret 2015). Any insufficient representation of either the stellar mean stratification or the thermal and dynamical properties of the superadiabatic boundary layers are revealed by a mismatch between the modelled damping rates and linewidth measurements. In a future investigation we plan to identify the reason for this mismatch by comparing the properties of the superadiabatic boundary layer with 3D simulation results. It is interesting to note that a more careful calibration of the nonlocal convection parameter b (see Section 4) with
Figure 5. Modal frequency corrections, $\delta \nu$, relative to a standard adiabatic pulsation calculation. Results are plotted as contours in a Kiel diagram at the observed frequency, $\nu_{\text{max}}$ (see Table 2), of maximum pulsation power. Top: the contours are labelled in units of $\mu$Hz. Bottom: contours show $\delta \nu/\nu_{\text{max}} \times 10^3$, in order to illustrate the relative modal frequency shift with respect to mode frequency. The star symbols indicate the locations of the twelve selected LEGACY stars and the Sun.

6 DISCUSSION AND CONCLUSIONS

It has been the aim of this paper to demonstrate the simultaneous modelling of observed and 3D-simulated stellar properties in main-sequence stars that are typically not included in standard stellar evolutionary calculations. In particular, we included in our 1D stellar models turbulent pressure and velocity-anisotropy profiles as suggested by realistic 3D simulations of convective stellar atmospheres, and, at the same time, obtained good agreement between pulsation-linewidth measurements and modelled damping rates over the full observed frequency range. The remaining differences, e.g., in the $p_1 / p$-profiles between 1D and 3D models in the deeper, mode-propagating layers, help us to assess missing physics, such as the kinetic energy flux (e.g., Gough 2012), convective backwarming (e.g., Trampedach et al. 2017) and the asymmetry between up- and downflows, that is required for further improving our current 1D models for convective energy transport.

It is interesting to note that models with deeper surface convection zones, compared with the ASTFIT models (see Section 2), reproduce the observed pulsation-linewidth profiles somewhat better, particularly for the hotter stars in our LEGACY stellar sample (see for example Fig. 2). This is a result of the increasing damping rates with increasing mixing length, mostly due to the contributions from the turbulent pressure perturbations. This effect may therefore serve as an additional constraint for calibrating convection in stellar models and the consequent extent of surface convection zones. Other procedures to constrain surface convection-zone depths include the use of acoustic glitches (e.g., Gough 1990). This method, however, needs very accurate pulsation frequencies, and current glitch models are still affected by the poorly understood glitch contribution from hydrogen ionization and the difficult-to-determine location of the star’s acoustic surface (e.g., Houdek & Gough 2007; Mazumdar et al. 2014; Reese et al. 2016).

Another interesting outcome of our stability analyses is the prediction of the modal frequency contribution to the so-called ‘surface effects’. By combining our modal frequency corrections, $\delta \nu$, relative to a standard adiabatic pulsation calculation, with structural, adiabatic, frequency corrections, $\delta \nu^4$ (e.g., Trampedach et al. 2017), we would have, for the first time, a purely physical description for the total surface frequency corrections, $\Delta \nu := \delta \nu + \delta \nu^4$, at hand. For a calibrated solar model, Houdek et al. (2017) obtained at the frequency of maximum oscillation power, $\nu_{\text{max}} \approx 3090$ $\mu$Hz, the values $\delta \nu \approx 10.0$ $\mu$Hz and $\delta \nu^4 \approx -16.0$ $\mu$Hz, leading to an underestimation (i.e. over-correction) of the fully surface-corrected model frequency$^4$ of $\sim 1.4$ $\mu$Hz, relative to the observed solar frequency (see fig. 5 of Houdek et al. 2017). We have, however, to remain aware how stellar-model fits to seismic observations, such as the ASTFIT models (Section 2), exhibit coupled parameters. In particular the surface effect, mixing length (e.g., Li et al. 2018) and helium abundance can be strongly correlated, stressing the importance of constraining these quantities independently. Moreover, $\delta \nu$ also depends on metallicity as demonstrated in Fig. 2 for KIC 9139163. We therefore plan to address these open issues in future work by exploiting additional information from 3D simulation results in a fully consistent way, such as adopting the 3D atmosphere structures (Trampedach et al. 2014a) and 3D-simulation-calibrated mixing lengths (Trampedach et al. 2014b) in the ASTFIT models (Section 2). Also, a necessary step will be the implementation of a pipeline that will take into account a full statistical analysis of the measured linewidth errors and a consistent treatment of frequency corrections, based on our theoretical formulation involving a physical model, in both the ASTFIT and pulsation-stability calculations.

We have demonstrated that the additional stellar prop-

$^4$ The standard solar model (Christensen-Dalsgaard et al. 1996) overestimates the adiabatically computed frequency by $\sim 4.6$ $\mu$Hz at $\nu_{\text{max}}$, relative to the observations.
Damping rates and frequency corrections of Kepler LEGACY stars

91 properties, considered in this work, further constrain the theory of stellar structure and evolution. The combined effort of improving the modelling in this manner and extending the analysis to a broader range of observed stars will, one may hope, improve our understanding of the properties of stellar convection and its interaction with pulsations. Such improvements in the modelling of the near-surface layers are also crucial for reducing their effect on the computed frequencies and consequently improving the characterization of stellar properties through frequency fitting.
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APPENDIX A: DETAILED RESULTS FOR ALL TWELVE CALIBRATED LEGACY MODELS

In this appendix we plot the frequency-dependent damping rates and modal surface corrections for our sample of twelve LEGACY stars (see Table 1), together with the calibrated 1D and 3D solutions of the turbulent pressure profiles, $p_t$, and velocity anisotropies, $\Phi$.

This paper has been typeset from a T\textsc{ex}/L\textsc{a}\textsc{t}e\textsc{x} file prepared by the author.
Figure A1. LEGACY model results. The KIC numbers and surface values, $T_{\text{eff}}(K)/\log g$, of the LEGACY stars are indicated in the right panels. Plots are arranged in order of increasing $T_{\text{eff}}$ from top to bottom. Left: comparison between observed linewidths (FWHM, red solid circles with error bars are the LEGACY data from Lund et al. 2017, blue filled squares with error bars are from Appourchaux et al. 2014, 2016) and $\pi^{-1}\eta$ (see caption to Fig. 1). The dashed curves are the radial modal frequency corrections, $\delta\nu$, relative to a standard adiabatic pulsation calculation. Right: comparison of the turbulent pressure profile $p_t/p$ between 3D simulations (dotted curves; Trampedach et al. 2014a) and 1D nonlocal envelope model (solid curves). The dot-dashed curves are the turbulent velocity anisotropies $\Phi$ of 3D simulations and the dashed curves the adopted depth-dependent velocity anisotropies in the 1D models. The double-dot-dashed, green curves for KIC 6116048 adopt the 3D-grid abundances, $Z = 0.018055$ and $Y = 0.245$.
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Figure A2. LEGACY model results. Details are as in the caption of Fig. A1.
Figure A3. LEGACY model results. Details are as in the caption of Fig. A1.