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HIGHLIGHTS
Intra-tumor heterogeneity inferred from human samples is underestimated
Hidden and observed intra-tumor heterogeneity do not always correlate
Observable clones carry information to estimate the extent of hidden heterogeneity
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SUMMARY
Intra-tumor heterogeneity is frequently observed in cancer patients, and it is associated with therapeutic resistance and disease relapse. However, its systematic assessment is still limited and often unfeasible. Here, we use a mathematical model of tumor progression to decipher how multiple clones emerge and organize into complex architectures. We found a trade-off between cancer cell alteration and proliferation rates that defines a transition between low and high heterogeneity, the latter characterized by branching tumor phylogenies. We predict the existence of observed and hidden intra-tumor heterogeneity, which challenges the correct estimation of intrinsic tumor complexity. Although the numbers of observed and hidden clones do not always correlate, we demonstrate that population frequencies of observed clones can be used to estimate the extent of hidden heterogeneity in both simulated and human tumors. The characterization of complex clonal architectures is a critical first step toward understanding their organizing principles and predicting their emergence.

INTRODUCTION
Individual tumors are often a composite of heterogeneous cancer cells, which have accumulated distinct molecular modifications over time. This dynamic process has been characterized according to evolutionary principles (Nowell, 1976) where abnormal cell proliferation is associated with the emergence and selection of alterations. Molecular alterations are in the most cases functionally neutral, but occasionally they confer a selective advantage to the cancer cell where they occurred, by promoting key oncogenic hallmarks (Hanahan and Weinberg, 2011). Typically referred to as “drivers”, selected alterations promote clonal expansion and, thus, the evolution and diversification of the tumor.

Starting from this premise, evolutionary theory has provided an accurate framework to understand the emergence of cancer and its progression. Seminal works established this connection for neoplasms and metastasis (Fidler, 1978; Nowell, 1976). Ever since, multiple models of cancer evolution have been proposed, mostly falling in two major categories: models of tumor initiation and models of tumor progression. Tumor initiation requires the fixation of a first selective event, a gain-of-function mutation in an oncogene (Michor et al., 2004), a loss-of-function alteration in a tumor suppressor gene (Knudson, 1971; Komarova, 2007), or early incremental increases of cell fitness (Michor et al., 2011). Tumor progression, instead, is characterized by a succession of selected mutations and corresponding waves of clonal expansion. In this context, models of clonal expansion proved to be useful to characterize disease progression, resistance to therapy (Durrett and Moseley, 2010; Michor et al., 2005), mutation burden (Bozic et al., 2010; McFarland et al., 2013, 2014), and mutation timing (Beerenwinkel et al., 2007, 2014).

Despite the numerous insights provided by these models, the link between evolutionary parameters modeling tumor growth, such as alteration and/or replication rates, and the resulting extent of intra-tumor heterogeneity remains largely unexplored (Bozic et al., 2016; Chowell et al., 2018), especially in relation to actual human tumors. Indeed, a robust experimental estimation of the parameters themselves is currently missing, and the clonal composition of a tumor is mainly assessable through algorithmic inferences from bulk tumor sequencing rather than direct observations (Deshwar et al., 2015; Jiang et al., 2016; Miller et al., 2014; Raynaud et al., 2018; Roth et al., 2014). Recently, distinct types of clonal architectures have been inferred for multiple tumor types analyzed by multi-regional sequencing and/or longitudinal sample cohorts (McGranahan and Swanton, 2017; Yates et al., 2017). Nonetheless, whether and how these architectures depend on properties of tumor growth remains to be investigated.

Here we numerically explored the emergence of diverse clonal architectures as a function of alteration and proliferation rates. Based on extensive simulations using a wide range of parameters, we explored...
fundamental features of intra-tumor heterogeneity, such as how many clones can typically be found in a tumor sample, whether they have similar sizes or one accounts for most of the cell population, how did they descend from each other, and, finally, what are the evolutionary determinants of these features. Our results from simulated tumors directly link clonal architectures to characteristics of tumor progression and indicate that intra-tumor heterogeneity is frequently underestimated. Importantly, we could determine features that can be computed for both simulated and human tumors that are predictive of this underestimation.

Model of Cancer Evolution

To investigate the properties of cancer evolution, tumor clonal architecture, and intra-tumor heterogeneity, we adopted a previously proposed model of tumor progression (Bozic et al., 2010). In this model, tumors evolve according to a discrete time process in which cells, simultaneously, at each time step either replicate or die. When a cell replicates, one of the daughter cells can gain a new alteration with a probability \( m \) (alteration rate). We consider two types of alterations: driver alterations, which increase the selective advantage of the cell by reducing its probability to die, and passenger alterations, which have instead a neutral effect. To which extent the probability of dying is reduced by the acquisition of a new driver alteration is modulated by the parameter \( s \) (fitness). The alteration rate \( m \) and fitness \( s \) are input parameters; they are identical for all cells and remain constant during the simulation. For a given fitness parameter \( s \), a cell that has accumulated \( k \) driver alterations has a probability to die \( d_k \) given by:

\[
d_k = \frac{1}{2} \left( 1 - s \right)^k
\]

(Equation 1)

The probability to replicate \( b_k \) satisfies the following relationship:

\[
b_k + d_k = 1
\]

(Equation 2)

Human tumors typically exhibit highly heterogeneous proliferation rates and alteration loads. Here, to mimic such heterogeneity, we did not estimate specific model parameters, instead we chose to explore a wide range of possible parameter values for \( m \) and \( s \). First, we set the fitness parameter \( s \in [10^{-4} - 5 \times 10^{-1}] \) in agreement with previously proposed values (Bozic et al., 2010; Chowell et al., 2018; Levy et al., 2015; McFarland et al., 2014; Vermeulen et al., 2013). Then, we estimated a range of alteration rates based on previously reported mutation burden across multiple human cancers (Lawrence et al., 2013). By analyzing tumor cohorts from The Cancer Genome Atlas (TCGA), the number of mutations per nucleotide was estimated between \( 7 \times 10^{-8} \) to \( 10^{-4} \) (assuming that the exome accounts for \( \sim 2\% \) of the genome). Therefore, we set for our simulations \( m \in [10^{-7} - 10^{-3}] \), also consistent with recent numerical studies (Bozic et al., 2010; Chowell et al., 2018; McFarland et al., 2014). New driver mutations occur at a rate \( \mu \times m \), with \( \mu = 0.025 \). We chose this value based on an estimated number of 500 cancer-associated alterations (Bailey et al., 2018; Mina et al., 2017). Notably, a similar number of cancer-associated mutations was reported in the COSMIC Cancer Census, http://cancer.sanger.ac.uk/census.

In our simulations, we defined a clone as a population of cells with identical mutational composition (i.e., genotype): after each replication step, if no alteration has occurred then the two daughter cells will remain in the same clone, otherwise the sibling with the new alteration will create a new clone, whether the new alteration is a driver or a passenger (Figure 1A). Tracking exact lineages between clones of each simulated tumors is computationally intensive, as all cells have to be monitored at each replication step. To improve efficiency, we simulated the evolution of clones, rather than cells. Specifically, for a clone with \( N \) identical cells, the number of replicating cells \( n_r \) was drawn from a binomial distribution with a success probability \( b_k \). Then among \( n_r \), we determined the number of mutating cells \( n_m \) from a binomial distribution with a probability \( m \). Finally, for each newly altered cell, the probability for the new mutation to be a driver mutation was \( \mu_d \).

To estimate intra-tumor heterogeneity (the mean number of clones) and quantify the tumor clonal architecture, we retained only clones with a number of cells greater or equal to 1% of the total population (here referred to as observable clones). This is consistent with the fraction of sequencing reads typically required by cancer exome-sequencing studies, e.g., from TCGA, to retain a somatic mutation (Figure S1A).

The model of clonal evolution is implemented in Python, using the environment for tree exploration (ETE) (Huerta-Cepas et al., 2010).
RESULTS

In total, we simulated ~40,000 tumors, with a similar number of replicates for each pair of parameters ($\mu$, $s$). For each simulation, we tracked the number of clones as well as their size and lineage, thus to be able to reconstruct the exact architecture of each simulated tumor. We stopped the simulation when a tumor reached a size of $5 \times 10^8$ cells.

Figure 1. Tumor Clonal Architectures and Transition between Linear and Branched Phylogenies

(A) Representation of the mutational process. Top, cell division without mutational event. The size of the clone is just increased by one unit. Middle, an alteration occurs during replication. A new clone is created (blue) by one cell, and the size of the original clone does not change. Bottom, cell death. In practice, more than one cell replicates and/or acquires a new mutation in the same time, resulting in the formation of more than one new clone at each replication. We pictured one event for the sake of simplicity.

(B) Example of Tree score values for phylogenies with four clones. Tree scores increase with increasing divergence.

(C) Tree scores of simulated tumors as a function of the alteration rate $\mu$ (x axis) and fitness $s$ (y axis). Tree scores are color coded (cold colors for low scores, warm colors for high scores). The region (white contour) and fitted line (red line) corresponding to the transition between linear and divergent phylogenies are highlighted.

(D) Tree score variance values of simulated tumors as a function of the alteration rate $\mu$ (x axis) and fitness $s$ (y axis). Tree score variances are color coded (white to black corresponding to low to high variance). The region (white contour) and fitted line (red line) corresponding to the transition between linear and divergent phylogenies are highlighted.

(E) Tree score distribution of tumors within the region of transition.

(F) The transition line (red line) was derived by fitting the points with maximal variance (gray dots). See also Figure S1.
Properties of Tumor Clonal Architectures

To capture the evolutionary history of a tumor, we need to understand how clone lineages are organized, i.e., how individual clones descend from one another (clone phylogeny). Clone phylogenies can be conveniently represented as trees wherein nodes are the clones and two clones are connected if one is the offspring of the other. The founder clone is the root of the tree, and clones without descendant are the leaves. At the extremes of the possible tree configurations are linear phylogenies, i.e., sequential generation of clones along a single lineage, and star-like phylogenies, i.e., each new clone descends directly from the root. Intuitively, the more branching (i.e., star-like) a phylogeny, the shorter is the path from the leaf to the root; in contrast, linear phylogenies will have a single leaf at the maximal distance from the root. To quantify the extent of branching in a phylogeny we introduced the following quantity:

\[
\text{Tree Score} = 1 - \frac{\langle d \rangle}{N - 1}
\]  
(Equation 3)

where \(N\) is the number of observable clones and \(\langle d \rangle\) is the average length of the path from the root to the leaves. Linear phylogenies obtain a Tree score equal to 0, whereas the Tree score will increase with greater branching (Figure 1B). We should note that Tree scores are not uniquely associated with phylogenies, i.e., different phylogenies can receive the same Tree score. However, in the simulations, this degeneracy remained moderate: for each pair of parameter values, \(\mu\) and \(s\), we observed on average less than two different phylogenies with the same Tree score (Figure S1B). Moreover, phylogenies receiving the same Tree score were significantly more similar than phylogenies with different Tree scores (Figures S1C–S1E and Transparent Methods), indicating that the Tree score provides a good representation of the tree structure.

Next, we assessed how Tree scores varied in our simulated tumors based on input parameters. The resulting distribution (Figure 1C) showed an opposite effect of the fitness and alteration rate on the Tree score. At fixed fitness the mean Tree score increased with increasing alteration rates (i.e., multiple independent lineages emerge when increasing the alteration rate), whereas at a fixed alteration rate, it decreased with increasing fitness. The parameter space was largely split into two regions: one with low branching or linear phylogenies (low or zero Tree score) and one with highly branching phylogenies (high Tree score). Interestingly, where the mean Tree score shifted to non-zero values, we observed an increase of its variance (Figure 1D). This result is reminiscent of a first-order phase transition in physical systems, where the variance of the order parameter diverges at the transition and different phases coexist, as shown by the distribution of Tree scores at the transition (Figure 1E). In our case, the transition was characterized by two phases: linear and branching evolution, separated by the transition line \(\text{d}l\sim\mu^*_t\) (with \(\alpha = 1.5 \pm 0.05\), Figure 1F). To further assess the robustness of this result, we estimated the transition line with an alternative approach. Briefly, for every fitness values \(s\) we identified the mutation rate \(\mu^*_s\) that generated the highest number of observable clones. We then fit the measured mutation rate \(\mu^*_s\) as function of \(s\). The best fit showed that \(\mu^*_s(s)\) followed the same power law as the transition estimated using the variance of the Tree score, and the rescaling of the mean number of clones confirmed that the transition held for diverse model parameters (Figures S2A–S2F).

Overall, Tree scores of simulated phylogenies were highly correlated with their number of clones, indicating that highly heterogeneous tumors typically exhibited a branching phylogeny (Figure S2G). Intriguingly, we recently reported a similar association between Tree scores and number of clones in human tumors (Raynaud et al., 2018) (Figure S2H). Indeed, the set of phylogenies generated by our simulations and inferred from human tumors were highly consistent and, importantly, they represented only a subset of all possible phylogenies for a given number of clones (Figure S2I). These results indicate that the growth dynamics of our model and human tumors prevent highly polyclonal phylogenies with limited branching from emerging.

In the parameter space defined by \(\mu\) and \(s\), the Tree score surprisingly decreased from high to low values in a region characterized by low fitness and high alteration rates (Figure 1C, bottom right corner). However, here we did not observe high variance of scores, suggesting a different mechanism for the reemergence of linear phylogenies in this region of parameters. A similar trend was observed for the overall distribution of the number of clones (Figure 2A). Indeed, here two transitions were observed from low to high number of clones (blue to red in Figure 2A) and from high to low in the region with high alteration rates and relatively low fitness (red to blue in Figure 2A, bottom right corner). Given we initially restricted the analysis to clones with a number of cells corresponding to at least 1% of the total cell population (observable clones),
we wondered whether the number of clones below such threshold was significantly different in the two areas characterized by low number of clones and low Tree scores. In our simulations, we could count all clones independently of their sizes and we found that the total number of clones increased linearly with the alteration rate and never decreased (Figures 2Ba andS2J). Indeed, for samples with the same number of observable clones (e.g., n = 6), the number of “hidden” clones was significantly higher in the second transition (high to low) than in the first one (low to high) (Figure 2C) and confirmed that the decrease in the number of clones and Tree score was simply associated with the filtering process. The immediate consequence of these results is that highly heterogeneous tumors could exhibit the same number of observable clones as less heterogeneous ones, “hiding” their true complexity.

The total number of clones, irrespective of their size, could reach values orders of magnitude higher than those typically observed in human datasets (Andor et al., 2016). The difference in the number of clones due to the 1% filtering indicated that simulated tumors were composed by few large clones (up to ~10 clones on average) and a wide array of small clones with size below the detectability threshold (Figures 2A and 2B). A similar observation was recently made in Chowell et al. (2018) for a different detection threshold (10%), suggesting that independent of the threshold values, the majority of the true heterogeneity remains hidden. Given that clones are here defined by their genotype, independent of whether they actually exhibit greater fitness, we expect many of these small hidden clones to disappear. Hence, we asked what percentage of the hidden cell population is predicted to expand and form a new clonal lineage. Where hidden heterogeneity is the greatest (Figure 2B, bottom right corner), the number of driver mutations per hidden clone increased (Figure S2K). However, given the low values of the fitness parameter in this space, less than 0.1% of the hidden cell population was predicted expanding (Figure S2L). Vice versa, for high values of both μ and s, this value reached 5% (Figure S2L). Although multiple factors could limit the growth of newly generated clones in human tumors, this in silico observation suggests that filtering mutations with low frequencies may result in underestimating intra-tumor heterogeneity. Importantly, in human tumors where alteration rates and fitness are not given it remains impossible to estimate the extent of hidden heterogeneity.

Given each simulated tumor is composed of the same number of cells, the difference between the number of observable and hidden clones suggests that the relative size of detectable clones could provide an
indication of the actual extent of heterogeneity. We found that the normalized size of the biggest clone $C_1$ decreased with the alteration rate as a stretched exponential ($C_1$ decreases with $m$) (Figures 3A, S3A, and S3B and Transparent Methods)

$$C_1(s, \mu) = e^{-\left(\frac{s}{\mu^*}\right)^\beta}$$

(Equation 4)

where $\mu^*$ and $\beta$ are both functions of the fitness $s$ (Transparent Methods and Figures S3C and S3D). Conversely, the size of the other clones $C_i$ increased with the alteration rate while $\mu \ll s$ (corresponding to an increase of the number of detectable clones), but as $\mu$ approaches $s$, the curves reached a maximum and then collapsed below the detection threshold (resulting in a decrease of the number of observable clones) (Figures 3A and S3E). We can write the sizes of the subsequent clones $C_i$ using the following ansatz:

$$C_i = C_1 - C_1^{\alpha_i}$$

(Equation 5)

where $\alpha_i$ is a function of the rank $i$ and the fitness $s$ (Transparent Methods and Figures S3F–S3H). Using our numerical results, we estimated the value of $\mu^*$, $\beta$, and $\alpha_i$ and analytically reconstructed the distribution of the number of observable clones. The resulting distribution closely mimicked what we observed in our simulations (Figure 3B), and, importantly, it can be estimated independent of any detection threshold because $\mu^*$, $\beta$, and $\alpha_i$ do not depend on it.

Based on Equations 4 and 5, we can predict that for low alteration rates the first clone is significantly bigger than the second one (Figure 3A, left side), whereas at high alteration rates their sizes become comparable (Figure 3A, right side). As clone sizes can be inferred in human tumors, this observation could be used to discriminate between low and high hidden heterogeneity and help estimating its extent in human samples without any information on the underlying alteration rate and fitness.

A convenient way to analyze the difference in size among subsequent clones is to rely on the concept of population frequency (PF), which is independent of the final size of the tumor. For a clone $i$, its PF, $PF_i$, corresponds to the fraction of cells in the tumor that exhibits the set of alterations in $i$, but not necessarily only
those, i.e., the fraction of cells in $i$ and in all the clones descending from $i$. Formally, the PF of clone $i$ in a tumor $T$ is defined as:

$$PF_i = \frac{1}{\sum_{j \in T} \left( |i| + \sum_{k \in \{s\}} |j| \right)}$$  \hspace{1cm} \text{(Equation 6)}$$

where $|i|$ is the size of the clone $i$ and $\{s\}$ is the set of clones descending from $i$ (Figure S4A). The distribution of sorted PF values can recapitulate the differences among clone sizes that we observed at varying alteration rates (Figure 4A). Intuitively, a sharply decreasing distribution indicates that the first clone had time to grow before the emergence of new clones, hence the first clone is considerably bigger than the others (Figure 4A, green line). By contrast, a slowly decreasing distribution indicates that new clones rapidly emerged giving rise to observable clones of similar size (Figure 4A, red line).

We computed the PF distribution for all simulated tumors with 5–10 observable clones and scored each simulation by the area under the curve of the PF distribution (PF-AUC) (Figure 4A, gray area). PF-AUC scores increased with alteration rates and decreased with fitness (Figure 4B) and were highly correlated with the extent of hidden heterogeneity (Spearman’s correlation = $-0.95$, p-value = $10^{-165}$, Figures 4B and 4C). This observation confirmed that PF-AUC could be used to discriminate among tumors with the same number of observable clones but different extent of hidden heterogeneity. Interestingly, PF distributions in our simulated dataset, separated into three classes corresponding to different parameters and clonal heterogeneity (Figure 4D). Tumors characterized by low hidden heterogeneity (Figure 4D, region A) had sharply decreasing PF distributions, consistent with the presence of the dominant first clone, and those with high hidden heterogeneity (Figure 4D, region C) were characterized by PF distributions decreasing slower, and thus by multiple clones of more similar size. A third group corresponded to simulated tumors with a high mean number of clones (see Figure 2B) and intermediate level of hidden heterogeneity (Figure 4D, region B). To assess whether these regions of hidden heterogeneity are independent of the adopted growth model, first we implemented a second model of tumor evolution, similar to a previously proposed one wherein passenger mutations induce a small, yet not null, deleterious effect on cell fitness (see Transparent Methods) (McFarland et al., 2014). The results showed the same three distributions independently of the chosen model (Figure S4C). Next, we ran simulations with variable rates of driver mutations ($\mu_d$), and again three regions of hidden heterogeneity emerged, consistent with the previous results (Figure S4D). Overall, these regions were robust to modifications of the adopted growth model.

Finally, to estimate the extent of hidden heterogeneity in human tumors, we collected the cancer genomes of 6,000 samples from 32 tumor types profiled by TCGA and inferred clone population frequencies from the phylogeny of each human sample estimated from its set of somatic mutations and copy number alterations (Raynaud et al., 2018). We assigned each human sample, with 5–10 predicted clones, to one of the three groups (A, B, and C) by matching its PF distribution to the closest mean distribution obtained in each group by simulated tumors (Figure 4E). Importantly, distributions of PF-AUC values in human tumors were neither uniformly nor normally distributed but rather consistent with a trimodal distribution whose modes were significantly different against sub- and bootstrap sampling (Figure 4F, Transparent Methods, Tables S1 and S2). The identification of three classes with a different amount of hidden heterogeneity was thus independently confirmed by simulations using different growth models and inferred phylogenies from human samples.

In the TCGA dataset, we found that different percentages of samples within each tumor type were assigned to the three classes, with almost all tumor types including samples in the high hidden heterogeneity class and 17 of 32 cancer types having more than 10% of their samples in this category (Figure 4G). Despite the fact that this analysis could be done on a limited number of samples (only samples with 5–10 clones were analyzed), preliminary observations indicated that hidden heterogeneity classes were often associated with different overall survival (Figure 5A). Overall, these results suggest that clone population frequencies and PF-AUC scores can provide a simple but effective way to discriminate among human tumors with similar observable intra-tumor heterogeneity, those with high and low hidden heterogeneity.

**DISCUSSION**

Intra-tumor heterogeneity severely hinders durable and complete response to cancer therapy (Jamal-Hanjani et al., 2017; Siravegna et al., 2015). Its systematic assessment is often unfeasible in the clinic, and
Figure 4. Estimation of Hidden Intra-tumor Heterogeneity Using Clone Population Frequencies and Comparison with Human Tumor Samples

(A) Schematic of the curves of ranked clone population frequencies. A sharply decreasing curve (green dotted line) corresponds to a large initial clone followed by small clones (green dots with size indicative of the clone size). A slowly decreasing curve (red dotted line) corresponds to clones of a similar size (red dots with size indicative of the clone size). Each curve can be scored by its area under the curve (AUC, e.g., the gray area below the green line).

(B) Clone population frequency AUC (PF-AUC) values of simulated tumors with the number of clones between 5 and 10 as a function of the alteration rate $\mu$ (x axis) and fitness $s$ (y axis). PF-AUC values are color coded (cold colors for low values, warm colors for high values). Simulation with six clones (white lines) has different PF-AUC values based on the range of parameters.
markers of its emergence and extent are far from being characterized. Evolutionary parameters, such as alteration and proliferation rates, remain poorly documented in human tumors, and evolutionary architectures can at best be algorithmically inferred. From this perspective, mathematical modeling of cancer progression provides an ideal framework to explore diverse evolutionary features and their impact on intra-tumor heterogeneity. Here, we investigated through extensive numerical simulations how clonal diversity emerges under a wide range of alteration rate ($\mu$) and fitness ($s$) parameters, the latter positively associated with a cell replicative potential.

By tracking clonal lineages for all simulated tumors, we first demonstrated that intra-tumor heterogeneity increases with the alteration rate and decreases with fitness and that high intra-tumor heterogeneity invariably corresponds to branching phylogenies. Interestingly, the transition from linear to branched evolution could be accurately parameterized in the space of parameters ($\mu$, $s$) by $s \sim \mu^2$. Given the correlation observed between the number of clones and the extent of branching measured by Tree score, this transition effectively describes the emergence of intra-tumor heterogeneity as a function of the evolutionary parameters, alteration rate, and fitness.

Recently, rare passenger (Bozic et al., 2016) and driver mutations (Chowell et al., 2018) have been predicted to characterize small subclones that could go undetected by standard molecular profiling. Indeed, our simulations revealed that in tumors with high alteration rates and low fitness, the number of clones with a size greater than 1% of the total cell population decreases concomitantly with an increasing presence of small clones below the detectability threshold. Importantly, the broad range of parameters here analyzed allowed to show that the number of observable and hidden clones do not always correlate. This result implies that tumors with the same number of observable clones, for example, inferred from the analysis of human molecular profiles, could exhibit instead very different extent of intra-tumor heterogeneity. To address this limitation, we found that the extent of hidden heterogeneity can be estimated by clone population frequencies, providing a unique opportunity to re-assess inferred clonal diversity in human tumors. Indeed, our results show that all the analyzed cancer types include samples with high extent of hidden heterogeneity, potentially associated with survival differences. It should be noted, that distinct clone population frequencies were observed in simulated tumors with the same number of clones but different values of alteration rate and fitness. This association could thus prove useful to infer evolutionary parameters in human tumors.

Finally, our approach relied on a simple model of clonal evolution that ignored spatial constraints, such as interactions with the microenvironment and mechanical constraints between cells, and it assumed global and constant parameters in each simulation. On the one hand, modifications of the adopted growth model including deleterious effects of passenger mutations, a variable number of expected drivers, or a variable alteration rate during a single simulation all led to concordant results. On the other hand, it will be important in the future to explore alternative models including, for example, spatial models of tumor evolution that could assess the effect of cell-cell interactions or different cell phenotypes on intra-tumor heterogeneity. We envision that with extended models and a growing availability of data from detailed intra-tumor molecular profiling, it will be possible to provide qualitative and quantitative endpoints to systematically characterize the tumor clonal architecture of each patient.
Limitations of the Study
We have limited our modeling framework to a discrete time branching process disregarding spatial and mechanical constraints, as well as the phenotype of subclonal populations. Such aspects are worth considering in the future. Comparison with human tumor samples requires reliable datasets to resolve phylogenetic reconstructions. Tumor phylogenies have been inferred using PhyloWGS whose accuracy depends on the number of mutations as well as the sequencing read depth.

METHODS
All methods can be found in the accompanying Transparent Methods supplemental file.
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Supplemental Information can be found online at https://doi.org/10.1016/j.isci.2019.10.018.
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Figure S1; related to Figure 1

(a) Mutations ranked by variant allele frequency

(b) Fitness

(c) Similarity score vs. Treescore

(d) Similarity score vs. Treescore

(e) Treescore 0.619

(f) Treescore 0.619

(g) Treescore 0.714

(h) Treescore 0.714
Figure S1. Association between Tree score and topology of phylogenies, Related to Figure 1

a) Estimation of the detection threshold. Rank plot of the variant allele frequencies (VAF) of point mutation in TCGA dataset. No mutations are observed with a VAF lower than 1%, thus defining the detection threshold for the simulations.

b) Mean number of different phylogenies per Tree score obtained by simulated tumors as a function of their alteration rate $\mu$ (X-axis) and fitness $s$ (Y-axis). For each pair of coordinates, $\mu$ and $s$, the mean number of different phylogenies observed in simulations corresponding to those coordinates is color coded (cold colors for low numbers, warm colors for high numbers).

c) Similarity score (sum of the distances of each node to the root) as function of the Tree score for all possible phylogenies with a number of nodes up to 16 (color coded by their respective number of nodes). Kruskal-Wallis test was performed for Tree scores having at least three different phylogenies.

d) Similarity score (sum of the distances of each node to the root) as function of the Tree score for simulated tumors with a number of nodes between 4 and 17 (color coded by their respective number of nodes).

e) Tree representation for simulated tumors with 8 clones with different Tree score and different phylogenies of each Tree score along with their frequencies in the simulated data.
Figure S2; related to Figure 2
Figure S2. Comparison of different models of cancer evolution and association between number of clones and Tree score, Related to Figure 2

a-e) Mean number of observable clones for different fitness values $s$ as function of the rescaled mutation rate $\frac{\mu}{s^{2/3}}$ for different driver mutation rates 0.0025 (a); 0.0125(b); 0.025(c); 0.125(d) and 0.25 (e).

f) Transition mutation rate $\mu_t$ as function of the fitness $s$ for different driver mutations rates. The red dashed line represents the mutation-selection balance $\mu \sim s$; the black dashed line represents the transition line $\mu \sim s^{2/3}$.

g-i) Association between the Tree score and the number of clones for simulated tumors (g), human tumors (h) and all possible phylogenies (i).

j) Mean number of clones obtained by simulated tumors as a function of their alteration rate $\mu$ (X-axis) and fitness $s$ (Y-axis). For each pair of coordinates, $\mu$ and $s$, the mean number of clones observed in simulations corresponding to those coordinates is color coded (cold colors for low numbers, warm colors for high numbers).

k) Mean number of drivers per hidden clone as a function of the alteration rate $\mu$ (X-axis) and fitness $s$ (Y-axis). Cold colors indicate low number of drivers, warm colors indicate high number of drivers.

l) Fraction of the hidden population with a surviving lineage for different fitness values: $s=10^{-2}$ (top panel), $s=10^{-3}$ (middle panel) and $s=10^{-4}$ (low panel). Data are presented as mean ± SD.
Figure S3; related to Figure 3
Figure S3. Characterisation of the clone size distribution; Related to Figure 3

a) The normalized size of the biggest clone decreases as a stretched exponential with the alteration rate.

b) Statistics of the stretched exponential fit. Upper panel normalized MSE (in units of clone size), lower panel correlation coefficient $R^2$ between the fitted equation and the numerical data.

c) The characteristic alteration rate $\mu^*$ as function of the fitness.

d) The stretching exponent $\beta$ as function of the fitness

e) The sizes of the subsequent clones (2th, 3rd, 4th and 5th) are non-monotonic and vary as $C_i = C_1 - C_1^\alpha$ where $i$ is the rank and $\alpha$ a function of the rank and the fitness. For clarity, errors are only displayed for the upper bound.

f) The clone exponent $\alpha_i$ converges to 1 as $\alpha_i = 1 + a(s) * i^{b(s)}$.

g) Proportionality constant $a(s)$ as function of the fitness

h) The exponent $b(s)$ as function of the fitness. The fits for $\mu^*$, $\beta$, $a(s)$ and $b(s)$ are estimated for $s$ between $10^{-4}$ and $10^{-2}$.

Data are presented as mean ± SD.
Figure S4; related to Figure 4
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Figure S4. Distribution of population frequency for different models of clonal evolution, related to Figure 4

a) Sorting the clones by population frequency (in red) to estimate the average ranked population frequency for linear evolution and branched evolution. The population frequencies are indicative, not representative of real phylogeny.

b) Comparison between predicted (lines) and observed (points) population frequencies for clonal evolutions with 5 to 10 clones in regions of low hidden heterogeneity (green), intermediate hidden heterogeneity (black) and high hidden heterogeneity (red). Error bars represent the standard deviation. Data are presented as mean ± SD.

c) Distribution of population frequencies in a model of clonal evolution with moderate deleterious passenger mutations with deleterious fitness $s_p = 10^{-6}; 10^{-5}$ and $5.10^{-5}$. All simulations were done with a driver fitness $s = 10^{-4}$ and mutation rates $\mu = 2.10^{-5}$ for low hidden heterogeneity (green), $\mu = 6.10^{-5}$ for intermediate hidden heterogeneity (black) and $\mu = 1.5 \times 10^{-4}$ for high hidden heterogeneity (red). AUC were compared using a two-tailed t-test. P-values less than 0.05 are represented with one asterisk; less than 0.01 with two asterisks; less than 0.001 with three asterisks. Data are presented as mean ± SD.

d) Distribution of population frequencies for the model of clonal evolution with different driver mutation rates $\mu_d = 0.0125$, 0.025 and 0.05. All simulations were done with a fitness $s = 4.10^{-4}$ and mutation rates $\mu = 4.10^{-5}$ for low hidden heterogeneity (green), $\mu = 1.75 \times 10^{-4}$ for intermediate heterogeneity (black) and $\mu = 3.10^{-4}$ for high hidden heterogeneity (red). AUC were compared using a two-tailed t-test. P-values less than 0.05 are represented with one asterisk; less than 0.01 with two asterisks; less than 0.001 with three asterisks. Data are presented as mean ± SD.

e) For each tumor type, we compared the fraction of surviving patients at the median time point (median follow-up of the cohort) for patients with high and low hidden heterogeneity (left panel) and intermediate and low hidden heterogeneity (right panel). Each bar is the difference between these two values, negative values are in blue (higher survival in low hidden heterogeneity group).
Table S1, Related to Figure 4. Statistical analysis of the distribution of PF-AUC for subsampled data (SS, upper panel) and bootstrapped data (BS, lower panel). Means of the three components of the Gaussian mixtures and pairwise comparisons between the components. We kept for the analysis only human tumor samples with 5 to 10 inferred clones.

### Subsampling

|       | 5    | 6    | 7    | 8    | 9    | 10   |
|-------|------|------|------|------|------|------|
| \(\mu_{SS}^{SS}\) | 1.09 | 1.11 | 1.14 | 1.13 | 1.02 | 1.21 |
| \(\mu_{SS}^{5}\)  | 1.47 | 1.56 | 1.65 | 1.73 | 1.66 | 1.86 |
| \(\mu_{SS}^{8}\)  | 1.88 | 1.99 | 2.18 | 2.43 | 2.49 | 2.56 |

### Bootstrap

|       | 5    | 6    | 7    | 8    | 9    | 10   |
|-------|------|------|------|------|------|------|
| \(\mu_{BS}^{SS}\) | 1.08 | 1.1  | 1.15 | 112  | 1.09 | 1.21 |
| \(\mu_{BS}^{5}\)  | 1.41 | 1.53 | 1.67 | 1.77 | 1.78 | 1.94 |
| \(\mu_{BS}^{8}\)  | 1.86 | 1.95 | 2.16 | 2.36 | 2.6  | 2.74 |

### P-values

|       | SS, SS | SS, 5 | SS, 8 | BS, SS | BS, 5 | BS, 8 |
|-------|--------|-------|-------|--------|-------|-------|
| \(P_{\mu_{SS}^{5}, \mu_{SS}^{SS}}\) | 2.18 \(10^{-36}\) | 3.6 \(10^{-45}\) | 7.08 \(10^{-44}\) | 1.3 \(10^{-34}\) | 3.4 \(10^{-35}\) | 3.7 \(10^{-25}\) |
| \(P_{\mu_{SS}^{8}, \mu_{SS}^{5}}\)  | 2.77 \(10^{-39}\) | 7.5 \(10^{-34}\) | 1.19 \(10^{-34}\) | 4.8 \(10^{-24}\) | 1.3 \(10^{-28}\) | 2 \(10^{-14}\) |
| \(P_{\mu_{SS}^{5}, \mu_{SS}^{8}}\)  | 9.21 \(10^{-103}\) | 1.1 \(10^{-71}\) | 8.7 \(10^{-75}\) | 1.04 \(10^{-46}\) | 4.1 \(10^{-31}\) | 3.5 \(10^{-36}\) |

Table S2, Related to Figure 4. Kullback-Liebler divergence of the distributions of PF-AUC in human data compared with uniform, three components Gaussian mixtures and normal distribution.
Data S1. Summary of the simulations, related to Figures 1, 2, 3 and 4
List of all simulations with label of the simulation, mutation rate, fitness, number of nodes, number of leaves and Tree score.

Data S2. Population frequencies, related to Figure 4
List of population frequencies with: mutation rate, fitness and normalized population frequency of the clones
Transparent Methods

Model of cancer evolution with deleterious passenger mutations

To account for deleterious passenger mutations, we modified equation XXX such as a cell with \( k_d \) driver mutations and \( k_p \) passenger mutations the probability to die \( d_{k_p,k_d} \) is given by:

\[
d_{k_p,k_d} = 0.5 \frac{(1 - s_d)^{k_d}}{(1 - s_p)^{k_p}}
\]

Where \( s_d \) is the driver fitness parameter and \( s_p \) is the deleterious fitness parameters.

Determination of the size of the clones

The average size of the biggest clone (normalized by the total population size) varies as a stretched exponential with the alteration rate \( \mu \) (Figure S3a,b):

\[
C_1(s, \mu) = e^{-\left(\frac{\mu}{\mu^*}\right)^\beta}
\]

Figure S3c indicates that the characteristic alteration rate \( \mu^* \) increases as a power law with \( s \), \( \mu^* \sim s^{0.821 \pm 0.007} \) while the stretching exponent \( \beta \) decreases logarithmically with \( s \) as \( \beta = -0.37 - 0.028 \log(s) \) (Figures S3d). The intervals for the two parameters of the fit are \( 0.37 \pm 0.025 \) and \( 0.028 \pm 0.003 \). The fits of \( \mu^* \) and \( \beta \) tend to deviate at large fitness for \( s > 0.01 \) from the numerical results, however this regime of very high fitness is not the most relevant for our study since it results in monoclonal tumor evolution.

Figure S3e suggests defining the size of clone \( C_i \) as:

\[
C_i = C_1 - C_i^{\alpha_i}
\]

We estimated the exponent \( \alpha_i \) by minimizing the squared error \( \left( (C_1 - C_i^{\alpha_i}) - C_i \right)^2 \).

It turned out that \( \alpha_i \) can be written as function of the fitness and the rank \( i \) (Figure S3f):

\[
\alpha_i = 1 + a(s) i^{b(s)}
\]

Finally, we found \( a(s) = -0.53 - 0.022 \log(s) \), with \( 0.53 \pm 0.01 \) and \( 0.022 \pm 0.0002 \), and \( b(s) = -1.25 - 80s \), with \( 1.25 \pm 0.007 \) and \( 80 \pm 4.5 \).

Further investigations are required to understand the values of the different constants obtained from the numerical results, but interestingly we observed that several of them are close to the ratio between the probabilities of driver and passenger alterations \( \frac{\mu_d}{\mu_p} \sim 0.025 \).
Given these expressions for clone sizes we can analytically estimate the number of clones from the values of μ and s. Given μ and s sampled within the space of parameters used in our simulations, we calculated the size of the biggest and subsequent clones using equations above. The parameters in the equations are chosen from normal distributions with mean and variance corresponding to the values obtained from the fits. Only clones that satisfied the constraint C_i > 0.01 were counted. We repeated this procedure as many times as the total number of simulations and estimate the mean number of clones for each couple of values μ, s.

Inference of tumor phylogenies: PhyloWGS, numerical procedure and scoring
PhyloWGS provides inference of evolutionary relationships between clonal subpopulations using both variant allele frequencies of point mutations and copy number alterations at the mutated loci. In particular, PhyloWGS does not compute a unique tree representing the phylogenetic evolution of the tumor, but a series of trees each scored by its complete-data log likelihood (1). For each sample in our dataset, we made 10 runs with different seeds and kept the 50 trees with the best complete-data log likelihood for each run for a total of 500 phylogenies. We then ordered the trees and retained the top 10% (50 trees) to assign a score S_{QR}' to each tree i according to:

$$ S_{QR}'_i = \frac{CDLL_{50} - \min(CDLL_{50})}{\max(CDLL_{50}) - \min(CDLL_{50})} $$

where CDLL_{50} is the complete-data log likelihood of the tree i and min(CDLL_{50}) (resp. max(CDLL_{50})) is the minimum (resp. maximum) complete-data log likelihood value within the reduced set of trees. We then use the aforementioned score to weight the population frequency of each in each sample.

While PhyloWGS was originally designed for whole genome sequencing, the authors demonstrated using simulated data that it did not require the typical amount of mutations from whole genome sequencing. Instead, they show that PhyloWGS is able to confidently reconstruct phylogenies provided that the number of mutations and the read depth are high enough. In most of the cases, our TCGA dataset fulfills the both conditions.

Similarity of tumor phylogenies with identical Tree score
The Tree score defined in the main text (equation 3) assesses whether a phylogeny is branched or linear, but does not identify uniquely a phylogeny. In other words, different phylogenies can receive the same Tree score. While there is a degeneracy of the Tree score, this degeneracy remains moderate (Figure S1b). To investigate the similarity between phylogenies with the same Tree score, we separated all the possible trees according to their number of nodes and measured their variance of the root to leaves distances (VRLD). At fixed number of nodes, the pair of values {Tree score, VRLD} allowed identifying each phylogeny. We manually checked (up to 9 clones) that all phylogenies with the same Tree score received different pair of values {Tree score, VRLD}. We used as a representative quantity of the tree structure the sum of the distances of each node from the root. The underlying idea is that trees receiving close values of the sum of the distances have similar tree structures. Considering that nodes do not have labels or features it was the most straightforward measure of similarity. We then compared the values of the sum of the distances for all the possible Tree scores using a Kruskal-Wallis test. For this test, a group is composed of all different phylogenies having the same Tree score and for efficient statistical analysis we retained Tree scores with at least three different phylogenies.
Our statistical analysis showed that at fixed number of clones, the sums of the distances were significantly different between groups (Figure S1c). Furthermore while aggregating the values for all number of clones (and comparing the mean of nodes to root distances) the difference between Tree scores remained significant. Thus phylogenies with the same Tree score are more similar than phylogenies with a different Tree score. The Tree score appear to be representative of the tree structure.

**Average ranked population frequency (PF) in human samples**

To estimate the average ranked population frequency PF, we first sorted the clones inferred by PhyloWGS by their population frequency. For a linear evolution the ranks of the sorted clones are the same as the ranks of the clones from the root to the leaf. However, for phylogenies with multiple branches (or various phylogenies inferred by PhyloWGS with different topologies and/or number of clones) the rank of the clones from the root to the leaves is ambiguous. For this reason, we sorted the clones by their population frequency independently of the underlying topology of the phylogeny (Figures S4a,b). After inferring the reduced set of best trees for each human sample and sorting the clones of each tree by their population frequencies, we calculated the average ranked population frequency as:

$$PF(i) = \{PF_i\}_{i=1,2,3\ldots} = \left\langle \frac{1}{\sum_{i=1}^{50} S_{50}^i} \sum_{j=1}^{50} S_{50}^j P\widetilde{F}_i^j \right\rangle$$

where \(i\) is the rank of the clone, \(\langle \rangle\) denotes the ensemble average over all samples, \(S_{50}^j\) is our PhyloWGS score and \(P\widetilde{F}_i^j\) is the population frequency of the clone \(i\) of the \(j\)th inferred phylogeny (\(\sim\) indicates that the clones have been sorted by their population frequency in the phylogeny \(j\)). We should note that to compare the ranked population frequency in simulations and in human samples at a given number of clones (Figures S4c-h), we considered for the human samples the maximum number of clones inferred by PhyloWGS and not the average number of clones. Furthermore, human samples with a maximum PF lower than 0.75 were removed from this analysis, as these tumors are likely characterized low purity (for 100% tumor content, the max PF is equal to 1).

**Bootstrap and subsampling of Population Frequency Area Under the Curve (PF-AUC)**

We aim to test whether the distribution of PF-AUC values in human samples is consistent with a trimodal distribution and differs from uniform and normal distribution. To do so, we first split the samples by their number of clones and then assigned each sample to a group (A, B and C) based on its extent of hidden heterogeneity by matching its distribution with the closest distribution from simulated tumors. We obtained \(N_A^i\) samples in the group A, \(N_B^i\) in B and \(N_C^i\) in C, where \(i\) is the number of clones.

We selected randomly in each group \(N_{SS}\) (resp. \(N_{BS}\)) samples for the subsampling (resp. bootstrap), with \(N_{SS} = \min(N_A^i, N_B^i, N_C^i)\) and \(N_{BS} = \max(N_A^i, N_B^i, N_C^i)\). For both the subsampling and the bootstrap, we fit the distributions with a Gaussian mixture of three components using Scikit-learn machine learning library (2).
We repeated the procedures of subsampling and bootstrapping 50 times and then compared among each procedure the means of the component of the mixtures $\mu_{1,2,3}^{SS}$, $\mu_{1,2,3}^{BS}$ using a two tailed t-test (Table S1).

Finally, we compared the resulting bootstrap and subsampling distributions with the three components Gaussian mixtures, normal and uniform distribution using the Kulback-Liebler divergence $D_{KL}(3)$:

$$D_{KL}^{SS,BS}(p^{SS,BS}||q^{SS,BS}) = \sum_i p^{SS,BS}(i) \log \left( \frac{p^{SS,BS}(i)}{q^{SS,BS}(i)} \right)$$

where $p^{SS,BS}$ correspond to the subsampling and bootstrap distribution of PF-AUC of human samples and $q^{SS,BS}$ is either the Gaussian mixtures, uniform or normal (with mean and variance estimated from human samples) distributions for both subsampling and bootstrap. The smaller $D_{KL}$ is, the closer informationally $p$ and $q$ are (Table S2).

**TCGA human dataset**
Data for the tumor types analyzed in this study had been collected from:
Raynaud F et. al (2018) Pan-cancer inference of intra-tumor heterogeneity reveals associations with different forms of genomic instability. PLOS Genetics 14(9): e1007669

**Model of cancer evolution**
https://github.com/CSOgroup/Model_Cancer_Evolution