A Reactive Population Approach on the Dolphin Echolocation Algorithm for Solving Cell Manufacturing Systems
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Abstract: In this paper, we integrate the autonomous search paradigm on a swarm intelligence algorithm in order to incorporate the auto-adjust capability on parameter values during the run. We propose an independent procedure that begins to work when it detects a stagnation in a local optimum, and it can be applied to any population-based algorithms. For that, we employ the autonomous search technique which allows solvers to automatically re-configure its solving parameters for enhancing the process when poor performances are detected. This feature is dramatically crucial when swarm intelligence methods are developed and tested. Finding the best parameter values that generate the best results is known as an optimization problem itself. For that, we evaluate the behavior of the population size to autonomously be adapted and controlled during the solving time according to the requirements of the problem. The proposal is testing on the dolphin echolocation algorithm which is a recent swarm intelligence algorithm based on the dolphin feature to navigate underwater and identify prey. As an optimization problem to solve, we test a machine-part cell formation problem which is a widely used technique for improving production flexibility, efficiency, and cost reduction in the manufacturing industry decomposing a manufacturing plant in a set of clusters called cells. The goal is to design a cell layout in such a way that the need for moving parts from one cell to another is minimized. Using statistical non-parametric tests, we demonstrate that the proposed approach efficiently solves 160 well-known cell manufacturing instances outperforming the classic optimization algorithm as well as other approaches reported in the literature, while keeping excellent robustness levels.

Keywords: autonomous search; swarm intelligence; auto-adjust parameter values; cell manufacturing systems
1. Introduction

Modern engineering tries to solve classical problems by combining new trends on technologies with traditional models. For example [1–3], mathematical models formulated by widely-known approaches are applied to improve industrial processes. In this context, the flexibility, efficiency, and productiveness appear as outstanding features in the current competitive manufacturing industries [4,5]. One of the most studied topics in this line of research is the manufacturing system. Developing cellular manufacturing systems is known to be an efficient way for handling those complex industry requirements. Competitive manufacturing industries have modeled their processes for managing the key resources in order to maximize their profits [6–8]. A crucial step for building these competitive systems is the machine-part cell formation (MPCF), which involves the decomposition of a manufacturing industry in completely independent clusters called cells. Those cells contain machines that process parts that share some features or belong to the same family. In an ideal decomposition, each cell is fully dedicated to a family of parts; however, often machines are required by two or more families. This leads to the generation of exceptional elements, that is, parts that need to visit different cells. Unfortunately, such a part flow among cells negatively impacts production times, inventory, and final costs among others [9]. As a consequence, the goal of the MPCF is to smartly design an industry decomposition into a set of cells in such a way the amount of exceptional elements is minimized.

Preliminary experiments were carried out by using classic exact methods such as linear programming [10,11]. Complete techniques are powerful techniques that employ an analysis of the entire search space to verify the global optimum value, and they often require a high amount of computational time and memory. For example, goal programming [12,13] is proposed as an exact method for solving this problem. In [14,15], the constraint programming paradigm is applied to the manufacturing cell design problem, and Ref. [16] includes the boolean satisfiability method for cell formation in group technology. As can be seen, these approaches are competitive when small and medium instances are solved. However, they take too long to solve the hardest instances [17]. For this reason, we believe that metaheuristics successfully work when a balance between the solving-time and good solutions is needed. In this context, metaheuristics as tabu search [18,19], simulated annealing [9], and particle swarm optimization [20] have become significant.

In this research, we solve the MPCF problem testing a swarm intelligence algorithm improved by a self-tuning component for improving the search process, increasing or decreasing the area of potential solutions. We propose a new procedure able to properly identify possible stagnation in a local optimal using information provided by the algorithm performance itself while it moves in the search space. This procedure is implemented by using modular architecture, and it is independent from the optimization algorithm. Therefore, it can be included in any population-based technique. To evaluate our procedure, we firstly employ the dolphin echolocation algorithm as a case study because parameter tuning has been not included in this algorithm yet. This algorithm is a method based on swarm intelligence that mimics the capabilities of dolphins, which employ their genetic sonar for direction-finding and hunting [21]. Such a sonar can emit high-frequency sounds called clicks to find prey. The algorithm represents the solutions as the dolphin positions, while the emission of clicks’ balances the exploration and exploitation capabilities of the metaheuristic. To reach the parameter setting paradigm on the dolphin echolocation algorithm, we use the promising capability belonging to Autonomous Search (AS) systems, which promotes the self-configuration of complex optimization solvers [22,23]. The main idea is to let the solver self-adjust some of its parameters in order to alleviate the parameter-setting work of programmers, which is known to be a tedious task, problem-dependent, and it is considered as an optimization problem itself. According to the No Free Lunch theorem [24], there is no general optimal metaheuristic parameter setting. It is not obvious to define a priori which parameter setting should be used. The optimal values for the parameters depend mainly on the problem and even the instance to deal with and on the search time that the user wants
to spend on solving the problem. A universally optimal parameter value set for a given metaheuristic does not exist [25].

Based on this approach, the improved dolphin echolocation algorithm is able to autonomously adjust its population at runtime, according to its exhibited performance. We perform a set of experiments on 160 well-known MPCF instances where the proposed algorithm outperforms the classic algorithm as well as other metaheuristics reported in the literature while keeping excellent robustness levels.

The remainder of this paper is organized as follows: First, in Section 2, we present a literature review of the problem and several techniques to resolve it. Then, the machine-part cell formation with its mathematical model is explained in Section 3. Later, in Section 4, the dolphin echolocation algorithm is detailed. Next, our proposed variation is exposed in Section 5 explaining each one of its steps. Finally, the experimental results, statistical comparisons of results, and conclusions of this work are shown in Sections 6 and 7, respectively.

2. Literature Review

The design of productive cells has had a large impact in the last two decades, due to the importance of establishing a strategy when organizing the location of each machine present in a manufactured industry. However, the interdependence of each productive cell makes it difficult for a product not to carry out transfers between cells. Therefore, the objective of the problem is to minimize the number of inter-cell movements to be able to finalize a product. In this context, several approaches have already been proposed, for instance, exact methods from the mathematical programming domain [10–13,26–28]. We may also find more modern exact methods such as constraint programming [15] and SAT [16]. In addition, exact methods combined with metaheuristics can also be found [29].

Now, considering metaheuristics for resolving the MPCF, we also find an extensive list of works devoted to manufacturing systems, principally using genetic algorithms. For instance, using a traditional approach [30], for the minimization of exceptional elements that conduces to a multi-objective optimization standpoint [31], mixed with discrete event simulation [32] to solve an MPCF mathematical model from the automobile industry, and combined with local search procedures [33].

Predator–prey as a variant of the classic genetic algorithm has also been reported [34], which proposes using as a fitness function a new grouping efficacy computation of cells. The scatter search method has been employed as well for solving manufacturing systems problems, but mostly oriented to multi-criteria group scheduling [35]. Classic simulated annealing [9], tabu search [18,19,36–38], and differential evolution [39] algorithms also present in the literature. These approaches are oriented to the grouping efficacy of cells in machine-part cell formation. A combination of particle swarm optimization and data mining techniques has also been used [20] to solve a well-known set of MPCF problems. More recent metaheuristics have also been employed to solve the this problem, for instance, a migrating birds algorithm is used to solve 90 classic MPCF problems efficiently [40]. An extended version of this work, where the several sorting processes of the metaheuristic are paralleled, has also been published [41]. Finally, another group of modern metaheuristics is proposed to solve this same set of problems efficiently; some examples are artificial fish swarm algorithms [42], shuffled frog leaping algorithms [43], bat algorithms [44], and flower and pollination algorithms [45].

Despite the long list of reported manuscripts being varied and extensive, currently few works are designed to solve this problem using a self-adjusting approach. This work is focused on improving the classic dolphin echolocation algorithm [46] by introducing autonomous search capabilities to the core algorithm, which is able to balance the amount of population required to different parts of the search space. We select this swarm intelligence method because a self-adaptive approach has not been proposed for this algorithm yet. In this context, we investigate a recent proposal about a simplification of the dolphin echolocation algorithm that it needs no empirical parameter to work [47]. In [48],
a modified dolphin echolocation algorithm based on the creation of the basic collapse mechanisms, and it is proposed to optimize analysis of plastic structures. This work verifies the efficiency of the algorithm by comparing results with exact solutions. Similar work can be seen in [49] where again an improved dolphin echolocation algorithm is developed to solve a complex optimization problem.

Using statistical non-parametric tests, we compare the results with the classic algorithm and several other metaheuristics, illustrating the efficiency of our AS algorithm. We additionally analyze a larger and more complex set of instances composed of 160 benchmarks, providing new bounds for a subset of instances whose global optimum is currently unknown.

3. Problem Statement

As previously explained, the MPCF consists of organizing a factory plant in productive cells, where each cell contains machines that process product parts. The idea is to minimize the so-called exceptional elements, which are indeed parts that move from one cell to another to satisfy the production workflow [27]. The mathematical model representing this problem is described as follows:

- **Indices.**
  - $i$: machine type, $i \in \{1, \ldots, M\}$.
  - $j$: part type, $j \in \{1, \ldots, P\}$.
  - $k$: cell type, $k \in \{1, \ldots, C\}$.

- **Parameters.**
  - $M$: the number of machines.
  - $P$: the number of parts.
  - $C$: the number of cells.
  - $M_{\text{max}}$: the maximum number of machines per cell.

- **Variables.**
  - $X = [x_{ij}]$: the binary machine-part incidence matrix, where:
    
    $$
    x_{ij} = \begin{cases} 
    1 & \text{if machine } i \text{ process the part } j \\
    0 & \text{otherwise} 
    \end{cases}
    $$

  - $Y = [y_{ik}]$: the binary machine-cell incidence matrix, where:
    
    $$
    y_{ik} = \begin{cases} 
    1 & \text{if machine } i \text{ belongs to cell } k \\
    0 & \text{otherwise} 
    \end{cases}
    $$

  - $Z = [z_{jk}]$: the binary part-cell incidence matrix, where:
    
    $$
    z_{jk} = \begin{cases} 
    1 & \text{if part } j \text{ belongs to cell } k \\
    0 & \text{otherwise} 
    \end{cases}
    $$

The objective function is given by:

$$
\text{minimize } \sum_{k=1}^{C} \sum_{i=1}^{M} \sum_{j=1}^{P} a_{ij} z_{jk} (1 - y_{ik})
$$

subject to:

$$
\sum_{k=1}^{C} y_{ik} = 1, \forall i
$$

$$
\sum_{k=1}^{C} z_{jk} = 1, \forall j
$$
\[ \sum_{i=1}^{M} y_{ik} \leq M_{\text{max}}, \forall k \]  \hspace{1cm} (4)

An example of binary machine-part incidence matrix is depicted in Figure 1 together with its corresponding ideal configuration, where no exceptional elements are present.

| Machine | Part |
|---------|------|
| A       | 1    |
| B       | 1    |
| C       | 1    |
| D       | 1    |
| E       | 1    |
| F       | 1    |
| G       | 1    |
| H       | 1    |
| I       | 1    |
| J       | 1    |

| Part    | Machine |
|---------|---------|
| A       | 1 1 1 |
| B       | 1 1 1 |
| C       | 1 1 1 |
| D       | 1 1 1 |
| E       | 1 1 1 |
| F       | 1 1 1 |
| G       | 1 1 1 |
| H       | 1 1 1 |
| I       | 1 1 1 |
| J       | 1 1 1 |

**Figure 1.** Initial and ideal incidence machine-part matrices.

This organization is built using the solution of the problem, which is given by the binary machine-cell incidence matrix depicted on the left side of Figure 2. Machines B, C, and I are stated in cell 1; the machines D, G, and J in cell 2; the machines A, E, F, and H in cell 3. An analogous representation of this matrix is depicted in Figure 2, which is employed in this paper as it allows for avoiding the generation of unfeasible solutions when the same machine is assigned to more than one cell by the metaheuristic.

| Machine | Cell |
|---------|-----|
| A       | 1 1 |
| B       | 1 1 |
| C       | 1 1 |
| D       | 1 1 |
| E       | 1 1 |
| F       | 1 1 |
| G       | 1 1 |
| H       | 1 1 |
| I       | 1 1 |
| J       | 1 1 |

**Figure 2.** Two solution representations for the machine-cell matrix.

### 4. Dolphin Echolocalization Algorithm

Echolocation is an interesting exploration system present in some species of the animal kingdom. One of them is the dolphin, which smartly uses this feature for locating objects over the sea, particularly
its prey. The dolphin echolocation operates by the emission of sounds, called clicks, and echoes. Once the dolphin emits a click, an echo is returned when an object is hit by the sound. The time interval between the click emission and echo reception is used by the dolphin to evaluate the distance from the prey. Using this capability, the dolphin is able to track an object by continuously emitting clicks and receiving its corresponding echo. The dolphin echolocation metaheuristic mimics those behaviors and a general procedure of the algorithm is depicted in Algorithm 1.

- Parameters of the algorithm.
  - \textit{NumberLoops}: Maximum number of iterations (stop criteria).
  - \textit{NL}: The number of locations. Each location will correspond to a potential solution of the problem.
  - \textit{Re}: The effective radius of search. This parameter is used to calculate the accumulated fitness of the problem.
  - \textit{Power}: The degree of the convergence curve.

\begin{algorithm}
\begin{algorithmic}
\State initialPopulation();
\While {not isStopCriterionReached()}
\State calculatePP();
\State calculateFitness();
\State findBestLocation();
\State allocateProbabilities();
\State selectNext();
\State loopLocations();
\EndWhile
\end{algorithmic}
\caption{Dolphin echolocation algorithm.}
\end{algorithm}

The first phase of the algorithm is to sort in ascending or descending order the search space of the problem. To this end, a matrix of alternatives is created. Then, for each decision variable \( j \), an associated vector \( A_j \) is created that holds the possible alternatives for \( j \). Vectors for each decision variable are grouped forming the \( \text{Alternatives}_{MA:\text{NV}} \) matrix, where \( MA = \text{Max}(A_j) \) and \( NV \) is the number of variables of the problem. Then, \( NL \) random dolphin locations (solutions) are produced and then stored in a \( L_{NL \times NV} \) matrix. For the present problem, each solution is composed of a set of machines assigned to cells as depicted in Figure 2.

On line 3, a while loop encloses a set of actions to be performed until the stop criterion is met. An interesting feature of the dolphin echolocation algorithm is the capability of balancing exploration and exploitation capabilities by a user-defined convergence factor. Indeed, the convergence curve on which the process should operate is defined by Equation (5):

\[
PP(\text{It}_i) = PP_1 + (1 - PP_1) \frac{\text{It}_i^{\text{Power}} - 1}{(\text{ItNumber})^{\text{Power}} - 1}
\]

where \( PP \) is the predefined probability, \( PP_1 \) is the convergence factor of the first iteration, \( \text{It}_i \) is the iteration \( i \), and \( \text{ItNumber} \) is the number of iterations. Once \( PP \) is computed, the fitness for each location must be calculated. On line 6, the accumulative fitness is computed according to Algorithm 2.
Algorithm 2: Calculate accumulative fitness.

1 for $i = \{1, \ldots, num\text{Location}\}$ do
2     for $j = \{1, \ldots, NV\}$ do
3         autonomousSearch() and calculateFitness();
4         findPosition$L_{ij}$();
5         for $k = \{-Re, \ldots, Re\}$ do
6             $AF_{(A+k)j} \leftarrow \frac{1}{Re} \cdot (Re - |k|) \cdot \text{fitness}(i) + AF_{(A+k)j}$
7         end
8     end
9 end

where $AF_{(A+k)j}$ defines the accumulative fitness of the $(A + k)$th alternative for variable $j$.

The autonomous search method will be detailed in the next section.

Once the accumulative fitness is computed, the best location must be encountered, and the alternatives allocated to the variables of the best location in the $AF$ matrix are set to zero, as shown in Algorithm 3.

Algorithm 3: Restart $AF$ values.

1 for $i = \{1, \ldots, alternatives\}$ do
2     for $j = \{1, \ldots, NV\}$ do
3         if $i = \text{The best location}(j)$ then
4             $AF_{ij} \leftarrow 0$;
5         end
6     end
7 end

5. Autonomous Search

The basic version of the dolphin echolocation algorithm does not have capability for controlling its parameters. If the behavior of $NL$ (numbers of location) is studied, we can see that it is valued before the run of the metaheuristic. When the loop statement of the algorithm is running, the potential solutions are modified updating their location. However, the total number of solutions remains unchanged.

On the one hand, we can observe that the second part of the metaheuristic uses a reset process for the accumulate function. It is a static procedure and it is influenced by the best solution, resting always according to the best location (solution). On the other hand, in the third part of the algorithm, the assignment of probabilities is controlled by condition if the alternative is equal to the best location. Again, the best solution dramatically impacts the performance of the procedure. For both cases, that thought is not necessarily successful, since often a bad solution, sometimes, can lead the search to the global best solution.

These concerns are very important for the efficiently of the algorithm, the reason why we have decided to create an autonomous system approach for evaluating and calculating the value of the $NL$ in an autonomous way. For that, we use autonomous search, which is a particular case of adaptive systems that improve their solving performance by modifying and adjusting themselves to the problem at hand, either by adaptation or supervised adaptation [22,50]. This approach has successfully been applied in constraint programming using bio-inspired algorithms [51] for controlling the process resolution of solver tools [52]. The objective of autonomous search is to allow the metaheuristic to self-adapt the value of the parameter $NL$ during the run, according to the algorithm convergence.
Recent works illustrating how to improve evolutionary algorithms by dynamically controlling parameters during solving time can be seen in [53–58]. Analyzing these works, we have considered to modify the original dolphin echolocation algorithm taking the autonomous search principles for creating a procedure that adaptively vary the number of potential solutions ($NL$ parameter), according to the exhibited efficiency during the search process. The dolphin echolocation algorithm involves at least four parameters, but we vary only the $NL$ parameter because, in a previous sample phase, we observe that this component dramatically impacts the performance of the algorithm. On the other hand, we are convinced that measuring the quality of an autonomous multi-proposal is complicated, due to the fact that there would be no clarity on which parameter gives the best result. As a consequence, we will have a much more straightforward implementation.

We believe this approach also provides know-how for future experiments involving adaptive population for population-based algorithms. The procedure is described in Algorithm 4. Inputs of the procedure are: the number of location $NL$, the number of variables $NV$, current iteration $t$, and number of stagnation $ls$ that represents the number of iterations where the best solution does not improve, commonly called “local search”.

\begin{algorithm}
\textbf{Data:} $NL$, $NV$, $t$, and $ls$
\textbf{Result:} New value for the parameter $NL$ and the locations updated
\begin{algorithmic}[1]
  \IF{$t$ achieves $ls$}
    \STATE $\alpha \leftarrow \frac{\text{bestFitness} - \text{worstFitness}}{\sum_{i=1}^{NL} \text{fitness}(i)}$
    \IF{$\text{Random}[0,1) > \alpha$}
      \STATE $ns \leftarrow \text{roundup}(NL \times \alpha)$;
      \STATE $\text{rand} \leftarrow \text{Random}[0,1]$;
      \STATE $NL \leftarrow NL + ns$;
      \IF{$\text{Random}[0,1) > \alpha$}
        \FOR{$i = \{ns, \ldots, NL\}$}
          \STATE $L_i \leftarrow \text{best}(L_i)$;
        \ENDFOR
      \ELSE
        \FOR{$i = \{ns, \ldots, NL\}$}
          \FOR{$j = \{1, \ldots, NV\}$}
            \STATE $L_{ij} \leftarrow \text{Random}[0,1]$;
          \ENDFOR
        \ENDFOR
      \ENDIF
    \ELSE
      \STATE $rs \leftarrow \text{roundup}(NL \times \alpha)$;
      \IF{$NL \geq rs$}
        \STATE $NL \leftarrow NL - rs$;
      \ENDIF
    \ENDIF
  \ELSE
    \STATE $rs \leftarrow \text{roundup}(NL \times \alpha)$;
    \IF{$NL \geq rs$}
      \STATE $NL \leftarrow NL - rs$;
    \ENDIF
  \ENDIF
\end{algorithmic}
\end{algorithm}

Now, we calculate the difference between best and worst solutions, according to the cost of each one and then it is divided by the sum of all costs (Line 2). This value describes the percentage ($\text{Random}[0,1) > \alpha$) of maximum separation between solutions. A low percentage value indicates that
solutions are homogeneous skewed to the best solution, in which case the procedure creates new solutions (Lines 4–18). To create these solutions, we reuse the percentage to determinate if they are cloned from best solution (Lines 8–10) or they are randomly generated (Lines 13–17). On the other hand, if \( \alpha > \text{Random}[0,1] \) means that solutions are heterogeneous, thus the procedure removes the worst solutions (Lines 21–24). In both cases, the percentages calculated can also be seen as a mechanism to support the exploration and exploitation phases. If solutions are homogeneous, this procedure allows for exploring towards new solutions, while, if solutions are heterogeneous, the procedure converges towards a set of similar solutions itself.

Finally, we implement Algorithm 4 for parameter tuning in a modular manner. If we closely analyze this procedure, we can note that it operates independently of the main process of the metaheuristic. When the dolphin echolocation algorithm is caught in a local optimal, the adaptive approach is invoked to modify the population. In this context, we guarantee that this module can be included as a plug and play plugin in more than 80 population-based metaheuristics [59] without an over-effort. In this sense, the proposed contribution is framed to a more broad approach.

6. Experimental Results

In order to evaluate the performance of the autonomous algorithm, we have used two sets of the machine-part cell formation, the first consisting of 90 instances proposed by Boctor [27], while the second consists of 70 new instances which have a higher level of complexity. Parameter setting is known to be a complex task, itself being recognized as an optimization problem. To select the parameters of the algorithm, we performed a sampling test. Best results were obtained using the following configuration taken from [60]:

- Number locations (NL): 10.
- Number loops (Iterations): 2000.
- Effective radius (\( R_e \)): 1.
- Convergence factor (\( PP_0 \)): 0.1.
- Degree of the curve (Power): 1.
- Local search (ls): 20.

We performed variations only on the number of locations, due to its high level of impact on the efficiency of the algorithm. Autonomous search indicates the changes that must be made will depend on the performance of the algorithm in measurable periods. Thus, we can establish as a premise: “a better quality of solutions leads to an increase in the number of solutions, while a lower quality of solutions means a decrease in the number of solutions”.

Our approach has been implemented in Java 1.8 and run in a computer with an Intel Core i5 6600 k 3500 MHz processor, 8 GB RAM DDR4 2133 MHz with Windows 10 64 bits as an operating system.

6.1. Boctor Problems

For testing, Boctor refers to 10 basic problems which come out in 90 different instances, where there are instances with two and three numbers of cells. In the first one, the maximum number of machines per cell (\( M_{max} \)) varies between 8 and 12. The second one presents variations between 6 and 9. Each of these instances will be described in Table 1 where it is assigned an identifier number for each of them.

In this experiment, population variations were performed every 31 iterations, making increases and decreases randomly. In order to measure the performance of the modified algorithm, comparisons were made with the original algorithm, establishing fixed populations of \( NL = \{5, 10, 15, 20, 25, 30\} \), which seeks to establish similar conditions to those presented by the modified Dolphin Echolocation Algorithm. The obtained results can be seen in Table 2.
Table 1. Boctor instances.

| Problem | Instance | $M_{max}$ | $C$ | $OPT$ | Problem | Instance | $M_{max}$ | $C$ | $OPT$ |
|---------|----------|-----------|-----|-------|---------|----------|-----------|-----|-------|
| 1       | Boctor 01 | 8         | 2   | 11    | 10      | Boctor 02 | 8         | 2   | 7    |
| 2       | Boctor 01 | 9         | 2   | 11    | 11      | Boctor 02 | 9         | 2   | 6    |
| 3       | Boctor 01 | 10        | 2   | 11    | 12      | Boctor 02 | 10        | 2   | 4    |
| 4       | Boctor 01 | 11        | 2   | 11    | 13      | Boctor 02 | 11        | 2   | 3    |
| 5       | Boctor 01 | 12        | 2   | 11    | 14      | Boctor 02 | 12        | 2   | 3    |
| 6       | Boctor 01 | 6         | 3   | 27    | 15      | Boctor 02 | 6         | 3   | 7    |
| 7       | Boctor 01 | 7         | 3   | 18    | 16      | Boctor 02 | 7         | 3   | 6    |
| 8       | Boctor 01 | 8         | 3   | 11    | 17      | Boctor 02 | 8         | 3   | 6    |
| 9       | Boctor 01 | 9         | 3   | 11    | 18      | Boctor 02 | 9         | 3   | 6    |
| 19      | Boctor 03 | 8         | 2   | 4     | 28      | Boctor 04 | 8         | 2   | 14   |
| 20      | Boctor 03 | 9         | 2   | 4     | 29      | Boctor 04 | 9         | 2   | 13   |
| 21      | Boctor 03 | 10        | 2   | 4     | 30      | Boctor 04 | 10        | 2   | 13   |
| 22      | Boctor 03 | 11        | 2   | 3     | 31      | Boctor 04 | 11        | 2   | 13   |
| 23      | Boctor 03 | 12        | 2   | 1     | 32      | Boctor 04 | 12        | 2   | 13   |
| 24      | Boctor 03 | 6         | 3   | 9     | 33      | Boctor 04 | 6         | 3   | 27   |
| 25      | Boctor 03 | 7         | 3   | 4     | 34      | Boctor 04 | 7         | 3   | 18   |
| 26      | Boctor 03 | 8         | 3   | 4     | 35      | Boctor 04 | 8         | 3   | 14   |
| 27      | Boctor 03 | 9         | 3   | 4     | 36      | Boctor 04 | 9         | 3   | 13   |
| 37      | Boctor 05 | 8         | 2   | 9     | 46      | Boctor 06 | 8         | 2   | 5    |
| 38      | Boctor 05 | 9         | 2   | 6     | 47      | Boctor 06 | 9         | 2   | 3    |
| 39      | Boctor 05 | 10        | 2   | 6     | 48      | Boctor 06 | 10        | 2   | 3    |
| 40      | Boctor 05 | 11        | 2   | 5     | 49      | Boctor 06 | 11        | 2   | 3    |
| 41      | Boctor 05 | 12        | 2   | 4     | 50      | Boctor 06 | 12        | 2   | 2    |
| 42      | Boctor 05 | 6         | 3   | 11    | 51      | Boctor 06 | 6         | 3   | 6    |
| 43      | Boctor 05 | 7         | 3   | 8     | 52      | Boctor 06 | 7         | 3   | 4    |
| 44      | Boctor 05 | 8         | 3   | 8     | 53      | Boctor 06 | 8         | 3   | 4    |
| 45      | Boctor 05 | 9         | 3   | 6     | 54      | Boctor 06 | 9         | 3   | 3    |
| 55      | Boctor 07 | 8         | 2   | 7     | 64      | Boctor 08 | 8         | 2   | 13   |
| 56      | Boctor 07 | 9         | 2   | 4     | 65      | Boctor 08 | 9         | 2   | 10   |
| 57      | Boctor 07 | 10        | 2   | 4     | 66      | Boctor 08 | 10        | 2   | 8    |
| 58      | Boctor 07 | 11        | 2   | 4     | 67      | Boctor 08 | 11        | 2   | 5    |
| 59      | Boctor 07 | 12        | 2   | 4     | 68      | Boctor 08 | 12        | 2   | 5    |
| 60      | Boctor 07 | 6         | 3   | 11    | 69      | Boctor 08 | 6         | 3   | 14   |
| 61      | Boctor 07 | 7         | 3   | 5     | 70      | Boctor 08 | 7         | 3   | 11   |
| 62      | Boctor 07 | 8         | 3   | 5     | 71      | Boctor 08 | 8         | 3   | 11   |
| 63      | Boctor 07 | 9         | 3   | 4     | 72      | Boctor 08 | 9         | 3   | 10   |
| 73      | Boctor 09 | 8         | 2   | 8     | 82      | Boctor 10 | 8         | 2   | 8    |
| 74      | Boctor 09 | 9         | 2   | 8     | 83      | Boctor 10 | 9         | 2   | 5    |
| 75      | Boctor 09 | 10        | 2   | 8     | 84      | Boctor 10 | 10        | 2   | 5    |
| 76      | Boctor 09 | 11        | 2   | 5     | 85      | Boctor 10 | 11        | 2   | 5    |
| 77      | Boctor 09 | 12        | 2   | 5     | 86      | Boctor 10 | 12        | 2   | 5    |
| 78      | Boctor 09 | 6         | 3   | 12    | 87      | Boctor 10 | 6         | 3   | 10   |
| 79      | Boctor 09 | 7         | 3   | 12    | 88      | Boctor 10 | 7         | 3   | 8    |
| 80      | Boctor 09 | 8         | 3   | 8     | 89      | Boctor 10 | 8         | 3   | 8    |
| 81      | Boctor 09 | 9         | 3   | 8     | 90      | Boctor 10 | 9         | 3   | 5    |
Table 2. Boctor and AS results. For space reasons, we renamed I instead of Iterations.

| ID | AS | NL = 5 | NL = 10 | NL = 15 | NL = 20 | NL = 25 |
|----|----|--------|--------|--------|--------|--------|
| 1  | I  | t I  | I t I  | I t I  | I t I  |
| 2  | 5  | 1  | 10  | 11  | 6  | 30  |
| 3  | 4  | 10  | 11  | 4  | 20  | 11.5 |
| 4  | 5  | 20  | 11  | 7  | 40  | 11.6 |
| 5  | 8  | 60  | 11  | 20  | 210  | 11.5 |
| 6  | 35  | 230  | 27  | 42  | 240  | 11.5 |
| 7  | 18  | 80  | 18  | 35  | 330  | 11.3 |
| 8  | 10  | 70  | 11  | 10  | 140  | 11.5 |
| 9  | 10  | 50  | 11  | 13  | 140  | 11.4 |
| 10 | 4  | 30  | 7  | 16  | 120  | 7.5  |
| 11 | 6  | 70  | 6  | 8  | 90  | 6.6  |
| 12 | 5  | 80  | 7  | 7  | 60  | 6.6  |
| 13 | 7  | 40  | 7  | 7  | 50  | 6.5  |
| 14 | 5  | 40  | 6  | 6  | 40  | 6.5  |
| 15 | 4  | 30  | 6  | 6  | 30  | 6.5  |
| 16 | 3  | 20  | 5  | 5  | 20  | 6.5  |
| 17 | 2  | 10  | 4  | 4  | 10  | 6.5  |
| 18 | 1  | 5  | 3  | 3  | 5  | 6.5  |
| 19 | 1  | 5  | 2  | 2  | 5  | 6.5  |
| 20 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 21 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 22 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 23 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 24 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 25 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 26 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 27 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 28 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 29 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 30 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 31 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 32 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 33 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 34 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 35 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 36 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 37 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 38 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 39 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 40 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 41 | 1  | 5  | 1  | 1  | 5  | 6.5  |
| 42 | 1  | 5  | 1  | 1  | 5  | 6.5  |
Table 2. Cont.

| ID  | t I  | t I  | t I  | t I  | t I  | t I  | t I  | t I  | t I  |
|-----|------|------|------|------|------|------|------|------|------|
| 46  | 2    | 10   | 5    | 3    | 50   | 5.6  | 4    | 30   | 5.5  |
| 47  | 2    | 20   | 3    | 5    | 30   | 3.5  | 4    | 20   | 3.5  |
| 48  | 4    | 60   | 3.1  | 6    | 100  | 3.7  | 6    | 70   | 3.6  |
| 49  | 2    | 10   | 3    | 3    | 40   | 3.6  | 4    | 60   | 3.5  |
| 50  | 2    | 10   | 2.1  | 3    | 20   | 2.8  | 5    | 30   | 2.7  |
| 51  | 4    | 30   | 6.5  | 7    | 50   | 6.4  | 9    | 70   | 6.3  |
| 52  | 16   | 150  | 4.7  | 18   | 160  | 4.5  | 21   | 210  | 4.3  |
| 53  | 5    | 10   | 4.5  | 7    | 90   | 4.4  | 9    | 100  | 4.2  |
| 54  | 10   | 100  | 3    | 13   | 160  | 3.4  | 14   | 210  | 3.2  |
| 55  | 4    | 20   | 7    | 5    | 50   | 7.6  | 6    | 80   | 7.4  |
| 56  | 4    | 30   | 4    | 40   | 4.5  | 6    | 70   | 4.1  | 8    |
| 57  | 3    | 10   | 3    | 30   | 4.4  | 4    | 60   | 4.4  | 4    |
| 58  | 2    | 10   | 4    | 3    | 20   | 4.7  | 3    | 40   | 4.6  |
| 59  | 4    | 20   | 4    | 40   | 4.3  | 3    | 40   | 4.3  | 5    |
| 60  | 22   | 140  | 11   | 28   | 210  | 11.5 | 24   | 180  | 11.5 |
| 61  | 5    | 40   | 5.1  | 4    | 30   | 5.6  | 4    | 50   | 5.6  |
| 62  | 3    | 30   | 5.2  | 4    | 30   | 5.6  | 7    | 90   | 5.3  |
| 63  | 8    | 70   | 4.7  | 9    | 30   | 4.4  | 4    | 60   | 4.4  |
| 64  | 4    | 30   | 13   | 4    | 40   | 13.6 | 4    | 40   | 13.5 |
| 65  | 4    | 30   | 10   | 4    | 30   | 10.7 | 5    | 40   | 10.5 |
| 66  | 8    | 70   | 8.6  | 9    | 80   | 8.5  | 9    | 80   | 8.5  |
| 67  | 3    | 10   | 5    | 3    | 20   | 5.5  | 3    | 40   | 5.4  |
| 68  | 2    | 10   | 4    | 3    | 20   | 4.7  | 3    | 40   | 4.6  |
| 69  | 4    | 20   | 4    | 40   | 4.3  | 3    | 40   | 4.3  | 5    |
| 70  | 12   | 70   | 4.7  | 9    | 30   | 4.4  | 4    | 60   | 4.4  |
| 71  | 5    | 50   | 11.5 | 5    | 50   | 11.5 | 5    | 70   | 11.4 |
| 72  | 15   | 170  | 10   | 16   | 160  | 10.6 | 17   | 180  | 10.7 |
| 73  | 16   | 100  | 8    | 16   | 110  | 8.5  | 19   | 210  | 8.4  |
| 74  | 4    | 10   | 8    | 40   | 8.6  | 6    | 50   | 8.6  | 7    |
| 75  | 2    | 10   | 8    | 3    | 20   | 8.4  | 4    | 40   | 8.4  |
| 76  | 3    | 10   | 5    | 3    | 30   | 5.6  | 3    | 40   | 5.4  |
| 77  | 4    | 30   | 5    | 50   | 5.5  | 5    | 60   | 5.5  | 7    |
| 78  | 7    | 70   | 12   | 7    | 80   | 12.3 | 8    | 90   | 12.3 |
| 79  | 5    | 40   | 12   | 5    | 50   | 12.5 | 6    | 70   | 12.4 |
| 80  | 6    | 50   | 8    | 60   | 8.6  | 7    | 70   | 8.5  | 7    |
| 81  | 15   | 70   | 8    | 16   | 70   | 8.5  | 20   | 110  | 8.4  |
| 82  | 5    | 30   | 8    | 5    | 40   | 8.7  | 6    | 60   | 8.7  |
| 83  | 6    | 50   | 5    | 50   | 5.5  | 6    | 80   | 5.3  | 8    |
| 84  | 4    | 20   | 5    | 4    | 30   | 5.3  | 5    | 50   | 5.3  |
| 85  | 2    | 20   | 5    | 3    | 20   | 5.4  | 3    | 30   | 5.5  |
| 86  | 2    | 20   | 5    | 3    | 40   | 5.6  | 4    | 60   | 5.6  |
| 87  | 12   | 70   | 12   | 12   | 80   | 10.5 | 15   | 110  | 10.5 |
| 88  | 7    | 90   | 8    | 3    | 7    | 80   | 8.4  | 4    | 80   |
| 89  | 8    | 60   | 8    | 60   | 8.6  | 8    | 90   | 8.5  | 9    |
| 90  | 4    | 30   | 5    | 4    | 40   | 5.5  | 4    | 60   | 5.4  |

Avg 6.9  7.9  8.2  71.1  8.5  8.6  77.6  8.4  9.7  89.1  8.3  1103.6  8.2  121.116.9  8.2  146.140.3  8.1

We already have used metrics to successfully evidence the performance of algorithms [52,61–64]. In this case study, we employ a similar formulation to measure the potential of the adaptive approach:

1. The time was established in milliseconds \((t)\) to reach the global optimum.
2. We used the number of iterations (Iterations) necessary to obtain the global optimum.
3. We will use the robustness of the algorithm which is represented by the following formula:

\[
\text{robustness} = \bar{x} = \frac{\sum Z_i}{31}
\]  

(6)

Within the obtained results, it can be seen that the conjunction of autonomous search with dolphin echolocation algorithm has achieved in 91.1% of the cases to reach a 100% robustness. The experiments that were executed by the original algorithm obtained the following results, \(NL = 5\), only 10 instances managed to obtain a robustness greater than 50%; \(NL = 10\), 32 instances reached a percentage equal to the previous one; \(NL = 15\), 50 instances obtained a robustness greater than 60%; \(NL = 20\), 52 instances reached a percentage higher than 70%; \(NL = 25\), 48 instances managed to overcome a robustness of 80%; \(NL = 30\), 8 instances achieved 100% robustness, which means 8.89% of the experiments performed. However, this is achieved with a significant amount of time and Iterations needed to reach the global optimum. On the other hand, in 100% of the cases, the autonomous approach managed to obtain smaller execution times and Iterations quantity than the original algorithm. However, with \(NL = 5\), similar times and Iterations were obtained due to the small amount of population. However, its robustness is largely affected.

With the obtained results, it can be established that, when using the technique of autonomous search, the optimal solution is reached in a smaller amount of time and Iterations, which can be observed in Figures 3 and 4. On the other hand, Figure 5 shows the robustness of the algorithm, which is increased when using autonomous search. However, after updating the population with the same robustness increments, but with a higher number of Iterations and execution time.

![Figure 3. Average of Runtime.](image-url)
6.2. Other Instances

To reaffirm the performance of the autonomous dolphin echolocation algorithm, proceed to a new phase of experimentation with problems of a greater degree of difficulty, which consists of 70 new instances depicted in Table 3.

As in previous experiments, population changes are performed every 20 iterations (local search number $ls$, defined at the beginning of this section), which consist of increases or decreases in the number of locations, according to Algorithm 4. To validate the performance of the technique used, it will be compared with the original algorithm, with fixed populations of $NL = \{5, 10, 15, 20, 25$ and $30\}$, in order to establish similar conditions. The obtained results are presented in Table 4.
To measure the performance of the solution, we use the following metrics:

1. Determining the execution time necessary to reach the global optimum, which is expressed in milliseconds.
2. The best optimal found ($x$).
3. Using Equation (6) to show the robustness ($\bar{x}$) of the obtained results.

Through the obtained results, it is possible to affirm that an autonomous approach obtained in 90% of the cases proposed 100% of the robustness. On the other hand, the experiments that were executed by the original algorithm obtained the following results: when $NL = 5$, only 32% achieved 100%; if $NL = 10$, then 37%; for $NL = 15$, 40% cases are successful; in the case of $NL = 20$, the percentage with good results achieves a maximum of 46% while $NL = 25$ outperforms 58%. Finally, the best results are given by $NL = 30$, where it is able to resolve 140 instances, equivalent to 87% of total. However, these results need a longer execution time compared to the modified algorithm. Although our proposal is better than all configurations of the original version, due to it finding almost 90% of the known optimal, its solving time is overcome by the original version because of the fact that it includes an extra computational-time to the self-adjustment of the $NL$. 

---

**Table 3. Hardest instances.**

| Instance                                    | M   | P   | Problem | $M_{\text{max}}$ | C   | Problem | $M_{\text{max}}$ | C   |
|---------------------------------------------|-----|-----|---------|------------------|-----|---------|------------------|-----|
| King–Nakornchai Problem [65]                | 5   | 7   | 1       | 3                | 2   | 2       | 2                | 3   |
| Waghodekar–Sah Problem [66]                 | 5   | 7   | 3       | 3                | 2   | 4       | 2                | 3   |
| Seifoddini Problem [67]                     | 5   | 18  | 5       | 3                | 2   | 6       | 2                | 3   |
| Kusiak–Chow Problem [26]                    | 6   | 8   | 7       | 3                | 2   | 8       | 2                | 3   |
| Kusiak–Chow Problem [26]                    | 7   | 11  | 9       | 4                | 2   | 10      | 3                | 3   |
| Boctor Problem [27]                         | 7   | 11  | 11      | 4                | 2   | 12      | 3                | 3   |
| Seifoddini–Wolfe Problem [67]               | 8   | 13  | 13      | 4                | 2   | 14      | 3                | 3   |
| Chandrasekharan–Rajagopalan Problem [68]    | 8   | 20  | 15      | 4                | 2   | 16      | 3                | 3   |
| Chandrasekharan–Rajagopalan Problem [68]    | 8   | 20  | 17      | 4                | 2   | 18      | 3                | 3   |
| Mosier–Taube Problem [69]                   | 10  | 19  | 19      | 5                | 2   | 20      | 4                | 3   |
| Chan and Milner Problem [70]                | 10  | 15  | 21      | 5                | 2   | 22      | 4                | 3   |
| Askin–Subramanian Problem [71]              | 14  | 24  | 23      | 7                | 2   | 24      | 5                | 3   |
| Stanfel Problem [72]                        | 14  | 24  | 25      | 7                | 2   | 26      | 5                | 3   |
| McCormick Problem [73]                      | 16  | 24  | 27      | 8                | 2   | 28      | 6                | 3   |
| Srinivasan Problem [74]                     | 16  | 30  | 29      | 8                | 2   | 30      | 6                | 3   |
| King Problem [65]                           | 16  | 43  | 31      | 8                | 2   | 32      | 6                | 3   |
| Carrie Problem [75]                         | 18  | 24  | 33      | 9                | 2   | 34      | 6                | 3   |
| Mosier–Taube Problem [69]                   | 20  | 20  | 35      | 10               | 2   | 36      | 7                | 3   |
| Kumar–Vannelli Problem [76]                 | 20  | 23  | 37      | 10               | 2   | 38      | 7                | 3   |
| Carrie Problem [75]                         | 20  | 35  | 39      | 10               | 2   | 40      | 7                | 3   |
| Boe–Cheng Problem [77]                      | 20  | 35  | 41      | 10               | 2   | 42      | 7                | 3   |
| Chandrasekharan–Rajagopalan Problem [68]    | 24  | 40  | 43      | 12               | 2   | 44      | 8                | 3   |
| Chandrasekharan–Rajagopalan Problem [68]    | 24  | 40  | 45      | 12               | 2   | 46      | 8                | 3   |
| Chandrasekharan–Rajagopalan Problem [68]    | 24  | 40  | 47      | 12               | 2   | 48      | 8                | 3   |
| Chandrasekharan–Rajagopalan Problem [68]    | 24  | 40  | 49      | 12               | 2   | 50      | 8                | 3   |
| Chandrasekharan–Rajagopalan Problem [68]    | 24  | 40  | 51      | 12               | 2   | 52      | 8                | 3   |
| Chandrasekharan–Rajagopalan Problem [68]    | 24  | 40  | 53      | 12               | 2   | 54      | 8                | 3   |
| McCormick Problem [73]                      | 27  | 27  | 55      | 14               | 2   | 56      | 9                | 3   |
| Carrie Problem [75]                         | 28  | 46  | 57      | 14               | 2   | 58      | 10               | 3   |
| Kumar–Vannelli Problem [76]                 | 30  | 41  | 59      | 15               | 2   | 60      | 10               | 3   |
| Stanfel Problem [72]                        | 30  | 50  | 61      | 15               | 2   | 62      | 10               | 3   |
| Stanfel Problem [72]                        | 30  | 50  | 63      | 15               | 2   | 64      | 10               | 3   |
| King–Nakornchai Problem [65]                | 30  | 90  | 65      | 18               | 2   | 66      | 12               | 3   |
| McCormick Problem [73]                      | 37  | 53  | 67      | 19               | 2   | 68      | 13               | 3   |
| Chandrasekharan–Rajagopalan Problem [68]    | 40  | 100 | 69      | 20               | 2   | 70      | 14s               | 3   |
Results allow asserting that using the proposed autonomous approach for the dolphin echolocation algorithm to solve the machine-part cell formation problem is an efficient alternative. We can see that this improvement reaches global optima in a shorter amount of time (see Figure 6). More evidence of the performance of the algorithm is illustrated in Figure 7.

Finally, it can be stated that the use of the autonomous search technique on dolphin echolocation algorithm causes positive impacts on it. Decreasing time and loops, with a considerable increase in robustness, which can be verified in Tables 2 and 4 that were presented in this investigation.

Table 4. Hardest instances and AS results. For space reasons, we renamed I instead of Iterations.

| ID | AS | NL = 5 t | x | x | NL = 10 t | x | x | NL = 15 t | x | x | NL = 20 t | x | x | NL = 25 t | x | x | NL = 30 t | x | x |
|----|----|--------|----|----|--------|----|----|--------|----|----|--------|----|----|--------|----|----|--------|----|----|
| 1  | 1  | 2      | 1  | 2  | 2      | 2  | 2  | 3      | 2  | 2  | 4      | 2  | 2  | 4      | 2  | 2  |
| 2  | 1  | 0      | 0  | 1  | 0      | 1  | 0  | 1      | 0  | 2  | 0      | 3  | 0  | 0      | 0  | 0  |
| 3  | 1  | 5      | 5  | 1  | 5      | 5  | 2  | 5      | 5  | 2  | 5      | 5  | 3  | 5      | 5  | 5  |
| 4  | 1  | 8      | 8  | 2  | 8      | 8  | 2  | 8      | 8  | 3  | 8      | 8  | 3  | 8      | 8  | 8  |
| 5  | 1  | 5      | 5  | 1  | 5      | 5  | 2  | 5      | 5  | 3  | 5      | 5  | 5  | 5      | 5  | 5  |
| 6  | 1  | 11     | 11 | 1  | 11     | 11 | 2  | 11     | 11 | 3  | 11     | 11 | 3  | 11     | 11 | 4  |
| 7  | 1  | 2      | 12 | 2  | 2      | 2  | 1  | 2      | 2  | 3  | 2      | 2  | 3  | 2      | 2  | 4  |
| 8  | 1  | 7      | 7  | 1  | 7      | 7  | 3  | 7      | 7  | 3  | 7      | 7  | 4  | 7      | 7  | 7  |
| 9  | 1  | 3      | 3  | 1  | 3      | 3  | 1  | 3      | 3  | 2  | 3      | 3  | 3  | 3      | 3  | 3  |
| 10 | 1  | 5      | 5  | 2  | 5      | 5  | 3  | 5      | 5  | 3  | 5      | 5  | 5  | 5      | 5  | 5  |
| 11 | 1  | 2      | 2  | 2  | 2      | 1  | 2  | 2      | 3  | 2  | 2      | 4  | 2  | 2      | 4  | 2  |
| 12 | 1  | 2      | 12 | 2  | 2      | 2  | 2  | 2      | 2  | 3  | 2      | 2  | 3  | 2      | 3  | 3  |
| 13 | 1  | 6      | 6  | 1  | 6      | 6  | 1  | 6      | 6  | 3  | 6      | 6  | 2  | 6      | 6  | 4  |
| 14 | 1  | 7      | 7  | 2  | 7      | 7  | 1  | 7      | 7  | 2  | 7      | 7  | 3  | 7      | 7  | 5  |
| 15 | 1  | 7      | 7  | 1  | 7      | 7  | 2  | 7      | 7  | 4  | 7      | 7  | 3  | 7      | 7  | 4  |
| 16 | 1  | 14     | 14 | 1  | 14     | 14 | 3  | 14     | 14 | 4  | 14     | 14 | 5  | 14     | 14 | 5  |
| 17 | 1  | 28     | 28 | 1  | 28     | 28 | 4  | 28     | 28 | 5  | 28     | 28 | 6  | 28     | 28 | 5  |
| 18 | 1  | 39     | 39 | 1  | 39     | 39 | 4  | 39     | 39 | 6  | 39     | 39 | 6  | 39     | 39 | 7  |
| 19 | 1  | 1      | 1  | 1  | 1      | 1  | 2  | 1      | 1  | 3  | 1      | 1  | 4  | 1      | 1  | 5  |
| 20 | 1  | 0      | 0  | 2  | 0      | 2  | 0  | 3      | 0  | 4  | 0      | 4  | 0  | 0      | 4  | 0  |
| 21 | 1  | 4      | 4  | 1  | 4      | 4  | 2  | 4      | 4  | 4  | 4      | 5  | 4  | 4      | 6  | 4  |
| 22 | 1  | 0      | 0  | 2  | 0      | 2  | 0  | 3      | 0  | 4  | 0      | 4  | 0  | 0      | 6  | 0  |
| 23 | 3  | 1      | 1  | 4  | 1      | 1  | 5  | 1      | 1  | 5  | 1      | 6  | 1  | 1      | 7  | 1  |
| 24 | 2  | 2      | 2  | 2  | 2      | 2  | 3  | 2      | 2  | 5  | 2      | 5  | 2  | 2      | 6  | 2  |
| 25 | 2  | 2      | 2  | 4  | 2      | 2  | 3  | 2      | 2  | 4  | 2      | 4  | 2  | 5      | 5  | 2  |
| 26 | 3  | 2      | 3  | 2  | 2      | 1  | 4  | 2      | 5  | 2  | 2      | 7  | 2  | 2      | 8  | 2  |
| 27 | 4  | 16     | 16 | 5  | 16     | 16 | 7  | 16     | 16 | 8  | 16     | 16 | 8  | 16     | 16 | 9  |
| 28 | 3  | 22     | 22 | 3  | 22     | 22 | 4  | 22     | 22 | 5  | 22     | 22 | 7  | 22     | 22 | 8  |
| 29 | 2  | 12     | 12 | 3  | 12     | 12 | 3  | 12     | 12 | 4  | 12     | 12 | 5  | 12     | 12 | 6  |
| 30 | 4  | 17     | 17 | 5  | 17     | 17 | 5  | 17     | 17 | 5  | 17     | 17 | 6  | 17     | 17 | 7  |
| 31 | 4  | 15     | 15 | 5  | 15     | 15 | 6  | 15     | 15 | 7  | 15     | 15 | 7  | 15     | 15 | 8  |
| 32 | 6  | 21     | 21 | 3  | 21     | 21 | 8  | 21     | 21 | 10 | 21     | 21 | 11 | 21     | 21 | 15 |
| 33 | 3  | 13     | 13 | 4  | 13     | 13 | 5  | 13     | 13 | 6  | 13     | 13 | 7  | 13     | 13 | 7  |
| 34 | 4  | 18     | 18 | 5  | 18     | 18 | 6  | 18     | 18 | 7  | 18     | 18 | 8  | 18     | 18 | 8  |
| 35 | 5  | 27     | 27 | 6  | 27     | 27 | 7  | 27     | 27 | 8  | 27     | 27 | 8  | 27     | 27 | 8  |
| ID | t x | t x | t x | t x | t x | t x | t x |
|---|---|---|---|---|---|---|---|
| 36 | 7  | 41 | 9  | 41 | 41.3 | 8  | 41 | 41.2 |
| 37 | 4  | 25 | 5  | 25 | 25  | 5  | 25 | 25.1 |
| 38 | 9  | 34 | 10 | 34 | 34.5 | 13 | 34 | 34.4 |
| 39 | 1  | 7  | 11 | 7  | 11.1 | 12 | 11 | 11.1 |
| 40 | 12 | 13 | 13 | 13 | 13  | 13 | 13 | 13.3 |
| 41 | 11 | 21 | 11 | 21 | 21.9 | 12 | 21 | 21.8 |
| 42 | 13 | 34 | 13 | 34 | 34.2 | 15 | 34 | 34.1 |
| 43 | 14 | 0  | 0.1 | 13 | 0  | 0.3 | 18 | 0  |
| 44 | 9  | 3  | 9  | 3  | 3.9 | 13 | 3  | 3.5 |
| 45 | 16 | 3  | 3.3 | 18 | 3  | 3.7 | 21 | 3  |
| 46 | 15 | 4  | 4.1 | 15 | 4  | 4.4 | 18 | 4  |
| 47 | 12 | 9  | 9.5 | 15 | 9  | 9.4 | 19 | 9  |
| 48 | 7  | 13 | 13  | 13 | 13.2 | 11 | 13 | 13.2 |
| 49 | 10 | 19 | 19  | 19 | 19.1 | 13 | 19 | 19.1 |
| 50 | 14 | 28 | 28  | 28 | 28.3 | 16 | 28 | 28.1 |
| 51 | 18 | 22 | 22  | 22 | 22.2 | 25 | 22 | 22.1 |
| 52 | 14 | 32 | 32  | 32 | 32.2 | 17 | 32 | 32.1 |
| 53 | 13 | 22 | 22  | 22 | 22.1 | 19 | 22 | 22.1 |
| 54 | 16 | 31 | 31  | 31 | 31.7 | 19 | 31 | 31.7 |
| 55 | 17 | 32 | 32  | 32 | 32.1 | 19 | 32 | 32.1 |
| 56 | 19 | 66 | 66  | 66 | 66.4 | 23 | 66 | 66.3 |
| 57 | 9  | 36 | 36  | 36 | 36.2 | 13 | 36 | 36.1 |
| 58 | 17 | 49 | 49  | 49 | 49.2 | 18 | 49 | 49.2 |
| 59 | 12 | 5  | 5.2 | 13 | 5  | 5.5 | 16 | 5  |
| 60 | 11 | 7  | 7.4 | 13 | 7  | 7.3 | 12 | 7  |
| 61 | 20 | 5  | 5.1 | 23 | 5  | 5.6 | 24 | 5  |
| 62 | 18 | 9  | 9.3 | 20 | 9  | 9.2 | 22 | 9  |
| 63 | 12 | 23 | 23  | 23 | 23.3 | 15 | 23 | 23.3 |
| 64 | 11 | 33 | 33  | 33 | 33.9 | 14 | 33 | 33.5 |
| 65 | 21 | 28 | 28  | 28 | 28.2 | 26 | 28 | 28.1 |
| 66 | 15 | 47 | 47  | 47 | 47.2 | 17 | 47 | 47.1 |
| 67 | 31 | 212 | 212 | 212 | 212.3 | 36 | 212 | 212.2 |
| 68 | 28 | 304 | 304 | 304 | 304.1 | 32 | 304 | 304.2 |
| 69 | 14 | 13 | 13  | 13 | 13  | 13 | 13 | 13.1 |
| 70 | 15 | 19 | 19  | 19 | 19.3 | 18 | 19 | 19.3 |

avg 8 22.4 22.4 8.8 22.4 22.6 9.6 22.4 22.6 10.4 22.4 22.5 11.8 22.4 22.5 13 22.4 22.5 15 22.4 22.5
6.3. Statistical Analysis

To test a significant difference between the original version of the Dolphin Echolocation Algorithm and our autonomous proposal, we tested with a statistical test for each instance through the Kolmogorov–Smirnov–Lilliefors. This test allows us to determine if samples are independent [78], and then we use Wilcoxon’s signed rank [79] for statistically comparing the results. For this evaluation, the basic dolphin echolocation algorithm with \(NL = 30\) was used, due to it reporting better results.

For the Kolmogorov–Smirnov–Lilliefors test, we consider a hypothesis evaluation (\(p\)-value \(\leq 0.05\)), smaller values that 0.05 determine that the null hypothesis will be reject. For the Wilcoxon’s signed rank, we observe the averages of each instance and discover that there is not a significant difference between the results of both approaches. This leads us to decrease the levels of significance (\(p\)-value \(\leq 0.01\)), and thus it has a higher precision. Both tests were conducted using GNU Octave [80].

The Kolmogorov–Smirnov–Lilliefors test is necessary to study the independence of samples by determining if the \(\bar{x}\) reaches from the 31 executions of each instance describe a Gaussian distribution. For that, we use \(H_0\) as null hypotheses which states that \(\bar{x}\) follows a normal distribution. The alternative hypotheses \(H_1\) state the opposite. We perform the test to demonstrate the alternative hypothesis. The obtained result for the \(p\)-value was 0.071 \(\geq 0.05\); then, \(H_1\) must be rejected. This evidence implies
that applying the central limit theorem is not viable. Then, as the samples are not distributed normally, we have chosen a non-parametric statistical hypothesis test, Wilcoxon's signed rank to compare these results. For the Wilcoxon's signed rank test, $H_0$ describes the null hypotheses and it states that $\bar{x}$ achieved by our autonomous approach is better than $\bar{x}$ achieved by the dolphin echolocation algorithm.

Tables 5 and 6 compare the original algorithm versus the autonomous approach, for all tested instances via the Wilcoxon's signed rank test. As the significance level is also established to 0.05, smaller values that 0.05 defines that $H_0$ cannot be assumed. To know the winner, it is enough to observe the row of the instance and identify the column where the $p$-value exists, for example in the problem 4 (Boctor 01), the autonomous approach is better than the basic DEA because its value is lower than 0.05, then $H_1$ cannot be assumed. In the other cases, there is no information.

Table 5. Statistical test. DEA vs. Autonomous approach solving the Boctor instance.

| Problem | Instance | DEA (NL = 30) | Autonomous DEA | Problem | Instance | DEA (NL = 30) | Autonomous DEA |
|---------|----------|---------------|----------------|---------|----------|---------------|----------------|
| 1       | Boctor 01| –             | –              | 10      | Boctor 02| –             | 0.0016         |
| 2       | Boctor 01| –             | –              | 11      | Boctor 02| –             | –              |
| 3       | Boctor 01| –             | –              | 12      | Boctor 02| –             | –              |
| 4       | Boctor 01| –             | 0.0017         | 13      | Boctor 02| –             | 0.0015         |
| 5       | Boctor 01| –             | –              | 14      | Boctor 02| –             | 0.0012         |
| 6       | Boctor 01| –             | 0.0013         | 15      | Boctor 02| –             | 0.0012         |
| 7       | Boctor 01| –             | 0.0022         | 16      | Boctor 02| –             | 0.0029         |
| 8       | Boctor 01| –             | –              | 17      | Boctor 02| –             | 0.0011         |
| 9       | Boctor 01| –             | 0.0181         | 18      | Boctor 02| –             | 0.0022         |
| 19      | Boctor 03| –             | –              | 28      | Boctor 04| –             | 0.0013         |
| 20      | Boctor 03| –             | 0.0023         | 29      | Boctor 04| –             | 0.0018         |
| 21      | Boctor 03| –             | –              | 30      | Boctor 04| –             | 0.0016         |
| 22      | Boctor 03| –             | 0.0025         | 31      | Boctor 04| –             | 0.0018         |
| 23      | Boctor 03| –             | –              | 32      | Boctor 04| –             | 0.0025         |
| 24      | Boctor 03| –             | 0.0021         | 33      | Boctor 04| –             | 0.0018         |
| 25      | Boctor 03| –             | 0.0018         | 34      | Boctor 04| –             | 0.0015         |
| 26      | Boctor 03| –             | 0.0012         | 35      | Boctor 04| –             | 0.0021         |
| 27      | Boctor 03| –             | 0.0019         | 36      | Boctor 04| –             | 0.0012         |
| 37      | Boctor 03| –             | 0.0021         | 46      | Boctor 06| –             | 0.0022         |
| 38      | Boctor 05| –             | 0.0017         | 47      | Boctor 06| –             | 0.0018         |
| 39      | Boctor 05| –             | 0.0028         | 48      | Boctor 06| –             | –              |
| 40      | Boctor 05| –             | 0.0017         | 49      | Boctor 06| –             | 0.0014         |
| 41      | Boctor 05| –             | 0.0014         | 50      | Boctor 06| –             | –              |
| 42      | Boctor 05| –             | 0.0018         | 51      | Boctor 06| –             | 0.0025         |
| 43      | Boctor 05| –             | 0.0021         | 52      | Boctor 06| –             | 0.0028         |
| 44      | Boctor 05| –             | 0.0016         | 53      | Boctor 06| –             | 0.0017         |
| 45      | Boctor 05| –             | 0.0017         | 54      | Boctor 06| –             | 0.0022         |
| 55      | Boctor 07| –             | 0.0018         | 64      | Boctor 08| –             | 0.0019         |
| 56      | Boctor 07| –             | 0.0029         | 65      | Boctor 08| –             | 0.0018         |
| 57      | Boctor 07| –             | 0.0019         | 66      | Boctor 08| –             | 0.0015         |
| 58      | Boctor 07| –             | 0.0017         | 67      | Boctor 08| –             | 0.0021         |
| 59      | Boctor 07| –             | 0.0024         | 68      | Boctor 08| –             | 0.0018         |
| 60      | Boctor 07| –             | 0.0025         | 69      | Boctor 08| –             | 0.0021         |
| 61      | Boctor 07| –             | 0.0025         | 70      | Boctor 08| –             | 0.0029         |
| 62      | Boctor 07| –             | –              | 71      | Boctor 08| –             | 0.0022         |
| 63      | Boctor 07| –             | 0.0023         | 72      | Boctor 08| –             | 0.0028         |
| 73      | Boctor 09| –             | 0.0021         | 82      | Boctor 10| –             | 0.0025         |
| 74      | Boctor 09| –             | 0.0021         | 83      | Boctor 10| –             | 0.0022         |
| 75      | Boctor 09| –             | 0.0014         | 84      | Boctor 10| –             | 0.0018         |
| 76      | Boctor 09| –             | 0.0029         | 85      | Boctor 10| –             | 0.0018         |
| 77      | Boctor 09| –             | 0.0024         | 86      | Boctor 10| –             | 0.0018         |
| 78      | Boctor 09| –             | 0.0017         | 87      | Boctor 10| –             | 0.0017         |
| 79      | Boctor 09| –             | 0.0011         | 88      | Boctor 10| –             | 0.0015         |
| 80      | Boctor 09| –             | 0.0016         | 89      | Boctor 10| –             | 0.0015         |
| 81      | Boctor 09| –             | 0.0019         | 90      | Boctor 10| –             | 0.0017         |
Table 6. Statistical test. DEA vs. Autonomous approach solving the hardest instance.

| Problem | DEA (NL = 30) | Autonomous DEA | Problem | DEA (NL = 30) | Autonomous DEA |
|---------|---------------|----------------|---------|---------------|----------------|
| –       | 36            | –              | –       | 37            | –              |
| 2       | –             | –              | 37      | –             | 0.0008         |
| 3       | –             | –              | 38      | –             | 0.0012         |
| 4       | –             | –              | 39      | –             | –              |
| 5       | –             | –              | 40      | –             | 0.0012         |
| 6       | –             | –              | 41      | –             | –              |
| 7       | –             | –              | 42      | –             | –              |
| 8       | –             | 43             | –       | 0.0011        | –              |
| 9       | –             | 44             | –       | –             | –              |
| 10      | –             | 45             | –       | 0.0011        | –              |
| 11      | –             | 46             | –       | 0.0015        | –              |
| 12      | –             | 47             | –       | 0.0013        | –              |
| 13      | –             | 48             | –       | –             | –              |
| 14      | –             | 49             | –       | –             | –              |
| 15      | –             | 50             | –       | –             | –              |
| 16      | –             | 51             | –       | –             | –              |
| 17      | –             | 52             | –       | –             | –              |
| 18      | –             | 53             | –       | –             | –              |
| 19      | –             | 54             | –       | 0.0008        | –              |
| 20      | –             | 55             | –       | –             | –              |
| 21      | –             | 56             | –       | 0.0011        | –              |
| 22      | –             | 57             | –       | –             | –              |
| 23      | –             | 58             | –       | –             | –              |
| 24      | –             | 59             | –       | –             | –              |
| 25      | –             | 60             | –       | –             | –              |
| 26      | –             | 61             | –       | 0.0014        | –              |
| 27      | –             | 62             | –       | 0.0008        | –              |
| 28      | –             | 63             | –       | 0.0014        | –              |
| 29      | –             | 64             | –       | –             | –              |
| 30      | –             | 65             | –       | –             | –              |
| 31      | –             | 66             | –       | –             | –              |
| 32      | –             | 0.0025         | 67      | –             | –              |
| 33      | –             | 68             | –       | –             | –              |
| 34      | –             | 69             | –       | –             | –              |
| 35      | –             | 70             | –       | –             | –              |

According to results in the 90 first instances, for \( p \)-value lower than 0.01 (\( p \)-value \( \leq \) 0.01) for the original dolphin echolocation algorithm are 0, for the autonomous approach are 78. The rest of tests do not provide significant information, due to \( p \)-values being greater than 0.01, but less than 0.99, or samples are equal. Now, considering the 70 hard instances, the original dolphin echolocation algorithm achieves 1 \( p \)-value lower than 0.01, while our autonomous approach reaches 1 \( p \)-value below 0.01. For the rest of the tests, \( p \)-values are not significant or, again, samples are equal.

Summarizing, we can note that the improved algorithm exhibits a better performance concerning its basic version only in the smaller Doctor’s instances and a few of the hardest instances. We believe this behavior is due to the native algorithm operating appropriately when it faces complex optimization problems. However, as previously mentioned, our proposed self-adaptive algorithm can be considered a contribution itself and it can be applied to a wide set of population-based methods.

7. Conclusions

In this research, we have presented an adaptive procedure that allows for identifying a stagnation in a local optimal. This feature appears when the variability of solutions is required to explore different feasible regions of an optimization problem. The technique is implemented via modular architecture and it is independent of the optimization algorithm, and therefore it can be included in any population-based method. To test this approach, we employ the dolphin echolocation algorithm to solve different instances of the machine-part cell formation. This approach is inspired by the online control for number location parameter which is valuated before the run of the metaheuristic.
To this end, we use an autonomous search that is a particular case of adaptive systems that improve their solving performance by modifying and adjusting themselves to the problem at hand, either by adaptation or supervised adaptation. We have tested two sets of the machine-part cell formation, the first one consisted of 90 instances proposed by Boctor, while the second one included 70 new hard instances, where several global optimum values that were not reached using the basic dolphin echolocation algorithm were achieved via the auto-adaptive approach. We have also compared the proposed adaptive approach by using a nonparametric statistical tests and the results are conclusive. As a conclusion, and as a way to compare the methods, the use of the autonomous search technique on the dolphin echolocation algorithm causes positive impacts on it, decreasing time and loops, with a considerable increase in robustness.

As future work, we plan to experiment auto-adaptive approaches in recent bio-inspired algorithms and to provide a larger comparison of techniques for solving the machine-part cell formation. The integration of autonomous search can lead the research toward new study lines, such as dynamically selecting the best binarization strategy during solving according to performance indicators as analogously studied in [81].
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