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Abstract

Stochastic systems in biology often exhibit substantial variability within and between cells. This variability, as well as having dramatic functional consequences, provides information about the underlying details of the system’s behaviour. It is often desirable to infer properties of the parameters governing such systems given experimental observations of the mean and variance of observed quantities. In some circumstances, analytic forms for the likelihood of these observations allow very efficient inference: we present these forms and demonstrate their usage. When likelihood functions are unavailable or difficult to calculate, we show that an implementation of approximate Bayesian computation (ABC) is a powerful tool for parametric inference in these systems. However, the calculations required to apply ABC to these systems can also be computationally expensive, relying on repeated stochastic simulations. We propose an ABC approach that cheaply eliminates unimportant regions of parameter space, by addressing computationally simple mean behaviour before explicitly simulating the more computationally demanding variance behaviour. We show that this approach leads to a substantial increase in speed when applied to synthetic and experimental datasets.

1 Introduction

Random processes and variability in cellular biology have been the focus of much recent study, with increasing evidence that variability in biological quantities within and between cells influences life on a remarkable number of levels. Examples include within- and between-cell noise in gene expression [1, 2, 3, 4, 5, 6], variability between cells in organelle and energetic content [7, 8], stem cell fate decisions [9, 10, 11], bacterial strategies [12] and growth and drug response of cancer cells [13, 14]. In addition to this physiological importance, variability in biological measurements represents an often unexplored source of information about underlying biological mechanisms, as magnitudes of variance measurements allow more powerful inference of the parameters governing the emergence of variability in stochastic biological systems.

Deduction of quantitative descriptions of such systems falls within the field of parametric inference [15]. In a typical inference problem, a model of the system is constructed and parameterised with some trial parameter values, possibly drawn from some prior probability distribution. If analytic solutions for the model’s behaviour are unavailable, as is usually the case with all but the simplest biological systems, the model is then simulated and its behaviour is compared to data from biological experiments. However, simulation of stochastic models (usually through the Gillespie algorithm [16] or variants) is often computationally expensive, requiring many calculations to adequately characterise the model’s behaviour. It is therefore desirable to minimise the number of stochastic simulations required to perform parametric inference for noisy biological systems.

In this study, we consider biological systems where the available experimental measurements are statistics of a population of individuals – for example, the mean and variance of some property across a number of cells – rather than focusing on individual measurements [15]. We first discuss situations in which analytic expressions for the expected values and variances of these statistics allow very fast parametric inference. Cases in which analytic solutions are unavailable are then considered, using approximate Bayesian computation (ABC), a means of performing parametric inference without computing explicit likelihoods [17, 18, 19, 20]. A modification to this protocol is introduced, dramatically speeding up such inferential tasks by decreasing the number of required stochastic simulations. We illustrate the use of all these approaches with a theoretical case study, and the use of the proposed ABC implementation by analysing experimental data on gene expression after transcription induction.
2 Analytic likelihoods associated with measurements of mean and variance

In the work below, we will assume that experimental measurements exist of the mean and variance of some quantity of biological interest. The existence of an appropriate stochastic model to describe the system is also assumed.

We will begin by considering the likelihood associated with a particular model parameterisation given measurements of \( m \), the mean of \( n \) experimental realisations all measured at the same time (or other co-ordinate) \( t \), and of the variance \( v \) of these \( n \) quantities. For example, we may imagine having a system of \( n \) cells, and at some time \( t \) measurements \( m \) of RNA transcript number are taken in each of these cells. If we label each individual cell measurement \( x_i \), where \( i \) labels the corresponding cell, then the mean transcript number over these \( n \) measurements would then constitute our measured sample mean \( m = n^{-1} \sum_i x_i \), and the variance over the \( n \) measurements would constitute the sample variance \( v = (n-1)^{-1} \sum_i (x_i - m)^2 \). In general, measurements at many time points \( t \) may be taken, so that we develop time series for sample statistics \( m \) and \( v \).

An underlying model for such a system will be represented with the form \( x(t, \theta) = M(t, \theta) + \eta(\theta) \), so that each individual quantity \( x \) depends on a model function \( M \) of an ordinate \( t \) and parameterisation \( \theta \), and includes additive noise \( \eta(\theta) \). We will assume that noise is uncorrelated and has zero mean.

If several conditions are met, analytic expressions may be obtained for the likelihoods associated with a dataset of sampled \( m \) and \( v \) statistics. In the below, we assume that the \( n \) samples contributing to each recorded statistic are drawn from an underlying Normal distribution with known variance \( \sigma^2 \): that is, \( \eta \) is uncorrelated and Normally distributed. We also require that this number of samples \( n \) is known. Then (and generally), the expected value of the sample mean \( m \), under our model, is \( E(m) = \mu = M(t, \theta) \), the deterministic model term, as the expected sum of samples from the noise term is zero. Since, in this case, the distribution of the sampled mean can be assumed to be Normal, the variance of this estimate is then \( V(m) = \sigma^2/n \). Overall, the log-likelihood associated with an observed sample mean \( m \) is:

\[
\mathcal{L}(\theta|m) = \frac{-1}{2} \log \left( \frac{2\pi \sigma^2}{n} \right) - \frac{(m - \mu)^2}{2\sigma^2/n}. \tag{1}
\]

As we assume that the \( n \) individual measurements are normally distributed, the sample variance follows a scaled \( \chi^2 \) distribution (see, for example, Proposition 2.11 in Ref. [21]): specifically, \( v(n-1)/\sigma^2 \sim \chi^2_{n-1} \). The expected sample variance is thus \( E(v) = \sigma^2 \), and the variance of the sample variance is \( V(v) = 2\sigma^4/\sigma^2 \). From the underlying \( \chi^2 \) distribution, the log-likelihood associated with a variance measurement \( v \) is:

\[
\mathcal{L}(\theta|v) = \frac{1}{2} \left( \frac{n-1}{2} - 2 \right) \log \left( \frac{n-1}{2} \right) - \frac{(n-1)\log 2}{\sigma^2} \log \frac{v}{\sigma^2} - 2 \log \Gamma \left( \frac{n-1}{2} \right) \tag{2}
\]

The sum of the log-likelihoods in Eqns. 1 and 2 then gives the overall log-likelihood associated with the observed \( m \) and \( v \) statistics. In general, \( \mu \) and \( \sigma^2 \) are functions of time: the log-likelihood associated with a time series of recorded \( m \) and \( v \) statistics is then the sum of Eqn. 1 and 2 computed at each timepoint for which measurements exist.

3 ABC, MCMC, and comparing data to simulation

In cases where details of the measurement protocol are absent, or the measurements cannot be assumed to come from an underlying Normal distribution, the likelihood function associated with measurements of sample statistics is likely to be intractable. In these cases, we propose employment of the protocol of approximate Bayesian computation (ABC) [17, 18, 19, 20]. ABC avoids explicit computation of likelihoods by employing a simpler comparison between data and simulation, the posteriors from which converge, in the limit of strict comparison between data and simulation, on the true posteriors. It should be noted, however, that the absence of explicit likelihoods does not come without costs in accuracy [24].

In basic implementations, the comparison measure used in ABC takes the form of a distance measure between simulated data \( \mathcal{D}'(\theta) \) and observed data \( \mathcal{D} \) (for example, the Euclidean distance between the datasets), where we have explicitly written the simulated data as a function of a trial parameterisation \( \theta \). In situations with larger or complicated datasets, statistics are used to summarise the data, and the distance between simulated and observed summary statistics \( S(\mathcal{D}'(\theta)) \) and \( S(\mathcal{D}) \) are used. If the distance between the data (or summary) from observation and that from simulation is zero, or below a certain threshold \( \epsilon \), the parameters \( \theta \) from that simulation are recorded as a sample from the posterior. In this way we build up a posterior distribution on \( \theta \) labelled by the threshold \( \epsilon \).
employed: \( P_{ABC}(\theta | \rho(D', \mathcal{D}) \leq \epsilon) \). As the acceptance threshold \( \epsilon \) is decreased (forcing a stricter agreement with the data), this computed posterior converges on the true posterior:

\[
P_{ABC}(\theta | \rho(D', \mathcal{D}) \leq \epsilon) \xrightarrow{\epsilon \to 0} P(\theta | \mathcal{D}).
\]  

We are left with the problem of choosing a suitable distance metric with which to compare our model to our observed data. Given that \( \mathcal{D} = \{t_i, m_i, v_i\} \) are the observed data and \( D'(\theta) = \{\mu(t|\theta), \sigma^2(t|\theta)\} \) are the simulated mean and variance trajectories, we propose the following distance function:

\[
\rho(D', \mathcal{D}) = \sum_{\text{datapoints} i} (\log \mu(t_i|\theta) - \log m_i)^2 + (\log \sigma^2(t_i|\theta) - \log v_i)^2,
\]

where \( \mu(t_i|\theta), \sigma^2(t_i|\theta) \) are respectively the mean and variance measurements at time \( t_i \) from the simulated dataset \( D'(\theta) \). This simulated dataset should be obtained by performing \( n \) repeats of the required stochastic simulation, where \( n \) is the number of individual elements that gave rise to the corresponding experimental measurement (for example, individual cells). Overall, we therefore have the sum of squared differences between the predicted and observed mean and variance, taken in logarithmic space to facilitate a comparison of the multiplicative rather than additive differences (and thus allow a comparison across the potentially different magnitudes of means and variances). If a particular measurement has an associated mean but not a variance measurement (or, pathologically, vice versa), the missing value is ignored. Minimising this distance is then equivalent to performing least-squares regression in logarithmic space for the trajectories of mean and variance behaviour of our system.

This distance measure thus includes all available information about the means and variances observed in the data and compares them multiplicatively to the means and variances predicted in the model, comparing mean and variance data with equal weighting. We note that in situations where the contribution from the set of either mean or variance measurements is known to always produce a higher distance than measurements from the other set, this weighting could be changed to allow more efficient exploration of potential model parameterisations (see Discussion).

We now consider how to implement this approach to perform Bayesian inference. We begin with a prior distribution \( \pi(\theta) \) over parameters \( \theta \) and wish to obtain a posterior distribution over these parameters. A basic ABC rejection algorithm simply samples trial parameterisations from the prior distribution, accepting these as posterior samples if their distance (computed via stochastic simulation) from the observed data falls below \( \epsilon \). A framework that has been shown to be more efficient involves embedding the ABC process in a Markov chain Monte Carlo (MCMC) framework \[22\]. Here, rather than randomly sampling trial parameterisations from the prior distribution, a small perturbation is made to the previous trial parameterisation to yield a new trial, ensuring that regions of parameter space which have previously yielded accepted parameterisations are explored preferentially. There exists a great range of possible perturbation protocols: we will represent a perturbation kernel as \( q(\theta' \rightarrow \theta) \), the probability of proposing new parameterisation \( \theta' \) given existing parameterisation \( \theta \). In the work below, we will generally employ a Gaussian perturbation kernel on model parameters, with variance chosen to yield an acceptance rate of around 50% (see below).

This MCMC approach requires an initialisation step – that is, identifying the first parameterisation in the chain – which can be implemented using random sampling from the prior or an optimisation approach to find a suitable start point. We can use this framework and our distance measure in an ABC algorithm as detailed below.

**Algorithm 1 – ABC MCMC for mean and variance measurements**

1. Choose a rejection threshold \( \epsilon \)
2. Do (initialisation)
   (a) Pick (depending on desired search method) a new random parameterisation \( \theta' \) from prior
   (b) Perform stochastic simulation \( n \) times to compute \( \rho = \rho(D'(\theta'), \mathcal{D}) \) (Eqn. 4)
3. while \( \rho > \epsilon \)
4. \( \theta = \theta' \)
5. Do (sampling)
   (a) Apply a perturbation to \( \theta \) according to a transition kernel \( q(\theta' \rightarrow \theta) \) to obtain a new parameterisation \( \theta' \)
   (b) Perform stochastic simulation \( n \) times to compute \( \rho = \rho(D'(\theta'), \mathcal{D}) \)
   (c) If \( \rho \leq \epsilon \) then set \( \theta = \theta' \) with probability \( \min\left(1, \frac{\pi(\theta') q(\theta \rightarrow \theta')}{\pi(\theta) q(\theta' \rightarrow \theta)}\right) \)
   (d) Record \( \theta \)
6. while(termination condition not met)
In the initialisation step, new parameterisations may be picked simply according to the prior distribution, or using simulated annealing or other heuristic search methods to increase the efficiency of the search for a suitable initial parameterisation. The sampling part of Algorithm 1 follows the form of Algorithm F with alteration F3’ from Ref. [22]. We note that if uniform priors are used and the transition kernel $q$ is symmetric, the ratio in the acceptance probability for parameterisations with $\rho \leq \epsilon$ is simply unity.

4 Mean-first ABC: an efficient two-step ABC algorithm

In applications of MCMC in parametric inference, a heuristic approach to ensure a combination of an adequate search of parameter space and a reasonable number of samples from a posterior distribution is that approximately 50% of proposed parameterisations should be accepted. If this heuristic is employed for a complicated stochastic system, then, without algorithmic refinements, half of the stochastic simulations performed will not contribute to final samples from the posterior distribution. It is thus desirable to find a fast way of determining whether a given proposed parameterisation is destined to be rejected.

In stochastic biological systems, it is often the case that the mean behaviour of a system is calculable without explicit stochastic simulation. The mean behaviour in these cases may be obtained analytically for simple systems or by numerically solving a set of ODEs for more complicated systems: both these approaches are generally computationally easier than performing an ensemble of stochastic simulations. Here we propose an algorithm that takes advantage of this easy calculability to avoid spending computational resources performing stochastic simulations in regions of parameter space that do not produce adequately comparable mean behaviour, thus dramatically decreasing the required resources required to sample posterior distributions.

Assume we have mean data $M = \{(t_i, m_i)\}$ and variance data $V = \{(t_i, v_i)\}$. In the algorithm below, two types of computation are performed. The first employs an analytic function $\hat{\mu}(t|\theta)$ for the expected value of a quantity at time $t$ given parameters $\theta$. We calculate

$$\hat{\rho}_m(D'|\theta), D) = \frac{1}{N} \sum_{i} (\log(\hat{\mu}(t_i|\theta)) - \log(m_i))^2. \quad (5)$$

The second employs repeated stochastic simulations to characterise the mean $\mu$ and variance $\sigma^2$ of a quantity at time $t$. We then construct

$$\rho_m(D'|\theta), D) = \frac{1}{N} \sum_{i} (\log(\mu(t_i|\theta)) - \log(m_i))^2 \quad (6)$$
$$\rho_v(D'|\theta), D) = \frac{1}{N} \sum_{i} (\log(\sigma^2(t_i|\theta)) - \log(v_i))^2. \quad (7)$$

The computation of $\hat{\rho}_m$ is cheap; the computation of $\rho_m$ and $\rho_v$ is expensive, relying on repeated stochastic simulation. We can then take advantage of the fact that if $\hat{\rho}_m > \epsilon$, it is highly likely that $\rho_m + \rho_v > \epsilon$. In other words, if the discrepancy between the deterministic mean trajectory and experimental measurements exceeds a threshold, it is likely that the combination of discrepancies from the sample mean trajectory and the sample variance trajectory will exceed this threshold. This intuitive result can be shown to apply if mean measurements involve reasonable numbers of datapoints (so that the deterministic and sample means behave similarly) and if discrepancies related to mean trajectories are broadly similar or lower than those related to variance trajectories (see Appendix).

To implement this idea, we first compute $\hat{\rho}_m$ using Eqn. [5]. If $\hat{\rho}_m > \epsilon$, we already know that this trial parameterisation likely falls outside the ABC acceptance threshold, and can immediately reject this step. Only if $\hat{\rho}_m < \epsilon$ do we perform the expensive stochastic simulation to determine $\rho_m$ and $\rho_v$ and thus check whether $\rho_m + \rho_v < \epsilon$. In this manner, we use a bound that is computationally cheap to calculate to exclude inappropriate regions of parameter space, in a process conceptually similar to techniques used in optimisation of data mining protocols [23]. The algorithm implementing this approach follows below.

**Algorithm 2 – Mean-first ABC with MCMC**

1. Choose a rejection threshold $\epsilon$.
2. Do *(initialisation)*
   - (a) Pick *(depending on desired search method)* a new random parameterisation $\theta'$
   - (b) Compute $\hat{\rho}_m = \hat{\rho}_m(D'|\theta'), D)$
5 Theoretical case study: a birth-death process

We first compare the techniques described above with a theoretical case study. Here, we consider a birth-death process: that is, a system containing a number of elements $x$ which may replicate ($x \rightarrow 2x$) and degrade ($x \rightarrow 0$) according to Poisson processes with rates $\lambda$ and $\nu$ respectively. This abstract model may be used, for example, to describe copy numbers of bacterial population, or subcellular entities (e.g. mitochondria or chloroplasts) which divide and degrade randomly.

To illustrate the application of the above approaches for parametric inference, we synthesise test data from the birth-death process with $\lambda = 0.1$, $\nu = 0.08$, $x_0 = 5$. We use the Gillespie algorithm\(^\text{[16]}\) to realise $n = 100$ stochastic trajectories of the model and record measurements of sample statistics at a randomly-chosen set of times. These measurements (illustrated in Fig. 1) form the synthetic dataset used in this section.

We begin by noting that without measurements of the variance in this system, the absolute magnitudes of $\lambda$ and $\nu$ cannot be determined: it is only their difference $\lambda - \nu$ that governs the mean behaviour of the process (see Eqn. 9). Considering observations of the variance, which also depends on the absolute values of these parameters (see Eqn. 10), parametric inference is more powerful.

**Analytic approximation for likelihood.** With this simple birth-death model, we can obtain exact results for all moments of the copy number distribution $P(x, t)$ using a generating function analysis\(^\text{[24]}\). We proceed quickly through this process by noting that the probability generating function $G(z, t) = \sum_x z^x P(x, t)$ for the birth-death process is well known (see, for example, Section 8.6 of Ref.\(^\text{[24]}\)).
Figure 2: Results for inference with synthetic data from approaches involving analytic approximation to the likelihood, ABC, and mean-first ABC. (left) Posteriors on (top) $\lambda$ and (bottom) $\nu$, the rate parameters of a birth-death model, using an analytic expression for the likelihood (assuming a Normal distribution of copy number; see text); ABC; and mean-first ABC. Posteriors from all approaches share similar structure. (right) Posteriors on (top) $\lambda$ and (bottom) $\nu$ as the mean-first ABC threshold $\epsilon$ is decreased. Thick vertical lines show the true parameter values underlying the simulations from which the data was produced.

\[ G(z, t) = \left( \frac{(z - 1)\nu e^{(\lambda - \nu)t} - \lambda z + \nu}{(z - 1)\lambda e^{(\lambda - \nu)t} - \lambda z + \nu} \right)^{x_0}, \]  

(8)

and that we can use the standard relations $E(x, t) = \partial G/\partial z\bigg|_{z=1}$ and $V(x, t) = \partial^2 G/\partial z^2\bigg|_{z=1} + E(x, t) - E(x, t)^2$ to derive the following expressions for the moments of $P(x, t)$:

\[ \mu = E(x, t) = x_0 e^{(\lambda - \nu)t}; \]  

(9)

\[ \sigma^2 = V(x, t) = x_0 (e^{\lambda t} - e^{\nu t}) e^{(\lambda - 2\nu)t} \left( \frac{\lambda + \nu}{\lambda - \nu} \right). \]  

(10)

We then insert the values of $\mu$ and $\sigma^2$ from Eqs. (9) and (10) into Eqs. (1) and (2) to compute the exact likelihoods $L$ associated with each measurement of the mean and variance, assuming that the copy number distribution is Normal. This assumption is reasonable for copy number distributions with low probability at the limiting value of zero: however, as the spread of copy numbers increases with time in this model, the assumption may become less valid for later measurements, so the posteriors derived from this treatment should be regarded as an approximation to the true posteriors.

To facilitate a comparison with the ABC approach, we use MCMC to derive posteriors using these analytic likelihood expressions (see below). The posteriors derived with this approach give strong support to the true underlying parameters (see Fig. 2 and Table 1).

**ABC and mean-first ABC.** As an alternative to computing explicit likelihoods, we now employ ABC with the summed-log-squares distance measure in Eqn. 4, using Algorithm 1 above. We now do not have to calculate explicit expressions for likelihood values. We also employ this paper’s refinement to the ABC algorithm by using Algorithm 2.

Posteriors derived using these ABC approaches are presented in Fig. 2. Firstly, we see that the mean-first ABC yields the same posterior structure (within sampling noise) as the bare ABC posterior, as expected, as the mean-first algorithm only rejects parameterisations guaranteed to be rejected by the bare algorithm (though this
Table 1: Comparison of inference approaches. Comparison of the posteriors and simulation statistics from inference using a likelihood-based approach and differently-parameterised ABC approaches. Preliminary simulations: number of preliminary Gillespie runs (each consisting of n trajectories) required to identify a trial parameterisation yielding residual under \( \epsilon \). MF rejections: the mean proportion of fast rejections due to the mean-first (MF) protocol in the sampling stage of the inference process. Statistics are approximate means over 6 repeats of the inference procedure. KL divergences: symmetrised Kullback-Leibler divergences \((\frac{1}{2}(D_{KL}(P\|Q) + D_{KL}(Q\|P)))\), calculated with absolute discounting with constant \(10^{-7}\) between a posterior \(P\) from the given protocol and a posterior \(Q\) using (i) ‘Approximate likelihood’ and (ii) ‘Bare ABC \(\epsilon = 0.1\)’ protocols.

| Needs analytic expression? | Preliminary simulations | MF rejections during sampling | KL divergences for \(\lambda\) | KL divergences for \(\nu\) |
|----------------------------|------------------------|-------------------------------|--------------------------------|------------------------|
| Approximate likelihood     | Yes                    | -                             | 0, 0.1                         | 0, 0.2                 |
| Bare ABC \(\epsilon = 0.1\) | No                     | \(4 \times 10^3\)             | 0.1, 0                         | 0.2, 0                 |
| MF ABC \(\epsilon = 0.1\)  | No                     | \(4 \times 10^3\)             | 40%                           | 0.08, 0.08             |
| MF ABC \(\epsilon = 1\)    | No                     | \(2 \times 10^3\)             | 15%                           | 0.4, 1.2               |
| MF ABC \(\epsilon = 2\)    | No                     | \(1 \times 10^2\)             | 6%                            | 1.3, 2.4               |

6 Experimental case study: transcription induction

We now demonstrate the mean-first ABC approach by using it to infer parameters in a model of an experimentally measured biological system. For this case study, we use data on RNA transcript numbers from the well-known study on transcription rate by Golding et al. [23]. In this study, transcription was induced across a population of \(~ 100\) cells at time \(t = 0\), and average RNA copy numbers were measured at several subsequent time points. This experiment was repeated \(n = 3\) times, allowing a quantification of variance as well as mean copy number. As before, these observations of variance allow for more powerful inference, as the absolute values of parameters can be inferred as well as their difference.

In Ref. [23], the authors proposed a model to describe the behaviour of this system: after induction, cells have a constant probability \(\lambda\) per unit time of producing a ‘burst’ of RNA molecules, where burst size is geometrically distributed with average \(\alpha\) (labelled \(n\) in the original paper: we use \(\alpha\) to avoid confusion with previous nomenclature). Cells grow and divide with cell cycle length \(\tau\): at cell divisions, RNA molecules are binomially distributed between
the two daughter cells. The population of cells is assumed to be unsynchronised, so at the start of the simulation, the time until the next cell division for any individual cell is a uniform random number on $[0, \tau]$. We also include a term $\nu$ representing a rate at which RNA molecules may degrade. The original paper considers overall rates of RNA production ($k_1$) and loss ($k_2$): the relationships between these variables are $k_1 = \lambda \alpha$ and $k_2 = \nu + \ln 2/\tau$.

The mean copy number dynamics is straightforwardly obtained by considering the ODE

$$\frac{dE(x)}{dt} = k_1 - k_2 x; \quad x(t=0) = 0;$$

$$E(x) = \frac{k_1}{k_2} (1 - e^{-k_2 t}).$$

We use stochastic simulation to estimate the variance associated with a given parameterisation. To recapitulate the experimental setup, each stochastic trajectory in our simulation consists of the mean copy number trajectory over a population of 100 cells. We then perform an ensemble of $n$ of these stochastic trajectories to compute the statistics of the population-averaged copy number time series.

Fig. 4 shows the posterior distributions that result from the mean-first ABC procedure with decreasing acceptance thresholds $\epsilon$. We use uniform priors of $k_1 \sim U(0, 0.5) \text{ min}^{-1}$, $k_2 \sim U(0, 5) \text{ min}^{-1}$, $\alpha \sim U(0, 100)$ (continuous, continuous, and discrete, respectively). As before, these priors are chosen to represent a range far wider than expected supported values, to ensure an equal prior probability of all values in this range, and to enforce non-negative restrictions on parameter ranges. The posteriors on $k_1$, $k_2$, and $\alpha$ all exhibit density around the values chosen as representative in the original paper ($k_1 = 0.14 \text{ min}^{-1}$, $k_2 = (\log(2)/50) \text{ min}^{-1}$, $\alpha = 4$) but uncertainties in these quantities have now been rigorously ascertained: in particular, the distribution of $\alpha$, the mean burst size, is rather skewed, suggesting that the experimental evidence supports the possibility of burst sizes at least twice as large as assumed in the original paper. The posteriors increasingly converge as acceptance threshold $\epsilon$ is lowered. Recording the number of trial parameterisations rejected by the mean-first ABC algorithm over 10 experimental repeats showed that in this case study, the implementation reduced the required number of stochastic simulations, and thus the computational load of the inference process, by around 25%.

7 Discussion

We have discussed methods for efficiently inferring the governing parameters of stochastic biological systems where means and variances are observed, including analytic forms for the likelihood associated with sample statistics, and ABC MCMC implementations for this class of problems. A method was introduced for making ABC MCMC more efficient by avoiding simulation of unimportant regions of parameter space, using an upper bound of $\epsilon$ on the
Figure 4: Mean-first ABC inferred posterior distributions for RNA induction experiments. Inferred posterior distributions on (left) $k_1$, (centre) $k_2$ and (right) $\alpha$, the governing parameters for the model of transcription induction in Ref. [25]. Thick vertical lines show the values assumed in the original study. The inferred posteriors show support for these values but uncertainty in these parameters, including pronounced skew in mean burst size $\alpha$, has now been quantified. Posteriors resulting from different threshold values $\epsilon$ are shown to illustrate convergence.

straightforwardly calculable mean trajectory discrepancy. This method, when applied to synthetic and experimental data, reduced computational load by between 20% and 50%. The mean-first protocol is completely generalisable to other computational frameworks than MCMC: it could equally well be employed in a simple approach sampling uniformly from the prior distribution (in which case it would likely yield a much more pronounced speedup due to the likely large volume of parameter space yielding unsuitable trajectories), or in other approaches including sequential Monte Carlo (SMC) which has also successfully been coupled to ABC [26].

The algorithm we have presented here is conservative in its approach and only rejects parameterisations if the computed mean trajectory alone exceeds the threshold distance $\epsilon$. In specific problems it may be possible to make this bound stricter. As an example, consider a case where it is known from the structure of a model that $\rho_v > \rho_m$ always. In this case, at least half of the total discrepancy $\rho_m + \rho_v$ will come from the contribution of the variance trajectory. An adjusted mean-first rejection protocol could be thus considered based on comparing computed mean trajectories to a refined threshold distance $\hat{\rho}_m < \epsilon/2$, as parameterisations that fail this initial comparison will likely exhibit $\rho_m + \rho_v > \epsilon$, given the contribution of the larger variance term. In such a case, yet more efficient rejection of unsuitable parameterisations may be achieved by forcing a stricter acceptance bound.

In conclusion, we have presented analytic and computational methods to efficiently perform parametric inference in contexts where mean and variance measurements from a population of known or unknown size are available. The ability to quantitatively include variability in biological inference is not only important due to the physiological consequences of such variability but also allows more powerful inference of the mechanistic parameters of the system in question. We show that the computational approach we propose leads to substantial speedups in inference with both synthetic and experimental datasets and discuss how it may be coupled to other computational frameworks to suit the required context.

8 Appendix

We wish to show that if the discrepancy arising from the deterministic mean $\hat{\rho}_m$ exceeds $\epsilon$, it is likely that the combined discrepancies from the sample mean and sample variance $\rho_m + \rho_v$ also exceed $\epsilon$. We will assume that all measurements, and therefore the mean, are non-negative. Due to this non-negativity, the relation $\hat{\rho}_m > \epsilon \implies \rho_m + \rho_v > \epsilon$ holds if $\hat{\rho}_m - \rho_m \leq \rho_v$. Consider the case in which the deterministic mean $\hat{\mu}$ differs by an amount $\delta$ from the expected value of the sample mean $\mu$. The magnitude of $\delta$ is limited by the standard error on the mean: for a reasonably well-characterised mean measurement with low standard error, we assume that $|\delta/\mu| \ll 1$. Expanding Eqns. 5 and 6 gives
\[
\hat{\rho}_m - \rho_m = (\log(\mu + \delta) - \log(m))^2 - (\log(\mu) - \log(m))^2
\]

\[\approx (\log(\mu) - \log(m))^2 + 2(\log(\mu) - \log(m)) \frac{\delta}{\mu} \mathcal{O}(\delta/\mu^2) - (\log(\mu) - \log(m))^2 \]

\[= 2(\log(\mu) - \log(m)) \frac{\delta}{\mu} \mathcal{O}(\delta/\mu^2). \tag{15}\]

If the discrepancy associated with mean measurements \((\log(\mu) - \log(m))\) is of a similar magnitude or less than the discrepancy from variance measurements \((\log(\sigma^2) - \log(v))\) then, neglecting higher-order terms, as \(|\delta/\mu| \ll 1\), \(2(\log(\mu) - \log(m))\delta/\mu \ll (\log(\sigma^2) - \log(v))^2\) and hence \(\hat{\rho}_m - \rho_m < \rho_v\), the condition required for the validity of our threshold assumption.
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