Combination of dissipative and dispersive coupling in the cavity optomechanical systems
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An analysis is given for the Fabry-Perot cavity having a combination of dissipative and dispersive optomechanical coupling. It is established that the combined coupling leads to optical rigidity. At the same time, this rigidity appears in systems with the combined coupling on the resonant pump, which is not typical for purely dispersive and dissipative couplings. A proposal is made to use this system to detect small signal forces with better sensitivity than SQL. It is also demonstrated that this optomechanical system can create ponderomotive squeezing with controllable parameters over a wider range than ponderomotive squeezing using dispersive coupling.

I. INTRODUCTION

Optomechanics is studying the fundamental sensitivity limitations in measuring position of test mass. This sensitivity can be very high. For example, a relative mechanical displacement detected can be smaller than the size of proton. This feature is widely used in gravitational wave detectors [1–6], in magnetometers [7, 8], and in inductive sensors [9–11].

The fundamental limitation is provided by the quantum noise. In conventional scheme of resonantly pumped Fabry-Perot (FP) cavity with movable end mirror (the test mass) the phase of light, reflected from the cavity, contains information on position of the test mass. The limit sensitivity is restricted by well known standard quantum limit (SQL) [12, 13], which is an interplay between phase fluctuations of incident light (the measurement of error) and the Lebedev’s fluctuation light pressure force (back action).

SQL was investigated in many systems ranging from macroscopic kilometer-size gravitational wave detectors [14] to microcavities [15, 16]. Detecting classical force acting on a test mass in optomechanical systems is an example of measurements restricted by SQL. It can be surpassed by applying a variational measurement [14, 17, 18], or squeezed light input [19–25], or optomechanical speed measurement [26, 27], or optical spring [28, 29]. SQL can be also avoided using coherent quantum noise cancellation [30–32].

There are two types of opto-mechanic coupling, namely: dispersive and dissipative coupling. In dispersive coupling displacing mirror is changing normal cavity frequency, whereas in dissipative coupling displacing test mass brings about a change in the input mirror transmission altering, thereby, the cavity relaxation rate. Dissipative coupling was proposed theoretically [33] and confirmed experimentally [9, 34–36] about a decade ago. This phenomenon was investigated in numerous optomechanical systems, including the FP interferometer [9, 34–36], the Michelson-Sagnac interferometer (MSI) [37–42], and ring resonators [43, 44]. It was demonstrated that an optomechanical transducer based on dissipative coupling allows realizing quantum speed meter which, in turn, helps to avoid SQL [40].

The natural question is to what extent the combination of dispersive and dissipative coupling can improve the sensitivity of optomechanical system to detect the signal of displaced test mass. It is known that squeezing output quadratures is dramatically different for purely dispersive and dissipative coupling [40, 42]. Seemingly, their combination does not look promising, but this conclusion is not correct.

In this paper we analyse a FP cavity featuring a combination of these different types of coupling and demonstrate that SQL can be surpassed. The physical reason is the optical rigidity formed by the combination of both dispersive and dissipative coupling. We also demonstrate that this combined coupling gives possibility to obtain ponderomotive frequency dependent squeezing with controllable parameters over a wider range is compared with ponderomotive squeezing using dispersive coupling. Such frequency dependent squeezing can be used in laser gravitational wave antennas.

II. MODEL

We consider 1D FP cavity. Its optical mode with eigen-frequency $\omega_0$ is pumped using resonant light (the pump frequency $\omega_p = \omega_0$). The optical mode is coupled with the mechanical system represented by a free mass $m$. Eigenfrequency $\omega$ of cavity and relaxation rate $\gamma$ of the optical mode depend on test mass displacement $y$. Signal $F_s$ acts on the free mass changing its position.

The description of dissipation in FP cavity is known (for example, see [45]), especially in case of dispersive coupling. Here we use generalization for combined (dispersive and dissipative) coupling. The Hamiltonian of this a system can be expressed as

$$\hat{H} = \hbar \omega_0 (1 + \xi \hat{y}) \hat{a}_c \hat{a}_c^\dagger + \frac{\hat{p}^2}{2m} + \hat{H}_\gamma + \hat{H}_T - F_s \hat{y}, \quad (2.1a)$$
\[
\hat{H}_T = \int_0^\infty \hat{b}_c^\dagger \hat{b}_c \frac{d\omega}{2\pi}, \quad (2.1b)
\]
\[
\hat{H}_\gamma = -i\hbar \sqrt{\gamma} \int_0^\infty \left( \hat{b}_c \hat{a}_c^\dagger - \hat{a}_c \hat{b}_c^\dagger \right) \frac{d\omega}{2\pi}; \quad (2.1c)
\]
\[
\gamma = \gamma_0 \left( 1 + \eta \hat{y} \right), \quad \sqrt{\gamma} \approx \sqrt{\gamma_0} \left( 1 + \frac{\eta}{2} \hat{y} \right). \quad (2.1d)
\]

Here \(\hat{p}\) is the momentum of the test mass, \(\hat{a}_c, \hat{a}_c^\dagger\) are annihilation and creation operators describing the intracavity optical field, \(\hat{H}_T\) is the Hamiltonian of the electromagnetic field outside the cavity (thermal bath and pump), \(\hat{H}_\gamma\) describes coupling between intracavity and extracavity optical fields, \(\xi\) and \(\eta\) are the coefficients of dispersive and dissipative coupling, respectively.

From the Hamiltonian (2.1) we obtain a set of equations describing the time evolution of the optomechanical system
\[
\dot{\hat{a}}_c = -i\omega_0 (1 + \xi \hat{y}) \hat{a}_c - \sqrt{\gamma} \int_0^\infty \hat{b}_c \frac{d\omega}{2\pi}, \quad (2.2a)
\]
\[
\dot{\hat{b}}_c = -i\omega \hat{b}_c + \sqrt{\gamma} \hat{a}_c, \quad (2.2b)
\]
\[
\dot{\hat{y}} = -\frac{i\hbar \omega_0 \xi}{m} \hat{a}_c^\dagger \hat{a}_c + \frac{F_s}{m} \hat{a}_c - i\sqrt{\gamma \eta \hbar} \int_0^\infty \left( \hat{b}_c \hat{a}_c^\dagger - \hat{a}_c \hat{b}_c^\dagger \right) \frac{d\omega}{2\pi}. \quad (2.2c)
\]

We present the annihilation operators of the input and intracavity optical field through slow amplitudes as
\[
\hat{a}_c(t) \Rightarrow \hat{a}_c(t) e^{-i\omega_0 t}, \quad \hat{b}_c(t) \Rightarrow \hat{b}_c(t) e^{-i\omega_0 t}. \quad (2.3)
\]

We substitute (2.3) into the system of equations (2.2) and obtain relations for slow amplitudes and displacement of the probe mass
\[
\dot{\hat{a}}_c = -i\omega_0 \xi \hat{y} \hat{a}_c + \sqrt{\gamma} \hat{a}_\text{in} - \frac{\gamma}{2} \hat{a}_c, \quad (2.4a)
\]
\[
\dot{\hat{a}}_\text{in} = -\int_0^\infty \hat{b}(t_0) e^{-i\Omega t} \frac{d\Omega}{2\pi}, \quad (2.4d)
\]
\[
\hat{a}_\text{in} = \int_{-\infty}^0 \hat{b}(t_1) e^{-i\Omega t} \frac{d\Omega}{2\pi}. \quad (2.4e)
\]

Here \(t_0\) and \(t_1\) are some initial and final time points respectively. In these equations we present \(\omega\) as a sum \(\omega = \omega_0 + \Omega\), where \(\omega_0\) is the pump frequency and \(\Omega\) is the spectral frequency of the signal \(F_s\) (here \(\hat{b}(t) = \hat{b}_{\omega_0+\Omega}(t)\)). It is much smaller than \(\omega_0 \sim 10^{-13} \text{Hz}\), because we formally extend the integrals over \(\Omega\) to infinity in the equations (2.4d) and (2.4e) to simplify notation.

We can determine the relation between the input and output fields from equations (2.4):
\[
\hat{a}_\text{in} + \hat{a}_\text{out} = \sqrt{\gamma} \hat{a}_c. \quad (2.5)
\]

Below we express amplitudes as a large constant amplitudes (denoted by capital letters) plus small amplitudes (denoted by the same letters in low-case) to describe the noise and signal components:
\[
\hat{a}_c = A_0 + \hat{a}_0; \quad \hat{a}_\text{in} = A + \hat{a}; \quad \hat{a}_\text{out} = A_1 + \hat{a}_1. \quad (2.6)
\]

Here and below we assume that the input wave is in coherent state, so operator \(\hat{a}\) describes the vacuum fluctuation wave having the following commutator and correlator
\[
\left[ \hat{a}(t), \hat{a}^\dagger(t') \right] = \delta(t - t'), \quad \langle \hat{a}(t) \hat{a}^\dagger(t') \rangle = \delta(t - t'). \quad (2.7)
\]

The Fourier transform can be defined as follows
\[
\hat{a}(t) = \int_{-\infty}^\infty a(\Omega) e^{-i\Omega t} \frac{d\Omega}{2\pi} \quad (2.8)
\]

and similarly for other values denoting the Fourier transform by the same letter without hat. One can derive the analogue of (2.7) for the Fourier transform of the input fluctuation operators:
\[
[a(\Omega), a^\dagger(\Omega')] = 2\pi \delta(\Omega - \Omega'), \quad (2.9)
\]
\[
\langle a(\Omega) a^\dagger(\Omega') \rangle = 2\pi \delta(\Omega - \Omega'). \quad (2.10)
\]

We assume that in (2.6) the expected values exceed the fluctuation parts of the operators. So we make use of the method of successive approximation to derive a set of equations describing the system. We select \(A_0 = A_0^*\) and find the following in zero order approximation:
\[
A_1 = A, \quad A_0 = \frac{2}{\sqrt{\gamma}} A. \quad (2.11)
\]

One can find equations for the fluctuation part of the field and the displacement of the test mass in the first order approximation. In the spectral representation they have the following form:
\[
a_{1a} = \frac{\gamma_0 + iQ}{\frac{\gamma_0}{2} - iQ} a_0 - \frac{iQ \eta A}{\frac{\gamma_0}{2} - iQ} \sqrt{2} y_0, \quad (2.12a)
\]
\[
a_{1s} = \frac{\gamma_0 + iQ}{\frac{\gamma_0}{2} - iQ} a_0 - \frac{2\omega_0 \xi A}{\frac{\gamma_0}{2} - iQ} \sqrt{2} y_0, \quad (2.12b)
\]
\[
a_{0a} = \frac{\gamma_0}{\frac{\gamma_0}{2} - iQ} a_0 - \frac{\sqrt{\gamma_0} \eta A}{\sqrt{\gamma_0} \frac{\gamma_0}{2} - iQ} y_0, \quad (2.12c)
\]
\[
a_{0s} = \frac{\gamma_0}{\frac{\gamma_0}{2} - iQ} a_0 - \frac{2\omega_0 \xi A}{\sqrt{\gamma_0} \frac{\gamma_0}{2} - iQ} y_0, \quad (2.12d)
\]
\[
y_0 = -\frac{F_s}{m \Omega^2} + \frac{2\sqrt{\gamma_0} \eta A}{\sqrt{\gamma_0} \frac{\gamma_0}{2} - iQ} a_0 + \frac{\sqrt{\gamma_0} \eta A}{\sqrt{2} m \Omega^2} \left( \frac{2}{\sqrt{70}} a_{0a} - a_{0s} \right). \quad (2.12e)
\]
Here $y_0$ and $F_\Omega$ are Fourier transform of the displacement $y$ and signal $F_s$ respectively, $a_+$ and $a_\phi$ are amplitude and phase quadratures that we define as follows

$$a_+ = \frac{a + a_\phi^\dagger}{\sqrt{2}}, \quad a_\phi = \frac{a - a_\phi^\dagger}{i\sqrt{2}}, \quad a_- \equiv a(-\Omega). \quad (2.13)$$

From the equations (2.12) we see that amplitude quadrature of the output field provides information about the speed of the probe mass $-i\Omega y_0$, which corresponds to the dissipative coupling. In contrast, phase quadrature provides information about the displacement of the probe mass, which is typical for the dispersive coupling.

Let us substitute (2.12c) and (2.12d) into the equation for the spectrum of the displacement $y$ (2.12e):

$$K(\Omega) = \frac{-4\hbar\omega_0\eta A^2}{m^2 - i\Omega} \simeq \kappa - i\delta \delta, \quad (2.14c)$$

$$\kappa = -\frac{8\hbar\omega_0\eta A^2}{\gamma_0}, \quad \delta = \frac{16\hbar^2\omega_0\eta A^2}{\gamma_0^2} \quad (2.14d)$$

Here $F_{fl}$ is the fluctuation back action force, $K(\Omega)$ is the optical rigidity which is associated with both dissipative and dispersive coupling ($K \sim \eta \xi$). Note that this rigidity appears at resonance pump. Recall, in cases of pure dispersive [46] or pure dissipative [41] coupling optical rigidity is possible only in detuned pump.

We expand rigidity (2.14c) into the Taylor series over $i\Omega$ keeping only two first terms (below we assume $\gamma_0 \gg \Omega$ (4.2)). This optical rigidity is unstable. If $\kappa$ is positive then the mechanical viscosity $\delta$ introduced is negative and vice versa. The rigidity $\kappa$ is positive when $\xi \eta < 0$.

When $\kappa$ is positive the probe mass effectively acts as a harmonic oscillator which is affected by the signal $F_s$ and the fluctuation back action force.

### III. EXAMPLES OF REALIZATIONS OF COMBINED COUPLING

For a realization of the combination of dissipative and dispersive couplings we use the Michelson-Sagnac interferometer (MSI) as one of the mirrors in the FP cavity (see Fig. 1). The MSI consists of the 50/50 beam splitter (BS) and three completely reflecting mirrors. This interferometer can be considered as a generalized mirror having amplitude transmittance $T$ and reflectivity $R$ depending on displacements $z_m$ of the mirror $M$ and $y_{BS}$ of BS. So input-output relations have the form (see notation on Fig. 1):

$$A_1 = BT + e^{-ik\sqrt{2}y} AR, \quad (3.1a)$$

$$B_1 = AT - e^{ik\sqrt{2}y} BR, \quad (3.1b)$$

Figure 1: Michelson-Sagnac interferometer as a generalized mirror (GM) of FP cavity. Combined coupling takes place when beam splitter is movable but fixed mirror $M$ ($x_m$ — const).

$$R = \cos k(2z_m + \sqrt{2}y), \quad (3.1c)$$

$$T = \sin k(2z_m + \sqrt{2}y), \quad (3.1d)$$

where $A$ and $B$ are amplitudes coherent monochromatic fields, $k = \frac{2\pi}{\lambda}$ is wave vector.

A detailed analysis of MSI is given in [37–42]. We assume that the waves passing through BS acquire a phase shift equal to $\frac{2\pi}{\lambda} t_m$, and the phases of the waves reflected from BS are determined only by the displacement of the BS itself. We also assume that the spectral frequencies $\Omega$, characterizing the displacements of BS and the moving mirror $M$ are small enough: $\Omega t_m \ll 1$, where $t_m$ is round trip time of light between BS and mirror $M$. This means that the circulating fields change phase almost instantly at small displacements of BS and $M$. Amplitude transmittance $T$ and reflectivity $R$ of the GM depend only on positions $z_m, y$.

Below we can designate displacement as

$$y \Rightarrow y_0 + y, \quad z_m \Rightarrow z_0 + z, \quad (3.2)$$

where $z_0, y_0$ are the mean constants (to be chosen) and $z, y$ are small variables.

Below we consider only a situation of movable beam splitter and the mirror $M$ fixed (that is $z = 0$). Then we can expand $R, T$ (3.1) into a series

$$R \simeq R_0 - T_0 k\sqrt{2} y, \quad (3.3a)$$

$$T \simeq T_0 + R_0 k\sqrt{2} y, \quad (3.3b)$$

$$R_0 = \cos k(2z_0 + \sqrt{2}y_0), \quad T_0 = \sin k(2z_0 + \sqrt{2}y_0),$$

For simplicity we put $y_0 = 0$ below, then only $z_0$ defines $T_0, R_0$.

The MSI is a part of the FP cavity. The field $B_1$ propagates to the end mirror (we consider it is completely reflecting), reflects and comes back to the beam splitter. In the stationary mode of operation fields $B$ and $B_1$ have
we get the following relation for the input-output relations can be written as follows but the test mass was a partially transmitting mirror \( M \) which can be used in a laboratory experiment. Here \( I_0 \) is the input field power. Let us assume that the wave vector \( k \) of the end mirror. Let’s assume that the wave vector \( k \) in equation (3.6) is equal to \( (\omega_r + \gamma)/c \) so that \( I_0 = I_{0\text{max}}/2 \). Now we get the following relation for \( \gamma \)

\[
\gamma = \frac{2}{\tau \sqrt{R}} \simeq \frac{T^2}{T_0} \simeq \frac{T_0}{\tau} \left( 1 + \frac{2\sqrt{2}k_0R_0}{T_0} \right).
\]

Here we account that \( T_0 \ll 1 \).

Let’s compare equations (3.7) and (3.8) with (2.1). We see that coefficients of dispersive \( (\xi) \) and dissipative \( (\eta) \) coupling for the system described above have the following form

\[
\gamma_0 = \frac{T_0^2}{\tau}, \quad \xi = -\frac{1}{\sqrt{2L}}, \quad \eta = \frac{2\sqrt{2}k_0}{T_0}.
\]

In Table I we list parameters of the system described above, which can be used in a laboratory experiment.

Another example of realizing combined coupling is given in [39, 47]. The authors described an optomechanical system similar to the one presented above, but the test mass was a partially transmitting mirror \( M \) and beam splitter was immobile (see Fig. 1). For this case the input-output relations can be written as follows

\[
\mathcal{A}_1 = iBT + A \mathcal{R}_0, \quad \mathcal{B}_1 = iAT + B \mathcal{R}_0, \quad \mathcal{R}_\phi = e^{ikL} r_M \sin 2k\delta l, \quad \mathcal{R}_\eta = e^{ikL} (r_M \cos 2k\delta l - it_M), \quad \mathcal{R}_\xi = e^{ikL} (r_M \cos 2k\delta l + it_M).
\]

| Parameter | Value |
|-----------|-------|
| Medium amplitude transmittance of MSI \( T_0 \) | 0.01 |
| Probe mass \( m \) | 50 g |
| Pump frequency \( \omega_0/2\pi \) | 300 THz |
| Pump power \( I_0 \) | 42 mW |
| Cavity length \( L \) | 1 m |
| Cavity half bandwidth \( \gamma_0 \) | 15000 s\(^{-1}\) |
| Coefficient of the dissipative coupling \( \eta \) | \( 1.78 \times 10^9 \text{ m}^{-1} \) |
| Coefficient of the dispersive coupling \( \xi \) | \(-0.71 \text{ m}^{-1}\) |

Here \( r_M \) and \( t_M \) are the amplitude reflectivity and transmittance of mirror, \( t_+ \) and \( \delta \theta \) are the sum and difference of the lengths of the MSI arms, respectively. We consider that \( \delta \theta = z_0 + z \), where \( z_0 \) is a constant, and \( z \) is a small displacement, \( kz \ll 1 \). Now we can find the coefficients of dispersive \( \xi \) and dissipative \( \eta \) coupling for this optomechanical system by conducting the analysis presented above

\[
\gamma_1 = \frac{r_M^2}{\tau}, \quad \xi_1 = -\frac{T_1 t_M r_M}{L}, \quad \eta_1 = \frac{4k_0}{T_1}.
\]

Here we assume that \( |T_1| = |\sin 2kz_0| \ll 1 \) and find resonant frequency \( \omega_0 \) from \( e^{ik(2L + T_+) + i\phi_0} = 1 \), where \( \phi_0 = \arctan(t_M/r_M) \).

These examples show that we can choose coupling coefficients \( \xi, \eta \) within some bounds.

### IV. DETECTING SIGNAL FORCE

We consider an optomechanical system with a combination of both couplings \( \xi, \eta \) as a signal force detector, assuming that \( \xi, \eta \) can be varied arbitrary. Let’s find the sensitivity of this measurement.

We assume that quadratures of the output field (2.12a), (2.12b) are processed optimally for this purpose. Let’s substitute (2.14) in equations of quadratures (2.12a) and (2.12b):

\[
a_{1a} = \frac{(x_0^2 - x^2)a_0 - P_m x^2 a_0 - i\epsilon \sqrt{2P_m} f_s}{(x_0^2 - x^2) - ix\delta m}, \quad (4.1a)
\]

\[
a_{1b} = \frac{(x_0^2 - x^2)a_0 + Q_m D^2 a_0 - xD\sqrt{2Q_m} f_s}{(x_0^2 - x^2) - ix\delta m}, \quad (4.1b)
\]

\[
P_m = \frac{8\eta^2 A^2}{m_0^2}, \quad Q_m = \frac{32\epsilon^2 A^2}{m_0^2}, \quad (4.1c)
\]

\[
\delta_m = \frac{\delta}{m\gamma_0}, \quad D = \frac{\omega_0}{\gamma_0}. \quad (4.1d)
\]

\[
\Omega_0 = \sqrt{\frac{k}{m}}, \quad f_s = \frac{F_s}{\sqrt{2\hbar m_{1/2}}}, \quad D = \frac{\omega_0}{\gamma_0}. \quad (4.1d)
\]
Here $f_s$ is the signal force normalized to SQL, $\kappa$ and $\delta$ are given by the equations (2.14d), $\Omega_0$ is the resonant frequency which appears due to the optical rigidity (2.14d), $D$ is the quality factor of the optical cavity. Here and below we assume that $\xi \eta = -|\xi \eta|$ and

$$\Omega, \Omega_0 \ll \gamma_0, \text{ or } x, x_0 \ll 1 \quad (4.2)$$

It follows from equations (4.1) that both quadratures are suitable for detecting the signal force. We use the homodyne detection for the measurement of quadratures, allowing to measure a quadrature

$$a_{1\theta} = a_{1\alpha} \cos \theta + a_{1\phi} \sin \theta, \quad (4.3)$$

where $\theta$ is a homodyne angle. Let input field is in coherent state. This means that single-sided power spectral densities (PSD) of quadratures $a_\alpha$ and $a_\phi$ equal $S_{a_\alpha}(\Omega) = S_{a_\phi}(\Omega) = 1$ [14]. Then noise PSD recalculated to $f_s$ can be easily derived from (4.1):

$$S_f = S_{a_1} + S_{c_1}, \quad (4.4a)$$

$$S_{a_1} = \frac{\left(2x_0^2 - x^2 + Q_m D^2 \tan \theta \right)^2}{2x^2 \left(x^2 P_m + D^2 Q_m \tan^2 \theta \right)}, \quad (4.4b)$$

$$S_{c_1} = \frac{\left((x_0^2 - x^2) \tan \theta - P_m x^2 \right)^2}{2x^2 \left(x^2 P_m + D^2 Q_m \tan^2 \theta \right)}. \quad (4.4c)$$

Here SQL sensitivity corresponds to $S_f = 1$. When $\theta = 0$ we measure the amplitude quadrature, and when $\theta = \pi/2$ we measure the phase quadrature.

Let’s fix $x = x_c$ and find $\tan \theta$ at which equation (4.4) takes an extreme value. There are two $\tan \theta$ and they have the following form

$$\tan \theta_1 = \frac{x_0^2 - x_c^2}{Q_m D^2}, \quad \tan \theta_2 = \frac{P_m x_c}{x_0^2 - x_c^2}. \quad (4.5)$$

Choosing these homodyne angles we completely cancel the noise determined by one of the quadratures, namely, $S_{a_1} = 0$ at $\theta = \theta_1$ and $S_{c_1} = 0$ at $\theta = \theta_2$.

Let’s consider a special case $x_c = x_0$. Then $\tan \theta_1 = 0$ and $\tan \theta_2 = \pm \infty$. This means that we measure the quadrature of the amplitude or phase. In these measurements PSDs have the following form

$$S_f(\theta = 0) = \frac{1}{2} \left[ P_m + \frac{\left(\frac{x_0}{x_c^2} - 1 \right)^2}{P_m} \right], \quad (4.6a)$$

$$S_f(\theta = \pi/2) = \frac{1}{2x^2} \left[ Q_m D^2 + \frac{\left(x_0^2 - x^2 \right)^2}{Q_m D^2} \right]. \quad (4.6b)$$

In resonance case $\Omega = \Omega_0$

$$S_f(\Omega_0)|^{\theta=0} = \frac{P_m}{2} = x_0 g, \quad g = \frac{P_m}{Q_m D^2} \quad (4.7a)$$

$$S_f(\Omega_0)|^{\theta=\pi/2} = \frac{D^2 Q_m}{2x_0^2} = \frac{1}{g}. \quad (4.7b)$$

Here we rewrite the PSD using equations (4.1c) and (4.1d), $g$ is a ratio between coefficients of optomechanical couplings.

The relations (4.7) show that at $g \ll 1/\sqrt{x_0}$ we have inequality $S_f(\Omega_0)|^{\theta=0} \ll S_f(\Omega_0)|^{\theta=\pi/2}$ and in order to surpass SQL near the resonant frequency we have to detect amplitude quadrature (i.e., $\theta = 0$). In the opposite case $g \gg 1/\sqrt{x_0}$ we have inverse inequality $S_f(\Omega_0)|^{\theta=0} \gg S_f(\Omega_0)|^{\theta=\pi/2}$ and to surpass SQL one has to detect the phase quadrature (i.e., $\theta = \pi/2$).

Recall, $S_f(\Omega_0)|^{\theta=0}$ and $S_f(\Omega_0)|^{\theta=\pi/2}$ are extremes of
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each function. The maximum (minimum) depends on ratio $g$. However, at $g = 1/x_0$ they became equal to each other (the maximum and the minimum coincide):

$$S_f(\Omega_0) |_{\theta=0} = S_f(\Omega_0) |_{\theta=\pi/2} = x_0, \quad \text{at } g = \frac{1}{x_0} \quad (4.8)$$

Thus, when $g = 1/x_0$ we get the same sensitivity near the resonant frequency for any quadrature detection. Usually $x_0 \ll 1$ (the case of non-resolved sideband), hence, SQL can be surpassed.

The minimum PSD is achieved at the resonant frequency and it is defined by equations (4.7). This minimum PSD is realized inside a narrow bandwidth $\Gamma$:

$$\frac{\Gamma}{\Omega_0} \simeq S_{\min}^f \quad (4.9)$$

Here $\Gamma$ is defined as $S_f(\Omega_0 \pm \Gamma/2) \simeq 2S_{\min}^f$. The relation (4.9) corresponds to the known Cramer-Rao bound [48–50].

In Fig. 2 we depict graphs of amplitude spectral densities $\sqrt{S_f(\Omega)}$ of noise recalculated to $f_1$ by the homodyne detection with different homodyne angles and ratio $g$ and fixed dimensionless frequency $x_0 = 0.05$ and pump power (so $|\xi\eta| = 1$). The main parameters (test mass, optical power) are taken from Table I with varying coupling $\xi$, $\eta$. The plots are given for preliminary chosen fixed homodyne angle. For methodical purpose on upper and bottom graphs we also show the optimal PSD by the optimal frequency-dependent homodyne angle (see in Appendix A).

The upper graphs in Fig. 2 are obtained for $g = 0.1$. Varying homodyne angle one can surpass SQL at frequencies close to mechanical resonance. At mechanical resonance the sensitivity attains the minimum but in narrow bandwidth. SQL can be surpassed when the frequency differs from the resonance one by about 50%, but sensitivity will by slightly drop and the bandwidth will be wider if compared to the case of mechanical resonance.

The middle graphs in Fig. 2 correspond to condition (4.8) $g = 1/x_0 = 20$. SQL can be surpassed within a relatively wider bandwidth (about 50% of center frequency). Variation of homodyne angle practically does not influence on sensitivity.

And the bottom graphs in Fig. 2 describe the case $g = 400 \gg 1/x_0$. Variation of homodyne angle allows surpassing SQL inside the bandwidths close to the mechanical resonance. It is similar to the case shown in upper graphs.

Above we assumed that $\xi$, $\eta$ can be varied arbitrary. But usually these coefficients are constant in certain systems. For example, the Fabry-Perot cavity with the MSI with the movable BS has fixed $\xi$ and $\eta$ (see (3.9)), and the ratio $g = T_\phi \ll 1$.

If only the partially transmitting mirror $M$ is movable in the MSI, then coefficients (3.11) are constant too, and $g = r_M/t_M$. In this case we can get an optomechanical system with a large coefficient $g$ if $r_M \gg t_M$.

V. PONDEROMOTIVE SQUEEZING

We would like to pay attention to the fact that combined optomechanical coupling can also be used to produce a ponderomotive squeezed light. In turn, varying ratio $g$ (4.7a) between dispersive and dissipative coupling provides for a possibility to control output squeezing. The output quadrature (4.3) measured by homodyne detector can be derived from (4.1):

$$a_{1\theta} = \frac{(x_0^2 - x^2) \cos \theta + \frac{2x^2}{g} \sin \theta}{(x_0^2 - x^2) - 2hx_0^2} a_a + \frac{(x_0^2 - x^2) \sin \theta - 2hx_0^2 g \cos \theta}{(x_0^2 - x^2) - 2hx_0^2} a_\phi \quad (5.1a)$$

$$+ \frac{(x_0^2 - x^2) \sin \theta - 2hx_0^2 g \cos \theta}{(x_0^2 - x^2) - 2hx_0^2} a_\phi \quad (5.1b)$$

In the case of the mechanical resonance $\Omega = \Omega_0$ this equation can be written as follows:

$$a_{\theta} |_{x=x_0} = \frac{i}{g x_0} \sin \theta a_a - i x_0 g \cos \theta a_\phi; \quad (5.2)$$

Obviously, in order to measure squeezing for small $g \ll 1/x_0$ one has to choose $\sin \theta = 0$ and to measure amplitude output quadrature. In contrast, to measure squeezing for large $g \gg 1/x_0$ one has to choose $\cos \theta = 0$ and to measure the phase output quadrature (see (A1) in Appendix A):

$$S_a(\Omega_0) = x_0^2 g^2, \quad (\sin \theta = 0) \quad (5.3a)$$

$$S_\phi(\Omega_0) = \frac{1}{g^2 x_0^2}, \quad (\cos \theta = 0), \quad (5.3b)$$

where $S_a$ and $S_\phi$ are single-sided PSD of output amplitude and phase quadratures, respectively, and we assume that condition (4.2) is valid. Such squeezing near the resonant frequency $\Omega_0$ is not observed in the case of dispersion coupling.

In case (4.8) $g = 1/x_0$ the output light is practically coherent and it is required to pay attention to scale on vertical axis of middle plots on Fig. 3.

Specifically, in the case of low frequencies $\Omega \ll \Omega_0$ ($x \ll x_0$) we get frequency-independent squeezing:

$$\Omega \ll \Omega_0, \quad g \ll 1: \quad S_{\theta}^{\text{comb}} \simeq \frac{g^2}{4}, \quad (5.4)$$

here $S_{\theta}^{\text{comb}}$ is a single-sided PSD of the output quadrature (4.3) at optimal homodyne angle in case of combined coupling (see details in Appendix A).

It is similar to what we obtained in the case of the dispersive coupling with a non-resonant pump ($\Delta = \omega_p - \omega_0$ is detuning) [46]:

$$\Omega \ll \Omega_0, \quad \frac{\Delta}{\gamma_0} \ll 1: \quad S_{\theta}^{\text{disper}} \simeq \frac{\Delta^2}{\gamma_0^2}, \quad (5.5)$$

where $S_{\theta}^{\text{disper}}$ are single-sided PSD of output quadrature (4.3) at optimal homodyne angle for dispersive coupling.
We analysed the optomechanical system, featuring combination of dispersive and dissipative coupling, and showed that the main properties of combined coupling deal with the optical rigidity (2.14), which appears as a result of both kinds of coupling. At the same time, this rigidity manifests in systems having combined coupling on the resonant pump, which is not typical for pure dispersive [46] or dissipative [40] coupling types.

For realizing the combination of dissipative and dispersive coupling we used the MSI as an input mirror in the FP cavity (see Fig. 1). We considered two different modes of operation of the MSI with a movable beam splitter and an immobile completely reflecting mirror M and vice versa with a movable partially transmitting mirror M and a fixed beam splitter. The coefficients of the dispersive $\xi$ and dissipative $\eta$ coupling for these schemes were obtained. In further analysis, we assumed that $\xi$ and $\eta$ can be varied arbitrary.

We considered an optomechanical system with a combination of both couplings as a signal force detector. Homodyne detection of an output field can have a sensitivity better than SQL near the resonant frequency $\omega_0$, which is defined by the optical rigidity (2.14d). The analysis shows that it is most effective to measure the amplitude or phase quadrature (the choice of the quadrature depends on the ratio $g$ as compared with $1/x_0$ (4.8)). If $g < 1/x_0$, it is better to measure the amplitude quadrature, and if $g > 1/x_0$ — the phase quadrature. At $g = 1/x_0$ we get the same sensitivity near the resonant frequency for measuring any quadrature. In this case the PSD recalculated to force SQL (4.8) is smaller than unity (i.e. SQL can be surpassed) if $x_0 = \Omega_0/\gamma_0 \ll 1$.

The physical reason is related to the correlation between the measurement noise and the fluctuation back action. This correlation occurs due to the combination of both optomechanical couplings. Indeed, the fluctuation back action force (2.14b) depends on the phase quadrature (dissipative coupling) and on the amplitude quadrature (dispersive coupling) and the measurement noise is determined by the amplitude or phase quadrature (first terms in Eq. 2.12a and 2.12b). Part of the total noise is completely compensated at the resonant frequency (see Eq. 4.1). The remaining noise recalculated to $f_s$ is proportional to $P_m$ or $\sqrt{D^2 Q_m/x_0}$, depending on which quadrature we measure. SQL is surpassed if this noise is small.

We would like to point out that variation of ratio $g$ between dispersive and dissipative coupling and choice of homodyne angle provide possibility to control output ponderomotive squeezing. Varying homodyne angle we can obtain constant squeezing at frequencies much

VI. DISCUSSION AND CONCLUSION

The PSD (5.4, 5.5) are equal to each other when $\frac{2}{x_0} = \frac{\Delta}{\gamma_0}$ and practically do not depend on the frequency.

In general case we can adjust the maximum squeezing at preliminary chosen dimensionless frequency $x_c$ (near $x_0$) by varying homodyne angle $\theta$ at a fixed ratio $g$ (see details of calculations in Appendix A). If compared with dispersive case the main advantage of combined coupling deals with possibility to vary degree of squeezing and its bandwidth choosing $x_c$ (i.e., the homodyne angle).

Shown in Fig. 3 are the plots of single-sided PSD (A2c) obtained for the output light for normalized mechanical frequency $x_0 = 0.05$ when $x_c = 0.5x_0$ or $x_c = 1.5x_0$ and different ratio $g$. For $g = 1/x_0$ (the middle plot in Fig. 3) the output state is practically coherent at $\Omega = \Omega_0$ but out of resonance in case of squeezing. But the farther $g$ is from $1/x_0$, the stronger the squeezing becomes near $x_0$. For small $g \ll 1/x_0$ we get the amplitude quadrature squeezed near the resonance, and for large $g \gg 1/x_0$ the phase quadrature. It is possible to get less strong squeezing but in a wider frequency band at other frequencies. This can be done measuring a quadrature $a_{1\theta}$ other than the amplitude and phase.

![Graph of single-sided PSD of different quadratures](image)

Figure 3: Graphs of single-sided PSD of different quadratures by different parameter $g$ and the fixed resonant frequency $x_0 = 0.05$. The upper graphs are constructed for $g = 0.2 \ll 1/x_0$. The middle graphs are constructed for $g = 1/x_0 = 20$, here we get an almost coherent state of the electromagnetic field (pay attention to scale on vertical axis). And bottom graphs relate to case $g = 2000 \gg 1/x_0$.

The physical reason is related to the correlation between the measurement noise and the fluctuation back action. This correlation occurs due to the combination of both optomechanical couplings. Indeed, the fluctuation back action force (2.14b) depends on the phase quadrature (dissipative coupling) and on the amplitude quadrature (dispersive coupling) and the measurement noise is determined by the amplitude or phase quadrature (first terms in Eq. 2.12a and 2.12b). Part of the total noise is completely compensated at the resonant frequency (see Eq. 4.1). The remaining noise recalculated to $f_s$ is proportional to $P_m$ or $\sqrt{D^2 Q_m/x_0}$, depending on which quadrature we measure. SQL is surpassed if this noise is small.

We would like to point out that variation of ratio $g$ between dispersive and dissipative coupling and choice of homodyne angle provide possibility to control output ponderomotive squeezing. Varying homodyne angle we can obtain constant squeezing at frequencies much
smaller than resonant frequency $\Omega_0$, or large squeezing in finite bandwidth (the larger squeezing, the more narrow bandwidth) near the resonant frequency. The ponderomotive squeezing induced by combined coupling has a wider range of varying squeezing parameters as compared with ponderomotive squeezing caused by dispersive coupling.

The combined coupling looks promising to be used in gravitational wave antennas for creation of frequency dependent squeezing with controllable parameters. The main obstacle is thermal mechanical noise. It is the subject of our future research.
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Appendix A: The analysis of the ponderomotive squeezing.

From (5.1) one can calculate single-sided PSD assuming coherent input light

$$S_\theta = \frac{(x_0^2 - x^2)^2 + 4x_0^4 \left( \frac{\sin^2 \theta}{g^2} + x^4 g^2 \cos^2 \theta \right) + 4x_0^2 (x_0^2 - x^2) \sin \theta \cos \left( \frac{\theta}{g} - x^2 g \right)}{(x_0^2 - x^2)^2 + 4x^2 x_0^4}$$  \hspace{1cm} (A1a)

$$= \frac{W + U \cos 2\theta + V \sin 2\theta}{(x_0^2 - x^2)^2 + 4x^2 x_0^4}$$  \hspace{1cm} (A1c)

$$W = \left(x_0^2 - x^2\right)^2 + \frac{2x_0^4}{g^2} + 2x^4 g^2 \left(x_0^2 - x^2\right)^2,$$  \hspace{1cm} (A1d)

$$U = 2x_0^2 \left[x^4 g^2 \sin \left( \frac{\theta}{g} - x^2 g \right) \right],$$  \hspace{1cm} (A1e)

$$V = 2x_0^2 (x_0^2 - x^2) \left[\frac{1}{g} - x^2 g\right]$$  \hspace{1cm} (A1f)

The minimum of $S_\theta$ at $x = x_c$ takes place at homodyne angle $\theta$ defined as

$$\cos 2\theta = -\frac{U_c}{\sqrt{U_c^2 + V_c^2}} , \quad \sin 2\theta = -\frac{V_c}{\sqrt{U_c^2 + V_c^2}}.$$  \hspace{1cm} (A2a)

$$U_c = U_{|x=x_c}, \quad V_c = V_{|x=x_c}.$$  \hspace{1cm} (A2b)

and it is equal to

$$S^x_{\theta}(x) = \frac{W - U U_c + V V_c}{\left(x_0^2 - x^2\right)^2 + 4x^2 x_0^4}$$  \hspace{1cm} (A2c)

In particular case $x \ll x_0$ we have

$$W \simeq x_0^4 \left(1 + \frac{2}{g^2}\right), \quad U \simeq \frac{2x_0^4}{g^2}, \quad V \simeq \frac{2x_0^4}{g}.$$  \hspace{1cm} (A3a)

$$S^x_{\theta} \ll x_0 \simeq 1 + \frac{2}{g^2} - \frac{2}{g^2} \cos 2\theta + \frac{2}{g} \sin 2\theta \geq$$  \hspace{1cm} (A3b)

$$\geq \sqrt{1 + \frac{g^2}{4} - \frac{2}{g^2}} \cos 2\theta + \frac{2}{g} \sin 2\theta \geq \frac{g^2}{4} - \frac{g^4}{8} + \ldots$$  \hspace{1cm} (A3c)
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