SQUARE ROOT PROBLEM OF KATO FOR THE SUM OF OPERATORS
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Abstract. This paper is concerned with the square root problem of Kato for the "sum" of linear operators in a Hilbert space $H$. Under suitable assumptions, we show that if $A$ and $B$ are respectively $m$-sectorial linear operators satisfying the square root problem of Kato. Then the same conclusion still holds for their "sum". As application, we consider perturbed Schrödinger operators.

1. Introduction

In this paper we deal with the square root problem of Kato for the sum of linear operators in a Hilbert space $H$. Indeed, let $A, B$ be (unbounded) $m$-sectorial operators in a (complex) Hilbert space $H$ and let $\Phi$ and $\Psi$ be the (sectorial) sesquilinear forms associated with $A$ and $B$ respectively by the first representation theorem, see, e.g., [16, Theorem 2.1, p. 322]. We say that $A$ and $B$ verify the square root problem of Kato if the following holds

$$D(A^{1/2}) = D(\Phi) = D(A^{*1/2}) \quad \text{and} \quad D(B^{1/2}) = D(\Psi) = D(B^{*1/2})$$

Our primary goal in this paper is to prove that if (1) holds and under suitable assumptions, then the same conclusion still holds for the algebraic sum $A + B$, that is,

$$D((A + B)^{1/2}) = D(A^{1/2}) \cap D(B^{1/2}) = D((A + B)^{*1/2})$$

As consequence, we shall discuss the particular case of unbounded normal operators defined in a (complex) Hilbert space $H$.
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It is well-known that the algebraic sum $A + B$ of $A$ and $B$ is not always defined (see [7], [8], and [9]). To overcome such a difficulty, we shall also deal with an extension of the algebraic sum called sum form. Recall that more details about the sum form $A \mathbin{∔} B$ of $A$ and $B$, can be found in [16, 5. Supplementary remarks, p. 328-32] or [6]. One then can show that if (1) holds, and under appropriated assumptions; then the same conclusion still holds for the sum form, that is,

\[(3) \quad D((A + B)^{\frac{1}{2}}) = D(A^{\frac{1}{2}}) \cap D(B^{\frac{1}{2}}) = D((A + B)^{\frac{1}{2}})\]

In [22], McIntosh has shown that if $C$ is an invertible $m$-accretive operator in a Hilbert space $\mathbb{H}$ such that its spectrum $\sigma(C)$ is a subset of a region of type $S_{\alpha,\beta} = \{z \in \mathbb{C} : \Re z \geq 0 \text{ and } |\Im mz| \leq \beta(\Re z)^{\alpha}\}$, where $\alpha \in [0, 1)$ and $\beta > 0$. Then $D(C^{\frac{1}{2}}) = D(C^{\frac{1}{2}})$. In section 3, a similar result will be discussed for the sum of invertible $m$-accretive operators.

Historically, the well-known square problem of Kato takes its origin in a remark formulated in [16, Remark 2.29, p. 332-333]. It drew the attention of several mathematicians, especially the pioneer work of McIntosh.

Recall that the first counter-example to the square root problem in the general case of abstract $m$-accretive operators, formulated by Kato, was found by Lions in [19], that is,

\[(4) \quad D(C) = \mathbb{H}^{1}_{0}(0, +\infty) \quad \text{and} \quad Cu = \frac{d}{dt}u, \quad \forall u \in D(C)\]

Clearly, $C$ is $m$-accretive (not $m$-sectorial) and that: $D(C^{\frac{1}{2}}) \neq D(C^{\frac{1}{2}})$.

A few years later, a remarkable counter-example to the square root problem for the general class of abstract $m$-sectorial operators was found by McIntosh. Indeed, in [21], it is shown that there exists an $m$-sectorial operator $A$ such that $D(A^{\frac{1}{2}}) \neq D(A^{\frac{1}{2}})$. Meanwhile, McIntosh and allies kept investigating on the square root problem of Kato for elliptic linear operators, formulated by Kato in [14]. Such a question was modified by McIntosh in [22]. Recently, such a famous and challenging question has been solved by McIntosh and allies. Indeed, they have proven that the domain of the square root of a uniformly complex elliptic operator $A = -\text{div}(B\nabla)$ with bounded measurable coefficients in $\mathbb{R}^{n}$ is the Sobolev space $\mathbb{H}^{1}(\mathbb{R}^{n})$ with...
the estimate: \( \|A^{\frac{1}{2}}u\|_{L^2} \sim \|\nabla u\|_{L^2} \), where \( \sim \) is the equivalence in the sense of norms, see, e.g., [2] and [3] for details.

2. Preliminaries

2.1. Notation and Definitions. Throughout the paper, \( \mathbb{R} \), \( \mathbb{C} \), \( (\mathbb{H}, \langle , \rangle) \), \( B(\mathbb{H}) \) stand for the sets of real, complex numbers, a (complex) Hilbert space endowed with the inner product \( \langle , \rangle \) and the space of bounded linear operators, respectively; \( S_{\alpha,\beta} \) denotes the domain of the complex plan defined by: \( S_{\alpha,\beta} = \{ z \in \mathbb{C} : \Re z \geq 0 \text{ and } |\Im mz| \leq \beta (\Re z)^{\alpha} \} \), where \( \alpha \in [0, 1) \) and \( \beta > 0 \).

For a linear operator \( A \), we denote by \( D(A) \), \( \sigma(A) \) the domain and the spectrum of \( A \). For a given sesquilinear form \( \Phi : D(\phi) \times D(\phi) \subset \mathbb{H} \times \mathbb{H} \mapsto \mathbb{C} \), we denote by \( \Theta(\phi) \), its numerical range defined by: \( \Theta(\phi) = \{ \phi(u, u) : u \in D(\phi) \text{ with } \|u\| = 1 \} \). Similarly, the numerical range of a given linear operator \( A \) is defined by: \( \Theta(A) = \{ \langle Au, u \rangle : u \in D(A) \text{ with } \|u\| = 1 \} \).

Below we list some properties of sectorial sesquilinear forms as well as \( m \)-sectorial operators that we shall use in the sequel.

Definition 2.1. A sesquilinear form \( \Phi : D(\phi) \times D(\phi) \mapsto \mathbb{C} \) is said to be sectorial if \( \Theta(\Phi) \) is a subset of the sector of the form

\[ S_{\alpha,\beta} = \{ \lambda \in \mathbb{C} : |\arg(\lambda - \beta)| \leq \alpha < \frac{\pi}{2} \}, \]

where \( \beta \in \mathbb{R} \).

Remark 2.2. Throughout this paper, we assume that \( \beta = 0 \). In this case

\[ |\Im \Phi(u, u)| \leq \tan \alpha \Re \Phi(u, u), \quad \forall u \in D(\Phi), \tag{5} \]

where \( \Re \Phi = \frac{1}{2}(\Phi + \Phi^*) \) and \( \Im \Phi = \frac{1}{2}(\Phi - \Phi^*) \) with \( \Phi^* \) denotes the conjugate of the sesquilinear \( \Phi \) (see [16]).

Definition 2.3. A linear operator \( A : D(A) \subset \mathbb{H} \mapsto \mathbb{H} \) defined on \( \mathbb{H} \) is said to be \( m \)-accrctive if the following statements hold true
(i) $\Re\langle Au, u \rangle \geq 0$
(ii) $(A + \lambda I)^{-1} \in B(\mathbb{H})$ and $\|(A + I\lambda)^{-1}\| \leq \frac{1}{\Re \lambda}, \Re \lambda > 0$

**Example 2.4.** Let $\Omega$ be a bounded open subset of $\mathbb{R}^n$ and let $A$ be the operator defined by

$$D(A) = H^1_0(\Omega) \cap H^2(\Omega) \quad \text{with} \quad Au = -\Delta u,$$

where $\Delta = \sum_{k=1}^n \frac{\partial^2}{\partial x_k^2}$ denotes the Laplace differential operator. Clearly, $A$ is (self-adjoint) m-accretive in the Hilbert space $L^2(\Omega)$.

**Definition 2.5.** A linear operator $A : D(A) \subset \mathbb{H} \mapsto \mathbb{H}$ defined on $\mathbb{H}$ is said to be quasi-m-accretive if $A + \xi I$ is m-accretive for some scalar $\xi$.

**Definition 2.6.** A linear operator $A : D(A) \subset \mathbb{H} \mapsto \mathbb{H}$ defined on $\mathbb{H}$ is said to be sectorial if $\Theta(A) \subseteq S_{\alpha, \beta}$. The operator $A$ is said to be m-sectorial if $A$ is sectorial and quasi-m-accretive.

Let $\Phi$ be a sectorial form in the Hilbert space $\mathbb{H}$. We denote by $\mathbb{H}_\Phi$, the Pre-Hilbert space $D(\Phi)$, when equipped with the inner product given by

$$\langle u, v \rangle_\Phi = \Re \Phi(u, v) + \langle u, v \rangle, \quad \forall u, v \in D(\Phi) \quad (6)$$

It can be shown that $\mathbb{H}_\Phi$ is a Hilbert space if and only if $\Phi$ is a densely defined closed sectorial form.

We also need the following theorem due to Lions (see [19]).

**Theorem 2.7.** Let $A$ be an m-sectorial operator on $\mathbb{H}$ and let $\Phi$ be the densely defined closed sectorial form associated with $A$. Assume that there exists a Hilbert space $\mathbb{K} \hookrightarrow \mathbb{H}$ such that

(i) $D(\Phi)$ is a closed subspace of $[\mathbb{K}, \mathbb{H}]_2$
(ii) $D(A) \subset \mathbb{K}$ and $D(A^*) \subset \mathbb{K}$

Then

$$D(A^{1/2}) = D(\Phi) = D(A^{*1/2})$$
Below we list some properties of the "sum" of operators which we will need in the sequel.

2.2. **Sum of Operators.** Let $A, B$ be m-sectorial operators on $\mathbb{H}$. Their algebraic sum is defined by

$$D(A + B) = D(A) \cap D(B), \quad (A + B)u = Au + Bu \quad \forall u \in D(A) \cap D(B)$$

It is well-known that the algebraic sum defined above is not always defined. A typical example can be formulated by the following: Set $\mathbb{H} = L^2(\mathbb{R}^3)$ and consider $A, B$, be the m-sectorial operators given by

$$D(A) = \mathbb{H}^2(\mathbb{R}^3), \quad Au = -\Delta u, \quad \forall u \in \mathbb{H}^2(\mathbb{R}^3)$$

and

$$D(B) = \{ u \in L^2(\mathbb{R}^3) : V(x)u \in L^2(\mathbb{R}^3) \}, \quad Bu = Vu, \quad \forall u \in D(B)$$

where $V$ is a complex-valued function satisfying the following assumption

$$\Re V > 0, \quad V \in L^1(\mathbb{R}^3) \quad \text{and} \quad V \notin L^2_{loc}(\mathbb{R}^3) \quad (7)$$

**Proposition 2.8.** Let $A, B$ be the linear operators given above. Assume that the assumption (7) holds. Then $D(A) \cap D(B) = \{0\}$.

**Proof.** Let $u \in D(B) \cap D(B)$ and assume that $u \neq 0$. Since $u \in \mathbb{H}^2(\mathbb{R}^3)$; then $u$ is a continuous function according to the theorem of Sobolev (see [2]). Thus, there are an open subset $\Omega$ of $\mathbb{R}^3$ and $\delta > 0$ such that $|u(x)| > \delta$ for all $x \in \Omega$. Let $\Omega'$ be a compact subset of $\Omega$, equipped with the induced topology by $\Omega$ ($\Omega'$ is also a compact subset of $\mathbb{R}^3$). It follows that,

$$|V|_{\Omega'} = \frac{(|Vu|)_{\Omega'}}{|u|_{\Omega'}} \in L^2(\Omega'), \quad (8)$$

Indeed, $(|Vu|)_{\Omega'} \in L^2(\Omega')$ and $\frac{1}{(|u|)_{\Omega'}} \in L^\infty(\Omega')$. Thus, $V \in L^2(\Omega')$; this is impossible according to the assumption (7)($V \notin L^2_{loc}(\mathbb{R}^3)$). Therefore $u \equiv 0$. \qed
As the previous example shows, the domain of the algebraic sum \(A + B\) of \(A\) and \(B\) must be watched carefully. To overcome such a difficulty, we define an extension of the algebraic sum commonly called sum form, defined with the help of the sum of sesquilinear forms. Indeed, let \(A, B\) be \(m\)-sectorial operators on \(H\) and let \(\Phi\) and \(\Psi\) be the sesquilinear forms associated with \(A\) and \(B\) respectively. It is well-known that \(\Phi\) and \(\Psi\) are respectively densely defined closed sectorial sesquilinear forms. In addition, we have

\[
\Phi(u, v) = \langle Au, v \rangle, \quad \text{for every } u \in D(A) \text{ and } v \in D(\Phi) \supset D(A)
\]

and

\[
\Psi(u, v) = \langle Bu, v \rangle, \quad \text{for every } u \in D(B) \text{ and } v \in D(\Psi) \supset D(B)
\]

Now consider their sum defined by,

\[
D(\Xi) = D(\Phi) \cap D(\Psi) \quad \text{and} \quad \Xi = \Phi + \Psi
\]

Assume that \(\overline{D(\Phi) \cap D(\Psi)} = H\); then \(\Xi\) is a densely defined closed sectorial sesquilinear form (see [16, Theorem 1.31, p. 319]). Using the first representation theorem to the sectorial sesquilinear form \(\Xi\) (see [16, Theorem 2.1, p.322]); it turns out that there exists a unique \(m\)-sectorial operator associated with it; we denote it by \(A \mp B\) and call it as the sum form of \(A\) and \(B\).

Let us notice that the sum form \(A \mp B\) defined in this way is the \(m\)-accretive extension of the closure \(\overline{A + B}\) (if defined) of \(A + B\). Furthermore, \(A + B\) and \(A \mp B\) coincide if this last is a maximal accretive operator. Therefore, the sum form \(A \mp B\) is defined even if \(A + B\) is not.

3. Main Results

**Theorem 3.1.** Let \(A\) and \(B\) be \(m\)-sectorial linear operators on \(H\) such that

\[
D(A) = D(A^*) \quad \text{and} \quad D(B) = D(B^*)
\]

One supposes that \(\overline{D(A) \cap D(B)} = H\) and that the closure \(\overline{A + B}\) of \(A + B\) is a maximal operator. Then we have

\[
D(\overline{A + B}^{\frac{1}{2}}) = D(A^{\frac{1}{2}}) \cap D(B^{\frac{1}{2}}) = D(\overline{(A + B)^{\frac{1}{2}}})
\]
Proof. Let $\Phi$ and $\Psi$ be the densely defined closed sectorial sesquilinear forms associated with $A$ and $B$ respectively. Consider their sum $\Xi = \Phi + \Psi$; since $D(A + B) \subset D(\Phi) \cap D(\Psi)$ and that $D(A) \cap D(B)$ is dense in $H$. It turns out that $\Xi$ is a densely defined closed sectorial sesquilinear form on $H$. Now, $A + B$ is a maximal operator by assumption; it follows that $A + B$ is the operator associated with the sesquilinear form $\Xi$. In the same way, $(A + B)^* \Xi$ is the operator associated with the conjugate $\Xi^*$ of $\Xi$.

Now, $D(A) \cap D(B) = D(A^*) \cap D(B^*)$ with equivalent norms. From the general fact that $A^* + B^* \subset (A + B)^*$. It follows that $D(A + B) \subset D((A + B)^*)$. Thus,

$$D((A + B)^{\frac{1}{2}}) \subset D((A + B)^* \Xi^{\frac{1}{2}})$$

Using [18, Theorem 5.2, p. 238], we obtain that

$$D((A + B)^{\frac{1}{2}}) \subset D(\Xi) \subset D((A + B)^* \Xi^{\frac{1}{2}})$$

Since $A + B$ is m-accretive. Then, substituting $A + B$ by $(A + B)^*$ in (9) yields

$$D((A + B)^{\frac{1}{2}}) \subset D(\Xi^*) \subset D((A + B)^{\frac{1}{2}})$$

Comparing (9) and (10), and using the fact that $D(\Xi) = D(\Xi^*)$. It follows that, $D((A + B)^{\frac{1}{2}}) = D(A^{\frac{1}{2}}) \cap D(B^{\frac{1}{2}}) = D((A + B)^{\frac{1}{2}})$. □

Remark 3.2. Since $A$ and $B$ are respectively m-sectorial; then there $0 \leq \alpha, \alpha' < \frac{\pi}{2}$ such that $\Theta(A) \subset \mathcal{S}_{\alpha,0}$ and $\Theta(B) \subset \mathcal{S}_{\alpha',0}$. Setting $\beta = \tan \alpha$ and $\beta' = \tan \alpha'$; then:

$$|\Im \Xi(u, u)| \leq \max(\beta, \beta') \Re \Xi(u, u), \quad \forall u \in D(\Xi) = D(\Phi) \cap D(\Psi)$$

As consequence, we shall apply theorem 3.1 to the case of unbounded normal operators.

Let $A$ and $B$ be unbounded normal operators on $H$. According to the spectral theory for unbounded normal operator, one can write

$$A = A_1 - iA_2 \quad \text{and} \quad B = B_1 - iB_2,$$
with $A_k$, $B_k$ self-adjoint operators on $\mathbb{H}$ ($k = 1, 2$), see, e.g., [24] pp. 348-355. Now since $D(A) = D(A^*)$ and $D(B) = D(B^*)$, it turns out that

$$A^* = A_1 + iA_2 \quad \text{and} \quad B^* = B_1 + iB_2$$

Also, if one supposes that $A_k$, $B_k$ to be nonnegative self-adjoint operators ($k = 1, 2$). Then $(iA)$ and $(iB)$ are respectively seen as m-accretive operators, see, e.g., [23, Corollary 4.4, p. 15]. Now let us make the following assumptions

(i) $D(A) \cap D(B) = \mathbb{H}$

(ii) $\exists C > 0 : \langle A_2 u, u \rangle \leq C \langle A_1 u, u \rangle, \ \forall u \in D(A_1^{1/2}) \cap D(A_2^{1/2})$

(iii) $\exists C' > 0 : \langle B_2 u, u \rangle \leq C' \langle B_1 u, u \rangle, \ \forall u \in D(B_1^{1/2}) \cap D(B_2^{1/2})$

Here, we set $\Lambda = D(A_1^{1/2}) \cap D(B_1^{1/2})$.

**Corollary 3.3.** Let $A = A_1 - iA_2$ and $B = B_1 - iB_2$ be unbounded normal operators on $\mathbb{H}$ such that $A_k$ and $B_k$ are nonnegative ($k = 1, 2$). Assume that assumptions (i), (ii), and (iii) hold and that $A + B$ is maximal. Then

$$D(A + B_1^{1/2}) = D(A_1^{1/2}) \cap D(\frac{B_1^{1/2}}{2}) = D(\frac{A_1^{1/2}}{2} + \frac{B_1^{1/2}}{2})$$

**Proof.** Let $\Xi$ the sesquilinear form defined by

$$\Xi(u, v) = \langle (A + B)u, v \rangle, \ \forall u \in D(A) \cap D(B), \ v \in \Lambda$$

Consider the Pre-Hilbert space $\mathbb{H}_\Xi = (\Lambda, <, >_\Xi)$, where

$$\langle u, v \rangle_\Xi := \langle u, v \rangle_\mathbb{H} + \Re \Xi(u, v), \ \forall u, v \in \Lambda$$

Since the sum form operator $A_1 + B_1$ is a nonnegative self-adjoint operator. It easily follows that $\mathbb{H}_\Xi$ is a Hilbert space. Thus, the sesquilinear form $\Xi$ is closed. Moreover, $D(\Xi) = \Lambda$ is dense in $\mathbb{H}$ ($D(A) \cap D(B) \subset \Lambda$ and (i) holds). From the assumptions (ii) and (iii), we conclude that $\Xi$ is sectorial. Thus, $\Xi$ is a densely defined closed sectorial sesquilinear form. According to theorem 3.1, we know that $A + B$ is the m-sectorial operator associated with $\Xi$. Since $D(A) = D(A^*)$ and $D(B) = D(B^*)$, we complete the proof, using similar arguments as in the proof of the theorem 3.1. \qed
Let $\Phi$ and $\Psi$ be densely defined closed sectorial sesquilinear forms on $\mathbb{H}$. Assume that $A$ and $B$ are respectively the m-sectorial operators associated with $\Phi$ and $\Psi$ by the first representation theorem (see [16, Theorem 2.1, p. 322]). Setting $\Xi = \Phi + \Psi$, then we have

**Theorem 3.4.** Under previous assumptions. One supposes that $A$, $B$ satisfy (1) and that $D(A^{\frac{1}{2}}) \cap D(B^{\frac{1}{2}}) = \mathbb{H}$. In addition if $D(\Xi)$ is closed in the interpolation space $[\mathbb{H}_{\Xi}, \mathbb{H}]_{\frac{1}{2}}$. Then there exists a unique m-sectorial operator $A + B$ such that

$$D((A + B)^{\frac{1}{2}}) = D(A^{\frac{1}{2}}) \cap D(B^{\frac{1}{2}}) = D((A + B)^{\frac{1}{2}})$$

**Proof.** Since $D(\Xi) = D(A^{\frac{1}{2}}) \cap D(B^{\frac{1}{2}})$ is dense in $\mathbb{H}$. It easily follows that $\Xi$ is a densely defined closed sectorial form. According to Kato’s first representation theorem (see [16, Theorem 2.1, p. 322]): there exists a unique m-sectorial operator $A + B$ associated with $\Xi$ and that $D(A + B) \subset D(\Xi) = \mathbb{H}_{\Xi}$, $D((A + B)^*) \subset D(\Xi) = \mathbb{H}_{\Xi}$. Since $\mathbb{H}_{\Xi} \hookrightarrow \mathbb{H}$ is continuous and that $D(\Xi)$ is closed in $[\mathbb{H}_{\Xi}, \mathbb{H}]_{\frac{1}{2}}$. We complete the proof using the theorem of Lions (theorem 2.7). □

**Theorem 3.5.** Let $\alpha \in [0, 1)$ and let $A$ and $B$ be invertible m-accretive linear operators on $\mathbb{H}$ such that $D(A) \cap D(B) = \mathbb{H}$. One supposes that $\Theta(A) \subseteq S_{\alpha, \beta}$ and $\Theta(B) \subseteq S_{\alpha, \beta'}$, where $\alpha \in [0, \frac{\pi}{2})$ and $\beta, \beta' > 0$. In addition, assume that $A + B$ is m-accretive. Then

(i) $D((A + B)^{\frac{1}{2}}) = D((A + B)^{\frac{1}{2}})$,

(ii) $\Theta(A + B) \subseteq S_{\alpha, 2 \max(\beta, \beta')}$.

**Proof.** By assumption $\Theta(A) \subseteq S_{\alpha, \beta}$ and $\Theta(B) \subseteq S_{\alpha, \beta'}$. Thus, we have

$$| \Im m < Au, u > | \leq \beta [ \Re < Au, u > ]^{\alpha}, \ \forall u \in D(A) \tag{11}$$

$$| \Im m < Bu, u > | \leq \beta' [ \Re < Bu, u > ]^{\alpha}, \ \forall u \in D(B) \tag{12}$$
It turns out that, \( \forall u \in D(A) \cap D(B) \), there exists \( \gamma = \max(\beta, \beta') \) such that,
\[
|\Im m < (A + B)u, u > | \leq \gamma [(\Re < Au, u >)^\alpha + (\Re < Bu, u >)^\alpha]
\]

Now note that the following holds: let \( \mu \in [0, 1] \) and let \( x, y \geq 0 \). Then
\[
x^\mu + y^\mu \leq 2^{1-\mu}(x + y)^\mu \leq 2(x + y)^\mu
\]

Applying "(14)" to (13), and by density, we have: \( \forall u \in D(A + B) \)
\[
|\Im m < A + Bu, u > | \leq 2\gamma [\Re < A + Bu, u >]^\alpha
\]

Since \( A + B \) is m-accretive, we use (15) and [22, Theorem B, p. 257-258] to obtain the sought result, that is:
\[
D((A + B)^{1/2}) = D((A + B)^{*1/2})
\]

From (15), it easily follows that \( \Theta(A + B) \subseteq S_{\alpha, 2\max(\beta, \beta')} \).

In what follows, we consider \( A, B \) be invertible m-accretive operators on \( \mathbb{H} \) satisfying
\[
\Theta(A) \subseteq S_{\alpha, \beta} \quad \text{and} \quad \Theta(B) \subseteq S_{\alpha, \beta'},
\]
where \( \alpha \in [0, 1] \) and \( \beta, \beta' > 0 \). Let \( \Phi \) and \( \Psi \) be the sesquilinear forms associated with \( A \) and \( B \), respectively. From (17), it follows that \( A \) and \( B \) verify (1). Thus, \( \Phi \) and \( \Psi \) can be decomposed as
\[
\Phi(u, v) = \langle A^{1/2}u, A^{1/2}v \rangle, \quad u, v \in D(A^{1/2}) = D(\Phi) = D(A^{*1/2}),
\]
\[
\Psi(u, v) = \langle B^{1/2}u, B^{1/2}v \rangle \quad u, v \in D(B^{1/2}) = D(\Psi) = D(B^{*1/2}).
\]

Now consider their sum, \( \Xi = \Phi + \Psi \). Thus, \( \forall u, v \in D(A^{1/2}) \cap D(B^{1/2}) \),
\[
\Xi(u, v) = \langle A^{1/2}u, A^{1/2}v \rangle + \langle B^{1/2}u, B^{1/2}v \rangle
\]

It is not hard to see that \( \Theta(\Xi) \subset S_{\alpha, \gamma} \), where \( \alpha \in [0, 1] \) is given above and \( \gamma = 2\max(\beta, \beta') > 0 \). Now, let \( A + B \) be the operator associated with \( \Xi \). Thus, we formulate this fact as follows.
Theorem 3.6. Under previous assumptions; assume $D(A^{\frac{1}{2}}) \cap D(B^{\frac{1}{2}}) = \mathbb{H}$ and that the operator $A + B$ defined above is (invertible) m-accretive. Then

$$D((A + B)^{\frac{1}{2}}) = D((A + B)^{\frac{3}{2}})$$

Proof. - Since $A + B$ is an invertible m-accretive operator satisfying $\sigma(A + B) \subset \Theta(A + B) \subset S_{\alpha, \gamma}$, where $\alpha \in [0, 1)$ and $\gamma = 2 \max(\beta, \beta') > 0$. One completes the proof using a result due to McIntosh [22, Theorem B, p. 257-258].

□

4. Applications

This section is concerned with the perturbed Schrödinger operators. Indeed, we shall show that the perturbed operator $S_Z = -Z\Delta + V$ verifies the square root problem of Kato, under suitable assumptions on the complex number $Z$ and the singular complex potential $V$. The operator $S_Z$ will be seen as the algebraic sum of two m-sectorial operators $A_Z$ and $B$ that we will define in the sequel with the help of sesquilinear forms.

Let $\Omega \subset \mathbb{R}^d$ be an open subset and set $\mathbb{H} = L^2(\Omega)$. Let $\Phi_Z$ be the sesquilinear form defined by

$$\Phi_Z(u, v) = \int_{\Omega} Z \nabla u \nabla \overline{v} \, dx, \quad \forall \, u, v \in D(\Phi_Z) = \mathbb{H}^1_0(\Omega),$$

where $Z = \alpha - i\beta$ ($\alpha, \beta \in \mathbb{R}$) is a complex number satisfying

$$\alpha, \beta > 0 \quad \text{and} \quad \beta \leq \alpha$$

Clearly, the assumption (22) implies that $\Phi_Z$ is a sectorial sesquilinear form on $L^2(\Omega)$.

Let $V$ be a measurable complex-valued function and let $\Psi$ be the sesquilinear form given by

$$\Psi(u, v) = \int_{\Omega} V u \overline{v} \, dx, \quad \forall \, u, v \in D(\Psi),$$

where $\frac{1}{2}$
where \(D(\Psi) = \{ u \in L^2(\Omega) \, : \, V|u|^2 \in L^1(\Omega) \}\). Throughout this section we assume that the potential \(V \in L^1_{\text{loc}}(\Omega)\) and that there exists \(\theta \in (0, \frac{\pi}{2})\) such that
\[
|\arg(V(x))| \leq \theta, \quad \text{almost everywhere}
\]  
From (24), it turns out that
\[
|\Im m \Psi(u, u)| \leq \tan \theta \Re e \Psi(u, u), \quad \forall u \in D(\Psi)
\]
In other words, \(\Psi\) is a sectorial sesquilinear form on \(L^2(\Omega)\).

Under the previous assumptions, \(\Phi\) and \(\Psi\) are respectively densely defined closed sectorial forms. The operators associated with both \(\Phi_Z\) and \(\Psi\) are respectively given by

\[
D(A_Z) = \{ u \in H^1_0(\Omega) : Z\Delta u \in L^2(\Omega) \}, \quad A_Z u = -Z\Delta u, \quad \forall u \in D(A_Z)
\]
\[
D(B) = \{ u \in L^2(\Omega) : Vu \in L^2(\Omega) \}, \quad B u = Vu, \quad \forall u \in D(B)
\]
It is not hard to see that \(A_Z\) and \(B\) are respectively unbounded normal operators on \(L^2(\Omega)\) and that they can be expressed as: \(A_Z = A^1_Z - iA^2_Z\), where \(A^1_Z = -\alpha \Delta\) and \(A^2_Z = -\beta \Delta\) are nonnegative self-adjoint operators, and \(B = B^1_V - iB^2_V\), where \(B^1_V, B^2_V\) are nonnegative self-adjoint operators.

Assume that \(\Omega = \mathbb{R}^d\). It will be seen that \(\overline{D(A_Z) \cap D(B)} = L^2(\mathbb{R}^d)\). Consider the sum \(\Xi_Z = \Phi_Z + \Psi\). Clearly, \(\Xi_Z\) is a densely defined closed sectorial form. Since \(-Z\Delta + V\) is m-sectorial (see [4]). It follows that \(-Z\Delta + V\) is the operator associated with \(\Xi_Z\). In fact, Brézis and Kato computed it in [4]. It is defined by
\[
D(-Z\Delta + V) = \{ u \in H^1(\mathbb{R}^d) : V|u|^2 \in L^1(\mathbb{R}^d) \text{ and } -Z\Delta u + Vu \in L^2(\mathbb{R}^d) \}\]
\[
-Z\Delta + V u = -Z\Delta u + V u, \quad \forall u \in D(-Z\Delta + V)
\]
Let us notice that \(D(A_Z) = H^2(\mathbb{R}^d)\) and \(D(B) = \{ u \in L^2(\mathbb{R}^d) \, : \, Vu \in L^2(\mathbb{R}^d) \}\), and their intersection is dense in \(L^2(\mathbb{R}^d)\). Therefore applying Corollary 3.3 to \(A_Z\) and \(B\). It easily follows that
\[
D((-Z\Delta + V)^\frac{1}{2}) = H^1(\mathbb{R}^d) \cap D(B^\frac{1}{2}) = D((-Z\Delta + V)^{\frac{1}{2}})
\]
In particular where $d = 1$. Then we obtain that

\[(27) \quad D((\sqrt{-Z\Delta + V})^{1/2}) = H^1(\mathbb{R}) = D((\sqrt{-Z\Delta + V})^{*1/2})\]

REFERENCES

1. R.A. Adams : *Sobolev spaces*, Pure and Applied. Math, Vol. 65., New York academic press(1975).
2. P. Auscher and P. Tchamitchian, *Square root problem for divergence operators and related topics*, SMF, Astérisque 249 (1998).
3. P. Auscher, S. Hofmann, M. Lacey, A. McIntosh, P. Tchamitchian, *The solution of the Kato square root problem for elliptic operators on $\mathbb{R}^n$*. Ann. Math. 156 (2002), pp. 633-654.
4. H. Brézis, T. Kato, *Remarks on the Schrödinger operator with singular complex potentials*, J. Math. Pures et Appl. 58 (1979), 137-151.
5. G. Da Prato, P. Grisvard, *Équations d’évolution abstraites non linéaires de type parabolique*, C. R. Acad. Sci. Paris, Sér. A 283 (1983), 709-711.
6. T. Diagana, *Sommes d’opérateurs et conjecture de Kato-McIntosh*, C. R. Acad. Sci. Paris, t. 330, Sér. I, p. 461-464 (2000).
7. T. Diagana, Quelques remarques sur l’opérateur de Schrödinger avec un potentiel complexe singulier particulier, Bull, Belg. Math. Soc. 9 (2002), 293-298.
8. T. Diagana, Schrödinger operators with a singular potential, Int. J. Math-Math. Sci. Vol. 29, No. 6, (2002), pp. 371-373.
9. T. Diagana, A generalization related to Schrödinger operators with a singular potential, Int. J. Math-Math. Sci. Vol. 29, No. 10, (2002), pp. 609-611.
10. T. Diagana, Variational Sum and Kato’s Conjecture, J. Convex Anal., Vol. 9 (2002), No. 1, 291-294.
11. W. Faris, *Quadratic forms and essential selfadjointness*, Helv. Phys. Acta 45, 1074-1088.
12. W-M. Greenlee, *On fractional powers of operators in Hilbert space*, Acta. Sci. Math.36(1974), 55-61.
13. P. Grisvard, *Caractérisation de quelques espaces d’interpolation*, Ark. Rational Mech. Anal. 25(1967), p. 40-63.
14. T. Kato, *Fractional powers of dissipative operators I*, J. Math. Soc. Japan. 13(1961), p. 246-274.
15. T. Kato, *Fractional powers of dissipative operators II*, J. Math. Soc. Japan. 14(1962), 242-248.
16. T. Kato, *Perturbation theory of linear operators*. Springer Verlag, New-York (1966).
17. M. Lapidus, *Formule de Trotter et calcul opérationnel de Feynman*, Thèse de Doctorat d’État, Université Paris VI (1986).
18. J.-L. Lions, *Espaces intermédiaires entre espaces Hilbertiens et applications*, Bull. Math. Phys. R. P. Roumanie (N.S) **50**(1958), 419-432.

19. J.-L. Lions, *Espaces d’interpolation et domaines de puissances fractionnaires d’opérateurs*, J. Math. Soc. Japan. **14**(1962), p. 233-241.

20. A. McIntosh, *Representation of bilinear forms in Hilbert space by linear operators*, Trans. Amer. Math. Soc. **131**(1968), 365-377.

21. A. McIntosh, *On the comparability of \(D(A^{1/2})\) and \(D(A^{1/2})\)*, Proc. Amer. Math. Soc. **32**, 430-434.

22. A. McIntosh, *On representing closed accretive sesquilinear forms as \(\langle A^{1/2}u, A^{1/2}v \rangle\)*, Collège de France Seminar, Vol. III (H. Brézis and J.-L. Lions, eds), Research Notes in Mathematics, no. 70, Pitman, 1982, pp. 252-267.

23. A. Pazy, *Semigroups of linear operators and applications to partial differential equations*, Springer-Verlag, New York, 1983.

24. W. Rudin, *Functional Analysis*, Tata McGraw-Hill, Nw Delhi, 1974.

25. H. Triebel, *Interpolation theory, Function Spaces, Differential Operators*, North-Holland, New-York, Oxford (1978).

26. A. Yagi, *Coincidence entre des espaces d’interpolation et des domaines de puissances fractionnaires d’opérateurs*, C. R. Acad. Sci. Paris, Sér. I, Math. **229**(1984), no. 6, 173-176.

Department of Mathematics, Howard University, 2441 6th Street N.W. Washington D.C. 20059, USA

E-mail address: tdiagana@howard.edu