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Abstract

Let $X$ be a locally compact Polish space. A random measure on $X$ is a probability measure on the space of all (nonnegative) Radon measures on $X$. Denote by $\mathcal{K}(X)$ the cone of all Radon measures $\eta$ on $X$ which are of the form $\eta = \sum_i s_i \delta_{x_i}$, where, for each $i$, $s_i > 0$ and $\delta_{x_i}$ is the Dirac measure at $x_i \in X$. A random discrete measure on $X$ is a probability measure on $\mathcal{K}(X)$. The main result of the paper states a necessary and sufficient condition (conditional upon a mild a priori bound) when a random measure $\mu$ is also a random discrete measure. This condition is formulated solely in terms of moments of the random measure $\mu$. Classical examples of random discrete measures are completely random measures and additive subordinators, however, the main result holds independently of any independence property.

1 Introduction

Let $X$ be a locally compact Polish space, and let $\mathcal{B}(X)$ denote the associated Borel $\sigma$-algebra. For example, $X$ can be the Euclidean space $\mathbb{R}^d$, $d \in \mathbb{N}$. Let $\mathcal{M}(X)$ denote the space of all (nonnegative) Radon measures on $(X, \mathcal{B}(X))$. The space $\mathcal{M}(X)$ is equipped with the vague topology. Let $\mathcal{B}(\mathcal{M}(X))$ denote the Borel $\sigma$-algebra on $\mathcal{M}(X)$. 
Let us define the cone of (nonnegative) discrete Radon measures on $X$ by

$$K(X) := \left\{ \eta = \sum_i s_i \delta_{x_i} \in \mathcal{M}(X) \middle| s_i > 0, x_i \in X \right\}.$$  

Here $\delta_{x_i}$ denotes the Dirac measure with mass at $x_i$. In the above representation, the atoms $x_i$ are assumed to be distinct, i.e., $x_i \neq x_j$ for $i \neq j$, and their total number is at most countable. By convention, the cone $K(X)$ contains the null mass $\eta = 0$, which is represented by the sum over an empty set of indices $i$. For $\eta = \sum_i s_i \delta_{x_i} \in K(X)$ we denote $\tau(\eta) := \{x_i\}$, the set of atoms. As shown in [9], $K(X) \in \mathcal{B}(\mathcal{M}(X))$.

A random measure on $X$ is a measurable mapping $\xi : \Omega \to \mathcal{M}(X)$, where $(\Omega, \mathcal{F}, P)$ is a probability space, see e.g. [6,7,10]. A random measure which takes values in $K(X)$ with probability one will be called a random discrete measure. We will give results which characterize when a random measure is a random discrete measure in terms of its moments.

These results can also be seen as a generalization of the classical characterization of completely random measure by Kingman [7, 12]. A random measure $\xi$ is called completely random if, for any mutually disjoint sets $A_1, \ldots, A_n \in \mathcal{B}(X)$, the random variables $\xi(A_1), \ldots, \xi(A_n)$ are independent. Kingman’s theorem states that every completely random measure $\xi$ can be represented as $\xi = \xi_d + \xi_f + \xi_r$. Here $\xi_d, \xi_f, \xi_r$ are independent completely random measures such that: $\xi_d$ is a deterministic measure on $X$ without atoms; $\xi_f$ is a random measure with fixed (non-random) atoms, that is there exists a deterministic countable collection of points $\{x_i\}$ in $X$ and non-negative independent random numbers $\{a_i\}$ with $\xi_f = \sum_i a_i \delta_{x_i}$; finally the most essential part $\xi_r$ is an extended marked Poisson processes which has no fixed atoms, in particular with probability one $\xi_r$ is of the form $\sum_j b_j \delta_{y_j}$, where $\{b_j\}$ are non-negative random numbers and $\{y_j\}$ are random points in $X$.

Thus, by Kingman’s result a completely random measure is a random discrete measure up to a non-random component. If one drops the assumption that the random field is completely random, one cannot expect anymore to concretely characterize the distribution of $\xi$. Thus, a natural generalization is to ask when a random measure is a random discrete measure. One may be tempted to replace the assumption of complete randomness by a property of a sufficiently strong decay of correlation. However, the result of this paper shows that such an assumption cannot be sufficient.

Note that, in most interesting examples of completely random measures, the set of atoms is almost surely dense in $X$. A study of countable dense random subsets of $X$ leads to “situations in which probabilistic statements about such sets can be uninformative” [11], see also [2]. It is the presence of the weights $s_i$ in the definition of a random discrete measure that makes a real difference.

An important characteristic of a random measure $\xi$ has finite moments of all orders if, for each $n \in \mathbb{N}$ and all
bounded subsets $A \in \mathcal{B}(X)$, \[ \mathbb{E}[\xi(A)^n] < \infty. \]

Then, the $n$-th moment measure of $\xi$ is the unique symmetric measure $M^{(n)} \in \mathbb{M}(X^n)$ defined by the following relation

$$
\forall A_1, \ldots, A_n \in \mathcal{B}(X) : 
M^{(n)}(A_1 \times \ldots \times A_n) := \mathbb{E}[\xi(A_1) \ldots \eta(A_n)].
$$

We also set $M^{(0)} := \int_{\mathbb{M}(X)} d\mu(\eta) = 1$. The $(M^{(n)})_{n=0}^{\infty}$ is called the moment sequence of the random measure $\mu$.

The main result of this paper is a solution of the following problem: Assume that $\xi$ is a random measure on $X$ whose moment sequence $(M^{(n)})_{n=0}^{\infty}$ is known and satisfies a mild a priori bound. Give a necessary and sufficient condition, in terms of the moments $(M^{(n)})_{n=0}^{\infty}$, for $\xi$ to be a random discrete measure, i.e., for the distribution of the random measure $\xi$ to be concentrated on $\mathbb{K}(X)$.

As a consequence of our main result we also obtain a solution of the (infinite dimensional) moment problem on $\mathbb{K}(X)$. Since we will only use the distribution of a random measure on $\mathbb{M}(X)$, in what follows, under a random measure we will always understand a probability measure on $\mathbb{M}(X)$, and under a random discrete measure a probability measure concentrated on the subset $\mathbb{K}(X)$.

Hence as a corollary of our main result, we give a necessary and sufficient condition for a sequence of Radon measures, $(M^{(n)})_{n=0}^{\infty}$, to be the moment sequence of a random discrete measure cf. Section 4 for details. (This result is also conditional upon an a priori bound satisfied by $(M^{(n)})_{n=0}^{\infty}$.) The result is very different in spirit and technique to known results about the localisation of measures on cones. As far as we know, all known techniques require the cone under consideration to be closed, cf. [17], but $\mathbb{K}(X)$ is dense in $\mathbb{M}(X)$, cf. the proof of separability in Proposition A2.5.III in [6].

In order to describe the main result more precisely we have to introduce some further notation. Let $i_1, \ldots, i_k \in \mathbb{N}$ with $i_1 + \cdots + i_k = n$. Denote by $M_{i_1, \ldots, i_k}$ the restriction of $M^{(n)}$ to the following subset of $X^n$

\[
\left\{ \left( x_{i_1}, \ldots, x_{i_1}, x_2, \ldots, x_k, \ldots, x_k \right) \in X^n \mid x_i \neq x_j \text{ for } i \neq j \right\}.
\]

Denote by $X^{(k)}_0$ the collection of points $(x_1, \ldots, x_k) \in X^k$ whose coordinates are all different. We consider $M_{i_1, \ldots, i_k}$ as a measure on $X^{(k)}_0$, cf. Section 2 for details.

It is clear that a result of the type we wish to derive can only hold under an appropriate estimate on the growth of the measures $M^{(n)}$. Below we will assume that the following conditions are satisfied, see also Remark 5:

(C1) For each $\Lambda \in \mathcal{B}_c(X)$, there exists a constant $C_\Lambda > 0$ such that

\[
M^{(n)}(\Lambda^n) \leq C_\Lambda n!, \quad n \in \mathbb{N}.
\]
Here $\mathcal{B}_c(X)$ denotes the collection of all sets from $\mathcal{B}(X)$ which have compact closure.

(C2) For each $\Lambda \in \mathcal{B}_c(X)$, there exists a constant $C'_\Lambda > 0$ such that

$$M^{(n)}(\Lambda_0^{(n)}) \leq (C'_\Lambda)^nn!, \quad \forall n \in \mathbb{N} \quad (2)$$

and for any sequence $\{\Lambda_k\}_{k=1}^\infty \in \mathcal{B}_c(X)$ such that $\Lambda_k \downarrow \emptyset$, we have $C'_{\Lambda_k} \to 0$ as $k \to \infty$.

We fix a sequence $(\Lambda_l)_{l=1}^\infty$ of compact subsets of $X$ such that $\Lambda_1 \subset \Lambda_2 \subset \Lambda_3 \subset \cdots$ and $\bigcup_{l=1}^\infty \Lambda_l = X$. For example, in the case $X = \mathbb{R}^d$, one may choose $\Lambda_l = [-l,l]^d$.

**Theorem 1.** Let $\mu$ be a random measure on $X$, i.e., a probability measure on $(\mathcal{M}(X), \mathcal{B}(\mathcal{M}(X)))$. Assume that $\mu$ has finite moments, and let $(M^{(n)})_{n=0}^\infty$ be its moment sequence. Further assume that conditions (C1) and (C2) are satisfied. Then $\mu$ is a random discrete measure, i.e., $\mu(K(X)) = 1$, if and only if the moment sequence $(M^{(n)})_{n=0}^\infty$ satisfies the following conditions:

(i) For any $n \in \mathbb{N}$, $\Delta \in \mathcal{B}_c(X_0^{(n)})$, and $i = (i_1, \ldots, i_n) \in \mathbb{Z}_+^n$, let

$$\xi^\Delta_i = \xi^\Delta_{i_1, \ldots, i_n} := \frac{1}{n!} M_{i_1+1, \ldots, i_n+1}(\Delta). \quad (3)$$

cf. for more details (30). Here $\mathbb{Z}_+ := \mathbb{N} \cup \{0\}$.

Then the sequence $(\xi^\Delta_i)_{i \in \mathbb{Z}_+^n}$ is positive definite, i.e., for $N \in \mathbb{N}$ and any finite sequence of complex numbers indexed by elements of $\mathbb{Z}_+^n$, $(z_i)_{i \in \mathbb{Z}_+^n, |i| \leq N}$, we have

$$\sum_{i_1, \ldots, i_n=1}^N \xi^\Delta_{i_1+1, \ldots, i_n+1} \prod_{k=1}^n z_{i_k} z_{j_k} \geq 0.$$ 

Here $|i| := \max\{i_1, \ldots, i_n\}$.

(ii) For each $\Delta \in \mathcal{B}_c(X_0^{(n)})$ of the form $\Delta = (\Lambda_l)_0^{(n)}$ with $l \in \mathbb{N}$, set

$$r^\Delta_i := \xi^\Delta_{i_0, 0, \ldots, 0}, \quad i \in \mathbb{Z}_+.$$ 

Then, for any finite sequence of complex numbers, $(z_n)_{n=0}^N$, we have

$$\sum_{i,j=0}^N r^\Delta_{i+j+1} z_i z_j \geq 0,$$ 

where 

Here $\mathcal{B}_c(X)$ denotes the collection of all sets from $\mathcal{B}(X)$ which have compact closure.
and furthermore

$$\sum_{k=1}^{\infty} (D_{k-1}^\Delta D_k^\Delta)^{-1/2} \det \begin{bmatrix} r_0^\Delta & r_1^\Delta & \cdots & r_k^\Delta \\ r_1^\Delta & r_2^\Delta & \cdots & r_{k+1}^\Delta \\ \vdots & \vdots & \ddots & \vdots \\ r_k^\Delta & r_{k+1}^\Delta & \cdots & r_{2k-1}^\Delta \end{bmatrix} = \infty,$$

(6)

where

$$D_k := \det \begin{bmatrix} r_0^\Delta & r_1^\Delta & \cdots & r_k^\Delta \\ r_1^\Delta & r_2^\Delta & \cdots & r_{k+1}^\Delta \\ \vdots & \vdots & \ddots & \vdots \\ r_k^\Delta & r_{k+1}^\Delta & \cdots & r_{2k}^\Delta \end{bmatrix}, \quad k \in \mathbb{Z}_+.$$

Let us now briefly describe the strategy we follow in this paper. Denote $$\mathbb{R}_+ := (0, \infty)$$. We introduce a logarithmic metric on $$\mathbb{R}_+$$: for $$a, b \in \mathbb{R}_+$$, $$\text{dist}(a, b) := |\ln \left( \frac{a}{b} \right)|$$. Then $$\mathbb{R}_+$$ becomes a locally compact Polish space. Thus, $$Y := X \times \mathbb{R}_+$$ is also a locally compact Polish space. We consider the configuration space $$\Gamma(Y)$$, i.e., the space of all locally finite subsets of $$Y$$. This space is also equipped with the vague topology. A point process in $$Y$$ is a probability measure on $$(\Gamma(Y), \mathcal{B}(\Gamma(Y)))$$. A point process is (uniquely) characterized by its correlation measure (also called Janossy measures), see e.g. [6].

Let $$\mu$$ be a random discrete measure on $$X$$. It is often convenient to interpret $$\mu$$ as a point process in $$Y$$. More precisely, take any discrete Radon measure $$\eta = \sum_i s_i \delta_{x_i} \in \mathbb{K}(X)$$ and set

$$\mathcal{E}\eta := \sum_i \delta_{(x_i, s_i)}.$$

As easily seen $$\mathcal{E}\eta \in \Gamma(Y)$$. Furthermore, it can be shown that the mapping $$\mathcal{E} : \mathbb{K}(X) \to \Gamma(Y)$$ is measurable, see [9]. (Note, however, that the range of the mapping $$\mathcal{E}$$ is not the whole space $$\Gamma(Y)$$, see the definition in equation (11) below.) We denote $$\nu := \mathcal{E}(\mu)$$, i.e., the pushforward of $$\mu$$ under $$\mathcal{E}$$. Thus, $$\nu$$ is a point process in $$Y$$. Hence, one can study the random discrete measure $$\mu$$ through the point process $$\nu$$.

Our strategy to solve the main problem is to first construct the point process $$\nu$$ associated to the searched random discrete measure $$\mu$$. An important step along the way here is to solve the following problem, which is of independent interest in itself: How can one recover the correlation measure of the associated point process $$\nu$$ from the moment sequence $$(M^{(n)})_{n=0}^\infty$$ of a random discrete measure $$\mu$$? A solution to this problem is given in Section 2. Our approach is significantly influenced by the paper of Rota and Wallstrom [16], which combines ideas of (stochastic) integration and combinatorics. Additionally, to find the correlation measure of $$\nu$$ concretely, one has to solve a sequence of finite-dimensional moment problems. A solution to the main
As a consequence of our results, we also obtain a solution of the moment problem on \( K(X) \), the configuration space over \( X \), i.e., we give a solution of the moment problem for point processes in \( X \).

Beside completely random measures or additive subordinators in the case \( X = \mathbb{R}_+ \) (in particular, Lévy processes which are subordinators), we would like to mention the gamma measure, the spatial version of the gamma process, see e.g. [8, 18, 20] for interesting properties. The gamma measure is the completely random discrete measure \( \mu \) on \( X = \mathbb{R}^d \) for which \( E(\mu) = \nu \) is the Poisson point process in \( \mathbb{R}^d \times \mathbb{R}_+ \) with intensity measure \( dxs^{-1}e^{-s}ds \). Note that Gibbs perturbations of the gamma measure have been studied in [9]. These are also random discrete measures which have a.s. a dense set of atoms.

## 2 Recovering the correlation measure of \( \nu \)

A partition of a nonempty set \( Z \) is any finite collection \( \pi = \{A_1, \ldots, A_k\} \), where \( A_1, \ldots, A_k \) are mutually disjoint subsets of \( Z \) such that \( Z = \bigcup_{i=1}^k A_i \). The sets \( A_1, \ldots, A_k \) are called blocks of the partition \( \pi \).

For each \( n \in \mathbb{N} \), denote by \( \Pi(n) \) the set of all partitions of the set \( \{1, 2, \ldots, n\} \). For each partition \( \pi = \{A_1, \ldots, A_k\} \in \Pi(n) \), we denote by \( X^{(n)}\pi \) the subset of \( X^n \) which consists of all \( (x_1, \ldots, x_n) \in X^n \) such that, for any \( 1 \leq i < j \leq n \), \( x_i = x_j \) if and only if \( i \) and \( j \) belong to the same block of the partition \( \pi \), say \( A_l \). For example, for the so-called zero partition \( \hat{0} = \{\{1\}, \{2\}, \ldots, \{n\}\} \), the set \( X^{(n)}\hat{0} \) consists of all points \( (x_1, \ldots, x_n) \in X^n \) whose coordinates are all different. For the so-called one partition \( \hat{1} = \{\{1, 2, \ldots, n\}\} \), the set \( X^{(n)}\hat{1} \) consists of all points \( (x_1, \ldots, x_n) \in X^n \) such that \( x_1 = x_2 = \cdots = x_n \). Clearly, the collection of sets \( X^{(n)}\pi \) with \( \pi \) running over \( \Pi(n) \) forms a partition of \( X^n \).

Let \( m^{(n)} \) be any nonnegative Radon measure on \( X^n \), i.e., \( m^{(n)} \in \mathcal{M}(X^n) \). For each partition \( \pi \in \Pi(n) \), we denote by \( m^{(n)}\pi \) the restriction of the measure \( m^{(n)} \) to the set \( X^{(n)}\pi \). Note that we may also consider \( m^{(n)}\pi \) as a measure on \( X^n \) by setting

\[
m^{(n)}\pi(X^n \setminus X^{(n)}\pi) := 0.
\]

Then we get

\[
m^{(n)} = \sum_{\pi \in \Pi(n)} m^{(n)}\pi.
\]

Let us fix a partition \( \pi = \{A_1, A_2, \ldots, A_k\} \in \Pi(n) \). Here and below, we will always assume that the blocks of the partition are enumerated so that

\[
\min A_1 < \min A_2 < \cdots < \min A_k.
\]
We denote by $|\pi|$ the number of blocks in the partition $\pi$. We construct a measurable, bijective mapping, for $k = |\pi|,$

$$B_\pi : X^{(n)}_\pi \to X^{(k)}_0$$

as follows. For any $(x_1, \ldots, x_n) \in X^{(n)}_\pi$, we set

$$B_\pi(x_1, \ldots, x_n) = (y_1, \ldots, y_k),$$

where, for $i = 1, 2, \ldots, k$, $y_i = x_j$ for a $j \in A_i$ (recall that $x_j = x_{j'}$ for all $j, j' \in A_i$). Note that, if $\pi = \emptyset$, then $B_\pi$ is just the identity mapping. We denote by $B_\pi(m^{(n)}_\pi)$ the pushforward of the measure $m^{(n)}_\pi$ under $B_\pi$.

Let us now additionally assume that the initial measure $m^{(n)}$ is symmetric, i.e., the measure $m^{(n)}$ remains invariant under the natural action of permutations $\sigma \in \mathfrak{S}_n$ on $X^n$. (Here $\mathfrak{S}_n$ denotes the symmetric group of degree $n$.) For a partition $\pi$ as in the above paragraph, we set, for each $l = 1, 2, \ldots, k$, $i_l := |A_l|$, the number of elements of the block $A_l$. Note that $i_1 + i_2 + \cdots + i_k = n$. Since $m^{(n)}$ is symmetric, it is clear that the measure $B_\pi(m^{(n)}_\pi)$ is completely identified by the numbers $i_1, \ldots, i_k$. That is, if $\pi' = \{A'_1, \ldots, A'_k\}$ is another partition from $\Pi(n)$ with $|A'_l| = i_l$, $l = 1, \ldots, k$, then $B_\pi(m^{(n)}_\pi) = B_{\pi'}(m^{(n)}_{\pi'})$. Hence, we will denote

$$m_{i_1, \ldots, i_k} := B_\pi(m^{(n)}_\pi),$$

and we may assume, without loss of generality, that in formula (7) the partition $\pi = \{A_1, \ldots, A_k\}$ is given by

$$A_1 = \{1, \ldots, i_1\}, \ A_2 = \{i_1 + 1, \ldots, i_1 + i_2\}, \ A_3 = \{i_1 + i_2 + 1, \ldots, i_1 + i_2 + i_3\}, \ldots \ (8)$$

Note that, since $m^{(n)}$ is a Radon measure on $X^n$, each measure $m_{i_1, \ldots, i_k}$ is a Radon measure on $X^{(k)}_0$, i.e., for each $\Delta \in \mathcal{B}_c(X^{(k)}_0)$, we have $m_{i_1, \ldots, i_k}(\Delta) < \infty$. Here $\mathcal{B}_c(X^{(k)}_0)$ denotes the collection of all sets $\Delta \in \mathcal{B}(X^{(k)}_0)$ which have a compact closure in $X^k$, and $\mathcal{B}(X^{(k)}_0)$ is the trace $\sigma$-algebra of $\mathcal{B}(X^k)$ on $X^{(k)}_0$. Thus, a given sequence of symmetric Radon measures $m^{(n)}$ on $X^n$, $n \in \mathbb{N}$, uniquely identifies a sequence of Radon measures $m_{i_1, \ldots, i_k}$ on $X^{(k)}_0$, where $i_1, \ldots, i_k \in \mathbb{N}$, $k \in \mathbb{N}$. Note that this sequence is symmetric in the entries $i_1, \ldots, i_k$, i.e., for any permutation $\sigma \in \mathfrak{S}_k$

$$dm_{i_1, \ldots, i_k}(x_1, \ldots, x_k) = dm_{i_{\sigma(1)}, \ldots, i_{\sigma(k)}}(x_{\sigma(1)}, \ldots, x_{\sigma(k)}).$$

As easily seen the inverse implication is also true, i.e., any sequence of Radon measures $m_{i_1, \ldots, i_k}$ on $X^{(k)}_0$, with $i_1, \ldots, i_k \in \mathbb{N}$ and $k \in \mathbb{N}$ which is symmetric in the entries $i_1, \ldots, i_k$ uniquely identifies a sequence of symmetric Radon measures $m^{(n)}$ on $X^n$, $n \in \mathbb{N}$. 
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Let now $\mu$ be a random discrete measure on $X$ which has finite moments, and let $(M^{(n)})_{n=0}^{\infty}$ be its moment sequence. Clearly, each $M^{(n)}$ is a symmetric measure on $X^n$. Below we will deal with the measures $M_{i_1,\ldots,i_k}$ derived from the the moment sequence $(M^{(n)})_{n=0}^{\infty}$.

For each $n \in \mathbb{N}$, we denote by $C_0(X^n)$ the space of all continuous functions on $X^n$ with compact support equipped with the natural topology of uniform convergence on compact sets from $X^n$. Clearly, for each $f^{(n)} \in C_0(X^n)$, the function

$$\mathbb{M}(X) \ni \eta \mapsto \langle \eta^{\otimes n}, f^{(n)} \rangle := \int_{X^n} f^{(n)}(x_1, \ldots, x_n) \, d\eta(x_1) \cdots d\eta(x_n)$$

is measurable. By the dominated convergence theorem it also holds that

$$\int_{X^n} f^{(n)}(x_1, \ldots, x_n) dM^{(n)}(x_1, \ldots, x_n) := \int_{\mathbb{M}(X)} \langle \eta^{\otimes n}, f^{(n)} \rangle \, d\mu(\eta). \quad (9)$$

Consider the locally compact Polish space $Y = X \times \mathbb{R}_+$ (see Introduction), and consider the configuration space $\Gamma(Y)$. Recall that

$$\Gamma(Y) := \{ \gamma \in Y \mid |\gamma \cap \Lambda| < \infty \text{ for each compact } \Lambda \subset Y \}.$$ 

Here, $|\gamma \cap \Lambda|$ denotes the number of points in the set $\gamma \cap \Lambda$. One usually identifies a configuration $\gamma = \{y_i\} \in \Gamma(Y)$ with a Radon measure $\gamma = \sum_i \delta_{y_i}$. Thus, we get the inclusions $\Gamma(Y) \subset \mathbb{M}(Y)$ and we denote by $\mathcal{B}(\Gamma(Y))$ the trace $\sigma$-algebra of $\mathcal{B}(\mathbb{M}(Y))$ on $\Gamma(Y)$.

Denote by $\Gamma_p(Y)$ the set of so-called Pinpointing configurations in $Y$. By definition, $\Gamma_p(Y)$ consists of all configurations $\gamma \in \Gamma(Y)$ such that if $(x_1, s_1), (x_2, s_2) \in \gamma$ and $(x_1, s_1) \neq (x_2, s_2)$, then $x_1 \neq x_2$. Thus, a configuration $\gamma \in \Gamma_p(Y)$ cannot contain two points $(x, s_1)$ and $(x, s_2)$ with $s_1 \neq s_2$. For each $\gamma \in \Gamma_p(Y)$ and $\Lambda \in \mathcal{B}_c(X)$, we define a local mass by

$$\mathfrak{M}_\Lambda(\gamma) := \int_Y \chi_\Lambda(x) s \, d\gamma(x, s) = \sum_{(x,s) \in \gamma} \chi_\Lambda(x) s \in [0, \infty]. \quad (10)$$

Here $\chi_\Lambda$ denotes the indicator function of the set $\Lambda$. The set of Pinpointing configurations with finite local mass is then defined by

$$\Gamma_{pf}(Y) := \{ \gamma \in \Gamma_p(Y) \mid \mathfrak{M}_\Lambda(\gamma) < \infty \text{ for each compact } \Lambda \subset X \}.$$ 

(11)

As easily seen, $\Gamma_{pf}(Y) \in \mathcal{B}(\Gamma(Y))$ and we denote by $\mathcal{B}(\Gamma_{pf}(Y))$ the trace $\sigma$-algebra of $\mathcal{B}(\Gamma(Y))$ on $\Gamma_{pf}(Y)$.

We construct a bijective mapping $\mathcal{E} : \mathbb{K}(X) \to \Gamma_{pf}(Y)$ by setting, for each $\eta = \sum_i s_i \delta_{x_i} \in \mathbb{K}(X)$, $\mathcal{E}\eta := \{(x_i, s_i)\}$. By [9, Theorem 6.2], we have

$$\mathcal{B}(\Gamma_{pf}(Y)) = \{ \mathcal{E}A \mid A \in \mathcal{B}(\mathbb{K}(X)) \}.$$
Thus \( \nu \) trace \( \sigma \) \( \mathcal{Y} \) urations (subsets) in \( 0 \).

Note that \( \Gamma \) Hence, both \( E \) and its inverse \( E^{-1} \) are measurable mappings.

We denote by \( \nu := \mathcal{E}(\mu) \) the pushforward of the measure \( \mu \) under the mapping \( \mathcal{E} \). Thus \( \nu \) is a probability measure on \( \Gamma_0(Y) \), in particular, it is a point process in \( Y \).

Let \( \Gamma_0(Y) \) denote the space of all finite configurations in \( Y \):

\[
\Gamma_0(Y) := \{ \gamma \subset Y \mid |\gamma| < \infty \}.
\]

Note that \( \Gamma_0(Y) = \bigcup_{n=0}^{\infty} \Gamma^{(n)}(Y) \), where \( \Gamma^{(n)}(Y) \) is the space of all \( n \)-point configurations (subsets) in \( Y \). Clearly, \( \Gamma_0(Y) \subset \Gamma(Y) \), and we denote by \( \mathcal{B}(\Gamma_0(Y)) \) the trace \( \sigma \)-algebra of \( \mathcal{B}(\Gamma(Y)) \) on \( \Gamma_0(Y) \). The \( \sigma \)-algebra \( \mathcal{B}(\Gamma_0(Y)) \) admits the following description: for each \( n \in \mathbb{N}, \Gamma^{(n)}(Y) \in \mathcal{B}(\Gamma_0(Y)) \) and the restriction of \( \mathcal{B}(\Gamma_0(Y)) \) to \( \Gamma^{(n)}(Y) \) coincides (up to a natural isomorphism) with the collection of all symmetric (i.e., invariant under the action of \( \sigma \in \mathcal{S}_n \) Borel-measurable subsets of \( Y^{(n)}_0 \)).

The correlation measure of the point process \( \nu \) is defined as the \( (\text{unique}) \) measure \( \rho \) on \( (\Gamma_0(Y), \mathcal{B}(\Gamma_0(Y))) \) which satisfies

\[
\int_{\Gamma_0(Y)} \sum_{\lambda \in \gamma} G(\lambda) \, d\nu(\gamma) = \int_{\Gamma_0(Y)} G(\lambda) \, d\rho(\lambda)
\]

for each measurable function \( G : \Gamma_0(Y) \to [0, \infty] \). In formula (12), the summation \( \sum_{\lambda \in \gamma} \) is over all finite subsets \( \lambda \) of \( \gamma \).

For each \( n \in \mathbb{N} \), we denote by \( \rho^{(n)} \) the restriction of the measure \( \rho \) to \( \Gamma^{(n)}(Y) \). By (12), the measure \( \rho^{(n)} \) can be identified with the symmetric measure on \( Y^{(n)}_0 \) which satisfies

\[
\int_{\Gamma(Y)} \sum_{\{x_1, s_1, \ldots, x_n, s_n\} \subset \gamma} f^{(n)}(x_1, s_1, \ldots, x_n, s_n) \, d\nu(\gamma)
\]

\[
= \int_{Y^{(n)}_0} f^{(n)}(x_1, s_1, \ldots, x_n, s_n) \, d\rho^{(n)}(x_1, s_1, \ldots, x_n, s_n)
\]

for each symmetric measurable function \( f^{(n)} : Y^{(n)}_0 \to [0, \infty] \). Since \( \nu(\Gamma_p(Y)) = 1 \), the measure \( \rho^{(n)} \) is concentrated on the smaller set

\[
\mathcal{Y}_n := \{(x_1, s_1, \ldots, x_n, s_n) \in Y^n \mid (x_1, \ldots, x_n) \in X^{(n)}_0\}.
\]

The following theorem gives a three-step way of recovering the correlation measure \( \rho \) of the point process \( \nu = \mathcal{E}(\mu) \) directly from the moment sequence \( (M^{(n)})_{n=0}^{\infty} \).

**Theorem 2.** Let \( \mu \) be a random discrete measure on \( X \) which has finite moments. Let \( (M^{(n)})_{n=0}^{\infty} \) be the moment sequence of \( \mu \), and assume that condition (C1) is satisfied.
Lemma 4. For each \( n \in \mathbb{N} \) and \( \Delta \in \mathcal{B}_{c}(X_{0}^{(n)}) \), there exists a unique finite measure \( \xi_{\Delta}^{(n)} \) on \((\mathbb{R}_{+})^{n}\) which solves the moment problem
\[
\int_{(\mathbb{R}_{+})^{n}} s_{1}^{i_{1}} \cdots s_{n}^{i_{n}} \, d\xi_{\Delta}^{(n)}(s_{1}, \ldots, s_{n}) = \frac{1}{n!} M_{i_{1}+1, \ldots, i_{n}+1}(\Delta), \quad (i_{1}, \ldots, i_{n}) \in \mathbb{Z}_{+}^{n}. \tag{15}
\]

(ii) For each \( n \in \mathbb{N} \), there exists a unique measure \( \xi^{(n)} \) on \( \mathcal{V}_{n} \) which satisfies
\[
\xi_{\Delta}^{(n)}(A) = \int_{\mathcal{V}_{n}} \chi_{\Delta}(x_{1}, \ldots, x_{n}) \chi_{A}(s_{1}, \ldots, s_{n}) \, d\xi^{(n)}(x_{1}, s_{1}, \ldots, x_{n}, s_{n}), \tag{16}
\]
for all \( \Delta \in \mathcal{B}_{c}(X_{0}^{(n)}) \) and \( A \in \mathcal{B}((\mathbb{R}_{+})^{n}) \).

(iii) For each \( n \in \mathbb{N} \), let \( \rho^{(n)} \) be the measure on \( \mathcal{V}_{n} \) given by
\[
d\rho^{(n)}(x_{1}, s_{1}, \ldots, x_{n}, s_{n}) := (s_{1} \cdots s_{n})^{-1} \, d\xi^{(n)}(x_{1}, s_{1}, \ldots, x_{n}, s_{n}). \tag{17}
\]
Then \( \rho^{(n)} \) is the restriction of the correlation measure \( \rho \) of the point process \( \nu = \mathcal{E}(\mu) \) to \( \Gamma^{(n)}(X) \).

Remark 3. Note that, by the definition of a correlation measure, one always has \( \rho(\emptyset) = 1 \). Note also that \( \rho^{(n)} \) is related to \( (M^{(n)})_{n=0}^{\infty} \) via a moment problem, because, as shown in the proof, the following relation holds, for any measurable function \( g^{(n)} : \mathcal{V}_{n} \to [0, \infty] \),
\[
\int_{\mathcal{V}_{n}} g^{(n)}(x_{1}, \ldots, x_{n}) s_{1}^{i_{1}} \cdots s_{n}^{i_{n}} \, d\rho^{(n)}(x_{1}, s_{1}, \ldots, x_{n}, s_{n}) = \frac{1}{n!} \int_{X_{0}^{(n)}} g^{(n)}(x_{1}, \ldots, x_{n}) \, dM_{i_{1}+1, \ldots, i_{n}+1}(x_{1}, \ldots, x_{n}). \tag{18}
\]

Proof of Theorem 2. We start the proof with derivation of the following bound.

Lemma 4. Assume that, for each \( n \in \mathbb{N} \), \( m^{(n)} \) is a symmetric measure on \( X^{n} \). Assume that, for each \( \Lambda \in \mathcal{B}_{c}(X) \), there exists a constant \( C_{\Lambda} > 0 \) such that \( m^{(n)}(\Lambda^{n}) \leq C_{\Lambda}^{n} n! \) for all \( n \in \mathbb{N} \). Then, for any \( i_{1}, \ldots, i_{n} \in \mathbb{N} \), \( n \in \mathbb{N} \), and \( \Lambda \in \mathcal{B}_{c}(X) \),
\[
\frac{1}{n!} m_{i_{1}, \ldots, i_{n}}(\Lambda_{0}^{(n)}) \leq i_{1}! \cdots i_{n}! C_{\Lambda}^{i_{1}+\cdots+i_{n}}.
\]

Proof. Fix any \( i_{1}, \ldots, i_{n} \in \mathbb{N} \) and \( \Lambda \in \mathcal{B}_{c}(X) \). Abbreviate \( I := i_{1} + \cdots + i_{n} \). Let \( \pi = \{A_{1}, \ldots, A_{n}\} \in \Pi(I) \) be as in (8). By the construction of the measure \( m_{i_{1}, \ldots, i_{n}} \), we get
\[
m_{i_{1}, \ldots, i_{n}}(\Lambda_{0}^{(n)})
\]
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\[
\int_{X^{(I)}} \chi_{\Lambda_n}(x_1, x_{i_1+1}, \ldots, x_{i_n+1}) \, dm^{(I)}(x_1, \ldots, x_I) \\
= \int_{X^{(I)}} \chi_{\Lambda \cap \chi^{(I)}}(x_1, \ldots, x_I) \, dm^{(I)}(x_1, \ldots, x_I) \\
= \int_{X^{(I)}} \chi_{\Lambda^{(I)}} \, dm^{(I)} \\
= \int_{X^{(I)}} \mathrm{Sym}_I \chi_{\Lambda^{(I)}} \, dm^{(I)}.
\] (19)

Here, for a function \( f^{(k)} : X^k \to \mathbb{R} \), \( \mathrm{Sym}_k f^{(k)} \) denotes its symmetrization:

\[
\left( \mathrm{Sym}_k f^{(k)} \right)(x_1, \ldots, x_k) := \sum_{\sigma \in \mathfrak{S}_k} \frac{1}{k!} f(x_{\sigma(1)}, \ldots, x_{\sigma(k)}).
\]

Let \( \psi \in \Pi(I) \) be a partition having exactly \( n \) blocks:

\[
\psi = \{B_1, \ldots, B_n\}.
\]

Set \( j_l := |B_l|, \ l = 1, \ldots, n \). Denote by \( \Psi_{i_1, \ldots, i_n} \) the set of all such partitions \( \psi \) which satisfy

\[
(i_1, \ldots, i_n) = (j_{\sigma(1)}, \ldots, j_{\sigma(n)})
\]

for some permutation \( \sigma \in \mathfrak{S}_n \). An easy combinatoric argument shows that the number \( N_{i_1, \ldots, i_n} \) of all partitions in \( \Psi_{i_1, \ldots, i_n} \) is equal to

\[
N_{i_1, \ldots, i_n} = \frac{I!}{i_1! \cdots i_n! r_1! r_2! r_3! \cdots}.
\] (20)

Here for \( l = 1, 2, 3, \ldots, r_l \) denotes the number of coordinates in the vector \((i_1, i_2, \ldots, i_n)\) which are equal \( l \). In particular,

\[
r_1 + r_2 + r_3 + \cdots = n,
\]

which implies

\[
r_1! r_2! r_3! \cdots \leq n!.
\]

Therefore,

\[
N_{i_1, \ldots, i_n} \geq \frac{I!}{i_1! \cdots i_n! n!}.
\] (21)

For each \( \psi \in \Psi_{i_1, \ldots, i_n} \),

\[
\mathrm{Sym}_I \chi_{\Lambda^{(I)}_\psi} = \mathrm{Sym}_I \chi_{\Lambda^{(I)}_\psi}.
\]

Hence, by (19) and (21),

\[
\frac{1}{n!} m_{i_1, \ldots, i_n}(\Lambda_0^{(n)})
\]
To prove statements (i)–(iii) of the theorem, let us first carry out some considerations. Note that, for each $n \in \mathbb{N}$ and each measurable function $f(n) : X^n \to [0, \infty]$, the functional

$$K(X) \ni \eta \mapsto \langle \eta^\otimes n, f(n) \rangle \in [0, \infty]$$

is measurable and

$$\int_{K(X)} \langle \eta^\otimes n, f(n) \rangle d\mu(\eta) = \int_{X^n} f(n) dM^n. \quad (22)$$

As easily seen, equality (13) can be extended to the class of all measurable (not necessarily symmetric) functions $f(n) : Y_n \to [0, \infty]$ as follows:

$$\int_{Y_n} f(n)(x_1, s_1, \ldots, x_n, s_n) d\nu(\gamma_n) = \int_{Y_n} f(n)(x_1, s_1, \ldots, x_n, s_n) d\rho(n)(x_1, s_1, \ldots, x_n, s_n). \quad (23)$$

If we extend the function $f(n)$ by zero to the whole space $Y^n$, we can rewrite (23) in the equivalent form:

$$\int_{Y_n} f(n)(x_1, s_1, \ldots, x_n, s_n) d\rho(n)(x_1, s_1, \ldots, x_n, s_n). \quad (24)$$

In particular, for any measurable function $g(n) : X^n \to [0, \infty]$ which vanishes outside $X_0^n$ and any $i_1, \ldots, i_n \in \mathbb{N}$, we get

$$\int_{Y_n} \sum_{(x_1, s_1), \ldots, (x_n, s_n) \in \gamma} g(n)(x_1, \ldots, x_n) s_1^{i_1} \cdots s_n^{i_n} d\nu(\gamma)$$
For each function $f : X_{0}^{(i_{1} + \cdots + i_{n})} \to \mathbb{R}$ one can define a function $X_{0}^{(n)} \to \mathbb{R}$ via $f \circ \mathcal{E}$. Now we will describe the opposite procedure. For simplicity of notation, we will write $X_{i_{1}, \ldots, i_{n}}$ for $X_{0}^{(i_{1} + \cdots + i_{n})}$. For each function $g^{(n)} : X^{n} \to [0, \infty)$ which vanishes outside $X_{0}^{(n)}$, we define a measurable function $\mathcal{I}_{i_{1}, \ldots, i_{n}} : X_{i_{1}, \ldots, i_{n}} \to \{0, 1\}$ by setting

$$\mathcal{I}_{i_{1}, \ldots, i_{n}}(x_{1}, \ldots, x_{n}) = \chi_{X_{i_{1}, \ldots, i_{n}}^{(n)}}(x_{1}, \ldots, x_{n}), \quad (x_{1}, \ldots, x_{n}) \in X^{n}.$$  

Thus, $\mathcal{I}_{i_{1}, \ldots, i_{n}}(x_{1}, \ldots, x_{n})$ is equal to 1 if $x_{1} = x_{2} = \cdots = x_{n}$, and is equal to zero otherwise. For $i_{1}, \ldots, i_{n} \in \mathbb{N}$, we define a function $\mathcal{I}_{i_{1}, \ldots, i_{n}} : X_{i_{1}, \ldots, i_{n}}^{(n)} \to \{0, 1\}$ by setting

$$\mathcal{I}_{i_{1}, \ldots, i_{n}}(x_{1}, \ldots, x_{n}) := \mathcal{I}_{i_{1}}(x_{1}, \ldots, x_{i_{1}+\cdots+i_{n}}) \mathcal{I}_{i_{2}}(x_{i_{2}+1}, \ldots, x_{i_{1}+i_{2}+\cdots+i_{n}}) \cdots \mathcal{I}_{i_{n}}(x_{i_{1}+\cdots+i_{n}+1}, \ldots, x_{i_{1}+\cdots+i_{n}}).$$

By (25), (27), and the definition of the measure $\nu$, we get

$$\int_{X^{n}} g^{(n)}(x_{1}, \ldots, x_{n}) s_{1}^{i_{1}} \cdots s_{n}^{i_{n}} d\rho^{(n)}(x_{1}, s_{1}, \ldots, x_{n}, s_{n}).$$

For a measurable function $g^{(n)} : X^{n} \to [0, \infty)$ which vanishes outside $X_{0}^{(n)}$, we define a measurable function $\mathcal{R}_{i_{1}, \ldots, i_{n}} g^{(n)} : X_{i_{1}, \ldots, i_{n}}^{(n)} \to [0, \infty]$ by

$$(\mathcal{R}_{i_{1}, \ldots, i_{n}} g^{(n)})(x_{1}, \ldots, x_{i_{1}+\cdots+i_{n}}) := g^{(n)}(x_{1}, x_{i_{1}+1}, x_{i_{1}+i_{2}+1}, \ldots, x_{i_{1}+\cdots+i_{n}+1}) \mathcal{I}_{i_{1}, \ldots, i_{n}}(x_{1}, \ldots, x_{i_{1}+\cdots+i_{n}}).$$

Note that the function $\mathcal{R}_{i_{1}, \ldots, i_{n}} g^{(n)}$ vanishes outside the set $X_{\pi}^{(i_{1} + \cdots + i_{n})}$, where $\pi = \{A_{1}, \ldots, A_{n}\}$ with the sets $A_{1}, \ldots, A_{n}$ being as in (8). For each $\eta \in \mathbb{K}(X)$,

$$\langle \eta^{\otimes (i_{1} + \cdots + i_{n})}, \mathcal{R}_{i_{1}, \ldots, i_{n}} g^{(n)} \rangle = \sum_{x_{1}, \ldots, x_{i_{1}+\cdots+i_{n}} \in \tau(\eta)} (\mathcal{R}_{i_{1}, \ldots, i_{n}} g^{(n)})(x_{1}, \ldots, x_{i_{1}+\cdots+i_{n}}) s_{1} \cdots s_{i_{1}+\cdots+i_{n}}$$

$$= \sum_{x_{1}, \ldots, x_{n} \in \tau(\eta)} g^{(n)}(x_{1}, \ldots, x_{n}) s_{1}^{i_{1}} \cdots s_{n}^{i_{n}}.$$  

By (25), (27), and the definition of the measure $\nu$, we get

$$\frac{1}{n!} \int_{\mathbb{K}(X)} \langle \eta^{\otimes (i_{1} + \cdots + i_{n})}, \mathcal{R}_{i_{1}, \ldots, i_{n}} g^{(n)} \rangle d\mu(\eta)$$

$$= \int_{X^{n}} g^{(n)}(x_{1}, \ldots, x_{n}) s_{1}^{i_{1}} \cdots s_{n}^{i_{n}} d\rho^{(n)}(x_{1}, s_{1}, \ldots, x_{n}, s_{n}).$$

Hence, by (22),

$$\int_{X^{n}} g^{(n)}(x_{1}, \ldots, x_{n}) s_{1}^{i_{1}} \cdots s_{n}^{i_{n}} d\rho^{(n)}(x_{1}, s_{1}, \ldots, x_{n}, s_{n}).$$

$$= \frac{1}{n!} \int_{X_{i_{1}+\cdots+i_{n}}^{(n)} \mathcal{R}_{i_{1}, \ldots, i_{n}} g^{(n)} dM^{(i_{1} + \cdots + i_{n})}.$$
Then, equality (18) can be rewritten as follows:

\[ d\xi^{(n)}(x_1, s_1, \ldots, x_n, s_n) := s_1 \cdots s_n \, d\rho^{(n)}(x_1, s_1, \ldots, x_n, s_n). \]  

(28)

Then, equality (18) can be rewritten as follows:

\[
\int_{\mathcal{Y}_n} g^{(n)}(x_1, \ldots, x_n) s_1^{i_1} \cdots s_n^{i_n} \, d\xi^{(n)}(x_1, s_1, \ldots, x_n, s_n) = \frac{1}{n!} \int_{\Delta} g^{(n)}(x_1, \ldots, x_n) \, dM_{i_1+1, \ldots, i_n+1}(x_1, \ldots, x_n), \quad (i_1, \ldots, i_n) \in \mathbb{Z}_+^n. 
\]  

(29)

For any \( \Delta \in \mathcal{B}_c(X_0^{(n)}) \), let \( \xi^{(n)}_{\Delta} \) be the finite measure on \((\mathbb{R}_+)^n\) which satisfies (16). Denote

\[
\xi_{i_1}^{\Delta} = \xi_{i_1, \ldots, i_n}^{\Delta} := \frac{1}{n!} M_{i_1+1, \ldots, i_n+1}(\Delta), \quad i = (i_1, \ldots, i_n) \in \mathbb{Z}_+^n. 
\]  

(30)

Then, by (29) and (30),

\[
\xi_i^{\Delta} = \int_{(\mathbb{R}_+)^n} s_1^{i_1} \cdots s_n^{i_n} \, d\xi^{(n)}_{\Delta}(s_1, \ldots, s_n), \quad i = (i_1, \ldots, i_n) \in \mathbb{Z}_+^n. 
\]  

(31)

Thus, \( (\xi_i^{\Delta})_{i \in \mathbb{Z}_+^n} \) is the moment sequence of the finite measure \( \xi^{(n)}_{\Delta} \).

Choose any \( \Lambda \in \mathcal{B}_c(X) \) such that \( \Delta \subset \Lambda_0^{(n)} \). By formulas (1), (30) and Lemma 4,

\[
\xi_{i_1, \ldots, i_n}^{\Delta} \leq \frac{1}{n!} M_{i_1+1, \ldots, i_n+1}(\Lambda_0^{(n)}) \\
\leq (i_1 + 1)! \cdots (i_n + 1)! C_\Lambda^{i_1+\cdots+i_n+n} \\
\leq (i_1 + + \cdots + i_n + n)! C_\Lambda^{i_1+\cdots+i_n+n}, \quad (i_1, \ldots, i_n) \in \mathbb{Z}_+^n. 
\]  

(32)

We are now ready to finish the proof of the theorem. Since \( (\xi_i^{\Delta})_{i \in \mathbb{Z}_+^n} \) is the moment sequence of the finite measure \( \xi^{(n)}_{\Delta} \) on \((\mathbb{R}_+)^n\), and since this moment sequence satisfies estimate (32), we conclude from e.g. [4, Chapter 5, Subsec. 2.1, Examples 2.1, 2.2] that the moment sequence \( (\xi_i^{\Delta})_{i \in \mathbb{Z}_+^n} \) uniquely identifies the measure \( \xi^{(n)}_{\Delta} \). Hence, statement (i) holds. Next, equality (16) evidently holds by (29). Note also that the values of the measure \( \xi^{(n)} \) on the sets of the form

\[
\{(x_1, s_1, \ldots, x_n, s_n) \in \mathcal{Y}_n \mid (x_1, \ldots, x_n) \in \Delta, (s_1, \ldots, s_n) \in A\}
\]

where \( \Delta \in \mathcal{B}_c(X_0^{(n)}) \) and \( A \in \mathcal{B}((\mathbb{R}_+)^n) \), completely identify the measure \( \xi^{(n)} \) on \( \mathcal{Y}_n \). Thus, statement (ii) holds. Finally, statement (iii) trivially follows from (28).
3 A characterization of random discrete measure in terms of moments

In this section, we assume that $\mu$ is a random measure on $X$ which has finite moments. Let $(M^{(n)})_{n=0}^{\infty}$ be its moment sequence. We assume additionally to the condition (C1) that the condition (C2) is satisfied.

Remark 5. Assumption (C2) is usually satisfied by a measure $\mu$ being concentrated on the cone $\mathcal{K}(X)$. In the latter case, by the proof of Theorem 2, we have

$$M^{(n)}(\Lambda) = M^{(n)}(\Lambda_0) = \sum_{\pi \in \Pi(n)} M^{(n)}(\Lambda_0^{(n)})$$

so that estimate (2) becomes

$$\int_{\mathcal{V}_n \cap (\Lambda \times \mathbb{R}_+)^n} s_1 \cdots s_n \, d\rho^{(n)}(x_1, s_1, \ldots, x_n, s_n) \leq (C'_{\Lambda})^n.$$ 

For example, in the case of the gamma measure (see Introduction), we have

$$\int_{\mathcal{V}_n \cap (\Lambda \times \mathbb{R}_+)^n} s_1 \cdots s_n \, d\rho^{(n)}(x_1, s_1, \ldots, x_n, s_n) = \frac{1}{n!} \left( \int_{\Lambda} dx \right)^n,$$

so condition (C2) is trivially satisfied.

Note also that one should not expect that the constant $C_{\Lambda}$ in estimate (1) becomes small as set $\Lambda$ shrinks to an empty set. This, for example, is not even true in the case of the gamma measure. Indeed,

$$M^{(n)}(\Lambda) = \sum_{\pi \in \Pi(n)} M^{(n)}(\Lambda_\pi^{(n)})$$

where $N_{i_1, \ldots, i_k}$ is defined in (20). For each $n$, this decays at most like $\int_{\Lambda} dx$ and hence $C_{\Lambda}$ cannot decrease to zero.

Recall that before Theorem 1 we fixed a sequence $(\Lambda_i)_{i=1}^{\infty}$ of compact subsets of $X$ such that $\Lambda_1 \subset \Lambda_2 \subset \Lambda_3 \subset \cdots$ and $\bigcup_{i=1}^{\infty} \Lambda_i = X$.

Proof of Theorem 1. Assume that $\mu(\mathcal{K}(X)) = 1$ and let us show that conditions (i) and (ii) are satisfied. Let $\Delta \in \mathcal{B}_c(X_0^{(n)})$. It follows from the proof of Theorem 2 (see in particular formula (31)) that the sequence $(\xi_{\Delta}^{(n)})_{n \in \mathbb{N}^+}$ is the moment sequence of the finite measure $\xi_{\Delta}^{(n)}$. Hence, condition (i) is indeed satisfied (see e.g. [4, Chapter 5, Subsec. 2.1]).
Next, let ∆ ∈ \( \mathcal{B}(X_0^{(n)}) \) be of the form ∆ = (Λ_0)^{(n)}. Clearly, \((r_\Delta^i)^{\infty}_{i=0}\) is the moment sequence of the first coordinate projection of the measure ξ_∆^{(n)}, which we denote by \( P_1\xi_\Delta^{(n)} \). The measure \( P_1\xi_\Delta^{(n)} \) is concentrated on \([0, \infty)\), hence (5) follows (see e.g. [1, Chapter 2, Subsec. 6.5]). By (C1), (16), (29), Lemma 4 and as ∆ = (Λ_0)^{(n)}

\[
\begin{align*}
  r_\Delta^i &= \int_{(\mathbb{R}_+)^n} s_1^i d\xi_\Delta^{(n)}(s_1, \ldots, s_n) \\
  &= \int_{\mathbb{R}_+} \chi_\Delta(x_1, \ldots, x_n) s_1^i d\xi_\Delta^{(n)}(x_1, s_1, \ldots, x_n, s_n) \\
  &= \frac{1}{n!} \int_{\mathbb{R}_+} \chi_\Delta(x_1, \ldots, x_n) dM_{i+1,1,\ldots,1}(x_1, \ldots, x_n) \\
  &= \frac{1}{n!} M_{i+1,1,\ldots,1}(\Lambda_0^{(n)}) \\
  &\leq (i + 1)! C_{\Lambda}^{n+i}, \quad i \in \mathbb{Z}_+.
\end{align*}
\]  

(33)

Hence, by the Carleman criterion (see e.g. [1]), the measure \( P_1\xi_\Delta^{(n)} \) is the unique measure on \( \mathbb{R} \) which has moments \((r_\Delta^i)^{\infty}_{i=0}\). Therefore, by [1, formula (4) in Chapter I, Sect.1; Chapter II, Subsec. 4.1; Theorem 2.5.3], the bound (6) follows from the fact that the measure \( P_1\xi_\Delta^{(n)} \) has no atom at point 0. Thus, condition (ii) is satisfied.

**Remark 6.** Note that, in this part of the proof, we have not used condition (C2).

Let us now prove the inverse statement. So, we assume that \((M_\theta^{(n)})^{\infty}_{n=0}\) is the moment sequence of a probability measure \( \mu \) on \((\mathcal{M}(X), \mathcal{B}(\mathcal{M}(X)))\). We assume that conditions (i), (ii) are satisfied, and we have to prove that \( \mu(\mathbb{K}(X)) = 1 \).

Fix any \( n \in \mathbb{N} \) and \( \Delta \in \mathcal{B}_c(X_0^{(n)}) \). Choose \( \Lambda \in \mathcal{B}_c(X) \) such that \( \Delta \subset \Lambda_0^{(n)} \). By (C1), (3), and Lemma 4,

\[
\begin{align*}
  \xi_\Delta^{i_1, \ldots, i_n} &= \frac{1}{n!} M_{i_1,1,\ldots,i_n+1}(\Delta) \\
  &\leq \frac{1}{n!} M_{i_1,1,\ldots,i_n+1}(\Lambda_0^{(n)}) \\
  &\leq (i_1 + 1)! \cdots (i_n + 1)! C_{\Lambda}^{i_1+\cdots+i_n+n} \\
  &\leq (i_1 + \cdots + i_n + n)! C_{\Lambda}^{i_1+\cdots+i_n+n}, \quad (i_1, \ldots, i_n) \in \mathbb{Z}_+^n.
\end{align*}
\]  

(34)

Furthermore, by condition (i), the sequence \((\xi_\Delta^i)^{\infty}_{i=0}\) is positive definite. Hence, using e.g. [4, Chapter 5, Subsec. 2.1, Examples 2.1, 2.2], we conclude that there exists a unique measure \( \xi_\Delta^{(n)} \) on \( \mathbb{R}^n \) such that \((\xi_\Delta^i)^{\infty}_{i=0}\) is its moment sequence, i.e.,

\[
\xi_\Delta^i = \int_{\mathbb{R}^n} s_1^{i_1} \cdots s_n^{i_n} d\xi_\Delta^{(n)}(s_1, \ldots, s_n), \quad i = (i_1, \ldots, i_n) \in \mathbb{Z}_+^n.
\]  

(35)
Lemma 7. Let $n \in \mathbb{N}$. Let $\{\Delta_k\}_{k=1}^\infty$ be a sequence of disjoint sets from $\mathcal{B}_c(X_0^{(n)})$. Denote $\Delta := \bigcup_{k=1}^\infty \Delta_k$ and assume that $\Delta \in \mathcal{B}_c(X_0^{(n)})$. We then have

$$\sum_{k=1}^\infty \xi^{(n)}_{\Delta_k} = \xi^{(n)}_{\Delta}.$$  \hfill (36)

Proof. Fix any $i_1, \ldots, i_n \in \mathbb{Z}_+$. Since $M^{(i_1+\cdots+i_n)}$ is a measure, we easily get

$$\sum_{k=1}^\infty \int_{\mathbb{R}^n} s_1^{i_1} \cdots s_n^{i_n} d\xi^{(n)}_{\Delta_k} (s_1, \ldots, s_n) = \sum_{k=1}^\infty \frac{1}{n!} M_{i_1+\cdots+i_n+1}(\Delta_k) = \frac{1}{n!} M_{i_1+\cdots+i_n+1}(\Delta) = \int_{\mathbb{R}^n} s_1^{i_1} \cdots s_n^{i_n} d\xi^{(n)}_{\Delta} (s_1, \ldots, s_n).$$

Hence, the measures $\sum_{k=1}^\infty \xi^{(n)}_{\Delta_k}$ and $\xi^{(n)}_{\Delta}$ have the same moments. The measure $\xi^{(n)}_{\Delta}$ fulfills the Carleman bound, hence it is uniquely identified by its moments. So (36) holds.

Fix any $l \in \mathbb{N}$ and set $\Delta = (\Lambda_l)^{(n)}_0$. By (4) and (35),

$$r^\Delta_i = \int_{\mathbb{R}^n} s_i^1 d\xi^{(n)}_{\Delta} (s_1, \ldots, s_n), \quad i \in \mathbb{Z}_+.$$

Thus, the numbers $(r^\Delta_i)_{i=0}^\infty$ form the moment sequence of the first coordinate projection of the measure $\xi^{(n)}_{\Delta}$, which we denote, as above, by $P_1 \xi^{(n)}_{\Delta}$. As easily follows from (34) and the Carleman criterion, the measure $P_1 \xi^{(n)}_{\Delta}$ is uniquely identified by its moment sequence. Then, by (5), the measure $P_1 \xi^{(n)}_{\Delta}$ is concentrated on $[0, \infty)$, and by (6), $(P_1 \xi^{(n)}_{\Delta})(\{0\}) = 0$, see [1]. Therefore, the measure $P_1 \xi^{(n)}_{\Delta}$ is concentrated on $\mathbb{R}_+$. Evidently, for any $(i_1, \ldots, i_n) \in \mathbb{Z}_+^n$ and any $\sigma \in \mathfrak{S}_n$, we get

$$\int_{\mathbb{R}^n} s_{\sigma(1)}^{i_1} \cdots s_{\sigma(n)}^{i_n} d\xi^{(n)}_{\Delta} (s_1, \ldots, s_n) = \int_{\mathbb{R}^n} s_1^{i_{\sigma(1)}-1} \cdots s_n^{i_{\sigma(n)}-1} d\xi^{(n)}_{\Delta} (s_1, \ldots, s_n) = \frac{1}{n!} M_{i_{\sigma(1)}+\cdots+i_{\sigma(n)}+1}(\Delta) = \frac{1}{n!} M_{i_1+\cdots+i_n+1}(\Delta).$$
\[
\int_{\mathbb{R}^n} s_1^{i_1} \cdots s_n^{i_n} \, d\xi^{(n)}_{\Delta} (s_1, \ldots, s_n).
\]

Hence, the measure \(\xi^{(n)}_{\Delta}\) is symmetric on \(\mathbb{R}^n\). Therefore, for each \(j = 1, \ldots, n\), the \(j\)-th coordinate projection of \(\xi^{(n)}_{\Delta}\) is concentrated on \(\mathbb{R}_+\). This implies that the measure \(\xi^{(n)}_{\Delta}\) is concentrated on \((\mathbb{R}_+)^n\). In view of Lemma 7, we easily conclude that the latter statement holds, in fact, for each set \(\Delta \in \mathcal{B}_c(X^{(n)}_0)\).

**Lemma 8.** For each \(n \in \mathbb{N}\), there exists a unique measure \(\xi^{(n)}\) on \(\mathcal{Y}_n\) which satisfies (16) for all \(\Delta \in \mathcal{B}_c(X^{(n)}_0)\) and \(A \in \mathcal{B}((\mathbb{R}_+)^n)\).

**Proof.** For each \(\Delta \in \mathcal{B}_c(X^n)\), we define a measure \(\xi^{(n)}_{\Delta}\) on \((\mathbb{R}_+)^n\) by
\[
\xi^{(n)}_{\Delta} := \xi^{(n)}_{\Delta \cap X^{(n)}_0}.
\]
(Note that \(\Delta \cap X^{(n)}_0 \in \mathcal{B}_c(X^{(n)}_0)\).) The statement analogous to Lemma 7 holds for \(\mathcal{B}_c(X^{(n)}_0)\). So, it suffices to prove that there exists a unique measure \(\xi^{(n)}\) on \(\mathcal{Y}^n\) which satisfies
\[
\xi^{(n)}(\Delta \times A) = \xi^{(n)}_{\Delta}(A), \quad \Delta \in \mathcal{B}_c(X^n), \ A \in \mathcal{B}((\mathbb{R}_+)^n).
\]
But this follows from the fact that, for each \(\Delta \in \mathcal{B}_c(X^n)\), \(\xi^{(n)}_{\Delta}\) is a measure on \((\mathbb{R}_+)^n\) and from Lemma 7, see e.g. Remark (3), p. 66 in [12].

We define the measures \(\rho^{(n)}\) on \(\mathcal{Y}_n\) by setting
\[
d\rho^{(n)}(x_1, s_1, \ldots, x_n, s_n) := (s_1 \cdots s_n)^{-1} \, d\xi^{(n)}(x_1, s_1, \ldots, x_n, s_n), \quad n \in \mathbb{N}.
\]

Note that \(\rho^{(n)}\) is a symmetric measure on \(\mathcal{Y}_n\). We next define a measure \(\rho\) on \((\Gamma_0(Y), \mathcal{B}(\Gamma_0(Y)))\) by requiring that \(\rho(\Gamma^{(0)}(Y)) = 1\), and that, for each \(n \in \mathbb{N}\), the restriction of the measure \(\rho\) to \(\Gamma^{(n)}(Y)\) be equal to \(\rho^{(n)}\), i.e., for each measurable function \(G : \Gamma_0(Y) \to [0, \infty]\)
\[
\int_{\Gamma^{(n)}(Y)} G(\lambda) \, d\rho(\lambda) = \int_{\mathcal{Y}_n} G(\{x_1, s_1, \ldots, x_n, s_n\}) \, d\rho^{(n)}(x_1, s_1, \ldots, x_n, s_n).
\]

**Lemma 9.** There exists a unique point process \(\nu\) in \(Y\) whose correlation measure is \(\rho\).

**Proof.** We divide the proof of this lemma into several steps.

**Step 1.** Let us first state what we have to prove. By [15, Corollary 1] and its proof (see also [5, 13]), to prove the lemma it suffices to show that the conditions (LB) and (PD) introduced below are satisfied.
(LB) **Local bound:** For any $\Lambda \in \mathcal{B}_c(X)$ and $A \in \mathcal{B}_c(\mathbb{R}_+)$, there exists a constant \( \text{const}_{\Lambda,A} > 0 \) such that

$$\rho^n((\Lambda \times A)^n \cap \mathcal{V}_n) \leq \text{const}_{\Lambda,A}^n, \quad n \in \mathbb{N},$$

and for any sequence $\Lambda_k \in \mathcal{B}_c(X)$ such that $\Lambda_k \downarrow \emptyset$ and $A \in \mathcal{B}_c(\mathbb{R}_+)$, we have $\text{const}_{\Lambda_k,A} \to 0$ as $k \to \infty$.

To formulate condition (PD) we first need to give some definitions. For any measurable functions $G_1, G_2 : \Gamma_0(Y) \to \mathbb{R}$, we define their $\star$-product as the measurable function $G_1 \star G_2 : \Gamma_0(Y) \to \mathbb{R}$ given by

$$G_1 \star G_2(\lambda) := \sum_{\lambda_1 \subset \lambda, \lambda_2 \subset \lambda} G_1(\lambda_1)G_2(\lambda_2), \quad \lambda \in \Gamma_0(Y). \quad (39)$$

We denote by $\mathcal{S}$ the class of all functions $G : \Gamma_0(Y) \to \mathbb{R}$ which satisfy the following assumptions:

(i) There exists $N \in \mathbb{N}$ such that $G^{(n)} := G \upharpoonright \Gamma^{(n)}(Y) = 0$ for all $n > N$.

(ii) For each $n = 1, \ldots, N$, the function $G^{(n)} := G \upharpoonright \Gamma^{(n)}(Y)$ can be identified with a finite linear combination of functions of the form

$$\text{Sym}_n(\chi_{B_1} \otimes \cdots \otimes \chi_{B_n}),$$

where for $i = 1, \ldots, n$ $B_i = \Lambda_i \times A_i$ with $\Lambda_i \in \mathcal{B}_c(X)$ and $A_i \in \mathcal{B}_c(\mathbb{R}_+)$, Sym$_n$ denotes the operator of symmetrization of a function, and

$$(\chi_{B_1} \otimes \cdots \otimes \chi_{B_n})(x_1, s_1, \ldots, x_n, s_n) := \chi_{B_1}(x_1, s_1) \cdots \chi_{B_n}(x_n, s_n),$$

where $(x_1, s_1), \ldots, (x_n, s_n) \in Y$ with $(x_i, s_i) \neq (x_j, s_j)$ if $i \neq j$.

It is evident that each function $G \in \mathcal{S}$ is bounded and integrable with respect to the measure $\rho$, and for any $G_1, G_2 \in \mathcal{S}$, we have $G_1 \star G_2 \in \mathcal{S}$.

(PD) $\star$-positive definiteness: For each $G \in \mathcal{S}$, we have

$$\int_{\Gamma_0(Y)} G \star G \, d\rho \geq 0. \quad (40)$$

**Remark 10.** Let us shortly explain why this condition is necessary. For a function $G \in \mathcal{S}$, denote

$$(KG)(\gamma) := \sum_{\lambda \in \gamma} G(\lambda), \quad \gamma \in \Gamma(Y).$$
Then, by (12), if \( \rho \) is the correlation measure of a point process \( \mu \) in \( Y \), then

\[
\int_{\Gamma_0(Y)} G d\rho = \int_{\Gamma(Y)} KG d\mu.
\]

Furthermore, an easy calculation shows that, for any \( G_1, G_2 \in \mathcal{S} \), we have

\[
K(G_1 \ast G_2) = KG_1 \cdot KG_2.
\]

Hence, in this case, formula (40) becomes

\[
\int_{\Gamma(Y)} (KG)^2 d\mu \geq 0.
\]

**Step 2.** Let us prove (LB). Let \( A \in \mathcal{B}_c(\mathbb{R}_+) \). As \( A \) does not contain zero, by (38), there exists a constant \( C \), depending only on \( A \), such that

\[
\rho^{(n)}((\Lambda \times A)^n \cap \mathcal{V}_n) \leq C \xi^{(n)}((\Lambda \times \mathbb{R}_+)^n \cap \mathcal{V}_n)
\]

for each \( \Lambda \in \mathcal{B}_c(X) \). By (3), (35), Lemma 8,

\[
\xi^{(n)}((\Lambda \times \mathbb{R}_+)^n \cap \mathcal{V}_n) = \xi^{(n)}_{\Lambda_0^{(n)}}((\mathbb{R}_+)^n)
\]

\[
= \xi_{0, \ldots, 0}^{(n)}
\]

\[
= \frac{1}{n!} M_{1, \ldots, 1}(\Lambda_0^{(n)})
\]

\[
\leq (C_A^{(n)})^n.
\]

Condition (LB) now follows from (41) and (42), and condition (C2).

**Step 3.** In order to prove (PD) we rewrite the condition for non-symmetrized product of spaces. We denote

\[
\Phi(Y) := \bigcup_{n=0}^{\infty} \Phi^{(n)}(Y),
\]

where the set \( \Phi^{(0)}(Y) \) contains just one element, and for \( n \in \mathbb{N} \), \( \Phi^{(n)}(Y) := \mathcal{V}_n \). We define a \( \sigma \)-algebra \( \mathcal{B}(\Phi(Y)) \) on \( \Phi(Y) \) so that, for each \( n = 0, 1, 2, \ldots \), \( \Phi^{(n)}(Y) \in \mathcal{B}(\Phi(Y)) \) and for each \( n \in \mathbb{N} \), the restriction of \( \mathcal{B}(\Phi(Y)) \) to \( \Phi^{(n)}(Y) \) coincides with \( \mathcal{B}(\mathcal{V}_n) \). We can treat \( \rho \) as a measure on \( \Phi(Y) \), so that \( \rho(\Phi^{(0)}(Y)) = 1 \) and, for \( n \in \mathbb{N} \), the restriction of \( \rho \) to \( \Phi^{(n)}(Y) \) is \( \rho^{(n)} \). We call a function \( G : \Phi(Y) \to \mathbb{R} \) symmetric if, for each \( n \in \mathbb{N} \), the restriction of \( G \) to \( \Phi^{(n)}(Y) \) is a symmetric function. Clearly, each function \( G \) on \( \Gamma_0(Y) \) is in one-to-one correspondence to a symmetric function on \( \Phi(Y) \), for which we preserve the notation \( G \). Furthermore, for an integrable function \( G \), we then have \( \int_{\Gamma_0(Y)} G d\rho = \int_{\Phi(Y)} G d\rho \). 
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Let \( m, n \in \mathbb{N} \). Denote by \( \text{Pair}(m, n) \) the set of all possible collections of pairs of numbers \( \mathcal{X} = \{(\alpha_i, \beta_i)\}_{i=1}^k \) such that \( \alpha_i \in \{1, \ldots, m\} \) and \( \beta_i \in \{m + 1, \ldots, m + n\} \). We also set \(|\mathcal{X}| := k\). We assume than an empty collection is an element of \( \text{Pair}(m, n) \) with \(|\mathcal{X}| = 0\).

Let \( G_1^{(m)} : \mathcal{Y}_m \to \mathbb{R} \), \( G_2^{(n)} : \mathcal{Y}_n \to \mathbb{R} \), and let \( \mathcal{X} = \{(\alpha_i, \beta_i)\} \in \text{Pair}(m, n) \). We define a function \( (G_1^{(m)} \otimes G_2^{(n)})_{\mathcal{X}} : \mathcal{Y}_{m+n-k} \to \mathbb{R} \) as follows. Assume that, in \( \mathcal{X} \),

\[
\beta_1 < \beta_2 < \cdots < \beta_k.
\]

Then \( (G_1^{(m)} \otimes G_2^{(n)})_{\mathcal{X}}(y_1, \ldots, y_{m+n-k}) \) is defined as follows. Take

\[
G_1^{(m)}(y_1, \ldots, y_m)G_2^{(n)}(z_{m+1}, \ldots, z_{m+n}).
\]

For each \( i \in \{1, \ldots, k\} \), replace the variable \( z_{\beta_i} \) with \( y_{\alpha_i} \). After this, the variables \( z_j \) with \( j \in \{m + 1, \ldots, m + n\} \setminus \{\beta_1, \ldots, \beta_k\} \) are consecutively set to the values \( y_{m+1}, y_{m+2}, \ldots, y_{m+n-k} \). Here, \( y_i := (x_i, s_i) \).

For example, for \( m = 3, n = 4, \mathcal{X} = \{(3, 5), (2, 6)\} \), we have

\[
(G_1^{(3)} \otimes G_2^{(4)})_{\mathcal{X}}(y_1, y_2, y_3, y_4, y_5) = G_1^{(3)}(y_1, y_2, y_3)G_2^{(4)}(y_4, y_3, y_2, y_5), \quad (y_1, y_2, y_3, y_4, y_5) \in \mathcal{Y}_5.
\]

Let us interpret \( G_1^{(m)} : \mathcal{Y}_m \to \mathbb{R} \) and \( G_2^{(n)} : \mathcal{Y}_n \to \mathbb{R} \) as functions defined on \( \Phi(Y) \) which vanish outside \( \Phi^{(m)}(Y) \) and \( \Phi^{(n)}(Y) \), respectively. We then define a function

\[
G_1^{(m)} \circ G_2^{(n)} : \Phi(Y) \to \mathbb{R}
\]

by

\[
G_1^{(m)} \circ G_2^{(n)} := \sum_{\mathcal{X} \in \text{Pair}(m, n)} \frac{(m + n - |\mathcal{X}|)!}{m!n!}(G_1^{(m)} \otimes G_2^{(n)})_{\mathcal{X}}.
\]  

(43)

In the above formula, each \( (G_1^{(m)} \otimes G_2^{(n)})_{\mathcal{X}} \) is also treated as a function on \( \Phi(Y) \).

Note that a function \( G_1^{(0)} : \Phi^{(0)}(Y) \to \mathbb{R} \) is just a real number and we set, for each function \( G_2 : \Phi(Y) \to \mathbb{R} \),

\[
G_1^{(0)} \circ G_2 = G_2 \circ G_1^{(0)} := G_1^{(0)} \cdot G_2.
\]  

(44)

Extending formulas (43), (44) by linearity, we define, for any functions \( G_1, G_2 : \Phi(Y) \to \mathbb{R} \), their \( \circ \)-product \( G_1 \circ G_2 \) as a function on \( \Phi(Y) \).

**Step 4.** Claim. Assume that \( G_1 \) and \( G_2 \) are symmetric functions on \( \Phi(Y) \) which vanish outside the set \( \bigcup_{n=0}^{N} \Phi^{(n)}(Y) \) for some \( N \in \mathbb{N} \). Then

\[
\int_{\Phi(Y)} G_1 \ast G_2 \, d\rho = \int_{\Phi(Y)} G_1 \circ G_2 \, d\rho.
\]
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provided the integrals in the above formulas make sense.

To prove the claim, it suffices to consider the case where \( G_1 = G_1^{(m)} : \mathcal{Y}_m \to \mathbb{R}, \)
\( G_2 = G_2^{(n)} : \mathcal{Y}_n \to \mathbb{R} \) for some \( m, n \in \mathbb{N} \). Using (39), we have

\[
\int_{\Phi(Y)} G_1^{(m)} \ast G_2^{(n)} \, d\rho
= \sum_{k=0}^{m \land n} \sum_{(\theta_1, \theta_2, \theta_3) \in \mathcal{P}_3(m+n-k)} \int_{\mathcal{Y}_{m+n-k}} G_1^{(m)}(y_{\theta_1}, y_{\theta_2}) G_2^{(n)}(y_{\theta_2}, y_{\theta_3}) \, d\rho^{(m+n-k)}(y_1, \ldots, y_{m+n-k}).
\]

Here \( \mathcal{P}_3(m+n-k) \) denotes the set of all ordered partitions \( (\theta_1, \theta_2, \theta_3) \) of the set \( \{1, \ldots, m+n-k\} \) into three parts, \( |\theta_i| \) denotes the number of elements in block \( \theta_i \), and, for block \( \theta_i = \{r_1, r_2, \ldots, r_{|\theta_i|}\} \), \( y_{\theta_i} \) denotes \( y_{r_1}, y_{r_2}, \ldots, y_{r_{|\theta_i|}} \). Evidently, the set \( \mathcal{P}_3(m+n-k) \) contains \( \frac{(m+n-k)!}{(m-k)!(n-k)!k!} \) elements \( (\theta_1, \theta_2, \theta_3) \) such that \( |\theta_1| = m-k \), \( |\theta_2| = k \), \( |\theta_3| = n-k \). Hence

\[
\int_{\Phi(Y)} G_1^{(m)} \ast G_2^{(n)} \, d\rho = \sum_{k=0}^{m \land n} \frac{(m+n-k)!}{(m-k)!(n-k)!k!}
\times \int_{\mathcal{Y}_{m+n-k}} G_1^{(m)}(x_1, \ldots, x_m) G_2^{(n)}(x_{m-k+1}, \ldots, x_{m+n-k}) \, d\rho^{(m+n-k)}(x_1, \ldots, x_{m+n-k}).
\]

(45)

On the other hand, by (43),

\[
\int_{\Phi(Y)} G_1^{(m)} \circ G_2^{(n)} \, d\rho = \sum_{k=0}^{m \land n} \frac{(m+n-k)!}{m!n!}
\times \sum_{\kappa \in \text{Pair}(m,n)} \int_{\mathcal{Y}_{m+n-k}} (G_1^{(m)} \otimes G_2^{(n)})_{\kappa} \, d\rho^{(m+n-k)}.
\]

An easy combinatoric argument shows that there are

\[
\frac{m!}{(m-k)!k!} \times \frac{n!}{(n-k)!k!} \times k = \frac{m!n!}{(m-k)!(n-k)!k!}
\]

elements \( \kappa \in \text{Pair}(m,n) \) such that \( |\kappa| = k \). Hence

\[
\int_{\Phi(Y)} G_1^{(m)} \circ G_2^{(n)} \, d\rho = \sum_{k=0}^{m \land n} \frac{(m+n-k)!}{m!n!}
\times \frac{m!n!}{(m-k)!(n-k)!k!}
\times \int_{\mathcal{Y}_{m+n-k}} G_1^{(m)}(x_1, \ldots, x_m) G_2^{(n)}(x_{m-k+1}, \ldots, x_{m+n-k}) \, d\rho^{(m+n-k)}(x_1, \ldots, x_{m+n-k}).
\]

(46)
By (45) and (46) the claim follows.

**Step 5.** We denote

$$
\Psi(X) := \bigcup_{n=0}^{\infty} \Psi^{(n)}(X),
$$

where the set $\Psi^{(0)}(X)$ contains one element, and for $n \in \mathbb{N}$, $\Psi^{(n)}(X) := X^n$. Analogously to $\mathcal{B}(\Phi(Y))$, we define the $\sigma$-algebra $\mathcal{B}(\Psi(X))$. We next define a measure $M$ on $(\Psi(X), \mathcal{B}(\Psi(X)))$ so that $M(\Psi^{(0)}(X)) := M^{(0)} = 1$ and, for $n \in \mathbb{N}$, the restriction of $M$ to $\Psi^{(n)}(X)$ is $M^{(n)}$. For any functions $F_1^{(m)}$ and $F_2^{(n)}$ on $\Psi^{(m)}(X)$ and $\Psi^{(n)}(X)$, respectively, their tensor product $F_1^{(m)} \otimes F_2^{(n)}$ is a function on $\Psi^{(m+n)}(X)$. (In the case where either $m$ or $n$ is equal to zero, the tensor product becomes a usual product.) Extending the tensor product by linearity, we define, for any functions $F_1$ and $F_2$ on $\Psi(X)$, their tensor product $F_1 \otimes F_2$ as a function on $\Psi(X)$.

We next note that the measure $M$ on $\Psi(X)$ is $\otimes$-positive definite. More precisely, assume that a function $F$ on $\Psi(X)$ vanishes outside a set $\bigcup_{n=0}^{\infty} \Psi^{(n)}(X)$ for some $N \in \mathbb{N}$. Assume that the function $F \otimes F$ is integrable with respect to $M$. Then, it immediately follows from (22) that

$$
\int_{\Psi(X)} F \otimes F \, dM \geq 0. \quad (47)
$$

**Step 6.** Let a function $g^{(n)} : X^{(n)}_0 \to \mathbb{R}$ be bounded, measurable, and having support from $\mathcal{B}_c(X^{(n)}_0)$. For $i_1, \ldots, i_n \in \mathbb{N}$, we set

$$
G^{(n)}(x_1, s_1, \ldots, x_n, s_n) := g^{(n)}(x_1, \ldots, x_n) s_1^{i_1} \cdots s_n^{i_n}, \quad (x_1, s_1, \ldots, x_n, s_n) \in \mathcal{Y}_n. \quad (48)
$$

We extend the function $g^{(n)}$ by zero to the whole space $X^n$. We define a function $\mathcal{R}_{i_1, \ldots, i_n} g^{(n)} : X^{i_1+\cdots+i_n} \to \mathbb{R}$ by using formula (26). We denote

$$
\mathcal{K} G^{(n)} := \frac{1}{n!} \mathcal{R}_{i_1, \ldots, i_n} g^{(n)}. \quad (49)
$$

We denote by $\mathcal{Q}$ the class of all functions on $\Phi(Y)$ which are finite sums of functions of form (48). Extending $\mathcal{K}$ by linearity, we define, for each $G \in \mathcal{Q}$, $\mathcal{K} G$ as a function on $\Psi(X)$.

Let $\Delta \in \mathcal{B}_c(X^{(n)}_0)$, let $g^{(n)} = \chi_\Delta$, and let $G^{(n)}$ be given by (48). By Lemma 8 and formulas (3), (35), (38), and (49),

$$
\int_{\mathcal{Y}_n} G^{(n)} \, d\rho^{(n)} = \int_{\mathcal{Y}_n} \chi_\Delta(x_1, \ldots, x_n) s_1^{i_1} \cdots s_n^{i_n} \, d\rho^{(n)}(x_1, s_1, \ldots, x_n, s_n)
$$

$$
= \int_{\mathcal{Y}_n} \chi_\Delta(x_1, \ldots, x_n) s_1^{i_1-1} \cdots s_n^{i_n-1} \, d\xi^{(n)}(x_1, s_1, \ldots, x_n, s_n)
$$

$$
= \int_{(\mathbb{R}_+)^n} s_1^{i_1-1} \cdots s_n^{i_n-1} \, d\xi^{(n)}(s_1, \ldots, s_n)
$$
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Then, by (26) and Step 6,

\[
\begin{align*}
= & \frac{1}{n!} M_{i_1,\ldots,i_n}(\Delta) \\
= & \int_{X^{i_1+\cdots+i_n}} \frac{1}{n!} R_{i_1,\ldots,i_n} \chi_{i_1+\cdots+i_n} dM \\
= & \int_{\Psi(X)} \mathcal{KG}^{(n)} dM.
\end{align*}
\]

From here it easily follows by approximation that, for each \( G \in \mathcal{Q} \), we have

\[
\int_{\Phi(Y)} G d\rho = \int_{\Psi(X)} \mathcal{KG} dM. \tag{50}
\]

**Step 7.** Let functions \( g_1^{(m)} : X_0^{(m)} \to \mathbb{R} \) and \( g_2^{(n)} : X_0^{(n)} \to \mathbb{R} \) be bounded, measurable, and having support from \( \mathcal{B}_c(X_0^{(m)}) \) and \( \mathcal{B}_c(X_0^{(n)}) \), respectively. Let \( i_1,\ldots,i_m, j_1,\ldots,j_n \in \mathbb{N} \). Let

\[
\begin{align*}
G_1^{(m)}(x_1,s_1,\ldots,x_m,s_m) & = g_1^{(m)}(x_1,\ldots,x_m)s_1^{i_1}\cdots s_m^{i_m}, \quad (x_1,s_1,\ldots,x_m,s_m) \in \mathcal{V}_m \\
G_2^{(n)}(x_1,s_1,\ldots,x_n,s_n) & = g_2^{(n)}(x_1,\ldots,x_n)s_1^{j_1}\cdots s_n^{j_n}, \quad (x_1,s_1,\ldots,x_n,s_n) \in \mathcal{V}_n.
\end{align*}
\]

Then, by (26) and Step 6,

\[
\begin{align*}
(\mathcal{KG}_1^{(m)} \otimes \mathcal{KG}_2^{(n)})(x_1,\ldots,x_{i_1+\cdots+i_m+j_1+\cdots+j_n}) & = \frac{1}{m!n!} \mathcal{R}_{i_1,\ldots,i_m} g_1^{(m)}(x_1,\ldots,i_1+\cdots+i_m+j_1+\cdots+j_n) \\
& = \frac{1}{m!n!} g_1^{(m)}(x_1,x_{i_1+1},\ldots,x_{i_1+\cdots+i_m+1}) \\
& \quad \times g_2^{(n)}(x_{i_1+\cdots+i_m+1},x_{i_1+\cdots+i_m+j_1+1},\ldots,x_{i_1+\cdots+i_m+j_1+\cdots+j_n+1}) \\
& \quad \times \mathcal{I}_{j_1,\ldots,j_n}(x_{i_1+\cdots+i_m+1},\ldots,x_{i_1+\cdots+i_m+j_1+\cdots+j_n+1}). \tag{51}
\end{align*}
\]

Define for \((x_1,x_{i_1+1},\ldots,x_{i_1+\cdots+i_m+1})\) and

\[
\begin{align*}
(x_{i_1+\cdots+i_m+1},x_{i_1+\cdots+i_m+j_1+1},\ldots,x_{i_1+\cdots+i_m+j_1+\cdots+j_n+1})
\end{align*}
\]

the number \( \alpha_1 \) as the lowest index \( j \) such that there exists a

\[
\beta_1 \in \{i_1 + \cdots + i_m + 1, i_1 + \cdots + i_m + j_1 + 1,\ldots,i_1 + \cdots + i_m + j_1 + \cdots + j_n + 1\}
\]

with \( x_j = x_{j'} \). Define \((\alpha_i,\beta_i)_i \) for \( i > 1 \) analogously. In this way one produces a \( \zeta \in \text{Pair}(m,n) \). Then \( \mathcal{I}_{i_1,\ldots,i_m} \otimes \mathcal{I}_{j_1,\ldots,j_n} \) is of the form \( \mathcal{I}_{i_1,\ldots,i_m+\cdots+k} \) for appropriate \( l_1,\ldots,l_k \) and \( k = |\zeta| \). By (43), (48)–(51) and recalling that the measure \( M \) is symmetric on each \( \Psi^{(k)}(X) \),

\[
\int_{\Psi(X)} \mathcal{KG}_1^{(m)} \otimes \mathcal{KG}_2^{(n)} dM = \int_{\Psi(X)} \mathcal{K}(G_1^{(m)} \circ G_2^{(n)}) dM.
\]
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Hence, for any $G_1, G_2 \in Q$,

$$\int_{\Psi(X)} K G_1 \otimes K G_2 \, dM = \int_{\Psi(X)} K(G_1 \circ G_2) \, dM.$$  \hfill (52)

(Note that $G_1 \circ G_2 \in Q$.) Hence, by (47) and (52), for each $G \in Q$

$$\int_{\Psi(X)} K(G \circ G) \, dM \geq 0.$$  

Therefore, by (50), for each $G \in Q$,

$$\int_{\Phi(Y)} G \circ G \, d\rho \geq 0.$$  

**Step 8.** Fix any $\Lambda \in B_c(X)$. For each $i \in N$, denote $\Delta := \Lambda^{(i)}$. Fix any $n, N \in N$ such that $n \leq N$. We define a measure $\zeta_{n,N}$ on $(\mathbb{R}_+)^n$ as follows:

$$\zeta_{n,N} := \sum_{i=n}^{2N} P_n \xi^{(i)}_{\Delta_i}.$$  \hfill (53)

Here $P_n \xi^{(i)}_{\Delta_i}$ denotes the projection of the (symmetric) measure $\xi^{(i)}_{\Delta_i}$ onto its first $n$ coordinates. Note that $\zeta_{n,N}$ is a symmetric measure on $(\mathbb{R}_+)^n$. We next define a measure $Z_{n,N}$ on $(\mathbb{R}_+)^n$ by

$$dZ_{n,N}(s_1, \ldots, s_n) := d\zeta_{n,N}(s_1, \ldots, s_n) \sum_{A \in \mathcal{P}(n)} \prod_{j \in A} s_j.$$  \hfill (54)

Here $\mathcal{P}(n)$ denotes the power set of $\{1, \ldots, n\}$ and $\prod_{j \in \emptyset} := 1$. Clearly, $Z_{n,N}$ is also a symmetric measure. By (35), (53), and (54), the moments of the measure $Z_{n,N}$ are given by

$$\int_{(\mathbb{R}_+)^n} s_1^{i_1} \cdots s_n^{i_n} dZ_{n,N}(s_1, \ldots, s_n) = \sum_{i=n}^{2N} \sum_{A \in \mathcal{P}(n)} \xi_{\Delta_{i_1+1} \cdots i_n+1}^{A(1), \ldots, A(n), 0 \ldots, 0} \quad (i_1, \ldots, i_n) \in \mathbb{Z}_+^n.$$  

Hence, by (34),

$$\int_{(\mathbb{R}_+)^n} s_1^{i_1} \cdots s_n^{i_n} dZ_{n,N}(s_1, \ldots, s_n) \leq (2N-n-1)2^n(i_1+\cdots+i_n+n+2N)! C_{\Lambda}^{i_1+\cdots+i_n+n+2N}.$$  \hfill (55)

By (55) and [4, Chapter 5, Subsec. 2.1, Examples 2.1, 2.2], the set of polynomials is dense in $L^2((\mathbb{R}_+)^n, dZ_{n,N})$.  
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Let us fix a function $G : \Phi(Y) \to \mathbb{R}$ of the form

$$G = \sum_{j=1}^{J} G_{j}^{(n_j)} , \quad (56)$$

where each function $G_{j}^{(n_j)} : \Phi(n_j) \to \mathbb{R}$ is of the form

$$G_{j}^{(n_j)}(x_1, s_1, \ldots, x_{n_j} s_{n_j}) = g_{j}^{(n_j)}(x_1, \ldots, x_{n_j}) f_{j}^{(n_j)}(s_1, \ldots, s_{n_j}) s_1 \cdots s_{n_j} , \quad (57)$$

unless $n_j = 0$. Here the functions $g_{j}^{(n_j)}$ and $f_{j}^{(n_j)}$ are measurable and bounded, the support of $g_{j}^{(n_j)}$ is a subset of $\Delta_{n_j} = \Lambda_{0}^{(n_j)}$, and all $n_j \leq N$. For each $j = 1, \ldots, J$, we clearly have $f_{j}^{(n_j)} \in L^2((\mathbb{R}^+)^{n_j}, Z_{n_j,N})$. Hence, there exists a sequence of polynomials $(p_{j,k}^{(n_j)})_{k=1}^{\infty}$ such that

$$p_{j,k}^{(n_j)} \to f_{j}^{(n_j)} \text{ in } L^2((\mathbb{R}^+)^{n_j}, Z_{n_j,N}) \text{ as } k \to \infty. \quad (58)$$

Set $G_{k} := \sum_{j=1}^{J} G_{j,k}^{(n_j)}$, where

$$G_{j,k}^{(n_j)} := g_{j}^{(n_j)}(x_1, \ldots, x_{n_j}) p_{j,k}^{(n_j)}(s_1, \ldots, s_{n_j}) s_1 \cdots s_{n_j} .$$

We then have $G_{k} \in Q$ for each $k \in \mathbb{N}$. By Step 7,

$$\int_{\Phi(Y)} G_{k} \circ G_{k} \, d\rho \geq 0, \quad k \in \mathbb{N}. \quad (59)$$

**Claim.** We have

$$\int_{\Phi(Y)} G_{k} \circ G_{k} \, d\rho \to \int_{\Phi(Y)} G \circ G \, d\rho \quad \text{as } k \to \infty. \quad (60)$$

To prove the claim, it suffices to fix any $i, j \in \{1, \ldots, J\}$ with $n_i + n_j \geq 1$ and any $\kappa \in \text{Pair}(n_i, n_j)$ with $|\kappa| = l$, and prove that

$$\int_{\mathcal{F}_{n_i+n_j-l}} (G_{i,k}^{(n_i)} \otimes G_{j,k}^{(n_j)})_{\kappa} \, d\rho^{(n_i+n_j-l)} \to \int_{\mathcal{F}_{n_i+n_j-l}} (G_{i}^{(n_i)} \otimes G_{j}^{(n_j)})_{\kappa} \, d\rho^{(n_i+n_j-l)} \quad \text{as } k \to \infty. \quad (61)$$

For simplicity of notation, let us assume that $\kappa$ is of the form

$$\{(n_i - l + 1, n_i + 1), (n_i - l + 2, n_i + 2), (n_i - l + 3, n_i + 3) \ldots, (n_i, n_i + l)\}.$$ 

Then

$$\int_{\mathcal{F}_{n_i+n_j-l}} (G_{i,k}^{(n_i)} \otimes G_{j,k}^{(n_j)})_{\kappa} \, d\rho^{(n_i+n_j-l)}$$
\[
\int_{\mathcal{R}_n+i\mathcal{R}_l} \left( g_i^{(n_i)}(x_1, \ldots, x_{n_i}) P_{i,k}^{(n_i)}(s_1, \ldots, s_{n_i}) \right) \times g_j^{(n_j)}(x_{n_i-l+1}, x_{n_i-l+2}, \ldots, x_{n_i+n_j-l}) p_{j,k}^{(n_j)}(s_{n_i-l+1}, s_{n_i-l+2}, \ldots, s_{n_i+n_j-l}) \times s_{n_i-l+1} s_{n_i-l+2} \cdots s_{n_i} d\xi^{(n_i+n_j-l)}(x_1, s_1, \ldots, x_{n_i+n_j-l}, s_{n_i+n_j-l}). \tag{62}
\]

Hence, there exists \( C > 0 \) such that

\[
\left| \int_{\mathcal{R}_n+i\mathcal{R}_l} (G_{i,k}^{(n_i)} \otimes G_{j,k}^{(n_j)})_x d\rho^{(n_i+n_j-l)} - \int_{\mathcal{R}_n+i\mathcal{R}_l} (G_{i,k}^{(n_i)} \otimes G_{j,k}^{(n_j)})_x d\rho^{(n_i+n_j-l)} \right|
\]
\[
\leq \int_{\mathcal{R}_n+i\mathcal{R}_l} \left| g_i^{(n_i)}(x_1, \ldots, x_{n_i}) g_j^{(n_j)}(x_{n_i-l+1}, x_{n_i-l+2}, \ldots, x_{n_i+n_j-l}) \right|
\]
\[
\times \left| P_{i,k}^{(n_i)}(s_1, \ldots, s_{n_i}) - f_i^{(n_i)}(s_1, \ldots, s_{n_i}) \right|
\]
\[
\times \left| P_{j,k}^{(n_j)}(s_{n_i-l+1}, s_{n_i-l+2}, \ldots, s_{n_i+n_j-l}) \right|
\]
\[
\times s_{n_i-l+1} s_{n_i-l+2} \cdots s_{n_i} d\xi^{(n_i+n_j-l)}(x_1, s_1, \ldots, x_{n_i+n_j-l}, s_{n_i+n_j-l})
\]
\[
\leq C \int_{\mathcal{R}_n+i\mathcal{R}_l} \chi_{\Lambda_0}^{(n_i+n_j-l)}(x_1, \ldots, x_{n_i+n_j-l})
\]
\[
\times \left| P_{i,k}^{(n_i)}(s_1, \ldots, s_{n_i}) - f_i^{(n_i)}(s_1, \ldots, s_{n_i}) \right|^2
\]
\[
\times s_{n_i-l+1} s_{n_i-l+2} \cdots s_{n_i} d\xi^{(n_i+n_j-l)}(x_1, s_1, \ldots, x_{n_i+n_j-l}, s_{n_i+n_j-l}) \right)^{1/2}
\]
\[
\times \left( \int_{\mathcal{R}_n+i\mathcal{R}_l} \chi_{\Lambda_0}^{(n_i+n_j-l)}(x_1, \ldots, x_{n_i+n_j-l})
\right.
\]
\[
\times \left| P_{j,k}^{(n_j)}(s_{n_i-l+1}, s_{n_i-l+2}, \ldots, s_{n_i+n_j-l}) \right|^2
\]
\[
\times s_{n_i-l+1} s_{n_i-l+2} \cdots s_{n_i} d\xi^{(n_i+n_j-l)}(x_1, s_1, \ldots, x_{n_i+n_j-l}, s_{n_i+n_j-l}) \right)^{1/2}
\]
\[
\leq C \| P_{i,k}^{(n_i)} - f_i^{(n_i)} \|_{L^2((\mathbb{R}^n, dZ_{n_i,N})} \| P_{j,k}^{(n_j)} \|_{L^2((\mathbb{R}^n, dZ_{n_j,N})} \to 0 \text{ as } k \to \infty, \tag{63}
\]
where we used the Cauchy inequality and (58). Analogously,

\[
\left| \int_{\mathcal{X}_{n_i + n_j - l}} (G_i^{(n_i)} \otimes G_j^{(n_j)})_x d\rho^{(n_i + n_j - l)} - \int_{\mathcal{X}_{n_i + n_j - l}} (G_i^{(n_i)} \otimes G_j^{(n_j)})_x d\rho^{(n_i + n_j - l)} \right| \to 0 \text{ as } k \to \infty.
\]

(64)

By (63) and (64), formula (61) follows.

**Step 9.** By Steps 7 and 8, for each function \( G : \Phi(Y) \to \mathbb{R} \) as in formulas (56), (57), we have

\[
\int_{\Phi(Y)} G \circ G \, d\rho \geq 0.
\]

(65)

As a special case, formula (65) holds for each function \( G \in \mathcal{S} \) (recall Step 1). Now, by Step 4, we conclude that condition (PD) is satisfied.

Since the correlation measure \( \rho \) of the point process \( \nu \) from Lemma 9 is concentrated on \( \Phi(Y) \), it immediately follows from the proof of [15, Corollary 1] that the point process \( \nu \) is concentrated on \( \Gamma_p(Y) \), the set of pinpointing configurations in \( Y \). Recalling formula (10), one sees that for each \( \Lambda \in \mathcal{B}_c(X) \),

\[
\int_{\Gamma_p(Y)} \mathfrak{M}_\Lambda \, d\nu = \int_{\Gamma_p(Y)} \sum_{\gamma} \chi_{\Lambda}(x(s)) \, d\nu(\gamma)
= \int_Y \chi_{\Lambda}(x(s)) \, d\rho^{(1)}(x, s)
= \int_Y \chi_{\Lambda}(x) \, d\xi^{(1)}(x, s) < \infty.
\]

(66)

Hence, \( \mathfrak{M}_\Lambda < \infty \) \( \nu \)-a.s., and therefore \( \nu(\Gamma_{pf}(Y)) = 1 \), cf. (11) for the definition of \( \Gamma_{pf}(Y) \). Recall the bijective mapping \( \mathcal{E} : \mathbb{K}(X) \to \Gamma_{pf}(Y) \). As already discussed in Section 2, the inverse mapping \( \mathcal{E}^{-1} \) is measurable. So we can define a probability measure \( \mu' \) on \( \mathbb{K}(X) \) as the pushforward of \( \nu \) under \( \mathcal{E}^{-1} \). Thus, to finish the proof of the theorem, it suffices to show that \( \mu = \mu' \).

Let \( \Lambda \in \mathcal{B}_c(X) \). Recall that, for any \( i_1, \ldots, i_k \in \mathbb{N} \), \( k \in \mathbb{N} \),

\[
\int_{\gamma_k} \chi_{\Lambda^{(k)}}(x_1, \ldots, x_k) s_1^{i_1} \cdots s_k^{i_k} d\rho^{(k)}(x_1, s_1, \ldots, x_k, s_k) < \infty.
\]

Hence, using the definition of a correlation measure (analogously as in (66)), we easily see that, for each \( n \in \mathbb{N} \),

\[
\int_{\Gamma_{pf}(Y)} \left( \sum_{(x, s) \in \gamma} \chi_{\Lambda}(x) s \right)^n \, d\nu(\gamma) < \infty.
\]
Therefore, for each \( n \in \mathbb{N} \),
\[
\int_{\mathbb{K}(X)} \eta(\Lambda)^n \, d\mu'(\eta) < \infty.
\]
Here \( \eta(\Lambda) := \langle \eta, \chi_\Lambda \rangle \), i.e., the \( \eta \)-measure of \( \Lambda \). Hence, \( \mu' \) has finite moments. We denote by \( (M^{(n)}_{\mu'})_{n=0}^\infty \) the moment sequence of the random discrete measure \( \mu' \). By Theorem 2 and the construction of the measure \( \rho \), it follows that
\[
M'_{i_1,\ldots,i_n} = M_{i_1,\ldots,i_n}, \quad i_1,\ldots,i_n \in \mathbb{N}, \ n \in \mathbb{N},
\]
where the measures \( M'_{i_1,\ldots,i_n} \) are defined analogously to \( M_{i_1,\ldots,i_n} \), by starting with the moment sequence \( (M^{(n)}_{\mu'})_{n=0}^\infty \), rather than \( (M^{(n)})_{n=0}^\infty \). By virtue of (67), the moment sequence \( (M^{(n)})_{n=0}^\infty \) coincides with the moment sequence \( (M^{(n)})_{n=0}^\infty \).

Now, fix any sets \( \Lambda_1,\ldots,\Lambda_n \in \mathcal{B}_c(X) \). For any \( i_1,\ldots,i_n \in \mathbb{Z}_+ \), we get
\[
\int_{\mathbb{K}(X)} \eta(\Lambda_1)^{i_1} \cdots \eta(\Lambda_n)^{i_n} \, d\mu'(\eta)
\]
\[
= \int_{\mathbb{M}(X)} \left( \chi^{\otimes i_1}_\Lambda \otimes \cdots \otimes \chi^{\otimes i_n}_{\Lambda_n} \right)(x_1,\ldots,x_{i_1+\cdots+i_n}) \, dM^{(i_1+\cdots+i_n)}(x_1,\ldots,x_{i_1+\cdots+i_n}).
\]
\[
= \int_{\mathbb{M}(X)} \eta(\Lambda_1)^{i_1} \cdots \eta(\Lambda_n)^{i_n} \, d\mu(\eta).
\]

By (C1), (68), and the Carleman criterion, the joint distribution of the random variables \( \eta(\Lambda_1),\ldots,\eta(\Lambda_n) \) under \( \mu' \) coincides with the joint distribution of the random variables \( \eta(\Lambda_1),\ldots,\eta(\Lambda_n) \) under \( \mu \). But it is well known (see e.g. [10]) that \( \mathcal{B}(\mathbb{M}(X)) \) coincides with the minimal \( \sigma \)-algebra on \( \mathbb{M}(X) \) with respect to which each function \( \eta \mapsto \eta(\Lambda) \) with \( \Lambda \in \mathcal{B}_c(X) \), is measurable. Therefore, we indeed get the equality \( \mu = \mu' \).

\[\boxed{}\]

4 Moment problem on \( \mathbb{K}(X) \)

As a consequence of our results, we will now present a solution of the moment problem on \( \mathbb{K}(X) \). Consider a sequence \( (M^{(n)})_{n=0}^\infty \), where \( M^{(0)} = 1 \) and for each \( n \in \mathbb{N} \), \( M^{(n)} \in \mathbb{M}(X^n) \) is symmetric. Analogously to Step 5 of the proof of Theorem 1, we define the measure \( M \) on \( \Psi(X) \). Denote by \( \mathcal{F} \) the space of all measurable, bounded functions \( F : \Psi(X) \to \mathbb{R} \) such that \( F \) vanishes outside a set \( \Psi^{(0)}(X) \cup \left( \bigcup_{n=1}^N \Lambda^n \right) \) where \( N \in \mathbb{N} \) and \( \Lambda \in \mathcal{B}_c(X) \). We will say that the sequence \( (M^{(n)})_{n=0}^\infty \) is positive definite if, for each \( F \in \mathcal{F} \), (47) holds. Clearly, if \( (M^{(n)})_{n=0}^\infty \) is the moment sequence of a random measure \( \mu \), then it is positive definite.
Corollary 11. Consider a sequence \((M^{(n)})_{n=0}^\infty\), where \(M^{(0)} = 1\) and for each \(n \in \mathbb{N}\), \(M^{(n)} \in \mathcal{M}(X^n)\) is symmetric. Assume that \((M^{(n)})_{n=0}^\infty\) satisfies conditions (C1) and (C2). Then \((M^{(n)})_{n=0}^\infty\) is the moment sequence of a random discrete measure on \(X\) if and only if \((M^{(n)})_{n=0}^\infty\) is positive definite and satisfies conditions (i) and (ii) of Theorem 1.

Proof. The result immediately follows from Theorem 1 and its proof. \(\Box\)

We also obtain a characterization of point processes in terms of their moments.

Corollary 12. (i) Let \(\mu\) be a random measure on \(X\), i.e., a probability measure on \((\mathcal{M}(X), \mathcal{B}(\mathcal{M}(X)))\). Assume that \(\mu\) has finite moments, and let \((M^{(n)})_{n=0}^\infty\) be its moment sequence. Further assume that conditions (C1) and (C2) are satisfied. Then \(\mu\) is a simple point process, i.e., \(\mu(\Gamma(X)) = 1\), if and only if, for any \(n \in \mathbb{N}\) and any \(i_1, \ldots, i_n \in \mathbb{N}\), we have \(M_{i_1, \ldots, i_n} = M_{1, \ldots, 1}\), i.e., for each \(\Delta \in \mathcal{B}(X_0^{(n)})\),

\[
M_{i_1, \ldots, i_n}(\Delta) = M_{1, \ldots, 1}(\Delta), \quad i_1, \ldots, i_n \in \mathbb{N}.
\]  

(69)

In the latter case, the correlation measure \(\rho\) of \(\mu\) is given by

\[
\rho^{(n)}(\Delta) = \frac{1}{n!} M^{(n)}(\Delta), \quad \Delta \in \mathcal{B}(X_0^{(n)}),
\]

(70)

where \(\rho^{(n)}\) is the restriction of \(\rho\) to \(\Gamma^{(n)}(X)\), \(\rho^{(n)}\) being identified with a measure on \(X_0^{(n)}\).

(ii) Consider a sequence \((M^{(n)})_{n=0}^\infty\), where \(M^{(0)} = 1\) and for each \(n \in \mathbb{N}\), \(M^{(n)} \in \mathcal{M}(X^n)\) is symmetric. Assume that \((M^{(n)})_{n=0}^\infty\) satisfies conditions (C1) and (C2). Then \((M^{(n)})_{n=0}^\infty\) is the moment sequence of a point process in \(X\) if and only if \((M^{(n)})_{n=0}^\infty\) is positive definite and (69) holds.

Proof. As easily seen, it suffices to prove only part (i). Assume that \(\mu\) is a point process in \(X\). Hence, \(\mu\) is a random discrete measure on \(X\). The corresponding point process \(\nu = \mathcal{E}(\mu)\) is concentrated on

\[
\Gamma(X \times \{1\}) = \{(x, 1) \mid x \in \gamma, \gamma \in \Gamma(X)\}.
\]

Hence, \(\Gamma(X \times \{1\})\) can naturally be identified with \(\Gamma(X)\), and under this identification we get \(\mu = \nu\). Furthermore, the correlation measure \(\rho\) of \(\mu\) coincides with the correlation measure of \(\nu\), provided we have identified \(\Gamma_0(X)\) with \(\Gamma_0(X \times \{1\})\). Now, formulas (69), (70) follow from Theorem 2.

Next, assume that \(\mu\) is a random measure which satisfies (69). Hence, for any \(n \in \mathbb{N}\) and \(\Delta \in \mathcal{B}_c(X_0^{(n)})\), we get

\[
\xi_{i_1, \ldots, i_n}^\Delta = \xi_{0, \ldots, 0}^\Delta, \quad i_1, \ldots, i_n \in \mathbb{Z}_+.
\]
In other words, for each $n \in \mathbb{N}$ and $\Delta \in \mathcal{B}_e(X^{(n)}_0)$, the moment sequence $\xi^{(n)}_\Delta$ is constant and thus the measure $\xi^{(n)}_\Delta$ is concentrated at one point, $(1, \ldots, 1)$. Hence, conditions (i) and (ii) Theorem 1 are satisfied, and so $\mu$ is a random discrete measure. Consequently, by (16) and (17), the measure $\rho^{(n)}$ is concentrated on the set
\[
\{(x_1, 1, \ldots, x_n, 1) \mid (x_1, \ldots, x_n) \in X^{(n)}_0\}.
\]
Therefore, the point process $\nu = \mathcal{E}(\mu)$ is concentrated on $\Gamma(X \times \{1\})$. Hence, $\mu$ is a point process in $X$. \hfill $\square$

Let us now assume that $X = \mathbb{R}^d$, or more generally, that $X$ is a connected $C^\infty$ Riemannian manifold. Let $\mathcal{D}(X) := C^\infty_0(X)$ be the space of smooth, compactly supported, real-valued functions on $X$, equipped with the nuclear space topology, see e.g. [4] for detail. Let $\mathcal{D}'(X)$ be its dual space, and let $\mathcal{C}(\mathcal{D}'(X))$ be the cylinder $\sigma$-algebra on it. Note that $\mathcal{M}(X) \subset \mathcal{D}'(X)$ and the trace $\sigma$-algebra of $\mathcal{C}(\mathcal{D}'(X))$ on $\mathcal{M}(X)$ coincides with $\mathcal{B}(\mathcal{M}(X))$.

For $\omega \in \mathcal{D}'(X)$ and $\varphi \in \mathcal{D}(X)$, we denote by $\langle \omega, \varphi \rangle$ their dual pairing. Following [5], we inductively define Wick polynomials on $\mathcal{D}'(X)$ by
\[
\langle \omega; \varphi \rangle := \langle \omega, \varphi \rangle, \quad \varphi \in \mathcal{D}(X)
\]
\[
\langle \omega^{\otimes n}; \varphi_1 \otimes \cdots \otimes \varphi_n \rangle := \frac{1}{n!} \left[ \sum_{i=1}^{n} \langle \omega, \varphi_i \rangle \langle \omega^{\otimes (n-1)}; \varphi_1 \otimes \cdots \otimes \hat{\varphi}_i \otimes \cdots \otimes \varphi_n \rangle \right.
\]
\[
- 2 \sum_{1 \leq i < j \leq n} \langle \omega, \varphi_i \rangle \langle \omega^{\otimes (n-1)}; \varphi_1 \otimes \cdots \otimes (\varphi_j \varphi_i) \otimes \cdots \otimes \hat{\varphi}_j \otimes \cdots \otimes \varphi_n \rangle \left. \right],
\]
\[
\varphi_1, \ldots, \varphi_n \in \mathcal{D}(X), \quad n \geq 2,
\]
where $\hat{\varphi}_i$ denotes that the factor $\varphi_i$ is absent in the tensor product.

Let $\mu$ be a probability measure on $(\mathcal{D}'(X), \mathcal{C}(\mathcal{D}'(X)))$ which has finite moments. Let $n \in \mathbb{N}$. The generalized function
\[
(\mathcal{D}'(X))^{\otimes n} \rightarrow \mathbb{C}
\]
\[
\varphi_1 \otimes \cdots \otimes \varphi_n \rightarrow \int_{\mathcal{D}'(X)} \langle \omega^{\otimes n}; \varphi_1 \otimes \cdots \otimes \varphi_n \rangle d\mu(\omega)
\]
(72)
is the proper generalisation of the correlation measure (factorial moment measure) of a point process. Let us call them generalized correlation functions. The above results can we rewritten in terms of conditions on the generalized correlation function.

**Corollary 13.** Assume that, for each $n \in \mathbb{N}$, the generalized correlation function defined in (72) can be represented via a (positive) measure $\rho^{(n)}$ on $(X^{(n)}_0, \mathcal{B}(X^{(n)}_0))$, that is, for any $\varphi_1, \ldots, \varphi_n \in \mathcal{D}(X)$,
\[
\int_{\mathcal{D}'(X)} \langle \omega^{\otimes n}; \varphi_1 \otimes \cdots \otimes \varphi_n \rangle d\mu(\omega) = \int_{X^{(n)}_0} \varphi_1(x_1) \cdots \varphi_n(x_n) \rho^{(n)}(x_1, \ldots, x_n).
\]
(73)
Furthermore, assume that the measures $\rho^{(n)}$ satisfy condition (C2) in the sense that $M^{(n)}$ is replaced with $\rho^{(n)}$ in the formulation of (C2). Then, $\mu$ is a point process, i.e., $\mu(\Gamma(X)) = 1$.

**Proof.** Using (71), one can easily derive by induction a representation of a monomial $\langle \omega, \varphi_1 \rangle \cdots \langle \omega, \varphi_n \rangle$ through Wick polynomials. This formula and (73) imply that, for each $n \in \mathbb{N}$, there exists a (positive) measure $M^{(n)}$ on $X^n$ such that

$$\int_{D'(X^n)} \langle \omega, \varphi_1 \rangle \cdots \langle \omega, \varphi_n \rangle d\mu(\omega) = \int_{X^n} \varphi_1(x_1) \cdots \varphi_n(x_n) dM^{(n)}(x_1, \ldots, x_n).$$

Furthermore, formulas (69), (70) hold, because each summand in the representation of a monomial through Wick polynomials corresponds to a particular sub-diagonal $X_{\pi}^{(n)}$ of $X^n$. (We leave details of these calculations to the interested reader.)

By the assumption of the corollary, the sequence $(M^{(n)})_{n=0}^{\infty}$ with $M^{(0)} = 1$ satisfies (C2). Furthermore, (C2) and (69) easily imply that $(M^{(n)})_{n=0}^{\infty}$ satisfies (C1). Since $(M^{(n)})_{n=0}^{\infty}$ is the moment sequence of a probability measure, it is positive definite. Hence, the statement follows from Corollary 12, (ii).

**Remark 14.** In fact, Corollary 13 is essentially already contained in [5] and [15, Corollary 1], though not presented as an independent result. Note that the main theorem of the latter article was used at the end of the proof of Lemma 9 to obtain the point processes on $Y$, which in turn, was used to construct the random discrete measure on $X$. Hence, it is not surprising that we get a comparable result in the special case where instead of a random discrete measure on $X$, one actually wants to characterize a point process on $X$.
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