Magnetic field independent sub-gap states in hybrid Rashba nanowires
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Sub-gap states in semiconducting-superconducting nanowire hybrid devices are controversially discussed as potential topologically non-trivial quantum states. One source of ambiguity is the lack of an energetically and spatially well defined tunnel spectrometer. Here, we use quantum dots directly integrated into the nanowire during the growth process to perform tunnel spectroscopy of discrete sub-gap states in a long nanowire segment. In addition to sub-gap states with a standard magnetic field dependence, we find topologically trivial sub-gap states that are independent of the external magnetic field, i.e. that are pinned to a constant energy as a function of field. We explain this effect qualitatively and quantitatively by taking into account the strong spin-orbit interaction in the nanowire, which can lead to a decoupling of Andreev bound states from the field due to a spatial spin texture of the confined eigenstates.

Semiconducting Nanowires (NWs) often have a strong inherent spin-orbit interaction (SOI), which for example, lies at the core of fast electrical manipulation of spin-orbit qubits [1, 2]. Combining such NWs with an s-wave superconductor (SC) can in addition give rise to topologically non-trivial superconductivity and to topologically protected bound states at the ends of the proximized NW region, for example Majorana bound states (MBSs) [3–5], potentially useful for topological quantum computation [6, 7]. More insight into MBSs can be gained by deterministic tunnel spectroscopy, providing information on the lifetimes [8], parity [9], and spin-texture [10, 11] of MBSs. Controlled tunnel spectroscopy using in-situ grown quantum dots (QDs) was for example used to probe the superconducting proximity effect in NWs [12]. Here, we use the same material platform to perform transport spectroscopy on a segment of a Rashba NW carrying discrete superconducting sub-gap states, the nature of which depends strongly on the SOI in the NW. The energy of such states, typically follows the energy of the superconductor which closes with increasing magnetic field [13, 14]. In contrast, we demonstrate here that a strong Rashba SOI in the NW can result in field independent, topologically trivial Andreev bound states (ABSs). We explain these findings by a decoupling of a finite length ABS from the external magnetic field $B$ due to a spatial spin texture and the vanishing of the corresponding effective magnetic moment [15, 16]. We use these results to estimate the Rashba spin-orbit strength in the relatively long NW segment, in contrast to previous experiments based on studying the singlet - triplet splitting in a QD [17], or on weak anti-localization measurements in the diffusive limit [18].

To perform tunnel spectroscopy we use deterministically grown wurtzite (WZ) segments in zincblende (ZB) InAs

FIG. 1. (a) Energy diagram of the considered system, with a quantum dot (QD, red states), a lead segment (LS) with discrete energy levels (blue) strongly coupled to a superconducting (SC) and a normal metal electrode (N). (b) False color scanning electron micrograph of a representative device, made of an InAs nanowire with the integrated QD (red) formed by two tunnel barriers (green) grown in the wurtzite phase, located $l_{LS} \approx 220$ nm from SC (scale bar: 100 nm). The measurement setup is shown schematically on top. The external magnetic field $B$ is applied out-of-plane, perpendicular to the NW axis. (c) Differential conductance, $G$, as a function of the backgate voltage, $V_{BG}$, and the voltage bias, $V_{SD}$, in the normal state ($B = 50$ mT). LS resonances inside the Coulomb blockade regime of the QD are pointed out by white arrows, QD excited states (ES) by green arrows.
NWs [19, 20]. The two WZ segments act as hard wall barriers for electrons, as the ZB and WZ band structure align with a conduction band offset of \( \sim 100 \text{meV} \) [12, 21, 22], which results in the formation of a QD in the ZB segment between the barriers. This QD allows us to probe the tunneling density of states (DOS) in the bare NW “lead segment” (LS) by quantum tunneling. As most of the bias develops across the integrated QD, the measured differential conductance, \( G \), directly maps the excitation spectrum in the LS, see Fig. 1 (a).

A false color scanning electron micrograph of a representative device is shown in Fig. 1 (b). The QD (red, 20 nm) is defined by two WZ segments (green, 30 nm) within the ZB InAs NW. The normal metal electrode (yellow) consists of titanium/gold (Ti/Au, 5 nm/70 nm), whereas the superconducting electrode (blue) is made of titanium/aluminum (Ti/Al, 5 nm/80 nm), both defined by standard electron beam lithography, with a distance of \( \sim 350 \text{nm} \) between both contacts. In the device discussed below, the QD is located about \( \ell_{\text{LS}} \approx 220 \text{nm} \) from the Al electrode, leaving a bare NW segment of this length between the QD and SC. Specifically, the QD is not directly coupled to the SC [12]. The backgate voltage, \( V_{\text{BG}} \), tunes the chemical potential in both the QD and the LS.

Figure 1 (c) shows an overview measurement of the differential conductance \( G \), as a function of \( V_{\text{BG}} \) and the bias voltage \( V_{\text{SD}} \), with regular, very sharp Coulomb blockade (CB) diamonds of the QD in the normal state \( B = 50 \text{mT} \) (charging energy \( E_{\text{C}} \approx 5 \text{meV} \), level spacing \( \epsilon \approx 1 \text{meV} \) to \( 2 \text{meV} \)). In the CB regime, the charge state of the QD is fixed and the dot can be thought of as a single tunnel barrier, with the electronic transport mediated by cotunneling [23]. Here, we observe broad discrete resonances pointed out by white arrows in Fig. 1 (c), running through the CB diamonds of the integrated QD. These resonances are not cotunneling lines mediated by excited states of the QD (ES, green arrows in Fig. 1 (c)), since they display a different lever arm and can be tuned independently by the sidegate voltage, \( V_{\text{SG}} \), as discussed in the Supplemental Material (see Fig. S1). We therefore interpret these states as bound-states that form in the LS of the NW and refer to them as “LS resonances”.

As shown in Fig. 2 (a) for small bias voltages and in the normal state, we detect a set of resonances, following a pattern resembling a broad spin-1/2 Kondo resonance [24, 25]. In particular, we find several conductance ridges centered at zero bias, each over a gate-voltage range of \( \sim 25 \text{meV} \), best seen in the regions labeled A and D, and weaker in C. The associated approximate CB diamonds are shown as dashed lines, which suggest an addition energy \( E_{\text{add}} \approx 0.2 \text{meV} \) to \( 0.5 \text{meV} \), i.e. \( \sim 10 \) times smaller than the addition energy of the integrated QD, consistent with the longer LS.

In the superconducting state \( B = 0 \), we find an induced gap of \( \Delta^* \approx 150 \mu\text{eV} \), very similar to previous ex-
In region B we detect a second resonance at \( E_1/e \approx 0 \pm 60 \text{ mV} \), which is gate tunable, but does not cross zero bias. Here, the gap edges remain visible at \( \pm \Delta^* \). We note that we do not find a Kondo feature for this region in the normal state.

In region C, shown in Fig. 2 (e), the resonance crosses zero energy, forming a small loop structure, best visible for negative \( V_{\text{SD}} \). This loop structure is usually interpreted as the ground state transition from an ABS singlet to a spin 1/2 doublet [14, 31, 33]. The gap at \( \pm \Delta^* \) again remains visible, in addition, we find a resonance at \( E_1/e \approx 0 \), independent of \( V_{\text{BG}} \) on the scale of the corresponding charge state.

We now investigate the dependence of these sub-gap states on a magnetic field applied perpendicular to the substrate plane. The device remains in the superconducting state for \( B < B_C \approx 35 \text{ mT} \), i.e. smaller than the critical magnetic field. In this field range, regions A and D show a field dependence consistent with the standard picture of the sub-gap state energy decaying with the superconducting gap \( \Delta^*(B) \), which vanishes at \( B_C \), see Fig. 2 (a, c) in the Supplemental Material [14, 34]. Re-
region D, in addition, shows a pronounced zero-bias peak, possibly related to the strong Kondo interactions.

In Figs. 3 (a) and (c), G is plotted as a function of $B$ and $V_{SD}$ for regions B and C. For both regions we observe a closing of the superconducting gap $\Delta^*$, with increasing $B$. In addition, we find sub-gap resonances at constant energies $E_1 \approx \pm 60 \, \text{meV}$ (region B) and $E_1 \approx 0$ (region C), which are field-independent within the measurement accuracy, better seen in the waterfall plots in Figs. 3 (b) and (d) respectively. Another resonance with similar characteristics is shown in Fig. S3 in the Supplemental Material. In the vicinity of the critical field ($B \approx B_C$), the states at constant energy merge with the conductance maxima at $\pm \Delta^*$.

The field independent sub-gap states can be understood intuitively by considering a classical magnetic moment $\vec{m}$ in a magnetic field $|\vec{B}_m| = \frac{2m_B}{g\mu_B}$ given by the Rashba SOI parameter $\alpha$ and the linear momentum $p$ at small external magnetic fields. Here, $g^*$ is the effective $g$-factor and $\mu_B$ the Bohr magneton. $\vec{m}$ precesses around $\vec{B}_B$, which translates into a characteristic length scale $\ell_{so} = \frac{\pi h}{g\mu_B \omega}$ over which $\vec{m}$ rotates by a full period, using the reduced Planck constant $\hbar$ and the effective electron mass in ZB InAs, $m^* \approx 0.023 \, m_e$. At each reflection at the sharp boundaries of the finite length LS, the linear momentum is inverted, resulting in the inversion of $\vec{B}_B$, so that $\vec{m}$ backtracks the precessional motion. For a given injected orientation of $\vec{m}$, this leads to a static spin texture for each LS boundstate, with an effective magnetic moment $\vec{M} = \int_{0}^{L_S} \vec{m}(x) \, dx$ depending on $\ell_{so}$, and a shift in the resulting boundstate energy of $\Delta E = \vec{M} \cdot \vec{B}$ in a (weak) external magnetic field $\vec{B}$ defining the $z$-direction. For illustration we choose $\vec{B} \perp \vec{B}_m$ and plot in Figures 4 (a) and (b) the $z$-component of $\vec{m}(x)$ for $\ell_{LS}$ being (a) non-commensurate and (b) commensurate to $\ell_{so}$. In the case of commensurability, i.e. $\ell_{LS} \approx n \ell_{so}/2 \, (n \in \mathbb{N})$, one finds $M_z \approx 0$, independent of the injected spin orientation. We note that the components of $\vec{m}(x)$ parallel to $\vec{B}_m$ remain constant, so that the energy shifts due to fields $\vec{B} || \vec{B}_m$ are not affected. This intuitive picture can also be applied to superconducting boundstates and qualitatively accounts for the field independent sub-gap states observed here. A fully quantum mechanical description can be found in [15], suggesting superposition states with equal weights of up and down spin projections in the commensurate case. This interpretation holds as long as $B \ll B_{m}$ and allows, for example, to extract a lower bound for $E_{so}$, since $\ell_{LS} \geq \ell_{so}/2 \, (n = 1)$ for flat states, which yields $E_{so} = \frac{\pi^2 \hbar^2}{2m^* \ell_{so}^2} \geq \frac{\pi^2 \hbar^2}{8m^* \ell_{LS}^2} \geq 85 \, \text{meV}$, corresponding to $\hbar \omega \geq 0.21$ eVÅ. We note that this effective magnetic moment has strong implications for the definition and observed $g$-factor values in confined electronic systems [35, 36].

This qualitative picture is supported by a numerical tight binding model [15]. We write the Hamiltonian of a one channel system in the Nambu basis as

$$H_{NW} = \sum_{x=1}^{\ell_{LS}+66c-1} \left[ c_{x-1}^\dagger (2i_x - \mu_x - \Delta_{Z,x} \sigma_z) c_x - \{ c_{x}^\dagger (i_x - i_0 \sigma_y/2) c_{x+1} + \Delta_x c_{x}^\dagger c_{x-1}^\dagger + H.c. \} \right]$$

where $c_x = (c_{x\uparrow}, c_{x\downarrow})^T$ and $c_{x\uparrow}^\dagger$ ($c_{x\downarrow}$) creates (annihilates) an electron with spin $\sigma$ at site $x$. The boundary between both segments is at $x = \ell_{LS} - 1/2$ where the Rashba coupling strength $\alpha_x \approx \beta \theta_{LS}$, the Zeeman term $\Delta_{Z,x} = \Delta Z \theta_{LS}$, the hopping parameter $t_x = t_{LS} \theta_{LS} + t_{SC} \theta_{SC}$, the chemical potential $\mu_x = \mu_{LS} + \mu_{SC} \theta_{SC}$ and the pairing potential $\Delta_x = \Delta^* \sqrt{1 - (\Delta^*/\Delta^*)^2} \theta_{LS}$ change abruptly at the interface, with $\Delta^*$ the critical magnetic field of the superconductor and the zero field pairing potential $\Delta^*$. Here, we introduce the two heavy-side functions $\theta_{LS} = \theta(x_1 - x)$ and $\theta_{SC} = \theta(x - x_2)$, non-zero in the LS and below the SC, respectively. This configuration of parameters originates from previous studies suggesting that a strongly coupled SC drastically renormalizes the parameters of the NW [15, 37]. This model is chosen here because it precludes the formation of a topological phase. In order to model the experiment more realistically, we set up a Hamiltonian with three parallel channels and a weak coupling in between. For the plots in Fig. 4 we set the model lattice constant to $a = 5 \, \text{nm}$, $\alpha = \hbar a / 2 \omega$ with $\hbar \omega = 0.26$ eVÅ, $\ell_{LS} = 220$ nm and the length of the SC $\ell_{SC} = 300$ nm as in the experiment. This results in the hopping strengths $t_{LS} = 100$ meV and $t_{SC} = 50$ meV. Furthermore, we set $\Delta^* = 150 \, \text{meV}$, $\Delta^c = 35 \, \text{mT}$ and the $g$-factor to $g = 15$, based on values extracted from the experiments.

In Fig. 4 (c) and (e) we plot the eigenenergies obtained for the described model, and also use them as illustration in Fig. 3 (a) and (c). The model reproduces all relevant characteristics of the experiment, namely that the resonances at the gap edges at $\Delta^*$, corresponding to higher energy states, tend to zero for increasing $B$, whereas the sub-gap resonances at $\pm E_1$ do not depend on $B$. In the calculation the chemical potential within the LS as well as the SOI strength are adjusted to reproduce the characteristics of the measurement. The absolute energy of the sub-gap states are determined by the chemical potential $\mu$ in the LS. By shifting $\mu$ by $\Delta \mu = \beta \Delta V_{BS} \approx 400$ meV, using the lever arm $\beta$ of the experiment, we can also account for states at $E_1 \approx 0$, see Fig. 4 (e), which reproduces the measurements of region C in Fig. 3 (c). In the model, such flat states occur only for a sharp confinement, easily obtained at the integrated QD. At the SC interface, such a sharp confinement can occur due to a large step in the chemical potential in the case of a strong coupling between the SC and the NW.

In summary, we present tunnel spectroscopy measurements on discrete sub-gap resonances in a NW segment
connected to one SC contact and using an integrated QD as a tunable tunnel barrier. We show that some of the sub-gap resonances can be qualitatively understood as standard sub-gap states, not explicitly taking into account SOI, except for an unknown effective $g$-factor, with an excitation energy tending to zero with the closing of the gap for an increasing magnetic field. However, sub-gap states can also be pinned to a constant energy as a function of magnetic field, due to an equal superposition of both spin states in a NW LS of finite length. Such states can also reside at zero energy. We quantitatively reproduce the experiment with a theoretical model and use this effect to extract a lower bound of the SOI energy of ZB InAs NWs, namely $E_{\text{so}} \geq 85 \mu$eV, consistent with previous results [17, 18].
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Kondo effect and visibility of superconducting gap. In Table I we summarize the extracted characteristics of the resonances in regions A - D of Fig. 2 in the main text. For regions A and D we detect strong Kondo features in the normal state (see Fig. 2 (a), \( B = 50 \text{ mT} \)) with a Kondo temperature of \( T_K \approx 200 \mu\text{eV} \) to 250 \( \mu\text{eV} \), larger than the induced superconducting gap \( \Delta^* \). For region D we find a strong zero bias peak, probably related to Kondo physics in the superconducting state (see Fig. 2 (b), \( B = 0 \)) [13, 26]. We note that for A and D we do not observe a conductance peak at the superconducting gap at \( \pm \Delta^* \). In contrast, we detect only a weak Kondo ridge for region C, with \( T_K < 25 \mu\text{eV} \) in the normal state and clearly pronounced peaks at the gap edges at \( \pm \Delta^* \). For region B, we find no Kondo effect in the normal state and pronounced peaks at \( \pm \Delta^* \).

| Region | A | D | C | B |
|--------|---|---|---|---|
| Kondo ridge in N-state | strong | strong | weak | none |
| \( T_K \) | 250 \( \mu\text{eV} \) | 200 \( \mu\text{eV} \) | <25 \( \mu\text{eV} \) | NA |
| \( \Delta^* \) edge visible | no | no | yes | yes |

TABLE I. Summary of characteristics of sub-gap states in regions A, D, C, B.

Distinguishing QD and LS resonances. In Fig. S1 we plot the differential conductance \( G \) as a function of backgate voltage \( V_{\text{BG}} \) and sidegate voltage \( V_{\text{SG}} \). White arrows label the Coulomb blockade resonances of the integrated quantum dot, whereas the white dashed lines indicate the position of the LS resonances. These resonances can be distinguished by the different slope, i.e. different coupling capacitances to the two gates. In contrast, excited states of the integrated QD show the same slope as the fundamental resonance.

Charge rearrangements in the data of Fig. 2 In Fig. 2 (a, b) several charge rearrangements took place which we corrected by shifting the gate respectively. We note that no rearrangements occurred in the regimes discussed in the main text.

Magnetic field dependence of the resonances in the regions A and D. In Fig. S2 we plot \( G \) as a function of source drain voltage \( V_{\text{SD}} \) and external magnetic field \( B \) for regions A and D respectively of Fig. 2 of the main text. In Fig. S2 (a) we find the standard closing with increasing \( B \) for the resonance in region A. For region D (see Fig. S2 (c)) we find a pronounced zero bias peak which persists up to \( B_c \), probably related to a strong Kondo coupling.
FIG. S1. Differential conductance $G$ as a function of the sidegate voltage $V_{SG}$ and the backgate voltage $V_{BG}$ at $V_{SD} = 0$. Resonances of the integrated QD are labeled with white arrows. Dashed lines indicate lead resonances.

FIG. S2. $G$ (color scale) as a function of $V_{SD}$ and external magnetic field $B$ (out of plane) for (a) region A and, (c) D at the indicated $V_{BG}$ (blue arrow) in Fig. 2 (c, f) respectively ($V_{BG,A} = -6.471\text{ V}$, $V_{BG,D} = -6.237\text{ V}$). (b) and (d) show a selection of the same data as a waterfall plot.
Additional magnetic field independent sub-gap states in a different gate region. In Fig. S3 (a) we plot $G$ as a function of $V_{SD}$ and $B$ at a backgate voltage of $V_{BG} = -6.11$ V, i.e. at a larger gate voltage than in the main text. At energies $\pm E_1/e$ we find again magnetic field independent sub-gap resonances. In addition, we observe peaks at the gap edges $\pm \Delta^*/e$ decreasing in energy as a function of $B$. Fig. S3 (b) shows a waterfall plot of the same measurement to highlight magnetic field independent sub-gap states at $\pm \Delta^*/e$ with red dashed lines.

**FIG. S3.** $G$ vs. $B$ (out of plane) and $V_{SD}$ for a gate region not shown in the main text ($V_{BG} = -6.11$ V). A sub-gap state stays pinned to constant energy $\pm E_1$, independent of $B$. (b) shows a waterfall plot of this region.

**ADDITIONAL NUMERICAL CALCULATIONS FOR NANOWIRE WITHOUT SPIN-ORBIT INTERACTION.**

The physics discussed in the main text is based on the interplay between spin-orbit interaction (SOI) and the length of the lead segment, $\ell_{LS}$. To show the direct relation Fig. S4 shows the eigenstates of the same system and parameter settings as in the Fig. 4 (c), except that we set the SOI strength $\alpha$ to zero. For these settings, there are no $B$ independent states, only spin degenerate bound states (due to the absence of SOI) that decrease in energy with increasing $B$ as does $\Delta^*$.

**FIG. S4.** Calculated eigenenergies of the NW system as a function of $B$ and $V_{SD}$ with $\alpha = 0$ for the exact same parameters as used in Fig. 4 (c).
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