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Abstract

In this paper we study mean-field type control problems with risk-sensitive performance functionals. We establish a stochastic maximum principle (SMP) for optimal control of stochastic differential equations (SDEs) of mean-field type, in which the drift and the diffusion coefficients as well as the performance functional depend not only on the state and the control but also on the mean of the distribution of the state. Our result extends the risk-sensitive SMP (without mean-field coupling) of Lim and Zhou (2005), derived for feedback (or Markov) type optimal controls, to optimal control problems for non-Markovian dynamics which may be time-inconsistent in the sense that the Bellman optimality principle does not hold. In our approach to the risk-sensitive SMP, the smoothness assumption on the value-function imposed in Lim and Zhou (2005) need not to be satisfied. For a general action space a Peng’s type SMP is derived, specifying the necessary conditions for optimality. Two examples are carried out to illustrate the proposed risk-sensitive mean-field type SMP under linear stochastic dynamics with exponential quadratic cost function. Explicit solutions are given for both mean-field free and mean-field models.
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1 Introduction

Recently, there has been a renewed interest in optimal control problems for diffusions of mean-field type, where the performance functionals, drifts and diffusions coefficients depend not only on the state and the control but also on the probability distribution of state-control pair. Most formulations of mean-field type control in [1, 2, 4, 9, 11] have been of risk-neutral type where the performance functionals are the expected values of stage-additive payoff functions. Not all behavior, however, can be captured by risk-neutral mean-field type controls. One way of capturing risk-averse and risk-seeking behaviors is by exponentiating the performance functional before expectation (see [10]).

A stochastic maximum principle (SMP) for the risk-sensitive optimal control problems for Markov diffusion processes with an exponential-of-integral performance functional was elegantly derived in [12] using the relationship between the SMP and the Dynamic Programming Principle (DPP) which expresses the first order adjoint process as the gradient of the value-function of the underlying control problem. This relationship holds only when the value-function is smooth (see Assumption (B4) in [12]). The approach of [12] was widely used and extended to jump processes in [14] and [15], but still under this smoothness assumption. However, in many cases of interest, the value function is, in the best case, only continuous. Moreover, the relationship between the SMP and the DPP does not hold for non-Markovian dynamics and for mean-field type control problems where the Bellman optimality principle does not hold. This calls for the need to find a risk-sensitive SMP for these case.

The only paper that we are aware of and which deals with risk-sensitive optimal control in a mean field context is [16]. Therein, the authors derive a verification theorem for a risk-sensitive mean-field game whose underlying dynamics is a Markov diffusion, using a matching argument between a system of Hamilton-Jacobi-Bellman (HJB) equations and the Fokker-Planck equation. This matching arguments freezes the mean-field coupling in the dynamics, which yields a standard risk-sensitive HJB equation for the value-function. The mean-field coupling is then retrieved through the Fokker-Planck equation satisfied by the marginal law of the optimal state.

Our contribution can be summarized as follows. We establish a stochastic maximum principle for a class of risk-sensitive mean-field type control problems where the distribution enters only through the mean of state process. This means that the drift, diffusion, running cost and terminal cost functions depend on the state, the control and on the mean of state. Our work extends the results of [12] to risk-sensitive control problems for dynamics that are non-Markovian and of mean-field type. Our derivation of the SMP does not require any relationship between the first-order adjoint process and a value-function of an underlying control problem. Using the SMP derived in [9], our approach can be easily extended to the case where the mean-field coupling is in terms of the mean of the state and the control processes.

To the best to our knowledge, the risk-sensitive maximum principle for mean-field
type controls has not been established in earlier work, is entirely new, and is fundamentally different from the existing results in the risk-neutral mean-field case [1, 2, 4, 9, 11].

The paper is organized as follows. In Section 2, we present the model and state the main result. In Section 3.1, we establish a risk sensitive SMP, based on the risk-neutral SMP by Buckdhan et al. [4]. In Section 3.2, we establish the risk-sensitive SMP. In section 4 we apply the risk-sensitive SMP to the linear-exponential-quadratic setup. Section 5 concludes the paper. To streamline the presentation, we only consider the one-dimensional case. The extension to the multidimensional case is by now straightforward.

2 Statement of the problem

Let $T > 0$ be a fixed time horizon and $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ be a given filtered probability space on which a one-dimensional standard Brownian motion $B = \{B_s\}_{s \geq 0}$ is given, and the filtration $\mathbb{F} = \{\mathcal{F}_s, 0 \leq s \leq T\}$ is the natural filtration of $B$ augmented by $\mathbb{P}$-null sets of $\mathcal{F}$.

We consider the stochastic control system:

\[
\begin{aligned}
&dx^u(t) = b(t, x^u(t), E[x^u(t)], u(t))dt + \sigma(t, x^u(t), E[x^u(t)], u(t))dB_t, \\
&x^u(0) = x_0,
\end{aligned}
\]

where

\[
b(t, x, y, u), \sigma(t, x, y, u) : [0, T] \times \mathbb{R} \times \mathbb{R} \times U \rightarrow \mathbb{R}, \quad t \in [0, T], \quad x, y \in \mathbb{R}, \quad u \in U.
\]

Any $\bar{u}(\cdot) \in \mathcal{U}$ satisfying

\[
J^\theta(\bar{u}(\cdot)) = \inf_{u(\cdot) \in \mathcal{U}} J^\theta(u(\cdot))
\]

is called a risk-sensitive optimal control. The corresponding state process, solution of (1), is denoted by $\bar{x}(\cdot) := x^{\bar{u}}(\cdot)$.

The optimal control problem we are concerned with is to characterize the pair $(\bar{x}, \bar{u})$ solution of the problem (3).
Let $\Psi_T = \int_0^T f(t, x(t), E[x(t)], u(t)) dt + h(x(T), E[x(T)])$. Then the risk sensitive loss functional is given by

$$\Psi_\theta := \frac{1}{\theta} \log E e^\theta \left[ \int_0^T f(t, x(t), E[x(t)], u(t)) dt + h(x(T), E[x(T)]) \right] = \frac{1}{\theta} \log \left[ E e^{\theta \Psi_T} \right].$$

When the risk-sensitive index $\theta$ is small, the loss functional $\Psi_\theta$ can be expanded as

$$E[\Psi_T] + \frac{\theta}{2} \text{var}(\Psi_T) + O(\theta^2),$$

where, var$(\Psi_T)$ denotes the variance of $\Psi_T$. If $\theta < 0$, the variance of $\Psi_T$, as a measure of risk, improves the performance $\Psi_\theta$, in which case the optimizer is called risk seeker. But, when $\theta > 0$, the variance of $\Psi_T$ worsens the performance $\Psi_\theta$, in which case the optimizer is called risk averse. The risk-neutral loss functional $E[\Psi_T]$ can be seen as a limit of risk-sensitive functional $\Psi_\theta$ when $\theta \to 0$.

Note that the presence of the expectations $E[x(T)]$ in the loss function $\Psi_T$ may cause time-inconsistency, in which case the Bellman’s Principle is no longer valid and this motivates the use of the stochastic maximum (SMP) approach instead of trying extensions of the dynamic programming principle (DPP).

For convenience, we will use the following notation throughout the paper. For $\phi \in \{b, \sigma, f, h\}$, etc, respectively, we define

$$
\begin{align*}
\phi(t) &= \phi(t, \bar{x}(t), E[\bar{x}(t)], u(t)) - \phi(t, \bar{x}(t), E[\bar{x}(t)], \bar{u}(t)); \\
\phi_x(t) &= \frac{\partial \phi}{\partial x}(t, \bar{x}(t), E[\bar{x}(t)], \bar{u}(t)), \quad \phi_{xx}(t) = \frac{\partial^2 \phi}{\partial x^2}(t, \bar{x}(t), E[\bar{x}(t)], \bar{u}(t)); \\
\phi_y(t) &= \frac{\partial \phi}{\partial y}(t, \bar{x}(t), E[\bar{x}(t)], \bar{u}(t)).
\end{align*}
$$

(4)

where $u$ is an admissible control from $\mathcal{U}$.

We define the risk-neutral Hamiltonian associated with random variables $X \in L^1(\Omega, \mathcal{F}, \mathbb{P})$ as follows. for $(p, q) \in \mathbb{R} \times \mathbb{R}$

$$H(t, X, u, p, q) := b(t, X, E[X], u)p + \sigma(t, X, E[X], u)q - f(t, X, E[X], u),$$

(5)

We also introduce the risk-sensitive Hamiltonian: for $\theta \in \mathbb{R}$ and $(p, q, \ell) \in \mathbb{R} \times \mathbb{R} \times \mathbb{R}$,

$$H^\theta(t, X, u, p, q, \ell) := b(t, X, E[X], u)p + \sigma(t, X, E[X], u)(q + \theta \ell p) - f(t, X, E[X], u).$$

(6)

We have $H = H^0$.

Moreover, we denote

$$
\begin{align*}
\delta H(t) &:= p(t) \delta b(t) + q(t) \delta \sigma(t) - \delta f(t), \quad \delta H^\theta(t) := p(t) \delta b(t) + (q + \theta \ell p) \delta \sigma(t) - f(t), \\
H_k(t) &:= b_k(t)p + \sigma_k(t)q - f_k(t), \quad H_k^\theta(t) := p(t) b_k(t) + (q + \theta \ell p) \sigma_k(t) - f_k(t),
\end{align*}
$$

(7)

for $k = x, y, xx$.

We will make the following assumption in this paper.
Assumption 1. The functions $b, \sigma, f, h$ are twice continuously differentiable with respect to $(x, y)$. Moreover, $b, \sigma, f, h$ and all their derivatives up to second order with respect to $(x, y)$ are continuous in $(x, y, u)$, and bounded.

Under these assumptions, for each $u \in \mathcal{U}$, the SDE (1) admits a unique strong solution $x^u$ (see e.g. [4, 5]).

We introduce the adjoint equations involved in the risk-sensitive SMP for our control problem.

The first order adjoint equation is the following backward SDE of mean-field type:

$$
\begin{align*}
    dp(t) &= - \left\{ H^\theta_x(t) + \frac{1}{p(t)} E[v^\theta(t) H^\theta_y(t)] \right\} dt + \tilde{q}(t)(-\theta(t) dt + dB_t), \\
    dv^\theta(t) &= \theta(t)v^\theta(t) dB_t, \\
    v^\theta(T) &= \phi^\theta(T), \\
    \bar{p}(T) &= -h_x(T) - \frac{1}{\phi^\theta(T)} E[\phi^\theta(T) h_y(T)].
\end{align*}
$$

where,

$$
\phi^\theta_T := e^{\theta[h(x(T),E[x(T)])+\int_0^T f(t,x(t),E[x(t)],u(t))dt]}.
$$

In view of ([5], Theorem 3.1.), under Assumption 1, (8) admits a unique $\mathbb{F}$-adapted solution $(\bar{p}, \tilde{q}, v^\theta, \ell)$ such that

$$
E \left[ \sup_{t \in [0,T]} |\bar{p}(t)|^2 + \sup_{t \in [0,T]} |v^\theta(t)|^2 + \int_0^T (|\tilde{q}(t)|^2 + |\ell(t)|^2) dt \right] < \infty.
$$

The second order adjoint equation is the following backward SDE:

$$
\begin{align*}
    d\bar{P}(t) &= - \left\{ (2b_x(t) + \sigma^2_x(t) + 2\theta(t) \sigma_x(t)) \bar{P}(t) + 2\sigma_x(t) \tilde{Q}(t) \right\} dt + \tilde{Q}(t)(-\theta(t) dt + dB_t), \\
    \bar{P}(T) &= -h_{xx}(T).
\end{align*}
$$

This is a standard linear backward SDE, whose unique $\mathbb{F}$-adapted solution $(\bar{P}, \tilde{Q})$ satisfies

$$
E \left[ \sup_{t \in [0,T]} |\bar{P}(t)|^2 + \int_0^T |\tilde{Q}(t)|^2 dt \right] < \infty.
$$

The following theorem is the main result of the paper.

**Theorem 1.** (Risk-sensitive maximum principle) Let Assumption 1 hold. If $(\bar{x}(\cdot), \bar{u}(\cdot))$ is an optimal solution of the risk-sensitive control problem (1)-(2), then there are three pairs of $\mathbb{F}$-adapted processes $(v^\theta, \ell)$, $(\bar{p}, \tilde{q})$ and $(\bar{P}, \tilde{Q})$ that satisfy (8)-(10) and (11)-(12) respectively, such that

$$
\delta H^\theta(t) + \frac{1}{2} (\bar{P}(t) - \theta \bar{p}^2(t)) (\delta \sigma(t))^2 \leq 0,
$$

for all $u \in U$, almost every $t \in [0,T]$ and $\mathbb{P}$-almost surely.
In particular, if \( \sigma(t, x, u) := \sigma(t, x) \) is independent of \( u \) then

\[
H^\theta(t, \bar{x}(t), \bar{u}(t), \bar{p}(t), \bar{q}(t), \ell(t)) = \max_u H^\theta(t, \bar{x}(t), u, \bar{p}(t), \bar{q}(t), \ell(t)).
\]

**Remark 1.** Theorem 1 reduces to Theorem 3.1 of Lim and Zhou [12], if the model is mean-field free i.e. for which \( \sigma_y = h_y = b_y = f_y = 0 \), and when \( \ell(t) := -\bar{p}(t)\sigma(t, \bar{x}(t), \bar{u}(t)) \), in which case the generic martingale \( v^\theta \) becomes the smooth value-function of a Markovian or feedback control dynamics, whose gradient is the adjoint process.

**Remark 2.** The main results of the paper are built on the SMP for the risk neutral case derived in [4], where the strong condition 1 on the involved coefficients is imposed to get less technical proofs. These conditions can be considerably weakened using techniques that are by now well established in the optimal control literature (see e.g. [3, 12]).

### 3 Proof of the risk-sensitive stochastic maximum principle

The proof of Theorem 1 is displayed in the next subsections.

#### 3.1 An intermediate SMP for mean-field type control

In this subsection we first reformulate the risk-sensitive control problem (1)-(3) in terms of an augmented state process and terminal payoff problem. An intermediate stochastic maximum principle is then obtained by applying the SMP of ([4], Theorem 2.1.) for loss functionals without running cost. Then, we transform the intermediate first- and second-order adjoint processes to a more simpler form. The mean-field type control problem (3) under the dynamics (1) is equivalent to

\[
\begin{align*}
\inf_{u(\cdot) \in U} \mathbb{E} e^{\theta[h(\bar{x}(T)), \mathbb{E}[\bar{x}(T)]] + \xi(T)}, \\
\text{subject to} \\
\quad dx(t) = b(t, x(t), \mathbb{E}[x(t)], u(t))dt + \sigma(t, x(t), \mathbb{E}[x(t)], u(t))dB_t, \\
\quad d\xi(t) = f(t, x(t), \mathbb{E}[x(t)], u(t))dt, \\
\quad x(0) = x_0, \quad \xi(0) = 0.
\end{align*}
\]

(14)

Recall that

\[
\phi^\theta_T := e^{\theta[h(\bar{x}(T)), \mathbb{E}[\bar{x}(T)]] + \int_0^T f(t, \bar{x}(t), \mathbb{E}[\bar{x}(t)], \bar{u}(t))dt}.
\]

Under Assumption 1, we may apply the SMP for risk-neutral mean-field type control from ([4], Theorem 2.1) to the augmented state dynamics \((x, \xi)\) to derive the first order adjoint equation

...
The second order adjoint equation is in (15).

\[
\begin{aligned}
d\bar{p}(t) &= - \left\{ \begin{pmatrix} b_x(t) & 0 \\ f_x(t) & 0 \end{pmatrix}' \bar{p}(t) + \begin{pmatrix} \sigma_x(t) & 0 \\ 0 & 0 \end{pmatrix}' q + E \left[ \begin{pmatrix} b_y(t) & 0 \\ f_y(t) & 0 \end{pmatrix}' \bar{p} + \begin{pmatrix} \sigma_y(t) & 0 \\ 0 & 0 \end{pmatrix}' q \right] \right\} dt \\
&+ q(t) dB_t,
\end{aligned}
\]

\[
\bar{p}(T) = -\theta \phi_T^T \begin{pmatrix} h_x(T) \\ 1 \end{pmatrix} - \theta E \left[ \phi_T^T \begin{pmatrix} h_y(T) \\ 0 \end{pmatrix} \right],
\]

with

\[
E \left[ \sup_{0 \leq t \leq T} |\bar{p}(t)|^2 + \int_0^T |q(t)|^2 dt \right] < \infty.
\]

Let \( \bar{H}^\theta \) be the Hamiltonian associated with the optimal state dynamics \( \bar{x}(\cdot) \) and the pair of adjoint processes \( (\bar{p}(t), q(t)) \):

\[
\bar{H}^\theta(t, \bar{x}(t), u, \bar{p}(t), q(t)) := \begin{pmatrix} b(t, \bar{x}(t), E[\bar{x}(t)], u) \\ f(t, \bar{x}(t), E[\bar{x}(t)], u) \end{pmatrix} \cdot \bar{p}(t) + \begin{pmatrix} \sigma(t, \bar{x}(t), E[\bar{x}(t)], u) \\ 0 \end{pmatrix} \cdot q(t),
\]

where, \( (\cdot, \cdot) \) denotes the usual scalar product in \( \mathbb{R}^2 \). The dependence of the Hamiltonian on \( \theta \) stems from the dependence of the adjoint processes \( (\bar{p}, q) \) of \( \theta \) through the end-condition in (15).

The second order adjoint equation is

\[
\begin{aligned}
dP(t) &= - \left\{ \begin{pmatrix} b_x(t) & 0 \\ f_x(t) & 0 \end{pmatrix} P(t) + P(t) \begin{pmatrix} b_x(t) & 0 \\ f_x(t) & 0 \end{pmatrix}' + \begin{pmatrix} \sigma_x(t) & 0 \\ 0 & 0 \end{pmatrix} P(t) \begin{pmatrix} \sigma_x(t) & 0 \\ 0 & 0 \end{pmatrix}' \\
&+ \begin{pmatrix} \sigma_x(t) & 0 \\ 0 & 0 \end{pmatrix} Q(t) + Q(t) \begin{pmatrix} \sigma_x(t) & 0 \\ 0 & 0 \end{pmatrix}' + \begin{pmatrix} \bar{H}_{x\bar{x}}^\theta(t) & 0 \\ 0 & 0 \end{pmatrix} \right\} dt + Q(t) dB_t,
\end{aligned}
\]

\[
P(T) = -\theta \phi_T \begin{pmatrix} \theta h_x^2(T) + h_{xx}(T) & \theta h_x(T) \\ \theta h_x(T) & \theta \end{pmatrix}.
\]

\[
E \left[ \sup_{0 \leq t \leq T} ||P(t)||^2 + \int_0^T ||Q(t)||^2 dt \right] < \infty,
\]

where, \( ||\cdot|| \) denotes the norm of the corresponding matrices.

We have the following

**Proposition 1.** Let Assumption 1 hold. If \((\bar{x}, \bar{\xi}, \bar{u})\) is an optimal solution of the risk-neutral control problem (14), then there are two pairs of \( \mathbb{F} \)-adapted processes \( (\bar{p}, q) \) and \( (P, Q) \) that satisfy (15)-(16) and (18)-(19) respectively, such that

\[
\delta \bar{H}^\theta(t) + \frac{1}{2} \begin{pmatrix} \delta \sigma(t) \\ 0 \end{pmatrix}' P(t) \begin{pmatrix} \delta \sigma(t) \\ 0 \end{pmatrix} \leq 0,
\]

where

\[
\delta \theta = \left\{ \begin{pmatrix} \delta \sigma(t) \\ 0 \end{pmatrix} \right\}.
\]
for all $u \in U$, almost every $t$ and $\mathbb{P}$—almost surely,
where,
\[
\delta \tilde{H}^\theta(t) := \tilde{H}^\theta(t, \bar{x}(t), u, \bar{p}(t), \bar{q}(t)) - \tilde{H}^\theta(t, \bar{x}(t), \bar{u}(t), \bar{p}(t), \bar{q}(t)).
\]

### 3.2 Transformation of the first order adjoint process

Although the result of Proposition 1 is a good SMP for the risk-sensitive mean-field type control, the fact that augmenting the state process with the second component $\xi$ yields a system of two adjoint equations that appears complicated to solve in concrete situations. In the mean-field free case, Lim and Zhou ([12]) elegantly solve this problem by suggesting a transformation of the adjoint processes $(\bar{p}, \bar{q})$ in such a way to get rid of the second component $(p_2, q_2)$ in (15) and express the SMP in terms of only one adjoint process that we denote $(\tilde{p}_1, \tilde{q}_1)$ and which solves a backward SDE whose driver is quadratic in $\tilde{p}_1$, which reminds of the risk-sensitive Hamilton-Jacobi-Bellman equation (see [16] and the references therein).

The suggested transform uses a relationship between the SMP and the DPP (valid only for Markovian or feedback controls and in situations where the Bellman Principle is valid) which expresses the adjoint process $\bar{p}$ as the gradient of the value-function associated with the control problem (14), provided that the value-function is smooth (see Assumption (B4) in [12]), a condition that is often hard to verify in concrete situations. The value-function is in general not smooth. Furthermore, the approach developed in [12] cannot be extended general situations, such as non-Markovian dynamics and in mean-field type control problems, where the Bellman Principle does not hold.

A closer look at the method of Lim and Zhou ([12]), suggests in fact that it is enough to use a generic square-integrable martingale to transform the pair $(p_2, q_2)$ into the adjoint process $(\tilde{p}_2, 0)$, where the process $\tilde{p}_2$ is still a square-integrable martingale, which would mean that $\tilde{p}_2(t) = \tilde{p}_2(T)$ and is equal to the constant $E[\tilde{p}_2(T)]$. But, this generic martingale need not be related to the adjoint process $\bar{p}$ as in ([12]). Instead, it will be part of the adjoint equation associated with the risk-sensitive SMP (see Theorem 1, above).

Roughly, noting that $dp_2(t) = q_2(t)dB_t$ and $p_2(T) = -\theta \phi_T^\theta$, the explicit solution of this backward SDE is
\[
p_2(t) = -\theta E[\phi_T^\theta \mid \mathcal{F}_t] = -\theta v^\theta(t),
\]
where,
\[
v^\theta(t) := E[\phi_T^\theta \mid \mathcal{F}_t], \quad 0 \leq t \leq T.
\]

In view of (21), it would be natural to choose a transformation of $(\bar{p}, \bar{q})$ into an adjoint process $(\tilde{p}, \tilde{q})$, where,
\[
\tilde{p}(t) := \begin{pmatrix} \bar{p}_1(t) \\ \bar{p}_2(t) \end{pmatrix}, \quad \tilde{q}(t) := \begin{pmatrix} \bar{q}_1(t) \\ \bar{q}_2(t) \end{pmatrix}, \quad 0 \leq t \leq T,
\]
such that
\[
\tilde{p}_2(t) = \frac{p_2(t)}{\theta v^\theta(t)} = -1, \quad 0 \leq t \leq T.
\]
which would imply that, for almost every $0 \leq t \leq T$, $\tilde{q}_2(t) = 0$, $\mathbb{P}$ – a.s.

We consider the following transform

$$
\tilde{p}(t) = \left( \begin{array}{c} \tilde{p}_1(t) \\ \tilde{p}_2(t) \end{array} \right) := \frac{1}{\theta v^\theta(t)} \tilde{p}(t), \quad 0 \leq t \leq T.
$$

(24)

In view of (15) and (33), we have

$$
\tilde{p}(T) = -\left( h_x(T) + \frac{1}{\theta v^\theta(T)} E[v^\theta(T)h_y(T)] \right).
$$

(25)

The following properties of the generic martingale $v^\theta$ are essential in order to investigate the properties of these new processes $(\tilde{p}, \tilde{q})$.

First, we note that since, by Assumption 1, $f$ and $h$ are bounded by some constant $C > 0$, we have

$$
0 < e^{-(1+T)C \theta} \leq \phi_T \leq e^{(1+T)C \theta}.
$$

(26)

Therefore, $v^\theta$ is a uniformly bounded $\mathbb{F}$-martingale satisfying

$$
0 < e^{-(1+T)C \theta} \leq v^\theta(t) \leq e^{(1+T)C \theta}, \quad 0 \leq t \leq T.
$$

(27)

Furthermore, the martingale $v^\theta$ enjoys the following useful logarithmic transform established in ([7], Proposition 3.1):

$$
v^\theta(t) = \exp \left( \theta Y_t + \theta \int_0^t f(s, \bar{x}(s), E[\bar{x}(s)], \bar{u}(s)) ds \right), \quad 0 \leq t \leq T,
$$

(28)

and

$$
v^\theta(0) = E[\phi_T] = \exp(\theta Y_0),
$$

(29)

where, in view of (27) and the boundedness of $f$,

$$
\sup_{0 \leq t \leq T} |Y_t| \leq C_T,
$$

(30)

where, $C_T$ is a positive constant that depends only on $T$ and the bounds of $f$ and $h$. Moreover, the process $Y$ is the first component of the $\mathbb{F}$-adapted pair of processes $(Y, \ell)$ which is the unique solution to the following quadratic BSDE:

$$
\begin{cases}
  dY_t = -\{ f(t, \bar{x}(t), E[\bar{x}(t)], \bar{u}(t)) + \frac{\theta}{2} |\ell(t)|^2 \} dt + \ell(t) dB_t, \\
  Y_T = h(\bar{x}_T, E[\bar{x}_T])
\end{cases}
$$

(31)

where,

$$
E \left[ \int_0^T |\ell(t)|^2 dt \right] < \infty.
$$

(32)
In particular, \(v^\theta\) solves the following linear backward SDE

\[
dv^\theta(t) = \theta \ell(t) v^\theta(t) dB_t, \quad v^\theta(T) = \phi^\theta_T. \tag{33}
\]

Hence,

\[
\frac{v^\theta(t)}{v^\theta(0)} = \exp \left( \int_0^t \theta \ell(s) dB_s - \frac{\theta^2}{2} \int_0^t |\ell(s)|^2 ds \right) := L^\theta_t, \quad 0 \leq t \leq T. \tag{34}
\]

is a uniformly bounded \(\mathbb{F}\)-martingale.

We wish to identify the processes \(\tilde{\alpha}\) and \(\tilde{\eta}\) such that

\[
d\tilde{\eta}(t) = -\tilde{\alpha}(t) dt + \tilde{\eta}(t) dB_t. \tag{35}
\]

We may apply Itô’s formula to the process \(\tilde{\eta}(t) = \theta v^\theta \tilde{p}(t)\), using the expression of \(v^\theta\) in (33), to obtain

\[
d\tilde{p}(t) = \theta v^\theta(t) d\tilde{p}(t) + \theta^2 \ell(t) v^\theta(t) \tilde{q}(t) dt + \theta^2 \ell(t) v^\theta(t) \tilde{p}(t) dB_t.
\]

Thus,

\[
d\tilde{p}(t) = \frac{d\tilde{p}(t)}{\theta v^\theta(t)} - \theta \ell(t) \tilde{q}(t) dt - \tilde{p}(t) \theta \ell(t) dB_t.
\]

Substituting the expression of \(d\tilde{p}\) in (15) and identifying the coefficients we get the diffusion term

\[
\tilde{q}(t) = \frac{1}{\theta v^\theta(t)} \tilde{q}(t) - \theta \ell(t) \tilde{p}(t), \quad 0 \leq t \leq T, \tag{36}
\]

and the drift term of the process \(\tilde{p}\)

\[
\tilde{\alpha}(t) = \left( \begin{array}{cc} b_x(t) & 0 \\ f_x(t) & 0 \end{array} \right) \frac{1}{v^\theta(t)} \tilde{p}(t) + \left( \begin{array}{cc} \sigma_x(t) & 0 \\ 0 & 0 \end{array} \right) \frac{1}{v^\theta(t)} \tilde{q}(t)
\]

\[
+ \frac{1}{\theta v^\theta(t)} E \left[ \left( \begin{array}{cc} b_y(t) & 0 \\ f_y(t) & 0 \end{array} \right) \tilde{p}(t) + \left( \begin{array}{cc} \sigma_y(t) & 0 \\ 0 & 0 \end{array} \right) \tilde{q}(t) \right] + \theta \ell(t) \tilde{q}(t).
\]

Now using the relations

\[
\tilde{p}(t) = \theta v^\theta(t) \tilde{p}(t), \quad \tilde{q}(t) = \theta v^\theta(t) \tilde{q}(t) + \theta \tilde{p}(t) \theta \ell(t) v^\theta(t),
\]

we finally obtain

\[
\tilde{\alpha}(t) = \left( \begin{array}{cc} b_x(t) & 0 \\ f_x(t) & 0 \end{array} \right) \tilde{p}(t) + \left( \begin{array}{cc} \sigma_x(t) & 0 \\ 0 & 0 \end{array} \right) \{ \tilde{q}(t) + \theta \ell(t) \tilde{p}(t) \} + \theta \ell(t) \tilde{q}(t)
\]

\[
+ \frac{1}{v^\theta(t)} E \left[ v^\theta(t) \left( \begin{array}{cc} b_y(t) & 0 \\ f_y(t) & 0 \end{array} \right) \tilde{p}(t) + v^\theta(t) \left( \begin{array}{cc} \sigma_y(t) & 0 \\ 0 & 0 \end{array} \right) \{ \tilde{q}(t) + \theta \ell(t) \tilde{p}(t) \} \right]. \tag{37}
\]
It is easily verified that
\[ d\tilde{p}_2(t) = \tilde{q}_2(t)[-\theta \ell(t)dt + dB_t], \quad \tilde{p}_2(T) = -1. \]

In view of (34), we may use Girsanov Theorem to claim that
\[ d\tilde{p}_2(t) = \tilde{q}_2(t)d\bar{B}^\theta_t, \quad \mathbb{P}^\theta - \text{a.s.} \quad \tilde{p}_2(T) = -1, \]
where,
\[ \bar{B}^\theta_t := B_t - \int_0^t \theta \ell(s)ds \]
is a \( \mathbb{P}^\theta \)-Brownian motion, where,
\[ \frac{d\mathbb{P}^\theta}{d\mathbb{P}} |_{\mathcal{F}_t} := L^\theta_t = \exp \left( \int_0^t \theta \ell(s)dB_s - \frac{\theta^2}{2} \int_0^t |\ell(s)|^2ds \right), \quad 0 \leq t \leq T. \]

In view of (34) and (26), the probability measures \( \mathbb{P} \) and \( \mathbb{P}^\theta \) are in fact equivalent. Hence, noting that \( \tilde{p}_2(t) := [\theta v^\theta(t)]^{-1}p_2(t) \) is square-integrable, we get that \( \tilde{p}_2(t) = E^{\mathbb{P}^\theta}[\tilde{p}_2(T)|\mathcal{F}_t] = -1 \). Thus, its quadratic variation \( \int_0^T |\tilde{q}_2(t)|^2dt = 0 \). This implies that, for almost every \( 0 \leq t \leq T, \tilde{q}_2(t) = 0, \mathbb{P}^\theta \) and \( \mathbb{P} \)-a.s.

Therefore, the first component of \( \tilde{\alpha} \) given by (37) reads
\[ \tilde{\alpha}_1(t) = b_x(t)\tilde{p}_1(t) + \sigma_x(t)(\tilde{q}_1(t) + \theta \ell(t)\tilde{p}_1(t)) - f_x(t) + \tilde{q}(t)\theta \ell(t) \]
\[ + \frac{1}{\sigma^2(t)} E \left[ v^\theta(t) \left( b_y(t)\tilde{p}_1(t) + \sigma_y(t)(\tilde{q}_1(t) + \theta \ell(t)\tilde{p}_1(t)) - f_y(t) \right) \right]. \]  

(38)

and the main risk-sensitive first order adjoint equation for \((\tilde{p}_1, \tilde{q}_1)\) and \((v^\theta, \ell)\) becomes

\[ \begin{cases} 
  d\tilde{p}_1 = -\tilde{\alpha}_1(t)dt + \tilde{q}_1dB_t, \\
  dv^\theta(t) = \theta \ell(t)v^\theta(t)dB_t, \\
  v^\theta(T) = \phi^\theta(T), \\
  \tilde{p}_1(T) = -h_x(T) - \frac{1}{\phi^\theta(T)}E[\phi^\theta(T)h_y(T)]. 
\end{cases} \]  

(39)

The solution of this system of backward SDEs is unique.

### 3.3 Transformation of the Hamiltonian

In view of (24) and (36), the Hamiltonian \( \tilde{H}^\theta \), associated with (14), given by

\[ \tilde{H}^\theta(t, \bar{x}(t), u, \tilde{p}(t), \tilde{q}(t)) = \begin{pmatrix} 
  b(t, \bar{x}(t), E[\bar{x}(t)], u) \\
  f(t, \bar{x}(t), E[\bar{x}(t)], u) 
\end{pmatrix} \cdot \tilde{p}(t) + \begin{pmatrix} 
  \sigma(t, \bar{x}(t), E[\bar{x}(t)], u) \\
  0 
\end{pmatrix} \cdot \tilde{q}(t), \]

satisfies

\[ \tilde{H}^\theta(t, \bar{x}(t), u, \tilde{p}(t), \tilde{q}(t)) = [\theta v^\theta(t)]H^\theta(t, \bar{x}(t), u, \tilde{p}_1(t), \tilde{q}_1(t), \ell(t)) \]  

(40)
where, $H^\theta$ is the risk-sensitive Hamiltonian given by (6).

Using the notation (4), we have the following relation between the drift term $\tilde{\alpha}_1$ in (37) and the gradient of the risk-sensitive Hamiltonian $H^\theta$:

$$\tilde{\alpha}_1(t) = H^\theta_x(t) + \frac{1}{v^\theta(t)} E[v^\theta(t)H^\theta_y(t)] + \theta \ell(t) \tilde{q}_1(t).$$  \hfill (41)

Hence, risk-sensitive first order adjoint equation (39) becomes

$$\begin{cases}
   d\tilde{p}_1 = - \left\{ H^\theta_x(t) + \frac{1}{v^\theta(t)} E[v^\theta(t)H^\theta_y(t)] \right\} dt + \tilde{q}_1(-\theta \ell(t) dt + dB_t), \\
   dv^\theta(t) = \theta \ell(t)v^\theta(t) dB_t, \\
   v^\theta(T) = \phi^\theta(T), \\
   \tilde{p}_1(T) = -h_x(T) - \frac{1}{\phi^\theta(T)} E[\phi^\theta(T)h_y(T)].
\end{cases} \hfill (42)$$

### 3.4 Transformation of the second order adjoint process

For the second order adjoint equation, we apply the same type of transformations suggested in [12] and let

$$\tilde{P}(t) := \frac{P(t)}{\theta v^\theta(t)} + \theta \tilde{p}(t)\tilde{p}'(t), \quad 0 \leq t \leq T, \hfill (43)$$

and

$$\tilde{Q}(t) := \frac{Q(t)}{\theta v^\theta(t)} + \theta \tilde{q}(t)\tilde{p}'(t) + \theta \tilde{p}(t)\tilde{q}'(t) - \theta \ell(t) \left( \tilde{P}(t) - \theta \tilde{p}(t)\tilde{p}'(t) \right), \quad 0 \leq t \leq T. \hfill (44)$$

In view of (18) satisfied by $(P, Q)$, easy (but lengthy) calculations similar to [12] yield that

$$\tilde{P}(t) = \left( \begin{array}{cc} \tilde{P}_1(t) & 0 \\ 0 & 0 \end{array} \right), \quad \tilde{Q} = \left( \begin{array}{cc} \tilde{Q}_1(t) & 0 \\ 0 & 0 \end{array} \right), \quad 0 \leq t \leq T, \hfill (45)$$

where, $(\tilde{P}_1, \tilde{Q}_1)$ is a pair of one-dimensional processes that uniquely solve the risk-sensitive second order adjoint equation:

$$\begin{cases}
   d\tilde{P}_1 = - \left\{ (2b_x(t) + \sigma^2_x(t) + 2\theta \ell(t)\sigma_x(t)) \tilde{P}_1(t) + 2\sigma_x(t)\tilde{Q}_1(t) \\
   -\theta(\tilde{q}_1(t) + \sigma_x(t)\tilde{p}_1(t))^2 + H^\theta_{xx}(t) \right\} dt + \tilde{Q}_1(t)(-\theta \ell(t) dt + dB_t), \\
   \tilde{P}_1(T) = -h_{xx}(T). \hfill (46)
\end{cases}$$

### 3.5 Risk-sensitive stochastic maximum principle

To arrive at a risk-sensitive SMP expressed in terms of the adjoint processes $(\tilde{p}_1, \tilde{q}_1), (v^\theta, \ell)$ and $(\tilde{P}_1, \tilde{Q}_1)$, which solve (42) and (46) respectively, we note that in view of (43), (44) and
(45), the second term in the variational inequality (20) satisfies
\[
\begin{pmatrix}
\delta\sigma(t) \\
0
\end{pmatrix}^\prime P(t) \begin{pmatrix}
\delta\sigma(t) \\
0
\end{pmatrix} = [\theta v^\theta(t)] \begin{pmatrix}
\delta\sigma(t) \\
0
\end{pmatrix}^\prime \left[ \bar{P}(t) - \theta \bar{p}(t) \bar{p}^\prime(t) \right] \begin{pmatrix}
\delta\sigma(t) \\
0
\end{pmatrix} \\
= \theta v^\theta(t) \left( \bar{P}_1(t) - \theta \bar{p}_1^2(t) \right) (\delta\sigma(t))^2.
\]
Combining this relation with (40) we obtain
\[
\delta H^\theta(t) + \frac{1}{2} \begin{pmatrix}
\delta\sigma(t) \\
0
\end{pmatrix}^\prime P(t) \begin{pmatrix}
\delta\sigma(t) \\
0
\end{pmatrix} = \theta v^\theta(t) \left[ \delta H^\theta(t) + \frac{1}{2} \left( \bar{P}_1(t) - \theta \bar{p}_1^2(t) \right) (\delta\sigma(t))^2 \right].
\]
Hence, since \( v^\theta > 0 \), the variational inequality (20) translates into
\[
\delta H^\theta(t) + \frac{1}{2} \left( \bar{P}_1(t) - \theta \bar{p}_1^2(t) \right) (\delta\sigma(t))^2 \leq 0,
\]
for all \( u \in U \), almost every \( t \in [0, T] \) and \( \mathbb{P} \)-almost surely.

This finishes the proof of Theorem 1.

4 Illustrative Example: Linear-quadratic risk-sensitive model

The optimal control of a linear stochastic system driven by a Brownian motion and with a quadratic cost in the state and the control is probably the most well known solvable stochastic control problem in continuous time. To illustrate our approach, we consider the one-dimensional case with linear state dynamics and exponential quadratic cost functional.

It is well-known that in absence of mean-field coupling, the optimal control is a linear feedback control whose feedback gain is obtained from the solution of a risk-sensitive Riccati equation which has an additional term when compared to the (classical) Riccati equation for the quadratic cost problem. In the examples below we will show that this feature is still valid in the LQ risk-sensitive problem (with and without the mean-field coupling).

4.1 LQ risk-sensitive control without the mean-field coupling

We consider the linear-quadratic risk-sensitive control problem:
\[
\begin{align*}
\inf_{u(\cdot) \in U} &\mathbb{E} e^{\theta \int_0^T u^2(t) dt + \frac{1}{2} x^2(T)} \left[ \int_0^T u^2(t) dt + \frac{1}{2} x^2(t) \right], \\
\text{subject to} &
\begin{align*}
\frac{d}{dt} x(t) &= (ax(t) + bu(t)) dt + \sigma dB_t, \\
x(0) &= x_0,
\end{align*}
\end{align*}
\]
where, \( a, b \) and \( \sigma \) are real constants.
An admissible pair \((\bar{x}(\cdot), \bar{u}(\cdot))\) that satisfies the optimality necessary conditions of Theorem 1 can be obtained by solving the following system of forward-backward SDEs:

\[
\begin{align*}
d\bar{x}(t) &= (ax(t) + bu(t)) \, dt + \sigma dB_t, \\
dp(t) &= -\{ap(t) + \theta \ell(t)q(t)\} \, dt + q(t)dB_t, \\
dv^\theta(t) &= \theta \ell(t)v^\theta(t)dB_t, \\
v^\theta(T) &= \phi^\theta(T), \\
x(0) &= x_0, \\
p(T) &= -\bar{x}(T),
\end{align*}
\] (48)

where, \(\phi^\theta(T) := e^{\int_0^T \frac{1}{2} \bar{u}^2(t) dt + \frac{1}{2} \bar{x}^2(T)}\).

This system involves only the first adjoint equation because the diffusion coefficient in the state dynamics is independent of the control (constant!).

The associated risk-sensitive Hamiltonian is

\[
H^\theta(t, x, u, p, q, \ell) := (ax + bu)p - \frac{1}{2}u^2 + \sigma(q + \theta \ell p).
\]

We have

\[
H^\theta_x = ap, \quad H^\theta_u = bp - u.
\]

Maximizing the Hamiltonian yields

\[
\bar{u}(t) = bp(t).
\] (49)

The associated state dynamics \(\bar{x}\) solves then the SDE

\[
d\bar{x}(t) = (ax(t) + b^2p(t)) \, dt + \sigma dB_t.
\] (50)

We try a solution of the form

\[
p(t) := -\beta(t)\bar{x}(t),
\] (51)

where, \(\beta(t)\) is a deterministic function such that \(\beta(T) = 1\). In view of (51), the state dynamics \(\bar{x}\) solves the linear SDE

\[
d\bar{x}(t) = (a - b^2\beta(t)) \bar{x}(t)dt + \sigma dB_t.
\] (52)

Furthermore, we have

\[
dp(t) = \left(-\dot{\beta}(t) - a\beta(t) + b^2\beta^2(t)\right) \bar{x}(t)dt - \sigma \beta(t)dB_t.
\] (53)

From (48) we also get

\[
dp(t) = -\{a\beta(t)\bar{x}(t) + \theta \ell(t)q(t)\} \, dt + q(t)dB_t.
\] (54)

Identifying the coefficients of these two equations we obtain

\[
q(t) = -\sigma \beta(t),
\] (55)
\[
\left( -\dot{\beta}(t) - 2a\beta(t) + b^2\beta^2(t) \right) \bar{x}(t) = \sigma\beta(t)\theta\ell(t).
\]
This equation is feasible only if we choose
\[
\ell(t) = \gamma(t)\bar{x}(t). \tag{56}
\]
for some deterministic function \(\gamma(t)\).

Given the deterministic functions \(\beta\) and \(\gamma\), in view of (48), (52) and (56), the generic martingale \(v^\theta\) satisfies the linear SDE
\[
dv^\theta(t) = \theta\gamma(t)\bar{x}(t)v^\theta(t)dB_t, \quad v^\theta(T) = \phi^\theta(T). \tag{57}
\]
At this stage, \(\gamma\) can be seen as a free parameter whose choice gives different features of the behavior of the optimal pairs \((\bar{x}(\cdot), \bar{u}(\cdot))\). Let us examine two typical cases (among many others).

**Case 1.** \(\gamma(t) := \sigma\beta(t)\).
This choice yields the form \(\ell(t) = -\sigma p(t)\) suggested by Lim and Zhou [12], using the relationship between the SMP and the dynamic programming principle, which in turn gives the risk-sensitive Riccati equation for \(\beta\):
\[
\dot{\beta}(t) + 2a\beta(t) + (\theta\sigma^2 - b^2)\beta^2(t) = 0, \quad \beta(T) = 1.
\]
Its explicit solution is given by
\[
\beta(t) = \left[ \frac{b^2 - \theta\sigma^2}{2a} + \left( 1 - \frac{b^2 - \theta\sigma^2}{2a} \right) e^{-2a(T-t)} \right]^{-1}.
\]

**Case 2.** \(\gamma(t) := 1\).
This choice yields the form \(\ell(t) = \bar{x}(t)\), which is not related to the choice made in Lim and Zhou [12]. We obtain yet another Riccati equation for \(\beta\):
\[
\dot{\beta}(t) + (2a + \theta\sigma)\beta(t) - b^2\beta^2(t) = 0, \quad \beta(T) = 1.
\]
Its explicit solution is given by
\[
\beta(t) = e^{(2a+\theta\sigma)(T-t)} \left[ 1 - \frac{b^2 e^{\theta\sigma T}}{2a + \theta\sigma} \left( e^{(2a+\theta\sigma)(T-t)} - 1 \right) \right]^{-1}.
\]
Note that, depending on the parameters, there may be explosion of the function \(\beta\) in finite time, in both solutions.
4.2 LQ risk-sensitive control with a mean-field coupling

We keep the same functions $f, \sigma, b$ as in (47) but we modify the terminal cost $h$ to be

$$h(x(T), E[x(T)]) = \frac{1}{2}x^2(T) + \mu E[x(T)],$$

for some given constant $\mu$, where the only mean field coupling is $E[x(T)]$. Therefore, the first-order adjoint equation remains the same as (48), but the terminal condition becomes

$$p(T) = -\bar{x}(T) - \frac{\mu}{\phi_T^\theta} E[\phi_T^\theta],$$

(58)

where, $\phi_T^\theta := e^{\theta \int_0^T \bar{x}(t)dt + \frac{1}{2} \bar{x}^2(t) + \mu E[\bar{x}(T)]}$.

In view of (28), we have

$$L_t^\theta := \frac{v^\theta(t)}{E[\phi_T^\theta]} = \exp \left( \theta \int_0^t \ell(s)dB_s - \frac{\theta^2}{2} \int_0^t |\ell(s)|^2 ds \right).$$

(59)

which satisfies the linear SDE

$$dL_t^\theta = \theta \ell(t)L_t^\theta dB_t, \quad L_0^\theta = 1.$$  (60)

Hence, the end-value (58), becomes

$$L_T^\theta p(T) = -L_T^\theta \bar{x}(T) - \mu.$$  (61)

The associated risk-sensitive Hamiltonian is

$$H^\theta(t, x, u, p, q, \ell) := (ax + bu)p - \frac{1}{2}u^2 + \sigma(q + \theta \ell p).$$

We have

$$H_x^\theta = ap, \quad H_u^\theta = bp - u.$$  

Maximizing the Hamiltonian yields

$$\bar{u}(t) = bp(t).$$  (62)

In view of the form (61), we try a solution $p(t)$ such that

$$p(t)L_t^\theta = -\beta(t)x(t)L_t^\theta - \mu \alpha(t),$$  (63)

where, $\alpha(t)$ and $\beta(t)$ are deterministic function such that $\alpha(T) = 1$ and $\beta(T) = 1$. Proceeding as above, in view of (62), we apply Itô’s formula to the process $v^\theta(t)p(t)$ using (48) and (60), and then (63) and (50), and identify the coefficient we obtain

$$\begin{cases} q(t) = \frac{\theta \ell(t)}{L_t^\theta} \mu \alpha(t) - \sigma \beta(t), \\ -\mu \hat{\alpha}(t) + \mu (b^2 \beta(t) - a) \alpha(t) - \left[ \left( \beta(t) + 2a \beta(t) - b^2 \beta^2(t) \right) \bar{x}(t) + \sigma \theta \ell(t) \beta(t) \right] L_t^\theta = 0. \end{cases}$$
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Again, as in the previous example, this system of equations is feasible only if we assume that
\[ \ell(t) = \gamma(t)\bar{x}(t), \]  
(64)
for some deterministic function \( \gamma(t) \). This yields
\[
\begin{align*}
\dot{\beta}(t) + 2a\beta(t) - b^2\beta^2(t) + \theta\sigma\gamma(t)\beta(t) &= 0, \\
\dot{\alpha}(t) + (a - b^2\beta(t))\alpha(t) &= 0, \\
q(t) &= \mu\theta\gamma(t)\bar{x}(t)(L^\theta(t))^{-1}\alpha(t) - \sigma\beta(t), \\
\beta(T) &= 1, \quad \alpha(T) = 1.
\end{align*}
\]  
(65)
Finally, choosing either \( \gamma(t) = \sigma\beta(t) \) or \( \gamma(t) = 1 \), as in the previous example, we get closed form solutions to the system (65).

We note that when \( \mu \) goes to zero, we obtain the mean-field free solution given in the previous subsection. Moreover, the choice of the process \( \ell \) need not be related to any relationship between the stochastic maximum principle and the Dynamic Programming Principle.

**Numerical investigation**

In this subsection we provide numerical solution of the above risk-sensitive linear quadratic system. The state parameters are \( a = 0, b = 1 \). The initial state is 1. The noise parameter is \( \sigma = 10^{-2} \) and the risk-sensitive index is set to \( \theta = 10^{-5} \). The step size of the discretization is set to \( 10^{-6} \). We observe that a local solution exist for small window \([0, 1]\) as illustrated in Figure 1. As \( T \) becomes larger (for example for \( T = 5 \) in Figure 2 ) there is an explosion of the solution.

**5 Conclusion**

In this paper we established a Peng's type stochastic maximum principle for risk-sensitive stochastic control of mean-field type extending a previous result by Lim and Zhou [12].
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