INVERSE SEMI-BRACES AND THE YANG-BAXTER EQUATION

Francesco Catino  
Dipartimento di Matematica e Fisica  
"Ennio De Giorgi"  
Università del Salento  
Via Provinciale Lecce-Arnesano  
73100 Lecce (Italy)  
francesco.catino@unisalento.it

Marzia Mazzotta  
Dipartimento di Matematica e Fisica  
"Ennio De Giorgi"  
Università del Salento  
Via Provinciale Lecce-Arnesano  
73100 Lecce (Italy)  
marzia.mazzotta@unisalento.it

Paola Stefanelli  
Dipartimento di Matematica e Fisica  
"Ennio De Giorgi"  
Università del Salento  
Via Provinciale Lecce-Arnesano  
73100 Lecce (Italy)  
paola.stefanelli@unisalento.it

Abstract

The main aim of this paper is to provide set-theoretical solutions of the Yang-Baxter equation that are not necessarily bijective, among these new idempotent ones. In the specific, we draw on both to the classical theory of inverse semigroups and to that of the most recently studied braces, to give a new research perspective to the open problem of finding solutions. Namely, we have recourse to a new structure, the inverse semi-brace, that is a triple $(S, +, ·)$ with $(S, +)$ a semigroup and $(S, ·)$ an inverse semigroup satisfying the relation $a(b + c) = ab + a(a^{-1} + c)$, for all $a, b, c \in S$, where $a^{-1}$ is the inverse of $a$ in $(S, ·)$. In particular, we give several constructions of inverse semi-braces which allow for obtaining solutions that are different from those until known.
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Introduction

The quantum Yang-Baxter equation first appeared in theoretical physics in a paper by Yang [57] to study a one-dimensional quantum mechanical many body problem. In an independent way, Baxter [4] solved an eight-vertex model in statistical mechanics by means of this equation. In subsequent years, the interest in such equation has vastly increased: it led to the foundations of the theory of quantum groups and it also appeared in topology and algebra above all for its connections with braid groups and Hopf algebras. In the '90s, Drinfel’d [27] posed the question of finding all the so called set-theoretical solutions of the Yang-Baxter equation. Specifically, given a set $S$, a map $r : S \times S \rightarrow S \times S$ satisfying the relation

$$(r \times \text{id}_S)(\text{id}_S \times r)(r \times \text{id}_S) = (\text{id}_S \times r)(r \times \text{id}_S)(\text{id}_S \times r)$$
is said to be a set-theoretical solution of the Yang-Baxter equation, or briefly a solution. The map $r$ is usually written as $r(x, y) = (\lambda_x(y), \rho_y(x))$, with $\lambda_x$ and $\rho_y$ maps from $S$ into itself, for all $x, y \in S$. One says that a solution $r$ is left non-degenerate if $\lambda_x$ is bijective, for every $x \in S$, right non-degenerate if $\rho_y$ is bijective, for every $y \in S$, and non-degenerate if $r$ is both left and right non-degenerate. If $r$ is neither left nor right non-degenerate, then it is called degenerate. Determining all the solutions is still an open problem and it has drawn the attention of several mathematicians. A large number of works related to this topic has been produced in recent years, actually. The milestones are the papers by Etingof, Schedler and Soloviev [28], Gateva-Ivanova and Van den Bergh [30], Lu, Yan, and Zhu [38], and Soloviev [53], where a greater attention has been posed on non-degenerate bijective solutions. Subsequently, involutive solutions have been profusely investigated by many authors, as mostly illustrated into details in the introduction of the paper by Cedó, Jespers, and Okniński [21]. The most used approach is based on left braces, algebraic structures introduced by Rump [47] that include the Jacobson radical rings. In particular, such structures are involved for obtaining non-degenerate solutions which are also involutive, i.e., $r^2 = id$. In this way, Rump traced a novel research direction and later fruitful results on these kind of solutions appeared, as one can see in the survey by Cedó [19], along the references therein. To classify involutive solutions, Rump [46] also involved another algebraic structure, that is the left cycle set. Interesting contributions in this framework have been obtained, for example, see [48, 55, 7, 8, 9, 11, 51].

Bijective solutions, not necessarily involutive, can be produced through skew left braces, algebraic structures introduced by Guarnieri and Vendramin [31]. Also in this case several works can be found, for instance [52, 14, 41, 24, 34, 49, 2, 1, 5]. Note that skew left braces always produce solutions that are non-degenerate [41 Theorem 3.1] and, in the finite case, they are such that $r^{2n} = id$, as shown by Smoktunowicz and Vendramin [52 Theorem 4.13]. First instances of bijective solutions which are degenerate was found by Yang [58 Theorem 4.15], who studied the interplay between $k$-graphs and the Yang-Baxter equation.

Recently, the focus has been gradually shifted to solutions that are not necessarily bijective. Among these solutions, the most studied are idempotent ones. The investigation of such maps has been mainly started by Lebed [37], who provided a series of examples related to free and free commutative monoids, to factorizable monoids, and to distributive lattices. Later, Matsumoto and Shimizu [40] also approached to idempotent solutions of dynamical type in a categorical framework. Moreover, Stanovský and Vojtěchovský [54] dealt with idempotent left non-degenerate solutions which are in one-to-one correspondence with twisted Ward left quasigroups and, in particular, they enumerated those that are latin and idempotent. In addition, we mention Cvetko-Vah and Verwimp [26] who gave new examples of degenerate solutions including the idempotent ones, using the algebraic tool of the skew lattice.

More in general, Catino, Colazzo, and Stefanelli [13] showed that the algebraic structure of left semi-brace turns out to be a useful tool for producing left non-degenerate solutions which are not bijective. Under mild assumptions, Jespers and Van Antwerpen [35] determined soon after degenerate solutions through a slight generalization of left semi-braces. Furthermore, construction techniques that allow for providing new solutions that are both not necessarily non-degenerate and bijective starting from given ones have been introduced. Specifically, in [15] it is displayed how to find solutions of finite order by introducing the technique called the matched product of solutions inspired to the
matched product of semi-braces [15]. Another way to determine solutions of finite order which are non-bijective, even starting from bijective ones, is the strong semilattice of solutions, contained in [17], basing on the strong semilattice of semigroups. Concretely, instances of such solutions are obtained involving the structure of generalized semi-brace. Catino, Mazzotta, and Stefanelli [18] also provided new degenerate solutions by means of a technique which involves solutions to the pentagon equation, another basic equation of mathematical physics. Newly, Cedó, Jespers, and Verwimp [23] investigated the structure monoid of arbitrary solutions not necessarily bijective, inspired by the work of Gateva-Ivanova and Majid [29]. Finally, Castelli, Catino, and Stefanelli [10] developed a theory of extensions for left non-degenerate solutions involving the algebraic structure of $q$-cycle set.

In this paper, we introduce a new algebraic structure, namely the left inverse semi-brace, which turns out to be a useful tool for determining solutions not necessarily bijective. In particular, this notion involves inverse semigroups, which we recall to be semigroups $S$ such that, for each $x \in S$, there exists a unique $x^{-1} \in S$ satisfying $xx^{-1}x = x$ and $x^{-1}xx^{-1} = x^{-1}$. Inverse semigroup theory was initiated in the 1950s and it has been extensively studied during the years. Most of the known results up to the early 1980s are summarized into the monograph by Petrich [43]. Many works have been appeared on inverse semigroups until now and whole chapters of classical semigroups books have been dedicated to this topic, like that by Howie [33]. One can draw on to the large and currently investigated theory of inverse semigroups to give a new research perspective to the open problem of finding solutions.

A triple $(S, +, \cdot)$ is said to be a left inverse semi-brace if $(S, +)$ is a semigroup, $(S, \cdot)$ an inverse semigroup, and it holds

$$a (b + c) = ab + a (a^{-1} + c),$$

for all $a, b, c \in S$. This structure includes left semi-braces, introduced by Catino, Colazzo, and Stefanelli in [13] and Jespers and Van Antwerpen in [35], where the semigroup $(S, \cdot)$ is a group, and generalized semi-braces treated by the first authors in [17] with $(S, \cdot)$ a Clifford semigroup. If $(S, +, \cdot)$ is a left semi-brace with $(S, +)$ a left cancellative semigroup, then the map associated to $S$, i.e., the map $r_S : S \times S \to S \times S$ given by

$$r_S(a, b) = \left( a (a^{-1} + b), (a^{-1} + b)^{-1} b \right),$$

for all $a, b \in S$, is always a solution that is also left non-degenerate [13]. Instead, if $S$ is an arbitrary left semi-brace, the map $r_S$ is not a solution in general and, in this context, a characterization has been given in [17] Theorem 3. In light of this, we provide sufficient conditions in order that the map $r_S$ associated to an inverse semi-brace $S$ is a solution.

Our attention is turned to the study of inverse semi-braces $S$ for which the map $r_S$ is a solution. Specifically, we show how these structures produce a variety of new solutions which are non-bijective and degenerate. Just to give an idea, fixed a right zero semigroup $(S, +)$, if $(S, \cdot)$ is an arbitrary inverse semigroup, then the map $r_S$ associated to the left inverse semi-brace $(S, +, \cdot)$, that is given by $r_S(a, b) = (ab, b^{-1}b)$, is an idempotent and two-sided degenerate solution. Moreover, there are as many solutions $r_S$ as there are inverse semigroups $(S, \cdot)$. Thus, the number of finite
inverse semigroups allows for determining a lower bound for finite idempotent solutions of the form of $r_S$. In this respect, we refer the reader to [39], where it has been provided an algorithm for the enumeration of inverse semigroups of finite order. We highlight that if the semigroup $(S, \cdot)$ is completely regular, hence $(S, +, \cdot)$ is a generalized semi-brace, such a map $r_S$ is not a solution, in general.

The article is structured as it follows. The first two sections are devoted to introducing left inverse semi-braces and some easy examples. Although the description of the semigroup $(S, +)$ of a left inverse semi-brace $(S, +, \cdot)$ is rather complicated, we show that in the specific case of $S$ a left semi-brace, $(S, +)$ is a rectangular semigroup. Furthermore, we focus on left inverse semi-braces which give solutions. Specifically, we find sufficient conditions to obtain them and show that, if $S$ is a left semi-brace, then the condition provided in the characterization [17] Theorem 3] is satisfied.

In the remainder of the work, given two left inverse semi-braces $S$ and $T$, we present some constructions of left inverse semi-braces having the Cartesian Product $S \times T$ as underlying set. Into detail, in the third section we extend the matched product of left semi-braces, contained in [15], to the matched product of left inverse semi-braces. Moreover, we demonstrate that also in this case any matched product of $S$ and $T$ for which the maps $r_S$ and $r_T$ are solutions gives rise to a new solution that is exactly the matched product of $r_S$ and $r_T$. As an application, we show that already the easier case of the semidirect product leads to find various and new examples of solutions, of which we determine their order.

A new construction of left inverse semi-braces, including the semidirect product of left inverse semi-braces is introduced in the fourth section and we call it the double semidirect product. Assuming that the maps $r_S$ and $r_T$ associated to $S$ and $T$, respectively, are solutions, we aim to provide a lot of examples of solutions of various kinds associated to the double semi-direct product of $S$ and $T$, not only in the specific class of the degenerate and non-bijective ones. In particular, if $S$ and $T$ are arbitrary left semi-braces or skew left braces, we show that easy and usable conditions allow for obtaining a new solution on $S \times T$.

In the last section, we extend the asymmetric product of left cancellative left semi-braces given in [13] to left inverse semi-braces. Let us note that the asymmetric product of left braces proved useful to obtain rather systematic constructions of regular subgroups of the affine group [12], to investigate simple left braces [8, 20, 22], and it has been related to another construction of finite braces, the upper shifted semi-direct product of braces, in a recent work [50]. To our purpose, we need the notion of $\delta$-cocycle on semigroups, inspired to that used for groups (see the Schreier’s extension in [32, Theorem 15.1.1]). Let us observe that this is not a simple readjustment of the definition introduced in [13], since it involves entirely the additive structures of the left inverse semi-braces. We privilege again left inverse semi-braces having solutions and we provide sufficient conditions to obtain solutions in the case of arbitrary left semi-braces.

1 Left inverse semi-braces: definitions and examples

In this section, we introduce the definition of left inverse semi-brace and we give some basic examples. Further and more challenging examples will be presented later.
For the ease of the reader, we initially recall essential notions on inverse semigroups for our treatment. For further details one can see the book by Howie [33] or the monograph by Petrich [43]. A semigroup $S$ is called an inverse semigroup if, for each $a \in S$, there exists a unique element $a^{-1}$ of $S$ such that $aa^{-1}a = a$ and $a^{-1}aa^{-1} = a^{-1}$. We call such an element $a^{-1}$ the inverse of $a$.

Evidently, every group is an inverse semigroup. The behaviour of inverse elements in an inverse semigroup is similar to that in a group, as we recall below.

**Lemma 1.** Given an inverse semigroup $S$, they hold $(ab)^{-1} = b^{-1}a^{-1}$ and $(a^{-1})^{-1} = a$, for all $a, b \in S$.

**Lemma 2.** If $S$ and $T$ are inverse semigroups and $\Phi$ is a homomorphism from $S$ into $T$, then $\Phi(a^{-1}) = \Phi(a)^{-1}$, for any $a \in S$.

Note that if $a$ is an element of an inverse semigroup $S$, then $aa^{-1}$ and $a^{-1}a$ are idempotent elements of $S$. Moreover, the set $E(S)$ of the idempotents is a commutative subsemigroup of $S$ and $e = e^{-1}$, for every $e \in E(S)$.

Finally, we recall that an inverse semigroup in which its idempotent elements are central is called a Clifford semigroup.

Now, we give the notion of left inverse semi-brace.

**Definition 3.** Let $S$ be a set with two operations $+$ and $\cdot$ such that $(S, +)$ is a semigroup (not necessarily commutative) and $(S, \cdot)$ is an inverse semigroup. Then, we say that $(S, +, \cdot)$ is a left inverse semi-brace if

$$a (b + c) = ab + a (a^{-1} + c)$$

(1)

holds, for all $a, b, c \in S$. We call $(S, +)$ and $(S, \cdot)$ the additive semigroup and the multiplicative semigroup of $S$, respectively.

A right inverse semi-brace is defined similarly, by replacing condition (1) with $(a + b) c = (a + c^{-1}) c + bc$, for all $a, b, c \in S$.

A two-sided inverse semi-brace $(S, +, \cdot)$ is a left inverse semi-brace that is also a right inverse semi-brace with respect to the same operations $+$ and $\cdot$.

Clearly, any left semi-brace is a left inverse semi-brace, since in this case $(S, \cdot)$ is a group. Other examples of left inverse semi-braces are generalized left semi-braces $(S, +, \cdot)$, introduced in [17], with $(S, \cdot)$ a Clifford semigroup. For the ease of the reader, we recall that $(S, +, \cdot)$ is a generalized semi-brace if $(S, +)$ is a semigroup, $(S, \cdot)$ is a completely regular semigroup and condition (1) is satisfied.

Any arbitrary inverse semigroup gives easily rise to left inverse semi-braces, as we will show in the next examples.

**Example 1.** If $(S, \cdot)$ is an inverse semigroup and $(S, +)$ is a right zero semigroup or a left zero semigroup, then $S$ is an inverse two-sided semi-brace, which we call trivial inverse semi-brace. Clearly, if $|S| > 1$, then such trivial semi-braces are not isomorphic.
Example 2. Let \((S, \cdot)\) be an inverse semigroup and set \(a + b = aa^{-1}b\), for all \(a, b \in S\). Then, \(S\) is a left inverse semi-brace. Note that if \((S, \cdot)\) is a Clifford semigroup, then \(S\) is a two-sided inverse semi-brace. Similarly, the same is true if we consider the opposite sum, i.e., \(a + b = bb^{-1}a\), for all \(a, b \in S\).

Example 3. Let \((S, \cdot)\) be an inverse semigroup, \(e \in E(S)\) and set \(a + b = ae\), for all \(a, b \in S\). Then, \(S\) is a left inverse semi-brace. Note that, if \(e\) is central, then \((S, +, \cdot)\) is also a right inverse semi-brace.

The following are examples of left inverse semi-braces obtained starting from an arbitrary Clifford semigroup.

Examples 4. Let \((S, \cdot)\) be a Clifford semigroup. If \(a + b = ab\), for all \(a, b \in S\), then \(S\) is a generalized two-sided semi-brace (see [17, Example 9]). The same is true if we take the opposite sum, i.e., \(a + b = ba\), for all \(a, b \in S\).

Now, we present a construction of left inverse semi-braces which involves strong semilattice of inverse semigroups, that it is well-known to be inverse (see [43, Ex.(ii), p.90]). Note that a similar construction has already been considered in the case of generalized left semi-braces in [17, Proposition 10]. For this reason, we omit the detailed proof.

Proposition 4. Let \(Y\) be a (lower) semilattice, \(\{S_\alpha \mid \alpha \in S\}\) a family of disjoint left inverse semi-braces. For each pair \(\alpha, \beta\) of elements of \(Y\) such that \(\alpha \geq \beta\), let \(\phi_{\alpha, \beta} : S_\alpha \to S_\beta\) be a homomorphism of left inverse semi-braces such that

1. \(\phi_{\alpha, \alpha}\) is the identical automorphism of \(S_\alpha\), for every \(\alpha \in Y\),
2. \(\phi_{\beta, \gamma} \circ \phi_{\alpha, \beta} = \phi_{\alpha, \gamma}\), for all \(\alpha, \beta, \gamma \in S\) such that \(\alpha \geq \beta \geq \gamma\).

Then, \(S = \bigcup \{S_\alpha \mid \alpha \in Y\}\) endowed by the addition and the multiplication defined by

\[
a + b := \phi_{\alpha, \alpha \beta}(a) + \phi_{\beta, \alpha \beta}(b), \\
a \cdot b := \phi_{\alpha, \alpha \beta}(a) \phi_{\beta, \alpha \beta}(b),
\]

for every \(a \in S_\alpha\) and \(b \in S_\beta\), is a left inverse semi-brace. Such a left inverse semi-brace is said to be the strong semilattice \(S\) of left inverse semi-brace \(S_\alpha\) and is denoted by \(S = [Y; S_\alpha, \phi_{\alpha, \beta}]\).

The previous examples and Proposition 4 suggest that the structure of additive semigroup of a left inverse semi-brace is rather complicated. At present, only partial results are known for left semi-braces. Under mild assumptions, for instance in the finite case, it has been proved that the additive semigroup \((S, +)\) of a left semi-brace \(S\) is a completely simple semigroup (see [35, Theorem 2.8]). In more detail, \((S, +)\) is a rectangular group, i.e., it is isomorphic to the direct product of a group and a rectangular band, see [17, Theorem 3].

Now, we show that the additive semigroup of an arbitrary left semi-brace is a rectangular semigroup. In this regard, we recall that a semigroup \((S, +)\) is stationary on the right if

\[a + b = a + c \implies x + b = x + c\]
holds, for all $a, b, c, x \in S$. By [25] Ex. 7, p. 98], any semigroup which is stationary on the right is rectangular. We recall that a semigroup $(S, +)$ is rectangular if it holds
\[ a + x = b + x = a + y \implies a + x = b + y, \]
for all $a, b, x, y \in S$ (see [44] Definition III.5.14). In addition, we recall that if $S$ is a left semi-brace, the identity $1$ of the group $(S, \cdot)$ satisfies two special properties, namely, $1$ is an idempotent element of $(S, +)$ and it is also a middle unit, i.e., $a + 1 + b = a + b$, for all $a, b \in S$ (see Lemma 2.4 (1) and Lemma 2.6 (ii) of [35]).

**Proposition 5.** Let $(S, +, \cdot)$ be a left semi-brace. Then, the semigroup $(S, +)$ is stationary on the right. Consequently, $(S, +)$ is a rectangular semigroup and they hold:

1. $E(S)$ is a rectangular band;
2. $e \in E(S)$ if and only if $e$ is a middle unit.

**Proof.** Let $a, b, c \in S$ such that $a + b = a + c$. Then, we obtain
\[ a + b = a + c \implies a(a^{-1} + a^{-1}(a + b)) = a(a^{-1} + a^{-1}(a + c)) \implies 1 + b = 1 + c. \]
Hence, since $1$ is a middle unit, we have that $x + b = x + 1 + b = x + 1 + c = x + c$, for every $x \in S$. Thus, the semigroup $(S, +)$ is stationary on the right and so it is rectangular.

Now, by [25] Ex. 7, p. 98] the set of idempotents $E(S)$ is a rectangular band and any idempotent is a middle unit. Vice versa, [17] Proposition 4] completes the proof. \(\square\)

Finally, we note that, under specific assumptions on the additive structure, a left inverse semi-brace $(S, +, \cdot)$ is necessarily a skew left brace, as shown below. In this respect, we recall that if $(S, +)$ is left cancellative, then $1$ is also a left identity (see [13] p. 165]).

**Remark 1.** Let $(S, +, \cdot)$ be a left inverse semi-brace. If $(S, +)$ is a left cancellative semigroup with a right identity $1$, then $(S, \cdot)$ is a group. Indeed, if $a \in S$, then
\[ a1 + 1 = 1 + 1 = (a + 1) = a + a^{-1} + 1 = a + aa^{-1}, \]
hence $aa^{-1} = 1$. Therefore, since every idempotent of $S$ can be expressed in the form $xx^{-1}$, with $x \in S$, we obtain that $1$ is the unique idempotent in $(S, \cdot)$. Therefore, $S$ is a left cancellative left semi-brace. Since, in this case $1$ is a left identity in $(S, +)$, it follows that $(S, +)$ is a monoid. As observed in [13] p. 167], the structure $S$ is necessarily a skew left brace.
2 Solutions associated to left inverse semi-braces

In this section, we deal with solutions associated to left inverse semi-braces and we provide sufficient conditions to obtain them. In this way, we give several solutions which are associated to the examples in the previous section.

As is common in the semi-brace theory, given a left inverse semi-brace \((S, +, \cdot)\), let us consider the two maps 

\[ \lambda : S \to \text{End}(S, +), \quad a \mapsto \lambda_a \] and 

\[ \rho : S \to S^S, \quad b \mapsto \rho_b \] from \(S\) into the endomorphism semigroup of \((S, +)\) and \((S, \cdot)\) respectively. Moreover, if \(a, b, c \in S\), then

\[ \lambda_{ab}(c) = abb^{-1}a^{-1} + \lambda_a \lambda_b(c) \] and

\[ \rho_{b}(a) = (a^{-1} + b)^{-1}b \]

for all \(a, b, c \in S\), respectively. Moreover, if \(a, b, c \in S\), then \(\lambda_{ab}(c) = abb^{-1}a^{-1} + \lambda_a \lambda_b(c)\), where we observe that 

\[ abb^{-1}a^{-1} \in E(S) \]

We call the map \(r_S(S \times S \to S \times S)\) given by 

\[ r_S(a, b) = (\lambda_a(b), \rho_b(a)) \]

for all \((a, b) \in S \times S\), the map associated to the left inverse semi-brace \((S, +, \cdot)\). Note that, if \((S, +, \cdot)\) is a left semi-brace with \((S, +)\) a left cancellative semigroup, then the map \(r_S\) is a left non-degenerate solution (see [13, Theorem 9]). Let us recall that not every left semi-brace gives rise to solutions, yet. In this context, in [16] a characterization has been provided.

**Theorem 6 (Theorem 3, [16]).** Let \((S, +, \cdot)\) be a left semi-brace. The map \(r_S\) associated to \(S\) is a solution if and only if 

\[ a + \lambda_b(c) (1 + \rho_c(b)) = a + b (1 + c) \quad (2) \]

holds, for all \(a, b, c \in S\).

Observe that, as shown in [17, p. 8], if the map \(\rho\) is an anti-homomorphism from the group \((S, \cdot)\) into the monoid of the maps from \(S\) into itself, then the map \(r_S\) associated to the left semi-brace \((S, +, \cdot)\) satisfies condition (2). In particular, if \((S, +)\) is a left cancellative semigroup, the condition (2) is satisfied, too.

In the following, we provide sufficient conditions to obtain solutions through left inverse semi-braces.

**Theorem 7.** Let \((S, +, \cdot)\) be a left inverse semi-brace and \(r_S\) the map associated to \(S\). If the following are satisfied

1. \((a + b) (a + b)^{-1} (a + bc) = a + bc\)
2. \(\lambda_a(b)^{-1} + \lambda_{\rho_a(b)}(c) = \lambda_a(b)^{-1} + \lambda_{(a^{-1} + b)^{-1}}(c)\)
3. \(\rho_{b}(a)^{-1} + c = (b^{-1} + c) (\rho_{\lambda_b(c)}(a)^{-1} + \rho_c(b))\)

for all \(a, b, c \in S\), then the map \(r_S\) is a solution.
Proof. It is a routine computation to verify that the map $r$ associated to $S$ given by $r(a, b) = (\lambda_a(b), \rho_b(a))$ is a solution if and only if they hold

$$
\lambda_a \lambda_b(c) = \lambda_{\lambda_a(b)} \lambda_{\rho_b(a)}(c)
$$

Moreover, we obtain

$$
\lambda_{\rho \lambda_a(c)(a)} \rho_c(b) = \rho_{\lambda_{\rho \lambda_a(c)(a)}} \lambda_a(b)
$$

$$
\rho_c \rho_b(a) = \rho_{\rho_c(b) \rho_{\lambda_a(c)}(a)}
$$

for all $a, b, c \in S$. Thus, if $a, b, c \in S$, we have that

$$
\lambda_{\lambda_a(b)} \rho_{\lambda_a(c)}(a) \left( \lambda_a(b)^{-1} + \lambda_{\rho_b(a)}(c) \right) = \lambda_a(b) \left( \lambda_a(b)^{-1} + \lambda_{(a^{-1} + b)^{-1}} \lambda_b(c) \right)
$$

by 2.

$$
= \lambda_a(b) \left( (a^{-1} + b)^{-1} a^{-1} + (a^{-1} + b)^{-1}(a^{-1} + b + \lambda_b(c)) \right)
$$

by (1)

$$
= a \left( a^{-1} + b \right) \left( a^{-1} + b^{-1} + c \right)
$$

by 1.

$$
= a \left( a^{-1} + \lambda_b(c) \right) = \lambda_a \lambda_b(c).
$$

Moreover, we obtain

$$
\lambda_{\rho \lambda_a(c)(a)} \rho_c(b) = \rho_{\lambda_{\rho \lambda_a(c)(a)}} \left( \rho_{\lambda_{\rho \lambda_a(c)(a)}}(a)^{-1} + \rho_c(b) \right)
$$

$$
= \left( a^{-1} + \lambda_b(c) \right)^{-1} \lambda_b(c) \left( \rho_{\lambda_{\rho \lambda_a(c)(a)}}(a)^{-1} + \rho_c(b) \right)
$$

$$
= \left( a^{-1} + \lambda_b(c) \right)^{-1} \rho_b(a) \left( \rho_{\lambda_{\rho \lambda_a(c)(a)}}(a)^{-1} + \rho_c(b) \right)
$$

$$
= \left( a^{-1} + \lambda_b(c) \right)^{-1} \rho_b(a) \left( \rho_{\lambda_{\rho \lambda_a(c)(a)}}(a)^{-1} + \rho_c(b) \right)
$$

by 3.

$$
= \left( a^{-1} + \lambda_b(c) \right)^{-1} \left( a^{-1} + b^{-1} + c \right) \left( a^{-1} + \lambda_b(c) \right)^{-1} \rho_b(a) \left( \rho_{\lambda_{\rho \lambda_a(c)(a)}}(a)^{-1} + \rho_c(b) \right)
$$

by 1.

$$
= \left( a^{-1} + \lambda_b(c) \right)^{-1} \rho_b(a) \left( \rho_{\lambda_{\rho \lambda_a(c)(a)}}(a)^{-1} + \rho_c(b) \right)
$$

by (1)

$$
= \left( a^{-1} + \lambda_b(c) \right)^{-1} \lambda_{(a^{-1} + b)^{-1}} \lambda_b(c)
$$

$$
= \left( a^{-1} + \lambda_b(c) \right)^{-1} \lambda_{(a^{-1} + b)^{-1}} \lambda_b(c)
$$

by 2.

$$
= \rho_{\lambda_{\rho \lambda_a(c)(a)}} \lambda_a(b).
$$
Finally, we get

\[ \rho_c \rho_b (a) = \left( \rho_b (a)^{-1} + c \right)^{-1} c \]

\[ = \left( (b^{-1} + c) \left( \rho_{\lambda_b (c)} (a)^{-1} + \rho_c (b) \right) \right)^{-1} (b^{-1} + c) \]

\[ = \left( \rho_{\lambda_b (c)} (a)^{-1} + \rho_c (b) \right)^{-1} \left( b^{-1} + c \right)^{-1} c \]

\[ = \rho_{\lambda_b (c)} (a)^{-1} + \rho_c (b) \]

\[ = \rho_{\rho_b (b) \rho_{\lambda_b (c)}} (a). \]

Therefore, the map \( r_S \) is a solution on the left inverse semi-brace \( S \).

\[ \square \]

**Remark 2.** If \((S, +, \cdot)\) is a left semi-brace, then the condition 1. in Theorem 7 trivially holds. Moreover, since \( \lambda \) is a homomorphism from \((S, \cdot)\) into \( \text{End} (S, +) \), we have that condition 2. is clearly satisfied. In addition, since in this case \((S, \cdot)\) is a group, we obtain that

\[ \rho_b (a)^{-1} + c = b^{-1} b \left( b^{-1} (a^{-1} + b) + c \right) \]

\[ = b^{-1} \left( a^{-1} + b + \lambda_b (c) \right) = b^{-1} (a + b (1 + c)) \]

and

\[ (b^{-1} + c) \left( \rho_{\lambda_b (c)} (a)^{-1} + \rho_c (b) \right) \]

\[ = b^{-1} b \left( b^{-1} + c \right) \left( \lambda_b (c)^{-1} (a^{-1} + \lambda_b (c)) + \rho_c (b) \right) \]

\[ = b^{-1} \lambda_b (c) \left( \lambda_b (c)^{-1} (a^{-1} + \lambda_b (c)) + \rho_c (b) \right) \]

\[ = b^{-1} \left( a^{-1} + \lambda_b (c) + \lambda_{\lambda_b (c) \rho_b (c)} \right) \]

\[ = b^{-1} \left( a + \lambda_b (c) (1 + \rho_c (b)) \right), \]

hence the condition 3. in Theorem 7 holds if and only if (2) in Theorem 6 is satisfied.

It is a routine computation to verify that all the examples of left inverse semi-braces provided until now satisfy the conditions of Theorem 7, hence the maps associated to each left inverse semi-brace are solutions. Below, we list these solutions and we highlight some properties about their behavior. In general, they are not bijective and lie in the class of degenerate ones.

**Examples 5.** Let \((S, \cdot)\) be an arbitrary inverse semigroup. If \(S\) is the trivial left inverse semi-brace in Example 1 with \((S, +)\) a right zero semigroup, the map \( r_S \) associated to \( S \) given by

\[ r_S (a, b) = (ab, b^{-1} b), \]
for all $a, b \in S$, is an idempotent solution. Similarly, if $S$ is the trivial left inverse semi-brace with $(S, +)$ a left zero semigroup, we get the idempotent solution

$$r_S(a, b) = (aa^{-1}, ab),$$

for all $a, b \in S$.

Note that if $|S| > 1$ such solutions are not isomorphic in the sense of [21]. In addition, since they are strictly linked to a given inverse semigroup, it is clear that the number of such semigroups determines a lower bound for idempotent solutions. In this regard, we highlight that, recently, in [39] it has been provided an algorithm for the enumeration of the inverse semigroups of order $n$ (up to isomorphism). Furthermore, these maps are added to the class of idempotent solutions which are known until now [37, 40, 26, 15, 17].

**Remark 3.** Note that if $(S, \cdot)$ is a Clifford semigroup, the map $r(a, b) = (ab, b^{-1}b)$ associated to the trivial left inverse semi-brace in Examples [5] where the first component is exactly the multiplication in the semigroup $S$, is still a solution to the quantum Yang-Baxter equation, i.e., it satisfies the relation $r_{12}r_{13}r_{23} = r_{23}r_{13}r_{12}$, and to the pentagon equation, i.e., it holds $r_{23}r_{13}r_{12} = r_{12}r_{23}$. Thus, it belongs to the class of solutions of pentagonal type (for more details see [18, Proposition 8]). Similarly, recalling that a map $r$ is a solution if and only if $\tau r$ is a solution of the quantum Yang-Baxter equation, with $\tau$ the flip map on $S \times S$, then the map $\tau r(a, b) = (ab, aa^{-1})$ is a solution of pentagonal type, too.

**Examples 6.** The map $r_S$ associated to the left inverse semi-braces $S$ in Example 2 with $a + b = aa^{-1}b$, for all $a, b \in S$, given by

$$r_S(a, b) = \left( ab, ab(ab)^{-1} \right),$$

for all $a, b \in S$, is an idempotent solution. Analogously, the map $t_S$ associated to the left inverse semi-braces $S$ in Example 2 with $a + b = aa^{-1}b$, for all $a, b \in S$, defined by

$$t_S(a, b) = \left( ab(ab)^{-1}, ab \right),$$

for all $a, b \in S$, is an idempotent solution. Let us note that $t_S = \tau r_S$, consequently these two solutions are not isomorphic.

**Example 7.** Let $S$ be the left inverse semi-brace in Example 3 where $a + b = b \cdot e$, with $e \in E(S) \cap \zeta(S)$, then the map

$$r_S(a, b) = (abe, eb^{-1}b),$$
for all \(a, b \in S\), is an idempotent solution on \(S\). Moreover, let us observe that the solution \(t_S\) associated to \(S\) considered as right inverse semi-brace is given by

\[ t_S(a, b) = \left( a(a+b^{-1})^{-1}, (a+b^{-1})b \right) = (abe, eb^{-1}b) = r_S(a, b), \]

for all \(a, b \in S\).

**Examples 8.** The map \(r_S\) associated to the left inverse semi-brace \(S\) in Examples\(^4\) with \(a + b = ab\), for all \(a, b \in S\), given by

\[ r_S(a, b) = (aa^{-1}b, b^{-1}ab), \]

for all \(a, b \in S\), is a solution. If in addition the Clifford semigroup \((S, \cdot)\) is commutative, then \(r_S\) is a cubic solution, i.e., \(r_S^3 = r_S\), see [17, p. 12]. Similarly, the solution associated to the left inverse semi-brace \(S\) in Examples\(^4\) with \(a + b = ba\), for all \(a, b \in S\), is given by

\[ r_S(a, b) = (aba^{-1}, ab^{-1}b), \]

for all \(a, b \in S\), and also in this case \(r_S\) is cubic if \((S, \cdot)\) is commutative.

As mentioned above, if \(S = \{Y; S_\alpha, \phi_{\alpha,\beta}\}\) is a strong semilattice of left inverse semi-braces for which every \(S_\alpha\) has \(r_\alpha\) as a solution, for every \(\alpha \in Y\), then the map associated to \(S\) is a solution. This is a consequence of the technique named strong semilattice of solutions introduced in [17, Theorem 12].

**Theorem 8.** Let \(S = \{Y; S_\alpha, \phi_{\alpha,\beta}\}\) be a strong semilattice of left inverse semi-braces. If \(S_\alpha\) has \(r_\alpha\) as a solution, for every \(\alpha \in Y\), then the map \(r_S\) given by

\[ r_S(x, y) := r_{\alpha,\beta}(\phi_{\alpha,\alpha}(x), \phi_{\beta,\beta}(y)), \]

for all \(x \in S_\alpha\) and \(y \in S_\beta\), is a solution on \(S\).

In the remainder of this work, we provide constructions of left inverse semi-braces which allow to determine solutions starting from known left inverse semi-braces \(S\) having \(r_S\) as solution. In the specific, we will focus on constructions on the Cartesian product of left inverse semi-braces.

### 3 The matched product of left inverse semi-braces

This section is devoted to extend the construction of the matched product of left semi-braces contained in [15] to the class of the left inverse semi-braces. Moreover, we show that any matched product of two left inverse semi-braces \(S\) and \(T\) for which the maps \(r_S\) and \(r_T\) are solutions gives rise to a new solution that is exactly the matched product.
of $r_S$ and $r_T$. Finally, we provide various examples of solutions in the easier case, the semidirect product, and we highlight some properties about their order.

We begin by reminding the classical Zappa product of two semigroups contained in [36]. Let $S$ and $T$ be semigroups, $\sigma : T \to S^S$ and $\delta : S \to T^T$ maps, and set $u a := \sigma (u) (a)$ and $u^a := \delta (a) (u)$, for all $a \in S$ and $u \in T$. If the following conditions are satisfied
\[
\begin{align}
(ua)b &= u a_\delta b \\
(uv)^a &= u^a v^a \\
ab &= (u^a)^b
\end{align}
\] for all $a, b \in S$ and $u, v \in T$, then $S \times T$ is a semigroup with respect to the operation defined by
\[
(a, u) (b, v) = (u^a b, u^b v),
\] for all $a, b \in S$ and $u, v \in T$. In the following theorem, we give the necessary conditions for Zappa product of inverse semigroups to be inverse. Hereinafter, for the ease of the reader, we use the letters $a, b, c$ for $S$ and $u, v, w$ for $T$.

**Theorem 9.** (cf. [56, Theorem 4]) Let $S$ and $T$ be inverse semigroups, $\sigma : T \to S^S$ and $\delta : S \to T^T$ maps satisfying (Z1) and (Z2). If $\sigma(T) \subseteq \text{Aut}(S)$ and $\delta(S) \subseteq \text{Aut}(T)$ and
\[
a^a u a = a, \quad u^a u = u \implies u a = a, \quad u^a = u
\] holds, for all $a \in S$ and $u \in T$, then $S \times T$ endowed with the operation (3) is an inverse semigroup.

Coherently with the notation of the matched product used in the context of left semi-braces in [17], we introduce suitable maps $\alpha$ and $\beta$ which allow for obtaining a new left inverse semi-brace having the multiplicative semigroup isomorphic to a Zappa product of the starting inverse semigroups.

**Definition 10.** Let $S$ and $T$ be left inverse semi-braces, $\alpha : T \to \text{Aut}(S)$ a homomorphism of inverse semigroups from $(T, \cdot)$ into the automorphism group of $(S, +)$, and $\beta : S \to \text{Aut}(T)$ a homomorphism of inverse semigroups from $(S, \cdot)$ into the automorphism group of $(T, +)$ such that
\[
\begin{align}
\alpha_u (\alpha_u^{-1}(a) b) &= a \alpha_{\beta_u^{-1}(u)} (b) \\
\beta_a (\beta_a^{-1}(u) v) &= u \beta_{\alpha_u^{-1}(a)} (v)
\end{align}
\] hold, for all $a, b \in S$ and $u, v \in T$. Then, $(S, T, \alpha, \beta)$ is called a matched product system of left inverse semi-braces.

**Remark 4.** Note that if $e \in E(T)$, then $\alpha_e = \text{id}_S$. In fact, there exists $u \in T$ such that $e = uu^{-1}$ and so
\[
\alpha_e (a) = \alpha_{uu^{-1}} (a) = \alpha_u \alpha_{u^{-1}} (a) = \alpha_u \alpha_u^{-1} (a) = a,
\]
for every $a \in S$. Similarly, if $e \in E(S)$, then $\beta_e = \text{id}_T$.

Hereinafter, for every fixed pair $(a, u) \in S \times T$, we set $\bar{a} := \alpha_u^{-1}(a)$ and $\bar{u} := \beta_a^{-1}(u)$, whenever it is convenient.

Now, we introduce a preparatory lemma.

**Lemma 11.** Let $(S, T, \alpha, \beta)$ be a matched product system of left inverse semi-braces. Then, the following
\begin{align*}
(\alpha_u^{-1}(a))^{-1} &= \alpha_u^{-1}(a^{-1}) \quad \text{by (4)} \\
(\beta_a^{-1}(u))^{-1} &= \beta_a^{-1}(u^{-1}) \quad \text{by (4)}
\end{align*}
hold, for every $(a, u) \in S \times T$.

**Proof.** We prove the first statement, since the second one can be shown with the same computations where the roles of $\alpha$ and $\beta$ are reversed. If $(a, u) \in S \times T$, we have that
\begin{align*}
\alpha_u^{-1}(a^{-1}) \bar{a} &= \alpha_u^{-1}(a^{-1}) \alpha_u^{-1}(a) \alpha_u^{-1}(a^{-1}) \\
&= \alpha_u^{-1}(a^{-1}) \alpha_u^{-1}(aa^{-1}) \\
&= \alpha_u^{-1}(a^{-1}) \alpha_u^{-1}(a) \\
&= \alpha_u^{-1}(a^{-1}aa^{-1}) \\
&= \alpha_u^{-1}(a^{-1}).
\end{align*}
Moreover, by Remark 4 we have that
\begin{align*}
\bar{a} \alpha_u^{-1}(a^{-1}) \bar{a} &= \alpha_u^{-1}(a) \alpha_u^{-1}(a^{-1}) \bar{a} \\
&= \alpha_u^{-1}(aa^{-1}) \\
&= \alpha_u^{-1}(aa^{-1}) \\
&= \alpha_u^{-1}(a^{-1}) \\
&= \alpha_u^{-1}(a) = \bar{a}.
\end{align*}
Therefore, the condition (6) is proved.

**Theorem 12.** Let $(S, T, \alpha, \beta)$ be a matched product system of left inverse semi-braces. Then, $S \times T$ with respect to
\begin{align*}
(a, u) + (b, v) &:= (a + b, u + v) \\
(a, u) (b, v) &:= (\alpha_u(\alpha_u^{-1}(a) b), \beta_a(\beta_a^{-1}(u) v))
\end{align*}
Proof. Firstly, the structure \((S \times T, +)\) is trivially a semigroup. Moreover, \((S \times T, \cdot)\) is a semigroup, indeed, set \(\sigma(u) = \alpha_u(a)\) and \(\delta(a) (u) = \beta_{\alpha_u(a)}^{-1}(u)\), for all \(a \in S\) and \(u \in T\), it follows that \((S \times T, \cdot)\) is a Zappa product via \(\sigma\) and \(\delta\) and

\[\varphi : S \times T \to S \times T, (a, u) \mapsto (a, \beta_a (u))\]

is trivially an isomorphism from the Zappa product of \(S\) and \(T\) into the semigroup \((S \times T, \cdot)\). To show that \((S \times T, \cdot)\) is inverse we prove that \((S \times T, \cdot)\) is regular and that its idempotents commute. If \((a, u) \in S \times T\), by Remark 4 we obtain

\[
(a, u) (\alpha_a^{-1}(a^{-1}), \beta_a^{-1}(u^{-1})) = (a \alpha_a \alpha_a^{-1}(a^{-1}), u \beta_a \beta_a^{-1}(u^{-1})) = (aa^{-1}, uu^{-1}) (a, u)
\]

by (4)

Furthermore,

\[
(\alpha_a^{-1}(a^{-1}), \beta_a^{-1}(u^{-1})) (a, u) (\alpha_a^{-1}(a^{-1}), \beta_a^{-1}(u^{-1})) = (\alpha_a^{-1}(a^{-1}), \beta_a^{-1}(u^{-1})) (a \alpha_a \alpha_a^{-1}(a^{-1}), u \beta_a \beta_a^{-1}(u^{-1})) = (aa^{-1}, uu^{-1}) (a, u)
\]

by (4)

for all \((a, u), (b, v) \in S \times T\), is a left inverse semi-brace, called the matched product of \(S\) and \(T\) via \(\alpha\) and \(\beta\) and denoted by \(S \bowtie T\).
Now, about the first component, we have that

\[
\alpha_u^{-1} (a^{-1}) \alpha_{\beta_{\alpha_{u}^{-1}(a^{-1})}^{-1}(u^{-1})} (aa^{-1})
\]

\[=
n\alpha_u^{-1} (a^{-1}) \alpha_{\beta_{\alpha_{u}^{-1}(a^{-1})}^{-1}(u^{-1})} (aa^{-1}) \quad \text{by (7)}
\]

\[=
n\alpha_u^{-1} (a^{-1}) \alpha_{\beta_{\alpha_{u}^{-1}(a^{-1})}^{-1}(u^{-1})} (aa^{-1}) \quad \text{by (7)}
\]

\[=
n\alpha_u^{-1} (a^{-1}) \alpha_{\beta_{\alpha_{u}^{-1}(a^{-1})}^{-1}(u^{-1})} (aa^{-1}) \quad \text{by (7)}
\]

\[=
n\alpha_u^{-1} (a^{-1}) \alpha_{\beta_{\alpha_{u}^{-1}(a^{-1})}^{-1}(u^{-1})} (aa^{-1}) \quad \text{by (4)}
\]

\[=
n\alpha_u^{-1} (a^{-1}) (a^{-1} \alpha_u \alpha_{\alpha_{u}^{-1}(a^{-1})} (aa^{-1}))
\]

\[=
n\alpha_u^{-1} (a^{-1}) (a^{-1} \alpha_u \alpha_{\alpha_{u}^{-1}(a^{-1})} (aa^{-1}))
\]

\[=
n\alpha_u^{-1} (a^{-1}) (a^{-1} \alpha_u \alpha_{\alpha_{u}^{-1}(a^{-1})} (aa^{-1}))
\]

\[=
n\alpha_u^{-1} (a^{-1}) (aa^{-1})
\]

\[=
n\alpha_u^{-1} (a^{-1}).
\]

By reversing the role of \(\alpha\) and \(\beta\), we get that the second component is equal to \(\beta_{u}^{-1} (u^{-1})\). Thus, \((\alpha_u^{-1} (a^{-1}), \beta_{u}^{-1} (u^{-1}))\) in an inverse of \((a, u)\). Hence, \((S \times T, \cdot)\) is a regular semigroup. Now, by (5), note that \((a, u)\) is idempotent with respect to \(\cdot\) if and only \(a\) and \(u\) are idempotent in \((S, \cdot)\) and \((T, \cdot)\), respectively. It follows that, if \((a, u)\) and \((b, v)\) are idempotents, then

\[(a, u) (b, v) = (a \alpha_u (b), u \beta_u (v)) = (a \alpha_u (b), u \beta_u (v)) = (ab, uv) = (ba, vu) = (b a_u (a), v \beta_u (u)) = (b, v) (a, u).
\]

Therefore, the idempotents commute and so \((S \times T, \cdot)\) is an inverse semigroup. To verify that \(S \times T\) is a left inverse semi-brace, i.e., (1) holds, the computations are analogue to those in the proof of [16, Theorem 6], by using the fact that

\[(a, u)^{-1} = \left(\alpha_{\beta_{\alpha_{u}^{-1}(a^{-1})}^{-1}(u^{-1})}^{-1}(a^{-1}), \beta_{\alpha_{u}^{-1}(a^{-1})}^{-1}(u^{-1})\right).
\]

(8)

Therefore, the claim follows. \(\square\)

**Remark 5.** We observe that the map \(\varphi : S \times T \rightarrow S \times T, (a, u) \mapsto (a, \beta_{a} (u))\) is an isomorphism of inverse semigroups from the Zappa product of \(S\) and \(T\) into the semigroup \((S \times T, \cdot)\). Indeed, clearly, \(\varphi\) is an isomorphism of semigroups and

\[
\varphi \left( (a, u)^{-1} \right) = \varphi \left( \alpha_{\beta_{\alpha_{u}^{-1}(a^{-1})}^{-1}(u^{-1})}^{-1}(a^{-1}), \beta_{\alpha_{u}^{-1}(a^{-1})}^{-1}(u^{-1}) \right)
\]

\[= \left( \alpha_{\beta_{\alpha_{u}^{-1}(a^{-1})}^{-1}(u^{-1})}^{-1}(a^{-1}), \beta_{\alpha_{u}^{-1}(a^{-1})}^{-1}(u^{-1}) \right)
\]

\[= \left( \varphi (a, u) \right)^{-1}.
\]
for every \((a, u) \in S \times T\).

Similarly to [16 Remark 5], by [4], one can check the following equalities.

**Lemma 13.** Let \((S, T, \alpha, \beta)\) be a matched product system of left inverse semi-braces. Then, they hold

\[
\begin{align*}
\lambda_a \lambda_{\alpha_{\beta}^{-1}(u)} &= \alpha_u \lambda_{\alpha_{\beta}^{-1}(a)} \tag{9} \\
\lambda_u \lambda_{\alpha_{\beta}^{-1}(a)} &= \lambda_{\alpha_{\beta}^{-1}(u)} \tag{10}
\end{align*}
\]

for all \(a \in S\) and \(u \in T\).

Now, to show that the map \(r_{S \triangleleft T}\) associated to a matched product \(S \triangleright T\) is a solution, let us recall the notion of matched product system of solutions introduced in [15]. Given a solution \(r_S\) on a set \(S\) and a solution \(r_T\) on a set \(T\), if \(\alpha : T \to \text{Sym}(S)\) and \(\beta : S \to \text{Sym}(T)\) are maps, set \(\alpha_u := \alpha(u)\), for every \(u \in T\), and \(\beta_a := \beta(a)\), for every \(a \in S\), then the quadruple \((r_S, r_T, \alpha, \beta)\) is said to be a matched product system of solutions if the following conditions hold

\[
\begin{align*}
\alpha_u \alpha_v &= \alpha_u \alpha_{\rho_{S}(v)}(u) \tag{11} \\
\beta_{\rho_{S}(u)} \beta_v &= \beta_{\rho_{T}(s)} \beta_v(\alpha_v) \tag{12} \\
\rho_{\alpha^{-1}(b)} \rho_{\beta_{S}(u)}(a) &= \alpha_{\beta_{\alpha_{\beta}^{-1}(u)}(a)} \tag{13} \\
\rho_{\alpha^{-1}(a)} \rho_{\beta_{S}(v)}(u) &= \beta_{\alpha_{\beta}^{-1}(u)} \beta_{\alpha_{\beta}^{-1}(a)} \tag{14} \\
\lambda_a \lambda_{\alpha_{\beta}^{-1}(u)} &= \alpha_u \lambda_{\alpha_{\beta}^{-1}(a)} \tag{15} \\
\lambda_u \lambda_{\alpha_{\beta}^{-1}(a)} &= \lambda_{\alpha_{\beta}^{-1}(u)} \tag{16}
\end{align*}
\]

for all \(a, b \in S\) and \(u, v \in T\).

As shown in [15, Theorem 2], any matched product system of solutions determines a new solution on the set \(S \times T\).

**Theorem 14 (Theorem 2, [15]).** Let \((r_S, r_T, \alpha, \beta)\) be a matched product system of solutions. Then, the map 

\[
r : S \times T \times S \times T \to S \times T \times S \times T
\]

defined by

\[
r((a, u), (b, v)) := \left(\left(\alpha_u \lambda_{\beta_a}(b), \beta_{\alpha_{\beta}^{-1}(a)} \rho_{S}(v)\right), \left(\alpha_{\beta_{\alpha}^{-1}(a)} \rho_{S}(v), \beta_{\alpha_{\beta}^{-1}(a)} \rho_{S}(v)\right)\right),
\]

where we set

\[
\tilde{a} := \alpha_{\alpha_{\beta}^{-1}(a)}, \quad \tilde{u} := \alpha_{\beta_{\alpha}^{-1}(u)}, \quad A := \alpha_{\alpha_{\beta}^{-1}(a)}, \quad U := \beta_{\alpha_{\beta}^{-1}(u)}, \quad \tilde{A} := \alpha_{\alpha_{\beta}^{-1}(a)}, \quad \tilde{U} := \beta_{\alpha_{\beta}^{-1}(a)}\;
\]

for all \((a, u), (b, v) \in S \times T\), is a solution. This solution is called the matched product of the solutions \(r_S\) and \(r_T\) (via \(\alpha\) and \(\beta\)) and it is denoted by \(r_{S \triangleleft T}\).

If \((r_S, r_T, \alpha, \beta)\) is a matched product system of solutions, we denote \(\alpha_{\beta}^{-1}(a)\) with \(\tilde{a}\) and \(\beta_{\alpha}^{-1}(u)\) with \(\tilde{u}\), when the pair \((a, u) \in S \times T\) is clear from the context.

**Theorem 15.** Let \((S, T, \alpha, \beta)\) be a matched product system of left inverse semi-braces, \(r_S\) and \(r_T\) solutions on \(S\) and \(T\), respectively. Then, \(r_{S \triangleleft T}\) is a solution on the matched product \(S \triangleright T\) and \(r_{S \triangleleft T} = r_S \triangleright r_T\).
Proof. Initially, we compute the components of $r_{S\circ\rho T}$ and we show that they are exactly those of the matched solution of $r_S$ and $r_T$ as in \([\text{11}]\). Specifically, if \((a, u), (b, v) \in S \times T\), we prove that

$$
\lambda_{(a,u)}(b,v) = (\alpha_a \lambda_a(b), \beta_a \lambda_a(v)) \quad \text{and} \quad \rho_{(b,v)}(a,u) = \left(\alpha_{\rho \alpha_a(b)}^{-1}(a), \beta_{\rho \beta_a(v)}^{-1}(u)\right).
$$

Firstly,

$$
\lambda_{(a,u)}(b,v) = (a,u) \left(\left(\alpha_a^{-1} (a^{-1}), \beta_a^{-1} (u^{-1})\right) + (b,v)\right)
$$

by \([\text{8}]\)

$$
= (a,u) \left(\left(\alpha_a^{-1} (a^{-1}) + b, \beta_a^{-1} (u^{-1}) + v\right)\right)
$$

$$
= (a \alpha_a (\alpha_a^{-1} (a^{-1}) + b), u \beta_a (\beta_a^{-1} (u^{-1}) + v))
$$

$$
= (a \left(a^{-1} + \alpha_a(b)\right), u \left(u^{-1} + \beta_a(v)\right))
$$

$$
= (\lambda_a \alpha_a(b), \lambda_a \beta_a(v))
$$

$$
= (\alpha_a \lambda_a(b), \beta_a \lambda_a(v))
$$

by \([\text{9}]\) - \([\text{10}]\)

Moreover, set

$$
x := \alpha_a^{-1} (a^{-1} + \alpha_a (b)), \quad y := \beta_a^{-1} (u^{-1} + \beta_a (v)), \quad A := \alpha_y^{-1}(x), \quad U := \beta_x^{-1}(y),
$$

we have that

$$
\rho_{(b,v)}(a,u) = \left(\left(\alpha_a^{-1} (a^{-1}), \beta_a^{-1} (u^{-1})\right) + (b,v)\right)^{-1} (b,v)
$$

by \([\text{8}]\)

$$
= (\alpha_a^{-1} (a^{-1}) + b, \beta_a^{-1} (u^{-1}) + v)^{-1} (b,v)
$$

$$
= (x,y)^{-1}(b,v)
$$

$$
= \left(\alpha_{\beta_x^{-1}(y)}^{-1}(x^{-1}), \beta_{\alpha_y^{-1}(x)}^{-1}(y^{-1})\right) (b,v)
$$

by \([\text{8}]\)

$$
= (A^{-1}, U^{-1}) (b,v)
$$

by \([\text{6}]\) - \([\text{7}]\)

$$
= \left(A^{-1} \alpha_{\beta_x^{-1}(A^{-1})}^{-1}(b), U^{-1} \beta_{\alpha_y^{-1}(A^{-1})}^{-1}(v)\right).
$$

Now, we focus on the first component and we show that it is equal to $\alpha_{\rho \alpha_a(b)}^{-1}(a)$. By \([\text{7}]\), we get

$$
A = \alpha_{\alpha_a^{-1}+v}^{-1}(x) = \alpha_{\alpha_a^{-1}+v}^{-1}(a^{-1} + \alpha_a(b)) = \alpha_{\lambda_a(v)}^{-1}(a^{-1} + \alpha_a(b))
$$

and, similarly, by \([\text{6}]\),

$$
U = \beta_{\lambda_a(v)}^{-1}(u^{-1} + \beta_a(v)).
$$

(12)
Hence,
\[ A^{-1} = \alpha^{-1}_{\alpha^{-1}_{a^{-1} + \alpha u (b)}} \lambda_\alpha (v) \left( (a^{-1} + \alpha \lambda_\alpha (b))^{-1} \right) \]
by (6)
\[ = \alpha^{-1}_{\alpha^{-1}_{a^{-1} + \alpha u (b)}} \lambda_\alpha (v) \left( (a^{-1} + \alpha \lambda_\alpha (b))^{-1} \right) \]
by Remark 4
\[ = \alpha^{-1}_{\beta^{-1}_{\lambda a u (b)} \lambda_\alpha (v)} \lambda_\alpha (v) \left( (a^{-1} + \alpha \lambda_\alpha (b))^{-1} \right) \]
\[ = \alpha^{-1}_{\beta^{-1}_{\lambda a u (b)} \lambda_\alpha (v)} \lambda_\alpha (v) \left( (a^{-1} + \alpha \lambda_\alpha (b))^{-1} \right) \]
\[ = \alpha^{-1}_{\alpha^{-1}_{a^{-1} + \alpha u (b)}} \lambda_\alpha (v) \left( (a^{-1} + \alpha \lambda_\alpha (b))^{-1} \right) \]
\[ = \alpha^{-1}_{\alpha^{-1}_{a^{-1} + \alpha u (b)}} \lambda_\alpha (v) \left( (a^{-1} + \alpha \lambda_\alpha (b))^{-1} \right) \]
by (4), it follows that
\[ A^{-1} \alpha^{-1}_{\beta^{-1}_{\lambda a^{-1} (U^{-1})} (b)} = \alpha^{-1}_{\alpha^{-1}_{a^{-1} + \alpha u (b)}} \lambda_\alpha (v) \left( (a^{-1} + \alpha \lambda_\alpha (b))^{-1} \right) \]
and so, set \( B := \alpha^{-1}_{\beta^{-1}_{\lambda a^{-1} (U^{-1})} (b)} \) the thesis reduces to show that
\[ B = \alpha_a (b) . \]
We obtain that the subscript of the first \( \alpha \) in \( B \) becomes
\[ \beta^{-1}_{\alpha^{-1}_{a^{-1} + \alpha u (b)}} (U) = \beta^{-1}_{\alpha^{-1}_{a^{-1} + \alpha u (b)}} \lambda_\alpha (v) \]
by Remark 4
\[ = \beta^{-1}_{\alpha^{-1}_{a^{-1} + \alpha u (b)}} \lambda_\alpha (v) \]
\[ = \beta^{-1}_{\alpha^{-1}_{a^{-1} + \alpha u (b)}} \lambda_\alpha (v) \]
\[ = \lambda_\alpha (v) \]
and so
\[ B = \alpha_a (v) \alpha^{-1}_{\alpha^{-1}_{a^{-1} + \alpha u (b)}} \lambda_\alpha (v) \]
\[ = \alpha_a \alpha^{-1}_{a^{-1} + \alpha u (b)} \lambda_\alpha (v) \]
Thus, we show that \( (\beta^{-1}_{\lambda a^{-1} (U^{-1})})^{-1} = \bar{u}^{-1} + v \). To this aim, note that, by Remark 4, it holds
\[ \beta^{-1}_{\lambda a^{-1} (U^{-1})} \left( u^{-1} + \beta_a (v) \right) = \beta^{-1}_{\lambda a^{-1} (U^{-1})} \left( \bar{u}^{-1} + v \right) = \beta^{-1}_{\lambda a^{-1} (U^{-1})} \left( \bar{u}^{-1} + v \right) \]
and, analogously,
\[ \alpha^{-1}_{\lambda a^{-1} (U^{-1})} \left( a^{-1} + \alpha u (b) \right) = \alpha^{-1}_{\lambda a^{-1} (U^{-1})} \left( a^{-1} + \alpha u (b) \right) \]
We compute

\[
(\beta_{-1}^{-1} (\lambda_{-1}^{-1}))^{-1}
\]

\[= \beta_{-1}^{-1} (\alpha_{\lambda_{-1}^{-1}}(a^{-1} + \alpha_{a}(b)))^{-1} \left( \beta_{\lambda_{a}(b)}(u^{-1} + \beta_{a}(v)) \right)^{-1} \text{ by (12)-(13)}
\]

\[= \beta_{-1}^{-1} (\alpha_{\lambda_{-1}^{-1}}(a^{-1} + \alpha_{a}(b)))^{-1} \left( \beta_{\lambda_{a}(b)}(u^{-1} + \beta_{a}(v)) \right)^{-1} \text{ by (8)}
\]

\[= \beta_{-1}^{-1} (\alpha_{\lambda_{-1}^{-1}}(a^{-1} + \alpha_{a}(b)))^{-1} \left( \beta_{\lambda_{a}(b)}(u^{-1} + \beta_{a}(v)) \right)^{-1} \text{ by (8)}
\]

\[= \beta_{-1}^{-1} (a^{-1} + b) \beta_{a^{-1} + b}^{-1} (a^{-1} + v)
\]

\[= \hat{u}^{-1} + v,
\]

which proves what stated before. By reversing the role of \(\alpha\) and \(\beta\), we obtain with similar computations that the second component of \(\rho(b, v)(a, u)\) is equal to \(\beta_{-1}^{-1} \rho_{\beta_{a}(v)}(u)\).

Now, to get the claim, it remains to be proven that \((rS, rT, \alpha, \beta)\) is matched product system of solutions, by verifying only (31), (33), and (35), since the other ones can be obtained similarly. Initially, note that, by Remark 4

\[\alpha_{\lambda_{a}}(v) \alpha_{\rho_{a}}(u) = \alpha_{\lambda_{a}}(v) \rho_{a}(u) = \alpha_{a(u^{-1} + v)(u^{-1} + v)}^{-1} \alpha_{u} = \alpha_{a(u^{-1} + v)(u^{-1} + v)}^{-1} \alpha_{u} = \alpha_{a} \alpha_{u} = \alpha_{uv},
\]

hence (31) holds. Moreover,

\[\rho_{\alpha_{\lambda_{a}}^{-1}(b)} \rho_{\alpha_{\rho_{a}}^{-1}(u)}(a) = \rho_{\alpha_{\lambda_{a}}^{-1}(b)} \left( (\alpha_{u}^{-1}(a^{-1}))^{-1} \right)
\]

\[= (\alpha_{u}^{-1}(a^{-1}) + \alpha_{u}^{-1}(b))^{-1} \alpha_{u}^{-1}(b)
\]

\[= (\alpha_{u}^{-1}(a^{-1} + b))^{-1} \alpha_{u}^{-1}(b)
\]

\[= (\alpha_{u}^{-1}(b))^{-1} \alpha_{u}^{-1}(a^{-1} + b)
\]

\[= \left( \alpha_{\lambda_{a}}^{-1}(u) (\alpha_{u}^{-1}(a^{-1} + b)) \right)^{-1}
\]

\[= \left( \alpha_{\lambda_{a}}^{-1}(u) (\beta_{a^{-1}}^{-1} \beta_{a^{-1}}^{-1}(u) \alpha_{u}^{-1}(a^{-1} + b)) \right)^{-1}
\]

\[= \left( \alpha_{\lambda_{a}}^{-1}(u) \beta_{a^{-1}}^{-1}(u) \alpha_{u}^{-1}(a^{-1} + b) \right)^{-1}
\]

\[= \left( \alpha_{\lambda_{a}}^{-1}(u) \beta_{a^{-1}}^{-1}(u) \beta_{a^{-1}}^{-1}(u) (\alpha_{u}^{-1}(a^{-1} + b)) \right)^{-1}
\]

\[= \left( \alpha_{\lambda_{a}}^{-1}(u) \beta_{a^{-1}}^{-1}(u) \beta_{a^{-1}}^{-1}(u) \rho_{b}(a) \right)^{-1}
\]

\[= \alpha_{\lambda_{a}}^{-1}(u) \beta_{a^{-1}}^{-1}(u) \rho_{b}(a)
\]

hence (33) is satisfied. Finally, it is clear that (35) coincides with (9).

Therefore, by Theorem 14 the claim follows.
In the next, we focus on a particular case of the previous construction, the semidirect product of two inverse semi-braces. From now on, given a matched product system \((S, T, \alpha, \beta)\), we consider \(\beta = \text{id}_T\), for every \(a \in S\). In this way, the inverse semigroup \((S \times T, \cdot)\) is exactly the semidirect product of the inverse semigroups \((S, \cdot)\) and \((T, \cdot)\) via \(\alpha\), in the sense of [42] and [45]. Let us note that this semidirect product is a particular case of the Zappa product of two semigroups with \(u^a = \sigma(u)(a) = \alpha_u(a)\) and \(u^a = \beta(u) = u\), for all \(a \in S\) and \(u \in T\). Specifically, the multiplication \(\cdot\) on \(S \times T\) is given by \((a, u)(b, v) = (a^u b, uv)\), for all \((a, u), (b, v) \in S \times T\).

Let us recall the result essentially contained in [45, Theorem 6] that, in contrast to Theorem 9, is a characterization to obtain an inverse semigroup.

**Theorem 16.** Let \(S, T\) be semigroups and \(\sigma : T \to \text{End}(S)\) a homomorphism. Then, the semidirect product of \(S\) and \(T\) via \(\sigma\) is an inverse semigroup if and only if they hold

1. \(S\) and \(T\) are inverse semigroups;
2. \(\sigma(T) \subseteq \text{Aut}(S)\).

Let us note that condition 2. in the previous theorem is equivalent to the property

\[ e^a = a, \]  
(16)

for all \(e \in E(T)\) and \(a \in S\). Such a condition derives also from Remark 4.

As a consequence of (16), \(\sigma\) is a homomorphism of inverse semigroups, namely, in addition, it holds \(\sigma(u^{-1}) = \sigma(u)^{-1}\), for every \(u \in T\). Moreover, one can check that

\[ (a, u)^{-1} = (u^{-1} a^{-1}, u^{-1}), \]  
(17)

for every \((a, u) \in S \times T\), which follows also from Lemma 11.

The following is an example of semidirect product of two Clifford semigroups which is not a Clifford semigroup. Specifically, this shows that left inverse semi-braces can be obtained also starting from two particular generalized left semi-braces, as one can concretely see later in Example 14.

**Example 9.** Considered the set \(X := \{1, x, y\}\), let \(S\) be the upper semilattice on \(X\) with join 1 and \(T\) the commutative inverse monoid with identity 1 for which \(xx = yy = x\) and \(xy = y\). If \(\tau\) is the automorphism of \(S\) given by the transposition \(\tau := (x y)\), then the map \(\sigma : T \to \text{Aut}(S)\) given by \(\sigma(1) = \sigma(x) = \text{id}_S\) and \(\sigma(y) = \tau\), is a homomorphism from \(T\) into \(\text{Aut}(S)\). Therefore, by Theorem 16 it follows that the semidirect product of \(S\) and \(T\) via \(\sigma\) is an inverse semigroup. Observe that such a semigroup is not a Clifford semigroup. Indeed, since by (17) it holds that \((x, y)^{-1} = (y, y)\), we have \((x, y)(x, y)^{-1} = (x, x)\), but \((x, y)^{-1}(x, y) = (y, x)\).
The following result is a consequence of Theorem 12.

**Corollary 17.** Let $S, T$ be left inverse semi-braces and $\sigma : T \to \text{Aut}(S)$ a homomorphism from $(T, \cdot)$ into the automorphism group of the left inverse semi-brace $S$. Then, the structure $(S \times T, +, \cdot)$ where

$$(a, u) + (b, v) := (a + b, u + v)$$
$$(a, u)(b, v) := (a^u b, uv),$$

for all $(a, u), (b, v) \in S \times T$, is a left inverse semi-brace. We call such an inverse semi-brace the semidirect product of $S$ and $T$ via $\sigma$ and we denote it by $S \rtimes_\sigma T$.

**Example 10.** Let $X := \{1, x, y\}$ be a set, $S$ the cyclic group on $X$, and $T$ the commutative inverse monoid on $X$ in Example 9. Considered $\iota : S \to S$ the automorphism of $S$ defined by $\iota(a) = -a$, for every $a \in S$, we obtain that the map $\sigma : T \to \text{Aut}(S)$ given by $\sigma(1) = \sigma(x) = \text{id}_S$, and $\sigma(y) = \iota$ is a homomorphism from $T$ into $\text{Aut}(S)$. Therefore, by Theorem 16 it follows that the semidirect product of $S$ and $T$ via $\sigma$ is an inverse semigroup (which is a Clifford semigroup). Now, set $a + b = a$, for all $a, b \in S$, and $u + v = uv$, for all $u, v \in T$, then $S$ is a left semi-brace and, as seen in 1. of Examples 4, $T$ is a generalized left semi-brace. In addition, the map $\sigma$ is a homomorphism from $T$ into the automorphism of the inverse semi-brace $S$. Therefore, by Corollary 17 $S \times T$ endowed with the following operations

$$(a, u) + (b, v) = (a, uv)$$
$$(a, u)(b, v) = (a^u b, uv),$$

for all $(a, u), (b, v) \in S \times T$, is a left inverse semi-brace that is the semidirect product of $S$ and $T$ via $\sigma$. In particular, $S \rtimes_\sigma T$ is a generalized left semi-brace.

The semidirect product of two generalized semi-braces can be an inverse semi-brace which is not a generalized semi-brace.

**Example 11.** Considered the inverse semigroups $(S, \cdot)$ and $(T, \cdot)$ in the Example 9 set $a + b = b$, for all $a, b \in S$, and $u + v = uv$, for all $u, v \in T$, then $S$ is a left semi-brace and $T$ is a generalized semi-brace. Furthermore, the map $\sigma : T \to \text{Aut}(S)$ defined by $\sigma(1) = \sigma(x) = \text{id}_S$ and $\sigma(y) = \tau$, is a homomorphism from $T$ into the automorphism of the inverse semi-brace $S$. Therefore, by Corollary 17 $S \times T$ endowed with the following operations

$$(a, u) + (b, v) = (b, uv)$$
$$(a, u)(b, v) = (a^u b, uv),$$

for all $(a, u), (b, v) \in S \times T$, is a left inverse semi-brace that is the semidirect product of $S$ and $T$ via $\sigma$.

As a consequence of Theorem 15 given two solutions $r_S$ and $r_T$ on two left inverse semi-braces $S$ and $T$, respectively, the map $r_B$ associated to a semidirect product $B := S \rtimes_\sigma T$ via a homomorphism $\sigma : T \to \text{Aut}(S)$ is still a solution.
Corollary 18. Let $S, T$ be left inverse semi-braces, $r_S$ and $r_T$ solutions on $S$ and $T$, respectively, and $\sigma : T \to \text{Aut}(S)$ a homomorphism from $T$ into the automorphism group of the inverse semi-brace $S$. Then, the map $r_B$ associated to the semidirect product $B := S \rtimes_\sigma T$, given by

$$r_B ((a, u), (b, v)) = \left( (u\lambda_{u^{-1}a} b, \lambda_u (v)), (\lambda_{u^{-1}a} \rho_{u^{-1}} (a), \rho_u (u)) \right),$$

for all $(a, u), (b, v) \in S \times T$, is a solution. In particular, such a solution $r_B$ is actually the semidirect product of the solutions $r_S$ and $r_T$.

Example 12. Let $S, T$ be the trivial left inverse semi-braces in Example 1 with $(S, +)$ a left zero semigroup and $(T, +)$ a right zero semigroup, and $\sigma : T \to \text{Aut}(S)$ a homomorphism from $(T, \cdot)$ into the automorphism group of the left inverse semi-brace $S$. Then, by Corollary 17, $B := S \rtimes_\sigma T$ is a left inverse semi-brace and, by Corollary 18, the map $r_B$ associated to $B$ given by

$$r_B ((a, u), (b, v)) = \left( (aa^{-1}, uv), (v^{-1}(a^{-1}b), v^{-1}v) \right)$$

is a solution. Specifically, it is exactly the semidirect product of the solution $r_S$ and $r_T$ in Examples 5 given by $r_S(a, b) = (aa^{-1}, ab)$ and $r_T(u, v) = (uv, v^{-1}v)$, respectively. Moreover, $r_B$ is idempotent, consistently with [15, Corollary 5].

To analyze the next examples, let us recall the notions of index and period of a solution $r$ introduced in [16] that are respectively defined as

$$i(r) := \min \left\{ j \mid j \in \mathbb{N}_0, \exists l \in \mathbb{N} \ r^j = r^l, j \neq l \right\},$$

$$p(r) := \min \left\{ k \mid k \in \mathbb{N}, i(r)^{j+k} = i(r) \right\}.$$

These definitions of the index and the order are slightly different from the classical ones (cf. [33, p. 10]). This choice is functional to distinguish bijective solutions, having index 0, from non-bijective ones, having index a positive integer.

Example 13. Let $B := S \rtimes_\sigma T$ be the left inverse semi-brace in Example 10. Then, by (16), the map $r_B$ associated to $B$ is given by

$$r_B ((a, u), (b, v)) = \left( (1, uu^{-1}v), (v^{-1}(a^{-1}b), uv^{-1}v) \right),$$

and, by Corollary 18, it is a solution. Specifically, $r_B$ is the semidirect product of the solutions $r_S(a, b) = (1, ab)$ on $S$ (cf. Examples 5) and $r_T(u, v) = (uu^{-1}v, uu^{-1}v)$ on $T$ (see Examples 5), respectively. Moreover, by [16, Proposition 10], such a solution $r_B$ is cubic with $i(r_B) = 1$ and $p(r_B) = 2$. 
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Example 14. Let $B := S \times_\sigma T$ be the left inverse semi-brace in Example 11. Then, by (16), the map $r_B$ associated to $B$ is given by

$$r_B((a, u), (b, v)) = \left( (a^u b, uu^{-1} v), (v^{-1} u (b^{-1} b), uv^{-1} v) \right),$$

and, by Corollary 18, it is a solution. In particular, $r_B$ is the semidirect product of the solutions $r_S(a, b) = (ab, b^{-1} b)$ on $S$ (cf. Examples 5) and $r_T(u, v) = (uu^{-1} v, uv^{-1} v)$ on $T$ (see Examples 8), respectively. Furthermore, by [16, Proposition 10], such a solution $r_B$ is cubic with $i(r_B) = 1$ and $p(r_B) = 2$.

4 The double semidirect product of left inverse semi-braces

This section is devoted to present a new construction of left inverse semi-braces which includes the semidirect product in Corollary 17, that is the double semidirect product. In particular, we show that under mild assumptions the map associated to the double semidirect product of arbitrary left semi-braces is a solution.

Theorem 19. Let $S$ and $T$ be two left inverse semi-braces, $\sigma : T \to \text{Aut}(S)$ a homomorphism from $(T, \cdot)$ into the automorphism group of the left inverse semi-brace $S$, with $u^a := \sigma(u)(a)$, for all $a \in S$ and $u \in T$, and $\delta : S \to \text{End}(T)$ an anti-homomorphism from $(S, +)$ into the endomorphism semigroup of $(T, +)$, with $u^a := \delta(a)(u)$, for all $a \in S$ and $u \in T$. If the condition

$$(uv)^{a(u^b)} + u \left( (u^{-1})^b + w \right) = u \left( u^b + w \right)$$

holds, for all $a, b \in S$ and $u, v, w \in T$, then $S \times T$ with respect to

$$(a, u) + (b, v) := (a + b, u^b + v)$$
$$(a, u) \cdot (b, v) := (a^u b, uv),$$

for all $(a, u), (b, v) \in S \times T$, is a left inverse semi-brace. We call such a left inverse semi-brace the double semidirect product of $S$ and $T$ via $\sigma$ and $\delta$.

Proof. At first, note that the structure $(S \times T, +)$ is a semigroup since it is exactly the semidirect product of the semigroup $(S, +)$ and $(T, +)$ via $\delta$. Moreover, by Theorem 16 $(S \times T, \cdot)$ is an inverse semigroup. Thus, it only remains to prove that (11) is satisfied. If $(a, u), (b, v), (c, w) \in S \times T$, we obtain

$$(a, u) \cdot ((b, v) + (c, w)) = (a, u) \cdot (b + c, v^c + w) = (a^u (b + c), u (v^c + w))$$
\[(a, u)(b, v) + (a, u) \left( (a, u)^{-1} + (c, w) \right) \]
\[= (a^ub, uv) + (a, u) \left( \left( u^{-1}a^{-1}, u^{-1} \right) + (c, w) \right) \text{ by (17)} \]
\[= (a^ub, uv) + (a, u) \left( u^{-1}a^{-1} + c, (u^{-1})c + w \right) \]
\[= (a^ub, uv) + a^u \left( (u^{-1}a^{-1} + c), u \left( (u^{-1})c + w \right) \right) \]
\[= (a^ub, uv) + \left( a (a^{-1} + uc), u \left( (u^{-1})c + w \right) \right) \text{ by (16)} \]
\[= (a^ub + uc, uv)^{(uc)} + u \left( (u^{-1})c + w \right) \]
\[= (a^ub + uc, uv)^{(uc)} + u \left( (u^{-1})c + w \right) \text{ by (18)} \]

hence, by (15) the claim follows. \(\square\)

We specialize the Theorem 19 for (left cancellative) left semi-braces and skew left braces.

**Corollary 20.** Let \(S, T\) be (left cancellative) left semi-braces, \(\sigma : T \to \text{Aut}(S)\) a homomorphism from \((T, \cdot)\) into the automorphism group of \((S, +, \cdot)\), and \(\delta : S \to \text{End}(T)\) an anti-homomorphism from \((S, +)\) into the automorphism group of \((T, +)\) satisfying (18). Then, the double semidirect product of \(S\) and \(T\) via \(\sigma\) and \(\delta\) is a (left cancellative) semi-brace.

We remind that a skew left brace is a triple \((S, +, \cdot)\) where \((S, +)\) and \((S, \cdot)\) are groups, see [31]. Let us note that given two skew left braces \(S\) and \(T\), the double semidirect product of \(S\) and \(T\) is not necessarily a skew left brace, too. Indeed, it is a consequence of the fact that the semidirect product of two groups \((S, +)\) and \((T, +)\) with \(\delta(T) \nsubseteq \text{Aut}(T)\) in general is not a group, see [45].

**Corollary 21.** Let \(S, T\) be skew left braces, \(\sigma : T \to \text{Aut}(S)\) a homomorphism from \((T, \cdot)\) into the automorphism group of \((S, +, \cdot)\), and \(\delta : S \to \text{Aut}(T)\) an anti-homomorphism from \((S, +)\) into the automorphism group of \((T, +)\) satisfying (18). Then, the double semidirect product of \(S\) and \(T\) via \(\sigma\) and \(\delta\) is a skew left brace.

Now, our aim is to study the solution associated to any double semidirect product. For convenience, to calculate such a map, in the following lemma we rewrite conditions (9)-(10) in the exponential notation.

**Lemma 22.** Let \(S, T\) be a left inverse semi-brace and \(\sigma : T \to \text{Aut}(S)\) a homomorphism from \((T, \cdot)\) into the automorphism of the inverse semi-brace \(S\). Then, the following properties are satisfied:

1. \(u \lambda_a(b) = \lambda_{ua}(ub)\)
2. \(u \rho_b(a) = \rho_{ub}(ua)\)

for all \(a, b \in S\) and \(u \in T\).
To simplify our computations concerning the map associated to a double semidirect product, hereinfater we use the notation
\[\Omega_{a,v}^u := (u^{-1})^a + v,\]
for all \(a \in S, u, v \in T\).

**Proposition 23.** Let \(S, T\) be left inverse semi-braces and \(B\) the double semidirect product of \(S\) and \(T\) via \(\sigma\) and \(\delta\). Then, the map \(r_B\) associated to \(B\) is given by
\[r_B((a, u), (b, v)) = ( (\lambda_a (u)b, u \Omega_{u,v}^b), (\Omega_{u,v}^b)^{-1} v),\]
for all \((a, u), (b, v) \in S \times T\).

**Proof.** Let us compute the components of the map \(r_B\). If \(a, b \in S\) and \(u, v \in T\), by (17), we have that
\[\lambda_{(a,u)}(b,v) = (a^u (u^{-1}a^{-1} + b), \Omega_{u,v}^b) = (a^{u^{-1} + u}b, \Omega_{u,v}^b) = (\lambda_a (u)b, u \Omega_{u,v}^b)\]
and, by (17) and Lemma 22
\[\rho_{(b,v)}(a,u) = \left(\Omega_{u,v}^b\right)^{-1} \left( (u^{-1}a^{-1} + b)^{a^{-1}} \Omega_{u,v}^b \right)^{-1} \left( (u^{-1}a^{-1} + b)^{a^{-1}} \Omega_{u,v}^b \right)^{-1} v \]
\[= \left(\Omega_{u,v}^b\right)^{-1} \left( (u^{-1}a^{-1} + b)^{a^{-1}} \Omega_{u,v}^b \right)^{-1} v \]
\[= \left(\Omega_{u,v}^b\right)^{-1} \rho_b \left( (u^{-1}a^{-1})^{a^{-1}} \right) \left(\Omega_{u,v}^b\right)^{-1} v \]
\[= \left(\Omega_{u,v}^b\right)^{-1} \rho_b \left( (u^{-1}a^{-1})^{a^{-1}} \right) \left(\Omega_{u,v}^b\right)^{-1} v \]
\[= \left(\Omega_{u,v}^b\right)^{-1} \rho_b \left( (u^{-1}a^{-1})^{a^{-1}} \right) \left(\Omega_{u,v}^b\right)^{-1} v \].

Therefore, the claim follows.

\[\boxend\]

Note that the second component of \(\lambda_{(a,u)}(b,v)\) and \(\rho_{(b,v)}(a,u)\) can be written also as
\[u \Omega_{u,v}^b = u (u^{-1}b) + \lambda_u (v), \quad (\Omega_{u,v}^b)^{-1} v = \rho_v \left( (u^{-1}b)^{-1} \right),\]
for all \((a, u), (b, v) \in S \times T\). We will use the two forms at the convenience of our computations.

Let us note that the maps associated to the double semidirect product of two skew left braces and that of two left cancellative left braces, applying Corollary 21 and Corollary 20 are automatically solutions. Since in general this does not happen, now we focus on sufficient conditions that allow for constructing new solutions through the double semidirect product of left semi-braces. We highlight that the condition 1. in the following theorem can be generalized as one can see later in Remark 4 but our choice was dictated by the need to find examples in an easier way.
Theorem 24. Let $S$, $T$ be left semi-braces and $B$ the double semidirect product of $S$ and $T$ via $\sigma$ and $\delta$. If $r_S$ and $r_T$ are solutions associated to $S$ and $T$, respectively, and the following are satisfied

1. $(u^1)^a = u^a,$
2. $1^a + u = 1 + u,$

for all $a \in S$ and $u \in T$, then the map $r_B$ associated to $B$ is a solution.

**Proof.** By Theorem 6 the map $r_B$ associated to $B$ is a solution if and only if the condition (2) is satisfied. If $(a, u), (b, v), (c, w) \in S \times T$, then we get

$$\lambda_{(b,v)} (c, w) \left( (1, 1) + \rho_{(c,w)} (b, v) \right)$$

$$= \lambda_{(b,v)} (c, w) \left( (1, 1) + \left( (\Omega_{c,w})^{-1} \rho_c (v^{-1} b) \right), (\Omega_{c,w})^{-1} w \right)$$

$$= \left( \lambda_b (v) c \right) \left( 1 + (\Omega_{c,w})^{-1} \rho_c (v^{-1} b), 1 (\Omega_{c,w})^{-1} \rho_c (v^{-1} b) + (\Omega_{c,w})^{-1} w \right)$$

$$= \left( \lambda_b (v) c \right) \left( 1 + v (\rho_c (v^{-1} b) \right), 1 (\Omega_{c,w})^{-1} \rho_c (v^{-1} b) + (\Omega_{c,w})^{-1} w \right) \right)$$

hence

$$(a, u) + \lambda_{(b,v)} (c, w) \left( (1, 1) + \rho_{(c,w)} (b, v) \right)$$

$$= \left( a + \lambda_b (v) c \left( 1 + \rho c (b) \right), u^{\lambda_b (v) c (1 + \rho c (b))} + v (\Omega_{c,w})^{-1} \rho_c (v^{-1} b) + (\Omega_{c,w})^{-1} w \right)$$

and

$$(a, u) + (b, v) \left( (1, 1) + (c, w) \right) = (a, u) + (b, v) \left( 1 + c, 1 + w \right)$$

$$= (a, u) + (b (1 + c), v (1 + w))$$

$$= \left( a + b (1 + c), u^b (1 + c) + v (1 + w) \right).$$

Note that, by (2) in Theorem 5, since $r_S$ is a solution, the first components are equal. About the second components, we have that

$$u^{\lambda_b (v) c (1 + \rho c (b))} = u^{1 + \lambda_b (v) c (1 + \rho c (b))} = u^{1 + b (1 + c)} = u^{b (1 + c) \frac{1}{1}} = u^b (1 + c).$$
In addition,

\[
v \Omega_{v,w}^c \left( (\Omega_{v,w}^c)^{-1} \rho_c (v^{-1} b) + (\Omega_{v,w}^c)^{-1} w \right) \\
= v \Omega_{v,w}^c \left( 1 + (\Omega_{v,w}^c)^{-1} w \right) \\
= v (v^{-1} c \left( (v^{-1} c)^{-1} \Omega_{v,w}^c \left( 1 + (\Omega_{v,w}^c)^{-1} w \right) \right) \\
= v (v^{-1} c \left( (v^{-1} c)^{-1} \right)^{-1} (1 + w) \\
= v (1 + w) \\
= v (1^c + w)
\]

by 2.

Therefore, the claim follows.

\[\square\]

**Remark 6.** Let us observe that, if \( S \) and \( T \) are left cancellative left semi-brace, then conditions 1. and 2. of the previous theorem are satisfied. Indeed, if \( a \in S \) and \( u \in T \), since 1 is a left identity, \( (u^1)^a = u^{1+a} = u^a \). Moreover, since \( 1^a \) is still an idempotent of \((T,+)\), it follows that \( 1^a + u = u = 1 + u \), hence the condition 2. is satisfied.

**Remark 7.** The condition 1. in the Theorem can be replaced with the more general one

\[u^{ab} = (u^a)^{\lambda_a(b)},\] (1′)

for all \( a, b \in S \) and \( u \in T \). Indeed, if \( a \in S \), since \( 1 + a = 1 (1 + a) = 1 + \lambda_1(a) \), we obtain that

\[\left(u^1\right)^a = u^{1+a} = u^{1+\lambda_1(a)} = \left(u^1\right)^{\lambda_1(a)} \]

\[\left(1^c\right)^a = u^{1+a} = u^{1+\lambda_1(a)} = \left(u^1\right)^{\lambda_1(a)} \] (1′)

hence 1. is satisfied. We also underline that the condition 1′ holds also for left cancellative left semi-braces. Indeed, in this case, if \( a, b \in S \) we have that \( ab = a (1 + b) = a + \lambda_a(b) \), and so

\[u^{ab} = u^{a+\lambda_a(b)} = (u^a)^{\lambda_a(b)},\]

for every \( u \in T \).

In the following, we construct two left inverse semi-braces in which the additive structure is a rectangular band.

**Example 15.** Let \( S \) be the left semi-brace with \((S,+)\) the left zero semigroup and \((S,\cdot)\) a group with identity 1, and \( T \) the brace with additive group \((\mathbb{Z},+)\) and multiplication \(\cdot\) given by \(u \cdot v := u + (-1)^u v\), for all \(u,v\in\mathbb{Z}\) (see [12, Example 2]), where it is used the juxtaposition to denote the usual multiplication in \(\mathbb{Z}\). Thus, the maps \(r_S(a,b) = (1,ab)\) and \(r_T(u,v) = ((-1)^u v, (-1)^v u)\) are the solutions associated to \(S\) and \(T\), respectively. Moreover, let \(\delta\) be the anti-homomorphism from \((S,+)\) into the endomorphism semigroup of \((T,+)\) given by \(\delta(a)(u) = 0\), for
all \( a \in S \) and \( u \in T \). Note that with these assumptions the conditions 1. and 2. of Theorem 24 are trivially satisfied. It is a routine computation to check that the condition (18) holds independently by the choice of the map \( \sigma \). Now, we consider two maps \( \sigma \) to obtain two distinct semi-braces which are double semidirect products of \( S \) and \( T \).

- If \( \sigma(u) = \text{id}_S \), for every \( u \in T \), we get that \( S \times T \) is the double semidirect product of \( S \) and \( T \) via \( \sigma \) and \( \delta \) endowed with

\[
(a, u) + (b, v) = (a, v) \quad (a, u)(b, v) = (ab, u + (-1)^u v),
\]

for all \((a, u), (b, v) \in S \times T\), which we denote by \( B \). By Theorem 24 the map \( r_B \) associated to \( B \) given by

\[
r_B \left( (a, u), (b, v) \right) = \left( (1, u + (-1)^u v) , (ab, 0) \right)
\]

is a solution. In addition, \( r_B \) is idempotent.

- Consider \( \sigma(u) = \text{id}_S \), if \( u \) is even, instead \( \sigma(u) = \iota \), if \( u \) is odd, where \( \iota : \mathbb{Z} \to \mathbb{Z} \) is the map given by \( \iota(u) = -u \), for every \( u \in \mathbb{Z} \). Then, \( S \times T \) is the double semidirect product of \( S \) and \( T \) via \( \sigma \) and \( \delta \) endowed with

\[
(a, u) + (b, v) = (a, v) \quad (a, u)(b, v) = (a^u b, u + (-1)^u v),
\]

for all \((a, u), (b, v) \in S \times T\), which we denote by \( B \). By Theorem 24 the map \( r_B \) associated to \( B \) given by

\[
r_B \left( (a, u), (b, v) \right) = \left( (1, u + (-1)^u v) , \left( v^{-1} \left( u^{-1} a b \right), 0 \right) \right)
\]

is a solution. In addition, \( r_B \) is idempotent.

We remark that the two solutions above lie in the class of solutions associated to left semi-braces having \( \rho \) as an anti-homomorphism.

The following is an example of completely simple left semi-brace. In particular, by [17, Theorem 3], the additive structure \((S \times T, +)\) is a rectangular group.

**Example 16.** Let \( S \) be the left semi-brace with additive group \((\mathbb{Z}, +)\) and multiplication \( \cdot \) given by \( a \cdot b = a + (-1)^a b \), for all \( a, b \in \mathbb{Z} \), where it is used the juxtaposition to denote the usual multiplication in \( \mathbb{Z} \). Let \( T \) be the left semi-brace with multiplicative group \((\text{Sym}_3, \circ)\), where \( \circ \) is the usual composition of maps, and addition \( + \) given by \( u + v := v \circ g(v^{-1}) \circ u \), for all \( u, v \in \text{Sym}_3 \), with \( g \) the idempotent endomorphism of \( \text{Sym}_3 \) defined by

\[
g(u) = \begin{cases} 
(1 \ 2) & \text{if } u \text{ is odd} \\
\text{id}_{\text{Sym}_3} & \text{otherwise}
\end{cases}
\]

for every \( u \in \text{Sym}_3 \) (cf. [17, Example 5-2]). If \( s : \text{Sym}_3 \to \mathbb{N}_0 \) is the map defined by \( s(u) = 1 \), if \( u \) is an odd permutation, and \( s(u) = 0 \), otherwise, we can briefly write \( g(u) = (1 \ 2)^{s(u)} \), for every \( u \in \text{Sym}_3 \). Now, set
\[\delta(a) = g,\] for every \(a \in \mathbb{Z},\) since \(g\) is an idempotent endomorphism, we have that \(\delta\) in an anti-homomorphism from \((\mathbb{Z}, +)\) into the endomorphism monoid of \((\text{Sym}_3, +).\) Moreover, if \(a, b \in \mathbb{Z}\) and \(u, v \in \text{Sym}_3\), we get

\[(u \circ v)^\lambda_{a + b} + u \circ ((u^{-1})^b + w) = g(u \circ v) + u \circ (g(u^{-1}) + w) = g(u \circ v) + u \circ w \circ g(w^{-1}) \circ g(u^{-1}) = u \circ w \circ g(w^{-1}) \circ g(u \circ v) = u \circ v + w,\]

hence \((18)\) holds, independently by the choice of the map \(\phi.\) To give an example, let us define \(\sigma : \text{Sym}_3 \rightarrow \text{Aut} (S)\) the homomorphism from \((\text{Sym}_3, \circ)\) into the automorphism group of the left semi-brace \(S\) given by

\[
\sigma(u) = \begin{cases} 
\iota & \text{if } u \text{ is odd} \\
id_{\mathbb{Z}} & \text{otherwise}
\end{cases} = \iota s(u),
\]

for every \(u \in \text{Sym}_3,\) where \(\iota : \mathbb{Z} \rightarrow \mathbb{Z}\) is the map defined by \(\iota(a) = -a,\) for every \(a \in \mathbb{Z}.\) Therefore, we obtain a double semidirect product on \(S \times T\) via \(\sigma\) and \(\delta\) which we denote by \(B.\) Now, if we consider the maps \(r_S\) and \(r_T\) associated to \(S\) and \(T\) are respectively given by \(r_S(a, b) = ((-1)^a, b),\) \((-1)^b, a)\) and \(r_T(u, v) = (u \circ v \circ (1 2) s(v) \circ u^{-1}, u \circ (1 2) s(v)),\) they are solutions and the conditions 1. and 2. of Theorem 24 are trivially satisfied. Hence, the map \(r_B\) associated to the left semi-brace \(B\) having components

\[
\lambda_{(a, u)}(b, v) = ((-1)^{a + s(u)} b, u \circ v \circ (1 2) s(u \circ v)), \\
\rho_{(b, v)}(a, u) = ((1 2)^{s(u \circ v)} a^{-1} ((-1)^{b + s(u)} a), (1 2) s(u \circ v)),
\]

for all \((a, u), (b, v) \in S \times T,\) is a solution. Furthermore, one can check that the map \(\rho\) is an anti-homomorphism from \((B, \cdot)\) into the monoid of the maps from \(B\) into itself, hence, \(r_B\) is a solution on \(B\) and, by [35, Proposition 2.14], \((B, +, \cdot)\) is a completely simple left semi-brace.

Starting from the semidirect product of the inverse semigroups \(S\) and \(T\) via \(\sigma\) in Example 9, we show how to obtain five examples of double semidirect products by choosing all the possible maps \(\delta.\)

**Example 17.** Let \(S\) and \(T\) be the inverse semigroups in Example 9 set \(a + b = b \cdot 1 = 1,\) for all \(a, b \in S,\) and \(u + v = uv,\) for all \(u, v \in T,\) then \(S\) and \(T\) are the left inverse semi-braces in Example 5 and Examples 4 respectively. Recall that the solution \(r_S\) associated to \(S\) is given by \(r_S(a, b) = (1, 1)\) (see Example 7) and, since \(u^{-1} = u,\) for every \(u \in T,\) the solution \(r_T\) associated to \(T\) is given by \(r_T(u, v) = (u^2 v, uv^2)\) (see Examples 5). Now, recall that if \(\tau\) is the automorphism of \(S\) given by \(\tau := (x \ y),\) then the map \(\sigma : T \rightarrow \text{Aut} (S)\) given by \(\sigma(1) = \sigma(x) = \text{id}_{S},\) and \(\sigma(y) = \tau\) is a homomorphism from \((T, \cdot)\) into the automorphism group of the left inverse semi-brace \(S.\) One can check that there exist five endomorphisms \(\varphi\) of \((T, +)\) and, in particular, they are all idempotent. Moreover, note that to obtain \(\delta\) an anti-homomorphism we have to choose \(\delta(a) = \varphi,\) for every \(a \in S,\) with \(\varphi \in \text{End}(T, +).\) In each of these cases, it
is easy to prove that condition (18) holds. Thus, for every fixed \( \delta \), we have that \( B := S \times T \) is the double semidirect product of \( S \) and \( T \) via \( \sigma \) and \( \delta \) with respect to

\[
(a, u) + (b, v) = (1, \varphi(u)v) \quad (a, u)(b, v) = (a^u b, uv),
\]

for all \((a, u), (b, v) \in S \times T \). Now, distinguishing the various cases, we analyze that the maps \( r_B \) associated to each semi-brace \( B \).

- If \( \varphi = \text{id}_T \):

  \[
r_B ((a, u), (b, v)) = ((1, u^2v), (1, uv^2)),
  \]

  which clearly is a solution, since it is the semidirect product of \( r_S \) and \( r_T \). In particular, by [16, Proposition 10], it is a cubic solution.

- If \( \varphi = k_1 \), the constant map from \( T \) into itself of value 1:

  \[
r_B ((a, u), (b, v)) = ((1, uv), (1, v^2)),
  \]

  which is an idempotent solution.

- If \( \varphi = k_x \), the constant map from \( T \) into itself of value \( x \):

  \[
r_B ((a, u), (b, v)) = ((1, xu v), (1, x v^2))
  \]

  which is an idempotent solution.

- If \( \varphi \) is the map from \( T \) into itself defined by \( \varphi(1) = 1 \) and \( \varphi(x) = \varphi(y) = x \):

  \[
r_B ((a, u), (b, v)) = ((1, \varphi(u) uv), (1, \varphi(u) v^2))
  \]

  is a solution and it satisfies \( r_B^3 = r_B^2 \).

- If \( \varphi \) the map from \( T \) into itself defined by \( \varphi(1) = \varphi(x) = x \) and \( \varphi(y) = y \):

  \[
r_B ((a, u), (b, v)) = ((1, \varphi(u) uv), (1, \varphi(u) v^2))
  \]

is not a solution. Indeed, if \( a, b, c \) are arbitrary elements of \( S \), \( u = w = 1 \), and \( v = y \), one can check that the braid relation is not satisfied.

In light of the previous example, it arises the following question.

**Question 25.** Let \( S, T \) be left inverse semi-braces having solutions \( r_S \) and \( r_T \) and \( B \) the double semidirect product of \( S \) and \( T \) via \( \sigma \) and \( \delta \). Under which assumptions the map \( r_B \) is a solution?
5 The asymmetric product of left inverse semi-braces

This section aims to introduce a generalization of the asymmetric product of left cancellative left semi-braces given in [13], involving left inverse semi-braces. We highlight that, in general, this construction does not include the double semidirect product. Moreover, we provide sufficient conditions to obtain solutions.

To present the asymmetric product of left inverse semi-braces, we need the notion of cocycle on semigroups. In particular, the following definition is inspired to that used for groups in the context of Schreier’s extension (see in [32, Theorem 15.1.1]).

**Definition 26.** Let \((S, +)\) and \((T, +)\) be two semigroups (not necessarily commutative) and \(\delta : S \rightarrow \text{End}(T)\) a map from \(S\) into the endomorphism semigroup of \(T\). Let \(u^a := \delta(a)(u)\), for all \(a \in S\) and \(u \in T\), a map \(b : S \times S \rightarrow T\) is called a \(\delta\)-cocycle if

\[
b(a + b, c) + b(a, b)^c + (u^b)^c + v^c = b(a, b + c) + u^{b+c} + b(b, c) + v^c
\]

holds, for all \(a, b, c \in S\) and \(u, v \in T\).

The notion of cocycle was already recovered in [13, p. 173] for left cancellative left semi-braces. Specifically, the concept of \(\delta\)-cocycle in Definition 26 involves entirely the additive structures of \(S\) and \(T\), hence it is not a simple readjustment of that introduced in [13]. Let us compare into detail the two definitions.

**Remark 8.** Let \((S, +)\) and \((T, +)\) be right groups, \(S := H + E\) and \(T := N + F\) where \(H \cap E = \{1_S\}\), \(N \cap F = \{1_T\}\), \(E\) and \(F\) are the sets of idempotents of \(S\) and \(T\), respectively, and \(H = S + 1\) and \(N = T + 1\). Let \(\alpha : H \rightarrow \text{Aut}(N)\) and \(\epsilon : H \times H \rightarrow N\) be maps such that \((\alpha, \epsilon)\) is a cocycle as in [13, p. 11]. Define the map \(b : S \times S \rightarrow T\) by

\[
b(h_1 + e_1, h_2 + e_2) := \epsilon(h_1, h_2),
\]

for every \((h_1 + e_1, h_2 + e_2) \in S \times S\), with \(h_1, h_2 \in H\) and \(e_1, e_2 \in E\), and \(\delta : S \rightarrow \text{End}(T)\) the map given by

\[
\delta(h + e)(n + f) = (n + f)^{h+e} := n^h + f,
\]

for all \(h+e \in S\) and \(n+f \in T\). If \((a, u), (b, v) \in S \times T\), with \((a, u) = (h_1 + e_1, n_1 + f_1)\) and \((b, v) = (h_2 + e_2, n_2 + f_2)\), since \(e_1\) and \(f_1\) are idempotents, then we have that

\[
(a, u) + (b, v) = \left(h_1 + e_1 + h_2 + e_2, \ b(h_1 + e_1, h_2 + e_2) + (n_1 + f_1)^{(h_2 + f_2)} + n_2 + f_2\right)
\]

\[
= \left(h_1 + h_2 + e_2, \ \epsilon(h_1, h_2) + n_1^{h_2} + f_1 + n_2 + f_2\right)
\]

\[
= \left(h_1 + h_2 + e_2, \ \epsilon(h_1, h_2) + n_1^{h_2} + n_2 + f_2\right),
\]
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which is exactly the sum in [13, Theorem 12]. Now, recalling conditions 1. and 2. in [13, p. 173], namely,

\[
\begin{align*}
(n^{h_1})^{h_2} & = -c(h_1, h_2) + n^{h_1 + h_2} + c(h_1, h_2) \\
\c(c(h_1 + h_2, h_3) + c(h_1, h_2)^{h_3}) & = c(h_1 + h_2 + h_3) + c(h_2, h_3),
\end{align*}
\]

for all \(h_1, h_2, h_3 \in H\) and \(n \in N\), if \(a = h_1 + e_1, b = h_2 + e_2, c = h_3 + e_3\) are elements of \(S\), and \(u = n_1 + f_1, v = n_2 + f_2\) are elements of \(T\), it follows that

\[
\begin{align*}
\text{b}(a + b, c) + \text{b}(a, b)^c + (u^b)^c + v^c \\
&= c(h_1 + h_2 + h_3) + c(h_1, h_2)^{h_3} + (n^{h_2})^{h_3} + f_1 + v^c \\
&= c(h_1 + h_2 + h_3) + c(h_2, h_3) + (n^{h_2})^{h_3} + v^c \\
&= c(h_1, h_2 + h_3) + n^{h_2 + h_3} + f_1 + c(h_2, h_3) + v^c \\
&= \text{b}(a, b + c) + u^{b+c} + \text{b}(b, c) + v^c,
\end{align*}
\]

i.e., \(b\) is a \(\delta\)-cocycle.

In the following theorem we provide the construction of the asymmetric product of left inverse semi-braces.

**Theorem 27.** Let \(S, T\) be left inverse semi-braces, \(\sigma : T \to \text{Aut}(S)\) a homomorphism from \((T, \cdot)\) into the automorphism group of the left inverse semi-brace \(S\), with \(u^a := \sigma(u)(a)\), for all \(a \in S\) and \(u \in T\), and \(\delta : S \to \text{End}(T)\) a map from \(S\) into the endomorphism semigroup of \((T, +)\). If \(b\) is a \(\delta\)-cocycle such that

\[
\text{b}(a, b, c, (u^c)) + (uv)^h(u^c) + u(\text{b}(u^{-1}(a^{-1}), c) + (u^{-1})^c) = u(\text{b}(b, c) + v^c) \quad (20)
\]

holds, for all \(a, b, c \in S\) and \(u, v \in T\), then \(S \times T\) with respect to

\[
\begin{align*}
(a, u) + (b, v) & := (a + b, \text{b}(a, b) + u^b + v) \\
(a, u)(b, v) & := (a^b, uv),
\end{align*}
\]

for all \((a, u), (b, v) \in S \times T\), is a inverse semi-brace. We call such a left inverse semi-brace the asymmetric product of \(S\) and \(T\) via \(\sigma\), \(\delta\), and \(b\).

**Proof.** Initially, by applying (19), it is a routine computation to see that \((S \times T, +)\) is a semigroup. Moreover, by Theorem [16] \((S \times T, \cdot)\) is an inverse semigroup. Now, to get the claim we have only to check that (1) holds. If \((a, u), (b, v), (c, w) \in S \times T\), we obtain

\[
(a, u)((b, v) + (c, w)) = (a^u(b + c), u(b, c) + v^c + w))
\]
and

\[(a, u)(b, v) + (a, u)\left((a, u)^{-1} + (c, w)\right)\]

\[= (a^ub, uv) + (a, u)\left((u^{-1}a^{-1} + c, b^{(u^{-1}a^{-1}, c)}\right) + (u^{-1}c + w)\right)\]

\[= (a^ub, uv) + (a, u)\left((u^{-1}a^{-1} + c, b^{(u^{-1}a^{-1}, c)}\right) + (u^{-1}c + w)\right)\]

\[= (a^ub + a^{uu^{-1}a^{-1} + u}c, b^{(a^ub, a^{uu^{-1}a^{-1} + u}c)}) + (uv)^a^{(uu^{-1}a^{-1} + u)c}\]

\[+ u\left(b^{(u^{-1}a^{-1}, c)} + (u^{-1}c + w)\right)\]

where in the last equality we apply (16). Now, we observe that

\[a^ub + \lambda_a(u^c) = a^{(a^ub + u^c)} = a^u(b + c)\]

and

\[b^{(a^ub, \lambda_a(u^c))} + (uv)^{\lambda_a(u^c)} + u\left(b^{(u^{-1}a^{-1}, c)} + (u^{-1}c + w)\right)\]

\[= b^{(a^ub, \lambda_a(u^c))} + (uv)^{\lambda_a(u^c)} + u\left(b^{(u^{-1}a^{-1}, c)} + (u^{-1}c + w)\right)\]

\[= u\left(b(b, c) + v^c\right) + u\left(u^{-1} + w\right)\]

by (20)

\[= u\left(b(b, c) + v^c + w\right)\]

Therefore, \(S \times T\) is a left inverse semi-brace.

Let us compare [13, Theorem 12] with Theorem 27 in the specific case of two left cancellative left semi-braces.

Remark 9. Let \((S, +), (T, +)\) be right groups, \(S := H + E\) and \(T := N + F\) where \(H \cap E = \{1\}, N \cap F = \{1\}, E\) and \(F\) are the sets of idempotents of \(S\) and \(T\), respectively, and \(H = S + 1\) and \(N = T + 1\). Let us consider the maps \(b\) and \(\delta\) defined in Remark 8 and \(a = h_1 + e_1, b = h_2 + e_2, c = h_3 + e_3 \in S,\) and \(u = n_1 + f_1, v = n_2 + f_2 \in T\). Recalling that in any left cancellative left semi-brace it holds \(x \cdot y = x + \lambda_x(y)\), by [13, Proposition 7-1.], we obtain that

\[\lambda_a(u^c) = \lambda_{h_1 + e_1}\left(\sum_{E} (n_1 + f_1) (h_3)\right) + 1 + \lambda_{h_1 + e_1}\left(\sum_{E} (n_1 + f_1) (e_3)\right)\]

and

\[\lambda_a(u^c) = \lambda_{h_1 + e_1}\left(\sum_{E} (n_1 + f_1) (h_3)\right) + 1 + \lambda_{h_1 + e_1}\left(\sum_{E} (n_1 + f_1) (e_3)\right)\]
and, by [13] Lemma 11-1.,

\[ a^{-1} = (h_1 + e_1)^{-1} e_1 + (h_1 + e_1)^{-1} h_1 = \frac{\rho_{e_1} (h_1^{-1})}{H} + \frac{\lambda_{h_1^{-1} (e_1)}^{-1}}{E}. \]

Analogously, \( u^{-1} = \frac{\rho_{f_1} (n_1^{-1})}{N} + \frac{\lambda_{n_1^{-1} (f_1)}^{-1}}{F} \). Moreover, \( uv = \frac{(n_1 + f_1) n_2 + 1}{N} + \frac{\lambda_{n_1 + f_1} (f_2)}{F} \), hence we get

\[ (uv)^{\lambda_n^{(uc)}} = \left( \frac{(n_1 + f_1) n_2 + 1}{N} \right)^{\lambda_{n_1 + f_1} (f_2)} + \frac{\lambda_{n_1 + f_1} (f_2)}{F}. \]

Since \( \lambda_{n_1 + f_1} (f_2) \in F \), by condition (5) of [13] Theorem 12 and by recalling that \( b(h_1 + e_1, h_2 + e_2) = \epsilon(h_1, h_2) \), for every \( (h_1 + e_1, h_2 + e_2) \in S \times S \), it follows that

\[
\begin{align*}
\mathcal{b} (a^{\mathcal{u}b, \lambda_a \,(\epsilon)}) + (uv)^{\lambda_n^{(uc)}} + u \left( b \left( a^{-1} (a^{-1})^c \right) + (u^{-1})^c \right) \\
= \epsilon \left( (h_1 + e_1)^{n_1 + f_1 h_2}, \lambda_{h_1 + e_1} (n_1 + f_1) h_3 + 1 \right) + 1 \\
+ ((n_1 + f_1) n_2 + 1)^{\lambda_{n_1 + f_1} (n_1 + f_1) h_3 + 1} + \lambda_{n_1 + f_1} (f_2) \\
+ (n_1 + f_1) \left( \epsilon \left( a^{-1} \rho_{e_1} (h_1^{-1}), h_3 \right) + \rho_{f_1} (n_1^{-1} h_3) \right) \\
= \epsilon \left( (h_1 + e_1)^{n_1 + f_1 h_2 + 1}, \lambda_{h_1 + e_1} (n_1 + f_1) h_3 + 1 \right) + 1 \\
+ ((n_1 + f_1) n_2 + 1)^{\lambda_{n_1 + f_1} (n_1 + f_1) h_3 + 1} \\
+ (n_1 + f_1) \left( \epsilon \left( (n_1 + f_1)^{-1} \rho_{e_1} (h_1^{-1}), h_3 \right) + \rho_{f_1} (n_1^{-1} h_3) \right) \\
= (n_1 + f_1) \left( \epsilon \left( h_2, h_3 \right) + n_2 h_3 \right) \\
= u \left( b (b, c) + v^c \right),
\end{align*}
\]

namely, condition (20) is satisfied.

In the following theorem we give the map associated to any asymmetric product of left inverse semi-braces. We omit the proof since it is similar to that in Proposition 23. We recall the notation already adopted, that is \( \Omega_{a,v}^{u} := (u^{-1})^a + v \), for all \( a \in S \) and \( u, v \in T \).

**Proposition 28.** Let \( S, T \) be left inverse semi-braces and \( B \) the asymmetric product of \( S \) and \( T \) via \( \sigma \) and \( \delta \) and \( b \).

Then, the map \( r_B \) associated to \( B \) is given by

\[
\begin{align*}
\mathcal{r}_B ((a, u), (b, v)) = & \left( \lambda_a \,(\epsilon)b, u \left( b \left( a^{-1}, b \right) + \Omega_{a,v}^b \right) \right), \\
& \left( b \left( a^{-1}, b \right) + \Omega_{a,v}^b \right)^{\rho_{\mathcal{b}} \,(\epsilon) a^c}, \left( b \left( a^{-1}, b \right) + \Omega_{a,v}^b \right)^{-1} v
\end{align*}
\]

for all \( (a, u), (b, v) \in S \times T \).
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Note that the second component of $\rho_{(b,v)}(a, u)$ can be written also as
\[
\left( b \left( u^{-1} a^{-1}, b \right) + \Omega_{u,v} \right)^{-1} v = \rho_v \left( \left( b \left( u^{-1} a^{-1}, b \right) + (u^{-1}b)^{-1} \right) \right),
\]
for all $(a, u), (b, v) \in S \times T$.

Now, we focus on sufficient conditions that allow for constructing new solutions through the asymmetric product of left semi-braces.

**Theorem 29.** Let $S, T$ be left semi-braces and $B$ the asymmetric product of $S$ and $T$ via $\sigma, \delta,$ and $\beta$. If $r_S$ and $r_T$ are solutions associated to $S$ and $T$, respectively, and the following are satisfied

1. $(u^1)^a = u^a,$
2. $b \left( 1, a \right) + u = 1 + u,$
3. $b \left( a, 1 + b \right) = b \left( a, b \right),$

for all $a, b \in S$ and $u \in T$, then the map $r_B$ associated to $B$ is a solution.

**Proof.** To prove that the map $r_B$ is a solution, we check that the condition (2) in Theorem 6 is satisfied.

If $(a, u), (b, v), (c, w) \in S \times T$, by \(2\), we get
\[
(a, u) + (b, v) \left( (1, 1) + (c, w) \right)
= \left( a + b \left( 1 + v \right), b \left( a, b \left( 1 + v \right) \right) + u^{b(1 + v)} c + v \left( b(1) + 1 c + w \right) \right)
= \left( a + b \left( 1 + v \right), b \left( a, b \left( 1 + v \right) \right) + u^{b(1 + v)} c + v \left( 1 + w \right) \right),
\]
since $1^c$ is idempotent and by Proposition 5 it is a middle unit. Moreover,
\[
(a, u) + \lambda_{(b,v)} (c, w) \left( (1, 1) + \rho_{(c,w)} (b, v) \right)
= \left( a + \lambda_b \left( v^c (1 + \rho_{c} (b)) \right), b \left( a, \lambda_b \left( v^c (1 + \rho_{c} (b)) \right) + u^{\lambda_b \left( v^c (1 + \rho_{c} (b)) \right)} \right) \right.
\left. + v \left( b \left( v^{-1} b^{-1}, c \right) + \Omega_{u,v} \right) \right)
\left( b \left( 1, b \left( v^{-1} b^{-1}, c \right) + \Omega_{u,v} \right) \right) \left( b \left( 1, b \left( v^{-1} b^{-1}, c \right) + \Omega_{u,v} \right) \right) \right) \left( b \left( v^{-1} b^{-1}, c \right) + \Omega_{u,v} \right) \left( v\right). \]

Note that the first components are equal since $r_S$ is a solution. In addition,
\[
b \left( a, \lambda_b \left( v^c (1 + \rho_{c} (b)) \right) \right) = b \left( a, 1 + \lambda_b \left( v^c (1 + \rho_{c} (b)) \right) \right)
\]
\[
= b \left( a, b \left( 1 + v \right) \right)
\]
by (3).
Furthermore, since $1 \left( b^{-1} b^{-1}, c \right) + \rho_c(b)$ is an idempotent it is a middle unit and so, by 2., we get

$$b \left( 1, \left( b^{-1} b^{-1}, c \right) + \rho_c(b) \right) \left( 1 \left( b^{-1} b^{-1}, c \right) + \rho_c(b) \right)^{-1} w = 1 + \left( b \left( b^{-1} b^{-1}, c \right) + \rho_c(b) \right)^{-1} w$$

Moreover, by 1. and (2), it follows that $u^{\lambda_c(v^*) (1 + \rho_c(b))} = u^{b (1 + v^*)}$, hence,

$$u^{\lambda_c(v^*) (1 + \rho_c(b))} = u^{b (1 + v^*)} = u^{b (1 + v^*)} + v \left( b \left( b^{-1} b^{-1}, c \right) + \rho_c(b) \right) \left( 1 + \left( b \left( b^{-1} b^{-1}, c \right) + \rho_c(b) \right)^{-1} w \right)$$

Thus, the second components are equal. Therefore, the claim follows. \hfill \Box

\textbf{Remark 10.} As observed in Remark 6, if $S$ and $T$ are left cancellative left semi-braces, then conditions 1. and 3. of the previous theorem are satisfied. In addition, note that if $a \in S$ and $u \in T$, since $(1, 1)$ is a left identity in $S \times T$, we have

$$(a, 1 + u) = (a, u) = (1, 1) + (a, u) = (1 + a, b (1, a) + b^2 + u) = (a, b (1, a) + u),$$

thus the condition 2. also holds.

\textbf{Remark 11.} Note that, similarly to Remark 7 assuming that conditions 2. and 3. in the Theorem 29 are satisfied, instead of condition 1. we may assume the more general one

$$u^{ab} = (u^a)^{\lambda_b(b)},$$

for all $a, b \in S$ and $u \in T$.

\textbf{Example 18.} Let $X$ be a set and $\cdot$ a binary operation on $X$ such that $(X, \cdot)$ is an abelian group. Thus, setting $a + b := bf \left( b^{-1} a \right)$, for all $a, b \in X$, with $f$ an idempotent endomorphism of $(X, \cdot)$, we have that $S := (X, +, \cdot)$ is a left semi-brace, see [17] Example 5, case 3]. Moreover, let $T := (X, +, \cdot)$ be the left brace with the sum given by $u + v = uv$, for all $u, v \in X$. Let us consider the map $\delta : S \to \text{End} (T)$ such that $u^a = 1$, for all $a \in S$ and $u \in T$ and $b : S \times S \to T$ the $\delta$-cocycle defined by $b \left( a, b \right) = a$, for all $a, b \in S$. Thus, if $\sigma : T \to \text{Aut} (S)$ is the map given by $u^a = a$, for all $a \in S$ and $u \in T$, it follows that (20) is trivially satisfied. Therefore, $B := S \times T$ is the asymmetric product of $S$ and $T$ via $\sigma, \delta$, 37
and b endowed with
\[(a, u) + (b, v) = (a + b, a + v) \quad \text{and} \quad (a, u)(b, v) = (ab, uv),\]
for all \((a, u), (b, v) \in S \times T\). Now, the solutions \(r_S\) and \(r_T\) are given by \(r_S(a, b) = \left( abf(b^{-1}a^{-1}), f(ab) \right) \) and \(r_T(u, v) = (v, v^{-1}uv)\), respectively. Since the conditions in Theorem 29 trivially hold, then we obtain that the map
\[r_B((a, u), (b, v)) = \left( \left( abf\left(b^{-1}a^{-1}\right), ua^{-1}v \right), (f(ab), a) \right)\]
is a solution. Furthermore, it holds \(r^3_B = r^2_B\).

The following is a simple class of examples of asymmetric product of inverse semi-braces.

**Example 19.** Let \(S\) be an arbitrary left inverse semi-brace and \(T\) the left inverse semi-brace with \((T, +)\) the left zero semigroup and \((T, \cdot)\) an upper semilattice with join 1. Moreover, let \(\sigma : T \to \text{Aut}(S)\) be the homomorphism from \((T, \cdot)\) into the automorphism group of the left inverse semi-brace \(S\) given by \(^a a = a\), for all \(a \in S\) and \(u \in T\), and \(\delta : S \to \text{End}(T)\) an arbitrary map from \(S\) into the endomorphism monoid of \((T, +)\), and \(b : S \times S \to T\) the \(\delta\)-cocycle defined \(b(a, b) = 1\), for all \(a, b \in S\). Therefore, by Theorem 27, \(S \times T\) is a left inverse semi-brace with
\[(a, u) + (b, v) = (a + b, 1) \quad (a, u)(b, v) = (ab, uv),\]
for all \((a, u), (b, v) \in S \times T\). Moreover, the map \(r_B\) is given by
\[r_B((a, u), (b, v)) = \left( (\lambda_a(b), 1), (\rho_b(a), 1) \right)\]
which is trivially a solution.

Finally, sufficient conditions to obtain that the map \(r_B\) associated to an asymmetric product \(B\) of two left inverse semi-braces \(S\) and \(T\) are not yet known to the authors. Thus, it arises the following question.

**Question 30.** Let \(S, T\) be left inverse semi-braces having solutions \(r_S\) and \(r_T\) and \(B\) the asymmetric product of \(S\) and \(T\) via \(\sigma, \delta\), and a \(\delta\)-cocycle \(b\). Under which assumptions is the map \(r_B\) a solution?
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