MicroRNAs play an indispensable role in numerous biological processes ranging from organismic development to tumor progression. In oncology, these microRNAs constitute a fundamental regulation role in the pathology of cancer that provides the basis for probing into the influences on clinical features through transcriptome data. Previous work focused on machine learning (ML) for searching biomarkers in different cancer databases, but the functions of these biomarkers are fully not clear. Taking lung cancer as a prototype case of study. Through integrating clinical information into the transcripts expression data, we systematically analyzed the effect of microRNA on diagnostic and prognostic factors at deteriorative lung adenocarcinoma (LUAD). After dimension reduction, unsupervised hierarchical clustering was used to find the diagnostic factors which represent the unique expression patterns of microRNA at various patient’s stages. In addition, we developed a classification framework, Light Gradient Boosting Machine (LightGBM) and SHAPley Additive explanation (SHAP) algorithm, to screen out the prognostic factors. Enrichment analyses show that the diagnostic and prognostic factors are not only enriched in cancer-related pathways, but also involved in many vital cellular signaling transduction and immune responses. These key microRNAs also impact the survival risk of LUAD patients at all (or a specific) stage(s) and some of them target some important Transcription Factors (TF). The key finding is that five microRNAs (hsa-mir-196b, hsa-mir-31, hsa-mir-891a, hsa-mir-34c, and hsa-mir-653) can then serve as not only potential diagnostic factors but also prognostic tools in the monitoring of lung cancer.
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**1 Introduction**

Lung cancer is the leading cause of cancer-related human deaths worldwide [Sung et al. 2021]. Approximately 85% of the lung cancer cases can be classified as non small-cell lung cancer (NSCLC), among which lung adenocarcinoma (LUAD) is one of the most common subtypes [Segal et al. 2018]. The molecular mechanisms behind cancer evolution are
extremely complex, impeding accurate and reliable and diagnosis and prognosis as well as effective treatment [Molina et al., 2008]. A milestone discovery the general developmental and disease contexts is the roles played by non-coding RNAs (ncRNAs) [Anastasiadou et al., 2018], especially microRNAs [Sayed et al., 2021, Bartel, 2018, Gebert and MacRae, 2019, Chen et al., 2019]. In cancer research, the expression level of the microRNA has been found in key regulators of physiological functions and major cancer types [Aboulalibi et al., 2020, Wei et al., 2018, Luo et al., 2019, Hong et al., 2020, Zhang et al., 2021]. Particularly relevant to lung cancer, microRNA has been identified as the oncogenic drivers and tumor suppressors [Wu et al., 2019, Yan et al., 2018, Naeli et al., 2020, Pandey et al., 2021].

A standard existing approach to monitoring tumor progress and detecting/ascertaining the underlying mechanism is non-coding RNA transcriptomics, which has led to a large number of significant biomarkers and therapeutic targets [Sce et al., 2012, Network and Others, 2014, Leps et al., 2019, Dama et al., 2021]. In previous studies of ncRNA, a commonly practiced methodology is to identify some Differentially Expressed (DE) RNAs based on absolute Fold Changes (FC) and values of the false positive ratio [Yu et al., 2019, Zhong et al., 2020, Yang et al., 2020]. Some recent works input ncRNAs expression data into machine learning (ML) algorithms [Lopez-Rincon et al., 2019, Farsi, 2021, Ma et al., 2020], such as LightGBM to seek markers. And others analyze how microRNA affects the prognosis of patients by combining clinical data [Asakura et al., 2020, Zhong et al., 2021, Xin et al., 2020].

These methods and analyses have inferred some microRNAs related to lung cancer and have been well verified, but there has been little systematic discussion of the relationship between diagnostic factors and prognostic factors. Nonetheless, it is unlikely that the intrinsic molecular remain static during cancer development, the dynamical interplay among various prognostic and diagnosis functions of RNAs was completely ignored. To better understand cancer and to identify more effective factors, the dynamical aspects of the ncRNA in LUAD must be taken into account. To remedy this deficiency had motivated our work. With the presently available gene expression and clinical information, we were able to incorporate investigation of diagnosis and prognosis of lung cancer. In particular, we focused on the three stages of LUAD progression based on both transcriptome and corresponding clinical data of LUAD from The Cancer Genome Atlas [2].

Through selecting the unique pattern from hierarchical clustering of microRNA expression in each given stage of LUAD, we found that some microRNAs were potentially served as diagnostic factors with cancer stages. And proved that the expression pattern of these diagnostic factors does not directly correspond to the molecular characteristics, such as gene expression, FC value, and even survival risk variables. In addition, we classified the LUAD samples of each stage into two categories based on survival differences and employed an efficient and stable LightGBM algorithm to train the microRNA expression data with binary labels in the three stages of LUAD respectively. Then a SHAP algorithm was applied to explain the mechanism of the ML classifiers and verify key prognostic factors.

Performing the Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analyses of those diagnosis or prognosis factors, we found that these factors are involved in a wide range of cancer-related pathways and related to important signaling translation pathways and immune processes. Finally, we carried out K-M survival curve analysis and constructed the regulation network of factors and their targeted TRANSDRIF Factors (TF). Our work established a more comprehensive diagnosis-prognosis framework than previous ones, not only providing tools to probe more deeply into the mechanisms of cancer evolution than previously possible but also having the potential to lead to more effective drug targets for LUAD as well as other types of cancer.

2 Results

2.1 Differential Expression (DE) Analysis and Confirmation of Biological Function

2.1.1 DE microRNAs

As described in Materials and Methods, to explore there lationship between diagnosis and prognosis in evolutionary carcinoma, we first obtained the DE RNAs by comparing the microRNAs expression values in the LUAD samples with those from the normal samples. The amounts of samples and DE microRNAs in each stage were shown in Supplementary Table 1.

In the volcano map, Figure A, some of the microRNAs with significant FC and P-value (−log10(P) > 20, log2|FC| > 2) have been widely reported, such as microRNAs hsa-mir-21, hsa-mir-9, etc. [Liu et al., 2010, Guinde et al., 2018]. However, DE analysis cannot select those molecules with smaller FC values, but they may play a vital role. We hoped to understand the molecular mechanism of evolutionary cancer not only from statistical indicators (FC value) of transcripts expression but also from other dimensions through systematical analysis. Therefore, a loose threshold was chosen in the process of DE analysis (P-value < 0.05, log2|FC| >= 1) so as to avoid significant molecules being abandoned.
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and finally 127, 130, and 131 microRNAs were selected in the early, middle, and later stages correspondingly, as shown in Figure 1B.

![Figure 1](image)

**Figure 1**: Differentially expressed microRNAs and their functions in LUAD. A. Volcano maps of the microRNA expression in early, middle, and later stages of LUAD samples. The $x$-axis is $\log_2$ FC (FC value), and the $y$-axis is the $-\log_{10} P$ from the DE analysis. We selected the threshold $P < 0.05$ and $\log_2$ FC $> 1$, especially, these microRNAs which meet the threshold $-\log_{10} P > 20$ and $\log_2$ FC $> 2$ were labeled by names. B. The Venn diagram illustrates the number of DE microRNAs in different stages of LUAD, reflecting molecules in the dynamical LUAD have a very high level of overlap. C. The KEGG pathway enrichment analysis was performed on DE microRNAs. It revealed that these microRNAs are closely related to the biological functions of the cancer pathway, signal Translation, and immune pathway.

### 2.1.2 Confirmation of Biological Function

The current understanding of the biological functions of microRNAs is far less than coding protein messenger RNA, and little is known about the precursor microRNA. Considering that the content of precursor microRNA in organisms can be reflected in the amount of mature microRNAs in cells or tissues to a certain extent [Liu et al., 2016]. So the biological pathway enrichment analysis of mature microRNAs was used to confirm the potential biological function of their precursor.

According to the results of KEGG enrichment analysis in Figure 1C, the DE precursor microRNAs are not only enriched in cancer-related pathways, such as “MicroRNAs in cancer”, “Non-small cell lung cancer” and “Transcriptional misregulation in cancer”. It also involves many biological signaling pathways, such as Proteoglycans, Central carbon metabolism, Choline metabolism in cancer and the TGF-b/MAPK pathways. In addition, it plays a role in immune-related and other biological processes such as Th17 cell differentiation, cell adhesion, and motor protein. In addition,
the microRNA enrichment pathways in different the various LUAD stages were also analyzed (shown in Supplementary Figure 1).

2.2 Diagnostic Factors in Different LUAD Stages

2.2.1 The expression information being stored in the eigenvector

In order to explore which of the DE microRNAs are suitable as diagnostic factors of the dynamical LUAD stages based on TNM classification (see Materials and Methods for the meaning of TNM). We first reduced the dimensionality of the microRNA expression data to eliminate possible gene expression noise in the transcriptome data. The size of sample-microRNA expression matrices in the three stages of LUAD are (273, 127), (120, 130), and (103, 131), respectively. For these three matrices, we first decentralized it and calculated the covariance matrix, and then performed eigenvalue decomposition (Materials and Methods for more details). The 90% information of microRNA expression data was retained, and finally, 30, 26, and 25 eigenvalues were selected in the early, middle, and later stages of LUAD patients.

2.2.2 Eigenvector independent with expression and clinical characteristics

The Pearson correlation coefficients between eigenvector weight and RNA expression or FC value are within plus or minus 0.3, as shown in Supplementary Figure 2. Therefore, the numerical value of the eigenvector does not depend on the statistical indicators related to gene expression. This analysis may ensure that the subsequent process to identify the clinical function of microRNAs is all to a great extent independent of microRNA expression.

In addition, considering that the eigenvectors may be related to survival, rather than specific diagnostic factors of each stage, we employed the Cox proportional hazard regression model (in Supplementary Note 2) to calculate the Hazard Risk of eigenvectors and compare the two typical clinical characteristics, age and gender separately (in Supplementary Table 3). It’s not the top eigenvectors that have the greatest impact on survival ($p < 0.05$ and $|HR - 1| > 0.1$), indicating that the data reduction process for finding diagnostic factors does not depend on patient survival information (in Supplementary Table 3). And thus the expression of DE microRNAs and survival data are statistically independent.

2.2.3 Unique expression patterns of microRNA

Molecules served as a kind of diagnostic factors possess unique gene expression characteristics in each the gene expression of microRNAs should be potentially stages of LUAD, so the microRNAs with the distinguished pattern of the gene expression should be potentially considered as the stage-based diagnostic factors. What’s more, clustering by the value of the microRNA expression corresponding to the eigenvector load is beneficial for finding molecules with abnormal expression patterns in the data structure itself, rather than just directly looking for the gene expression characteristics.

2.2.4 Hierarchical clustering of microRNAs expression

Figure 2 depicts the results of unsupervised hierarchical clustering of microRNAs expression eigenvectors with three LUAD stages. Each molecule was classified into a group according to its Euclidean distance, and this process was repeated until all molecules are gathered into the same super-category. The molecular expression patterns within clusters are similar, while the differences between various clusters are large. The greater the distance from left to right in the clustering diagram Figure 2, the more different the expression patterns of the sub-categories. The left sub-categories (colored) have a larger difference compared with the overall categories on the right (gray). Therefore, the gray part on the right side of the figure is a group of microRNAs with very similar expression patterns, while the left side is a number of molecules with relatively more varied expression patterns and thus those molecule(s) can be seen as a single category.

In the meantime, we calculated clustering height which is a measure of discrimination for microRNA expression patterns, illustrated in the top-right line graphs (Figure 2). In particular, we ranked the spatial Euclidean distances between a cluster of microRNA(s) and other all clusters, and the largest difference of it was marked by the red dotted line which was used as the threshold. Finally, the top 9, 13, and 12 clusters were screened out in the early, middle, and later LUAD stages. Therefore, we extracted those microRNA with unique expression patterns in each LUAD stage separately (Figure 2).
Figure 2: Clustering analysis for diagnostic factors of three LUAD stages. The unsupervised hierarchical clustering of microRNA expression eigenvectors was shown in A. early, B. middle, and C. later LUAD stages. Compared with the right part (gray) which is a group of microRNAs with a very similar expression, the color part on the left has a relatively more varied expression pattern, so these molecules have a greater degree of changes of expression with each other. The greater the distance from left to right in the clustering graph, the more different the expression patterns of “sub-categories”. The line graph at the top-right depicted clustering height (spatial Euclidean distance) between each different microRNA cluster in a given stage of LUAD. The red dotted lines indicate that 9, 13, and 12 are suitable criteria for the top 15 clusters. The total number of microRNAs are 127, 130, and 134 in three stages respectively.
2.2.5 Diagnostic factors with independent characteristics

Finally, we screened out 9, 14, and 13 microRNAs (More details in the blue rectangular box in Figure) respectively that could be considered as diagnostic factors in early, middle, and later LUAD stages. It is worth mentioning that these microRNAs are totally not similar with significant microRNA ($-\log_{10}(P\text{-value}) > 20$, $|\log_2 FC| > 2$) from DE analysis at each LUAD stage. For example, the gene expression pattern of has-mir-1269a is distinctive from other molecules, but its expression and FC value (Figure) are not significant.

In short, by the dimensionality reduction and unsupervised hierarchical clustering, the microRNAs that we obtained with specific unique expression patterns in each stage, therefore, can be reasonably regarded as diagnostic factors which are independent from gene expression, FC Value, and survival risk in the evolution of LUAD.

2.3 Prognostic Factors in Progressive Stages of LUAD

2.3.1 Data preprocessing and feature dimensionality reduction

Samples from each stage were classified to identify patient groups with differences in survival, but a significant portion of the follow-up data from clinical survival data was lost and there was no final patient survival time. To facilitate accurate identification of prognostic molecules of cancer without being disturbed by the missing clinical sample information, we only selected patient data with complete survival information for prognostic factors analysis (see Supplementary Table 2 for details). Considering that this kind of high-dimensional data still has many molecular characteristics even after DE analysis, those samples for commonly used ML classification algorithms are extremely insufficient. Therefore, for the purpose of finding prognostic factors, we used mutual information to screen out the features unrelated to the survival of patients. In the three LUAD stages of microRNA expression data, 57, 66, and 51 molecules were screened to determine the survival probability of the patient.

2.3.2 LightGBM models and SHAP algorithm

Prognostic factors are closely related to the survival time of patients. For the purpose of exploring which biomolecules can affect the prognosis with lung cancer, a ML algorithm LightGBM was applied to predict the survival time of patients. Based on the gene expression data of microRNA, we constructed binary classifiers of the survival time in the early, middle, and later stages of LUAD. To characterize the importance of various molecules in a specific classifier, the SHAP value was measured. At the same time, to better estimate the performance of the model, we used the 10-fold cross-validation training method. In this research, ACC and AUC are both the average results of the test sets in 10-fold cross-validation, as shown in Figure.

Specifically, we first trained the binary LightGBM prediction models based on microRNA expression data, with AUC values of 0.62, 0.68, and 0.68 in three stages of LUAD, as shown in Table 1.

| Round | Num. of factors | ACC | AUC |
|-------|-----------------|-----|-----|
| Early stage | 1 | 57 | 0.70 | 0.62 |
| | 2 | 12 | 0.83 | 0.77 |
| | 3 | 8 | 0.86 | 0.81 |
| Middle stage | 1 | 66 | 0.71 | 0.68 |
| | 2 | 22 | 0.89 | 0.87 |
| | 3 | 12 | 0.88 | 0.88 |
| Later stage | 1 | 51 | 0.67 | 0.68 |
| | 2 | 8 | 0.82 | 0.83 |
| | 3 | 7 | 0.85 | 0.87 |

In order to further optimize the model and improve its performance, we calculated the contribution of each molecule to the model accuracy by SHAP algorithm and selected the top k microRNAs for a new round of classifiers training. Then, by comparing the performance of different classifiers, we acquired 12, 22, and 8 molecules (AUC: 0.77, 0.87, and 0.83) in the sequential three stages of LUAD, which were significantly higher than the performance of the previous model. In this round, the new classification models were evaluated, and the top 8, 12, and 7 molecules were again filtered out according to the SHAP value. Finally, the AUC of the classification models reached 0.81, 0.88, and 0.87 respectively.
Figure 3: SHAP values of prognostic factors in three stages of LUAD. The prognostic factors obtained after 3 rounds of classifier training and their corresponding contributions (SHAP value) to the model were displayed from high to low in the A. Early, B. Middle, and C. Later stages of LUAD. The following line charts (D. Early, E. Middle, and F. Later.) described the average AUC value of the classifier in the 10-fold cross-validation when the top k features were selected in the round 2 model. The red dotted line indicates that the model performs best when k is 8, 12, and 7 respectively.

And when continuing to optimize the model with the interpretable methods, we found the classifier performance couldn’t be improved by further reducing the number of microRNAs. So, we obtained three binary classifiers and got the microRNA molecules which are the key factors affecting the survival time of patients and potentially used to measure the prognosis according to the microRNA expression data with early, middle and later LUAD.

### 2.3.3 Relationship between algorithm indexes and characteristics of gene expression

It is worth mentioning that in the second round of classifier models, we carefully analyzed the gene expression characteristics of those molecules, and explored the bioinformatics significance of this ML method. These LUAD-related top prognostic factors obtained from the binary classification model are independent variables from their expression characteristics, such as microRNA expression level or FC value Supplementary Figure 3.

### 2.4 Key Diagnostic and Prognostic Factors

#### 2.4.1 The dynamical interaction of diagnosis and prognosis factors in evolutionary LUAD

We have developed two methods to find potential microRNAs which can be served as diagnostic and prognostic factors in the evolution of LUAD. Because there is no mechanism introduced in our methods process to exclude the distribution of biomarkers in various stages of cancer, usually there are some overlap biomarkers in different stages. In Figure 4 A and B, the six microRNAs hsa-mir-1269a, hsa-mir-205, hsa-mir-196b, hsa-mir-187, hsa-mir-675, and hsa-mir-31 are used as diagnostic factors shared with the three stages of LUAD. However, there is no overlap of the prognostic factors in all LUAD stages.
well distinguish the biomarkers in different stages of LUAD by the analysis of the gene expression data of microRNA transcripts. This is consistent with the conclusion of the difference between the clinical classification and biomolecular characteristics of the cancer stage. In the meantime, we also found that the heterogeneity of the second stage may be relatively high, this phenomenon is also consistent with the previous study \cite{Wu2019, Rudin2021}. Detailed, in our research, the number of prognostic microRNAs in stage II is larger and their SHAP value are relatively high, this phenomenon is also consistent with the previous study \cite{Wu2019, Rudin2021}. In addition, the prognostic and diagnostic factors relatively overlap in the middle and later stages in the evolution of the classification of LUAD samples. However, the early stage of TNM staging (Stage I) is indeed different from the later stage (stage III and IV). To be specific, in the prognostic factors, hsa-mir-891a and hsa-mir-31 exist in both middle- and later-stage, while no molecule is the same in the early stage as that in the remaining two stages. For the biomarkers of different stages, between the middle- and later-stage, it contains many common biomarkers, such as hsa-mir-891a, hsa-mir-34c, hsa-mir-653, hsa-mir-196a-2, hsa-mir-196a-1, hsa-mir-217. In contrast, there is only the intersection of hsa-mir-203b in the early- and the later-stage, and even no common molecule with middle stage.

It’s worth noting that the five microRNAs of hsa-mir-196b, hsa-mir-31, hsa-mir-891a, hsa-mir-34c, and hsa-mir-653 in the three stages of LUAD evolution are not only used as diagnostic factors but also as prognostic factors. Among them, hsa-mir-31 and hsa-mir-196b as diagnosis of all stages of LUAD can influence the survival of patients in the early- and later-stage Figure 5E and F.

2.4.2 Molecular heterogeneity of Stage II

Generally, since changes of TNM pathological characteristics are continuous during deteriorative cancer, it cannot well distinguish the biomarkers in different stages of LUAD by the analysis of the gene expression data of microRNA transcripts. This is consistent with the conclusion of the difference between the clinical classification and biomolecular characteristics of the cancer stage. In the meantime, we also found that the heterogeneity of the second stage may be relatively high, this phenomenon is also consistent with the previous study \cite{Wu2019, Rudin2021}. Detailed, in our research, the number of prognostic microRNAs in stage II is larger and their SHAP value are relatively...
Diagnostic and prognostic microRNAs in lung cancer

Dietrich et al.

Early stage: has-mir-31
Later stage: has-mir-196b
Middle stage: has-mir-153-2
Middle stage: has-mir-424
Middle stage: has-mir-323b
Later stage: has-mir-19b-1

Figure 5: MicroRNAs that affect patient survival. The Kaplan-Meier analysis showed that the key microRNAs (four of prognostic factors and two of diagnostic factors) have a significant influence on patient survival in a specific LUAD stage. Log-rank tests were used to analyze the Kaplan-Meier survival curve.

smaller compared with other stages. Besides, the variance of eigenvector clustering height in the middle stage of LUAD (see Figure 2B) is larger which indicates a high degree of similarity within the clustering groups.

2.4.3 Functional validation of precursor microRNAs

What is the function of those stem-loop microRNAs mined from lung cancer? To address this question, we performed KEGG pathway enrichment analysis of mature microRNA corresponding to the precursor microRNA in our LUAD data. (Supplementary File 1 presents more details of the enrichment analysis of those precursor microRNAs.) The result displays that the biomarkers of microRNAs are strongly correlated with cancer-related pathways, such as Non-small cell lung cancer ($-\log_{10} P > 20$). Besides, it is also mainly related to signal transduction and cellular immune functions, such as hsa-mir-196b, hsa-mir-31, hsa-mir-34c, hsa-mir-891a, etc. being involved in “Non-small cell lung cancer,” “TGF-beta signaling pathway,” “Hippo signaling pathway,” and “AMPK signaling pathway”. In addition, these microRNAs also work with “IL-17 signaling pathway,” “T cell receptor signaling pathway,” “Cytokine-cytokine receptor interaction,” and other immune pathways are related, and may also be related to “Apoptosis,” “Adherens junction,” “Mismatch repair,” and “Proteasome biological process”.
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Taken together, the enrichment analysis of microRNAs reveals that our reconstructed diagnosis and prognosis factors exhibit a close correspondence to the development of LUAD and deterioration of physiological indicators from early- to later-stage, validating our systematic analysis method.

2.4.4 MicroRNA targeted TF network

A very important part of the regulatory mechanism of microRNA is to regulate the transcription process by forming a complex with the protein-encoding mRNA or protein that participates in the DNA trans regulation [Wu et al., 2019]. Therefore, we had also investigated the interaction between microRNAs and transcription factors (TF) and found that some molecules are closely related to cancer, which shed light on the regulatory mechanism of a microRNA to control cancer progression, as shown in Figure 4D.

JARID2 encodes a Jumonji- and AT-rich interaction domain (ARID)-domain-containing protein. The encoded protein is a DNA-binding protein that functions as a transcriptional repressor. It regulates gene expression, but the precursor RNA mainly accumulates in the nucleus, which can also be combined with transcription factors to regulate the process of gene expression. This gene functions as a node gene for hsa-mir-196b, hsa-mir-31, hsa-mir-34c, and hsa-mir-653. We noticed that hsa-mir-196b interacts with EGR1, which is closely related to cancer [Li et al., 2018; Huang et al., 2020b; Liang et al., 2020], and hsa-mir-31 is involved in the key gene SOX4 which may function in the apoptosis pathway leading to cell death as well as to tumorigenesis [Hanieh et al., 2020; Hou et al., 2016; Edmonds et al., 2016].

And hsa-mir-34c is related to the FOXO3 gene, which belongs to the forkhead family of TFs and likely functions as a trigger for apoptosis through the expression of genes necessary for cell death [Huang et al., 2020a; Li et al., 2014]. Both hsa-mir-31 and hsa-mir-34c can target KMT2A protein. This gene encodes a transcriptional coactivator that plays an essential role in regulating gene expression during early development and hematopoiesis [Safran et al., 2010]. The encoded protein contains conserved functional domains SET which is responsible for its histone H3 lysine 4 (H3K4) methyltransferase activity which mediates chromatin modifications associated with epigenetic transcriptional activation [Safran et al., 2010]. The Gene Ontology (GO) annotations related to GTF2I (General Transcription Factor IIi) include DNA-binding transcription factor activity and mitogen-activated protein kinase binding. Among its related pathways are Assembly of RNA Polymerase-II Initiation Complex and Akt Signaling. Nevertheless, co-targeting of GTF2I from the precursor microRNA hsa-mir-31 and hsa-mir-653 may be connected with cancer in our network. Supplementary File 2 and 3 present more details of the possible pathological associations of these key microRNAs as diagnostic and prognostic factors dated from the knowledge database [Xie et al., 2013; Huang et al., 2019].

2.4.5 MicroRNAs with a significant influence on patient survival

Combining the microRNA gene expression data and the survival data of the samples during the evolution of lung cancer, we performed the K-M survival analysis [Kaplan and Meier, 1958; Kaplan, 1983] to study the relationship between these molecules and patient survival. The results showed that hsa-mir-153-2 (P-value, 0.043), hsa-mir-424 (P-value, 0.014), hsa-mir-323b (P-value, 0.039) significantly affects the survival of the middle stage samples Figure 5, while hsa-mir-196b-1 (P-value, 0.0042) has a significant effect on survival of later samples. Figure 5A-C, hsa-mir-31 (P-value, 0.0037) and hsa-mir-196b (P-value, 0.0018), as all-stage diagnostic factors, can affect the survival rate of patients in the early- and later-stage respectively Figure 5E and F. In addition, several microRNAs affect the survival for all LUAD patients as shown in Supplementary Note 3 and Supplementary Figure 4.

3 Discussion

LUAD has more pronounced genomic variations [Vergoulis et al., 2011] than other lung cancer subtypes, which are rarely caused by a few genetic changes [Hsu et al., 2014], rendering necessary articulating alternative methodologies in order to obtain a reasonable understanding of the complicated mechanisms behind the evolution of cancer. In the past decades, it was widely believed that non-coding RNA had been involved in the regulation of gene expression and cancer occurrence and development. Analyses based on the transcriptome data of non-coding RNA provide a promising approach to understanding microRNA regulation at the post-transcriptional level [Xiao et al., 2008; Tay et al., 2014a; Adams et al., 2014]. Although some work studied how multiple types of molecular interactions affect cancer, such as CeRNA-related studies [Yu et al., 2019; Zhao et al., 2021] that match the relationship between endogenous competing RNAs to analyze biological functions and pathways closely related to lung cancer. Nevertheless, these studies ignore the tumor microenvironment and the accuracy of ceRNAs targeting genes.

Therefore, from a clinical pathology view, the effects of microRNA on the stage characteristics and prognosis of cancer patients were still not well understood. In order to simplify the problem without introducing certain biological hypotheses such as the CeRNA hypothesis [Ebert et al., 2007; Salmena et al., 2011; Tay et al., 2014b], but based on the
original transcriptome data. We hoped to comprehensively assess which molecules in the evolution of cancer are related to the patient’s diagnosis and prognosis and how these key microRNAs evolve along with the lung cancer worsening. We systematically explored the relationship between the two functions of microRNA as the diagnostic and prognostic factors. Because of the limited sample cases and the high degree of molecular heterogeneity of cancer, it is infeasible to determine which methods are more suitable for finding biomarkers of LUAD in the process of microRNA transcriptional data. In our research, through a step-by-step method, combined with corresponding biological information and clinical data, we analyzed the microRNA expression data of LUAD patients in the early, middle, and later stages. Our analysis delineated the dynamical changes of these key microRNAs in the progression stages from early to later. Beyond that, high molecular heterogeneity was also observed in the middle stage.

By performing KEGG pathway enrichment analysis on mature microRNAs linked by precursor, we had identified those key underpinning RNA molecules that are not only directly involved in various cancer pathways but also signal transduction as well as immune-related pathway (Figure 3). This is a strong indication that these microRNAs are involved in LUAD and its evolution. Especially, by targeting TF, we found that some specific oncogene in the microRNA and TF network (Figure 3D). Through the Kaplan-Meier survival analysis [Kaplan and Meier, 1958; Kaplan, 1983], we had also identified some key microRNAs that have a significant influence on the survival rate of LUAD patients (Figure 5). In a word, beyond the “static” information provided by the conventional gene ontology analysis of the four stages of LUAD, our framework of data process gives rise to a dynamic scenario for tumor progression as the TNM stage deteriorates.

In particular, five microRNAs markedly acted as the diagnostic factors of stage classification and prognostic factors of LUAD patients. The first is hsa-mir-196b reported in recent studies, which promotes lung cancer cell migration and invasion through the targeting of GATA6 [Li et al., 2013]. Another microRNA is hsa-mir-31, which is involved in the inhibition of specific tumor suppressors in human lung cancer [Kasinski and Slack, 2011], and some important signaling pathways about lung cancer [Edmonds et al., 2016; Hou et al., 2016]. The third one is hsa-mir-34c, which participates in promoting invasion and migration of non-small cell lung cancer (NSCLC) by upregulating integrin alpha 2 beta 1 [Huang et al., 2020a], and its homolog may be served as a therapeutic target in human cancer [Li et al., 2014]. Nevertheless, hsa-mir-891a and hsa-mir-653 have not been widely reported.

The stem-loop microRNA we studied, which is the precursor of mature microRNA, can be regarded as a reference of mature microRNA helping to better understand the potential molecules of prognostic and diagnostic factors in the progression of LUAD. This mechanism of action can be used for further research on potential drug targets. The quantitative analysis of microRNA expression data is indeed significant for cancer development, validating and demonstrating the power of our framework of dynamical biomarkers research.

Taken together, based on the ncRNA transcriptome, we had developed two frameworks to analyze the processes of identifying microRNA function in LUAD patients. Our analysis had yielded some diagnostic and prognostic factors closely related to the three evolutionary stages of LUAD. The comparative study of these biomarkers provides new insights into understanding cancer mechanisms and identifying targets for further drug development.

4 Materials and Methods

4.1 Clinical and microRNA expression data of LUAD

A total of 555 samples with the corresponding microRNA expression profile data from The Cancer Genome Atlas (TCGA) were used. We followed the Tumor-Node-Metastasis (TNM) staging criteria for malignant tumors to classify LUAD into four stages. In particular, TNM is a standardized classification system established by the International Association for the Study of Lung Cancer to describe the development of lung cancer in terms of size and spread, where “T” describes the size of the tumor and any spread of cancer into nearby tissues, “N” denotes the spread of cancer to nearby lymph nodes, and “M” stands for metastasis, i.e., the spread of cancer to other parts of the body [Goldstraw et al., 2007]. Detailed in Supplementary Table 4. For our datasets, we integrated the TNM stage III and IV as the later stage. Finally, we had that, of the remaining 542 samples, 273, 120, and 103 are labeled as early, middle, and later stages of LUAD, correspondingly, and 46 are normal samples in diagnosis research. In prognosis analysis, it requires pre-processing samples to match the clinical information and especially with not censored survival time data. Thus, the numbers of LUAD samples are 126, 87, and 77 in three stages respectively. (More details in Supplementary Note 1)

4.2 Differential Expression analysis

Fold Change (FC) characterizes the relative expression level of samples of interest to that of the control samples. The individual RNA expression can be seen from the volcano map. We used the R-language “Limma” package to analyze the differentially expressed (DE) microRNA profile data in the three stages of LUAD, with the threshold of $\log_2$ FC
absolute value for filtering the microRNAs set as 1, while ensuring that their P-value (t-statistic [Phipson et al., 2016], see Supplementary Note 4 for detail) is less than 0.05. So, RNAs with FC greater than 1 correspond to up-regulated genes, while those less than minus 1 to down-regulated genes. For the RNA expression data, the total number of stem-loop microRNAs is 1881. Finally, we then obtained that the numbers in the three stages of LUAD are 127, 130, and 131 respectively, as listed in Supplementary Table 1.

4.3 KEGG enrichment analysis

Gene enrichment analysis is a widely used approach to identify biological connections. We performed KEGG enrichment analysis for microRNAs of the LUAD, taking into account the various biological processes in Figures 1C and 4C. In particular, the P-value determines whether any term annotates a specified list of genes at a frequency greater than that which can be expected by chance, as determined by the hypergeometric distribution:

\[ p = 1 - \frac{\sum_{i=0}^{k-1} \left( \binom{N-M}{n-i} \binom{M}{i} \right)}{\binom{N}{n}}, \] (1)

where \( N \) is the total number of genes in the background distribution, \( M \) is the number of genes within that distribution that are annotated (either directly or indirectly) to the node of interest, \( n \) is the size of the list of genes of interest, and \( k \) is the number of genes within that list which are annotated to the node. The background distribution by default is all the genes that have an annotation.

4.4 Eigenvalue decomposition of microRNA expression data

LUAD sample-RNA expression matrix \( X \), the row \( m \) is the number of different LUAD samples, and the column \( n \) is the number of microRNAs.

\[
X = \begin{pmatrix}
    x_{11} & x_{12} & \ldots & x_{1n} \\
    x_{21} & x_{22} & \ldots & x_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    x_{m1} & x_{n2} & \ldots & x_{mn}
\end{pmatrix}.
\] (2)

Decentralize \( X \) through minus the average expression value and calculate the Covariance matrix \( C \):

\[
C = \frac{X^T * X}{n - 1}.
\] (3)

We performed eigenvalue decomposition of matrix \( C \) to obtain eigenvectors that correspond to the projection direction of the reconstructed data in the high-dimensional space. A load of eigenvector corresponds to each microRNA, so these eigenvectors are the preservation of microRNA gene expression characteristic information. The degree of variation was calculated by dividing the variance of each eigenvalue by the sample size \( n - 1 \). Then we took the top \( k \) eigenvectors whose degree of variation is greater than 90% to obtain information that retains more than 90% of the original microRNA expression data.

4.5 Survival curve analysis

We used the Kaplan-Meier method [Kaplan and Meier, 1958, Kaplan, 1983], a non-parametric method, to estimate survival probability from the observed survival data [Smyth, 2004]. The survival probability as a function of time is calculated according to

\[
S(t_i) = S(t_{i-1})(1 - d_i/n_i),
\] (4)

where \( n_i \) is the number of patients who were alive before time \( t_i \) and \( d_i \) is the number of death events at \( t_i \). The estimated probability \( S(t_i) \) is a step function that changes value only at the time \( i \) of each event.

Log-rank tests are applied to carry out univariate analysis of the Kaplan-Meier survival curve, which belongs to the chi-square test, where all time points of the sample survival information are equal (i.e., with weight setting to one).

4.6 Mutual Information (MI)

Mutual information is a powerful statistical method for feature selection in machine learning, which reduces the input size of the data set without affecting the most relevant features supporting classification or regression problems. Feature
selection can be performed by finding correlations between random features and mutual information (MI) between two
discrete random features \( A = (a_1, a_2, \ldots, a_k) \) and \( B = (b_1, b_2, \ldots, b_k) \) is defined as
\[
I(A, B) = \sum_a \sum_b p(a,b) \log \frac{p(a,b)}{p(a)p(b)}.
\]
And when only two random variables are independent, MI equals zero, and a higher value means a higher dependence.
In our research, we calculated the MI between each feature vector and the patient survival probability vector respectively
and reduced the dimension of the data set by keeping the features with MI greater than 0.
This method can greatly preserve the molecular information related to the prognosis targets. In addition, for the mutual
information algorithm, we finally chose a relatively loose threshold to ensure that the potential predictive factors will
not be discarded.

4.7 Light Gradient Boosting Machine (LightGBM)

LightGBM is one of the ensemble modelings which is a method of creating strong learners by combining weak learners.
It is a decision tree algorithm based on the histogram, which has the advantages of fast operation, high accuracy, strong
robustness, and so on. It adopts Gradient-Based One-Side Sampling (GOSS) and pays more attention to the samples
with insufficient training without excessively changing the distribution of the original data set, thereby reducing the
error and improving the accuracy. At the same time, while ensuring high efficiency, the leaf-by-leaf algorithm with
depth limitation is adopted, which avoids over-fitting. Based on the above advantages, LightGBM has been widely used
in various machine learning tasks, and it has a very good performance in medical data tasks.

4.8 SHAPley Additive explanation (SHAP)

There are many ways to calculate the importance of the features. Among them, the SHAP value can be viewed through
the “Consistent Individualized Feature Attribution for Tree Ensembles” [Lundberg et al., 2018], which has good
consistency and accuracy in calculating feature importance. Inspired by cooperative game theory, SHAP constructed an
additive explanation model, and all characteristics were regarded as “contributors”. For each prediction sample, the
model will generate a prediction value, and the SHAP value is the assigned value of each feature in the sample.
Assuming that sample \( i \) is \( x_i \), the \( j \)-th feature of sample \( i \) is \( x_{ij} \), the predicted value of the model for this sample is
\( y_i \), and the baseline of the whole model (usually the average value of the target variables for all samples) is \( y_{base} \),
and the SHAP value follows the following equation.
\[
y_i = y_{base} + f(x_{i1}) + f(x_{i2}) + \ldots + f(x_{ik}) \tag{6}
\]
Where \( f(x_{ij}) \) is the SHAP value of \( x_{ij} \). Intuitively, \( f(x_{ij}) \) is the contribution of the first feature in the \( j \)-th sample to
the final predicted value \( y_i \). When \( f(x_{ij}) > 0 \), it means that this feature improves the predicted value and has a positive
effect; On the contrary, this feature will lower the predicted value and has a negative impact.

4.9 The framework of analysis

Our articulated framework of dynamical analysis combines the following methods: DE analysis, training classification
ML for prognosis, searching for diagnostic factors, KEGG enrichment analysis, and survival analysis. A flow chart of
these methods was illustrated in Figure 6. In the section Materials and Methods, each of the methods was described.

4.10 Computational packages and database

Data processing and statistical analysis used R language (v.3.5.1) and Python (v.3.9). Analyze DE RNAs using the
“Limma” package [Zhao et al., 2018], and plot the heatmap of the enrichment analysis and the Kaplan-Meier survival
curves using the “heatmap,” “survival,” and “survminer” packages. In the search for prognostic factors, Python was the
main language. “Pandas” and “Matplotlib” were used for data analyzing and visualization; “SKlearn”, “LightGBM,”
and “SHAP” for the classifier. The various microRNA-TF networks were visualized via Cytoscape (v3.6.1). Finally,
The KEGG functional enrichment analysis used the online tool miEAA (2.0) [Kern et al., 2020].

5 Key points

- Through integrating clinical information into the transcripts expression data, we had developed two frameworks
to analyze the processes of identifying microRNA clinical function: the unsupervised hierarchical clustering
was used to find the diagnostic factors and a classification framework to screen out the prognostic factors.
Our analysis delineated the dynamical changes of these key microRNAs in the progression stages from early to later. Beyond that, high molecular heterogeneity was also observed in Stage II in LUAD.

- We found that several microRNAs impact the survival risk of patients and some of them target important TF.
- Five microRNAs (hsa-mir-196b, hsa-mir-31, hsa-mir-891a, hsa-mir-34c, and hsa-mir-653) can markedly serve as not only potential diagnostic factors of stage classification but also prognostic tools in the monitoring of lung cancer.
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