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Abstract

Background The test-trace-isolate-quarantine (TTIQ) strategy is used to break chains of transmission during a disease outbreak and is one of the key pillars of the non-pharmaceutical interventions to suppress the ongoing SARS-CoV-2 pandemic. Here we quantify how the probability of detecting and isolating a case, the fraction of contacts identified and quarantined, and the delays that are inherent to these processes impact the reduction of disease transmission by TTIQ.

Methods We develop an analytical model of disease transmission that is based on empirical distributions of the timing of SARS-CoV-2 transmission. The isolation of confirmed cases and quarantine of their contacts is implemented by truncating their respective infectious periods. Using this model we quantify how the parameters describing the coverage of the TTIQ intervention and the inherent delays impact the level of disease transmission. We provide an online application to assess the efficacy of TTIQ as a function of these parameters.

Findings Increasing the coverage of testing and isolating index cases has the largest effect on transmission reduction, followed by reducing the delay between symptom onset and index case isolation. The impacts of these two changes are substantially greater than the effect of increasing the fraction of contacts which are traced and subsequently quarantined or reducing the delay to quarantine. We find that, on average, increasing testing and isolation coverage and reducing the delay to isolation have four-fold and three-fold greater impacts, respectively, on transmission reduction compared to increasing contact tracing coverage. Increasing the duration of lookback in which contacts are identifiable has limited impact on TTIQ efficacy.

Interpretation To be a successful intervention strategy, TTIQ requires intensive testing. The majority of transmission is prevented by isolating symptomatic individuals, and doing so in a short amount of time. Despite the lesser impact, adding contact tracing and quarantine to testing and isolation increases the parameter space in which an epidemic is controllable, and is necessary to control epidemics with a high reproductive number. Our results show how TTIQ can be improved and optimised.
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1 Introduction

Individuals who are confirmed as infected with severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) are isolated from the population to prevent further transmission. Individuals who have been in recent close contact with an infected individual have an increased risk of being infected themselves. By identifying the potentially-infected contacts through contact tracing and eventually quarantining them, transmission chains can be broken. Thus contact tracing is an essential public health tool for controlling epidemics (WHO, 2020). The strategy of testing to identify infected cases, isolating them to prevent further transmission, and tracing & quarantining their recent close contacts is known as test-trace-isolate-quarantine (TTIQ) (Salathé et al., 2020). This strategy is a fundamental non-pharmaceutical intervention which is used globally to control the ongoing SARS-CoV-2 pandemic (Kucharski et al., 2020).

Testing typically occurs once an individual develops symptoms of coronavirus disease 2019 (COVID-19). As presymptomatic transmission makes up approximately 40% of total onward transmission from eventually-symptomatic infecteds (He et al., 2020; Ashcroft et al., 2020; Ferretti et al., 2020a), it would be possible for the number of secondary infections to be more than halved if infected individuals are isolated from the community at the time of symptom onset. However, as testing follows from symptoms, the testing & isolating strategy without subsequent contact tracing & quarantine is unlikely to capture persistently-asymptomatic infections which make up around 20% of all infecteds (Buitrago-Garcia et al., 2020), and thus isolating 100% of infecteds at symptom onset would not be possible.

Contact tracing & quarantine have the potential to be effective interventions against the spread of COVID-19 because of the high frequency of presymptomatic and asymptomatic transmission from recently-infected individuals (Moghadas et al., 2020). Potentially-infected contacts can be identified and quarantined before they would be isolated as a result of developing symptoms and/or receiving a positive test result, such that their onward transmission is reduced. This is exemplified during super-spreader events (Riou & Althaus, 2020; Endo et al., 2020; Adam et al., 2020) where large numbers of potentially-infected contacts can be quarantined to prevent widespread community transmission. Tracing & quarantine does not depend on symptom development, hence this strategy is capable of reducing onward transmission even from asymptotically-infected individuals.

TTIQ strategies are not perfect: each stage in the process is subject to delays and uncertainties and it would be impossible to prevent all onward transmission through TTIQ alone (Ferretti et al., 2020b; Kucharski et al., 2020; Kretzschmar et al., 2020; Quilty et al., 2021; Ashcroft et al., 2021). Furthermore, in the presence of widespread community transmission the contact tracers may be overwhelmed by the volume of cases. In this scenario it is important to optimise the resources (i.e. the person hours of the contact tracers) to minimise onward transmission.
In a previous study of TTIQ efficacy, Ferretti et al. (2020b) used an approach based on the empirically-observed timing of transmission events – but with substantial approximations around the TTIQ process – to get to an analytically tractable prediction of the impact of TTIQ on SARS-CoV-2 transmission. They concluded that widespread digital contact tracing (with minimal delay between index case identification and quarantine of secondary contacts) would be necessary to reduce the effective reproduction number below one and to bring an outbreak under control. Kucharski et al. (2020) simulated the impact of intervention strategies using an agent-based model, where each individual in a population can be infected by and subsequently infect another individual in their own contact network. While the TTIQ process is more accurately implemented than in Ferretti et al. (2020b), they did not use empirical distributions to describe the timing of transmission, which is crucial for quantifying the impact of isolation and quarantine. Kretzschmar et al. (2020) opted to simulate a discrete-time branching process model of transmission and TTIQ. While they explicitly accounted for the timing of infection events and accurately described the TTIQ process, they predominantly focussed on assessing the role of digital contact tracing based on mobile applications. They also conclude that minimising delays is the key to successful TTIQ intervention. Finally, Grantz et al. (2020) employed a discrete-time Markov chain model to simulate how infecteds in the community can be detected and isolated and have their contacts quarantined. Through simplifications regarding the timing of infection events, they could compute the effective reproductive number in the presence of TTIQ interventions and evaluate how changes to TTIQ accuracy and timing impacts this reproductive number. They concluded that effective TTIQ interventions need to be strong in the “test” component, as case detection underlies all other TTIQ components.

What is missing in the literature is a systematic approach to assess the impact of each step in a TTIQ intervention, which captures what we know about the timing of disease transmission but makes minimal assumptions about the remaining population dynamics. In this paper we build on our previous work in which we have quantified the impact of quarantine duration and highlighted the optimal use of test-and-release strategies (Ashcroft et al., 2021). With this mathematical framework, which uses the empirically-observed distributions of transmission timing from Ferretti et al. (2020a) to determine when infections occur, we calculate how the probability of identifying and isolating a case, the fraction of contacts identified and quarantined, and the delays that are inherent to these processes impact disease transmission under TTIQ interventions.

Research in context

Evidence before this study

Modelling studies of non-pharmaceutical interventions against the transmission of SARS-CoV-2, as published in The Lancet Infectious Diseases, The Lancet Public Health, and Science, have shown that test-trace-isolate-quarantine (TTIQ) strate-
gies can be effective at suppressing epidemic outbreaks. These studies have considered different intervention scenarios, combined with additional measures such as physical distancing. The prevailing conclusions are that the delay between symptom onset and isolation of an infected individual, and the subsequent delay to quarantining recent close contacts, are the most influential parameters which should be minimised to ensure that interventions are effective.

**Added value of this study**

Our study utilises an analytic modelling approach which is based on well-supported empirical estimates for the timing of transmission events. This model explicitly captures the dependence of the process of contact tracing on the identification of index cases by testing, without the need for simplifying assumptions. We perform a systematic analysis of the parameter space of TTIQ strategies within this model and quantify the impact that each time delay and coverage has on the level of disease transmission. We identify the contribution to epidemic suppression that comes from testing and isolating individuals, along with the additional contribution made by tracing and quarantining the contacts of the isolated index cases. Further intervention measures, such as physical distancing, are captured in the effective reproduction number, $R$, representing the baseline level of transmission in the absence of TTIQ interventions. Along with the results presented in the manuscript, we provide an interactive online application which allows the user to vary the parameters of the TTIQ strategy and see the impact that this has on transmission reduction. Given that the central parameters of TTIQ may differ strongly in different settings, we see this online tool as an import contribution to increase the applied value of our paper.

**Implications of all the available evidence**

The TTIQ strategy has the potential to be an effective intervention against the spread of SARS-CoV-2; contact tracing and quarantine can prevent undetectable transmissions from presymptomatic or asymptomatic carriers. Contrary to some previous studies, through our systematic approach we find that increasing testing and isolation coverage, as opposed to reducing the delay to isolation, has the largest impact on transmission reduction. Increasing testing coverage, and to lesser extent reducing the delay to isolation, have a compound effect on TTIQ efficacy as they allow more contacts to be identified and quarantined before these contacts fulfil their infectivity potential.

**2 Methods**

**2.1 Transmission model**

Our transmission model is based on a branching process that starts with a single individual who is infected with SARS-CoV-2. This individual could be persistently
asymptomatic (which make up a fraction $a$ of infections), otherwise they are classed as symptomatic ($1 - a$). To be clear, presymptomatic individuals who will go on to develop symptoms are included in the symptomatic fraction. Buitrago-Garcia et al. (2020) have estimated $a \sim 20\%$ based on a meta-analysis of 79 studies.

The timing of onward infections in the model is determined by empirically-observed distributions of transmission dynamics from Ferretti et al. (2020a). These distributions are: the generation time distribution (describing the time interval between the infection of an index case and secondary case); the infectivity profile (describing the time interval between the onset of symptoms in the index case and infection of the secondary case); and the incubation period distribution (describing the time between the infection of an individual and the onset of their symptoms). These distributions (shown in Figure S1) are based on large sets of transmission pairs and minimal assumptions about the relationship between infectiousness and symptoms, which would otherwise push the variance of the resulting generation time distribution towards its upper or lower extremes (Lehtinen et al., 2021). In the model we assume that these timing distributions are the same between asymptomatic and symptomatic cases. The fraction of transmission that occurs before symptom onset in symptomatically-infected individuals is defined by the cumulative infectivity profile up to the time of symptom onset.

Using this branching process model we calculate the number of infected individuals in the second generation (secondary infections) and in the third generation (tertiary infections) after the introduction of the first infected individual. We also keep track of the time at which the transmission events occur. In our analysis we do not simulate the branching process explicitly, but instead use a statistical description of the dynamics.

The expected number of secondary infections per infected depends on the transmissibility of the virus (e.g. as captured by the basic reproductive number $R_0$), as well as the current level of interventions in place to mitigate the spread of the virus. As we are interested in quantifying the effects of TTIQ strategies, we introduce the parameter $R$ which represents the effective reproductive number of the virus in the presence of interventions such as mask-wearing, social distancing, school closures etc., but in the absence of isolation and quarantine. In the absence of TTIQ interventions, we would expect $R$ infections in the second generation, and $R^2$ infections in the third generation.

Furthermore, this $R$-value represents the average effective reproductive number across asymptomatic and symptomatic infections, i.e. $R = aR_a + (1 - a)R_s$, where $R_a$ and $R_s$ are the expected number of individuals who are directly infected by an asymptomatic or symptomatic individual in the absence of TTIQ, respectively. We would expect that $R_a \leq R_s$ (Buitrago-Garcia et al., 2020). We can further define the parameter $\alpha = aR_a / R$ as the fraction of all transmission that originates from asymptotically-infected individuals in the absence of TTIQ. This fraction has the property that if asymptomatic and symptomatic individuals are equally trans-
missive ($R_a = R_s$), then $\alpha$ is just the fraction of asymptomatic individuals ($\alpha = a$).

If asymptomatic individuals are less infectious ($R_a < R_s$), then $\alpha < a$. Therefore the fraction of transmission from asymptomatic individuals in the absence of TTIQ satisfies $0 \leq \alpha \leq a$.

Figure 1 Quantifying the impact of TTIQ interventions using a mathematical model. A) Under testing & isolation, index cases are identified and isolated from the population after a delay $\Delta_1$ after they develop symptoms (at time $t_{S1}$). This curtails their duration of infectiousness and reduces the number of secondary infections. This isolation occurs in a fraction $f$ of symptomatic individuals. B) Under additional contact tracing & quarantine, the contacts of an index case can be identified and quarantined after an additional delay $\Delta_2$. This reduces the onward transmission from these secondary contacts. Only contacts that occur during the contact tracing window can be identified. This window extends from $\tau$ days before the index case developed symptoms (i.e. $t_{S1} - \tau$) to the time at which the index case was isolated (i.e. $t_{S1} + \Delta_1$). A fraction $g$ of the contacts who were infected within the contact tracing window are quarantined. The remaining individuals are not quarantined, but could be isolated if they are later detected as an index case. The distributions shown here are schematic representations of those shown in Fig. S1.

2.2 Testing & isolating

Individuals who develop symptoms of COVID-19 can be tested and subsequently isolated from the population. Testing & isolating acts to reduce the number of secondary infections per index case by shortening the duration in which the index case can infect susceptible individuals, i.e. isolation truncates the distribution of infection times (Fig. 1A). We assume that isolation happens after a delay of $\Delta_1$ days after symptom onset, and that only a fraction $f$ of symptomatic individuals are isolated. This incomplete coverage can be attributed to symptom misdiagnosis, a
failure or unwillingness to get tested if symptomatic, a false-negative test result, or non-adherence to the isolation protocol. For those individuals who are isolated, we assume that they cannot infect further for the remaining duration of their infectious period. In the model, asymptomatic individuals are not tested and they do not isolate.

The infected individuals who are not isolated will infect $R_a$ or $R_s$ secondary contacts, depending on whether they are classified as asymptomatic or symptomatic. Isolated symptomatic cases will infect $P(\Delta_1) \times R_s$ secondary contacts, where $0 \leq P(\Delta_1) \leq 1$ is the cumulative fraction of the infection time distribution that lies before the isolation time $\Delta_1$ (see Fig. 1A). Averaging across these scenarios gives the expected number of secondary infections per infected case. We can repeat this analysis for each of the secondary infections to calculate the number tertiary infections under testing & isolation.

2.3 Contact tracing & quarantine

When an index case is identified by testing, they can be interviewed by contact tracers to determine whom they have potentially infected, with the aim of quarantining these exposed individuals. The contact tracers focus on a specific time window of infection to identify the contacts with highest risk of being infected. In our model this window extends to $\tau$ days before symptom onset in the index case. It is unlikely that every contact within this time window is memorable or traceable, so we assume that only a fraction $g$ of the secondary contacts within this window are eventually quarantined. Quarantine begins after a delay of $\Delta_2$ days after the isolation of the index case, representing the time required for the contact to be identified by contact tracers and to enter quarantine. For those who are quarantined, we assume that they cannot infect further for the remaining duration of their infectious period. Importantly, quarantine occurs independently of whether these secondary infections are asymptomatic or will eventually develop symptoms. Quarantine shortens the duration in which the identified secondary contacts can transmit further to tertiary contacts (Fig. 1B). For each quarantined secondary contact, we calculate the number of onward infections by computing the cumulative fraction of the infection time distribution before quarantine begins and multiplying by $R_a$ or $R_s$, depending on whether the secondary contact is classified as asymptomatic or symptomatic.

If a secondary contact is not quarantined, then they could be detected after symptom onset as a new index case, and subsequently isolated. The number of onward infections that result from these individuals is typically higher than for those who are quarantined, as they have to wait until symptom onset before they can be isolated, or they may not develop symptoms at all in which case they are not isolated. Finally, some secondary contacts are not quarantined or isolated, and will infect $R_a$ or $R_s$ tertiary contacts. The average number of infections caused by the quarantined, isolated, and non-isolated secondary contacts is then the number
of tertiary infections per index case. See Appendix for the full calculation.

### 2.4 TTIQ parameters

The efficacy of the TTIQ interventions depends on how quickly and accurately they are implemented. To this end, we have introduced five parameters to describe the TTIQ process (Table 1). We systematically explore this TTIQ parameter space, first for the testing & isolation intervention in the absence of contact tracing (Fig. 1A), and then with additional tracing & quarantine (Fig. 1B).

| Parameter | Description | Range |
|-----------|-------------|-------|
| $f$       | Probability that a symptomatic individual is isolated from the population | $0\% \leq f \leq 100\%$ |
| $\Delta_1$ | Time delay between symptom onset and isolation | $\Delta_1 \geq 0$ days |
| $\tau$    | Duration prior to symptom onset in which contacts are identifiable | $\tau \geq 0$ days |
| $g$       | Fraction of identifiable contacts that are successfully traced and quarantined per isolated index case | $0\% \leq g \leq 100\%$ |
| $\Delta_2$ | Time delay between isolation of the index case and the start of quarantine for the secondary contacts | $\Delta_2 \geq 0$ days |

Table 1: Parameter definitions for the TTIQ interventions. The delay and lookback parameters $\Delta_1$, $\Delta_2$, and $\tau$ are illustrated in Fig. 1.

### 2.5 Effective reproduction number

The effectiveness of the TTIQ intervention can be quantified by calculating the effective reproduction number in the presence of the interventions, $R_{TTIQ}$, which describes the expected number of secondary infections per infected individual. If $R_{TTIQ} > 1$ then the epidemic is growing, while a value of less than one means the epidemic is being suppressed. For our branching process model, we define the reproductive number as $R_{TTIQ} = n_3/n_2$, where $n_2$ and $n_3$ are the expected number of tertiary and secondary infections per index case, respectively. In other words, we define the reproductive number as the average number of infecteds in the third generation per infected in the second generation. It is necessary to work with the third generation (as opposed to just the first and second generations) as this is where the impact of contact tracing and quarantine is first observed. Under strategies of testing & isolation alone (i.e. no contact tracing), we use the notation $R_{TI}$ for clarity.

### 2.6 Computing uncertainties

As shown in Fig. S1B and C, there is significant uncertainty in the variance of the inferred generation time distribution and infectivity profile. We propagate this uncertainty into our calculation of $R_{TTIQ}$. Briefly, we sample parameter combinations that make up the 95% confidence interval of the generation time distribution and infectivity profile, and then compute $R_{TTIQ}$ for each parameter set. The maximum
and minimum of these values then describe the confidence interval for the level of transmission. Complete details are provided in the Appendix.

### 2.7 Interactive app

To complement the results in this manuscript, and to allow readers to investigate different TTIQ parameter settings, we have developed an online interactive application. This can be found at [https://ibz-shiny.ethz.ch/covidDashboard/ttiq](https://ibz-shiny.ethz.ch/covidDashboard/ttiq).

### 2.8 Role of the funding source

The funders of the study had no role in study design, data collection, data analysis, data interpretation, writing of the manuscript, or the decision to submit for publication. All authors had full access to all the data in the study and were responsible for the decision to submit the manuscript for publication.

### 3 Results

#### 3.1 Reducing transmission by testing & isolating

Based on our transmission model, testing & isolating alone (i.e. without additional contact tracing & quarantine) is capable of suppressing epidemic growth ($R_{TI} < 1$) with a baseline $R$-value in the absence of TTIQ of up to 1.76 [95% confidence interval (CI): 1.57,1.98], assuming that asymptomatic individuals contribute $\alpha = 20\%$ of infections (Fig. S4). To achieve this level of suppression, each symptomatic individual ($f = 100\%$) would have to isolate immediately at symptom onset ($\Delta_1 = 0$ days), representing the upper limit of testing & isolation performance. We again note that the baseline $R$ parameter depends on the current suppression measures against SARS-CoV-2 transmission (social distancing, mask wearing, home office, etc., but not TTIQ interventions), as well as seasonality and levels of immunity/vaccination. Importantly, this predicted upper limit of $R = 1.76$ is below the estimated $R_0$ of SARS-CoV-2 ($R_0 \approx 2.5$; [Riou & Althaus (2020)]). Hence, testing & isolating alone as a control strategy would not have been sufficient to prevent epidemic growth, even before the emergence of more transmissible variants. One would have to reduce the number of susceptible individuals in the population by at least 30% (e.g. through vaccination) for testing & isolating alone to be a viable strategy.

The region of $(f, \Delta_1)$ parameter space in which $R_{TI}$ is less than one, i.e. the region in which an epidemic can be controlled by testing & isolating, is shrinking for higher $R$ epidemics (Fig. 2A). Higher testing & isolation coverage ($f$) or shortened delays between symptom onset and isolation ($\Delta_1$) are required to control SARS-CoV-2 outbreaks as $R$ increases. By increasing the fraction of symptomatic individuals that are isolated ($f$), there can be a greater delay to isolation without any increase in $R_{TI}$, but with diminishing returns.
**Figure 2** The reproductive number $R_{TI}$ under testing & isolation only. A) The impact of testing & isolation on $R_{TI}$ as a function of the fraction of symptomatic individuals that are isolated ($f$; x-axis) and delay to isolation after symptom onset ($\Delta_1$; y-axis) for different baseline $R$ values (columns). The black line represents the critical reproductive number $R_{TI} = 1$. Above this line (red zone) we have on average more than one secondary infection per infected and the epidemic is growing. Below this line we have less than one secondary infection per infected and the epidemic is suppressed. Dashed lines are the 95% confidence interval for this threshold, representing the uncertainty in the inferred generation time distribution and infectivity profile. B) Lines correspond to slices of panel A at a fixed delay to isolation $\Delta_1 = 0, 2, \text{ or } 4 \text{ days after symptom onset (colour). Shaded regions are 95\% confidence intervals for the reproductive number, representing the uncertainty in the inferred generation time distribution and infectivity profile. Horizontal grey line is the threshold for epidemic control ($R_{TI} = 1$). We fix the fraction of transmission that is attributed to asymptomatic infections to $\alpha = 20\%$. 

A SARS-CoV-2 outbreak with $R = 1.1$ (in the absence of TTIQ) can be controlled by isolating as few as 21\% [95\% confidence interval (CI): 18\%,25\%] of symptomatic individuals at the time of symptom onset ($\Delta_1 = 0 \text{ days}$) (Fig. 2B). If the symptomatic individuals wait $\Delta_1 = 2 \text{ days after symptom onset before isolating (i.e. they wait for a test result)}, then 39\% \text{ [CI: 30\%,54\%]} \text{ of symptomatic infecteds would have to be isolated for the epidemic to be controlled. Isolating after } \Delta_1 = 4 \text{ days would be insufficient to control the epidemic even if all symptomatic individuals were isolated [CI: 63\%,n.a.]. For faster-spreading SARS-CoV-2 outbreaks (} R = 1.5 \text{ in the absence of TTIQ), we would require 77\% [CI: 67\%,91\%] of symptomatic infecteds to be isolated immediately after they develop symptoms (} \Delta_1 = 0 \text{ days) to control the epidemic. With a delay } \Delta_1 \geq 2 \text{ days, testing & isolating would be insufficient to control the epidemic even if 100\% of symptomatic infecteds are isolated.}

We have predominantly focussed on $\alpha = 20\%$ of infections being attributable to persistently-asymptomatic individuals in the absence of TTIQ. As this fraction increases, we observe a linear increase in $R_{TI}$, i.e. increasing the fraction of transmission that is attributable to asymptomatic infections leads to reduced efficacy of
testing & isolating, as fewer cases are identified by testing only symptomatics (Fig. S5A). It should be noted that under testing & isolation measures, a larger fraction of onward transmission is attributable to asymptomatic infections when compared to the scenario of no TTIQ (Fig. S5B).

3.2 Reducing transmission by additional contact tracing & quarantine

With additional contact tracing & quarantine, the theoretical upper limit of TTIQ efficacy is greatly increased compared to testing & isolation alone. Under perfect conditions with all contacts quarantined immediately after symptom onset in the index case, TTIQ can suppress epidemics with a baseline $R$-value in the absence of TTIQ of up to 4.24 [95% CI: 3.10, 5.83] (Fig. S4 for $\alpha = 20\%$). However, it is unlikely that such a high level of suppression could be achieved in practice due to delays and inaccuracies in the contact tracing process.

Under ideal TTIQ conditions, additional tracing & quarantine can more than double the effectiveness of the intervention compared to testing & isolation alone (Fig. S4). However, under more realistic expectations of inaccuracies and delays in the TTIQ processes, the majority of transmission is prevented by testing & isolation if less than $g = 60\%$ of contacts are quarantined (Fig. S6).

We can visualise the additional benefit that contact tracing & quarantine brings to testing & isolation in our model by gradually increasing the fraction of contacts of index cases that are isolated, $g$. For $g = 0$, no contacts are traced & quarantined, and hence we return to the testing & isolation strategy (Fig. 2). By increasing $g$, we expand the parameter space in which $R_{TTIQ} < 1$ (Fig. 3), i.e. contact tracing allows an epidemic to be controlled for lower fractions of index cases found ($f$) and/or longer delays to isolating the index case after they develop symptoms ($\Delta_1$). Furthermore, for a given set of testing & isolation parameters $f$ and $\Delta_1$, we can control higher $R$-value epidemics with contact tracing & quarantine that would be otherwise uncontrollable.

To obtain a systematic understanding of the impact that each parameter of the TTIQ process has on the effective reproductive number $R_{TTIQ}$, we can individually vary each of the five TTIQ parameters. To this end, we calculate $R_{TTIQ}$ for focal parameter sets of $(f, g, \Delta_1, \Delta_2, \tau)$. We then perturb each single parameter, keeping the remaining four parameters fixed, and compute the new value of $R_{TTIQ}$ (Fig. 4).

Modifying the fraction of symptomatic index cases that are identified and isolated ($f$) has the largest effect of all parameter changes. By identifying more index cases (increasing $f$), we not only prevent the onward transmission to secondary contacts through isolation, but we also allow infected contacts to be traced and quarantined.

Increasing the fraction of secondary contacts that are quarantined ($g$) has a smaller benefit than increasing $f$. If only 30% of symptomatic index cases are identified, then increasing $g$ results in a small reduction of $R_{TTIQ}$ and for $R = 1.5$ the epidemic cannot be controlled even if all secondary contacts ($g = 100\%$) of known
Figure 3 The impact of tracing & quarantine on the reproductive number $R_{TTIQ}$ as a function of the fraction of symptomatic individuals that are isolated ($f$; x-axis) and delay to isolation after symptom onset ($\Delta_1$; y-axis), for different contact tracing & quarantine success probabilities $g$ (colour) across different baseline $R$ values (columns). We fix $\Delta_2 = 2$ days and $\tau = 2$ days. The contours separate the regions where the epidemic is growing ($R_{TTIQ} > 1$; top-left) and the epidemic is suppressed ($R_{TTIQ} < 1$; bottom-right). The contours for $g = 0$ are equivalent to the contours in Fig. 2. We fix the fraction of transmission that is attributed to asymptomatic infections to $\alpha = 20\%$. We do not show confidence intervals for clarity of presentation.

index cases are quarantined (Figs. 4A & B). However, if a large fraction of symptomatic index cases are identified ($f = 70\%$), then increasing $g$ can control an epidemic that would be out of control in the absence of contact tracing (Figs. 4C & D).

After increasing $f$, the next most effective control strategy is to reduce the delay between symptom onset and isolation of the index case ($\Delta_1$). Reducing the time taken to quarantine secondary contacts ($\Delta_2$) has a lesser effect on $R_{TTIQ}$. Finally, looking back further while contact tracing (increasing $\tau$) allows more secondary contacts to be traced and quarantined. However, this does not translate into a substantial reduction in $R_{TTIQ}$ as the extra contacts which are traced have already been infectious for a long time, and will thus have less remaining infectivity potential to be prevented by quarantine. Hence increasing $\tau$ comes with diminishing returns.

To check the robustness of these effects across all parameter combinations (not just perturbing a single parameter), we randomly sampled parameter combinations ($f, g, \Delta_1, \Delta_2, \tau$) and used linear discriminant analysis (LDA) to capture the impact that each parameter has on $R_{TTIQ}$ (Fig. 5). We find that $f$ is the dominant parameter to determine the reproductive number, followed by $\Delta_1$, $g$, $\Delta_2$, and finally $\tau$ has the smallest impact. Furthermore, by looking at the distribution of the randomly-sampled TTIQ parameters across different $R_{TTIQ}$ values (Fig. S7), we observe that low $f$ values are strongly associated with low TTIQ effectiveness (although a high $f$ value is not necessarily associated with high effectiveness).

The output of the LDA analysis is dependent on the range of parameter values from which we sample (Fig. S8). While $f$ and $g$ are naturally bounded from 0% to 100%, the time-valued parameters $\Delta_1$, $\Delta_2$, and $\tau$ have no natural upper limit. Without empirical data to inform these prior distributions, we focus on durations from zero to five days as shown in Fig. 4.

Finally, we comment on the role of asymptomatic transmission across the TTIQ
A $f = 30\%, \Delta_1 = 2$ days  
B $f = 30\%, \Delta_1 = 0$ days  
C $f = 70\%, \Delta_1 = 2$ days  
D $f = 70\%, \Delta_1 = 0$ days

Figure 4 The response of the reproductive number $R_{TTIQ}$ to single TTIQ parameter perturbations. We set the baseline $R = 1.5$ throughout, which is the intensity of the epidemic in the absence of any TTIQ intervention. We consider four focal TTIQ parameter combinations, with $f \in \{30\%, 70\%\}$, $\Delta_1 \in \{0, 2\}$ days, $g = 50\%$, $\Delta_2 = 1$ day, and $\tau = 2$ days. $R_{TTIQ}$ for the focal parameter sets are shown as thin black lines. With $f = 0$ (no TTIQ) we expect $R_{TTIQ} = R$ (upper grey line). We then vary each TTIQ parameter individually, keeping the remaining four parameters fixed at the focal values. The upper panel shows the probability parameters $f$ and $g$, while the lower panel shows the parameters which carry units of time (days). The critical threshold for controlling an epidemic is $R_{TTIQ} = 1$ (lower grey line). We fix the fraction of transmission that is attributed to asymptomatic infections to $\alpha = 20\%$.

intervention. Although quarantine of a traced contact occurs independently of whether that contact will be symptomatic or asymptomatic, the probability that the contact is identified in the first place depends on whether the infector is asymptomatic or not. Hence, TTIQ will decrease in effectiveness as the fraction of transmission that is attributable to asymptomatic individuals ($\alpha$) increases (Fig. S5A).
Figure 5 Linear discriminant analysis (LDA) of the impact of TTIQ strategies on the reproductive number $R_{TTIQ}$. We fix the baseline $R = 1.5$ and $\alpha = 20\%$, and then we randomly uniformly sample 10,000 parameter combinations from $f \in [0\%, 100\%], g \in [0\%, 1\%], \Delta_1 \in [0, 5]$ days, $\Delta_2 \in [0, 5]$ days, and $\tau \in [0, 5]$ days. The reproductive number is calculated for each TTIQ parameter combination, and the output ($R_{TTIQ}$) is categorised into bins of width 0.1 (colour). We then use LDA to construct a linear combination (LD1) of the five (normalised) TTIQ parameters which maximally separates the output categories. We then predict the LD1 values for each parameter combination, and construct a histogram of these values for each category. The lower panel shows the components of the primary linear discriminant vector (LD1). By multiplying the (normalised) TTIQ parameters by the corresponding vector component, we arrive at the LD1 prediction which corresponds to the predicted reproductive number under that TTIQ strategy. Longer arrows (larger magnitude components) correspond to a parameter having a larger effect on the reproductive number. The distributions of parameters per categorised reproductive number is shown in Fig. S7.

4 Discussion

By combining empirically well-supported estimates of the infection timing of SARS-CoV-2 with a simple model of transmission dynamics, we have calculated the impact of test-trace-isolate-quarantine (TTIQ) interventions against the spread of COVID-19. Under idealised conditions, testing & isolation plus contact tracing & quarantine can prevent substantially more transmission that testing & isolation only. However, the effects of delays and inaccuracies in the TTIQ processes are compounded for contact tracing & quarantine, which ultimately relies on index case identification to be effective. If we ignore this compounding effect, then we would potentially be overestimating the impact that contact tracing can have on transmission reduction. Based on our systematic analysis, we find that the greatest improvement to the TTIQ process would come from increased identification and isolation of symptomatic index cases and reduction of delay between symptom onset and isolation. These parameters contribute to the direct reduction of onward infection
from an index case, and optimising them allows more contacts to be traced earlier.

Increasing the duration of the contact tracing window by looking back further in time has limited return under our model of forward contact tracing (identifying who was infected by the index case). However, if we were interested in identifying the source of infection (backwards contact tracing), then increasing the duration of the contact tracing window could lead to the identification of transmission clusters.

When comparing to the findings of Ferretti et al. (2020b), we find that contact tracing has less impact on epidemic suppression, and that the speed of contact tracing is of secondary importance to the speed of isolating index cases. This difference can be attributed to Ferretti et al. (2020b)'s approach to model contact tracing and isolation as independent events (i.e. tracing an index cases’ contacts says nothing about whether the index case has been isolated), which leads to an overestimation of contact tracing’s impact (Fraser et al., 2004).

In Kretzschmar et al. (2020) – this time with contact tracing dependent on testing & isolation – they concluded that reducing the delay to isolation after symptom onset has the greatest impact on TTIQ effectiveness. This conclusion was made without systematic analysis of all parameters, and we now find that changing testing & isolation coverage has a greater effect on transmission reduction.

Our approach and results are crucially dependent on the distribution of infection times (generation time and infectivity profile) and although we have used well-supported estimates, there are inherent limitations to deriving these distributions based on transmission pairs. These transmission pairs are representative of symptomatic cases, but the infectiousness profiles for persistently-asymptomatic infections are as-yet unknown (Ferretti et al., 2020a). We have assumed that asymptotically-infected individuals have the same infection timing distributions as symptomatic individuals, but any differences between the shapes of these profiles will lead to different results in terms of transmission reduction. The uncertainty in the inferred infection timing distributions is carried through our analysis and is captured by the confidence intervals shown in the figures and reported in the text. Furthermore, we do account for potential differences in the overall transmissibility between asymptomatic and symptomatic individuals. It is possible that the 20% of infections that are asymptomatic are responsible for less than 20% of transmission in the absence of any TTIQ interventions. We show in the Appendix that TTIQ becomes more effective as asymptomatic transmission decreases. Therefore, our results could be underestimating TTIQ efficacy, to a small extent.

Our model is parametrised on distributions of the timing of transmission estimated prior to the emergence of new, more transmissible variants. If new variants simply have higher transmissibility – without changes in the timing of transmission – our fundamental analysis remains the same. In this case, TTIQ may be insufficient to control the spread of highly-transmissible (higher R-value) new variants, as captured in Figs. 2 and 3. If the increased transmission of the new variants is due to a longer-lasting infectious period, then we expect TTIQ to be more efficient, as the
additional transmission events are prevented by isolation and quarantine. If the new variants are more transmissible during early (presymptomatic) infection, then we expect the relative benefit of contact tracing over testing & isolating to increase.

In terms of modelling the TTIQ process, we have assumed that identified index cases are isolated and have their contracts traced. If the index case fails to adhere to the isolation protocol, then we will overestimate the amount of transmission prevented by isolation. However, uncertainty in whether contacts adhere to quarantine protocols, or whether contact tracers actually identify contacts, is captured in the parameter $g$. Lower adherence to quarantine or missed contacts due to overwhelmed contact tracers is captured by lowering $g$.

In our approach, we assume a baseline $R$ that is defined in the absence of the modelled TTIQ intervention (i.e no testing, isolation, or contact tracing). The empirical value for this baseline $R$ is not known, as observed values of the reproductive number in most countries include the impact of the modelled intervention. In itself, this does not impact the result of our analysis: the impact of isolation remains higher than that of quarantine across different values of $R$ (Fig. 3). However, in contexts where a large proportion of symptomatic individuals already isolate, the scope for increasing isolation may be limited. Under such circumstances, mass testing, if successfully followed by isolation, may be a promising intervention. This is supported by data on the effectiveness of mass testing interventions, for example in Slovakia (Pavelka et al., 2021).

Here we have shown through systematic analysis how the TTIQ processes can be optimised to bring the effective reproductive number below one. Crucially, contact tracing & quarantine adds security to testing & isolating strategies, where high coverage and short delays are necessary to control an epidemic. By improving the testing & isolation coverage and reducing the delay to index case isolation, we can greatly increase the efficacy of the overall TTIQ strategy.
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Appendix

Generation times, infectivity profiles, and incubation periods

In our branching process model, the time at which an infector transmits SARS-CoV-2 to an infectee is determined from empirically-observed distributions. Concretely, the time at which an identified index case developed symptoms, $t_{S_1}$, is known, but the time at which they were infected, $t_1$, is generally unknown. Secondary contacts will be infected by the index case at some time $t_2$ ($t_2 > t_1$), and, if symptomatic, will develop symptoms at time $t_{S_2}$. These timepoints are illustrated in Fig. S1A.

![Figure S1](image)

**Figure S1** Empirical distributions for infection time and symptom onset. A) The timeline of infection for an infector–infectee transmission pair. The infector (index case) is initially infected at time $t_1$, and after a period of incubation develops symptoms at time $t_{S_1}$. The infectee (secondary contact) is infected by the infector at time $t_2$, which can be before (presymptomatic infections) or after (symptomatic infection) $t_{S_1}$. The infectee then develops symptoms at time $t_{S_2}$. The generation time is then defined as $t_2 - t_1$ (the time between infections), while the serial interval is defined as $t_{S_2} - t_{S_1}$ (the time between symptom onsets). B) The generation time distribution $q(t|\theta_q) = q(t_2 - t_1|\theta_q)$ follows a Weibull distribution, and is inferred from the serial interval distribution (Ferretti et al., 2020a). C) The infectivity profile $p(t|\theta_p) = p(t_2 - t_{S_1}|\theta_p)$ follows a shifted Student’s $t$-distribution, and is also inferred from the serial interval distribution (Ferretti et al., 2020a). D) The distribution of incubation times $h(t) = h(t_{S_1} - t_1)$ follows a meta-distribution constructed from the average of seven reported log-normal distributions, as described in Ferretti et al. (2020a) (Bi et al., 2020; Jiang et al., 2020; Lauer et al., 2020; Li et al., 2020; Linton et al., 2020; Ma et al., 2020; Zhang et al., 2020).

The relationships between the times $t_1$, $t_{S_1}$, $t_2$, $t_{S_2}$ are determined by: the generation time distribution, $q(t_2 - t_1|\theta_q)$, describing the time interval between the infection of an index case and secondary contact (Fig. S1B); the infectivity profile, $p(t_2 - t_{S_1}|\theta_p)$, describing the time interval between the onset of symptoms in the index case and infection of the secondary contact (Fig. S1C); and the incubation period distribution, $h(t_{S_1} - t_1)$, describing the time between the infection of an infector and the symptom onset of the infectee.
individual and the onset of their symptoms (Fig. S1D). For these distributions, we use empirical estimates from Ferretti et al. (2020a). The parameters that define the generation time distribution, infectivity profile, and the incubation period distribution are shown in Table S1.

| Distribution          | Shape                        | Properties                      | Parameters                      |
|-----------------------|------------------------------|---------------------------------|---------------------------------|
| Incubation period $h(t)$ | Meta-log-normal              | mean = 5.723, sd = 3.450, median = 4.936 | meanlog = 1.570, sdlog = 0.650 (Bi) |
|                       |                              |                                 | meanlog = 1.621, sdlog = 0.418 (Lauer) |
|                       |                              |                                 | meanlog = 1.434, sdlog = 0.661 (Li) |
|                       |                              |                                 | meanlog = 1.611, sdlog = 0.472 (Linton) |
|                       |                              |                                 | meanlog = 1.857, sdlog = 0.547 (Ma) |
|                       |                              |                                 | meanlog = 1.540, sdlog = 0.470 (Zhang) |
|                       |                              |                                 | meanlog = 1.530, sdlog = 0.464 (Jiang) |
| Generation time $q(t|θ_q)$ | Weibull               | mean = 5.494, sd = 1.845, median = 5.479 | shape = 3.277, scale = 6.127 |
| Infectivity profile $p(t|θ_p)$ | Shifted Student’s $t$ | mean = -0.042, sd = 2.876, median = -0.078 | shift = -0.078, scale = 1.86, df = 3.35 |

Table S1: Parameters of the distributions used in this work to describe the timing of infection events. The meta-log-normal incubation period distribution is the average of seven reported log-normal incubation period distributions as described by Ferretti et al. (2020a) (Bi et al., 2020; Jiang et al., 2020; Lauer et al., 2020; Li et al., 2020; Linton et al., 2020; Ma et al., 2020; Zhang et al., 2020). The properties listed for the incubation period distribution are the mean, standard deviation (sd), and median of this meta-log-normal distribution. The shifted Student’s $t$ distribution for the infectivity profile is defined in R by $dt((x-shift)/scale, df)/scale$ (Ferretti et al., 2020a).

**Asymptomatic vs symptomatic infections**

We assume that a fraction $a$ of all infections are persistently asymptomatic, with the remainder being classed as symptomatic (which includes individuals that are pre-symptomatic and post-symptom onset). Whether a new infectee is persistently-asymptomatic or not is assumed to be independent of whether the infector was persistently-asymptomatic or not. A meta-analysis has estimated a fraction $a \approx 20\%$ of infections are asymptomatic (Buitrago-Garcia et al., 2020).

We now introduce parameters that describe the infectiousness of asymptomatic or symptomatic individuals. An asymptomatic individual would infect an average of $R_a$ secondary contacts during their whole uninterrupted infectious period (i.e. in the absence of any TTIQ intervention, but in the presence of non-modelled interventions such as social distancing and hygiene protocols). A symptomatic individual will infect an average of $R_s$ secondary contacts during their whole uninterrupted infectious period (i.e. no TTIQ). In general we have $R_a \neq R_s$, and we expect that $R_a \leq R_s$ based on empirical observations (Buitrago-Garcia et al., 2020).
We can define the average reproductive number in the absence of TTIQ as

\[ R = aR_a + (1 - a)R_s, \]  

(S1)

i.e. the average number of secondary infections per infected throughout the infectious period. The fraction of transmission that is attributable to asymptomatic individuals in the absence of TTIQ is then defined as

\[ \alpha = \frac{aR_a}{aR_a + (1 - a)R_s} = \frac{aR_a}{R}. \]  

(S2)

Note that for \( R_a = R_s \) (equal transmission from asymptomatics and symptomatics), we have \( \alpha = a \). For \( R_a < R_s \), we have \( \alpha < a \). As \( \alpha \) must be a positive number, we can bound the fraction of transmission from asymptomatic individuals in the absence of TTIQ by the limits \( 0 \leq \alpha \leq a \).

Although we modify the relative infectiousness of asymptomatic versus symptomatic individuals, we assume that the distribution of infection times is equal for both classes.

Quantifying secondary infections under TTIQ

Consider an infected individual who develops symptoms of COVID-19 at time \( t_{S_1} \). The time at which this individual was infected, \( t_1 < t_{S_1} \), is generally unknown. Without any TTIQ intervention this symptomatic individual would contact and infect \( R_s \) individuals during the course of the infection. The number of secondary infections up to a time \( T_1 \) after developing symptoms would then be

\[ R_s \int_{-\infty}^{T_1} dt_2 \, p(t_2 - t_{S_1}|\theta_p) = R_s P(T_1 - t_{S_1}|\theta_p), \]  

(S3)

where \( p(t|\theta_p) \) is the infectivity profile and \( P(t|\theta_p) = \int_{-\infty}^{t} dt' \, p(t'|\theta_p) \) is the cumulative infectivity profile.

Infected individuals who develop symptoms and/or test positive for SARS-CoV-2 should be isolated from the population. In our model this occurs in a fraction \( f \) of symptomatic individuals who are then isolated at a time \( T_1 = t_{S_1} + \Delta_1 \), where \( \Delta_1 > 0 \) is the delay between symptom onset and isolation. The parameter \( \Delta_1 \) can

\[ \text{Figure S2} \] Flowchart for computing the number of secondary infections under testing & isolation.
be interpreted as the delay of taking a test after symptom onset, waiting for the result, and entering isolation, or alternatively as the delay between symptom onset and self-isolation. The remaining fraction $1 - f$ of symptomatic individuals, along with the asymptomatic individuals, are not isolated ($T_1 \to \infty$). We can compute the expected number of secondary infections, $n_2$, as a function of the asymptomatic fraction $a$, isolation probability $f$, and delay $\Delta_1$, as shown in Fig. S2. We then have

$$n_2(f, \Delta_1|\theta_p) = aR_a + (1 - a) [fP(\Delta_1|\theta_p)R_a + (1 - f)R_s], \quad (S4)$$

where the first term represents the secondary infections caused by asymptomatic individuals (who cannot be isolated), the first term in the bracket represents the secondary infections caused by symptomatic index cases prior to their isolation, and the final term is the secondary infections caused by symptomatic individuals who are not isolated. Now replacing $aR_a = aR$ and $(1 - a)R_a = (1 - a)R$ [from Eq. (S2)], we can rearrange Eq. (S4) to give

$$n_2(f, \Delta_1|\theta_p) = R \left[ (1 - a) fP(\Delta_1|\theta_p) + (1 - (1 - a)f) \right]. \quad (S5)$$

**Quantifying tertiary infections under TTIQ**

Each infected secondary contact has the potential to cause further infections, which will be the tertiary contacts of the initial infected. The number of infections caused by a secondary contact who is infected at $t_2$ and isolated at time $T_2$, will be

$$R_* \int_{t_2}^{T_2} dt_3 q(t_3 - t_2|\theta_q) = R_* Q(T_2 - t_2|\theta_q), \quad (S6)$$

where $R_* \in \{R_a, R_s\}$ is the number of infections per secondary contact during the uninterrupted infectious period, $t_3$ is the infection time of the tertiary contacts, $q(t|\theta_q)$ is the generation time distribution, and $Q(t|\theta_q) = \int_0^t dt' q(t'|\theta_q)$ is the cumulative generation time distribution. Note that we use the generation time distribution here, as our reference point is the time of infection ($t_2$), whereas in Eq. (S5) the reference point was the time of symptom onset ($t_S$).

Under TTIQ interventions, the symptomatic index and secondary cases can be isolated following a positive test result after symptom onset. If an index case is confirmed positive, then contact tracing can be used to identify and quarantine individuals who have recently been exposed to the confirmed case. Quarantining these individuals prevents the onward infection of tertiary contacts (Fig. 1B). Importantly, whether an individual is quarantined is independent of symptom status. We introduce three further parameters to quantify contact tracing and quarantine: i) $\tau > 0$, the duration of lookback prior to symptom onset of the index case in which contacts are traced; ii) $0 \leq g \leq 1$, the probability to identify and quarantine a secondary contact that was infected within the contact tracing window; and iii) $\Delta_2 > 0$, the delay between isolating the index case and quarantining the identified
There are many permutations of events that contribute to the number of tertiary infections under TTIQ, as shown in Fig. S3. The index case may not be detected due to being asymptomatic ($a$), or being symptomatic but not tested ($((1 - a)(1 - f))$, and hence contact tracing is not possible. If the index case is symptomatic and detected ($((1 - a)f$), then a fraction $g$ of the secondary contacts that were infected within the contact tracing window ($t_{S1} - \tau \leq t_{2} \leq t_{S1} + \Delta_1$) are quarantined at time $t_{S1} + \Delta_1 + \Delta_2$ (as shown in Fig. 1B of the main manuscript). The remaining fraction $1 - g$ of secondary contacts, as well as the secondary contacts that were infected outside of the contact tracing window ($t_{2} < t_{S1} - \tau$), are not quarantined. However, the non-traced contacts may themselves become symptomatic and, after testing, become index cases that are isolated at time $t_{S2} + \Delta_1$, where $t_{S2}$ is the symptom onset time of the secondary case. By considering these different scenarios, we arrive at an expression for the number of tertiary infections per index case under TTIQ,

$$n_3(f, \Delta_1, \tau, g, \Delta_2|t_{S1}, t_{S2}, \theta_p, \theta_q) =$$

$$R_s(1 - a)f g \int_{t_{S1} - \tau}^{t_{S1} + \Delta_1} dt_2 p(t_2 - t_{S1}|\theta_p) RQ(t_{S1} + \Delta_1 + \Delta_2 - t_2|\theta_q) +$$

$$R_s(1 - a)f(1 - g) \int_{t_{S1} - \tau}^{t_{S1} + \Delta_1} dt_2 p(t_2 - t_{S1}|\theta_p) \psi(f, t_{S2} + \Delta_1 - t_2|\theta_q) +$$

$$R_s(1 - a)f \int_{-\infty}^{t_{S1} - \tau} dt_2 p(t_2 - t_{S1}|\theta_p) \psi(f, t_{S2} + \Delta_1 - t_2|\theta_q) +$$

$$[aR_a + (1 - a)R_s(1 - f)] \int_{-\infty}^{\infty} dt_2 p(t_2 - t_{S1}|\theta_p) \psi(f, t_{S2} + \Delta_1 - t_2|\theta_q),$$

where the shorthand

$$\psi(f, t_{S2} + \Delta_1 - t_2|\theta_q) = [aR_a + (1 - a)R_s(fQ(t_{S2} + \Delta_1 - t_2|\theta_q) + (1 - f))]$$

(S7)

(S8)
is the expected number of onward infections caused by each non-quarantined secondary contact. Each row in Eq. (S7) corresponds to: i) tertiary infections caused by secondary contacts prior to their quarantine; ii) tertiary infections caused by secondary contacts who could have been quarantined but were not; iii) tertiary infections caused by secondary contacts who were infected before the quarantine window, and hence are not quarantined; iv) tertiary infections caused by secondary contacts who were infected by non-identified index cases.

We now have to average Eq. (S7) over \( t_{S_2} \) to obtain the expected number of tertiary infections per index case under TTIQ. We first note that \( t_{S_2} = t_2 + \gamma \) for incubation period \( \gamma \geq 0 \). Hence we can write

\[
\left< Q(t_{S_2} + \Delta_1 - t_2 | \theta_q) \right>_{t_{S_2}} = \int_0^\infty \gamma h(\gamma) Q(\gamma + \Delta_1 | \theta_q),
\]

where \( h(\gamma) \) is the incubation period distribution. We define the quantity

\[
J(\Delta_1 | \theta_q) = \left< Q(t_{S_2} + \Delta_1 - t_2 | \theta_q) \right>_{t_{S_2}}.
\]

Note that we have assumed the independence between symptom onset and infectivity, which may lead to an overestimation of the fraction of tertiary infections prevented.

Keeping \( t_{S_1} \) fixed as the reference time point, averaging Eq. (S7) over \( t_{S_2} \) gives the expected number of tertiary infections per infected under TTIQ:

\[
n_3(f, \Delta_1, \tau, g, \Delta_2 | \theta_p, \theta_q) =
\]

\[
R_\tau (1 - a) f g R \int_{-\tau}^{\Delta_1} dt' p(t' | \theta_p) Q(\Delta_1 + \Delta_2 - t' | \theta_q) + \\
R_\tau (1 - a) f (1 - g) [P(\Delta_1 | \theta_p) - P(-\tau | \theta_p)] [aR_\tau + (1 - a) R_\tau (fJ(\Delta_1 | \theta_q) + (1 - f))] + \\
R_s (1 - a) f P(-\tau | \theta_p) [aR_\tau + (1 - a) R_s (fJ(\Delta_1 | \theta_q) + (1 - f))] + \\
[aR_\tau + (1 - a) R_\tau (1 - f)] [aR_\tau + (1 - a) R_s (fJ(\Delta_1 | \theta_q) + (1 - f))],
\]

(S11)

where we have substituted \( t' = t_2 - t_{S_1} \) such that

\[
\int_{t_{S_1} - \tau}^{t_{S_1} + \Delta_1} dt_2 p(t_2 - t_{S_1} | \theta_p) Q(t_{S_1} + \Delta_1 + \Delta_2 - t_2 | \theta_q) = \int_{-\tau}^{\Delta_1} dt' p(t' | \theta_p) Q(\Delta_1 + \Delta_2 - t' | \theta_q).
\]

(S12)

Now replacing \( aR_\tau = aR \) and \( (1 - a) R_s = (1 - a) R \) [from Eq. (S2)], Eq. (S11) can be further simplified to

\[
n_3(f, \Delta_1, \tau, g, \Delta_2 | \theta_p, \theta_q) =
\]

\[
R^2 (1 - a) f g \int_{-\tau}^{\Delta_1} dt' p(t' | \theta_p) Q(\Delta_1 + \Delta_2 - t' | \theta_q) + \\
R^2 [(1 - a) f (1 - g) P(\Delta_1 | \theta_p) + (1 - a) f g P(-\tau | \theta_p) + (1 - (1 - a)f)] \times \\
[(1 - a) f J(\Delta_1 | \theta_q) + (1 - (1 - a)f)].
\]

(S13)
Finally, in the absence of contact tracing \((g = 0)\) Eq. (S13) can be simplified, such that the number of tertiary infections per infected under testing & isolation only is given by

\[
\nu_3(f, \Delta_1|\theta_p, \theta_q) = R^2 \left[ (1 - \alpha) f P(\Delta_1|\theta_p) + (1 - (1 - \alpha)f) \right] \times \\
\left[ (1 - \alpha) f f(\Delta_1|\theta_q) + (1 - (1 - \alpha)f) \right].
\]

(S14)

From Eqs. (S13) and (S14), we observe that the parameter \(f\) is always coupled to \(1 - \alpha\). We could therefore define a new parameter \(\phi = (1 - \alpha) f\) as the fraction of all infecteds that are isolated (as opposed to \(f\) which is the fraction of symptomatic infecteds isolated) to simplify our expressions. However, we choose to keep \(\alpha\) and \(f\) explicitly in the calculations for clarity.

As a final point, we could repeat the derivation of Eq. (S13), but this time only consider the number of tertiary infections that were caused by an asymptomatic secondary contact. I.e. we can calculate how much transmission is attributable to asymptomatics versus symptomatics in the presence of TTIQ. This leads to the expression

\[
\nu_3^{(\text{asym})}(f, \Delta_1, \tau, g, \Delta_2|\theta_p, \theta_q) = \\
\alpha R^2 (1 - \alpha)f g \int_{-\tau}^{\Delta_1} dt' p(t'|\theta_p) Q(\Delta_1 + \Delta_2 - t'|\theta_q) + \\
\alpha R^2 \left[ (1 - \alpha)f (1 - g) P(\Delta_1|\theta_p) + (1 - \alpha)f g P(-\tau|\theta_p) + (1 - (1 - \alpha)f) \right].
\]

(S15)

**Reproductive number under TTIQ**

For our branching process model, we define the reproductive number as

\[
R_{TTIQ} = \frac{\nu_3(f, \Delta_1, \tau, g, \Delta_2|\theta_p, \theta_q)}{\nu_2(f, \Delta_1|\theta_p)},
\]

(S16)

where \(\nu_2\) [Eq. (S5)] and \(\nu_3\) [Eq. (S13)] are the expected number of tertiary and secondary infections per infected, respectively. In other words, we define the reproductive number as the average number of infecteds in the third generation per infected in the second generation. It is necessary to work with the third generation (as opposed to just the first and second generations) as this is where the impact of contact tracing and quarantine is first observed.

Likewise, in the presence of testing & isolation only (i.e. no contact tracing & quarantine), the reproductive number is given by

\[
R_{TI} = \frac{\nu_3(f, \Delta_1|\theta_p, \theta_q)}{\nu_2(f, \Delta_1|\theta_p)},
\]

(S17)

where \(\nu_3\) is now given by Eq. (S14).
Confidence intervals

The primary sources of uncertainty in the outcomes of this model come from the generation time distribution and infectivity profile, which are inferred from empirical serial interval distributions (Ferretti et al., 2020a). Following Ferretti et al. (2020a), we use a likelihood ratio test to extract sample parameter sets for each distribution that lie within the 95% confidence interval. Concretely, we first identify the maximum likelihood parameter sets $\hat{\theta}_p$ and $\hat{\theta}_q$ for the infectivity profile and generation time distribution, respectively. We then randomly sample the parameter space of each distribution, and keep 1,000 parameter sets whose likelihood satisfies $\ln L(\theta) > \ln L(\hat{\theta}) - \frac{\lambda_n}{2}$, where $\lambda_n$ is the 95% quantile of a $\chi^2$ distribution with $n$ degrees of freedom. The infectivity profile is described a shifted Student’s $t$-distribution, which has $n = 3$ parameters, while the generation time is described by a Weibull distribution with $n = 2$ parameters.

We then use these sampled parameter sets to generate $R_{TTIQ}$, and the extrema across all of these parameter sets determines the 95% confidence interval for the reproductive number under TTIQ. We need to use and combine estimates of both $\theta_p$ and $\theta_q$. We assume parameter independence, and keep all $(\theta_p, \theta_q)$ combinations whose joint likelihood satisfies $\ln L(\theta_p) + \ln L(\theta_q) > \ln L(\hat{\theta}_p) + \ln L(\hat{\theta}_q) - \frac{\lambda_5}{2}$.

Impact of asymptomatics

The relative contribution to transmission of asymptomatics versus symptomatics is captured by the parameter $\alpha$, which we define as the fraction of transmission attributable to asymptomatic individuals in the absence of TTIQ [Eq. (S2)]. This fraction is difficult to estimate empirically. However, it has been observed that approximately 20% of infections are asymptomatic, and that asymptotically-infected individuals have a lower risk of onward transmission (Buitrago-Garcia et al., 2020). Hence we expect $\alpha$ to lie somewhere in the region $0\% \leq \alpha \leq 20\%$, but with substantial uncertainty in this estimate.

By varying $\alpha$ in our model, we can observe how TTIQ effectiveness depends on the amount of asymptomatic transmission. In Fig. S4, we show that idealised TTIQ (and also just testing & isolation alone) is maximally effective when $\alpha = 0$ (i.e. no transmission from asymptomatic individuals). The reason for this is that identifying index cases underlies all TTIQ processes, and identification is only possible if individuals are symptomatic.

Even for imperfect TTIQ interventions with inaccuracies and delays, the fraction of transmission attributable to asymptomatics plays an important role in the effectiveness TTIQ. Under testing & isolation alone, the effective reproductive number $R_{TI}$ increases linearly with $\alpha$, while with additional contact tracing & quarantine the increase is super-linear (Fig. S5A).

Finally, we note that TTIQ leads to an increase in the fraction of transmissions
Figure S4 The maximum baseline R-value that can be suppressed by TTIQ interventions, as a function of the fraction of transmission that is attributable to asymptomatics $\alpha$. As $\alpha \to 100\%$, no infecteds develop symptoms and hence no cases are isolated and no contact tracing occurs. In this case, TTIQ has no effect and epidemics are only suppressed if the baseline R-value is already below one. To achieve the maximum level of suppression, each symptomatic individual ($f = 100\%$) would have to isolate immediately at symptom onset ($\Delta_1 = 0$ days), which represents the upper limit of testing & isolation performance. With additional contact tracing, we assume that $g = 100\%$ of contacts of the symptomatic cases who were infected up to $\tau = 5$ days before symptom onset are quarantined immediately ($\Delta_2 = 0$ days). Shaded regions are 95\% confidence intervals, representing the uncertainty in the inferred generation time distribution and infectivity profile.

that are attributable to asymptomatics, when compared to this fraction in the absence of TTIQ (Fig. S5B). This is because the transmission due to symptomatics is lowered by testing & isolation, but transmission due to asymptomatics is untouched. Furthermore, additional contact tracing & quarantine does not affect this fraction as it prevents transmission equally from asymptomatic and symptomatic individuals, hence the lines in Fig. S5B are overlapping.
Figure S5 A) The impact of the level of asymptomatic transmission on the reproductive number $R_{TTIQ}$. Here we consider imperfect TTIQ interventions, with $f = 70\%$, $\Delta_1 = 2$ days, $\Delta_2 = 1$ day, $\tau = 2$ days, and a baseline reproductive number of $R = 1.5$. These parameters are equivalent to those used in Fig. 4C, along with $g = 50\%$. Here we also consider $g = 0\%$ (testing & isolation only) and $g = 100\%$ (all traced contacts are quarantined). Shaded regions are 95\% confidence intervals, representing the uncertainty in the inferred generation time distribution and infectivity profile. B) The fraction of $R_{TTIQ}$ from panel A that is attributable to asymptomatic infection, as described by Eq. (S15). The diagonal grey line represents the fraction of transmission attributable to asymptomatics without TTIQ interventions. Hence, the TTIQ intervention increases the fraction of transmission that is attributable to asymptomatics. The lines for testing & isolation only, $g = 50\%$, and $g = 100\%$ are overlapping.

Quarantine vs isolation
Figure S6 The fraction of prevented transmission that can be attributed to quarantine, rather than isolation. Let $R_{TTIQ}(g)$ be the reproductive number in the presence of TTIQ interventions in which a fraction $g$ of contacts of identified index cases are quarantined. In the absence of TTIQ measures, we expect a reproductive number of $R$. We then define $Y(g) = R - R_{TTIQ}(g)$ as reduction of transmission due to TTIQ, and $Y(0) = R - R_{TTIQ}(0)$ as the reduction of transmission due only to isolation (i.e. no contact tracing & quarantine). We then define the fraction of prevented transmission due to quarantine as $\frac{Y(g) - Y(0)}{Y(g)}$, which we plot as a function of $g$. We vary the fraction of symptomatic index cases that are isolated $f$ (colour), and we fix $\Delta_1 = \Delta_2 = \tau = 2$ days. We further fix the fraction of transmission that is attributed to asymptomatic infections to $\alpha = 20\%$ and $R = 1.5$ (although the fraction shown is independent of $R$). Above the horizontal line, more transmission is prevented by quarantine than by isolation.

Linear discriminant analysis (LDA)
Figure S7 The distributions of (normalised) parameters per categorised group of $R_{TTIQ}$ as used in the LDA analysis in Fig. 5. We uniformly sample 10,000 parameter combinations from $f \in [0\%, 100\%]$, $g \in [0\%, 100\%]$, $\Delta_1 \in [0, 5]$ days, $\Delta_2 \in [0, 5]$ days, and $\tau \in [0, 5]$ days. The reproductive number $R_{TTIQ}$ is calculated for each parameter combination and categorised into bins of width 0.1 (colour). The upper row shows how many parameter combinations resulted in each category of $R_{TTIQ}$. The next five rows show how the parameters are distributed within each category, while the horizontal bar shows the median parameter value. We fix $R = 1.5$ and $\alpha = 20\%$.

Figure S8 Impact of varying the range from which we sample time-dependent parameters on the LDA output. Each bar represents the magnitude of the components of the primary linear discriminant vector (LD1) for each parameter (colour).
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