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Chapter 1

Introduction

The twentieth century has witnessed a giant leap in the understanding of the fundamental laws of Nature, culminating in the Standard Model of particle physics on the one hand and in Einstein’s theory of gravitation on the other hand. These two theories are on very different footings.

The Standard Model is described in the framework of Quantum Field Theory (QFT), which looked rather strange in the beginning (and still does to the beginner!), but whose organizing principles [1] seem quite well understood by now. It is extremely accurate and to date perfectly matches the results of experiments performed at the increasingly high energies probed by particle colliders, of which the Large Hadron Collider is the most recent contender.

On the contrary, General Relativity is a very elegant theory, describing gravitation geometrically as the curvature of space-time. However, it does not make sense as a fundamental quantum theory, so one might be tempted to view it as an effective theory that breaks down and must be replaced by something else at about the Planck scale, where it becomes strongly coupled. However, the problematic high energy behavior of classical gravity viewed as a quantum theory is only part of the story and there are other much more subtle issues that cannot be directly ascribed to it. A well-known example in this class is the information paradox [2], which can be explained as follows. Black holes can be formed by gravitational collapse of matter. A semi-classical reasoning that should be valid according to effective field theory arguments shows that the black hole evaporates by emitting thermal radiation. If the black hole completely evaporates, any initial quantum state, possibly pure, then evolves into a mixed state, destroying all information of the original state. This is in sharp tension with unitarity, one of the cornerstones of quantum mechanics, hence the paradox, suggesting that either local effective field theory or quantum mechanics must fail in gravitational theories.

Different approaches to tame the behavior of gravity at high energies have been attempted, of which the most popular is String Theory. String Theory
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replaces the point particles of ordinary QFT by extended one-dimensional objects, strings, which has the effect of adding an infinite number of new massive degrees of freedom, drastically altering the ultraviolet (UV) behavior of Einstein gravity. Whether it solves also the black hole evaporation issue remained unclear until the discovery of the gauge/gravity correspondence [3]. This correspondence provides a radically different perspective on gravity with negative cosmological constant, stating that it is in fact an ordinary QFT in disguise. I will now briefly review these developments.

1.1. The context: the gauge/gravity correspondence

String Theory contains other extended objects besides strings, the most important for the purposes of this thesis being D-branes. Looking at the low-energy behavior of a large number of D-branes with three spatial dimensions (D3-branes for short) in two different descriptions, Maldacena conjectured in [3] that two seemingly different theories are actually related. These two theories are a maximally supersymmetric gauge theory in four dimensions and string theory on the asymptotically AdS$_5 \times S^5$ space-time respectively. The first theory is a particularly well-behaved cousin of the usual gauge theories also used in the Standard Model. Because of the large amount of supersymmetry, it is actually a Conformal Field Theory (CFT) which implies that its coupling constant is not renormalized. The second theory is a full-blown string theory in ten dimensions, that in particular also describes gravity. While they look extremely dissimilar, e.g. not even the number of dimensions is the same, Maldacena claimed that these two theories are dual in the sense that they describe the same physics but in two different languages, more natural in different regimes.

The perturbative regime, where the CFT can be described with the usual Feynman diagrams, is valid, when the gauge group has a large rank, for small ('t Hooft) coupling. In this range of parameters, the string theory on AdS$_5 \times S^5$ is classical, however the space-time is highly curved and all the massive stringy modes are important. In order to decouple them and have a description where Einstein’s equations are valid, one needs the curvature to be very small which translates into very large 't Hooft coupling on the CFT side.

By now, Maldacena’s correspondence is very well tested and has been generalized to much more general gauge/gravity dualities. It constitutes an invaluable tool to study strongly coupled systems by mapping hard questions in the QFT to tractable problems in classical gravity. Using the correspondence in the opposite direction, it is in principle also possible to gain insights into the mysteries of
quantum gravity.

For instance, the duality realizes in a precise way the idea, pioneered by 't Hooft \[4\] and Susskind \[5\], that gravity is holographic, in the sense that its number of degrees of freedom scales like the surface area rather than the volume of space: the microscopic theory is a field theory defined on a rigid space-time with less dimensions. The extra dimensions then emerge from the strongly coupled dynamics of the gauge theory. It also explains the laws of black hole thermodynamics as arising from the genuine thermodynamics of the dual gauge theory. Finally, the QFT is manifestly unitary and the AdS dual contains black holes, hence the AdS/CFT correspondence can teach us a lot about black holes and the information paradox. For example, one might want to track in the CFT the evolution of a collapsing shell of matter that forms a black hole, which by construction yields a pure black hole microstate.

How to do this explicitly is however far from clear. This can be blamed on the difficulty of tackling strongly coupled gauge theories directly. A second hurdle is that the standard AdS/CFT dictionary \[6, 7\] is far from transparent. While on the field theory side it deals with quite natural objects, namely correlators of local gauge invariant operators, it maps them on the gravity side to coefficients in an asymptotic expansion of the fields near the boundary. It is then highly non-trivial to recover the full bulk fields from this asymptotic data. Other holographic observables, such as entanglement entropy \[8, 9\], are extremely difficult to construct directly in the field theory and while more geometric in nature, still do not map directly to the bulk fields.

These two difficulties of strongly coupled QFT and observables explain why comparatively little work has focused on the study of gravitational physics starting from the field theory side. A basic question that one might want to ask in this context is the following:

*Given a strongly coupled CFT (or some deformation thereof) and some state in this theory, what is its holographic dual? In other words, can one find explicitly the bulk fields in the dual theory directly from the gauge theory, without assuming, let alone solving, any supergravity equation of motion?*

While answering this question is in general very hard, it turns out that it can be done in some specific and non-trivial cases. A good strategy to address this question was proposed in \[10\] (see also \[11\] for an extension to more general setups). The idea is to consider a finite number of “probe” branes in addition to the large number of “background” branes whose strong coupling dynamics generate the background. In the open string picture, this D-brane system admits different sectors of open strings, background/background, background/probe and probe/probe. Integrating out the background/probe and background/background strings in a suitable low-energy field theory limit corresponding to Maldacena’s decoupling limit, one obtains an effective theory
for the light degrees of freedom of the probe. This effective action can then be compared to the D-brane probe action in an arbitrary supergravity background (the Dirac-Born-Infeld plus Wess-Zumino action in the case of a single probe or a generalization thereof [12] in the case of multiple probes) and the background can be read-off by matching the two actions.

The case of the $\text{AdS}_5 \times S^5$ background, that is its metric and all the fluxes, was derived in this way by adding D$(-1)$-brane probes to the D3-branes in the original paper [10]. The purpose of the present thesis is to show that one can also successfully apply this approach to less simple theories and convey the message that it could be a very useful tool for future investigations of the gauge/gravity correspondence.

1.2. Outline of the thesis

This thesis is divided into two main parts. The first part introduces the background material that is then exploited in the second part presenting the original results of this thesis, which have already appeared in the published papers [I, II, III]. A discussion of the same [I] or similar [13] results from a different and complementary point of view can be found in A. Rovai’s thesis [14].

The first part

It contains no new results. Instead, the goal is to collect and present the context and the technical tools that are required for a proper understanding of the work presented in the second part. The presentation aims at being concise and focused on this purpose rather than exhaustive. Most of the material is already quite well covered in textbooks or reviews, and this approach will hopefully allow the reader not to lose track. The same objective also explains some unorthodox presentation choices compared to the standard references.

The first part starts in chapter 2 with a presentation of some aspects of instantons in four-dimensional gauge theories. Instantons in pure Yang-Mills theory are introduced as topologically non-trivial solutions of the equations of motion. The one-instanton BPST solution is given and the role of the moduli is emphasized. The ADHM construction as an ansatz to construct multi-instanton solutions is presented next. The most important part of this construction is the identification of the moduli as a set of variables subject to constraints. The instanton effective action, describing the dynamics of a subset of moduli is the last step in the bosonic theory, which is finally generalized to the supersymmetric setting.
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After the field theory *mise en bouche*, the relevant parts of type II string theory are introduced in chapter 3. First, the closed string spectrum on flat space-time and on orbifolds is introduced. Then, D-branes are added to the game, first from the point of view of Ramond-Ramond charges and subsequently as boundary conditions for open strings. Different aspects of their dynamics are discussed: supersymmetry, single D-branes in curved background, multiple D-branes in flat and in curved space-times. Instantons are revisited in this context as a specific decoupling limit of $D(-1)$-branes within $D3$-branes. Finally, the chapter closes by extending the discussion to D-branes on orbifolds.

The gauge/gravity (or more properly the gauge/string) correspondence is discussed in chapter 4. It is presented first through a similar argument to the one used by Maldacena in his original paper. This argument is shown to still hold when adding $D(-1)$-brane probes, providing along the way a justification for the decoupling limit of the $D(-1)/D3$ theory, and it is explained how one can construct the $D(-1)$-brane effective action and recover the supergravity background from it.

The second part

It contains the original contributions of the author and his collaborators.

Chapter 5 shows that probe $D(-1)$-branes can be used to reconstruct supergravity duals to deformations of the $\mathcal{N} = 4$ theory corresponding to $\text{AdS}_5 \times S^5$ [I]. Three such deformations are considered. The first is the Coulomb branch deformation, corresponding to turning on vacuum expectation values (VEVs) for the scalar fields in the field theory. The second is the non-commutative deformation, corresponding to placing the gauge theory on a non-commutative space-time, breaking conformality but preserving supersymmetry. The third is the $\beta$-deformation, which is an exactly marginal deformation breaking all supersymmetry in the most general case. In the first case, we can recover the full dual background, whereas in the other two cases, one can find the background for small deformations and we explain the reason for this limitation.

Chapter 6 is based on [III] and shows that one can *derive* a stringy resolution of a classical singularity in supergravity, namely the enhançon mechanism, from tractable non-perturbative effects in an $\mathcal{N} = 2$ supersymmetric gauge theory. The specific theory under consideration is the $\mathcal{N} = 2$ quiver gauge theory corresponding to $D3$-branes on the $\mathbb{C}^2/\mathbb{Z}_2$ orbifold, taken on its Coulomb branch. One can use a fractional $D(-1)$-brane as a probe to relate a twisted supergravity scalar to a chiral correlator in the field theory. Exploiting recent results in instanton technology for $\mathcal{N} = 2$ quivers, this correlator can be computed explicitly for any value of the coupling and at any point on the Coulomb branch. By carefully analyzing the large $N$ limit, one can then show
explicitly the enhançon mechanism at work.

Chapter 7 shows that this approach is not limited to D3-branes probed by D(−1)-branes, but that one can also recover the near-horizon D4-brane background by using D0-branes as a probe. This chapter is based on [11].

There are also a number of appendices provided to cover the more technical aspects of this work. Appendix A collects the conventions and notations in use as well as various useful algebraic formulas. Appendix B contains the expansion of the D(−1) probe action for arbitrary backgrounds that is compared with the explicit actions obtained in the main text in order to deduce the holographic duals to the considered field theory setups. Appendix C reviews the full supergravity solutions for the non-commutative and $\beta$-deformations of chapter 5. Finally, in appendix D, the gauge theory correlator that is relevant for chapter 6 is derived through some gymnastics with elliptic functions.
1\textsuperscript{st} Part

Background material
Instantons play a central role in this thesis and will be considered from two different perspectives, namely as non-perturbative objects in field theory and subsequently as D-brane configurations in string theory. In this chapter, instantons are presented from the field theory point of view. Starting with the non-supersymmetric pure Yang-Mills case in section 2.1, the general features of instantons are presented in section 2.1.1, the one-instanton example is discussed in section 2.1.2 and subsequently generalized to the multi-instanton case thanks to the ADHM construction in section 2.1.3. The instanton effective action, which will play a major role in the following, is introduced in section 2.1.4. After a brief reminder about supersymmetric gauge theories in section 2.2.1, these topics are finally extended to the supersymmetric setting in section 2.2.2, which will be of main relevance.

\section{Instantons in the pure Yang-Mills theory}

\subsection{Instantons as anti-self-dual solutions}

Let us start with a Euclidean SU\((N)\) Yang-Mills theory, with action

\[ S_{\text{YM}} = \frac{1}{2g^2} \int d^4x \, tr F_{\mu\nu} F_{\mu\nu}, \]  

where the field strength is given by \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + i[A_\mu, A_\nu] \) and the trace is taken in the fundamental representation \(N\) of SU\((N)\). This is not the most general action one may write in this theory. One may supplement it with the following \( \vartheta \)-term:

\[ \frac{i\vartheta}{8\pi^2} \int \, tr F \wedge F = \frac{i\vartheta}{16\pi^2} \int d^4x \, tr F_{\mu\nu} \ast F_{\mu\nu} = -i\vartheta K, \quad K \in \mathbb{Z}, \]
where the Hodge dual of the field strength is given by \( \ast F_{\mu\nu} = \frac{1}{2} \epsilon_{\mu\nu\rho\sigma} F_{\rho\sigma} \). The integrand of (2.2) can be written as a total derivative, but the integral can be non-vanishing for field configurations that fall off sufficiently slowly at infinity to contribute to this boundary term. We will be looking for such configurations with the additional requirement that this contribution is finite. One can then show that \( K \) must be an integer, called \textit{instanton number} for reasons that will become clear shortly.

Since

\[
0 \leq \text{tr}(F \pm \ast F)_{\mu\nu} (F \pm \ast F)_{\mu\nu} = 2 \text{tr}(F_{\mu\nu} F_{\mu\nu} \pm F_{\mu\nu} \ast F_{\mu\nu}) ,
\]

one can rewrite the total action as

\[
S_{YM} - i \vartheta K = - (i \vartheta \mp \frac{8 \pi^2}{g^2}) K + \frac{1}{4 g^2} \int d^4 x \text{tr}(F_{\mu\nu} \pm \ast F_{\mu\nu})^2 .
\]

By positivity of the integral on the RHS, this action is minimized at fixed \( K \) for field configurations satisfying \( F \pm \ast F = 0 \), i.e. configurations with (anti-)self-dual field strengths. But variations \( A \to A + \delta A \) that vanish sufficiently fast at infinity cannot alter the value of \( K \), hence such configurations automatically satisfy the equations of motion. This can also be easily checked by noticing that the Bianchi identity and (anti-)self-duality imply the equations of motion.

As a consequence of the positivity of (2.1), the real part of (2.4) must be positive and the sign of \( K \) is thus correlated with the sign of the \( \pm \). We will focus on the solutions with \( K > 0 \) satisfying the anti-self-duality equation that can be written in any of the equivalent ways

\[
F = - \ast F \iff F = F^- = \frac{1}{2} (F - \ast F) \iff F^+ = \frac{1}{2} (F + \ast F) = 0 .
\]

We will call the solutions to this equation \textit{instantons}\(^1\) of charge \( K \). From (2.4), we see that their action is equal to

\[
S_K = - 2 \pi i \tau K , \quad \text{where} \quad \tau = \frac{i \vartheta}{2 \pi} + \frac{4 \pi i}{g^2}
\]

is the \textit{holomorphic gauge coupling}.

We will solve the equation (2.5) in section 2.1.3 but a few comments are in order before that. Firstly, note that it is crucial to work in Euclidean signature,

\(^1\)Often the opposite convention of defining \( F = \ast F \) to be an instanton is used, and what we call an instanton would then be called anti-instanton. It is of course completely equivalent to work with self- and anti-self-dual solutions, but this choice turns out to be quite natural as some important objects appearing in the instanton calculus will then be self-dual.
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since under Wick rotation the Hodge $\ast$-operator receives an extra $i$ factor and
the Minkowskian version of (2.5) does not admit solutions for real gauge fields.
Secondly, it is useful to rewrite this equation in terms of spinor indices of
$\text{Spin}(4) \simeq \text{SU}(2)_+ \times \text{SU}(2)_-$. It is straightforward to check that the matrices
$\sigma_{\mu\nu}$ (defined in (A.4)) are self-dual while $\bar{\sigma}_{\mu\nu}$ are anti-self-dual. Hence we can
equivalently write (2.5) as

$$F_\alpha^\beta = \frac{1}{2} F_{\mu\nu} \sigma_{\mu\nu}^\alpha \beta = 0.$$  \hspace{1cm} (2.7)

This means that an instanton is required to be invariant under $\text{SU}(2)_+$ only,
unlike the true vacuum with $K = 0$ which is invariant under the full Lorentz
group.

Let us now comment on the relevance of classical solutions in a quantum
theory, especially a strongly coupled one. Let us first discuss this issue at the
level of perturbation theory. Ordinary perturbation theory involves fluctuations
of the fields about the vacuum and yields expressions for correlators which are
power series in the coupling constant $g$ of the general form

$$\langle \mathcal{O}_1(x_1) \cdots \mathcal{O}_n(x_n) \rangle_{\text{pert}} \equiv F_0(x_1, \cdots, x_n) = \sum_j g^{2j} c_{0,j}(x_1, \cdots, x_n).$$  \hspace{1cm} (2.8)

Because the action for an instanton of charge $K$ does not vanish, the same
correlator evaluated in the instanton background, i.e. on a connection satisfying
the equation (2.5), will be weighted by the factor

$$q^K = e^{2\pi i r K} = e^{-\frac{8\pi^2 K}{g^2} + i\theta K}.$$  \hspace{1cm} (2.9)

The series expansion of $q$ in powers of $g$ vanishes at all orders, hence instantons
do not contribute to the perturbative series (2.8) and constitute new non-perturbative contributions. They are the starting point for a new perturbative
series for each value of $K$, computed by the usual rules of perturbation theory,
but expanding the gauge field around its instanton value rather than the vacuum.
This procedure then yields an expression of the correlator of the schematic form

$$\langle \mathcal{O}_1(x_1) \cdots \mathcal{O}_n(x_n) \rangle = F_0(x_1, \cdots, x_n)
+ \sum_{K>0} q^K F_K(x_1, \cdots, x_n) + \sum_{K<0} \bar{q}^{-K} F_K(x_1, \cdots, x_n),$$  \hspace{1cm} (2.10)

where each function $F_K$ is the perturbation series in the sector of instanton
charge $K$ and has a similar expansion to $F_0$ in (2.8). As is well known, the
asymptotic series in (2.10) is divergent in quantum field theory for any positive
value of $g$. On the other hand, if one only cares about the relative size of the
different terms, as is the case in the perturbative point of view, instanton effects are exponentially suppressed, and one might think that they are completely useless. This is not true however if for a given correlator, the perturbative contribution \( F_0 \) identically vanishes, making the one-instanton contribution the leading term, as can happen when the correlator vanishes by a classical symmetry which turns out to be anomalous in the quantum theory \([15]\). Moreover, in supersymmetric theories, for correlators of chiral operators, the series is an analytic series in \( q \) only which does not depend on \( \bar{q} \) nor \( g \) directly and converges for weakly coupled vacua. Analytic continuation can then be used to gain information on the strong coupling regime of the theory. The main focus of this thesis will be on supersymmetric (or near-supersymmetric) theories. The pure Yang-Mills case serves as a useful toy model that already captures some important properties of the generalizations we will consider later.

2.1.2. A one-instanton example: the BPST solution

Let us now look at a solution of (2.5) with \( K = 1 \) and gauge group SU(2), found by Belavin, Polyakov, Schwartz, and Tyupkin \([16]\). It will be sufficient to have the field strength, which reads (in regular gauge),

\[
F_{\mu\nu}^{\text{BPST}}(\rho) = \frac{4i\rho^2\bar{\sigma}_{\mu\nu}}{(x^2 + \rho^2)^2}, \tag{2.11}
\]

where \( \rho \) is an arbitrary length scale that we will discuss shortly. Note that in this gauge, the SU(2) gauge group indices are identified with the SU(2)\(_{-}\) indices of the Lorentz group, hence the instanton breaks the product of these gauge groups down to their diagonal subgroup. The field strength (2.11) is automatically anti-self-dual by being proportional to \( \bar{\sigma}_{\mu\nu} \), and it can be checked straightforwardly that \( K = 1 \) by plugging this expression for \( F \) into (2.2) and using \( \text{tr} \bar{\sigma}_{\mu\nu}\bar{\sigma}_{\mu\nu} = -6 \).

An important property of the BPST solution, which will have far-reaching generalizations at any \( K \) and for any gauge group, is that the solution depends on an arbitrary parameter \( \rho \), which sets the characteristic size of the instanton: from (2.11), we see that the radius of the instanton is \( \sim \rho \). We can take \( \rho > 0 \), since only \( \rho^2 \) enters (2.11) and the solution is singular in the limit \( \rho \to 0 \). In this limit, the instanton shrinks to zero size and becomes point-like. This singularity manifests itself as a UV divergence in the instanton calculus and will have an interesting interpretation in the string theory UV-completion of the field theory.

Every value of \( \rho > 0 \) corresponds to a different solution of the equation (2.5), as can be understood by a classical version of the Goldstone theorem: classical Yang-Mills theory is scale invariant (and even conformally invariant),
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the scale invariance is broken by the instanton solution and acting with a scale transformation on a solution hence produces a family of inequivalent solutions. Such a continuous parameter on which the solution depends is called a *modulus* and the set of all parameters on which the general K-instanton solution depends is called the *moduli space* of K-instantons.

Actually, $\rho$ is not the only modulus of the BPST instanton. The solution (2.11) breaks translational invariance and is centered at the origin, hence by acting with translations $x \rightarrow x - X$ we can generate a solution that is centered at any $X_\mu \in \mathbb{R}^4$. We can also act with global gauge transformations (or equivalently $\text{SU}(2)_-$ rotations) parameterized by a constant $\text{SU}(2)$ matrix $V$, to finally obtain the following form

$$F_{\mu\nu}^{\text{BPST}}(\rho, X_\mu, V) = \frac{4i\rho^2 V\bar{\sigma}_{\mu\nu}V^\dagger}{((x - X)^2 + \rho^2)^2}. \quad (2.12)$$

This solution depends on 8 moduli: 1 scale $\rho$, 4 coordinates $X_\mu$ for the position of the center and 3 parameters for the gauge orientation $V$. It can be shown that (2.12) is the most general one-instanton solution (up to gauge transformations) and the one-instanton moduli space for gauge group $\text{SU}(2)$ has hence dimension 8.

The 8-parameter BPST solution (2.12) for $\text{SU}(2)$ immediately yields a one-instanton solution for any $\text{SU}(N)$ gauge group by embedding $\text{SU}(2) \hookrightarrow \text{SU}(N)$ through the map that sends a $2 \times 2$ matrix to the top-left corner of a $N \times N$ matrix. The chosen embedding is of course completely arbitrary, and we can generate inequivalent solutions by conjugation with an $\text{SU}(N)$ matrix $U$,

$$F_{\mu\nu}(\rho, X_\mu, V, U) = U^\dagger \begin{pmatrix} F_{\mu\nu}^{\text{BPST}}(\rho, X_\mu, V) & 0 \\ 0 & 0 \end{pmatrix} U. \quad (2.13)$$

Actually, not all choices of $U \in \text{SU}(N)$ correspond to inequivalent solutions. Indeed, the action of $U$ will be trivial whenever the top-left $2 \times 2$ block of $U$ is the identity or when $U$ is of the form

$$U(\theta) = \begin{pmatrix} e^{i(1-N/2)\theta} & e^{i\theta} \\ e^{i(1-N/2)\theta} & e^{i\theta} \\ \vdots & \vdots \\ e^{i\theta} & e^{i\theta} \end{pmatrix}. \quad (2.14)$$

\footnote{We will see in the following that the moduli space carries a lot of structure, it is actually a hyperkähler manifold (or an orbifold when compactifying the moduli space by including the point-like instantons).}

\footnote{An index theorem \cite{17} implies that there are locally 8 parameters, see \cite{18} for a pedagogical review. Globally, it is a consequence of the completeness of the ADHM construction \cite{19, 20}.}
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Also, we can view any \( V \in SU(2) \) as a specific \( U \) where only the \( 2 \times 2 \) top-left corner is non-trivial. Hence, the subspace of the moduli space that parameterizes the orientation of the instanton inside \( SU(N) \) is given by the coset\(^4\)

\[
\frac{SU(N)}{(SU(N-2) \times U(1))/\mathbb{Z}_{N-2}} \ni U.
\] (2.15)

This manifold has dimension \( N^2 - 1 - [(N-2)^2 - 1 + 1] = 4N - 5 \), so altogether the one-instanton moduli space for gauge group \( SU(N) \) has at least dimension \( 4N \). It can be shown that this is actually the full story for \( K = 1 \) and that the moduli space has exactly dimension \( 4N \).

What about the case \( K > 1 \)? One can construct multi-instanton solutions of \( SU(N) \) by considering an \( SU(2)^{\lfloor N/2 \rfloor} \) subgroup (where \( \lfloor \cdot \rfloor \) is the integer part) and embedding at most one \( BPST \) instanton in each \( SU(2) \) factor. This yields a solution with \( K \leq \lfloor N/2 \rfloor \) which cannot be the most general case given that \( K \) is unbounded for any fixed \( N \), as we now argue. One could also try to embed several copies of a \( BPST \) instanton in the same \( SU(2) \) factor but this does not correspond to a solution of the anti-self-duality equation because of its non-linearity. While at this stage we cannot construct exact solutions for any \( K \), we can nevertheless construct approximate solutions. Indeed, let us take a family of \( K \) copies of the one-instanton solution parameterized by \((\rho^{(i)}, X^{(i)}_{\mu}, U^{(i)}) \) with \( i = 1, \ldots, K \). If the different instantons are well separated, that is if

\[
(X^{(i)}_{\mu} - X^{(j)}_{\mu})^2 \gg \rho^{(i)} \rho^{(j)} \quad \forall 1 \leq i \neq j \leq K,
\] (2.16)

the different instantons will have a very small overlap and the total field strength \( F_{\mu\nu} = \sum_i F^{(i)}_{\mu\nu} \) will approximately solve equation (2.5). This approximation is known as the dilute instanton gas limit since a \( K \)-instanton is considered as a gas made of \( K \) copies of non-interacting identical one-instantons. This argument shows that the full instanton moduli space has an asymptotic region in which the instanton gas picture is valid and hence looks like \( K \) copies of the one-instanton moduli space. This argument also shows that a \( K \)-instanton solution has \( 4KN \) moduli in the dilute limit, but it turns out that the equation (2.5) is sufficiently well-behaved for the moduli space to be a manifold and hence have constant dimension \( 4KN \).

\(^4\) The denominator is not simply the direct product \( SU(N-2) \times U(1) \) because \( U(\theta) \in SU(N-2) \) if \( \theta = \frac{2k\pi}{N} \) with \( k \in \mathbb{Z} \), hence we need to identify this subgroup of \( U(1) \) with the \( \mathbb{Z}_{N-2} \) center of \( SU(N-2) \).
2.1.3. Solving the anti-self-duality equation: the ADHM construction

We are now going to discuss the general solution to the anti-self-duality equation (2.5) for gauge group \( SU(N) \) at any value of \( K \). The construction of general instanton solutions was first achieved by Atiyah, Drinfeld, Hitchin, and Manin [20] and is called the \textit{ADHM construction} after them, but we will present here a slight variation thereof [21, 22] that is more adapted to \( SU(N) \) gauge group (as opposed to the \( Sp(n) \) formalism of the original paper).

The starting point of the construction is to take an ansatz for the gauge field of the form

\[
A = -i \bar{U} dU, \tag{2.17}
\]

where we have used a form notation for conciseness, i.e. \( A = A_\mu \, dx_\mu \), and also adopted the notation \( \bar{U} = U^\dagger \) that will prove convenient when dealing with explicit indices. If \( U \) were a (position-dependent) \( SU(N) \) matrix, this ansatz would be pure gauge, and we would get a trivial solution \( F = 0 \) corresponding to \( K = 0 \). The clever idea is to relax this requirement, and take \( U \) to be a \textit{non-square} matrix, of dimensions \((N + 2K) \times N\). By imposing further constraints on \( U \), (2.17) will then correspond to a solution of instanton number \( K \).

To this end, let us start by defining a \((N + 2K) \times 2K\) complex-valued matrix \( \Delta \) that depends linearly on \( x \),

\[
\Delta I^{\alpha_j}(x) = a_I^{\alpha_j} + ib_{I\dot{\alpha}}^J \sigma_\mu \bar{\dot{\alpha}}^{\alpha} x_\mu, \tag{2.18a}
\]

\[
\Rightarrow \quad \bar{\Delta}_{\dot{\alpha}I} J(x) = \bar{a}_{\dot{\alpha}i} I^J + ix_\mu \sigma_{\mu \dot{\alpha} \dot{\alpha}} \bar{b}_{\dot{\alpha}i}^J, \tag{2.18b}
\]

where \( I, J = 1, \ldots N + 2K \) and we have already anticipated the fact that \( \alpha \) is an \( SU(2)_+ \) index. This matrix will eventually depend on the instanton moduli, but at this stage \( a \) and \( b \) contain much more than \( 4KN \) free parameters and we need to impose additional constraints on \( \Delta \) to reduce their number and eventually be able to describe a \( K \)-instanton. We will first impose a non-degeneracy condition on \( \Delta \), requiring it to be of maximal rank for any value of \( x \). This amounts to asking that the family of linear maps \( \Delta(x) : \mathbb{C}^{2K} \to \mathbb{C}^{N+2K} \) be injective; its Hermitian conjugate \( \bar{\Delta}(x) : \mathbb{C}^{N+2K} \to \mathbb{C}^{2K} \) will then be surjective. This non-degeneracy condition amounts to excluding the singular point-like instanton configurations [22]. The matrix \( U \) is then defined by demanding that
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the following short sequences be exact\(^5\),

\[
\begin{array}{cccccccc}
0 & \rightarrow & \mathbb{C}^N & \xrightarrow{\bar{U}} & \mathbb{C}^{N+2K} & \xrightarrow{\bar{\Delta}} & \mathbb{C}^{2K} & \rightarrow & 0, \\
0 & \leftarrow & \mathbb{C}^N & \xleftarrow{\bar{U}} & \mathbb{C}^{N+2K} & \xleftarrow{\Delta} & \mathbb{C}^{2K} & \leftarrow & 0.
\end{array}
\]

(2.19)  

(2.20)

The reader unfamiliar with exact sequences need not be scared, these diagrams only encode in a more visual way the additional requirements that \(\bar{U}\) and \(\bar{\bar{U}}\) are injective and surjective respectively, and that

\[
\bar{\Delta} \bar{U} = 0 = \bar{\bar{U}} \Delta.
\]

(2.21)

The matrix \(\bar{\bar{U}} \bar{U}\) is an invertible \(N \times N\) Hermitian matrix, and we can choose the basis in \(\mathbb{C}^N\) such that \(\bar{U}\) is a “generalized unitary matrix”,

\[
\bar{\bar{U}} \bar{U} = I_N.
\]

(2.22)

Also \(\bar{\Delta} \Delta\) is an invertible Hermitian \(2K \times 2K\) matrix. Its form is constrained by the ansatz (2.18a) and (2.18b) and we write

\[
\bar{\Delta} \Delta = \tilde{f}^{-1}.
\]

(2.23)

Let us now consider the \((N + 2K) \times (N + 2K)\) matrix

\[
P = U \bar{U}.
\]

(2.24)

By (2.22), \(P = P^2\) is a projector onto the \(N\)-dimensional subspace \(\text{Im} \bar{U} = \ker \bar{\Delta} \subset \mathbb{C}^{N+2K}\). With a bit of linear algebra, one can see that the middle vector space splits as \(\mathbb{C}^{N+2K} = \text{Im} \Delta \oplus \text{Im} \bar{U}\), which allows to show that

\[
P + \Delta \tilde{f} \Delta = I_{N+2K}
\]

(2.25)

by acting with both sides on \(\bar{U}\) and \(\Delta\).

We are now well-equipped to compute the field strength from (2.17),

\[
F = dA + iA \wedge A = -i d(\bar{U} \bar{d}U) - i \bar{U} d\bar{U} \wedge \bar{U} dU
\]

(2.26a)

\[
= -i \bar{U} d\bar{U} \wedge (I - U \bar{U}) dU
\]

(2.26b)

\[
= -i \bar{U} d\bar{U} \wedge \Delta \tilde{f} \Delta dU
\]

(2.26c)

\[
= -i \bar{U} d\bar{U} d\Delta \wedge \tilde{f} d\Delta \bar{U}.
\]

(2.26d)

\(^5\)Exactness of the second one follows automatically from exactness of the first one by taking the Hermitian conjugate.
To get (2.26b) one uses the Leibniz law as well as (2.22), to get (2.26c) one uses (2.25) and to get (2.26d) one uses again the Leibniz law as well as (2.21) to see that all but the written term vanish. From (2.18a) and (2.18b), we see that \( d\Delta = i\sigma \mu \, dx_\mu \) and \( d\bar{\Delta} = i\sigma_\mu \bar{b} \, dx_\mu \). Taking into account the antisymmetry of the wedge product, we almost have \( F_{\mu\nu} \propto \bar{\sigma}_{\mu\nu} \) which would imply anti-self-duality, but this is not quite the case since the matrix \( \tilde{f} \) sits in the middle, \( F_{\mu\nu} \propto \bar{\sigma}_{\mu,\nu} \). The solution to this problem is to force \( \tilde{f} \) to commute with \( \sigma \) by replacing the generic expression (2.23) with the constraint

\[
\tilde{\Delta}_{\alpha_i}^I \Delta_I{}^{\beta_j} = \delta_{\alpha}^\beta (f^{-1})_i^j. \tag{2.27}
\]

The field strength then takes the manifestly anti-self-dual form

\[
F_{\mu\nu} = 4i\bar{U} \sigma_{\mu\nu} \bar{f} \bar{U}. \tag{2.28}
\]

While we will not have much use for this expression, the constraint (2.27) plays an important role in the ADHM construction and hence in this thesis. We are thus going to make it more explicit. First, note that by tracing on the SU(2) indices, we obtain \( f^{-1} = \frac{1}{2} \mathrm{tr}_2 \tilde{\Delta} \Delta \). Since (2.27) has to hold for any value of \( x \), we can rewrite it as three different equations by expanding the definitions (2.18a) and (2.18b),

\[
\tilde{\alpha}_{\alpha_i}^I a_I{}^{\beta_j} = \frac{1}{2} (\mathrm{tr}_2 \tilde{a}a)_i^j \delta_\alpha^\beta, \tag{2.29a}
\]

\[
\tilde{\alpha}_{\alpha_i}^I b_I{}^{\beta_j} = \tilde{b}^j_i \delta_\alpha^\beta, \tag{2.29b}
\]

\[
\tilde{b}^j_i \delta_\alpha^\beta = \frac{1}{2} (\mathrm{tr}_2 \tilde{b}b)_i^j \delta_\alpha^\beta. \tag{2.29c}
\]

To obtain (2.29b), one can write \( \tilde{a} = v_\mu \sigma_\mu \) and \( \tilde{b} = \bar{v}_\mu \sigma_\mu \) and realize that the only way to satisfy the constraint \( v_\mu \sigma_\mu \tilde{a} + \bar{v}_\mu \sigma_\mu \tilde{b} \propto \mathbb{I}_2 \) is \( v_\mu = \bar{v}_\mu \) which can be massaged into (2.29b). To obtain (2.29c), one can similarly expand \( \tilde{b} = u_\mu \mathbb{I}_2 + u_\mu \sigma_\mu \), where the constraint now implies that \( w_\mu = 0 \).

We can solve the constraints (2.29b) and (2.29c) by exploiting the large gauge freedom of the ADHM construction. Indeed, we have not specified any basis for the vector space \( \mathbb{C}^{N+2K} \) nor \( \mathbb{C}^{2K} \). In order to preserve (2.22) and (2.28), the most general transformations we can do on these spaces are parameterized by constant matrices \( \Lambda \in \mathrm{U}(N+2K) \) and \( M \in \mathrm{GL}(K, \mathbb{C}) \) respectively\(^6\). They act as

\[
\Delta \to \Lambda \Delta M^{-1}, \quad U \to \Lambda U, \quad f \to Mf M^\dagger, \tag{2.30}
\]

\(^6\)We cannot act on the \( \mathbb{C}^N \) factor since this would correspond to a large gauge transformation.
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and allow to gauge fix $b$ completely [23],

$$b = \begin{pmatrix} 0_{N \times 2K} \\ 0_{2K \times 2K} \end{pmatrix}, \quad (2.31)$$

which has the effect of splitting the lower index $I$ into an $\text{SU}(N)$-fundamental (lower) index $f$ for its $N$ first values and a pair $(\dot{\alpha}, \dot{i})$ of (upper,lower) indices for the $2K$ next values. Correspondingly, the matrices $a$ and $\bar{a}$ decompose as

$$a_I^{\alpha j} = \left( \frac{g}{4\pi} \bar{q}^{\alpha} f \right)_i^j, \quad \bar{a}_{\alpha i}^j = \left( \frac{g}{4\pi} q_f^{\alpha} X_{\alpha \dot{i}}^j \right), \quad (2.32)$$

where the $\frac{g}{4\pi}$ factor has been added for later convenience. The form (2.31) for $b$ does not fix the gauge completely, we are still allowed to act with $U(K)$ transformations embedded in $U(N + 2K)$ and $\text{GL}(K, \mathbb{C})$ in the obvious way. It is most convenient not to fix the gauge completely and to leave $U(K)$ as the residual gauge freedom of the construction. It is called the instanton gauge group. With $b$ given by (2.31), the constraint (2.29c) is trivially solved, while (2.29b) becomes the reality condition

$$X^{\alpha \dot{\alpha}}_I^j = \bar{X}^{\dot{\alpha} \alpha}_I^j, \quad (2.33)$$

which means that we can take

$$\bar{X}^{\dot{\alpha} \alpha}_i = iX_{\mu i}^j \tilde{\sigma}_\mu^{\dot{\alpha} \alpha}, \quad X_{\alpha \dot{i}}^j = iX_{\mu i}^j \sigma_{\mu \alpha \dot{i}}, \quad \text{with} \quad X_\mu = X_\mu^+. \quad (2.34)$$

To take care of the remaining constraint (2.29a), we rewrite it in the form $\text{tr}_2 \sigma_{\mu \nu} \bar{a} a = 0$, which combined with (2.32), (2.34) and (A.7) yields

$$\mu_{\mu \nu} = \frac{g^2}{16\pi^2} q_{\alpha} \bar{q}^{\alpha \beta} \sigma_{\mu \nu \beta}^{\alpha} + [X_\mu, X_\nu]^+ = 0. \quad (2.35)$$

This remaining constraint is called the ADHM constraint. It is an $\text{SU}(2)_+\text{triplet}$ of $K \times K$ equations (the corresponding indices have been suppressed in (2.35)) which cannot be solved in general for arbitrary $K$ and $N$. This is a major technical hurdle in the practical use of instantons, but we will see later that one can manage to enforce this constraint in the $N \to \infty$ limit.

Let us now check that by taking the ADHM constraint into account, this construction indeed describes $4KN$ independent moduli. Counting the number of parameters in $X_\mu$ and $q_\alpha$ and subtracting the number of constraints in (2.35) as well as the gauge redundancy parameterized by a $U(K)$ matrix, we obtain

$$4K^2 + 4KN - 3K^2 - K^2 = 4KN. \quad (2.36)$$
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This is a strong indication that the parameter $K$ in this construction indeed coincides with the instanton number, though this can be checked explicitly by computing (2.2) from (2.28) with the use of the ADHM constraint (2.35) (this is done in detail in [22]).

Note that the formula (2.36) is more than simple numerology and has an interesting geometric origin. Indeed, one can view the space $\mathbb{R}^{4K(K+N)}$ with coordinates $(X_\mu, \tilde{q}^\alpha, q_\alpha)$ as a hyperkähler manifold. The action of $U(K)$ on the coordinates preserves the hyperkähler structure and the $\mu_{\mu\nu}$ in (2.35) is then the triplet of moment maps corresponding to this action. The procedure of restricting to the zero-level set of the moment maps by imposing the ADHM constraint (2.35) and identifying the points in the same orbit of $U(K)$ is then simply the hyperkähler quotient of $\mathbb{R}^{4K(K+N)}$ by $U(K)$. Many expressions that arise in the instanton calculus have an interpretation in the context of hyperkähler geometry, which explains the emphasis on the hyperkähler construction e.g. in [22]. In this thesis however, we will only scratch the surface of the instanton calculus in field theory, opting instead for the more straightforward approach of embedding it into brane constructions in string theory.

To close this section, let us summarize the most important point, namely that a general $K$-instanton solution in pure gauge theory can be constructed from the data in table 2.1: the moduli $X_\mu$, $q_\alpha$, $\tilde{q}^\alpha$, subject to the ADHM constraint (2.35). We can make the further distinction between the neutral moduli, which are not charged under the $SU(N)$ Yang-Mills gauge group, and the charged moduli, which are. We will also write from now on $\mathcal{X}$ collectively for the $4KN$ moduli satisfying the constraints.

2.1.4. The instanton effective action

In the previous section, we have constructed instanton solutions, that is classical solutions to the anti-self-duality equations (2.5). We are now going to look at the fate of instantons in the quantum theory. As explained at the end of section 2.1.1, instantons in Yang-Mills theory only make sense semi-classically, in a formal expansion in the coupling $g$. The starting point for this is an expansion of the gauge field $A_\mu$ around a $K$-instanton solution,

$$ A_\mu(x) = A^K_\mu(x; \mathcal{X}) + g \delta A_\mu(x), \quad (2.37) $$

A manifold is hyperkähler if it has $Sp(n)$ holonomy. The space $\mathbb{R}^p$ with the flat metric has trivial holonomy, hence it is hyperkähler when $p$ is a multiple of four.

The reader might be more familiar with the Kähler quotient construction that arises in supersymmetric theories when imposing the $D$-flatness constraints and identifying the vacua that differ by a gauge transformation. The hyperkähler quotient is the quaternionic version of this.

\[\text{18}\]
Table 2.1.: The ADHM data. The table summarizes the data (moduli subject to the constraints) used in the ADHM construction of $K$-instanton solutions in Yang-Mills theory, as well as their representations under the Lorentz group $SU(2)_+ \times SU(2)_-$, Yang-Mills gauge group $SU(N)$ and instanton gauge group $U(K)$.

| Type          | Name      | $SU(2)_+$ | $SU(2)_-$ | $SU(N)$ | $U(K)$ |
|---------------|-----------|------------|------------|---------|--------|
| Moduli (neutral) | $X_{\mu i}^j$ | 2          | 2          | 1       | Adj    |
| (charged)     | $q_{ai f}^j$ | 2          | 1          | N       | $K$    |
| (charged)     | $\tilde{q}_{a i}^f$ | 2          | 1          | N       | $\tilde{K}$    |
| Constraints   | $\mu_{\mu i v}^j$ | 3          | 1          | 1       | Adj    |

The gauge field being split into the solution (which depends on the moduli) and fluctuations around it. Plugging this decomposition into the action (2.1) plus (2.2) and treating $A_K$ as a background field and $\delta A_\mu$ as a quantum field then allows to compute correlators by following the same rules as in textbook QFT. The only subtlety is that the field configuration $A_K^\mu$ around which we expand is not an isolated extremum of the action, but belongs to a moduli space of solutions. As a consequence, we need to separate the fluctuations $\delta A_\mu$ into three categories.

**The pure gauge modes** $\delta_g A_\mu$ correspond to infinitesimal gauge transformations of the instanton gauge field

$$\delta_g A_\mu(x) = -\nabla^K_\mu \epsilon(x)$$  \hspace{1cm} (2.38)

where $\nabla^K = d + i [A^K, \cdot]$ is the gauge-covariant derivative evaluated on the instanton. Pure gauge modes are always present in gauge theories, also when doing perturbation theory around the vacuum. Two field configurations differing by a gauge transformation are physically equivalent. In order to account for this, we need to impose a gauge condition that selects only one field configuration in each gauge orbit. A natural and convenient choice of gauge in this context is the background field gauge

$$\nabla^K_\mu \delta A_\mu = 0 .$$  \hspace{1cm} (2.39)

In the rest of this section, we will always assume that this gauge has been imposed.

**The zero modes** $\delta_0 A_\mu$ correspond to fluctuations induced by varying the mod-
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By construction, \( A^K_\mu \) and \( A^K_\mu + g \delta_0 A_\mu \) are both \( K \)-instanton solutions and hence have the same action (2.6).

**The non-zero modes** \( \delta' A_\mu \) are all the remaining physical modes which do not correspond to variations of the moduli.

Geometrically, we can see small fluctuations \( \delta A_\mu (x) \) as belonging to the tangent space at the point \( A^K_\mu (x; \mathcal{X}) \) of the (infinite-dimensional) field configuration manifold. The moduli space of \( K \)-instantons is a finite-dimensional submanifold of this and the distinction between zero and non-zero modes then amounts to splitting this infinite-dimensional tangent space into the tangent and the normal space to the moduli space. The normal space is non-canonical: it is isomorphic to a quotient of the full tangent space by the tangent space to the submanifold, but to view it in a unique way as a subspace requires a choice of metric. This general statement has a simple realization also in our case: if we add a zero mode to any non-zero mode, we still have a non-zero mode, hence non-zero modes are a priori only defined up to the addition of zero modes. This ambiguity can be fixed by introducing the following inner-product between fluctuations,

\[
(\delta_1 A, \delta_2 A) = \int d^4 x \text{tr} \delta_1 A_\mu (x) \delta_2 A_\mu (x), \tag{2.41}
\]

and demanding that the non-zero modes be orthogonal to the zero modes.

Plugging (2.37) into the action, we obtain an expansion of the form

\[
S[A^K + g \delta A] = -2\pi i \tau K + \int d^4 x \text{tr} \delta' A_\mu \Delta_{\mu\nu}(x; \mathcal{X} + \delta \mathcal{X}) \delta' A_\nu + O(g). \tag{2.42}
\]

To quadratic order in the fluctuations, only the non-zero modes can contribute given that both \( A^K \) and \( A^K + g \delta_0 A \) solve the equations of motion but we can more generally view the addition of a zero mode as a shift of the moduli. Hence what we called zero modes can be seen alternatively as zero modes of the quadratic operator \( \Delta_{\mu\nu} \) appearing when expanding the action around an instanton background.

Let us now focus on the dynamics of the zero modes, or more precisely, of the moduli, induced by the dynamics of the full gauge theory. The partition

\[ g \delta_0 A_\mu (x) = A^K_\mu (x; \mathcal{X} + \delta \mathcal{X}) - A^K_\mu (x; \mathcal{X}) + O(\delta \mathcal{X}^2). \tag{2.40} \]

One needs to supplement this with a gauge transformation in order to preserve the gauge condition (2.39), but such technicalities are not important at this level of discussion.
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function $Z_K$ in the $K$-instanton sector is given by the functional integral

$$Z_K = \int DAD\omega \ e^{i\theta K - S_{\text{YM}}[A] - S_{\text{g.f.}}[A,\omega]},$$

(2.43)

where we have added the ghost sector $\omega$ and a gauge fixing functional, and suitable asymptotic conditions have been imposed on the gauge fields for the instanton number to stay fixed at $K$. We can formally rewrite this partition function equivalently as

$$Z_K = \int dX e^{-S_{\text{eff}}(X)},$$

(2.44)

with the instanton effective action $S_{\text{eff}}$ given by

$$e^{-S_{\text{eff}}(X)} = \int D\delta' A J(X) \det(\nabla^K)^2 e^{-i\theta K - S_{\text{YM}}[A^K(X) + \delta' A]}.$$  

(2.45)

Here we integrate only over the non-zero modes, and in addition to the Fadeev-Popov determinant $\det(\nabla^K)^2$, there is a Jacobian $J$ for the change of variables from the zero modes $\delta_0 A_\mu$ to the moduli $X$. The computation of (2.44) is technically quite involved in practice, even when truncating the perturbative series at one loop, because it involves computing the determinant of the operator in (2.42) over all the non-zero modes and also because the moduli space of instantons cannot be described completely explicitly due to the impossibility of solving the ADHM constraint in general. It has nevertheless been done for $K = 1, 2$, starting with the seminal paper [15]. The interested reader can find more details in [24].

In the supersymmetric setting, the first problem is absent because there are also fermionic fluctuations that exactly cancel the bosonic ones. As will be shown later, the second problem can be dealt with in the $N \to \infty$ limit. It will turn out that the effective action that is most relevant for applications to holography is not quite the same as the one appearing in (2.44). Instead of depending on the $4KN$ moduli satisfying the constraints, it depends on the $4K^2$ moduli $X_\mu$ and hence (2.44) and (2.45) get replaced by

$$Z_K = \int dX e^{-S_{\text{eff}}(X)}$$

(2.46)

with

$$e^{-S_{\text{eff}}(X)} = \int dq d\tilde{q} dD D\delta' A e^{-S_{\text{inst}}(X,q,\tilde{q},D) - S_{\text{gauge}}[\delta' A; X,q,\tilde{q}]},$$

(2.47)

The main difference with (2.45) is that we now need to integrate over the remaining moduli $q^\alpha$ and $\tilde{q}_\alpha$ to compute the effective action and that we also
need to enforce the ADHM constraint (2.35). This is done by adding a Lagrange multiplier $D$ for the constraint. In order to be able to write a linear term of the form $D \cdot \mu$ that is a scalar, it needs to be a self-dual antisymmetric tensor $D_{\mu\nu} = D^+_{\mu\nu}$ in the adjoint of $U(K)$. The instanton action $S_{\text{inst}}$ then contains the terms that only depend on the moduli,

$$S_{\text{inst}}(X, q, \tilde{q}, D) = -2\pi i T K + \frac{8\pi^2}{g^2} \text{tr} (D_{\mu\nu}[X_\mu, X_\nu]) + \frac{1}{2} \tilde{q}^\alpha_f D_{\mu\nu} \sigma_{\mu\nu\alpha} q^\alpha_f + \log J(X, q, \tilde{q}), \quad (2.48)$$

namely the constant term coming from the action evaluated on the instanton solution, the Lagrange multiplier term that we have written in a way convenient for later use, as well as the term involving the Jacobian $J$ of the change of variables $\delta_0 A \rightarrow (X, q, \tilde{q})$. The gauge action $S_{\text{gauge}}$ then contains all the other terms in (2.45), that is the Yang-Mills action evaluated on the non-zero modes (with the constant piece subtracted) and the gauge fixing term. In the supersymmetric case, we will have very similar formulas with additional fermionic moduli to serve as the superpartners of the bosonic moduli.

2.2. Instantons in supersymmetric theories

In this section, we are going to extend the previous discussion of instantons in the pure Yang-Mills theory to their supersymmetric siblings in supersymmetric gauge theories.

2.2.1. A quick review of supersymmetric gauge theories

Supersymmetric theories have the defining property of possessing conserved charges that are fermionic and extend the bosonic Poincaré algebra to a superalgebra [25], see e.g. [26, 27] for reviews. Recall that these additional fermionic charges, the supercharges $Q$ and $\bar{Q}$, obey the following anti-commutation relations:

$$\{Q^a, Q^b\} = 2\epsilon^{a\beta} Z^{ab}, \quad \{Q^{\dot{a}}, Q^{\dot{b}}\} = 2\epsilon^{\dot{a}\dot{b}} \bar{Z}_{ab}, \quad \{Q^a, \bar{Q}^\dot{b}\} = 2i\sigma_{\mu a\dot{a}} \delta^a_{\dot{b}} P_\mu, \quad (2.49)$$

where $a = 1, \cdots, N$ is an R-symmetry index and $Z$ and $\bar{Z}$ are central charges (they commute with any element of the algebra).

The case we will be mostly interested in is $N = 4$, as all the examples we will consider in this thesis can be obtained from this theory by small deformations, orbifolding or T-duality. Four is the highest possible value of $N$ that can be
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realized by an ordinary quantum field theory with fields whose spin is at most one. This field theory is almost unique, depending only on a gauge group, which we will take to be $SU(N)$, and one holomorphic coupling $\tau$ as in (2.6). It is an extension of the bosonic Yang-Mills theory discussed in section 2.1, supplementing the gauge field with an $SO(6)$-vector of Hermitian scalar fields $\varphi_A$ and two spinors of $\text{Spin}(6) \simeq SU(4)$, $\lambda_a$ and $\bar{\lambda}^\dot{a}$, all transforming in the adjoint of $SU(N)$. Its action can be conveniently found by dimensional reduction of the ten-dimensional $\mathcal{N} = 1$ theory [28] and reads

$$S_{\mathcal{N}=4} = \frac{1}{g^2} \int d^4x \left\{ \frac{1}{2} F_{\mu\nu}F_{\mu\nu} + \frac{i\theta g^2}{16\pi^2} F_{\mu\nu}^* F_{\mu\nu} + \nabla_\mu \varphi_A \nabla_\mu \varphi_A \\
- \frac{1}{2} [\varphi_A, \varphi_B] [\varphi_A, \varphi_B] + 2i\lambda^\alpha_a \sigma_{\mu\alpha\dot{\alpha}} \nabla_\mu \bar{\lambda}^\dot{\alpha} \\
- \lambda^\alpha_a \Sigma_{ab}^A [\varphi_A, \lambda_{ab}] - \bar{\lambda}^\dot{\alpha}_a \Sigma_{Aab} [\varphi_A, \bar{\lambda}^\dot{b}] \right\}. \quad (2.50)$$

The definitions of the $\Sigma_A$ and $\bar{\Sigma}_A$ matrices can be found in (A.13) and (A.14). This theory has the remarkable property of being conformal for any value of the coupling [29]. At the bosonic level, the Poincaré algebra is enhanced to the conformal algebra, but since we are dealing with a supersymmetric theory, the super-Poincaré algebra is enhanced to a superconformal algebra that contains 32 supercharges: the 16 super-Poincaré charges in (2.49) and 16 additional superconformal charges $S$ and $\bar{S}$ whose anticommutator closes on the special conformal transformations.

The supersymmetry transformations of the fields read

$$\delta A_\mu = -i\xi^\alpha_a \sigma_{\mu\alpha\dot{\alpha}} \bar{\lambda}^\dot{\alpha}_a - i\bar{\xi}_a^\dot{\alpha} \bar{\sigma}_\mu^\dot{\alpha} \lambda\alpha_a, \quad (2.51a)$$
$$\delta \varphi_A = -i\xi^\alpha_a \Sigma_{ab}^A \lambda_{ab} - i\bar{\xi}_a^\dot{\alpha} \Sigma_{Aab} \bar{\lambda}^\dot{\alpha}_b, \quad (2.51b)$$
$$\delta \lambda^\alpha_a = \xi^\beta_b \sigma_{\mu\beta\dot{\alpha}} F_{\mu\nu} - i\xi^\alpha_b \Sigma_{AB} \lambda_{ab} [\varphi_A, \varphi_B] - \bar{\xi}_a^\dot{\alpha} \bar{\sigma}_\mu^\dot{\alpha} \Sigma_{Aab} \nabla_\mu \varphi_A, \quad (2.51c)$$
$$\delta \bar{\lambda}^\dot{\alpha}_a = \bar{\xi}_a^\dot{\alpha} \bar{\sigma}_\mu^\dot{\alpha} \bar{F}_{\mu\nu} - i\bar{\xi}_a^\dot{\alpha} \Sigma_{AB} \bar{\lambda}^\dot{\beta}_b [\varphi_A, \varphi_B] - \xi^\alpha_b \sigma_{\mu\alpha\dot{\alpha}} \Sigma_{A}^{ba} \nabla_\mu \varphi_A. \quad (2.51d)$$

With $\xi_a$ and $\bar{\xi}^a$ constant spinors, the transformations correspond to the action of the super-Poincaré charges on the fields. If we take $\xi_a = ix_\mu \sigma_\mu \bar{\xi}_a$ and $\bar{\xi}^a = ix_\mu \bar{\sigma}_\mu \xi^a$ instead, we obtain the action of the superconformal charges on the fields.

By setting some of the fields to zero, one can obtain theories that still preserve some supersymmetry. To obtain the pure $\mathcal{N} = 2$ super-Yang-Mills theory one needs to set $\varphi_A = 0$ for $A = 3, \cdots, 6$ as well as $\lambda_a = \bar{\lambda}^\dot{a} = 0$ for $a = 3, 4$. To obtain the pure $\mathcal{N} = 1$ super-Yang-Mills theory, one needs to set also the
remaining scalars to zero and keep only one pair \((\lambda_1, \bar{\lambda}_1)\). If we also set these
fermions to zero, we are back at the purely bosonic \(\mathcal{N} = 0\) theory considered in
section 2.1. We will see later that one can give a nice geometric interpretation in
string theory for this procedure of setting well-chosen fields to zero. These less
supersymmetric theories are not conformal at the quantum level. For \(\mathcal{N} = 2\),
the perturbative \(\beta\)-function for \(g^2\) is one-loop exact, but the theory has a much
richer structure non-perturbatively [30]. For \(\mathcal{N} = 1\), the \(\beta\)-function is non-trivial
already at the perturbative level [31, 32].

### 2.2.2. The super-instanton

Let us now generalize the discussion of instantons to these supersymmetric
theories. We can go through the same steps as in section 2.1.1, writing the
action (2.50) as a sum of manifestly positive terms. For the \(F^2\) terms, exactly
the same argument applies and yields the RHS of (2.4). The other bosonic terms
are already positive: for the scalar kinetic term this is manifest, while for the
quartic terms we need to remember that a commutator of Hermitian matrices
is anti-Hermitian, hence \(i[\varphi_A, \varphi_B]\) is a Hermitian matrix. We can thus rewrite
the bosonic part of the action (2.50) as

\[
S_{\mathcal{N}=4} = \frac{1}{g^2} \int d^4x \text{tr} \left\{ \frac{1}{4} (F_{\mu\nu} \pm *F_{\mu\nu})^2 + (\nabla_\mu \varphi_A)^2 + \frac{1}{2} (i[\varphi_A, \varphi_B])^2 \right\}
\]

\[- (i\theta \mp \frac{8\pi^2}{g^2}) K + \text{fermions} \cdot (2.52)
\]

An instanton solution, which minimizes the bosonic part of the action at fixed
instanton number \(K\), now requires

\[
F_{\mu\nu}^+ = 0, \quad (2.53a)
\]

\[
\nabla_\mu \varphi_A = 0, \quad (2.53b)
\]

\[
[\varphi_A, \varphi_B] = 0, \quad (2.53c)
\]

and the full equations of motion taking the fermions into account allow us to
set also

\[
\lambda = \bar{\lambda} = 0. \quad (2.53d)
\]

Condition (2.53a) is the same as (2.5) in the \(\mathcal{N} = 0\) theory and its solutions
are provided by the ADHM construction. Condition (2.53c) asks for the scalar
fields to be diagonalizable simultaneously, but (2.53b) asks for the stronger
condition \(\varphi_A = 0\) since it implies \((\nabla^K)^2 \varphi_A = \nabla^K \nabla^K \varphi_A = 0\) which has no

other normalizable solutions given that $-(\nabla^K)^2$ is a positive operator. We thus conclude that any bosonic instanton solution of the $N$-extended super-Yang-Mills theory comes from an instanton solution of the non-supersymmetric Yang-Mills theory.

We have seen in (2.7) that from the point of view of the preserved symmetries, an instanton in the $N=0$ theory preserves the SU(2)$_+$ subgroup of the Lorentz group. This fact has an important generalization in the supersymmetric setting. Indeed, plugging the conditions (2.53a)–(2.53d) into the supersymmetry transformations (2.51a)–(2.51d), we see that an instanton configuration is also invariant under transformations with vanishing $\bar{\xi}$ but arbitrary $\xi$, that is under the left super-charges $Q_\alpha$ (and also $S_\alpha$ for $N=4$). Hence an instanton solution preserves one-half of the supersymmetries of the vacuum; this is called a $1/2$-BPS configuration. The preserved supersymmetry entails non-renormalization properties, explaining the relevance of instantons in supersymmetric theories away from the semi-classical regime.

Given that the instanton breaks half the supercharges, acting with the broken supersymmetry transformations on a solution to (2.51a)–(2.51d) yields a new instanton solution but with non-vanishing right-handed fermions $\bar{\lambda}(x; \mathcal{X}) = \bar{\xi}\tilde{\sigma}_\mu F_{\mu\nu}(x; \mathcal{X})$. One might expect to have more generally $4KNF_{\mu\nu}$ fermionic moduli as superpartners of the $4KN$ bosonic moduli. However, this is not quite the case, as we now discuss. Let us expand the action (2.50) order by order in the fermions. At zeroth order, only the bosonic terms in (2.52) appear and the solution is the one considered earlier. At quadratic order, the kinetic terms contribute and yield the equations of motion

\begin{align*}
\tilde{\sigma}^{\dot{\alpha}\alpha}_\mu \nabla^K_\mu \lambda_{\alpha a} &= 0, \\
\sigma_{\mu\alpha\dot{\alpha}} \nabla^K_\mu \bar{\lambda}^{\dot{\alpha}a} &= 0.
\end{align*}

Acting with $\sigma_\nu \nabla^K_\nu$ on (2.54a) and $\tilde{\sigma}_\nu \nabla^K_\nu$ on (2.54b), we obtain by symmetrizing and antisymmetrizing the $\mu, \nu$ indices

\begin{align*}
[-(\nabla^K)^2 + \sigma_{\mu\nu} F_{\mu\nu}] \lambda &= 0, \\
[-(\nabla^K)^2 + \tilde{\sigma}_{\mu\nu} F_{\mu\nu}] \bar{\lambda} &= 0.
\end{align*}

Since $F_{\mu\nu}^+ = 0$, (2.55a) reduces to $-(\nabla^K)^2 \lambda = 0$, which has no non-trivial normalizable solutions. On the other hand, (2.55b) does admit non-trivial solutions. They can be found [22] by going through a construction similar to the bosonic ADHM construction explained in section 2.1.3. The result is that the solutions are given in terms of data similar to the bosonic ADHM data, namely fermionic matrices $\bar{\psi}$, $\chi$ and $\tilde{\chi}$, with charges as in table 2.2, and subject to
Table 2.2.: The fermionic ADHM data and their representations under the different symmetry and gauge groups. They supplement the bosonic data in table 2.1 on page 19 in a theory with $\mathcal{N}$ adjoint right-handed fermions.

| Type            | Name          | SU(2)$_+$ | SU(2)$_-$ | SU($\mathcal{N}$) | SU($\mathcal{N}$) | U($K$) |
|-----------------|---------------|-----------|-----------|-------------------|-------------------|--------|
| Moduli$^a$ (neutral) | $\bar{\psi}^{\dot{\alpha}a} j^i$ | 1         | 2         | $\mathcal{N}$     | 1                 | Adj    |
| (charged)       | $\chi^a f^i$  | 1         | 1         | $\mathcal{N}$     | $\overline{\mathcal{N}}$ | $K$    |
| (charged)       | $\bar{\chi}^a f^i$ | 1         | 1         | $\overline{\mathcal{N}}$ | $\mathcal{N}$     | $\bar{K}$ |
| Constraints     | $\mu_{\alpha i}^{aj}$ | 2         | 1         | $\mathcal{N}$     | 1                 | Adj    |

$^a$As discussed in the text, these are not proper moduli in general beyond linear order.

fermionic ADHM constraints

$$\mu_{\alpha i}^{aj} \equiv \frac{8\sqrt{2}\pi^2}{g^2} \sigma_{\mu\alpha\dot{\alpha}} [\chi_{\mu} \bar{\psi}^{\dot{\alpha}a}] j^i + \chi^a f^i \bar{\psi}^{\dot{\alpha}a} j^i + q_{\alpha i} f \bar{\chi}^a f^i = 0. \quad (2.56)$$

Counting the number of independent components, we arrive at $2K\mathcal{N}\mathcal{N}$ as expected by supersymmetry. However, so far we have only solved the equations of motion for the fermions at linear order, disregarding their couplings to the other fields. From the last term of (2.50), we see that the scalar fields are sourced by bilinear terms in the right-handed fermions. Solving the scalar equation of motion with these sources then yields a solution $\varphi_A \propto \bar{\lambda}\lambda$ that will not be written down explicitly. Non-vanishing scalars in turn source all the fields in the theory at sufficiently high order$^{10}$ in $\bar{\lambda}$. While one could attempt to solve these coupled equations of motion perturbatively, this is not so useful in practice, as this classical perturbative expansion is quantum-corrected anyway. Rather, we give up the requirement of having an exact solution, and consider a super-instanton to be an off-shell object, parameterized by the collection of the bosonic and fermionic ADHM data subject to their respective constraints, but which only solves the equations of motion up to quadratic order in $\bar{\lambda}$. At this point, since we are not looking for an exact solution, we may as well relax the requirement $\varphi_A = 0$ coming from (2.53b) and only enforce (2.53c). Evaluating the action (2.50) on the ADHM data then yields a potential already in the classical theory: the moduli space is lifted and we are dealing with quasi-moduli rather than moduli for $\bar{\lambda} \neq 0$, though we will keep calling them moduli for brevity.

$^{10}$This is the generic situation. For $\mathcal{N} = 1$ or $\mathcal{N} = 2$ with vanishing VEVs, this does not happen and the classical solution with the fermionic moduli turned on is exact.
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With this additional subtlety compared to the bosonic case, one can quantize the theory around the super-instanton as in section 2.1.4. Our goal is to write supersymmetric versions of (2.46)–(2.48). It is again convenient to add a Lagrange multiplier $\Lambda^\alpha_a$ in the adjoint of $U(K)$ to enforce the fermionic ADHM constraint (2.56). It turns out to be also quite natural to introduce further auxiliary moduli $\phi_A$ in the adjoint of $U(K)$, which produce both the Jacobian determinants for the change of variables from zero-modes to moduli as well as the potential for the moduli when put on-shell. The analogue of the partition function (2.46) that will be relevant is

$$Z_K = \int dX d\phi d\bar{\psi} d\Lambda e^{-S_{\text{eff}}(X, \phi, \lambda, \bar{\psi})}.$$  (2.57)

In addition to the minimal extension of the bosonic case by including the dependence on the fermionic moduli $\bar{\psi}$, also the moduli $\phi$ and $\Lambda$ have been kept because they will enter crucially in the holographic interpretation later on. The effective action is given by integrating out all other moduli and non-zero modes of the gauge-fixed theory, generalizing (2.47), with an action $S_{\text{inst}} + S_{\text{gauge}}$. The former, the instanton action, again contains all the terms that do not depend on the non-zero modes but only on the moduli and generalizes (2.48),

$$S_{\text{inst}}(X, \phi, D, q, \tilde{q}, \bar{\psi}, \Lambda, \chi) = -2\pi i \tau K + \frac{4\pi^2}{g^2} \text{tr} \left\{ 2i D_{\mu\nu} [X_\mu, X_\nu] \right. - [X_\mu, \phi] [X_\mu, \phi] - 2\Lambda^\alpha_a \sigma_{\mu\alpha} [X_\mu, \bar{\psi}^\dot{\alpha} a] - \bar{\psi}_\dot{\alpha} a \Sigma_{Aab} [\phi_A, \bar{\psi}^\dot{\beta} b] \}
+ \frac{i}{2} \tilde{q}^\alpha D_{\mu\nu} \sigma^{\mu\nu\beta} q_\beta + \frac{1}{2} \tilde{q}^\alpha \phi_A \bar{\psi}^\dot{\alpha} a - \frac{1}{2} \chi^a \Sigma_{Aab} \phi_A \chi^b
+ \frac{1}{\sqrt{2}} \tilde{q}^\alpha \Lambda_{\alpha a} \chi^a + \frac{1}{\sqrt{2}} \chi^a \Lambda^\alpha_a q_\alpha. \quad (2.58)$$

As expected, this action is invariant under supersymmetry transformations generated by the left-moving supercharges. The supersymmetry variations of
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the moduli read

\[
\delta X_\mu = -i\xi^\alpha_a \sigma_{\mu\alpha\dot{\alpha}} \bar{\psi}^{\dot{\alpha}a}, \\
\delta \phi_A = -i\xi^\alpha_a \bar{\Sigma}^{ab}_A \Lambda_{ab}, \\
\delta \Lambda^\alpha_a = \xi^\beta \sigma_{\mu\beta} \bar{\Sigma}^{ab}_A \Lambda_{ab}, \\
\delta \bar{\psi}_{\dot{\alpha}a} = -i\xi^\alpha_b \sigma_{\mu\alpha\dot{\beta}} \bar{\Sigma}^{ba}_A \phi_A, \\
\delta D_{\mu\nu} = -i\xi^\alpha_a \sigma_{\mu\alpha\mu\nu} \bar{\Sigma}^{ab}_A \phi_A, \\
\delta q_\alpha = -i\sqrt{2}\xi^a \chi^a, \\
\delta \chi^a = i\sqrt{2}\xi^a \bar{\Sigma}^{ab}_A \phi_A q_\alpha, \\
\delta \bar{q}^{\dot{\alpha}a} = -i\sqrt{2}\xi^{\dot{\alpha}b} \bar{\Sigma}^{ab}_A \phi_A, \\
\delta \bar{\chi}^{\dot{\alpha}a} = -i\sqrt{2}\xi_{\dot{\beta}} \bar{\Sigma}^{ab}_A \phi_A \bar{q}^{\dot{\alpha}a}.
\]

(2.59a)–(2.59i)

Note that the transformations of the neutral moduli (2.59a)–(2.59d) look very similar to the transformations of the fields (2.51a)–(2.51d): one only needs to substitute \(A \rightarrow X\), \(\phi \rightarrow \phi\), \(\lambda \rightarrow \Lambda\), \(\bar{\lambda} \rightarrow \bar{\psi}\), \(F \rightarrow D\) and forget the partial derivative inside the \(\nabla\). One might argue that they are constrained to be similar by symmetry arguments, but we will see later that there is a better reason for this fact.

The field theoretic derivation of the instanton action (2.58) has only been sketched in this chapter, and the interested reader may consult [22] for the details. Indeed, the explicit computations are technically too involved and not enlightening enough to fit in this thesis. As a consequence, only the main features have been presented in order to convince the reader that instantons exist in (supersymmetric) gauge theories and can be parameterized by the moduli that were discussed. We will see in the coming chapters that, by using insights from string theory, one may derive (2.58) in a much simpler way and also provide an interpretation for the effective action in (2.57) that will be of paramount importance to this thesis.
Chapter 3

Strings, D-branes and instantons

In this chapter, we present the String Theory ingredients that are necessary to provide the groundwork for the rest of the thesis. After a brief reminder of some basic features of type II superstring theories in section 3.1, section 3.2 discusses D-branes in the open string picture in various settings and most importantly in section 3.2.4 how to embed the super-instanton of chapter 2 in a D-brane setup. Standard references on String Theory are [33–36] and a nice review about instantons (and other solitons) in the D-brane context can be found in [37].

3.1. Elements of type II string theory

Let us recall some basic facts about String Theory, focusing in particular on the type II theories. Perturbative string theory is constructed by quantizing the embeddings $X: \Sigma \to \mathcal{M}$ of the two-dimensional string worldsheet into spacetime [35]. We will first assume that $\mathcal{M}$ is flat $D$-dimensional Euclidean spacetime but we will consider slightly more general target spaces later. In the Ramond-Neveu-Schwarz approach to superstring theory, the Riemann surface $\Sigma$ is replaced by a super-Riemann surface (see [34, 36] for textbook discussions, [38] for a recent detailed approach). The bosonic embedding coordinates $X_M$, $M = 1, \ldots, D$ now have fermionic superpartners $(\psi_M, \tilde{\psi}_M)$, and consistency of the theory requires $D = 10$.

3.1.1. The closed string spectrum

The simplest boundary condition one can put on the string is to demand that is has no spatial boundaries: this defines the closed string. If we take the worldsheet to be a cylinder with Euclidean time $\tau$ and position $\sigma$ along the string, this boundary condition requires the bosons to be periodic

$$X_M(\tau, \sigma + 2\pi) = X_M(\tau, \sigma), \quad (3.1)$$
while the fermions can be either periodic or anti-periodic\(^\text{1}\)

\[
\psi_M(\tau, \sigma + 2\pi) = \begin{cases} 
+\psi_M(\tau, \sigma) & \text{Ramond (R)} \\
-\psi_M(\tau, \sigma) & \text{Neveu-Schwarz (NS)}
\end{cases}
\]

and similarly for \(\tilde{\psi}\). Hence, there are four different closed string sectors differing by the choice of the fermion boundary conditions for \((\psi, \tilde{\psi})\): (NS, NS), (R, NS), (NS, R), (R, R). The zero modes in the Ramond sector are massless and obey a Clifford algebra in ten dimensions. The mode expansion in the NS sector contains a tachyon, which has to be eliminated by performing a GSO projection. The action of the GSO projection in the Ramond sector leads to two inequivalent theories: the vacua in the left- and right-moving Ramond sectors are Weyl spinors and one can choose their chiralities to differ or to coincide. The two resulting theories are called *Type IIA* and *Type IIB* String Theory respectively.

Both theories in flat ten-dimensional space-time are invariant under 32 global supercharges. In the type IIA case, the supersymmetry transformations are parameterized by two Majorana-Weyl fermions \(\epsilon_1\) and \(\epsilon_2\) of opposite chiralities, in the type IIB case, they are two Majorana-Weyl fermions of the same chirality.

The massless spectrum of these theories is of particular relevance. Let us first describe the IIA theory. From the (NS, NS) sector one gets a dilaton \(\Phi\), a graviton \(h_{MN}\) and an antisymmetric two-form potential \(B_{MN}\). From the (R, NS) and (NS, R) sectors one gets two Majorana-Weyl gravitinos (with spin \(\frac{3}{2}\)) and dilatinos (with spin \(\frac{1}{2}\)) with opposite chirality. The (R, R) sector is a bi-spinor \(\Psi \bar{\Psi}\), bilinear in two spinors of different chiralities which can be traded for a set of differential forms by contraction with gamma-matrices \(\Gamma_{M_1 \cdots M_n}\). The non-vanishing terms correspond to \(p\)-form fields with even\(^2\) \(p\), \(F_2\) and \(F_4\). The IIB theory has the same (NS, NS) sector since the GSO projection in the NS sector is unique. The other sectors differ: the mixed sector has two gravitinos and dilatinos of same chirality, while the RR \(p\)-form fields have odd \(p\), they are \(F_1\), \(F_3\) and \(F_5\). The field \(F_5\) obeys a self-duality condition, which reads in Euclidean signature

\[\star F_5 = -i F_5\]

as a consequence of the similar identity obeyed by the 5-index gamma-matrix.

The low-energy limit of type IIA/IIB string theory is type IIA/IIB supergravity. The details of these supergravity theories will not be needed in this thesis, whose focus is on deriving supergravity backgrounds from field theory *without* using

\(^1\)One can also make the bosons anti-periodic, but this necessarily breaks translation invariance of the target space. This possibility will be considered later.

\(^2\)This is for the massless type IIA case. The massive case [39] has also a \(F_0\) but will not be considered in this thesis.
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the supergravity equations of motion. Their only feature that will be important is the non-standard Bianchi identities obeyed by the Ramond-Ramond fields $F$. These fields should be interpreted as $p$-form field strengths rather than potentials because their equations of motion are first order, of the form

$$dF = \cdots, \quad (3.4)$$
$$d\star F = \cdots. \quad (3.5)$$

Equation (3.4) generalizes the usual Bianchi identity for the Maxwell two-form, (3.5) generalizes its equation of motion. The RHS of (3.4) and (3.5) contain a generalization of the electric and magnetic sources that we shall discuss later. However, unlike in electromagnetism, the RHS of the Bianchi identity (3.4) is non-vanishing in the absence of external magnetic sources. A convenient way to write it down is to define the following field strengths

$$H = dB, \quad (3.6)$$
$$F_{\text{IIA}} = F_2 + F_4, \quad (3.7)$$
$$F_{\text{IIB}} = F_1 + F_3 + F_5. \quad (3.8)$$

The \textit{modified Bianchi identities} for the Ramond-Ramond fields then read

$$dF_{\text{IIA}} = H \wedge F_{\text{IIA}}, \quad dF_{\text{IIB}} = H \wedge F_{\text{IIB}}, \quad (3.9)$$

in type IIA and IIB supergravity respectively. In order to solve these equations and make them \textit{bona fide} identities, one introduces $p$-form gauge potentials $C$ for the RR field strengths. Because the Bianchi identities are modified, the relation between $F$ and $C$ is not simply $F = dC$, but rather

$$F_{\text{IIA}} = dC_{\text{IIA}} - H \wedge C_{\text{IIA}}, \quad C_{\text{IIA}} = C_1 + C_3, \quad (3.10)$$
$$F_{\text{IIB}} = dC_{\text{IIB}} - H \wedge C_{\text{IIB}}, \quad C_{\text{IIB}} = C_0 + C_2 + C_4, \quad (3.11)$$

for the two theories. Because of the additional term in the relation between the RR field strengths and potentials, the gauge transformation laws of the potentials need to be modified too. In order for the LHS of (3.10) and (3.11) to be gauge invariant under RR gauge transformations, the potentials need to transform as

$$\delta C_{\text{IIA}} = d\lambda_{\text{IIA}} + H \wedge \lambda_{\text{IIA}}, \quad \lambda_{\text{IIA}} = \lambda_0 + \lambda_2, \quad (3.12)$$
$$\delta C_{\text{IIB}} = d\lambda_{\text{IIB}} + H \wedge \lambda_{\text{IIB}}, \quad \lambda_{\text{IIB}} = \lambda_1 + \lambda_3. \quad (3.13)$$

In addition to these transformations, the RR field strengths are of course also invariant under the $B$-field gauge transformation

$$\delta B = d\zeta, \quad (3.14)$$

since they depend on $B$ only through its gauge invariant field strength $H$. 31
3.1.2. Closed strings on orbifolds

So far, we have only considered strings in flat space-time which preserves 32 supercharges. The high amount of supersymmetry can be a drawback because the resulting physics is highly constrained. One simple way to reduce the supersymmetry is to kill part of the string spectrum by introducing a discrete gauge symmetry on the worldsheet.

The first step is to choose a discrete subgroup of the global symmetry group
\[ \Gamma \subset \text{SO}(10). \]
An element \( \gamma \in \Gamma \) then naturally acts on the coordinates of space-time,
\[ (\gamma \cdot x)_M = \gamma_M^N x_N, \quad (3.15) \]
and hence in the same way on the worldsheet bosons \( X_M \) and fermions \( \psi_M, \tilde{\psi}_M \).

The discrete group \( \Gamma \) is then gauged, that is to say treated as a gauge group: we declare that the points \( x \in \mathbb{R}^{10} \) and \( \gamma \cdot x \in \mathbb{R}^{10} \) be equivalent. This amounts to replacing the space-time by \( \mathcal{M} = \mathbb{R}^{10}/\Gamma \), but it is more convenient (as in the case of usual gauge theories) to work with gauge-dependent quantities and only consider gauge-invariant expressions at the end. In the present case, this means working in the covering space \( \mathbb{R}^{10} \) rather than \( \mathcal{M} \). Note that \( \gamma \), being a linear transformation, does not act freely since at least the origin is a fixed point. This implies that the quotient space \( \mathcal{M} \) is singular: it is not a manifold but rather an orbifold.

To see what happens to the mode expansion of the string, we need to consider the boundary conditions that are allowed. In addition to the untwisted sector with periodic \( X_M \) that was already present in flat space, we can now have more generally for any \( \gamma \in \Gamma \),
\[ X_M(\tau, \sigma + 2\pi) = (\gamma \cdot X)_M(\tau, \sigma) \quad (3.16) \]
and similarly for the R fermions (the NS fermions have an additional factor of \(-1\) on the RHS). Equation (3.16) defines the \( \gamma \)-twisted sector, which corresponds geometrically to a string stretched along the element \( \gamma \) of the fundamental group \( \Gamma \) of \( \mathcal{M} \), see figure 3.1. The fact that these more general boundary conditions exist would not necessarily mean that one is forced to take them into account in the theory. One can show however that the addition of twisted sectors to the theory is required for modular invariance of the partition function, i.e. for consistency of the theory at one-loop [34].

The twisted boundary condition forbids zero modes for the \( X_M \) that transform non-trivially under the orbifold action: as the zero modes correspond to the

\[ \begin{align*}
\text{Much of the literature emphasizes toroidal orbifolds, where one first compactifies part of the space-time on a torus and one needs to consider a subgroup of the discrete symmetry group of the lattice used to construct the torus. Here we will rather be concerned with non-compact orbifolds of } \mathbb{R}^{10}. \end{align*} \]
center of mass position and momentum operators, the center of mass is stuck at the orbifold singularity (since $x$ has to satisfy $x = \gamma \cdot x$), and the momenta transverse to the singularity have to vanish. Geometrically, this arises because the string is embedded along a non-contractible closed loop, which necessarily encircles the orbifold singularity, hence the string is not free to move away from the singularity.

Finally, in each sector that is part of the theory, one must keep only the states invariant under $\Gamma$.

For definiteness, let us focus on an example, with $\Gamma \simeq \mathbb{Z}_2$, where the non-trivial element $\gamma$ acts by

$$
(\gamma \cdot x)_M = \begin{cases} 
  x_M & \text{for } M = \mu = 1, \ldots, 6 \\
  -x_M & \text{for } M = A = 7, \ldots, 10 
\end{cases}
$$

(3.17)

It is sometimes convenient to use complex coordinates for the directions on which $\Gamma$ acts non-trivially, which we will call the orbifolded directions. One defines $z_1 = x_7 + ix_8$, $z_2 = x_9 + ix_{10}$ and $\gamma$ then acts as

$$
\gamma \cdot (z_1, z_2) = (-z_1, -z_2)
$$

(3.18)

which shows that $\Gamma \subset SU(2) \subset SO(4) \subset SO(10)$. The fact that $\Gamma$ is a subgroup of $SU(2) \subset SO(4)$ is equivalent to the fact that the orbifold preserves half the supersymmetry of flat space, namely 16 supercharges. Indeed, decomposing space-time into orbifolded and non-orbifolded directions breaks the Lorentz group $SO(10) \to SO(6) \times SO(4)$. But $Spin(4) \simeq SU(2) \times SU(2)$, under which a ten-dimensional Majorana-Weyl spinor transforms as (4 copies of) a Dirac spinor
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$(2, 1) \oplus (1, 2)$. Requiring invariance of this spinor under the SU(2) containing the orbifold group amounts to a chirality condition on the Dirac spinor, leaving only half the number of independent components.

Let us now look at the gauge-invariant modes in each sector.

**Untwisted sector** For the zero modes of the $X_M$, which correspond to the string center of mass position and momentum operators, the condition $\gamma \cdot X \sim X$ translates to the fact that $\gamma \cdot x \sim x$, i.e. $x \in \mathcal{M}$, and similarly for the momenta. In the $(\text{NS, NS})$ sector, gauge-invariance requires the presence of an even number of modes with indices along the orbifolded directions. This kills the massless excitations $h_{\mu A}$ and $B_{\mu A}$ of the metric and $B$-field. When considering the Ramond sectors, we need to implement the orbifold projection on the fermionic zero modes. By the same argument as for the supercharges, the orbifold action introduces a distinction between left- and right-handed chiral fermions from the four-dimensional point of view, which correspond to the two different eigenvalues $\pm 1$ of $\Gamma_{6\ldots10}$. This kills half the massless states in the $(\text{R, NS})$ and $(\text{NS, R})$ sectors, while in the $(\text{R, R})$ sector it forces the RR field strengths to have an even number of indices in the orbifolded directions like in the $(\text{NS, NS})$ sector.

**Twisted sector** Since $\mathbb{Z}_2$ has only two elements, there is only one twisted sector, with $X_A(\tau, \sigma + 2\pi) = -X_A(\tau, \sigma)$. Looking at the zero modes, this boundary condition forces $x_A = -x_A$ and $p_A = -p_A$: the twisted states are supported on the six-dimensional plane $x_A = 0$ and their wavefunctions only depend on the six coordinates $x_\mu$. To derive the spectrum in the twisted sector, one could again look at the states that are invariant under the orbifold projection. It will be more convenient however to look at it from a different point of view, following [40]. The idea is to regard the orbifold as the singular limit of a smooth manifold. Since a smooth manifold looks locally like flat space, the closed string spectrum is the same as in flat space (ignoring all global issues) and the interactions reduce at low energy to the same supergravity theory but expanded around a different vacuum (one must of course check that the geometry is indeed a solution of the supergravity equations of motion and that the curvature radius is much larger than the string length in order for the supergravity effective description to be valid). In the case of the $\mathbb{C}^2/\mathbb{Z}_2$ (times $\mathbb{R}^6$) orbifold under consideration, an explicit description of this smooth Riemannian manifold was found by Eguchi and Hanson [41]. The details of this solution will not be required, we will only need the fact that the Eguchi-Hanson space has a homologically non-trivial two-cycle that collapses to the orbifold fixed point in the singular limit, called the *exceptional cycle*. This is a general phenomenon: orbifolds are singular complex varieties, which can be smoothened.
by blowing up their singular points. Roughly speaking, a blow-up replaces
a singular point by a $\mathbb{P}^1$, which is the aforementioned exceptional cycle. In
general, doing one blow-up will not produce a smooth manifold, and one must
consider a chain of blow-ups instead, producing several exceptional cycles (this
is explained for example in [42]). For example, replacing $\mathbb{Z}_2$ by $\mathbb{Z}_n$ yields an
orbifold with $n - 1$ exceptional cycles instead of only one. One can now consider
the periods of the supergravity massless modes on each cycle. In the singular
limit, these will provide new massless modes supported at the singularity: these
are precisely the massless states in the twisted sectors and there is one sector
for each exceptional cycle. In the $\mathbb{Z}_2$ case, with only one exceptional cycle $\Sigma$ corresponding to the single twisted sector, we get in the $(\text{NS, NS})$ sector

$$b = \frac{1}{2\pi \ell_s^2} \int_{\Sigma} B, \quad \zeta_i = \frac{1}{2\pi \ell_s^2} \int_{\Sigma} J_i, \quad i = 1, 2, 3,$$

where the $J_i$ are the three Kähler forms that are present in the resolved space.
They are present because the blow-up preserves the SU(2) holonomy of the
orbifold which means that it is a hyper-Kähler manifold and hence admits an
SU(2)-triplet of Kähler forms. In the $(\text{R, R})$ sector, one can construct a twisted
$(p - 2)$-form by integrating a $p$-form with $p \geq 2$ on the exceptional cycle. For
example, in type IIB, we get the twisted RR potentials

$$c = \frac{1}{2\pi \ell_s^2} \int_{\Sigma} C_2, \quad c_2 = \frac{1}{2\pi \ell_s^2} \int_{\Sigma} C_4.$$

Similar considerations in type IIA yield a 1-form potential $c_1$.

### 3.2. D-branes

Let us now come back to the Ramond-Ramond sector of type IIA/IIB string
theory in flat space $\mathbb{R}^{10}$. So far, the discussion of RR fields has not involved
any external charged objects\footnote{Because the Bianchi identities (and also the equations of motion) of the Ramond-Ramond fields involve other RR fields the meaning of charge is rather subtle, and one can actually define three distinct but related concepts of charge [43].} which source the RR fields electrically and/or
magnetically, i.e. which contribute to the RHS of (3.5) and (3.4) respectively.
These charged objects are D-branes and we are going to discuss some of their
properties.

#### 3.2.1. From Ramond-Ramond sources to open strings

The most immediate property resulting from the fact that D-branes carry RR
charges is that they are extended objects. Indeed, the only source term one can
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write which involves only a RR-potential yields an action

\[ S_{Dp} = i\mu_p \int_{\Sigma_{p+1}} C_{p+1}. \]  

(3.21)

This generalizes the usual coupling \( q \int A \) of the Maxwell field \( A \) to a particle of charge \( q \) by integrating over the worldline of the particle. Here, the worldline is replaced by a worldvolume \( \Sigma_{p+1} \) of a D\( p \)-brane, extended in \( p \) spatial dimensions in addition to time (taken to be imaginary, explaining the \( i \) factor in (3.21)), which couples to a \( (p + 1) \)-form potential. More precisely, the worldvolume \( \Sigma_{p+1} \) is a submanifold \( \rho: \Sigma_{p+1} \subseteq \mathcal{M} \) of space-time, and the RR-form \( C_{p+1} \) defined on \( \mathcal{M} \) needs to be pulled back with the embedding map \( \rho \) to obtain a \( (p + 1) \)-form \( \rho^* C_{p+1} \) on \( \Sigma_{p+1} \) that is then integrated. This pullback will often be left implicit, as was done in (3.21). The coupling constant \( \mu_p \) is the charge of the D\( p \)-brane and its specific value will be discussed later.

Given that the type IIA theory has only odd RR-potentials, it has charged D\( p \)-branes with even \( p \) only. In addition to the D0 and D2-branes which couple to the RR-potentials \( C_1 \) and \( C_3 \) respectively, there are also D4 and D6-branes which couple to \( C_5 \) and \( C_7 \). These potentials are gauge potentials for the (Hodge) dual field strengths \( F_6 = \star F_4 \) and \( F_8 = \star F_2 \) respectively. If we choose a duality frame where the D0 and D2-branes carry electric charges, the D6 and D4-branes then carry the corresponding magnetic charges. There also exists a D8-brane which sources magnetically the non-dynamical \( F_0 \) present in the massive type IIA theory. In type IIB, there are charged D\( p \)-branes with odd \( p \) only, from \( p = -1 \) to \( p = 9 \). The D9-brane is this time special, since the corresponding field strength is an 11-form which identically vanishes in 10 dimensions. Also the D\((-1)\)-brane is somewhat special: it is not extended in time, but is pointlike in all space-time directions. This is analogous to the status of instantons in field theory, and for this reason the D\((-1)\)-brane is also called D\( -\)instanton. The D3-brane has the particularity of having both an electric and magnetic charge because of the self-duality of \( F_5 \), see (3.3).

The coupling (3.21) of a D\( p \)-brane to the RR sector is not correct as it is and needs to be completed. Indeed, because of the peculiar form of the RR-gauge transformations (3.12) and (3.13), the simple form of the coupling (3.21) is not gauge-invariant, \( \delta C_{p+1} \neq d(\cdots) \). The solution is to couple also to the \( B \)-field and write instead

\[ S_{Dp} = i\mu_p \int_{\Sigma_{p+1}} [e^B \wedge C]_{p+1}, \]  

(3.22)

where \( e^B \) is the polyform

\[ e^B = 1 + B + \frac{1}{2} B \wedge B + \cdots + \frac{1}{5!} B \wedge B \wedge B \wedge B \wedge B, \]  

(3.23)
and the integrand in (3.22) only contains the forms of degree \( p + 1 \), which can be paired with a \((p + 1)\)-dimensional submanifold of space-time. Under a RR-gauge transformation,

\[
\delta(e^B \wedge C) = e^B \wedge (d\lambda + H \wedge \lambda) = d(e^B \wedge \lambda),
\]

(3.24)

and the integrand is a total derivative. This is still not sufficient, however, as (3.22) is not invariant under the \( B \)-field gauge transformation (3.14). Except for the \( B \)-field, the closed string massless sector is inert under that gauge transformation and we thus need to add an extra sector to the string theory in order to be able to compensate for the gauge transformation. A simple solution, which turns out to be right, is to add an extra \textit{worldvolume} gauge-field \( A \). If it transforms under \( B \)-field gauge transformations by a shift

\[
\delta A = -\frac{1}{\ell_s^2} \rho^* \zeta,
\]

(3.25)

its field strength \( F = dA \) (not to be confused with the RR forms \( F_p \), which carry an extra label) is a worldvolume two-form that transforms under the \( B \)-field gauge transformation as

\[
\delta F = -\frac{1}{\ell_s^2} \rho^* d\zeta.
\]

(3.26)

We can then replace the field \( B \) in (3.22) by the gauge-invariant combination \( B + \ell_s^2 F \),

\[
S_{WZ} = i\mu_p \int_{\Sigma_{p+1}} [e^{B + \ell_s^2 F} \wedge C]_{p+1}.
\]

(3.27)

This action, which is now gauge-invariant, is called the \textit{Wess-Zumino action for a Dp-brane} and we shall see that the fact that it involves a coupling between the RR fields and a worldvolume gauge field has striking consequences.

String theory is a highly constrained theory and we cannot simply postulate the existence of a new gauge field \( A \) in order to save the day. Rather, this gauge field must arise from the dynamics of a consistent string sector that was not taken into account in section 3.1.1. Such a sector does exist: besides the closed string with (anti-)periodic boundary conditions, we can also consider open strings. To have a well-defined variational principle for the open string, the endpoints, taken to be at \( \sigma = 0 \) and \( \sigma = \pi \), need to satisfy at each end-point suitable boundary conditions. We can take either

\[
\partial_\sigma X_M(\tau, \sigma_0) = 0 \quad \text{Neumann boundary condition}, \quad \text{(3.28a)}
\]

\[
X_M(\tau, \sigma_0) = X_M^0 \quad \text{Dirichlet boundary condition}, \quad \text{(3.28b)}
\]
where $\sigma_0 = 0, \pi$ and we can make independent choices for all $X_M$. For the fermions, we can take $\tilde{\psi}_M(\tau, \pi) = \psi_M(\tau, \pi)$, and choose one of the two possibilities

$$\tilde{\psi}_M(\tau, 0) = \begin{cases} +\psi_M(\tau, 0) & \text{Ramond (R)} \\ -\psi_M(\tau, 0) & \text{Neveu-Schwarz (NS)} \end{cases}$$

(3.29)

independently for each value of $M = 1, \ldots, 10$. The important point is that imposing a Dirichlet boundary condition for a worldsheet boson at one end or both kills the zero modes in its mode expansion. Recalling that those zero modes correspond to the position and momentum operators of the center of mass of the string, this means that the string cannot move in the Dirichlet directions. If we further specialize to the case with $p + 1$ bosons $X_\mu$, $\mu = 1, \ldots, p + 1$ having Neumann boundary conditions at both ends and the others having Dirichlet conditions $X_A(\tau, 0) = X_A(\tau, \pi) = 0$, $A = p + 2, 10$, the string is stuck to the $(p + 1)$-dimensional surface $\Sigma_{p+1} = \{x_M \mid x_A = 0\}$ in space-time. This breaks the space-time Lorentz invariance as $\text{SO}(10) \to \text{SO}(p+1) \times \text{SO}(9-p)$. Because of the reduced number of zero modes, the low-energy description of our string only depends on the $p + 1$ coordinates $x_\mu$ and is described by a $(p + 1)$-dimensional field theory, for which $\text{SO}(p + 1)$ is a Lorentz symmetry and $\text{SO}(9 - p)$ an internal global symmetry. The fields correspond to the massless excitations of the string. The massless spectrum is, after GSO projection, a gauge field $A_\mu$ and $(9-p)$ scalars $\varphi_A$ in the $\text{NS}$ sector and the dimensional reduction to $p + 1$ dimensions of a ten-dimensional Majorana-Weyl fermion $\Psi$ in the $\text{R}$ sector. This data contains precisely what is needed for the consistent description of a $D_p$-brane, namely a worldvolume gauge field $A_\mu$. Hence, from the worldsheet perspective, a $D_p$-brane corresponds to a specific choice of boundary condition, which also explains its name as the contraction of “Dirichlet membrane”. This dual interpretation of D-branes, in terms of sources for closed string modes on the one hand and in terms of endpoints of open strings on the other hand will turn out to be extremely powerful and will be used later to derive closed string backgrounds from open string computations.

For now, let us only give an open string justification of the transformation law (3.26) under $B$-field gauge transformations. To this end, let us consider an open string in a non-trivial $B$-field background. The open string then couples to the $B$-field through a term

$$S_B = \frac{i}{\ell_s^2} \int_\Sigma B,$$

(3.30)

where again the pull back by $X : \Sigma \to \mathcal{M}$ is left implicit. Under a $B$-field gauge
transformation (3.14),

$$\delta S_B = \frac{i}{\ell_s^2} \int_\Sigma d\zeta = \frac{i}{\ell_s^2} \int_{\partial \Sigma} \zeta \quad (3.31)$$

which does not vanish because the open string has a boundary $\partial \Sigma$. The solution to the non-invariance of the action is to add the gauge field $A$ on the boundary,

$$S_{B+A} = \frac{i}{\ell_s^2} \int_\Sigma B + i \int_{\partial \Sigma} A. \quad (3.32)$$

Gauge invariance can now be implemented by having $A$ transform precisely as in (3.25). Notice that we have also shown that open strings carry “ordinary” gauge degrees of freedom at their endpoints.

The gauge field $A$ is only part of the open string massless spectrum, which as we have seen is required for consistent interactions of the brane with the RR fields. Also the other fields can be understood as being required by consistency, more precisely by the Goldstone theorem. Indeed, since part of the translational invariance of the Minkowski vacuum is broken by the presence of a D-brane, there should be Goldstone bosons (at least for $p > 2$) on the worldvolume that account for fluctuations of the D-brane about its position $x_A = 0$. These are precisely the fields $\varphi_A$, whose interactions need to preserve the shift symmetry $\delta \varphi_A = \ell_s^2 c_A$.

Similarly, the presence of the D-brane breaks part of the supersymmetry of the vacuum: the boundary condition on the world-sheet relates the two Killing spinors $\epsilon_1, \epsilon_2$ such that the unbroken supersymmetries satisfy

$$\epsilon_p \equiv \epsilon_1 - \Gamma_1 \cdots (p+1) \epsilon_2 = 0 \quad (3.33)$$

for a Dp-brane extended along the $p+1$ first directions. This equation implies that only supersymmetric Dp-branes with even (resp. odd) $p$ exist in type IIA (resp. IIB), due to the fact that $\Gamma_{11} \epsilon_p$ also has to vanish, in agreement with the argument using RR charges.

The single constraint (3.33) allows to express one Killing spinor in terms of the other, hence a D-brane preserves half the supercharges: it is a 1/2-BPS object. The other supersymmetries are broken, so the fermionic version of the Goldstone theorem requires the presence of a goldstino $\Psi$, invariant under the shift symmetry $\delta \Psi = \epsilon_p$. Because a Dp-brane preserves 16 supercharges, the low-energy field theory governing the dynamics of the massless open string modes is highly constrained: it is the $(p+1)$-dimensional maximally supersymmetric $U(1)$ gauge theory, i.e. the dimensional reduction to $p+1$ dimensions of the $\mathcal{N} = 1$ theory in ten dimensions. Note that the $SO(9-p)$ internal global symmetry group on the Dp-brane worldvolume is an R-symmetry because the supercharges transform non-trivially under it.
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3.2.2. D-brane dynamics: the DBI action

If the D-brane is placed in a background where closed string modes are turned on, supersymmetry will generically be broken, and the low-energy theory describing the massless open string modes can have more general couplings. The purely bosonic couplings induced by placing the D-brane in a non-trivial RR background are given by the WZ action (3.27). In addition, there are also couplings to the closed string states from the NSNS sector. The full supersymmetric action, including the fermions, is also known [44, 45] (see also [46]), but we will have no use for it in this thesis since the bosonic terms will be sufficient to determine the holographic backgrounds. The action for a Dp-brane then takes the form

\[ S_{Dp} = S_{DBI} + S_{WZ} \]

where \( S_{DBI} \) is the Dirac-Born-Infeld action

\[ S_{DBI} = T_p \int_{\Sigma_{p+1}} d^{p+1}\xi \, e^{-\Phi} \sqrt{\det [\rho^*(G + B) + \ell_s^2 F]} . \]  

(3.34)

There is again a pullback of the ten-dimensional closed string background fields \( \Phi, G \) and \( B \) on the worldvolume of the brane parameterized by \( \xi^\mu, \mu = 1, \ldots, p + 1 \) and the determinant is taken on the worldvolume indices.

The reader might wonder where the \( 9 - p \) scalar fields \( \varphi_A \), that were supposed to describe the transverse fluctuations of the D-brane, hide in this description. To see them explicitly, one must first unpack the definition of the pullback of the fields under \( \rho: \Sigma_{p+1} \to \mathcal{M}: \xi^\mu \mapsto x^M(\xi^\mu) \),

\[
(\rho^* \Phi)(\xi^\mu) = \Phi(x^M(\xi^\mu)) , \quad (3.35a) \\
(\rho^* G)(\xi^\lambda)_{\mu \nu} = \frac{\partial x^M}{\partial \xi^\mu} \frac{\partial x^N}{\partial \xi^\nu} G_{MN}(x^P(\xi^\lambda)) , \quad (3.35b) \\
(\rho^* B)(\xi^\lambda)_{\mu \nu} = \frac{\partial x^M}{\partial \xi^\mu} \frac{\partial x^N}{\partial \xi^\nu} B_{MN}(x^P(\xi^\lambda)) . \quad (3.35c)
\]

This looks like the embedding is determined by the ten functions \( x^M(\xi^\mu) \) rather than the \( 9 - p \) scalars \( \varphi_A \). However, all the expressions involved are covariant under worldvolume diffeomorphisms, and one needs to fix this gauge freedom to see the physical worldvolume scalars. A natural choice is to impose the static gauge, whereby one identifies the worldvolume coordinates \( \xi \) with the space-time coordinates \( x^\mu \) that lie along the D-brane,

\[ x^\mu(\xi) = \xi^\mu , \quad \mu = 1, \ldots, p + 1 . \]  

(3.36)

The remaining \( 9 - p \) embedding functions \( x^A \) then yield the dynamical scalars \( \varphi^A \) when expanded about a reference point \( x_0 \),

\[ x^A(x^\mu) = x_0^A + \ell_s^2 \varphi^A(x^\mu) , \quad A = p + 2, \ldots, 10 . \]  

(3.37)
Chapter 3. Strings, D-branes and instantons

The pullback of the metric (3.35b) provides the kinetic terms for the scalars,
\[
(\rho^* G)^{\lambda\mu} = \delta_{\mu\nu} + 2\ell_s^2 \partial_{\mu} \varphi^A G_{\mu A}(x_0 + \ell_s^2 \varphi) + \ell_s^4 \partial_{\mu} \varphi^B \partial_{\nu} \varphi^B G_{AB}(x_0 + \ell_s^2 \varphi) .
\]
(3.38)

If the background is invariant under translations \(x^A \to x^A + x_0^A\), the \(\varphi_A\) only enter the action through their derivatives, in agreement with the Goldstone theorem.

The DBI action is weighted by the tension \(T_p\) of a D\(p\)-brane, while the WZ action is weighted by the charge \(\mu_p\). These two constants are equal as a consequence of supersymmetry [47] and are given by
\[
T_p = \mu_p = \frac{1}{(2\pi)^{\frac{p+1}{2}} \ell_s^{p+1}} .
\]
(3.39)

This uses the convention where the string coupling \(g_s\) is not written explicitly but is given by the asymptotic value of the dilaton,
\[
e^\Phi(x) \to g_s \quad \text{for } |x| \to \infty .
\]
(3.40)

A few comments on the validity of the DBI action (3.34) are in order. It is an exact action when the fields \((\Phi, G, B, F)\) are constant, in the sense that the equations of motion found by varying \(A_\mu\) and \(\varphi_A\) are equivalent to conformality of the open string sigma-model in the background specified by these fields [48]. This regime of constant fields is more general than the low-energy limit \(\ell_s^2 \to 0\), as the \(\ell_s^2 F\) term in (3.34) yields an infinite power series in \(\ell_s^2\) that corrects the strict low-energy limit. Still, there are corrections to the DBI action involving derivatives of the fields, that will become important when the (gauge-invariant combinations of) derivatives are large with respect to the string scale \(\ell_s^2\).

3.2.3. Multiple D-branes

Since an open string has two ends, we can choose different boundary conditions at the two ends of the string. Let us start by considering the case of two parallel D\(p\)-branes at different positions in the transverse space, say \(x_1^A\) and \(x_2^A\). There are now four different open string sectors: with both ends on the brane at \(x_1^A\), with both ends on the brane at \(x_2^A\), with the starting point on the brane at \(x_1^A\) and the endpoint on the brane at \(x_2^A\) and finally the same strings but with the roles of \(x_1^A\) and \(x_2^A\) reversed. For bookkeeping purposes, it is convenient to introduce labels for the two D-branes, \(i = 1, 2\), sitting at \(x_i^j\). The different sectors are then labelled by pairs \((i, j)\) for strings going from the brane \(i\) to the brane \(j\). These indices are called Chan-Paton factors.

Because the two branes are parallel, they preserve the same supercharges (3.33). They are mutually BPS, which means that the central charge behaves
additively and the D-branes exert no force on one another: the gravitational attraction exactly balances the electrostatic repulsion of the two like RR charges. This explains the relation (3.39) between the tension and charge of a D-brane.

The diagonal sectors \((1,1)\) and \((2,2)\) contain the massless states discussed previously. The off-diagonal strings (with \(i \neq j\)) are stretched, hence they have a contribution to the mass proportional to their length

\[
m_{12}^2 \sim \frac{1}{\ell_s^4} (x_A^1 - x_A^2)^2.
\]

This makes the lightest excitations of these strings very massive for separated branes, and the low-energy field theory is a free \((p+1)\)-dimensional maximally supersymmetric \(U(1) \times U(1)\) gauge theory. However, when taking the D-branes to sit on top of one another, these off-diagonal strings become light, and the D-branes can interact through open strings. It turns out that the limit of having massless off-diagonal strings corresponds to the gauge symmetry enhancement \(U(1)^2 \rightarrow U(2)\), meaning that multiple coinciding D-branes interact through a supersymmetric non-Abelian gauge theory [49]. This description makes sense because one can view each massless mode in the sector \((i,j)\) as the element \((i,j)\) of a \(2 \times 2\) matrix. In the non-Abelian theory, there is a potential for the scalars \(V \sim \text{tr} \left[ \varphi_A, \varphi_B \right]^2\). This potential is minimized by configurations with commuting constant scalars, which can thus be diagonalized simultaneously. Remembering that the scalars are interpreted as the transverse fluctuations of the branes, we can then write

\[
\langle \varphi_A \rangle = \frac{1}{\ell_s^2} \left( \begin{array}{cc} x_A^1 & 0 \\ 0 & x_A^2 \end{array} \right).
\]

This corresponds to the situation where one D-brane sits at \(x_A^1\) and the other at \(x_A^2\), i.e. the starting point of our discussion. This vacuum breaks the gauge group \(U(2) \rightarrow U(1)^2\), giving masses to the off-diagonal modes that agree with (3.41). In the limit where the off-diagonal modes are very heavy, that is in the limit where the D-branes are taken to be very far apart, one can integrate them out by setting them to zero and one recovers in this way the \(U(1) \times U(1)\) theory describing two non-interacting D-branes. The overall \(U(1) \subset U(2)\) factor, which is always decoupled because all the fields are in the adjoint, describes in the geometric picture the free dynamics of the center of mass of the pair of D-branes.

The gauge-coupling \(g_{p+1}\) for the \((p+1)\)-dimensional theory realized on a stack of \(Dp\)-branes is related to the tension \(T_p\) in (3.39),

\[
\frac{1}{g_{p+1}^2} = \frac{T_p \ell_s^4}{2g_s} = \frac{1}{2(2\pi)^{p-1} \ell_s^{p-3} g_s}.
\]
As a quick check, notice that in four dimensions, one gets a dimensionless coupling $g_2^2 = 4\pi g_s$ as expected.

To summarize, separating the D-branes corresponds from the worldvolume perspective to going on the Coulomb branch. The off-diagonal strings are then W-boson multiplets that become massive through the Higgs mechanism. Of course, the discussion readily generalizes to the case of $N$ parallel D-branes which realize a $U(N)$ maximally supersymmetric gauge theory on their worldvolume when they are stacked on top of each other. For instance, in the case of the D3-brane, this is the four-dimensional $\mathcal{N} = 4$ $U(N)$ gauge theory reviewed in section 2.2.1.

How does the action for a single D-brane generalize to the setting of multiple D-branes? When the D-branes are far apart, one simply sums over the contributions of all D-branes. In the opposite limit, where one deals with a stack of D-branes and a $U(N)$ gauge group, simply summing over the $N$ D-branes is not gauge-invariant. It is easy to see that the action

$$S_{WZ,N} = i\mu_p \int_{\Sigma_{p+1}} \text{tr}_{U(N)}[e^{B + \ell_s^2 F} \wedge C]_{p+1}$$

provides a gauge invariant generalization of the WZ action (3.27) for a single D-brane. This action cannot be the full story in the non-Abelian case, however, because it does not yield the required sum over D-branes upon neglecting the off-diagonal terms. The reason is that one also needs to generalize the (implicit) pullback to a “non-Abelian pullback” that depends on the fields $\varphi_A$ that can be seen as some kind of matrix-valued D-brane coordinates. Further, also the DBI action (3.34) needs to be generalized to the case of several D-branes. We will come back to these issues in section 3.2.5, but for now (3.44) will be sufficient.

### 3.2.4. Instantons as branes within branes

We now have all the tools to embed instantons in string theory constructions. Let us start with a stack of $N$ D3-branes extended along the four directions $x_\mu$, $\mu = 1, \ldots, 4$, whose low-energy dynamics is described by a four-dimensional $U(N)$ field theory. Consider the non-Abelian WZ action (3.44) and take the $B$-field and the adjoint scalars to vanish. Expanding the exponential and selecting the 4-form terms, one obtains

$$S_{WZ,N} = i\mu_3 \int_{\mathbb{R}^4} [NC_4 + \ell_s^2 C_2 \wedge \text{tr} F + \frac{\ell_s^4}{2} C_0 \text{tr}(F \wedge F)].$$

If we take $\text{tr} F = 0$, which we may do consistently as the overall $U(1)$ factor does not couple to the other worldvolume fields, and also assume that $C_0$ is
constant along the D3-branes,

\[ S_{WZ,N} = i \mu_3 N \int_{\mathbb{R}^4} C_4 - 4\pi^2 \ell_s^4 \mu_3 i K C_0 \]  

(3.46)

where \( K \) is the instanton number defined in (2.2). The first term is \( N \) times the coupling of a single D3-brane to the RR 4-form potential, which is expected given that we are dealing with \( N \) D3-branes. The second term, however, is similar to the coupling of a D\((-1)\)-brane to the RR 0-form potential because the integral over a zero-dimensional “worldvolume” is simply the evaluation at the position of the D\((-1)\)-brane. Comparing with the normalization of the D\((-1)\)-brane charge (3.39), we can rewrite it as \( \mu_{-1} K C_0 \), which means that the configuration we are dealing with behaves like \( K \) D\((-1)\)-branes\(^5\) dissolved in the worldvolume of \( N \) D3-branes as far as the charges are concerned, a configuration called “branes within branes” by Douglas [50]. The D\((-1)\)-brane charge is dissolved because the instanton charge, being a topological quantity, is not well-localized but associated with the global behavior of the worldvolume gauge field.

This configuration looks like a bound state of D3 and D\((-1)\)-branes not only with respect to the charges but also with respect to the preserved supersymmetry. We know from section 2.2.2 that an instanton in the \( \mathcal{N} = 4 \) theory preserves 8 super-Poincaré charges and precisely the same amount is preserved by a system of D\((-1)\) and D3-branes. Indeed, we can read from (3.33) that the supercharges preserved by such a configuration satisfy the simultaneous equations

\[ \epsilon_1 = \Gamma_{1...4} \epsilon_2 \quad \text{and} \quad \epsilon_1 = -\epsilon_2, \]

(3.47)

which together imply that the unbroken supercharges are chiral from the four-dimensional point of view, in agreement with the field theory considerations of section 2.2.2.

Both the RR charges and the supersymmetry are strong indications that one can realize instantons in field theory as bound states of D\((-1)\) and D3-branes in a suitable low-energy limit. Taking this idea seriously, one should be able to obtain the super-ADHM construction and the action (2.58) from computations in String Theory. This is indeed the case and was done in [51, 52] by computing open string amplitudes. With two different sets of D-branes, there are now four different kinds of open strings, because they can have both their endpoints on the D3-branes, both on the D\((-1)\)-branes, or one endpoint on the D3-branes.\(^5\)Because of the minus sign in (3.46), our instantons are more precisely anti-D\((-1)\)-branes. This can be traced back to the fact that we are dealing with anti-self-dual solutions rather than self-dual and will be responsible for various additional minus signs in the rest of this thesis.
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and the other on the D(−1)-branes (with two possible orientations). The amplitudes of the two first sectors correspond, in the low-energy limit, to the maximally supersymmetric Yang-Mills theories in four dimensions (with gauge group $U(N)$) and in zero dimensions (with gauge group $U(K)$) respectively. The massless states are respectively the gauge theory fields $(A_\mu, \varphi_A, \lambda, \tilde{\lambda})$ and the neutral ADHM moduli $(X_\mu, \phi_A, \psi, \Lambda)$. The interactions of the strings with mixed boundaries are governed by very different amplitudes, because there are now four dimensions with Dirichlet-Neumann mixed boundary conditions. All the directions have at least one end with Dirichlet conditions, forbidding the zero modes for all $X_M$, hence the massless states are (coordinate independent) moduli rather than four-dimensional fields. They turn out to be precisely the charged moduli $(q, \tilde{q}, \chi, \tilde{\chi})$. By computing disk amplitudes with insertions of these massless modes, the authors of [51, 52] then managed to build the action (2.58), as well as the couplings of the moduli to the D3-brane fields that were hidden in $S_{\text{gauge}}$.

The full derivation involves rather technical string theory machinery, but we can deduce the action (2.58) (though not all the couplings to the D3-brane fields) by exploiting supersymmetry and some facts about the D-branes. First, by using T-duality on the six coordinates transverse to the D3-branes, we can transform the D(−1)/D3 system into a D5/D9 system\(^6\). If we only consider $N$ D9-branes with no D5-branes present, the low-energy limit is the ten-dimensional $\mathcal{N} = 1$ Yang-Mills theory with gauge group $U(N)$ which describes the self-interactions of the D9-D9 strings. Similarly, we can consider only $K$ D5-branes with no D9-branes present. The low-energy limit is an $\mathcal{N} = (1,1)$ six-dimensional theory that can be obtained by the dimensional reduction of the ten-dimensional $\mathcal{N} = 1$ Yang-Mills theory down to six dimensions and has gauge group $U(K)$. With the two types of branes present, supersymmetry on the D5 worldvolume is broken from 16 to 8 supercharges. The $\mathcal{N} = (1,1)$ vector multiplet then splits into irreducible representations of the reduced supersymmetry algebra. It yields a vector multiplet $(\phi, \Lambda, D)$ and an adjoint hypermultiplet $(X, \tilde{\psi})$ with respect to the unbroken subalgebra. The next step is to add the two extra open string sectors, with one end on the D5 and the other on the D9. Because of these boundary conditions, they carry (anti-)fundamental charges under both gauge groups, they are \textit{bifundamentals} $(K, \bar{N})$ (for the D5→D9 sector) or $(\bar{K}, N)$ (for the D9→D5 sector) of $U(K) \times U(N)$. Given that the massless states of these strings only depend on six coordinates, they have an interpretation in the six-dimensional theory. The amount of supersymmetry and the charges

\(^6\)Consistency of the type IIB theory in the presence of $N$ D9-branes requires the addition of an O9 orientifold plane as well as the value $N = 32$, which would bring us to the type I theory. However, we will use the D5/D9 theory only as a tool to obtain the D(−1)/D3 system, making this issue irrelevant.
require them to fit into a bifundamental hypermultiplet $(q, \chi)$ whose complex conjugate is $(\bar{q}, \bar{\chi})$. From the point of view of the D5-brane worldvolume theory, the D9-brane U($N$) gauge group is a global symmetry group, hence this theory is simply six-dimensional supersymmetric QCD with gauge group U($K$), one adjoint hypermultiplet and $N$ fundamental flavors. The global symmetries are SO(6) $\times$ SO(4) because of the presence of the D5-branes which break part of the ten-dimensional Lorentz group. The first factor is the Lorentz group along the D5, while the SO(4) corresponds to transverse rotations. Under the partial supersymmetry breaking due to the presence of the D9-branes, this SO(4) group further splits into an SU(2) R-symmetry and an SU(2) flavor symmetry. The action for this theory with canonical kinetic terms is unique up to the value of the gauge coupling when all mass terms are set to zero and is given by the sum

$$S_{D5-D5} = \frac{1}{g_s^2} \int d^6x \text{tr}_{U(K)} \left\{ \frac{1}{2} F_{AB} F_{AB} + \frac{1}{\ell_s^2} \nabla_A X_\mu \nabla_A X_\mu + \frac{2i}{\ell_s^2} [X_\mu, X_\nu] D_{\mu\nu} \right. \left. \right.$$  

$$+ i \Lambda^a_a \tilde{\Sigma}^{ab}_A \nabla_A \Lambda_{ab} + \frac{i}{\ell_s^4} \tilde{\psi}^a_\alpha \Sigma_{Aab} \nabla_A \tilde{\psi}^{\dot{\alpha}b} - \frac{2}{\ell_s^2} \sigma_{\mu\alpha\dot{\alpha}} \Lambda^a_a [X_\mu, \tilde{\psi}^{\dot{\alpha}a}] - D_{\mu\nu} D_{\mu\nu} \right\}$$  

(3.48)

for the massless modes of the D5-D5 strings, and

$$S_{D5-D9} = \int d^6x \left\{ \frac{1}{2} \nabla_A \tilde{q}^a_\alpha \nabla_A q_\alpha + \frac{i}{\ell_s^4} \tilde{\chi}^a_\alpha \Sigma_{Aab} \nabla_A \chi^b \right. \left. \right.$$  

$$+ \frac{1}{\sqrt{2}} \tilde{q}^a_\alpha \Lambda_{\alpha\alpha} \chi^a + \frac{1}{\sqrt{2}} \tilde{\chi}^a_\alpha \Lambda_{\alpha a} q_\alpha + \frac{i}{\sqrt{2}} \tilde{q}^a_\alpha D_{\mu\nu} \sigma_{\mu\alpha\beta} q_\beta \right\} + \cdots$$  

(3.49)

for the massless modes of the D5-D9 strings. In (3.48), $F_{AB} = \partial_A \phi_B - \partial_B \phi_A + i[\phi_A, \phi_B]$ is the field strength of the U($K$) gauge field $\phi_A$ and $\nabla_A = \partial_A + i[\phi_A, \cdot]$ is the gauge-covariant derivative in the adjoint representation. The explicit factors of $\ell_s$ are due to the fact that the adjoint hypermultiplet has been rescaled with respect to the canonical normalization by $\ell_s^{-2}$ in order for the scalars $X_\mu$ to have dimension of length (recall that these fields are interpreted geometrically as the positions of the D5-branes in their transverse space). The field $D_{\mu\nu}$ is an antisymmetric and self-dual auxiliary field that has been added for the off-shell closure of the super-algebra on the vectormultiplet. In (3.49), the covariant derivatives act on the fields according to their charges, i.e. $\nabla_A q = \partial_A q + i\phi_A q$,  

7Reducing this theory to 4D and splitting the (now $N = 2$) vector into an $N = 1$ vector and an adjoint chiral, the three independent fields in $D_{\mu\nu}$ correspond to the real and imaginary parts of the $F$-component of the chiral multiplet and to the $D$-component of the usual $N = 1$ vector multiplet.
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\[ \nabla_A \bar{q} = \partial_A \bar{q} - i \bar{q} \phi_A \] and similarly for \( \chi \) and \( \tilde{\chi} \). There are extra couplings of the D5-D9 modes to the D9 fields, but most of them will not be needed in this thesis and they have not been written down.

Now that we know the D5 worldvolume action in the D5/D9 system, we can straightforwardly obtain the action for the D\((-1)\)-branes in the D\((-1)\)/D3 system by T-dualizing back. T-duality simply amounts to the dimensional reduction of the worldvolume theory down to zero dimensions, which can be implemented very simply by dropping all the partial derivatives in the action as well as the overall integration and replacing the 6D gauge coupling \( g_6 \) by its 0D counterpart \( g_0 \). One obtains

\[
S_{D(-1)-D(-1)} = \frac{1}{g_0^2} \text{tr}_{U(K)} \left\{ -\frac{1}{\ell_s^4} [\phi_A, X_\mu][\phi_A, X_\mu] + \frac{2i}{\ell_s^4} [X_\mu, X_\nu] D_{\mu\nu} \right. \\
- \frac{1}{\ell_s^4} \bar{\psi}_\alpha^a \Sigma_{Aab} [\phi_A, \bar{\psi}^{ab}] - \frac{2i}{\ell_s^4} \sigma_{\mu\alpha} \Lambda^\alpha_a [X_\mu, \bar{\psi}^{\alpha a}] \\
\left. - \frac{1}{2}[\phi_A \phi_B][\phi_A, \phi_B] - \Lambda^\alpha_a \Sigma^a_{A} [\phi_A, \Lambda_{ab}] - D_{\mu\nu} D_{\mu\nu} \right\} 
\] (3.50)

for the dimensional reduction of (3.48) and

\[
S_{D(-1)-D3} = \frac{1}{2} \bar{q}^a \phi_A \phi_A q_a - \frac{1}{2} \bar{\chi}^a \Sigma_{Aab} \phi_A \chi^b \\
+ \frac{1}{\sqrt{2}} \bar{\psi}_\alpha^a \Lambda_{aa} \chi^a + \frac{1}{\sqrt{2}} \bar{\chi}^a \Lambda^a_a q_a + \frac{i}{2} \bar{\psi}_\alpha^a D_{\mu\nu} \sigma_{\mu\nu}^\beta q_\beta + \cdots 
\] (3.51)

for the dimensional reduction of (3.49).

By using (3.43), one can relate the zero-dimensional coupling \( g_0 \) to the four-dimensional coupling \( g_4 \) (that was simply called \( g \) in chapter 2),

\[
\frac{1}{g_0^2} = \frac{4 \pi^2 \ell_s^4}{g_4^2}.
\] (3.52)

The sum of (3.50) and (3.51) is then close to the instanton action (2.58), but not exactly the same. The main difference is the absence in (2.58) of the three terms on the last line of (3.50), hence we are not exactly describing instantons in gauge theory. To understand the difference, let us look at the moduli space of vacua. The equation of motion for \( D \) reads, by using (3.52),

\[
- i \ell_s^4 D_{\mu\nu} = [X_\mu, X_\nu] + \frac{g_4^2}{16 \pi^2} q_\beta \bar{q}^a \sigma_{\mu\nu}^\beta.
\] (3.53)

The RHS is the same as the ADHM constraint (2.35), but because the action now contains a term quadratic in \( D \), the LHS is no longer zero, and we obtain
an equation for $D$ rather than a constraint. Plugging this value of $D$ back in the action and setting all fermions to zero, we see that there are two types of solutions:

**The “Coulomb branch”** where $q = \tilde{q} = 0$ and the adjoint moduli $X_\mu, \Phi_A$ commute. The equation of motion for $D$ is then trivially satisfied. The gauge group is generically broken as $U(K) \to U(1)^K$, explaining the name of this branch in analogy with the higher-dimensional case even if there is no Coulomb potential in zero dimensions. These vacua correspond to D($-1$)-branes that can be placed anywhere in the ten-dimensional space-time.

**The “Higgs branch”** where $\phi_A = 0$, and the other bosonic moduli $X_\mu, q, \tilde{q}$ satisfy the equation (3.53) with $D = 0$ and hence the ADHM constraint. The non-trivial values of $q$ and $\tilde{q}$ generically break the gauge group completely. Because $\phi_A = 0$, the D($-1$)-branes sit inside the D3-branes.

Of these two branches, only the Higgs branch enjoys the properties of gauge theory instantons. However, the two branches are connected in the D($-1$)/D3 system. They meet at the points where $q = \tilde{q} = \phi_A = 0$ and the $X_\mu$ commute. In the field theory, these points are associated with UV divergences where the instanton shrinks to zero size, and we thus see that String Theory provides a UV completion by allowing such point-like instantons to leave the D3-brane as D($-1$)-branes. Since we are interested in genuine field theory instantons, we will need to decouple the Coulomb branch from the Higgs branch by dropping the three terms in the last line of (3.50). This can be done consistently and has a very nice interpretation in the AdS/CFT context as we will see in the next chapter.

Notice that, starting from the D5/D9 system, one can arrive not only at the D($-1$)/D3 system, but more generally at all the D$p$/D($p+4$) systems for $p = -1, \ldots, 5$ by T-duality. By similar arguments as for $p = -1$, one arrives at the conclusion that in a suitable decoupling limit, the D$p$-branes describe supersymmetric codimension 4 solitons in the D($p+4$)-brane gauge theory. This fact will be exploited in chapter 7.

**3.2.5. Multiple D-brane effective action**

Let us now come back to the issue of generalizing the effective action for a single D$p$-brane in a non-trivial background to the case of $N$ coinciding D$p$-branes. Recall that for $N$ parallel D$p$-branes, the worldvolume fields are $N \times N$ matrices, and one needs to find the correct way to generalize from commuting variables to matrices.
Since the scalar fields $\varphi^A$ correspond to the transverse fluctuations of the D-brane, they enter the pullback of the bulk fields to the brane, as explained in detail in section 3.2.2. The first question is then

1. How to define the non-Abelian pullback?

A second question is that contrary to the fields on a single D-brane, the fields on a stack of several D-branes are matrices, and one needs to answer

2. How to order the matrices in the action?

The answers to these questions provide the required ingredients to build the non-Abelian D-brane actions. It is in principle possible to obtain the answers by computing the relevant String Theory amplitudes. However, this “shut up and calculate!” approach is very involved in practice, and it has been attempted to find the non-Abelian generalization by indirect methods.

A good strategy to solve the first question is to use T-duality [12] (see also [53]). Indeed, since all configurations of $N$ D$p$-branes with $p = -1, \ldots, 9$ are T-dual to each other, one can deduce the action for all $p$ from the D9-brane action by applying the known T-duality transformation rules both to the closed and open string massless fields. But since the D9-brane is space-filling, it does not have transverse directions and hence no scalars, the only bosonic worldvolume field being the non-Abelian gauge field. In static gauge (3.36), the worldvolume coordinates are simply identified with the ambient space coordinates, and the pullback is trivial. Implementing the T-duality then yields an effective action $S_{\text{eff}} = S_{\text{DBI}} + S_{\text{WZ}}$ that we will call Myers’ action [12],

$$S_{\text{DBI}} = T_p \int_{\Sigma^{p+1}} \! d^{p+1}x \, \text{tr} \left\{ P[e^{-\Phi}] \sqrt{\det(P[\mathcal{E}]_{\mu\nu} + \ell_s^2 F_{\mu\nu})} \det(Q^A_B) \right\}, \quad (3.54)$$

$$S_{\text{WZ}} = i\mu_p \int_{\Sigma^{p+1}} \! \text{tr} \left\{ P[e^{ie^{\frac{i}{2}i_a \Phi} (C \wedge e^B)}] \wedge e^{\ell_s^2 F} \right\}^{p+1}. \quad (3.55)$$

These actions describe the bosonic worldvolume fields, which are a non-Abelian gauge field $A_\mu$, $\mu = 1, \ldots, p+1$ and $9-p$ scalars $\phi^A$, $A = 1, \ldots, 9-p$, in a non-trivial background specified by a dilaton $\Phi$, a metric $G_{MN}$, an antisymmetric 2-form potential $B_{MN}$ and a RR polyform $C$ as in (3.10) (resp. (3.11)) for even (resp. odd) $p$. The tensor $\mathcal{E}_{MN}$ is defined as

$$\mathcal{E}_{MN} = E_{MN} + E_{MA} (Q^{-1} - \delta)^A_B E^{BC} E_{CN} \quad (3.56)$$

In this section, we use $\phi^A$ instead of $\varphi^A$ for the worldvolume scalars in order to make contact with the notations used for probe branes in the next chapters.
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in terms of the combination \( E_{MN} = G_{MN} + B_{MN} \) of the metric and B-field, the matrix \( Q^A_B = \delta^A_B + i\ell_s^2 [\phi^A, \phi^B] E_{CA} \) and the inverse \( E^{AB} \) of \( E_{AB} \), i.e. \( E_{AB} E^{BC} = \delta^C_A \). The symbol \( \mathcal{P} \) stands for the non-Abelian pullback depending on the worldvolume scalars. It is defined in the following way. First take the ordinary pullback in static gauge, and replace the partial derivatives of the scalar by gauge-covariant derivatives. For example on the two-index tensor \( \mathcal{E} \), this yields (compare with (3.38)),

\[
\mathcal{P}(\mathcal{E})_{\mu\nu} = \mathcal{E}_{\mu\nu} + \ell_s^2 \nabla_\mu \phi^A \mathcal{E}_{A\nu} + \ell_s^2 \nabla_\nu \phi^A \mathcal{E}_{A\mu} + \ell_s^4 \nabla_\mu \phi^A \nabla_\nu \phi^B \mathcal{E}_{AB} .
\]

(3.57)

All background fields still depend on the transverse space-time coordinates that need to be translated into worldvolume coordinates. In the Abelian setting, this was done by choosing a reference point and identifying the displacement with respect to this point with the worldvolume scalars, as in (3.37). The second step is to replace in the background fields the transverse space-time coordinates with the matrix-valued coordinates

\[
x^A \to X^A = x^A I_{N \times N} + \ell_s^2 \phi^A(x_\mu),
\]

(3.58)

which corresponds to expanding around the configuration where all the D-branes are sitting at \( x^A \). This has to be understood in the sense of formal Taylor series: for example, the non-Abelian pullback of the dilaton is

\[
\mathcal{P}(\Phi) = \Phi(x^A I + \ell_s^2 \phi^A) = \sum_{n=0}^{\infty} \frac{\ell_s^{2n}}{n!} \phi^A_1 \cdots \phi^A_n \partial x^{A_1} \cdots \partial x^{A_n} \Phi(x^B) .
\]

(3.59)

The other non-standard operation involving the matrix-valued scalar fields is the non-vanishing squared inner product \( i_{\phi} i_{\phi} \). Recall that, given a \( k \)-form \( \omega_k \) and a vector \( v \), one can form the inner product \( i_v \omega \) which is a \( (k-1) \)-form. By antisymmetry, the squared inner product \( i_v i_v \omega_k \) identically vanishes. However, this is not the case for the inner product \( i_{\phi} i_{\phi} \omega \) since the anti-commutator of \( [\phi^A, \phi^B] \) does not necessarily vanish when the \( \phi \)s are matrices. For example, on the RR 2-form \( C_2 = \frac{1}{2} C_{2MN} dx^M \wedge dx^N \),

\[
i_{\phi} i_{\phi} C_2 = \phi^B \phi^A C_{2AB} = -\frac{1}{2} [\phi^A, \phi^B] C_{2AB} .
\]

(3.60)

The presence of the inner products has the important consequence that Dp-branes not only couple to all RR \( q \)-form potentials with \( q \leq p + 1 \) (and parity opposite to \( p \)), but also to all the other RR forms existing in the theory. This is at the origin of the Myers effect [12] where a stack of Dp-branes polarizes into a D\((p+2)\)-brane. It will also play an important role in the following, as it will allow to recover all the RR fields from D\((-1)\)-branes (or D0-branes) only.
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By unpacking all the definitions, plugging them into the actions (3.54) and (3.55) and expanding in power series of $\ell_s^2$, one can obtain an explicit action for the worldvolume bosons with background-dependent couplings. However, one still needs to answer question 2 by finding the correct way to order all the matrix-valued worldvolume fields entering the action. An ordering procedure for the D9-brane, which goes under the name of symmetrized trace prescription and is denoted by $\text{Str}$, has been defined by Tsytlin in [54, 55]. It amounts in this context to treating the combinations of fields $F_{\mu\nu}$, $\phi^A$, $\nabla_\mu \phi^A$ and $[\phi^A, \phi^B]$ that are involved in the construction of Myers’ action as basic objects, and then symmetrizing over all their possible orderings before taking the trace over the gauge group. This prescription, however natural it may seem, is known to be incorrect. It fails to capture some effects known to be present in String Theory at third order in $(F, [\phi, \phi], \nabla \phi)$ [56, 57]. The issue of finding the correct non-Abelian generalization of the DBI action has received a lot of attention in the literature (see [58–62] for different attempts), but to date there is no clear understanding of the ordering prescription adopted by string theory. This complication will fortunately not matter for the purposes of this thesis. Indeed, the effective action will be computed by other means and be compared with Myers’ action in order to read-off the background fields from it. Luckily, all the background fields already appear at the lower orders for which the symmetrized trace prescription is thought to be correct so that the higher orders will not be needed. The approach pursued in this thesis actually provides an independent way to construct well-defined D-brane actions at all orders in particular cases, even when Myers’ form is not valid.

3.2.6. D-branes on orbifolds

So far, we have only considered D-branes in flat space or in weakly curved backgrounds where the light closed string modes are the flat space massless modes. In section 3.1.2, closed strings in more general backgrounds were constructed by the orbifold procedure. We are now going to discuss the fate of D-branes on orbifolds [40].

Let us take again an orbifold group $\Gamma \subset \text{SO}(10)$, and consider the orbifold $\mathcal{M} \simeq \mathbb{R}^{10}/\Gamma$. The elements $\gamma \in \Gamma$ act on the worldsheet fields of the open string in the same way as for the closed string, given by (3.15). The novelty resides in the action on the boundary conditions. Indeed, consider a D$p$-brane at the position $x \sim \gamma \cdot x$ on $\mathcal{M}$, and assume to begin with that it is placed away from the orbifold singularity locus. Under the orbifold projection $\mathbb{R}^{10} \to \mathcal{M}$, all the points in the $\Gamma$-orbit of $x$ map to the same point. Since $x$ is not an orbifold singularity, $\Gamma$ acts freely and there are $|\Gamma|$ points in the orbit. Hence, a single physical D-brane in the orbifold maps in the covering space $\mathbb{R}^{10}$ to $|\Gamma|$ different
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D-branes. We can index these D-branes by \( i = 0, \ldots, |\Gamma| - 1 \) and write \( |i\rangle \) for the D-brane sitting at \( \gamma_i \cdot x \), the element \( \gamma_0 \) being the identity in \( \Gamma \). The equation

\[
\gamma \gamma_i = R(\gamma) j \gamma_j
\]

defines the \(|\Gamma| \times |\Gamma|\) permutation matrix \( R(\gamma) \) uniquely. The orbifold group acts on the D-branes in the orbit in the same way,

\[
\gamma \cdot |i\rangle = R(\gamma) j |j\rangle.
\]

(3.62)

By viewing the branes as the basis elements of a complex vector space \( \mathbb{C}[\Gamma] \) of dimension \(|\Gamma|\), \( R(\gamma) \) can be seen as a linear transformation and it is straightforward to check that \( R: \Gamma \to \text{End}(\mathbb{C}[\Gamma]) \) is a group representation, called the regular representation of \( \Gamma \). The physical D-brane that one obtains by implementing (3.15) on the worldsheet fields, (3.62) on the boundary conditions and projecting on invariant states is similarly called a regular brane. More generally, one can consider a stack of \( N \) regular branes by starting with \(|\Gamma|N\) branes in the covering space and taking \( N \) copies of the regular representation.

It is a well-known fact of the representation theory of finite groups that the regular representation \( \Gamma \) decomposes into the irreducible representations \( R_r \) of \( \Gamma \), with multiplicities given by the dimensions,

\[
\mathbb{C}[\Gamma] = \bigoplus_r (\dim R_r) R_r.
\]

(3.63)

The matrices \( R(\gamma) \) can thus be simultaneously block-diagonalized along the same pattern. The gauge group has to preserve the block decomposition and hence gets broken by the orbifold projection as

\[
U(|\Gamma|N) \to \prod_r U((\dim R_r)^2 N).
\]

(3.64)

The open strings stretched between regular branes are the analogues of the closed string untwisted sector: they are well-defined objects in the covering space and the orbifold projection simply amounts to a truncation of their spectrum. It is then to be expected that, as happens for the closed string with the twisted sectors, having an orbifold allows to choose more general boundary conditions for the open strings, i.e. different kinds of D-branes besides the regular ones. They could be argued to exist by a similar argument to the one pursued in section 3.2.1 in order to provide sources for the twisted RR fields. Let us proceed more directly, noticing that we were led to the regular representation from the condition that \( \Gamma \) act freely on the D-branes at a non-fixed point in the covering space. If we place some D-branes at a fixed point instead, the argument is
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not valid any more and we can take any representation of $\Gamma$ instead of the regular representation to construct D-branes. The basic building blocks are the different irreducible representations $R_\gamma$ of $\Gamma$. To each of these, we can associate a different type of D-brane at the singularity. The D-brane associated to $R_\gamma$ is called fractional brane of type $\gamma$, because (3.63) provides a decomposition of a regular brane, placed at the singularity, into its fractional brane constituents.

Let us see more concretely what happens in the specific case where $\Gamma$ is the group $\mathbb{Z}_2 \subset SU(2) \subset SO(4) \subset SO(10)$ defined by (3.17). We shall first consider $N$ regular D3-branes on this orbifold, hence we need to start with $2N$ D3-branes on the covering space and implement the orbifold projection. The transverse space to the D3-branes is $\mathbb{R}^6$, which is more conveniently viewed as $\mathbb{C}^3$ with coordinates $(z^I) = (z^1, z^2, z^3)$. The orbifold group $\mathbb{Z}_2$ can be viewed as a subgroup of $SU(3)$, and its non-trivial element then acts on $\mathbb{C}^3$ as

$$\gamma \cdot (z^1, z^2, z^3) = (z^1, -z^2, -z^3) \Rightarrow (\gamma^I_J) = \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}. \quad (3.65)$$

This action fixes the complex plane parameterized by the coordinate $z^1$ in addition to the $\mathbb{R}^4$ parallel to the D3-branes, hence the orbifold space is $\mathbb{R}^4 \times \mathbb{C} \times \mathbb{C}^2/\mathbb{Z}_2$. We need to take complex combinations of the six scalars $\varphi_A$, producing three complex scalars, in order to match the identification of the transverse space as a $\mathbb{C}^3$. It is convenient to define them by

$$\Phi^I = \frac{1}{2} \epsilon^{IJK} \Sigma_{AJK} \varphi_A, \quad \Phi^*_I = \Sigma_{AI0} \varphi_A, \quad (3.66)$$

decomposing the global symmetry of the transverse space (which is an $R$-symmetry in the field theory on the D3-branes) $\text{Spin}(6) \simeq SU(4)_R \rightarrow U(1) \times SU(3)$ and the $SU(4)$ index $a \rightarrow (0, I = 1, 2, 3)$. The matrices $\Phi^I$ and $\Phi^*_I$ are Hermitian conjugate of each other thanks to (A.14) and (A.16). The action of $\gamma$ in the regular representation is given by the matrix

$$R(\gamma) = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \quad (3.67)$$

which makes manifest the decomposition (3.63) into the irreducible representations

$$R_0(\gamma) = 1 \quad \text{and} \quad R_1(\gamma) = -1. \quad (3.68)$$

The low-energy theory on the D3-branes, before orbifolding, is the $\mathcal{N} = 4 U(2N)$ theory. In $\mathcal{N} = 1$ language, the spectrum of the theory is a vector multiplet and three adjoint chiral multiplets whose scalar components are the $\Phi^I$. Because
the orbifold group is a subgroup of SU(3), the action on the scalars coincides with the action on the fermions and some supersymmetry is preserved. In fact, $\mathcal{N} = 2$ is preserved because the orbifold group is a subgroup of SU(2), by the same argument as for the closed string. On the vectormultiplet $A_\mu$, the orbifold only acts on the Chan-Paton factors and the invariance condition reads

$$A_\mu = \gamma \cdot A_\mu = R(\gamma)^{-1} A_\mu R(\gamma) \Rightarrow A_\mu = \begin{pmatrix} A_{0\mu} \\ A_{1\mu} \end{pmatrix}. \quad (3.69)$$

This breaks the gauge group $U(2N) \to U(N)_0 \times U(N)_1$. On the scalars, the orbifold acts both on the Chan-Paton factors and the R-symmetry indices,

$$\gamma \cdot \Phi^I = R(\gamma)^{-1} \gamma^I J R(\gamma)$$

hence imposing $\Phi^I = \gamma \cdot \Phi^I$ projects onto the components

$$\Phi^1 = \begin{pmatrix} \phi_0^1 \\ \phi_1^1 \end{pmatrix}, \quad \Phi^2 = \begin{pmatrix} \phi_2^2 \\ \phi_0^2 \end{pmatrix}, \quad \Phi^3 = \begin{pmatrix} \phi_3^3 \\ \phi_0^3 \end{pmatrix}. \quad (3.71)$$

In $\mathcal{N} = 2$ language, $\phi_r^1$ combines with $A_{r\mu}$ to form a vectormultiplet and $(\phi_0^2, \phi_0^3), (\phi_3^2, \phi_3^3)$ are two bifundamental hypermultiplets, transforming respectively in the representations $(\mathbf{N}_0, \mathbf{N}_1)$ and $(\mathbf{N}_0, \overline{\mathbf{N}}_1)$ of the gauge group. This data can be conveniently summarized in a quiver diagram, writing a node for each gauge group and an arrow for each chiral multiplet, as in figure 3.2.

The superpotential of the parent $\mathcal{N} = 4$ theory is $W_{\mathcal{N} = 4} = \text{tr} \Phi^1 [\Phi^2, \Phi^3]$, which becomes, by implementing the projection (3.71),

$$W_{\mathbb{C}^2/\mathbb{Z}_2} = \text{tr} \left[ \phi_0^1 (\phi_0^2 \phi_0^3 \phi_1^2 - \phi_0^3 \phi_1^1 \phi_0^2) + \phi_0^1 (\phi_1^2 \phi_0^3 \phi_1^0 - \phi_0^3 \phi_1^0 \phi_0^2) \right]. \quad (3.72)$$

The $\mathcal{N} = 2$ gauge theory that we have just constructed can be shown to inherit the property of being conformal from the parent $\mathcal{N} = 4$ theory [63, 64].
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It is instructive to look at the classical moduli space of vacua of this theory\(^9\). Let us take the case \(N = 1\) of a single regular D3-brane for simplicity. Imposing the \(D\)-flatness conditions for the gauge groups \(U(1)_0\) and \(U(1)_1\) and looking at the extrema of the superpotential, it is not hard to see that there are two branches.

- A Higgs branch, where one of the bifundamentals is given expectation values, breaking the gauge group to the diagonal subgroup, \(U(1)_0 \times U(1)_1 \rightarrow U(1)_{\text{diag}}\). The relations satisfied by the scalars precisely match the interpretation of a regular brane moving on the orbifold, because the positions of its fractional constituents 0 and 1 are constrained to be orbifold images of each other.

- A Coulomb branch, where all bifundamentals vanish and \(\phi^I_0\) and \(\phi^I_1\) are arbitrary. The interpretation is that the regular brane, being placed at the orbifold singularity, can split into two independent fractional branes.

Until now, we have described only the case where we have \(N\) regular branes. To add, say, \(M\) fractional branes of type 1 is very easy: all we have to do is change the representation content: instead of taking \(N\) copies of each irreducible representation, we now take \(N\) copies of the trivial representation \(R_0\) and \(N + M\) copies of the irreducible representation \(R_1\) in (3.68). The effect is to change the gauge group to \(U(N)_0 \times U(N + M)_1\) and the shapes of the blocks in (3.71) change accordingly. Note that if we take only \(M\) fractional branes of type 1 and no regular branes, the theory one obtains has gauge group \(U(M)\) and there are no bifundamentals: this is simply the pure \(\mathcal{N} = 2\) super-Yang-Mills theory.

We can also add D\((-1)\)-branes to the game, considering the D\((-1)\)/D3 system on orbifolds. The procedure to obtain the spectrum is the same as for the D3-branes, one chooses a representation of the orbifold group on the Chan-Paton indices corresponding to the D\((-1)\)-brane (regular for a regular brane, irreducible for a fractional brane) and one lets the orbifold group act both on the gauge indices and on the global symmetry indices. It is again useful to combine the six Hermitian scalar moduli \(\phi_A\) into complex scalars \(\phi^I\), \(\phi^I_\dagger\) as in (3.66). The moduli then have block decompositions similar to either \(\Phi^2\) or \(\Phi^3\) in (3.71) according to the whether they carry an index \(I\) with value 2 or 3.

Analogously to the closed string twisted spectrum that can be seen as arising from integrating the ordinary closed string massless spectrum on the exceptional two-cycle, the fractional D-branes can be seen as specific configurations of ordinary branes in the resolved space. For the \(\mathbb{C}^2/\mathbb{Z}_2\) orbifold, a D\(p\)-brane of type 1 is a D\((p + 2)\)-brane wrapped on the exceptional cycle \(\Sigma\). This implies

\(^9\)Because of the reduced supersymmetry, the classical moduli space is very different from the quantum one. This will be discussed in detail in chapter 6.
that wrapped branes are sources for the RR twisted fields. For example, take a D1-brane, which couples to the RR two-form potential $C_2$ through a term $i\mu_1 \int C_2$. Letting the worldsheet of the D1 be the exceptional cycle, we get by (3.20) a coupling between the fractional D$(-1)$ of type 1 and the RR twisted scalar $c$

$$S_{WZ,D(-1)_1} \ni i(2\pi \ell_s^2 \mu_1)c = i\mu_{-1} c. \quad (3.73)$$

The fractional branes of type 0 are a bit more complicated from this point of view, as they involve anti-branes with worldvolume flux [65]. This is reviewed for example in [66].
The gauge/string correspondence

After a review of the required string theory tools in the previous chapter, we will now put them to good use to study the gauge/string correspondence. This correspondence is presented in section 4.1 according to Maldacena’s original argument for D3-branes [3]. It is then shown in section 4.2 how one can probe this correspondence by adding a small number of D(−1)-branes [10].

4.1. Maldacena’s original proposal

In the previous chapter, we have introduced D-branes as Ramond-Ramond charges, but have then focused on D-branes as boundary conditions for open strings. That perspective yielded in the low-energy regime a field theory description of the worldvolume dynamics of the D-branes. We are now going to reconsider D-branes as RR sources, i.e. objects coupling to closed strings, which will provide a supergravity point of view on the D-branes.

4.1.1. D3-branes as supergravity solutions

Consider a stack of N D3-branes in type IIB theory on flat Euclidean spacetime \( \mathbb{R}^{10} \). These D3-branes source the RR 5-form field strength as well as the metric. The strength of the coupling of a single D3-brane to the closed string sector is given by the string coupling \( g_s \), hence for \( N \) branes the coupling is proportional to \( Ng_s \). When \( Ng_s \) is large, it thus makes sense to look for supergravity solutions that carry D3-brane charge. These solutions are similar to the Reissner-Nordström solution in Einstein-Maxwell theory that carries electric charge. Since we want to describe planar D3-branes, we need a solution with SO(4) \( \times \) SO(6) global symmetry. This solution was found by Horowitz and
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Strominger [67] and the non-vanishing fields read

\[ e^\Phi = g_s , \]  
\[ ds^2 = H^{-1/2} \delta_{\mu\nu} \, dx^\mu \, dx^\nu + H^{1/2} \delta_{AB} \, dy^A \, dy^B , \]  
\[ F_5 = \frac{N \ell_4^4}{\pi R^5} (\omega_{5z} - i \omega_x) . \]

The ten dimensions have been decomposed into parallel and transverse directions to the D3, \( x^\mu, \mu = 1, \ldots, 4 \) and \( y^A, A = 1, \ldots, 6 \) respectively and the coordinate \( r \) is defined by \( r^2 = \delta_{AB} y^A y^B \). Further,

\[ H(r) = 1 + \frac{R^4}{r^4} , \]
\[ \omega_x = \frac{r^2 y_A}{R^3} \, dx_1 \wedge \cdots \wedge dx_4 \wedge dy_A , \]
\[ \omega_{5z} = \frac{1}{5!} \frac{R^5 y_F}{r^6} \epsilon^{ABCDEF} \, dy_A \wedge \cdots \wedge dy_E . \]

The length scale \( R \) entering the solution is proportional to the string length,

\[ R^4 = \frac{Ng_s}{\pi} \ell_s^4 . \]

\( R \) sets the curvature scale of the solution and as expected, it depends only on the product \( Ng_s \). At \( r = 0 \), there is a coordinate singularity signalling in this case the presence of a horizon.

4.1.2. The decoupling limit

Let us now focus on an observer at infinity in the transverse space \( (r \to \infty) \) who can make only low-energy experiments, \( \ell_s E \ll 1 \), by scattering closed strings (light open strings need to stay close to the D3-branes). Since the time component of the metric (4.1b) vanishes for \( r \to 0 \), closed strings produced in the deep interior will be heavily redshifted, which allows the asymptotic observer to probe physics at a much higher energy scale. More specifically, excitations produced at radius \( r \) with proper energy \( E(r) \) will reach her with energy

\[ E(\infty) = E(r) \left( 1 + \frac{R^4}{r^4} \right)^{-1/4} , \]

which will be accessible if \( E(\infty) \leq E \). In the limit \( \ell_s E \to 0 \), two different sectors can thus be probed. The first possibility is for the redshift to be negligible, in
which case $\ell_s E(r) \to 0$ and one is probing the massless modes of the closed string in the flat asymptotic region. The second possibility is for the redshift to be very large, in which case $\ell_s E(r)$ can be arbitrary and one can probe arbitrarily massive excitations of the closed string. Seeing the low-energy limit equivalently as a limit with fixed energies but with $\ell_s \to 0$ and remembering that $R \sim \ell_s$ by (4.3), equation (4.4) implies that one needs to take

$$U = \frac{r}{\ell_s^2} \text{ fixed}. \quad (4.5)$$

In this limit, one is focusing on the physics near the horizon, hence the name of near-horizon limit. One can neglect in this region the leading 1 in (4.2a) to obtain the Euclidean AdS$_5 \times$ S$^5$ metric,

$$d s^2 = \frac{r^2}{R^2} d x_\mu d x_\mu + \frac{R^2}{r^2} d r^2 + R^2 d \Omega_5^2, \quad (4.6)$$

where $d \Omega_5^2$ is the round metric on the unit five-sphere.

Let us now go back to the other description of D3-branes in terms of open strings and take the $\ell_s \to 0$ limit from the start. We saw that in the low-energy $\ell_s \to 0$ limit, the dynamics of the $N$ D3-branes could be described by the $\mathcal{N} = 4$ SU($N$) field theory\footnote{The overall U(1) factor describing the center of mass of the stack is decoupled and should not be taken into account in the present discussion.}. In principle, one should still include the closed string sector that interacts with the D3-branes. However, in the $\ell_s \to 0$ limit, the closed string sector is decoupled because the Planck mass scales like $\ell_s^{-1}$ and is sent to infinity. Hence the D3-branes do not backreact, independently of the value of $N g_s$. We thus find again two sectors: on the one hand, massless closed strings in flat space and on the other hand, the $\mathcal{N} = 4$ super-Yang-Mills theory.

In both cases we were describing the same theory, the low-energy limit of D3-branes. In the first case, we first took the backreaction into account and then took the low-energy $\ell_s \to 0$ limit, whereas in the second case, we took the low-energy limit directly, which allowed to neglect the backreaction. We have found in each case two decoupled sectors of which one, the massless closed strings in flat space, is common to the two cases. It is then reasonable to expect that also the two other sectors are identical. This yields the

**AdS/CFT correspondence** Type IIB string theory on AdS$_5 \times$ S$^5$ is equivalent to the $\mathcal{N} = 4$ super-Yang-Mills theory.

While the two theories look at first sight very different, this is because we are used to considering them in opposite regimes of parameters. On the gauge theory side, one can reorganize perturbation theory as an expansion in two
parameters $N$ and $\lambda = N g_s^2$ \cite{68}, where $N$ is the rank of the gauge group and $\lambda$ is the ’t Hooft coupling. The theory simplifies in the large $N$ limit with fixed $\lambda$, since only a subclass of Feynman diagrams, the planar diagrams, can contribute. The classical limit is then $\lambda \to 0$. By (3.43), one can relate the ’t Hooft coupling to the string coupling $g_s$,

$$\lambda = 4\pi N g_s. \quad (4.7)$$

The large $N$ limit thus corresponds to a small string coupling limit $g_s \to 0$. On the AdS$_5 \times $S$^5$ string theory side, this means that the large $N$ limit corresponds to a classical limit in the sense that it suppresses the contributions from higher genus Riemann surfaces in the string perturbation theory. However, the relation (4.3) implies that at fixed AdS radius $R$, $\ell^2_s \sim 1/\sqrt{\lambda}$. So in order to decouple the massive string states and recover ordinary two-derivative supergravity one needs to take the limit $\lambda \to \infty$, where the gauge theory is strongly coupled.

### 4.2. Adding D-instanton probes

By considering the low-energy limit of a stack of $N$ D3-branes, we arrived at the AdS/CFT correspondence. We had on the one side only closed strings in AdS and on the other side the low-energy limit of open strings ending on the D3-branes. Let us now also add a finite number $K$ of D($-1$)-branes to the large number $N$ of D3-branes and repeat the argument. Because $K$ stays fixed while $N \to \infty$, we can always neglect the backreaction of the D($-1$)-branes on the massless closed string modes, i.e. we treat the D($-1$)-branes as probes. The crucial point is that we can now look at the D3-branes in the two pictures from the point of view of the probe D($-1$)-branes rather than that of an observer at infinity.

Considering first the regime of large $\lambda$ where the D3-branes backreact, the probe D($-1$)-branes are described by Myers’ action discussed in section 3.2.5 in the background given by (4.1a)–(4.1c). When taking the decoupling limit $\ell_s \to 0$, we want to place the probes in the near-horizon region rather than the flat asymptotic region. For this, we need to scale the neutral moduli associated to motion in the transverse space as in (4.5). This means that we need to take the limit

$$\ell_s \to 0 \quad \text{with} \quad \phi_A = \ell_s^{-2} Y_A \quad \text{fixed}, \quad (4.8)$$

where $\phi_A$ and $Y_A$ have respectively dimensions of energy and length. The partition function for the $K$ D($-1$)-branes can then be written schematically as

$$Z_{\text{eff}} = \int dZ d\Psi e^{-S_{\text{eff}}(Z, \Psi; \Phi, G, B, C)}, \quad (4.9)$$

where

- $Z$ denotes the complex moduli of the internal geometry.
- $\Psi$ denotes the complexified axionic sector of the gauge theory.
- $\Phi, G, B, C$ are the fields wrapped on the $S^5$ and $S^1$.

These fields are the input of the effective action, $S_{\text{eff}}$. The effective action is a function of the fields on the $S^5$ and $S^1$ and the complexified axion field, $\Psi$. The integrals over $Z$ and $\Psi$ are the contributions of the closed string modes and the $K$ D($-1$)-branes, respectively.
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where \( S_{\text{eff}} \) is the non-Abelian probe effective action for the 10 matrix-value coordinates \( Z_M \) and their superpartners \( \Psi \). Its couplings depend on the supergravity background (or its stringy correction for finite \( \lambda \)) and are given by Myers’ action for the bosonic terms at lowest order.

Let us now consider the open string picture, where one takes first the low-energy limit \( \ell_s \to 0 \). We are then dealing with the D\((-1)/D3 \) system discussed in section 3.2.4. In the low-energy limit, the system is described by an action \( S = S_{D3-D3} + S_{D(-1)-D(-1)} + S_{D(-1)-D3} \) where the first term is the \( \mathcal{N} = 4 \) action (2.50) describing the dynamics of the massless spectrum of the D3-D3 strings and the two other terms are respectively (3.50) and (3.51) describing the moduli on the D\((-1)-D(-1) \) and D\((-1)-D3 \) strings respectively. Rewriting the part of the action that depends on the moduli in terms of the ’t Hooft coupling \( \lambda = Ng^2 \) with the help of (3.52), one has

\[
S_{D(-1)-D(-1)} + S_{D(-1)-D3} = \frac{4\pi^2 N}{\lambda} \text{tr}_{U(1)} \left\{ -[\phi_A, X_\mu][\phi_A, X_\mu] \\
+ 2i[X_\mu, X_\nu]D_{\mu\nu} - \bar{\psi}_A^a \Sigma_{Aab}[\phi_A, \bar{\psi}^{\dot{a}a}] - 2i\sigma_{\mu\alpha\dot{\alpha}}^A \Lambda_{\alpha}^a [X_\mu, \bar{\psi}^{\dot{a}a}] \\
- \frac{\ell_s^4}{2} [\phi_A \phi_B][\phi_A, \phi_B] - \ell_s^4 \Lambda_{\alpha}^a \Sigma_{Aab}[\phi_A, \Lambda_{\alpha}^a] - \ell_s^4 D_{\mu\nu}D_{\mu\nu} \right\}
+ \frac{1}{2} \bar{q}^a \phi_A \phi_A q_a - \frac{1}{2} \bar{\chi}^a \Sigma_{Aab} \phi_A \chi^b \\
+ \frac{1}{\sqrt{2}} \bar{q}^a \Lambda_{\alpha}^a \chi^b + \frac{1}{\sqrt{2}} \bar{\chi}^a \Lambda_{\alpha}^a q_a + i \bar{q}^a D_{\mu\nu} \sigma_{\mu\nu\alpha}^b q_b + \cdots \tag{4.10}
\]

We still need to implement the analogue of the near-horizon limit, in order for the D\((-1) \)-branes to probe the D3-brane dynamics and not the decoupled asymptotic region [10, 52]. By (4.8), this amounts to taking \( \phi_A \) fixed while sending \( \ell_s \to 0 \). On the contrary, the distances parallel to the D3-branes do not to scale, hence it is \( X_\mu \) rather than \( \ell_s^{-2}X_\mu \) that must kept fixed. In order to preserve supersymmetry, this scaling must be implemented in a uniform way on the full supermultiplet, which means that all the moduli appearing in (4.10) are kept fixed when \( \ell_s \to 0 \). The effect of the scaling limit is thus to eliminate the terms on the third line of (4.10). As explained in section 3.2.4, the action (4.10) then reduces to the action \( S_{\text{inst}} \) in (2.58) describing the field theoretic instanton. Additionally, the Coulomb branch of the D\((-1) \) theory decouples. This is consistent with the dual near-horizon limit, as that branch was interpreted as configurations of D\((-1) \)-branes that can be far away from the D3-branes and probe the full flat space-time. The microscopic partition function, capturing the full dynamics of this system, can be written schematically as

\[
Z_{\text{mic}} = \int [DA][dX][dq]e^{-S_{\text{inst}}[X, q, A] - S_{\mathcal{N}=4}[A]} . \tag{4.11}
\]
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The integration measures stand for the functional integration over the D3 fields and the ordinary integrals over the neutral and charged moduli respectively.

Given that the two descriptions of the probe D(−1)-branes should be equivalent, we obtain that the two partition functions (4.9) and (4.11) are actually equal. This provides a strategy to deduce the closed string background dual to the field theory on the D3-branes: one needs to recast $Z_{\text{mic}}$ in the same form as $Z_{\text{eff}}$ and one can then read-off the background by comparing the effective action $S_{\text{eff}}$ with Myers’ action for a generic background. Such an effective action can be found by integrating out all the fields and moduli that are not present in the geometric picture, which are the ten $\text{U}(K)$-adjoint scalars $Z_M$ and their superpartners $\Psi$. Let us briefly see how one can do this in the $\text{AdS}_5 \times S^5$ case [10]. One first needs to identify the moduli that correspond to the geometric scalars $Z_M$. The moduli corresponding to the directions parallel to the D3-branes are the $X_\mu$, while for the transverse directions one has by (4.8),

$$Y_A = \ell_s^2 \phi_A. \tag{4.12}$$

The next step is to integrate out the charged moduli $(q, \tilde{q}, \chi, \tilde{\chi})$. This can be done exactly by Gaussian integration because the instanton action (2.58) is quadratic in the charged moduli\(^2\). This produces a superdeterminant $\mathcal{D}$ given by the ratio of fermionic and bosonic “mass operators”. The mass operators, and hence the superdeterminant, will depend on the D3-brane fields through couplings that were not written down explicitly in (4.10) and can be found in [51, 52, 10]. Integrating out the D3 fields then amounts to computing the expectation value $\langle \mathcal{D} \rangle$ of this superdeterminant in the full-fledged gauge theory. In general, this involves an intractable sum over planar diagrams. However, in some cases, the expectation value can simplify. In particular, for the D(−1)/D3 system under study, it corresponds to a one-point function which cannot be quantum corrected if conformal invariance is unbroken [10], which is the case for a single stack of D3-branes. More generally, we assume that when eight or more supercharges are preserved (from the probe brane point of view), including when conformal invariance is broken, the expectation value $\langle \mathcal{D} \rangle$ is not quantum corrected or, more mildly, that the terms in the effective action $S_{\text{eff}}$ that we use to derive the supergravity background are insensitive to the possible quantum corrections in $\langle \mathcal{D} \rangle$. This will be the case for the theories studied in chapters 5 and 7 and is a very plausible assumption, which is strongly supported by

---

\(^2\) From a field theory point of view, this condition can be seen to hold thanks to the presence of the neutral moduli $\phi_A$: they also appear quadratically in the action and one could integrate them out, at the price of producing cubic and quartic terms for the charged moduli. These moduli are nevertheless crucial in order to provide the right non-fluctuating variables to solve the theory on the probe in the large $N$ limit and this motivates their introduction in cases when they are not present from the start, as in [11].
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the consistency of the results obtained. In chapter 6, on the other hand, the superdeterminant will turn out to be quantum corrected in a crucial way, but in a way that is computable thanks to a supersymmetric non-renormalization theorem. In any case, the result is an effective action that only depends on the neutral moduli. Because we were integrating out $N$ charged moduli, the action is automatically proportional to $N$. This means that the large $N$ limit is a classical limit for the probe brane, in agreement with the general statement that one should obtain a classical string theory in the ’t Hooft limit of large $N$ with fixed $\lambda$. The effective action so obtained however still depends on some moduli that do not have a geometric interpretation, such as $D_{\mu\nu}$. Those can be integrated out exactly by saddle-point approximation in the large $N$ limit. From the field theory point of view, $D_{\mu\nu}$ was a Lagrange multiplier for the ADHM constraint and this step then amounts to enforcing the ADHM constraint in order to obtain honest instantons. The effective action one obtains can now finally be compared to Myers’ and the background can be found by making the two actions coincide.

All the steps were performed explicitly in [10], allowing the derivation of the complete $\text{AdS}_5 \times \text{S}^5$ solution (4.1a)–(4.1c), including the full metric and non-trivial RR 5-form from the D($-1$)-branes probing D3-branes in the conformal phase, without solving any supergravity equation of motion. In the following chapters, we will see that this procedure can be applied successfully to several different theories.
2\textsuperscript{nd} Part

Original contributions
Chapter 5

Deformations of $\text{AdS}_5 \times S^5$ from D-instanton probes

The aim of this chapter is to start the study, along the lines explained in section 4.2, of holographic duals from field theory thanks to the use of D-brane probes and more specifically of D-instantons. The case of $\text{AdS}_5 \times S^5$ from the conformal vacuum of $\mathcal{N} = 4$ was already studied in [10] and the focus here is on continuous deformations of this basic case. The present chapter is largely based on [I].

The simplest deformation we consider is the Coulomb branch deformation, which corresponds to turning on the vacuum expectation values of the scalar fields of the $\mathcal{N} = 4$ theory. This breaks both conformal invariance and R-symmetry but preserves sixteen supersymmetries. The resulting dual geometry asymptotically coincides with the usual $\text{AdS}_5 \times S^5$ background in the UV but the metric and the Ramond-Ramond five-form field strength are modified in the IR at the scales set by the scalar expectation values. Our field theory calculations yield a perfect match with the known near-horizon limit of the general multi-centered D3-brane solution, for both the metric and the Ramond-Ramond form.

The second case we consider is the non-commutative deformation [69, 70]. It breaks conformal invariance but preserves both supersymmetry and R-symmetry. This model does not seem to have a UV fixed point and, accordingly, the known supergravity dual [71, 72] does not have a boundary in the UV and it is likely that a purely field theoretic description does not exist. However, at sufficiently large distance scales, the model approaches the undeformed $\mathcal{N} = 4$ theory and the physical interpretation of both the field theory and its dual supergravity background becomes clear. The geometry we find is then fully consistent with the background proposed in [71, 72].

Finally, we investigate the so-called $\beta$-deformation [73]. In its most general form [74], it breaks supersymmetry completely but preserves conformal
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invariance in the planar limit [75, 76]. The supergravity solution [77, 74] is known when the deformation parameters are small, which ensures that the $\alpha'$ corrections can be neglected. Again, our solution is fully consistent with supergravity, including for the Neveu-Schwarz and Ramond-Ramond three-form field strengths. Let us note that the form of the dilaton was already derived from instanton calculus in very interesting previous papers (see [78, 79] and related research in [80–86]).

The plan of the chapter is as follows. In section 5.1, we briefly review how the general set-up, already explained in more details in section 4.2, can be applied for the considered cases and present our main results. In particular, we emphasize the new subtleties associated with the use of D-instantons in backgrounds that have a non-constant dilaton [87]. The details of the calculations are included in section 5.2.

Besides the notations and some algebraic identities presented in appendix A, also the appendices B and C are relevant for this chapter. They contain respectively the expansion of Myers’ action up to order five and a review of the supergravity solutions dual to the non-commutative and the $\beta$-deformed models.

5.1. Set-up and main results

Because we are dealing with deformations of AdS$_5 \times S^5$, the approach is extremely similar to the one presented in section 4.2. We thus consider the path integral for a system of $N \gg 1$ background D3-branes and $K$ probe D-instantons and we need to compute the probe effective action $S_{\text{eff}}$ as in (4.9) from the microscopic action for the system as in (4.11). To do this, we need to integrate over all the extra degrees of freedom not present in the effective description of a probe in a closed string background and compare the resulting action with Myers’ to read-off the background. The construction of the effective action was explained in section 4.2 and we are now going to explain how to read-off the background once we have such an action at our disposal.

5.1.1. On Myers’ D-instanton action

To analyse the action $S_{\text{eff}}$, we limit ourselves to the bosonic part, setting $\Psi = 0$ in (4.9). We then write the ten $K \times K$ matrices $Z_M$, $1 \leq M \leq 10$, as

$$Z_M = z_M I + \ell_s^2 \epsilon_M$$  (5.1)
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and expand $S_{\text{eff}}$ in powers of $\epsilon$,

$$S_{\text{eff}} = \sum_{n \geq 0} S_{\text{eff}}^{(n)} = \sum_{n \geq 0} \frac{1}{n!} \epsilon^{2n} c_{M_1 \ldots M_n}(z) \text{tr} \epsilon_{M_1} \cdots \epsilon_{M_n}. \quad (5.2)$$

The coordinates $z_M$ correspond to a given ten-dimensional space-time point and we have introduced powers of the string length

$$\ell_s^2 = 2\pi \alpha' \quad (5.3)$$

for convenience. Myers’ prescription for the non-Abelian D-instanton action yields the coefficients $c_{M_1 \ldots M_n}$ in terms of the supergravity fields, see formula (B.1) in Appendix B. Many terms in (B.1) are actually redundant, being fixed by general consistency conditions [87]. In order to derive the full set of supergravity fields, it is enough to consider the following combinations,

$$c = -2i\pi \tau = 2i\pi (C_0 - ie^{-\phi}) \quad (5.4)$$

$$c_{[MNP]} = -\frac{12\pi}{\ell_s^2} \partial_M (\tau B - C_2)_{NP} \quad (5.5)$$

$$c_{[MN][PQ]} = -\frac{18\pi}{\ell_s^4} e^{-\phi} (G_{MP}G_{NQ} - G_{MQ}G_{NP}) \quad (5.6)$$

$$c_{[MNPQR]} = -\frac{120i\pi}{\ell_s^4} \partial_M (C_4 + C_2 \wedge B - \frac{1}{2} \tau B \wedge B)_{NPQR} \quad (5.7)$$

Myers’ action has two basic limitations. The first comes from the symmetrized trace prescription [54, 55] used to fix the ordering ambiguities due to the non-commuting nature of the variables $Z$. This prescription is valid up to order five in the expansion (5.2) but is known to fail at higher orders [57, 56]. This caveat will be of no concern to us, since equations (5.4)–(5.7) show that the expansion up to order five is sufficient to fix unambiguously all the supergravity fields.

The second limitation comes from the fact that the formulas (5.4)–(5.7) are valid only to leading order in the small $\ell_s^2$, or supergravity, approximation. This implies that our microscopic calculations of $S_{\text{eff}}$, which do not rely on a small $\ell_s^2$ approximation, can be compared with Myers’ only when $\ell_s^2 \to 0$. When comparing our results with the known supergravity solutions, this restriction is harmless, since the solutions are themselves known at small $\ell_s^2$ only.

Let us point out, however, that some of the basic structural properties of the action, which are visible in the formulas (5.4)–(5.7), must be valid to all orders in $\ell_s^2$ because they are consequences of the general consistency conditions discussed in [87]. One of the most interesting properties is that the coefficients
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$c_{[MNP]}$ and $c_{[MNPQR]}$, viewed as the components of differential forms

$$F^{(3)} = \frac{1}{3!} c_{[MNP]} \, dz^M \wedge dz^N \wedge dz^P, \quad (5.8)$$

$$F^{(5)} = \frac{1}{5!} c_{[MNPQR]} \, dz^M \wedge dz^N \wedge dz^P \wedge dz^Q \wedge dz^R, \quad (5.9)$$
must always be closed,

$$dF^{(3)} = 0, \quad dF^{(5)} = 0. \quad (5.10)$$

Locally, we can thus write

$$F^{(3)} = -\frac{4\pi}{\ell_s^2} \, dC^{(2)}, \quad F^{(5)} = -\frac{24i\pi}{\ell_s^4} \, dC^{(4)}. \quad (5.11)$$

Since the two- and four-form potentials $C^{(2)}$ and $C^{(4)}$ are well-defined to all order in $\ell_s$, formulas (5.5) and (5.7) can actually be used to define the Ramond-Ramond and Neveu-Schwarz form fields to all order in $\ell_s^2$,

$$C^{(2)} = \tau B - C_2, \quad C^{(4)} = C_4 + C_2 \wedge B - \frac{1}{2} \tau B \wedge B, \quad (5.12)$$

modulo the general gauge transformations that are discussed in details in [87].

One of our main goal in the present chapter will be to compute the forms (5.8) and (5.9) for the Coulomb branch, non-commutative and $\beta$-deformations of the conformal $\mathcal{N} = 4$ gauge theory. As explained in the next Subsection we can then use (5.12) to compare with supergravity in appropriate limits.

Other properties of the Myers action will not, however, be preserved by the $\ell_s^2$ corrections. For example, the only general constraint on the fourth order coefficient $c_{[MN][PQ]}$ is that it should have the same tensorial symmetries as the Riemann tensor. This does not imply a factorization in terms of a second rank symmetric tensor as in (5.6) and thus such a factorization property is generically lost when $\ell_s^2$ corrections are included.

5.1.2. On the use of the non-Abelian D-instanton action

There is one last crucial limitation associated with the use of D-instantons to derive the supergravity background [87]. Intuitively, this limitation is related to the fact that a D-instanton, sitting at a particular point, cannot be expected in general to probe the geometry of the full space-time manifold. This restriction is waived if the effective action, evaluated at $Z_M = z_M z$, $S_{\text{eff}}(z) = K c(z)$, does not depend on $z$, or, equivalently, if the axion-dilaton $\tau$ is constant. This is the
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For the $\mathcal{N} = 4$ gauge theory at any point on its Coulomb branch. However, for a generic background with non-constant axion-dilaton, the instantons are forced to sit at the critical points of $c(z) = -2i\pi\tau(z)$. This condition becomes strict when $N \to \infty$, being equivalent to the saddle-point approximation of the integral (4.9).

An alternative way to understand the same limitation is to study the effect of general matrix coordinate redefinitions on the effective action. It is explained in [87] that, when $dc$ is generic, one can actually gauge away the coefficients $c_{M_1 \ldots M_n}$ for $n \geq 2$ in the expansion (5.2) by an allowed matrix transformation $Z \mapsto Z'$.

For the purposes of the present chapter, we shall deal with this difficulty by using a perturbative approach around the AdS$_5 \times S^5$ background on which the instantons can freely move. This is possible because the non-commutative and $\beta$-deformed models are continuous deformations of the $\mathcal{N} = 4$ gauge theory and thus the associated dual backgrounds will be themselves continuous deformations of the AdS$_5 \times S^5$ background.

Let us denote by $\eta$ the deformation parameter; $\eta$ is the dimensionless ratio $\theta/\ell_s^2$ for the non-commutative theory discussed in section 5.2.2 or the combination $\lambda \gamma^2$ for the $\beta$-deformed theory studied in section 5.2.3. Let us also denote by $c^*_{M_1 \ldots M_n}$ the coefficients in the expansion (5.2) for the undeformed AdS$_5 \times S^5$ background. In our models, the gradient of the axion-dilaton and the corrections to the metric and five-form field strength turn out to be of order $\eta^2$. Hence,

\begin{align}
    c(z) &= c^* + O(\eta^2), \quad (5.13) \\
    c_{[MN][PQ]}(z) &= c^*_{[MN][PQ]}(z) + O(\eta^2), \quad (5.14) \\
    c_{[MNPQR]}(z) &= c^*_{[MNPQR]}(z) + O(\eta^2), \quad (5.15)
\end{align}

whereas the three-form field strengths are turned on at leading order,

\begin{equation}
    c_{[MNP]}(z) = O(\eta). \quad (5.16)
\end{equation}

The general variation of $c_{[MNP]}$ under an arbitrary redefinition of the matrix coordinates corresponds to a standard tensorial transformation under diffeomorphisms plus terms proportional to the gradient of $c$ [87] which, by (5.13), are $O(\eta^3)$. This means that the Neveu-Schwarz and Ramond-Ramond forms $B$ and $C_2$ are unambiguously fixed in terms of the microscopic calculation of the coefficient $c_{[MNP]}$ of the D-instanton effective action to leading order in the deformation parameter $\eta$.

Moreover, since the background derived from $S_{\text{eff}}$ unambiguously matches with the AdS$_5 \times S^5$ supergravity background [10] in the undeformed theory, we can always choose the same coordinate systems in both points of view at $\eta = 0$. 
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In the deformed $\eta \neq 0$ models, the coordinate systems $z_{\text{mic}}$ and $z_{\text{SUGRA}}$ used in the effective action $S_{\text{eff}}$ and in the supergravity solution respectively no longer necessarily agree, but the discrepancy must be of order $\eta$,

$$z_{\text{mic}} = z_{\text{SUGRA}} + O(\eta). \quad (5.17)$$

The associated ambiguity in the axion-dilaton field $c(z)$ is then of order

$$\delta c = \delta z_M \partial_M c = O(\eta \partial c) = O(\eta^3). \quad (5.18)$$

This means that the leading $O(\eta^2)$ non-constant term in the axion-dilaton field, see (5.13), is unambiguously fixed in terms of the microscopic calculation of $c(z)$.

The conclusion is that, by using D-instantons, we have only access to the leading deformations of the $\text{AdS}_5 \times S^5$ background, through the $O(\eta)$ terms in $B$ and $C_2$ and the $O(\eta^2)$ term in $\tau$. Beyond this order, the instantons can no longer probe the full space-time geometry due to the non-trivial dilaton profile. In particular, the backreaction on the metric and five-form cannot be obtained.

Of course, the above restrictions do not apply if we use particles or higher-dimensional branes, which can probe the geometry with their kinetic energy. Examples are worked out in chapter 7 and [13].

### 5.1.3. The Examples

We now present our main results, postponing the detailed derivations to the next section. It is convenient to separate the ten space-time coordinates $(z^M)$ into four coordinates $(x_\mu)$ parallel to the background branes and six transverse coordinates $(y_A) = \vec{y}$. The radial coordinate $r$ is defined by

$$r^2 = \vec{y}^2. \quad (5.19)$$

#### The Coulomb branch

Our first example is the Coulomb branch deformation of the conformal U$(N)$, $\mathcal{N} = 4$ gauge theory studied in [10]. This deformation is parameterized by the scalar expectation values as

$$\langle \varphi_A \rangle = \ell_s^{-2} \text{ diag}(y_{1A}, \ldots, y_{NA}), \quad 1 \leq A \leq 6. \quad (5.20)$$

The supergravity fields, derived from the expansion of the D-instanton effec-
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tive action computed in section 5.2.1 by comparing with (5.4)–(5.7), read

$$\tau = \frac{4i\pi N}{\lambda} - \vartheta, \quad (5.21)$$

$$\begin{aligned}
ds^2 &= H^{-1/2} dx_\mu dx_\mu + H^{1/2} \left( dr^2 + r^2 d\Omega_5^2 \right), \\
F_5 &= -\frac{N\ell_s^4}{\pi R^5} \left( \frac{r^4}{R^4} y_A \frac{\partial H}{\partial y_A} \omega_{S^5} + i \frac{R^4}{r^4} y_A \frac{\partial H^{-1}}{\partial y_A} \omega_{\text{AdS}_5} \right). \quad (5.23)
\end{aligned}$$

We have denoted the metric on the unit round five-sphere by $d\Omega_5^2$ and used the definitions

$$H(\vec{y}) = \frac{1}{N} \sum_{f=1}^N \frac{R^4}{(\vec{y} - \vec{y}_f)^4}, \quad (5.24)$$

$$\omega_{\text{AdS}_5} = \frac{y^2 y_A}{R^3} dx_1 \wedge \cdots \wedge dx_4 \wedge dy_A, \quad (5.25)$$

$$\omega_{S^5} = \frac{1}{5!} \frac{R^5 y_F}{\vec{y}^6} \epsilon_{ABCDEF} dy_A \wedge \cdots \wedge dy_E. \quad (5.26)$$

The radius $R$ is related to the string scale and the 't Hooft coupling $\lambda$ as

$$R^4 = \alpha'^2 \lambda = \frac{\ell_s^4 \lambda}{4\pi^2}. \quad (5.27)$$

The parameter $\vartheta$ is the bare theta angle. The solution (5.21), (5.22) and (5.23) matches perfectly the supergravity solution for the multi-centered D3-brane background (a detailed presentation of BPS brane supergravity solutions can be found e.g. in [88]) in the standard Maldacena scaling limit.

Let us note that the axion-dilaton $\tau$ given by (5.21) is a constant for the present solution. The D-instantons can thus move freely on the entire space-time geometry and the restriction discussed in 5.1.2 does not apply. Moreover, the match between the microscopic calculation and the supergravity solution is found at finite $\ell_s^2$ or, equivalently, for any value of the 't Hooft coupling. This suggests that, similarly to the undeformed $\text{AdS}_5 \times S^5$ background [89–91], the near-horizon multi-centered D3-brane background could be exact, with vanishing $\ell_s^2$ corrections to both Myers’ action and to the supergravity equations of motion.

Beyond the details of the solution, let us emphasize that general properties like the self-duality of the five-form field strength with respect to the metric (5.22),

$$\star F_5 = -i F_5, \quad (5.28)$$
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or the quantization of the five-form flux in units of the D3-brane charge,

\[ \int_{g^2=r^2} F_5 = 4\pi^2 \ell_s^4 N(r), \]

(5.29)

where \( N(r) \) counts the number of D3-branes with \( g^2_f < r^2 \), which are fundamental consistency requirements from the point of view of the closed string theory, are highly non-trivial and rather mysterious consequences of the microscopic, field theoretic calculation of the effective action.

**The non-commutative deformation**

Our second example is the non-commutative deformation of the \( \mathcal{N} = 4 \) gauge theory. This deformation amounts to imposing non-trivial commutation relations among the space-time coordinates [69, 70]. The most general deformation is parameterized by a real antisymmetric matrix \( \theta_{\mu\nu} \), with

\[ [x_\mu, x_\nu] = -i\theta_{\mu\nu}. \]

(5.30)

Up to an SO(4) rotation, we may assume that the only non-vanishing components are \( \theta_{12} = -\theta_{21} \) and \( \theta_{34} = -\theta_{43} \), with corresponding self-dual and anti self-dual parts

\[ \theta_{12}^\pm = \theta_{34}^\pm = \frac{1}{2}(\theta_{12} \pm \theta_{34}) , \quad \theta_{\mu\nu}^\pm = \theta_{\mu\nu}^\pm \theta_{\mu\nu}^{\pm} = (\theta_{12} \pm \theta_{34})^2. \]

(5.31)

As discussed in section 5.2.2, it can be convenient for some purposes to make the rotation to imaginary Euclidean time \( x^4 \to ix^4 \), in which case \( \theta_{34} \) is imaginary and \( (\theta_{\pm})^* = \theta_{\mp} \).

The large \( N \) solution of the microscopic model, presented in details in section 5.2.2, then yields an effective action (5.2) with

\[ c = i\vartheta + \frac{8\pi^2 N}{\lambda} + N\left(\sqrt{1 + 4\theta_{\mp}^4 r^4/R^8} - 1\right) + N \ln\left(\frac{\sqrt{1 + 4\theta_{\mp}^4 r^4/R^8} - 1}{2\theta_{\mp}^2 r^4/R^8}\right). \]

(5.32)

Since the coefficient \( c \) depends non-trivially on the transverse coordinates \( \vec{y} \), the discussion of section 5.1.2 implies that the physical information contained in the effective action is obtained by expanding in \( \eta_{\pm} = \theta_{\pm}/\ell_s^4 \) around the undeformed \( \text{AdS}_5 \times S^5 \) background. Precisely, (5.32) can be used to find the axion-dilaton
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\( \tau = \frac{ic}{(2\pi)} \) up to terms of order \( \eta^3 \), giving the predictions

\[
C_0 = \frac{\vartheta}{2\pi} - \frac{4i\pi N \theta_{12} \theta_{34}}{\lambda} \frac{r^4}{L_s^4} + O(\ell_s^{-2} \theta)^3,
\]

\[
e^{-\phi} = \frac{4\pi N}{\lambda} \left[ 1 + \left( \frac{\theta_{12}}{L_s^2} \right)^2 + \left( \frac{\theta_{34}}{L_s^2} \right)^2 \right] \frac{r^4}{R^4} + O(\ell_s^{-2} \theta)^3.
\]

Moreover, our microscopic calculation yields a third order coefficient \( c_{MNP} \) and thus a three-form \( F^{(3)} \) of the form (5.11), with a two-form potential \( C^{(2)} \) given by

\[
C^{(2)} = \frac{N L_s^2}{2\pi \theta^2} \left[ 1 - \sqrt{1 + 4\theta^2 r^4/R^8} \right] \theta^\mu_\nu \ dx^\mu \wedge dx^\nu.
\]

From the discussion of section 5.1.2, we know that only the term linear in the deformation parameter is physical. By using (5.12), we explain in section 5.2.2 that this yields the predictions

\[
C_2 = -\frac{r^4}{R^4} \left[ \left( \frac{4i\pi N \theta_{34}}{\lambda} \frac{\vartheta}{L_s^2} + \frac{\vartheta}{2\pi} \frac{\theta_{12}}{L_s^2} \right) dx_1 \wedge dx_2 + \left( \frac{4i\pi N \theta_{12}}{\lambda} \frac{\vartheta}{L_s^2} + \frac{\vartheta}{2\pi} \frac{\theta_{34}}{L_s^2} \right) dx_3 \wedge dx_4 \right] + O(\ell_s^{-2} \theta)^2,
\]

\[
B = \frac{r^4}{R^4} \left[ \frac{\theta_{12}}{L_s^2} dx_1 \wedge dx_2 + \frac{\theta_{34}}{L_s^2} dx_3 \wedge dx_4 \right] + O(\ell_s^{-2} \theta)^2.
\]

We can now compare the above results with the supergravity solution. This solution was derived independently by Hashimoto and Itzhaki on the one hand [71] and Maldacena and Russo on the other hand [72]. As explained previously, to compare the supergravity and microscopic solutions, we must expand in the deformation parameters \( \theta_{12}/L_s^2 \) and \( \theta_{34}/L_s^2 \), which enter into the functions \( \Delta_{12} \) and \( \Delta_{34} \) defined in (C.8). For the \( C_0 \) field, this expansion plays no rôle and indeed equations (5.33) and (C.5) match. For the dilaton field, we find a match between (5.34) and (C.3) to quadratic order, consistently with our discussion in section 5.1.2. For the \( B \) and \( C_2 \) fields, to compare supergravity with (5.37) and (5.33), we must use the approximation \( \Delta_{12} \simeq \Delta_{34} \simeq 1 \) to keep the leading contribution in the deformation parameter only. We again find a perfect match with the microscopic calculation, in the regime where both can a priori be compared.

As a final remark, let us note that the dimensionless expansion parameter governing the deformation with respect to the conformal \( N = 4 \) model is not
really \( \eta \sim \theta / \ell_s^2 \) but rather the combination

\[
\eta_{\text{mic}} = \frac{\theta}{R^4} \frac{r^2}{\ell_s^2 \ell_s^2 \lambda} \quad (5.38)
\]

in the microscopic formulas (5.32), (5.35) and

\[
\eta_{\text{SUGRA}} = \frac{\theta}{\ell_s^2} \frac{r^2}{R^2} \sim \frac{\theta}{\ell_s^2} \frac{r^2}{\ell_s^2 \sqrt{\lambda}} \quad (5.39)
\]

in the supergravity solution. In the microscopic formulas, \( \lambda \) is a priori arbitrary, but the supergravity solution can be trusted only at large \( \lambda \). The condition \( \eta_{\text{SUGRA}} \ll 1 \) thus automatically implies \( \eta_{\text{mic}} \ll 1 \) in the supergravity limit. However, the condition \( \eta_{\text{SUGRA}} \ll 1 \) cannot be satisfied for all \( r \), even if we choose the deformation parameter \( \theta / \ell_s^2 \) to be arbitrarily small; we have to restrict ourselves to the region \( r \ll \ell_s^2 \lambda^{1/4} / \theta^{1/2} \), where the solution is indeed a small deformation of the \( \text{AdS}_5 \times S^5 \) background. This means that, even for infinitesimal \( \theta \), the theory is completely changed in the UV, a well-known difficulty associated with non-commutative field theories.

**The \( \beta \)-deformation**

Our last example is the \( \beta \)-deformed \( \mathcal{N} = 4 \) gauge theory. The most general deformation studied in section 5.2.3 is parameterized by three real parameters \( \gamma_1, \gamma_2 \) and \( \gamma_3 \) and breaks all supersymmetries. Let us discuss here the slightly simpler \( \mathcal{N} = 1 \) preserving case \( \gamma = \gamma_1 = \gamma_2 = \gamma_3 \). In \( \mathcal{N} = 1 \) language, the \( \mathcal{N} = 4 \) multiplet decomposes into one vector multiplet and three chiral multiplets \( \Phi_1, \Phi_2 \) and \( \Phi_3 \). The \( \beta \)-deformation then simply amounts to replacing the \( \mathcal{N} = 4 \) preserving superpotential term \( \text{tr}[\Phi_1, \Phi_2] \Phi_3 \) by \( \text{tr}(e^{i \pi \gamma} \Phi_1 \Phi_2 \Phi_3 - e^{-i \pi \gamma} \Phi_1 \Phi_2 \Phi_3 \Phi_2) \).

To describe the solution of the model it is convenient to introduce the polar coordinates \( (\rho_i, \theta_i) \), \( 1 \leq i \leq 3 \), defined in terms of the transverse coordinates \( \vec{y} \) by

\[
\begin{align*}
y_1 &= \rho_1 \cos \theta_1, \\
y_3 &= \rho_2 \cos \theta_2, \\
y_5 &= \rho_3 \cos \theta_3, \\
y_2 &= \rho_1 \sin \theta_1, \\
y_4 &= \rho_2 \sin \theta_2, \\
y_6 &= \rho_3 \sin \theta_3, 
\end{align*}
\quad (5.40)
\]

together with

\[
r_i = \frac{\rho_i}{\sqrt{\rho_1^2 + \rho_2^2 + \rho_3^2}} = \frac{\rho_i}{|\vec{y}|},
\quad (5.41)
\]

which satisfy the constraint

\[
r_1^2 + r_2^2 + r_3^2 = 1.
\quad (5.42)
\]
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We shall also use the spherical angles \((\theta, \phi)\) defined by
\[
    r_1 = \sin \theta \cos \phi, \quad r_2 = \sin \theta \sin \phi, \quad r_3 = \cos \theta.
\]  
(5.43)

The large \(N\) solution of the microscopic theory, derived in section 5.2.3, yields
\[
c = \frac{8\pi^2 N}{\lambda} + i\theta - N \ln(1 - 4(r_1^2 r_2^2 + r_1^2 r_3^2 + r_2^2 r_3^2) \sin^2(\pi \gamma)) \ .
\]  
(5.44)

Expanding to second order in the deformation parameter \(\gamma\) as required by the discussion in section 5.1.2, we obtain the prediction
\[
e^{-\phi} = \frac{4\pi N}{\lambda} \left(1 + \frac{1}{2} \lambda \gamma^2 (r_1^2 r_2^2 + r_1^2 r_3^2 + r_2^2 r_3^2) \sin^2(\pi \gamma) + O(\lambda^4) \right) .
\]  
(5.45)

Moreover, the two-form \(C^{(2)}\) defined in (5.11) is found to be
\[
C^{(2)} = \frac{4N \ell_s^2}{\pi} \sin(2\pi \gamma) \left[ G_1 \wedge d\theta_1 + G_2 \wedge d\theta_2 + G_3 \wedge d\theta_3 
\right.
\]
\[
- \frac{i}{4} \frac{r_1^2 r_2^2 r_3^3 (r_1^2 + r_2^2 + r_3^2) \cos(2\pi \gamma)}{1 - 4(r_1^2 r_2^2 + r_1^2 r_3^2 + r_2^2 r_3^2) \sin^2(\pi \gamma)} \sin \theta \wedge d\theta \wedge d\phi \Bigg] , \quad (5.46)
\]

with
\[
dG_1 = \frac{r_1 r_2 r_3 (r_1^2 + r_2^2 + r_3^2) \cos(2\pi \gamma)}{(1 - 4(r_1^2 r_2^2 + r_1^2 r_3^2 + r_2^2 r_3^2) \sin^2(\pi \gamma))} \sin \theta \wedge d\theta \wedge d\phi , \quad (5.47)
\]
\[
dG_2 = \frac{r_1 r_2 r_3 (r_2^2 + (r_1^2 + r_3^2) \cos(2\pi \gamma))}{(1 - 4(r_1^2 r_2^2 + r_1^2 r_3^2 + r_2^2 r_3^2) \sin^2(\pi \gamma))} \sin \theta \wedge d\theta \wedge d\phi , \quad (5.48)
\]
\[
dG_3 = \frac{r_1 r_2 r_3 (r_3^2 + (r_1^2 + r_2^2) \cos(2\pi \gamma))}{(1 - 4(r_1^2 r_2^2 + r_1^2 r_3^2 + r_2^2 r_3^2) \sin^2(\pi \gamma))} \sin \theta \wedge d\theta \wedge d\phi . \quad (5.49)
\]

To obtain a prediction for \(B\) and \(C_2\), we are instructed by the discussion in section 5.1.2 to expand to linear order in the deformation parameter \(\gamma\). In this limit,
\[
dG_1 \simeq dG_2 \simeq dG_3 \simeq r_1 r_2 r_3 \sin \theta \wedge d\theta \wedge d\phi = d\omega_1
\]  
(5.50)

and (5.12) then yields
\[
C_2 = -8N \ell_s^2 \gamma \omega_1 \wedge (d\theta_1 + d\theta_2 + d\theta_3) + O(\gamma^2) , 
\]  
(5.51)
\[
B = -\frac{\ell_s^2 \lambda}{2\pi} \gamma (r_1^2 r_2^2 d\theta_1 \wedge d\theta_2 + r_1^2 r_3^2 d\theta_1 \wedge d\theta_3 + r_2^2 r_3^2 d\theta_2 \wedge d\theta_3) + O(\gamma^2) . 
\]  
(5.52)
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The supergravity dual of the $\beta$-deformed theory was studied by Lunin and Maldacena in [77] (or, more generally when $\gamma_1, \gamma_2$ and $\gamma_3$ are distinct, by Frolov in [74], see section 5.2.3). This is reviewed in Appendix C.2. The supergravity solution can be trusted as long as the two conditions

$$\lambda \gg 1, \quad \lambda \gamma^4 \ll 1,$$

are satisfied. The discussion in section 5.1.2 implies that supergravity can be compared with the above microscopic solution only when the background is a small perturbation of the undeformed AdS$_5 \times S^5$ solution. This occurs when $\lambda \gamma^2 \ll 1$, in which case the functions $1/\sqrt{G}$ and $\sqrt{G}$ in equations (C.12) and (C.13) can be simplified. This yields a perfect match with (5.45), (5.51) and (5.52).

5.2. Derivation of the solutions

Our starting point is the microscopic probe action (2.58) for $K$ D-instantons in the undeformed conformal $N = 4$ model. It reads

$$S_p = K \left( \frac{8\pi^2 N}{\lambda} + i\theta \right) + \frac{4\pi^2 N}{\lambda} \text{tr}_{U(K)} \left\{ 2i D_{\mu\nu} [X_\mu, X_\nu] - [X_\mu, \phi_A] [X_\mu, \phi_A] - 2 \Lambda^a_{\alpha\dot{\alpha}} \gamma^{\alpha\dot{\alpha}} X_\mu \bar{\psi}_{\dot{\alpha}a} \gamma^a [\phi_A \phi_A] \right\}$$

$$+ \frac{i}{2} \bar{q}^a D_{\mu\nu} \sigma_{\mu\nu} \gamma^a \Lambda_{\alpha\dot{\alpha}} + \frac{1}{2} \bar{q}^a \dot{\Lambda}_{\alpha\dot{\alpha}} - \bar{\psi}_{\dot{\alpha}a} \gamma^a \Lambda_{\alpha\dot{\alpha}} \gamma^a q_{\alpha} \lambda^b + \cdots$$

(5.54)

The $\cdots$ represent couplings with the local fields of the $N = 4$ gauge theory living on the background D3-brane worldvolume. These terms are described in [10, 51, 52] and enter crucially into the computation of the expectation value (4.9) of the superdeterminant $\mathcal{D}$, but most of them play no role$^1$ when this determinant is not quantum corrected. As discussed in section 4.2, we can thus discard them (with the caveat of footnote 1) for our present purposes.

The fields in the vector multiplet $(\phi_A, \Lambda_{\alpha\dot{\alpha}}, D_{\mu\nu})$ are auxiliary fields that can be easily integrated out from (5.54) to yield the usual ADHM constraints and measure on the instanton moduli space. However, keeping these variables is crucial to solve the model at large $N$. In particular, the action, as written in

$^1$ The only couplings to the D3-branes that can contribute in this case are those involving fields that do not vanish at the classical level. This is the case for the scalars on the Coulomb branch and the relevant terms will be discussed in section 5.2.1.
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(5.54), is quadratic in the hypermultiplet fields, a property that would be lost if we integrate out the six scalars $\phi_A$. Instead, we can integrate exactly over the moduli $q, \tilde{q}, \chi, \tilde{\chi}$ which belong to the fundamental of U($N$). This yields an effective action which is automatically proportional to $N$ and can thus be treated classically when $N \to \infty$.

The microscopic actions for the deformed theories that we study in the present chapter are simple modifications of (5.54) and their large $N$ limit can be studied along the same lines. Since our goal is to obtain the bosonic effective action, we shall always set $\Lambda_{\alpha a}$ and $\bar{\psi}^{\dot{\alpha} a}$ to zero in the following. Also recall that

$$Y_A = \ell_s^2 \phi_A ,$$  \hspace{1cm} (5.55)

because the moduli $\phi_A$ play the role of the six transverse coordinates.

5.2.1. The Coulomb branch deformation

The microscopic action

The Coulomb branch deformation amounts to turning on non-zero expectation value $\langle \varphi_A \rangle$ for the $\mathcal{N} = 4$ scalars. The microscopic action is then modified by making the replacement

$$\phi_A^j \delta^I_f \to \phi_A^j \delta^I_f - \langle \varphi_A^f \rangle \delta^j_I = \phi_A^j \delta^I_f - \ell_s^{-2} y_{fA} \delta^I_f \delta^j_I$$  \hspace{1cm} (5.56)

in the third line of (5.54). We have indicated all the U($N$) and U($K$) indices explicitly for clarity. This modification is actually best understood as coming from the coupling of the scalar fields $\varphi_A$ to the moduli in the $\cdots$ part of the action (5.54) that we have not written down explicitly.

The effective action

Integrating out $q, \tilde{q}, \chi, \tilde{\chi}$ yields the effective action

$$S_{\text{eff}}(X, Y, D) = K \left( \frac{8\pi^2 N}{\lambda} + i \vartheta \right) + \frac{4\pi^2 N}{\ell_s^4 \lambda} \text{tr}_{U(K)} \left\{ 2i \ell_s^4 D_{\mu \nu} [X_\mu, X_\nu] - [X_\mu, Y_A] [X_\mu, Y_A] \right\} + \ln \Delta_{q, \tilde{q}} - \ln \Delta_{\chi, \tilde{\chi}} .$$  \hspace{1cm} (5.57)

The logarithm of the superdeterminant $\ln(\Delta_{q, \tilde{q}}/\Delta_{\chi, \tilde{\chi}})$ is the sum of the term obtained by integrating over the bosonic variables $q, \tilde{q}$,

$$\ln \Delta_{q, \tilde{q}} = \sum_{f=1}^N \ln \det \left( (Y_A - y_{fA})^2 \otimes I_{2 \times 2} + i \ell_s^4 D_{\mu \nu} \otimes \sigma_{\mu \nu} \right)$$  \hspace{1cm} (5.58)
and the term obtained by integrating over the fermionic variables $\chi, \bar{\chi}$,

$$- \ln \Delta_{\chi, \bar{\chi}} = - \sum_{f=1}^{N} \ln \det \left( \Sigma_{A} \otimes (Y_{A} - y_{fA}) \right). \quad (5.59)$$

This action is proportional to $N$ and thus can be treated classically at large $N$. In particular, the fluctuations of $X, Y$ and $D$ are suppressed. The six matrices $Y_{A}$ are interpreted as the six coordinates for the emerging space (from the field theory point of view) transverse to the background D3-branes. Together with the four $X_{\mu}$s, they correspond to the ten matrix coordinates $Z_{M}$ in the non-Abelian D-instanton action (5.2). Consequently, to compare (5.57) with (5.2), we simply need to integrate out the additional variables $D_{\mu\nu}$ by solving the saddle-point equation

$$\frac{\partial S_{\text{eff}}}{\partial D_{\mu\nu}^{j}} = 0 \quad (5.60)$$

and plugging the solution $D_{\mu\nu} = \langle D_{\mu\nu} \rangle$ back into (5.57),

$$S_{\text{eff}}(X,Y) = S_{\text{eff}}(X,Y,\langle D \rangle). \quad (5.61)$$

Our goal is to expand $S_{\text{eff}}(X,Y)$ as in (5.2), up to the fifth order and then use (5.4)–(5.7) to read off the supergravity background. This calculation is very similar to the one performed in [10]. We set

$$X_{\mu} = x_{\mu} + \ell_{s}^{2} \epsilon_{\mu}, \quad Y_{A} = y_{A} + \ell_{s}^{2} \epsilon_{A} \quad (5.62)$$

and solve (5.60) perturbatively in $\epsilon$. Using the standard notation $[\epsilon_{\mu}, \epsilon_{\nu}]^{+}$ for the self-dual part of the commutator (see (A.8)) and defining the function

$$H(\vec{y}) = \frac{1}{N} \sum_{f=1}^{N} \frac{R^{4}}{(\vec{y} - \vec{y}_{f})^{4}}, \quad (5.63)$$

where $R$ is given by (5.27), we obtain

$$\langle D_{\mu\nu} \rangle = iH^{-1} [\epsilon_{\mu}, \epsilon_{\nu}]^{+} + \frac{i\ell_{s}^{2}}{2} \partial_{A} H^{-1} (\epsilon_{A}[\epsilon_{\mu}, \epsilon_{\nu}]^{+} + [\epsilon_{\mu}, \epsilon_{\nu}]^{+} \epsilon_{A}) + O(\epsilon^{4}) \quad (5.64)$$

Let us note that since $\langle D \rangle$ solves the equation of motion (5.60), it enters into (5.57) at order $\langle D \rangle^{2}$ and thus the expansion (5.64) to third order in $\epsilon$ is sufficient to get the expansion of (5.57) to fifth order.

Plugging (5.64) into (5.57), expanding the determinants by using the relation

$$\ln \det(M + \delta M) = \ln \det M + \sum_{n \geq 1} \frac{(-1)^{n+1}}{n} \text{tr}(M^{-1} \delta M)^{n} \quad (5.65)$$
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and computing the resulting traces by using the identities (A.7) and (A.22)–(A.26) in the Appendix, we find that the first, second and third order action in (5.2) vanish, due to many cancellations between the bosonic and fermionic contributions (5.58) and (5.59),

\[
S_{\text{eff}}^{(1)} = S_{\text{eff}}^{(2)} = S_{\text{eff}}^{(3)} = 0 .
\] (5.66)

On the other hand, the action is non-trivial at the fourth and fifth orders,

\[
S_{\text{eff}}^{(4)} = -\frac{\ell_8^8}{2R^4} \text{tr}_{U(K)} \left\{ 2[\epsilon_A, \epsilon_{\mu}][\epsilon_A, \epsilon_{\mu}] + H^{-1}[\epsilon_\mu, \epsilon_\nu][\epsilon_\mu, \epsilon_\nu] + \frac{1}{2} H[\epsilon_A, \epsilon_B][\epsilon_A, \epsilon_B] \right\} ,
\] (5.67)

\[
S_{\text{eff}}^{(5)} = -\frac{\ell_8^{10}}{2R^4} \partial_A H^{-1} \text{tr}_{U(K)} \left\{ \epsilon_A[\epsilon_\mu, \epsilon_\nu][\epsilon_\mu, \epsilon_\nu] + 2\epsilon_{\mu\nu\rho\lambda} \epsilon_A \epsilon_\mu \epsilon_\nu \epsilon_\rho \epsilon_\lambda - H^2 \epsilon_A[\epsilon_B, \epsilon_C][\epsilon_B, \epsilon_C] - \frac{2iH^2}{5} \epsilon_{ABCD} \epsilon_{E} \epsilon_{CDE} \epsilon_{EF} \right\} .
\] (5.68)

**The holographic background**

The results of the previous subsection are perfectly consistent with the general ideas explained in sections 4.2 and 5.1. The effective action that we have obtained can be matched with the non-Abelian action for D-instantons embedded in a non-trivial ten-dimensional geometry, with background supergravity fields fixed by comparing (5.66), (5.67) and (5.68) with (B.1) or equivalently (5.4)–(5.7).

The conditions \( S_{\text{eff}}^{(1)} = S_{\text{eff}}^{(2)} = 0 \) imply that the axion-dilaton is a constant,

\[
\tau = \frac{4i\pi N}{\lambda} - \frac{\partial}{2\pi} ,
\] (5.69)

whereas \( S_{\text{eff}}^{(3)} = 0 \) yields

\[
B = C_2 = 0 .
\] (5.70)

On the other hand, the fourth order term (5.67) allows to identify the coefficient \( c_{[MN][PQ]} \) which turns out to be precisely of the required form (5.6), with a metric

\[
G_{\mu\nu} = H^{-1/2} \delta_{\mu\nu} , \quad G_{AB} = H^{1/2} \delta_{AB} , \quad G_{A\mu} = 0
\] (5.71)

which is equivalent to (5.22). Finally, we get the completely antisymmetric coefficient \( c_{[MNPQR]} \) from (5.68), which yields the five-form field strength by comparing with (5.7) and using (5.70),

\[
(F_5)_{ABCDE} = -\frac{N\ell_8^4}{\pi R^4} \partial_F H \epsilon_{ABCDEF} , \quad (F_5)_{A\mu_1\cdots\mu_4} = -\frac{iN\ell_8^4}{\pi R^4} \partial_A H^{-1} \epsilon_{\mu_1\cdots\mu_4} ,
\] (5.72)
and all the other independent components (not related to \((5.72)\) by antisymmetry) vanishing. This is equivalent to the formula \((5.23)\).

### 5.2.2. The non-commutative deformation

#### The microscopic action

The non-commutative deformation can be elegantly implemented by replacing all ordinary products \(fg\) appearing in the microscopic action by the so-called Moyal \(*\)-product defined by

\[
f * g = e^{-\frac{i}{2} \theta_{\mu\nu} P^f_{\mu} P^g_{\nu}} \cdot (fg), \tag{5.73}\]

where \(P^f_{\mu}\) and \(P^g_{\mu}\) are the translation operators acting on \(f\) and \(g\) respectively and \(\theta_{\mu\nu}\) is an arbitrary antisymmetric matrix \([69, 70]\). The only moduli in \((5.54)\) transforming non-trivially under translations are the matrices \(X_\mu\), with \(P_\mu \cdot X_\nu = -i \delta_{\mu\nu}\). It is then easy to check that the only term affected by the use of the \(*\)-product is the commutator term

\[
\text{tr} \, D_{\mu\nu}[X_\mu, X_\nu] \rightarrow \text{tr} \, D_{\mu\nu}(X_\mu \ast X_\nu - X_\nu \ast X_\mu) = \text{tr} \, D_{\mu\nu}([X_\mu, X_\nu] + i \theta_{\mu\nu}). \tag{5.74}\]

This simple reasoning reproduces the well-known modification of the ADHM construction in non-commutative gauge theories \([92]\). Note that, in particular, the action only depends on the self-dual part \(\theta^+_{\mu\nu}\) of the non-commutative parameters because the modulus \(D_{\mu\nu}\) is itself self-dual.

#### The effective action

Integrating out \(q, \tilde{q}, \chi, \tilde{\chi}\) from the microscopic action yields

\[
S_{\text{eff}}(X, Y, D) = K \left( \frac{8\pi^2 N}{\lambda} + i \theta \right) - \frac{4\pi^2 N}{\ell_4^4 \lambda} \text{tr} \left[ X_\mu, Y_\lambda \right] \left[ X_\mu, Y_\lambda \right]
\]

\[
- N \ln \det(\Sigma_A \otimes Y_A) + S([X_\mu, X_\nu]^+, \bar{Y}^2, D; \theta_+). \tag{5.75}\]

We have singled out the \(D\)-dependent piece in the action,

\[
S([X_\mu, X_\nu]^+, \bar{Y}^2, D) = \frac{8i\pi^2 N}{\lambda} \text{tr} \, D_{\mu\nu}(\left[ X_\mu, X_\nu \right] + i \theta_{\mu\nu})^+
\]

\[
+ N \ln \det(\bar{Y}^2 \otimes I_2 + i \ell_4^4 D_{\mu\nu} \otimes \sigma_{\mu\nu}). \tag{5.76}\]

Let us note that the determinants appearing in \((5.75)\) and \((5.76)\) are special cases of the determinants \((5.58)\) and \((5.59)\) studied in the previous subsection.
The crucial difference comes from the saddle-point equation (5.60), which now picks a new term in $\theta_{\mu\nu}$,

$$\frac{\partial S}{\partial D_{\mu\nu}^i} = \frac{8\pi^2}{\lambda} \left( [X_\mu, X_\nu]_i^+ + i\theta_{\mu\nu}^+ \delta_i^j \right) + \ell_s^4 \left( \bar{Y}^2 2 \otimes \mathbb{1}_2 + i\epsilon_{\rho\kappa} D_{\rho\kappa} \otimes \sigma_{\rho\kappa} \right)_{i\alpha} \sigma_{\mu\nu}^{\alpha\beta} = 0. \tag{5.77}$$

This equation must be solved for $D_{\mu\nu} = \langle D_{\mu\nu} \rangle$, order by order in the expansion (5.62).

By using (A.11), we find a quadratic equation for the zeroth order solution. Picking the root that behaves smoothly when $\theta_{\mu\nu} \to 0$ yields

$$\langle D_{\mu\nu} \rangle = \frac{\lambda}{8\pi^2 \theta^2_+} \left( 1 - \sqrt{1 + 4\theta^2_+ r^4/R^8} \right) \theta^+_{\mu\nu} + O(\epsilon) \tag{5.78}$$

in terms of the transverse radial coordinate (5.19) and the parameter $\theta_+$ defined in (5.31). Plugging this result into (5.76) and (5.75) and computing the determinants using (A.10) and (A.19), we get the zeroth order coefficient (5.32) for the effective action.

The first, second and completely symmetric third order coefficients in the expansion (5.2) of the effective action are fixed in terms of the derivatives of $c$ by consistency conditions [87]. To get further information, we thus need to compute the completely antisymmetric third order coefficient or equivalently the three-form $F^{(3)}$ defined in (5.8). From (A.24), we see that the determinant in (5.75) cannot contribute to the completely antisymmetric coefficient. A priori, we thus simply need to plug the solution of (5.77) to the third order in $\epsilon$ into (5.76). However, the algebra to do this calculation explicitly is daunting. Very fortunately, the discussion can be greatly simplified by using the following argument.

The basic idea is to note that the $D$-dependent piece (5.76) of the effective action and thus the saddle-point equation (5.77) as well depend only on the combinations $\bar{Y}^2$ and $[X_\mu, X_\nu]^+ = \ell_s^4 [\epsilon_\mu, \epsilon_\nu]^+$ of the matrices $Y_A$s and $X_\mu$s. The same must be true after plugging $D_{\mu\nu} = \langle D_{\mu\nu} \rangle$ into $S$. If we define

$$\bar{Y}^2 = r^2 + \ell_s^2 \epsilon_r = r^2 + 2\ell_s^2 \bar{y} \cdot \bar{\epsilon} + \ell_s^4 \epsilon^2, \tag{5.79}$$

the expansion of $S$ in powers of $\epsilon$ is then most conveniently written in terms of $[\epsilon_\mu, \epsilon_\nu]^+$ and $\epsilon_r$. It will actually be useful to replace $[\epsilon_\mu, \epsilon_\nu]^+$ by a completely general self-dual matrix $M^{+\mu\nu}_{\mu\nu}$ in (5.76) and (5.77), which is not necessarily a commutator, and solve the equations in term of this more general matrix. We simply have to keep in mind that $M^{+\mu\nu}_{\mu\nu}$ will be identified with $[\epsilon_\mu, \epsilon_\nu]^+$ at the end of the calculation and is thus of order $\epsilon^2$. The most general single-trace
expansion up to order three then reads

\[
S\left(M^+_{\mu\nu}, r^2 + \ell^2 s^r, \right) = K s(r^2) + \ell^2 s'(r^2) \text{tr} \epsilon_r + \frac{\ell^4}{2} s''(r^2) \text{tr} \epsilon_r^3 + \frac{\ell^6}{6} s'''(r^2) \text{tr} \epsilon_r^3
+ \ell^4 s_{\mu\nu}(r^2) \text{tr} M^+_{\mu\nu} + \ell^6 s'_{\mu\nu}(r^2) \text{tr} \epsilon_r^3 M^+_{\mu\nu} + O(\epsilon^4),
\]

where the primes denote the derivatives with respect to \( r^2 \). The zeroth order coefficient \( s(r^2) \) is determined by the zeroth order solution (5.78) or equivalently (5.32),

\[
s(r^2) = c - i\theta - \frac{8\pi^2 N}{\lambda} + N \ln r^4
= N\left(\sqrt{1 + 4\theta_+^2 r^4/R^8} - 1\right) + N \ln\left(\frac{\sqrt{1 + 4\theta_+^2 r^4/R^8} - 1}{2\theta_+^2 / R^8}\right).
\]  

Since \( S \) does not depend on \( r^2 \) and \( \epsilon_r \) independently but only through the combination \( r^2 + \ell^2 s^r \), the expansion (5.80) must be invariant under the simultaneous shifts \( [87] \)

\[
r^2 \rightarrow r^2 + \ell^2 a, \quad \epsilon_r \rightarrow \epsilon_r - a \Pi,
\]

for any real number \( a \). This fixes the terms in \( \text{tr} \epsilon_r, \text{tr} \epsilon_r^3 \) and \( \text{tr} \epsilon_r^3 \) in terms of the derivatives of \( s \) and the term in \( \text{tr} \epsilon_r^3 M^+_{\mu\nu} \) in terms of \( s'_{\mu\nu} \) as indicated. To fix \( s_{\mu\nu}(r^2) \), we can then use another shift symmetry, under

\[
M^+_{\mu\nu} \rightarrow M^+_{\mu\nu} + i \xi^+_{\mu\nu}, \quad \theta^+_{\mu\nu} \rightarrow \theta^+_{\mu\nu} - \ell^4 \xi^+_{\mu\nu},
\]

for any self-dual \( \xi^+_{\mu\nu} \). This symmetry comes from the fact that only the combination \( \ell^4 M^+_{\mu\nu} + i \theta^+_{\mu\nu} \) enters in the generalized versions of the equations (5.76) and (5.77), in which \([X_\mu, X_\nu]^+\) has been replaced by \( \ell^4 M^+_{\mu\nu} \). This replacement is useful precisely because it allows to consider the symmetry (5.84), by waiving the tracelessness condition that any commutator must satisfy. The invariance of (5.80) under (5.84) then yields

\[
s_{\mu\nu} = -i \frac{\partial s}{\partial \theta^+_{\mu\nu}} = \frac{iN}{\theta^+_+} \left[ 1 - \sqrt{1 + 4\theta_+^2 r^4/R^8} \right] \theta^+_+.
\]

Plugging this result in (5.80) for \( M^+_{\mu\nu} = [\epsilon_\mu, \epsilon_\nu]^+ \) and using (5.79) immediately yields the piece

\[
2\ell^6 s'_{\mu\nu} y_A \text{tr} \epsilon_A [\epsilon_\mu, \epsilon_\nu]
\]

of the effective action contributing to the three-form \( F^{(3)} \) in (5.8), from which we obtain

\[
F^{(3)} = 4 s'_{\mu\nu} y_A \text{d}x^\mu \wedge \text{d}x^\nu \wedge \text{d}y^A = \text{d}[2 s_{\mu\nu} \text{d}x^\mu \wedge \text{d}x^\nu].
\]

This is equivalent to the formula (5.35) for the two-form \( C^{(2)} \) defined in (5.11).
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The holographic background

In this example, there is a non-trivial contribution (5.32) to the action at order $\epsilon^0$. As we have extensively discussed in sections 5.1.2 and 5.1.3, the physical content of this formula is obtained by expanding up to quadratic order in the deformation parameter $\theta_+^+$ and comparing with (5.4). This yields

$$
\tau = ie^{-\phi} - C_0 = -\frac{\theta}{2\pi} + \frac{4i\pi N}{\lambda} \left( 1 + \frac{\theta_+^+ r_4}{2\ell_s^4 R^4} \right) + O(\ell_s^{-2}\theta^3). \tag{5.88}
$$

To disentangle the dilaton and the axion fields from (5.88), one has to be careful because the fields do not need to be real-valued in the Euclidean. It is thus convenient to rotate the $x_4$ coordinate to Minkowskian time which, from (5.30), implies that $\theta_3^4$ is purely imaginary. After this rotation, the dilaton $\phi$ and the axion $C_0$ are real and we can then take the real and imaginary parts of (5.88) to get (5.33) and (5.34).

Similarly, the action at third order yields (5.35) as we have shown. The physical content of this contribution is found by expanding to linear order in $\theta_+^+$, see sections 5.1.2 and 5.1.3. From (5.11) and (5.5), this yields

$$
\tau B - C_2 = \frac{4i\pi N}{\lambda} \frac{r_4}{R^4} \frac{\theta_+^+}{\ell_s^4} d\mu \wedge d\nu + O(\ell_s^{-2}\theta). \tag{5.89}
$$

To disentangle the Neveu-Schwarz and Ramond-Ramond fields $B$ and $C_2$ from (5.89), we again rotate to Minkowskian signature in which $x_4$ and $\theta_3^4$ are purely imaginary and the fields $B$ and $C_2$ are real. Taking the real and imaginary parts of (5.89) then yields (5.36) and (5.37).

As a final remark, let us note that we have also computed the effective action to the fourth order. As mentioned in section 5.1.2, only the term linear in the deformation parameter $\theta$ is physical. Consistently with the supergravity solution, this linear term is found to vanish. At quadratic order in $\theta$, we find a coefficient $c_{[M N][P Q]}$ which does not factorize as in (5.6), as expected.

5.2.3. The $\beta$-deformation

The microscopic action

In parallel with the case of the non-commutative theory, the $\beta$-deformation can be implemented by replacing the ordinary products $fg$ appearing in the microscopic action by a $*$-product [77]. Let us denote by $Q_i$, $1 \leq i \leq 3$, the charges associated with the $\text{U}(1)_1 \times \text{U}(1)_2 \times \text{U}(1)_3$ subgroup of $\text{SO}(6)$ corresponding to the rotations in the 1-2, 3-4 and 5-6 planes in $\vec{y}$-space respectively.
The charge assignments according to the SU(4) quantum numbers is indicated in the Appendix A, Table A.2. The ∗-product is then defined by

\[ f \ast g = e^{i\pi \epsilon_{ijk} \gamma_i Q^i f \gamma_j Q^j f g}, \quad (5.90) \]

where \( \epsilon_{ijk} \) is the totally antisymmetric symbol, the charges \( Q^i_f \) and \( Q^i_g \) act on \( f \) and \( g \) respectively and \( \gamma_1, \gamma_2 \) and \( \gamma_3 \) are three deformation parameters that we shall assume to be real. When \( \gamma_1 = \gamma_2 = \gamma_3 \), \( N = 1 \) supersymmetry is preserved, but supersymmetry is completely broken otherwise. In all cases, the model is conformal in the planar limit \([75, 76]\).

The only terms in (5.54) that are affected when we use the ∗-product are the Yukawa couplings \( \bar{\psi} [\phi, \bar{\psi}] \) and \( \tilde{\chi} \phi \chi \). To compute the bosonic part of the effective action, we only need \( \tilde{\chi} \phi \chi \). According to (A.29), the effect of the ∗-product on this term is equivalent to replacing the matrices \( \Sigma_A \) by deformed versions \( \tilde{\Sigma}_A \),

\[ \tilde{\chi}^a \ast \Sigma_{Aab} \phi A \ast \chi^b = \tilde{\chi}^a \tilde{\Sigma}_{Aab} \phi A \chi^b. \quad (5.91) \]

The explicit formulas for the matrices \( \tilde{\Sigma}_A \) are given in (A.30).

**The effective action**

Integrating out \( q, \tilde{q}, \chi \) and \( \tilde{\chi} \) from the deformed microscopic action, we get

\[ S_{\text{eff}}(X, Y, D) = K \left( \frac{8\pi^2 N}{\lambda} + i\vartheta \right) + \frac{4\pi^2 N}{\ell_\ast^4 \lambda} \text{tr} \left\{ 2i\ell_\ast^4 D_{\mu\nu} [X_\mu, X_\nu] - [X_\mu, Y_A] [X_\mu, Y_A] \right\} + \ln \Delta_{q,\tilde{q}} - \ln \Delta_{\chi,\tilde{\chi}}, \quad (5.92) \]

where

\[ \ln \Delta_{q,\tilde{q}} = N \ln \text{det} \left( \tilde{Y}^2 \otimes \mathbb{I}_2 + i\ell_\ast^4 D_{\mu\nu} \otimes \sigma_{\mu\nu} \right), \quad (5.93) \]

\[ \ln \Delta_{\chi,\tilde{\chi}} = N \ln \text{det} \left( \tilde{\Sigma}_A \otimes Y_A \right). \quad (5.94) \]

The dependence of \( S_{\text{eff}}(X, Y, D) \) on \( D_{\mu\nu} \) is exactly the same as in the undeformed model studied in \([10]\). The solution of the saddle-point equation (5.60) is thus given by (5.64) for \( \bar{y}_f = \bar{0} \). In particular, when we write (5.62), \( \langle D_{\mu\nu} \rangle \) is of order \( \epsilon^2 \) and will contribute to \( S_{\text{eff}} \) only at order four or higher in \( \epsilon \).

To leading order, (5.92) yields

\[ c = \frac{8\pi^2 N}{\lambda} + i\vartheta + 2N \ln \bar{y}^2 - N \ln \text{det} U, \quad (5.95) \]
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where the matrix \(U\) is defined by

\[
U = y_A \bar{\Sigma}_A .
\]  

(5.96)

The determinant of \(U\) can be computed straightforwardly in terms of the polar coordinates introduced in (5.40),

\[
\det U = \rho_1^4 + \rho_2^4 + \rho_3^4 + 2 \cos(2\pi\gamma_1)\rho_2^2\rho_3^2 + 2 \cos(2\pi\gamma_2)\rho_1^2\rho_3^2 + 2 \cos(2\pi\gamma_3)\rho_1^2\rho_2^2 .
\]  

(5.97)

Plugging this result in (5.95) and using the coordinates \(r_i\) defined in (5.41) yields

\[
c = \frac{8\pi^2 N}{\lambda} + i\vartheta \\
- N \ln \left[1 - 4(r_2^2r_3^2\sin^2(\pi\gamma_1) + r_1^2r_3^2\sin^2(\pi\gamma_2) + r_1^2r_2^2\sin^2(\pi\gamma_3))\right] .
\]  

(5.98)

Let us note that this result was also obtained in the context of standard instanton calculus in [78, 79].

The effective action at first and second order is fixed in terms of the derivatives of \(c\). New information is found in the completely antisymmetric coefficient at order three, which yields the three-form \(F^{(3)}\) defined in (5.8). Expanding in \(\epsilon\) using (5.65), we see that both determinants (5.93) and (5.94) contribute to the third order action, but only (5.94) yields a completely antisymmetric term. Explicitly, we get a nice and compact result,

\[
F^{(3)} = -\frac{N}{3} \text{tr} (U^{-1} dU \wedge U^{-1} dU \wedge U^{-1} dU) .
\]  

(5.99)

In particular, this formula makes manifest the fact that \(dF^{(3)} = 0\). However, the evaluation of the trace on the right-hand side is extremely tedious to perform manually, because the explicit expressions for the matrix \(U\) and its inverse \(U^{-1}\) are very complicated. We have thus implemented the calculation in Mathematica. The resulting formulas greatly simplify when using the coordinates defined in (5.40), (5.41) and (5.43). To linear order in the deformation parameters, which is all we need to compare with supergravity, we find, for the two-form potential defined in (5.11),

\[
C^{(2)} = 8N\ell_s^2 \left[ \omega_1 \wedge (\gamma_1 d\theta_1 + \gamma_2 d\theta_2 + \gamma_3 d\theta_3) \\
- \frac{i}{4} (\gamma_1 r_2^2r_3^2 d\theta_2 \wedge d\theta_3 + \gamma_2 r_3^2r_1^2 d\theta_3 \wedge d\theta_1 + \gamma_3 r_1^2r_2^2 d\theta_1 \wedge d\theta_2) \right] + O(\gamma^2) ,
\]  

(5.100)
where the one-form $\omega_1$ is defined by the condition
\[
d\omega_1 = r_1 r_2 r_3 \sin \theta \, d\theta \wedge d\phi.
\] (5.101)

The exact result in the supersymmetry preserving case $\gamma_1 = \gamma_2 = \gamma_3 = \gamma$ is given in (5.46). Similar formulas can be obtained in other special cases, but they are not particularly illuminating. The general formula for arbitrary finite $\gamma_i$'s is very complicated and we shall refrain from writing it down explicitly.

The holographic background

Expanding (5.98) to quadratic order in the deformation parameters and using (5.4) yields
\[
e^{-\phi} = \frac{4\pi N}{\lambda} \left( 1 + \frac{1}{2} \lambda (\gamma_1 r_2^2 r_3^2 + \gamma_2 r_3^2 r_1^2 + \gamma_3 r_1^2 r_2^2) + O(\lambda \gamma^4) \right). \tag{5.102}
\]

When the background is a small deformation of the undeformed $\text{AdS}_5 \times S^5$ solution, i.e. when $\lambda \gamma_i^2 \ll 1$, this is a perfect match with the supergravity solution (C.12) and (C.18), consistently with the discussion in section 5.1.2. Similarly, (5.100) and (5.12) yield
\[
B = \frac{\lambda}{4\pi N} \text{Im} C^{(2)}
\]
\[
= - \frac{i^2 \lambda}{2\pi} (\gamma_1 r_2^2 r_3^2 \, d\theta_2 \wedge d\theta_3 + \gamma_2 r_3^2 r_1^2 \, d\theta_3 \wedge d\theta_1 + \gamma_3 r_1^2 r_2^2 \, d\theta_1 \wedge d\theta_2) + O(\gamma^2) , \tag{5.103}
\]
\[
C_2 = - \text{Re} C^{(2)} - \frac{\vartheta}{2\pi} B
\]
\[
= -8N i^2 \omega_1 \wedge (\gamma_1 \, d\theta_1 + \gamma_2 \, d\theta_2 + \gamma_3 \, d\theta_3) - \frac{\vartheta}{2\pi} B + O(\gamma^2) . \tag{5.104}
\]

After making the $\text{SL}(2, \mathbb{R})$ transformation $C_0 \to C_0 + \frac{\vartheta}{2\pi}$, $C_2 \to C_2 - \frac{\vartheta}{2\pi} B$ to generalize the solution to an arbitrary bare $\vartheta$ angle, we find again a beautiful match with the supergravity background (C.13) and (C.14) in the appropriate limit.

Actually, in the present case, it seems that the discussion of section 5.1.2 can be slightly refined. Indeed, because the imaginary part of $c$ given by (5.95) is a constant, it turns out that the general matrix coordinates redefinitions do not act on $\text{Re} F^{(3)}$ [87]. This three-form is thus unambiguously fixed by our microscopic calculations, even when the perturbation with respect to the undeformed conformal $\mathcal{N} = 4$ gauge theory is large. As a consequence, to
compare with supergravity, we do not have to impose $\lambda \gamma_i^2$ to be small. The only relevant constraint is of course the validity of the supergravity solution itself, which is the weaker condition $\lambda \gamma_i^4 \ll 1$ together with $\lambda \gg 1$. In this limit, we are allowed to expand the microscopic results as in (5.100), since $\gamma_i \ll 1$. However, we are not allowed to simplify the function $G$ defined by (C.18) in the supergravity solution, because $\lambda \gamma_i^2$ may be large. Remarkably, we do find agreement with the microscopic prediction, because the real part of $C^{(2)}$ is related to the right-hand side of (C.14) which does not depend on $G$. 
Chapter 6

The enhançon mechanism from a fractional D-instanton probe

In this chapter, the $\mathcal{N} = 2$ field theory realized by D3-branes on the $\mathbb{C}^2/\mathbb{Z}_2$ orbifold is studied. The dual supergravity solution exhibits a repulson singularity cured by the enhançon mechanism. By comparing the open and closed string descriptions of a probe D-instanton, it is possible to compute the exact non-perturbative profile of the supergravity twisted field, which determines the supergravity background. We then show how the non-trivial IR physics of the field theory translates into the stringy effects that give rise to the enhançon mechanism and the associated excision procedure.

6.1. The context

After the original proposal by Maldacena for a duality between $\mathcal{N} = 4$ Yang-Mills theory and type IIB superstrings on $\text{AdS}_5 \times S^5$ [3], a lot of work focused on the construction of string theory duals to more realistic field theories. One of the directions that proved most fruitful consists in placing D3-branes on a singular Calabi-Yau threefold in order to break supersymmetry down to $\mathcal{N} = 1$. The simplest example, the conifold, was studied by Klebanov and Witten in [93]. The low-energy dynamics of D3-branes on the conifold is described by a conformal two-node quiver gauge theory, with gauge group $\text{SU}(N) \times \text{SU}(N)$. Adding $M$ fractional branes to this setup, one can engineer a theory with unequal ranks for the two factors of the gauge group, which now have non-vanishing $\beta$-functions. The corresponding supergravity dual was found by Klebanov and Strassler in [94]. A remarkable aspect of the solution is that the Ramond-Ramond fluxes have a logarithmic dependence on the radial coordinate, which corresponds in the field theory to a cascade of Seiberg dualities. A second remarkable aspect is that the conifold gets deformed in the IR, corresponding to confinement in
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the gauge theory dual.

From the field theory point of view, a close cousin of the conifold is the $\mathbb{C}^2/\mathbb{Z}_2$ orbifold: the field theory corresponding to D3-branes on this orbifold is also a two-node quiver gauge theory, which now preserves $\mathcal{N} = 2$ supersymmetry. By giving appropriate mass terms to the two adjoint chiral multiplets, one can make this theory flow to the Klebanov-Witten one [93]. For equal ranks of the gauge groups, the theory is again conformal [64] and the dual supergravity background is simply a $\mathbb{Z}_2$ orbifold of the five-sphere in the $\text{AdS}_5 \times S^5$ solution [63]. Similarly to what is done in the $\mathcal{N} = 1$ case, one can break conformality by taking the ranks to be different; this again corresponds to adding $M$ fractional D3-branes to the $N$ regular ones. The supergravity dual was found by [95, 96] following [97], and presents several puzzling features. Firstly, like for its $\mathcal{N} = 1$ counterpart, the logarithmic dependence of the fluxes on the radial coordinate calls for a dual which is a cascading field theory. But Seiberg duality is a purely $\mathcal{N} = 1$ phenomenon, which complicated early attempts towards a field theory interpretation [98–100]. Eventually, the authors of [101] put forward a consistent picture for the mechanism responsible for the cascade in analogy with the baryonic root transition of $\mathcal{N} = 2$ SQCD [102]. However, the main puzzle is that the supergravity solution has a singularity in the IR of the repulson type [103–105]: there is a region where a probe experiences a repulsive force, which makes the solution unphysical. That the solution is singular could be expected on general grounds: $\mathcal{N} = 2$ theories do not confine and correspondingly there is no $\mathcal{N} = 2$-preserving deformation of the $S^5/\mathbb{Z}_2$ space that could cure the singularity as happens for the Klebanov-Strassler solution. The singularity must be resolved differently by string theory and it was argued that in holographic duals to $\mathcal{N} = 2$ theories, this happens through the enhançon mechanism [106]. At a finite value of the radial coordinate, the enhançon radius, the supergravity solution cannot be trusted anymore because some branes become tensionless, providing new light degrees of freedom that are not described by supergravity and can possibly be responsible for the resolution of the singularity. Drawing inspiration from the behavior of roots of the Seiberg-Witten curve, the authors of [106] argue that, inside the enhançon radius, the supergravity solution must be excised and replaced with a solution with constant fluxes, similarly to what happens inside a conducting material in Maxwell theory. To the extent of the authors’ knowledge, this excision procedure has never been justified in full generality from a microscopic point of view, even if partial results have been obtained by focusing on limiting cases [107].

The present work aims to fill this gap. We compute directly from the field theory the profile of the twisted supergravity field $\gamma$, which encodes the backreaction of the fractional branes and completely determines the supergravity solution once the configuration of regular branes is given. This computation will
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be done with arbitrary values for the gauge theory couplings, which translates in the string theory dual to having arbitrary values for the string coupling $g_s$ and the string length $\ell_s = \sqrt{2\pi \alpha'}$, and for any point on the Coulomb branch of the theory. We will prove that the twisted supergravity field $\gamma$ can be written in terms of field theory data as

$$2\pi i \gamma(z) = 2\pi i \gamma^{(0)} - \beta \int_1^{T_r(z)} \frac{dv}{\sqrt{(v^2 - \alpha_1^2)(v^2 - \alpha_2^2)}} ,$$

(6.1)

where $z$ is a complex coordinate on the orbifold fixed plane, $\gamma^{(0)}$ is the asymptotic value of $\gamma$, $T_r$ is a ratio of polynomials encoding the choice of Coulomb branch vacuum and $\alpha_1$, $\beta$ are specific coupling-dependent constants. All these quantities will be defined precisely in due course. Choosing the particular vacua that have been studied from the supergravity side and taking the large $N$ limit of (6.1), we can then derive that an enhançon mechanism takes place at a radius that perfectly matches the supergravity expectations: $\gamma$ is constant inside this radius, confirming the proposal of [106].

To make the proof of (6.1) possible, we draw on recent developments in two very different research lines. The first of these is the use of D-brane probes to derive holographic string theory backgrounds from the field theory side. Like in [10] and in chapter 5, we consider a setup where the background branes are D3-branes and the probe is a small number of D-instantons (i.e. D$^{(-1)}$-branes). More specifically, the probe we will use is a single fractional D$^{(-1)}$-brane. The open-string realization of the D$^{(-1)}/$D3 system in flat space can be straightforwardly generalized to the orbifold setting [108, 109] by following the same procedure as for D3-branes [40, 64]. The action for D$^{(-1)}$-branes in the presence of D3-branes (in a “near-horizon” limit) has a purely field theoretic interpretation\(^1\) as the ADHM action for supersymmetric instantons [22]. The D$^{(-1)}$-brane couples to the D3-branes through moduli that transform in an (anti-)fundamental representation of the four-dimensional gauge group and one can always integrate them out exactly. However, the integration of the D3-brane fields involves the computation of a full-fledged non-chiral correlator in the four-dimensional gauge theory, which seems intractable in general. In the conformal case, this correlator turns out to be trivial and one can recover the full supergravity background by matching the action for several D$^{(-1)}$-branes with the non-Abelian probe brane action of [12, 53].

\(^1\)In this chapter, we will deal only with a fractional D$^{(-1)}$-brane that sits on a quiver node also occupied by D3-branes and can directly be interpreted as a gauge theory instanton. In the case where the node is occupied by at most one D3-brane, that gauge group does not receive instanton corrections in field theory, and the D$^{(-1)}$-brane corresponds to a “stringy instanton”. Nevertheless, it turns out that also stringy instantons can be given a gauge theory interpretation in a suitable UV completion [110].
This is also the case for regular D3-branes on orbifold singularities whose field theory description is conformal. Unfortunately, for the $\mathbb{C}^2/\mathbb{Z}_2$ orbifold with fractional D3-branes which is the focus of the present chapter, the theory is non-conformal and one cannot reconstruct the full supergravity multiplet in this way. We circumvent this difficulty by using a fractional D($-1$)-brane as a probe instead of a regular one. This brane couples only to the twisted sector at the orbifold singularity, which captures the essential information on the background. Applying this procedure in this case yields the following identity relating the twisted supergravity field $\gamma$ to a field theory correlator,

$$\gamma(z) = \gamma^{(0)} + \frac{i}{\pi} \langle \text{tr}_M \log (z - Z_1) \rangle - \frac{i}{\pi} \langle \text{tr}_M \log (z - Z_0) \rangle ,$$  \hspace{1cm} (6.2)

where $Z_0$ and $Z_1$ are the adjoint scalars of the two gauge groups normalized to have units of length. This identity was derived in [111] by computing string worldsheet diagrams, but we will rederive it much more straightforwardly. The identity (6.2) also involves expectation values in the full gauge theory on the D3-branes and one might think naively that not much has been gained by focusing on the twisted sector. There is a crucial difference however between these correlators and the correlator one is faced with in the untwisted sector: in (6.2), only the chiral fields $Z_0$ and $Z_1$ enter. This gives us more control and allows us to compute them explicitly by exploiting the impressive recent progress in the resummation of instanton corrections to $\mathcal{N} = 2$ quiver gauge theories [112, 113].

The plan of the chapter is as follows. In section 6.2, we review the supergravity background corresponding to D3-branes on the $\mathbb{C}^2/\mathbb{Z}_2$ orbifold and explain the enhançon mechanism that has been conjectured to cure the IR singularity. In section 6.3, we detail the microscopic model we start with, consisting of $N$ regular D3-branes, $M$ fractional D3-branes of each type and one fractional D($-1$)-brane. In section 6.4, we derive equation (6.1) by building the effective action for the D($-1$)-brane and comparing it with the supergravity probe action. The computation of the correlators in (6.2) is quite technical and we have chosen to present it separately in appendix D. In section 6.5, we take the large $N$ limit of this result, showing explicitly that the enhançon mechanism takes place. Finally, we conclude in section 6.6 by giving some perspectives on possible future work.

### 6.2. D3-branes on the $\mathbb{C}^2/\mathbb{Z}_2$ orbifold. A review

The $\mathbb{C}^2/\mathbb{Z}_2$ orbifold is a representative of a larger family, the ADE orbifolds. These are built as $\mathbb{C}^2/\Gamma_{\text{ADE}}$, with $\Gamma_{\text{ADE}}$ being a discrete subgroup of $SU(2)$. The
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Theories living on D3-branes placed on these orbifolds are $\mathcal{N} = 2$ superconformal quiver gauge theories. The Coulomb phase of these theories is non-conformal, and can be engineered in the string picture by including fractional D3-branes. The model we are interested in, with $\Gamma_{\text{ADE}} = \mathbb{Z}_2$, is also known as the affine $A_1$ quiver theory. In this section, we review what we have learnt about the workings of the gauge/string duality in this example. Most of what we say can be found in [101], where this model was thoroughly studied.

6.2.1. A supergravity perspective

Our setup is made up of a large number of parallel $N$ regular and $2M$ fractional D3-branes in $\mathbb{R}^4 \times \mathbb{C} \times \mathbb{C}^2/\mathbb{Z}_2$. We use coordinates $(x^\mu, z, z^2, z^3)$ for this space, and the $\mathbb{Z}_2$ acts as $(z^2, z^3) \rightarrow (-z^2, -z^3)$. The regular branes can probe the full transverse space $\mathbb{C} \times \mathbb{C}^2/\mathbb{Z}_2$, while the fractional branes are constrained to live at the orbifold singularity, which is the complex $z$-plane at the origin of $\mathbb{C}^2$ in this case. There are two types of fractional branes, which we will denote as type 0 and type 1, and we will consider $M$ branes of the first type, and $M$ of the second type. A regular brane can be thought of as a bound state of a type 0 and a type 1 fractional brane. For some purposes, it is useful to think of the fractional D3-branes as wrapped D5-branes. Recall that the orbifold $\mathbb{C}^2/\mathbb{Z}_2$ can be seen as the singular limit of a smooth ALE manifold (in our case it is the Eguchi-Hanson space [41]) where a homologically non-trivial 2-cycle $\Sigma$ collapses.

The type 1 and type 0 fractional D3-branes correspond to D5-branes wrapped on $\Sigma$ and $-\Sigma$ respectively, stabilized by certain background fluxes.

The presence of fractional branes induces the excitation of some of the twisted modes of type IIB string theory. Thinking of the fractional D3-branes as wrapped D5-branes, it is easy to understand that the reduction of the potentials $C_2$ and $B_2$ on the exceptional cycle $\Sigma$ will give rise to non-zero twisted scalars $c$ and $b$. These two fields can only depend on $z, \bar{z}$, as the fractional D3-branes can only probe this plane, and are conveniently combined to form the complex field:

$$\gamma = c + (C_0 + ie^{-\Phi})b = \frac{1}{2\pi \ell_s^2} \int_\Sigma \left( C_2 + \frac{i}{g_s} B_2 \right),$$

(6.3)

to which we will generically refer as the twisted supergravity field. In writing the last equality we have taken into account that the axio-dilaton is constant, $C_0 + ie^{-\Phi} = \frac{1}{g_s}$, since it does not couple to D3-branes. Such branes do source a $C_4$ potential, and of course backreact on the metric. Instead of writing the expression for all these fields, which can be found for instance in [95], the point

\(^2\)As we will later deal with instantons, it is more convenient to rotate to Euclidean signature from the start.
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we want to emphasize here is that the full type IIB background follows\(^3\) once the twisted supergravity field \(\gamma\) is known. Because of \(\mathcal{N} = 2\) supersymmetry, \(\gamma\) depends holomorphically on \(z\), i.e. \(\partial_z \gamma = 0\).

The profile of the twisted supergravity field is in turn solely determined by the positions of the fractional D3-branes. This follows from its equation of motion, that can be derived from the type IIB supergravity action taking into account the twisted supergravity supermultiplet and the fractional D-brane sources:

\[
\Delta \gamma = 2i \sum_{j=1}^{M} \left( \delta^2(z - z_j) - \delta^2(z - \tilde{z}_j) \right),
\]

(6.4)

where the fractional branes of type 1 sit at positions \(z_j\), and those of type 0 sit at \(\tilde{z}_j\). Notice that the profile of \(\gamma\) is only sensitive to genuine fractional D3-branes: if \(z_i = \tilde{z}_j\) for some pair \((i, j)\), these two fractional branes form a regular D3-brane and do not source \(\gamma\) anymore, in agreement with the fact that \(\gamma\) does not couple to regular branes. It is easy to solve the two-dimensional Laplace equation (6.4) to obtain:

\[
\gamma = \frac{i}{\pi} \left( \sum_{j=1}^{M} \log(z - z_j) - \sum_{j=1}^{M} \log(z - \tilde{z}_j) \right) + \gamma^{(0)}. \tag{6.5}
\]

The value of \(\gamma^{(0)}\) is clearly the asymptotic value, as \(z \to \infty\), of \(\gamma\). There is a preferred value of \(b\) and \(c\) for perturbative string theory: if we choose \(\gamma^{(0)} = \frac{i}{2g_s} \Leftrightarrow \lim_{z \to \infty} (c, b) = (0, \frac{1}{2})\), the world-sheet propagating on this orbifold is a free CFT [42, 114]. We will see shortly that this value is also special from the field theory point of view, and we will often make this choice for simplicity.

The take-home message is then that the supergravity background is determined by the way in which we distribute the fractional D3-branes in the geometry, and this information is encoded in the twisted field \(\gamma\). The distribution of branes is naturally related to the different vacua of the dual gauge theory, as we now explain.

6.2.2. A field theory perspective

When we look at our brane system from far away, that is at large \(|z|\), we essentially see a stack of \(N + M\) regular D3-branes on the \(Z_2\) orbifold, since

\(^3\)Essentially the metric and the RR potential \(C_4\) are determined by a warp factor \(H(z, z^1, z^2)\), which is determined itself by solving a Poisson equation sourced by the the regular and the fractional D3-branes. The contribution of the latter comes with a \(|\partial_z \gamma|^2\) factor. The position of the former must be specified as the only extra input.
the fact that the positions of type 0 and type 1 fractional are \textit{a priori} different becomes irrelevant. We effectively obtain a theory with only $N + M$ regular branes. The field theory dual to this setup is well-known \[63\]. It is the $\mathcal{N} = 2$ superconformal quiver theory with gauge group $\text{SU}(N + M)_0 \times \text{SU}(N + M)_1$. This theory has a rich moduli space of vacua, with both Coulomb and Higgs branches. The Higgs branch corresponds to giving VEVs to the bifundamentals of the quiver. As is well known, the field theory on the Higgs branch is not very interesting, since both the superpotential and the Kähler potential are not renormalized \[102\]. In the brane picture, (the mesonic part of) this branch has a nice geometrical interpretation: it corresponds to the possible configurations of regular D3-branes occupying certain positions in the transverse space $\mathbb{C} \times \mathbb{C}^2 / \mathbb{Z}_2$. Notice that in the covering space $\mathbb{C} \times \mathbb{C}^2$, the branes have to be arranged in pairs of orbifold images $(z, \pm z^2, \pm z^3)$. Another possibility is to have some D3-branes at the origin of $\mathbb{C}^2$ which maps to the orbifold singularity of $\mathbb{C} \times \mathbb{C}^2 / \mathbb{Z}_2$. Those D3-branes do not need to be paired and can have arbitrary positions along the $\mathbb{C}$ plane with coordinate $z$; those are fractional branes. The different configurations for fractional branes correspond in the field theory to the Coulomb branch, obtained by giving expectation values to the two adjoint fields. Denoting these fields by $\varphi_0, \varphi_1$ (see figure 6.1), at the perturbative level we can identify their respective non-zero eigenvalues with the $\tilde{z}_j, z_j$ of (6.4). There are also mixed branches, where both bifundamentals and adjoints acquire VEVs.

We are interested in the IR physics of the Coulomb branch. More precisely we will be mainly concerned with the point that was dubbed “enhançon vacuum” in \[101\]. It is classically defined by $\varphi_0$ having $M$ prescribed non-zero eigenvalues, or equivalently by having $M$ fractional branes of type 0 sitting at the roots of $\tilde{z}_j^M = -z_0^M$, where $|z_0|$ is an arbitrary UV scale. Below this scale, we are left with an effective theory describing $N$ regular branes plus $M$ fractional branes of type 1 sitting at $z = 0$. The gauge group is Higgsed down to $\text{SU}(N)_0 \times \text{SU}(N + M)_1$ if we take into account that all the $\text{U}(1)$ factors are IR free and decouple. Such an effective theory is not conformal, as reflected by the running of $\gamma$ in equation (6.5), which for this vacuum reads

$$\gamma = \frac{i}{\pi} \log \frac{z^M}{z^M + z_0^M} + \frac{i}{2g_s} \zr \gamma \approx \begin{cases} \frac{iM}{\pi} \log \frac{z}{z_0 e^{-2\pi g_s M}} & \text{if } |z| < |z_0| \\ \frac{i}{2g_s} & \text{if } |z| > |z_0| \end{cases} (6.6)$$

In order for the classical supergravity solution that follows from (6.6) to be a good description of the gauge theory, one should require as usual that $N$ and $M$ be large. Using the complexified gauge couplings $\tau_a = \frac{g_a}{2\pi} + \frac{4\pi i}{g_a^2}$ for the two $\text{SU}(N + M)_a$ factors, the holographic relations between the gauge couplings
Chapter 6. The enhançon mechanism from a fractional D-instanton probe

and the supergravity fields read

\[ \tau_0 + \tau_1 = \frac{i}{g_s}, \quad \tau_1 = \gamma. \]  \hspace{1cm} (6.7)

The first relation is the standard holographic dictionary applied to the diagonal SU(\(N+M\)) gauge group; the second one can be shown by a fractional probe brane analysis [95]. This implies the following relation between the bare gauge couplings and the asymptotic values of the dilaton and \(\gamma\):

\[ 8\pi g_s = g_a^2, \quad \lambda_a = (N+M)g_a^2 = 8\pi g_s(N+M), \]  \hspace{1cm} (6.8)

defining the ’t Hooft couplings \(\lambda_a\). In particular, we see that \(g_0 = g_1\), which can be traced back to the fact that we have chosen the special asymptotic value \(\frac{i}{2g_s}\) for the twisted supergravity field \(\gamma\). Notice that the relations (6.7) are not restricted to \(z \to \infty\). Indeed the second one provides an exact match between the supergravity running of \(\gamma\) and the perturbative running of the gauge couplings (which is exhausted at one-loop).

Strictly speaking, the supergravity description is a faithful one for small \(g_s\), large \(N\) and \(M\) so that \(g_s(N+M) \gg 1\). We take \(g_s(N+M)\) to be a large, but finite, number. Since below \(|z_0|\) the gauge couplings run in opposite directions, at a certain scale, one of the gauge couplings blows up. The supergravity approximation breaks down there, the second relation in (6.7) no longer holds, and a stringy resolution is needed. There are several ways to proceed, related to different non-perturbative completions of the same perturbative physics. Let us discuss this in a bit more detail below.

6.2.3. Non-perturbative physics and the enhançon

With the amount of supersymmetry that we have, the perturbative series for correlation functions of protected operators in the field theory truncate at one loop. Any other quantum correction must come from instantons, i.e. with a pre-factor \(e^{-l/g_s^2}\) (\(l\) being a positive number). At large \(N, M\) and fixed ’t Hooft coupling, \(g_a^2 \sim 1/(N+M) \to 0\) and these corrections are exponentially suppressed. This is why supergravity outside the enhançon matches exactly the one-loop field theory, although they are expected to be valid in opposite regimes of \(\lambda_a\). Nevertheless, it is known that non-perturbative corrections can still contribute in the ’t Hooft limit [115], as will occur in our model. Such corrections are proportional to \(e^{-l/\lambda_a}\), which does not have to be small.

Let us now follow the holographic RG flow of our theory from equation (6.6), assuming that both \(N\) and \(M\) are large. We have a conformal theory above the scale \(|z_0|\). Below this scale, \(\gamma\) starts to run, inducing a running of the couplings.
Recall from (6.3) that the imaginary part of $\gamma$ gives us the gauge coupling $1/g_1^2$ in field theory and the scalar $b$ in supergravity. This scalar should be in the range $[0, 1]$ in order to have a proper field theory interpretation with positive $g_1^2, g_0^2$. When we reach the scale 

$$\rho_1 = |z_0| e^{-\frac{\pi}{2 g_s M}}, \tag{6.9}$$

$\gamma$ vanishes, and so does $b$. At this point, from equation (6.7), we see that $\lambda_1$ diverges. Past this point, we can no longer trust the supergravity solution (6.6). A way to think about it is that probe fractional branes become tensionless at $\rho_1$ (the tension of such branes is proportional to $b$). Potentially, a whole fauna of stringy phenomena, not captured by the supergravity approximation, could arise.

Nothing dramatic happens for the supergravity solution at $\rho_1$ though, so one could think of pushing the gauge/string duality and come up with a possible field-theoretic interpretation below this scale. This is what the authors in [101] did. They proposed an interpretation of the solution for $|z| < \rho_1$ à la Klebanov-Strassler: we must perform a Higgsing in the field theory, interpreted as a large gauge transformation in the supergravity background\(^4\) [116]. This Higgsing is a strong coupling effect: it arises at a scale $\sim e^{-1/\lambda a}$ where a gauge coupling blows up. The non-trivial field theory vacuum responsible for the Higgsing is very similar to the baryonic root in $\mathcal{N} = 2$ SQCD [102], it has hence been called a baryonic root transition. The rank of the gauge group with diverging coupling is reduced by $2M$ and the beta functions flip sign. The large gauge transformation shifts the twisted field of (6.6) in this region as $\gamma \to \gamma + \frac{i}{g_s}$. If we keep going down the flow, we will hit another point where $g_0$ diverges, and the same operation must be performed on the other gauge group. This can happen multiple times: we say that the theory cascades. Apart from the fact that here the Higgsings are not associated to Seiberg dualities since we have $\mathcal{N} = 2$ supersymmetry, there is a fundamental difference with the Klebanov-Strassler case. In the latter, at the end of the cascade, the theory confines (its dual counterpart is the deformation of the conifold). However, our $\mathcal{N} = 2$ model is not confining. A different, but very interesting, phenomenon occurs. It has come to be known as the enhançon, as originally named in [106]. Let us discuss it from both sides of the gauge/string duality.

From the supergravity point of view, we find that the background presents a singularity (where the metric blows up) of a peculiar type: a repulson [103–105].

\(^4\)Notice that a large gauge transformation is not a gauge transformation. With it, we are changing the vacuum in the underlying field theory. The fact that we have to perform this operation is not encoded in the supergravity background, but it must be done by hand instead.
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Close to it, there is a region of “anti-gravity”, characterized by a positive sign of $\partial_{||z||} g_{00}$. From the warp factor of the supergravity solution, one can find that this anti-gravity region starts at around the scale

$$\rho_e = e^{-\frac{\pi N}{g_s M^2} \rho_1}. \quad (6.10)$$

Probe branes feel a repulsive potential below $\rho_e$, and cannot enter this region. This is supported by a computation of the D3-brane Page charge, which gives [101]:

$$\int (F_5 + B_2 \wedge F_3) \propto \left( N + M \left[ \frac{g_s M}{\pi} \log \frac{|z|}{\rho_1} \right] \right), \quad (6.11)$$

where we are denoting by $[\cdot]$ the floor function. This shows that inside the region of radius $\rho_e$ there is an unphysical negative D3 charge. Even if we want to believe in the supergravity solution below the scale $\rho_1$, we can only trust it down to the smaller scale $\rho_e$. The latter is the enhançon scale. The standard lore in supergravity is that the $M$ fractional branes that were supposed to be at the origin expanded to form a dense ring at the enhançon scale. Since inside this ring no branes are left, we should solve (6.4) again with this assumption. This obviously yields a constant $\gamma$ in this region. This correction by hand of $\gamma$ is commonly known as the excision procedure. Notice that since it is done manually, we could have chosen to perform the excision procedure already at the scale $\rho_1$, or any other scale in between where one of the gauge couplings diverges. Different choices of where to perform the excision correspond to different choices of vacua (which only differ non-perturbatively) in the field theory. Following the terminology of [101], excising at $\rho_1$ ($\rho_e$) corresponds to the enhançon (cascading) vacuum.

There is a field-theoretical phenomenon that takes place in the large $N$ limit of $\mathcal{N} = 2$ gauge theories, which resembles very much the repulson singularity we just described. It was first noticed in [106] and is called enhançon mechanism for historical reasons (having to do with enhanced symmetries). Take for example $\mathcal{N} = 2$ SQCD with gauge group SU($N$). The IR physics is controlled by the Seiberg-Witten (SW) curve

$$y^2 = \prod_{k=1}^{N} (x - \varphi_k)^2 + 4\Lambda^{2N}, \quad (6.12)$$

where $\Lambda$ is the strong coupling scale, and the $\varphi_k$ parameterize a point in the moduli space. At large $N$, for points with $|\varphi_k| \gg \Lambda$, the branch cuts of $y(x)$ are very small and they are located near the classical values $x = \varphi_k$. On the contrary, when $|\varphi_k|/\Lambda \to 0$, the branch cuts become longer and remain at a
finite distance from the origin of the \( x \)-plane. They pile up at a ring of radius \( 2 \Lambda \). If we consider the configuration

\[
y^2 = x^{2N-2}(x - \varphi) + 4\Lambda^{2N},
\]

that corresponds to a breaking \( SU(N) \to SU(N-1) \times U(1) \), and we track the two branch points associated to \( \varphi \), we see that for \( |\varphi| \gg \Lambda \), they are close together and around \( x = \varphi \). When \( |\varphi| \) approaches \( \Lambda \), the branch points separate from each other, and melt into the ring of quantum roots. The branch points can never penetrate inside this ring. Associating branch cuts with branes, clearly this resembles the enhançon phenomenon found in supergravity.

However, to our knowledge, the connection between the SW curve physics and the enhançon mechanism has never been established in the literature in a completely top-down approach. This is of course a difficult problem, since its solution would involve computing non-perturbative corrections to the supergravity background. Two important steps forward in this direction have been taken, first by Cremonesi in \[107\], and more recently by the authors of \[111\] (see also \[117\]). The former cleverly used the M-theory uplift of a brane configuration \[118\] corresponding to pure \( \mathcal{N} = 2 \) Yang-Mills to obtain the non-perturbative corrections to the \( \gamma \) profile. The latter computed directly the corrections to the background by including \( D(-1) \) branes in the configuration and resumming the string disc diagrams with any number of \( D(-1) \)-branes. They found a very compact expression for the (non-perturbatively) corrected profile of \( \gamma \),

\[
\gamma = \gamma^{(0)} + \frac{i}{\pi} \left< \mathrm{tr}_M \log \frac{z - \ell_s^{-2}\varphi_1}{\mu} \right> - \frac{i}{\pi} \left< \mathrm{tr}_M \log \frac{z - \ell_s^{-2}\varphi_0}{\mu} \right>,
\]

in terms of correlators of the quiver field theory. We will later arrive to this result in a simpler way without computing any string diagrams. Moreover we will be able to evaluate explicitly these correlators.

Our goal is to unravel the whole picture that we have described hitherto from a purely microscopic description.

### 6.3. The microscopic model

In this section we detail the affine \( A_1 \) quiver theory governing the brane configuration on the \( \mathbb{C}^2/\mathbb{Z}_2 \) orbifold, paying special attention to the instanton sector that will be instrumental later on. While the presentation we give makes use of string theory and D-branes, this is in no way necessary, as both the D3 and the \( D(-1) \)-branes’ dynamics (in the “near-horizon” limit) can be described in field theory terms by gauge theories and instantons respectively.
6.3.1. The four-dimensional gauge theory

The field theory describing the dynamics (in the $\ell_s \to 0$ field theory limit) of $N+M$ D3-branes of type 0 and $N+M$ D3-branes of type 1 is a four-dimensional superconformal $\mathcal{N} = 2$ gauge theory with gauge group $U(N+M)_0 \times U(N+M)_1$ [40, 64]. This was explained in detail in section 3.2.6. Recall that the orbifold group $\mathbb{Z}_2$ acts on $\mathbb{C}^3$ in the following way,

$$\gamma \cdot (z^1, z^2, z^3) = (z^1, -z^2, -z^3)$$  \hspace{1cm} (6.15)

where $\gamma$ is the non-trivial element of $\mathbb{Z}_2$. This yields the $\mathbb{C} \times \mathbb{C}^2 / \mathbb{Z}_2$ orbifold by identifying all points of $\mathbb{C}^3$ with their image under (6.15). The first coordinate is fixed under the orbifold action, hence the orbifold singularity is a complex plane $\mathbb{C}$ (times the Euclidean space-time $\mathbb{R}^4$). This plane will play an important role in the rest of the chapter, and we will often write $z = z_1$ for conciseness. The superpotential of this theory is given by (3.72) and allows for a rich classical moduli space of vacua. We will be interested in the Coulomb branch, corresponding to giving VEVs only to the adjoint fields $\varphi_0$ and $\varphi_1$, which are $\varphi_0^1$ and $\varphi_1^1$ in the notation of section 3.2.6 (see (3.71)). Classically, one can choose a gauge in which the adjoint fields are diagonal. A point on the Coulomb branch is then parameterized by the expectation value of their diagonal matrix elements,

$$\langle \varphi_0 \rangle = \ell_s^{-2} \text{diag}(\tilde{z}_1, \ldots, \tilde{z}_{N+M}), \quad \langle \varphi_1 \rangle = \ell_s^{-2} \text{diag}(z_1, \ldots, z_{N+M})$$  \hspace{1cm} (6.16)

where we have written the matrix elements in terms of quantities having dimension of length in order to interpret them as D3-brane positions, and we need to identify two configurations differing by a permutation of eigenvalues. The D-brane interpretation of this vacuum configuration is the following. As we have discussed in section 3.2.4, the $\Phi^1$ coordinate corresponds to fluctuations of the D3-branes along the $\mathbb{C}$ direction that is invariant under the orbifold action (6.15). Once we orbifold, there are two independent $U(N+M)$-adjoint scalars $\varphi_0$ and $\varphi_1$ on the Coulomb branch, which now describe the positions of two different stacks of D3-branes along the $\mathbb{C}$ direction. These two stacks correspond to the two different kinds of fractional branes. Being free to choose (6.16) arbitrarily then means that one can choose the position of the two types of fractional branes independently. If the expectation values are completely generic, that is if no $z_i$ coincides with any $\tilde{z}_j$, the expectation values of the other fields have to vanish on $\mathcal{M}_{cl}$ and the fractional branes are stuck at the orbifold fixed locus. When the positions of two branes of different type coincide, say $z_1 = \tilde{z}_1$, one can see that a new branch of the classical moduli space opens up, the $(1,1)$ matrix element of the bifundamental fields are not required to
vanish. This corresponds to two fractional branes of different type forming a regular brane bound state. This regular brane is then free to move away from the orbifold singularity. Since we want a configuration of $N$ regular branes and $M$ fractional branes of each type, we need to have exactly $N$ pairs of eigenvalues of the two types coincide. The vacuum that we want to consider, the enhançon vacuum, is further specified by the requirement of $\mathbb{Z}_M$ rotational symmetry and dependence on a single scale $|z_0|$, 

$$
\langle \varphi_0 \rangle = \ell_a^{-2} \text{diag}(0, \ldots, 0, z_0 \omega, z_0 \omega^2, \ldots, z_0 \omega^M), \quad \langle \varphi_1 \rangle = 0, \quad (6.17)
$$

where $\omega$ is an $M$-th root of $-1$, $\omega^M = -1$.

At the quantum level, the $z_i$ and $\tilde{z}_j$ as defined by (6.16) are not globally well-defined coordinates on the moduli space. Instead, we need to use a set of independent gauge-invariant observables as coordinates of the Coulomb branch. Rather than specifying those directly, we can instead encode the Coulomb branch vacuum in a ratio of two polynomials of degree $M$, $T_r(z) = T_0(z)/T_1(z)$, where

$$
T_0(z) = \prod_{i=1}^{M+N} (z - \tilde{z}_i), \quad T_1(z) = \prod_{j=1}^{M+N} (z - z_j). \quad (6.18)
$$

Note that these $z_i$ and $\tilde{z}_j$ do not coincide with the ones in (6.17) in the quantum theory; they only agree perturbatively. Instead, they are given by VEVs of gauge invariant operators built from traces of $\varphi_0$ and $\varphi_1$. From now on, we will assume that they are defined by (6.18) instead of (6.17). Imposing the same constraints as on (6.17) now requires [101]

$$
T_0(z) = z^N(z^M + z_0^M), \quad T_1(z) = z^{N+M}. \quad (6.19)
$$

6.3.2. Adding a D-instanton probe

Our goal is to derive the full non-perturbative profile of the twisted supergravity $\gamma$ from field theory data. By (6.7), at the perturbative level, $\gamma$ is related to the gauge coupling of one of the two $\text{U}(N + M)$ gauge groups. However, it is not so clear how to extend this relation to the non-perturbative level, since one needs to choose a regularization scheme to define a coupling and it is not clear a priori which scheme is appropriate for the holographic interpretation of $\gamma$ as a twisted supergravity field. A way out of this problem is to relate instead $\gamma$ to an observable in the field theory. This observable will turn out to be intimately related to the effective action for a probe fractional D$(-1)$-brane, which we are going to construct from a D$(-1)/$D3-brane system along the lines of [10].
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We enrich the set-up of D3-branes on the $\mathbb{C}^2/\mathbb{Z}_2$ orbifold that we discussed previously by adding a single fractional D$(-1)$-brane of type 1. The combined system is described by a partition function of the schematic form

$$Z = \int d\mu_{D3} d\mu_{D(-1)} e^{-S_{D3}-S_{D(-1)}}. \quad (6.20)$$

In addition to the functional integration over the D3-brane fields weighted by the four-dimensional gauge theory action $S_{D3}$ discussed above, there is now also an (ordinary) integral over the fractional D$(-1)$-brane moduli, with an action $S_{D(-1)}$ that we now detail. This action describes the low-energy dynamics of the -1/-1 strings starting and ending on the D$(-1)$-brane and the -1/3 strings with one endpoint on the D$(-1)$ and the other on a D3-brane as well as their couplings to the D3-brane fields. The -1/-1 strings are uncharged under the $U(N+M)_0 \times U(N+M)_1$ gauge group, whereas the 3/-1 strings with their endpoint on the D3-branes of either type transform in a fundamental representation of the corresponding $U(N+M)$ gauge group and have charge $-1$ under the D$(-1)$-brane $U(1)$ gauge group.

The action $S_{D(-1)}$ can be derived by a procedure similar to the one we followed for the four-dimensional gauge theory. One starts with the action describing the D$(-1)$/D3 system in flat space [51, 52] and one also embeds the $\mathbb{Z}_2$ orbifold group in the $U(1)$ D$(-1)$-brane gauge group. Since we are dealing with a fractional D$(-1)$-brane of type 1, the appropriate representation to take is not the regular representation as in (3.67), but rather the non-trivial irreducible representation, $R_1(\gamma) = -1 \in U(1)$. One then needs to truncate the moduli to the modes invariant under the orbifold action, which has a form similar to (3.70) but with one (both) regular representation(s) replaced by $R_1$ for -1/3 strings (-1/-1 strings), as required by the $U(N+M)_0 \times U(N+M)_1 \times U(1)$ representation to which they belong. The various fields and moduli surviving the orbifold projection, and hence present in this brane configuration, are summarized in the quiver diagram of figure 6.1. The modulus $\phi_1$ is a complex number that plays the role of position of the fractional D$(-1)$-brane on the orbifold fixed plane $\mathbb{C}$. For dimensional reasons, we will rather work with the modulus $z$, related to $\phi_1$ by a rescaling,

$$z = \ell_s^2 \phi_1. \quad (6.21)$$

The -1/3 strings with their endpoints on the D3-branes of type 1 provide an SU(2) doublet of bosonic moduli $q^\alpha$ and their two fermionic superpartners $\chi^0$ and $\chi^1$, all in the anti-fundamental representation of $U(N+M)_1$. Similarly, the 3/-1 strings provide the complex conjugate moduli $(\bar{q}^\alpha, \bar{\chi}^0, \bar{\chi}^1)$ in the fundamental of $U(N+M)_1$. On the other hand, the strings stretched between the D$(-1)$-brane and the D3-branes of type 0 only provide fermionic moduli, $(\chi^2, \chi^3)$ and $(\bar{\chi}^2, \bar{\chi}^3)$,
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Figure 6.1.: The quiver of the $\mathbb{C}^2/\mathbb{Z}_2$ orbifold with the UV brane configuration that we consider: $N + M$ D3-branes of each type corresponding to a $\text{U}(N + M)_0 \times \text{U}(N + M)_1$ gauge group and 1 D$(-1)$-brane of type 1.
which are charged under $U(N + M)_0$. The action $S_{D(-1)}$ reads

$$
S_{D(-1)} = -2\pi i \tau_1 + \frac{1}{2} \text{tr} \left\{ \frac{1}{2} (\tilde{q}^a \phi_1^{\dagger} - \phi_1^{\dagger} \tilde{q}^a)(\phi_1^{\dagger} q_\alpha - q_\alpha \phi_1^{\dagger}) + \frac{1}{2} (\tilde{q}^a \phi_1^{\dagger} - \phi_1^{\dagger} \tilde{q}^a)(\phi_1^{\dagger} q_\alpha - q_\alpha \phi_1^{\dagger}) - (\tilde{\chi}^1 \phi_1^{\dagger} - \phi_1^{\dagger} \tilde{\chi}^1)\chi^0 + \tilde{\chi}^0 (\phi_1^{\dagger} \chi^1 - \chi^1 \phi_1^{\dagger}) + \tilde{\chi}^3 (\phi_1^{\dagger} \chi^2 + \chi^2 \phi_1^{\dagger}) - \tilde{\chi}^2 (\phi_1^{\dagger} \chi^3 + \chi^3 \phi_1^{\dagger}) \right\} + \cdots.
$$

(6.22)

In this expression, we have already taken the ADHM/near-horizon limit [52, 10] and also dropped the terms involving the bifundamental fields since all their expectation values vanish on the Coulomb branch. The fermionic neutral moduli $\psi$ (the superpartners of $\phi_1$) have not been written down explicitly either, since we are going to set them to 0 anyway in the following. The first constant term on the RHS needs to be added in order to reproduce the instanton factor $e^{2\pi i \tau_1}$.

Let us comment on a subtlety concerning the gauge group of the theory in the near-horizon limit. In this section, we have assumed it to be $U(N + M)_0 \times U(N + M)_1 \times U(1)$, but the holographic dual describes only an $SU(N + M) \times SU(N + M)$ theory. Indeed, the three commuting $U(1)$ factors of the $U(N + M)_0 \times U(N + M)_1 \times U(1)$ gauge group decouple. The diagonal $U(1)$ of the three gauge groups describes the movement of the full $D(-1)/D3$ system in the $C$-plane and, by translational invariance, no fields are charged under it. The relative $U(1)$ between the $D(-1)$ and $D3$ gauge groups decouples since we will integrate out all the fields that are charged under it. Finally, the anti-diagonal $U(1)_B$ between the $U(N + M)_0$ and $U(N + M)_1$ groups is IR free and becomes a global baryonic symmetry.

The relevant global symmetry group of our field-theoretic model will then be $SU(2)_R \times SU(2)_F \times U(1)_A \times U(1)_B$. The last factor emerges from the near-horizon limit as we explained, and the other three can be seen to be the commuting subgroups of the parent $SU(4)_R$ that survive the orbifolding. Geometrically, both $SU(2)_R$ and $SU(2)_F$ correspond to rotations in $\mathbb{C}^2/\mathbb{Z}_2$ (the latter acts holomorphically on $\mathbb{C}^2$, contrarily to the former), while the $U(1)_A$ rotates the $\mathbb{C}$ factor.

### 6.4. The twisted supergravity field

Our system of background fractional D3-branes plus a probe $D(-1)$-brane is described by the microscopic model we spelled out in the previous section. This model is governed by an action of the form $S_{D3} + S_{D(-1)}$, where $S_{D3}$ is an $\mathcal{N} = 2$ action with superpotential (3.72) and $S_{D(-1)}$ is written in (6.22). We are interested in obtaining the effective action $S_{D(-1),\text{eff}}$ for the probe in the
holonomic background, in the spirit of [10]:

\[
\int d\mu_D^3 d\mu_{D(-1)} e^{-S_{D3}^D-S_{D(-1)}} = \int dz d\bar{z} d\psi e^{-S_{D(-1),\text{eff}}}, \tag{6.23}
\]

where \( z \) is the modulus defined in (6.21) and \( \psi \) is its fermionic superpartner. On the RHS we are interested only in the bosonic part of the effective action, hence we can safely set \( \psi = 0 \) as anticipated in (6.22). The bosonic part of \( S_{D(-1),\text{eff}} \) is equal to the twisted supergravity field \( \gamma \), up to numerical factors.

One way to see this is by thinking of the fractional probe \( D^{(-1)} \)-brane as a \( D1 \)-brane wrapped on the exceptional cycle \( \Sigma \). For zero world-sheet gauge field, the Euclidean action of such an object is:

\[
\frac{1}{\ell_s^2} \left( \int_{\Sigma} d^2 \xi e^{-\Phi} \sqrt{\det [P(G+B_2)]} - i \int_{\Sigma} P(C_0 B_2 + C_2) \right) = -\frac{i}{\ell_s^2} \int_{\Sigma} (C_2 + (C_0 + ie^{-\Phi}) B_2). \tag{6.24}
\]

Clearly, combining with the definition in (6.3), we can write:

\[
S_{D(-1),\text{eff}} = -2\pi i \gamma. \tag{6.25}
\]

We take the relation (6.25) as defining the twisted supergravity field outside the supergravity regime. The first step to compute (6.23) is to integrate out the fields that correspond to the degrees of freedom of the \( D^{(-1)} \)-D3 strings. In general this is done using large \( N \) vector-model techniques (see [I, II, 13] for examples and [11] for a more general philosophy). In our case the integration can be done very simply since the action (6.22) is quadratic in the moduli to be integrated out: \( q^\alpha, \tilde{q}^\alpha, \chi^0, \chi^1, \chi^2, \chi^3, \tilde{\chi}^0, \tilde{\chi}^1, \tilde{\chi}^2, \tilde{\chi}^3 \). Taking into account that the moduli with (without) a tilde are \( (N+M) \times 1 \) (1 \( \times (N+M) \)) matrices, \( \varphi_1 \) and \( \varphi_1^\dagger \) are adjoint fields with \( (N+M) \times (N+M) \) components and \( \phi, \phi^\dagger \) are \( \mathbb{C} \)-number moduli, we can write the quadratic part of the action as

\[
S_{D(-1)} \ni \frac{1}{2} (q_{\alpha i} B_j^i \tilde{q}^{\alpha j} + \chi_A F_{AB}^B \tilde{\chi}^B), \tag{6.26}
\]

where \( \alpha = 1, 2; i, j \) go from 1 to \( N+M \) and \( A, B \) go from 1 to 4(\( N+M \)) because we have grouped the fermions as

\[
\chi = (\chi_0^0, \ldots, \chi_0^{N+M}, \chi_1^1, \ldots, \chi_1^{2N+M}), \nonumber
\]

\[
\tilde{\chi} = (\tilde{\chi}^{01}, \ldots, \tilde{\chi}^{3(N+M)})^T. \tag{6.27}
\]
Chapter 6. The enhançon mechanism from a fractional D-instanton probe

The matrices $B$ and $F$ can be read from (6.22):

\[
B_{ij} = \frac{1}{2} \left( \varphi_{1}^{i} \varphi_{1}^{k} j + \varphi_{1}^{i} \varphi_{1}^{k} j \right) + \phi_{1}^{i} \phi_{1}^{j} \delta_{ij} - \phi_{1}^{i} \varphi_{1}^{i} j - \varphi_{1}^{i} j \phi_{1} ,
\]

\[
F = \begin{pmatrix}
\phi_{1}^{i} 1 - \varphi_{1}^{i} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \phi_{1} 1 - \varphi_{0} & 0
\end{pmatrix},
\]

where we have written $F$ in $(N + M) \times (N + M)$ blocks and $1$ represents the identity in each of these blocks. We notice that we can represent $B$ in matrix form as

\[
B = (\phi_{1} 1 - \varphi_{1}) \left( \phi_{1}^{i} 1 - \varphi_{1}^{i} \right) + [\varphi_{1}, \varphi_{1}] .
\]

As we did for the bifundamental fields, we can drop the last term $[\varphi_{1}, \varphi_{1}]$ in (6.30) because it vanishes inside all correlators by the D-flatness condition for the gauge group $\text{SU}(N + M)$ (with bifundamentals set to zero). The result of the integration of the $q$ and $\chi$ moduli will be given by the ratio $\det F/\det B$ of the determinants of $F$ and $B$ (squared, because of the two indices of $q_{\alpha}$ and $\tilde{q}^{\alpha}$), which we can readily compute:

\[
det (B)^2 = \det (\phi_{1} 1 - \varphi_{1})^2 \det \left( \phi_{1}^{i} 1 - \varphi_{1}^{i} \right)^2 ,
\]

\[
det (F) = \det (\phi_{1} 1 - \varphi_{0})^2 \det \left( \phi_{1}^{i} 1 - \varphi_{1}^{i} \right)^2 .
\]

Notice that when taking the quotient the dependence of the resulting expression on the D3 fields will be holomorphic, because the factors with $\phi_{1}^{i} 1 - \varphi_{1}^{i}$ cancel between the bosonic and fermionic determinants. This will be key to performing the functional integral over the four-dimensional degrees of freedom. From (6.23), taking into account also the first term in (6.22), we can write the integral to be performed as

\[
\int d\mu_{\text{D3}} d\mu_{\text{D(-1)}} \frac{\det (\phi_{1} 1 - \varphi_{0})^2}{\det (\phi_{1} 1 - \varphi_{1})^2} e^{2\pi i r_{1}} - S_{\text{D3}}
\]

\[
= \int d\phi_{1} d\tilde{\phi}_{1} d\psi e^{2\pi i r_{1}} \left\langle \frac{\det (\phi_{1} 1 - \varphi_{0})^2}{\det (\phi_{1} 1 - \varphi_{1})^2} \right\rangle_{\text{D3}} .
\]

If we use the identification (6.21) and we also rescale the fields $\varphi_{i} \rightarrow Z_{i} = \ell_{s}^{2} \varphi_{i}$, we can write the following expression for $\gamma$ in terms of correlators in the quiver
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gauge theory:

\[ e^{2\pi i \gamma} = e^{2\pi i \tau_1} \left\langle \frac{\det (z - Z_0)^2}{\det (z - Z_1)^2} \right\rangle = e^{2\pi i \tau_1} \left\langle \frac{\det (z - Z_0)^2}{\det (z - Z_1)^2} \right\rangle, \]

(6.34)

where we have used chiral factorization in the second equality, and we drop the explicit 1 from now on. This is a beautiful formula illustrating the emergence phenomenon, showing how the profile of the twisted supergravity field emerges from a “microscopic” quantity. What is even more striking is the fact that we can compute these chiral correlators exactly. This is possible thanks to the recent remarkable works [112, 113], that extended the Seiberg-Witten technology to \( \mathcal{N} = 2 \) quivers.

Before writing the exact expression for the correlators, let us make contact with the formula (6.14) obtained non-perturbatively by string theory techniques [111]. The computation of the \((N + M) \times (N + M)\) determinants of operators in (6.34) entails a regularization scheme. The natural way to define them is via the Fredholm determinant:

\[ \det (z - Z) = \exp \left[ \text{tr} \log (z - Z) \right]. \]

(6.35)

In this formula, both the exponential and the logarithm are to be understood as defined by their Taylor series. When we act with a VEV on the LHS of (6.35), because of chiral factorization, on the RHS we can act with the VEV directly in the argument of the exponential. So more explicitly for the case that concerns us, we write

\[ \left\langle \det (z - Z_a) \right\rangle^2 = \exp \left[ 2 \left\langle \text{tr} \log (z - Z_a) \right\rangle \right]. \]

(6.36)

Using (6.36) in (6.34), plus the fact that \( \gamma^{(0)} \) equals the bare coupling \( \tau_1 \), we easily recover (6.14).

This was to be expected, but the reader might be befuddled by the following puzzling aspect: the computation of the twisted supergravity profile in [111], leading to (6.14), involves resumming a series of string amplitudes encoding the interaction among D3 and D\((-1)\) branes. We are instead performing a simple Gaussian integration to arrive at the result. The authors of [111] essentially follow the opposite approach to ours. They want to obtain non-perturbative corrections to the \( \gamma \)-profile (6.5) by adding \( k \) fractional D\((-1)\)-branes to the D3-brane set-up (yielding a \( \mathbb{U}(k) \) non-Abelian generalization of (6.22)) and integrating them out. On the one hand, these branes couple to \( \gamma \). On the other hand, they can be interpreted as gauge theory instantons, relating in this way instanton corrections in gauge theory to corrections to the \( \gamma \)-profile. Resumming the contributions for all values of \( k \) then yields (6.14). On the contrary, our approach is to keep the D\((-1)\)-brane and integrate out the D3-branes, yielding
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immediately the full gauge-theory correlator in (6.33) with no need to make explicit nor resum the instanton series that contributes to it.

Let us state now the final expression for the correlator in (6.34), leaving all the details on how to extract it from [112, 113] for the appendix. As usual when one deals with instantons, the result is more conveniently expressed in terms of the variables:

\[ q_a = e^{2\pi i \tau_a} = e^{-\frac{8\pi^2}{g_a^2}} e^{i \vartheta_a}, \quad q = q_0 q_1. \]  

(6.37)

A contribution from a \( k \)-instanton of type \( a \) comes with a factor \( q_k a \). Recalling from the previous section that a point on the Coulomb branch of the quiver theory is specified by the quotient of two monic polynomials \( T_r = T_0/T_1 \); in such a vacuum our correlator turns out to be:

\[ 2\pi i \left( \gamma - \gamma^{(0)} \right) = \beta(q_a) \int_{z}^{\infty} dx \frac{T'_r(x)}{\sqrt{T_r(x)^2 - \alpha_1(q_a)^2}} \sqrt{T_r(x)^2 - \alpha_2(q_a)^2}, \]  

(6.38)

where \( \gamma^{(0)} = \tau_1 \) and the precise definitions of \( \alpha_1, \alpha_2 \) and \( \beta \) can be found in the appendix. For the discussion that follows, it is enough to know that these quantities are well-behaved functions admitting a small \( q_a \) expansion:

\[
\beta(q_a) = -\frac{i}{\sqrt{q_1}} \left( 1 + q_1 - q_0 + 6q + q_0^2 + O(q_0^3) \right), \\
\alpha_1(q_a) = 2\sqrt{q_0} \left( 1 + q_1 - q_0 - 6q + q_0^2 + O(q_0^3) \right), \\
\alpha_2(q_a) = \frac{1}{2\sqrt{q_1}} \left( 1 + q_1 - q_0 + 10q + q_0^2 + O(q_0^3) \right). 
\]  

(6.39)

It is generally more convenient to change integration variables in (6.38) to \( v = T_r(x) \),

\[ 2\pi i \left( \gamma - \gamma^{(0)} \right) = -\beta \int_{1}^{T_r(z)} \frac{dv}{\sqrt{(v^2 - \alpha_1^2)(v^2 - \alpha_2^2)}}. \]  

(6.40)

The contour of integration in (6.40) and the branch cut structure of the integrand are represented in figure 6.2. The contour of integration \( C(z) \) must go from \( v = 1 \) (corresponding to \( z = \infty \)) to \( v = T_r(z) \) without crossing any branch cuts, but is otherwise arbitrary. This does not fix \( \gamma(z) \) unambiguously: one can choose a contour encircling the branch cut between \( -\alpha_1 \) and \( \alpha_1 \) an arbitrary number of times and the value of the integral will depend on this number. If the contour \( C'(z) \) makes one more counter-clockwise circle around the cut than \( C(z) \), the difference in the resulting \( \gamma \) functions is

\[ 2\pi i (\gamma_{C'} - \gamma_C) = -\beta \int_{C_1} \frac{dv}{\sqrt{(v^2 - \alpha_1^2)(v^2 - \alpha_2^2)}} = 4\pi i. \]  

(6.41)
Chapter 6. The enhançon mechanism from a fractional D-instanton probe

Figure 6.2.: The data specifying the integral (6.40) on the Riemann sphere \( \mathbb{C} \cup \{\infty\} \) with coordinate \( v \). The integrand has two branch cuts: between \(-\alpha_1\) and \(\alpha_1\) and between \(-\alpha_2\) and \(\alpha_2\) through \(\infty\). The ambiguity in the choice of \( C(z) \) is characterized by the integral (6.41) along \( C_1 \).

This has no physical significance as is obvious from (6.34). From (6.3) we can also see that such a shift corresponds to a shift of \( c \), or equivalently a \(4\pi\)-shift of the \( \vartheta \)-angle in the field theory, which is of course not observable. Similarly, the path can encircle the other branch cut an arbitrary number of times. Since \( C_1 \) can be continuously deformed into a path going around the branch cut between \(\alpha_2\) and \(-\alpha_2\) clockwise, this also corresponds to a non-observable \(4\pi\) shift in the \( \vartheta \)-angle.

As a quick check of the formula (6.40), we can recover the perturbative result (6.5). What we have to do is to send \( q_a \to 0 \), keeping only the leading order. Then

\[
\beta \to -\frac{i}{\sqrt{q_1}}, \quad \sqrt{v^2 - \alpha_1^2} \to v, \quad \sqrt{v^2 - \alpha_2^2} \to \frac{i}{2\sqrt{q_1}},
\]

which gives the trivial integral:

\[
\pi i \left( \gamma - \gamma^{(0)} \right) = \int_1^{T_r(z)} \frac{dv}{v} = \log \left( T_r(z) \right).
\]

When we use (6.18), this is precisely the perturbative formula (6.5) we were expecting.

A less trivial check is to send only \( q_0 \to 0 \), but keep \( q_1 \) arbitrary. This corresponds to suppressing the dynamics of the type 0 gauge group, which in this limit plays the role of a global flavor group. Hence the theory one obtains is \( \mathcal{N} = 2 \) SQCD with \( 2M \) flavors\(^5\) on the Coulomb branch. This is exactly the regime considered in [111, 117] and we can compare our formula (6.40) for \( \gamma \) in

\(^5\)Recall that \( \gamma \) is completely insensitive to the \( N \) regular branes.
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this limit with theirs. Setting \( q_0 = 0 \), the expansions (6.39) truncate to

\[
\beta(0, q_1) = -\frac{i}{\sqrt{q_1}}(1 + q_1), \quad \alpha_1(0, q_1) = 0, \quad \alpha_2(0, q_1) = \frac{1}{2\sqrt{q_1}}(1 + q_1).
\]  

(6.44)

The integral in (6.40) then reduces to

\[
2\pi i \left( \gamma - \gamma^{(0)} \right) = -\beta(0, q_1) \int_1^{T_r(z)} \frac{dv}{v \sqrt{v^2 - \alpha_2(q_1, 0)^2}} = \frac{i\beta}{2\alpha_2} \log \left( \frac{1 - \sqrt{1 - T_r(z)^2}/\alpha_2^2}{1 + \sqrt{1 - T_r(z)^2}/\alpha_2^2} \right)_{1}^{T_r(z)}.
\]  

(6.45)

Using (6.44) and some elementary algebra, the lower bound contribution is found to be \(-\log q_1 = -2\pi i \gamma^{(0)}\), hence

\[
2\pi i \gamma(z) = \log \left( \frac{1 - \sqrt{1 - T_r(z)^2}/\alpha_2^2}{1 + \sqrt{1 - T_r(z)^2}/\alpha_2^2} \right),
\]  

(6.46)

in perfect agreement with the result of \([111, 117]\).

6.5. Large \( N \) limit. The enhançon

The expression (6.40) we wrote for the twisted supergravity field \( \gamma \) (taking (6.34) as its definition) is completely general, since it has been derived from the field theory in full non-perturbative glory. In particular, it is valid all along the RG flow for any point on the Coulomb branch, for any value of the couplings and any integer numbers \( N, M \). Looking at it from the string theory perspective, it means that (6.40) contains all \( g_s \) and \( \alpha' \) corrections to the dynamics of the brane array we are considering. However, for the time being we are only interested in using a small fraction of this power. We consider small \( g_s \) and large \( N, M \), corresponding to the supergravity regime. For convenience, we assume that the two bare gauge couplings are equal and that \( N \) is proportional to \( M \):

\[
q_0 = q_1 = e^{-\frac{\pi}{g_s}}, \quad N = pM, \quad p \in \mathbb{Q}.
\]  

(6.47)

As we discussed in section 6.2.3, in this regime a curious phenomenon is taking place, that of the enhançon. While the field-theoretical mechanism behind it is understood (recall it has to do with the impossibility of bringing the roots of the Seiberg-Witten curve to the origin of the moduli space) and its effect in the supergravity background (the need for an excision procedure below a
certain scale) is also well-known, as far as we know there is no fully general
construction in the literature explaining the interplay of these aspects. We hope
to fill this gap here. The idea is to solve the integral (6.40) for different vacua,
characterized by different functions \( T_r \), and analyze their large \( M \) limit.

The large \( M \) limit corresponds to taking \( M \to \infty \) and \( q_a \to 0 \), keeping the ‘t Hooft couplings \( \lambda_a \) defined by (6.8) fixed, which translates to keeping

\[
q_a^{1/2} = e^{-\frac{s\pi^2(p+1)}{\lambda_a}} = e^{-\frac{\pi}{gsM}} \text{ fixed.} \tag{6.48}
\]

If we furthermore wanted to suppress the \( \alpha' \) corrections and obtain two-derivative gravity we should take the limit \( \lambda_a \to \infty \) in which (6.48) goes to 1. We will however refrain from taking this limit, as it eliminates the separation between the scale \( |z_0| \) at which the theory is Higgsed and the enhançon scale which, as we will see, is \( \sim q_l/M \) for some finite number \( l \) that does not scale with \( M \).

\[
\alpha_1 \to 0 \text{ by (6.39), and it seems that we can replace } v^2 - \alpha_1^2 \text{ by } v^2. \tag{6.49}
\]

This is not always true, depending on the value of the upper bound \( T_r(z) \). If \( T_r(z) \) stays at a finite distance from \( \pm \alpha_1 \) in the large \( M \) limit, one can choose an integration contour \( C(z) \) as in figure 6.2 that stays away from the branch points \( \pm \alpha_1 \) and this approximation is valid. The computation of \( \gamma \) then reduces to (6.46), where one now has to take the large \( M \) limit. In other words, the large \( M \) limit of this model reduces generically (in the sense we just discussed) to the large \( M \) limit of \( \mathcal{N} = 2 \) SQCD with \( 2M \) flavors, a result which was already anticipated by [101] from the study of the Seiberg-Witten curve, but that we have now shown directly on the twisted supergravity field. Whether this condition on \( T_r(z) \) is satisfied depends both on the Coulomb branch vacuum encoded by \( T_r \) and the specific \( z \) considered. If it fails, one needs to do a more refined analysis, similarly to what was done in [119] for pure \( \mathcal{N} = 2 \) Yang-Mills theory. For a given vacuum \( T_r \), we will call the points that satisfy the condition “ordinary points” and “exceptional points” the ones that do not.

### 6.5.1. The enhançon vacuum

Let us first focus on arguably the simplest brane array: the one that corresponds
classically to \( M \) fractional branes of type 0 distributed on a circle of radius \( |z_0| \)
and \( M \) fractional branes of type 1 at the origin, where the \( N \) regular branes sit too. Of course, as we have already mentioned, this picture is corrected non-perturbatively, where anyway it does not make sense to talk about brane positions. The way we characterize the configuration is by:

\[
T_0 = z^N \left( z^M + z_0^M \right), \quad T_1 = z^{N+M} \quad \Rightarrow \quad T_r = 1 + \left( \frac{z_0}{z} \right)^M. \tag{6.49}
\]
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Plugging this $T_r$ into the formula for $\gamma$ (6.40), and using the rescaled variable $u = \frac{z_0}{z}$, we can write

$$2\pi i \left( \gamma - \gamma^{(0)} \right) = -\beta \int_0^{\frac{z_0}{z}} du \frac{M u^{M-1}}{\sqrt{(u^M + 1)^2 - \alpha_1^2}} \sqrt{(u^M + 1)^2 - \alpha_2^2},$$

(6.50)

where we should recall that $\beta$, $\alpha_1$ and $\alpha_2$ depend on $q_a$. The contour of integration must be chosen so as not to cross any branch cuts. Let us take for definiteness $z_0, z, q_a \in \mathbb{R}$. Recall that we want to work with small $g_s$, or equivalently small $q_a$, subject to the condition (6.48). Given the expansions in (6.39), we see that the branch points are located at

$$z = z_0 |1 + \alpha_1|^{-1/M} \omega^{k + \frac{1}{2}}, \quad z = z_0 |\alpha_2 + 1|^{-1/M} \omega^{k}, \quad k = 0 \ldots M - 1,$$

$$z = z_0 |1 - \alpha_1|^{-1/M} \omega^{k + \frac{1}{2}}, \quad z = z_0 |\alpha_2 - 1|^{-1/M} \omega^{k + \frac{1}{2}}, \quad k = 0 \ldots M - 1,$$

(6.51)

with $\omega = e^{\frac{2\pi i}{M}}$ an $M$-th root of unity. We take the branch cuts to link the branch points sharing a column in (6.51). These branch cuts are represented in figure 6.3. The first set of $2M$ branch points are very close to the classical roots $z_0 \omega^{k + \frac{1}{2}}$. The length of these branch cuts is approximately $\frac{2\pi z_0}{M}$, which, using the identifications (6.8) and (6.37), is seen to be of order $O\left(\frac{1}{M} e^{-\frac{\pi^2}{g_s M}}\right)$. Such exponentially small branch cuts in the large $M$ limit can be associated with sharply localized D-branes. This matches precisely the expectations coming from supergravity, that is, to find $M$ D3-branes of type 0 at the positions $z_0 \omega^{k + \frac{1}{2}}$. The second set of $2M$ branch points is quite different. They fill homogeneously a pair of circles of radius

$$|z_0| \left( \frac{1}{2\sqrt{q_1}} \pm 1 \right)^{-\frac{1}{2}} \approx |z_0| q_1^{-\frac{1}{2}} = |z_0| e^{-\frac{\pi^2}{g_s M}},$$

(6.52)

and the distance between consecutive branch points is of order $O\left(\frac{1}{M}\right)$. Notice that the scale above is exactly the enhançon scale (6.9) arising from supergravity considerations. We will comment more on this below. The length of the branch cuts is now of the same order as the separation between the cuts and the concept of D3-brane is lost at this scale.

In view of (6.51), we see that we can take the contour with $u$ real in (6.50). This will not cross any branch cut. For small enough $z$, this path hits the branch point at $|z_0| e^{-\frac{\pi^2}{g_s M}}$ but we can always go just below the cut as in figure 6.3.

Let us now study the large $M$ limit of the integral (6.50). The first step is to identify the exceptional points. By definition, they coincide with the branch points in the first column of (6.51) in the large $M$ limit and by consequence,
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Figure 6.3.: The singularity structure in the $z$ plane of the integrand in (6.50) for the enhançon vacuum with $M = 10$, \( \sqrt{q_1} = 0.05 \). Part of the figure has been enlarged for better visibility. The black dots are the roots of \( T_0 \) and \( T_1 \) corresponding to the classical positions of the fractional D3-branes. The red (blue) dots are the branch points at the scale $\sim |z_0|$ (at the enhançon radius) in the first (second) column of (6.51) and the very short red (zigzag blue) lines are the branch cuts joining them. The integration path going from $\infty$ to $z$ is real except near the branch point at the enhançon radius.

The formula (6.46) does not apply to them. Since in the large $M$ limit, the branch points densely fill the ring of radius $|z_0|$, the points with $|z| = |z_0|$ are exceptional. All the points with fixed $z, |z| \neq |z_0|$ are then ordinary. A more general way to construct an exceptional point is to scale its coordinate in the large $M$ limit, taking $z = z_b + w/M$ with $z_b$ a branch point in the first column of (6.51) and $w$ fixed in the large $M$ limit. We will however not pursue this possibility here, since we are interested in the profile of $\gamma$ as a function of $z$ and the enhançon mechanism which happens at a scale (6.52), well separated from $|z_0|$ at finite ’t Hooft coupling.
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For ordinary points, the formula (6.46) is valid and we have

\[ 2\pi i \gamma(z) = \log \left( \frac{1 - \sqrt{1 - T_r(z)^2/\alpha_2^2}}{1 + \sqrt{1 - T_r(z)^2/\alpha_2^2}} \right), \quad T_r(z) = 1 + \left( \frac{z_0}{z} \right)^M, \quad \frac{1}{\alpha_2^2} = 4q_1. \]  

(6.53)

Since \( \alpha_2 \) is very large, we can simplify further the expression for \( \gamma \). But for that, we have to be careful with the range of \( z \). Let us distinguish three regions:

**Region \( |z| > |z_0| \):** This region corresponds to the UV of the field theory, where we have a gauge group \( \text{SU}(N + M) \times \text{SU}(N + M) \) and we expect conformality. Therefore \( \gamma \) should not run. Here \( |T_r(z)| \ll |\alpha_2| \), and we can approximate:

\[ \sqrt{1 - T_r(z)^2/\alpha_2^2} \approx 1 - \frac{T_r(z)^2}{2\alpha_2^2}. \]  

(6.54)

Plugging this into (6.53), we obtain for the twisted field

\[ \gamma = \gamma^{(0)} - \frac{i}{\pi} \log \left[ 1 + \left( \frac{z_0}{z} \right)^M \right]. \]  

(6.55)

For large \( M \), we can neglect the second term inside the logarithm, and we obtain the desired result:

\[ \gamma = \gamma^{(0)} = \frac{i}{2g_s}. \]  

(6.56)

**Region \( |z_0| > |z| > \rho_1 \):** This is the region where \( |T_r(z)| \ll |\alpha_2| \) still holds. Recall from (6.52) that its boundary is at the scale \( \rho_1 \) of (6.9), where supergravity was predicting the enhançon phenomenon. Given that the approximation is the same one used above, we can follow the reasoning there, to arrive to the expression (6.55). In this case though, the term we have to neglect inside the logarithm is the first one. This gives

\[ \gamma = \gamma^{(0)} + \frac{i M}{\pi} \log \frac{z}{z_0}. \]  

(6.57)

Again no surprises here. This is the expected result (6.6).

**Region \( |z| < \rho_1 \):** This is the region where the supergravity background ceases to be trustable. It has been argued in the literature that one must excise the supergravity background, leaving a constant \( \gamma \) inside. Here we can prove that this is indeed the way the non-perturbative dynamics of the gauge theory translate onto the string side:
When we use that $|z| < \rho_1 \implies |T_r(z)| \gg |\alpha_2|$ in this region (recall we are at large $M$), equation (6.53) becomes

$$2\pi i \gamma = -i\pi.$$  
(6.58)

This corresponds to the result we would expect from an excision procedure, where the profile of $\gamma$ is frozen in the excised region to a constant value. Notice however that $\gamma$ inside the enhançon is not its value at the enhançon radius as is often implied in the supergravity literature, but its real part jumps discontinuously in the large $M$ limit. This cannot be seen of course in the supergravity analysis and is a purely stringy effect. The jump of the real part of $\gamma$ has already been observed in [107].

Let us recapitulate the lessons learnt in this subsection about the enhançon vacuum. First of all, the $N$ regular D3-branes just come along for the ride and play absolutely no role. This just reflects the fact that they do not couple to $\gamma$. Second, the roots of the Seiberg-Witten curve of the microscopic model enter in the game via the defining equation (6.50). The analysis of the branch cuts allows us to discover that while at the first radius with branch cuts, at the scale $|z_0|$, there are fractional D3-branes present (the branch cuts are exponentially short); at the second radius, at the scale $\rho_1$, the branch cuts are longer and the brane interpretation no longer holds. Finally, we see that inside this second region of branch cuts, i.e. inside the enhançon, the profile of the supergravity twisted field is constant. This agrees with the ad hoc procedure developed in the supergravity literature to cure the repulson singularity of the background, called excision. Here everything follows from the quantum properties of the microscopic underlying theory.

## 6.5.2. A generic vacuum

A natural question that comes to mind is how the picture we have obtained for the enhançon vacuum changes when we consider different vacua. The answer is that, morally, nothing changes. The essential parts of the discussion above apply as well for different (suitable) choices of $T_r$. Let us be a bit more precise.

Take generic polynomials $T_0$, $T_1$ as in (6.18); $T_r$ is the quotient $T_0/T_1$. If $T_0$ and $T_1$ share any root, this root factors out of $T_r$ and plays no role. Indeed, that would indicate the presence of a regular brane, which is invisible to $\gamma$. Thus, we suppose that we have $M$ pairs of different roots, and we let $r$ of the roots of $T_1$ be zero, corresponding in the perturbative picture to $r$ fractional branes of type 1 sitting at the origin. Let us look at the branch cuts of the integrand in (6.38).
The branch points coming from the first square root solve one of the equations

\[ T_r = \prod_{i=1}^{M} \frac{(z - \tilde{z}_i)}{(z - z_j)} = \pm \alpha_1. \]  

(6.59)

Since \( \alpha_1 \) is very small, for finite \( \tilde{z}_i \) the solutions to this equation are \( z \sim \tilde{z}_k \pm \alpha_1 \prod_{j \neq k}^{M} \frac{(\tilde{z}_k - \tilde{z}_i)}{(z - z_j)} \sim \tilde{z}_k \). The branch cuts are exponentially short. The story for the branch cuts coming from the second square root is different:

\[ T_r = \prod_{i=1}^{M} \frac{(z - \tilde{z}_i)}{(z - z_j)} = \pm \alpha_2. \]  

(6.60)

Given that \( \alpha_2 \) is very big, now we will have \( M - r \) branch points of the form \( z \sim z_l \pm \alpha_2 \prod_{j \neq l}^{M} \frac{(\tilde{z}_l - \tilde{z}_i)}{(z - z_j)} \sim z_l \), with \( l \neq z \) and short branch cuts associated. Regarding the remaining \( r \) branch points, it is easy to see that they will distribute homogeneously on a ring at the scale

\[ |z| \approx \frac{\prod_{i=1}^{M} \frac{2^{\frac{1}{2}}}{z_{i}^{\frac{1}{2}}} |4q_1|^\frac{1}{2}}{\prod_{j=1}^{M-r} |z_{j}|^\frac{1}{2}} \sim e^{-\frac{\pi}{2g_s}r}. \]  

(6.61)

This distribution yields “large” branch cuts. In order to have a shell of branch cuts that will induce an enhançon mechanism, \( r \) must be big. Since we are taking \( g_s \) to be small, we see that only if \( r \) is of order \( M \), the enhançon phenomenon will be noticeable. In other words, as we already knew, the enhançon is a large \( N \) phenomenon.

In the reasoning above, to obtain the formula (6.61) we assumed that the \( \tilde{z}_i \) and the non-zero \( z_j \) were finite, meaning that they do not vanish in the \( q_{a} \to 0 \) limit. But this condition is actually a bit too restrictive. The approximations \( \tilde{z}_k \pm \alpha_1 \prod_{j \neq k}^{M} \frac{(\tilde{z}_k - \tilde{z}_i)}{(z - z_j)} \sim \tilde{z}_k \) and \( z_l \pm \alpha_2 \prod_{j \neq l}^{M} \frac{(\tilde{z}_l - \tilde{z}_i)}{(z - z_j)} \sim z_l \) (by \( \sim \) we mean up to exponentially suppressed corrections \( O(e^{-\text{sth}M}) \)) still hold if the roots \( \tilde{z}_i, z_j \) contain \( q_{a} \) factors in particular ways. This is the case of the cascading vacuum, where we distribute \((2K+1)M\) fractional branes on \(2K\) shells in order to trigger the baryonic root transitions at the scales where the perturbative gauge couplings diverge, as discussed after (6.9). This distribution is characterized by
the polynomials

\[ T_0 = (z^M + z_0^M) \prod_{i=0}^{K-1} \left( z^{2M} + q^{\frac{3}{2} + 2i} z_0^{2M} \right), \]

\[ T_1 = z^M \prod_{j=0}^{K-1} \left( z^{2M} + q^{\frac{3}{4} + 2j} z_0^{2M} \right). \]  

(6.62)

It was indeed checked in [101] that for \( T_0, T_1 \) of the form above, the branch cuts associated to the solutions of \( z^{2M} = -q^{\frac{3}{2} + 2i} z_0^{2M} \) and \( z^{2M} = -q^{\frac{1}{2} + 2j} z_0^{2M} \) are exponentially short.

In summary, we characterize a point on the Coulomb branch by two monic polynomials, \( T_0 \) with roots \( \tilde{z}_i \), and \( T_1 \) with roots \( z_j \). We take \( M \) of the roots \( \tilde{z}_i \) to be the solutions of \( \tilde{z}_i^M = -z_0^M \) (recall this triggers the running below \( |z_0| \)), and the rest of the roots to be freely distributed inside the circle of radius \( |z_0| \). When two roots \( \tilde{z}_i \) and \( z_j \) coincide, this signals the presence of regular branes, about which we cannot say anything in our approach since they do not couple to \( \gamma \). Otherwise, \( \gamma(z) \) has small branch cuts at the positions \( \tilde{z}_i, z_j \neq 0 \). They can be interpreted as fractional branes of type 0 and type 1 respectively. The roots \( z_j = 0 \) cannot be interpreted as localized fractional branes. When we have a large number \( r \) of them, \( r \sim \mathcal{O}(M) \), the enhançon mechanism takes place at the scale (6.61). As can be seen from (6.46), \( \gamma(z) \) is constant inside the enhançon region (where \( |T_r(z)| \ll |\alpha_2| \)), which matches the supergravity excision procedure. Notice that this general analysis does not include exceptional points, neither the possibility of having roots that scale arbitrarily with \( q_a \). Although our tools are general enough to analyse these cases, we have not pursued this direction here.

6.6. Outlook

As we have already emphasized throughout the chapter, our main result is the computation, using field theory techniques (although often phrased in a stringy language), of the exact profile of the twisted supergravity field (6.38). From the string point of view, this formula includes all \( g_s \) and \( \alpha' \) corrections. This allowed us to derive directly from field theory the enhançon mechanism proposed in the supergravity literature.

Clearly, we have not fully exploited the power of the exact result (6.38). Its validity for any value of \( N \) in particular opens the possibility of studying \( 1/N \) corrections. These corrections are expected to be important for the exceptional points that are very close to the branch points in the large \( N \) limit [119]. We
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have not delved either into the physical meaning of the curious “imaginary” jump of \( \gamma \) at the enhançon radius, noted in (6.58). Since such a jump is not observable in the classical supergravity regime, maybe our techniques could help shed some light on the nature of this stringy effect. In addition, our results can be generalized in several directions that we believe merit further investigation. One is the generalization to more general vacua, which fall outside the regime considered in section 6.5.2. Among them we would like to point out the rather mysterious enhançon bearings of [101], where some roots of the polynomial \( T_0 \) are put at a radius which sits inside the enhançon. Another possibility is the extension of our findings to generic ADE orbifold singularities. We expect the field theory part of the computation to involve the same techniques we have used, albeit with more complicated integrals to evaluate; the physics should be richer since a more intrincate enhançon mechanism is expected with several enhançon radii. Although the supergravity solutions have been discovered long ago [100], as far as we know, the dual field theories have not been as explored in the literature as that of their \( \mathbb{C}^2/\mathbb{Z}_2 \) counterpart.
The D4-brane background from D0-brane probes

In this chapter, we discuss how the approach presented in section 4.2 for the case of D3-branes probed by D(−1)-branes in type IIB can be generalized in another direction, namely by considering D4-branes probed by D0-branes (also called D-particles). This chapter is based on [II]. One could take more generally Dp/D(p + 4) along the same lines; the related work [13] considered the D1/D5 case, already reviewed in the thesis [14].

Note that the point of view adopted in this chapter is a bit different: as in [10], the emphasis is on the field theory rather than the D-brane construction. The moduli $Y_A$ are not present from the start but are introduced in order to be able to integrate out the charged moduli by making the action depend quadratically on them. The transverse dimensions to the D4-branes can then be considered to emerge from the quantum dynamics of the system.

7.1. The quantum mechanical model

The quantum mechanical system that we consider models the dynamics of $K$ D-particles interacting with $N$ coinciding D4-branes in type IIA string theory. It is related by T-duality to the D(−1)/D3 system considered previously and can be interpreted as a $U(K)$ gauged supersymmetric quantum mechanics on the ADHM instanton moduli space. It can be obtained as in [120, 121, 10] from a scaling limit, associated with the near-horizon limit in the background of the D4-branes, of the dimensionally reduced $U(K)\,\mathcal{N} = 1$ super Yang-Mills theory with one adjoint and $N$ fundamental hypermultiplets from six to one dimension. This scaling limit is similar to the one for the D(−1)/D3 system discussed in section 4.2, the only difference being that we need to fix the five-dimensional coupling $g_5^2$, rather than the string coupling itself as in the D3-brane case [122].
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For convenience, we work in Euclidean signature. The model preserves eight supercharges. It has a $U(K)$ gauge symmetry, a $U(N)$ flavor symmetry and a $SU(2)_+ \times SU(2)_- \times \text{Spin}(5)$ global symmetry corresponding to $SO(4) \times SO(5)$ rotations transverse to the worldlines of the D-particles and preserving the configuration of the background D4-branes. The fundamental degrees of freedom in the adjoint of $U(K)$, associated with D0/D0 strings, are the D4-brane worldvolume matrix space coordinates $X_\mu$ and a $SU(2)_-$ doublet of Spin(5) spinor superpartners $\psi_\dot{\alpha}$. The D0/D4 strings yield additional degrees of freedom $(q_\alpha, \chi)$ and $(\tilde{q}^\alpha, \tilde{\chi})$ in the fundamental and anti-fundamental representations of $U(N) \times U(K)$. The bosonic $q_\alpha$ and $\tilde{q}^\alpha$ are doublets of $SU(2)_+$ and the fermionic $\chi$ and $\tilde{\chi}$ are Spin(5) spinors. In terms of these variables, the action contains complicated four-fermion terms and the ADHM constraints must be imposed in the path integral.

The four-fermion terms can be greatly simplified by introducing a non-dynamical auxiliary $SO(5)$ vector $Y_A$ in the adjoint of $U(K)$, whereas the ADHM constraints can be implemented by using adjoint Lagrange multipliers $(D_{\mu\nu}, \Lambda^\alpha)$, where the bosonic $D_{\mu\nu}$ is self-dual and the fermionic $\Lambda^\alpha$ is a $SU(2)_+$ doublet of Spin(5) spinors. We shall see that these auxiliary variables play a crucial role, both at the technical level to solve the model [123–127] and for the physical interpretation of the solution in terms of an emerging geometry, in a way akin to the case of D-instantons [10, 80, 81, 86].

We are going to focus on the bosonic part of the effective action for the D-particles. We can thus set the adjoint fermions $\psi_\dot{\alpha}$ and $\Lambda^\alpha$ to zero. In terms of the $SO(5)$ Dirac matrices $\Gamma_A$, charge conjugation matrix $C$ and $su(2)_+$ generators $\sigma_{\mu\nu}$, the microscopic Lagrangian we start from then reads

$$L = \frac{1}{2} \nabla\tilde{q}^\alpha \nabla q_\alpha + \frac{i}{2} \tilde{\chi} C \nabla \chi + \frac{i}{2} \tilde{q}^\alpha D_{\mu\nu} \sigma_{\mu\nu}^\beta q_\beta - i \frac{2}{g_s \ell_s^2} \tilde{\chi} C \Gamma_A Y_A \chi + \frac{1}{2 g_s \ell_s^2} \sqrt{2\pi} \text{tr} \left( 1 + \frac{1}{2} \nabla X_\mu \nabla X_\mu - \frac{1}{2} \left[ Y_A, X_\mu \right] \left[ Y_A, X_\mu \right] + i \left[ X_\mu, X_\nu \right] D_{\mu\nu} \right), \quad (7.1)$$

where $\nabla$ is the worldline covariant derivative. The non-trivial normalization of the trace term in (7.1) is fixed by the D-particle mass in type IIA string theory in terms of the string coupling $g_s$ and the string length $\ell_s$.

Let us note that the full open-string description of the D0/D4 system includes a priori additional terms coupling the D4-brane worldvolume fields to the D-particle worldline variables. Similar terms for the D(−1)/D3 system have been discussed in [51, 52]. A discussion of the effect of these terms, in a non-supersymmetric context, can be found in [128]. Presently, with eight
supersymmetries, these terms are expected to be irrelevant for some of the contributions in the effective action, on which we focus \cite{10, 1}. In particular, for the kinetic term (see (7.28)), this is consistent with the non-renormalization theorem discussed in \cite{129}.

The Lagrangian (7.1) is pre-geometric, in the sense that there is no dynamical variable associated with the motion of the D-particles in directions transverse to the D4-branes. The interactions between the D-particles and the D4s are described “abstractly” by the pre-geometric variables \((q, \chi, \bar{q}, \bar{\chi})\). Our goal is to show that the strong quantum effects generated by these non-geometric interactions literally create five new dimensions of space in which the D-particles can move. Moreover, we are going to prove that the resulting ten-dimensional spacetime behaves classically at large \(N\), is curved and supports a non-trivial dilaton and three-form field, precisely matching the near-horizon D4-brane type IIA supergravity background \cite{67, 122}.

7.2. The solution of the model

The model (7.1) can be solved at large \(N\) because the interacting degrees of freedom \((q, \chi, \bar{q}, \bar{\chi})\) carry only one \(U(N)\) index and thus are vector-like variables. The leading large \(N\) Feynman diagrams are then multi-loop bubble diagrams which can always be summed up exactly. The well-known technical trick to elegantly perform this sum \cite{123–127} is to rewrite the complicated interactions between the vector degrees of freedom by introducing auxiliary fields, in such a way that the vector variables only appear quadratically in the action. This is exactly what we have done when writing (7.1) in terms of \(Y_A\) and \(D_{\mu\nu}\). One then integrates exactly over these variables to obtain a non-local effective action \(S_{\text{eff}}\) for the auxiliary fields. This effective action is automatically proportional to \(N\). It can thus be treated classically when \(N\) is large. The tree diagrams of \(S_{\text{eff}}\) reproduce the leading large \(N\) bubble diagrams of the original action.

In our case, fixing the worldline \(U(K)\) gauge invariance such that \(\nabla = d_t\) is the ordinary time derivative, the effective action reads

\[
S_{\text{eff}}(X, Y, D) = \int dt \, L_{tr} + N \left( \ln \Delta_B - \ln \Delta_F \right),
\]

where \(L_{tr}\) is the trace term in (7.1) and

\[
\Delta_B = \det \left( -d_t^2 + \ell_s^{-4} Y_A Y_A + iD_{\mu\nu} \otimes \sigma_{\mu\nu} \right),
\]

\[
\Delta_F = \det \left( -i d_t + i \ell_s^{-2} Y_A \otimes \Gamma_A \right)
\]

are bosonic and fermionic functional determinants obtained by integrating out \((q, \bar{q})\) and \((\chi, \bar{\chi})\) respectively. We now claim that the classical action (7.2)
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describes the motion of the D-particles in a ten-dimensional spacetime with coordinates \( X_\mu \) and \( Y_A \). In other words, the auxiliary variables \( Y_A \), which have acquired dynamics through the quantum loops of the vector-like variables, can be interpreted as the coordinates of the emerging five-dimensional space transverse to the D4-branes.

To prove that this interpretation is sensible, we first integrate out \( D_{\mu\nu} \) which, at large \( N \), can be done by solving the saddle point equation

\[
\frac{\delta S_{\text{eff}}}{\delta D_{\mu\nu}}(t) = 0.
\] (7.5)

This yields a new effective action

\[
\tilde{S}_{\text{eff}}(X,Y) = S_{\text{eff}}(X,Y,\langle D \rangle)
\] (7.6)

which will be compared in the next section to the non-Abelian action for D-particles in a general type IIA supergravity background.

The action \( \tilde{S}_{\text{eff}} \) can be most conveniently analyzed by expanding around time-independent diagonal configurations,

\[
X_\mu(t) = x_\mu I_K + \ell_s^2 \epsilon_\mu(t) , \quad Y_A(t) = y_A I_K + \ell_s^2 \epsilon_A(t).
\] (7.7)

In this expansion, the determinants (7.3) and (7.4) can be computed by using the identity

\[
\ln \det(M + \delta M) = \ln \det M - \sum_{k=1}^{\infty} \frac{(-1)^k}{k} \text{tr}(M^{-1} \delta M)^k,
\] (7.8)

with

\[
M = -d_2^2 + \ell_s^{-4} r^2, \quad \delta M = (2\ell_s^{-2} \bar{y} \cdot \bar{e} + \bar{e}^2)I_2 + i \langle D_{\mu\nu} \rangle \sigma_{\mu\nu}
\] (7.9)

in the bosonic case and

\[
M = -i d_t + i \ell_s^{-2} y_A \Gamma_A, \quad \delta M = i \epsilon_A \Gamma_A
\] (7.10)

in the fermionic case. We use the notation

\[
r^2 = y_A y_A = \bar{y}^2
\] (7.11)

and \( \bar{y} \cdot \bar{e} = y_A \epsilon_A \), etc. The corresponding bosonic and fermionic Green’s functions read

\[
G_B(t,t') = \int \frac{d\omega}{2\pi} \frac{e^{i\omega(t-t')}}{\omega^2 + \ell_s^{-4} r^2},
\] (7.12)

\[
G_F(t,t') = \int \frac{d\omega}{2\pi} \frac{e^{i\omega(t-t')}}{\omega^2 + \ell_s^{-4} r^2} \left( \omega I_4 - i \ell_s^{-2} y_A \Gamma_A \right).
\] (7.13)
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The trace in (7.8) involves both integrals over frequencies and traces over Spin(5), SU(2)\(_+\) and U(K) indices. At each order in the \(\epsilon\) expansion, we can further expand in powers of the frequencies or, equivalently, in time derivatives. The saddle-point equation (7.5) can be solved similarly, both in the \(\epsilon\) expansion (7.7) and in the derivative expansion.

If we write

\[
\tilde{S}_{\text{eff}} = \int dt \sum_{p \geq 0} L_p ,
\]

(7.14)

where \(L_p\) is of order \(p\) in \(\epsilon\), we find

\[
L_0 = K \frac{\sqrt{2\pi}}{g_s \ell_s} , \quad L_1 = 0 ,
\]

(7.15)

which are simple consequences of supersymmetry. We have also computed \(L_2\) and \(L_3\) up to fourth order in derivatives,

\[
L_2 = \text{tr} \left( \frac{\sqrt{2\pi} \ell_s^3}{2g_s} \dot{\epsilon}_\mu \dot{\epsilon}_\mu + \frac{N \ell_s^6}{4\pi^3} \dot{\epsilon}_A \dot{\epsilon}_A \right) + O(\epsilon^2) ,
\]

(7.16)

\[
L_3 = -\frac{3N \ell_s^4}{4\pi^5} \text{tr}(\vec{y} \cdot \vec{\dot{\epsilon}} \dot{\epsilon}^2) + O(\epsilon^2, \dot{\epsilon}^2) ,
\]

(7.17)

and \(L_4\) and \(L_5\) up to second order in derivatives,

\[
L_4 = -\text{tr} \left( \frac{\pi r^3}{g_s^2 N} [\epsilon_{\mu_1}, \epsilon_{\nu_1}] [\epsilon_{\mu_2}, \epsilon_{\nu_2}] + \frac{\ell_s^6 N}{8\pi^3} [\epsilon_A, \epsilon_B] [\epsilon_A, \epsilon_B] \right.

\]

\[
+ \frac{\sqrt{2\pi} \ell_s^3}{2g_s} [\epsilon_A, \epsilon_\mu] [\epsilon_A, \epsilon_\mu] \big) + O(\epsilon^2, \dot{\epsilon}^2) ,
\]

(7.18)

\[
L_5 = -\frac{6\pi \ell_s^2 r}{g_s^2 N} \epsilon_{\mu_\nu_\rho_\kappa} \text{tr} \epsilon_\mu \epsilon_\nu \epsilon_\rho \epsilon_\kappa \vec{y} \cdot \vec{\dot{\epsilon}} + \cdots + O(\epsilon^3, \dot{\epsilon}^2) .
\]

(7.19)

The \(\cdots\) in (7.19) are contributions to the action that are fixed in terms of (7.18) by general consistency conditions [87]. We are now going to show that the terms (7.15)–(7.19) perfectly match with the expected form of the D-particle Lagrangian in a non-trivial background.

7.3. The emergent geometry

The non-Abelian action for D-particles in an arbitrary background can be computed using formulas in [12, 130, 53], as reviewed in section 3.2.5, see [87]
for more details. If we denote the space matrix coordinates by $Z^i$, $1 \leq i \leq 9$, and expand $Z^i = z^i + \ell_s^2 \epsilon^i$, then the Lagrangian, computed in the static gauge

$$x^d = x^{10} = t,$$

(7.20)
can be conveniently written as a sum of terms with a fixed number of derivatives,

$$L = \sum_{n \geq 0} \frac{1}{n!} \ell_s^{2n} c_{i_1 \ldots i_n}^{(0)}(z, t) \tr \epsilon^{i_1} \cdots \epsilon^{i_n}$$

$$+ \sum_{n \geq 0} \frac{1}{n!} \ell_s^{2(n+1)} c_{i_1 \ldots i_n,k}^{(1)}(z, t) \tr \epsilon^{i_1} \cdots \epsilon^{i_n} \dot{\epsilon}^{k}$$

$$+ \ell_s^4 c_{ik}^{(2)}(z, t) \tr \epsilon^i \epsilon^k + \ell_s^6 c_{i;kjl}^{(2)}(z, t) \tr \epsilon^i \epsilon^k \epsilon^l + \cdots$$

(7.21)
The $\cdots$ represent terms of higher orders in $\epsilon$ with two derivatives or with at least three derivatives. The coefficients in (7.21) can be expressed in terms of the type IIA supergravity fields. Our goal is to find a match between (7.21) and the corresponding terms in our microscopically computed Lagrangian (7.15)–(7.19), with $\epsilon^i \equiv (\epsilon_\mu, \epsilon_A)$. We are seeking a static $\text{SO}(4) \times \text{SO}(5)$ preserving background which has vanishing Neveu-Schwarz $B$ field and Ramond-Ramond one-form. The coefficients in (7.21) can then be naturally expressed in terms of the following combinations of $G_{MN}$, $1 \leq M, N \leq 10$, and dilaton $\phi$,

$$g_{MN} = e^{-2\phi} G_{MN}, \quad \mathcal{H}_{ij} = \sqrt{g}_{dd} \left( \frac{g_{ij}}{g_{dd}} - \frac{g_{di}g_{dj}}{g_{dd}^2} \right).$$

(7.22)

If $C$ and $\tilde{C}$ are the Ramond-Ramond three-form potential and its dual five-form respectively, $d\tilde{C} = i \ast dC$ in the Euclidean, the explicit formulas we need read [87]

$$c^{(0)} = \frac{\sqrt{2\pi}}{\ell_s} \sqrt{g_{dd}}, \quad c_{i;k}^{(1)} = \frac{\sqrt{2\pi}}{\ell_s} \partial_i \left( g_{dk} / \sqrt{g_{dd}} \right),$$

(7.23)

$$c_{kl}^{(2)} = \frac{\sqrt{2\pi}}{2\ell_s} \mathcal{H}_{kl},$$

(7.24)

$$c_{[ij]}^{(0)} = \frac{3\sqrt{2\pi}}{2\ell_s^3} \partial_{[i} C_{jk]d},$$

(7.25)

$$c_{[ij][kl]}^{(0)} = -\frac{9\sqrt{2\pi}}{\ell_s^5} g_{dd}^3 / 2 e^{4\phi} \left( \mathcal{H}_{ik} \mathcal{H}_{jl} - \mathcal{H}_{ij} \mathcal{H}_{kl} \right),$$

(7.26)

$$c_{[ijklm]}^{(0)} = -\frac{60i\sqrt{2\pi}}{\ell_s^5} \partial_{[i} \tilde{C}_{jklm]d}. $$

(7.27)
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Other combinations of coefficients either vanish, consistently with the vanishing of some of the background fields, or are expressed in terms of (7.23)–(7.27) by solving the general consistency conditions discussed in [87].

A single D-particle, $K = 1$, probes only the metric $g_{MN}$. In this case, by comparing (7.23) and (7.24) with (7.15) and (7.16) and by noting that non-vanishing constant components $g_{dk}$ would be inconsistent with $\text{SO}(4) \times \text{SO}(5)$, we find

$$g_{MN} \, dx^M \, dx^N = \frac{1}{g_s^2} \left( dt^2 + dx_\mu \, dx_\mu + \frac{L^3}{r^3} \, dy^2 \right), \quad (7.28)$$

with

$$L^3 = \frac{Ng_s \ell_s^3}{2\sqrt{2}\pi}. \quad (7.29)$$

Using the full non-Abelian action, $K > 1$, we can get more information on the background. Indeed, the D-particles then couple to the Ramond-Ramond three-form through commutator terms. By comparing (7.25) with (7.17) and (7.27) with (7.19), we can find $F_4 = dC$ or its dual $F_6$ unambiguously. Moreover, one can check that the double commutator term in the fourth order potential (7.18) has precisely the correct structure to match with (7.26). Since $\mathcal{H}_{ij}$ is already known from the kinetic term (7.16), we can derive the dilaton profile from this term and then extract the string frame metric $ds^2$ from (7.28) and the first equation in (7.22). Overall, we get

$$ds^2 = \frac{r^{3/2}}{L^{3/2}} (dt^2 + dx_\mu \, dx_\mu) + \frac{L^{3/2}}{r^{3/2}} \, dy^2, \quad (7.30)$$

$$e^\phi = \frac{g_s}{L^{3/4}}, \quad (7.31)$$

$$F_4 = \frac{L^3}{8g_s r^{5}} \epsilon_{ABCDE} \, y^E \, dy^A \wedge \cdots \wedge dy^D. \quad (7.32)$$

This background is in perfect agreement with the near-horizon D4-brane background [67, 122], including the relation between the supergravity length scale $L$ and string-theory parameters $g_s$ and $\ell_s$ and the correct normalization of the Ramond-Ramond form, consistently with the D4-brane charge in type IIA.
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Notations and conventions

We work in Euclidean signature throughout this thesis and do not distinguish upper and lower vector indices in flat space.

The string length $\ell_s$ is related to $\alpha'$ by

$$\ell_s^2 = 2\pi\alpha'$$ (A.1)

in order to absorb some factors of $2\pi$.

A.1. Indices and transformation laws

See table A.1 for the D\((-1)/D3\) case of relevance for chapters 2, 3 and 5. The notations for chapters 6 and 7 are variations of this case and are discussed in the main text.

A.2. Four-dimensional algebra

With the standard Pauli matrices

$$\tau_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \tau_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \tau_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},$$ (A.2)

we can define

$$\sigma_{\mu\alpha\dot{\alpha}} = (\vec{\tau}, -i\mathbb{1}_2)_{\alpha\dot{\alpha}}, \quad \bar{\sigma}_{\dot{\mu}^{\dot{\alpha}}^{\alpha}} = (-\vec{\tau}, -i\mathbb{1}_2)^{\dot{\alpha}}_{\dot{\alpha}}$$ (A.3)

and

$$\sigma_{\mu\nu} = \frac{1}{4}(\sigma_\mu\bar{\sigma}_\nu - \sigma_\nu\bar{\sigma}_\mu), \quad \bar{\sigma}_{\mu\nu} = \frac{1}{4}(\bar{\sigma}_\mu\sigma_\nu - \bar{\sigma}_\nu\sigma_\mu).$$ (A.4)

The $\sigma_\mu$ and $\bar{\sigma}_\mu$ matrices obey the following Clifford algebra relations,

$$\sigma_\mu\bar{\sigma}_\nu + \sigma_\nu\bar{\sigma}_\mu = -2\delta_{\mu\nu}\mathbb{1}_2, \quad \bar{\sigma}_\mu\sigma_\nu + \bar{\sigma}_\nu\sigma_\mu = -2\delta_{\mu\nu}\mathbb{1}_2.$$ (A.5)
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Table A.1.: Conventions for the transformation laws of indices, fields and moduli of the D\((-1)/D3\) system. For maximum clarity, we have indicated all the indices associated to each field or modulus, whereas in the main text the gauge U(N) and U(K) indices are usually suppressed. The representations of Spin(4) = SU(2)\(_+\) × SU(2)\(_-\) are indicated according to the spin in each SU(2) factor. The (1/2, 1/2) of SU(2)\(_+\) × SU(2)\(_-\) and the 6 of SU(4) = Spin(6) correspond to the fundamental representations of SO(4) and SO(6) respectively.

| | Spin(4) | SU(4) | U(N) | U(K) |
|---|---|---|---|---|
| \(\alpha, \beta, \ldots\) (upper or lower) | (1/2, 0) | 1 | 1 | 1 |
| \(\dot{\alpha}, \dot{\beta}, \ldots\) (upper or lower) | (0, 1/2) | 1 | 1 | 1 |
| \(\mu, \nu, \ldots\) | (1/2, 1/2) | 1 | 1 | 1 |
| \(a, b, \ldots\) (lower) | (0, 0) | 4 | 1 | 1 |
| \(a, b, \ldots\) (upper) | (0, 0) | 4 | 1 | 1 |
| \(A, B, \ldots\) | (0, 0) | 6 | 1 | 1 |
| \(f, f', \ldots\) (lower) | (0, 0) | 1 | N | 1 |
| \(f, f', \ldots\) (upper) | (0, 0) | 1 | Ñ | 1 |
| \(i, j, \ldots\) (lower) | (0, 0) | 1 | 1 | K |
| \(i, j, \ldots\) (upper) | (0, 0) | 1 | 1 | ÑK |
| \(A_{\mu f}^{f'}\) | (1/2, 1/2) | 1 | Adj | 1 |
| \(\varphi_{A f}^{f'}\) | (0, 0) | 6 | Adj | 1 |
| \(\lambda_{\alpha a f}^{f'}\) | (1/2, 0) | 4 | Adj | 1 |
| \(\tilde{\lambda}_{\dot{\alpha} a f}^{f'}\) | (0, 1/2) | 4 | Adj | 1 |
| \(X_{\mu i}^{j}\) | (1/2, 1/2) | 1 | 1 | Adj |
| \(Y_{A i}^{j} = f_{s}^{2} \phi_{A i}^{j}\) | (0, 0) | 6 | 1 | Adj |
| \(\Lambda_{\alpha a i}^{j}\) | (1/2, 0) | 4 | 1 | Adj |
| \(\tilde{\psi}_{\dot{\alpha} a i}^{j}\) | (0, 1/2) | 4 | 1 | Adj |
| \(D_{\mu \nu i}^{j}\) | (1, 0) | 1 | 1 | Adj |
| \(q_{\alpha i} f\) | (1/2, 0) | 1 | Ñ | K |
| \(\tilde{q}_{\dot{\alpha} i} f\) | (1/2, 0) | 1 | N | ÑK |
| \(\chi_{i}^{a f}\) | (0, 0) | 4 | Ñ | K |
| \(\tilde{\chi}_{i}^{a f}\) | (0, 0) | 4 | N | ÑK |

To raise and lower indices, we follow the Wess and Bagger [131] convention.
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In particular, $\epsilon^{12} = \epsilon^{12} = 1$, and the following identity holds,

$$\epsilon^{\alpha\beta} \varepsilon^{\dot{\alpha}\dot{\beta}} \sigma_{\mu\dot{\beta}} = \sigma_{\mu}^{\alpha} . \quad (A.6)$$

The following identity is very useful:

$$\sigma_{\mu\nu} \sigma_{\rho\kappa} = \frac{1}{4} (-\epsilon_{\mu\nu\rho\kappa} + \delta_{\nu\rho} \delta_{\mu\kappa} - \delta_{\mu\rho} \delta_{\nu\kappa}) \mathbb{I}_{2} + (\delta_{\kappa[\nu} \sigma_{\mu]} - \delta_{\rho[\nu} \sigma_{\mu]\kappa}) , \quad (A.7)$$

where $\epsilon_{\mu\nu\rho\sigma}$ is the completely antisymmetric tensor with $\epsilon_{1234} = +1$.

We denote by an upper “+” sign the projection of an antisymmetric tensor on its self-dual part,

$$a_{\mu\nu}^{+} = \frac{1}{2} (a_{\mu\nu} + \frac{1}{2} \epsilon_{\mu\nu\rho\kappa} a_{\rho\kappa}) . \quad (A.8)$$

With these definitions $\sigma_{\mu\nu}$ is self-dual,

$$\sigma_{\mu\nu} = \sigma_{\mu\nu}^{+} . \quad (A.9)$$

Let us finally mention the following useful identities,

$$\det(\mathbb{I}_{2} + a_{\mu\nu} \sigma_{\mu\nu}) = 1 + a_{\mu\nu}^{2} , \quad (A.10)$$

$$\left(\mathbb{I}_{2} + a_{\mu\nu} \sigma_{\mu\nu}\right)^{-1} = \frac{\mathbb{I}_{2} - a_{\rho\sigma} \sigma_{\rho\sigma}}{1 + a_{\mu\nu}^{2}} , \quad (A.11)$$

where

$$a_{\mu\nu}^{2} = a_{\mu\nu}^{+} a_{\mu\nu}^{+} . \quad (A.12)$$

A.3. Six-dimensional algebra

A.3.1. Undeformed case

We define

$$\Sigma_{1} = \begin{pmatrix} 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{pmatrix}, \quad \Sigma_{2} = \begin{pmatrix} 0 & -i & 0 & 0 \\ i & 0 & 0 & 0 \\ 0 & 0 & 0 & -i \\ 0 & 0 & i & 0 \end{pmatrix}, \quad \Sigma_{3} = \begin{pmatrix} 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{pmatrix},$$

$$\Sigma_{4} = \begin{pmatrix} 0 & 0 & -i & 0 \\ 0 & 0 & 0 & i \\ i & 0 & 0 & 0 \\ 0 & -i & 0 & 0 \end{pmatrix}, \quad \Sigma_{5} = \begin{pmatrix} 0 & 0 & 0 & -1 \\ 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}, \quad \Sigma_{6} = \begin{pmatrix} 0 & 0 & 0 & -i \\ 0 & 0 & -i & 0 \\ 0 & i & 0 & 0 \\ i & 0 & 0 & 0 \end{pmatrix} . \quad (A.13)$$
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\[ \bar{\Sigma}_A = \Sigma_A^\dagger. \]  
(A.14)

These matrices satisfy the algebra

\[ \Sigma_A \bar{\Sigma}_B + \Sigma_B \bar{\Sigma}_A = 2 \delta_{AB} \mathbb{I}_4 \]  
(A.15)

as well as the relations

\[ \bar{\Sigma}_{A}^{ab} = \frac{1}{2} \epsilon^{abcd} \Sigma_A^{cd}, \quad \Sigma_{Aab} = \frac{1}{2} \epsilon_{abcd} \bar{\Sigma}_A^{cd} \]  
(A.16)

where the \( \epsilon \)s are completely antisymmetric symbols with \( \epsilon_{1234} = \epsilon^{1234} = +1 \). Euclidean six-dimensional Dirac matrices, satisfying

\[ \{ \Gamma_A, \Gamma_B \} = 2 \delta_{AB}, \]  
(A.17)

can then be defined by

\[ \Gamma_A = \begin{pmatrix} 0 & \Sigma_A \\ \bar{\Sigma}_A & 0 \end{pmatrix}. \]  
(A.18)

If \( \vec{v} = (v_A)_{1 \leq A \leq 6} \) is a six-dimensional vector, one can check that

\[ \det(v_A \Sigma_A) = \vec{v}^4, \]  
(A.19)

\[ (v_A \Sigma_A)^{-1} = \frac{v_A \bar{\Sigma}_A}{\vec{v}^2}. \]  
(A.20)

In sections 5.2.1 and 5.2.2 of the main text, we have to compute the expansion of some determinants of the form

\[ \ln \det(\Sigma_A \otimes (v_A + \ell_s^2 \epsilon_A)) = \ln \vec{v}^4 + \sum_{k=1}^{\infty} \frac{(-1)^k}{k} \text{tr} \left( (v_A \Sigma_A)^{-1} \Sigma_B \otimes \epsilon_B \right)^k \]

\[ = \sum_{k=0}^{\infty} \ell^{(k)}. \]  
(A.21)
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Up to order five, this is done by using the trace formulas in \([10]\), which yield

\[
\begin{align*}
t^{(1)} &= -\frac{4}{\hat{v}^2} \text{tr}_{\text{U}(K)}(\vec{v} \cdot \vec{e}), \\ t^{(2)} &= \frac{2}{\hat{v}^2} \text{tr}_{\text{U}(K)} \left[ 2(\vec{v} \cdot \vec{e})^2 - \hat{v}^2 \hat{e}^2 \right], \\ t^{(3)} &= -\frac{4}{3\hat{v}^6} \text{tr}_{\text{U}(K)} \left[ 4(\vec{v} \cdot \vec{e})^3 - 3\hat{v}^2(\vec{v} \cdot \vec{e})\hat{e}^2 \right], \\ t^{(4)} &= \frac{8}{\hat{v}^8} \text{tr}_{\text{U}(K)} \left[ (\vec{v} \cdot \vec{e})^4 - \hat{v}^2(\vec{v} \cdot \vec{e})^2\hat{e}^2 + \frac{1}{4}\hat{v}^4\hat{e}^4 - \frac{1}{8}\hat{v}^4\epsilon_A\epsilon_B\epsilon_A\epsilon_B \right], \\ t^{(5)} &= -\frac{4}{\hat{v}^{16}} \text{tr}_{\text{U}(K)} \left[ \frac{16}{5}(\vec{v} \cdot \vec{e})^5 - 4\hat{v}^2(\vec{v} \cdot \vec{e})^3\hat{e}^2 + \frac{i}{5}\hat{v}^4\psi\epsilon_{A_1}...\epsilon_{A_5} \right. \\
&\left. + \hat{v}^4 \left( \vec{v} \cdot \vec{e} \epsilon^4 - \vec{v} \cdot \vec{e} \epsilon_C\epsilon_B\epsilon_B\epsilon_G + \vec{v} \cdot \vec{e} \epsilon_B\epsilon_B\epsilon_B \right) \right].
\end{align*}
\]

Weyl spinors \(\lambda_a\) and \(\psi^a\) in the \(4\) and \(\bar{4}\) representations of the rotation group \(\text{Spin}(6) = \text{SU}(4)\) transform under a six-dimensional rotation parametrized by the antisymmetric matrix \(\Omega\), \(\delta x_A = -\Omega_{AB}x_B\), as

\[
\begin{align*}
\delta \lambda_a &= -\frac{1}{2}\Omega_{AB}\Sigma_{AB}^b \lambda_b, \quad \delta \psi^a = -\frac{1}{2}\Omega_{AB}\bar{\Sigma}^{ab}_{AB} \psi^b, 
\end{align*}
\]

where the generators of the rotation group are defined by

\[
\Sigma_{AB} = \frac{1}{4}(\Sigma_A \Sigma_B - \Sigma_B \Sigma_A), \quad \bar{\Sigma}_{AB} = \frac{1}{4}(\bar{\Sigma}_A \Sigma_B - \bar{\Sigma}_B \Sigma_A).
\]

This yields in particular the charges under the \(U(1)_1 \times U(1)_2 \times U(1)_3\) subgroup of \(\text{SO}(6)\) corresponding to rotations in the 1-2, 3-4 and 5-6 planes respectively, see Table A.2.

A.3.2. \(\beta\)-deformed case

The \(U(1)_i\) charges in Table A.2 are used to compute the \(*\)-product in section 5.2.3. In particular, deformed \(\Sigma_A\) matrices can be defined by the identity

\[
\psi_1^a \ast \phi_A \ast \psi_2^b \Sigma_{Aab} = \psi_1^a \phi_A \psi_2^b \bar{\Sigma}_{Aab}.
\]
Appendix A. Notations and conventions

Explicitly, dropping the 0s for readability, we have

\[
\tilde{\Sigma}_1 = \begin{pmatrix}
    i\gamma_1 + \gamma_2 & -i\gamma_1 - \gamma_2 \\
    -i\gamma_1 + \gamma_2 & i\gamma_1 - \gamma_2 \\
\end{pmatrix},
\]

\[
\tilde{\Sigma}_2 = \begin{pmatrix}
    i\gamma_1 + \gamma_2 + 1 & i\gamma_1 - \gamma_2 - 1 \\
    i\gamma_1 + \gamma_2 + 1 & i\gamma_1 - \gamma_2 - 1 \\
\end{pmatrix},
\]

\[
\tilde{\Sigma}_3 = \begin{pmatrix}
    i\gamma_1 - \gamma_3 & -i\gamma_1 + \gamma_3 \\
    -i\gamma_1 - \gamma_3 & i\gamma_1 + \gamma_3 \\
\end{pmatrix},
\]

\[
\tilde{\Sigma}_4 = \begin{pmatrix}
    i\gamma_1 + \gamma_3 - 1 & i\gamma_1 + \gamma_3 + 1 \\
    i\gamma_1 - \gamma_3 - 1 & i\gamma_1 - \gamma_3 + 1 \\
\end{pmatrix},
\]

\[
\tilde{\Sigma}_5 = \begin{pmatrix}
    i\gamma_2 - \gamma_3 & -i\gamma_2 - \gamma_3 \\
    -i\gamma_2 + \gamma_3 & i\gamma_2 + \gamma_3 \\
\end{pmatrix},
\]

\[
\tilde{\Sigma}_6 = \begin{pmatrix}
    i\gamma_2 + \gamma_3 + 1 & i\gamma_2 - \gamma_3 - 1 \\
    i\gamma_2 + \gamma_3 + 1 & i\gamma_2 - \gamma_3 - 1 \\
\end{pmatrix}.
\]

Table A.2.: Charges under $U(1)_1 \times U(1)_2 \times U(1)_3 \subset SO(6)$. The spinors $\lambda_a$ and $\psi^a$ are arbitrary spinors in the $\bar{4}$ and $4$ representations of Spin(6) respectively.

| Group | $y_1 + iy_2$ | $y_3 + iy_4$ | $y_5 + iy_6$ | $\lambda_1$ | $\lambda_2$ | $\lambda_3$ | $\lambda_4$ | $\psi^1$ | $\psi^2$ | $\psi^3$ | $\psi^4$ |
|-------|--------------|--------------|--------------|-------------|-------------|-------------|-------------|---------|---------|---------|---------|
| $U(1)_1$ | 1 | 0 | 0 | $\frac{1}{2}$ | $\frac{1}{2}$ | $-\frac{1}{2}$ | $-\frac{1}{2}$ | $-\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ |
| $U(1)_2$ | 0 | 1 | 0 | $\frac{1}{2}$ | $-\frac{1}{2}$ | $\frac{1}{2}$ | $-\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ | $-\frac{1}{2}$ | $\frac{1}{2}$ |
| $U(1)_3$ | 0 | 0 | 1 | $\frac{1}{2}$ | $-\frac{1}{2}$ | $-\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ | $\frac{1}{2}$ | $-\frac{1}{2}$ | $-\frac{1}{2}$ |
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Myers’ non-abelian D-instanton action

Myers’ non-abelian D-instanton action \[12\], in the expansion (5.2) up to order five, is given in terms of the type IIB supergravity fields by the following formulas \[10\],

\[
S^{(0)}_{\text{eff}} = -2i\pi K \tau, \\
S^{(1)}_{\text{eff}} = -2i\pi \ell_s^2 \partial_M \tau \ tr \epsilon_M, \\
S^{(2)}_{\text{eff}} = -i\pi \ell_s^4 \partial_M \partial_N \tau \ tr \epsilon_M \epsilon_N, \\
S^{(3)}_{\text{eff}} = \left( -\frac{i\pi}{3} \ell_s^6 \partial_M \partial_N \partial_P \tau - 2\pi \ell_s^4 \partial_M (\tau B - C_2)_{NP} \right) \ tr \epsilon_M \epsilon_N \epsilon_P, \\
S^{(4)}_{\text{eff}} = \left( -\frac{i\pi}{12} \ell_s^8 \partial_M \partial_N \partial_P \partial_Q \tau - \frac{3\pi}{2} \ell_s^6 \partial_M \partial_N (\tau B - C_2)_{PQ} \right) - \pi \ell_s^4 e^{-\Phi} (G_{MP} G_{NQ} - G_{MQ} G_{NP}) \ tr \epsilon_M \epsilon_N \epsilon_P \epsilon_Q, \\
S^{(5)}_{\text{eff}} = \left( -\frac{i\pi}{60} \ell_s^{10} \partial_M \partial_N \partial_P \partial_Q \partial_R \tau - \frac{\pi}{3} \ell_s^8 \partial_P \partial_Q \partial_R (\tau B - C_2)_{MN} \right) - \pi \ell_s^6 \partial_R (e^{-\Phi} (G_{MP} G_{NQ} - G_{MQ} G_{NP})) - i\pi \ell_s^6 \partial_M (C_4 + C_2 \wedge B - \frac{\tau}{2} B \wedge B)_{NPQR} \right) \ tr \epsilon_M \epsilon_N \epsilon_P \epsilon_Q \epsilon_R.
\]
Some type IIB supergravity backgrounds

We review in this appendix the known supergravity backgrounds dual to the non-commutative and $\beta$-deformed Euclidean $\mathcal{N} = 4$ super Yang-Mills theories studied in the main text. We use the standard relation between the radius $R$ and the 't Hooft coupling $\lambda$,

$$R^4 = \alpha'^2 \lambda = \frac{\ell_s^4 \lambda}{4\pi^2}. \quad (C.1)$$

The backgrounds are written at zero bare $\vartheta$ angle. The solutions at non-zero $\vartheta$ can be obtained by performing the SL$(2,\mathbb{R})$ transformation $C_0 \to C_0 + \frac{\vartheta}{2\pi}$, $C_2 \to C_2 - \frac{\vartheta}{2\pi} B$ and $C_1 \to C_4 + \frac{\vartheta}{4\pi} B \wedge B$, which automatically yields a new solution to the supergravity equations of motion.

C.1. The dual to the non-commutative gauge theory

The gravitational dual of the non-commutative deformation of the $\mathcal{N} = 4$ super Yang-Mills theory was derived by Hashimoto, Itzhaki, Maldacena and Russo in [71, 72].\footnote{Our formulas can be matched with those in [72] by making the replacements $R^2 \to \alpha' R^2$, $\theta_{12} \to \tilde{b}'/(2\pi)$, $\theta_{34} \to \tilde{b}/(2\pi)$, $r \to \alpha' R^2 u$, $\lambda/(4\pi N) \to \hat{g}$ and $C_0 \to -\chi$, $C_2 \to -A$, $F_5 \to -F$.} With non-vanishing non-commutative parameters $\theta_{12} = -\theta_{21}$ and $\theta_{34} = -\theta_{43}$, the solution for the string-frame metric and the other supergravity
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fields reads

\[ ds^2 = \frac{r^2}{R^2} \left[ \frac{dx_1^2 + dx_2^2}{\Delta_{12}} + \frac{dx_3^2 + dx_4^2}{\Delta_{34}} \right] + \frac{R^2}{r^2} \, dr^2 + R^2 \, d\Omega_5^2, \quad (C.2) \]

\[ e^{-\phi} = \frac{4\pi N}{\lambda} \sqrt{\Delta_{12} \Delta_{34}}, \quad (C.3) \]

\[ B = \frac{r^4}{R^4} \left( \frac{\theta_{12} \, dx_1 \wedge dx_2}{\Delta_{12}} + \frac{\theta_{34} \, dx_3 \wedge dx_4}{\Delta_{34}} \right), \quad (C.4) \]

\[ C_0 = -\frac{4i\pi N \, \theta_{12} \theta_{34} \, r^4}{\lambda \, \ell_s^2 \, R^4}, \quad (C.5) \]

\[ C_2 = -\frac{4i\pi N \, r^4}{\lambda \, R^4} \left( \frac{\theta_{34} \, dx_1 \wedge dx_2}{\ell_s^2 \, \Delta_{12}} + \frac{\theta_{12} \, dx_3 \wedge dx_4}{\ell_s^2 \, \Delta_{34}} \right), \quad (C.6) \]

\[ C_4 = \frac{16\pi r^2}{R^3} \omega_4 - 4i\pi \frac{r^6}{R^6} \frac{dx_1 \wedge dx_2 \wedge dx_3 \wedge dx_4}{\Delta_{12} \Delta_{34}}, \quad (C.7) \]

where the functions \( \Delta_{12} \) and \( \Delta_{34} \) are defined by

\[ \Delta_{12} = 1 + \left( \frac{\theta_{12}}{\ell_s^2} \right)^2 \frac{r^4}{R^4}, \quad \Delta_{34} = 1 + \left( \frac{\theta_{34}}{\ell_s^2} \right)^2 \frac{r^4}{R^4}. \quad (C.8) \]

The \( x_1, x_2, x_3 \) and \( x_4 \) are the world-volume coordinates on which the gauge theory live, \( r \) is the transverse radial coordinate, expressed in terms of the six transverse coordinates \( \vec{y} = (y_A)_{1 \leq A \leq 6} \) as \( r^2 = |\vec{y}|^2 \), \( d\Omega_5^2 \) is the metric on the five-dimensional round sphere of radius one and \( \omega_4 \) is a four-form defined in terms of the volume form

\[ \omega_S^5 = \frac{1}{5!} \frac{R^5 y_F}{r^6} \epsilon_{ABCDEF} \, dy_A \wedge \cdots \wedge dy_E \quad (C.9) \]

on \( S^5 \) of radius \( R \) by

\[ d\omega_4 = \omega_S^5. \quad (C.10) \]

The consistency of the supergravity approximation for the above solution requires as usual \( \lambda \gg 1 \). In the far infrared region \( r \ll R \ell_s/\sqrt{\theta} \sim \ell_s^2 \lambda^{1/4}/\sqrt{\theta} \), the solution is a small deformation of the usual AdS\(_5 \times S^5 \) background and can be compared with the microscopic calculations presented in the main text. On the other hand, in the far ultraviolet region \( r \gg R \ell_s/\sqrt{\theta} \), the metric \( (C.2) \) approximates another AdS\(_5 \times S^5 \) space, with a new radial coordinate \( \tilde{r} = 1/r \). Thus there is no conformal boundary at infinity, which signals that the non-commutative theory is not a standard UV-complete quantum field theory.
C.2. The dual to the $\beta$-deformed theory

The gravitational dual of the $\beta$-deformed $\mathcal{N} = 4$ super Yang-Mills theory was derived by Lunin and Maldacena in \cite{77} in the $\mathcal{N} = 1$ supersymmetry preserving case $\gamma_1 = \gamma_2 = \gamma_3$ and generalized by Frolov in \cite{74} to arbitrary deformation parameters $\gamma_1$, $\gamma_2$ and $\gamma_3$. The solution for the string-frame metric and the other non-trivial supergravity fields reads
\begin{align}
  ds^2 &= \frac{r^2}{R^2} \, dx_\mu \, dx_\mu + \frac{R^2}{r^2} \, dr^2 + R^2 \, d\Omega_5^2, \\
  e^{-\phi} &= \frac{4\pi N}{\lambda \sqrt{G}}, \\
  B &= -\frac{\ell_s^2 \lambda}{2\pi} \, G \left( \gamma_3 r_1^2 r_2^2 \, d\theta_1 \wedge d\theta_2 + \gamma_2 r_1^2 r_2^2 \, d\theta_3 \wedge d\theta_1 + \gamma_1 r_1^2 r_2^2 \, d\theta_2 \wedge d\theta_3 \right), \\
  C_2 &= -8N\ell_s^2 \omega_1 \wedge (\gamma_1 \, d\theta_1 + \gamma_2 \, d\theta_2 + \gamma_3 \, d\theta_3), \\
  C_4 &= \frac{4N\ell_s^4}{\pi} \left( G \omega_1 \wedge d\theta_1 \wedge d\theta_2 \wedge d\theta_3 - i\omega_4 \right).
\end{align}

The coordinates $x_\mu$, $1 \leq \mu \leq 4$, can be viewed as the world-volume coordinates of the background D3-branes. The coordinate $r$ is the usual transverse radial coordinate, expressed in terms of the six transverse coordinates $\vec{y} = (y_A)_{1 \leq A \leq 6}$ as $r^2 = \vec{y}^2$. The coordinates $(r_i, \theta_i)_{1 \leq i \leq 3}$ are defined by the relations
\begin{align}
  y_1 &= \rho_1 \cos \theta_1, \quad y_3 = \rho_2 \cos \theta_2, \quad y_5 = \rho_3 \cos \theta_3, \\
  y_2 &= \rho_1 \sin \theta_1, \quad y_4 = \rho_2 \sin \theta_2, \quad y_6 = \rho_3 \sin \theta_3
\end{align}
\begin{align}
  r_i &= \frac{\rho_i}{\sqrt{\rho_1^2 + \rho_2^2 + \rho_3^2}} = \frac{\rho_i}{|\vec{y}|}, \quad r_1^2 + r_2^2 + r_3^2 = 1.
\end{align}

The function $G$ is given by
\begin{align}
  \frac{1}{G} &= 1 + \lambda (\gamma_1^2 r_1^2 r_3^2 + \gamma_2^2 r_1^2 r_3^2 + \gamma_3^2 r_1^2 r_3^2).
\end{align}

The metric \eqref{eq:C.11} describes an AdS$_5 \times \tilde{S}^5$ geometry for a deformed five-sphere $\tilde{S}^5$ endowed with the metric
\begin{align}
  d\tilde{\Omega}_5^2 &= \sum_{i=1}^3 (dr_i^2 + G \, r_i^2 \, d\theta_i^2) + \lambda G \, r_1^2 r_2^2 r_3^2 \left( \sum_{i=1}^3 \gamma_i \, d\theta_i \right)^2.
\end{align}

Defining the angles $\theta$ and $\phi$ by
\begin{align}
  r_1 = \sin \theta \cos \phi, \quad r_2 = \sin \theta \sin \phi, \quad r_3 = \cos \theta,
\end{align}

The coordinates $x_\mu$, $1 \leq \mu \leq 4$, can be viewed as the world-volume coordinates of the background D3-branes. The coordinate $r$ is the usual transverse radial coordinate, expressed in terms of the six transverse coordinates $\vec{y} = (y_A)_{1 \leq A \leq 6}$ as $r^2 = \vec{y}^2$. The coordinates $(r_i, \theta_i)_{1 \leq i \leq 3}$ are defined by the relations
\begin{align}
  y_1 &= \rho_1 \cos \theta_1, \quad y_3 = \rho_2 \cos \theta_2, \quad y_5 = \rho_3 \cos \theta_3, \\
  y_2 &= \rho_1 \sin \theta_1, \quad y_4 = \rho_2 \sin \theta_2, \quad y_6 = \rho_3 \sin \theta_3
\end{align}
\begin{align}
  r_i &= \frac{\rho_i}{\sqrt{\rho_1^2 + \rho_2^2 + \rho_3^2}} = \frac{\rho_i}{|\vec{y}|}, \quad r_1^2 + r_2^2 + r_3^2 = 1.
\end{align}

The function $G$ is given by
\begin{align}
  \frac{1}{G} &= 1 + \lambda (\gamma_1^2 r_1^2 r_3^2 + \gamma_2^2 r_1^2 r_3^2 + \gamma_3^2 r_1^2 r_3^2).
\end{align}

The metric \eqref{eq:C.11} describes an AdS$_5 \times \tilde{S}^5$ geometry for a deformed five-sphere $\tilde{S}^5$ endowed with the metric
\begin{align}
  d\tilde{\Omega}_5^2 &= \sum_{i=1}^3 (dr_i^2 + G \, r_i^2 \, d\theta_i^2) + \lambda G \, r_1^2 r_2^2 r_3^2 \left( \sum_{i=1}^3 \gamma_i \, d\theta_i \right)^2.
\end{align}

Defining the angles $\theta$ and $\phi$ by
\begin{align}
  r_1 = \sin \theta \cos \phi, \quad r_2 = \sin \theta \sin \phi, \quad r_3 = \cos \theta,
\end{align}
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the one-form $\omega_1$ in (C.14) and (C.15) satisfies

$$d\omega_1 = r_1 r_2 r_3 \sin \theta \, d\theta \wedge d\phi$$

and can be chosen to be

$$\omega_1 = \frac{1}{4} \sin^4 \theta \cos \phi \sin \phi \, d\phi.$$  \hspace{1cm} (C.22)

The four-form $\omega_4$ in (C.15) satisfies

$$d\omega_4 = \omega_{\text{AdS}_5},$$

where

$$\omega_{\text{AdS}_5} = \frac{1}{R^8} r^3 \, dx_1 \wedge \cdots \wedge dx_4 \wedge dr$$

is the volume form on the unit radius AdS$_5$ space. Explicitly, one can choose

$$\omega_4 = \frac{1}{4R^8} r^4 \, dx_1 \wedge \cdots \wedge dx_4.$$  \hspace{1cm} (C.25)

Changes of $\omega_1$ and $\omega_4$ by exact forms correspond to a supergravity gauge transformation.

The $\beta$-deformed theory is conformal in the planar limit, which explains the fact that the AdS$_5$ factor in the metric (C.2) is undeformed. The consistency of the supergravity approximation requires, on top of the usual condition $\lambda \gg 1$, that $\gamma_i^4 \lambda \ll 1$, as can be checked by evaluating the curvature of the deformed sphere (C.19). In particular, the $\gamma_i$s must be very small. This explains why the periodicity in the deformation parameters, $(\gamma_1, \gamma_2, \gamma_3) \equiv (\gamma_1 + n_1, \gamma_2 + n_2, \gamma_3 + n_3)$ for any integers $n_1, n_2, n_3$, which is manifest in the microscopic theory and in particular in the effective action computed in section 5.2.3, cannot be seen in the supergravity solution. Finally, let us note that the background is a small deformation of the usual AdS$_5 \times$ S$^5$ solution when $\gamma_i^2 \lambda \ll 1$, a condition often used in the main text.
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Non-perturbative computation of the correlator

In this appendix we are going to derive the expression (6.38) for the twisted supergravity field in terms of the two polynomials $T_0$ and $T_1$ specifying the Coulomb branch vacuum. As explained in the main text, this requires to compute the correlator (6.34). This will be achieved by exploiting the recent results of [113, 112], generalizing to $\mathcal{N} = 2$ quivers the microscopic approach to Seiberg-Witten theory [132, 133]. We briefly review the main results of this work and explain in detail how they allow us to derive an explicit expression for the supergravity twisted field.

The main objects of study are the correlators

$$y_a(z) = \exp(\text{tr} \log(z - Z_a)),$$  \hspace{1cm} (D.1)

where the $Z_a$, $a = 0, 1$, are the adjoint fields (normalized to have dimension of length) of the two gauge groups, taken to be $\text{SU}(N + M)_a$. The functions $y_a(z)$ are generating functions for all correlators of the theory on the Coulomb branch as can be seen by Taylor expanding the logarithm in (D.1)

$$y_a(z) = z^{N+M} \exp \left[ -\sum_{k=2}^{\infty} \frac{1}{k z^k} (\text{tr} Z_a^k) \right].$$  \hspace{1cm} (D.2)

There is no $k = 1$ term in this expansion because we are dealing with $\text{SU}(N + M)$ adjoint fields. If the $Z_a$ were ordinary finite dimensional matrices instead of quantum fields, the Cayley-Hamilton theorem would express $\text{tr} Z_a^k$ for $k > N + M$ in terms of the traces for $k = 2, \ldots, N + M$. These identities satisfied by the traces would ensure that all terms containing negative powers of $z$ in the expansion (D.2) actually vanish and that $y_a$ is a polynomial, the characteristic polynomial of the matrix $Z_a$. However, this needs not be the case in a quantum
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field theory as product of operators are not a priori defined but require a choice of regularization scheme. This regularization scheme will in general spoil the Cayley-Hamilton identities between the traces resulting in non-polynomial \( y_a \). In particular, this is the case for the most natural regularization scheme for instanton computations in \( \mathcal{N} = 2 \) theories obtained by turning on a non-commutative deformation and the \( \Omega \)-background. Even though the \( y_a \) are not polynomials, the main result of \([113, 112]\) particularized to the case of the \( \mathbb{C}^2/\mathbb{Z}_2 \) orbifold is that one can construct two functions of \( y_0 \) and \( y_1 \) which are actually polynomials of degree \( N + M \), \( \tilde{T}_0 \) and \( \tilde{T}_1 \). They read

\[
\tilde{T}_0(z) = \frac{y_0(z)}{\phi(q)} \theta_3 \left( \frac{y_1(z)^2}{q_1 y_0(z)^2}; q^2 \right),
\]

\[
\tilde{T}_1(z) = \frac{q_1}{q_0} \frac{y_0(z)}{\phi(q)} \theta_2 \left( \frac{y_1(z)^2}{q_1 y_0(z)^2}; q^2 \right),
\]

where \( q = q_0 q_1 \) and \( q_a = e^{2\pi i \tau_a} \) are defined by the two holomorphic gauge couplings of the conformal theory. We can then write down the following expansions of the \( q \)-Pochhammer symbol \( \phi \) and the Jacobi \( \theta \)-functions,

\[
\phi(q) = \prod_{k=1}^{\infty} (1 - q^k),
\]

\[
\theta_2(t; q) = \sum_{n \in \mathbb{Z} + \frac{1}{2}} t^n q^{\frac{1}{2} n^2},
\]

\[
\theta_3(t; q) = \sum_{n \in \mathbb{Z}} t^n q^{\frac{1}{2} n^2}.
\]

The polynomials \( \tilde{T}_0 \) and \( \tilde{T}_1 \) are not quite the same as the polynomials \( T_0 \) and \( T_1 \) used in the main text since they are not monic, i.e. the coefficients of the \( z^{N+M} \) terms are not 1, but rather

\[
\tilde{T}_{0,0} = \frac{1}{\phi(q)} \theta_3 \left( \frac{1}{q_1}; q^2 \right),
\]

\[
\tilde{T}_{1,0} = \frac{q_1}{q_0} \frac{1}{\phi(q)} \theta_2 \left( \frac{1}{q_1}; q^2 \right).
\]

Hence, we define the monic polynomials \( T_0 \) and \( T_1 \) by

\[
T_0(z) = \frac{\tilde{T}_0(z)}{\tilde{T}_{0,0}}, \quad T_1(z) = \frac{\tilde{T}_1(z)}{\tilde{T}_{1,0}},
\]

which coincide with the polynomials used in the main text.
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Plugging (D.1) into (6.34), we can express $\gamma$ as

$$e^{2\pi i \gamma(z)} = q_1 \frac{y_0(z)^2}{y_1(z)^2}. \quad (D.11)$$

The RHS is the inverse of the argument of the $\theta$-functions in (D.3), (D.4) and we thus need to invert those relations to obtain $\gamma$ in terms of $\tilde{T}_0$ and $\tilde{T}_1$. For this, we use the following properties of the $\theta$-functions, which can easily be derived from the Fourier expansions (D.6) and (D.7).

1. The functions $\theta_2(t; q)$ and $\theta_3(t; q)$ are elliptic, i.e. holomorphic functions in $t$ associated to an elliptic curve $\mathcal{E}$ with complex structure $q = e^{2\pi i \tau}$. Defining also $t = e^{2\pi i u}$, this elliptic curve is the complex torus $\mathcal{E} = \mathbb{C}/\Lambda$ where $\Lambda = \{u \in \mathbb{C} | u = m + n\tau, (m, n) \in \mathbb{Z}^2\}$. Holomorphicity of $\theta_2$ and $\theta_3$ is a consequence of the convergence of the series (D.6), (D.7) for $|q| < 1$ or equivalently $\text{Im} \tau > 0$.

2. The functions $\theta_2(t; q)$ and $\theta_3(t; q)$ enjoy periodicity properties: they are periodic under $u \rightarrow u + 1$, being functions of $t$ only, and quasi-periodic under $u \rightarrow u + \tau$ or equivalently $t \rightarrow t q$

$$\theta_2(t q; q) = t^{-\frac{1}{2} q^{-1}} \theta_2(t; q), \quad \theta_3(t q; q) = t^{-\frac{1}{2} q^{-1}} \theta_3(t; q). \quad (D.12)$$

3. The functions $\theta_2(t; q)$ and $\theta_3(t; q)$ each have a single simple zero on $\mathcal{E}$,

$$\theta_2(-1; q) = 0, \quad \theta_3(-q^{\frac{1}{2}}; q) = 0. \quad (D.13)$$

To invert (D.3) and (D.4), we adopt the same strategy as [112] and define

$$t^2 = \frac{y_1^2}{q_1 y_0^2} = e^{-2\pi i \gamma}, \quad (D.14)$$

$$T_r = \frac{T_0}{T_1} = \frac{T_{1,0}}{T_{0,0}} \left( \frac{q_0}{q_1} \right)^{\frac{1}{2}} \frac{\theta_3(t^2; q^2)}{\theta_2(t^2; q^2)}. \quad (D.15)$$

We can now use the three properties of the $\theta$-functions stated above to derive the following properties of $T_r$. By property 1, $T_r$ is a meromorphic function. By property 2, it is well-defined on $\mathcal{E}$ because the coefficients in the periodicity relations (D.12) cancel in the ratio (D.15). By property 3, it has two simple poles at $t = \pm i$ and two simple zeroes at $t = \pm i q^{\frac{1}{2}}$. Finally, it is an even function of $u$ since it is evaluated for $t^2$. The fact that $T_r$ is an even meromorphic function on $\mathcal{E}$ with prescribed poles and zeroes allows us to rewrite it in a different way. Indeed, the field of meromorphic functions on an elliptic curve is the field of...
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fractions generated by the two elements \((X(t; q), Y(t; q))\) (subject to the relation \((D.22)\) to be discussed shortly), where

\[
X(t; q) = \wp(u; \tau), \tag{D.16}
\]

\[
Y(t; q) = 2\pi i t \frac{dX}{dt}(t; q) = \wp'(u; \tau) \tag{D.17}
\]

are the Weierstrass \(\wp\)-function and its derivative written in the more convenient \((t = e^{2\pi i u}, q = e^{2\pi i \tau})\) variables. The function \(\wp\) is an even meromorphic function on \(E\) with a double pole at the origin. This implies that \(\wp'\) is odd, and hence that \(T_r\) can be written as a function of \(\wp\) (or equivalently of \(X\)) only. To match the poles and zeroes of \((D.15)\), the right combination is

\[
T_r = T_r^\infty \frac{X(t; q) - X_0}{X(t; q) - X_1}, \tag{D.18}
\]

where

\[
X_0 = X(iq^{\frac{1}{2}}; q), \quad X_1 = X(i; q), \tag{D.19}
\]

\[
T_r^\infty = \frac{T_{1,0}}{T_{0,0}} \left( \frac{q_0}{q_1} \right)^{\frac{1}{4}} \frac{\theta_3(1; q^2)}{\theta_2(1; q^2)} = \frac{\theta_2(q_1^{-1}; q^2)}{\theta_2(q_1^{-1}; q^2)} \frac{\theta_3(1; q^2)}{\theta_3(1; q^2)}, \tag{D.20}
\]

which are found by matching the zeroes at \(t = \pm iq^{\frac{1}{2}}\), the poles at \(t = \pm i\) and the value at \(t = 1\) (which is a pole of \(X\)) respectively. We can now solve for \(X\) in \((D.18)\),

\[
X[T_r(z)](t; q) = \frac{T_r(z)X_1(q) - T_r^\infty(q_0, q_1)X_0(q)}{T_r(z) - T_r^\infty(q_0, q_1)}, \tag{D.21}
\]

where we have spelled out the full parametric dependence of the different quantities involved. We are now nearing the end of our journey through the land of elliptic functions: the RHS is now \(t\)-independent and all that remains is to invert the relation between \(t\) and \(X\) to obtain \(\gamma\) from \((D.14)\).

This can be done by recalling that \(X\) and \(Y\) satisfy the following polynomial equation:

\[
Y(t; q)^2 = 4X(t; q)^3 - g_2(q)X - g_3(q), \tag{D.22}
\]

which realizes the elliptic curve \(E\) as a projective variety inside \(\mathbb{P}^2\). The function \(X(t; q)\) admits the Fourier expansion

\[
X(t; q) = -4\pi^2 \left[ \frac{t}{(1 - t)^2} + \frac{1}{12} + \sum_{k=1}^\infty k \frac{q^k}{1 - q^k} (t^k + t^{-k} - 2) \right], \tag{D.23}
\]
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which coincides with the Weierstrass \( \wp \)-function by uniqueness.\(^1\) The coefficients \( g_2 \) and \( g_3 \) are modular forms of weight 4 and 6 respectively. Their Fourier expansions read

\[
g_2(q) = (-4\pi^2)^2 \left[ \frac{1}{12} + 20 \sum_{k=1}^{\infty} \frac{k^3 q^k}{1-q^k} \right], \tag{D.24}
\]

\[
g_3(q) = (-4\pi^2)^3 \left[ -\frac{1}{216} + \frac{7}{3} \sum_{k=1}^{\infty} \frac{k^5 q^k}{1-q^k} \right]. \tag{D.25}
\]

The equation (D.22) can be proven by showing that \( Y^2 - 4X^3 + g_2X + g_3 \) is holomorphic and hence constant, and showing that this constant vanishes.

The equation (D.22) plays a crucial role. By plugging the explicit value (D.21) into (D.22) and forgetting about the \( t \)-dependence of \( Y \), we obtain the Seiberg-Witten curve of this model. However, we are not interested in the Seiberg-Witten curve itself but in \( t^2 \). It will be convenient to rewrite the equation (D.22) in terms of its three roots \( e_i(q) \):

\[
Y(t; q)^2 = 4 \left[ X(t; q) - e_1(q) \right] \left[ X(t; q) - e_2(q) \right] \left[ X(t; q) - e_3(q) \right], \tag{D.26}
\]

which are at

\[
e_1(q) = X(-1; q), \quad e_2(q) = X(-q^{\frac{1}{2}}; q), \quad e_3(q) = X(q^{\frac{1}{2}}; q). \tag{D.27}
\]

Combining the equation (D.26) with the definition (D.17) of \( Y \) and the value of \( X \) in terms of \( T_r \) (D.18), we can write

\[
\frac{dt}{t} = -2\pi i \frac{dX[T_r]}{Y} = -\pi i \frac{T_r'(z) \frac{dX}{dT_r}[T_r]}{\sqrt{\prod_{i=1}^{3} (X[T_r(z)] - e_i)}}. \tag{D.28}
\]

The choice of branch for the square root must be fixed in order to match the perturbative result in the \( z \to \infty \) corresponding to the UV of the theory. The RHS is independent of \( t \), hence \( t \) can be found by integrating this equation on a contour that does not cross any branch cuts,

\[
\log \frac{t(z)}{t_1} = -\pi i \int_{z_1}^{z} \frac{T_r'(x) \frac{dX}{dT_r}[T_r]}{\sqrt{\prod_{i=1}^{3} (X[T_r(x)] - e_i)}}. \tag{D.29}
\]

\(^1\)It is meromorphic and periodic in \( u \) with a double pole at \( u = 0 \) of residue one; subtracting this pole gives a function which vanishes at zero. These properties define the Weierstrass \( \wp \)-function uniquely.
Appendix D. Non-perturbative computation of the correlator

To fix the lower bound, we use the relation (D.14) between $t$ and $y_a$. The large $z$ asymptotics of $y_a$ are $y_a(z) \sim z^{N+M}$ by (D.2), hence we have

$$t_1 = \lim_{z \to \infty} t(z) = q_1^{-\frac{1}{2}}.$$ \hfill (D.30)

Using the relation between $\gamma$ and $t$ (D.14), we finally obtain an explicit expression for $\gamma$,

$$2\pi i \gamma(z) = 2\pi i \tau_1 - 2\pi i \int_z^\infty \frac{T'_r(x) \frac{dX}{dT_r}[T_r]}{\sqrt{\prod_{i=1}^3 (X[T_r(x)] - e_i)}}.$$ \hfill (D.31)

The integrand of (D.31) can be massaged a bit in order to obtain a simpler expression. First, one can evaluate $\frac{dX}{dT_r}[T_r]$ from (D.21),

$$\frac{dX}{dT_r}[T_r] = T_r^\infty(X_0 - X_1)(T_r - T_r^\infty)^2.$$ \hfill (D.32)

Plugging this into the integrand of (D.31) and expanding $X[T_r]$ yields

$$\frac{T'_r(x) \frac{dX}{dT_r}[T_r]}{\sqrt{\prod_{i=1}^3 (X[T_r(x)] - e_i)}} = -\beta \frac{T'_r(x)}{\sqrt{\prod_{j=0}^3 (T_r(x) - E_j)}};$$ \hfill (D.33)

where

$$\beta = -2\pi i \frac{T_r^\infty}{\sqrt{\prod_{i=1}^3 (X_1 - e_i)}},$$ \hfill (D.34)

$$E_i = T_r^\infty \frac{X_0 - e_i}{X_1 - e_i} \quad \text{for} \quad i = 1, 2, 3;$$ \hfill (D.35)

$$E_0 = T_r^\infty.$$ \hfill (D.36)

Using identities relating the quantities $\varphi - e_i$ to the Jacobi $\theta$-functions (see for instance [134]), one can prove that $E_0 = -E_1$ and $E_2 = -E_3$. Hence by defining

$$\alpha_1 = E_2 = -E_3, \quad \alpha_2 = E_0 = -E_1,$$ \hfill (D.37)

the RHS of (D.33) can then be further simplified to

$$\frac{T'_r(x) \frac{dX}{dT_r}[T_r]}{\sqrt{\prod_{i=1}^3 (X[T_r(x)] - e_i)}} = -\beta \frac{T'_r(x)}{2\pi i \sqrt{(T_r(x)^2 - \alpha_1^2)(T_r(x)^2 - \alpha_2^2)}}.$$ \hfill (D.38)

This yields the formula (6.38) quoted in the main text by plugging (D.38) back into (D.31).
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