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Abstract

We propose a novel learning-based framework for image reconstruction particularly designed for training without ground truth data, which has three major building blocks: energy-based learning, a patch-based Wasserstein loss functional, and shared prior learning. In energy-based learning, the parameters of an energy functional composed of a learned data fidelity term and a data-driven regularizer are computed in a mean-field optimal control problem. In the absence of ground truth data, we change the loss functional to a patch-based Wasserstein functional, in which local statistics of the output images are compared to uncorrupted reference patches. Finally, in shared prior learning, both aforementioned optimal control problems are optimized simultaneously with shared learned parameters of the regularizer to further enhance unsupervised image reconstruction. We derive several time discretization schemes of the gradient flow and verify their consistency in terms of Mosco convergence. In numerous numerical experiments, we demonstrate that the proposed method generates state-of-the-art results for various image reconstruction applications—even if no ground truth images are available for training.

1 Introduction

In this paper, we are concerned with inverse problems in image reconstruction, in which the unknown ground truth image \( y \) should be recovered from an observation \( z \). The underlying forward model is of the form

\[
z = Z(Ay, \zeta),
\]

where \( \zeta \) is a random variable modeling (i.i.d.) noise. We assume that the task-dependent linear operator \( A \) and the observation-generating function \( Z \) are fixed. In the case of additive Gaussian noise, for instance, \( A \) is the identity operator, \( \zeta \sim \mathcal{N}(0, \sigma^2 \text{Id}) \) and \( Z(y, \zeta) = y + \zeta \). Numerous problems in imaging such as denoising, deblurring, single image super-resolution, and demosaicing can be cast exactly into this form.

Inverse problems are often solved using variational methods, which allow for a Bayesian interpretation. Here, Bayes’ theorem implies that the posterior probability \( P(x|z) \) of the reconstructed image \( x \) given the observation \( z \) is proportional to the product of the data likelihood \( P(z|x) \) and the prior \( P(x) \). From a variational perspective, the data fidelity term \( D(Ax, z) \) is identified with \( -\log P(z|x) \) and the regularizer \( \mathcal{R}(x) \) with \( -\log P(x) \). Hence, maximizing the posterior probability in a logarithmic domain defines the maximum a posteriori (MAP) estimator, which is equivalent to minimizing the energy functional \( \mathcal{E} \) given by

\[
\mathcal{E}(x, z) = D(Ax, z) + \mathcal{R}(x).
\]

Several hand-crafted regularizers have been proposed relying on structural assumptions on the images. For example, the well-known total variation \([\text{ROF92}]\) enforces sparse gradients and thus induces piecewise constant
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images. Multiple extension including the total generalized variation \cite{BKP10} and its variants \cite{KDK19} penalize higher-order derivatives while promoting piecewise smooth regions.

Recently, several data-driven approaches have been proposed to learn the regularizer embedded in a variational model. This approach is motivated by the diverse structure of natural images, which is only insufficiently covered by the aforementioned hand-crafted regularizers. Nowadays, learning-based regularizers vastly outperform their hand-crafted counterparts as predicted in \cite{LN11}, we refer the reader to section 1.1 for a recent overview. In this paper, we utilize the total deep variation (TDV) regularizer \cite{KEKP20b} representing a deep multi-scale convolutional neural network, whose robustness and local structure has been thoroughly analyzed in \cite{KEKP20a}.

While there are various possibilities to design a regularizer, the choice of the data fidelity term depends on the noise statistics and the prior for a given task. As a classical example, the squared $\ell^2$-norm is the proper choice for additive white Gaussian denoising with a Gaussian prior \cite{GN19}. However, apart from simulated noise instances and predefined simple priors, the choice of the optimal data fidelity term is in general unknown \cite{Nik07}. Frequently, $\ell^p$-norms are used due to their simplicity, but their applicability to realistic noise with learned priors is not always justified \cite{ZJH+20}.

In many practical applications, the statistics of the noise $\zeta$ in (1) is unknown as well as ground truth images $y$ are not available for learning. Hence, in this paper we introduce and analyze a learning framework based on a variational principle, which is tailored for image reconstruction in exactly this real-world context. In its core, we advocate three components:

1. in energy-based learning, both the data fidelity term and the regularizer are learned from data to account for the unknown noise statistics,
2. the patch-based Wasserstein loss functional is designed for energy-based learning in the absence of ground truth images,
3. in shared prior learning, the learned parameters of the prior are shared among the supervised and the patch-based Wasserstein loss functional to further enhance the image quality if no ground truth images are available.

In energy-based learning, the data fidelity term is either in the subclass of squared $\ell^2$-data terms, Fréchet metrics, or generalized divergences, and the regularizer is TDV. In supervised learning, all learnable parameters are computed in a mean-field optimal control problem \cite{EHL19}, in which the state equation coincides with the gradient flow of the energy functional. The control parameters are given as the entity of all learned parameters of the data fidelity term, the regularizer as well as the stopping time of the gradient flow trajectory. The terminal state of the gradient flow defines the reconstructed image and the loss penalizes its deviation from the ground truth image in an $\ell^p$-norm. In numerical experiments, we analyze the particular structure of the learned data fidelity terms in various settings and experimentally prove that we achieve state-of-the-art results for several problems in the supervised case. A comprehensive overview of learning an energy functional for general applications is presented in \cite{LCH06}.

Further, we advocate an unsupervised mean-field optimal control problem with a patch-based Wasserstein loss functional, in which a patch-wise statistical comparison of image features is performed. In its core, the loss functional quantifies the Wasserstein distance of two discrete measures, in which the former again depends on the terminal state of the gradient flow trajectory and the latter relies on a family of uncorrupted reference patches. We compare three different linear feature extraction operators: the mean-invariant patch extraction operator, the DCT-II operator, and a linear autoencoder.

Shared prior learning describes a mean-field optimal control problem, in which the loss functional is a convex combination of the loss functional utilized for supervised learning and the previously defined patch-based Wasserstein loss functional. We stress that the parameters of the regularizer are shared among both functionals, all remaining parameters are optimized separately. Moreover, we require one data set for each loss functional:

- In the unsupervised case, the data set is comprised of independent collections of observations and reference patches.
The data set in the supervised loss functional consists of pairs of ground truth and corrupted images, where the latter are synthesized in this work. Heuristically, the synthesized images should as far as possible exhibit structural similarities with the observations in the unsupervised case.

We emphasize that in all tasks we are actually only interested in the reconstruction of the observations in the unsupervised case, for which no ground truth images are available. Moreover, these observations are entirely unrelated to the remaining training data. In the case of realistic image denoising, for instance, the training data set for the supervised task consists of high-quality images and synthesized observations, the training data set in the unsupervised problem is given by the observed images (corrupted by realistic noise) and a set of uncorrupted reference patches, which are both independent. Note that this approach shares some similarities with semi-supervised multi-task regression \cite{ZY09}.

For the numerical realization, we propose three discretization schemes of the gradient flow, which define a discretized mean-field optimal control problem. The consistency of the different discretization schemes is verified in terms of Mosco convergence, which in particular proves the convergence of the time-discrete minimizers to their time-continuous counterparts. In several numerical experiments, we achieve state-of-the-art results for numerous image reconstruction tasks–even in the absence of ground truth images.

The paper is structured as follows: In section \ref{sec:energy-based-learning} we introduce energy-based learning, the patch-based Wasserstein loss functional and shared prior learning in the time-continuous case. Section \ref{sec:time-discretization} is devoted to the time-discretization of the gradient flow as well as the discretizations of the data fidelity term and the regularizer. The consistency of the discretization schemes in terms of Mosco convergence is the subject of section \ref{sec:consistency}. Finally, we numerically validate the applicability of our approach for various imaging problems in section \ref{sec:numerical-experiments}, in which we achieve state-of-the-art results.

### 1.1 Related Work

Variational approaches for imaging have been advocated in various publications, among which the TV-$L^2$ model \cite{ROF92} incorporating the total variation (TV) as the regularizer is one of the most prominent. However, the total variation relies on the first principle assumption stating that images are composed of piecewise constant regions with sparse gradients, that is why staircasing artifacts are promoted. This effect can be overcome by the inclusion of higher-order image derivatives \cite{CMM00, SS08, WT10}. A well-known extension of TV is the total generalized variation (TGV) \cite{BKP10}, in which a balancing of the image derivatives up to a predefined order is performed and thus prevents the formation of staircasing. Different approaches to remove staircasing are based on the inclusion of directional information in the regularizer \cite{BBD06, LRMU15, PMS20} and the penalization of the curvature of level lines to enforce continuity of edges \cite{NMS93, CP19}. However, hand-crafted regularizers are unable to entirely capture the statistics of natural images, that is why data-driven methods are commonly superior \cite{LOS18, LSAH20}.

Throughout the last years, several machine learning-based regularizers have been proposed for image reconstruction \cite{LIMK18}. Bigdeli and Zwicker \cite{BZ18} exploited autoencoding priors, which achieve competitive results even if the regularizers are trained for similar tasks. In \cite{DWY19}, a deep convolutional network-based prior resulting from an unfolding of the algorithm is proposed, which is composed of denoising modules and successive back-projection modules to enforce data consistency. A particular generalization of the total variation are Fields of Experts (FoE) regularizers \cite{RB09}, whose building blocks are learned filters and learned potential functions. In \cite{ST09}, discriminative learning of FoE via implicit differentiation is advocated, which turns out to be superior to the originally proposed generative learning. Integrating the FoE regularizer in a reaction-diffusion process and unrolling the gradient descent algorithm with iteration-dependent parameters was proposed in \cite{CP17} (TNRD) and \cite{Lef16}. Variational networks \cite{KKHP17} build upon TNRD by additionally incorporating an incremental proximal gradient scheme. In \cite{EKKP20}, an optimal control formulation of the training process is analyzed, in which the state equation is the gradient flow associated with an energy functional composed of a squared $\ell^2$-data term and the FoE regularizer. Interestingly, the optimal stopping parameter is essential to achieve competitive results for image reconstruction tasks. Finally, in \cite{KEKP20a, KEKP20b} the training process is modeled as a sampled/mean-field optimal control problem.

\begin{itemize}
  \item The data set in the supervised loss functional consists of pairs of ground truth and corrupted images, where the latter are synthesized in this work. Heuristically, the synthesized images should as far as possible exhibit structural similarities with the observations in the unsupervised case.
\end{itemize}
and the FoE regularizer is replaced by the total deep variation (TDV), which is a deep convolutional neural network consisting of several successive U-Net type networks [RFB15]. In various numerical experiments, the state-of-the-art performance for image reconstruction problems is shown and the stability of the regularizer with respect to variations of the input data and learned parameters is validated.

In the literature, numerous approaches to unsupervised image restoration have been suggested. Figueiredo and Leitão [FLa97] incorporated a compound Gauss–Markov random field to model image discontinuities in combination with the minimum description length principle for unsupervised image restoration. A recent unsupervised restoration technique is the deep image prior [UVL18], in which untrained convolutional neural networks are fit to a single corrupted image, where the structure of the network is essential for the reconstruction quality. Based on simple statistical arguments, the Noise2Noise [LMH+18] method is a further prominent approach for image restoration without requiring uncorrupted data yielding competitive restoration results. An extension of Noise2Noise is Noise2Void [KB19], where a single degraded image suffices for the unsupervised training of a denoising network especially designed for medical tasks. Recently, a further extension called Noise2Self [BR19] was advocated, in which a self-supervised loss functional is exploited for image denoising. Du et al. [DCY20] introduced a novel general unsupervised learning method based on invariant representations of noise data exploiting an adversarial domain adaption. Pajot et al. [PdBG19] advocated an unsupervised image reconstruction framework, where the loss function is a linear combination of an adversarial loss and a reconstruction loss to enforce data consistency. Recently, Dittmer et al. [DSM20] devised an unsupervised framework for additive noise removal based on Wasserstein GANs [ACB17].

There are several links to our particular Wasserstein-based loss functional. In [ERY20], the performance of the quadratic Wasserstein distance for data matching is analyzed and the robustness against high-frequency noise patterns is shown. Schmitz et al. [SBH+18] advocated a nonlinear Wasserstein dictionary learning for images decoded as probability measures. In a similar fashion, Rolet et al. [RCP16] proposed a dictionary learning framework, in which the observations are encoded as normalized histograms of features.

To the best of our knowledge, there has been no technique comparable with the proposed shared prior learning in the literature. However, the combination of (simulated) training data with natural image data in a semi-supervised fashion has been analyzed in several publications, which mostly rely on elaborate convolutional neural network structures. Recent publications in this direction address the tasks of low-dose computed tomography reconstruction [LYLR19], single image rain removal [WMZ+19], and image dehazing [LDR+20]. The inclusion of unpaired training data has also been utilized for the training of generative adversarial networks [ZPIE17, CVK19].

1.2 Notation

We denote by $C^0(X,Y)$ the space of continuous, by $C^k(X,Y)$ the space of $k$-times continuously differentiable functions and by $C^{k,\alpha}(X,Y)$, $\alpha \in (0,1]$, the space of Hölder functions mapping from $X$ to $Y$, where an additional subscript $c$ indicates a function with compact support. The associated norms are denoted by $\|\cdot\|_{C^0}$, $\|\cdot\|_{C^k}$, $\|\cdot\|_{C^{k,\alpha}}$, respectively. In addition, $\|\cdot\|_{C^{k,\alpha}}$ is the seminorm in the respective Hölder space. Further, we use the standard notation $L^p(X)$ and $H^m(X) = W^{m,2}(X)$ to denote Lebesgue and Sobolev spaces, respectively. The symbol $1_n \in \mathbb{R}^n$ denotes the column one vector, i.e. $1_n = (1, \ldots, 1)^\top$, and $\text{Id}$ is the identity matrix in the respective vector space. The largest eigenvalue of a matrix $A$ is denoted by $\sigma_{\text{max}}(A)$. Finally, the indicator function of a set $S$ is written as $\mathbb{I}_S$, i.e. $\mathbb{I}_S(x) = 1$ if $x \in S$ and 0 otherwise.

1.3 Wasserstein distance

In this section, we recall the Wasserstein distance in the general case as well as a fully discrete version. Afterwards, we utilize an algorithm to compute the discrete Wasserstein distance incorporating the Bregman distance on the entropy, which can be regarded as a modification of the widely used Sinkhorn algorithm [Sin64, Cut13].

The definition of the Wasserstein distance is as follows [Vil09, PC19]:
Definition 1.1. Let $\mu, \nu$ be two probability measures on $\mathbb{R}^n$. Then, for $p \in [1, \infty)$ the Wasserstein distance associated with the $\ell^p$-norm is given by

$$W_p(\mu, \nu) := \inf_{\pi \in \Pi(\mu, \nu)} \int_{\mathbb{R}^n \times \mathbb{R}^n} \|x - y\|_p d\pi(x, y),$$

where $\Pi(\mu, \nu)$ denotes the set of all joint probability measures on $\mathbb{R}^n \times \mathbb{R}^n$ whose marginals are $\mu$ and $\nu$.

In what follows, we define for any collection of points $v = (v_1, \ldots, v_N), v_i \in \mathbb{R}^n$, the discrete measure $\mu[v]$ as

$$\mu[v](S) := \frac{1}{N} \sum_{i=1}^{N} \delta_{v_i}(S)$$

for $S \subset \mathbb{R}^n$, where $\delta_{v_i}(S) = 1$ if $v_i \in S$ and 0 otherwise. For a second collection of points $w = (w_1, \ldots, w_N), w_i \in \mathbb{R}^n$, and $p \in [1, \infty)$ the cost matrix $C_p[v, w] \in \mathbb{R}^{N \times N}$ is defined as

$$(C_p[v, w])_{i,j} := \|v_i - w_j\|_p.$$ 

Following [San15, Chapter 6.4], the discrete Wasserstein distance between $\mu[v]$ and $\mu[w]$ with cost matrix $C_p[v, w]$ reads as

$$W_p(\mu[v], \mu[w]) := \inf \left\{ \text{tr}(C_p[v, w]^\top P) : P \in \mathbb{R}^{N \times N}, P_{i,j} \geq 0, P^\top 1_N = \frac{1}{N} 1_N, P 1_N = \frac{1}{N} 1_N \right\}.$$ 

Classically, the Sinkhorn algorithm is exploited to approximate the discrete Wasserstein distance using an entropy regularization. In this paper, we apply a proximal version of the Sinkhorn algorithm proposed in [BCC+15, XWWZ19], which is based on an inexact proximal point method to increase convergence speed and stability. In fact, the Bregman divergence with respect to the entropy and the solution of the transport map in the previous iteration step is added to the discrete Wasserstein distance. This reformulation amounts to a rescaling of the cost matrix in each iteration step. Thus, compared to the classical Sinkhorn algorithm, the only difference can be found in line 6 of Algorithm 1.

```
1: Initial: discrete probability measures $\mu[v]$ and $\mu[w]$, collections of points $v$ and $w$, cost matrix $C_p[v, w]$ for $p \geq 1$, regularization parameter $\beta > 0$, maximum number of iterations $J \in \mathbb{N}$
2: $b = \frac{1}{N} 1_N$
3: $G_{i,j} = \exp(-\frac{1}{\beta}(C_p[v, w])_{i,j})$
4: $T_N^{(1)} = 1_N 1_N^\top$
5: for $j = 1$ to $J$ do
6: $Q = G \otimes T_N^{(j-1)}$
7: $a = \frac{\mu[v]}{Qa}$
8: $b = \frac{\mu[w]}{Qb}$
9: $T_N^{(j+1)} = \text{diag}(a) Q \text{diag}(b)$
10: end for
11: return $T_N^{(J+1)}$
```

Algorithm 1: Proximal version of Sinkhorn algorithm to approximate $W_p$.

2 Time-continuous mean-field optimal control problems

In this section, we introduce all novel main concepts of this paper: energy-based learning (section 2.1), the patch-based Wasserstein loss functional (section 2.2), and shared prior learning (section 2.3).
In this paper, we are concerned with inverse problems \[\text{[EHN96]}\] of the form
\[
z = Z(Ay, \zeta),
\] (2)
where \(y \in \mathbb{R}^{n_y}\) denotes an unknown ground truth image with a resolution of \(n = \text{width} \times \text{height} \times C\) channels, i.e. \(n_y = nC\). Throughout this paper, we always identify images with their vector representations. As an example, the ground truth image on the multichannel pixel grid \(\mathbb{R}^{\text{width} \times \text{height} \times C}\) is cast as \(\mathbb{R}^{n_y}\). Moreover, \(z \in \mathbb{R}^{n_z}\) refers to the observation, and \(\zeta \in \mathbb{R}^{n_z}\) is a random variable modeling i.i.d. noise with a finite second momentum. We assume that the task-dependent linear operator \(A \in \mathbb{R}^{n_z \times n_y}\) and the observation-generating function \(Z : \mathbb{R}^{n_z} \times \mathbb{R}^{n_z} \to \mathbb{R}^{n_z}\) are fixed. For simplicity, we only consider two-dimensional data and remark that the subsequent methods are applicable to data of any dimension with minor modifications. In the case of additive white Gaussian noise, for instance, \(A\) is the identity operator with \(n_y = n_z\), \(\zeta \sim \mathcal{N}(0, \sigma^2 \text{Id})\) and \(Z(y, \zeta) = y + \zeta\).

2.1 Energy-based learning

The starting point of our analysis presented in section 2.1.1 is the variational formulation of inverse problems, in which the energy functional is composed of a learned data fidelity term and a learned regularizer. In section 2.1.2 the supervised learning process is modeled as a mean-field optimal control problem, where the state equation is the gradient flow associated with the energy functional.

2.1.1 Energy functional and gradient flow

In energy-based learning, both the data fidelity term and the regularizer are learned from data. We retrieve a reconstruction \(x \in \mathbb{R}^{n_y}\) of \(y\) by minimizing
\[
\arg\min_{\tilde{x} \in \mathbb{R}^{n_y}} \mathcal{E}(\tilde{x}, z, \zeta, \theta) := D(A\tilde{x}, z, \zeta) + R(\tilde{x}, \theta).
\] (3)

The data fidelity term \(D \in C^3_c(\mathbb{R}^{n_z} \times \mathbb{R}^{n_z} \times \Xi, \mathbb{R}^+_{\text{loc}})\) with compact support quantifies the distance of \(Ax\) from the observation \(z \in \mathbb{R}^{n_z}\). Here, \(\xi \in \Xi\) denotes the learned parameter contained in the compact data parameter space \(\Xi \subset \mathbb{R}^{n_z}\). Throughout this paper, we consider three different choices of \(D\), where the compact support is enforced by a suitable smooth truncation for sufficiently large values:

1. Following [KEKP20b] [KEKP20a], we consider the squared scaled \(\ell^2\)-data term given by
\[
D(Ax, z, \xi) = D_{\ell^2}(Ax, z, \xi) := \frac{\xi}{2} \|Ax - z\|_2^2,
\]
where the scale parameter \(\xi \in \Xi\) for \(n_\Xi = 1\) is learned from data.

2. Next, we consider the case in which \(D\) is a Fréchet metric, i.e.
\[
D(Ax, z, \xi) = D_F(Ax, z, \xi) := \sum_{i=1}^{n_z} \rho_F((Ax - z)_i, \xi),
\]
where \(\rho_F \in C^3_c(\mathbb{R} \times \Xi, \mathbb{R}^+_0)\) is a function parametrized by \(\xi\) satisfying
(a) \(\rho_F(x, \xi) = \rho_F(-x, \xi)\),
(b) \(\rho_F(x, \xi) \geq 0\), where \(\rho_F(x, \xi) = 0\) if and only if \(x = 0\),
(c) \(\rho_F(x + y, \xi) \leq \rho_F(x, \xi) + \rho_F(y, \xi)\).

3. In the case of a generalized divergence, we assume that
\[
D(Ax, z, \xi) = D_{\div}(Ax, z, \xi) := \sum_{i=1}^{n_z} \rho_{\div}((Ax)_i, z_i, \xi).
\]
Here, $\rho_{\text{div}} \in C^3_c(\mathbb{R} \times \mathbb{R} \times \Xi, \mathbb{R}^+_0)$ is convex in the first argument and satisfies $\rho_{\text{div}}(s, t, \xi) = 0$ if and only if $s = t$. Throughout this paper, the regularizer $\mathcal{R} \in C^3_c(\mathbb{R}^n \times \Theta, \mathbb{R})$ is the total deep variation KEKP20b KEKP20a, which is a convolutional neural network with learned parameters $\theta \in \Theta$ for a compact regularizer data space $\Theta \subseteq \mathbb{R}^n$. Here, $\mathcal{R}$ is the sum of the pixelwise deep variation $r : \mathbb{R}^n \times \Theta \to \mathbb{R}$, i.e. $\mathcal{R}(x, \theta) = \sum_{i=1}^n r(x, \theta)_i$, where $r$ has the form $r(x, \theta) = w\mathcal{N}(Kx)$. The components of the pixelwise deep variation are as follows:

- $K \in \mathbb{R}^{mn \times n_y}$ is the matrix representation of a learned $3 \times 3$ convolution kernel $k$ with $m$ feature channels and zero-mean constraint (i.e. $\sum_{i,j=1}^{3} k_{i,j} = 0$) to enforce mean-invariance,
- $\mathcal{N} : \mathbb{R}^{mn} \to \mathbb{R}^{mn}$ is a sufficiently smooth multiscale convolutional neural network with compact support, which is detailed in section 3.3
- $w \in \mathbb{R}^{n \times mn}$ is the matrix representation of a learned $1 \times 1$ convolution kernel.

Thus, each $\theta$ encodes the learnable parameters of $K$, $\mathcal{N}$ and $w$.

A widespread approach to minimize (3) relies on the gradient flow ACS08, which reads as

$$\dot{x}(t) = f(\bar{x}(t), z, \xi, \theta) := -\nabla_1 \mathcal{E}(\bar{x}(t), z, \xi, \theta) = -A^T \nabla_1 D(A\bar{x}(t), z, \xi) - \nabla_1 \mathcal{R}(\bar{x}(t), \theta),$$

(4)

where $t$ is contained in the time interval $[0, T]$ and $T$ is the stopping time. The initial value $\bar{x}(0)$ is set to $A_{\text{init}}z$ for a fixed task-dependent matrix $A_{\text{init}} \in \mathbb{R}^{n_y \times n_z}$. Further, we assume that $T \leq T_{\text{max}}$ with $T_{\text{max}} > 0$ denoting the maximum time horizon. The reparametrization $x(t) = \bar{x}(tT)$ converts (4) into the equivalent gradient flow

$$\dot{x}(t) = T f(x(t), z, \xi, \theta)$$

(5)

on the time interval $[0, 1]$ with the same initial value as before. In this case, the reconstruction of the unknown ground truth image is given by $x(1)$. In general, we denote the image trajectory evaluated at time $t \in [0, 1]$ by $x(t, z, T, \xi, \theta)$ to highlight the dependency on $(z, T, \xi, \theta)$.

2.1.2 Optimal control problem for supervised energy-based learning

In this section, we cast the training process for the supervised energy-based learning as a mean-field optimal control problem following E17 EHL19. To this end, let $(\Omega^{Su}, \mathcal{F}^{Su}, P^{Su})$ be a complete probability space, which is associated with the joint data distribution $P^{Su}$ of the training data $(y, z) \in \mathbb{R}^{n_y} \times \mathbb{R}^n$ representing pairs of ground truth images and corresponding observations. We assume that both random variables are dependent with a finite second momentum, and we denote by $P^{Su,z}$ the marginal distribution with respect to the observations.

Commonly, the learned parameters in a machine learning setting are optimized by comparing the outcome of a network depending on input data with the associated ground truth in a specific metric. In our case, given a pair $(y, z) \sim P^{Su}$ we aim at minimizing the mean distance of the reconstruction $x(1, \pi, T, \xi, \theta)$ from the ground truth image $y$ measured in terms of the loss function $\ell$, which is either $\ell(x, y) = (\sum_i (x_i - y_i)^2 + \epsilon^2)^{\frac{1}{2}}$ (denoted by $\ell^1$) for $\epsilon > 0$ or $\ell(x, y) = \|y - x\|_2$ (denoted by $\ell^2$). Then, the optimal parameters $(T, \xi, \theta)$ that uniquely determine the model output $x(1, \pi, T, \xi, \theta)$ are inferred from the mean-field optimal control problem for supervised energy-based learning given by

$$\inf \{ \mathbb{E}_{(y, z) \sim P^{Su}} [\ell(x(1, \pi, T, \xi, \theta), y) : T \in [0, T_{\text{max}}], \xi \in \Xi, \theta \in \Theta] \}.$$  

(6)

We remark that the state equation (5) of this optimal control problem is a stochastic ordinary differential equation whose only source of randomness is the observation $z$. The existence of optimal control parameters $(T, \xi, \theta)$ for (6) is discussed in section 2.3. Figure 1 visualizes the training process in the mean-field optimal control setting for salt-and-pepper denoising with $A = A_{\text{init}} = \text{Id}$ using the shorthand notation $x(t, \pi) = x(t, \pi, T, \xi, \theta)$. Compared to the mean-field optimal control problem proposed in KEKP20a, we here additionally learn the parameters $\xi$ of the data fidelity term, which gives rise to the term energy-based learning.
2.2 Patch-based Wasserstein loss functional

In this section, we propose an unsupervised mean-field optimal control problem based on the patch-wise Wasserstein distance to compare local image statistics. As before, the state equation coincides with the gradient flow of the previously defined energy functional.

Motivated by the pioneering work of Mumford et al. [HM99, MG01, LPM03] on natural image statistics, we intend to compare the statistics of the approximate reconstruction given by the terminal state of the state equation with randomly drawn patches of reference images. To this end, we propose a cost functional which quantifies the mismatch of the distributions of the reconstructed image and reference patches using the discrete Wasserstein distance.

The comparison of whole images has proven to be infeasible with current computational tools due to the curse of dimensionality [PC19]. To overcome this issue, we restrict our method to local image comparisons on the level of patches. Therefore, we randomly draw $N \in \mathbb{N}$ patches of size $n_p^2$, which is usually larger than the size of the reconstructed image since we allow overlapping patches. To model the training data set, we consider the complete probability space $(\Omega^U, \mathcal{F}^U, P^U)$ defining the distribution $P^U$, where each pair of random variables $(\hat{z}, \hat{p}) \sim P^U$ models an observation $\hat{z} \in Z^U \subset \mathbb{R}^{n_z}$ and a collection of reference patches $\hat{p} \in \mathbb{R}^{N \times n_p^2}$. We assume that both random variables are independent with a finite second momentum. Further, we denote by $P^U, Z$ the corresponding marginal distribution with respect to the observations.

In what follows, we conduct a statistical comparison of the observations and reference patches on the level of features, which encode local structure information. The patch extraction operator $P : \mathbb{R}^{n_y} \to \mathbb{R}^{N \times n_p^2}$ crops the image into $N$ overlapping patches of size $n_p^2$. The features are extracted using a linear feature extraction operator $F : \mathbb{R}^{N \times n_p^2} \to \mathbb{R}^{N \times n_F}$. In this work, we consider the subsequent choices for the feature extraction operator $F$:

**ID**: Let $\mathbb{R}^{N \times n_F} / \sim$ be the equivalence class of $N$ square patches with width and height $n_p$ (i.e. $n_F = n_p^2$), in which two patches are equivalent if and only if they coincide after subtracting the respective patch means. The mean-invariant identity operator $ID : \mathbb{R}^{N \times n_F} \to \mathbb{R}^{N \times n_F} / \sim$ subtracts the mean without further alterations of the patches.

**DCT**: As advocated by [LPM03], a reasonable feature extraction operator is the DCT-II transform without the constant component [BYR06]. In our case, the DCT operator is a mapping $DCT : \mathbb{R}^{N \times n_F^2} \to \mathbb{R}^{N \times n_F}$ with $n_F = n_p^2 - 1$, which assigns DCT coefficients to each patch, where the first coefficient is neglected to obtain a mean-invariant representation.

**AE**: Finally, we utilize the linear autoencoder operator $AE : \mathbb{R}^{N \times n_F^2} \to \mathbb{R}^{N \times n_F}$ with $n_F = n_p^2 - 1$ (in analogy to DCT) as a feature extraction operator, which is pretrained on the BSDS400 data set. In detail, let $x_i \in \mathbb{R}^{n_y}$, $1 \leq i \leq 400$, denote the collection of training images of the BSDS400 data set and $x_i^j \in \mathbb{R}^{n_F^2}$,
be the \( j \)th square patch of \( x_i \) for \( 1 \leq j \leq N \) with zero mean constraint, which is realized by applying \( \text{ID} \circ P \). Hence, the operator \( \text{AE} = (\tilde{\text{AE}}, \ldots, \tilde{\text{AE}}) \circ \text{ID} \) is obtained from

\[
\min_{\tilde{\text{AE}} \in \mathbb{R}^{n_p^{2} \times n_p^{2}}} \sum_{i=1}^{400} \sum_{j=1}^{N} \|D(\tilde{\text{AE}}x_{i}^{j}) - x_{i}^{j}\|_{2}^{2}.
\]

In other words, \( \text{AE} \) is composed of \( N \) identical operators \( \tilde{\text{AE}} \) mapping each single patch to a lower-dimensional representation.

Next, we propose the mean-field optimal control problem for unsupervised learning. In its core, the Wasserstein distance of the two discrete measures \( \mu[F(x(1, \hat{z}, T, \xi, \theta))] \) and \( \mu[F\hat{p}] \) is minimized in the mean-field setting, i.e. \( \hat{z} \) and \( \hat{p} \) are random variables. Note that \( x(1, \hat{z}, T, \xi, \theta) \) denotes the terminal state of the gradient flow equation emanating from the observation \( \hat{z} \) with the control parameters \( T, \xi \) and \( \theta \). Henceforth, we use the abbreviation

\[
W_{F,p}(v, w) := W_p(\mu[Fv], \mu[Fw]).
\]

Thus, the optimal control problem reads as

\[
\inf_{T, \xi, \theta} \mathbb{E}_{(\hat{z}, \hat{p}) \sim \mathcal{P}\mu_{\text{Un}}} W_{F,p}(\text{Px}(1, \hat{z}, T, \xi, \theta), \hat{p}) : T \in [0, T_{\text{max}}], \xi \in \Xi, \theta \in \Theta.
\]

For the definitions of the discrete measures, the cost matrix and the discrete Wasserstein distance, we refer the reader to section 1.3. We prove the existence of optimal control parameters \( (T, \xi, \theta) \) associated with (7) in section 2.3. Figure 2 summarizes the unsupervised mean-field optimal control problem (using the notation \( x(t, \hat{z}) = x(t, \hat{z}, T, \xi, \theta) \)).

Figure 2: Visualization of the unsupervised mean-field optimal control training problem.

There are several pros and cons of the sole use of the patch-based Wasserstein loss functional. For illustration, Figure 3 (first row) visualizes a prototypic image trajectory for additive white Gaussian denoising \( (n_p = 6, \sigma = 25, A = A_{\text{init}} = \text{Id}) \) along with a zoom with factor 6, which is evaluated at \( t \in \{0, 0.1, \ldots, 1\} \). All...
control parameters are computed using the patch-based Wasserstein loss functional in [7]. The probability measure associated with \( \mathcal{P}^\text{Un} \) is the discrete measure related to image patches of size 99 \( \times \) 99 of the DIV2K data set [AT17] for training and the BSDS68 data set [MFTM01] for validation, which were corrupted by additive white Gaussian noise with \( \sigma = 25 \), and reference patches \( \tilde{p} \) of the BSDS400 data set [MFTM01] of size \( n_p^2 \). The initial noisy image is gradually smoothed along the trajectory, which results in a blurry image at its terminal point. This property can also be observed in the entire data set. In detail, Figure 3 (second row) shows the plots

\[
\begin{align*}
\hat{t} & \mapsto \mathbb{E}_{(\hat{z},\hat{p}) \sim \mathcal{P}^\text{Un}} \text{PSNR}(x(\hat{t},\hat{z}), y(\hat{z})), \\
\hat{t} & \mapsto \mathbb{E}_{(\hat{z},\hat{p}) \sim \mathcal{P}^\text{Un}} W_{\text{DCT,1}}(\mathcal{P} x(\hat{t},\hat{z}), \hat{p})
\end{align*}
\]

for \( \hat{t} \in \{0, 0.1, \ldots, 1\} \) and different color-coded \( n_p \in \{6, 9, 12\} \). Here, \( y(\hat{z}) \) denotes the ground truth image associated with \( \hat{z} \). As a result, all PSNR curves have a peak for \( \hat{t} \in [0.1, 0.4] \), whereas the minimum of the Wasserstein distances is attained for larger \( \hat{t} \). Nevertheless, a significant increase of all PSNR scores compared to the noisy initialization can be observed. Moreover, high-frequency information are discarded and oversmoothed images are generated for larger \( \hat{t} \).

### 2.3 Shared prior learning

Next, we introduce shared prior learning as an extension of the patch-based Wasserstein loss functional, for which no ground truth images are required.

Shared prior learning describes a convex combination of the supervised loss functional with the patch-based Wasserstein loss functional resulting in the

\[
\text{mean-field optimal control problem}
\]

\[
\inf \left\{ J(x(1,\cdot, T^{\text{Su}}, \xi^{\text{Su}}, \theta), x(1,\cdot, T^{\text{Un}}, \xi^{\text{Un}}, \theta)) : (T^{\text{Su}}, T^{\text{Un}}, \xi^{\text{Su}}, \xi^{\text{Un}}, \theta) \in \Gamma \right\},
\]

where the cost functional is given by

\[
J(\bar{x}, \bar{\xi}) := \alpha \mathbb{E}_{(\bar{y},\bar{x}) \sim \mathcal{P}^\text{Su}} \ell(\bar{x}, \bar{y}) + (1 - \alpha) \mathbb{E}_{(\hat{z},\hat{p}) \sim \mathcal{P}^\text{Un}} W_{\text{F,1}}(\mathcal{P} \bar{x}(\hat{z}), \hat{p})
\]
for $\alpha \in [0,1]$. Here, the set of all control parameters is denoted by

$$\Gamma := [0,T_{\text{max}}]^2 \times \Xi^2 \times \Theta.$$  

Note that the optimal control problem (8) coincides with the supervised optimal control problem for $\alpha = 1$ and with the unsupervised optimal control problem for $\alpha = 0$. We stress that the stopping times $T^{S_u}$ and $T^{U_n}$ as well as the parameters $\xi^{S_u}$ and $\xi^{U_n}$ of the data fidelity terms are learned individually in the supervised and the unsupervised loss functionals, whereas the regularization parameter $\theta$ is shared among both. This separation is motivated by the fact that the data fidelity terms strongly depend on the reconstruction task, while the regularizer reflects the prior knowledge of the underlying image distribution.

In the standard setting, $(\gamma, \pi) \sim \mathcal{P}^{S_u}$ describes uncorrupted images $\gamma$ taken from any data set, where the corresponding observations $\pi$ are synthesized by the known forward model (2) potentially degraded by simulated noise, and $(\hat{\pi}, \hat{\gamma}) \sim \mathcal{P}^{U_n}$ refers to pairs of observations $\hat{\gamma}$ generated by a forward model with realistic noise and independent reference patches $\hat{\pi}$. We emphasize that the observations $\hat{\gamma}$ are entirely unrelated to all remaining training data, which are corrupted by unknown noise and potentially by an unknown linear operator in the forward model (2). Actually, we are exclusively interested in the reconstruction of the observations $\hat{\gamma}$ and not in the reconstruction quality for the synthesized observations $\pi$. Intuitively, the reconstruction quality of our method depends on the similarity of the degradation processes (2) for the synthesized and the real observations. Hence, shared prior learning can be seen as a trade-off between two opposing effects:

- Supervised learning leads to impressive reconstruction results if the noise statistics and the linear operator are known. However, if these assumptions are not entirely satisfied (for example, if the noise statistics are slightly altered), then supervised learning could yield poor results.
- We have seen in section 2.2 that unsupervised learning accurately compares image statistics, but fails to recover high-frequency information.

In summary, shared prior learning is an approach to further enhance the reconstruction quality of the given observations $\hat{\gamma}$ without ground truth, to which all remaining training data $\gamma$, $\pi$ and $\hat{\gamma}$ are unrelated. The shared parameters of the prior are simultaneously adapted to the real images via the unsupervised loss functional and to the synthesized observations, and thereby we intend to overcome the disadvantages of the patch-based Wasserstein loss functional discussed in section 2.2.

Next, we numerically verify the benefits of shared prior learning. Let $\mathcal{P}^{S_u}$ be the distribution modeling the entire BSDS400 data set [MFTM01] (each image with equal probability), where each $\pi$ is the sum of a ground truth image $\gamma$ and additive white Gaussian noise with $\sigma = 15$. The probability measure in the unsupervised case coincides with the measure used for Figure 3, in which the observations are degraded by additive white Gaussian noise with $\sigma = 25$. The image trajectory depicted in Figure 4 (first row) emanates from the same noisy initial image as in Figure 3, all subsequent images are evaluated at $t \in \{0, 0.4, \ldots, 1.0\}$, for which the control parameters are computed in (8) using $\alpha = 0.9$. Compared to the corresponding sequence in Figure 3, fine details and structures are preserved and less smoothing artifacts are visible. We have computed the average PSNR values on the entire validation set in Figure 4 (lower left), in which the control parameters are obtained from (8) with $\alpha \in \{0, 0.5, 0.9, 1.0\}$. At the terminal point, the average PSNR scores of the curves $\alpha = 0.5$ and $\alpha = 0.9$ are significantly above the corresponding unsupervised curve, which itself lies clearly above the supervised curve. The corresponding Wasserstein distances are plotted in Figure 4 (lower right). Interestingly, the terminal points of the curves $\alpha \in \{0.0.5, 0.9\}$ nearly coincide, whereas the terminal point of the supervised curve with $\alpha = 1$ is substantially higher. In summary, this example nicely illustrates the superiority of shared prior learning to pure supervised or unsupervised learning in the absence of ground truth images. We will present further numerical experiments in section 5.

The existence of optimal control parameters for (8) is verified in the next theorem:

**Theorem 2.1 (Existence of solutions)**. The minimum in (8) for $\alpha \in [0,1]$ is attained.

**Proof.** Let $(T^{S_u,j}, T^{U_n,j}, \xi^{S_u,j}, \xi^{U_n,j}, \theta^j) \in \Gamma$ be a sequence of control parameters such that

$$\pi^j : \mathcal{Z} \rightarrow \mathbb{R}^{n_v},$$  
$$\hat{\pi}^j : \mathcal{Z} \rightarrow \mathbb{R}^{n_v},$$  

$$\overline{\pi} \mapsto x(1, \overline{\pi}, T^{S_u,j}, \xi^{S_u,j}, \theta^j),$$  
$$\hat{\pi} \mapsto x(1, \hat{\pi}, T^{U_n,j}, \xi^{U_n,j}, \theta^j)$$
are minimizing sequences for $J$. Taking into account the smoothness assumptions regarding $\nabla_1 D$ and $\nabla_1 R$ as well as their compact support we can apply the Picard–Lindelöf Theorem \cite{Tes12} Theorem 2.2 and \cite{Tes12} Theorem 2.17 to deduce that the mappings $t \mapsto x(t, z, T_{\text{Su},j}^n, \xi_{\text{Su},j}, \theta^*)$ and $t \mapsto x(t, \hat{z}, T_{\text{Un},j}^n, \xi_{\text{Un},j}, \theta^*)$ are well-defined for $t \in \mathbb{R}$ and differentiable. Due to the compactness of the control parameter spaces a subsequence of $(T_{\text{Su},j}^n, T_{\text{Un},j}^n, \xi_{\text{Su},j}, \xi_{\text{Un},j}, \theta^*)$ (not relabeled) converges to the optimal control parameters $(T_{\text{Su},*}^n, T_{\text{Un},*}^n, \xi_{\text{Su},*}, \xi_{\text{Un},*}, \theta^*) \in \Gamma$. Next, we prove that $\pi^j \rightarrow \pi^*$ in $L^1(\mathcal{Z}^{\text{Su}}, \mathbb{P}^{\text{Su},z})$ and $\hat{\pi}^j \rightarrow \hat{\pi}^*$ in $L^1(\mathcal{Z}^{\text{Un}}, \mathbb{P}^{\text{Un},z})$, where $\pi^j(z) := x(1, z, T_{\text{Su},*}^n, \xi_{\text{Su},*}, \theta^*)$ and $\hat{\pi}^j(\hat{z}) := x(1, \hat{z}, T_{\text{Un},*}^n, \xi_{\text{Un},*}, \theta^*)$. Gronwall’s inequality applied to the initial value problem \cite{Tes12} Lemma 2.7 & Theorem 2.8] implies that

\begin{align}
\mathbb{E}_{\pi \sim \mathbb{P}^{\text{Su},z}} \left( \|\pi^j(\tau) - \pi^j(\tau)\|_2 \right) & \leq \frac{M^j(\text{exp}(L) - 1)}{L}, \\
\mathbb{E}_{\hat{\pi} \sim \mathbb{P}^{\text{Un},z}} \left( \|\hat{\pi}^*(\hat{\tau}) - \hat{\pi}^*(\hat{\tau})\|_2 \right) & \leq \frac{M^j(\text{exp}(L) - 1)}{L}.
\end{align}

Here, $L$ denotes the Lipschitz constant of the right-hand side of the state equation, i.e.

$$L := \sup_{(x_1, z_1), (x_2, z_2) \in \mathbb{R}^n \times \mathbb{R}^n} \frac{\|T^j f(x_1, z_1, \xi^j, \theta^*) - T^j f(x_2, z_2, \xi^j, \theta^*)\|_2}{\|(x_1, z_1) - (x_2, z_2)\|_2},$$

which is finite due to the compact support of $D$ and $R$. Likewise, $M^j$ is given by

$$M^j := \sup_{(x, z) \in \mathbb{R}^n \times \mathbb{R}^n} \|T^j f(x, z, \xi^j, \theta^*) - T^j f(x, z, \xi^j, \theta^*)\|_2,$$

which is finite following the same line of arguments as above. Moreover, $M^j \leq C_M (\|T^* - T^j\| + \|\theta^* - \theta^j\| + \|\xi^* - \xi^j\|)$ holds true for a constant $C_M > 0$. Thus, \cite{10} and \cite{11} imply that $\pi^j \rightarrow \pi^*$ in $L^1(\mathcal{Z}^{\text{Su}}, \mathbb{P}^{\text{Su},z})$ and $\hat{\pi}^j \rightarrow \hat{\pi}^*$ in $L^1(\mathcal{Z}^{\text{Un}}, \mathbb{P}^{\text{Un},z})$. In particular, for both sequences there exist subsequences (not relabeled) that converge pointwise a.e. Finally, by taking into account Fatou’s lemma we have proven $J(\pi^*, \hat{\pi}^*) \leq \lim inf_{j \rightarrow \infty} J(\pi^j, \hat{\pi}^j)$, which concludes this proof.

Figure 4: Illustration of the advantages of shared prior learning compared to the sole use of the patch-based Wasserstein loss functional.
Remark 2.2. Using a perturbation argument and Gronwall’s inequality we can easily prove that the solution satisfies $x \in C^1([0,1], C^0(\mathbb{R}^{n_x} \times [0,T_{\text{max}}] \times \Xi \times \Theta, \mathbb{R}^{n_y}))$.

3 Discretization of mean-field optimal control problems

The aim of this section is the discrete formulation of the mean-field optimal control problems discussed in section 2. To this end, we present different discretizations for the gradient flow equation in section 3.1. Furthermore, we elaborate on the discretization of the data fidelity term (section 3.2) and the total deep variation regularizer (section 3.3). Finally, the discretized mean-field optimal control problems for energy-based learning and shared prior learning are detailed in section 3.4.

3.1 Discretization schemes for the gradient flow

In this section, we propose three different discretization schemes for the state equation (5). In all schemes, the number of iteration steps $S \in \mathbb{N}$ is assumed to be fixed. Recall that $z \in \mathbb{R}^{n_z}$ refers to the observation, $x_0 = A_{\text{init}} z \in \mathbb{R}^{n_y}$ is an initial value depending on $z$, $T \in [0,T_{\text{max}}]$ is the time horizon, $\xi \in \Xi$ and $\theta \in \Theta$ are the learnable parameters of the data fidelity term and the regularizer, respectively. The proposed schemes are as follows:

- The **explicit forward Euler scheme** as one of the simplest Runge–Kutta schemes [Ark89] reads as
  \[ x_{s+1} = x_s + f^{\text{expl}}(x_s,z,S,T,\xi,\theta) \]
  for $s = 0,\ldots,S-1$ with
  \[ f^{\text{expl}}(x,z,S,T,\xi,\theta) := -\frac{T}{S} A^T \nabla_1 D(Ax,z,\xi) - \frac{T}{S} \nabla_1 R(x,\theta). \]

- Next, we introduce the **semi-implicit forward Euler scheme**, in which an implicit update step on the data fidelity term and an explicit step on the regularizer are performed. However, due to this particular structure we can only apply the scheme for image denoising (i.e. $A = \text{Id}$) since a closed-form expression for $x_{s+1}$ is in general not available. The scheme is given by
  \[ x_{s+1} = x_s - \frac{T}{S} \nabla_1 D(x_{s+1},z,\xi) - \frac{T}{S} \nabla_1 R(x_s,\theta) \]  \hspace{1cm} (12)
  for $s = 0,\ldots,S-1$. Note that this equation is equivalent to
  \[ x_{s+1} = f^{\text{impl}}(x_s,z,S,T,\xi,\theta), \]
  where
  \[ f^{\text{impl}}(x_s,z,S,T,\xi,\theta) := (\text{Id} + \frac{T}{S} \nabla_1 D(\cdot,z,\xi))^{-1}(x_s - \frac{T}{S} \nabla_1 R(x_s,\theta)), \]  \hspace{1cm} (13)
  and $(\text{Id} + \frac{T}{S} \nabla_1 D(\cdot,z,\xi))^{-1}$ is the proximal operator [CPI16] [BSS16].

- The starting point of the **Euler–Newton scheme** is a linearization of $\nabla_1 D$ in (12) for a general linear operator $A$ around the base point $x_{s+\frac{1}{2}} = x_s - \frac{T}{S} \nabla_1 R(x_s,\theta)$. Unlike the semi-implicit discretization, this scheme is applicable for general linear inverse problems and reads as
  \[ x_{s+1} = x_{s+\frac{1}{2}} - \frac{T}{S} A^T \nabla_1 D(Ax_{s+\frac{1}{2}},z,\xi) - \frac{T}{S} A^T \nabla_1^2 D(Ax_{s+\frac{1}{2}},z,\xi)(Ax_{s+1} - Ax_{s+\frac{1}{2}}) \]
  for $s = 0,\ldots,S-1$. After rearranging the terms we can rewrite this scheme as
  \[ x_{s+1} = f^{\text{EN}}(x_{s+\frac{1}{2}},z,S,T,\xi,\theta), \]
  where the function $f^{\text{EN}}$ is given by
  \[ f^{\text{EN}}(x,z,S,T,\xi,\theta) := x - (\frac{S}{T} \text{Id} + A^T \nabla_1^2 D(Ax,z,\xi) A)^{-1} A^T \nabla_1 D(Ax,z,\xi). \]
Note that this scheme is equivalent to a single Newton step of the proximal problem

$$\min_{x \in \mathbb{R}^n} \frac{\|x - x_s + \frac{x - x_s}{2} \|^2}{2T} + D(Ax, z, \xi),$$

which is initialized with the base point. We highlight that this scheme is stable due to the proximal structure of $F^{EN}$.

We denote by $x^{n,S} : \mathbb{R}^n \times [0, T_{\text{max}}] \times \Xi \times \Theta \rightarrow (\mathbb{R}^n)^{S+1}$ the discrete trajectories, which are associated with the discretization scheme $\kappa \in \{\text{expl}, \text{impl}, \text{EN}\}$, the control parameters $T$, $\xi$ and $\theta$, and the observation $z$. In particular, $x^{n,S}_n(z, T, \xi, \theta)$ refers to the terminal state of this discrete trajectory.

### 3.2 Discretization of data fidelity term and proximal operator

In this subsection, we elaborate on the discretization of the data fidelity term $D$ and the proximal operator discussed in section [2.1.1] and section [3.1]. Since the state equation (5) only requires the gradient of the data fidelity term, we start with the discretization of $\nabla_1 D$ using a weighted sum of cubic splines in order to fulfill the regularity assumptions. Since the semi-implicit scheme allows for a reformulation as a proximal operator, we learn a parametric function representing this operator instead of $\nabla_1 D$ in this case. Henceforth, we use the notation and the definitions introduced in section [2.1.1].

In the case of the Fréchet metric and the explicit/Euler–Newton scheme, we discretize the data fidelity term as the weighted sum of $2n_E + 1$ cubic spline basis functions $\varphi^{n_E,j}$, $j \in \{-n_E, \ldots, n_E\}$, with $n_E$ degrees of freedom in total due to the symmetry assumption $\rho_F(x, \xi) = \rho_F(-x, \xi)$. The centers of the basis functions are located at equidistant points on the interval $[-Q, Q]$ for a fixed $Q > 0$. Each basis function $\varphi^{n_E,j}_j$ is a translation of a cubic spline reference basis function $\varphi$ with support $\text{supp}(\varphi) = [-\frac{Q}{n_E}, \frac{Q}{n_E}]$ and centered around $\frac{Qj}{n_E}$, i.e. $\varphi^{n_E}_j(x) = \varphi(x - \frac{Qj}{n_E})$. Thus,

$$\nabla_1 \rho_F(x, \xi) = \sum_{j=-n_E}^{n_E} \xi_j \varphi^{n_E,j}(x)$$

(14)

for $x \in [-Q, Q]$. In particular, the coefficients of the basis functions satisfy $\xi_j = -\xi_j$, $\xi_0 = 0$, $\xi_{j-1} \leq \xi_j$ and $\xi_j \geq 0$ for $j \in \{1, \ldots, n_E\}$. Hence, $\xi = (\xi_1, \ldots, \xi_{n_E}) \in \Xi := \left(\mathbb{R}_0^+ \right)^{n_E}$.

In the case of the generalized divergence and the explicit/Euler–Newton scheme, the domain $[-Q, Q]^2$ is two-dimensional, that is why we discretize the data fidelity term for $(x, y) \in [-Q, Q]^2$ and $N_E = \frac{\sqrt{N_E}}{2}$ using the same basis functions as before as follows:

$$\nabla_1 \rho_{\text{div}}(x, y, \xi) = \sum_{i=-N_E}^{N_E} \sum_{j=-N_E}^{N_E} \xi_{i,j} \varphi^{N_E,i}_i(x) \varphi^{N_E,j}_j(y).$$

(15)

The coefficients have to satisfy $\xi_{i-1,j} \leq \xi_{i,j}$ and $\xi_{i,i} = 0$ for $i, j \in \{-N_E, \ldots, N_E\}$, and are adapted such that $\nabla_1 \rho_{\text{div}}(x, y, \xi) = 0$ for $x \in [-Q, Q]$. In summary, $\xi = \{\xi_{i,j} : i, j \in \{-N_E, \ldots, N_E\}\} \in \Xi := \mathbb{R}^{n_E}$ using the aforementioned constraints.

Finally, for the semi-implicit scheme we discretize the proximal operator appearing in (13) using (14) or (15), where we additionally impose a 1-Lipschitz constraint. Note that the monotonicity is already implied by the constraints on the coefficients.

We remark that in all cases the identity of indiscernibles is ignored for numerical reasons, i.e. $D(Ax, z, \xi) = 0$ does not necessarily imply $Ax = z$.

### 3.3 Total deep variation regularizer

In this subsection, we present the convolutional neural network $\mathcal{N}$ as a vital part of $\mathcal{R}$, which is taken from the total deep variation regularizer [KEKP20b, KEKP20a]. On the largest scale, the total deep variation
is composed of 3 blocks $\text{Bl}_i$, $i = 1, 2, 3$, as depicted in Figure 5 (upper left), where each block is designed as a U-Net [RFB15] with 5 residual blocks $R_i$, as shown in Figure 5 (lower left). In particular, residual blocks on the same scale are linked with skip connections (solid vertical arrows). To enhance the expressiveness of $N$, residual connections (dotted vertical arrows) connecting residual blocks on the same scale of consecutive blocks are added whenever possible. The residual block $R_j$ for $j = 1, \ldots, 5$ is modeled as

$$R_j(x) = x + K_{j,2} \Phi(K_{j,1} x)$$

for $3 \times 3$ convolution operators with $m$ feature channels and no bias, which are represented by matrices $K_{j,1}, K_{j,2} \in \mathbb{R}^{nm \times nm}$ (Figure 5 upper right). Here, we use the log-Student-t-distribution $\phi(x) = \frac{1}{2} \log(1 + x^2)$ as the componentwise activation function of $\Phi = (\phi, \ldots, \phi) : \mathbb{R}^{nm} \to \mathbb{R}^{nm}$, which is inspired by the work of Huang and Mumford [HM99] on the statistics of natural images. To avoid aliasing, we follow a recent approach by Zhang [Zha19], who advocated the use of $3 \times 3$ convolutions and transposed convolutions with stride 2 and a blur kernel to realize downsampling and upsampling. In total, we use $|\Theta| \approx 4 \cdot 10^5$ learnable parameters.

### 3.4 Discretized mean-field optimal control problems

This section is devoted to the introduction of the discretized versions of energy-based learning and shared prior learning. Intuitively, we solely replace the terminal states of the image trajectories in (6) and (8) by the corresponding terminal states of the discretized trajectories.

The **discretized mean-field optimal control problem for energy-based learning** is defined as

$$\inf \left\{ \mathbb{E}_{(\tau, \tau) \sim \mathcal{P}^{\text{en}}} \ell(x_{S}^{\kappa, \tau}(\tau, T, \xi, \theta, \eta)) : T \in [0, T_{\max}], \xi \in \Xi, \theta \in \Theta \right\}. \tag{16}$$

We recall from section 3.1 that $x_{S}^{\kappa, \tau}(\tau, T, \xi, \theta)$ denotes the terminal state of the discrete trajectory. Likewise, the **discretized mean-field optimal control problem for shared prior learning** reads as

$$\inf \left\{ J(x_{S}^{\kappa, \tau}(\cdot, T_{\text{Su}}, \xi_{\text{Su}}, \theta), x_{S}^{\kappa, \tau}(\cdot, T_{\text{Un}}, \xi_{\text{Un}}, \theta)) : (T_{\text{Su}}, T_{\text{Un}}, \xi_{\text{Su}}, \xi_{\text{Un}}, \theta) \in \Gamma \right\}. \tag{17}$$

for $\kappa \in \{\text{expl, impl, EN}\}$ and $\alpha \in [0, 1]$, where $J$ is the cost functional defined in (9). In particular, (16) is a special case of (17) when setting $\alpha = 1$.

**Theorem 3.1 (Existence of minimizers).** The minimizer in (17) is attained for all discretization schemes $\kappa \in \{\text{expl, impl, EN}\}$.

**Proof.** This proof relies on standard arguments of the direct method in the calculus of variations [Dac08], that is why we only sketch the proof here. We note that $x_{S}^{\kappa, \tau} \in C^0([0, T_{\max}] \times \Xi \times \Theta, (\mathbb{R}^{nv})^{S+1})$ due to the assumptions regarding $J$ for all three discretization schemes considered above. Let $(T_{\text{Su}}, T_{\text{Un}}, \xi_{\text{Su}}, \xi_{\text{Un}}, \theta) \in \Gamma$ be a minimizing sequence of control parameters defining a minimizing sequence of states $x_{S}^{\kappa, \tau}(\cdot, T_{\text{Su}}, \xi_{\text{Su}}, \theta)$. Figure 5: The network structure of the total deep variation with 3 blocks each operating on 3 scales.
and \(x_n, S(\cdot, T_{Un,j}, \xi_{Un,j}, \theta)\). Due to the compactness of the control parameter space a subsequence thereof converges to \((T^{Su}, T_{Un,x}, \xi_{Un,x}, \theta^*) \in \Gamma\). Then, a discretization specific induction argument reveals that the minimizing sequences of states actually converge to \(x_n, S(\cdot, T^{Su}, \xi_{Su}, \theta^*)\) and \(x_n, S(\cdot, T_{Un,x}, \xi_{Un,x}, \theta^*)\), respectively. The remainder of this proof is similar to Theorem 2.4.

### 4 Consistency of discretization

In this section, we prove the consistency of the temporal discretization schemes in terms of Mosco convergence \(\text{Mos9}^{9}\) as \(S \to \infty\) (see Theorem 4.3). Based on this result, we can verify the convergence of the associated minimizers in Theorem 4.4.

Mosco convergence is a notion of convergence for functionals, which in addition implies the convergence of minimizers under suitable conditions. We note that Mosco convergence is a stronger version of \(\Gamma\)-convergence \(\text{DM93}^{10}\), since the former implies the latter. Let us first recall their definitions:

**Definition 4.1 (Mosco convergence).** Let \((X, d)\) be a metric space. We consider the functionals \(J^S, J : X \to \mathbb{R}\) for \(S \in \mathbb{N}\). Then the sequence \(J^S\) converges to \(J\) in the sense of Mosco w.r.t. the topology induced by \(d\) if the following holds:

(M1) For every sequence \(\{x^S\}_{S \in \mathbb{N}} \subset X\) such that \(x^S\) converges weakly to \(x \in X\) (denoted by \(x^S \rightharpoonup x \in X\)) the subsequent inequality holds true:

\[
J(x) \leq \liminf_{S \to \infty} J^S(x^S).
\]

(M2) For every \(x \in X\) there exists a recovery sequence \(\{x^S\}_{S \in \mathbb{N}} \subset X\), i.e. \(x^S \to x\) as \(S \to \infty\) and

\[
J(x) \geq \limsup_{S \to \infty} J^S(x^S).
\]

If the weak topology in (M1) is replaced by the strong topology induced by \(d\), then \(J^S\) is said to \(\Gamma\)-converge to \(J\) w.r.t. the topology induced by \(d\).

We define \(I^S : C^0([0, 1] \times \mathbb{R}^d, \mathbb{R}^d) \to H^1([0, 1], C^0([0, 1] \times \mathbb{R}^d, \mathbb{R}^d)) \cap C^0(0, 1] \times \mathbb{R}^d, \mathbb{R}^d)\) as the affine interpolation in time, i.e. for any \(x \in C^0([0, 1] \times \mathbb{R}^d, \mathbb{R}^d)\) we have

\[
t^S[x](t, z) := (s + 1 - St)x_s(z) + (St - s)x_{s+1}(z)
\]

for \(s \in \{0, \ldots, S - 1\}\), \(t \in [\frac{s}{S}, \frac{s+1}{S}]\) and \(I^S[x](1, z) := x_S(z)\). Note that \(I^S[x](\frac{s}{S}, z) = x_s(z)\).

**Remark 4.2.** Henceforth, we use the abbreviation \(\gamma = (T^{Su}, T_{Un}, \xi_{Su}, \xi_{Un}, \theta) \in \Gamma\). The measures of \(L^2((0,1) \times \mathbb{R}^d)\) and \(L^2((0,1) \times \mathbb{R}^d)\) are the one-dimensional Lebesgue measure in the first and the respective probability measure in the second component. For convenience, we set \(L := L^2((0,1) \times \mathbb{R}^d)\) and \(L^2((0,1) \times \mathbb{R}^d)\).

We define the temporal extension of the cost functional \(J\) in the time-discrete case \(J^S : L^2 \to \mathbb{R}^+_0\) and in the time-continuous case \(J : L \to \mathbb{R}^+_0\) as follows:

\[
J^S(\tilde{X}, \hat{X}) := \begin{cases} J(\tilde{X}, \hat{X}) & \text{if } \exists \gamma \in \Gamma \text{ with } \tilde{X}(\tau) = x_n, S(\tau, T^{Su}, \xi_{Su}, \theta) \text{ s.t. } \tilde{X} = I^S[\tilde{X}], \\ +\infty & \text{else,} \end{cases}
\]

\[
J(\tilde{X}(1, \cdot), \hat{X}(1, \cdot)) := \begin{cases} J(\tilde{X}(1, \cdot), \hat{X}(1, \cdot)) & \text{if } \exists \gamma \in \Gamma \text{ s.t. } \tilde{X}(t, \tau) = x(t, \tau, T^{Su}, \xi_{Su}, \theta), \\ +\infty & \text{else.} \end{cases}
\]

Next, we state the Mosco convergence for the explicit and the Euler–Newton discretization, we omit the proof for the semi-implicit scheme due to its limited applicability for denoising.
\textbf{Theorem 4.3} (Mosco convergence). \(J^S\) converges to \(J\) in the sense of Mosco w.r.t. the \(L\)-topology as \(S \to \infty\) for \(\kappa \in \{\text{expl, EN}\}\).

The proof is deferred to the end of this section. Finally, we prove the convergence of minimizers of \(J^S\) to the respective minimizers of \(J\) as \(S \to \infty\) as well as the convergence of the energies.

\textbf{Theorem 4.4.} Let \((X^S, \hat{X}^S) \in L\) be a sequence of minimizers of \(J^S\) for \(S \in \mathbb{N}\). Then, a subsequence of \(\{(X^S, \hat{X}^S)\}_{S \in \mathbb{N}}\) converges weakly in \(L\) to a minimizer of \(J\) and the associated sequence of energies converges to the respective energy.

\textbf{Proof.} A discretization specific induction argument shows that \((X^S, \hat{X}^S)\) is uniformly bounded in \(L\) due to
\[
\mathbb{E}_{\mathbb{E}^S \times \mathbb{E}^{\hat{S}}} (\|X^S(0, \tau)\|_2^2) \leq \mathbb{E}_{\mathbb{E}^S \times \mathbb{E}^{\hat{S}}} (\|A_{\text{init}}\|^2_2 \|\tau\|^2_2) < \infty
\]
(with an analogous reasoning for \(\hat{X}^S\)) and the compact support of \(f\). Hence, there exists a subsequence of \((X^S, \hat{X}^S)\) weakly converging to \((X, \hat{X}) \in L\). Next, we prove that \((X, \hat{X})\) is actually a minimizer of \(J\). Following Theorem 2.2, there exists a minimizer \((X_{\text{min}}, \hat{X}_{\text{min}})\) in \(L\) of \(J\). If \(J(X_{\text{min}}, \hat{X}_{\text{min}}) < J(X, \hat{X})\), then there exists a recovery \((X^S, \hat{X}^S) \in L\) satisfying \(\limsup_{S \to \infty} J^S(X^S, \hat{X}^S) \leq J(X_{\text{min}}, \hat{X}_{\text{min}})\). Hence,
\[
J(X, \hat{X}) \leq \liminf_{S \to \infty} J^S(X^S, \hat{X}^S) \leq \limsup_{S \to \infty} J^S(X^S, \hat{X}^S) \leq J(X_{\text{min}}, \hat{X}_{\text{min}}),
\]
which contradicts \(J(X_{\text{min}}, \hat{X}_{\text{min}}) < J(X, \hat{X})\). In summary, \((X, \hat{X})\) is indeed a minimizer of \(J\) and the associated energies converge. \(\square\)

Next, we present a sketch of the proof of Theorem 4.3

\textbf{Proof.} We first note that the pointwise evaluation of \(X\) and \(\hat{X}\) appearing in \(J\) is well-defined due to Remark 2.2. In what follows, we prove the lim inf–inequality and the lim sup–inequality separately. We remark that this proof is essentially an adaption of the convergence proof for ordinary differential equations. However, to the best of our knowledge this proof has neither been conducted in the mean-field context nor for the Euler–Newton discretization.

\textbf{lim inf–inequality} \  Let \((X^S, \hat{X}^S), (\hat{X}, \hat{X}) \in L\) be sequences such that \((X^S, \hat{X}^S) \to (X, \hat{X}) \in L\) as \(S \to \infty\). To exclude trivial cases, we assume that \(J^S(X^S, \hat{X}^S) \leq J\) for a finite constant \(J\) and \(\lim_{S \to \infty} J^S(X^S, \hat{X}^S) = \liminf_{S \to \infty} J^S(X^S, \hat{X}^S)\). Hence, there exist \(\gamma^S = (T^{S_{\text{un}}}, T^{S_{\text{un}}}, \xi^{S_{\text{un}}}, \theta^S) \in \Gamma\) such that
\[
X^S = T^S[x^S, T^{S_{\text{un}}}, \xi^{S_{\text{un}}}, \theta^S], \quad \hat{X}^S = T^S[x^S, \hat{T}^{S_{\text{un}}}, \xi^{S_{\text{un}}}, \theta^S].
\]

Further, we can infer that \(\gamma^S \to \gamma = (T^{S_{\text{un}}}, T^{S_{\text{un}}}, \xi^{S_{\text{un}}}, \theta) \in \Gamma\) holds true for a subsequence (not relabeled). We set \(X_{\infty}(t, \tau) = x(t, \tau, T^{S_{\text{un}}}, \xi^{S_{\text{un}}}, \theta)\) and \(\hat{X}_{\infty}(t, \tilde{\tau}) = x(t, \tilde{\tau}, T^{S_{\text{un}}}, \xi^{S_{\text{un}}}, \theta)\), and prove that \(X^S \to X_{\infty}\) in \(L^2((0, 1) \times \mathbb{Z}^{S_{\text{un}}})\) and \(\hat{X}^S \to \hat{X}_{\infty}\) to \(L^2((0, 1) \times \mathbb{Z}^{S_{\text{un}}})\). Since both proofs are analogous, we only present the former proof and occasionally drop the superscript \(S\). We define the global error for \(s \in \{0, \ldots, S\}\) as
\[
\epsilon^S_s := \mathbb{E}_{\mathbb{E}^S \times \mathbb{E}^{\hat{S}}} (\|X^S(\frac{s}{S}, \tau) - X_{\infty}(\frac{s}{S}, \tau)\|_2),
\]
and recall for \(t_1, t_2 \in [0, 1]\) that
\[
\mathbb{E}_{\mathbb{E}^S \times \mathbb{E}^{\hat{S}}} (X_{\infty}(t_2, \tau) - X_{\infty}(t_1, \tau)) = \mathbb{E}_{\mathbb{E}^S \times \mathbb{E}^{\hat{S}}} \left(\int_{t_1}^{t_2} Tf(X_{\infty}(r, \tau), \tau, \xi, \theta) dr\right).
\]
Henceforth, we use the notation \(\mathcal{X} = \mathbb{R}^{n_y} \times \mathbb{R}^{n_x} \times \Xi \times \Theta\) for the domain space of \(f\).
In the case \( \kappa = \text{expl} \), we immediately see that
\[
\bar{X}^{S}_{\frac{1}{S} + 1}(\hat{r}, \hat{z}) = \bar{X}^{S}_{\frac{1}{S}}(\hat{r}, \hat{z}) + f^{\text{expl}}(\bar{X}^{S}_{\frac{1}{S}}(\hat{r}, \hat{z}), \hat{z}, S, T^{S}, \xi^{S}, \theta^{S})
\]
for any \( s \in \{0, \ldots, S-1\} \) and a.e. \( \hat{z} \in \mathbb{Z}^{S_{u}} \). Hence, (18), (19) and \( f^{\text{expl}}(x, z, S, T, \xi, \theta) = \frac{T}{S} f(x, z, \xi, \theta) \) imply that
\[
\epsilon^{S}_{s+1} \leq \epsilon^{S}_{s} + \mathbb{E}_{\tau \sim \mathbb{P}^{S_{u}}, z} \left( \int_{T}^{\frac{T+1}{S}} \|T f(\bar{X}^{S}_{\frac{1}{S}}(\hat{r}, \hat{z}), \hat{z}, \xi^{S}, \theta^{S}) - T f(\bar{X}_{\infty}(r, \tau), \xi, \theta)\|_{2} d\tau \right)
\]
\[
\leq \epsilon^{S}_{s} + \frac{1}{S} |T^{S} - T|\|f\|_{c^0(\chi)} + \frac{T_{\text{max}}}{S^{2}} |f|_{c^{1,1}(\chi)} \mathbb{E}_{\tau \sim \mathbb{P}^{S_{u}}, z} \left( \|\partial_{t} \bar{X}_{\infty}(t, \tau)\|_{L^{\infty}(\{0,1\})} \right)
\]
\[
+ \frac{T_{\text{max}}}{S^{2}} |f|_{c^{1,1}(\chi)} \left( \epsilon^{S}_{0} + \|\xi^{S} - \xi\|_{2} + \|\theta^{S} - \theta\|_{2} \right).
\]
The first inequality is implied by Jensen’s inequality. To prove the second inequality, we used the triangle inequality several times as well as the smoothness and compact support of \( f \), and \( \int_{\frac{T}{S}}^{\frac{T+1}{S}} (r - \frac{T}{S}) dr = \frac{1}{2S^{2}} \). Note that \( \mathbb{E}_{\tau \sim \mathbb{P}^{S_{u}}, z} \left( \|\partial_{t} \bar{X}_{\infty}(t, \tau)\|_{L^{\infty}(\{0,1\})} \right) < \infty \) due to the defining equation of \( \bar{X}_{\infty} \) and the compact support of \( f \). Then, an induction argument implies that
\[
\epsilon^{S}_{s+1} \leq (1 + \frac{T_{\text{max}}}{S} |f|_{c^{1,1}(\chi)}) \epsilon^{S}_{s} + \frac{T_{\text{max}}}{S^{2}} |f|_{c^{1,1}(\chi)} \left( \epsilon^{S}_{0} + \|\xi^{S} - \xi\|_{2} + \|\theta^{S} - \theta\|_{2} \right)
\]
\[
+ \frac{T_{\text{max}}}{S^{2}} |f|_{c^{1,1}(\chi)} \left( \epsilon^{S}_{0} + \|\xi^{S} - \xi\|_{2} + \|\theta^{S} - \theta\|_{2} \right) + \frac{T_{\text{max}}}{S^{2}} |f|_{c^{1,1}(\chi)} \mathbb{E}_{\tau \sim \mathbb{P}^{S_{u}}, z} \left( \|\partial_{t} \bar{X}_{\infty}(t, \tau)\|_{L^{\infty}(\{0,1\})} \right)
\]
\[
\leq (1 + \frac{T_{\text{max}}}{S} |f|_{c^{1,1}(\chi)}) \epsilon^{S}_{s} + \left( \sum_{i=0}^{S} \left( 1 + \frac{T_{\text{max}}}{S} |f|_{c^{1,1}(\chi)} \right) \right)^{i} \left( \frac{1}{S} |T^{S} - T|\|f\|_{c^{0}(\chi)} + \frac{T_{\text{max}}}{S^{2}} |f|_{c^{1,1}(\chi)} \mathbb{E}_{\tau \sim \mathbb{P}^{S_{u}}, z} \left( \|\partial_{t} \bar{X}_{\infty}(t, \tau)\|_{L^{\infty}(\{0,1\})} \right) \right)
\]
Thus, the geometric series implies
\[
\epsilon^{S}_{s} \leq \left( \exp(T_{\text{max}} |f|_{c^{1,1}(\chi)}) - 1 \right) \left( \|\xi^{S} - \xi\|_{2} + \|\theta^{S} - \theta\|_{2} \right)
\]
\[
+ \frac{1}{T_{\text{max}} |f|_{c^{1,1}(\chi)}} \left( \|\xi^{S} - \xi\|_{2} + \|\theta^{S} - \theta\|_{2} \right) + \frac{T_{\text{max}}}{S^{2}} |f|_{c^{1,1}(\chi)} \mathbb{E}_{\tau \sim \mathbb{P}^{S_{u}}, z} \left( \|\partial_{t} \bar{X}_{\infty}(t, \tau)\|_{L^{\infty}(\{0,1\})} \right).
\]
In particular, \( \lim_{S \to \infty} \max_{s=1, \ldots, S} \epsilon^{S}_{s} \to 0 \).

In the case \( \kappa = \text{EN} \), we first revisit the defining equation for \( \bar{X}^{S} \):
\[
\bar{X}^{S}_{\frac{1}{S} + 1}(\hat{r}, \hat{z}) = \bar{X}^{S}_{\frac{1}{S}}(\hat{r}, \hat{z}) - \left( \frac{\hat{z}}{S} \text{Id} + A^{T} \nabla^{2} D(AX^{S}_{\frac{1}{S}}(\hat{r}, \hat{z}), z, \xi^{S}) \right)^{-1} A^{T} \nabla_{1} D(AX^{S}_{\frac{1}{S}}(\hat{r}, \hat{z}), z, \xi^{S}),
\]
where \( AX^{S}_{\frac{1}{S}}(\hat{r}, \hat{z}) = \bar{X}^{S}_{\frac{1}{S}}(\hat{r}, \hat{z}) - \frac{T^{S}}{S^{2}} \nabla_{1} R(\bar{X}^{S}_{\frac{1}{S}}, \xi^{S}) \). A Taylor expansion of \( \nabla_{1} D \) at the base point \( \bar{X}^{S}_{\frac{1}{S}}(\hat{r}, \hat{z}) \) yields
\[
\nabla_{1} D(AX^{S}(\hat{r}, \hat{z}), z, \xi^{S}) = \nabla_{1} D(AX^{S}_{\frac{1}{S}}(\hat{r}, \hat{z}), z, \xi^{S})
\]
\[
+ \frac{T^{S}}{S^{2}} \nabla_{1}^{2} D(AX^{S}_{\frac{1}{S}}(\hat{r}, \hat{z}), z, \xi^{S}) A \nabla_{1} R(\bar{X}^{S}_{\frac{1}{S}}, \xi^{S}, \theta^{S}) + O(S^{-2}).
\]
Combining (18), (20) and (21) we get
\[
\epsilon^{S}_{s+1} \leq \epsilon^{S}_{s} + \mathbb{E}_{\tau \sim \mathbb{P}^{S_{u}}, z} \left( \int_{T}^{\frac{T+1}{S}} \|T f(\bar{X}_{\infty}(r, \tau), \xi, \theta) + T^{S} \nabla_{1} R(\bar{X}^{S}(\hat{r}, \hat{z}), \xi^{S}, \theta^{S}) \|_{2} d\tau \right)
\]
\[
+ T^{S} (\text{Id} + \frac{T^{S}}{S^{2}} A^{T} \nabla_{1}^{2} D(AX^{S}_{\frac{1}{S}}(\hat{r}, \hat{z}), z, \xi^{S}) \text{Id} - A^{T} \nabla_{1} D(AX^{S}_{\frac{1}{S}}(\hat{r}, \hat{z}), z, \xi^{S}) \|_{2} d\tau \right)
\]
\[
\leq \epsilon^{S}_{s} + \mathbb{E}_{\tau \sim \mathbb{P}^{S_{u}}, z} \left( \int_{T}^{\frac{T+1}{S}} \|T f(\bar{X}_{\infty}(r, \tau), \xi, \theta) - T^{S} (\text{Id} + \frac{T^{S}}{S^{2}} A^{T} \nabla_{1}^{2} D(AX^{S}_{\frac{1}{S}}(\hat{r}, \hat{z}), z, \xi^{S}) A \|_{2} d\tau \right) + O(S^{-3}).
\]
Let $\tilde{\sigma} = \sup_{x \in \mathbb{R}^n} \sigma_{\max}(A^T \nabla^2 D(\tilde{x}, \tilde{z}, \tilde{\xi}) A)$ be the absolute value of the largest eigenvalue of the matrix $A^T \nabla^2 D(\cdot, A)$, which implies $\|\text{Id} - (\text{Id} + \frac{T}{\tilde{\sigma}} A^T \nabla^2 D(\cdot, A)^{-1})\| \leq |1 - \frac{1}{1 + \frac{T}{\tilde{\sigma}}}|$. Then, in combination with (22) we obtain by neglecting the higher order terms

$$
\epsilon^S_{s+1} \leq \epsilon^S_s + \frac{1}{S} \|T^S - T\|_2 \|f\|_{C^0(\eta)} + \frac{T_{\max}}{S} \|f\|_{C^1(\eta)} E_{\tilde{\sigma} \to P^S_{\eta}} \|\nabla \tilde{X}_{\infty}(t, \tilde{z})\|_{C^0([0,1])}
+ \frac{T_{\max}}{S} \|f\|_{C^1(\eta)} \|\epsilon^S_s + \|\epsilon^S_s\|_2 + \|\theta^S - \theta\|_2 + |1 - \frac{1}{1 + \frac{T_{\max}}{\tilde{\sigma}}}| \|f\|_{C^0(\eta)}).
$$

As above, we can deduce using an induction argument that

$$
\epsilon^S_s \leq \left(\exp(T_{\max} \|f\|_{C^1(\eta)} - 1) \left(\|\epsilon^S_s\|_2 + \|\theta^S - \theta\|_2 + \frac{T_{\max}}{S} E_{\tilde{\sigma} \to P^S_{\eta}} \|\nabla \tilde{X}_{\infty}(t, \tilde{z})\|_{C^0([0,1])}\right) + \frac{T_{\max} \|f\|_{C^1(\eta)}}{S} \|\epsilon^S_s\|_2 + |1 - \frac{1}{1 + \frac{T_{\max}}{\tilde{\sigma}}}| \|f\|_{C^0(\eta)}\right).
$$

Again, $\lim_{S \to \infty} \max_{s=1, \ldots, S} \epsilon^S_s \to 0$.

Thus, for both cases we can estimate as follows:

$$
E_{\tilde{\sigma} \to P^S_{\eta}} \left( \int_0^1 \|X^S(t, \tilde{z}) - \tilde{X}_{\infty}(t, \tilde{z})\|_2^2 \, dt \right) = E_{\tilde{\sigma} \to P^S_{\eta}} \left( \sum_{s=0}^{S-1} \int_{\frac{s}{S}}^{\frac{s+1}{S}} \|X^S(t, \tilde{z}) - \tilde{X}_{\infty}(t, \tilde{z})\|_2^2 \, dt \right)
\leq E_{\tilde{\sigma} \to P^S_{\eta}} \left( \sum_{s=0}^{S-1} \int_{\frac{s}{S}}^{\frac{s+1}{S}} \left(\|s + 1 - Sr\| \|X^S_{s}(\frac{s}{S}, \tilde{z}) - \tilde{X}_{\infty}(\frac{s}{S}, \tilde{z})\|_2^2 \right) + (Sr - s)(X^S_{s}(\frac{s+1}{S}, \tilde{z}) - \tilde{X}_{\infty}(\frac{s+1}{S}, \tilde{z})) \right) \|X^S_{s}(\frac{s+1}{S}, \tilde{z}) - \tilde{X}_{\infty}(\frac{s+1}{S}, \tilde{z})\|_2^2 \, dt \right). \quad (23)
$$

Let $\delta > 0$ and $K_\delta \subset \mathcal{Z}^s_{\eta}$ be compact such that $E_{\tilde{\sigma} \to P^S_{\eta}}(\|\tilde{z}\|_{2}^2 \mathbb{I}_{\mathcal{Z}^s_{\eta} \setminus K_\delta}(\tilde{z})) < \delta$. Thus, due to $X^S_{s}(0, \tilde{z}) = \tilde{X}_{\infty}(0, \tilde{z}) = \mathcal{A}_{\text{init}} \tilde{z}$ and the compact support of $f$, $f^{\text{expl}}$ and $f^{\text{EN}}$ there exists a finite constant $C_\delta$ and a modulus of continuity $\omega : \mathbb{R}^+ \to \mathbb{R}^+$ with $\lim_{\delta \to 0} \omega(\delta) = 0$ such that

$$
\sup_{S \in \mathbb{N}} \max_{t \in [0, 1]} \|X^S(t, \tilde{z}) - \tilde{X}_{\infty}(t, \tilde{z})\|_2 = C_\delta < \infty,
$$

$$
\sup_{S \in \mathbb{N}} \max_{t \in [0, 1]} \|X^S(t, \tilde{z}) - \tilde{X}_{\infty}(t, \tilde{z})\|_2 < \omega(\delta).
$$

Hence, the first summand of (23) can be bounded from above as follows:

$$
E_{\tilde{\sigma} \to P^S_{\eta}} \left( \sum_{s=0}^{S-1} \int_{\frac{s}{S}}^{\frac{s+1}{S}} \left(\|s + 1 - Sr\| \|X^S_{s}(\frac{s}{S}, \tilde{z}) - \tilde{X}_{\infty}(\frac{s}{S}, \tilde{z})\|_2^2 \right) \right) \leq \omega(\delta)^2 + C_\delta \max_{s=1, \ldots, S} \epsilon^S_s,
$$

where we used $|s + 1 - Sr| \leq 1$ for $r \in (\frac{s}{S}, \frac{s+1}{S})$. To estimate the third summand of (23), we first note that a finite constant $C_f$ exists such that

$$
\max_{t \in [0, 1]} E_{\tilde{\sigma} \to P^S_{\eta}} \left( \|\nabla \tilde{X}_{\infty}(t, \tilde{z})\|_2 \right) \leq \sup_{(x, \tilde{z}) \in \mathbb{R}^n \times \mathcal{Z}^s_{\eta}} \|Tf(x, \tilde{z}, \xi, \theta)\|_2 =: C_f < \infty.
$$

Hence, a Taylor expansion implies that $\sup_{\tilde{z} \in \mathcal{Z}^s_{\eta}} \|\tilde{X}_{\infty}(\frac{s}{S}, \tilde{z}) - \tilde{X}_{\infty}(r, \tilde{z})\|_2 \leq C_f(r - \frac{s}{S})$ for any $r \in [\frac{s}{S}, \frac{s+1}{S}]$ and $s = 0, \ldots, S - 1$. In summary, we can estimate as follows:

$$
E_{\tilde{\sigma} \to P^S_{\eta}} \left( \sum_{s=0}^{S-1} \int_{\frac{s}{S}}^{\frac{s+1}{S}} \left(\|s + 1 - Sr\| \|X^S_{s}(\frac{s}{S}, \tilde{z}) - \tilde{X}_{\infty}(\frac{s}{S}, \tilde{z})\|_2^2 \right) \right) \leq \frac{C_f^2}{3(S^2)} \max_{s=1, \ldots, S} \epsilon^S_s.
$$

Since the remaining summands in (23) can be estimated analogously, we have shown the convergence of $X^S \to \tilde{X}_{\infty}$ in $L^2((0, 1) \times \mathcal{Z}^S_{\eta})$. In particular, $\mathcal{X} = \tilde{X}_{\infty}$ and $\tilde{X} = \tilde{X}_{\infty}$ almost everywhere and we have proven the lim inf–inequality.
lim sup–inequality Let \((X, \hat{X}) \in L\) be such that \(J(X, \hat{X}) < \infty\). Then, there exists \((T^{Su}, T^{Un}, \xi^{Su}, \xi^{Un}, \theta) \in \Gamma\) such that
\[
X(t, \tau) = x(t, \tau, T^{Su}, \xi^{Su}, \theta), \quad \hat{X}(t, \tilde{\tau}) = x(t, \tilde{\tau}, T^{Un}, \xi^{Un}, \theta).
\]
We define the recovery sequence as follows:
\[
X^S = T^S[x^{Su}(\tau, T^{Su}, \xi^{Su}, \theta)], \quad \hat{X}^S = T^S[x^{Un}(\tilde{\tau}, T^{Un}, \xi^{Un}, \theta)]
\]
for \(\tau \in Z^{Su}\) and \(\tilde{\tau} \in Z^{Un}\). Note that \(J^S(X^S, \hat{X}^S) < \infty\).

Then, the proof of the lim sup–inequality essentially follows the same line of arguments as in the lim inf–inequality, we skip further details. \(\square\)

5 Numerical results

In this section, we present numerical experiments for energy-based learning (section 5.1) and shared prior learning (section 5.2).

Discretization of gradient flow Depending on the task, we use the squared \(\ell^2\)-norm \(D_{\ell^2}\), the Fréchet metric \(D_F\) with \(n_Z = 256\), or the generalized divergence \(D_{\text{div}}\) with \(N_Z = 256\) as the data fidelity term, where in both latter cases the data fidelity term is initialized as the squared \(\ell^2\)-norm (see section 3.2). In all experiments, we use the TDV regularizer introduced in section 3.3. The gradient flows are discretized with \(S = 10\) iteration steps. For the Euler–Newton scheme, 10 iterations of the conjugate gradient method are applied to approximately solve the linear system appearing in \(J^{EN}\). Note that the semi-implicit scheme is only applied to image denoising.

General setting for training During training, we optimize the respective discretized mean-field optimal control problems w.r.t. the control parameters \(\gamma\) for different discretization schemes \(\kappa\) using ADAM [KB15] with momentum variables \(\beta_1 = 0.5\) and \(\beta_2 = 0.9\). Here, we apply random rotations by multiples of 90° and random flips for data augmentation. Henceforth, to describe a certain setting, we frequently use the shorthand notation \((\ell^p, f^{\kappa}/D)\) for \(p \in \{1, 2\}, \kappa \in \{\text{expl, impl, EN}\}\) and \(D \in \{D_{\ell^2}, D_F, D_{\text{div}}\}\), where the first component defines the loss functional \(\ell\) in the supervised subproblem with regularization parameter \(\varepsilon = 10^{-3}\) if \(p = 1\) (see section 2.1.2), the second component refers to the considered discretization scheme of the gradient flow incorporating the data fidelity term specified in the last component. In all experiments, we use \(p = 1\) in the cost functional for the Wasserstein distance (see section 1.3). Unless otherwise specified, the observation-generating function is always \(Z(Ay, \zeta) = Ay + \zeta\).

5.1 Energy-based learning

We present numerical results for energy-based learning applied to image denoising, demosaicing and single image super-resolution (SISR), for which we achieve state-of-the-art performance in many cases.

Training and data set In all experiments, we compute all control parameters of the discretized optimal control problem \(\Omega\), i.e., the stopping time \(T\) as well as the parameters of the learned data fidelity term \(\xi\) and the learned regularizer \(\theta\), using a batch size of 32 and a patch size of \(99 \times 99\) with \(10^6\) iterations of the ADAM optimizer. The only difference in the optimization among the applications stems from the initial learning rate, which is \(10^{-4}\) in the case of SISR and Poisson denoising, \(4 \cdot 10^{-4}\) for salt-and-pepper noise, and \(4 \cdot 10^{-5}\) in all remaining cases. All learning rates are divided by 4 after 50000 iterations. The training was performed on the BSDS400 data set [MFTM01] (all images have a resolution of \(n_y = 481 \cdot 321 = 154401\) pixels) for denoising and SISR, and on the MS data set [KNJF14] for demosaicing. All images are scaled to the interval \([0, 1]\) before processing. To account for boundary artifacts in the case of Laplace and salt-and-pepper noise, we incorporate reflective padding with 10 pixels on each side. We emphasize that no further task-specific adaptations are required, which experimentally validates that our method is broadly applicable to a wide range of tasks.
5.1.1 Image denoising

In this subsection, we present numerical results for the image denoising task with \( A = A_{\text{init}} = \text{Id} \).

**Additive white Gaussian noise** As a first example, we consider additive white Gaussian noise with \( \zeta \sim \mathcal{N}(0, \sigma^2) \) for \( \sigma \in \{15, 25\} \) (see Figure 6).

First, we empirically verify that the learned data fidelity terms approximate the statistically justified squared \( \ell^2 \)-norm in the case of additive white Gaussian denoising with a Gaussian prior [Nik07 ABT13]. Figure 6 visualizes the learned data fidelity terms for \( D_F \) (first pair) and \( D_{\text{div}} \) (second pair). In detail, the first and third columns contain color-coded contour plots of both data fidelity terms in the \( Ax \)-plane along with three distinct slice functions in the second/fourth column for \( z \in \{0, 0.5, 1\} \). As a result, both data fidelity terms roughly coincide with the squared \( \ell^2 \)-norm. However, \( D_F \) is smoother due to the restrictions inherited from the Fréchet metric compared to the oscillatory behavior of \( D_{\text{div}} \). Moreover, significantly higher slopes of the data fidelity term can be observed for image intensities outside of the range [0, 1].

![Figure 6: Visualization of contour plots of the learned data fidelity terms along with corresponding slice functions for varying z for additive white Gaussian noise (\( \sigma = 25 \)) using (\( \ell^2 \)-cost/\( f_{\text{impl}} \)/\( D_F \)) (first pair) and (\( \ell^2 \)-cost/\( f_{\text{impl}} \)/\( D_{\text{div}} \)) (second pair).](image)

Table 1 lists the PSNR values for additive Gaussian denoising (\( \sigma \in \{15, 25\} \)) for several discretization schemes. We highlight that our proposed method yields PSNR values that are on par with the state-of-the-art method FOCNet, which has 53 513 120 parameters and thus more than 100 times the number of learnable parameters of our approach.

| noisy | \( D_{\ell^2} \) | \( D_F \) | \( D_{\text{div}} \) | BM3D [DFKE07] | TNRD [CPI17] | DnCNN [ZZC+17] | FOCNet [JLFZ19] |
|-------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 24.61 | 31.82          | 31.82          | 31.82          | 31.08          | 31.42          | 31.73          | 31.83          |

(a) Additive white Gaussian noise \( \sigma = 15 \) using (\( \ell^2 \)-cost/\( f_{\text{impl}} \)).

| noisy | \( \ell^2 \)-cost | \( f_{\text{expl}} \) | \( f_{\text{impl}} \) | \( f_{\text{expl}} \) | \( f_{\text{impl}} \) | \( f_{\text{expl}} \) | \( f_{\text{impl}} \) | BM3D [DFKE07] | TNRD [CPI17] | DnCNN [ZZC+17] | FOCNet [JLFZ19] |
|-------|------------------|----------------|----------------|------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| 15.17 | 29.31            | 29.31          | 29.32          | 29.32            | 29.26          | 29.26          | 28.57          | 28.92          | 29.23          | 29.38          |

(b) Additive white Gaussian noise \( \sigma = 25 \) using various discretization schemes.

Finally, Figure 7 depicts the ground truth image along with the noisy images deteriorated by Gaussian noise (\( \sigma = 25 \)), and the restored output image using (\( \ell^2 \)-cost/\( f_{\text{impl}} \)/\( D_{\text{div}} \)). Our proposed method is clearly capable of removing noise patterns and achieving superior quality, where piecewise smooth regions without fine details are preferred.

**Further noise distributions** In what follows, we pursue further numerical experiments with the subsequent different noise instances to illustrate the broad applicability of our method, where we particularly focus...
on the resulting learned data fidelity terms:

- **additive mixture noise**, where 10% of the pixels are corrupted by additive uniform noise in the given range $[-25, 25]$, 20% of the pixels are deteriorated by additive Gaussian noise drawn from $\mathcal{N}(0, \text{Id})$, all remaining pixels are altered by additive Gaussian noise drawn from $\mathcal{N}(0, 0.1 \cdot \text{Id})$,

- **additive Laplace noise** with standard deviation $\sigma = 25$,

- **multiplicative Poisson noise** with peak value 4,

- **in salt-and-pepper noise**, as a specific instance of impulse noise, 50% of the pixels are corrupted.

For Poisson noise, we set $Z(y, \zeta) = y \odot \zeta$ with $\odot$ denoting elementwise multiplication. In the case of salt-and-pepper noise, $Z$ assigns the values 0 or 1 (with equal probability) to 50% of the pixels depending on $\zeta$, all other pixels remain unchanged. First, we visualize the learned data fidelity terms for mixture and Poisson noise in Figure 8 with the same arrangement as in Figure 6. As a result, the data fidelity term $D_F$ associated with mixed noise is visually much smoother compared to $D_{\text{div}}$ due to the structural assumptions imposed by the Fréchet metric, whereas in the case of the generalized divergence data points away from the diagonal are less likely, which results in the oscillatory behavior. In the case of multiplicative Poisson noise, $D_F$ and $D_{\text{div}}$ significantly differ, where again $D_F$ appears to be much smoother. Furthermore, we note that the Fréchet metric is not capable of properly reflecting the statistical distribution as it only depends on $Ax - z$ and not on the actual value of $z$.

Figure 9 contains the corresponding data fidelity terms along with additional plots of the proximal maps for salt-and-pepper noise and their slice functions, where both data fidelity terms significantly differ. Note that the dark red color indicates the value $+\infty$ for the data fidelity term in the case $D_{\text{div}}$, where we stress that for $z = 0$ and $z = 1$ finite values are observed, yielding a $Z$-shaped domain. Thus, the generalized divergence enforces nearly exact data consistency for all pixel values strictly between 0 and 1 and exhibits a slight bias towards the boundary for 0 and 1, which cannot be reflected by the Fréchet metric.

Table 2 lists the PSNR values of some denoising tasks for distinct discretization schemes. In all tasks, the best discretization schemes of our approach outperform competing methods, where some methods are particularly designed for a distinct noise distribution. The PSNR values for mixture noise and salt-and-pepper noise significantly vary depending on the scheme, whereas for Laplace and Poisson noise the PSNR values do not differ much, which is reflected by the learned data fidelity terms. In some cases such as salt-and-pepper and additive Laplace denoising, no competing benchmarks are available for the same data set, that is why we added benchmark results for DnCNN-B [ZZC+17], BM3D [DFKE07], and TV denoising [CL97], where the optimal balance parameters are computed by a grid search with an exactness of $10^{-3}$. In summary, this experiment validates the necessity to learn the data fidelity term and proves the broad applicability of our proposed method.
Figure 8: Learned data fidelity terms for additive mixture noise (first row, ($\ell^2$-cost/$f^{\text{impl}}$)) and multiplicative Poisson (second row, ($\ell^2$-cost/$f^{\text{impl}}$)) with pairs of data fidelity terms and corresponding slice functions for $D_F$ (first/second column) and $D_{\text{div}}$ (third/fourth column).

Figure 10 depicts the ground truth along with the noisy images deteriorated by mixed noise. Since all discretization schemes yield visually similar results, we only present the restored output image using ($\ell^2$-cost/$f^{\text{impl}}$/$D_{\text{div}}$). In the zoom, it is clearly observable that the ground truth and the restored image are nearly indistinguishable. Figure 11 shows sequences of ground truth, noisy, and restored images computed with three different discretization schemes for additive Laplace (first row) and multiplicative Poisson noise (second row). Note that the restored images originally corrupted by additive Laplace noise using $D_F$ exhibit artifacts in the case of large outliers, which can be seen, for instance, on the border of the vase. In contrast, $D_F$ or $D_{\text{div}}$ are tuned for Laplace noise and are therefore able to deal with outliers more easily. Figure 12 shows the ground truth image, the corresponding noisy image corrupted by salt-and-pepper noise as well as all proposed discretization schemes using the $\ell^2$-cost functional. Here, the results computed with ($f^{\text{impl}}$/$D_{\text{div}}$) and ($f^{EN}$/$D_{\text{div}}$) significantly outperform all remaining results. Besides, the results computed with $D_{\ell^2}$ exhibit clearly visible noise patterns, which can, for instance, be seen in the face region. Moreover, the explicit discretization yields visually and quantitatively inferior results compared to the remaining discretization schemes, which justifies the inclusion of the Euler–Newton scheme as a replacement for the semi-implicit scheme for general imaging tasks.

To sum up, in all cases the restored images are visually and in terms of the PSNR value significantly better than the noisy input images, the gain in the PSNR value is noise-dependent and roughly in the range between 4 and 20.

5.1.2 Demosaicing

In what follows, we apply energy-based learning to demosaicing, where the linear operator $A$ is the standard mosaicing operator for the Bayer pattern and $A_{\text{init}}$ is the bicubic interpolation operator.

In Figure 13 the learned data fidelity terms for demosaicing using ($\ell_1^1$-cost/$f^{EN}$/$D_F$) (left) and ($\ell_1^1$-cost/$f^{EN}$/$D_{\text{div}}$) (right) are depicted. Note that in all experiments the resulting learned data fidelity terms for Fréchet and generalized divergence are approximately identical, respectively. Table 3 lists the PSNR values for various discretization schemes as well as competing state-of-the-art methods evaluated on the Panasonic and the Canon data sets [KNJF14], where all images have a resolution of $220 \times 132$ and $318 \times 210$, respectively.
Figure 9: Visualization of learned data fidelity terms for salt-and-pepper noise using ($\ell^2$-cost/$f^{\text{impl}}/D_	ext{F}$) (first row) and ($\ell^2$-cost/$f^{\text{impl}}/D_	ext{div}$) (second row). From left to right: contour plots of the learned data fidelity terms (first column) along with corresponding slice functions for varying $z$ (second column), contour plots of the learned proximal operators (third column) and corresponding slice functions (fourth column). Note that dark red pixels in the leftmost plot in the second row indicate the value $\infty$.

respectively. For both data sets, the difference in the PSNR values among different discretization schemes is small and better values are observed when using the $\ell^1$-cost functional, but in either case we achieve state-of-the-art results. Note that the best PSNR scores are achieved when using the learned Fréchet metric. Figure 14 depicts the ground truth image, the input image after the bicubic interpolation $A_{\text{init}}z$ as well as the restored output images for all considered data fidelity terms using ($\ell^1$-cost/$f^{\text{EN}}$). As a result, in all cases the quality of the restored images is substantially better than $A_{\text{init}}z$—both visibly and in terms of PSNR values.

5.1.3 (Noisy) single image super-resolution

For single image super-resolution (SISR), the linear operator $A \in \mathbb{R}^{nC/\omega^2 \times nC}$ is given as a Gaussian downsampling operator with scale factor $\omega \in \mathbb{N}$ and standard deviation $\sigma_A = 2$. Throughout this paper, we set $\omega = 3$ and we always use ($\ell^1$-cost/$f^{\text{EN}}$). Furthermore, we consider both noise-free and noisy SISR, in the latter case additive white Gaussian noise $\zeta$ with $\sigma_\zeta = 7.65$ is included. To follow evaluation conventions in other super-resolution works (see e.g. [ZVGT20]), we also evaluate the PSNR value only on the Y-channel of the YCbCr color space, where we first remove $\omega$ pixels from all sides.

Figure 15 visualizes the corresponding learned data fidelity terms in the noise-free (top row) and noisy configuration (bottom row). In a narrow band around the diagonal, the resulting data fidelity term for the Fréchet metric is roughly 0, outside of this region steep slopes can be observed. Interestingly, the level lines of $D_{\text{div}}$ are visually significantly smoother in the noisy case. Table 4 lists the resulting PSNR values of our method in comparison with USRNet [ZVGT20] as the state-of-the-art benchmark. We remark that USRNet is trained for multiple kernels, scale factors, and noise levels. Figure 16 depicts the original high-resolution ground truth image, the low-resolution input and the output images of our method for all three data fidelity terms. The computed output images are visually and in terms of the PSNR value significantly better than the low-resolution input image.
Table 2: PSNR values for distinct denoising tasks with various discretization schemes.

| data set | cost functional | $A_{\text{init}}$ | $D_{\ell^2}$ | $D_F$ | $D_{\text{div}}$ | SEM | DeepISP |
|----------|-----------------|-------------------|-------------|-------|---------------|------|----------|
| P        | $\ell_1$       | 30.37             | 39.48       | 39.79 | 39.88         | 39.80 | 39.80    | 38.93 | 39.31    |
|          | $\ell_2^2$     |                  | 39.43       | 39.45 | 39.40         | 39.36 | 39.37    |        |          |
| C        | $\ell_1$       | 32.30             | 41.71       | 42.07 | 41.97         | 41.69 | 42.02    | 41.09 | 41.70    |
|          | $\ell_2$       |                  | 41.52       | 41.60 | 41.60         | 41.65 | 41.65    |        |          |

Table 3: PSNR values of demosaicing for various discretization schemes and the Panasonic (P) and Canon (C) data set [KNJF14].

5.2 Shared prior learning

Next, we present numerical experiments for shared prior learning. In this case, we use two separate data sets for the supervised and unsupervised training. Contrary to energy-based learning, no ground truth images are available for the unsupervised data set. In all experiments, the BSDS400 data set is used for supervised and the DIV2K data set [AT17] for unsupervised training, where both data sets are degraded in different fashions. The patch size for both the supervised and the unsupervised subproblem is $60 \times 60$. In all experiments, the BSDS400 data set is used for validation data sets, which are corrupted in the same way as the unsupervised training data set. Again, we highlight that we are solely aiming at maximizing the performance on the unsupervised subproblem.

5.2.1 Image denoising

In the first numerical experiment, we analyze the capability of shared prior learning to adapt to unknown realistic noise distributions. Therefore, we consider denoising of images corrupted by additive Laplace noise ($\sigma = 25$) without the incorporation of ground truth images. In the supervised subproblem with ($\ell^2$-
Figure 10: From left to right: ground truth image, image corrupted by mixture noise, restored image using \((\ell^2\text{-cost}/f^{impl}/D_{\text{div}})\). The magnification factor of the zoom is 6.

Table 4: PSNR values of non-blind SISR for various discretization schemes. USRNet is trained on multiple kernels and scale factors simultaneously.

|               | \(A_{\text{init}}\) | \(D_{\ell^2}\) | \(D_F\) | \(D_{\text{div}}\) | USRNet \[ZVGT20\] |
|---------------|-------------------|----------------|--------|-----------------|------------------|
| noise-free    | 24.67             | 28.47          | 28.47  | 28.49           | 27.88            |
| noisy         | 24.58             | 26.70          | 26.71  | 26.78           | 25.57            |

Table 5: PSNR values for unsupervised additive Laplace denoising, where only for the supervised reference ground truth images are available. For our unsupervised results we used \((\ell^2\text{-cost}/f^{impl}/D_{\ell^2})\).

|               | \(\alpha = 1\) | \(\alpha = 0\) | \(\alpha = 0.8\) | DnCNN-B \[ZZC17\] | BM3D \[DFKE07\] | supervised reference |
|---------------|----------------|----------------|------------------|-------------------|-----------------|----------------------|
| noisy         | 24.67          | 22.48          | 24.42            | 27.40             | 27.34           | 28.12                |

Table 3 lists the PSNR values for unsupervised additive Laplace denoising using the DCT operator and \(n_p = 100\) after 2.000 iterations. We highlight that shared prior learning with \(\alpha = 0.8\) clearly outperforms the competing purely supervised (\(\alpha = 1\)) and unsupervised (\(\alpha = 0\)) methods as well as the state-of-the-art approach. Figure 17 depicts the dependency of the PSNR value on the balance parameter \(\alpha\) for all operators, where the subscript refers to the varying patch size \(n_p\). To compensate numerical instabilities, we set \(\beta = 5\) for the patch sizes 10 and 12. In the first row, we terminate the optimization at the best PSNR value, for which ground truth images are necessary, whereas in the second row the performance after 2000 iterations is shown. Furthermore, the horizontal black line indicates the PSNR value of the supervised training for additive Laplace noise using the ground truth during training. We stress that there is hardly any difference in the performance for \(\alpha \in [0.1, 0.7]\) among all curves when terminating at the optimal iteration (first row), but a significant increase in the performance is visible when passing from the purely supervised (i.e. \(\alpha = 1\)) or unsupervised (i.e. \(\alpha = 0\)) to shared prior learning (i.e. \(\alpha \in (0, 1)\)). The DCT operator performs on average slightly better than the autoencoder, which itself is marginally superior to the identity operator. As a result, the optimal value of \(\alpha\) strongly depends on the task, the operator and the patch size. Figure 18 (first row) shows the ground truth image (first image), the noisy input image (second image) corrupted by Laplace noise along with the restored images when trained on a data set deteriorated by Gaussian noise.
(third image) and Laplace noise (fourth image) in a supervised setting. In the second row, several output images for shared prior learning are presented for various choices of $\alpha$ and $F$, where the patch size is $n_p = 10$ in all experiments. Since the Laplace distribution is heavier-tailed than the Gaussian distribution, isolated outliers result in deteriorated pixels in the restored images—apart from the supervised restoration trained on Laplace noise.

5.2.2 Single image super-resolution

In what follows, we apply shared prior learning to SISR. Throughout all experiments, the linear operator $A$ in the supervised reference task is a Gaussian downsampling kernel with $\sigma_A = 2$ and a scale factor of $\omega = 3$. Furthermore, no noise is added and we use ($\ell_1$-cost/$f_{EN}/D_{F}$). For the unsupervised task using ($\ell_1$-cost/$f_{EN}/D_{F}$), we assume that the linear operator $\tilde{A}$ is unknown during training and additive noise $\zeta$ is included in some cases. In detail, we consider three scenarios:

(SISR 1) $\tilde{A}$ coincides with $A$ and Gaussian noise $\zeta$ with $\sigma_\zeta \in \{2.55, 7.65\}$ is added.

(SISR 2) $\tilde{A}$ is a Gaussian downsampling kernel with $\sigma_{\tilde{A}} = 1.2$ and no noise is added.

(SISR 3) $\tilde{A}$ is a Gaussian downsampling kernel with $\sigma_{\tilde{A}} = 1.2$ and Gaussian noise $\zeta$ with $\sigma_\zeta \in \{2.55, 7.65\}$ is added.

We compare our results with the corresponding supervised outcome and two recently proposed approaches for non-blind SISR. Contrary to the latter approach, we do not perform any kernel estimation here. All
experiments are conducted for color images, where only the Y-channel of $x(1, \hat{z})$ of the YCbCr color space is used in all further computations. We use $\alpha = 0.03$ since the typical empirical Wasserstein distance is 1 and the $\ell_1$-norm on the supervised task averages around 300 for our chosen parameters. In all experiments, we use 2000 iterations for the optimizer. Table 6 lists the PSNR results for all three scenarios. We stress that shared prior learning with $\alpha = 0.03$ yields the best performance in all cases apart from the supervised case, in which ground truth images are available for training. Figure 19 depicts resulting image sequences for all three scenarios with different ground truth images (first column), where $\sigma_\zeta = 2.55$ in [SISR 1] and [SISR 3] is used. As an initialization, we use $A_{\text{init}} z$, where $A_{\text{init}}$ is the adjoint operator of the known operator $A$ multiplied by $\omega^2$. The resulting restorations are depicted in the third column for $\alpha = 1$ and in the fourth column for $\alpha = 0.03$. In the last column, the corresponding reference images for supervised training with known ground truth are shown. We highlight that for some image sequences the restored images generated by shared prior learning with $\alpha = 0.03$ outperform the associated supervised results of the last column (which is not valid for the entire validation data set).
Figure 14: From left to right: ground truth image, $A_{\text{init}} z$, restored output images computed with different learned data fidelity terms using ($\ell^1$-cost/$f^\text{EN}$). The magnification factor of the zoom is 6.

| $\sigma_\zeta$ | $A_{\text{init}} z$ | $D_{\ell^2}$ | $D_F$ | $D_{\text{div}}$ |
|----------------|---------------------|-------------|-------|------------------|
| (SISR 1)       | 2.55 24.66 24.81 27.18 26.78 25.33 27.75 |
| (SISR 2)       | 0      25.20 20.68 28.17 27.76 26.89 28.50 |
| (SISR 3)       | 7.65 25.30 19.22 26.87 26.52 24.68 27.64 |

Table 6: PSNR values for all three scenarios considered.

6 Conclusion

In this paper, we have introduced a shared prior learning approach for learning variational models in imaging. We have demonstrated the superiority of the proposed method for various applications—even in the absence of ground truth data. In particular, the only task-specific hyperparameter is the learning rate, that is why our method can easily be adapted to a variety of imaging problems. The learned data fidelity terms and proximal operators strongly depend on the task and the discretization scheme. The consistency of the discretization schemes for increasing iteration steps $S$ in terms of Mosco convergence has been verified. The stability of the method including robustness against adversarial attacks and empirical upper bounds of the generalization error have not been addressed here, but the overall approach would be analogous to [KEKP20a]. Finally, we highlight that our method is also applicable to nonlinear inverse problems, which will be analyzed in future work.
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