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Abstract. In this paper, we study the stability of smooth solitary waves for the $b$-family of Camassa-Holm equations. We verify the stability criterion analytically for the general case $b > 1$ by the idea of the monotonicity of the period function for planar Hamiltonian systems and show that the smooth solitary waves are orbitally stable, which gives a positive answer to the open problem proposed by Lafortune and Pelinovsky [S. Lafortune, D. E. Pelinovsky, Stability of smooth solitary waves in the $b$-Camassa-Holm equation].

1. Introduction

The $b$-family of Camassa-Holm equations (namely $b$-CH equation)

$$u_t - u_{txx} + (b + 1)uu_x = bu_xu_{xx} + uu_{xxx}, \quad (1)$$

was mentioned by Degasperis and Dullin et al. in [11, 12] by using transformations of the integrable hierarchy of KdV equations, where $u = u(t, x)$ is the scalar velocity variable and $b$ is arbitrary parameter. The Camassa-Holm equation is used to describe the unidirectional propagation of water waves on a free surface in shallow water.

Degasperis and Procesi [10] proved that the $b$-CH equation (1) is not integrable in general, but includes both the integrable cases of $b = 2$ called the Camassa-Holm equation [2, 26] and $b = 3$ called the Degasperis-Procesi equation [10, 28] as special cases. Furthermore, Camassa-Holm equation and Degasperis-Procesi equation for important modelling of shallow water waves with breaking phenomena were studied in [4, 5, 24, 31].

Travelling waves are usually divided into the following four categories: (i) stationary wave solution, (ii) travelling wavefront, (iii) soliton, (iv) periodic wave solution. Moreover, peaked and smooth solitary waves exist in the $b$-CH equation (1) and depend on parameter $b$ and parameter $k$ ($k$ is related to the critical shallow water speed), and both belong to solitary waves of (iii) soliton.

Many methods are available for solving the travelling waves. Using the qualitative theory of differential equations and the bifurcation method of dynamical
systems to study traveling waves was first put forward by Liu and Li in [25] and they have shown that the solitary waves correspond to homoclinic orbits in the bifurcation phase diagrams of planar Hamiltonian systems.

In [16], the bifurcation method of dynamical systems and the numerical simulation approach of differential equations are used to investigate traveling waves of the b-CH equation (1). Lately, the travelling waves of the b-CH equation (1) was learned by Barnes and Hone in [1] by using hodograph transformation.

Regarding the stability theory of solitary waves, Grillakis, Shatah and Strauss showed an abstract and complete solitary wave orbit stability theory and found sharp conditions for the stability and instability of solitary waves in [15]. Many results have been obtained for orbital stability of solitary waves for the b-CH equation (1) with this method.

For zero asymptotic value \((k = 0)\), the initial data were decomposed into a sequence of peaked solitary waves called peakons for \(b > 1\) and a sequence of smooth solitary waves called leftons for \(b < -1\) by numerical simulations in [17, 18]. For \(b \in (-1, 1)\), a rarefactive wave with exponentially decaying tails is generated from the initial data. The orbital stability of leftons for \(b < -1\) in some exponentially weighted space, peakons for \(b = 2\) in the energy space \(H^1(\mathbb{R})\) and \(b = 3\) in the energy space \(L^2(\mathbb{R}) \cap L^3(\mathbb{R})\) is studied in [19], [6, 7] and [23], respectively.

For nonzero asymptotic value \((k \neq 0)\), Constantin, Strauss [8] and Li, Liu, Wu [21] proved that the smooth solitary waves for \(b = 2\) and \(b = 3\) are orbitally stable by using the conserved energy integrals in the energy space, respectively. In addition, Liu et. al in [26] showed that for \(b = 2\) the Camassa-Holm equation has a peakon solution and orbital stability of the peakon solution was discussed in [29]. Recently, Lafortune and Pelinovsky [20] deduced a precise condition for orbital stability of the smooth solitary waves for the b-CH equation (1) and verified the stability criterion analytically for \(b = 2\) and \(b = 3\) and numerically for every \(b > 1\). They said that it is still open to verify the stability criterion analytically for every \(b > 1\), \(c > 0\), and \(k \in (0, \frac{c}{b+1})\), where \(c\) is a constant wave speed.

Motivated by Lafortune and Pelinovsky [20], the main purpose of this article is to consider orbital stability of the smooth solitary waves of the b-CH equation (1) for every \(b > 1\) by means of the monotonicity of the period function for planar Hamiltonian systems.

The main result of this paper is as follows:

**Theorem 1.1.** For every \(b > 1\), \(c > 0\) and \(k \in (0, \frac{c}{b+1})\), the smooth solitary waves of the b-CH equation (1) are orbitally stable.
are put in Section 2. In the Section 3, we present a consequence to deal with the stability criterion and Section 4 is devoted to the proof of the main result.

2. Stability criterion and transformation of the b-CH equation

In this section, we need the following preparations and lemmas that will be used throughout this paper, and we will show the transformation of the smooth solitary waves (the homoclinic orbits) into the first integral of planar Hamiltonian system.

If we plug \( u(t, x) = \phi(x - ct) \) back into (1), then the b-CH equation (1) becomes the following third-order differential equation

\[
-(c - \phi)(\phi''' - \phi') + b\phi'(\phi'' - \phi) = 0. \tag{2}
\]

where \( \phi := \phi(x) \). Integrating in \( x \) yield the second-order equation:

\[
(c - \phi)(\phi - \phi'') + \frac{1}{2}(b - 1)(\phi'^2 - \phi^2) = ck - \frac{1}{2}(b + 1)k^2. \tag{3}
\]

The following lemma summarizes the existence of smooth solitary waves for the b-CH equation (1).

**Lemma 2.1.** (see [20]) For fixed \( b > 1 \) and \( c > 0 \), there exists a one-parameter family of smooth solitary waves with profile \( \phi \in C^\infty(\mathbb{R}) \) satisfying \( \phi'(0) = 0 \) and \( \phi(x) \to k \) as \( |x| \to \infty \) if and only if the arbitrary parameter \( k \) belongs to the interval \( (0, \frac{c}{b+1}) \). Moreover,

\[
0 < \phi(x) < c, \quad x \in \mathbb{R}, \tag{4}
\]

and the family is smooth with respect to parameter \( k \) in \( (0, \frac{c}{b+1}) \).

Let us now give the definition of orbital stability of the smooth solitary waves for the b-CH equation (1).

**Definition 1.** Let \( m(t, x) = \mu(x - ct) \) be the travelling wave solution of the b-CH equation (5) with \( \mu \in X_k \). We say that the travelling wave is orbitally stable in \( X_k \) if for every \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that for every \( m_0 \in X_k \) satisfying \( \|m_0 - \mu\|_{H^1} < \delta \), there exists a unique solution \( m \in C^0(\mathbb{R}, X_k) \) of the b-CH equation (5) with the initial datum \( m(0, \cdot) = m_0 \) satisfying

\[
\inf_{x_0 \in \mathbb{R}} \|m(t, \cdot) - \mu(\cdot - x_0)\|_{H^1} < \varepsilon, \quad t \in \mathbb{R}.
\]

The following lemma gives the stability criterion of smooth solitary waves for the b-CH equations (1).
Lemma 2.2. (see [20]) For fixed $b > 1$, $c > 0$, and $k \in (0, \frac{1}{b-1})$, there exists a unique solitary wave $m(t,x) = \mu(x - ct)$ of the b-CH equation (5) with profile $\mu \in C^\infty(\mathbb{R})$ satisfying $\mu(x) > 0$ for $x \in \mathbb{R}$, $\mu'(0) = 0$, and $\mu(x) \to k$ as $|x| \to \infty$ exponentially fast. The solitary wave is orbitally stable in $X_k$ if the mapping

$$ k \mapsto Q(\phi) := \int_{\mathbb{R}} \left( b\left(\frac{c-k}{c-\phi}\right) - \left(\frac{c-k}{c-\phi}\right)^b - b + 1 \right) dx $$

(6)

is strictly increasing, where $\phi := k + (1 - \partial_x^2)^{-1} (\mu - k)$ is uniquely defined.

Thus orbital stability of smooth solitary waves for the b-CH equation (5) can be determined by the sign of $\frac{dQ(\phi)}{dk} > 0$. Furthermore, the Lemma 2.2 implies that the travelling wave solution $u(t,x) = \phi(x - ct)$ of the b-CH equation (1) is orbitally stable in $Y_k$ where $Y_k = \{ u - k \in H^3(\mathbb{R}) : u(x) - u''(x) > 0, x \in \mathbb{R} \}$.

Form [20], we obtain the normalized form of the second-order equation (3) after some transformations

$$ -\varphi'' + \varphi(1 - \varphi)^{b-2} \left(1 - \frac{b+1}{2\gamma}\right) = 0, \quad \varphi \neq 1 $$

(7)

where

$$ \zeta = \sqrt{c - k(c + 1)}(c - k)^{\frac{b-1}{2}} z, \quad \psi(z) = k + (c - k)\varphi(\zeta), $$

$$ z = \int_0^x \frac{1}{(c - \phi(x))^{\frac{b-1}{2}}} dx, \quad \phi(x) = \psi(z), $$

and

$$ \gamma := \frac{c - k(c + 1)}{c - k}. $$

(8)

Note that (8), it is easy to verify that $\gamma \in (0,1)$ owing to $k \in (0, \frac{1}{b+1})$.

On account of $\frac{dx}{d\zeta} = \frac{-bc}{(c-k)^2} < 0$ with $b > 1$, $c > 0$, the mapping (6) is strictly increasing if and only if $\frac{dQ(\phi)}{d\phi} < 0$, where

$$ Q(\phi) = \int_{\mathbb{R}} \left( b\left(\frac{\phi - k}{c - \phi}\right) + 1 - \left(\frac{c-k}{c-\phi}\right)^b \right) dx $$

$$ = \gamma^{-\frac{b}{2}} \int_{\mathbb{R}} \left( b\varphi(1 - \varphi)^{\frac{b-1}{2}} + (1 - \varphi)^{\frac{b-1}{2}} - (1 - \varphi)^{-\frac{b-1}{2}} \right) d\zeta. $$

(9)

For convenience, denote $x := \varphi$, $t := \zeta$, then the equation (7) can be written as

$$ -x'' + x(1 - x)^{b-2} \left(1 - \frac{b+1}{2\gamma}\right) = 0, $$

(10)

and let $x' = y$, we have the planar system as follows

$$ \begin{cases} 
\frac{dx}{dt} = y, \\
\frac{dy}{dt} = x(1 - x)^{b-2} \left(1 - \frac{b+1}{2\gamma}\right), 
\end{cases} $$

(11)

with the first integral

$$ \tilde{H}(x,y) = \frac{(1 - x)^{b-1}}{\gamma b(b - 1)} \left(2(1 - \gamma) + 2(1 - \gamma)(b - 1)x + b(b - 1)x^2 \right) - y^2 = \tilde{h}. $$

(12)
It is clear that there are two singular points \((0,0)\) (the saddle point), \(((\frac{2\gamma}{b+1}), 0)\) (the center), and a singular line \(x = 1\), where \(\frac{2\gamma}{b+1} < 1\).
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Figure 1. Diagram of the homoclinic orbit and the period annulus, where \(\Gamma_h = \{(x,y) | \bar{H}(x,y) = \bar{h}, \bar{h} \in (\bar{h}_c, \bar{h}_s)\}\).

For \(b > 1\) and \(c > 0\), by the translational invariance, the smooth solitary waves (the homoclinic orbits) profile satisfying \(\varphi'(0) = 0\) and correspond to the level curve

\[
\frac{(1-x)^{b-1}}{\gamma b(b-1)} \left(2(1-\gamma) + 2(1-\gamma)(b-1)x + b(b-1)x^2 \right) - y^2 = \frac{2(1-\gamma)}{\gamma b(b-1)}. \quad (13)
\]

Additionally, there exists a punctured neighbourhood of the center \(((\frac{2\gamma}{b+1}), 0)\) enclosed by the homoclinic orbit connecting the saddle \((0,0)\), and the largest such punctured neighborhood is said to be the period annulus of \(((\frac{2\gamma}{b+1}), 0)\) (see Figure 1).

Next, to better verify the stability criterion \((9)\), we consider a new system with the homoclinic orbits \((13)\) as the first integral.

For the homoclinic orbits \((13)\), it can be written as

\[
\frac{A(x)}{B(x)} - \frac{b(b-1)y^2}{-B(x)} = \frac{1}{\gamma}, \quad (14)
\]

where

\[
A(x) = 2(1-x)^{b-1} + 2(b-1)x(1-x)^{b-1} - 2, \\
B(x) = A(x) + b(b-1)x^2(1-x)^{b-1}. \quad (15)
\]

In order to separate variables of \((14)\), we choose new variables \(z, \bar{u}\) as follows:

\[
z = x, \quad \bar{u} = \sqrt{\frac{b(b-1)}{-B(x)}} y.
\]

Then smooth solitary waves correspond to the level curve takes the form

\[
\frac{A(z)}{B(z)} - \bar{u}^2 = \frac{1}{\gamma}, \quad \gamma \in (0,1). \quad (16)
\]
Note that the level curve (16), let $h = \frac{1}{\gamma}$, it is straightforward to show that

$$H(z, \bar{u}) = \frac{A(z)}{B(z)} - \bar{u}^2 = h, \ h \in (1, \infty),$$

(17)
is the first integral of the following new planar Hamiltonian system

$$\begin{cases}
\frac{dz}{d\tau} = 2\bar{u}, \\
\frac{d\bar{u}}{d\tau} = \frac{2b(b-1)z(1-z)^{b-2}}{B^2(z)} \left(2 - (b+1)z - 2(1-z)^b - (b-1)z(1-z)^b\right),
\end{cases}$$

(18)

where $z = 1$ is the singular line and $d\tau = \frac{1}{2} \sqrt{-\frac{B(z)}{B(b-1)}} dt$.

The trajectories of smooth solitary waves correspond to the first integral of the system (18). We denote by $\Gamma_h = \{(z, \bar{u})|H(z, \bar{u}) = h, 1 < h < \infty\}$ the trajectories of smooth solitary waves (see Figure 2).

Using (15), in view of $z \in (0, 1)$ and $b > 1$, it is easy to check that

$$A'(z) = -2b(b-1)z(1-z)^{b-2} < 0,$$
$$B'(z) = -b(b-1)(b+1)z^2(1-z)^{b-2} < 0,$$
$$A''(z) = 2b(b-1)(1-z)^{b-3}(b-1)z - 1,$$
$$B''(z) = b(b-1)(b+2)z(1-z)^{b-3}(bz-2),$$

(19)

and $A(z) < 0$, $B(z) < 0$ thanks to $A(0) = 0$, $B(0) = 0$.

For the system (18), denote $f(z) = 2 - 2(1-z)^b - (b+1)z - (b-1)z(1-z)^b$, it can easily be proved that

$$f'(z) = (b+1)((1-z)^{b-1} + (b-1)z(1-z)^{b-1} - 1) = \frac{b+1}{2} A(z).$$

(20)

Since $z \in (0, 1)$, we obtain $f'(z) < 0$ and $f(z) < 0$ due to $f(0) = 0$. That is, the system (18) has no singular point with $z \in (0, 1)$.
Moreover, by (9), it follows that

\[ Q(\phi) = h^{1/2} \int_{\mathbb{R}} \left( bz(1-z)^{b+1} + (1-z)^{b+1} - (1-z)^{-b-1} \right) dt \]

\[ = h^{1/2} \int_{\mathbb{R}} \frac{(1-z)^{-b-1}}{2} A(z) dt \]

\[ = h^{1/2} \int_{\Gamma_h} \frac{A(z)(-B)^{b}(z)}{2b^{1/2}(b-1)^{1/2}(1-z)^{a/2}f(z)} d\bar{u}, \]  

(21)

owing to (18). For simplicity, we denote \( A(z), B(z) \) and \( f(z) \) as \( A, B \) and \( f \), respectively. That is

\[ Q(\phi) = h^{1/2} \int_{\Gamma_h} \frac{A(-B)^{b}(z)}{2b^{1/2}(b-1)^{1/2}(1-z)^{a/2}f(z)} d\bar{u}, \]

(22)

namely \( Q \) function.

In view of \( \frac{dh}{d\gamma} = -\frac{1}{\gamma} < 0 \), the mapping \( Q(\phi) \) (6) is strictly increasing if and only if \( \frac{dQ}{dh} > 0 \).

3. Preparations of analysis of the stability criterion

To address the monotonicity of the \( Q \) function (22), we need the following preparations.

As stated in the previous section, we only need to verify that \( \frac{dQ}{dh} > 0 \) for the planar Hamiltonian system (18).

We find that the \( Q \) function is very similar to the period function (the period function assigns to each orbit in the period annulus its period) of the center of those planar differential systems for which the first integral \( H(x,y) \) has separable variables, i.e., \( H(x,y) = F_1(x) + F_2(y) \) (see Figure 1).

In the literatures, much attention is paid to the centers and the monotonicity of period functions of the planar quadratic polynomial systems, see for example [3, 9, 13, 14, 22, 32] and reference therein.

In [30], Villadelprat and Zhang considered the monotonicity of the period function of planar Hamiltonian differential systems with the first integral \( H(x,y) = F_1(x) + F_2(y) \), where the period function can be written as

\[ T(\bar{h}) = \int_{\Gamma_h} dt = \int_{\Gamma_h} \frac{1}{F_1(y)} dx. \]

Later, the monotonicity of the period function as follows

\[ T(\bar{h}) = \int_{\Gamma_h} \frac{g(x)}{f(y)} dx, \]

with the first integral \( H(x,y) = F_1(x) + F_2(y) \) was studied by our previous work in [27]. To solve the convergence problem, we multiply the period function \( T(\bar{h}) \) by \( \bar{h} \) and take the derivative of \( \bar{h}T(\bar{h}) \) with respect to \( \bar{h} \).
In the following proof, we shall adopt the same procedure as in the proof of the monotonicity of the period function of planar Hamiltonian differential systems.

Similarly, for the $Q$ function, denote
\[
Q(\phi) = h^{\frac{3}{2}} \int_{\Gamma_h} \frac{A(-B)^{\frac{3}{2}}}{2b^2(b-1)^{\frac{3}{2}}(1-z)^{\frac{4}{3}}} f d\bar{u} \triangleq h^{\frac{3}{2}} \int_{\Gamma_h} g(z) d\bar{u},
\]
and we present a consequence to deal with the $Q$ function as follows, which will be applied to prove the main result in the next section.

Lemma 3.1. Assume for $b > 1$, the following two hypotheses hold:

(H1) $2(1-z)A'f + (b-1)Af - (1-z)Af' > 0$, $z \in (0, 1)$,

(H2) $\frac{1}{2} z(1-z)B' + \frac{1}{2}(b-1)zB - (1-z)B < 0$, $z \in (0, 1)$.

Then the mapping $Q(\phi)$ (6) is strictly increasing with respect to $k$.

Proof. It is sufficient to verify that $\frac{dQ}{dh} > 0$ for the planar Hamiltonian system (18).

For the $Q(\phi) = h^{\frac{3}{2}} \int_{\Gamma_h} g(z) d\bar{u}$, multiplying both sides of the above equation by $h^{\frac{3}{2}}$, we obtain
\[
h^{\frac{3}{2}} Q(\phi) = h \int_{\Gamma_h} g(z) d\bar{u},
\]
and
\[
h^{\frac{3}{2}} Q(\phi) = \int_{\Gamma_h} \left( \frac{A}{B} (z - \bar{u}^2) \right) g(z) d\bar{u}
\]
\[
= \int_{\Gamma_h} \left( \frac{A}{B} g(z) d\bar{u} - \int_{\Gamma_h} g(z) \bar{u}^2 d\bar{u} \right)
\]
\[
\triangleq I_1(h) - I_2(h).
\]

by virtue of the first integral (17).

Taking the derivative with respect to $h$ on both sides of the above equality, we have
\[
\frac{1}{2} h^{-\frac{1}{2}} Q(\phi) + h^{\frac{3}{2}} \frac{dQ(\phi)}{dh} = I'_1(h) - I'_2(h),
\]
where
\[
I'_1(h) = \int_{\Gamma_h} \frac{1}{2b^2(b-1)^{\frac{3}{2}}} \cdot \left( \frac{A^2}{(1-z)^{b-1}f} \right)^{\prime} \frac{\partial z}{\partial h} \cdot \frac{(-B)^{\frac{3}{2}}}{z(1-z)^{\frac{4}{3}}(b-1)} d\bar{u}
\]
\[
+ \int_{\Gamma_h} \frac{1}{2b^2(b-1)^{\frac{3}{2}}} \cdot \left( \frac{A^2}{(1-z)^{b-1}f} \right)^{\prime} \frac{\partial z}{\partial h} \cdot \frac{(-B)^{\frac{3}{2}}}{z(1-z)^{\frac{4}{3}}(b-1)} d\bar{u}
\]
\[
= \int_{\Gamma_h} \frac{-A(-B)^{\frac{3}{2}}}{4b^2(b-1)^{\frac{3}{2}} z^2(1-z)^{\frac{4}{3}} f^3} d\bar{u}
\]
\[
+ \int_{\Gamma_h} \frac{A^2(-B)^{\frac{3}{2}}}{4b^2(b-1)^{\frac{3}{2}} z^3(1-z)^{\frac{4}{3}} f^2} d\bar{u},
\]
\]
and

\[
I'_2(h) = \left( \int_{\Gamma_h} \frac{b^\frac{1}{2}(b-1)^\frac{1}{2}A}{2(1-z)^\frac{1}{2}\sqrt{-B}} \bar{u} dz \right)' = \int_{\Gamma_h} \frac{b^\frac{1}{2}(b-1)^\frac{1}{2}A}{2(1-z)^\frac{1}{2}\sqrt{-B}} \frac{\partial \bar{u}}{\partial h} dz
\]

\[
= \int_{\Gamma_h} -\frac{b^\frac{1}{2}(b-1)^\frac{1}{2}A}{2(1-z)^\frac{1}{2}\sqrt{-B}} \frac{1}{2\bar{u}} dz
\]

\[
= -\int_{\Gamma_h} \frac{A(-B)^\frac{1}{2}}{4b^\frac{1}{2}(b-1)^\frac{1}{2}z(1-z)^\frac{1}{2}f} \bar{u} dz,
\]

due to (17) and (18).

In addition, we must verify that the integral \( I'_1(h) \) and \( I'_2(h) \) are well defined along the orbit \( \Gamma_h \). It is easy to verify that for \( \bar{u} \to 0 \), the denominator of \( I'_1(h) \) and \( I'_2(h) \) is not 0. That is the integral \( I'_1(h) \) and \( I'_2(h) \) are Riemann integrals, which are well-defined.

And it is simple to know that \( \bar{u} \to +\infty \) is singularity of \( I'_1(h) \) and \( I'_2(h) \). Using the fact of the first integral (17), we have

\[
z = \frac{1}{\bar{u}^2},
\]

and \( \bar{u} \to +\infty \),

\[
z = \frac{1}{\bar{u}^2} + O(\frac{1}{\bar{u}^2}),
\]

by means of Lagrange inversion theorem.

For

\[
-\int_0^{+\infty} -A(-B)^\frac{1}{2} \left(2(1-z)A'f + (b-1)Af - (1-z)Af'\right) 2b^\frac{1}{2}(b-1)^\frac{1}{2}z(1-z)^\frac{1}{2}f^3 d\bar{u},
\]

the Taylor expansion of the numerator and the denominator of the above function (28) at the origin have the form

\[
-\int_0^{+\infty} \alpha_1 z^{15} + o(z^{16}) + \alpha_2 z^{25} + o(z^{26}) d\bar{u},
\]

where \( \alpha_1, \alpha_2 \) are parameters related to \( b \). It follows that the integral (28) is absolutely convergent for \( \bar{u} \to +\infty \) (\( z \to 0 \)), i.e., the integral (28) is well defined.

Similarly, we can also check that the power of \( z \) in the numerator is higher than the denominator of \( I'_1(h) \) and \( I'_2(h) \) thanks to (15) and (19), that is integral \( I'_1(h) \) and \( I'_2(h) \) are well defined.

By (22), it is simple to show that

\[
\frac{1}{2}h^{-\frac{3}{2}} Q(\phi) = \int_{\Gamma_h} \frac{A(-B)^\frac{1}{2}}{4b^\frac{1}{2}(b-1)^\frac{1}{2}z(1-z)^\frac{1}{2}f} d\bar{u} = -I'_2(h).
\]
It follows that
\[
\frac{dQ(\phi)}{dh} = I'(\lambda) = \int_{\Gamma_h} \frac{-A(-B)^{\frac{3}{2}}(2(1-z)A'f + (b-1)Af - (1-z)Af')}{4b^{\frac{3}{2}}(b-1)^{\frac{3}{2}}z^2(1-z)\frac{d\lambda}{dz}} d\bar{u} \\
+ \int_{\Gamma_h} \frac{A^2(-B)^{\frac{3}{2}}(z(1-z)B' + \frac{1}{2}(b-1)zB - (1-z)B)}{4b^{\frac{3}{2}}(b-1)^{\frac{3}{2}}z^3(1-z)\frac{d\lambda}{dz}} f^3 d\bar{u} \\
= - \int_0^{+\infty} \frac{-A(-B)^{\frac{3}{2}}(2(1-z)A'f + (b-1)Af - (1-z)Af')}{2b^{\frac{3}{2}}(b-1)^{\frac{3}{2}}z^2(1-z)\frac{d\lambda}{dz}} d\bar{u} \\
- \int_0^{+\infty} \frac{A^2(-B)^{\frac{3}{2}}(\frac{1}{2}z(1-z)B' + \frac{1}{2}(b-1)zB - (1-z)B)}{2b^{\frac{3}{2}}(b-1)^{\frac{3}{2}}z^3(1-z)\frac{d\lambda}{dz}} f^3 d\bar{u}.
\]

(29)

On account of
\[
\frac{-A(-B)^{\frac{3}{2}}}{2b^{\frac{3}{2}}(b-1)^{\frac{3}{2}}z^2(1-z)\frac{d\lambda}{dz}} < 0,
\]
and
\[
\frac{A^2(-B)^{\frac{3}{2}}}{2b^{\frac{3}{2}}(b-1)^{\frac{3}{2}}z^3(1-z)\frac{d\lambda}{dz}} > 0,
\]
and according to (H1) and (H2), we obtain \(\frac{dQ(\phi)}{dh} > 0\). That is the mapping \(Q(\phi)\) (6) is strictly increasing with respect to \(k\). The proof is completed. \(\square\)

4. THE PROOF OF THE MAIN RESULT

In this section, we shall show analytically for any \(b > 1\) that the stability criterion is satisfied and smooth solitary waves of the \(b\)-CH equation (1) are orbitally stable.

**Proof.** From Lemma 3.1, it is enough to check (H1) and (H2).

- Firstly, we need to verify (H1).

From (19), it follows that
\[
\frac{1}{2}z(1-z)B' + \frac{1}{2}(b-1)zB - (1-z)B \\
= (1-z)^{b-1}((b-1)z^2 + (3-b)z - 2) - (b+1)z + 2
\]
\[= R(z),\]
and it can easily be checked \(R(1) = -b + 1 < 0\). The Taylor expansion of the function \(R\) at the origin has the form
\[
R(z) = \frac{b}{6}(1-b)(1+b)z^3 + o(z^3).
\]
Thus, we have \(R'(0) = R''(0) = 0\), \(R^3(0) = \frac{b}{6}(1-b)(1+b) < 0\) and \(z \to 0^+,\)
\[\frac{R(z)}{z^3} < 0.
\]
To determine the sign of \(R(z)\), assume that \(b = 3\), we obtain for \(z \in (0,1),\)
\[
R(z) = 2z^3(z-2) < 0.
\]
Taking the derivative of $R(z)$ with respect to $z$, we have

$$R'(z) = (b + 1)(1 - z)^{b-1}((b - 1)z + 1) - (b + 1).$$  \hspace{1cm} (31)

In order to prove the theorem, we assertion that if the two equations $R(z) = 0$ and $R'(z) = 0$ have no the common roots for $z \in (0,1)$, $b > 1$, then $R(z) < 0$ for $z \in (0,1)$, $b > 1$.

If the assertion would not hold, then there exist a parameter $b_1 \in (1, +\infty)$ such that $\frac{R(z)}{z^2} > 0$. According to the continuous dependence of the solution on the parameters, we can find another parameter $b_0 \in (1, +\infty)$ such that $R(z) = 0$ and $R'(z) = 0$ have one common root for $z \in (0,1)$ in light of $\frac{R(z)}{z^2} < 0$ for $b = 3$, $z \in (0,1)$. This leads to a contradiction. It is now obvious that the assertion holds (see Figure 3).

In other words, we only need to prove that $R(z) = 0$, $R'(z) = 0$ have no the common roots on $(0,1)$.

Substitute $\nu$ for $(1 - z)^{b-1}$ in $R(z)$ and $(1 - z)R'(z)$, we can get

$$R(z) = \nu((b - 1)z^2 + (3 - b)z - 2) - (b + 1)z + 2,$$

and

$$R'(z) = (b + 1)\nu((b - 1)z + 1) - (b + 1),$$

where $R(z)$ and $R'(z)$ are functions of $z, \nu$, and $z \in (0,1)$, $\nu \in (0,1)$.

With the help of elimination by eliminant, the common roots of $R(z) = 0$ and $R'(z) = 0$ satisfy the following equation

$$b(b + 1)(b - 1)z^2 = 0.$$

It is simple to check that for $b > 1$ and $z \in (0,1)$, $b(b + 1)(b - 1)z^2 > 0$. It follows that $R(z) = 0$ and $R'(z) = 0$ have no the common roots for $z \in (0,1)$. 
As what we have hoped, that is for $b > 1$, $z(1 - z)B' + \frac{1}{2}(b - 1)zB - (1 - z)B < 0$, $z \in (0, 1)$.

$\bullet$ The next thing to do in the proof is to verify $(H2)$.

We now proceed as in the proof of $(H1)$. If we plug $\nu = (1 - z)^{b - 1}$ back into $2(1 - z)A'f + (b - 1)Af - (1 - z)Af'$, it can easily be shown that

$$
2(1 - z)A'f + (b - 1)Af - (1 - z)Af'
= (2(b - 1)^2z^2 - 2(b^2 - 5b + 2)z - 6b + 2)\nu^2
+ (2b(b - 1)^2z^2 - 4(3b - 1)z + 12b - 4)\nu + 2b(b + 1)z - 6b + 2
$$

\[\triangleq P(z),\]

thanks to (19), and it can easily be verified that $P(1) = 2(b - 1)^2 > 0$. The Taylor expansion of the function $P$ with respect to $z$ at the origin has the form

$$
P(z) = \frac{1}{6}b^2(b + 1)(b - 1)^2z^4 + o(z^4).
$$

Thus, we have $P'(0) = P''(0) = 0$, $P^3(0) = 0$, $P^4(0) = \frac{1}{6}b^2(b + 1)(b - 1)^2 > 0$ and $z \to 0^+$, $\frac{P(z)}{z^4} > 0$.

Supposed that $b = 2$, it is evident that $P(z) = 2z^4 > 0$ for $z \in (0, 1)$. Taking the derivative of $P(z)$ with respect to $z$, we get

$$
(1 - z)P'(z) = (1 - z)((b - 3)A'f + 2(1 - z)A''f + bAf')
= (-4b(b - 1)^2z^2 + 2b(2b^2 - 9b + 5)z + 10b^2 - 6b)\nu^2
+ (-2b(b + 1)(b - 1)^2z^2 + 4b^2(b + 1)z - 12b^2 + 4b)\nu
- 2b(b + 1)z + 2b(b + 1)
$$

\[\triangleq z^4l(z) = 0.\]

It follows that if for $b > 1$ the two equations $P(z) = 0$, $P'(z) = 0$ have no the common roots, then $P(z) > 0$, $z \in (0, 1)$.

The common roots of $P(z) = 0$ and $P'(z) = 0$ satisfy the following equation

$$
z^4((b - 1)^3z^2 + (-12b + 4)z + (12b - 4)) \triangleq z^4l(z) = 0.
$$

Now that $b > 1$, it can easily be verified that

$$
l(z) = (b - 1)^3z^2 + (12b - 4)(1 - z) > 0, \ z \in (0, 1),
$$
i.e., $P(z) > 0$ for $z \in (0, 1), b > 1$.

Therefore, we obtain $2(1 - z)A'f + (b - 1)Af - (1 - z)Af' > 0$ for $z \in (0, 1), b > 1$.

Based on the above analyses, the two hypotheses $(H1)$ and $(H2)$ hold.

Hence, by the Lemma 2.2, for any $b > 1$, $c > 0$ and $k \in (0, \frac{k}{b+1})$, the stability criterion is verified analytically and the smooth solitary waves are orbitally stable. This completes the proof. □
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