The Confinement of Vortices in Nano-Superconducting Devices
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We have investigated the confinement of 3-D vortices in specific cases of Type-II ($\kappa = 2$) nano-superconducting devices. The emergent pattern of vortices greatly depends on the orientation of an applied magnetic field (transverse or longitudinal), and the size of the devices (a few coherence lengths $\xi$). Herein, cylindrical geometries are examined. The surface barriers become very significant in these nano-systems, and hence the characteristics of the vortices become highly sensitive to the shape of the system and direction of an applied field. It is observed that nano-cylindrical superconductors, depending on their sizes, can display either first or second order phase transitions, under the influence of a longitudinal field. In the confined geometries, nucleation of a giant vortex state composed of a n-quantum emerges for the longitudinal magnetic field.
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I. INTRODUCTION

Generally, there are two types of superconductors: Type-I and Type-II. In macroscopic sized Type I superconductors in an applied magnetic field there emerges a perfect diamagnetic state, whereby the field is completely expelled from the sample. This expulsion is known as the Meissner-Oschensfeld effect. In strong magnetic fields, the superconducting state vanishes, and a normal metallic one is restored [1,2]. However, another category of superconducting materials, Type II, can react quite differently to an applied field. In weak fields, these superconductors behave identically to the Type I systems by completely expelling the field. But as the strength of the magnetic field increases, penetration into the sample occurs to create flux tubes of normal conductivity surrounded by spiralling superconducting currents. These small tornadoes of superconducting current are called vortices. The Type II superconductor allows the nucleation of quantised vortices in a triangular pattern (the Abrikosov lattice). However, these facts are only going to be true in the bulk superconductor, but not in the nano-sized superconductors. In fact, the vortices and superconductors themselves, could exhibit abnormal behaviours in some confined nano-geometries [3]. Recent experiments [4] have indicated that Type I (Pb) superconducting cylinders may have some Type II characteristics, possibly suggesting that vortices may quite likely nucleate in Type I superconductors with restricted nano-geometries [6,9,12]. In a restricted region, it is not necessary for a vortex to be a quantised fluxoid, as proposed by Bardeen [13] and observed by Geim et al. [14], because of the flux spilling out of the superconducting surface [15]. It is also found that nano-superconductors could undergo the 1st or 2nd order phase transitions, depending on the size and surface barrier of the system [13,16]. Some reports further showed that superconducting cylinders suffer a stronger Meissner-Ochsenfeld effect in a transverse field than in a longitudinal field, and concluded that the magnetisation response is dependent on the direction of an applied magnetic field [6].

The surface barriers in nano-superconductors play a very important role to influence the interaction of vortices [17,19]. Vortices are sensitive to the nano-boundaries [20,21], experiencing an attractive force from the boundaries and a repulsive force due to the magnetic field [17]. The size of Cooper pairs $\xi$ (coherence lengths) is also suppressed in nano-sized superconductors [7], and hence it would allow vortices to enter nano-superconductors more easily. Moreover, other studies [22] discovered that the magnetisation response depends on the geometry and shape of the samples, and also concluded that geometric barriers are the key for the vortex-pattern. Recently, Zolotavin et al. [23,24] found that the critical temperature $T_c$ and the critical field $H_c$ could also be altered at the nano-scale, due to the change of electron-phonon interaction and electronic density.

The vortex states of a nano-superconductor can be logic states in magnetic switching devices, controlled by the strength of an applied magnetic field [25,27]. There are several innovative proposals for the applications of nano-superconductors [25,28], such as Josephson cylinders [29,30], mixed superconductor-semiconductor devices [31], and some superconducting nano-particles [23,24,26,27,32-33].

The objective of this article is to understand the behaviours of confined vortices in Type II nano-superconducting devices. We look at the magnetisation states (1st or 2nd order phase transition) and vortex structures in nano-superconductors with cylindrical geometries [24,38], different sizes (from one coherent length $\xi$ to a few) and finally the effects of the orientation of applied magnetic fields (transverse and longitudinal). We also look at the possibility of the giant vortex (i.e. a multi-quantum vortex) in some specific orientations and geometries. Indeed, a giant vortex needs more energy to nucleate than a multitude of vortices [39]. All these
characteristics are important for the control of flux in nano-devices.

II. NONLINEAR GINZBURG-LANDAU MODEL FOR NANO-SUPERCONDUCTING DEVICES

To model our systems, we use the pair of nonlinear coupled Ginzburg-Landau equations (see for example, Abrikosov \[30\] and Ginzburg \[31\])

\[
\alpha(T)\Psi + \beta(T)|\Psi|^2 + \frac{1}{2m^*}\left(\frac{\hbar}{i}\nabla - \frac{e^*}{c}A\right)^2\Psi = 0 \quad (1)
\]

\[
J = \frac{e^*\hbar}{m^*}\text{Im}(\Psi^*\nabla\Psi) - \frac{e^*2m^*c}{\hbar}|\Psi|^2, \quad (2)
\]

where \(\Psi\) is an order parameter, \(A\) is the magnetic potential \((B = \nabla \times A)\), and \(B\) is the local magnetic field. \(\alpha(T)\) and \(\beta(T)\) are temperature dependent parameters, near the critical temperature \(T_c\), parameterized by the superconducting materials. \(\nabla = (\partial_x, \partial_y, \partial_z)\) is the gradient operator, and \(e^*\) and \(m^*\) are the effective charge and mass of the Cooper pair respectively. \(J\) is the superconducting current density \[12-30\].

In order to study the superconducting cylinders, in transverse \((H = H\hat{x})\) and longitudinal \((H = H\hat{z})\) applied magnetic fields, we need to solve Eqs. (1) and (2), subject to the boundary conditions: (a) that the normal component of the super-current vanishes \((43-44)\), \([(\hbar/i)\nabla - (e^*/c)A]\Psi \cdot \hat{n} = 0\) and, (b) that the field strength on the surface \(\partial\Omega\) is equal to the applied magnetic field, \(H = \nabla \times A_{\text{app}}\), where \(A_{\text{app}}\) corresponds to the applied magnetic potential on the boundary. The order parameter \(\Psi\) and the vector potential \(A\) can be calculated by solving the self-consistent Ginzburg-Landau equations. In the nano-sized scale, the boundary conditions have a significant contribution to the magnetisation response and to the vortex-vortex interactions. Once the magnetic potential \(A\) in the system is solved, the average magnetisation can be estimated from \(M = \frac{1}{V} \int (\nabla \times A - H) \, dV\), where \(V\) is the volume of the system.

III. ANALYSIS AND STUDIES OF VORTICES IN CONFINED GEOMETRIES

The Type II superconductors \(\kappa = \lambda(T)/\xi(T) > 1/\sqrt{2}\) have been investigated in this study, where \(\lambda(T) = \sqrt{m^*c^2/(4\pi e^*2|\Psi(T)|^2)}\) is the London penetration depth and \(\xi(T) = \sqrt{\hbar^2/(2m^*|\alpha(T)|)}\) is the coherence length (Cooper pair). Furthermore, in the Ginzburg-Landau model, penetration depth and coherence length can be approximated in terms of: \(\xi(T) \approx \xi_0 / \sqrt{1 - (T/T_c)}\) and \(\lambda(T) \approx \lambda_0 / \sqrt{1 - (T/T_c)}\) respectively, where \(\xi_0\) and \(\lambda_0\) are the characteristic parameters at \(T = 0\) K. Hence \(\kappa = \xi_0/\lambda_0\) which is independent of temperature. Here we choose \(\kappa = 2 > \sqrt{2}\). The superconducting nano-cylinders are in transverse \((H = H\hat{x})\) and longitudinal \((H = H\hat{z})\) applied magnetic fields. The dimensions of the nano-devices range from \(1\xi\) to \(10\xi\).

A. Nano-Cylinders with radius \(R = \xi\) and length \(L = 10\xi\)

1. Reversible Second Order Phase Transition

The superconducting nano-cylinder \((\kappa = 2)\) we study has radius \(R = \xi\) and length \(L = 10\xi\), and in this subsection the applied magnetic field is \(H = H\hat{x}\) and is transverse to the axis of a nano-cylinder (Fig.1).

Our dimensionless magnetisation \(m = M/H_{c2}\) is as a function of the dimensionless applied field \(h = H/H_{c2}\), where \(H_{c2}\) is a second critical field of Type II superconductor from the Ginzburg-Landau model, and is defined as

\[
H_{c2} = \frac{\phi_0}{2\pi\xi^2}. \quad (3)
\]

Henceforth \(h\) denotes the dimensionless applied magnetic field (NOT the Planck’s constant). Fig.1 (b) is the magnetisation curves with respect to applied field. The red (star) and blue (triangle) curves are respectively the magnetisation \(m\) in an increasing magnetic field and in a decreasing magnetic field \(h\) (Fig.1). The magnetisation curve is reversible and exhibits typical second order transition with no clear cut between the Meissner state and normal state as \(h\) is varied. Given that the radius of the cylinder is equal to one coherence length, flux cannot be trapped in the cylinder and hence no vortex can nucleate.
in the system (there is no jump in $m$ in Fig. 1). This result is similar to the experimental results of Geim et al. [14] on superconducting disks of size $R = \xi$.

In macroscopic superconductors, the relationship between the second critical field $H_{c2}$ and the surface nucleation field $H_{c3}$ can be approximated to (see references [19, 20, 42])

$$H_{c3} \approx 1.69 H_{c2}. \quad (4)$$

For the slim nano-cylinder ($R = \xi$) being studied here, $H_{c3}$ is about 2.2 $H_{c2}$. Even though the magnitude of the magnetisation is small, the results show that the cylinder can resist magnetic fields larger than those estimated by de Gennes [43]. This may possibly be due to both the size, and the cylindrical shape of the sample. The effective coherence length $\xi_{eff}$ is de facto smaller than in theory, and hence $H_{c3} = \phi_0/(2\pi\xi_{eff}^2)$ is effectively larger than in theory.

We also give the results for superconducting nano-cylinders in a longitudinal applied field $H = H\hat{z}$, parallel to the axis of the cylinders (Fig. 2). For a cylinder with dimensions $R = \xi$ and $L = 10\xi$ (with $\kappa = 2$), it is found that no vortex is trapped in the cylinder, and the magnetisation exhibits reversible second order transition, just as in the case of transverse fields. However $H_{c3} \sim 2.7H_{c2}$ which is larger than in transverse fields. It is again the effective coherence length $\xi_{eff}$ in the simulation is less than in theory, and the $\xi_{eff}$ in longitudinal fields that is smaller than in transverse fields. Therefore, $H_{c3}$ in transverse fields is larger than in longitudinal fields.

B. Nano-Cylinders with radius $R = 3\xi$ and length $L = 10\xi$

1. Hysteresis on Magnetisation

Now we consider a nano-cylinder of radius $R = 3\xi$ and length $L = 10\xi$ in a transverse applied magnetic field, and study the vortex-pattern. The ‘diagram’ obtained from
Superconducting vortexes can nucleate in the cylinder. The magnetisation $m$ along the cylinder is presented (as discussed in Fig. 4). In a decreasing field, the first vortex state has five vortices; as the field is reduced, one vortex is expelled, followed by a further two. Reducing the field further drives the system into the Meissner state. The average magnetisation in the magnetic cooling is weaker than in magnetic heating. The reason is that the magnetic field is trapped inside the cylinder in the decreasing field, and cannot be easily expelled from the cylinder because of the surface barrier.

The geometry of the system can possibly change the electron mean free path $l$ near the surface. If $l$ is finite, Pippard [13, 14] showed that the coherence length $\xi$ is actually shorter than in a pure bulk sample, and can be deduced from $1/\xi = 1/\xi_{\text{pure}} + 1/l$. This effectively results in an increase of $\kappa = \lambda/\xi$ and hence a change in the surface energy between the superconducting and normal phases; this will change the vortex configurations in the nano-cylinders. Similar to Fig. 3 for one vortex, Fig. 6 shows the superconducting phase $\phi = \text{Im}(\ln \psi)$ (left) and superconducting density (right) when two vortices are present in the nano-cylinder.

2. Giant Vortex in a Confined System

Fig. 6 shows the magnetisation $m$ as a function of $h$ for a cylinder with $R = 3\xi$ and $L = 10\xi$ ($\kappa = 2$), with longitudinal field ($H = H_x$). The magnetisation shows an obvious hysteresis. Unlike the small cylinder ($R = \xi$), vortices can be trapped in the larger cylinder. In an increasing magnetic field $h$, the system evolves from the Meissner state to a state with vortices, and then to the normal state as expected for a Type II superconductor. We identify two different vortex states in an increasing field. The singly quantised vortex state is plotted in the Fig. 7. The diagram shows the nano-cylinder with 2D plane view ($x$-$y$ plane) in longitudinal field. Fig. 7(a) is the superconducting phase $\phi$ which shows that there is a phase change of $2\pi$. Fig. 7(b) represents the superconducting density $|\psi|$. Both Fig. 7(a) and (b) indicate that only a single vortex is pinned into the centre of the system.

Due to the size constraint (the radius is only $3\xi$), multiple single vortices cannot nucleate. Instead a giant, multi-quantum vortex is formed. Fig. 8 which shows an obvious phase change of $4\pi$. The superconducting density (right diagram) reveals a vortex state pinning into the centre, and the size of this double fluxoid vortex is obviously larger than a single vortex one shown in Fig. 4. In a decreasing field, the cylinder evolves from the normal state to a state with a four-quanta vortex. As the field is decreased further, flux is expelled from the cylinder and the subsequent vortex states have successively a two-quanta vortex and a Meissner state. The para-Meissner state is also observed in the decreasing field (13, 14, 15). It is due to the flux being trapped inside the system, and it can not be expelled even when the magnetic field decreases (Fig. 6).

In general, the vortex configuration (or pattern) is determined by relative sizes of the self-nucleation energy $E_s$, the interaction energy $E_I$ between vortices, and the interaction energy $E_b$ between the vortices and the boundaries. The energy to nucleate a single 3D vortex is
The interaction between two vortices is

\[ E_I \approx \frac{\phi_0^2 C}{16\pi^2 \lambda^2} \ln \left( \frac{d_1}{\xi} \right), \]

where \( C \) is the length of a 3D vortex tube. The interaction energy of a vortex with a boundary (the interaction of a single vortex with the boundary) can be described by the method of images with the interaction of a vortex with its image anti-vortex in analogy to electrostatics is

\[ E_b \approx -\frac{\phi_0^2 C}{8\pi^2 \lambda^2} \ln \left( \frac{d_2}{\xi} \right), \]

where \( d_2 \) is in the distance between a vortex and its image anti-vortex and depends on the geometry \([15]\). The vortex patterns are determined by the relative sizes of these attractive and repulsive terms \([18, 21]\). The parameters \( C, d_1 \) and \( d_2 \) are functions of the size and geometry of a sample. Vortex-vortex interactions are usually repulsive, but in this nano-cylinder there is a short range attraction \([21]\). The interaction becomes more complicated when there are more than two vortices \([26, 27, 38]\). That is why some novel hysteretic behaviours, associated with first and second order phase transitions occur. Furthermore, the confined geometry gives rise to the possibility of a giant vortex.

**IV. CONCLUSIONS**

We have studied the magnetisation curves of different Type II superconducting nano-geometries which are of dimensions comparable to the length scales of Cooper pairs and \( \kappa = 2 \), in transverse and longitudinal applied magnetic fields. Here the magnetisation has been investigated as a function of the applied magnetic field, demonstrating first (reversible) and second (flux trapped and expelled) order transitions of the sizes \( R = \xi \) and \( R = 3\xi \) respectively. It is due to the fact that the size of \( R = \xi \) is too small to allow a vortex. Only the size \( R = 3\xi \) is large enough to form some vortex states. Fluxoids nucleate or are trapped in the nano-cylinders \((R = 3\xi)\); the trapping is associated with the jumps in the magnetisation curves. These are signatures of quantised vortices nucleating into (as \( H \) is increased) or being expelled from (as \( H \) is decreased) the nano-cylinders. We have presented density profiles for the stable vortex states of different ranges of
$H$. The magnetisation curves are not reversible – they show hysteresis; this implies that there are several (at least two) metastable vortex states and different states are accessed in an increasing field and in a decreasing field respectively. We also found a giant (doubly quantised) vortex with $4\pi$ phase change in a cylinder ($R = 3\xi$) with the longitudinal applied fields. The reason for a giant vortex is again caused by the suppressed size of the system.
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