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ABSTRACT

In this paper, we focus on nonlinear infinite-norm minimization problems that have many applications, especially in computer science and operations research. We set a reliable Lagrangian dual approach for solving this kind of problems in general, and based on this method, we propose an algorithm for the mixed linear and nonlinear infinite-norm minimization cases with numerical results.
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1. Introduction

In this paper, we focus on solving nonlinear infinite-norm minimization problems with applications in separable cases.

Consider the following problem; model of nonlinear functions that can depend on multiple parameters:

\[(1.1) \quad \min_{y \in \mathbb{R}^n} \|F(y)\|_\infty\]

where \( F : \mathbb{R}^n \rightarrow \mathbb{R}^m \) (\( m>n \)) and \( y \in \mathbb{R}^n \) is a vector of variables \((\|x\|_\infty = \max_{1 \leq i \leq n} |x_i|)\).

Generally, the problem (1.1) is difficult to be solved because of both the nonlinearity of \( F \) and the nondifferentiability of the infinity-norm.

The usual approach [1] to deal with (1.1) is using p-norm to approximate infinite norm due to the equality \( \|F\|_\infty = \lim_{p \to \infty} \|F\|_p \), where \( \|x\|_p = \left( \sum_{i=1}^n |x_i|^p \right)^{\frac{1}{p}} \).

In this article, we will give a dual approach to handle this problem.

As a special case of (1.1), a model of a linear combination of nonlinear functions that can depend on multiple parameters:

\[(1.2) \quad \min_{y \in \mathbb{R}^2} \|A(y)x - b(y)\|_\infty,\]

where, \( A(y) \in \mathbb{R}^{m \times n}, \ b(y) \in \mathbb{R}^m \), (generally \( m > n_1 + n_2 \)), are nonlinear.

This type of problems is very common and has a wide range of applications in different areas, such as inverse problems, signal analysis, mechanical systems, neural networks, communications, robotics and vision, electrical engineering.
environmental sciences, to name just a few [2].

Recently, Golub and Pereyra [2] have proposed an algorithm for solving the least squares problem:

\[
\min_{y \in \mathbb{R}^r, \quad z \in \mathbb{R}^t} \| F(z)y - g(z) \|_2
\]

where, \( F \in \mathbb{R}^{mp} \) is a variable matrix and \( g \in \mathbb{R}^m \) is a variable vector.

Obviously, the problem (1.1) is more difficult than the Problem (1.3) and it has some interesting specifications.

In this paper, we study the problem (1.1) and set an algorithm for finding an optimal solution provided with computational results.

In general, our problem derived from the special nonlinear data fitting problem:

\[
\min_{a \in \mathbb{R}^p, \quad b \in \mathbb{R}^q} \frac{1}{2} \sum_{i=1}^{m} [y_i - \sum_{j=1}^{p} a_{ij} \phi_j(b, t_i)]^2
\]

(where \( \phi_j(b, t_i) : \mathbb{R}^p \to \mathbb{R}; \quad p + q = n \)), which has the following standard form:

\[
\min_{a \in \mathbb{R}^p, \quad b \in \mathbb{R}^q} \psi(a, b) = \frac{1}{2} \| y(b) - \phi(b)a \|_2^2
\]

where \( y(b) \in \mathbb{R}^m; \quad \phi(b) \in \mathbb{R}^{mp} \), with \( (\phi(b))_i = \phi_j(b, t_i); \quad i = 1, 2, ..., m, \quad j = 1, 2, ..., p. \)

Golub and Pereyra [3] proposed a variable projected method for solving this type of problems with the 2-norm.

Our paper is organized as follows. In the next section, we present dual approach for solving the general case of our problem. In section 3, an algorithm for finding solution of a special case of problem (1.1) is presented. Numerical results and discussion are reported in section 4. Conclusion is made in the last
2. A Dual Approach

Consider the problem (1.1)

$$\min_{y \in \mathbb{R}^n} \|F(y)\|_\infty$$

Which can be written as:

$$\min z \quad s.t. \quad z \geq |F_i(y)|, \quad i = 1, 2, \ldots, m$$

and this is equivalent to the problem:

$$\min z \quad s.t. \quad z^2 \geq (F_i(y))^2, \quad i = 1, 2, \ldots, m$$

It is also equivalent to

$$(2.1) \quad \min z^2 \quad s.t. \quad z^2 \geq (F_i(y))^2, \quad i = 1, 2, \ldots, m$$

because of the following proposition.

**Proposition 2.1.** The problem $$\min_{x \in C} f(x)$$ is equivalent to $$\min_{x \in C} g(f(x))$$ for any monotone function $$g: S \to \mathbb{R}$$, where $$S := \{f(x) : x \in C\}$$.

Moreover, (2.1) is equivalent to

$$(2.2) \quad \min t \quad s.t. \quad t \geq (F_i(y))^2, \quad i = 1, 2, \ldots, m$$

Now, consider the Lagrangian dual problem of (2.2) which has the form

$$(2.3) \quad \max \min \sum_{i=1}^m \lambda_i F_i(y)^2$$
Note that, for any fixed $\lambda$ the inner subproblem of (2.3) becomes nonlinear least squares problem which has been well studied [3-6].

Due to the weak duality theory, we have

**Proposition 2.2.** The optimal objective function value of Problem (2.2) is greater than or equal to that of Problem (2.3).

**Proposition 2.3.** The optimal objective function values of problems (2.2) and (2.3) are equal when one of the following conditions is satisfied

(a) $F_i$ is a linear function for $i = 1,2,...,m$,

(b) $F_i$ is a convex function and nonnegative for $i = 1,2,...,m$,

(c) $F_i$ is a concave function and nonpositive for $i = 1,2,...,m$.

There are some common approaches for solving the problem (2.3), such as the subgradient method. But it is difficult to solve its inner minimal problem to optimality in case when $F_i$ does not satisfy any of the previous conditions shown in Proposition 2.2. Usually, only local solutions can be obtained. Here, keep in mind that we really want to solve the problem (2.2), and due to Proposition 2.1, we do not need to exactly solve the problem (2.3); local solutions seem to be better ones.

3. An Algorithm For Special Case

In this section, we set an algorithm for solving the problem (1.2)

$$\min_{x \in \mathbb{R}^{n_1}} \| A(y)x - b(y) \|_\infty$$

where, $A(y) \in \mathbb{R}^{m \times n_1}$, $b(y) \in \mathbb{R}^m$, (generally $m > n_1 + n_2$), are nonlinear.
**Theorem 3.1.** If \((x^*, y^*)\) is the optimal solution of the problem (1.2) then

\[
\min_{x \in \mathbb{R}^n} \left\| A(y^*)x - b(y^*) \right\|_\infty
\]

is equivalent to the linear program:

\[
\begin{align*}
\min & \quad z \\
\text{s.t.} & \quad z \geq (A(y^*)x - b(y^*))_i, \quad i = 1, 2, \ldots, m \\
& \quad z \geq -(A(y^*)x - b(y^*))_i, \quad i = 1, 2, \ldots, m
\end{align*}
\]

Now, denote the optimal solution of (3.1) by \(x^{**}\), then \((x^{**}, y^*)\) is also the optimal solution of the problem (1.2).

Following Theorem 3.1, we can set the coming alternate algorithm.

**Algorithm 3.1.**

**Step 1** Set initial value \((x_0, y_0)\).

**Step 2** Solve the following linear problem for fixed \(y_0\)

\[
\min_{x \in \mathbb{R}^n} \left\| A(y_0)x - b(y_0) \right\|_\infty
\]

and obtain the optimal solution \(x_1\).

**Step 3** Solve the following problem for fixed \(x_1\)

\[
\min_{y \in \mathbb{R}^n} \left\| A(y)x_1 - b(y) \right\|_\infty
\]

and obtain the optimal solution \(y_1\).

**Step 4** Do the line search

\[
\min_{\beta \in \mathbb{R}^n} \left\| A(y_0 + \beta(y_1 - y_0))(x_0 + \beta(x_1 - x_0)) - b((y_0 + \beta(y_1 - y_0))) \right\|_\infty
\]
and obtain the optimal solution \( \beta^* \).

**Step 5** If the stop conditions satisfied then stop. Otherwise, update
\[ x_0 := x_0 + \beta^* (x_1 - x_0), \quad y_0 := y_0 + \beta^* (y_1 - y_0) \]
and go to Step 2.

Note that (3.2) becomes a general infinite-norm minimization problem with smaller dimension than that of (1.2).

4. Numerical Results

In this section, we implement the Algorithm 3.1 by MATLAB 6.5 using a CPU Pentium IV with 2.4 GHz. We compare two methods for solving the subproblem (3.2), iterative 2p-norm (p=1,2,...) approximation [1] and also the dual approach. Here, the dual problem is solved by the subgradient method. We call the MATLAB function FMINUNC to solve 2p-norm subproblems and LSQNONLIN to solve least squares subproblems in the dual approach. The algorithms stop when the variance between the current and the next optimal objective function is less than 1e-4.

The data of the examples are produced at random with zero optimal objective values. The dimension is set \( m=100 \). We run each algorithm 10 times independently and list the average objective value found and the average CPU time in seconds.

**Example 4.1.** In this example, we give fitting data for the model [3, 4]:

\[ a_1 + a_2 e^{-\alpha_1 t} + a_3 e^{-\alpha_2 t} \]

The results for this problem are given in Table 1.
Average Optimal Objective found & 0.0027 & 0.0003 \\
Average Time in Seconds & 9.4 & 1.8 \\

| Average Optimal Objective found | 2p-norm | Dual approach |
|----------------------------------|---------|---------------|
| Average Time in Seconds          | 9.4     | 1.8           |

**Table 1**

**Example 4.2.** The second example is given for the model [3, 4]:

\[ a_1 e^{-\alpha_1} + a_2 e^{-\alpha_2(t-\alpha_1)}^2 + a_3 e^{-\alpha_3(t-\alpha_1)}^2 + a_4 e^{-\alpha_4(t-\alpha_1)}^2 \]

The results for this problem are given in Table 2.

| Average Optimal Objective found | 2p-norm | Dual approach |
|----------------------------------|---------|---------------|
| Average Time in Seconds          | 11.5    | 5.2           |

**Table 2.**

**Example 4.3.** The second example has the model [3, 4]:

\[
\begin{align*}
a_1 + a_2t + a_3t^2 - a_4 \left[ \frac{1}{1 + ((\alpha_1 + 0.5\alpha_2 - t)/\alpha_1)^2} + \frac{1}{1 + ((\alpha_1 - 0.5\alpha_2 - t)/\alpha_1)^2} \right] \\
- a_5 \left[ \frac{1}{1 + ((\alpha_4 + 0.5\alpha_5 - t)/\alpha_4)^2} + \frac{1}{1 + ((\alpha_4 - 0.5\alpha_5 - t)/\alpha_4)^2} \right] \\
- a_6 \left[ \frac{1}{1 + ((\alpha_7 - t)/\alpha_6)^2} \right]
\end{align*}
\]

The results for this problem are given in Table 3.
Table 3

|                      | 2p-norm | Dual approach |
|----------------------|---------|---------------|
| Average Optimal Objective found | 0.0632  | 0.0003        |
| Average Time in Seconds      | 7.2     | 0.1           |

In our numerical experiments, the MATLAB function FMINUNC usually terminated until the Maximum number of function evaluations exceeded. This is partly because the 2p-norm minimization problems are difficult to be solved for large p. While our dual approach always works successfully.

5. Conclusion

In this paper, we proposed a dual approach with algorithm for solving nonlinear infinite-norm minimization problems with applications in separable cases. Comparing to the 2p-norm approximation method, our dual approach works well and often gives better solutions in less time.
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