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Introduction

▶ Bilingual transfer learning is important for overcoming data sparsity in the target language

▶ Bilingual word embeddings eliminate the gap between source and target language vocabulary

▶ Resources required for bilingual methods are often out-of-domain:
  ▶ Texts for embeddings
  ▶ Source language training samples

▶ We focused on domain-adaptation of word embeddings and better use of unlabeled data
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1. Monolingual word embeddings on concatenated data ([Mikolov et al., 2013]):
   - Easily accessible general (out-of-domain) data
   - Domain-specific data

2. Map monolingual embeddings to a common space using post-hoc mapping ([Mikolov et al., 2013])
   - Small seed lexicon containing word pairs is needed

Simple and intuitive but crucial for the next step!
Semi-Supervised Approach

- Goal: Unlabeled samples for training
- Tailored system from computer vision to NLP (Häusser et al., 2017)
  - Labeled/unlabeled samples in the same class are similar
  - Sample representation is given by the $n - 1^{th}$ layer
  - Walking cycles: labeled $\rightarrow$ unlabeled $\rightarrow$ labeled
  - Maximize the number of correct cycles

- $\mathcal{L} = \lambda_1 \cdot \mathcal{L}_{\text{classification}} + \lambda_2 \cdot \mathcal{L}_{\text{walker}} + \lambda_3 \cdot \mathcal{L}_{\text{visit}}$
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- Goal: Unlabeled samples for training
- Tailored system from computer vision to NLP \cite{Häusser2017}:
  - Labeled/unlabeled samples in the same class are similar
  - Sample representation is given by the $(n-1)^{th}$ layer
  - Walking cycles: labeled $\rightarrow$ unlabeled $\rightarrow$ labeled
- Maximize the number of correct cycles
- $\mathcal{L} = \lambda_1 \cdot \mathcal{L}_{\text{classification}} + \lambda_2 \cdot \mathcal{L}_{\text{walker}} + \lambda_3 \cdot \mathcal{L}_{\text{visit}}$
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Semi-Supervised Approach

- Goal: Unlabeled samples for training
- Tailored system from computer vision to NLP (Häusser et al., 2017)
  - Labeled/unlabeled samples in the same class are similar
  - Sample representation is given by the $n - 1^{th}$ layer
  - Walking cycles: labeled $\rightarrow$ unlabeled $\rightarrow$ labeled
  - Maximize the number of correct cycles

\[ L = \lambda_1 \cdot L_{\text{classification}} + \lambda_2 \cdot L_{\text{walker}} + \lambda_3 \cdot L_{\text{visit}} \]

- Adapted bilingual word embeddings make the models able to find correct cycles at the beginning of the training and improve them later on.
Cross-Lingual Sentiment Analysis of Tweets

- RepLab 2013 sentiment classification (+/0/-) of En/Es tweets (Amigó et al., 2013)
  - @churcaballero jajaja con lo bien que iba el volvo...
- General domain data: 49.2M OpenSubtitles sentences (Lison and Tiedemann, 2016)
- Twitter specific data:
  - 22M downloaded tweets
  - RepLab Background
- Seed lexicon: frequent English words from BNC (Kilgarriff, 1997)
- Labeled data: RepLab En training set
- Unlabeled data: RepLab Es training set
Cross-Lingual Sentiment Analysis of Tweets

- Our method is easily applicable to word embedding-based off-the-shelf classifiers

![Diagram of a CNN classifier with example words and a positive output](image.png)

**CNN classifier**

(Kim, 2014)
Medical Bilingual Lexicon Induction

- Mine Dutch translations of English medical words (Heyman et al., 2017)
  - *sciatica* → *ischias*

- General domain data: 2M Europarl (v7) sentences

- Medical data: 73.7K medical Wikipedia sentences

- Medical seed lexicon (Heyman et al., 2017)

- Unlabeled
  1. En word in BNC → 5 most similar and 5 random Du pair
  2. En word in medical lexicon → 3 most similar Du →
     → 5 most similar and 5 random En
Medical Bilingual Lexicon Induction

- Classifier based approach (Heyman et al., 2017)
  - Word pairs as training set (negative sampling)
  - Character level LSTM to learn orthographic similarity
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- Classifier based approach (Heyman et al., 2017)
  - Word pairs as training set (negative sampling)
  - Word embeddings to learn semantic similarity
Medical Bilingual Lexicon Induction

- Classifier based approach (Heyman et al., 2017)
  - Word pairs as training set (negative sampling)
  - Dense-layer scores word pairs
## Results: Sentiment Analysis

| Labeled Data |              | En   | baseline | 59.05% | Background | 58.50% | 22M_tweets | 61.14% |
|--------------|--------------|------|----------|--------|------------|--------|------------|--------|
| Unlabeled Data |              | -    |          |        |            |        |            |        |
| Baseline     |              |      |          |        |            |        |            |        |
| Background   |              |      |          |        |            |        |            |        |
| 22M_tweets   |              |      |          |        |            |        |            |        |
| Subtitle+Background |        |      |          |        |            |        |            |        |
| Subtitle+22M_tweets | |      |          |        |            |        |            |        |

Table 1: Accuracy on cross-lingual sentiment analysis of tweets
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|                     | labeled data | unlabeled data |
|---------------------|--------------|----------------|
|                     | En           | En             |
| Baseline            | 59.05%       | 58.67% (-0.38%)|
| BACKGROUND          | 58.50%       | 57.41% (-1.09%)|
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**Table 1**: Accuracy on cross-lingual sentiment analysis of tweets
Results: Sentiment Analysis

| labeled data | En       | En       | En+Es    |
|--------------|----------|----------|----------|
| unlabeled data | -        | Es       | -        |
| Baseline     | 59.05%   | 58.67%   | -0.38%   |
| BACKGROUND   | 58.50%   | 57.41%   | -1.09%   |
| 22M_tweets   | 61.14%   | 60.19%   | -0.95%   |
| Subtitle+BACKGROUND | 59.34% | 60.31% | **0.97%** | 62.92% | **2.61%** |
| Subtitle+22M_tweets | 61.06% | 63.23% | **2.17%** | 63.82% | **0.59%** |

Table 1: Accuracy on cross-lingual sentiment analysis of tweets
## Results: Bilingual Lexicon Induction

| unlabeled lexicon | labeled lexicon | medical | BNC |
|-------------------|-----------------|--------|-----|
| Baseline          | -               | 35.70  | 20.73|
| Europarl+Medical  | 40.71           | 41.44  | 41.01|

Table 2: $F_1$ scores of medical bilingual lexicon induction
## Results: Bilingual Lexicon Induction

| labeled lexicon | medical | BNC   | medical | medical | medical |
|-----------------|---------|-------|---------|---------|---------|
| unlabeled lexicon | -       | -     |         |         |         |
| Baseline        | 35.70   | 20.73 | 36.20 (0.50) | 35.04 (-0.66) |         |
| Europarl+Medical | 40.71   | 22.10 | 41.44 (0.73) | 41.01 (0.30)  |         |

**Table 2:** $F_1$ scores of medical bilingual lexicon induction
Conclusions

- Bilingual transfer learning yield poor results when using out-of-domain resource

- We showed that performance can be increased by using only additional unlabeled monolingual data
  - Delightfully simple approach to adapt embeddings
  - Broadly applicable method to exploit unlabeled data

- Language and task independent approaches
Thank you for your attention!
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