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Abstract—We consider the problem of determining the existence of a sequence of matrices driving a discrete-time consensus system to consensus. We transform this problem into one of the existence of a product of the transition (stochastic) matrices that has a positive column. We then generalize some results from automata theory to sets of stochastic matrices. We obtain as a main result a polynomial-time algorithm to decide the existence of a sequence of matrices achieving consensus.

I. INTRODUCTION

Consensus systems represent groups of agents trying to reach agreement on some value. They are commonly used in many distributed computation systems and have attracted much research attention in recent years. Indeed, many decentralized systems are a combination of local computing and global synchronization, and consensus systems are an appropriate tool to perform the synchronization step. The simplest consensus system consists of agents computing weighted average of values of other agents:

\[ x(t + 1) = Ax(t), \]

with \( A \), stochastic matrices, i.e., their entries are nonnegative and the entries on each row sum up to one.

Recent works have considered the problem of controlling consensus systems. This research deals for instance with finding conditions on \( A \) and \( B \) under which system

\[ x(t + 1) = Ax(t) + Bu \]

can be steered into any desired configuration [6], [18].

We consider a different kind of controllability: the system is not controlled by an exogenous input, but by choosing the matrix of interaction \( A_i \) at each time. Consider for instance a wireless network of agents trying to converge to consensus. One solution to avoid interference is to partition the agents into groups which emit at different times. Thus, the problem arises of optimally scheduling the communication protocol such that the agents converge to consensus. Our problem consists here in finding a scheduling such that the agents converge to consensus.

Formally, we study the system

\[ x(t + 1) = A_{\sigma(t)}x(t), \]
\[ x(0) = x_0, \]

and we want to solve the following decision problem.

**Problem 1.** Given a set of stochastic matrices \( S = \{A_1, \ldots, A_m\} \), does there exist a sequence \( \sigma : \mathbb{N} \to \{1, \ldots, m\} : t \mapsto \sigma(t) \) such that, for any \( x_0 \), System (1) converges to consensus, i.e., to a state multiple of \( I = (1 \ldots 1)^T \).

This problem can be seen as an open loop control problem. Indeed, it deals with the existence of a sequence \( \sigma \) that steers System (1) to consensus from any initial condition. One could have \( \sigma \) depend on the initial condition \( x_0 \) or, more generally, on the state \( x(t) \) (closed loop control), but we proved in [7, Proposition 1.b] that the two are equivalent.

Our problem can be seen as deciding stabilizability of a switched system with control on the switching signal. This problem has motivated much research effort (see, e.g. [12], [19] and [13, Section 2.2.4]) and is known to be very hard. For instance, deciding, for a matrix set \( S \), whether there is a product of matrices from \( S \) that converges to zero is an undecidable problem [16].

We will show that for consensus systems, not only is the problem decidable, but it is decidable in polynomial time. Our proof technique proceeds in two steps. Firstly, we reduce the problem to that of determining whether there exists a column-positive product, i.e., a product of transition matrices that has a positive column. We call a column positive word the sequence of indices of a column-positive product. It turns out that the existence of column-positive words has been extensively studied for sets of binary stochastic matrices (i.e., stochastic matrices with the additional constraint that the entries are in \( \{0, 1\} \)). Sets of binary stochastic matrices that have a column-positive word are called synchronizing automata. Secondly, we leverage results on synchronizing automata and extend them to sets of stochastic matrices.

A. Synchronizing Automata

Synchronizing automata appeared in theoretical computer science in the sixties and have attracted lots of research attention. An automaton is a set of states together with a set of actions and a transition function. The transition function determines the new state of the automaton depending on the action and the old state. Automata can be represented as sets of graphs where each node has outdegree one. An example is given on Figure 1. They can also be represented as sets of matrices, each matrix being the adjacency matrix of one of the graphs. Since in each graph, each node has outdegree one, their adjacency matrices have one one on each row and zero

\[^1\text{This problem is Problem 2 of our submitted journal article [7], that we restrict here to the case of stochastic matrices. We obtain here much stronger results with a different approach.}\]
everywhere else. They are, therefore, binary and stochastic. The set corresponding to the automaton of Figure 1 is

\[ S = \left\{ A_1 = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, A_2 = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} \right\}. \]

Automata were initially introduced as simple models of computing devices: the actions representing different control commands, and the states representing different possible states of the memory registers of the device. An automaton is said to be synchronizing if there is a sequence of actions, independent of the state, that reinitializes the device, i.e., that drives the memory onto a particular state. This sequence of actions is called a synchronizing word. Synchronizing automata have generated intense research efforts in theoretical computer science [1], [8], [17], [20], [21], and provided several deep results.

Recently, several works made connections between synchronizing automata and topics in systems and control. For instance, [14] applied convex optimization tools to the study of synchronizing automata and [10] linked synchronization with game theoretical concepts.

B. Equivalent Problems and Applications

The question of convergence can also be asked in the case where the matrices come each with a certain probability at every time. We will see (Proposition 2) that a positive answer to Problem 1 is equivalent to convergence to consensus with probability 1 when the switching is random, each matrix is chosen with nonzero probability and choices of matrices at different times are independent. Therefore, our investigation of Problem 1 will yield results that are also applicable to consensus systems with random switching.

Problem 1 is also equivalent to that of determining whether an inhomogeneous Markov chain may be mixing, i.e., may forget its initial condition. Indeed an inhomogeneous Markov chain can be represented as the transpose of System 1. Moreover, thanks to Proposition 2, Problem 1 is also equivalent to the question of whether an inhomogeneous Markov chain is mixing with probability 1. More generally, our results apply to any process with column-stochastic transition matrices, i.e., matrices whose transposes are stochastic. In fact, any positive linear process that preserves the sum of the elements of the state vector can be represented with column-stochastic transition matrices. A particular case is the push-sum algorithm, a decentralized method to compute an average [2], [15]. In this algorithm, agents have initial values \( x_i(0) \) and they want to compute their average. Each agent \( i \) has two values \( s_i(t) \) and \( w_i(t) \). \( s_i(t) \) is a fraction of the sum of \( x_i(0) \) s and \( w_i(t) \) is a weight value. Each agent’s estimate of the average is \( x(t) = s_i(t)/w_i(t) \). At times, an agent sends a fraction of its values \( s_i(t), w_i(t) \) to another agent. Under suitable assumptions, the ratio \( s_i(t)/w_i(t) \) converges to the average of the \( x_i(0) \) s. This process preserves the sum of the values of agents and can therefore be represented with column-stochastic transition matrices. Hence, the results presented in this article automatically apply to the convergence analysis of the push-sum algorithm.

C. Outline

In Section II we present some results on automata that we generalize later in the article. In Section III, we prove the equivalence between Problem 1 and column-primitivity of the set \( S \), i.e., the existence of a column-positive product. In Sections IV and V we extend different results known for automata to finite sets of nonnegative matrices with no zero row (of which stochastic matrices are a subset). In particular, we obtain

- a polynomial bound \( (O(n^3)) \) on the length of column-positive words (Theorem 4),
- a polynomial-time \( (O(n^3)) \) algorithm to decide the existence of a column-positive word (Theorem 5),
- a proof of NP-hardness of finding the shortest column-positive word, which also holds for sets of matrices with positive diagonals (Theorem 3).

II. CLASSICAL RESULTS ON AUTOMATA

We state in this section a couple of classical results on automata. We will extend them to finite sets of nonnegative matrices with no zero row in order to obtain results on consensus systems. We recall that an automaton is said to be synchronizing if it has a column-positive product.

Conjecture 1 (Černý Conjecture [5]). If an automaton is synchronizing then it has a synchronizing word of length at most \( (n - 1)^2 \).

The best proven bound, however, is given by the next theorem.

Theorem 1 (Pin, Frankl [11], [17]). If an automaton is synchronizing then it has a synchronizing word of length at most \( \frac{n^3 - n}{6} \).

For the next theorem, we need to define a particular graph called the graph of pairs. For an automaton, the graph of pairs represents the image of each pair of states by the transition function. An example is given on Figure 2. The formal definition, which remains valid for graphs of pairs of sets of nonnegative matrices with no zero row, is the following.

Definition 1 (Graph of pairs). We call the graph of pairs \( F(S) \) the graph defined as follows.
The system will get closer to each other. When this happens sufficiently, a positive column corresponds to the primitivity of a set that has a positive column which means that there is a path to a node representing a single state.

**Theorem 2** (Eppstein [9, Theorem 4]). $S$ is synchronizing if and only if, in its graph of pairs (as defined above), from each node representing a pair, there is a path to a node representing a single state.

**Theorem 3** (Eppstein [9, Theorem 8]). The problem of deciding whether a given automaton has a synchronizing word of length at most $l$ is NP-hard.

**III. From Consensus to Column-Primitivity**

We prove the equivalence between the existence of a sequence of transition matrices that drives the system to consensus and column-primitivity. Recall that column-primitivity of a set $S$ is the existence of a column-positive product, that is, a product of matrices from $S$ that has a positive column. Intuitively, a positive column corresponds to an agent influencing all agents. In particular agents with the greatest and smallest values are influenced by this agent and will get closer to each other. When this happens sufficiently often, the system converges to consensus.

We note $N = \{1, \ldots, n\}$, $M = \{1, \ldots, m\}$ and $A_w$ as a shortcut for $A_{w_1} \dot{\ldots} A_{w_l}$.

**Proposition 1.** For a set $S = \{A_1, \ldots, A_m\}$ of stochastic matrices, the answer to Problem 1 is positive if and only if $S$ is column-primitive.

**Proof.** If $S$ is column-primitive, then there are $j^* \in N$ and a word $w = w_1 \ldots w_l$ such that the $j^*$th column of $A_w$ is positive. Defining $a = \min_i \{(A_w)_{ij}\}$, we have

$$\forall x \in \mathbb{R}^n, \max_i \{(A_w)_{ix}\} \leq (1-a) \max_i \{x_i\} + ax_j,$$

$$\forall x \in \mathbb{R}^n, \min_i \{(A_w)_{ix}\} \geq (1-a) \min_i \{x_i\} + ax_j,$$

from which follows:

$$\forall x \in \mathbb{R}^n, \max_i \{(A_w)_{ix}\} - \min_i \{(A_w)_{ix}\} \leq (1-a)(\max_i \{x_i\} - \min_i \{x_i\}).$$

This means that, for the system

$$x(t+1) = A_{w(t) \mod l} x(t),$$

we can conclude convergence of System (2).

**Only if:** In [7], Proposition 1.b, we proved that if the answer to Problem 1 is true, then there is a product $A_w = A_{w_1} \dot{\ldots} A_{w_l}$ such that

$$x(t+1) = A_w x(t)$$

converges to consensus for any initial condition $x(0) = x_0$. This means that $\lim_{t \to \infty} A_w^t = y^T$ for some $y \neq 0$. Therefore $\lim_{t \to \infty} A_w^t$ has a positive column and there is $t^*$ such that $A_w^{t^*}$ has a positive column which means that $w$ concatenated $t^*$ times is a column-positive word.

**Example 1.** The set

$$S = \{A_1 = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0.8 & 0.2 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, A_2 = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{pmatrix} \}$$

is column-primitive: the product

$$A_w = A_1 A_2 A_2 A_1 = \begin{pmatrix} 0 & 0.2 & 0 & 0.8 \\ 0 & 0.36 & 0 & 0.64 \\ 0 & 1 & 0 & 0 \\ 0 & 0.8 & 0 & 2 \end{pmatrix}$$

is column-positive. This implies the convergence of System (2) for sequence $\sigma = \ldots 112211221$ and any initial condition. Indeed, one can check that

$$\lim_{t \to \infty} x(t) = \lim_{s \to \infty} A_w^s x_0 = Iv^T x_0$$

where $v^T = (0, 0.565 \ldots, 0.072 \ldots, 0.361 \ldots)$.

**Proposition 2** (Equivalence between existence of a convergent trajectory and convergence with random switching). **Problem 1 is equivalent to the problem:** "does System (2) converge with probability one when at each step, each transition matrix $A_k$ from set $S$ is chosen with i.i.d. nonzero probability?".

**Proof.** Only if is evident.

If: If the answer to Problem 1 is positive, there is a column-positive product (Proposition 1). Under independent random switching this product appears infinitely often. $\max_i x_i(t) - \min_i x_i(t)$ decreases by a factor $(1 - \min_i \{(A_w)_{ij}\})$ each time $A_w$ appears and does not increase in between. From there, we can prove convergence as in the proof of Proposition 1. \qed
IV. AUTOMATA BASED CRITERIA

In this section, we extend Theorems 1 and 2 to finite sets of nonnegative matrices with no zero row. Moreover, we prove that a proof of the Černý Conjecture would also immediately extend to these sets. We define \( R_n \), the set of \( n \times n \) matrices with nonnegative entries and no zero row. We proceed by associating an automaton \( S' \) to any finite set \( S \subset R_n \) and by proving that any synchronizing word of \( S' \) can be transformed into a column-positive word of \( S \) and vice-versa.

**Definition 2** (Graph associated with a word). Given a set \( S = \{A_1, \ldots, A_m\} \subset R_n \) and a word \( w = w_1 \ldots w_l \), we call graph associated with the word \( w \) the graph whose adjacency matrix is

\[
\begin{pmatrix}
0 & A_{w_1} & \cdots & \cdots & \cdots & A_{w_l} \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \cdots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \cdots & \cdots & \ddots & \ddots & \ddots \\
\vdots & \cdots & \cdots & \cdots & \ddots & \ddots \\
0 & \cdots & \cdots & \cdots & \cdots & 0
\end{pmatrix}
\]

**Example 1 (continued).** For set \( S \) of Example 2, the graph associated with the word 11221 is depicted on Figure 3.

![Graph associated with the word 11221](image)

The edges corresponding to matrix \( A_1 \) are in black, those corresponding to matrix \( A_2 \) are in grey.

**Definition 3** (Sign pattern domination). We will write \( A \succeq B \) and say that matrix \( A \) dominates matrix \( B \) if

\[
A_{ij} = 0 \Rightarrow B_{ij} = 0.
\]

The next definition and the proof technique of Lemma 1 are inspired by a similar construction in [4, Theorem 17].

**Definition 4** (Automaton associated with a set). Let \( S = \{A_1, \ldots, A_m\} \subset R_n \). We call the automaton associated with the set \( S \) the automaton \( S' \) containing all binary stochastic matrices that are dominated by some matrix of \( S \), that is

\[
S' = \{ A' | A' \in B_n \text{ and } \exists A \in S \text{ s.t. } A \succeq A' \},
\]

with \( B_n = \{ A | A \in \{0,1\}^{n \times n}, AI = I \} \) the set of binary stochastic matrices.

Note that the associated automaton can contain a large number of matrices but we will only use it in proofs and we will not construct it explicitly in any algorithm.

**Example 1 (continued).** The automaton associated with the set \( S \) of Example 2 is

\[
S' = \{ A'_1, A'_2, A'_3 \}
\]

with

\[
A'_1 = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix},
A'_2 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},
A'_3 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.
\]

**Definition 5** (In-tree and spanning in-tree). We call an in-tree a connected graph in which, for a vertex \( r \) called the root and any other vertex \( v \), there is exactly one directed path from \( r \) to \( v \). For a graph \( G \), we call a spanning in-tree an in-tree that has the same set of nodes as \( G \) and whose set of edges is a subset of that of \( G \).

**Lemma 1.** Let \( S = \{A_1, \ldots, A_m\} \subset R_n \) be a column-primitive set, \( S' = \{A'_1, \ldots, A'_m\} \) its associated automaton and \( w = w_1 \ldots w_l \) be a word on alphabet \( M \). The word \( w \) is column-positive for \( S \) if and only if there is a word \( w' = w'_1 \ldots w'_l \) on alphabet \( \{1, \ldots, m'\} \) that is synchronizing for \( S' \) and such that

\[
\forall i \in \{1, \ldots, l\}, A_{w_l} \succeq A'_{w'_l}.
\]

**Proof.** If: The product \( A_{w} = A_{w_l} \ldots A_{w_1} \) dominates \( A'_{w'_l} \ldots A'_{w'_1} \) because each \( A_{w_l} \) dominates \( A'_{w'_l} \) and domination is preserved under multiplication. In particular, if \( A'_{w'_l} \) has a positive column, the same column is positive in \( A_{w_l} \).

Only if: Suppose that \( w \) is column-positive and let us call \( j^* \) the index of the positive column. This means that, in the graph \( G(w) \) associated with the word \( w \), from each node \((i,0)\) there exists a path to node \((j^*, m)\). The graph of these paths has a spanning in-tree rooted in \( j^* \). In \( G(w) \), for each node, there is at most one outgoing edge that belongs to the spanning in-tree. Therefore, some edges of \( G(w) \) can be removed such that the graph still has the same spanning in-tree and each node has exactly one outgoing edge. We perform the corresponding operations the matrices forming product \( A_{w_l} \ldots A_{w_1} \), that is, we set to zero positive elements that do not correspond to edges of the spanning in-tree and such that on each row of each matrix, exactly one element remains positive. Then we set to one all remaining positive elements. We obtain a new product \( A'_{w'_l} \ldots A'_{w'_1} \) for which

- the \( j^* \) column is positive
- \( \forall i, A_{w_l} \succeq A'_{w'_l} \)
- \( \forall i, A'_{w'_l} \) is binary and stochastic,

from which we conclude that each \( A'_{w'_l} \) belongs to \( S' \) the automaton associated with the set \( S \) and that \( w' \) is synchronizing for \( S' \). \( \square \)

**Example 1 (continued).** The graph associated with the word 11221 is represented on Figure 4. The in-tree is in black. We see that removing the dashed edges allows keeping the in-tree and having exactly one outgoing edge from each node. Without these dashed edges, the graph...
becomes that associated with the word 11223 of automaton $S' = \{A_1', A_2', A_3'\}$.

Lemma 1 allows extending Theorems 1 and 2 to finite subsets of $\mathcal{R}_n$.

**Theorem 4.** Let $S \in \mathcal{R}_n$ be a finite set. If $S$ is column-primitive then it has a column-positive word of length at most $n^3/n$.

**Proof.** Suppose that $S$ is column-primitive. By Lemma 1 its associated automaton $S'$ is synchronizing. Then by Theorem 1 $S'$ has a synchronizing word of length at most $n^3/n$. Finally, we reapply Lemma 1 to conclude that $S$ has a column-positive word of length at most $n^3/n$.

**Theorem 5.** If Conjecture 7 holds, then any column-primitive set has a column-positive word of length at most $(n-1)^2$.

**Proof.** The proof is similar to that of Theorem 4.

**Theorem 6.** A finite set $S \in \mathcal{R}_n$ is column-primitive if and only if, in its graph of pairs, from each node representing a pair there is a path to a node representing a single state.

**Proof.** The graph of pairs of set $S$ and that of its associated automaton $S'$ are the same. Lemma 1 then allows concluding.

The graph of pairs can be constructed in $O(mn^4)$ operations: for each pair of nodes $(i_1, i_2), (j_1, j_2)$, we add an edge if there is $k \in M$ such that $(A_k)_{i_1j_1}, (A_k)_{i_2j_2} > 0$. The reachability condition can be checked in $O(|V| + |E|) = O(n^4)$ operations with a search algorithm (for example a depth-first search algorithm).

**Example 1 (continued).** On the graph of pairs of the set $S$ as defined in Example 1 one can see that from each pair there is a path to a single state (Figure 5). Therefore, $S$ is column-primitive.

**V. SHORTEST COLUMN-POSITIVE WORD: NP-HARDNESS**

Deciding whether an automaton has a synchronizing word of length at most $l$ is an NP-hard problem (see Theorem 3). In fact, even approximating the length of the shortest synchronizing word with a small but fixed accuracy is NP-hard, as proven by Berlinkov [3].
(A_{w_k} A_{w_k})_{11} = \sum_j (A_{w_k})_{ij} (A_{w_k})_{j1} = (A_{w_k})_{11} = 0.

Iterating this reasoning proves the claim.

We now prove that if the F is satisfiable if and only if S has a column-positive product of length smaller or equal to v.

**Only if**: For a satisfiable assignment, let us define $P = A_{w_1} \ldots A_{w_t}$ where $A_{w_i} = A_{X_i}$ if $X_i$ is assigned to TRUE and $A_{w_i} = A_{X_i}$ if $X_i$ is assigned to FALSE. The length of this product is clearly v. We prove that its first column is positive. The element $(1, 1)$ is positive in all matrices $A_{w_k}$, therefore, it is positive in P. The element $(1 + i, 1)$ is positive in matrix $A_{w_i}$ because this matrix is equal to either $A_{X_i}$ or $A_{-X_i}$. By Claim 1, we have $P_{1+i,1} > 0$. Finally, the element $(1 + v + i, 1)$ is positive in one of the matrices $A_{w_k}$ because one of these matrices correspond to assigning the variable $X_k$ to satisfy clause $C_i$. By Claim 1, we have $P_{1+v+i,1} > 0$. and we conclude that the first column of P is positive.

**If**: The first row of any product of matrices from S is $(1 \ldots 1 \ldots 0)$. Therefore, if a product is column-positive its first column is positive.

We prove that if there is column-positive product $P = A_{w_1} \ldots A_{w_t}$ of length at most v, then for each variable $X_i$ then either $A_{X_i}$ or $A_{-X_i}$ appears in the product. Indeed, if it is not the case, Claim 1 says that $P_{1+i,1} = 0$ and P is not column-positive.

We have also that not both $A_{X_i}$ and $A_{-X_i}$ appear in the product because it would imply either that P is longer than v contradicting our assumption or that for some variable $X_j$ neither $A_{X_j}$ nor $A_{-X_j}$ appears in the product, contradicting what we just proved.

By Claim 1 $P_{1+v+i,1} > 0$ implies that for some k, $(A_{w_k})_{11} > 0$ meaning that assigning $X_k$ to TRUE if $w_k = X_k$ and to FALSE if $w_k = X_k$ satisfies clause $C_i$. Since $P_{1+v+i,1} > 0$ holds for all the clauses i, that means that this assignment is satisfiable.

\[ A_{X_1} = \begin{pmatrix} 1 & 0 & 0 \\ 1 & I_{w \times v} & 0 \\ 0 & 0 & I_{v \times v} \\ 0 & 1 & I_{c \times c} \\ 0 & 0 & I_{w+c \times v+c} \end{pmatrix} \]

The second 1 represents the assignment of variable $X_1$; the third one represents satisfaction of the second clause. Similarly, the other matrices are defined as

with

$$v_{-X_1} = \begin{pmatrix} 1 & 0 & 0 & 1 & 0 & 1 \end{pmatrix}^\top,$$

$$v_{X_2} = \begin{pmatrix} 0 & 1 & 0 & 1 & 1 & 0 \end{pmatrix}^\top,$$

$$v_{-X_2} = \begin{pmatrix} 0 & 1 & 0 & 1 & 0 \end{pmatrix}^\top,$$

$$v_{X_3} = \begin{pmatrix} 0 & 0 & 1 & 0 & 1 & 0 \end{pmatrix}^\top,$$

$$v_{-X_3} = \begin{pmatrix} 0 & 0 & 1 & 1 & 0 & 1 \end{pmatrix}^\top.$$

Assignment $\neg X_1, X_2, \neg X_3$ corresponds to product $A_{-X_1} A_{X_2} A_{-X_3} = A_w$

with

$$w = \begin{pmatrix} 1 & 1 & 1 & 2 & 1 & 3 \end{pmatrix}^\top.$$

The first column is positive because the assignment is satisfiable.
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