Method of Real-Time Wellbore Surface Reconstruction Based on Spiral Contour
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Abstract: A wellbore surface is an irregular surface structure. The distribution of points on the wellbore surface measured based on the drilling diameter is not uniform. Thus, the conventional modeling method based on a point cloud cannot satisfy the needs of real-time measurement updating and wellbore display. This study proposes a spiral profile method for drilling shaft surface reconstruction. Scattered data along the drilling diameter are measured, and an inverse distance weighting cylindrical surface algorithm with iterative interpolation is used to obtain the spiral angle and pitch of a relatively homogeneous helical contour line along the surface of the shaft. Using sets of four adjacent points in the spiral, quadrilaterals are formed, and then all obtained quadrilaterals are used to form the wellbore inner surface structure. This method can further construct the outer surface spiral contour line to advance the quadrilateral surface to the spatial hexahedron structure. The caliper and gamma measurement data obtained from the calibrated wellbore were used to verify the real-time surface reconstruction and fusion while drilling. The homogenized reconstructed surface profile is more than 99.5% similar to the actual measurement. Proved by experiment and application, this method has very high real-time performance, and the three-dimensional stereo imaging wellbore with additional gamma attributes has good visual effects.
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1. Introduction

When performing imaging measurement while drilling (IMWD), downhole instruments collect wellbore information, such as the inclination, orientation, tool surface status, and bore diameter, and perform natural gamma and resistivity imaging in real time [1,2]. These data can be transmitted to the ground for display or storage. The traditional display mode of the wellbore surface is in the form of a curve or two-dimensional graph, and consequently, the results are difficult to interpret. Real-time display of a wellbore as a cylindrical three-dimensional (3D) structure based on information obtained from the downhole measurements is critical because it provides information for real-time understanding and evaluation of downhole working conditions and geological structures [3–5]. The actual physical structure of a wellbore is a cylinder that is several thousands of meters long, formed by the drill bit after drilling into the earth. The borehole size is irregular due to various factors, such as shrinkage, collapse, and underground cracks [6], and the central axis is the drilling track. To measure wellbore changes, imaging while drilling requires the trajectory data obtained by the IMWD and the wellbore size structure measured along the drilling diameter, and gamma and resistivity imaging data be added to reconstruct a tubular structure with geological properties.

The technique for target surface reconstruction based on discrete spatial points has been a focus of study in a variety of fields, including geology, medical imaging, and...
shipbuilding. The parallel contour method and irregular triangulation network are common methods for surface reconstruction to realize three-dimensional discrete data point subdivision and modeling. However, the use of the above methods results in roughness of the reconstructed surface, which makes it challenging to determine the real characteristics of the surface. Furthermore, the complexity of the algorithm makes it difficult to program real-time calculations and displays.

To meet the practical engineering needs of wellbore surface reconstruction and in light of the characteristics of the rotational drilling measurements performed during wellbore imaging, a new contour wellbore surface modeling method is proposed in this study. The spatial coordinates of caliper points on the wellbore are connected by a continuous spiral curve based on collected time series data. A spiral contour with a relatively uniform angle and pitch is obtained by iterative interpolation using an inverse distance weighting algorithm, and the space spiral envelopes the wellbore surface measured with the drilling diameter. Based on sets of four adjacent points in the spiral, spatial quadrilaterals are formed, and all the obtained quadrilaterals are joined to determine the structure of the inner surface of the wellbore. The algorithm can be updated and retested in real time and is easily programmed.

2. Basic Data and Existing Techniques for Wellbore Surface Reconstruction

2.1. Basic Data

While performing drilling-shaft surface reconstruction, the drilling caliper data drilling trajectory data and gamma or resistivity imaging data were collected. Based on which, a 3D trajectory curve along the shaft surface was obtained. It can be seen that the geological parameters of the imaging data and the corresponding relationship with the wall surface were established. Finally, a color scheme can be added to the 3D wellbore surface reconstruction. The data measured by IMWD are used to form a \((\text{Depth}, \text{Inc}, \text{Azi})\) set on the wellbore axis, and then a continuous well trajectory is formed using the minimum curvature method or the minimum radius method. An ultrasonic borehole diameter sensor is used to measure the borehole diameter in real time, and the measurement point set \((\Phi, L, R)\) is obtained by combining the sensor measurements and ground depth data obtained by a fiber optic gyroscope, where \(\Phi\), \(L\), and \(R\) are the measuring tool surface angle, sounding depth, and measured borehole diameter, respectively. In this methodology, the borehole diameter measurement accuracy can reach \(\pm 1\) mm. The imaging data of 8, 16, or more sectors can be obtained by using gamma or resistivity imaging instruments, where the data can be represented as \((\Phi, L, \text{Gr})\) and \((\Phi, L, \text{Res})\), with \(\text{Gr}\) denoting gamma data and \(\text{Res}\) denoting resistivity data.

For a real wellbore, although there are a variety of diameter changes, from a macroscopic point of view, the bore is a regular hollow cylinder structure. IMWD instruments measure the hole deviations, azimuth, caliper, natural gamma ray data, and electrical resistivity. Sensors placed on the surface or in the middle of the drill collar scan and measure the borehole wall during the drilling process. Some of the measured real-time data are uploaded and stored for playback after data processing. Unlike wireline logging of the relative mean velocity measurements, due to the influence of drilling and downhole friction, the measured velocities in the radial and circumferential directions vary nonuniformly, and the measured points on the circumferential direction also vary (as shown in Figure 1). The measurement depth and tool surface of each sensor are different at the same instant, and the relative asynchronous measurement results constitute a complex of measurement parameters in chronological order. There are many challenges in the reconstruction of the wellbore surface due to the abovementioned characteristics, such as the sparsity and nonuniformity of the borehole wall measurements and the asynchronous sampling between each measurement sensor.
2.2. Problems in Current Surface Reconstruction Technologies

In the parallel contour method for surface reconstruction, discrete points on the surface are aggregated into several disjointed sections, as shown in Figure 2 [7]. Among them, some points on the surface are in point set $A$ with $m$ points, and some are in point set $B$ with $n$ points. In this method, the points on two closed contour lines are connected to form a number of triangles, and an outer surface is formed between the two contour lines. The more mature methods include the triangle method, minimum surface method, shortest diagonal method, implicit function surface method, and slice-seam method. However, these are only used if the number of points $m$ is not too different from the number of points $n$. When there is a big difference between $m$ and $n$, the regions of the point set with fewer points correspond to multiple edges on the point set with more points, and the constructed 3D structure becomes rough, and, in some instances, even loses the characteristics of the structure itself [8–12].

Another method is to use the Delaunay irregular triangulation mesh to realize the segmentation and modeling of discrete data points in space [13–15]. For a uniform set of spatial points, the technology of using Delaunay triangulation to form a spatial surface is relatively mature. However, for the sparse spatial point cloud on the hollow cylindrical surface, this method has difficulty constructing a smooth cylindrical surface, as shown in Figure 3. For example, in real wellbore surface scan data, due to the fast drilling process, the data points are sometimes dense, and other times sparse and uneven. When the set of points on the borehole wall is very sparse, the Delaunay subdivision may treat the sparse points on the borehole wall as holes. For the hole surface reconstruction along
with the drilling borehole scan data, the wellbore formed by Delaunay triangulation is relatively rough. This method is also fairly (cannot use “more”, as we are not comparing to anything) complicated and difficult to code, and it cannot complete the task of the real-time calculation and display of changes of the surface of the drilling bore, as shown in Figure 3.

![Figure 3. Wellbore surface constructed by Delaunay irregular triangulation mesh.](image)

The characteristics of the wellbore measurement data are summarized as follows: (1) there is a definite central axis; (2) the borehole wall data are measured and recorded in time sequence with progressing depth; (3) the measurement data are sparse in some places and dense in others; (4) the overall shape is an irregular hollow cylinder. For wellbore surface reconstruction while drilling, the following problems must be solved: (1) The measured uneven caliper data must be interpolated to construct a relatively uniform spatial wellbore surface structure; (2) the formed surface structure can easily establish a one-to-one correspondence with gamma and resistivity imaging sector data; (3) the method needs to be simple and easily implemented by programming, which in turn would enable real-time processing and real-time display of the wellbore surface reconstruction while drilling.

3. Principle of Wellbore Surface Reconstruction Using Spiral Contour Methodology

3.1. Basic Structure of Surface of Wellbore with Spiral Profile

Unlike the traditional classical parallel contour line, the discrete data points around the wellbore are sorted, and then a spiral curve around the wellbore axis is formed. Relative to the original measured helix, the data points and pitch on its circumference become relatively uniform. Two points on adjacent helices are selected to construct a quadrilateral as the basic element (Figure 4). Relevant quadrilateral sequences are then successively established around the wellbore to establish the entire surface of the wellbore. Based on the direction of the normal vector crossing the surface of the wellbore from the axis, the quadrilaterals are ordered counterclockwise in accordance with the right hand rule at the point \( a_0, a_1, b_1, b_0 \). The corresponding data at this point are \( (\Phi_{a_0}, L_{a_0}, R_{b_0}; \Phi_{a_1}, L_{a_1}, R_{b_1}; \Phi_{b_1}, L_{b_1}, R_{b_0}; \Phi_{b_0}, L_{b_0}, R_{b_0}) \), where \( \Phi, L, \) and \( R \) are the tool surface angle, measurements depth, and wellbore diameter at a particular point.

The quadrilateral obeys the following rules on the spiral contour:

**Rule 1**

On two adjacent spiral lines, the included angle of rotation around the axis line from \( a_0 \) to \( a_1 \) is the same as the included angle of the rotation around the axis line from \( b_0 \) to \( b_1 \), with a magnitude of \( a \), that is, the angles between adjacent points on the pitch are equal.

**Rule 2**

The projection points of \( a_0, a_1, b_1 \) and \( b_0 \) on the axis of the spiral are \( a_0’, a_1’, b_1’ \) and \( b_0’ \). The length of the line segment \( a_0’a_1’ \) between the projection of the two points \( a_0 \) and \( a_1 \)
on the axis is equal to the length of the line segment \(b_1'b_0'\) between the projection points of the two points \(b_0\) and \(b_1\) on the axis, where the length is \(\Delta d\).

**Rule 3**

The length of the line segment \(a_0'b_0'\) between the projection points of the two points \(a_0\) and \(b_0\) on the axis is equal to the length of the line segment \(a_1'b_1'\) between the projection points of the two points \(a_1\) and \(b_1\) on the axis, where the length is \(d\). Thus, the pitches of the two adjacent spirals are equal.

**Rule 4**

The division of the wellbore is as follows, where \(K\) is the number of sectors evenly divided by the wellbore.

\[
\frac{360}{\alpha} = \frac{d}{\Delta d} = K,
\]

\(1\)

![Figure 4. Four points on the spiral contour line constitute a quadrilateral in space.](image)

3.2. Modeling Steps for Wellbore Surface Structure Reconstruction Using Spiral Profile

3.2.1. Data Organization

First, the measured well diameter data are preprocessed and sorted in order of increasing time and depth. The redundant data are eliminated to form a point set consisting of the measurement angle, measurement depth, and ultrasonic well diameter \((\Phi_1, L_1, R_1; \Phi_2, L_2, R_2; \ldots; \Phi_n, L_n, R_n)\). Thus, an ordered set of points in space with a rotation angle period of 360° is obtained, arranged by increasing angle and depth.

3.2.2. Angle and Pitch Homogenization

The above point sets have uneven angles, uneven depths, and uneven data density and sparsity. Direct triangulation leads to large differences in the sizes of the triangular surfaces, and the reconstructed surface is rough and irregular. To form a relatively smooth wellbore structure and establish a uniform surface, it is necessary to process the spatial dataset to form a relatively regular spiral. The spatial point set after the original scanning arrangement is transformed into a helical point set with uniform rotation angle and drilling depth:

\[(\Phi_0, L_0, R_0; \Phi_0 + \alpha, L_0 + \Delta d, R_1; \ldots; \Phi_0 + m \times \alpha, L_0 + m \times \Delta d, R_m),\]

\(2\)
where $\Phi_0$ is the starting angle of the well diameter scan, $L_0$ is the starting depth of the well diameter scan, $\Delta\Phi$ is the increment of the angle in the scanning direction, and $\Delta d$ is the increment of the depth.

The transformed helix uniformly changes by an angle $\alpha$, and the 360° turn of a helix is uniformly divided into several segmentation angles. Through the above steps, the data are mapped to the evenly segmented sector surfaces of the well shaft. When divided into $K$ sectors, $\alpha$ is equal to $360/K$. After transformation, the helix increases uniformly according to the step length $\Delta d$, where $\Delta d = \text{Pitch}/K$, and the pitch can be selected as required (e.g., 0.05, 0.1, or 0.125 m). Corresponding to the wellbore with a fixed measurement section length $L$, the winding number of the helix is also fixed, and the value is depth/pitch. When the depth of the wellbore to be treated is determined, the number of spatial point sets of helices formed is also determined as follows:

$$m = \frac{K \times \text{Depth}}{\text{Pitch}},$$

### 3.3. Iterative Cylindrical Space Surface Inverse Distance Interpolation Algorithm

There are three elements in the uniform helical point concentration described above: depth, angle, and well diameter ($\Phi_x, L_x, R_x$). The angle and depth ($\Phi_x$ and $L_x$, respectively) of each point in the homogenized point set are known quantities, and only interpolation is needed for the well diameter $R_x$. The T-spline, B-spline, Kriging, and other methods are used to study the advantages and disadvantages of spatial point interpolation [16–20], but in terms of the cylindrical shape interpolation and computational efficiency, the inverse distance weighted interpolation has good properties [21–23]. In this study, the surface inverse distance weighted spatial interpolation method was used to determine the value of the well diameter on the homogeneous helix. First, some of the original measurement points closest to the interpolation point are selected to establish the sample space $U$. The previous sequence of the original measurement sequence was assigned to a sliding window to obtain the sequence $(\Phi_{i}, L_{i}, R_{i})$, with $w = 0$ at this time. When the depth of the insertion point $L_x$ changed, where $L_x \geq L_{U+U/2}$, the sample window $U$ slides along the original sample space in the order of increasing $W$.
until \( L_x < L_{U+U/2} \), and a new sample window is obtained, where \( 0 < w \leq n - U/2 \). This method continuously slides along the original sample, based on the size of the point to be interpolated, and forms a reduced sampling sample space around different point sets \( U \) obtained by the point to be interpolated \( (\Phi_x, L_x, R_x) \).

### 3.3.2. Sort Point Set in the Sliding Window to Obtain the Final Calculation Sample

The above sliding window process is continued. The initial value \( R_{x0} \) of the radius of the point to be inserted is set as the radius of the drill, \( R_{x0} \) is equal to the radius of the drill, and the set of points to be inserted and initialized is \( (\Phi_x, L_x, R_{x0}) \). The distance \( d_1, d_2, \ldots, d_U \) from the sample space point of the original sliding window \( U \) to the point to be interpolated is calculated using Equation (4). The points are sorted based on their distance to obtain the closest distance sample space \( V \) as the final calculation sample point set, which is \( (\Phi_1, L_1, R_{11}; \Phi_2, L_2, R_{22}; \ldots; \Phi_V, L_V, R_V) \). For the initial assignment of the point to be inserted, \( R_{x1} \) is calculated using Equation (5).

### 3.3.3. Iterative Calculation of Caliper of Insertion Point

Since the purpose of the spatial sorting in the previous step was to assign an initial value \( R_{x0} \) to the value to be inserted, the result of the sorting did not consider the influence of surrounding factors. \( R_{x1} \) calculated in the first step is affected by the value of the surrounding well diameter, which is close to the final interpolation result. Therefore, the distance between the interpolation point and the point in the sliding window \( U \) should be recalculated based on the new point \( (\Phi_x, L_x, R_{x1}) \), and a new point set \( V \) should be obtained by reordering. The calculation procedure in Section 3.2 is repeated. A new caliper value \( R_{x2} \) is obtained, and the first caliper calculation iteration is completed. The above cycle is continued to obtain \( R_{x3}, R_{x4}, \) and so on in turn, and the borehole diameter gradually approaches the interpolation accuracy limit, which is limited by the sampling accuracy (when the data is dense, this point is directly assigned the real sampling value). Based on this method, \( R_x \) can be finally be obtained after several iterations. The number of iterations is affected by the sample value, which will be further discussed in the following experiments.

### 3.4. Adjustment Method of Surface of Wellbore after Data Update

#### 3.4.1. Data Update

For imaging measurements while drilling, the amount of data of the wellbore is constantly increasing with the drilling process. For this reason, it is necessary to constantly update the wellbore model. Compared with the global data update and calculation required for traditional spatial interpolation and reconstruction, the method in this article is relatively simple, with fewer calculation steps, and the updating method is as follows.

First, it is necessary to judge whether the updated point set is within the range of the next spatial quadrilateral and to process it according to the following criterion:

\[
\begin{align*}
\{ \ (\Phi, L) \in (\Phi_0 + (m + 1) \times \alpha, L_0 + (m + 1) \times \Delta d) & \quad \text{Direct connection} \\
\{ \ (\Phi, L) \notin (\Phi_0 + (m + 1) \times \alpha, L_0 + (m + 1) \times \Delta d) & \quad \text{Connect after interpolation} 
\end{align*}
\]

When the real-time added data is in the next grid, a direct connection can be adopted to display the new data point on the graph in real time. When the real-time data cross the next increasing quadrilateral, the number of quadrilaterals can be increased accordingly. Finally, the value is not in the spatial quadrilateral, and then interpolation is performed. The new sample value is used to update the sliding window presented in Section 3.3.1 according to the first-in/first-out principle, so that the sliding window maintains the latest \( U \) sample values. The new spiral point is then calculated based on the increase in the depth and angle. The quantity \( m \) is then calculated according to the methods presented in Sections 3.3.2 and 3.3.3 to obtain the supplementary points on the new spatial spiral, and the newly added measurement points to the existing sequential spiral are updated.
3.4.2. Point Interference Reconstruction

Because the drilling time is too fast and the scan point set on the borehole wall is too sparse, to review and obtain important location information, an engineer must operate the IMWD tool lift to scan the wellbore for supplemental testing. In this case, it is necessary to recalculate and update the supplementary test part. As stated above, for the data point set of the determined measurement depth, when $\alpha$ and $\Delta d$ are determined, the number of data points on the unique homogenized space spiral can be obtained. For the supplementary measurement data, the depth does not increase, nor does the number of points on the spatial spiral. The data for the supplementary measurements are only updated for the interpolation point set that has been calculated. Based on the data that have been supplemented, we divide it into the range of influence on the wellbore including the supplementary data points, which are in the angle range of $i \times \alpha$ and the depth range of $j \times \Delta d$. There are $i \times j$ constant points on the spiral line of the uniform space in this range. To obtain the data points of the supplementary measurements, the spiral interpolation steps presented in Section 3.3.1, Section 3.3.2, Section 3.3.3 are used. The sliding window $U$ and the calculation sample window $V$ are selected again. The $i \times j$ points in the affected angle range $i \times \alpha$ and depth range $j \times \Delta d$ are updated, and the set of points that are not affected in other spaces remain unchanged.

The above method does not require overall intervention, but only partial updates, and the calculation effect is high. The update and interpolation calculation can be completed on a field collection computer in real time.

3.5. Extension from Surface to Volume

For wellbore modeling, it is also necessary to establish a wellbore structure with a certain thickness, which is used to describe the shape of the mud cake on the well wall and the geological structure for deep exploration. For example, the depths of the deep, medium, and shallow measurements of the azimuth imaging resistivity are different, reflecting the different thicknesses of the reservoir and formation structure of the extension part of the wellbore, and the subsequent formation profile can be measured. In this way, it is necessary to expand the surface of the wellbore to form an epitaxial structure that wraps the surface of the wellbore and to expand the inner surface structure of the wellbore to a hollow cylindrical structure surrounding the axis of the wellbore.

To reconstruct the spiral contour line with the surface of the drilling barrel involved in this study, it is only necessary to build a new uniform spatial spiral. The hollow wellbore with a certain thickness is described by two continuous spatial spirals, where each spiral line represents the surface of the thick wellbore. The structure of the basic unit of the hollow wellbore is completed by combining two spatial quadrilaterals corresponding to the two spiral lines into a spatial hexahedron. Each spatial hexahedron of the hollow cylinder structure (Figure 5) is composed of eight spatial points on two spiral lines, which are the quadrilateral point $a_0a_1b_1b_0$ on the inner spiral line and the point $a_0''a_1''b_1''b_0''$ on the outer spiral line. For two corresponding points on the two spirals, such as $a_0''$, $a_1''$, the tool face angles $\Phi_{a_0}$ and $\Phi_{a_0''}$ are equal, and the measured depth $L_{a_0}$ is equal to $L_{a_0''}$. The bore diameter $R_{a_0}$ corresponding to $a_0$ and the bore diameter $R_{a_0''}$ corresponding to $a_0''$ is different. The length of the line segment $a_0''a_1''$ is the difference between $R_{a_0}$ and $R_{a_0''}$, which is the thickness of the wellbore structure at that location. The use of two spatial spirals can form a wellbore structure with a certain thickness.

3.6. Method for Wellbore Attribute Assignment

Typically, images obtained while drilling are ordered based on the depth of the measurements, and 8, 16, 32, or 128 curves are formed in a sector-by-sector manner to represent the property changes around the wellbore. In existing engineering applications, the imaging data during drilling are generally expanded along an angle into a two-dimensional map, and different colors are used to represent the changes of the data. It is difficult to understand the spatial changes of the wellbore and the trend of the formation from
these images [24]. The existing spatial expansion also uses conventional three-dimensional graphics and image technology to establish the borehole surface, and rendering technology is used to add color to the surface. It is difficult to establish the correspondence between sequentially arranged imaging data while drilling and the scattered triangles on the wellbore. It becomes difficult and time-consuming to add color information for imaging while drilling in the wellbore space.

![Spatial quadrilateral extends to the hexahedron.](image)

Figure 5. Spatial quadrilateral extends to the hexahedron.

However, based on the wellbore spatial data points established in this study, each spatial quadrilateral corresponds to the depth and sector measured by imaging while drilling. The imaging data while drilling and the wellbore spatial data can establish a one-to-one correspondence between the well diameter and the measured data based on the measured depth and tool surface, forming a spatial quadrangle \((a_0, a_1, b_1, b_0, v_1, v_2, \ldots)\) with additional measurements or analysis attribute values, e.g., \(v_1\) and \(v_2\), which represent different IMWD properties, such as gamma and resistivity measurements. Using this method, it is easy to build a color 3D wellbore surface. The reconstructed surface is smooth and retains all the details of the IMWD data control points, and the measurement attributes and assignments can be quickly changed based on the different measurement attributes.

4. Experiment and Applications

To simulate the real-time processing of imaging measurement data while drilling, we first used a three-axis fiber-optic gyro while drilling to obtain the effects of the downhole measurement rotation speed and drilling time under actual drilling conditions. This working condition was attached to the ultrasonic caliper test equipment for open hole scanning in a calibrated well in the Shengli Oilfield of China, and further organized the original imaging measurement data of the well into a measurement while collecting drilling data; the resulting caliper data are shown in Figure 6. This method performed well from data preparation to the real-time reconstruction of the spiral contour line along the surface of the drilling barrel.
in a calibrated well in the Shengli Oilfield of China, and further organized the original imaging measurement data of the well into a measurement while collecting drilling data; the resulting caliper data are shown in Figure 6. This method performed well from data preparation to the real-time reconstruction of the spiral contour line along the surface of the drilling barrel.

Figure 6. Caliper data obtained by scanning an open hole.

4.1. Experimental Conditions and Experimental Procedures

The abovementioned imaging and drilling measurement data were uploaded onto a Thinkpad T490 notebook to simulate the image acquisition process while drilling. The experimental well was drilled with a 216-mm drill bit, and the irregular radius was approximately 110 mm. A Thinkpad T590 computer was used to conduct the data calculation and display of the real-time reconstruction method results along the drilling borehole surface. The two laptops used a network cable for data exchange, and the transmission data format used the wellsite information transfer specification (WITS) protocol data format commonly used in the petroleum industry. The notebook computer T490 used for the experiments was configured for network transmission and exchange of IMWD data, and the experimental data were input to the T590 processing computer through the network cable for real-time processing. The independently developed wellbore surface real-time reconstruction software based on the method described above was installed on the computer. The computer operating system was Windows 10 Home Edition, the programming language was Visual Basic, and the data storage was binary text format.

The real-time wellbore surface reconstruction software performed data processing based on the two main software flowcharts. One flowchart illustrates the steps for processing the imaging-while-drilling measurement data to form a uniform contour line around the wellbore (Figure 7). The other flowchart illustrates the procedure of taking two points from each adjacent spiral on the homogenized spatial spiral, forming a spatial quadrilateral, and then splicing all the spatial quadrilaterals to form the inner surface of the wellbore (Figure 8).
The real-time wellbore surface reconstruction software performed data processing based on the two main software flowcharts. One flowchart illustrates the steps for processing the imaging-while-drilling measurement data to form a uniform contour line around the wellbore (Figure 7). The other flowchart illustrates the procedure of taking two points from each adjacent spiral on the homogenized spatial spiral, forming a spatial quadrilateral, and then splicing all the spatial quadrilaterals to form the inner surface of the wellbore (Figure 8).

4.2. Comparison of Spatial Interpolation Results

4.2.1. Analysis of Relationship between Sample Size and Interpolation Distance to be Interpolated

As shown in Figure 9, the sliding window $U$ was programmed to read data, and the value of the sliding window sample was 100. Assuming that the initial value $R_0 = 11 \times R$ cm for the insertion point, the distance between the points in the sliding window were calculated using Equation (4), and the values were sorted to obtain the results shown in Figure 9. Point no. 0 is the point to be inserted on the helix, and the data points in the sliding window were sorted as no. 1–100 based on the distance between them.

**Figure 7.** Flow chart for establishing a uniform shaft wall spiral.

**Figure 8.** Flow chart of surface reconstruction and attach attributes.
4.2. Comparison of Spatial Interpolation Results

4.2.1. Analysis of Relationship between Sample Size and Interpolation Distance to Be Interpolated

As shown in Figure 9, the sliding window U was programmed to read data, and the value of the sliding window sample was 100. Assuming that the initial value \( R_{x0} = 11 \) cm for the insertion point, the distance between the points in the sliding window were calculated using Equation (4), and the values were sorted to obtain the results shown in Figure 9. Point no. 0 is the point to be inserted on the helix, and the data points in the sliding window were sorted as no. 1–100 based on the distance between them.

![Figure 9. Distance between the insertion point and the point inside the window U.](image)

Based on the method in the flow chart shown in Figure 7, the first eight sorted values in the sliding window \( U \) were selected to establish the value sample space \( V \), and the coordinates of points on the borehole wall after interpolation were obtained through continuous iterative calculations. Figure 10 shows 20 points randomly checked during the interpolation calculation. The curves in the figure show the distance between the interpolation points and the sample space \( V \) in turn. The distances between the interpolation points and the sample space \( V \) increased in order. When \( V \) was 4, the radius of the sample surrounding the interpolation point was less than 0.5 mm, and when \( V \) was 8, the radius of the sample surrounding the interpolation point was less than 0.7 mm. The number of data points of the borehole wall collected by the IMWD ultrasonic caliper affected the accuracy of the wellbore surface reflected by the spatial helix after the interpolation calculation.

4.2.2. Comparison of Interpolation Iterations

In the interpolation process, the radius of the interpolation point was first treated with the initial value \( R_{x0} = 11 \) cm, and the black line in Figure 11 represents the uniform initial value of the well diameter of each interpolation point. Four iterations were conducted according to the method shown in Section 3.3.3, and the 390 interpolation points in Figure 11 were randomly checked. The first calculation result after the initial value basically reflects the final interpolation result of the borehole wall, but there were still 15 points that needed to be further iterated. The above 390 point sets were iterated once, and it was found that
only one sample still needed to be iterated. The second, third, and fourth iterations were performed, and the spatial points after interpolation were completely consistent and did not change. Thus, in most cases, interpolation calculations only require two iterations to meet the interpolation requirements, and there is no need to consume computing resources and time to perform more iterations.

Figure 10. Distance between the insertion point and the point in sample space V.

Figure 11. Relationship between interpolation and multiple iterations.
4.2.3. Analysis of the Model Fit between Data and Wellbore after Interpolation

To verify the model fit between the point set on the spatial helix and the wellbore surface after interpolation, the following tests were conducted. During the interpolation process, 10 groups of data were randomly selected based on the condition that the spatial distance on the nearest sample \( V \) was <0.01 mm. At this time, it was assumed that there was an actual measurement point on the spatial helix. Therefore, the fitting relationship between the point set on the spatial helix and the wellbore surface could be obtained by comparing the well diameter \( R_x \) of the interpolation points on the calculated helix with the value of the first point set on the sampling space \( V \). In Table 1, the second row shows the distance between the interpolation points of the ten sets of data and the nearest measured point. The third row shows the difference between the interpolation points and the nearest measured point. The fourth line shows the similarity between the interpolation point and the nearest point. The fifth line shows the diameter of the well after interpolation. The sixth to the twelfth row show the size of the well diameter corresponding to \( V_1 \sim V_7 \) in the sample space. Table 1 shows that although the diameter of \( V_1 \sim V_7 \) varied, the nearest \( V_1 \) determined the \( R_x \) size of the point after interpolation. The third row in the table is the difference between the corresponding diameter of \( V_1 \) and the corresponding point on the calculated spiral contour line, and the absolute value was less than 0.02 cm. This was less than the ultrasonic measurement accuracy. The fourth row of the table shows that the similarity between the difference point and the measured point was >99.5%, and the data after the difference value were close to the real measured value. Thus, when the sample values were relatively dense, the spatial helix calculated using the method proposed in this study strictly conformed to the actual wellbore size.

Table 1. Comparison of interpolation approximation.

| Property       | Test 1 | Test 2 | Test 3 | Test 4 | Test 5 | Test 6 | Test 7 | Test 8 | Test 9 | Test 10 | Units |
|----------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|-------|
| Distance       | 0.00051| 0.0027 | 0.0002 | 0.00055| 0.00082| 0.0023 | 0.0035 | 0.0074 | 0.0063 | 0.0008  | cm    |
| Results compared | 0.01675| −0.0044| −0.01712| 0.01492| −0.00412| −0.00512| −0.0072 | 0.03517| 0.0014 | −0.02493| cm    |
| Similarity     | 99.844%| 99.996%| 99.847%| 99.860%| 99.963%| 99.954%| 99.936%| 99.679%| 99.987%| 99.779%| cm    |
| \( R_x \)       | 10.7443| 11.1589| 11.19082| 10.66311| 11.24298| 11.12832| 11.32067| 10.70871| 11.16582| 11.23907| cm    |
| \( V_1 \)       | 10.72275| 11.1583| 11.20794| 10.64819| 11.2471 | 11.13344| 11.32787| 10.67354| 11.16442| 11.264 | cm    |
| \( V_2 \)       | 11.1401 | 11.15738| 11.00723| 11.01389| 11.1991 | 10.86771| 10.89587| 11.20768| 11.16442| 10.82163| cm    |
| \( V_3 \)       | 10.79889| 11.12794| 10.72794| 11.18067| 11.26451| 10.7936 | 11.13797| 11.32337| 11.26374| 10.82906| cm    |
| \( V_4 \)       | 10.69914| 10.83264| 10.6153 | 11.19654| 11.08288| 11.1799 | 10.76557| 11.33606| 11.15456| 11.22125| cm    |
| \( V_5 \)       | 11.03296| 10.71462| 10.71206| 10.83418| 10.66099| 10.66099| 10.70054| 10.83046| 10.65037| 11.1223 | cm    |
| \( V_6 \)       | 10.79846| 10.73971| 10.72826| 10.5784 | 11.1511 | 10.96998| 11.18285| 11.04934| 10.73267| 10.77517| cm    |
| \( V_7 \)       | 10.83674| 10.65779| 10.66176| 11.18208| 11.09683| 11.1511 | 11.18903| 11.33606| 11.05856| 11.1223 | cm    |

4.3. Inner Surface of Wellbore and Attribute Assignment

Based on the experiments and analysis described above, after the corresponding processing of the data points measured while drilling, the entire dataset was transformed into a continuous line around the borehole surface (Figure 12). The spatial curve strictly follows the spiral contour rules proposed in this study. After the above set of spiral points was obtained, the flow chart of the wellbore surface composed of spatial quadrilaterals was established using the uniform spiral, as shown in Figure 8, to construct the spatial quadrilateral and represent the inner surface of the wellbore.

The structure after treatment is shown in Figure 13a,b. According to the rules of spiral wellbore surface reconstruction, four adjacent spatial points were connected to form the inner surface structure of the wellbore, forming a relatively smooth surface (Figure 13a). The quadrilateral can be divided into two triangles by adding a diagonal line to each parallelogram in the clockwise direction of the drilling rotation (Figure 13b). Figure 13 was established based on a Cartesian coordinate system, in which the Z-axis represents the vertical direction of the wellbore, the X-axis represents the north–south direction displacement of the wellbore, and the Y-axis represents the east–west displacement of the wellbore, which follows the typical convention used in the oil industry.
After the completion of the wellbore quadrilateral, the reconstructed surface quadrilateral and the depth and angle (sector) of the measured data had unique properties, which corresponded to the gamma and resistivity imaging data that were also obtained while drilling. The quadrilateral was colored based on the corresponding relation by using the imaging measurement chromatography to form a relatively intuitive color wellbore spatial structure, as shown in Figure 14.
4.4. Applications

Through the research of the above technology, we selected two wells for the field application of the wellbore surface reconstruction technology. Among them, the Sheng3-X5 well was located in Shengli Oilfield, China. The depth of this well was 2458 m. The applied interval was 1865 m to 1905 m, the well inclination was 48°, and the azimuth was 248°. The caliper and the gamma imaging tool while drilling were used to track the drilling. The underground measurement data was transmitted to the ground by signal transmitter, and the data transmission interval was 10 s~25 s. The computer processed the downhole data in real time; the information transmitted downhole can be processed in real time using the method of surface reconstruction of the borehole wall described in this article, the data was processed in real time using the flow chart of Figures 7 and 8, and the data processing speed was less than 1 s. In the process of data processing, this method can be used to separate specific well sections for a full-scale display of rotary amplification (Figure 15), which meets the needs of geological engineers for real-time analysis.

![Figure 14. Three-dimensional wellbore with additional gamma imaging data.](image1)

The Peng154-P1 well was located in Sichuan Province, China. The depth of the well was 3085 m, and the application interval was 2480 to 2530 m. This section had a deviation of 38° to 44° and an azimuth of 52°. The caliper and the gamma imaging tool while drilling

![Figure 15. Real-time 3D wellbore structure of the Sheng3-X5 well.](image2)
were also used to track the drilling. This section used the method of this article to construct a borehole wall model in real time, and used gamma chromatograms of different colors to represent changes in lithology. In this case, the formation with low gamma was found at 2510 m in time, and compared with other information to identify the oil layer; it can be seen that real-time well wall reconstruction provides a very friendly interactive method for geological analysis and identification (Figure 16).

**Figure 16.** Real-time 3D wellbore structure of the Peng154-p1 well.

**5. Conclusions and Discussion**

In this study, a method to reconstruct the surface of a wellbore using a continuous spatial helical curve is presented, and a rule for constructing quadrilateral elements to represent the wellbore surface is developed. Using this method, a relatively smooth wellbore surface was reconstructed using the multi-source discrete data of the trajectory, diameter, and wellbore properties measured while drilling, which is of great value for the real-time evaluation of the drilling risk and geologically guided decision-making in drilling engineering. This method has the following advantages:

1. The method proposed in this paper reconstructs the solid wellbore surface into a spiral curve with continuous and uniform spacing. The four adjacent points of the upper and lower pitch form a quadrilateral to form the wellbore surface, which could be extended to describe the wellbore surface with a certain thickness.

2. The improved inverse distance weighted interpolation method takes into account the influence of the wellbore shape on the caliper interpolation. A sliding window was used to reduce computation volume. The wellbore surface was reconstructed with high similarity to the actual measurement data. The measured data could be updated in real time, data could be stored, and the calculation efficiency was high.

3. The spatial quadrilaterals were further constructed to form triangular facets. The existing file architecture and display software could be used to visualize and store the data points.

4. The constructed space quadrilateral and partial hexahedron corresponded to the sector data measured by imaging while drilling, which is convenient for adding geological properties.

This method can be used to calculate and display the wellbore structure properties in real time using a portable computer on the engineering site, whether for the data transmitted in real time or stored. However, the degree to which the established wellbore
surface shape matches that of the real wellbore depends on a relatively uniform downhole rotation measurement and data uploading. A small amount of data while drilling still distorts the wellbore shape. Further optimization of the sensor measurement frequency and speeding up the transmission of the downhole information to the surface is required.
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