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Abstract

In this work, we simulate the electron dynamics in molecular systems with the Time-Dependent Density Matrix Renormalization Group (TD-DMRG) algorithm. We leverage the generality of the so-called tangent-space TD-DMRG formulation and design a computational framework in which the dynamics is driven by the exact non-relativistic electronic Hamiltonian. We show that, by parametrizing the wave function as a matrix product state, we can accurately simulate the dynamics of systems including up to 20 electrons and 32 orbitals. We apply the TD-DMRG algorithm to three problems that are hardly targeted by time-independent methods: the calculation of molecular (hyper)polarizabilities, the simulation of electronic absorption spectra, and the study of ultrafast ionization dynamics.

1 Introduction

Ultrafast spectroscopic techniques based on attosecond light pulses can probe electronic motions in molecular systems under strong non-equilibrium conditions. The interpretation of the resulting experimental data calls for new computational methods to simulate
electron dynamics by properly including quantum effects. The design of so-called “real-time electronic-structure methods” has focused so far on solving the electronic time-dependent (TD) Schrödinger equation based on wave function parametrization borrowed from time-independent (TI) quantum chemical algorithms. However, the relative accuracy of TI-based wave function parameterizations changes drastically when extended to the time domain. In fact, a molecule with a single-reference ground-state wave function may become strongly correlated when driven out of equilibrium. Therefore, the design of systematically improvable wave function-based TD algorithms is the key to reliable electron dynamics simulations. Real-time time-dependent density functional theory (RT-TD-DFT) is the only algorithm that can target molecules with several dozens of atoms. However, exchange-correlation functionals that are parametrized on TI problems do not reproduce fundamental effects, such as Rabi oscillations in few-particles systems. Wave function-based methods, such as the TD formulations of the Coupled Cluster, Configuration Interaction (TD-CI), and Complete Active Space Self-Consistent Field methods do not suffer from this limitation. However, their range of application is limited by their high computational cost.

In the present work, we show that large-scale TD-CI simulations are feasible based on the time-dependent density matrix renormalization group (TD-DMRG) method. In its standard time-independent formulation, DMRG is an optimization algorithm for wave functions expressed as matrix product states (MPSs). Applications to quantum-chemical problems have demonstrated that full CI (or complete active space CI) molecular wave functions for up to 100 orbitals can be encoded as compact MPSs and can, therefore, be optimized efficiently with DMRG. However, the application of TD-DMRG to electronic quantum dynamics is much less explored. The area law guarantees that the ground state wave function of short-ranged Hamiltonians can be represented as a compact MPS, but it does not apply to time-dependent simulations. In fact, the wave function entanglement increases under non-equilibrium conditions and such an effect, known as entanglement barrier, is not captured by monodimensional tensor network factorizations, such as the MPS. Nevertheless,
the area law does not apply also to time-independent quantum chemical problems, but DMRG remains in practice more efficient than other full CI algorithms. In the present work we tailor TD-DMRG to quantum chemical problems to assess how the entanglement barrier affects, in practice, the accuracy of electron dynamics simulations. This is the first step towards the definition of tensor network methods providing the best compromise between cost and accuracy for molecular quantum dynamics. Among the various TD-DMRG variants, the approach presented here relies on the tangent-space formulation for two reasons. First, it leads to very robust and numerically stable propagation algorithms. Moreover, it relies on the so-called matrix product state/matrix product operator (MPS/MPO) DMRG formalism and can be, therefore, combined with our general DMRG framework that supports vibrational, vibronic, and electronic quantum chemical Hamiltonians.

We extend the framework that we designed for vibrational and vibronic quantum dynamics to the nonrelativistic Coulomb Hamiltonian, including spin symmetry and supporting time-dependent perturbations. We benchmark the TD-DMRG accuracy on three problems that are standard targets of real-time electronic-structure algorithms. First, we simulate the ionization dynamics of benzene for active spaces including up to 26 orbitals. Then, we show how electronic absorption spectra can be efficiently calculated with TD-DMRG. Finally, we calculate high-order molecular properties based on a time-dependent finite-difference approach originally designed for TD-CI.

2 Electronic TD-DMRG theory

2.1 MPS/MPO-based DMRG

DMRG encodes a full CI (or complete active space CI) wave function of an $L$-orbital system,

$$| \Psi_{\text{FCI}} \rangle = \sum_{\sigma_1,\ldots,\sigma_L} C_{\sigma_1,\ldots,\sigma_L} | \sigma_1 \cdots \sigma_L \rangle ,$$  
(1)
as a matrix product state (MPS)

\[ |\Psi_{\text{MPS}}\rangle = \sum_{\sigma_1 \cdots \sigma_L, a_1, \ldots, a_{L-1}} M_{a_1, a_2}^{\sigma_1} M_{a_2, a_3}^{\sigma_2} \cdots M_{a_{L-1}, 1}^{\sigma_L} | \sigma_1 \cdots \sigma_L \rangle. \tag{2} \]

Eq. (2) expresses the CI tensor \( C_{\sigma_1, \ldots, \sigma_L} \) as a product of \( L \) 3-dimensional tensors \( M_{a_{i-1}, a_i}^{\sigma_i} \), where the \( \sigma_i \) index labels the allowed occupations of orbital \( i \), and the indexes \( a_{i-1} \) and \( a_i \) have maximum dimension \( m \), usually referred to as “bond dimension”. Any full CI wave function is represented exactly by an MPS with a bond dimension that grows exponentially with \( L \), but the area law\(^{49}\) ensures that the ground state of short-ranged Hamiltonians can be encoded with much more compact MPSs. It has been shown\(^{37} - ^{47}\) that the electronic ground state of molecular systems can often be encoded as a compact MPS, even though the area law prerequisites are not met. Time-independent DMRG (TI-DMRG) optimizes the tensors \( M_{a_{i-1}, a_i}^{\sigma_i} \) based on the variational principle. To do so, the non-relativistic electronic Hamiltonian \( \mathcal{H}_{\text{ele}} \) that reads, in second-quantization, as

\[ \mathcal{H}_{\text{ele}} = \sum_{pq} h_{pq} a_p^\dagger a_q + \frac{1}{2} \sum_{pqr} \langle pq | rs \rangle a_p^\dagger a_q^\dagger a_s a_r \tag{3} \]

where \( h_{pq} \) and \( \langle pq | rs \rangle \) are one- and two-electron integrals, respectively, is encoded as a matrix product operator (MPO)\(^{36}\)

\[ \mathcal{H}_{\text{ele}} = \sum_{\sigma, \sigma'} \sum_{b_1=1}^{b_{\text{max}}} \cdots \sum_{b_{L-1}=1}^{b_{\text{max}}} \sum_{a_{i-1}=1}^{a_{\text{max}}} \sum_{a_i=1}^{a_{\text{max}}} H_{b_1}^{\sigma_1, \sigma'_1} \cdots H_{b_{L-1}}^{\sigma_{L-1}, \sigma'_{L-1}} | \sigma \rangle \langle \sigma' | \tag{4} \]

as proposed in Ref. \(^{64}\). The energy functional \( E[|\Psi_{\text{MPS}}\rangle] \) obtained by combining Eqs. (2) and (4) is minimized iteratively one tensor at the time, starting from the first orbital (or “site”, in DMRG language). This minimization is equivalent to the alternating least squares algorithm\(^{71}\) and leads, for site \( i \), to the following eigenvalue problem

\[ \sum_{b_i, b_{i+1}} \sum_{\sigma_i, \sigma'_i} \sum_{a_i', a_{i+1}'} P_{b_i}^{b_i} W_{b_i}^{\sigma_i, \sigma'_i} P_{a_{i+1}'}^{b_{i+1}} M_{a_i, a_{i+1}}^{\sigma_i} = EM_{a_i, a_{i+1}}^{\sigma_i}, \tag{5} \]
where \( L \) and \( R \) are so-called boundaries that collect the partial contraction between the MPO and MPS for sites \([1, i-1]\) and \([i+1, L]\), respectively.

The MPS representation given in Eq. (2) is not unique, i.e. there exist gauge transformations that change \( M^{\sigma_i} \) without changing the underlying wave function \( | \Psi_{\text{MPS}} \rangle \). A sufficient condition to fix this gauge freedom is to left-normalize all tensors up to site \( i \), such that

\[
\sum_{a_{i-1}, \sigma_i} M_{a_{i-1}, a_i}^{\sigma_i} M_{a_{i-1}, a'_i}^{\sigma_i} = \delta_{a_i, a'_i},
\]

and to right-normalize the remaining tensors, so that

\[
\sum_{a_i, \sigma_i} M_{a_i, a_{i+1}}^{\sigma_i} M_{a'_i, a_i}^{\sigma_i} = \delta_{a_i, a'_i}.
\]

It is useful to introduce the left- and right-renormalized bases for site \( i \) (\( | a_i^{(l)} \rangle \) and \( | a_i^{(r)} \rangle \), respectively) defined recursively as follows:

\[
| a_i^{(l)} \rangle = \sum_{a_{i-1}} \sum_{\sigma_i} M_{a_{i-1}, a_i}^{\sigma_i} | a_{i-1}^{(l)} \rangle,
\]

\[
| a_i^{(r)} \rangle = \sum_{a_{i+1}} \sum_{\sigma_{i+1}} M_{a_i, a_{i+1}}^{\sigma_{i+1}} | a_{i+1}^{(r)} \rangle.
\]

\( | a_i^{(l)} \rangle \) and \( | a_i^{(r)} \rangle \) constitute an effective \( m \)-dimensional subspace of the \( | \sigma_1 \cdots \sigma_i \rangle \) and \( | \sigma_{i+1} \cdots \sigma_L \rangle \) bases, respectively. In terms of Eq. (8), Eq. (5) is obtained by projecting the full CI eigenvalue problem in the \( | a_i^{(l)} \rangle \) basis.

### 2.2 Tangent-space TD-DMRG

The tangent-space TD-DMRG theory\(^{14}\) derives the equation of motion governing the propagation of an MPS from the Dirac-Frenkel variational principle.\(^{13}\) The best MPS representation \( | \Psi_{\text{MPS}}(t) \rangle \) of the exact full CI wave function \( | \Psi_{\text{FCI}}(t) \rangle \) is obtained minimizing, at each time \( t \), the functional \( F(t) \) defined as follows (in Hartree atomic units)
\[
F(t) = \left\| \mathcal{H}\rvert \Psi_{\text{MPS}}(t) \rangle - i \frac{\partial \rvert \Psi_{\text{MPS}}(t) \rangle}{\partial t} \right\|^2. \tag{9}
\]

\(\mathcal{H}\rvert \Psi_{\text{MPS}}(t) \rangle\) is represented by an MPS with bond dimension larger than that of \(\rvert \Psi_{\text{MPS}}(t) \rangle\). Therefore, an exact MPS representation of the time-evolving wave function, corresponding to \(F(t) = 0\), would require a continuous increase of \(m\) with time, an effect known as entanglement barrier. \[^{51-53,75-77}\]

To avoid that, TD-DMRG minimizes \(F(t)\) to obtain the best MPS representation of the wave function for a given bond dimension \(m\). The optimal MPS is obtained by solving of the differential equation \[^{59}\]

\[
i \frac{\partial \rvert \Psi_{\text{MPS}}(t) \rangle}{\partial t} = \mathcal{P}_{\Psi_{\text{MPS}}(t)} \mathcal{H}\rvert \Psi_{\text{MPS}}(t) \rangle, \tag{10}
\]

where \(\mathcal{P}_{\Psi_{\text{MPS}}(t)}\) is the so-called tangent space projector to the manifold \(\mathcal{T}_m\) of MPSs with bond dimension \(m\). In practice, all MPSs with a given bond dimension form a subspace of the full CI space, and \(\mathcal{T}_m\) is the linear approximation of this space in the vicinity of \(\rvert \Psi_{\text{MPS}}(t) \rangle\). \(\mathcal{P}_{\Psi_{\text{MPS}}(t)}\) is the projection operator onto \(\mathcal{T}_m\). The closed-form for \(\mathcal{P}_{\Psi_{\text{MPS}}(t)}\) reads \[^{59,60}\]

\[
\mathcal{P}_{\Psi_{\text{MPS}}(t)} = \sum_{i=1}^{L} \sum_{a_i^{(l)}a_i^{(r)}} \rvert a_{i-1}^{(l)}a_{i}^{(r)} \rangle \langle a_{i-1}^{(l)}a_{i}^{(r)} \rvert - \sum_{i=1}^{L-1} \sum_{a_i^{(r)}a_i^{(r)}} \rvert a_{i}^{(r)}a_{i}^{(r)} \rangle \langle a_{i}^{(r)}a_{i}^{(r)} \rvert \tag{11}
\]

With these approximations, Eq. \(^{10}\) becomes

\[
i \frac{\partial \rvert \Psi_{\text{MPS}}(t) \rangle}{\partial t} = \left( \sum_{i=1}^{L} \mathcal{P}_i^{(1)} - \sum_{i=1}^{L-1} \mathcal{P}_i^{(2)} \right) \mathcal{H}\rvert \Psi_{\text{MPS}}(t) \rangle. \tag{12}
\]

The solution of Eq. \(^{12}\) can be approximated based on the Trotter factorization, so that the tensors are propagated sequentially as:
\[ M^{\sigma_i}(t + \Delta t) = e^{-iH_i^{(1)}\Delta t} M^{\sigma_i}(t), \quad (13) \]

where \( H_i^{(1)} \) is the representation of \( \mathcal{H} \) in the \( |a_i^{(l)}\sigma_i a_i^{(r)}\rangle \) renormalized basis obtained with the MPS canonized on site \( i \). Additionally, terms involving the \( P_i^{(2)} \) operator determine the time-evolution of the zero-site tensor \( N \) for site \( i \), defined as \( SV \) where

\[ M^{\sigma_i}_{a_{i-1} a_i} = \sum_{a'_i} U^{\sigma_i}_{a_{i-1} a'_i} S_{a'_i a_i} V_{a'_i a_i}. \quad (14) \]

The parallel of Eq. (13) for the zero-site tensor reads:

\[ N(t + \Delta t) = e^{iH_i^{(2)}\Delta t} N(t). \quad (15) \]

where \( H_i^{(2)} \) is the representation of \( \mathcal{H} \) in the \( |a_i^{(l)} a_i^{(r)}\rangle \) basis. Eq. (15) propagates the zero-site tensor backward in time. Since the \( |a_i^{(l)}\rangle \) basis functions are already included in the \( |a_i^{(l)}\sigma_i\rangle \) basis (see Eq. (8)), this back-propagation step ensures that the wave function projection onto the \( |a_i^{(l)}\rangle \) basis is not propagated twice. We solve Eqs. (13) and (15) by approximating the exponential operator based on the Lanczos algorithm,\(^{78}^{80}\) so that both the wave function energy and norm are conserved.\(^6\)

The TD-DMRG algorithm outlined above can be extended to propagate simultaneously two consecutive sites, as is done in two-site TI-DMRG. In this case, \( P_i^{(1)} \) is the projector for the \( |a_i^{(l)}\sigma_i\sigma_{i+1} a_i^{(r)}\rangle \) basis, and Eq. (13) determines the time evolution of the two-site tensor \( T^{\sigma_i,\sigma_{i+1}} \), defined as

\[ T^{\sigma_i,\sigma_{i+1}}_{a_{i-1} a_{i+1}} = \sum_{a_i} M^{\sigma_i}_{a_{i-1} a_i} M^{\sigma_{i+1}}_{a_i a_{i+1}}. \quad (16) \]

Moreover, \( P_i^{(2)} \) becomes the projection onto the \( |a_i^{(l)}\sigma_i a_i^{(r)}\rangle \) basis. We will refer in the following to this two-site variant as TD-DMRG(TS), and to the single-site formulation as TD-DMRG(SS).
Tangent-space TD-DMRG approximates TD full CI in three respects. First, the wave function is encoded as an MPS with a fixed bond dimension $m$. We will refer to the related error as the “truncation error”. This approximation is the same as for TI-DMRG and can be controlled monitoring the convergence of the target observables with the bond dimension $m$. The second approximation is the Trotter factorization of the time-evolution operator. We will refer to the corresponding error as “Trotterization error”. The impact of this approximation can be quantified by considering that the Trotter factorization represents the first-order term of the Baker-Campbell-Hausdorff formula for an exponential operator. Therefore, the error will be proportional to the first correction, i.e. the second-order term. Once applied onto an MPS $|\Psi_{\text{MPS}}\rangle$, such terms would include, for instance, the following contribution:

\[
\left[ P_i^{(1)} \mathcal{H}, P_i^{(2)} \mathcal{H} \right] |\Psi_{\text{MPS}}\rangle = \sum_{a_i^{(l)} \sigma_i a_i^{(r)}; a_i^{(l)} \bar{a}_i^{(r)}} \left( |a_i^{(l)} \sigma_i a_i^{(r)}\rangle \langle a_i^{(l)} \sigma_i a_i^{(r)}| \mathcal{H} |a_i^{(l)} \bar{a}_i^{(r)}\rangle \langle a_i^{(l)} \bar{a}_i^{(r)}| \mathcal{H} |\Psi_{\text{MPS}}\rangle - |a_i^{(l)} \bar{a}_i^{(r)}\rangle \langle a_i^{(l)} \bar{a}_i^{(r)}| \mathcal{H} |a_i^{(l)} \sigma_i a_i^{(r)}\rangle \langle a_i^{(l)} \sigma_i a_i^{(r)}| \mathcal{H} |\Psi_{\text{MPS}}\rangle \right) \tag{17}
\]

In the first term of the right-hand side of Eq. (17), $\mathcal{H}$ is applied on the MPS, then projected onto the $|a_i^{(l)} \sigma_i a_i^{(r)}\rangle$ basis, $\mathcal{H}$ is applied a second time and, lastly, the wave function is projected onto the $|a_i^{(l)} \bar{a}_i^{(r)}\rangle$ basis. The second term applies the two projectors in the reversed order. The representation of $\mathcal{H}|\Psi_{\text{MPS}}\rangle$ in the $|a_i^{(l)}\rangle$ basis will be less accurate than that in the $|a_i^{(l)} \sigma_i a_i^{(r)}\rangle$ basis and, therefore, the two terms of Eq. (17) will differ. In the limit of a converged MPS, the contribution of the basis functions included in $|a_i^{(l)} \sigma_i a_i^{(r)}\rangle$ and not in $|a_i^{(l)}\rangle$ is negligible and, therefore, the error will decrease with $m$, as pointed out in Ref. [33]. A third approximation is the solution of Eqs. (13) and (15) with the Lanczos algorithm. The accuracy of this approximation can be controlled as suggested in Ref. [78]. For all simulations reported below, a wave function accuracy of $10^{-10}$ is reached with a 10-dimensional Krylov space. This third error source is, therefore, negligible compared to the other ones. A fourth
approximation, often overlooked in the literature, is the neglect of the time-dependence of the tangent-space projector that depends on time via the renormalized bases $|a_i^{(l)}(t)\rangle$ and $|a_i^{(r)}(t)\rangle$. Even though, up to our knowledge, no algorithm for estimating the error underlying this fourth approximation has been proposed, it will vanish in the limit of a converged MPS because the space spanned by the renormalized bases will change smoothly with time.

2.3 External time-dependent perturbations

The simulation of molecular spectra requires including the light-matter interaction contribution to the molecular Hamiltonian. As discussed in Ref. 59, the formal solution to the differential equation given in Eq. (12) cannot be written as in Eq. (13) for time-dependent Hamiltonians $\mathcal{H}(t)$. However, Eq. (12) can still be simplified by a Trotter factorization, resulting in the following series of differential equations:

$$\frac{\partial |\Psi_{\text{MPS}}(t)\rangle}{\partial t} = -iP_{i}^{(1)}\mathcal{H}(t)|\Psi_{\text{MPS}}(t)\rangle \quad (18)$$
$$\frac{\partial |\Psi_{\text{MPS}}(t)\rangle}{\partial t} = iP_{i}^{(2)}\mathcal{H}(t)|\Psi_{\text{MPS}}(t)\rangle, \quad (19)$$

where the solution to Eq. (18) for site $i$ is the initial wave function for Eq. (19) for the same site, and the solution of Eq. (19) for a given site defines the initial wave function for Eq. (18) for the following site. Ref. 59 suggests to solve the local differential equation with a fourth-order Runge-Kutta propagator. In the present work, we instead rely on two Magnus integrators that are routinely applied to RT-TD-DFT. The first one is the exponential midpoint rule (EMR2) integrator that solves the Eq. (18) as (the extension to Eq. (19) is straightforward)

$$|\Psi_{\text{MPS}}(t + \Delta t)\rangle = e^{-iP_{i}^{(1)}\mathcal{H}(t+\Delta t/2)\Delta t} |\Psi_{\text{MPS}}(t)\rangle, \quad (20)$$

and leads to the following equation for the tensor $M_{a_{i-1},a_i}^{a_i}$:
\[ M^{\sigma_i}(t + \Delta t) = e^{-iH_i^{(1)}(t+\Delta t/2)\Delta t} M^{\sigma_i}(t) \]  

(21)

Note that we neglect the dependence of \( \mathcal{P}_{\Psi_{\text{MPS}}(t)} \) on time and, therefore, \( H_i^{(1)}(t + \Delta t/2) \) is obtained from the representation of \( \mathcal{H}(t + \Delta t/2) \) in the time-independent basis \( |a_i^{(l)}\sigma a_i^{(r)}\rangle \).

We will refer to the TD-DMRG algorithm in which the local differential equations are solved with Eq. (21) as EMR2-TD-DMRG. The error associated with solving Eqs. (18) and (19) with EMR2 scales as \( O(\Delta t^2) \), as for the Trotterization error. The Trotter error is expected to be very small for large \( m \) values, i.e. for converged TD-DMRG simulations, and the EMR2 error will then be predominant. To cure this effect, we also solve the local differential equation with the fourth-order commutator-free (CF4) propagator\(^{83}\) that approximates the solution to Eq. (18) as:

\[
|\Psi_{\text{MPS}}(t+\Delta t)\rangle = \exp \left[ -i\alpha_1 \mathcal{P}_i^{(1)} \mathcal{H}(t + \Delta t_1) \Delta t - i\alpha_2 \mathcal{P}_i^{(1)} \mathcal{H}(t + \Delta t_2) \Delta t \right] \times \\
\exp \left[ -i\alpha_2 \mathcal{P}_i^{(1)} \mathcal{H}(t + \Delta t_1) \Delta t - i\alpha_1 \mathcal{P}_i^{(1)} \mathcal{H}(t + \Delta t_2) \Delta t \right] |\Psi_{\text{MPS}}(t)\rangle ,
\]

(22)

where the constants \( \alpha_1 \) and \( \alpha_2 \) and the time-steps \( \Delta t_1 \) and \( \Delta t_2 \) are given in Ref. \(^{83}\). Written in terms of tensors, Eq. (22) reads:

\[
M^{\sigma_i}(t + \Delta t) = e^{-i(\alpha_1 H_i^{(1)}(t+\Delta t_1) + \alpha_2 H_i^{(1)}(t+\Delta t_2))\Delta t} \times \\
e^{-i(\alpha_2 H_i^{(1)}(t+\Delta t_1) + \alpha_1 H_i^{(1)}(t+\Delta t_2))\Delta t} M^{\sigma_i}(t)
\]

(23)

We solve Eq. (23) by applying twice the Lanczos algorithm, one per exponential operator. Note that \( H_i^{(1)}(t + \Delta t_1) \) and \( H_i^{(1)}(t + \Delta t_2) \) do not commute and, therefore, their relative order must be preserved when calculating the Krylov vectors. We will refer to the resulting TD-DMRG algorithm as CF4-TD-DMRG. The computational cost of CF4-TD-DMRG is approximately four times higher than that of EMR2-TD-DMRG, because four MPO/MPS contractions must be calculated per Krylov subspace vector. However, the CF4 integrator
error scales as $O(\Delta t^4)$ and, therefore, can support larger time steps. In the following, we will not present results obtained with the fourth-order Runge-Kutta algorithm since, in all cases, both EMR2-TD-DMRG and CF4-TD-DMRG are largely more stable.

### 2.4 Spin-adapted TD-DMRG

The computational cost of electronic TD-DMRG can be reduced by leveraging the spin symmetries associated with the squared value of the overall electronic spin ($\mathcal{S}^2$) and to its projection on a given axis ($\mathcal{S}_z$). Both these quantities are conserved during the propagation and, therefore, the wave function can be encoded as a symmetry-adapted MPS.\textsuperscript{84,85} For abelian symmetry groups (such as the one associated with the $\mathcal{S}_z$ symmetry), each indices of an MPS tensor ($a_i$) can be assigned univocally to an irreducible representation ($\Gamma_{a_i}$) of the symmetry group. The non-zero blocks of $M_{a_i-1,a_i}^{a_i}$ are those for which $\Gamma_{a_i-1} \otimes \Gamma_{\sigma_i} = \Gamma_{a_i}$. This block-diagonal structure can be exploited to enhance the $m$ energy convergence.\textsuperscript{65}

Compared to TI-DMRG, the tangent-space TD-DMRG theory introduces an additional step, i.e. the zero-site tensor propagation (see Eq. (15)). Expressed in terms of MPS tensors and boundaries, the contraction between $H_i^{(2)}$ and the zero-site tensor $\mathcal{N}$ reads:

$$\bar{\mathcal{N}}_{a_i,\bar{a}_i} = \sum_{b_i,\bar{b}_i} \sum_{a'_i,\bar{a}'_i} L_{a_i,a'_i}^{b_i,\bar{b}_i} N_{a'_i,\bar{a}'_i}^{a_i,\bar{a}_i} R_{\bar{a}_i,\bar{a}_i}^{b_i,\bar{b}_i}$$  \hspace{1cm} (24)

It follows from Ref. \textsuperscript{84} that, for a symmetry-adapted MPS, the only non-zero blocks of $\mathcal{N}$ are those for which $\Gamma_{a_i} = \Gamma_{a'_i}$. The boundaries have an analog block structure that can be leveraged to reduce the computational cost associated with Eq. (24).

The design of MPS tensors adapted to non-abelian symmetry groups, such as SU(2) that is associated with the $\mathcal{S}^2$ conservation, is less trivial.\textsuperscript{65,68} In this case, each index $a_i$ is mapped to a combination of $\mathcal{S}_z$ and $\mathcal{S}_2$ quantum numbers. Following Ref. \textsuperscript{65}, we express each tensor as the product of a Clebsch-Gordan coefficient that depends on both $\mathcal{S}_z$ and $\mathcal{S}_2$, and a reduced tensor that is independent on $\mathcal{S}_z$. The efficiency of an SU(2)-adapted DMRG
implementation relies on the possibility of expressing all contractions in terms of reduced tensors without calculating their full counterparts. \( N_{\alpha', \bar{\alpha}'} \) is a rank-0 tensor and, therefore, Eq. 24 still holds true for the reduced counterpart of \( L, N, \) and \( R \). Note that the same does not hold true for the contraction of a single-site tensor with the MPO, where an additional scaling factor proportional to the 9j-Wigner symbol must be included.

2.5 Available TD-DMRG variants

As we highlighted in the previous sections, multiple TD-DMRG variants are obtained depending on the algorithm used to solve the local differential equation and on the approximation of the time-evolution operator. For time-independent Hamiltonians, we solve the local differential equation with the Lanczos algorithm and refer to the resulting method simply as TD-DMRG. For time-dependent Hamiltonians, the local equations can be solved with either the EMR2 or the CF4 integrator. We refer to the resulting algorithms as EMR2-TD-DMRG and CF4-TD-DMRG, respectively. In all cases, either one or two tensors can be propagated at each time step. We will denote these two classes of TD-DMRG variants by adding “(SS)” and “(TS)”, respectively, at the end of the algorithm name.

3 Charge dynamics following ionization of benzene

We simulate with TD-DMRG the electronic dynamics after ionization of benzene, which is, together with iodoacetylene and phenylalanine, one of the few molecules for which experimental attosecond spectra are available. Upon ionization, a charge oscillation occurs between the \( \pi^0 \) orbital and the two other degenerate occupied \( \pi \) orbitals (referred to in the following as \( \pi^1 \), a graphical representation of the orbitals is given in Figure S1 of the Supporting Information). This is confirmed by third-order algebraic diagrammatic construction (ADC(3)) calculations that predict an oscillation period of about 950 as, in good agreement with the experimental data. A more recent adaptive TD-CI simulation based on a CAS(8,8) predicts
an oscillation period of about 700 as,\cite{ref39} and the difference with the ADC(3) results is ascribed to missing dynamical correlation effects. Here, we show that TD-DMRG can target larger active spaces including up to 26 electrons in 26 orbitals, based on the HF canonical orbitals calculated with the cc-pVDZ basis set. We first optimize the TD-DMRG parameters (bond dimension \( m \), time step \( \Delta t \) and integration algorithm) for a model active space including 14 electrons in 14 orbitals. We then simulate the dynamics on larger active spaces based on the resulting optimal parameters. In all cases, we rely on the non-spin-adapted formulation of TD-DMRG.

### 3.1 Optimization of the TD-DMRG parameters

We generate the initial state for the propagation by optimizing the ground state for a CAS(14,14) with both TI-DMRG(TS) and the imaginary-time variant of TD-DMRG (iTD-DMRG(TS)) that we introduced in Ref. \cite{ref90}. We report the resulting optimized energies in Table 1. In the TI-DMRG calculations, we perturbed the two-site tensor based on the algorithm presented in Ref. \cite{ref91} to enhance the efficiency of the sweep-based optimization and avoid convergence to local minima of the energy functional.

|          | \( m=125 \)     | \( m=250 \)     | \( m=500 \)     |
|----------|-----------------|-----------------|-----------------|
| TI-DMRG  | -230.76070      | -230.79079      | -230.76082      |
| iTD-DMRG | -230.76070      | -230.76079      | -230.76082      |

The converged iTD-DMRG(TS) ground-state energy (\( m=500 \)) matches the TI-DMRG(TS) result and, as illustrated in Figure S2 of the Supporting Information, the imaginary-time propagation converges as fast as TI-DMRG (as we already highlighted in our previous work\cite{ref90}). For this reason, if not otherwise specified, in the following we always optimize the initial MPS wave function with iTD-DMRG(TS).

We simulate the ionization process with the so-called “sudden ionization” model and assume
that one electron is removed instantaneously from the $\pi^0$ orbital. The initial state wave function for the propagation ($| \Psi_{GS}^{N-1} \rangle$) is expressed in terms of the optimized ground state of the neutral molecule ($| \Psi_{GS}^N \rangle$) as

$$
| \Psi_{GS}^{N-1} \rangle = \frac{\hat{a}_{\pi^0} | \Psi_{GS}^N \rangle}{\langle \Psi_{GS}^N | \hat{a}_{\pi^0}^\dagger \hat{a}_{\pi^0} | \Psi_{GS}^N \rangle},
$$

where $\hat{a}_{\pi^0}$ is the annihilation operator associated with the $\pi^0$ orbital. We obtain the MPS representation of $| \Psi_{GS}^{N-1} \rangle$ by encoding $\hat{a}_{\pi^0}$ as MPO and evaluating Eq. (25) as MPO/MPS contraction.\textsuperscript{[22]} We then construct the MPO representation of the second-quantization Hamiltonian based on the Hartree-Fock orbitals of the neutral state. Therefore, we neglect orbital relaxation effects. Even though this approximation limits the calculation accuracy, we will show in the following that TD-DMRG delivers converged simulations of the valence ionization dynamics of benzene also with this non-optimal basis set. Orbital relaxation effects will certainly be more relevant under strong non-equilibrium conditions, such as for core ionizations. In these cases, the TD-DMRG efficiency can be enhanced by optimizing the molecular orbital coefficients at each time step, together with the MPS entries.\textsuperscript{[28]} However, a detailed description of the resulting algorithm goes beyond the scopes of the present work. We report in Figure 1 the time evolution of the $\pi^0$ orbital population simulated with TD-DMRG(TS). For $m=125$, the hole remains localized on the $\pi^0$ orbital but, starting from $m=200$, we observe the migration of the hole created in the $\pi^0$ spin-orbital to the $\pi^1$ one, in agreement with experimental\textsuperscript{[58]} and theoretical\textsuperscript{[89]} data. The time-dependent population does not change by further increasing $m$ to 250 and, therefore, it converges with the same $m$ value that delivers a converged ground-state energy. The maximum value of the $\pi^0$ orbital population is obtained (for $m=200$) after 364 as, which corresponds to an oscillation period of 728 as, in agreement with TD-CI data\textsuperscript{[89]} obtained with CAS(8,8). Moreover, the $\pi^1$ orbital population reaches its minimum at 364 as, therefore confirming that the hole migrates from $\pi^0$ to $\pi^1$. The TD-DMRG efficiency depends crucially on the stability of the integration algorithm with
Figure 1: Time evolution of the $\pi^0$ and $\pi^1$ orbital population of benzene calculated with TD-DMRG(TS), $\Delta t=1$ as, and $m=125$ and 200.

Figure 2: Time evolution of the $\pi^0$ orbital population of benzene following its ionization calculated with TD-DMRG(TS), $m=250$ (left panel) and $m=500$ (right panel), varying $\Delta t$ values, and for a CAS(14,14)
respect to the time step $\Delta t$. As we show in Figure S3 of the Supporting Information, the TD-DMRG(TS) population of the $\pi^0$ orbital, calculated with different integration time-steps, is qualitatively reproduced for time steps ranging from 1 to 20 as. Such values are larger than the steps employed in the reference TD-CI work, and comparable to the time-steps employed in other TD-DMRG algorithms.

Table 2: Half oscillation period ($t_{1/2}$) of the $\pi^0$ orbital population (in as) calculated with TD-DMRG(TS) with different $m$ and $\Delta t$ values.

| $\Delta t$ | $m=250$ | $m=500$ |
|------------|---------|---------|
| 1          | 365     | 365     |
| 5          | 366     | 365     |
| 10         | 368     | 367     |
| 15         | 370     | 368     |
| 20         | 372     | 369     |

As displayed in Figure 2 and in Table 2, the difference between the half-period oscillation time $t_{1/2}$ of the $\pi^0$ orbital obtained with different $m$ and $\Delta t$ values are minor. For $m=250$, the difference between the $t_{1/2}$ value obtained with $\Delta t=1$ as and $\Delta t=20$ as is 7 as, and decreases to 4 as with $m=500$. These values are smaller than the accuracy of time-resolved experiments, and to other effects that are neglected in our model, such as orbital relaxation and vibrational effects. Nevertheless, this suggests that TD-DMRG supports large $\Delta t$ values, especially for large $m$ values. In fact, by increasing the bond dimension $m$, the truncation error decreases and larger $\Delta t$ values can be employed without increasing the Trotter error.

All results reported above are obtained with TD-DMRG(TS) because no electron dynamics is observed with TD-DMRG(SS), as we illustrate in Figure S4 of the Supporting Information.

As discussed in Ref. 91, TI-DMRG(SS) is prone to local minima convergence, and we observe the same effect here in TD-DMRG. Let $i_{\text{ion}}$ be the site corresponding to the ionized orbital. By contracting all MPS tensors for sites $i \neq i_{\text{ion}}$, the MPS can be written as

$$| \Psi_{\text{GS}}^N \rangle = \sum_{\sigma_{\text{ion}}} \sum_{\alpha_{\text{ion}} \alpha_{\text{ion}+1}} M_{\alpha_{\text{ion}} \alpha_{\text{ion}+1}}^{\sigma_{\text{ion}}} | \sigma_{\text{ion}} \rangle \otimes | a_{\text{ion}}^{(l)} \rangle \otimes | a_{\text{ion}+1}^{(r)} \rangle. \quad (26)$$

As discussed in Section 2, both $| a_{\text{ion}}^{(l)} \rangle$ and $| a_{\text{ion}+1}^{(r)} \rangle$ can be assigned to an irreducible representation of the Hamiltonian symmetry group, i.e. to a given number of alpha ($N^\alpha(a_{\text{ion}}^{(l)})$)}
and \( N^\alpha(a^{(r)}_{i_\text{ion}+1}) \) and beta \( (N^\beta(a^{(l)}_{i_\text{ion}}) \text{ and } N^\beta(a^{(r)}_{i_\text{ion}+1})) \) electrons. After applying the annihilation operator (see Eq. (25)), \( M^{a_{i_\text{ion}}}_{a_{i_\text{ion}+1}} \neq 0 \) only if \( N^\alpha(\sigma_{i_\text{ion}}) = 0 \). Hole migration from \( \pi^0 \) to \( \pi^1 \) will be observed only if blocks for which \( N^\alpha(\sigma_{i_\text{ion}}) = 0 \) become non-null along the propagation. This is, however, not possible because the time evolution does not break the block structure and, therefore, the hole remains localized on the \( i_{\text{ion}} \)-th site. We do not observe this effect with TD-DMRG(TS)\(^{22,91}\) that propagates simultaneously two adjacent tensors and, therefore, breaks the site symmetry. For this reason, if not otherwise specified, all results reported in the following are obtained with TD-DMRG(TS).

### 3.2 Active space selection

A migration half-period of 367 as is in reasonable agreement with the reference TD-CI data but is lower than the ADC(3) value of 467 as.\(^{88}\) We simulate the ionization dynamics based on CAS(20,20) and CAS(26,26) to study the impact of the active space size on the ionization dynamics.

![Figure 3: Time evolution of the \( \pi^0 \) orbital population calculated with TD-DMRG(TS), \( m=250, 500, \text{ and } 1000 \), and \( \Delta t=4 \) as based on CAS(20,20). We report in the right panel an enlarged representation of the full propagation (reported in the left panel) between 350 and 430 as.](image)

We report in Figure 3 the \( \pi^0 \) population calculated with TD-DMRG(TS), varying \( m \) values, \( \Delta t=4 \) as and based on CAS(20,20) (as we show in Figure S5 of the Supporting Information,
no differences are observed with smaller time steps). We optimize the initial MPS with iTD-DMRG(TS), and we report the corresponding energy in Table S1 of the Supporting Information. As for the energy, also the time-dependent population of the $\pi^0$ orbital is converged with $m=500$, and minor differences are observed with $m=1000$. The resulting oscillation period is 800 as, in better agreement with the experimental value.

![Graph](image)

**Figure 4:** Time evolution of the $\pi^0$ orbital population of benzene following ionization calculated with TD-DMRG(TS), $m=500$, $\Delta t=4$ as and three different active spaces: CAS(14,14) (solid, red line), CAS(20,20) (solid, green line), and CAS(26,26) (solid, blue line).

We report in Figure 4 the time evolution of the $\pi^0$ orbital population for CAS(14,14), CAS(20,20), and CAS(26,26). The maximum $\pi^0$ orbital population consistently decreases by increasing the active space size. The hole oscillation period for CAS(26,26) is 804 as, which is a significantly better match of the experimental data, of about 900 as, compared to CAS(14,14). Note that our simplified model of benzene neglects vibrational effects and relies on a double-ζ basis set. These limitations must be overcome to improve further the simulation accuracy.
3.3 Time-dependent entanglement measures

Quantum information-based metrics\(^{22}\) have been largely exploited to quantify correlation effects in molecular system and to automatize the selection of active spaces in multiconfigurational calculations.\(^{93-97}\) Such metrics are based on the single- \((s_i(1))\) and two-orbital \((s_{ij}(2))\) entropy for orbitals \(i\) and \(j\), defined as

\[
s_i(1) = -\sum_{\alpha=1}^{4} w_{i,\alpha}^{(1)} \ln w_{i,\alpha}^{(1)},
\]

and

\[
s_{ij}(2) = -\sum_{\alpha=1}^{16} w_{ij,\alpha}^{(2)} \ln w_{ij,\alpha}^{(2)},
\]

where \(w_{i,\alpha}^{(1)}\) and \(w_{ij,\alpha}^{(2)}\) are the \(\alpha\)-th eigenvalues of the one- and two-orbital density matrix, respectively. Large \(s_i(1)\) values identify strongly correlated orbitals in time-independent wave functions.\(^{22}\) Here we will show that the same ideas can be extended to TD-DMRG and track changes in the multireference character of the time-dependent wave function.

![Figure 5](image_url)

Figure 5: Time evolution of the single-orbital entropy \(s^{(1)}\) for the occupied (left panel) and virtual (right panel) orbitals of benzene calculated with TD-DMRG(TS), CAS(14,14), \(m=500\), and \(\Delta t=4\) as. Orbitals are numbered as in Figure S1 of the Supporting Information.

We report in Figure 5 the time evolution of \(s^{(1)}\) for benzene calculated with TD-DMRG(TS)
and based on CAS(14,14). As expected, the largest \( s^{(1)} \) variation is observed for the ionized orbital (labeled as 11 in Figure 5) and for the \( \pi^1 \) orbitals that are involved in the hole migration, labeled as 14 and 15. As shown in the right panel of Figure 5, the single-orbital entropy is large also for orbitals 16 and 17, \( i.e. \) the two degenerate lowest-energy virtual \( \pi \) orbitals, which are therefore involved in the hole-migration process. The remaining orbitals have a single-orbital entropy smaller than 0.1 at for all \( t \) values.

![Figure 6: Time evolution of the single-orbital entropy \( s^{(1)} \) for the occupied (left panel) and virtual (right panel) orbitals of benzene calculated with TD-DMRG(TS) based on CAS(20,20), \( m=500 \), and \( \Delta t=4 \) as. Orbitals are numbered as in Figure S1 of the Supporting Information.](image)

We report in Figure 6 the same plot obtained with the larger CAS(20,20). Comparison with Figure 5 shows that the single-orbital entropy of orbital 24, which was not included in the CAS(14,14), is larger than 0.2 between 400 and 600 as. The selection criteria implemented in the AutoCAS algorithm would define this orbital as strongly correlated and, therefore, it is expected to give the largest contribution to the increase of the half-oscillation period. Note also that the maximum \( s_{24}^{(1)} \) value is observed between 400 and 600 as, \( i.e. \) the \( t \) values for which the largest difference between CAS(14,14) and CAS(20,20) is observed. As we show in Figure S6 of the Supporting Information, the \( s_1 \) value of the orbitals included in the CAS(26,26) and not in CAS(20,20) is below 0.1 in all cases. This agrees with the observation that this additional increase of the active space size does not further change the population
dynamics (see Figure 4). This also suggests that changes in the multireference character of
the time-dependent wave function can be monitored based on the orbital entropies. Even
though here we analyze the multireference character of the wave function \textit{a posteriori}, it
would be possible to apply the \texttt{AutoCAS} algorithm\cite{97} to automatically define an active space
at each time step and construct the MPS wave function only with the resulting active orbitals.
Implementing, in practice, such an algorithm would require deriving the DMRG parallel of
the time-dependent complete active space self-consistent field method;\cite{28} a task that goes
beyond the scopes of the present work. For this reason here we analyze the time evolution
of the orbital entropies only qualitatively.

4 Electronic absorption spectra from TD-DMRG

Besides enabling the simulation of non-equilibrium electron dynamics, real-time electronic-
structure methods offer an alternative to TI algorithms to calculate absorption spectra. This
approach has been applied to semiempirical methods,\cite{38,99} RT-TD-DFT\cite{11,12,100–102} and TD-
CC.\cite{18} The TD route to electronic spectra is particularly appealing for X-ray spectra,\cite{19,103–105}
that are difficult to target with TI-based methods due to the need of optimizing high-energy
excited states. Here, we apply this idea to TD-DMRG. The electronic absorption cross
section $\sigma(E)$ is expressed, in the time-domain, as\cite{106}

$$
\sigma(E) = \frac{E}{3\pi} \int_{-\infty}^{+\infty} dt \langle \Psi_0 | \hat{\mu} e^{-i\hat{H}t} \hat{\mu} | \Psi_0 \rangle = \frac{E}{3\pi} \int_{-\infty}^{+\infty} dt \ C(t),
$$

where $|\Psi_0\rangle$ is the electronic ground state wave function and $\hat{\mu}$ is the dipole operator expressed,
in second quantization, as

$$
\hat{\mu} = \sum_{pq=1}^{L} \langle \phi_p | \mu | \phi_q \rangle a_p^{\dagger}a_q,
$$
where $\phi = \{\phi_1, \ldots, \phi_L\}$ is the reference orbital basis. The autocorrelation function $C(t) = \langle \Psi_0 | \mu e^{-iHt} \hat{\mu} | \Psi_0 \rangle$ can be calculated from TD-DMRG by 1) encoding $\hat{\mu} | \Psi_0 \rangle$ as an MPS and 2) propagating the resulting wave function with the time-independent Hamiltonian $H$ of Eq. (3). The MPO representation of the dipole operator $\hat{\mu}$ reads

$$\hat{\mu} = \sum_{\sigma, \sigma'} \sum_{b_1, \ldots, b_{L-1}} \mu_{1,b_1}^{\sigma_1,\sigma'_1} \mu_{b_1,b_2}^{\sigma_2,\sigma'_2} \cdots \mu_{b_{L-1},1}^{\sigma_L,\sigma'_L} | \sigma \rangle \langle \sigma'| .$$

(31)

$\hat{\mu}$ is a one-body operator and, therefore, can be easily encoded as MPO. Combining Eq. (31) and Eq. (2), $\hat{\mu} | \Psi_0 \rangle$ can be written as

$$\hat{\mu} | \Psi_0 \rangle = \sum_{\sigma, \sigma'} \sum_{a_1, \ldots, a_{L-1}} \sum_{a'_1, \ldots, a'_{L-1}} \mu_{1,b_1}^{\sigma_1,\sigma'_1} \mu_{b_1,b_2}^{\sigma_2,\sigma'_2} \cdots \mu_{b_{L-1},1}^{\sigma_L,\sigma'_L} M_{a_1}^{\sigma_1} M_{a_2}^{\sigma_2} \cdots M_{a_{L-1},1}^{\sigma_L} \sigma' \rangle$$

(32)

where the index $a_i$ takes all possible values of the product $a'_i \times b_i$, and the $D_{a_i}$ tensors are defined as

$$D_{a_i} = D_{a_1} \cdots D_{a_{L-1}}$$

(33)

Eq. (33) highlights that, for site $i$, the bond dimension of the MPS representation of $\hat{\mu} | \Psi_0 \rangle$ is $b_i$ times larger than that of $| \Psi_0 \rangle$. To keep the bond dimension fixed, we truncate the MPS representation of $\hat{\mu} | \Psi_0 \rangle$ before the propagation starts.

### 4.1 Electronic absorption spectra of decacene

We simulate the absorption spectrum of decacene with TD-DMRG and compare our results to reference TD-CI data based on CAS(10,10), the 6-31G* basis, and natural orbitals obtained from a CI singles calculation. We begin with the same CAS as in Ref. [26] and then
enlarge it and monitor the convergence of the absorption spectrum.

![Absorption spectrum of decacene obtained with TD-DMRG(TS), CAS(10,10), $\Delta t=20$ as, and different $m$ values.]

**Figure 7**: Absorption spectrum of decacene obtained with TD-DMRG(TS), CAS(10,10), $\Delta t=20$ as, and different $m$ values.

After optimizing the ground-state wave function with iTD-DMRG(TS) (we report in Table S2 and in Figure S7 of the Supporting Information the corresponding energy), we obtain the initial state of the propagation by applying the $y$ component of the dipole operator onto the MPS. We calculate the Fourier transform of the autocorrelation function numerically after an overall propagation time of 100 fs, and with a window function of 20 fs. We simulate the spectra with TD-DMRG(TS) because, as discussed in Section 3.1, TD-DMRG(SS) does not reproduce the correct dynamics for instantaneous perturbations. We report in Figure 7 the absorption spectra calculated for $m$ values ranging between 125 and 1000. A bond dimension $m=500$ is required to obtain a fully-converged band shape and, therefore, the $m$ convergence of the absorption spectrum is slower than that of the ground state energy. The initial state for the propagation obtained by applying $\hat{\mu}$ on the ground-state MPS is, in fact, the superposition of multiple excited states and a larger bond dimension is required to represent the resulting wave function. We show in Figure S8 of the Supporting Information that...
the overall band shape obtained with TD-DMRG(TS) based on CAS(10,10), \( m=500 \), and different integration schemes remains unchanged for time steps that range from 20 to 80 as. The tangent-space TD-DMRG algorithm is, therefore, more stable than the Runge-Kutta integrator of Ref. 26 that diverges for time steps larger than 20 as.

![Absorption spectrum of decacene obtained with TD-DMRG(TS) based on CAS(14,14) for different \( m \) values. \( \Delta t=20 \) as in all cases.](image)

Figure 8: Absorption spectrum of decacene obtained with TD-DMRG(TS) based on CAS(14,14) for different \( m \) values. \( \Delta t=20 \) as in all cases.

Despite being converged, the \( m=1000 \) spectrum does not match the reference data of Ref. 26 that relies on natural orbitals, whereas we construct the MPS wave function from the canonical ones. We show in Figure 8 that, by increasing the active space size to CAS(14,14), the agreement with the TD-CI spectrum improves remarkably. As expected, larger \( m \) values are required to converge the band shape for a larger CAS, and slight differences are observed between the \( m=500 \) and \( m=1000 \) results. However, the main difference between the \( m=500 \) and \( m=1000 \) spectra is an overall shift of the higher-energy bands, while their relative intensity remains nearly unchanged.

We compare in Figure 9 the absorption spectrum of decacene obtained with CAS(10,10) with TD-DMRG(TS) and TI-DMRG(TS). We report the individual excitation energies and
Figure 9: Absorption spectrum of decacene obtained with a TD-DMRG(TS) (red lines) and with TI-DMRG(TS) (black vertical bars) based on CAS(10,10) for different $m$ values and $\Delta t=20$ as.

their respective transition dipole moments calculated with TI-DMRG in Table S3 of the Supporting Information. The TD-DMRG spectrum is already qualitatively converged with $m=125$, even if all bands are blue-shifted by about 0.5 eV, while the TI-DMRG spectrum obtained with the same bond dimension is qualitatively wrong and dominated by a single, intense band at about 2.5 eV. Conversely, as we show in Table S3, TI-DMRG excitation energies are nearly converged with $m=125$, and therefore the convergence of the transition dipole moment with $m$ is slower than for the energy. Note that both the position and the intensity of all bands in the TI-DMRG spectrum obtained with $m=250$ are correct, while a blue shift is still observed for the TD-DMRG spectrum obtained with the same $m$ value, especially in the high-energy region. We rationalize the slower convergence of TD-DMRG with $m$ based on the fact that TD-DMRG obtains the spectrum from a single propagation, while TI-DMRG optimizes each state separately. The time evolving MPS must encode simultaneously all excited states and a larger bond dimension $m$ is required to represent
such a complex wave function. We recall that state-specific TI-DMRG optimizes the excited state MPS with a constrained optimization scheme\textsuperscript{[64]} that is intrinsically sequential and becomes extremely inefficient for high-energy states. Energy-specific DMRG variants\textsuperscript{[107-110]} are, in principle, more efficient, but they still suffer from the limitation that each excited state must be optimized separately. TD-DMRG is an efficient solution to these problems because the absorption spectrum in a given energy range is calculated from a single simulation.

5 Calculation of dynamical response properties

5.1 Time-dependent finite difference method

The calculation of frequency-dependent molecular properties is a paradigmatic example of a problem that can be targeted by time-independent schemes,\textsuperscript{[111]} but that is conveniently solved with real-time electronic-structure methods.\textsuperscript{[9,25,69,70]} The time-dependent dipole $\mathbf{\mu}(t)$ of a molecule interacting with a monochromatic electromagnetic field with frequency $\omega_I$ and maximum electric field $E_0$ can be expressed as a superposition of terms oscillating at frequencies that are integer multiples of $\omega_I$. By including only the first and second harmonics, the $i$-th component of the dipole reads

$$
\mu_i(t) = \sum_{j \in \{x,y,z\}} \mu_{ij}(t) E_{0,j} + \sum_{j,k \in \{x,y,z\}} \mu_{ijk}(t) E_{0,j} E_{0,k},
$$

with

$$
\mu_{ij}(t) = \alpha_{ij}(-\omega_I; \omega_I) \cos(\omega_I t)
\quad \mu_{ijk}(t) = \frac{1}{4} \left( \beta_{ijk}(-2\omega_I; \omega_I, \omega_I) \cos(2\omega_I t) + \beta_{ijk}(0; \omega_I, -\omega_I) \right),
$$

where $\alpha(-\omega_I, \omega_I)$ is the dynamical polarizability tensor, and $\beta(-2\omega_I; \omega_I, \omega_I)$ and $\beta(0; \omega_I, -\omega_I)$ are the first hyperpolarizability tensors. We will refer in the following to $\mu_{ij}(t)$ and $\mu_{ijk}(t)$ as first- and second-order dipole response, respectively. Low-order properties are routinely ob-
tained from time-dependent perturbation theory, but this route becomes less efficient for second- or higher-order response properties. Saalfrank and co-workers and, later, Li and co-workers designed a time-dependent finite difference method to calculate molecular properties based on quantum dynamics simulations. The electronic ground state is first propagated under the action of a perturbing oscillating electric field \( E_0 \cos(\omega_I t) \) for a given \( E_0 \) value. The propagation is repeated for field values \(-E_0\), \(2E_0\), and \(-2E_0\), and the first-order dipole response \( \mu_{ij}(t) \) is calculated with the following finite-difference expression:

\[
\mu_{ij}(t) = \frac{8 (\mu_i(t, E_j) - \mu_i(t, -E_j)) - 12 (\mu_i(t, 2E_j) - \mu_i(t, -2E_j))}{12E_j}.
\] (36)

The first-order dipole response \( \mu_{ij}(t) \) obtained from Eq. (36) is fitted to the functional form of Eq. (35) to calculate \( \alpha \). Eq. (36) can be extended to first and second hyperpolarizabilities and, in the latter case, the propagation must be repeated also for a field of \( 3E_0 \) and \(-3E_0\).

This scheme has been applied so-far to RT-TD-DFT and TD-CI and we apply it here to the calculation of high-order molecular response properties with DMRG beyond the linear-response approximation. We keep only the dipole term in the light-matter interaction, so that the time-dependent Hamiltonian \( H(t) \) reads:

\[
H(t) = H_{\text{ele}} - \mu \cdot E(t)
\] (37)

where \( E(t) \) is the time-dependent electric field and \( \mu \) is defined in Eq. (30). Eq. (37) can be encoded as an MPO with time-dependent \( W^{\sigma,\sigma'} \) tensors based on Eq. 31.

5.2 TD-DMRG polarizabilities of BH

We calculate the dynamical (hyper)polarizability of BH with the algorithm introduced above and compare our results to FCIQMC and FCI reference data. Note that FCIQMC data are obtained with static response theory and, therefore, will reproduce the TD-DMRG data only in the \( \omega_I \rightarrow 0 \) limit. We optimize the TD-DMRG parameters (time-step \( \Delta t \), field
on the cc-pVDZ basis, which includes 19 orbitals for BH, and apply the resulting optimal parameter set to the larger aug-cc-pVDZ basis set, which includes 32 orbitals. We simulate the electron dynamics with TD-DMRG(SS) because the perturbation is not instantaneous, as it was for the previous two applications, and is instead switched on adiabatically.

Table 3: First dynamical polarizability (in atomic units) $\alpha_{xx}(\omega_I, \omega_I)$ of BH calculated at $\omega_I=488$ nm with EMR2-TD-DMRG(SS)/cc-pVDZ and CF4-TD-DMRG(SS)/cc-pVDZ for varying integration time-steps $\Delta t$, bond dimension $m$, and electric field $E_0$.

| $E_0$ | $\Delta t=10$ as | $\Delta t=20$ as |
|-------|------------------|------------------|
|       | $m=125$ $m=250$ | $m=125$ $m=250$ |
| EMR2  |                  |                  |
| 0.003 | 21.9736 21.9730 | 22.0096 21.9730 |
| 0.006 | 21.9739 21.9732 | 21.9711 21.9728 |
| 0.010 | 21.9758 21.9760 | 21.9730 21.9750 |
| CF4   |                  |                  |
| 0.006 | 21.9799 21.9716 | 21.9928 21.9977 |
| 0.010 | 21.9764 21.9813 | 21.9968 21.9974 |
|       | 21.9785 21.9856 | 21.9987 21.9988 |

We run both EMR2-TD-DMRG and CF4-TD-DMRG propagations starting from the MPS optimized with iTD-DMRG (we report the corresponding energies in Table S4). All results reported in the following are obtained with the spin-adapted TD-DMRG algorithm. We report in Table 3 the dynamical polarizability $\alpha_{xx}(\omega_I, \omega_I)$ of BH (where $x$ is the molecular axis of BH) obtained for different $m$ and $E_0$ values. Following Ref. [118] we set the incident frequency to 0.093368 a.u. (488 nm). The calculated $\alpha_{xx}(\omega_I, \omega_I)$ value is stable with respect to changes of all relevant parameters: variations below $10^{-2}$ a.u. are observed between $E_0=0.003$ and $E_0=0.01$ a.u., in agreement with the optimal $E_0$ value of 0.003 reported in Ref. [25]. As for the energy, also the first polarizability is converged with $m$ for all $E_0$ and $\Delta t$ values with $m=125$. Deviations below $10^{-2}$ a.u. are observed between the $\Delta t=10$ as and $\Delta t=20$ as results, indicating that both EMR2-TD-DMRG and CF4-TD-DMRG are as stable as the Lanczos-based integrator. We report in Figure S9 of the Supporting Information the EMR2-TD-DMRG(SS) first-order dipole response $\mu_{xx}$, obtained from Eq. [36] with $E_0 = 0.003$ a.u. and varying time steps. $\mu_{xx}$ oscillates at the same frequency of the perturbing field. Therefore, the time evolution of $\mu_{xx}$ reproduces correctly the analytical function of
Eq. (35) and the finite-differentiation error is negligible.

Table 4: Dynamical hyperpolarizability \( \beta_{xxx}(\omega_I, \omega_I, \omega_I) \) (in au) of BH calculated at \( \omega_I=488 \) nm with EMR2-TD-DMRG(SS) and CF4-TD-DMRG(SS) based on the cc-pVDZ basis set for varying integration time-steps \( \Delta t \), bond dimension \( m \), and electric field \( E_0 \).

|        | \( E_0 \) | \( \Delta t=10 \) as | \( \Delta t=20 \) as |
|--------|----------|----------------|----------------|
|        | \( m=125 \) | \( m=250 \) | \( m=125 \) | \( m=250 \) |
| EMR2   | 0.003    | -63.5868 | -63.7395 | -73.2764 | -63.5011 |
|        | 0.006    | -63.9726 | -63.9725 | -63.7697 | -63.7867 |
|        | 0.010    | -63.9091 | -63.8303 | -63.9482 | -63.8908 |
| CF4    | 0.003    | -63.6866 | -63.7500 | -63.5397 | -63.5601 |
|        | 0.006    | -63.3128 | -63.8216 | -63.8533 | -63.7638 |
|        | 0.010    | -63.8978 | -64.2867 | -64.1987 | -64.2090 |

As shown in Table 4, the finite-difference calculation of hyperpolarizability \( \beta_{xxx}(\omega_I, \omega_I, \omega_I) \) (denoted as \( \beta_{xxx} \) in the following for simplicity) is more sensible to the simulation parameters than that of \( \alpha_{xx} \). The EMR2-TD-DMRG value obtained with \( E_0=0.003 \) and \( \Delta t=20 \) as deviates by approximately 10 a.u. from the corresponding \( m=250 \) value. The same difference falls below 0.003 a.u. with CF4-TD-DMRG. For small fields, the error of the EMR2 integration algorithm becomes comparable to the dipole variation, and this renders the finite-difference procedure less accurate. We highlight this effect in Figure 10 where we report the time-evolution of \( \mu_{xxx} \). The finite-difference formula of Eq. 36 holds if \( \mu_{xxx}(t) \) is a sinus-like function. This is the case for CF4-TD-DMRG (right panel of Figure 10), while the EMR2-TD-DMRG propagation deviates from the expected periodic time-evolution, especially in the long-time limit.

The \( \alpha_{xx} \) and \( \beta_{xxx} \) values reported in Table 3 and 4 do not match the full CI reference data of 25.63 a.u. and -118.10 a.u., respectively, obtained with the larger d-aug-ccpVTZ basis. We repeat the calculation with the aug-cc-pVDZ basis set, with \( \Delta t=20 \) as, \( E_0=0.006 \). As we show in Table S4 of the Supporting Information, iTD-DMRG(TS) converges with \( m=125 \) both for the cc-pVDZ and the aug-cc-pVDZ bases. This suggests that increasing the basis set site does not modify the entanglement structure of the MPS and, therefore, that the simulation parameters optimized for the cc-pVDZ basis will be equally accurate.
Figure 10: Second-order dipole response $\mu_{xxx}(t)$ of BH calculated with EMR2-TD-DMRG(SS)/cc-pVDZ (left panel) and CF4-TD-DMRG(SS)/cc-pVDZ (right panel), $\Delta t=20$ as, and for different $E_0$ values. Plots labeled as “(f)” are obtained fitting $\mu_{xxx}$ to Eq. (35).

Table 5: Polarizability $\alpha_{xx}$ and hyperpolarizability $\beta_{xxx}$ of BH calculated with EMR2-TD-DMRG and CF4-TD-DMRG with the aug-cc-pVDZ basis, $\Delta t=20$ as, $E_0=0.006$, and for two different $\omega_I$ values, 488 nm and 1064 nm. We report reference data obtained with FCI frequency-dependent response theory, and with FCIQMC static response theory.

|         | EMR2-TD-DMRG ($m=125$) | EMR2-TD-DMRG ($m=250$) | CF4-TD-DMRG ($m=125$) | CF4-TD-DMRG ($m=250$) | FCI$^{[115]}$ | FCIQMC$^{[116]}$ |
|---------|-------------------------|-------------------------|------------------------|------------------------|---------------|------------------|
| $\alpha_{xx}$ (1064 nm) | 24.1685                  | 24.1359                 | 24.1432                | 24.1491                | 23.74         | 20.29            |
| $\alpha_{xx}$ (488 nm) | 26.1083                  | 26.1171                 | 26.1821                | 26.1912                | 25.63         | 20.29            |
| $\beta_{xxx}$ (1064 nm) | -24.0167                 | -21.9264                | -23.3424               | -23.0983               | -31.26        | -                |
| $\beta_{xxx}$ (488 nm) | -77.9075                 | -78.5977                | -75.1769               | -74.4685               | -118.10       | -                |
based on the aug-cc-pVDZ basis. We report in Table 5 the dynamical response properties calculated both at 488 nm and at 1064 nm to verify if TD-DMRG reproduces correctly the difference in $\alpha_{xx}$ and $\beta_{xxx}$ at these two different frequencies. As above, the polarizability $\alpha_{xx}$ is converged below 0.01 a.u. with $m=125$, even though TD-DMRG overestimates the FCI data by approximately 0.4 a.u.. Note, however, that the difference between $\alpha_{xx}(488 \text{ nm})$ and $\alpha_{xx}(1064 \text{ nm})$ calculated with TD-DMRG is approximately 2 a.u., in agreement with the trend obtained with FCI. Moreover, the calculated $\alpha_{xx}(1064 \text{ nm})$ and $\alpha_{xx}(488 \text{ nm})$ values are closer to the FCI reference data\cite{118} which were obtained by properly including the frequency-dependent contribution to the molecular property, than to the FCIQMC one\cite{117} obtained with static perturbation theory. This indicates that TD-DMRG correctly captures the dynamical contribution to $\alpha_{xx}$ and that the discrepancy with FCI data is due to a basis set effect.

![Second-order dipole response](image)

**Figure 11:** Second-order dipole response $\mu_{xxx}$ calculated EMR2-TD-DMRG (red lines) and CF4-TD-DMRG (blue lines), $m=250$, $\Delta t=20$ as, $E_0=0.006$, $\omega_f=488 \text{ nm}$ for the aug-cc-pVTZ basis. Plots labeled as “(f)” are obtained fitting $\mu_{xxx}$ to Eq. (35).

As we show in Table 5 also in this case the calculation of $\beta_{xxx}$ is more sensible to the simulation parameters than for $\alpha_{xx}$. The EMR2-TD-DMRG $\beta_{xxx}(1064 \text{ nm})$ value calculated with
m=125 and m=250 differ by more than 3 au, and the same difference reduces to 0.3 a.u. with CF4-TD-DMRG, further confirming that the CF4 integrator is more reliable than EMR2 in the calculation of high-order properties. Moreover, we report the time-dependent second-order dipole response $\mu_{xxx}(t)$ obtained with EMR2-TD-DMRG and CF4-TD-DMRG in Figure 11. Based on the definition of Eq. (35), $\mu_{xxx}(t)$ is expected to oscillate periodically at frequency $2\omega_I$. This is the case, at least for the first three oscillations, of the CF4-TD-DMRG propagation, but not for EMR2-TD-DMRG. Interestingly, the response properties obtained by fitting $\mu_{xxx}(t)$ to Eq. (35) is nearly the same for EMR2-TD-DMRG and CF4-TD-DMRG. Therefore, the calculated $\beta_{xxx}(488 \text{ nm})$ value are not as different as Figure 11 would suggest. Nevertheless, due to its higher numerical stability, CF4-TD-DMRG should be considered as the reference method for simulations on time-dependent Hamiltonians.

6 Conclusions

In the present work, we apply the tangent space-based formulation of the time-dependent Density Matrix Renormalization Group (TD-DMRG) theory to simulate the many-body electron dynamics of molecular systems. The resulting algorithm enables simulating non-equilibrium electron dynamics with a proper inclusion of electronic correlation effects. TD-DMRG limits the computational costs of time-dependent configuration-interaction methods by encoding the wave function as a matrix product state. Even though there is no formal guarantee that the electronic wave function can be represented as a compact MPS throughout the whole propagation, we show that this holds true in practice for several applications, including ionization processes and electronic dynamics driven by weak electromagnetic perturbations. We show that, compared to alternative formulations, tangent-space TD-DMRG is particularly well suited to large-scale quantum dynamics simulations since it can be applied to arbitrary complex Hamiltonian operators and is stable for large propagation time-steps. We show that the algorithm is an appealing alternative to time-independent DMRG for
calculating absorption spectra and high-order response molecular properties. Moreover, TD-DMRG enables simulating electron dynamics triggered by ultrafast ionizations. In future works, we will further enhance the efficiency of this pilot TD-DMRG theory by coupling it with algorithms to adapt dynamically the orbital basis, either with a self-consistent field-based optimization\textsuperscript{28,29,31} or with entanglement-based algorithms\textsuperscript{77,92} These extensions will pave the route towards a systematic application of TD-DMRG to the study of ultrafast attosecond molecular spectroscopy.\textsuperscript{51,120}
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The Supporting Information contains the following additional data on the simulation of the electron dynamics in benzene: the graphical representation of the molecular orbitals, the analysis of the iTD-DMRG(TS) convergence with the bond dimension \(m\) and the active space sizes, the time-dependent orbital population obtained with varying \(\Delta t\) and \(m\) values, the time-dependent single-orbital entropy of the three highest and three lowest orbitals of benzene for CAS(26,26). It also contains the following additional data for decacene: the comparison of the iTD-DMRG(TS) and TI-DMRG(TS) energy convergence, the excitation energies and dipole strengths calculated with TI-DMRG and varying \(m\) values, the convergence of the absorption spectrum calculated with \(\Delta t\) based on CAS(10,10). Lastly, it reports the following data for BH: ground-state energy calculated with iTD-DMRG(SS) and iTD-DMRG(TS) and varying \(m\) values, first-order dipole response calculated with EMR2-TD-DMRG(SS) and different \(\Delta t\) values.
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