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Figure 1. Representative results and overall concept of the proposed method. (a) Results of blind deblurring. Both the image and the kernel in the bottom right corner are jointly estimated with the proposed method. (b) Results of imaging through turbulence. (c) Evolution of joint reconstruction with the proposed method. 1\textsuperscript{st}, 2\textsuperscript{nd} row illustrate the change of $\hat{x}_t(x)$ and $\hat{k}_t(k)$ through time as $t = 1 \rightarrow 0$, with the measurement and the kernel initialization given on the first column.

Abstract

Diffusion model-based inverse problem solvers have demonstrated state-of-the-art performance in cases where the forward operator is known (i.e. non-blind). However, the applicability of the method to blind inverse problems has yet to be explored. In this work, we show that we can indeed solve a family of blind inverse problems by constructing another diffusion prior for the forward operator. Specifically, parallel reverse diffusion guided by gradients from the intermediate stages enables joint optimization of both the forward operator parameters as well as the image, such that both are jointly estimated at the end of the parallel reverse diffusion procedure. We show the efficacy of our method on two representative tasks — blind deblurring, and imaging through turbulence — and show that our method yields state-of-the-art performance, while also being flexible to be applicable to general blind inverse problems when we know the functional forms. Code available: https://github.com/BlindDPS/blind-dps
1. Introduction

Inverse problems subsume a wide set of important problems in science and engineering, where the objective is to recover the latent image from the corrupted measurement, generated by the forward operator. Considering the taxonomy, they can be split into two major categories — non-blind inverse problems, and blind inverse problems. The former considers the cases where the forward operator is known, and hence eases the problem. In contrast, the latter considers the cases where the operator is unknown, and thus the operator needs to be estimated together with the reconstruction of the latent image. The latter problem is considerably harder than the former problem, as joint minimization is typically much less stable.

In this work, we mainly focus on leveraging generative priors to solve inverse problems in imaging. Among many different generative model classes, diffusion models have established the new state-of-the-art. In diffusion models, we define the forward data noising process, which gradually corrupts the image into white Gaussian noise. The generative process is defined by the reverse of such a process, where each step of reverse diffusion is governed by the score function [53]. With the recent surge of diffusion models, it has been demonstrated in literature that diffusion models are not only powerful generative models, but also excel at generative priors to solve inverse problems. Namely, one can either resort to iterative projections to the measurement subspace [13, 53], or estimate posterior sampling [11] to arrive at feasible solutions that meet the data consistency. For both linear [13, 27, 53] and some non-linear [11, 51] inverse problems, guiding unconditional diffusion models to solve downstream inverse problems were shown to have stronger performance even when compared to the fully supervised counterparts.

Nevertheless, current solvers are strictly limited to cases where the forward operator is known and fixed. For example, [11, 27] consider non-blind deblurring with known kernels. The problem now boils down to optimizing only for the latent image, since the likelihood can be computed robustly. Unfortunately, in real world problems, knowing the kernel exactly is impractical. It is often the case where the kernel is also unknown, and we have to jointly estimate the image and the kernel. In such cases, not only do we need a prior model of the image, but we also need some proper prior model of the kernel [41, 55]. While conventional methods exploit, e.g. patch-based prior [55], sparsity prior [41], etc., they often fall short of accurate modeling of the distribution.

In this work, we aim to leverage the ability of diffusion models to act as strong generative priors and propose BlindDPS (Blind Diffusion Posterior Sampling) — constructing multiple diffusion processes for learning the prior of each component — which enable posterior sampling even when the operator is unknown. BlindDPS starts by initializing both the image and the operator parameter with Gaussian noise. Reverse diffusion progresses in parallel for both models, where the cross-talk between the paths are enforced from the approximate likelihood and the measurement, as can be seen in Fig. 2. With our method, both the image and the kernel starts with a coarse estimation, gradually getting closer to the ground truth as $t \to 0$ (see Fig. 1(c)).

In fact, our method can be thought of as a coarse-to-fine strategy naturally admitting a Gaussian scale-space representation [29, 36], which can be seen as a continuous generalization of the coarse-to-fine optimization strategy that most of the optimization-based methods take [41, 44]. Furthermore, our method is generally applicable to cases where we know the structure of the forward model a priori (e.g. convolution). To demonstrate the generality, we further show that our method can also be applied in imaging through turbulence. From our experiments, we show that the proposed method yields state-of-the-art performance while being generalizable to different inverse problems.

2. Background

**Diffusion models** Variance preserving (VP) diffusion models (i.e. DDPM [21]), in the score-based perspective [53], define the forward noising process of the data $x(t) \triangleq x_t$, $t \in [0, 1]$ with a linear stochastic differential equation (SDE)

$$dx = -\frac{\beta(t)}{2} \log p_t(x) dt + \sqrt{\beta(t)} dw,$$

where $\beta(t)$ is the noise schedule, and $\mathbf{w}$ is the standard Brownian motion. One can define a proper noise schedule $\beta(t)$ such that the data distribution $x(0) \sim p_0 = p_{\text{data}}$ is molded into the standard Gaussian distribution $x(1) \sim p_1 \approx \mathcal{N}(\mathbf{0}, \mathbf{I})$. Then, the corresponding reverse SDE is given by [2]

$$dx = \left[ -\frac{\beta(t)}{2} x - \beta(t) \nabla_x, \log p_t(x) \right] dt + \sqrt{\beta(t)} dw,$$

where $\nabla_x, \log p_t(x)$ is the score function, typically approximated by denoising score matching (DSM) [56]

$$\theta^* = \arg\min_{\theta} \mathbb{E}_{t, x, x_0} \left[ \| \nabla_x, \log p_t(x) - \nabla_x, \log p(x|x_0) \|^2 \right].$$

Once trained, we can use the plug-in estimate $\nabla_x, \log p_t(x) \approx \nabla_x, \log p(x|x_0)$, for the reverse diffusion in (2), and solve by discretization (e.g. ancestral sampling of [21]), effectively sampling from the prior distribution $p(x_0)$.  

6060
Consider the following Gaussian measurement model
\[ p(y|x_0) = \mathcal{N}(y|\mathcal{H}(x_0), \sigma^2 I), \quad y \in \mathbb{R}^m, \quad x_0 \in \mathbb{R}^n, \] (4)
where \( y \) is the corrupted measurement, \( x_0 \) is the latent image that we wish to estimate, and \( \mathcal{H} \) is the forward operator. As the problem is often ill-posed, it is desirable to be able to sample from the posterior distribution \( p(x_0|y) \). By Bayes' rule, we have for a general timestep \( t \),
\[ \nabla_x \log p(x_t|y) = \nabla_x \log p(y|x_t) + \nabla_x \log p(x_t) \]
\[ \simeq \nabla_x \log p(y|x_t) + s_{\theta^*}(x_t, t), \] (6)
where we can plug (6) into the reverse diffusion (2) to sample from \( p(x_0|y) \), i.e.
\[ dx = \left( -\frac{\beta(t)}{2} \cdot -\beta(t) \right) \nabla_x \log p(y|x_t) \]
\[ + s_{\theta^*}(x_t, t)) dt + \sqrt{\beta(t)} d\bar{w}. \] (7)

Figure 2. Description of BlindDPS. From the intermediate (noisy) estimate \( x_i, k_i \), we achieve the denoised representation \( \hat{x}_0(x_i) \) through Tweedie’s formula with the score functions \( s_i^0, s_i^* \). The residual \( \| y - \hat{x}_0 + \hat{x}_0 \|_2 \) is computed with the denoised estimates, and the residual-minimizing gradients are applied parallel to both diffusion processes.

**Diffusion posterior sampling (DPS)** Consider the following Gaussian measurement model
\[ p(y|x_0) = \mathcal{N}(y|\mathcal{H}(x_0), \sigma^2 I), \quad y \in \mathbb{R}^m, \quad x_0 \in \mathbb{R}^n, \] (4)
where \( y \) is the corrupted measurement, \( x_0 \) is the latent image that we wish to estimate, and \( \mathcal{H} \) is the forward operator. As the problem is often ill-posed, it is desirable to be able to sample from the posterior distribution \( p(x_0|y) \). By Bayes’ rule, we have for a general timestep \( t \),
\[ \nabla_x \log p(x_t|y) = \nabla_x \log p(y|x_t) + \nabla_x \log p(x_t) \]
\[ \simeq \nabla_x \log p(y|x_t) + s_{\theta^*}(x_t, t), \] (6)
where we can plug (6) into the reverse diffusion (2) to sample from \( p(x_0|y) \), i.e.
\[ dx = \left( -\frac{\beta(t)}{2} \cdot -\beta(t) \right) \nabla_x \log p(y|x_t) \]
\[ + s_{\theta^*}(x_t, t)) dt + \sqrt{\beta(t)} d\bar{w}. \] (7)

Note that the time-conditional log-likelihood \( \log p(y|x_t) \) is intractable in general. However, it was shown in the work of DPS [11] that we can use an approximation to arrive at
\[ \nabla_x \log p_t(y|x_t) \simeq \nabla_x \log p(y|x_0(x_t)), \]
where
\[ \hat{x}_0(x_t) := \frac{1}{\sqrt{\alpha(t)}} (x_t + (1 - \alpha(t)) s_{\theta^*}(x_t, t)) \] (8)
is the denoised estimate of \( x_t \) in the VP-SDE context given by the Tweedie’s formula [17]. Hence, one can use the following tractable reverse SDE to sample from the posterior distribution
\[ dx = \left( -\frac{\beta(t)}{2} \cdot -\beta(t) \right) \nabla_x \log p(y|x_0(x_t)) \]
\[ + s_{\theta^*}(x_t, t)) dt + \sqrt{\beta(t)} d\bar{w}, \] (9)
where we observe that \( \nabla_x \log p(y|x_0(x_t)) \) can be efficiently computed using analytical likelihood, and backpropagation through the score function, i.e.
\[ \nabla_x \log p_t(x_t|y) \simeq \frac{1}{\sigma^2} \nabla_x \log (y - \mathcal{H}(x_0(x_t)))^2. \]
However, one should note that the method in (9) is only applicable when the forward model \( \mathcal{H} \) is fixed, and hence cannot be directly used for solving blind inverse problems.

**Blind inverse problem** Blind inverse problems consider the case where the forward model \( \mathcal{H} \) is unknown. Among them, we focus on the case where the forward operator is parameterized with \( \varphi \), and we need to estimate the parameter \( \varphi \). Specifically, consider the following forward model
\[ y = \mathcal{H}_\varphi(x) + n, \] (10)
where \( \varphi \) is the parameter of the forward model, \( x \) is the ground truth image, and \( n \) is some noise. Here, both \( \varphi, x \) are unknown, and should be estimated. A classical way to solve (10) is to optimize for the following
\[ \min_{x, \varphi} \frac{1}{2} \| \mathcal{H}_\varphi(x) - y \|^2 + R_\varphi(\varphi) + R_x(x), \] (11)
where \( R_\varphi(\varphi), R_x(x) \) are regularization functions for \( \varphi, x \), respectively, which can also be thought of as the negative log prior for each distribution, e.g. \( R(\cdot) = -\log p(\cdot) \).

For example, consider blind deconvolution from camera motion blur as illustrated in Fig. 3(a). The forward model reads
\[ y = k * x + n, \] (12)
where \( k \) is the blur kernel, corresponding to the parameter \( \varphi \). On the other hand, although the “real” forward model
compared to the conventional choices. In the following, we detail on how to build our method BlindDPS, focusing on blind deconvolution. The method for imaging through turbulence can be derived in a completely analogous fashion, where the details can be found in Supplementary section B.1.

**Key idea.** In blind deblurring (deconvolution), the probabilistic forward model is specified as follows

\[
p(y|x_0,k_0) := \mathcal{N}(y|x_0,\sigma^2 I),
\]

where \( k_0 \) is the random variable of the convolution kernel. As \( x_0 \) and \( k_0 \) are independent, the posterior probability is given as

\[
p(x_0,k_0|y) \propto p(y|x_0,k_0)p(x_0)p(k_0).
\]

Note that our aim is to use implicit diffusion priors for both \( p(x_0) \) and \( p(k_0) \) through their score functions. One can easily take pre-trained score functions for the image. Similarly, the score function for the kernel can also be estimated from standard DSM (3) to get \( s^d_y(k,t) \simeq \nabla_{k_0} \log p_k(k_0) \). Note that performing DSM to achieve \( s^d_y \) costs much less than training the image score function \( s^d_x \), as the distribution is much simpler, and the dimensionality of the vector \( k \) is also sufficiently smaller than \( x \).

On the other hand, again from the independence of \( x_0 \) and \( k_0 \), we are able to construct two separate reverse diffusion processes of identical form:

\[
dx = \left[ -\frac{\beta(t)}{2} x - \beta(t) \nabla_{x_0} \log p(x_0) \right] dt + \sqrt{\beta(t)} d\bar{w},
\]

\[
dk = \left[ -\frac{\beta(t)}{2} k - \beta(t) \nabla_{k_0} \log p(k_0) \right] dt + \sqrt{\beta(t)} d\bar{w}.
\]

Note that the two reverse SDEs are only able to sample from the marginals — \( p(x_0), p(k_0) \). However, one can define the dependency between \( x, y, \) and \( k \) from the posterior probability. Using Bayes’ rule in (16) for general \( t \), we have

\[
\nabla_{x_0} \log p(x_t, k_t|y) = \nabla_{x_0} \log p(y|x_t, k_t) + \nabla_{x_t} \log p(x_t),
\]

\[
\nabla_{k_0} \log p(x_t, k_t|y) = \nabla_{k_0} \log p(y|x_t, k_t) + \nabla_{k_t} \log p(k_t).
\]

Here, in order to estimate the time-conditional log-likelihood \( \log p(y|x_t, k_t) \) which is intractable in general, we need the following result:

**Theorem 1.** Under the same conditions in [11], we have

\[
\nabla_{x_0} \log p_k(y|x_t, k_t) \simeq \nabla_{x_0} \log p(y|x_0(t), k_0(t))
\]

\[
\nabla_{k_0} \log p_k(y|x_t, k_t) \simeq \nabla_{k_0} \log p(y|x_0(t), k_0(t)).
\]

**Remark 1.** Our theorem holds as long as \( x_t, k_t \) are independent. Note that the theorem can be further generalized to handle more random variables whenever the independence between the variables is established. In other
words, we can construct arbitrary many diffusion procedures for each component of the forward model, which can be solved analogous to the approximation proposed in Theorem 1. This result will be useful when we solve the problem of imaging through turbulence in Supplementary section B.1.

Using Theorem 1, we finally arrive at the following reverse SDEs

\[
\begin{align*}
    dx &= \left( -\frac{\beta(t)}{2} x - \beta(t) \nabla_x \log p(y|x_0(x_t), \hat{k}_0(k_t)) \right) dt + \sqrt{\beta(t)} d\bar{w}, \\
    dk &= \left( -\frac{\beta(t)}{2} k - \beta(t) \nabla_k \log p(y|x_0(x_t), \hat{k}_0(k_t)) \right) dt + \sqrt{\beta(t)} d\bar{w}.
\end{align*}
\]

(17), (18)

The system of equations (17), (18) are now numerically solvable as the gradient of the log likelihood is analytically tractable. Specifically, for the Gaussian measurement, we have

\[
\nabla_x \log p(y|x_0, \hat{k}_0) = -\frac{1}{\sigma^2} \nabla_x \|y - \hat{k}_0 \ast x_0\|_2^2.
\]

(19)

Combined with the ancestral sampling steps [21], our algorithm for posterior sampling of blind deblurring is formally given in Algorithm 1. Here, note that we choose to take static step size times the gradient of the norm instead of taking time-dependent step sizes times the gradient of the squared norm, as it was shown to be effective despite its simplicity [11]. Furthermore, in order to impose the usual condition (14), we define a set \( C := \{ k | 1^T k = 1, k \geq 0 \} \), and project onto the set through \( P_C(k_0) \) in Algorithm 1, after the estimation of \( \hat{k}_0 \) at each intermediate step. For visual illustration of the proposed method, see Fig. 2.

**Augmenting diffusion prior with sparsity.** Implementing (17), (18) directly induces fairly stable results with the correct choice of \( \alpha \). Here, we go a step further and adopt a lesson from the classic literature. As we often wish to estimate blur kernels that are sparse, we promote sparsity only to the kernel that we are estimating by augmenting the diffusion prior with \( \ell_0/\ell_1 \) regularization. The minimization strategy for the kernel then becomes

\[
k_{i-1} = k'_{i-1} - \alpha \left( \| y - \hat{k}_0 \ast x_0 \|_2 + \lambda R_k(\hat{k}_0) \right),
\]

(20)

where \( \lambda \) is the regularization strength, and the choice of \( R_k(\cdot) := \ell_0/\ell_1 \) regularization depends on the type of the dataset. With such augmentation, reconstruction can be further stabilized.

**Interpretation in Gaussian scale-space.** (Gaussian) Scale-space theory [36] states that one can represent signals in multiple scales by gradually convolving with Gaussian filters. As adding Gaussian noise to random vectors in the forward pass of the diffusion has a dual relation in the density domain (i.e. convolution with Gaussian kernels), one can think of the diffusion process as a realization of one such process. Thus, the reverse diffusion process can be interpreted as a coarse-to-fine synthesis evolving through the Gaussian scale-space, which is most visible by visualizing \( x_0(x_t), \hat{k}_0(k_t) \) when evolving through \( t = 1 \rightarrow 0 \) (see Fig. 1(c)).

For blind deconvolution problems, in order to achieve optimal quality, it is a standard practice to start the optimization process at a coarse scale by down-sampling, and sequentially upsample with a pre-determined schedule to refine the estimates [41,42]. However, the discretized schedule is typically abrupt (e.g. [41,42] uses 8 discretization) and ad-hoc. On the other hand, by using the reverse diffusion process, we are granted with a natural, smooth schedule of evolution, which can be thought of as a continuous generalization of the coarse-to-fine reconstruction strategy. This could be another reason why the proposed method is able to dramatically outperform the conventional methods.

### 4. Experiments

#### 4.1. Experimental setup

**Dataset.** For blind deblurring, we use FFHQ 256×256 [26], and AFHQ-dog 256×256 [10]. We choose 1k validation set for FFHQ, and the full 500 test images for AFHQ-dog. We leverage pre-trained (image) score functions, as in the experimental setting of [13]. For imaging through turbulence, we use FFHQ 256×256 and ImageNet 256×256 [15]. For both blind inverse problems, we add Gaussian measurement noise with \( \sigma = 0.02 \). Full details on

---

**Algorithm 1 BlindDPS — Blind Deblurring**

**Require:** \( N, y, \alpha, \{ \bar{\sigma}_i \}_{i=1}^N, \lambda, R_k(\cdot) \)

1. \( x_N, k_N \sim N(0, I) \)
2. for \( i = N - 1 \rightarrow 0 \) do
3. \( \hat{s}^i \leftarrow s^i_{\theta^i}(x_i, i) \)
4. \( \hat{s}^k \leftarrow s^k_{\theta^i}(k_i, i) \)
5. \( \hat{x}_0 \leftarrow \frac{1}{\sqrt{1 - \alpha_i}} (x_i + \sqrt{1 - \alpha_i} \hat{s}^i) \)
6. \( \hat{k}_0 \leftarrow \frac{1}{\sqrt{1 - \alpha_i}} (k_i + \sqrt{1 - \alpha_i} \hat{s}^k) \)
7. \( \hat{k}_0 \leftarrow P_C(\hat{k}_0) \)
8. \( z_i, x_k \sim N(0, I) \)
9. \( x_{i-1}' = \frac{\alpha_i (1 - \alpha_i)}{1 - \alpha_i} x_i + \sqrt{\alpha_i (1 - \alpha_i)} \hat{k}_0 + \bar{\sigma}_i z_i \)
10. \( k_{i-1}' = \frac{\alpha_i (1 - \alpha_i)}{1 - \alpha_i} k_i + \sqrt{\alpha_i (1 - \alpha_i)} \hat{k}_0 + \bar{\sigma}_i z_k \)
11. \( x_{i-1}' = x_{i-1}' - \alpha \nabla_x \| y - \hat{k}_0 \ast x_0 \|_2 \)
12. \( L_k \leftarrow \| y - \hat{k}_0 \ast x_0 \|_2 + \lambda R_k(\hat{k}_0) \)
13. \( k_{i-1}' = k_{i-1}' - \alpha \nabla_k L_k \)
14. end for
15. return \( x_0, k_0 \)

---
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Figure 4. Blind deblurring results. (row 1): FFHQ 256×256 motion deblurring, (row 2): AFHQ 256×256 motion deblurring. (row 3): AFHQ 256×256 Gaussian deblurring. (a) Measurement, (b) Pan-DCP [44], (c) MPRNet [61], (d) SelfDeblur [47], (e) BlindDPS (ours), (f) Ground truth. For (c), kernel not shown as the method only estimate images.

Table 1. Quantitative evaluation (FID, LPIPS, PSNR) of blind deblurring task on FFHQ and AFHQ. **Bold**: Best, **under**: second best.

| Method                  | FFHQ (256 × 256) | AFHQ (256 × 256) |
|-------------------------|-------------------|-------------------|
|                         | FID ↓ LPIPS ↓ PSNR ↑ | FID ↓ LPIPS ↓ PSNR ↑ |
| BlindDPS (ours)         | 29.49 0.281 22.24 | 23.89 0.338 20.92 |
| SelfDeblur [47]         | 270.0 0.717 10.83  | 300.5 0.768 9.081 |
| MPRNet [61]             | 111.6 0.434 17.40  | 131.8 0.521 14.85 |
| DeblurGANv2 [32]        | 220.7 0.571 17.75  | 186.2 0.597 17.64 |
| Pan-DCP [44]            | 214.9 0.520 15.41  | 214.0 0.704 11.87 |
| Pan-ℓ₀ [41]             | 242.6 0.542 15.53  | 235.0 0.627 15.34 |
| Perrone et al. [45]     | 156.8 0.492 16.08  | 197.7 0.588 16.68 |

Table 2. Quantitative evaluation (MSE, MNC [23]) of kernel estimation on FFHQ and AFHQ. **Bold**: Best, **under**: second best.

| Method                  | FFHQ (256 × 256) | AFHQ (256 × 256) |
|-------------------------|-------------------|-------------------|
|                         | FID ↓ LPIPS ↓ PSNR ↑ | FID ↓ LPIPS ↓ PSNR ↑ |
| BlindDPS (ours)         | 0.003 0.955 0.000 0.995 | 0.003 0.930 0.001 0.991 |
| SelfDeblur [47]         | 0.021 0.323 0.020 0.266 | 0.021 0.268 0.020 0.272 |
| Pan-DCP [44]            | 0.020 0.425 0.016 0.478 | 0.020 0.365 0.016 0.481 |
| Perrone et al. [45]     | 0.020 0.454 0.016 0.518 | 0.020 0.398 0.015 0.517 |

4.2. Results

**Blind deblurring.** Motion deblurring results are presented in Fig. 1(a) and Fig. 4. As our setting for motion deblurring imposes a rather aggressive degradation with a large blur kernel, most of the prior arts fail catastrophically, not being able to generate a feasible solution. In contrast, our method accurately captures both the kernel and the image with sharpness. Similar trend can be seen for Gaussian deblurring presented in the third row of Fig. 4. Other meth-
Table 3. Quantitative evaluation (FID, LPIPS, PSNR) of imaging through turbulence task on FFHQ and ImageNet. Bold: Best, under: second best.

| Method           | FFHQ (256 × 256) FID ↓ LPIPS ↓ PSNR ↑ | ImageNet (256 × 256) FID ↓ LPIPS ↓ PSNR ↑ |
|------------------|---------------------------------------|--------------------------------------------|
| BlindDPS (ours)  | 27.35 0.247 51.25 0.341 19.59         |                                            |
| TSR-WGAN [25]    | 58.30 0.258 26.29 69.80 0.569 17.67 |                                            |
| ILVR [9]         | 65.50 0.370 21.48 85.21 0.494 18.09 |                                            |
| MPRNet [61]      | 116.2 0.411 19.68 78.24 0.421 20.34 |                                            |
| DeblurGANv2 [32] | 225.9 0.561 18.40 60.31 0.393 21.56 |                                            |

ods fall far short of BlindDPS in the sense that they either produce reconstructions that are blurry with inaccurate blur kernel estimation, or fails dramatically (e.g. SelfDeblur). Furthermore, the proposed method establishes the state-of-the-art in all quantitative metrics, which can be seen in Table 1 and Table 2.

4.3. Ablation studies

We perform two ablation studies to verify our design choices: 1) using the diffusion prior for the forward model parameters, and 2) augmenting the diffusion prior with the sparsity prior. Details on the experimental setup along with further analysis can be found in Supplementary section C.

**Diffusion prior for the forward model.** One may question why the score function for the kernel is necessary in the first place, since one could also estimate the kernel solely through gradient descent using the gradient of the likelihood. In fact, this corresponds to using the uniform prior for the kernel distribution, which we compare against the proposed diffusion prior (BlindDPS) in Fig. 7. We clearly see that using the uniform prior yields heavily distorted result, with poorly estimated kernel. From this experiment, we observe that using another diffusion process specifically for the forward model is crucial for the performance.

**Effect of sparsity regularization.** One design choice made in BlindDPS is the additional sparsity regularization applied to kernels. Here, we analyze the effect of such regularization. In Table C.1, we report on quantitative metrics for the kernel, depending on the regularization weight \( \lambda \). Clearly, setting \( \lambda = 0.0 \) induces inferior performance especially for motion deblurring. When setting \( \lambda \geq 0.1 \) however, we can see that one can achieve good performance regardless of the chosen weight value. As diffusion priors have been shown to have surprisingly high generalization capacity [14, 24], we choose a mild weight value of \( \lambda = 1.0 \), which gives visually appealing results without down-weighting the influence of diffusion priors too much.

5. Discussion and Related Works

This work follows the line of endeavors to develop methods that can solve inverse problems through diffusion models. Methods that are based on iterative projection onto convex sets (POCS) were the first to be developed, iterating between the denoising step, and the projection step [9, 13, 14, 52, 53]. Methods that attempt to approximate posterior sampling via annealed Langevin dynamics (ALD) [24], and singular value decomposition (SVD) [27] were proposed, with the latter showing particular robustness to noisy measurements.

The trend recently shifted towards leveraging the denoised estimate via Tweedie’s formula at the inter-
mediate steps under various names — manifold constrained gradient (MCG) [12], gradient guidance [22], and reconstruction-based method [28]. Diffusion posterior sampling (DPS) [11] is the method that is the most similar to ours, showing that such method is an approximation of the posterior sampling process. However, none of the methods so far considered blind inverse problem, and to the best of our knowledge, we are the first to show that posterior sampling with diffusion scales to blind settings.

**Limitations and future directions.** As BlindDPS performs joint minimization on multiple factors (e.g. kernel, tilt-map, image), it is typically less robust than the non-blind reconstruction scheme. At times, the solution diverges when the parameters are incorrectly tuned. Such instability when we experiment with datasets with high diversity e.g. ImageNet. As we find ImageNet diffusion prior to be volatile, it is tricky to scale our method to use for out-in-the-wild blurred images, and limit the scope of this work to simulated ones. For imaging through turbulence, it is often the case where the tilt map is incorrectly estimated whereas the kernel and the ground truth image are accurately estimated. Furthermore, as we train and use specified diffusion score functions for each of the component, inference speed is delayed, due to the additional forward/backward passes through the newly involved score functions. When the forward functional involves estimating additional parameters, the number of score functions required will scale linearly, not being efficient with complex functional forms. Finally, we note that our method is yet to solve the *truly blind* case, where we do not know the functional form of the forward mapping. Solving the truly blind case would be an interesting direction of future studies.

**6. Conclusion**

In this work, we proposed BlindDPS, a framework for solving blind inverse problems by jointly estimating the parameters of the forward measurement operator and the image to be reconstructed. We theoretically show how we can construct a system of reverse SDEs to approximate posterior sampling for blind inverse problems, by using multiple score functions designed to estimate each part of the component. With extensive experiments, we show that BlindDPS establishes state-of-the-art performance on both blind deblurring and imaging through turbulence, even when the degradation and the measurement noise are heavy.
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