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Abstract

Previous research shows that individuals who tend to get bored frequently and intensely—the highly boredom prone—are more likely to engage in risky behaviors. However, these studies are based largely on self-reports. Here we address this gap and suggest that noisy decision-making (DM) is a potential driver for this relationship between boredom proneness and risk-taking. In Study 1, eighty-six participants completed the Balloon Analogue Risk Task (BART) while EEG was recorded. We found blunted feedback processing with higher boredom proneness, as indexed by reduced feedback-P3 amplitudes. Risk taking, as indexed by the BART, was not higher in the highly boredom prone. In Study 2a (N = 404) we directly tested the noisy DM hypothesis in an online sample using a binary choice task, and found that with higher boredom proneness, participants were more likely to alternate between choices on a trial-to-trial basis, but were not more likely to choose the risky alternative. These findings were replicated in a new sample (Study 2b), and extended to the Iowa Gambling Task (IGT; Study 3). In the IGT we found increased choice switching and reduced feedback sensitivity with higher boredom proneness. Once again, higher risk taking as indexed by the IGT was not evident in the highly boredom prone. Overall, our findings suggest that boredom proneness is associated with noisy decision-making (i.e., a tendency to alternate more between choice options regardless of risk level), and not risk-seeking per se. That is, the highly boredom prone are not necessarily attracted to risks, but rather, may be insensitive to risks due to reduced feedback sensitivity.
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Introduction

It is widely documented that boredom – or more specifically the individual trait of boredom proneness (Eastwood et al. 2012), is associated with risky behaviors. Individuals high on trait boredom proneness (i.e., the tendency to experience boredom more intensely and frequently; Tam et al. 2021) are more likely to binge drink and use drugs (Bioli et al. 2018; Iso-Ahola et al. 1991), use a mobile device while driving (Oxtoby et al. 2019) and report pathological gambling (Blaszczynski et al. 1990). These findings, however, are based solely on self-reports and are focused on boredom proneness, neglecting any potential association with in-the-moment feelings of boredom (i.e., state boredom, described as the aversive feeling of failing to occupy one’s mind with a satisfying activity; Eastwood et al. 2012).

People experience boredom when they want to be engaged with a task in some satisfying or meaningful manner, but are unable to do so (Danckert 2019; Danckert et al. 2018; Eastwood et al. 2012). Thus, boredom rises when the environment presents us with something better to do than what we are currently engaged in. This notion was formalized in the “opportunity cost” hypothesis of boredom (Kurzban et al. 2013): boredom as a self-regulatory signal, indicating how well we are currently maximizing our mental resources to achieve our goals. This notion was empirically put to the test when participants were asked to sit patiently in a room, with nothing but their thought (Struk et al. 2020). When the room was filled with potentially engaging activities (e.g., laptop, a half-finished puzzle) that participants were told not to engage with, their reported levels of state boredom were higher, compared with participants who waited in an empty room. The opportunity cost hypothesis captures the notion
that boredom is not sensitive to the current activity (or lack of activity) per se, but rather to the range of possible actions available to the individual.

Trait boredom proneness is associated with negative consequences in the cognitive, affective and behavioral domains. Boredom proneness is associated with increased symptomology of attention deficit-hyperactivity disorder (ADHD; Malkovsky et al. 2012), executive dysfunction, hyperactivity and inattention (Gerritsen et al. 2014), as well as with increased aggression (particularly hostility) and depression (Isacescu et al. 2017). Highly boredom prone individuals are at risk for problematic gambling, substance abuse, impulsivity and risk-taking (Biolcati et al. 2018; Blaszczyński et al. 1990; Dahlen et al. 2005).

When it comes to the relationship between boredom and actual behavior (e.g., risky decisions in decision-making tasks), in contrast to self-reports, the literature is rather scarce. In one study, Campbell (2013) measured trait boredom as boredom susceptibility, a subscale of the sensation seeking scale (Zuckerman et al. 1978), and risk-taking, using the Balloon Analogue Risk Task (Lejuez et al. 2002). Surprisingly, they found a negative relationship between boredom susceptibility and risk-taking. However, as the authors noted, this may have been due to the fact that risk-taking in this task is confounded with time-on-task, (i.e., participants who choose to take more risks, have to spend more time on the task). Similarly, we found only two studies that have examined state boredom and behavior directly (Kiļč et al. 2020; Miao et al. 2019). In two experiments, Kiļč and colleagues (2020; Studies 2, 3) found state boredom to be positively correlated with risky decision making. In their study 2, participants made 24 choices between a safe option (certain gain) and a risky option (50% chance to win double the certain gain from the safe option), and in study 3 they made 64 decisions between safe and risky options that both entailed risk (i.e., there was no certain outcome). Results showed that with higher levels of state boredom, participants were more likely to make risky decisions. Similarly, in another study, two experiments investigated the causal effect of induced state boredom on risk-taking behavior and reported similar findings: when induced to feel boredom, participants showed a preference for the risky prospects (Miao et al. 2019; Studies 2, 4). Another study, however, failed to show an effect of a boredom mood induction on risky decision making in a sample of ADHD patients (Mathies et al. 2012).

What drives highly boredom prone individuals to report that they are more likely to engage in risky behaviors across multiple domains (Kiļč et al. 2020, Study 1), for instance, to break social distancing rules during the COVID-19 pandemic (Boylan et al. 2020)? A few mechanisms have been proposed to account for the purported relationship between boredom proneness and risk-taking. Generally, risky decision making can be seen as a maladaptive response to aversive affect (Blaszczyński et al. 1990), including boredom. In that context, risky behavior may have a functional role in alleviating in-the-moment feelings of boredom which the highly boredom prone experience more intensely (Tam et al. 2021). For example, boredom prone adolescents may binge drink because they expect alcohol to enhance disinhibition and socialization (Biolcati et al. 2016). Similarly, Miao et al. (2019) found that the motivation to seek stimulation mediated the relationship between state boredom and risk-taking. Indeed, those high on boredom proneness are also high on self-reported impulsivity and sensation seeking (Dahlen et al. 2004; Dahlen et al. 2005; Kass Vodanovich 1990). Moreover, the highly boredom prone have been shown to have diminished ability to self-regulate (Mugon et al. 2018; Struk et al. 2016; Wolff et al. 2020) and difficulty with self-control (Isacescu 2018; Isacescu et al. 2017; Wolff et al. 2020). Thus, there are several potential routes by which boredom, and particularly boredom proneness, could influence decision making and lead to a higher prevalence of risk-taking behaviors.

Another potential contributor to the relation between boredom and risk-taking is the dysregulation of attention, often seen with state and trait boredom. Highly boredom prone individuals are more likely to exhibit symptoms of ADHD and to report lapses in everyday attention (Carriere et al. 2008; Malkovsky et al. 2012). In lab settings, participants often exhibit poorer performance in attention tasks when they experience in-the-moment feeling of boredom (Danckert Merrifield 2018; Eastwood et al. 2012; Hunter Eastwood 2018; Yakobi et al. 2021). For example, a recent study exploring the relationship between boredom and attention dysregulation in children found that those diagnosed with ADHD reported higher levels of trait boredom proneness, and after completing the Conners Continuous Performance Task (CPT)—higher levels of state boredom (Hsu et al. 2020). In addition, their reported state boredom was correlated with inattention during the CPT.

In sustained attention tasks, boredom and its associated inattention may be expressed in poorer performance. Similarly, boredom has negative consequences in decision-making tasks, expressed as reduced attention to the structure of the task and diminished sensitivity to feedback (Kiļč et al. 2020). Hence, feedback processing may be hindered in highly boredom prone individuals, an effect that could potentially be exacerbated by in-the-moment feelings of boredom – leading to suboptimal decision-making. One potential approach to evaluating the effects of boredom on feedback processing, is the use of neurophysiological markers. The feedback-related negativity event-related potential (FRN; Gehring Willoughby 2002; Miltner et al. 1997) is a frontocentral waveform elicited in response to task-relevant feedback, approximately 250 ms after feedback onset.
A related component is the feedback-P3 (Martín 2012), a parietally distributed positive deflection, peaking approximately 300 ms after feedback onset. These two event-related potentials (ERPs) are recorded using scalp EEG, and their amplitude is known to be modulated by feedback. These ERP changes can then be correlated with both state and trait variables to account for individual differences in feedback processing. In one related study, adolescents displaying problematic internet use, a behavior often correlated with boredom proneness (Elhai et al. 2018; Skues 2016), were shown to have reduced FRN and feedback-P3 (Yau et al. 2015). The direct relationship between state and trait boredom, and feedback processing, however, is yet to be determined.

In the present work we aimed to bridge the gap between these two main themes depicted in the boredom literature: boredom and inattention, and boredom and risk-taking. We suggest that these two phenomena are related, and potentially reflect a common mechanism of deficient regulation of attention. Furthermore, we intended to shed light on the relatively underexplored relation between trait boredom proneness and risk-taking in the lab.

We present four experiments that complement each other in the information they provide. Study 1 is an EEG investigation allowing for direct examination of risky decision making and the neurophysiological markers of feedback processing in a well-validated decision-making task. Studies 2a and 2b used a binary, feedback-based decision-making task designed to observe risky decision making and choice switching. In study 3, we chose the Iowa Gambling Task (Bechara, Damasio, Damasio, Anderson, 1994) which has been extensively used for differentiating risky decision making in healthy and clinical participants using a computational modeling approach.

Study 1—risky decision making and feedback processing in the BART

In this study we used the well-validated Balloon Analogue Risk Task (BART; Lejuez et al. 2002), while recording participants’ electrical brain activity. We investigated risky decision making in this task and the relationship between state boredom, boredom proneness and feedback-locked ERPs.

The BART was shown to have high criterion validity as it correlates with a range of risky decision-making behaviors including increased alcohol consumption, smoking, and other risky behaviors (Fernie et al. 2010; Hanson et al. 2014; MacPherson et al. 2010). We hypothesized that (1) state boredom and boredom proneness would be positively correlated with risky decision making (see below for the quantitative metric of this), and (2) state boredom and boredom proneness would be negatively correlated with the magnitude of the FRN and feedback-P3 ERPs. We decided not to manipulate state boredom, because in ours and others’ experience (unpublished data from our lab, but also see Hunter Eastwood, 2018’s Table 4, p. 2488), boredom mood inductions tend to be short-lived with ratings of state boredom increasing as participants complete the tasks intended to measure the consequence of the mood induction. That is, our tasks perform better as boredom mood inductions than any direct mood induction. This is problematic as any control group (i.e., a group who underwent no boredom mood induction or an interest mood induction) rapidly reaches the same level of boredom during task performance as does the treatment group. In addition, mood inductions necessitate between subjects designs which in turn demand much larger sample sizes. For those reasons, we chose to focus on spontaneous levels of self-reported state boredom as experienced by the participants after completing our tasks.

Participants

Eighty-six undergraduate students (64 females) aged from 18 to 23 years (M = 19.8, SD = 1.44) participated in the study. They completed questionnaires as part of an online survey administered to a larger sample of undergraduate students at the University of Waterloo and took part in the study for course credits and a monetary reward (detailed below). All participants gave written informed consent prior to participating and the protocol received approval from the University of Waterloo’s Office of Research Ethics. Participants were healthy with normal or corrected-to-normal vision.

Materials

Balloon analogue risk task (BART)

We deployed a variant of the BART (Lejuez et al. 2002) in which participants face a series of 100 balloons one at a time, with each one preset to explode at a random point (drawn from a 1–128 uniform distribution). Participants choose how many times they would like to ‘pump’ the balloon using a slider (Fig. 1). Once the number of pumps was chosen, they pressed a button labeled “pump” and received feedback. If the balloon popped (i.e., they chose a pump number beyond the popping point) they would not receive any points for that trial. If the number of pumps chosen did not breach the popping point, they gained a point for each pump (e.g., if the popping point was 78 and the participant chose 42 pumps, they gained 42 points). Feedback appeared

1 The sequence of popping points was generated once, with this same sequence then used for all participants, to reduce variability.
after 1000 ms (with an additional 0-500 ms random delay to account for expectancy effects) for a fixed duration, unrelated to the number of pumps. If the balloon popped, the popping point was provided to the participant (Fig. 1). This variation, unlike the classic BART, does not confound risk-taking with time on task, which could complicate any interpretation of the relationship between state boredom and risk-taking (e.g., Campbell et al. 2013). In addition, it is more suited for recording ERPs (Pleskac et al. 2008).

**Short boredom proneness scale (sBPS)**

Trait boredom proneness was measured using eight items rated on a 1 (strongly disagree) to 7 (strongly agree) Likert scale (Struk et al. 2017). Example items include “I find it hard to entertain myself,” and “Much of the time, I just sit around doing nothing.” Items were then averaged for a composite trait boredom proneness score. This scale showed high internal consistency in our sample (Cronbach’s $\alpha = 0.89$).

**State boredom probes**

Participants rated how bored they were on a 1 (not at all) to 9 (highly) scale, using a slider. There were two boredom probes, one collected just prior to task commencement (but after EEG setup had been completed) and one after completion of the task (and before removing the EEG setup from participants).

**EEG recording**

Electrophysiological data were recorded using Biosemi Active-Two amplifier with active Ag/AgCl electrodes on 32 scalp sites (10–20 system). Additional electrodes were placed over the left and right mastoids as linked reference, next to each outer canthus for horizontal ocular movements, and one below the right eye for detecting vertical ocular movements. Data were sampled at 2048 kHz and down-sampled offline to 256 Hz. The complete preprocessing pipeline and data extraction procedure are detailed in Appendix A. All of the analyses were conducted using EEGLAB (Delorme Makeig 2004) and ERPLAB (Lopez-Calderon Luck 2014).

**Event-related potentials (ERPs)**

We extracted feedback-locked ERPs and analyzed the difference wave by subtracting win feedback activity from loss feedback activity. For each participant the ERPs were quantified as the negative peak amplitude of the difference wave between 220-320 ms after feedback onset (feedback-related negativity; FRN), and the positive peak found 350-450 ms after feedback onset (feedback-P3), at the mid-central electrode, Cz. The corresponding latencies were calculated as the peak latency within these time windows, for each ERP.

**Procedure**

Participants were seated 50 cm from a 17” computer screen and were attached with EEG electrodes. Resting state EEG was recorded with eyes closed and eyes open for a period of two minutes each, followed by two tasks performed in a random order: The BART and a go/no-go task (not reported here). The BART started with a state boredom probe, written and visual instructions, followed by four practice trials. Upon completion of the task, a second state boredom probe was administered. Participants were paid between $1.5 and $3.5 (CAD) contingent on the number of points they gained in the task using a 1 cent per 10 points conversion rate.
Results

The correlations, means and standard deviations of the behavioral and self-reported variables are described in Table 1.

Boredom and behavior

To test whether boredom was associated with risky decision making, we calculated the correlation between boredom proneness, state boredom, and the number of pumps made in the BART. The correlation between boredom proneness and risky decision making was not significant ($r = 0.121, p = 0.269$). Pre- and post-task boredom ratings were positively correlated ($r = 0.465, p < 0.001$), but neither ratings were significantly correlated with risk-taking ($r_{\text{pre}} = 0.125, p = 0.251; r_{\text{post}} = 0.126, p = 0.246$). Next, we correlated decision-time – the time from trial start to pressing “pump”, with the state and trait boredom metrics. There was a significant correlation between decision-time and post-task boredom ($r = -0.256, p = 0.018$), but not with pre-task boredom ($r = -0.142, p = 0.192$) or boredom proneness ($r = 0.114, p = 0.298$). These findings suggest that as the task wore on, feelings of state boredom increased leading to an increase in impulsivity (i.e., faster response times), in the absence of any relation with risky behavior per se.

Boredom and ERPs

Due to a technical error, EEG recordings from three participants were lost. For the remaining 83 participants, we did not find significant correlations between the FRN and pre-task boredom ($r = 0.115, p = 0.3$), post-task boredom ($r = 0.067, p = 0.55$) or boredom proneness ($r = -0.111, p = 0.318$). There was a negative correlation between the feedback-P3 and boredom proneness ($r = -0.22, p = 0.046$; Fig. 2), but not with pre- or post-task state boredom ($r_{\text{pre}} = 0.08, p = 0.466; r_{\text{post}} = -0.098, p = 0.379$). There were no significant correlations between state boredom or boredom proneness and latency.

![Fig. 2](image-url) (Left) The grand average feedback-locked difference wave for boredom proneness (median-split). Gray rectangles represent the FRN and feedback-P3 time windows. Higher absolute values represent better discrimination between positive and negative feedback trials. (Right) Topographic map of the corresponding difference between high and low boredom prone individuals at 360 ms after feedback onset.

Table 1 Correlation matrix and descriptive of the behavioral and self-report variables in the study

|        | 1     | 2     | 3     | 4     | 5     | 6     | 7     |
|--------|-------|-------|-------|-------|-------|-------|-------|
| 2 Boredom post-task | 0.126 | 4.06 (2.09) |       |       |       |       |       |
| 3 Boredom pre-task  | 0.125 | 0.465*** | 3.99 (2.04) |       |       |       |       |
| 4 Pumps            | 0.121 | -0.085 | -0.003 | 49 (13.9) |       |       |       |
| 5 Decision time    | 0.114 | -0.256* | -0.142 | 0.028 | 4.36 (1.43) |       |       |
| 6 FRN amplitude    | -0.111 | 0.067 | 0.115 | -0.051 | -0.108 | -3.17 (5.5) |       |
| 7 fP3 amplitude    | -0.22* | -0.098 | 0.081 | -0.269* | -0.08 | 0.418*** | 7.13 (7.25) |

Values on the diagonal represent mean (standard deviation)

* $p < 0.05$, ** $p < 0.01$, *** $p < 0.001$
Summary and discussion

Surprisingly, we did not find evidence for increased risky decision making with state boredom or boredom proneness in the decision-making task used here. Our findings did show that in-the-moment feelings of boredom were correlated with impulsivity (i.e., shorter reaction times), rather than risk-taking (i.e., more pumps). Importantly, we found that boredom proneness was correlated with reduced feedback processing as indexed by the feedback-P3. In the current study, high boredom prone individuals may benefit less from feedback precisely because they attend to it less and as a consequence are less sensitive to the payoff structure of the task (Kılıç et al. 2020). The feedback-P3 data certainly suggests that high boredom prone individuals demonstrate reduced feedback processing.

It could be that this decreased sensitivity to feedback is expressed as risk-taking in certain tasks, but not in the BART used here. Note that the BART requires an estimation of the average popping point, based on a partial-feedback scheme in which full feedback (i.e., the exact popping point of the balloon) is provided only when the balloon explodes. Thus, the BART is rather a complex decision-making under uncertainty task in which information seeking is confounded with risk-taking, potentially reducing the effect of either state boredom or boredom proneness on risk-taking.

It stands to reason that when participants show reduced attention and blunted feedback processing, their decision-making process will be inherently more noisy. This account, which we term here as noisy decision-making, could be erroneously labeled as risk-taking (Kılıç et al. 2020). Take for example a two-alternative forced-choice gambling task in which one of the alternatives is risky. Participants who benefit from feedback may learn to avoid the risky alternative (i.e., choose the risky option less than 50% of the time). Noisy decision-making, however, might be expected to approach chance, as participants are not adopting any particular decision-making strategy or preference. Thus, participants who alternated more between choices (i.e., choose the risky option approximately 50% of the time), may appear as more risk-seeking simply because their random behavior counteracts risk-aversion.

It is noteworthy that even in those studies we cited in the introduction investigating state boredom and risk-taking, the empirical findings are in line with our noisy decision-making hypothesis. In Kılıç et al. (2020) Study 3, it can be seen in their Fig. 3 that participants were overall risk-averse. That is, they preferred the safe alternative over the risky one. However, boredom pushed their choice rate towards 50% (i.e., what would be expected by random choice). In Miao and colleagues’ study 4, participants in the low boredom condition showed risk-aversion ($P_{\text{risky}} = 40\%$) but not in the high boredom condition ($P_{\text{risky}} = 51\%$). These findings can be interpreted as increased risk-taking with boredom, but they could also be interpreted as noisy decision-making – leading to alternating between choices.2

Study 2a—risk taking and choice switching in a simple decision-making task

To address the question of whether boredom proneness is best characterized by noisy decision-making or risk-taking, we adopted a widely used, simple decision-making from experience paradigm (Hertwig 2009). In this task participants repeatedly choose between two unmarked gambles and receive feedback on the obtained and foregone payoffs on each trial (i.e., full feedback). Participants do not receive any information on the distribution or possible outcomes of the gambles prior to the task, and they must therefore learn from experience (i.e., trial and error). Importantly, this task allows for the measurement of reliable individual differences in risk preferences and information seeking behaviors when partial feedback is provided (i.e., when feedback is given only for the chosen gamble; with real monetary payoffs vs. hypothetical money), they are more sensitive to feedback (i.e., they adjust their behavior according to the outcomes of the previous trial), and when this reward is larger – they tend to be risk-averse (Xu, Xiao, & Rao, 2019).

Footnote 2 (continued)
Yechiam 2020), as well as choice switching (Yechiam 2015). In the partial-feedback paradigm, however, choice switching (i.e., alternating one’s preference between prospects) is confounded with information seeking (i.e., exploration). Thus, here we used a full-feedback paradigm in which choice switching does not entail new information and allowed participants to sample each prospect as many times as they wished without monetary consequences, before making actual decisions. This design allowed us to disentangle change of preference from exploration, as participants were able to explore the gambles beforehand. Moreover, we included a mixed valence condition in which both gains and losses were possible – reflecting the fact that real-life risk-taking involves the possibility of losing (e.g., time, money or health). There is a well-documented asymmetry between gains and losses such that losses are typically weighted more than gains (Kahneman Tversky 1979). Thus, we expected participants to show preference for the safe gamble in the presence of losses. With respect to boredom proneness, if highly boredom prone individuals are less sensitive to the reward structure of the task then we expect they will not modulate their decision making based on the presence or absence of losses.

We hypothesized that (1) boredom proneness would be positively correlated with the number of trial-to-trial choice alternations in the decision-making task (i.e., noisy decision-making), and that (2) these alternations would lead to behavior that mimics risk-taking behavior. That is, insensitivity to reward structure will mean that with higher boredom proneness, individuals will choose more risky options.

**Participants**

Four hundred and thirty-nine participants were recruited via Amazon Mechanical Turk. They were offered $1 CAD for completing the experiment, and a bonus ranging from $0 to $1 contingent on the amount of points they earned in the task (4 points = 1 cent). They were shown a short introduction form in which one line instructed them to input the word “thanks” in the comment section below. This procedure served to screen participants who did not read or comprehend the instructions (i.e., attention check) and has been successfully used in similar settings (Yakobi 2020). Our final sample included 404 participants (246 males, 153 females and five who chose not to disclose), aged from 20 to 71 (\(M = 37.2, \ SD = 10.8\)).

**Procedure**

Participants electronically signed a consent form, followed by a short general instructions page. This page included the attention check describe above. They were randomly assigned to the Mixed (\(N = 204\)) or Gains (\(N = 200\)) reward condition, then completed the short boredom proneness questionnaire and continued to the decision-making task. Upon completion of the decision-making task, participants reported how boring they perceived the task to be.

**Materials**

**Decision-making task**

The task was a basic binary gambling game in which two gambles (buttons) appeared on the screen from which participants could draw numbers from the respective distributions. One of the gambles was associated with a safe distribution (low variance) and the other with a risky distribution (high variance; for the complete description of the distributions Table 2). In the Gains condition, both safe and risky gambles yielded only positive numbers, while in the mixed condition the outcome distributions included losses. The task started with a sampling stage in which participants were encouraged to sample each gamble as many times as they wanted (but at least once from each gamble), and were provided with partial feedback (i.e., each sample generated one random outcome from the respective gamble). They were instructed that the sampling stage has no effect on their final payoff and that it simply served to allow them to study the gambles. When they were done sampling, the decision stage began. The points they gained (or lost) in the 100 trials of the decision stage determined their final bonus. In the decision stage participants were given full feedback (see Appendix B for the full instructions and screenshots of the task). The position of the two buttons was counterbalanced across participants. We calculated three dependent variables; (1) the number of samples drawn in the sampling stage, (2) the number of switches made in the decision stage, and (3) the number of risky choices made in the decision stage.

**State boredom**

Upon task completion, we asked participants to rate how boring was the decision-making task on a 1 (not boring at all) to 9 (highly boring) Likert scale.

| Table 2  | Description of the gambles in each condition |
|----------|---------------------------------------------|
| Condition | Mixed domain | Gain domain |
| Gamble   | Safe | Risky | Safe | Risky |
| ~ U(−1, 6) | EV = 2.5 | ~ U(−5,10) | EV = 2.5 | ~ U(1, 16) | EV = 8.5 |
| ~ U(4, 13) | EV = 8.5 |
| *EV* | Expected value |
| *a*Uniform distribution (min, max)
Short boredom proneness scale (sBPS)

We used the same scale as in Study 1, which showed excellent internal consistency in this sample (Cronbach’s $\alpha = 0.925$).

Results

State and trait boredom ratings were similar to those reported in Study 1 ($M_{\text{boredom-proneness}} = 3.039, SD = 1.496$; $M_{\text{state-boredom}} = 5.045, SD = 2.501$) and were not significantly different between the two groups (Tables 3, 4 for a correlation matrix).

**Decision switches and boredom.** To test our first hypothesis that boredom proneness would be related to noisy decision-making, we calculated the number of switches for each participant in the decision stage (ranging 0–99). We entered this count into a Poisson regression as the dependent variable, with condition and boredom proneness as independent variables. We used GAMLj package with JAMOVI (The JAMOVI project, 2020) for this analysis, and corrected for overdispersion since the dispersion index was high (Value/df = 13.646), suggesting high overdispersion in our data. We found a significant effect of boredom proneness ($\exp(B) = 1.08, \chi^2 = 10.51, p = 0.001$) but not for condition ($\exp(B) = 0.815, \chi^2 = 1.62, p = 0.203$) or their interaction ($\exp(B) = 1.059, \chi^2 = 1.48, p = 0.223$). This suggests that regardless of the condition, for every unit of boredom proneness there was an increase of 8% in the number of switches (Fig. 3).

| Condition | Gains | Mixed |
|-----------|-------|-------|
|           | Mean  | SD    | Mean  | SD    |
| Boredom proneness | 3.039 | 1.496 | 2.865 | 1.376 |
| State boredom | 5.045 | 2.501 | 4.708 | 2.445 |
| Samples | 16.540 | 15.084 | 17.966 | 19.157 |
| Proportion of samples switches | 0.450 | 0.295 | 0.453 | 0.310 |
| Number of risky decisions | 49.5 | 23.2 | 45.1 | 27.4 |
| Boredom proneness | 3.039 | 1.496 | 2.865 | 1.376 |
| State boredom | 5.045 | 2.501 | 4.708 | 2.445 |

**Risky behavior and boredom**

We used the same overdispersion Poisson model with the number of risky choices (defined as the number of trials a participant chose the risky gamble) as the dependent variable. There was a significant effect of condition ($\exp(B_{\text{mixed}}) = 0.776, \chi^2 = 4.07, p = 0.044$) indicating that participants chose the risky option more in the gains condition compared with the mixed condition. There was no significant effect of boredom proneness ($\exp(B) = 1.019, \chi^2 = 1.03, p = 0.311$) or their interaction ($\exp(B) = 1.054, \chi^2 = 1.9, p = 0.168$) on overall risk-taking. As can be seen in the top left panel of Fig. 4, there is an apparent increase in risk-taking with experience in low boredom prone individuals over time in the mixed gains condition, thus we focus next on the first 25 trials (first block) where risk-aversion was highest. When considering the number of risky choices in the first block, there are significant effects of boredom proneness ($\exp(B) = 1.046, \chi^2 = 4.59, p = 0.032$), condition ($\exp(B) = 0.699, \chi^2 = 6.39, p = 0.012$), and a marginal interaction effect ($\exp(B) = 1.081, \chi^2 = 3.48, p = 0.062$). Simple slopes analysis indicated that boredom proneness predicts risky behavior in the mixed domain ($\exp(B) = 1.09, \chi^2 = 7.313, p = 0.007$), but not in the gains domain ($\exp(B) = 1.01, \chi^2 = 0.047, p = 0.828$; Fig. 4, right panel).

**Sampling and boredom**

There was no significant effect of boredom proneness or condition on the number of samples drawn in the sampling stage.

Exploratory analysis

Next, we explored the notion that decision switching is a mechanism for coping with boredom. That is, high boredom prone individuals tend to alternate their gambling decisions more to alleviate feelings of state boredom. Using the MED-MOD plug-in in JAMOVI, we tested a mediation model in which decision switching mediates the relationship between boredom proneness and state boredom. The mediation model was significant ($\beta = 0.281, p < 0.001$), with both direct and indirect effects ($\beta = 0.282, p < 0.001$). As can be seen in Fig. 5, boredom proneness is positively and directly associated with state boredom, but the indirect relationship, via decision switching, is negative. Thus, the more boredom prone individuals are, the more boredom they tend to experience in the task; this relationship, however, is suppressed when decision switches are high.

---

**Table 3** Descriptive statistics of the variables in Study 2a

| Condition | Gains | Mixed |
|-----------|-------|-------|
|           | Mean  | SD    | Mean  | SD    |
| Boredom proneness | 3.039 | 1.496 | 2.865 | 1.376 |
| State boredom | 5.045 | 2.501 | 4.708 | 2.445 |
| Samples | 16.540 | 15.084 | 17.966 | 19.157 |
| Proportion of samples switches | 0.450 | 0.295 | 0.453 | 0.310 |
| Number of risky decisions | 49.5 | 23.2 | 45.1 | 27.4 |
| Boredom proneness | 3.039 | 1.496 | 2.865 | 1.376 |
| State boredom | 5.045 | 2.501 | 4.708 | 2.445 |

**Different from 50, $p < 0.005$**

---

3 Overdispersion describes a distribution with higher than expected variance (Gardner et al. 1995).
Summary and discussion

In Study 2a we showed that boredom proneness positively predicts choice switching between the two gambles in the decision-making task: individuals high on trait boredom proneness switched between gambles more often than those low in trait boredom proneness. A reasonable alternative interpretation to choice switching, would be that high boredom prone individuals explore more, as they seek information and novelty. This claim, however, is not supported by the data: first, participants received feedback on both obtained and foregone payoffs, hence switching does not provide additional information. Second, if high boredom prone individuals explore more, one would expect more sampling in the sampling stage, which we did not find.

Interestingly, in the first block, before learning had occurred, choice switching translated into a positive relationship between boredom proneness and risky behavior. As we hypothesized, this relationship was more pronounced in the presence of losses (i.e., in the Mixed condition). However, as can be seen in the left panel of Fig. 4, this is most likely due to low boredom prone individuals changing their choice preference between the two conditions, while high boredom prone individuals do not, making choices that are seemingly oblivious to the reward structure. Lastly, an exploratory analysis showed that switching behavior may serve as a mechanism to cope with boredom induced by the task.

Study 2b—pre-registered replication of study 2a

Study 2a showed increased choice switching with boredom proneness, but further exploration of the data showed increased risk-taking with boredom proneness in the first block, and that choice switching alleviated in-the-moment feelings of boredom in the high boredom prone individuals. Due to the exploratory nature of the latter two findings, here we conducted a replication study. A common finding in the boredom literature is that high boredom prone individuals exhibit lower levels of self-control (Boylan et al. 2020; Isacescu Danckert 2018; Struk et al. 2016; Wolff...
Martarelli 2020; Wolff et al. 2020), with correlations as high as \( r = -0.6 \). As such, here we also measured and controlled for trait levels self-control. This direct replication was pre-registered at https://osf.io/gqbax.

**Participants**

Four hundred and thirty-one participants were recruited via Amazon Mechanical Turk. They were offered $1.5 CAD for completing the experiment, and a bonus ranging from $0 to $1 contingent on the number of points they earned in the task (4 points = 1 cent). The same screening procedure and criteria were used as in Study 2a. Our final sample included 420 participants (217 males, 201 females and two who chose not to disclose), aged from 18 to 75 (\( M = 39.74 \), SD = 11.36).

**Procedure and materials**

The procedure and materials were identical to Study 2a, with the exception that participants also performed the Iowa Gambling Task (which we report in Study 3) prior to, or after the task. In addition, we added the Brief Self-Control Scale (BSCS; Tangney et al. 2004) after the short boredom proneness scale. The BSCS includes 13 items on a 1–5 Likert scale, such as “I often act without thinking through all the alternatives” and “I do certain things that are bad for me if they are fun”. We used the same statistical tests and measures as we did in Study 2a.

**Results**

There were no significant differences between the two experimental groups (i.e., gains only and mixed rewards) in any of the study’s variables (Table 5 for descriptive statistics and Table 6 for a correlation matrix).

**Decision switches and boredom**

We modeled our data using an overdispersion Poisson model just as we did in Study 2a, but added self-control as a covariate. This analysis replicates the results of Study 2a, with boredom proneness, but not self-control or condition, positively predicting the amount of decision switching (exp(B) = 1.13, \( \chi^2 = 10.34, p = 0.001 \)). There were no significant interaction effects.

**Risky decision-making and boredom**

Similar to Study 2a, we found risk-aversion in the mixed domain (exp(B\text{\_mixed}) = 0.865, \( \chi^2 = 7.133, p = 0.008 \)), and no relationship between risky decision-making and boredom proneness. There was no significant interaction effect, and self-control did not affect risk-taking (exp(B\text{\_sc}) = 1.003, \( \chi^2 = 0.005, p = 0.94 \)). Unfortunately, we were unable to replicate the interaction between condition and boredom proneness in the first block found in Study 2a (\( p = 0.956 \)).

**Mediation**

As we found in Study 2a, decision switching partially mediated the relationship between boredom proneness and state
boredom, even in the presence of self-control. There was a significant direct, positive relationship between boredom proneness and state boredom ($\beta = 0.214, p < 0.001$), and an indirect, negative relationship ($\beta = -0.152, p < 0.001$). As can be seen in Fig. 6, high self-control predicted lower levels of in-the-moment feelings of boredom, but it did not correlate with decision switching.

**Summary and discussion**

We replicated the main findings of Study 2a: with higher boredom proneness, individuals tend to switch more between decisions, beyond any effect of self-control. This switching behavior, in turn, attenuates the experienced levels of state boredom.

**Study 3—Decision making and feedback sensitivity in the Iowa Gambling Task**

In study 1, we showed neural evidence for reduced feedback processing with higher boredom proneness and in studies 2a and 2b, we showed its behavioral expression—increased choice switching. One way to bridge the behavioral data and purported cognitive mechanism is using computational modeling—a popular way to address the cognitive mechanisms underlying decision-making (Farrell Lewandowsky 2018). We chose to model behavior using the Iowa Gambling Task (IGT; Bechara et al. 1994), a decision-making task that is extensively used to study individual differences in decision-making and as in the previous tasks used here, a task that relies exclusively on feedback. Studies using the IGT have shown before reliable individual differences related to trait anxiety, as well as symptoms of schizophrenia (Miu et al. 2008; Shurman 2005). Behavioral data and computational modeling also show relationship with age, such that decision-making performance peaks in adulthood, compared with performance in children and older adults (Beitz 2014; Hooper et al. 2004).

**Participants**

Participants in this study were 413 individuals, out of the 420 participants that we recruited via Mechanical Turk for Study 2b. There were 214 males, 197 females and two who chose not to disclose, aged from 18 to 75 years old ($M = 39.62, SD = 11.17$).

**Procedure and materials**

The procedure is described in Study 2b. Briefly, participants filled out the short boredom proneness scale and a brief self-control scale, and then performed the IGT and the task reported in Study 2b, in a counterbalanced order. Upon completion, they reported the level of boredom they experienced on a 1–9 scale.

**The Iowa Gambling Task (IGT)**

In the IGT, participants are given an initial loan of $2000 play money and are presented with four decks of cards. They are instructed to maximize their payoff during the 100 consecutive deck selections, such that $40 in play money will be converted to $1 USD. After each choice, they receive feedback on the chosen (obtained) outcomes which always entail gains, but sometimes also incur losses (Table 7). There are two good decks (C, D) which yield a gain of $25 in the long-term, and two bad decks which result in a loss of $25 in the long-term (A, B). Decks B and D are considered riskier as

**Table 7**: Description of the card decks in the Iowa Gambling Task

|                     | Deck A         | Deck B         | Deck C         | Deck D         |
|---------------------|----------------|----------------|----------------|----------------|
| **Reward**          | $100           | $100           | $50            | $50            |
| **Penalty**         | Frequent (50%) $150-$350 | Infrequent (10%) $1250 | Frequent (50%) $25-$75 | Infrequent (1%) $250 |
| **Long-term payoff**| $-25$          | $-25$          | +$25           | +$25           |
their associated losses are higher and infrequent. The order of the four decks was counterbalanced between participants.

**Results**

**Behavior**

First, we present the overall preferences and switching throughout the task (Fig. 7). Consistent with previous studies, participants learn to choose the advantageous decks (C,D) over the bad ones, and switch between decks less often with experience.

To test the associations between boredom proneness, state boredom, and behavior in the IGT, we ran three overdispersion Poisson regression models as in studies 2a and 2b, predicting the number of advantageous decks decisions, number of risky decisions, and the number of choice switches, controlling for self-control.

As can be seen in Table 6, Boredom proneness positively predicted the number of choice switches, which was the only significant effect. There was, however, a marginally significant ($p = 0.06$) effect of boredom proneness on risky behavior, such that risky behavior was reduced with increasing levels of boredom proneness (i.e., the opposite effect relative to literature on boredom proneness and self-reported risk-taking) (Table 8).

**Computational modeling**

We adopted the expectancy valence model (EVM; Busemeyer Stout 2002) – an extensively used model for capturing individual differences in the IGT. Here we adopted a more recent version of the EVM, the two-parameter EVM (2pEVM; Humphries et al. 2015), which was shown to have better performance in capturing psychological processes in individuals. In the EVM, the utility $u$ for each outcome is calculated with $0 < w < 1$ as a free parameter representing the weight given to losses.

$$u_k(t) = (1 - w) \times \text{Gain}(t) + w \times \text{Loss}(t)$$  \hspace{1cm} (1)

The model assumes that in each trial, players update their expectancy $Ev$ in a given trial $t+1$ for the selected deck $k$, by integrating feedback (outcome $U_k$) with their previous experience, where $0 < a < 1$ is the updating rate parameter (higher values suggest higher weight for more recent feedback).

$$Ev_k(t+1) = (1 - a) \times Ev_k(t) + a \times U_k(t)$$  \hspace{1cm} (2)

After an initial random choice, the probability of choosing deck $k$ in trial $t+1$ is determined by a softmax rule (Luce, 1959), such that the probability for choosing deck $D$ is formulated as

$$P[D_{i,t+1}] = \frac{e^{Ev_{i,t+1}/\theta_0}}{\sum_{j=1}^{4} e^{Ev_{j,t+1}/\theta_0}}$$  \hspace{1cm} (3)
The free parameter $0 < \theta < 1$ reflects the sensitivity to expectancy (low values lead to more stochastic behavior). In the classical EVM, $\theta$ is trial-dependent, such that with experience, the decision process becomes less random

$$\theta(t) = \left( \frac{t}{10} \right)^c$$

In the 2pEVM, the free parameter $c$ is held constant at 0.5, leaving the number of free parameters at two ($w, a$). We used maximum likelihood estimation to fit the two parameters for each participant, on a single trial level. A simplex algorithm was used for maximizing the log-likelihood function (Nelder Mead 1965).

The zero-order correlation between the observed and predicted proportion of advantageous deck choices was $r=0.89$, suggesting a good fit with the data. We then regressed each of the model’s parameters, namely $w$ (loss/gain weight) and $a$ (updating rate) on boredom proneness, state boredom and self-control. The model predicting $a$ was significant ($R^2 = 0.019, F(3,409)=2.69, p=0.046$), suggesting that with higher boredom proneness levels, participants updating rate decreases ($\beta = -0.14, p=0.026$). There were no significant effects for state boredom ($\beta = -0.02, p=0.682$) nor self-control ($\beta = -0.012, p=0.842$). The model predicting $w$ was not significant ($R^2 = 0.009, F(3,409)=1.36, p=0.256$).

### General discussion

In the present work, we aimed to investigate the relationship between boredom proneness and risky decision making in the lab. In contrast to previous studies building on self-reports, we found no evidence that boredom proneness is associated with risky decision making in three widely studied decision-making tasks. We then proposed that reduced feedback processing, leading to noisy decision making, may be an important contributor to the purported boredom-risk taking relationship, a factor that has largely been overlooked in the literature. This notion is based on a large research base showing that boredom proneness is linked with attention deficits (Eastwood et al. 2012; Hsu et al. 2020; Hunter Eastwood 2018; Isacescu et al. 2017; Malkovsky et al. 2012). Indeed, we found reduced sensitivity to feedback and a robust boredom proneness-choice switching relationship, even when controlling for trait self-control. To our knowledge, this is the first study to demonstrate that boredom proneness is associated with increased choice switching and decreased sensitivity to feedback, as well as the first to empirically challenge its relationship with risk-taking.

We investigated the neural correlates of risky decision making in the context of boredom and boredom proneness using the BART—a well-validated task, often used to assess individual differences in risk-taking. We found that the FRN was not significantly correlated with boredom proneness. It has been previously demonstrated that the FRN and feedback-P3 represent different aspects of the feedback signal (Yeung Sanfey 2004). A double dissociation between these two components suggests that the FRN is sensitive to valence (i.e., gains versus losses) while the feedback-P3 represents reward magnitude (Yeung Sanfey 2004). In the BART we used here there were no losses, only gains: on each trial, participants either gained the number of pumps they chose or did not gain anything if the balloon exploded. In that context, we found reduced feedback-P3 amplitudes with higher levels of boredom proneness, suggesting that individuals who tend to experience boredom more frequently and intensely, are less sensitive to feedback.

We did not find behavioral evidence for risk-taking with higher boredom proneness. It is possible that we did not find this relationship in the BART due to the lack of losses in the specific variation of the task we used here. That is, high boredom prone individuals may be risk-seeking only in environments that entail losses. In addition, the BART could be considered a more complex learning task, as the optimal strategy requires estimating the mean of an unknown uniform distribution. We tested these two possible explanations by contrasting a gains only domain (as in the BART) with mixed valence domain, in a binary decision task (studies 2a and 2b). We did find an association between boredom proneness and risk-taking in the first block in the mixed domain condition (study 2a), but due to the nature of this exploratory analysis, the fact that we could not replicate it in study 2b and study 3, we conclude that there is no evidence for risk-taking with boredom proneness in tasks used here.

We build on the finding of reduced feedback sensitivity, together with the literature linking boredom proneness with poor attentional control (refs), to argue that boredom proneness is associated with noisy decision-making. We chose to term the behavior and proposed mechanism “noisy decision-making” for two reasons. First, insensitivity to feedback, and consequently to the reward structure of the task, means that individuals base their decisions less on relevant information (i.e., the utility or value of the given options), and on factors that are unrelated to the reward structure. While this is not completely random as might be implied by “noisy decision making”, it does seem to us to be impoverished relative to an optimal strategy, and we are attempting to capture that impoverishment with the term “noisy”. Second, this somewhat ambiguous term (e.g., compared with “random decision-making”) reflects that we are, to some extent, more confident in our behavioral findings, than in the mechanism we propose (i.e., reduced sensitivity to feedback). Thus, we wish to leave room for future studies to directly test reduced
feedback sensitivity as the driver of the boredom proneness-risk-taking relationship, both in neurophysiology and behavior. Such studies could, for example, test whether high boredom prone individuals exhibit reduced feedback sensitivity in tasks that allow choice switching (as in studies 2a, b and 3) by recording EEG and exploring whether this reduced sensitivity plays a role in choice switching.

Other factors may account for the association between boredom proneness and choice switching. For example, choice switching may act as a mean to gather new information (i.e., exploration), with choice switching functioning merely as one possible exploration strategy (Yechiam 2020). There are, however, two caveats for interpreting choice switching as exploration within the present work. First and most important, the task used in studies 2a and 2b provide full feedback, thus there is no benefit for alternating between choices in terms of exploration. In other words, choice switching did not add more information. Second, previous work showed that the highly boredom prone tend to ruminate whereas exploratory behavior may better characterize individuals low in boredom proneness (Danckert 2019; Mugon et al. 2018). Another possibility is that those who are high in boredom proneness seek novelty and new sensations (Dahlen et al. 2004, 2005; Kass Vodanovich 1990). If that were the case, however, one would expect boredom proneness to be correlated with risk-taking, in study 1 (i.e., balloon popping as sensation seeking), and in studies 2a and 2b (i.e., choosing the alternative with the wider uniform distribution, which yields novel outcomes more often). Although this is not the case in our data, we did not measure sensation seeking explicitly and future studies should test these alternative mechanisms.

It could be argued that even if the noisy decision-making hypothesis is fully supported in the lab, it does not account for real-life risky behavior (e.g., drug and alcohol abuse, risky sex behavior, rule breaking during the pandemic; Biocatì et al. 2018; Boylan et al. 2020), where incentives and feedback are not always immediately available. While we do not claim that noisy decision-making exclusively explains the relation between risky behavior and boredom proneness, however, it is an important aspect to consider when examining this relation outside the lab. In real-life, there are normally more ways to behave recklessly than there are ways to behave safely. Consider for example a simple task such as crossing a busy two-way road. There are plenty of risky ways to cross this road: with eyes closed, while texting, while walking backwards, crawling, while looking only to the left and so forth. These behaviors may seem senseless to most adults (but apparently not to all: Lennon et al. 2017). However, they are senseless only because we were taught and trained how to safely cross a busy road: being attentive, using all our available senses, looking to the right and left and only then crossing promptly in a straight line. Thus, our action space is full of dangerous prospects, but only a limited range of safe behaviors. Similarly, when one is eager for an engaging activity, one’s action space is likely to include safe behaviors (e.g., reading the newspaper or meeting a friend), as well as behaviors that could be fulfilling in the short-term, yet harmful in the long run (e.g., smoking, drinking, street racing). If the decision-maker is not considering the implications of all options carefully, their behavior may seem somewhat arbitrary (i.e., less reliant on the utility or value of the given options). In other words, poor apprehension of the outcome space may masquerade as increased risk taking, when it is related to other factors such as poor attention to contingencies or deficient use of feedback.

State boredom has an important function in regulating behavior. As a cognitive-affective state, boredom is a call to action (Bench Lench 2013), signaling rising opportunity costs (Danckert 2019; Kurzban et al. 2013; Struk et al. 2020). Individuals who do not respond adaptively to this signal (e.g., individuals low in self-control; Isacescu Danckert 2018), also tend to be high in boredom proneness (Danckert et al. 2018; Isacescu et al. 2017). Previous studies show that individuals try to avoid the aversive experience of boredom, even by seeking negative experiences (Bench Lench 2019) or sadistic behaviors (e.g., killing worms; Pfattheicher et al. 2020). In support for this notion, the analysis in Study 2a (replicated in Study 2b), shows that people high in boredom proneness may regulate in-the-moment feelings of boredom by alternating between choices. While this can appear “risky” it may be better characterized as insensitivity to reward structures. A notable limitation of this analysis is the lack of an explicit state boredom mood induction. Arguably, other emotional states that were not measured and controlled for (e.g., frustration, motivation) could account for this finding, as well as the lack of a significant correlation between state boredom and risk-taking.

As noted by Miao and colleagues (2019), risk is a multifaceted construct, defined differently in different fields of study. In public health and psychology, risk is often defined with respect to the possibility of negative or harmful outcomes, while in behavioral economics alternatives with higher variability are considered riskier – a definition we implicitly adopted here. Future research could address this distinction, for example by investigating whether risk as outcome variability and risk as potentially harmful outcomes are differentially affected by both state boredom and boredom proneness.
Finally, we would like to point out two more issues that should be considered when interpreting our results. First, although boredom proneness is discussed here as an antecedent of noisy decision-making, we cannot conclusively determine the causal direction of these relations. That is, although we controlled for self-control which is highly correlated with boredom proneness, other trait level variables or conditions (e.g., ADHD) could contribute to this association. In addition, one should note the uniqueness of the online sample in relation to boredom proneness. That is, participants in online data collection platforms such as Mechanical Turk (i.e., individuals who choose to participate in highly repetitive and boring tasks) may have a different set of characteristics and strategies for coping with boredom. Although the mean boredom proneness is lower in the online samples (2.95 and 2.76) than in the student sample (3.08), this difference did not reach significance when formally analyzed (Appendix C).

Appendix

See Figs. 8, 9, 10.
Fig. 9  Study 2 task’s instructions and screenshots. (a) Instructions for the task, (b) Sampling, (c) Sampling—feedback, (d) Instructions for the decision stage, (e) Decision stage, and (f) Decision stage—feedback.
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