Synchronization of coupled neural oscillators with heterogeneous delays
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We investigate the effects of heterogeneous delays in the coupling of two excitable neural systems. Depending upon the coupling strengths and the time delays in the mutual and self-coupling, the compound system exhibits different types of synchronized oscillations of variable period. We analyze this synchronization based on the interplay of the different time delays and support the numerical results by analytical findings. In addition, we elaborate on bursting-like dynamics with two competing timescales on the basis of the autocorrelation function.

Keywords: delayed coupling, neural oscillators, synchronization

1. Introduction

A plethora of synchronization phenomena has been found for coupled nonlinear oscillators in physical, chemical and biological systems [Pikovsky et al. 2001, Boccaletti et al. 2002, Mosekilde et al. 2002, Balanov et al. 2009, Zhang et al. 2011]. Especially the interplay of synchronization and time delay in coupled systems has received much interest recently [Schöll & Schuster 2008, Just et al. 2010, Atay 2010]. Delayed coupling plays also a crucial role in the case of oscillation death [Choe et al. 2007, Zou & Zhan 2009, Zou et al. 2012] and adaptive control schemes with delayed feedback applied to both chaotic [Wang et al. 2010b, Lehmer et al. 2011b] and non-chaotic systems [Selivanov et al. 2012]. Previous studies involved networks of a large number of elements [Atay et al. 2004, Dhamala et al. 2004, Kinzel et al. 2009, Choe et al. 2010, Zigzag et al. 2009, Englert et al. 2010, Batista et al. 2010, Kanter et al. 2011, Flunkert & Schöll 2012] as well as simple recurring substructures consisting of a few systems only, so-called network motifs [Hauschildt et al. 2006, Choe et al. 2007, D’Huys et al. 2008, Hövel et al. 2010a, Fiedler et al. 2010].
Considering the dynamics on networks with delay, the local elements can be either time-continuous or time-discrete as for iterated maps [Wang et al., 2008a, 2009b]. In addition, a number of universal model-independent results have been obtained [Flunkert et al., 2010; Heiligenthal et al., 2011].

Synchronous dynamical patterns play also an important role in neuroscience [Rossoni et al., 2005; Wang & Lu, 2005; Hauptmann et al., 2007; Masoller et al., 2008; Wang et al., 2008b, 2009a, Masoller et al., 2009; Senthilkumar et al., 2009; Liang et al., 2009; Lehner et al., 2011a; Popovych et al., 2011].

where on the one hand they can be observed in ensembles of neurons as pathological states like migraine, Parkinson’s disease, or epilepsy. On the other hand synchronization can also be beneficial for recognition, learning, or neural information processing. Obviously the signal transmission between neurons in different brain areas is not instantaneous. Thus non-zero transmission times have to be taken into account as crucial quantities that influence the dynamics of individual neurons to a large extent. Consequently effects due to time delays have attracted more and more attention in the studies of neural networks [Rossoni et al., 2005; Hauptmann et al., 2007; Masoller et al., 2008; Friedrich & Kinzel, 2009; Wang et al., 2010a, 2011a; Lehner et al., 2011a; Kanter et al., 2011; Wang et al., 2011b] and particularly in motifs of two coupled neurons [Schöll et al., 2009; Dahlem et al., 2009; Hövel et al., 2010a; Brandstetter et al., 2010; Hövel et al., 2009, 2010b]. The latter can be seen as the smallest entity in a larger network. Interestingly, phenomena observed in this area of research show a strong similarity with recent findings in optoelectronic oscillators [Rosin et al., 2011].

Most previous works have assumed equal delay times in all connections. The focus of this paper, however, is on heterogeneous delays, which introduce additional timescales to the compound system. For this we consider a simple example of a network motif [Hauschildt et al., 2006; Dahlem et al., 2009; Panchuk et al., 2009; Hövel et al., 2010a], i.e., two delay-coupled neurons with delayed self-feedback, and we assume all delay times to be different. This configuration might as well be understood as two effective populations of larger clusters of neurons with delayed internal and mutual connections [Vicente et al., 2008].

The rest of this paper is organized as follows: Section 2 introduces the neural model and the delay-coupling configurations. In Sec. 3 we study interaction involving identical self-coupling delays numerically and analytically. The results are extended to the case of nonidentical self-coupling delays in Sec. 4. Section 5 considers bursting dynamics. Finally, we close with a conclusion in Sec. 6.

2. Model

We study a compound system of two coupled neural elements each represented by a FitzHugh-Nagumo model [FitzHugh, 1961; Nagumo et al., 1962]. The respective dynamic equations are paradigmatic for neural systems of type-II excitability, when periodic oscillations are generated in a Hopf bifurcation. We consider the case where the two elements are coupled such that each neural oscillator is subject to the delayed response from the other one. See Fig. 1 for a schematic diagram, where the time delays are denoted by $\tau_1^C$ and $\tau_2^C$ and $C$ is the coupling strength. In addition, we take also delayed self-feedback [Pyragas, 1992] with a delay time $\tau_i^K$, $i = 1, 2$ and feedback strength $K$ into account.

The two coupled FitzHugh-Nagumo systems are described by the following set of delay differential
without loss of generality and Eqs. (1) can be rewritten as follows only to a phase shift between oscillator 1 and 2. Therefore, we assume them to be equal $\tau_1$, respectively. All these combinations of $\tau$ chosen as $(\tau_1, \tau_2)$. As it was shown in Ref. Panchuk et al. (2009), two coupled systems with asymmetric delay times $\tau_1$, $\tau_2$ can be reduced to a system with symmetric delay times $\tau$. The difference between $\tau_1$ and $\tau_2$ leads only to a phase shift between oscillator 1 and 2. Therefore, we assume them to be equal $\tau_1 = \tau_2 = \tau$ without loss of generality and Eqs. (1) can be rewritten as follows

$$\begin{align*}
\varepsilon_1 \dot{x}_1 &= x_1 - \frac{x_1^3}{3} - y_1 + C \left[ x_2 \left( t - \tau_2^C \right) - x_1(t) \right] \\
&\quad + K \left[ x_1 \left( t - \tau_1^K \right) - x_1(t) \right] \\
\dot{y}_1 &= x_1 + a \\
\varepsilon_2 \dot{x}_2 &= x_2 - \frac{x_2^3}{3} - y_2 + C \left[ x_1 \left( t - \tau_1^C \right) - x_2(t) \right] \\
&\quad + K \left[ x_2 \left( t - \tau_2^K \right) - x_2(t) \right] \\
\dot{y}_2 &= x_2 + a,
\end{align*}$$

where $\varepsilon_i$ denotes the timescale ratio between the slow inhibitor variable $y_i$ and the fast activator variable $x_i$ ($i = 1, 2$). The parameter $a$ is known as threshold parameter. For $|a| > 1$, the uncoupled system operates in the excitatory regime.

As it was shown in Ref. Panchuk et al. (2009), two coupled systems with asymmetric delay times $\tau_1$, $\tau_2$ can be reduced to a system with symmetric delay times $\tau$. The difference between $\tau_1$ and $\tau_2$ leads only to a phase shift between oscillator 1 and 2. Therefore, we assume them to be equal $\tau_1 = \tau_2 = \tau$ without loss of generality and Eqs. (1) can be rewritten as follows

$$\begin{align*}
\varepsilon \dot{x}_1 &= x_1 - \frac{x_1^3}{3} - y_1 + C \left[ x_2 \left( t - \tau^C \right) - x_1(t) \right] \\
&\quad + K \left[ x_1 \left( t - \tau_1^K \right) - x_1(t) \right] \\
\dot{y}_1 &= x_1 + a \\
\varepsilon \dot{x}_2 &= x_2 - \frac{x_2^3}{3} - y_2 + C \left[ x_1 \left( t - \tau^C \right) - x_2(t) \right] \\
&\quad + K \left[ x_2 \left( t - \tau_2^K \right) - x_2(t) \right] \\
\dot{y}_2 &= x_2 + a.
\end{align*}$$

Throughout this paper, we choose the following set of parameters, unless specified otherwise: $\varepsilon_1 = \varepsilon_2 = \varepsilon = 0.01$, $a = 1.3$, $\tau^C = 3$, and $C = 0.5$.

For $|a| > 1$, the fixed point is always linearly stable (cf. Ref. Panchuk et al. 2009) and the system Eq. (2) shows various regular spiking and bursting patterns. Furthermore, several stable solutions can coexist for the same parameter values entailing high-level multi-stability.

Before exploring the interplay between three different delay times, namely the mutual coupling delay $\tau^C$ and two nonidentical self-coupling delays $\tau_1^K \neq \tau_2^K$ (Secs. 4 and 5), we will consider the case $\tau_1^K = \tau_2^K = \tau$ in the next Section. Analytical conditions for coherent spiking will be derived and generalized in the subsequent sections.

### 3. Identical self-feedback delays

The dynamics of the compound system (2) is diverse and hence, we will first introduce a classification. For this purpose, we will use an approach based on the mean interspike interval (ISI) $\left\langle T^{(i)}_j \right\rangle \equiv T^{(i)}$, where $\left\{ T^{(i)}_j \right\}_{i=1}^N$ is the set of $N$ interspike intervals for the time series of the $i$-th neuron ($i = 1, 2$) Dahlem et al. 2009, Schöll et al. 2009. A measure based on the ISI is a powerful tool to characterize regular, coherent spiking that is similar to a period-1 orbit. Therefore, we take the ISI values for those cases into account that have small standard deviation. Failure of such a measure, e.g., for bursting dynamics, will be discussed in later sections.

Figure 2 shows exemplary time series of coherent spiking for different values of $K$ and $\tau^K$, while the mutual coupling delay and strengths are fixed at $\tau^C = 3$ and $C = 0.5$, respectively. The parameters are chosen as $(K = 0.05, \tau^K = 3)$, $(K = 0.5, \tau^K = 3)$, $(K = 0.5, \tau^K = 2)$, and $(K = 0.5, \tau^K = 4)$ in panels (a)-(d), respectively. All these combinations of $\tau^K$ and $K$ exhibit coherent spiking, where the ISI is constant,
Fig. 2. Time series of Eqs. (2) for identical self-feedback delays $\tau^K_1 = \tau^K_2 = \tau^K_K$. The activator $x_i$ and inhibitor $y_i$ are shown by blue (full) and red (dashed) curves, respectively. The parameters are chosen as (a) $K = 0.05, \tau^K_K = 3$, (b) $K = 0.5, \tau^K_K = 3$, (c) $K = 0.5, \tau^K_K = 2$, and (d) $K = 0.5, \tau^K_K = 4$. The black and light blue arrows show excitations due to self-feedback and mutual feedback, respectively. Other parameters: $\varepsilon = 0.01, a = 1.3, \tau ^C = 3$, and $C = 0.5$.

hence the standard deviation vanishes. Since the fixed point in the individual subsystems is stable in the excitable regime, we choose initial conditions such that only one subsystem is located in the fixed point whereas the other is subjected to a one-time-only excitation. This initial excitation eventually remains in the compound system due to the delayed coupling.

Comparing Figs. 2(a) and (b), one can see that small self-feedback gains, e.g., $K = 0.05$ in Fig. 2(a), are not able to trigger superthreshold excitations. Only subthreshold oscillations occur after times $\tau^K_K$ as indicated by a black arrow in Figs. 2(a). In the following, we will derive analytical conditions for the delay times $\tau^K_K$ and $\tau ^C$ such that regular, superthreshold spiking occurs.

If the coupling strengths $K$ and $C$ are large enough, a spike at time $t$ in one system will induce spikes at times $t + \tau ^C$ in the other system (see light blue arrows) and $t + \tau^K_K$ in the first system (black arrows) by mutual coupling and self-feedback, respectively. The spike in the second system returns after a round-trip time $2\tau ^C$. Thus, we have excitation events at times $t + \tau^K_K$ and $t + 2\tau ^C$ in each subsystem. The spikes induced by these two sources of excitation become coherent, i.e., in resonance, when the delay time due to a round trip to the other system and back again, i.e., $2\tau ^C$ matches with the self-coupling delay $\tau^K_K$. The same argument holds for integer multiples of $\tau^K_K$ and $2\tau ^C$, leading to the following condition

$$N^K \tau^K_K = N^C 2\tau ^C,$$

with integer numbers $N^K$ and $N^C$.

Using this notation, Fig. 2 displays some combinations of $N^K$ and $N^C$ for coherently spiking states. Panels (a) and (b) refer to time delays $\tau^K_K = 3 = \tau ^C$ with $N^K = 1$ and $N^C = 2$. While panel (a) shows subthreshold oscillations after $\tau^K_K$ and superthreshold oscillations only after $2\tau ^C$, panel (b) corresponds to a resonance yielding only fully pronounced, regular oscillations. Other values of the self-feedback delay, e.g., $\tau^K_K = 2$ and $\tau^K_K = 4$, result in different combinations of $N^K$ and $N^C$. See, for instance, panels (c) and (d) that correspond to $N^K = 3, N^C = 1$, and $N^K = 3, N^C = 2$, respectively. For superthreshold oscillations, Eq. (3) yields the following condition for coherent spiking:

$$\tau^K_K = \frac{2\tau ^C N^C}{N^K}.$$
The corresponding ISIs are given by

\[ T = \frac{2\tau^C}{N^K} = \frac{\tau^K}{N^C} \]  

(5)

with minimal integer numbers \( N^K, N^C \), i.e., the fraction \( N^K / N^C \) is irreducible.

Equation (5) reflects the resonance condition (3): \( N^K \) spikes are induced by self-coupling during the round trip time \( 2\tau^C \) of the mutual coupling. See Figs. 2(b)-(d). Figure 3 compares this analytical result to the numerical simulation. The green bars (positive \( T \)) show the numerically simulated ISI in dependence on \( \tau^K \) for standard deviations smaller than 0.01. The other parameters are fixed at \( K = 0.5, C = 0.5, \) and \( \tau^C = 3 \). For larger standard deviations the spiking is not coherent anymore. The red bars (negative \( T \), i.e., inverted to facilitate comparison) show the analytically calculated delay times \( \tau^K \) for which spiking occurs, and the value of the associated ISI using Eqs. (4), (5) and (9), (10). The latter describe the width of the resonance bars and will be derived later. It can be seen that the analytic results are in good agreement with the time delay \( \tau^K \), for which coherent spiking is found with the corresponding ISI \( T \) in the numerical simulation. Due to finite numerical accuracy, not all analytically possible ISI are detected in the time series. For large integers \( N^C \) and \( N^K \), coherent spiking does not occur.

**Fig. 3.** Period of possible ISIs of coherent spiking in dependence on \( \tau^K \) for \( K = 0.5 \) and \( C = 0.5 \). The mutual time delay is fixed at \( \tau^C = 3 \). Green: numerical simulation; red inverted values: analytical calculation using Eqs. (4), (5) and Eqs. (9), (10). The parentheses refer to some exemplary values \((N^C, N^K)\). Other parameters as in Fig. 2.

It is possible to derive a condition concerning a possible phase shift of spikes in the activator variables \( x_1 \) and \( x_2 \) in the regime of coherent spiking as displayed, for instance, by Figs. 2(c) and (d). If we find integers \( \tilde{N}^K \) and \( N^C \) with

\[ \tilde{N}^K \tau^K = N^C \tau^C, \]  

(6)

spikes in the first and second oscillator coincide. Thus for \( \tilde{N}^K = N^K / 2 \in \mathbb{N} \) leading to \( N^K \) even, there is no phase difference, i.e., we observe in-phase oscillations. Otherwise, for odd \( N^K \), the phase shift is \( \pi \) corresponding to anti-phase oscillations. Using Eq. (4) we are able to predict for which values of \( \tau^K \) and \( \tau^C \) anti-phase oscillations occur.

In order to introduce some helpful notation for the following derivation, Figs. 4(a) and 4(b) display a time series and the respective phase portrait of a typical behavior of the neural system under consideration. A full excursion in phase space consists of a round trip from A through points B, C, and D back to A. The times for the transitions from A to B and from C to D are negligible, since the activator variables \( x_1 \) change much faster than the inhibitors \( y_1 \), due to timescale separation \( \epsilon \ll 1 \). The transition from B to C happens close to the right slow branch of the cubic nullcline during a fixed firing time \( T_f = T_{B \rightarrow C} \). In an earlier publication Schöll et al. 2009 we derived the following analytical approximation for the firing
time $T_f$

$$T_f = \int_B^C \frac{dx_1}{x_1} = \int_B^C \frac{1-x_1^2}{x_1 + a} dx_1$$

$$= (a^2 - 1) \ln \frac{a + 2}{a + 1} - a + \frac{3}{2}$$

(7a)

(7b)

with $x_1 = 2$ and $x_1 = 1$ as an approximation for points B and C, respectively. Thus, we obtain a value of $T_f \approx 0.45$ for $a = 1.3$. Note that this approximation is valid for parameter values of $a$ close to 1. For an improved estimate of $T_f$ further away from the bifurcation point, one can use the position of the fixed point, i.e., intersection of the nullclines. For details see Appendix 1.

For the final transition from D to A there remains the time $T_{D \rightarrow A} = T - T_f$, which will be considered later in this Section.

In Fig. 3 one sees that each area of coherent spiking has a certain width. In the following we will derive an expression for the width $\Delta \tau^K$ of these coherence tongues by using the quantity $T_f$. For this, we will soften the condition \(3\) to within a certain tolerance: If the time shift $|N^K \tau^K - N^C 2\tau^C|$ is smaller than half the firing time $T_f/2$, spiking still occurs even though Eq. \(3\) is only approximately fulfilled. This leads to the following relation

$$\left| N^K \left( \tau^K \pm \frac{\Delta \tau^K}{2} \right) - N^C 2\tau^C \right| \leq \frac{T_f}{2}.$$  

(8)

Here $\Delta \tau^K$, i.e., the width of the coherence tongues, acts as tolerance in the timing of the incoming excitations. Equation \(8\) yields an upper bound for $\Delta \tau^K$.

$$|\Delta \tau^K| \leq \frac{T_f}{N^K} + 2 \left| \frac{N^C 2\tau^C - N^K \tau^K}{N^K} \right|.$$  

(9)

Recalling condition \(3\), this simplifies to

$$|\Delta \tau^K| \leq \frac{T_f}{N^K}.$$  

(10)

For a better analysis of the behavior of the compound system, it is helpful to investigate the ISI. Figure 5 shows the ISI as color code in the $(K, \tau^K)$-plane for fixed $\tau^C = 3$. Note that only spiking with an ISI standard deviation smaller than 0.01 is depicted. In the white region the standard deviation of the ISIs is large. Thus, white color marks the region, where no coherent spiking occurs. The horizontal lines correspond to delays $\tau^K$ in the self-coupling which are in resonance to $\tau^C$. Some combinations of $K$ and $\tau^K$ are marked by black dots (a) - (d) referring to the time series in Fig. 2.

The bright yellow region at small $K$ and $\tau^K$ values refers to a regime, where oscillations with $T = 2\tau^C = 6$ dominate the dynamics due to mutual coupling, while the self-coupling leads only to subthreshold oscillations. In these cases, the self-coupling is too weak or too fast, i.e., small $K$ or small $\tau^K$, respectively, to initiate additional spikes. Compare also Fig. 2(a). The black region for large $K$ and small $\tau^K$ corresponds to oscillation death due to the refractory phase of the neural oscillator [Schöll et al. 2009]. There the subsystem is not susceptible to an incoming activating signal.
A spike is considered as an excursion in phase space with $x_1 > 0$. One can also calculate analytically the threshold at which the coherent spiking with $T = 2\tau_C$ ceases, i.e., the border between the bright yellow and the white regime in Fig. 5. At this boundary, self-coupling becomes strong enough to excite superthreshold spikes. To calculate an analogous boundary in Fig. 6, we set $K = 0$ and vary $C$ and $\tau_C$ and extend the analytic result later to nonzero self-coupling strength $K$ to calculate the boundary in Fig. 5. Using the notation introduced above, the transition from D to A in Fig. 4 completes a full excursion. This last transition happens during a time interval $T_{D \rightarrow A} = T - T_f$. At this stage of the spike, the neural system is susceptible for the next excitation. For long periods $T$, the system relaxes to the fixed point $x_{FP}$. For periods $T$ used in this paper, however, the next excitation happens already at an earlier point $A = (x_{1,\text{end}}, y_{1,\text{end}})$. An analytical estimate for $T_f = T_{B \rightarrow C}$ is given above, see Eq. (7b). We can derive a similar formula for $T_{D \rightarrow A}$

$$T_{D \rightarrow A} = \int_D^{x_{1,\text{end}}} \frac{1 - x_1^2}{x_1 + a} dx_1. \quad (11)$$

If the system exhibits spikes with a period $T = 2\tau_C$, we have $T_{D \rightarrow A} = 2\tau_C - T_f$. Using this value, Eq. (11) yields an implicit expression for $x_{1,\text{end}}$

$$x_{1,\text{end}} = (a - 2) \exp\left(\frac{p - 2\tau_C + T_f}{a^2 - 1}\right) - a \quad (12)$$

with the abbreviation $p = a(2 + x_{1,\text{end}}) + 2 - x_{1,\text{end}}^2/2$ that depends upon $x_{1,\text{end}}$. Since the relaxation from D to A follows closely the cubic $y$-nullcline, we can calculate a value for $y_{1,\text{end}}$ as follows:

$$y_{1,\text{end}} = x_{1,\text{end}} - \frac{x_{1,\text{end}}^3}{3}. \quad (13)$$

The mutual coupling ($K = 0, C \neq 0$) serves as an input in Eqs. (2a) and (2c). Thus, it leads to a temporary, vertical shift of the cubic $y$-nullcline. If the minimum $(x_{1,\text{min}}, y_{1,\text{min}})$ of this dynamic $y$-nullcline, which includes input from the coupled system, is shifted beyond the point $A = (x_{1,\text{end}}, y_{1,\text{end}})$, a spike is
triggered. The equation for the dynamic $y$-nullcline (for $K = 0$) is given by

$$y_1 = x_1 + \frac{x_1^3}{3} + C \left[ (x_2(t - \tau_C) - x_1) \right],$$

which depends on the delayed activator variable $x_2(t - \tau_C)$ that eventually induces the next spike. The minimum of this nullcline can easily be calculated as

$$x_{1,\text{min}} = -\sqrt{1 - C} \quad \text{(15a)}$$

$$y_{1,\text{min}} = x_{1,\text{min}} - \frac{x_{1,\text{min}}^3}{3} + C \left[ x_2(t - \tau_C) - x_{1,\text{min}} \right]. \quad \text{(15b)}$$

Finally, the condition $y_{1,\text{end}} = y_{1,\text{min}}$ determines the boundary between coherent spiking and the quiescent state. Note that the delayed response $x_2(t - \tau_C)$ in Eq. (15b) remains to be chosen.

The analytically calculated excitation threshold is shown in Fig. 6 as a dashed green curve for $x_2(t - \tau_C) = 1$. This value is motivated by the assumption that $(x_2, y_2)$ is located at point C in Fig. 4(b) at time $t - \tau_C$. The ISI is depicted in color code. The black region refers to the quiescent state.

Following the derivation described above, one can also calculate the excitation threshold for $K \neq 0$ and fixed mutual coupling parameters $C$, $\tau_C$ in a similar way. For this, Eq. (14) needs to be extended as follows:

$$y_1 = x_1 + \frac{x_1^3}{3} + C \left[ (x_2(t - \tau_C) - x_1) \right] - K \left[ (x_2(t - \tau^K) - x_1) \right], \quad \text{(16)}$$

Similarly Eqs. (15) become

$$x_{1,\text{min}} = -\sqrt{1 - C - K} \quad \text{(17a)}$$

$$y_{1,\text{min}} = x_{1,\text{min}} - \frac{x_{1,\text{min}}^3}{3} + C \left[ x_2(t - \tau^C) - x_{1,\text{min}} \right] + K \left[ x_2(t - \tau^K) - x_{1,\text{min}} \right]. \quad \text{(17b)}$$

Here one has to choose appropriate values for $x_2(t - \tau^C)$ and $x_2(t - \tau^K)$.

Now we assume that the self-coupling delay $\tau^K$ sets the period of the regular spiking leading to $T_{D\rightarrow A} = \tau^K - T_f$. Accordingly, the time $2\tau^C$ in Eq. (12) of $x_{1,\text{min}}$ has to be replaced by $\tau^K$. Then the condition derived from $y_{1,\text{end}} = y_{1,\text{min}}$, i.e., Eqs. (13) and (17b), and Eqs. (5) and (10) for the ISI lead
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Fig. 7. Analytical calculation of the interspike intervals of the spiking state with $\tau_C = 3$ and $C = 0.5$ using Eqs. (4), (5) and (9), (10). The delayed values $x_2(t - \tau_C)$ and $x_2(t - \tau_K)$ are chosen as $-1.3$ and $2$. Other parameters as in Fig. 2.

to Fig. 7 that displays the analytically calculated ISIs. The delayed values $x_2(t - \tau_C)$ and $x_2(t - \tau_K)$ are chosen as $-1.3$ and $2$, i.e., as points A and B in Fig. 4(b), respectively. This figure is in good agreement with Fig. 5, which shows the numerically simulated ISIs. Not only the location of the coherence tongues are reproduced by the analytical formulas, but also their widths are in good agreement.

4. Nonidentical self-coupling delays

As one can see from the previous analysis, the dynamics of system (2) exhibits a variety of different solutions already for the simplifying restriction $\tau_K^1 = \tau_K^2 = \tau_K$. In what follows we will consider $\tau_K^1 \neq \tau_K^2$, in which case one can expect even richer dynamics. The initial conditions are kept as before, i.e., one subsystem is initialized with a one-time excitation.

In Fig. 8, ISI diagrams in the $(K, \tau_K^1)$-parameter space are plotted for $C = 0.5$, $\tau_C = 3$, and $\tau_K^2 = 2$ in color code. Again, white areas correspond to those solutions for which the ISI standard deviation is larger than a threshold value set to 0.02. The colored areas refer to parameters, for which coherent oscillations similar to a period-1 orbit appear, associated with a single spike during one period.

Comparing Fig. 8 with Fig. 5, i.e., the case of equal self-feedback delays, one finds common features like resonances or a boundary of the $T = 2\tau_C$ periodic dynamics at small $K$. A closer look, however, reveals also distinct differences. Some of the parameter regions of coherent spiking appear as tongues at specific ratios of the delays. This time, the regions with $\tau_K^1 = \tau_K^2$ and $\tau_K^1 = 2\tau_K^2$ are more pronounced than for $\tau_K^1 = \tau_C$. The reason is that now the fixed self-coupling delay $\tau_K^2$ sets the basic timescale.

Using the same argument as in Sec. 3 we can derive resonance conditions similar to Eq. (3). Namely, we need to require resonance for all pairs of the coupling delays: (i) $\tau_K^1$ and $2\tau_C$, (ii) $\tau_K^2$ and $2\tau_C$, as well as (iii) $\tau_K^1$ and $\tau_K^2$. The first two assumptions yield, as before,

$$N_1^C 2\tau_C = N_1^K \tau_K^1$$  \hspace{1cm} (18)

with irreducible integers $N_1^C / N_1^K$, and

$$N_2^C 2\tau_C = N_2^K \tau_K^2$$  \hspace{1cm} (19)

with irreducible integers $N_2^C / N_2^K$. Furthermore, Eq. (18) divided by Eq. (19) immediately leads to

$$N_1 \tau_K^1 = N_2 \tau_K^2$$  \hspace{1cm} (20)

with $N_1 = N_2^C N_1^K / d$ and $N_2 = N_2^C N_1^K / d$, where $d$ is the greatest common divisor of $N_2^C N_1^K$ and $N_2^C N_1^K$. Therefore, if the relations (18) and (19) are satisfied, system (2) performs coherent spiking. Note that for
any three rational numbers $\tau^C$, $\tau^K_1$, and $\tau^K_2$ there always exist corresponding integers $N^C_1$, $N^K_1$, $N^C_2$, $N^K_2$, $N_1$ and $N_2$, for which the Eqs. (18)-(20) hold.

The period of the coherent solution is also obtained by analogy with the previous case. First, we find from Eqs. (18) and (19)

$$T_1 = \frac{2\tau^C}{N^K_1} = \frac{\tau^K_1}{N^C_1},$$

(21)

$$T_2 = \frac{2\tau^C}{N^K_2} = \frac{\tau^K_2}{N^C_2},$$

(22)

Finally using Eq. (20) we have

$$T_3 = \frac{\tau^K_1}{N_1} = \frac{\tau^K_2}{N_2}.$$

(23)

Thus, the estimated period is

$$T = \min\{T_1, T_2, T_3\}.$$  

(24)

As a consequence, if $N^K_1$, $N^K_2$, $N^C$, $N_1$, and $N_2$ are large, the estimated oscillation period becomes small. Then the coherent solution cannot be realized due to the refractory phase of the neural subsystems.

In order to determine the width of the areas for coherent spiking in the $(K, \tau^K_1)$-plane, we use a similar reasoning as before. From Eqs. (18) and (20) we get

$$\left|N^K_1 \left(\tau^K_1 \pm \frac{\Delta \tau^K_1}{2}\right) - N^C_2 \tau^C\right| \leq \frac{T_f}{2}$$

(25)

and

$$\left|N_1 \left(\tau^K_1 \pm \frac{\Delta \tau^K_1}{2}\right) - N_2 \tau^K_2\right| \leq \frac{T_f}{2},$$

(26)

respectively. As a result, the width of the regular spiking regime simplifies to

$$|\Delta \tau^K_1| \leq \min \left\{ \frac{T_f}{N^K_1}, \frac{T_f}{N_1} \right\}.$$  

(27)

Figure 9 shows the analytical estimate for the tongues of coherent spiking corresponding to Eqs. (18) and (19). The region for the solution of period $T \approx 2\tau^C$ is obtained numerically at small feedback gains $K$. There is a good correspondence to Fig. 8, however, some approximated regions for solutions with small
Fig. 9. Analytical approximation of tongues for coherent spiking with period less than $2\tau^C$ in the $(K, \tau^K_1)$-plane ($\tau^C = 3, \tau^K_2 = 2$). The firing time $T_f$ is set to 0.38 (see Appendix 1). The yellow region for the solution of period $2\tau^C$ at small $K$ is calculated numerically. Other parameters as in Fig. 2.

periods are wider than the simulated ones. The reason is that the approximation for the firing time $T_f$, given by Eq. (A.1), is still too rough. For small periods, the solution looks as exemplarily depicted in Fig. 10 and the derivation for $T_f$ does not hold anymore.

Fig. 10. Time series and phase portrait of the first subsystem variables $x_1$ and $y_1$ as blue and red curves for the periodic solution with period $T \approx 0.5$. Self-coupling parameters: $K = 0.5, \tau^K_1 = 0.5, \tau^K_2 = 2$. Other parameters as in Fig. 2.

As a generalization of our previous analytical approach, we can derive a relation between all three delay times in general form. Provided that the parameters $C$ and $K$ are large enough to yield superthreshold excitation, the spike of the first neuron at time $t$ will induce spikes at times $t+\tau^K_1$ and $t+2\tau^C$. Similarly the second neuron will spike at time $t+\tau^C$, as well as at times $t+\tau^C+\tau^K_2, t+\tau^C+2\tau^K_2, t+\tau^C+3\tau^K_2, \ldots$. Thus, the first subsystem will get also excitation impulses at times $t+2\tau^C+\tau^K_2, t+2\tau^C+2\tau^K_2, t+2\tau^C+3\tau^K_2, \ldots$, and so on. From this we get

$$m_1\tau^K_1 = l_1(2\tau^C + n_1\tau^K_2), \quad (28)$$

where $l_1, m_1, n_1$ are arbitrary positive integers. The same discussion is applicable for the second subsystem, and therefore we can also write down the symmetric condition

$$n_2\tau^K_2 = l_2(2\tau^C + m_2\tau^K_1) \quad (29)$$
with positive integers $l_2, m_2, n_2$. Adding Eqs. (28) and (29) we derive
\[ 2(l_1 + l_2)\tau^C = (m_1 - l_2 m_2)\tau^K_1 + (n_2 - l_1 n_1)\tau^K_2. \]
Denoting $\bar{l} = 2(l_1 + l_2)/d$, $\bar{m} = (m_1 - l_2 m_2)/d$, and $\bar{n} = (n_2 - l_1 n_1)/d$, where $d$ is the greatest common divisor of the three numbers $2(l_1 + l_2)$, $m_1 - l_2 m_2$, and $n_2 - l_1 n_1$, we get
\[ \bar{l}\tau^C = \bar{m}\tau^K_1 + \bar{n}\tau^K_2 \quad (30) \]
with integers $\bar{l} > 0$, and $\bar{m}$, $\bar{n}$ being of any sign. Note that Eq. (30) can also be obtained directly from adding or subtracting Eqs. (18) and (19).

At last, by moving all the terms onto one side of the equation and relabeling, Eq. (30) can be rewritten in the general form:
\[ l\tau^C + m\tau^K_1 + n\tau^K_2 = 0, \quad (31) \]
where $l, m, n$ are arbitrary integers of any sign. It should be mentioned that the relation similar to Eq. (31) was obtained in Ref. [Zigzag et al., 2009] for a two-dimensional time-discrete system with several non-equal delays.

If we fix $\tau^C$, Eq. (31) defines different lines in the $(\tau^K_1, \tau^K_2)$-plane, depending on $l, m, n$. Figure 11(a) visualizes multiple combinations as black lines on top of the ISI $T$ shown in color code. The regions, in which periodic solutions were found numerically, accumulate along the lines that are given by Eq. (31). In Fig. 11(b) these analytically obtained conditions are separately shown including the values of $l, m, n$. The analytical results are in excellent agreement with the numerical calculations.

5. Bursting and autocorrelation function

In Fig. 11(a) of the previous section, the lines obtained analytically from the resonance condition (31) agree very well with the numerical results on the ISI of regular spiking. However, the regions of periodic spiking fill only a part of the parameter plane. The ISI approach does not allow for an analysis of bursting-type solutions. There, the time series exhibits bunched spiking patterns and thus different timescales.

Therefore, we consider the autocorrelation function (ACF) $\Psi(s)$ as an alternative tool for the analysis of the coupled system dynamics [Hauschildt et al., 2006]. The ACF $\Psi(s)$ of an arbitrary time series $x(t)$ is
defined as

\[ \Psi(s) = \frac{1}{\sigma^2} \langle [x(t-s) - \langle x \rangle][x(t) - \langle x \rangle] \rangle, \tag{32} \]

where the averages \( \langle \cdot \rangle \) are calculated over the whole simulated time interval. The value \( \sigma \) denotes the standard deviation of \( x(t) \), i.e., \( \sigma^2 = \langle [x(t) - \langle x \rangle]^2 \rangle \).

To determine whether a given solution shows quasi-periodic neural activity, we calculate the ACF \( \Psi(s) \) of \( x_1(t) \), which has several maxima. The first, trivial maximum is, obviously, obtained at \( s = 0 \) and equals 1. The second largest maximum marks the best coincidence between the original and the shifted time series, and is found for \( s = s^* \), which characterizes the length of the repeated (periodic or quasi-periodic) pattern, and in case of periodic spiking equals the ISI.

The result of this alternative analysis based on the ACF is depicted in Fig. 12. In this figure, the resonances of Eq. (31) (Fig. 11(b)) are fully visible and well separated from each other, cf. the yellow and red areas in Fig. 12 that are missing in Fig. 11(a).

The ACF allows for investigation of both periodic and quasi-periodic behavior. Figure 13 shows time series and phase space projections for bursting-type solutions. Since the time series consists of repeated bunches of spikes, the mean interspike interval is no longer a good measure. This is due to two different timescales in the activator variables \( x_1 \) and \( x_2 \). To investigate this bursting-type behavior we use again the ACF analysis.

Figure 14(b) displays the ACF of the time series from Fig. 13. In Fig. 14(a) the time series for the first activator \( x_1 \) is shown again for convenience and Fig. 14(b) presents the ACF \( \Psi(s) \). It can be seen that the ACF approaches unity for the second time – after the trivial perfect correlation at \( s = 0 \) – at a displacement of \( s = s^* \approx 2.01 \), which equals the repetition period of the bursting pattern. The bursts can also be resolved by the ACF as the fast oscillations. To conclude, the ACF enables to distinguish between inter-burst and intra-burst timescales.

6. Conclusion

We have investigated effects of heterogeneous time delays for mutual and self-coupling of a simple network motif that consists of two neural systems. This setup is realized by two delay-coupled elements of FitzHugh-Nagumo type, which is a paradigmatic model of neural interaction. The two subsystems operate in the excitable regime, and excitation occurs due to the incoming delayed signals via both mutual and self-coupling.

At first, we have considered identical self-coupling delays and analyzed the regular periodic dynamics...
Fig. 13. Time series (a, d) and phase space projections (b, c, e, f) of $x_1, y_1$ and $x_2, y_2$ for the bursting-type solution of the system (2) with $K = 0.5, \tau_1^K = 2.2, \tau_2^K = 2$. Other parameters as in Fig. 2.

Fig. 14. (a) Time series of the first activator $x_1$ and (b) its autocorrelation function $\Psi$, for the same solution as in the Fig. 13. The dotted horizontal line in panel (b) refers to the chosen threshold for correlation detection. Other parameters as in Fig. 2.

on the basis of the mean interspike interval. For small feedback strengths, the system exhibits regular behavior with the period of about twice the mutual coupling delay. With increasing feedback strength, however, the self-feedback term becomes stronger and the system can perform more frequent spikes due to this additional source of excitation. This happens if the mutual coupling and self-feedback delays are in resonance. In the parameter plane of self-coupling delay and strength, the regions where the regular oscillations exist, resemble stripes emerging from the resonance with the mutual coupling delays. We have provided an analytical formula for these resonance conditions and the period of the synchronized oscillations. A comparison with numerical simulations shows excellent agreement.

Next, we have focused on the case of non-identical self-coupling delays. We have considered two-dimensional projections of the parameter space and measured the regularity of the dynamics by the mean interspike interval as well as by the autocorrelation function. Similar to the case of identical self-coupling delays, we observe synchronized periodic dynamics, if the three delay times satisfy a resonance condition.
We have also derived a formula for the period of the synchronized regular dynamics, and compared the theoretical results with our numerical simulations.

Finally, we have studied bursts of subsequent excitation spikes. To identify such solutions the measure of interspike intervals is not appropriate any more, and we have used the autocorrelation function as an alternative tool for the analysis of the dynamics.

In conclusion, we have shown that heterogeneous time delays give rise to regular synchronization patterns of different periods, which depend upon resonance conditions of the involved time delays.

We have restricted our investigations to local dynamics of type-II excitability related to a Hopf bifurcation (FitzHugh-Nagumo model). It is also interesting to consider other models describing, for instance, type-I excitability involving a saddle-node bifurcation on an invariant cycle or physiologically oriented models such as Hodgkin-Huxley- or Morris-Lecar-like equations, but those studies are beyond the scope of the present paper. Another important direction for future research is to increase the number of elements. First approaches to study delayed coupling in large networks have already been reported (see references in Sec. 1). In principle, the results of the presented work can also be applied to coupled systems of more than two elements. Then one has to carefully analyze the combinatorics of the various exciting self-feedback and cross-coupling pulses based on the given network topology. In the case of networks, asymmetries in the coupling strengths can also become important, e.g., if multiple subthreshold excitations accumulate. In addition, different coupling strengths play a crucial role in the presence of both excitatory and inhibitory connections in neural networks. In the presented study of two coupled elements, however, incoming pulses result in all-or-nothing events: if the signal is large enough, it will trigger a full-scale excitation. Otherwise, only a small, subthreshold excitation is possible.
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Appendix A Approximation of the firing time

The formula (7b) was derived only for a close to unity, i.e., close to the bifurcation point. For larger values of a, however, a similar estimate holds. In fact, the idea is to integrate in time along the right branch of the cubic nullcline from the point B to the point C (See Fig. 4). If a is close to 1, the coordinates of these points can be approximated by \(B(2, -2/3)\) and \(C(1, 2/3)\). For large a this approximation is rather bad.

To improve the formula one can do the following. The x-coordinate of point A cannot exceed \(-a\), because the cycle cannot cross the fixed point \(P(-a, a^3/3 - a)\). Therefore, the maximum coordinates for A are approximately \((-a, a^3/3 - a)\). Since the transition from the left branch to the right branch of the cubic nullcline happens almost instantaneously, the y-coordinate of B could also be approximated as \(a^3/3 - a\). This yields \(B = (a/2 + \sqrt{12 - 3a^2}/2, a^3/3 - a)\).

To calculate the coordinates of the point C we proceed as follows. Since the periodic trajectory in Fig. 4(b) appears to be symmetric with respect to the origin \((0, 0)\), the y-coordinate of C can be obtained as \(a - a^3/3\), and hence \(C(a, a - a^3/3)\). This leads to the following improved approximation for the firing time \(T_f\)
REFERENCES

\[ T_f = \int_{x_B}^{x_C} \frac{1 - x_1^2}{x_1 + a} dx_1 \]  \hfill (A.1)

\[ = \frac{x_B^2 - x_C^2}{2} - a(x_B - x_C) + (a^2 - 1) \ln \frac{x_B + a}{x_C + a} \]  \hfill (A.2)

\[ = (a^2 - 1) \ln \frac{3a + \sqrt{12 - 3a^2}}{4a} - \frac{a}{4} \left( a + \sqrt{12 - 3a^2} \right) + \frac{3}{2}. \]  \hfill (A.3)

This yields a value of \( T_f \approx 0.38 \) for \( a = 1.3 \).
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