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Quantum coherence is the foundation of almost all departures from classical physics, and is exhibited when a quantum system is in a superposition of different basis states. Here the coherent superposition of three motional Fock states of a single trapped ion is experimentally certified, with a procedure that does not produce false positives. As the motional state cannot be directly interrogated, our scheme uses an interference pattern generated by projective measurement of the coupled qubit state. The minimum number of coherently superposed states is inferred from a series of threshold values based on analysis of the interference pattern. This demonstrates that high-level coherence can be verified and investigated with simple, nonideal control methods well-suited to noisy intermediate-scale quantum devices.

I. INTRODUCTION

A defining feature of quantum mechanics is the ability for a system to be in a coherent superposition of any set of conceivable states. Coherence between states of a natural basis underpins almost all deviation between the predictions of quantum and classical mechanics, however theoretical efforts to rigorously define and it are relatively recent [1–3]. Similar to entanglement, quantum coherence is recognised as a resource [4–6] that may be expended to realise desirable outcomes, such as improving the probability of success in quantum information algorithms [7–8] and phase-estimation metrology applications [9], the extraction of thermodynamic work [10], or the creation of nonequilibrium entropy [11].

Verification of coherence in classical systems is not limited by the inherent restriction of measurements in quantum systems, and the rigorous verification of quantum coherence requires mathematical tools similar to those developed in entanglement theory. Previous work on quantum coherence metrics has typically focused on producing a quantity determined by complete reconstruction of the density matrix [5–12]. In practice, the poor scaling of the number of precise measurements required to perform such state tomography renders it an unattractive prospect beyond small-dimensional systems. These measures also explore little of the concept of higher-order coherence [4–14], an analogue of multipartite entanglement, where the quantity of interest is the number of basis states that contribute to a quantum superposition. This multilevel coherence is known to be its own resource within certain quantum information processing operations [6], and is critical to the deeper understanding of quantum transport in regimes of partially coherent dynamics, both in solid-state physics [4] and transport processes on the boundary between coherent and dissipative dynamics [15–16].

Early efforts to quantify multilevel coherence required the ability to measure in bases that themselves contained some level of coherence [4–17]. As coherence is defined purely with respect to a basis, usually the only one available for measurements, achieving these schemes experimentally necessitated an extra coherent step. The tested state would undergo several assumed-coherent operations to map the ideal coherent measurement basis onto the actual, typically incoherent, basis of the measurement. Information derived from such experiments would then rely on these operations having been performed accurately. However, these same types of operations also form the state creation, which is what is being tested; the operations must therefore be both trusted and tested simultaneously. More recent schemes have sought to avoid these problems by ensuring that their coherence metrics provide a strict lower bound on the amount of higher-order coherence in a state, no matter how successfully intermediate operations were implemented [6]. Of particular interest is the ability to certify this coherence based only on an interference pattern [18], effectively enabling verification of multilevel coherence based on a projective measurement onto only one state. These schemes enable insight into coherence in systems inaccessible by measurement, without risking false positives from imperfect mapping operations. This is of particular interest for noisy intermediate-scale quantum devices, where verification of quantum properties is a laborious task.

Trapped ions are well established as media for quantum simulation [19–20], and high-precision metrology via quantum logic spectroscopy [21–22]. Additionally they are one of the leading candidates for a full-scale quantum computer [23–26]. Quantum information is encoded in trapped ions in two different forms. The coupled motion can be cooled into the quantum regime, and used as a means to drive entangling interactions between internal qubit states. Decoherence processes of the motional modes are among the dominant effects reducing quantum logic fidelities, making their classification and understanding imperative, however only the qubit states can be measured directly. While it is possible to fully reconstruct the density matrix and Wigner function of an arbitrary motional state [27], this requires a large number of measurements.

In this work, we experimentally certify the existence of multiple superposition elements in the motional state of a single trapped ion, using an interference pattern method derived from, and extending, ref. [18]. The only available projective measurement can distinguish the state of the coupled internal-state qubit, but not the different motional states, making it a more general operation than originally considered. We extend the theory by showing that the same method is valid for ar-
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arbitrary measurement operators, and experimentally show that coherence can be created and verified in the Fock basis of the motion of trapped ions using only the simplest operations on a noisy device.

II. IMPLEMENTATION

The system Hamiltonian of a single two-level ion in a harmonic trap, considering only a single motional mode with annihilation operator $\hat{a}$, is

$$\hat{H} = \frac{\hbar}{2} \nu_{eg} \hat{a}^\dagger \hat{a} + \nu_m \hat{a}^\dagger \hat{a}. \quad (1)$$

Here, $\nu_{eg}$ is the frequency separation of two qubit states |$g$⟩ and |$e$⟩, and $\nu_m$ the trap frequency, which gives the uniform separation of oscillator Fock states |$n$⟩ representing physical quanta of motion in the system. In principle the motional states can contain arbitrarily high levels of coherence, making them ideal candidates for investigation, though hampered by the lack of direct measurement available. The experimental aim is to create arbitrary superpositions of different Fock states in the motion, and certify their multilevel coherence properties using only simple operations and measurements of the qubit.

The qubit is mapped onto the $S_{1/2,m_j=1/2}$ quadrupole $\pi$ transition of a 40Ca$^+$ ion trapped in a linearrf trap. The motional states are the quantised levels of the axial mode, with a frequency separation $\nu_m \approx 1.1$ MHz. At the start of each experimental run, the ion is prepared in the |$g$, 0⟩ state by Doppler and sideband cooling, with a $98(2)\%$ probability of success. The qubit state is read out by a fluorescence measurement with electron shelving, giving a fidelity reliably above 99%.

Coherent population transfer between the qubit states is driven by a sub-1 kHz-linewidth diode laser tuned close to the qubit frequency $\nu_{eg} \approx 411$ THz. The motion-preserving carrier transition of the qubit has a coupling strength characterised by the Rabi frequency $\Omega$. Motion-altering transitions, achieved by detuning the drive by a multiple of the motional frequency, are additionally dependent on the Lamb–Dicke parameter $\eta = k\sqrt{\hbar/(4\pi m \nu_m)} \approx 0.09$, where $m$ is the ion mass and $k$ is the laser wavevector. This is inside the Lamb–Dicke regime of weak qubit–motion coupling, where the only three available processes are the carrier, and the red (blue) sideband that removes (adds) a phonon of motion when exciting the qubit. These two sidebands have coupling frequencies of $\eta \Omega \sqrt{n}$ when coupling the motional states |$n$⟩ and |$n$⟩, and so drive nonperiodic evolution. As they are weaker transitions, the two sidebands have significant undesired off-resonant effects from the presence of the nearby carrier, which reduce the fidelity of their operations. The AC Stark effect is mitigated by applying compensation pulses far-off-resonantly on the opposite side of the carrier, but there remain small-amplitude oscillations between the qubit states, which cannot reliably be nulled on completion of the pulse.

The motional superpositions are created using an extension to previous work that can synthesise any joint qubit–motion state in a single trapped ion [28, 29]. This takes advantage of how the |$g$, 0⟩ (|$e$, 0⟩) state is unaffected by the red (blue) sideband, and is illustrated in fig. 1. Considering the operation in reverse and starting from the target state, the motional excitation is gradually stepped downwards either directly by a sideband pulse, or by combining two populations so that the next step may continue the descent. At the end, the adjoin of the sequence is taken to produce the forwards operation. Whenever the carrier is used, the population can be combined into either |$g$⟩ or |$e$⟩ as in fig. 1, and at every step there are an infinite number of pulse lengths that will achieve the desired population transfer. It may be advantageous to choose a longer early pulse, or prefer combining population in one qubit state over the other, in order to realise time gains later. After an initial candidate solution is found by arbitrarily resolving the choices, the minimal-time solution can be found by recursively trying every path, and pruning solutions that become too long.

After creation of a state, the motional populations can be measured by a Rabi-type experiment; the blue sideband is applied for a varying amount of time, followed by a projective measurement on the qubit. This produces an oscillatory pattern, shown in fig. 2 for the state (|$g$, 0⟩ + |$g$, 1⟩ + |$g$, 2⟩)/$\sqrt{3}$, containing components at frequencies proportional to $\sqrt{n+1}$ for small numbers of phonons $n$, whose amplitude is equal to the population in the respective motional state. This does not give any information about the coherence properties of the state however.

III. COHERENCE CERTIFIER

The coherence of a system is defined with respect to a particular basis. The eigenstates of the system Hamiltonian are a
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natural choice, typically having a clear physical interpretation, and are often the only readily accessible measurement basis. A pure state $|\psi\rangle = \sum_j \zeta_j |j\rangle$ is commonly called $k$-coherent in a basis $\{|j\rangle\}$ if there are at least $k$ nonzero coefficients $\zeta_j$. A mixed state $\rho$ is then $k$-coherent if there is no pure-state decomposition $\rho = \sum_i q_i |\psi_i\rangle \langle \psi_i|$ without at least one of the $|\psi_i\rangle$ being $k$-coherent and having nonzero probability $q_i$. This is similar to equivalent definitions used when classifying entanglement [30], and produces a discrete hierarchy for coherence.

A coherence metric is a single number, measurable by a simple experiment, that imparts some information on the coherence level of the given state. For a certifier, any concrete result must be unimpeachable. The responsibility is principally to ensure that a false positive can never occur, and only within this to maximise the information returned. A statistic of an experiment may certify coherence if, for each level of coherence, there is a theoretically maximal value achievable by any state at this level, and these values strictly increase with respect to the level. The maximal values then form a series of thresholds: measuring a value greater than is possible for a $k$-coherent state unambiguously implies that the state was at least $(k+1)$-coherent. We call the certifier robust if, in addition, there is no possible error in its measurement that could cause it to exceed a threshold it would not exceed with perfect measurement. A robust coherence certifier may not always be able to certify the actual level of coherence, but it will always provide a lower bound.

### A. Interference-Pattern Methods

Interference patterns are well known as a tool for certifying quantum coherence between two states. Any evidence of oscillatory behaviour in the common Ramsey experiment on a quantum system is sufficient to verify 2-coherence. It is desirable to continue in this vein; interference patterns are a function of only one control parameter and are produced by simple projective measurements onto one basis state, so are easily experimentally achievable.

The particular interference patterns considered here are higher-order extensions of the Ramsey experiment. An input state $\rho$ to be tested for coherence undergoes evolution through a Hamiltonian with a single controllable parameter, before a predetermined pulse sequence is applied to map the coherent basis of interest back to the measurement basis. The dynamics of this measurement with respect to the control parameter determine the interference pattern. Here, as the system under consideration is a harmonic oscillator, the dynamics $\hat{U}_k$ are free evolution under eq. (1), and the control parameter is the phase $\phi$ of the period of oscillation. Explicitly, the interference pattern is

$$p(\phi) = \langle \chi | \hat{U}_m \hat{U}_k(\phi) \rho \hat{U}_k^\dagger(\phi) \hat{U}_m^\dagger | \chi \rangle$$

(2)

where $\hat{U}_m$ is the operation mapping the coherent basis to the measurement basis, and $|\chi\rangle$ is the basis state whose population is measured. In the special case of the two-state Ramsey sequence, an optimal measurement mapping is the adjoint of the operation used to create the initial superposition.

In degenerate systems, it is more appropriate to use an easily realised evolution Hamiltonian that breaks the degeneracy. For example, in a system of $d$ qubits with the coherence defined over the product of $z$-basis eigenstates, the Hamiltonian $\hat{R}_1(\phi) \hat{R}_2(2\phi) \cdots \hat{R}_d(2^{d-1}\phi)$, where $\hat{R}_k(\phi)$ is a $z$-rotation by $\phi$ of qubit $k$, can be realised with only single-qubit operations. Under this evolution each basis element, such as $|011\rangle$ or $|101\rangle$, would gain a phase equal to $\phi$ multiplied by the binary value.
of its label, permitting a full-contrast interference pattern.

The certifier $C$ used here is a function of normalised moments

$$M_n = \frac{1}{2\pi} \int_0^{2\pi} p(\phi)^n d\phi,$$

of this interference pattern. No single moment is suitable taken alone, however the ratio

$$C = \frac{M_3}{M_1^2},$$

satisfies the requisites \[18\]. It requires the pattern to be evaluated at only a few different free-evolution phases for good statistics, as it relies only on low-order moments. Obtaining a value of $C$ greater than 1 requires 2-coherence, greater than $5/4 = 1.25$ requires 3-coherence, and greater than $179/96 \approx 1.86$ is necessary to certify 4-coherence in a Hilbert space of arbitrary dimension \[18\].

**B. General Measurements**

Although the coherence metric is resilient to imperfect operations during the measurement-mapping procedure, the analysis of ref. \[18\] is valid only when the actual measurement is a projection onto a single basis state. In order to be used for coupled systems, it must first be shown that the same hierarchical structure of the threshold values applies for measurements beyond simple projections. This can be demonstrated by showing that the thresholds for determining certain levels of coherence remain the same, regardless of the type of measurement.

The interference pattern in eq. (2) is generalised to

$$p(\phi) = \text{Tr}[\hat{A}\hat{U}_n\hat{U}_n(\phi)\hat{U}_n^\dagger(\phi)\hat{U}_n^\dagger],$$

where $\hat{A}$ is an element of a positive operator-valued measure (POVM). Projections onto a single basis state are rank-1 matrices with $\hat{A} = |\chi\rangle\langle\chi|$, for a measurement-basis state $|\chi\rangle$. The only measurement available in the ion trap is a projective measurement on the qubit state only, such as $\hat{A} = |g\rangle\langle g| \otimes \hat{I}_{\text{mot}}$, where $\hat{I}_{\text{mot}}$ is the identity operator on the motional space. This is a type of higher-rank projective measurement, but the proof is applicable to general measurements.

As in ref. \[18\], the analysis is performed in terms of a harmonic oscillator with eigenstates $\{|n\rangle\}$. Any periodic free-evolution can be modelled as such by inserting non-interacting states with the otherwise-absent intermediate energy levels. This includes Hilbert spaces with tensor-product structure, as in trapped ions, by relabelling the states with a single index $n$. Using the decompositions $\rho = \sum_{m,n} \rho_{mn} |n\rangle\langle m|$ and $\hat{A} = \sum_{n,m} A_{nm} |n\rangle\langle m|$, the interference pattern can be written as

$$p(\phi) = \sum_n \rho_{nn} A_{nn} + 2 \sum_{n>m} |\rho_{mn} A_{nm}| \cos((n-m)\phi + \theta_{nm}),$$

where $\theta_{nm}$ is the complex phase of $\rho_{mn} A_{nm}$.

In this form, the value of the first moment of the interference pattern $M_1$ is the sum of the $\phi$-independent terms. The only nonzero terms of the moment $M_1$ are each proportional to $\cos(\theta_{n_1,m_1} \pm \theta_{n_2,m_2} \pm \cdots)$, so the certifier $C$ will reach a maximal value when all the $\theta$ are zero, and $\rho$ and $\hat{A}$ can be taken as real-symmetric matrices without loss of generality in determining threshold values.

The maximum achievable value of $C$ for a 2-coherent state under these general measurements can be verified analytically. To be less than 3-coherent, $\rho$ may have at most two nonzero diagonal elements in the coherence basis, and one upper-triangular off-diagonal entry. The value of $C$ is not dependent on particular energy levels, so for simplicity these are labelled 0 and 1. The convexity of $C$ is unaffected by the general measurement, so it is sufficient to consider only pure states. The state can be parametrised by a real value $0 \leq x \leq 1$ as $\sqrt{x}|0\rangle + \sqrt{1-x}|1\rangle$. The value of the certifier is then

$$C = xA_{00} + (1-x)A_{11} + \frac{6x(1-x)A_{01}^2}{xA_{00} + (1-x)A_{11}}.$$  

In order for the measurement operator to be a valid POVM value, the two diagonal elements must individually be between 0 and 1, and the off-diagonal element must satisfy

$$A_{01} \leq \min\{A_{00}A_{11}, (1-A_{00})(1-A_{11})\}.$$  

It is clear that if $x$, $A_{00}$ or $A_{11}$ are either 0 or 1 exactly, this is equivalent to the incoherent case, and the maximum value of $C$ is 1. Further, $C$ is always maximised by maximising the magnitude of the off-diagonal element $A_{01}$, and so only the equality in eq. (9) need be considered. The two branches of the minimum correspond to using $\hat{A}$ or $1-\hat{A}$ as the measurement, so without loss of generality it is possible to consider only $A_{01} = A_{00}A_{11}$ and $A_{00} + A_{11} \leq 1$.

The maximal value of $C$ can be found from eq. (7), using the method of Lagrangian multipliers with the constraints $0 < x < A_{00}, A_{11} < 1$ and $A_{00} + A_{11} \leq 1$. Only the latter bound can be tight, so the Lagrangian can be written as

$$\mathcal{L} = C - \lambda (A_{00} + A_{11} - 1),$$

with $\lambda \geq 0$. The derivative with respect to $A_{00}$ is

$$\frac{\partial \mathcal{L}}{\partial A_{00}} = x^2 A_{00}^2 + 2x(1-x)A_{00}A_{11} + 7(1-x)^2 A_{11}^2 - \lambda,$$

and the derivative with respect to $A_{11}$ is the same under the transformations $x \to 1-x$ and $A_{00} \leftrightarrow A_{11}$. Under the constraints, the fraction is strictly greater than zero, so when also satisfying the complementary slackness condition $\lambda(A_{00} + A_{11} - 1) = 0$, the stationary points of the Lagrangian all have $A_{11} = 1 - A_{00}$. With this, the optimal measurement operator can be written in the $\{|0\rangle, |1\rangle\}$ basis as

$$\hat{A} = \left(\frac{A_{00}}{\sqrt{A_{00}(1-A_{00})}}, \sqrt{A_{00}(1-A_{00})} \frac{1-A_{00}}{A_{00}}\right),$$

or similarly in the full coherence basis with padding zeros in all other positions. This is exactly the form of a rank-1.
projective measurement on the state $\sqrt{A_{00}} |0\rangle + \sqrt{1-A_{00}} |1\rangle$, and consequently the maximal value of $C$ obtainable with a general measurement on a 2-coherent state remains $5/4$, using the proofs given in ref. [13]. It is therefore sufficient to observe a value of $C$ greater than $5/4$ to certify that the underlying state is at least 3-coherent, no matter the type of measurement used. Numerical optimisations are strongly suggestive that the thresholds remain the same for all orders of multilevel coherence. Details of how these were performed may be found in Appendix A.

### C. Measurement-Mapping Sequences

With the impossibility of a false positive proved, attention must now be given to maximising the amount of conclusive information that is returned. The only available measurement in the ion-trap system can distinguish the two qubit states, but not the motional basis states by which the superpositions are defined. This is a type of high-rank projective measurement, which were shown to have worse performance than rank-1 projectors in the previous section. The qubit measurement can be converted into an effective rank-1 projective measurement by using a measurement-mapping operation that maps the expected state onto one qubit state, and the rest of the space spanned by the free evolution of the expected state onto the other qubit state.

The standard two-state Ramsey experiment achieves this for a target state of $\langle g, 0 \rangle + \langle g, 1 \rangle$/$\sqrt{2}$, using a measurement mapping that is the inverse of the simplest creation protocol. This simple inversion is insufficient in general, however, as the adjoint of the creation operation does not necessarily map states that are orthogonal to the target into the other qubit state. For a target state with $n > 2$ populated motional superposition elements, the mapping will need to map several different motional states to one qubit state. Only states that are orthogonal to the target and reachable by free evolution need be considered. As an example, the measurement mapping $U_m$ for a target state $(\langle g, 0 \rangle + \langle g, 1 \rangle + \langle g, 2 \rangle)/\sqrt{3}$ should satisfy

$$U_m(\langle g, 0 \rangle + \langle g, 1 \rangle + \langle g, 2 \rangle) \propto \{ e, \lambda_1 \},$$

$$U_m(\langle g, 0 \rangle - 2\langle g, 1 \rangle + \langle g, 2 \rangle) \propto \{ g, \lambda_2 \},$$

and states with more than two phonons do not need to be accounted for directly. Any choice of the motional states $\{ \lambda_i \}$, with any amount of coherence, is equally efficient under an ideal realisation, as the motion will be completely traced out by the qubit projective measurement. Similarly, the exact choice of basis of the target-orthogonal space on the left-hand side of eq. (12) is arbitrary, as satisfying the equation will result in any orthogonal state being mapped to the qubit state $|g\rangle$ by linearity. Beyond this, the efficiency of returning conclusive information from the certifier is dependent on the error characteristics of the particular experiment. As with entanglement witnesses, the greater the deviation of the given state from the expectation, or the error per coherent operation, the less concrete information the method is likely to be able to return.

A sequence of sideband pulses producing dynamics satisfying eq. (12) was found for each target state presented here. The error in such a map is the total probability that a measurement taken after the map is applied to one of the states in eq. (12) would not produce the desired value. The sequences were found by numerical minimisation of this error over the duration and phase of each pulse in a variety of candidate sequences. In practice, many sequences exist that result in a probability consistent with zero to a tolerance of $10^{-10}$, so the mappings requiring the fewest pulses and the shortest absolute times per shot were chosen to minimise the accumulation of errors from frequency and power drifts. The first pulse is typically the inverse of the last step of the corresponding creation sequence, reducing the highest-occupied phonon state by one. Subsequent pulses usually alternate between the carrier and a motion-modifying sideband, such that the phonon count never rises above its initial maximum.

The particular sequence of pulses used to create the target state $(\langle g, 0 \rangle + \langle g, 1 \rangle + \langle g, 2 \rangle)/\sqrt{3}$ is shown in Table I along with the subsequent measurement-mapping sequence. The specifications of sequences for other states are presented in Appendix B, and in machine-readable format in the Supplemental Information [31].

To produce the interference pattern, a period of phase evolution $U_t(\phi)$ under the system Hamiltonian eq. (1) must be implemented. In any reference frame, this evolution manifests itself as a phase offset to the applied laser field producing the interactions; one interpretation is that the laser phase advancement is paused while it is not interacting with the ion. In practice one can apply an arbitrary phase offset to the laser field, allowing any free-evolution phase-accumulation to be applied in constant time. When applying a free-evolution phase of $\phi$, all following red-sideband pulses are phase-shifted by $-\phi$, while all blue-sideband pulses are offset by $\phi$, and the carrier is untouched. This free-evolution period is imposed between the state creation and measurement-mapping sequences, so only the final five pulses in Table I are affected, for example. This is the same operation as pausing the laser evolution, except for time-dependent noise processes which are relevant to determining the duration for which coherence remains, but not to the certification of its initial presence.

### IV. Experimental Results

The two-element superposition state $(\langle g, 1 \rangle + \langle g, 2 \rangle)/\sqrt{2}$ was used to initially demonstrate the procedures for preparation and coherence certification of arbitrary motional states. This state was chosen as it is the lowest-excitation two-element superposition state that requires basis-element populations to interact coherently during the creation, and that does not give a full-visibility interference pattern when the mapping operation is the inverse of the creation. For an idealised realisation of this state, this naïve choice of measurement-mapping sequence can only produce an interference pattern with a theoretical maximum peak-to-peak visibility of $\approx 0.88$. Instead, the more rigorous measurement-mapping sequences described in section IIIC were used to give the full-visibility pattern seen in
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The value of $C$ of 1.090(12) is, as expected, less than the 3-coherence threshold of $5/4 = 1.25$, which no 2-coherent state can exceed. After preparing the state using the method of section II, the populations of $|g, 0\rangle$ and $|g, 1\rangle$ were estimated to be $54.7(14)\%$ and $38.0(13)\%$, respectively, with $7.2(16)\%$ outside these targeted basis elements. These population numbers and associated 1-$\sigma$ confidence bounds were found by maximum-likelihood estimation using the blue-sideband-probe technique. The population outside the desired basis elements caused the visibility of the measured interference pattern to be slightly reduced, which, along with other imperfections in implementation, prevented the derived value of $C$ from reaching its maximal value.

Evidence of any oscillation is sufficient to certify 2-coherence, allowing verification even with poor choices of measurement-mapping sequences. This is not the case for higher-order coherence. For the state $(|g, 0\rangle + |g, 1\rangle + |g, 2\rangle)/\sqrt{3}$, if the mapping is again the inverse of the state-creation sequence, the certifier has a theoretical maximal value of $C \approx 0.92$. This is significantly below the threshold to certify 3-coherence, in part because the peak-to-peak visibility of the pattern could not exceed $\approx 0.68$. Instead, the optimised measurement mapping specified in table II was used, with the resulting interference-pattern shown in fig. 3(b). This gave a measured value of $C = 1.54(2)$, above the threshold of 1.25, unequivocally certifying the state as 3-coherent in the motional basis. The maximal value, produced with perfect creation and measurement mapping, is $47/27 \approx 1.74$. This particular measurement illustrates the robustness of the metric to imperfect measurement-mapping operations. Immediately after state preparation, the populations in the three targeted basis elements $|g, 0\rangle$, $|g, 1\rangle$ and $|g, 2\rangle$ were $33(2)\%$, $30(2)\%$ and $33(2)\%$, respectively, and the remaining $4.7(14)\%$ was in other states only intended to be populated during the creation algorithm. These values were derived from the data in fig. 2.

The solid grey curves in fig. 3 are from a numerical simulation of the state creation and certification process. These simulations include the effects of off-resonant driving of the carrier when sideband transitions are addressed, which reduce the value of $C$ expected for the 3-coherent state to 1.69 for the experimental parameters used. This model is not however statistically consistent with the measured data at the 1-$\sigma$ level, most likely due to miscalibration and drift of parameters over the course of the experiment, as well as non-ideal initial preparation of the motional ground state. The certifier is especially sensitive to detuning errors: for the carrier Rabi frequency of 90kHz used in the experiment, a miscalibration of the carrier or trap frequencies by less than 1kHz would reduce the maximum value obtainable by the certifier below the 3-coherence threshold. Alternatively, an initial thermal state defined by $\bar{n} = 0.02$ would reduce $C$ to 1.65 in the absence of parameter errors. Despite this demonstrable presence of uncontrolled imperfections, the certifier was still able to certify unambiguously that 3-coherence had been created.

It is to be expected that higher orders of coherence are more difficult to create and certify. Figure 3(c) shows the interference pattern resulting from the attempted creation and measurement of an equal, in-phase 4-element superposition of $|g, 0\rangle$ through $|g, 3\rangle$. The measured interference-pattern data only achieved $C = 1.35(3)$, below the 4-coherence threshold of $179/96 \approx 1.86$. This is an inconclusive result: it is possible that the state was 4-coherent immediately after creation, but imperfections in the mapping meant that this went unverified. The populations of the four basis elements were $29(2)\%$, $25(2)\%$, $21(2)\%$ and $22(2)\%$, respectively, with $3.7(14)\%$ outside the expected-state subspace. The nature of the creation sequences requires some degree of coherence to be present in order to achieve such population numbers, offering evidence in support of this hypothesis. To further illustrate this key point, the dashed blue line in fig. 3(c) is a simulated interference pattern resulting from the same mapping, implemented perfectly, applied to a 3-coherent motional state consistent with the estimated populations. The state was chosen to maximise the likelihood of measuring the given data, yet the resulting fit is not very convincing. This mismatch to the measured pattern shape is also suggestive that the underlying state was, in fact, 4-coherent, but a sufficient build-up of imperfections led to the moment ratio $C$ being less than the certification threshold. If one is prepared to relax the tolerance for certification from “beyond reasonable doubt” to a model-dependent “balance of probability”, this maximum-likelihood estimation extends the analysis without additional experimental cost. Exceeding a threshold with the certifier $C$ still, however, meets the former standard of proof, as was the case for the certification of 3-coherence in both this and the previous states.

| Transition | State creation | Measurement mapping |
|------------|----------------|---------------------|
|            | carrier red carrier red | red carrier red carrier red |
| Pulse length | 0.50 0.70 0.73 0.71 | 0.71 0.50 1.42 1.59 |
| Phase offset /$\pi$ | 0 $-0.50$ 1.00 0.50 | 0 0.71 $-0.29$ 0.10 0.72 |

TABLE I. Pulse sequence for creation and measurement mapping of target state $(|g, 0\rangle + |g, 1\rangle + |g, 2\rangle)/\sqrt{3}$. Only carrier and red sideband transitions are used. The pulse length is scaled relative to the oscillation frequency of the coupled pair that includes the motional $|0\rangle$ state, so that a value of 1 is the time taken to exchange $|g, 0\rangle \leftrightarrow |e, 0\rangle$ on the carrier and $|g, 1\rangle \leftrightarrow |e, 0\rangle$ on the red sideband. The given phase is applied as an offset, so that the set laser phase at the beginning of a pulse is offset relative to where it would have been had it oscillated freely at its transition frequency since the beginning of the experiment. The interference pattern is constructed by adding a varying phase offset on the red-sideband pulses during the measurement mapping.
Probability of excitation

(a) $(|1⟩ + |2⟩)/\sqrt{2}

$C = 1.090(12)$

(b) $(|0⟩ + |1⟩ + |2⟩)/\sqrt{3}$

$C = 1.54(2)$

(c) $(|0⟩ + |1⟩ + |2⟩ + |3⟩)/2$

$C = 1.35(3)$

Free-evolution phase

FIG. 3. Measured interference patterns (black crosses) for the motional states indicated, using the full measurement-mapping sequences calculated to give a theoretically maximal pattern visibility. The models (solid grey line) are numerical simulations using experimental parameter values measured during the trap calibration. In all cases, the target also has the qubit in the ground $|g⟩$ state. The typical Rabi frequency on the carrier was 90 kHz, and 400 shots were taken per plotted data point. The depicted probability errors are from the standard estimators of binomial distributions, and are mostly contained within the drawn points. The values of $C$ and their uncertainties are determined through numerical integration of the moments of the patterns, with statistical corrections to account for estimator bias. (a): the value of $C$ is greater than the threshold needed to unambiguously certify 2-coherence, although the clear oscillation would be a sufficient indicator regardless. (b): the value of $C$, 1.54(2), is sufficient to verify that the created state had least three coherent superposition elements. (c): the created state was intended to be 4-coherent, however the value of $C = 1.35(3)$ is only great enough to verify a 3-coherent state. The blue dashed line is a pattern from the 3-coherent state that best approximates the data while matching the known state populations from the blue-sideband scan, found numerically. The unconvincing fit suggests that the underlying state may well have been 4-coherent, even though the $C$-test was inconclusive.

V. DISCUSSION

In moving from a theoretical description of the coherence certifier to a physical realisation, it is important to recognise the potential violations of assumptions, to ensure that the failsafe nature of the metric is not contravened. Imperfections in realising the mapping operation $\hat{U}_{in}$ cannot result in measuring a value of $C$ in excess of the relevant threshold for any input state, provided that such imperfections are independent of the free-evolution phase $\phi$ [13]. It is worth considering how such a phase-dependent error might enter during the experiment, in order to be confident that no such effect has impacted the measurements. To illustrate with an extreme example, an incoherent state $|0⟩$ could be incorrectly measured as 2-coherent if the implemented mapping created a projection on to an evolution-phase-dependent state $\cos \phi |0⟩ + \sin \phi |1⟩$, or the state-distinction measurement had a time-dependent accuracy.

The particular method of effecting the free-evolution period by applying phase shifts to the laser fields eliminated several classes of time-dependent error. With no physical wait time, the duration of every shot of a given interference pattern was equal, preventing time-dependent drifts in controls from introducing extra features to the patterns. The free-evolution phase shifts were all added by the arbitrary waveform generator as part of the same procedure as fixing the phase of a sideband pulse in sequence, and consequently any error is independent of the magnitude of the intended shift. All other time-dependent variations were addressed by randomising the order in which the data points were taken. Each data point depicted in fig. 3 was derived from 400 individual shots. To create a pattern, four rasters through each set of free-evolution phases were taken, each providing 100 shots to every point, with the order of the phases randomised for each raster. Approximately, this converts any possible periodic drifts into incoherent white-noise processes spread evenly across the measurements.

While these particular steps severely limit the possibility of drift artificially inflating the measured value of the certifier, they do not affect systematic miscalibrations of the various transition frequencies. Severe but stable deviations from the two sideband frequencies could, in principle, lead to a phase dependence of the measurement mapping. These could arise either from imperfect compensation of the AC Stark effect, or from systematic mis-sets of the laser frequencies. The most noticeable effects of detuning from a sideband by an amount $\delta$ are a modification of the sideband Rabi frequency $\Omega'$ and a reduction in Rabi-flop visibility, both by a factor of $\sqrt{1 + \delta^2/\Omega'^2}$. This timing error results in the free-evolution phase-advancement operations applying two different erroneous phases to the sidebands, producing an incorrect mapping operation that depends on the amount of phase to be applied.

This can be detected principally by observing sideband probes similar to fig. 2 taken immediately after ground-state cooling with less-than-unity visibility. Frequency fluctuation measurements in the trap suggested deviations in the sideband calibration frequency were less than $\delta/\Omega' = 0.15$ over the course of one experimental run. However, the time-dependent components of this drift were converted to incoherent processes by the aforementioned point randomisation, which in simulations completely dominated any remnant effects that might have overestimated the value of $C$. Similarly, any possible contributions from the small-amplitude high-frequency oscillations stemming from the nearby carrier transition are rendered incoherent by the drift of the relevant parameters, and consequently cannot cause $C$ to increase beyond a threshold.
A final consideration is the effect of incomplete statistics on the estimator of $C$. The individual shots of data making up the interference pattern are samples from independent Bernoulli distributions, and the estimator $\hat{C}$ and its uncertainty must be derived from these. A naïve estimator constructed by a direct discretisation of the integrals in the definition of the moments leads to

$$\hat{C}_{naive} = \frac{\sum_i w_i (\bar{\tilde{\gamma}}_i)^3}{(\sum_i w_i \bar{\tilde{\gamma}}_i)^2},$$

(13)

for numerical integration weights $\{w_i\}$ and excited-state probability estimators $\{\bar{\tilde{\gamma}}_i\}$. The integration weights chosen are predetermined, and depend only on the quadrature method to be used and the locations of the sampled free-evolution phases. However, the nonlinear dependence of this estimator on the $\bar{\tilde{\gamma}}_i$ results in it having a systematic bias upwards; for perfect observations of a state that achieves a threshold value of $C$, the estimated value $\hat{C}_{naive}$ would be more likely than not to produce a value that was too high, and this increase would not be accounted for by a simple lowest-order propagation of uncertainty. Instead, the estimator of $C$ and its standard deviation used in this work are derived from eq. (13) with additional bias-correction terms calculated from the method of moments [32] using estimators of the binomial distribution’s central moments up to and including the skewness [33]. At 400 shots-per-point, any remaining bias was found by Monte-Carlo simulation to be at an order of magnitude smaller than the quoted uncertainties. Full details of the statistical estimators used are presented in Appendix C.

VI. CONCLUSION

Multilevel coherence can be unambiguously certified by interference-pattern experiments which vary a single parameter, even in cases where the physical system of interest is not accessible to direct measurement. These methods only require an available measurement on any coupled system, and are robust against imperfections in the implementation of coherent manipulations mapping the target system to the measurement basis. With the exception of poor measurement statistics, they cannot produce a false positive. In cases where the certification test is inconclusive at a particular level, additional maximum-likelihood estimation can be used to indicate whether it is probable that this degree of coherence was achieved, still based only on the interference pattern.

The motion of a single trapped ion can be controlled using only first-order sideband pulses to create nonclassical states that exhibit multilevel coherence. This can be unambiguously verified by measurements made only of the associated qubit system, similarly using only first-order coupling transitions. The simplicity of these required operations demonstrate the applicability of the coherence-certification method to any physical system where some elements are slow, unreliable or unfeasible to measure. This includes any set of entangled qudits where some of the systems may not be accessed by interrogation fields, such as in cavity optomechanics or superconducting qubits coupled to a resonator.

Verification of the entanglement and coherence properties of arbitrary quantum states is experimentally taxing, often needing full reconstruction of the density operator. This requires a level of control beyond current noisy intermediate-scale quantum devices. The problem is exacerbated when some subsystems are inaccessible to measurement, subjecting tomographic procedures to large errors, and they are rendered completely unreliable when coherent manipulations of the system cannot be trusted. The resilient interference-pattern metrics presented here do not suffer such limitations. The certification is read from a simple, single statistic of a data set found by varying a single parameter, and is consequently far more forgiving of statistical uncertainty than those based on decompositions of a matrix where each element has a large confidence interval.

Despite decoherence being a major roadblock to large-scale quantum computing, the intricacies of high-order coherence remain little understood. The uses of coherence as a resource are also still being actively investigated for their roles in thermodynamic and solid-state transport processes. These interference-pattern metrics provide an experimentally realistic method to effect these analyses, paving the way to a greater understanding of the fundamental nature of quantum mechanics.
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Appendix A: Numerical Determination of Threshold Values

The threshold values when using generalised measurements were estimated by numerically maximising the value of the certifier over the space of $k$-coherent states, and general measurement operators. This can be achieved by a general-purpose unconstrained optimisation routine such as the common Broyden–Fletcher–Goldfarb–Shanno algorithm by finding a parametrisation function that takes an input vector in $\mathbb{R}^\ell$ to the search space, for some arbitrary number of parameters $\ell$. Any POVM value $\mathcal{A}$ may be considered a sum of simple projective measurements, such that $\mathcal{A} = \sum_j a_j |\psi_j\rangle\langle\psi_j|$ for constants $0 \leq a_j \leq 1$, and a set of orthonormal basis states $\{|\psi_j\rangle\}$. Any $k$-coherent density matrix can be written as $\hat{\rho} = \sum_j p_j \hat{\rho}_j$, where here $\sum_j p_j = 1$ and the $\{\hat{\rho}_j\}$ are density matrices each in a $k$-dimensional subspace of the full Hilbert space. A suitable parametrisation can be derived from these two forms. For convenience, we optimise separately over different numbers of nonzero $a_j$ and $p_j$. The case of having only one each of these is the same as the problem considered in ref. [18].

1. Methods of Parametrisation

The parametrisation of a POVM value with $m$ projective components can be done iteratively. First, parametrise a pure state in the complete Hilbert space of the measurement. Second, calculate the subspace orthogonal to this chosen state. Next, parametrise another pure state, this time out of the subspace, and calculate the new subspace orthogonal to this chosen state. Repeat this process until the desired number of components has been found. This gives $m$ orthornormal pure states; one need now only parametrise $m$ values between 0 and 1 to be the $a_j$, and then calculate $\mathcal{A}$ from the pieces.

To generate a valid pure state in an $n$-dimensional Hilbert space, one can generate $n-1$ amplitudes $c_q$ and phases $\theta_q$, then return the normalised dot product of the vector $(1, c_1 e^{i\theta_1}, c_2 e^{i\theta_2}, \ldots)$ with an arbitrary basis of the Hilbert space. The orthogonal subspace can be found by applying the Gram–Schmidt process to an initial spanning set of states, which will also produce a suitable orthogonal basis to use in the next step. The constraint on the individual $a_j$ values in the POVM value can be handled by any standard method, such as logit transformations. With an optimiser, unlike with random sampling, it is generally not necessary to ensure that the output is distributed according to the Haar measure, and so this biased parametrisation is only unsuitable if the optimisation landscape becomes too flat for the routine to converge.

For the $k$-coherent density matrix in a larger Hilbert space, one can take the subspaces in the sum as being those spanned by all combinations of drawing $k$ vectors from a full-space basis. Within each subspace, there is no constraint on the allowable density matrices. All density matrices have a Cholesky decomposition $\hat{\rho} = LL^\dagger$ for a lower-triangular matrix $L$. An $n$-dimensional density matrix can therefore be found by taking $n(n+1)/2$ parameters to be the magnitudes of the entries of some related $L'$, and using a further $n(n-1)/2$ parameters to be the phases of the off-diagonal elements. The desired density matrix is then $\hat{\rho} = L'L'^\dagger / \text{Tr}(L'L')$. The necessary probabilities $p_j$ assigned to the individual density matrices can then be parametrised similarly to the $a_j$ values, except one fewer parameter is needed; their sum must be scaled to be equal to one, so only the relative amplitudes are required.

2. Results

Optimisations were run in Hilbert spaces of varying sizes, with varying ranks of the measurement operator $\mathcal{A}$ and subspaces of measured state $\hat{\rho}$ (corresponding to the number of nonzero $a_j$ and $p_j$ respectively). In all cases, the optimiser would reliably attempt to reduce the density matrix to a single pure state, and reduce the measurement operator to be a simple projective measurement onto the same state. The states found were entirely consistent with the results of ref. [18].

Further, forcing the measurement operator to have more than one $j$ satisfy $a_j = 1$ meant that the optimiser could only achieve one threshold lower than the best case, for every additional rank added above the first. For example, a measurement operator of the form $|\psi_1\rangle \langle \psi_1 | + |\psi_2\rangle \langle \psi_2 |$ in a 4-dimensional Hilbert could never measure more than 3-coherence. This seems intuitive; adding extra orthogonal components to the measurement operator means that less of the Hilbert space is distinct from the measured state, and consequently one expects less variation in the interference pattern. Since the certifier is related to the ratio of deviations in the pattern to its average, it is not unexpected that these higher-rank measurements would only give worse results. This is not expected to be a problem in the present experiment, as the methods described in section IIIC specifically map only the target state into the measurement subspace, and all other relevant states into the measurement-orthogonal space.
| Transition | State creation | Measurement mapping |
|------------|---------------|---------------------|
| Pulse length | 0.60 | 0.80 | 0.74 | 0.71 | 0.71 | 0.44 | 1.41 | 0.54 | 1.41 |
| Phase offset /π | 0 | -0.50 | 0 | -0.50 | 0 | -0.66 | -0.83 | -0.87 | -0.41 |

TABLE II. Pulse sequences for creation and measurement mapping of target state \(|g, 1 \rangle + |g, 2 \rangle)/\sqrt{2}.

| Transition | State creation | Measurement mapping |
|------------|---------------|---------------------|
| Pulse length | 0.50 | 0.70 | 0.73 | 0.71 | 0.71 | 0.50 | 1.42 | 1.59 | 0.72 |
| Phase offset /π | 0 | -0.50 | 1.00 | 0.50 | 0 | 0.71 | -0.29 | 0.10 | -0.51 |

TABLE III. Pulse sequences for creation and measurement mapping of target state \(|g, 0 \rangle + |g, 1 \rangle + |g, 2 \rangle)/\sqrt{3}.

| Transition | State creation | Measurement mapping |
|------------|---------------|---------------------|
| Pulse length | 0.51 | 0.55 | 0.96 | 0.57 | 0.84 | 0.58 | 2.89 | 1.47 | 1.15 |
| Phase offset /π | 0 | -0.50 | -1.00 | 0.50 | 0 | -0.50 | 0 | -0.16 | -0.41 | -0.53 | 0.45 | 0.79 | -0.32 | -0.13 | 0.58 |

TABLE IV. Pulse sequences for creation and measurement mapping of target state \(|g, 0 \rangle + |g, 1 \rangle + |g, 2 \rangle + |g, 3 \rangle)/2.

Appendix B: Pulse Sequence for all States

This appendix tabulates the pulse sequences used for the state creation and measurement mapping for each of the states presented in the main text, in tables II to IV. The pulse length is scaled relative to the oscillation frequency of the coupled pair that includes the motional \(|0 \rangle\) state, so that a value of 1 is the time taken to exchange \(|g, 0 \rangle \leftrightarrow |e, 0 \rangle\) on the carrier and \(|g, 1 \rangle \leftrightarrow |e, 0 \rangle\) on the red sideband. The given phase is applied as an offset, so that the set laser phase at the beginning of a pulse is offset relative to where it would have been had it oscillated freely at its transition frequency since the beginning of the experiment. The interference pattern is constructed by varying the phase offsets of all blue- and red-sideband pulses during the measurement mapping sequences only. The phase offset should be added to blue-sideband pulses, and subtracted from red-sideband pulses.
Appendix C: Statistics of the Moment Ratio

1. Estimating the Moment Ratio

Each point of an interference pattern is an independent binomial distribution with some exact underlying probability \( \mu_j \), which is estimated by taking a number of shots \( n \) and counting the number of “successes”. The estimates \( p_j \) are unbiased estimates of the means of the distributions. The quantity of interest is

\[
\tilde{c} = \frac{m_3}{m_1^2} = \frac{1}{2\pi} \int_0^{2\pi} p(\phi)^3 \, d\phi
\]  
(C1)

using a finite number of points (\( J \), the number of \( p_j \)) and a finite number of shots. The interference patterns vary sufficiently smoothly that the trapezium rule is appropriate, so

\[
\frac{1}{2\pi} \int_0^{2\pi} f(x) \, dx \approx \sum_{j=0}^{J-1} w_j f\left( \frac{2\pi j}{J-1} \right), \quad \text{where } w_j = \begin{cases} \frac{1}{J-1} & j = 0 \text{ or } j = J - 1 \\ 0 & \text{all other } j. \end{cases}
\]  
(C2)

Let \( P_j \sim B(n, \mu_j)/n \) be the distribution from which each of the \( p_j \) estimates are drawn. Similarly, let \( C \sim \frac{\sum_j w_j p_j^3}{\left( \sum_j w_j p_j \right)^2} \) be the distribution of the estimates \( c \) of the true value \( \tilde{C} \).

The expectation of a measurement of \( C \) is \( E[C] \) where the expectation runs over all the independent probability distributions \( P_j \). For each point’s distribution the expectation is \( E[P_j] = E[\mu_j + (P_j - \mu_j)] \). The unusual form is to permit a Taylor expansion of the expectation of \( C \) around the binomial means in terms of \( E[(P_j - \mu_j)^n] \), the central moments of the distributions. For the binomial distribution, unbiased estimators (symbols with hats) of these are:

\[
E[(P_j - \mu_j)^1] \rightarrow p_j - \hat{\mu}_j = 0
\]  
\text{(mean)}

\[
E[(P_j - \mu_j)^2] \rightarrow \hat{\sigma}_j^2 = \frac{p_j(1 - p_j)}{n - 1}
\]  
\text{(variance)}

\[
E[(P_j - \mu_j)^3] \rightarrow \hat{\kappa}_j = \frac{p_j(1 - p_j)(1 - 2p_j)}{(n - 1)(n - 2)}
\]  
\text{(skewness)}

The expansion, up to terms of third order, is

\[
E[C] = E\left[ \left( \sum_j w_j p_j^3 \right)\left( \sum_j w_j p_j \right)^{-2} \right] \approx \frac{\hat{m}_3}{\hat{m}_1^2} + \frac{1}{\hat{m}_1^2} \sum_j \left( 3w_j (\mu_j - \frac{2}{\hat{m}_1} \mu_j^2 + \frac{\hat{m}_3}{\hat{m}_1}) E[(P_j - \mu_j)^2] + w_j \left( 1 - \frac{6}{\hat{m}_1} \mu_j + \frac{9}{\hat{m}_1^2} w_j^2 \mu_j^2 - 4 \frac{\hat{m}_3}{\hat{m}_1} w_j^2 \right) E[(P_j - \mu_j)^4] \right),
\]  
\text{bias term}  
(C5)

where \( \hat{m}_1 = \sum_j w_j \mu_j \) and \( \hat{m}_3 = \sum_j w_j \mu_j^3 \). The desired estimator is \( \hat{c} = \hat{m}_3/\hat{m}_1^2 \), so to make a fair estimator the bias term in eq. (C5) must be subtracted from the “direct” measurement \( c \).

2. Estimating Variance

The variance is well approximated in this case by the low-order expansion

\[
\sigma_c \approx \sqrt{\sum_j \left( \frac{\partial \hat{c}}{\partial p_j} \right)^2 \sigma_{p_j}^2}, \quad \text{(C6)}
\]
 FIG. 4. Normalised probability density functions for the unbiased and biased estimators of the true value $\tilde{c}$ using a 31-point trapezium rule with 100 shots-per-point. The plots show direct interpolations of the pdfs (crosses) overlaid on Gaussian approximations (solid lines). The Gaussian approximation is excellent, though a very minor skewness is detectable in the direct interpolations. The probability distributions were approximated by binning the measured values from one million simulations of measurement of a pattern whose analytic moment ratio $C = 47/27$. Each data point in each simulation was found by randomly sampling a binomial distribution with 100 shots at the expected probability. The same data sets were used to evaluate both estimators. The naïve estimator even with 100 shots per point systematically overestimates the true value, whereas the unbiased one is correct.

as direct measurements ($c$) of $C$ are approximately normally distributed, and there is no covariance between the $p_j$. The estimator $\hat{c} = \sum_j z_{2j} - \sum_j z_{3j}$, where $z_{nj}$ is the term in eq. (C5) including $E[(p_j - \mu_j)^n]$. The derivatives are then

$$\frac{\partial z_{2k}}{\partial p_j} = \frac{p_k(1 - p_k)}{n - 1} \left( \frac{8w_j w_k}{\hat{m}_1^4} + \frac{9w_j w_k^2 p_k}{\hat{m}_1^4} - \frac{6w_j w_k p_k}{\hat{m}_1^4} - \frac{12w_j p_k^2}{\hat{m}_1^4} \right) + \delta_{jk} \left[ \frac{p_k(1 - p_k)}{n - 1} \left( \frac{3w_k}{\hat{m}_1^2} - \frac{12w_k p_k}{\hat{m}_1^2} \right) + \frac{1}{n - 1} \left( \frac{3w_k}{\hat{m}_1^2} \left( p_k - \frac{2w_k p_k^2}{\hat{m}_1^2} + \frac{\hat{m}_3 w_k}{\hat{m}_1^2} \right) \right) \right]$$

(C7)

for the second-order correction terms, and

$$\frac{\partial z_{3k}}{\partial p_j} = \frac{p_k(1 - p_k)(1 - 2p_k)w_j}{(n - 1)(n - 2)} \left( -\frac{2w_k}{\hat{m}_1^3} + \frac{20\hat{m}_3 w_k^3}{\hat{m}_1^6} + \frac{24w_k^3 p_k}{\hat{m}_1^6} - \frac{36w_k^3 p_k^2}{\hat{m}_1^6} - \frac{12w_k p_k^2}{\hat{m}_1^6} \right) + \delta_{jk} \left[ \frac{w_k}{\hat{m}_1^2} \left( \frac{18w_k^2 p_k}{\hat{m}_1^4} - \frac{6w_k}{\hat{m}_1^2} \right) \frac{p_k(1 - p_k)(1 - 2p_k)}{(n - 1)(n - 2)} + \left( -\frac{6w_k p_k}{\hat{m}_1^2} + \frac{9w_k^2 p_k^2}{\hat{m}_1^2} - \frac{4\hat{m}_3 w_k^2}{\hat{m}_1^2} \right) \frac{6p_k^2 - 6p_k + 1}{(n - 1)(n - 2)} \right]$$

(C8)

for the third-order corrections.

3. Validity of Estimators

Figure 4 shows Monte-Carlo approximations to the probability density functions of the two unbiased and naïve estimators (crosses) and Gaussian approximations of these distributions, using a 31-point trapezium rule and 100 shots-per-point for an idealised superposition state $(|0\rangle + |1\rangle + |2\rangle)/\sqrt{3}$ There is a small skewness visible in the Monte-Carlo pdfs, which shows the true distribution of $c$ is not exactly Gaussian, though this is a very minor effect. The plot shows the bias in the naïve estimator clearly; an unbiased estimator should have a mean at 47/27 as marked by the dashed vertical line.
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