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1. Introduction

At present, the main research methods of low-temperature performance of styrenic block copolymer (SBS) modified asphalt are the force ductility method, microscopic observation method, and rheological test method [1]. Strategic Highway Research Program (SHRP) mainly uses the bending beam rheological test (BBR) to evaluate the low-temperature performance of asphalt [2]. The stiffness modulus and creep rate ($m$-value) of asphalt are the core indexes. Some scholars have carried out a large number of macroexperiments and microanalysis. Shan et al. evaluated the effect of SBS on the linear and nonlinear rheological behavior of asphalt binder [3]. Chen et al. analyzed the characteristics and reasons for the rheological behavior of SBS modified asphalt with different SBS dosages [4]. Ren et al. studied the effect of trans-polyactenamer on rheological properties, microstructure, and thermal stability of crumb rubber (CR)/SBS modified asphalt [5]. The effects of stiffness modulus and $m$-value on low-temperature performance of SBS modified asphalt were determined [6, 7]. However, due to the complex source of matrix asphalt and SBS modifier and the small number of test samples, there are some differences in the research conclusions of different scholars. For SBS modified asphalt, the chemical composition of matrix asphalt and the physicochemical index of modifier have different effects on the performance of modified asphalt. As a result, many factors need to be considered in the performance evaluation of SBS modified asphalt [8], and the amount and time of the experiment are large relatively, limiting the promotion and application of SBS modified asphalt in the engineering field to a certain extent.

In order to reduce the amount of test and get more accurate results quickly, the energy coefficient method (ECM), grey target decision-making method (GTDM), backpropagation algorithm (BP), radial basis function algorithm (RBF), and other evaluation methods and algorithms were used to predict the performance of asphalt materials [9–13]. Yan et al. predicted the change of modulus...
and phase angle of SBS polymer modified asphalt by exponential regression and linear regression [14]. Xu et al. established the performance prediction model of SBS modified asphalt by using principal component analysis (PCA) and partial least squares (PLS) [15]. Diab et al. predicted the viscosity and rheological behavior of SBS modified asphalt, according to Vinogradov Malkin and Phillips Deutsch models [16]. However, there are some problems with these methods [17, 18]. For example, it is easy to fall into the local optimum solution in the process of solving; the parameters are not easy to determine; the requirements of training samples are high relatively; and the training is difficult.

Therefore, many vital parameters, such as the chemical composition of matrix asphalt and physicochemical index of modifier, were selected. The extreme learning machine (ELM) algorithm was optimized by the genetic algorithm (GA) to form the GA-ELM algorithm. The prediction model for the low-temperature rheological properties of SBS modified asphalt based on the GA-ELM algorithm was established. Compared with the BP model and the ELM model, the accuracy and output stability of the GA-ELM prediction model were verified. It provided a new pathway for the study of low-temperature rheological properties of SBS modified asphalt.

2. Experiment

2.1. Test Method. According to Test Method for Separation of Asphalt into Four Fractions (NB/SH/T 0509-2010), CN, the component of asphalt, was measured [19]. The specific steps were as follows. The asphaltenes were precipitated from the sample with normal heptane. After filtration, the soluble inclusions in the precipitation were removed by reflux of normal heptane. The asphaltenes were obtained by dissolving precipitation with toluene reflux. Then, the deasphalting part was adsorbed on the alumina chromatographic column. In turn, normal heptane, toluene, and toluene-ethanol were used to obtain saturates, aromatics, and colloids.

2.2. Data Preparation. The raw material parameters of SBS modified asphalt were selected as the input parameter. They mainly consisted of the following: PG-grade, stiffness modulus, m-value, asphaltenes, colloids, aromatics, saturates of matrix asphalt and structure, block ratio (S/B), tensile strength, elongation, permanent deformation, hardness (HSD), and the content of SBS modifier. The stiffness modulus and m-value of SBS modified asphalt were taken as the output parameter.

In order to collect more sample data, on the basis of the data provided in the literature [8], more series of experiments were completed. The test parameters and indexes are shown in Tables 1 and 2. Finally, 100 sets of test data were collected. Among them, 80 sets of data were used for training, and 20 sets were used for testing. According to equation (1), the sample data were normalized.

\[
X_i = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}} \quad (1)
\]

where \(X_i\) are the normalized sample data, \(X\) are the initial sample data, \(X_{\text{max}}\) is the maximum of the initial sample data, and \(X_{\text{min}}\) is the minimum of initial sample data.

2.3. GA-ELM Prediction Model. ELM is a new feed-forward neural network. Compared with the traditional neural network with a single hidden layer, its hidden layer does not need iteration and has an obvious faster learning speed. However, the input layer weight matrix and the hidden layer threshold matrix of the ELM model are random. GA has a strong global optimization ability. The fitting accuracy of the ELM model can be improved by optimizing the above matrix with the GA. The GA-ELM model was established in the following steps [20].

(1) For input sample \(X_i\), which had been normalized, the output matrix \((H)\) of hidden layer neurons was calculated according to the following equation:

\[
H = g(WX^T + b), \quad (2)
\]

where \(W\) is the weight matrix of the input layer, \(b\) is the threshold matrix of the implicit layer, and \(g\) is the neuronal activation function of the hidden layer, which was a “sigmoid” function in this study.

(2) According to equation (3), the output value \((P)\) of the ELM neural network was calculated.

\[
P = (H^T\beta), \quad (3)
\]

where \(\beta\) is the weight matrix from the implicit layer to the output layer, and the ELM neural network can be determined by calculating \(\beta\).

(3) The given training output sample \((Y)\) was used to replace the output value of the neural network. \(\beta\) can be obtained by solving the least square solution of the following equation:

\[
\min_\beta \| H^T\beta - Y \|. \quad (4)
\]

(4) The genetic algorithm was used to find the optimal initial \(W\) and \(b\) of the ELM neural network. Through fitness function, the genetic algorithm found the corresponding individuals of minimum fitness value through selection, crossover, and mutation operation.

(5) The optimal initial weight and threshold assignment of the ELM neural network were obtained by the genetic algorithm. The number of the hidden layers
was determined, and the GA-ELM model was established.

According to equations (5)–(7), mean absolute error (MAE), mean absolute percent error (MAPE), and root mean squared error (RMSE) were used as error criteria. The GA-ELM model was tested and evaluated by the test set samples. The algorithm flow is shown in Figure 1 [20].

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |P - P'|, \quad (5)
\]

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \left(\frac{P - P'}{P} \times 100\%\right), \quad (6)
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (P - P')^2}, \quad (7)
\]

where \(P\) is the true value, \(P'\) is a predictive value, and \(n\) is the number of test sample data.

3. Results and Discussion

3.1. Parameter Optimization of the ELM Model. The key operation parameter of the ELM model is the number of hidden layers. The operation parameters of the genetic algorithm include population size, crossover probability, mutation probability, and maximum iterations. In practical applications, it is often necessary to undergo a large number of tests before the reasonable range of these parameters is determined. Based on the test set data, the superior hidden layer number of the ELM prediction model was determined through multiple tests, as shown in Figure 2.

Figures 2(a) and 2(b) show that with the increase of the hidden layer number in the ELM model, the error decreased first and then increased. When the number of the hidden layers was in the range of 60–70, the error was small. After many tests, the optimal hidden layer number of the ELM model was determined to be 65. At this time, MAE, MAPE, and RMSE were 369.37%, 1.66%, and 502.77%, respectively.

It was noteworthy that MAE and RMSE were large and needed to be reduced in the subsequent optimization process. For \(m\)-value, Figures 2(c) and 2(d) show that the optimal hidden layer number was determined to be 55. Its MAE, MAPE, and RMSE were 0.27%, 0.85%, and 0.32%, respectively.

3.2. Parameter Optimization of the GA. After repeated cyclic tests, the optimal values of the four parameters of the GA were determined by using the Sheffield toolbox in MATLAB software, as shown in Figure 3. To simplify the simulation process, when population size, crossover probability, and mutation probability were optimized, the maximum iterations was set to 50.

Figure 3 indicates that with the change of the four parameters of the GA, the corresponding error values also changed regularly. In general, the recommended ranges of population size, crossover probability, mutation probability, and maximum iterations are 40–100, 0.40–0.80, 0.001–0.1, and 100–300, respectively. According to the test results of the stiffness modulus prediction model, the optimal ranges of population size, crossover probability, mutation probability, and maximum iterations were 40–45, 0.40–0.50, 0.0005–0.001, and 300–400, respectively. As for the \(m\)-value prediction model, the optimal ranges of population size,
crossover probability, mutation probability, and maximum iterations were 45–50, 0.70–0.80, 0.0005–0.001, and 200–300, respectively. At this time, the genetic algorithm has better convergence to the optimal weights and thresholds. Due to the large scale of the weight matrix and threshold matrix, their specific values are no longer described.

3.3. Prediction Accuracy of the GA-ELM Model. The Pearson correlation test was used to verify the prediction accuracy of the GA-ELM model. The discriminant coefficient ($R^2$) of the fitting function between the true value and predictive value of the test set sample was calculated, as shown in Figure 4. The accuracy of the GA-ELM prediction model for low-temperature rheological properties was determined by analyzing the goodness of fit between predictive data and true data.

Figure 4 shows that the true value of test set samples is very close to the predictive value. The correlation coefficients ($R$) of the fitting function of the two models are 0.9997 and 0.9992, respectively. This indicated that the predictive value was strongly correlated with the true value, and the prediction accuracy of the prediction model was high. In addition, the corresponding discriminant coefficients ($R^2$) are 0.9995 and 0.9985, respectively, which indicates that the GA-ELM prediction model could maintain the stability of output based on high prediction accuracy.

3.4. Contrastive Analysis of Different Models. To further verify the output stability of the GA-ELM model, the BP model, the ELM model, and the GA-ELM model were used to predict 20 sets of test sample data. For stiffness modulus, after many simulation calculations, the neuron node number of hidden layers in the BP model was set to 15. The hidden layer number in the ELM model was set to 65. The population size, crossover probability, mutation probability, and maximum iterations of the GA were set to 45, 0.80, 0.001, and 350, respectively. And for the $m$-value, the neuron node number of hidden layers in the BP model was set to 15. The hidden layer number in the ELM model was set to 55. The population size, crossover probability, mutation probability, and maximum iterations of the GA were set to 50, 0.50, 0.001, and 200, respectively. The prediction results based on different models are shown in Figure 5.

Figure 5 shows that the three models achieved consistent prediction results. Still, the prediction error of the GA-ELM model was significantly smaller than that of the BP model and the ELM model. For stiffness modulus, the MAE, MAPE, and RMSE of the GA-ELM model were
Figure 2: The optimization results of the hidden layer in the ELM model. (a) Stiffness modulus/20–70 layers. (b) Stiffness modulus/60–68 layers. (c) m-value/20–70 layers. (d) m-value/52–59 layers.

Figure 3: The parameter optimization results of the GA. (a) Population size. (b) Crossover probability. (c) Mutation probability. (d) Maximum iterations.
**Figure 4:** Accuracy of the GA-ELM prediction model. (a) Stiffness modulus. (b) $m$-value.

**Figure 5:** Prediction accuracy comparison of different models. (a) Predictive value comparison. (b) Error comparison.
0.7539, 0.36%, and 1.1323, respectively. Compared with the BP model and the ELM model, the error of the GA-ELM model decreased by 68.97–72.10% and 83.63–87.41%, respectively. And for the \( m \)-value, the MAE, MAPE, and RMSE of the GA-ELM model were 0.0005, 0.16%, and 0.0006, respectively. Compared with the BP model and the ELM model, the error of the GA-ELM model decreased by 79.75–80.65% and 81.18–81.48%, respectively. This indicated that the GA-ELM model had better advantages in prediction accuracy and efficiency than the traditional prediction model.

4. Conclusion

(1) The GA-ELM prediction model can rapidly predict the low-temperature rheological properties of SBS modified asphalt. Compared with the traditional prediction model, the GA-ELM model had obvious accuracy and efficiency. The error was reduced by 68.97–81.48%.

(2) The applicable boundaries of the input parameter are as follows. For the matrix asphalt, PG-grade is 58-22 and 58-16; stiffness modulus is 265–320 MPa; \( m \)-value is 0.19–0.3 MPa/s; asphaltenes are 7.24–15.52%; colloids are 19.35–33.21%; aromatics are 35.55–46.70%; and saturates are 19.19–25.24%. For the SBS modifier, block ratio (S/B) is 40/60 and 30/70; tensile strength is over 12%; elongation is over 590%; permanent deformation is less than 45%; hardness is over 60; and the content is 3.6–5.2%.

(3) Due to the use of the genetic algorithm, the training efficiency of the GA-ELM model was lower than that of the original ELM model. In addition, the optimum number of the hidden layers was influenced by the input of data. The more the number and type of data, the less the optimum number of hidden layers. However, the optimum number will remain within a specific range.

(4) The GA-ELM model still belongs to the black-box operation. It should be further improved in future studies. With the updating of the algorithm and software, the prediction model will be established based on input parameters, which is more conducive to regulating the model and the feedback of the results. In addition, more raw material parameters and their corresponding performance indexes should be collected in the future to further expand the prediction range of the model.
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