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ABSTRACT

To deal with the ill-posed nature of the inverse heat conduction problem (IHCP), the regularization parameter $\alpha$ can be incorporated into a minimization problem, which is known as Tikhonov regularization method, popular technique to obtain stable sequential solutions. Because $\alpha$ is a penalty term, its excessive use may cause large bias errors. A ridge regression was developed as an estimator of the optimal $\alpha$ to minimize the magnitude of a gain coefficient matrix appropriately. However, the sensitivity coefficient matrix included in the gain coefficient matrix depends on the time integrator; thus, certain parameters of the time integrators should be carefully considered with $\alpha$ to handle instability. Based on this motivation, we propose an effective iterative hybrid parameter selection algorithm to obtain stable inverse solutions. We considered the Euler time integrator to solve IHCP using the finite element method. We then considered $\beta$, a parameter to define Forward to Backward Euler time integrators, as a hybrid parameter with $\alpha$. The error amplified by the inverse algorithm can be controlled by $\alpha$ first by assuming $\beta = 1$. The total error is then classified into bias and variance errors. The bias error can be computed using the maximum heat flux change, and the variance error can be calculated using the measurement noise error generated by prior information. Therefore, $\alpha$ can initially be efficiently defined by the summation of the bias and variance errors computed in a time-independent manner. Reducing the total error for better stability of the inverse solutions is also available by adjusting $\beta$, which is defined to minimize the magnitude of gain coefficient matrix when spectral radius of the amplification matrix is less than one. Consequently, $\alpha$ could be updated with new $\beta$ in the iteration process. The proposed efficient ridge estimator is essential to implement the iterative hybrid parameter selection algorithm in engineering practice. The possibility and performance of the hybrid parameter selection algorithm were evaluated by well-constructed 1D and 2D numerical examples.

1. Introduction

The inverse heat conduction problem (IHCP) is essential in most branches of science and engineering to estimate causal characteristics from measured temperatures. Many analytical [15, 16, 17] and numerical methods have been presented to solve the IHCP. Numerical methods include three major discretization methods, namely, finite element method (FEM) [14, 20, 21, 22, 26], finite difference method (FDM) [18, 19, 27], and boundary element method (BEM) [54, 55, 44]. In addition, model reduction techniques [30, 31, 40, 42, 43, 60] and parallel algorithm [35] have been developed in thermal sciences to handle large and complex discretized thermal systems. In mathematics, the IHCP is called an ill-posed problem in the sense of Hadamard [1]. Inverse solutions are extremely sensitive to measurement errors, and thus small errors in the data are amplified dramatically [4]. To reduce the instability caused by the ill-posedness of inverse problems, various approaches have been developed for the stabilization of this discretized system, such as the sequential function specification method (SFSM) [5], regularization method (RM) [3, 4], iterative regularization [6, 7, 24, 29], combined SFSM–RM [13], Levenberg-Marquardt method [8], repulsive particle swarm optimization (RPSO) method [37, 38], and stochastic method [28].

The inverse problems are classified into whole time-domain and sequential time-domain approaches [8, 10, 11]. The whole-time domain method is relatively more stable than the sequential time-domain method because it uses the sum of the data in which errors are smoothed. Because the whole time-domain method is based on data averaging...
approaches, it is effective for the parameter estimation and also provides good stability. On the other hand, the sequential
time-domain method is an effective way to find time-dependent unknown functions, such as temperature and heat flux.
In the sequential-time domain method, the unknown time-dependent response can be represented as a polynomial in
time with a finite number of certain parameters. Therefore, it is useful for estimating the time-varying temperature and
heat flux that are difficult to measure. However, it allows for an exact match between the estimated and the measured
temperature at every time step, causing severe oscillation in inverse solutions. The oscillation behavior becomes more
unstable when high-frequency error data with a small time interval are used for good resolution.

Tikhonov regularization (TR) method \[3, 4\], one of the most popular methods, is simple and effective in obtaining
stable sequential solutions. The iterative regularization (IR) method proposed by Alifanov \[6, 7\] is also a powerful
approach. Still, TR method has a lower computational cost than IR method if only the regularization parameter can be
obtained in advance; thus, it could be utilized in real-time measurement or control environments. TR method involves
adding penalty terms to a minimization problem to reduce excessive sensitivity to measurement noise, resulting in
smooth and stable solutions. An issue exists that requires proper selection of the optimal regularization parameter \( \alpha \).
This is because \( \alpha \) balances the trade-off between filtering out sufficient variance error and not losing significant amount
of information in the solution, which means an increase in the bias error. To date, general techniques are available for
selecting the optimal \( \alpha \), such as the discrepancy principle \[46, 47, 48\], generalized cross-validation (GCV) \[49, 50, 51\],
and L-curve rule \[52, 53\]. The optimal \( \alpha \) estimators are also called the ridge estimators.

Optimal \( \alpha \) is the value obtained when the magnitude of a gain coefficient matrix is appropriately minimized. The
gain coefficient matrix determines the stability and accuracy in inverse problems \[5\]. However, a sensitivity coefficient
matrix included in the gain coefficient matrix depends on the time integrator; thus, certain parameters of the time
integrators should be carefully considered with \( \alpha \) to handle instability. In this work, the Euler time integrator is used,
and thus its parameter \( \beta \) should be considered with \( \alpha \). The parameter \( \beta \) allows selection from the Forward Euler (\( \beta = 0 \))
to the Backward Euler (\( \beta = 1 \)) method. Further, \( \beta \) can be selected from the range of 0 to 1 so that the magnitude of
the gain coefficient matrix is minimal; however, the Backward Euler method with \( \beta = 1 \) has been used in general
to avoid divergence of the solution, although accuracy is lost. Only a few studies have presented the general stability
conditions \[32, 33, 34\].

Motivated by these factors, an iterative hybrid parameter (\( \alpha \) and \( \beta \)) selection algorithm is presented in this study to
efficiently obtain stable solutions. A fast ridge estimator to effectively select the optimal \( \alpha \) is a prerequisite to accom-
plish this objective. Additionally, a new stability condition of the inverse problem with the Tikhonov regularization is
required to select \( \beta \). The discrepancy principle is one of the most popular ridge estimators because it is the simplest
method that also yields good accuracy. However, the discrepancy principle needs to solve a direct problem at each \( \alpha \)
discretized over a specific range; thus, it is not effective for use with the proposed iterative hybrid parameter selection
algorithm. Further, the discrepancy principle is typically based on the measured temperature data, which may not
guarantee the result of heat flux estimation.

To overcome this limitation, we propose a new ridge estimator for heat flux—it starts with decomposing the total
error in the heat flux into bias and variance errors. Employing standard statistical assumptions indicates that the bias
and variance errors respectively depend on heat flux change and measurement noise, and the relationship between these
two errors is linearly independent. Beck suggested this idea to find the optimal \( \alpha \) effectively in a numerical setting \[45\].
The ridge estimator proposed by Beck is based on the residual sum of squares in the errors in the heat flux, which is
the best measure to recover the heat flux history as accurately as possible. However, the level of error in the heat flux
is rarely known, and the exact heat flux history is generally unknown. Accordingly, using Beck’s method is perhaps
difficult to evaluate the error measure of the heat flux \[45\]. The proposed estimator is also based on the expected
error of the heat flux, but the maximum heat flux change and the temperature deviation are used unlike the Beck’s
method. The heat flux deviation results from the amplification of the measurement noise of the temperature in the
inverse problem and, thus, can be calculated by the temperature deviation, which is generally known. Therefore, the
measure of the proposed estimator is the sum of the bias and variance errors, which are calculated by the maximum
heat flux change and the temperature deviation, respectively. In detail, only maximum bias error is computed with the
maximum heat flux change, instead of computing the bias error propagation over time. This is because the bias error
depends significantly on heat flux changes in a well-established experimental environment, with less influence by ill-
conditioning of the inverse solver. The variance error propagation can be approximately represented as a form of power
series in the measurement noise of the temperature. This allows us to calculate the propagated variance error only by
matrix multiplication without time integration. Therefore, the proposed ridge estimator could be used in practice in a
time-independent manner.
To select $\beta$, we introduce the new stability condition for $\beta$ based on spectral norm analysis. When $\beta < 0.5$, it is not unconditionally stable. Therefore, the time step size, mesh size, sensor numbers, and sensor locations could be adjusted for stability. These conditions are associated with hardware equipments and numerical modeling, so it is not easy to control in inverse problems. For these reasons, the stability condition adjusted by $\beta$ is much more efficient in practice. To do this, in inverse problems, input errors (i.e., noise data measured sequentially at specific time intervals), as well as initial error propagation, should be considered for stability. Because it is challenging to construct an amplification matrix that simultaneously represents the propagation of these two errors, we control the stability of the input and initial errors separately. Therefore, the amplification matrix for the initial error is newly derived here, and then $\beta$ is selected within the range satisfying the condition that the spectral radius of the amplification matrix is less than 1 [12]. The instability for input errors is handled by the proposed ridge estimator. Finally, in the proposed iterative algorithm, the optimal $\alpha$ is defined first by the efficient ridge estimator by assuming $\beta = 1$. Then $\beta$ is determined by considering the magnitude of the gain coefficient matrix and the proposed stability condition, and then insufficient stability is regulated by $\alpha$ with the new $\beta$. The algorithm is repeated if necessary. The results demonstrated that the proposed ridge estimator is more effective than conventional ridge estimators; therefore, the iterative hybrid parameter selection algorithm is useful for estimating accurate and stable sequential solutions.

The remainder of this paper is organized as follows. Section 2 presents the direct and inverse problem based on FEM. Section 3 introduces the algorithm of the hybrid parameter selection. In detail, the efficient ridge estimator is proposed to estimate the optimal $\alpha$ in Section 3.1. The new amplification matrix of the inverse problem is derived for the stability condition to select the parameter $\beta$ in Section 3.2. The iterative hybrid parameter selection algorithm is organized in Section 3.3. Section 4 evaluates the feasibility and performance of the proposed algorithm by well-constructed 1D and 2D numerical examples. Finally, Section 5 presents the conclusions.

2. Direct and Inverse Problems

2.1. Direct Problem

As a preliminary, we explain the FEM for the direct heat conduction problem. The governing equations for the temperature fields, as given by the law of conservation of energy, consist of the following partial differential equations [2]:

\[
\begin{align*}
\rho c_p \frac{\partial T(x,y,z,t)}{\partial t} &= \frac{\partial}{\partial x} \left[ k_x \frac{\partial T(x,y,z,t)}{\partial x} \right] + \frac{\partial}{\partial y} \left[ k_y \frac{\partial T(x,y,z,t)}{\partial y} \right] + \frac{\partial}{\partial z} \left[ k_z \frac{\partial T(x,y,z,t)}{\partial z} \right], & \text{in } \Omega, \\
k \frac{\partial T(x,y,z,t)}{\partial n} &= -h \left[ T(x,y,z,t) - T_\infty \right], & \text{on } \Gamma_c, \\
k \frac{\partial T(x,y,z,t)}{\partial n} &= q^{(j)}(t), & \text{on } \Gamma_f \text{,} \\
T(x,y,z,0) &= T_0, & \text{in } \Omega,
\end{align*}
\]

(1)

where $\rho$, $c_p$, $k_x$, $T_0$, and $T_\infty$ denote the mass density, specific heat capacity, thermal conductivity in the $x$ direction, convective heat transfer coefficient, initial temperature, and ambient temperature, respectively. We assume homogeneous material properties, i.e., $k = k_x = k_y = k_z$. The spatial domain is denoted by $\Omega$. A heat flux profile $q^{(j)}(t)$ is specified on the $j$-th boundary, denoted by $\Gamma_f$, with an outward unit normal to $\Omega$ denoted by $\mathbf{n}$. A schematic diagram of the heat conduction problem is illustrated in Figure 1. Convection is specified on a boundary, denoted by $\Gamma_c$.

The partial differential equation is solved using the Galerkin finite element method. The standard Galerkin procedure transforms as shown in the following algebraic differential equations:

\[
C \dot{T}(t) + KT(t) = q(t),
\]

(2)

with the components of the matrices and vector, which are expressed as

\[
C = \sum_{e=1}^{N_e} \left[ \int_{\Omega} \rho c_p L^{(e)T} H^T H L^{(e)} dV \right],
\]

(3a)

\[
K = \sum_{e=1}^{N_e} \left[ \int_{\Omega} L^{(e)T} B^T D B L^{(e)} dV \right] + \sum_{e=1}^{N_e} \left[ \int_{\Gamma_c} h L^{(e)T} H^T H L^{(e)} dS \right],
\]

(3b)
where \( C, K, H, B, \) and \( D \) denote the global heat capacity, global heat transfer, shape function, spatial derivative of the shape function, and material property matrices, respectively. \( T(t) \) and \( q_s(t) \) denote the global nodal temperature and heat flux vector, respectively. In the above formulation, the global heat transfer matrix can be found as the sum of the global conductivity and convection matrices. \( L^{(e)} \) is a Boolean matrix establishing the relation between the element \((e)\) and the assembled (global) degrees of freedom. \( L^{(e)}_e \) and \( L^{(e)}_f \) are built for mapping to the boundary of the convection and heat flux, respectively. \( N_e \) and \( N_g \) are the total numbers of elements and degrees of freedoms (DOFs). The numbers of element specified on the boundary of the convection and heat flux are respectively defined as \( N_e \) and \( N_f^{(u)} \). The local index \((j)\) spans from 1 to \( N \). The local index \((e)\) spans from 1 to \( N_e \), \( N_e \), or \( N_f^{(u)} \).

To solve Eq. 2 Euler method can be employed, which is given by

\[
T^{m+1} = T^m + \Delta t \left[ (1 - \beta) \dot{T}^m + \beta \dot{T}^{m+1} \right], \quad 0 \leq \beta \leq 1. \tag{4}
\]

Then, we obtain

\[
\left( \frac{1}{\Delta t} C + \beta K \right) T^{m+1} = \left[ \frac{1}{\Delta t} C - (1 - \beta) K \right] T^m + \left[ (1 - \beta) q_s^m + \beta q_s^{m+1} \right]. \tag{5}
\]

where the time \( t \) is represented in a discretized form \( t_m \), and \( \Delta t \) denotes the time–step size, which is defined as \((\Delta t = t_{m+1} - t_m)\). In general, the time–step size is set equivalent to a measurement time interval (or sampling time interval). The parameter \( \beta \) determines the performance of the time integrator, which is the Backward Euler method when \( \beta = 1 \) and Forward Euler method when \( \beta = 0 \). When using a lumped capacitance model, caution must be exercised if \( \beta = 0 \). An unknown heat flux history can be estimated if the surface on which the heat fluxes are specified contains the subsurface where the temperatures are measured. Otherwise, the estimated heat flux would be zero. Equation 5 can be rewritten as a standard temperature equation in \( T^{m+1} \):

\[
T^{m+1} = AT^m + U \left[ (1 - \beta) q_s^m + \beta q_s^{m+1} \right], \tag{6a}
\]

\[
A = U \left[ \frac{1}{\Delta t} C - (1 - \beta) K \right], \tag{6b}
\]

\[
U = \left( \frac{1}{\Delta t} C + \beta K \right)^{-1}. \tag{6c}
\]

where the heat flux profile, \( q_j^{(i)}(t) \) in Eq. 3c, is approximated to a constant piecewise functional form \( q_j^{(i)m} \) as shown in Figure 2. In other words, the global nodal heat flux vector \( q_s^m \) is constructed by \( q^{(i)m} \), which is represented as follows:

\[
q^m = [q^{(1)m} \quad q^{(2)m} \quad \ldots \quad q^{(N)m}]^T. \tag{7}
\]

The matrix normal equation and the unknown heat flux component \( q_s^{m+1} \) could be obtained based on the standard temperature equation in Eq. 6.

### 2.2. Inverse Problem with Regularization Method

In this section, we review the sequential method for the IHCP, which estimates an unknown heat flux components at every time interval. The inverse problems are solved by minimizing the sum of square error, which is given by

\[
S^{m+1} = [Y^{m+1} - T^{m+1}]^T [Y^{m+1} - T^{m+1}], \quad Y^{m+1} = [Y_1^{m+1}, \ldots, Y_I^{m+1}]^T, \quad T^{m+1} = [T_1^{m+1}, \ldots, T_I^{m+1}]^T. \tag{8}
\]

where \( S^{m+1} \) is an objective function. \( Y^{m+1} \) and \( T^{m+1} \) are the vector of measured temperature and the corresponding set of the vector of calculated temperature, respectively. \( I \) is the total numbers of sensors.

The minimization of \( S^{m+1} \) can be represented by setting the gradient of \( S^{m+1} \) to zero:

\[
\nabla S^{m+1} = -2X^{m+1T} [Y^{m+1} - T^{m+1}] = 0, \quad X^{m+1} = \frac{\partial T^{m+1}}{\partial q^{m+1}} = \left[ \frac{\partial T^{m+1}}{\partial q_1^{(1)m+1}}, \ldots, \frac{\partial T^{m+1}}{\partial q^{(N)m+1}} \right]. \tag{9}
\]
where $X^{m+1}$ is a sensitivity (or Jacobian) coefficient matrix and is defined as the first derivative of $T^{m+1}$ with respect to $q^{m+1}$. The matrix size of $X^{m+1}$ is $I \times N_g$. The vector size of $Y^{m+1}$ and $T^{m+1}$ are $I \times 1$ and $N_g \times 1$, respectively. This indicates $I = N_g$, which means the number of sensors is the same as the number of total DOFs. However, the number of sensors is much smaller than the number of total DOFs because the sensors are attached to a few locations in practice. Therefore, Eq. 9 should be redefined as

$$\nabla S^{m+1} = -2X_{s}^{m+1T} [Y^{m+1} - L_s T^{m+1}] = 0, \quad X_{s}^{m+1} = L_s X^{m+1},$$

(10)

where $L_s$ is the $I \times N_g$ Boolean matrix, which leaves only the elements of $T^{m+1}$ and $X^{m+1}$ corresponding to the sensor positions.

To determine the unknown heat flux component, $T^{m+1}$ is expressed by the Taylor expansion, as follows.

$$T^{m+1} \approx \tilde{T}^{m+1} + X^{m+1} \Delta q^{m+1}, \quad \Delta q^{m+1} = q^{m+1} - q^m.$$  

(11)

Considering Eq. 6, the components are given as

$$\tilde{T}^{m+1} = T^{m+1}|_{q^{m+1}=q^m} = AT^{m} + Uq_g^m,$$  

(12a)

$$X^{m+1} = \frac{\partial T^{m+1}}{\partial q^{m+1}} \approx U = \frac{\partial q_g^{m+1}}{\partial q^{m+1}},$$  

(12b)

$$\frac{\partial q_g^{m+1}}{\partial q^{m+1}} = \left[ \sum_{j=1}^{N_f^{(1)}} \left[ \int_{r(j)} L_f^{(e,1)} \frac{H}{dS} \right], \ldots, \sum_{i=1}^{N_f^{(N)}} \left[ \int_{r(i)} L_f^{(e,N)} \frac{H}{dS} \right] \right],$$  

(12c)

where $\tilde{T}^{m+1}$ is the virtual temperature at a uniform load condition ($q^{m+1} = q^m$), and $\Delta q^{m+1}$ is the amount of change in the heat flux components from $q^m$ to $q^{m+1}$. Here, $(\partial q_g^{m+1}/\partial q^{m+1})$ is a unit heat flux matrix. In this study, we focus on the linear problem, i.e., the thermal material properties are constants. Therefore, $A$ and $U$ in Eq. 12 do not change with time; thus, $X^{m+1}$ and $(\partial q_g^{m+1}/\partial q^{m+1})$ are denoted as $X$ and $(\partial q_g/\partial q)$, respectively.

Substituting Eq. 11 into Eq. 10 gives

$$\Delta q^{m+1} = G \left[ Y^{m+1} - L_s \tilde{T}^{m+1} \right], \quad G = (X_s^T X_s)^{-1} X_s^T.$$  

(13)

This equation is known as a matrix normal equation, and $G$ is called a gain coefficient matrix [5]. Finally, the unknown vectors $q^{m+1}$ and $T^{m+1}$ can be estimated as follows.

$$q^{m+1} = q^m + \Delta q^{m+1},$$  

(14a)

$$T^{m+1} = \tilde{T}^{m+1} + X \Delta q^{m+1}.$$  

(14b)

To obtain $q^{m+1}$ and $T^{m+1}$ in Eq. 14, $X_s^T X_s$ in Eq. 13 must be non-singular. However, if $X_s^T X_s$ is close to the singular matrix, the solution $q^{m+1}$ becomes unstable. This problem can be alleviated by adding regularization terms to the objective function in Eq. 8, as shown in the following representation [3, 4]:

$$S_{a}^{m+1} = \left( Y^{m+1} - L_s \tilde{T}^{m+1} \right)^T \left( Y^{m+1} - L_s \tilde{T}^{m+1} \right) + \alpha \sum_{r=0}^{2} W_r \left( H_r \Delta q_{a}^{m+1} \right)^T \left( H_r \Delta q_{a}^{m+1} \right),$$  

(15)

where $\alpha$ is a regularization parameter. $S_{a}^{m+1}$, $T_{a}^{m+1}$, and $\Delta q_{a}^{m+1}$ are functions of the regularization parameter. $W_r$ and $H_r$ are the weight factors and square matrices for the $r$-th order regularization method, respectively. This study only introduces the zeroth-order ($r = 0$) regularization method, where $H_0$ is a unit matrix. In a similar manner as before, the matrix normal equation and the estimated solutions are derived as

$$\Delta q_{a}^{m+1} = G_a \left[ Y^{m+1} - L_s \tilde{T}^{m+1} \right], \quad G_a = (X_s^T X_s + \alpha I)^{-1} X_s^T,$$  

(16a)

$$q_{a}^{m+1} = q^m + \Delta q_{a}^{m+1},$$  

(16b)
where the condition number of $X^T X_s$ is reduced by adding positive elements to its diagonals, following which the oscillatory behavior of the solution is damped. For a large value of $\alpha$, the second term in Eq. 15 is dominant. As a result, for $r = 0$, $\Delta q^{m+1}_a$ tends to become constant, and the solution $q^{m+1}_a$ deviates from the exact solution [5]. Therefore, it is critical to develop the ridge estimator [49]. The Morozov discrepancy principle is a conventional approach to estimate the optimal $\alpha$, and is given by [46],

$$\frac{1}{M} \sum_{m=1}^{M} (Y^m - L_s T^m_a)^T (Y^m - L_s T^m_a) = \sigma^2,$$

where $\sigma$ is the priori known noise level in the measurement data, and $M$ is an end–time step, i.e., $t_M$ is the total measurement time. In this principle, the optimal $\alpha$ can be selected using the equality of Eq. 17. This estimator is one of the simplest and most widely used strategies. However, this method involves high computational cost because it requires full-time simulations at each $\alpha$ discretized over a specific range. Section 3.1 proposes a method to alleviate this problem.

3. Hybrid Parameter for Inverse Problem

As discussed in Section 2, solving the inverse problem requires the time integrator and the objective function. In this study, the Euler method and ordinary least square error with zeroth-order regularization are used:

Objective function:

$$S^{m+1}_a = \left(Y^{m+1} - L_s T^{m+1}_a\right)^T \left(Y^{m+1} - L_s T^{m+1}_a\right) + \alpha \left(\Delta q^{m+1}_a\right)^T \left(\Delta q^{m+1}_a\right),$$

(18a)

Time integrator:

$$T^{m+1}_a = T^m + \Delta t \left[\left(1 - \beta\right) \dot{T}^m + \beta \dot{T}^{m+1}\right].$$

(18b)

The IHCP society has focused on finding the optimal $\alpha$ to reduce the variance error, and $\beta$ has been selected independently in the Backward Euler method ($\beta = 1$) in general. However, the stability and accuracy of the inverse solution depend highly on the combination of selecting $\alpha$ and $\beta$ because the gain coefficient matrix is a function of $\alpha$ and $\beta$. Therefore, the relationship between $\alpha$ and $\beta$ should be considered in the inverse process. The proposed iterative selection algorithm is based on this motivation. Section 3.1 proposes an efficient method to estimate the optimal $\alpha$. Section 3.2 introduces the selection criteria of $\beta$, and investigates the effect of $\beta$ on the stability and accuracy.

3.1. Regularization Parameter $\alpha$

The optimal regularization parameter $\alpha$ is unknown and can be mathematically obtained by,

$$\mathcal{F}^2(q_a, \sigma) = \frac{1}{M} \sum_{m=1}^{M} \left[\bar{q}^m - q^m_a(\sigma)\right]^T \left[\bar{q}^m - q^m_a(\sigma)\right],$$

(19)

where $\mathcal{F}$ is the total error, and $\bar{q}^m$ is a true heat flux component vector. However, using the residual sum of squares in Eq. 19 is impractical in real experimental environments because the true heat flux vector $\bar{q}^m$ is unknown. Therefore, the optimal $\alpha$ is estimated using the discrepancy principle in Eq. 17 in general. Monte-Carlo methods [56, 57], which are well known computational algorithms to obtain numerical results, are then used to specify the parameter $\alpha$ in Eqs 17 and 19. However, the high computational demands of the Monte-Carlo methods including repeated parmetric sampling may not be suitable for the proposed iterative scheme to select the hybrid parameters. Note that the discrepancy principle in Eq 17 is a temperature-based ridge estimator. It may yield lower accuracy for heat flux estimation than for temperature estimation. These two limitations could be addressed by decomposing the total error in Eq. 19, as follows [5].

$$\mathcal{F}^2(q_a, \sigma) = \mathcal{D}^2(\Delta q, \alpha) + \mathcal{V}^2(\sigma, \alpha),$$

(20)

where $\mathcal{D}$ is a bias (or deterministic) error and is a function of $\alpha$ and the heat flux change, and $\mathcal{V}$ is a variance (or stochastic) error, which is a function of $\alpha$ and the measurement noise. This implies that the total error could be decomposed by the bias and variance errors. Figure 3 conceptually shows a plot of $\mathcal{F}$, $\mathcal{V}$, and $\mathcal{D}$ as $\alpha$ is varied. By separating the total error in Eq. 20, the input data (measurement noise, $\sigma$) and output data (heat flux solution, $q_a$) can be treated independently. Making it possible to improve the accuracy and efficiency of the conventional ridge estimator. In the following subsections, we discuss how to calculate each error efficiently.
3.1.1. Bias error

The bias error of the heat flux is defined as

$$D^2 = \frac{1}{M} \sum_{m=1}^{M} (\delta q^{m}_{bias})^T (\delta q^{m}_{bias}),$$

(21)

in which $\delta q^{m}_{bias}$ is the bias error vector of the heat flux and is a function of $\alpha$ and heat flux change. To calculate the bias error vector, the gradient of Eq. 18a is set to zero, which yields

$$\alpha \Delta q^{m+1}_a = X_s^T [Y^{m+1} - L_s T^{m+1}_a],$$

(22)

where $L_s T^{m+1}_a$ can be defined as

$$L_s T^{m+1}_a = Y^{m+1} - \delta T^{m+1}_bias.$$

(23)

Here $\delta T^{m+1}_bias$ is the bias error vector of the temperature corresponding to the sensor positions and is a function of $\alpha$. When $\alpha$ is zero, $\delta T^{m+1}_bias$ becomes a zero vector, which indicates that $L_s T^{m+1}_a$ is over-fitted to $Y^{m+1}$. Substituting Eq. 23 into Eq. 22 gives

$$\delta T^{m+1}_bias = \alpha (X_s X_s^T)^+ X_s \Delta q^{m+1}_a,$$

(24)

where $(X_s X_s^T)^+$ is the Moore-Penrose generalized inverse of $X_s X_s^T$. Equation 24 shows that the bias error of the temperature is a function of $\alpha$ and $\Delta q^{m+1}_a$.

The heat flux solution tends to deviate initially and to become parallel to the exact solution (Figure 4)—these are called the deviation error and offset error, respectively. The deviation error is then neglected when the sensors are attached to certain positions with high sensitivity coefficients. A sensitivity analysis is essential for this purpose, to find adequate sensor locations in general [5]. In this work, we assume the deviation error is sufficiently small; then, $\Delta q^{m+1}_a$ can be defined by considering only the offset error, as follows.

$$\Delta q^{m+1}_a = \Delta q^{m+1}_exact,$$

(25)

where $\Delta q^{m+1}_exact$ is the exact heat flux change and is independent of $\alpha$. This implies that it is unnecessary to calculate the heat flux change for all discretized $\alpha$ to obtain $\delta T^{m+1}_bias$.

In addition, the maximum bias error could be considered to avoid the computational requirement of $\Delta q^{m+1}_exact$ at each time-step; then, $\Delta q^{m+1}_exact$ of Eq. 25 can be defined as,

$$\Delta q^{m+1}_exact := \Delta q_{max} \quad \text{for} \quad \|\Delta q_{max}\| = \max_{1 \leq m \leq M} \|\Delta q^{m}_{exact}\|,$$

(26)

where $\|\cdot\|$ denotes the $L^2$-norm (or Euclidean norm). Substituting Eqs. 25 and 26 into Eq. 24 yields

$$\delta T^{m+1}_bias := \delta T_{offset} = \alpha (X_s X_s^T)^+ X_s \Delta q_{max}.$$

(27)

Equation 27 shows that $\alpha$ is only a variable; thus, the computational cost of $\delta T_{offset}$ is much lower than that of $\delta T^{m+1}_bias$ in Eq. 24. If $\Delta q_{max}$ is difficult to define, the mean value of $\Delta q^{m+1}_a$ may be used to simplify $\Delta q^{m+1}_exact$.

Considering the bias error ($\delta T^{m+1}_bias$) in the discrete system of Eq. 2, we have

$$\left( \sum_{j=1}^{N} \delta q^{(j)\text{bias}} \right) = C \delta T^{m+1}_bias + K \delta T^{m+1}_bias,$$

$$\frac{\partial q_s}{\partial q} = [q^{(1)}, \ldots, q^{(N)}],$$

(28)

where $\delta q^{(j)\text{bias}}$ is a bias error of the heat flux component specified on the $j$-th boundary. $(\partial q_s/\partial q)$ is defined in Eq. 12c. Here, $q^{(j)}$ is a unit heat flux vector specified on the $j$-th boundary. Considering only the offset error, Eq. 28 can be rewritten as

$$\left( \sum_{j=1}^{N} \delta q^{(j)\text{offset}} \right) = (\alpha C + K) \delta T_{offset},$$

(29)
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where $\lambda$ is a thermal eigenvalue, which is unknown and generally negative in thermal problems. To handle the unknown $\lambda$, we employ O’Callahan’s approach [59], and the following relation with no loading condition is obtained:

$$\lambda \delta T_{\text{offset}} \approx C^{-1} K \delta T_{\text{offset}}.$$  \hfill (30)

The dimensions of $K$ and $\delta T_{\text{offset}}$ are $(N_g \times N_g)$ and $(I \times 1)$, respectively. The number of sensors is much smaller than the number of total DOFs ($I \ll N_g$); therefore, most DOFs are not measured. Equation 29 with the assumption in Eq. 30 is then rewritten as,

$$\left( \sum_{j=1}^{N} \delta q_{\text{offset}}^{(j)} \hat{q}_s^{(j)} \right) = 2 \begin{bmatrix} K_{ss} & K_{sv} \\ K_{us} & K_{uv} \end{bmatrix} \delta T_{\text{offset}}, \quad K = \begin{bmatrix} K_{ss} & K_{sv} \\ K_{us} & K_{uv} \end{bmatrix}, \quad \hat{q}^{(j)} = \begin{bmatrix} q_s^{(j)} \\ q_v^{(j)} \end{bmatrix},$$  \hfill (31)

where the subscript $v$ denotes virtual parts, which are quantities with respect to the unmeasured DOFs. $\delta T_v$ is a virtual temperature error vector of the unmeasured positions. The two resulting equations in Eq. 31 yield

$$\left( \sum_{j=1}^{N} \delta q_{\text{offset}}^{(j)} \hat{q}_s^{(j)} \right) = \hat{K} \delta T_{\text{offset}},$$  \hfill (32a)

$$\hat{q}_s^{(j)} = \hat{q}_s^{(j)} + \Psi_{vs} q_v^{(j)} , \quad \hat{K} = 2 \left( K_{ss} + K_{sv} \Psi_{vs} \right), \quad \Psi_{vs} = -K_{uv}^{-1} K_{vs},$$  \hfill (32b)

Then, multiplying by $\delta T^T_{\text{offset}}$ on both sides yields

$$\delta q_{\text{offset}}^T q_{\delta T} = \delta T^T_{\text{offset}} \hat{K} \delta T_{\text{offset}},$$  \hfill (33a)

$$\delta q_{\text{offset}} = \left[ \delta q_{\text{offset}}^{(1)}, \ldots, \delta q_{\text{offset}}^{(N)} \right]^T, \quad \delta q_{\delta T} = \left[ \delta T^T_{\text{offset}} \hat{q}_s^{(1)}, \ldots, \delta T^T_{\text{offset}} \hat{q}_s^{(N)} \right]^T.$$  \hfill (33b)

Equation 33a can be restated by the Cauchy–Schwarz inequality [58], which gives

$$\left\| \delta q_{\text{offset}} \right\| \left\| q_{\delta T} \right\| \geq \left\| \delta T^T_{\text{offset}} \hat{K} \delta T_{\text{offset}} \right\|.$$  \hfill (34)

Using Eq. 34, the bias error of the heat flux in Eq. 21 can be redefined as,

$$\delta^2 = \left\| \delta q_{\text{offset}} \right\|^2 \geq \left\| \delta T^T_{\text{offset}} \hat{K} \delta T_{\text{offset}} \right\|^2, \quad \delta T_{\text{offset}} = \alpha (X_s X_s^T)^+ X_s \Delta q_{\text{max}},$$  \hfill (35)

where $\delta q_{\text{offset}}$ is a time-independent function unlike $\delta q_{\text{bias}}$ in Eq. 21. Therefore, the computational efficiency is much better for Eq. 35 than for Eq. 21. The deviation error is neglected here to obtain better computational efficiency; however, it may have a limitation in certain cases with step or constant heat fluxes. This is because the offset error is zero when there is no heat flux change.

3.1.2. Variance error

The variance error is mainly caused by the propagation and accumulation of the measurement error. The variance error of the heat flux is defined as

$$\hat{\mathbf{y}} = \frac{1}{M} \sum_{m=1}^{M} (\delta q_{\text{var}}^m)^T (\delta q_{\text{var}}^m),$$  \hfill (36)

where $\delta q_{\text{var}}^m$ is a variance error vector of the heat flux, and is a function of $\alpha$ and measurement noise. To calculate the propagation and accumulation of the measurement error over time, Eq. 16a is written as,

$$\Delta q_{\alpha}^{m+1} = G_{\alpha} \left[ Y^{m+1} - L_s \left( A^{m+1} T^0 + \left( \sum_{p=0}^{m} A^p U q_0^p \right) + \left( \sum_{i=0}^{m} \sum_{k=0}^{i} A^k X \Delta q_{\alpha}^{m-i} \right) \right) \right].$$  \hfill (37)

If the measurement error follows a normal distribution, $Y^{m+1}$ can be defined as,

$$Y^{m+1} = \hat{Y}^{m+1} + \delta Y^{m+1}, \quad \delta Y^{m+1} \sim \mathcal{N}(0, \sigma^2) \quad \text{for} \quad m = 1, \ldots, M - 1,$$  \hfill (38)
where $\mathbf{Y}^{m+1}$ and $\delta \mathbf{Y}^{m+1}$ are the exact temperature and measurement error vectors, respectively. $\delta \mathbf{Y}^{m+1}$ is normally distributed with zero-mean and standard deviation, denoted by $\delta \mathbf{Y}^{m+1} \sim \mathcal{N}(\mathbf{0}, \mathbf{\sigma}^2)$, and $\mathbf{\sigma}$ is a 1-dimensional standard deviation (i.e., measurement noise level of the sensors) vector.

In general, the measurement noise level of temperature sensors is much larger than the numerical error. The initial boundary condition error is negligible if the thermal boundary condition is clearly defined with a well-established experimental environment. Then, Eq. 37 could be defined using only the measurement error:

$$
\delta \Delta q_{\text{var}}^{m+1} = G_a \left[ \delta \mathbf{Y}^{m+1} - L_s \left( \sum_{i=0}^m (I - A^{i+2}) (I - A)^{-1} X \delta \Delta q_{\text{var}}^{m-i} \right) \right],
$$

(39)

where $\delta \Delta q_{\text{var}}^{m-i}$ is a time-dependent variance error of the heat flux change. Equation 41 shows that $\delta \Delta q_{\text{var}}^{m+1}$ is a function of the measurement error and $\alpha$.

The summation term in Eq. 41 represents the propagation and accumulation of an error, and it entails high computational resources. To address this problem, we assume $\delta \mathbf{Y}^{m+1}$ as a regular oscillation:

$$
\delta \mathbf{Y}^{m+1} = (-1)^{(m+1)} \mathbf{\sigma},
$$

(42)

where the superscript ($\cdot$) is a power (or exponent). By substituting Eq. 42 into Eq. 41, we can obtain a time-independent variance error of the heat flux change:

$$
\delta \Delta q_{\text{var}} = G_a \left[ I + L_s \left( \frac{[I + A^{(M_a+1)}] (I + A)^{-1} A^{(2)} - I] (I - A)^{-1} X G_a}{\mathbf{\sigma}} \right) \right] \mathbf{\sigma}, \quad \text{(when $M_a$ is even)},
$$

(43a)

$$
\delta \Delta q_{\text{var}} = G_a \left[ I + L_s \left\{ (I - A^{(M_a+1)}) (I + A)^{-1} A^{(2)} (I - A)^{-1} X G_a \right\} \mathbf{\sigma}, \quad \text{(when $M_a$ is odd)},
$$

(43b)

where $M_a$ is a time step at the moment when the norm of $A^{(M_a+1)}$ is less than one. Using Eq. 43, Eq. 36 can be redefined as,

$$
\mathcal{V}^2 = (\delta q_{\text{var}})^T (\delta q_{\text{var}}), \quad \delta q_{\text{var}} = \xi(\alpha) \delta \Delta q_{\text{var}},
$$

(44)

where $\delta q_{\text{var}}$ is a time-independent variance error of the heat flux, and $\xi(\alpha)$ is the ratio of $\delta q_{\text{var}}$ to $\delta \Delta q_{\text{var}}$. If the measurement noise is defined as Eq. 42, $\xi(0)$ is exactly 0.5. As $\alpha$ increases, $\xi(\alpha)$ increases slightly. If the measurement noise follows the normal distribution, $\xi(0)$ is close to, and not exactly, 0.5. However, as $\alpha$ increases, $\xi(\alpha)$ rapidly increases because of the uncertainty of the measurement. To compensate the assumption in Eq. 42, $\xi(\alpha)$ is defined using the measurement uncertainty, as follows.

$$
\xi(\alpha) = \sqrt{\frac{\sum_{m=1}^{M_a} |\overline{q}_m|^2}{\sum_{m=1}^{M_a} |\Delta q_{\text{var}}^m|^2}},
$$

(45)

where $\overline{q}_m$ and $\Delta q_{\text{var}}^m$ are the heat flux and heat flux change vectors, respectively, calculated by $\delta \mathbf{Y}^m$, which is the measurement noise data with zero-mean. If $\mathbf{\sigma}$ is known, $\delta \mathbf{Y}^m$ can be easily generated. $t_{M_a}$ is much smaller than the total measurement time $t_M$. This is because the expected mean value of $\delta \mathbf{Y}^m$ is zero by the standard statistical assumptions, and thus $\xi(\alpha)$ can be obtained in a short-term trend.

Finally, the total error of the heat flux is calculated as the sum of $\mathcal{V}^2$ and $\mathcal{P}^2$ defined in Eqs. 35 and 44, respectively. It is important that Eqs. 35 and 44 do not depend on the heat flux history. Therefore, it is possible to estimate the optimal $\alpha$ more efficiently than the conventional methods.
3.2. Parameter $\beta$

In the previous section, the optimal selection process of $\alpha$ was described. However, $\alpha$ is a penalty value, indicating that the bias error increases when $\alpha$ increases. This may cause excessive fluctuation of the inverse solution at the initial time–steps and/or a certain time step with abrupt heat flux change. This can be addressed by controlling $\beta$ with less penalty than $\alpha$. The parameter $\beta$ should be selected such that the magnitude of the gain coefficient matrix is minimal, in which case the stability conditions should also be satisfied. Therefore, in this section, we formulate the stability condition for $\beta$.

First, stability can be evaluated in terms of the inverse solution in Eq. 16c:

$$T_{a}^{m+1} = T_{a}^{m+1} + X\Delta q_{a}^{m+1}.$$  \hspace{1cm} (46)

Substituting Eqs. 12a and 16a into Eq. 46 gives

$$T_{a}^{m+1} = E_{a}AT_{a}^{m} + E_{a}Uq_{g,a}^{m} + XG_{a}Y^{m+1}, \quad E_{a} = I - XG_{a}L_{s},$$

where $q_{g,a}^{m}$ is a global nodal heat flux vector determined by the inverse process with the regularization method. Equation 47 is clearly decoupled into two-parts: the inverse solution (temperature and heat flux) at the current time–step and measurement data. $E_{a}AT_{a}^{m}$ and $E_{a}Uq_{g,a}^{m}$ are the inverse solutions at the current time–step, and $XG_{a}Y^{m+1}$ denotes the measurement data. Stability depends on the initial error of the solution with respect to $E_{a}AT_{a}^{m}$ and $E_{a}Uq_{g,a}^{m}$, and the input data of $XG_{a}Y^{m+1}$ (i.e., measurement noise data) is also a significant factor influencing the stability of the inverse solution. Therefore, both the initial and the input data errors should be well–controlled to realize stable inverse solutions.

First, for the initial error bound, the error of $T_{a}^{m+1}$ satisfies the following equations

$$\delta T_{a}^{m+1} := (E_{a}A)^{(m+1)}\delta T_{a}^{0}, \quad \text{(when } \|E_{a}A\| > \|E_{a}U\|),$$  \hspace{1cm} (48a)

$$\delta T_{a}^{m+1} := (E_{a}U)^{(m+1)}\delta q_{g,a}^{0}, \quad \text{(when } \|E_{a}A\| < \|E_{a}U\|),$$  \hspace{1cm} (48b)

where $E_{a}A$ and $E_{a}U$ are amplification matrices. The stability of the discretization methods requires certain conditions to ensure the uniform boundedness of the arbitrary powers of the amplification matrix. Therefore, the spectral radius of $E_{a}A$ and $E_{a}U$ must be smaller than 1 to bound the error, which is the well-known von–Neumann condition [12].

By definition, the spectral radius is the largest absolute value of its eigenvalues, which can be written as

$$\rho (E_{a}A) := \max \left\{ |\lambda_{1}|, \cdots, |\lambda_{N_{s}}| \right\} \leq 1,$$  \hspace{1cm} (49)

where $\lambda$ is an eigenvalue of $E_{a}A$.

The inverse solution does not divergence regardless of $XG_{a}Y^{m+1}$, if the stability condition for $\beta$ given in Eq. 49 is satisfied. However, if the stability condition for $XG_{a}Y^{m+1}$ is not sufficient, the amplitude of the temperature oscillation is much greater than the measurement errors. Consequently, it is difficult to distinguish if the changes in the boundary heat flux or input errors are the main reason for the fluctuation of the estimated temperature. Therefore, we should revisit Section 3.1 to select $\alpha$ again to handle the instability of $XG_{a}Y^{m+1}$. This is the main motivation to propose an iterative algorithm to select $\alpha$ and $\beta$ in this work. The details are described in the following section.

3.3. Algorithm to Select $\alpha$ and $\beta$

In this section, the selection criteria for $\alpha$ and $\beta$ are presented. The regularization method provides improved accuracy and stability in exchange for a tolerable amount of bias (see the bias–variance trade-off in Figure 3). At this time, if $\beta$ is properly considered, the variance error can be reduced with less penalty than $\alpha$. Therefore, selecting $\alpha$ properly with $\beta$ reduces the amount of bias error that needs to be exchanged, thereby reducing the total error. The specific criteria are discussed in Sections 3.1 and 3.2, and the overall process of selecting hybrid parameters is described in Algorithm 1. In Algorithm 1, $N_{iter}$ denotes the number of iterations. Conventional methods require $\sigma$, $\Delta \alpha$, $\Delta \beta$, $\Delta t$, and $Y$ as input data. On the other hand, in the proposed algorithm, $\Delta_{max}$ and $t_{M}$ replace $Y$. Note that $\xi(\alpha)$ is obtained in the form of oscillation, because $\xi(\alpha)$ is calculated with the noise data. To handle this, a fitted curve can be used. Note further that the algorithm converges fast with $N_{iter} = 2$ in the numerical problems considered in this work.
Algorithm 1

Input: \( C, K, X, \Delta q_{\text{max}}, \sigma, \Delta \alpha, \Delta \beta, \Delta t, t_M \)
Output: \( \alpha, \beta \)

1. \( \alpha = 0, \quad \beta = 1, \quad \xi(\alpha) \) \hspace{1cm} \triangleright \text{Initial setting (see Eq. 45)}
2. \textbf{for} \( k = 1 \) to \( N_{\text{iter}} \) \textbf{do}
3. \hspace{1cm} \( \mathcal{T}_2 = \mathcal{T}_2^{\text{old}} = \frac{\| \delta T_{\text{offset}} \hat{K} \delta T_{\text{offset}} \|^2}{\| q_{\delta T} \|^2 + \xi(\alpha)^2 (\delta \Delta q_{\text{var}})^T (\delta \Delta q_{\text{var}})} \) \hspace{1cm} \triangleright \text{(see Eqs. 35 and 44)}
4. \hspace{1cm} \textbf{while} \( \mathcal{T}_2^{\text{old}} \geq \mathcal{T}_2 \) \textbf{do}
5. \hspace{2cm} \( \alpha = \alpha + \Delta \alpha \)
6. \hspace{2cm} \( \mathcal{T}_2^{\text{old}} = \mathcal{T}_2 \)
7. \hspace{2cm} \( \mathcal{T}_2 = \frac{\| \delta T_{\text{offset}} \hat{K} \delta T_{\text{offset}} \|^2}{\| q_{\delta T} \|^2 + \xi(\alpha)^2 (\delta \Delta q_{\text{var}})^T (\delta \Delta q_{\text{var}})} \)
8. \hspace{1cm} \textbf{end while}
9. \hspace{1cm} \( \alpha = \alpha - \Delta \alpha \)
10. \hspace{1cm} \textbf{if} \( k = N_{\text{iter}} \) \textbf{then}
11. \hspace{2cm} \text{break} \hspace{1cm} \triangleright \text{Output: } \alpha \text{ and } \beta
12. \hspace{1cm} \textbf{end if}
13. \hspace{1cm} \beta_0 = \beta \hspace{1cm} \triangleright \text{For stopping criteria of } \beta
14. \hspace{1cm} G_a^{\text{old}} = G_a^0 = \begin{pmatrix} X_s^T X_s + \beta A \end{pmatrix}^{-1} X_s^T
15. \hspace{1cm} \textbf{while} \( ||G_a^{\text{old}}|| \geq ||G_a|| \) and \( \rho(E_aA) < 1 \) \textbf{do}
16. \hspace{2cm} \( \beta = \beta - \Delta \beta \)
17. \hspace{2cm} G_a^{\text{old}} = G_a
18. \hspace{2cm} G_a = \begin{pmatrix} X_s^T X_s + \beta A \end{pmatrix}^{-1} X_s^T
19. \hspace{2cm} E_aA = (I - XG_aL_s)A \hspace{1cm} \triangleright \text{(see Eqs. 6b and 47)}
20. \hspace{2cm} \textbf{end while}
21. \hspace{2cm} \beta = \beta + \Delta \beta
22. \hspace{2cm} \textbf{if} \( \beta = 1 \) or \( \beta = \beta_0 \) \textbf{then}
23. \hspace{3cm} \text{break} \hspace{1cm} \triangleright \text{Output: } \alpha \text{ and } \beta
24. \hspace{2cm} \textbf{end if}
25. \hspace{1cm} \Lambda = \Lambda(\beta), \quad U = U(\beta), \quad X = X(\beta) \hspace{1cm} \triangleright \text{Update the component matrices}
26. \hspace{1cm} \textbf{end for}
27. \textbf{end}

4. Numerical Examples

This Section evaluates the performance of the algorithm with two numerical models: 1D bar and 2D plate. In Section 4.1.1, the proposed estimator is evaluated with changes in the thermal diffusivity and the heat flux profile. In Section 4.1.2, we verify the stability conditions for \( \beta \) and demonstrate that the bias error decreases when \( \beta \) is considered. In Sections 4.1.3 and 4.2, the hybrid parameter selection algorithm is validated using the 1D and 2D examples, respectively, with various conditions.

4.1. One-dimensional problem

To evaluate the proposed algorithm, one-dimensional heat conduction was implemented in a rectangular bar (Figure 5a). The total length \( L \) of the bar is 2.5 cm, and the cross-section perimeter \( P \) and area \( A \) are 0.8 cm and 0.04 cm², respectively. The true, but unknown, heat flux was imposed on a wall at \( x = 0 \). The bar is attached to an insulated wall at \( x = L \). The other sides of the bar are exposed to convection under steady-state conditions; thereby, we suppose that the convective heat transfer coefficient is constant and uniform over the bar. The initial temperature of bar is 40 °C. \( N_e \) and \( N_g \) are respectively 20 and 21 so that the length of each element is 0.125 cm. The size of the element was determined by the thermal penetration depth condition [9], which is defined as

\[
\delta \approx \gamma \sqrt{k t},
\]

\hspace{2cm} (50)
where $\kappa$ is the thermal diffusivity ($cm^2/sec$), and the value of $\gamma$ depends on the type of boundary condition and, in this example, is 4. $\delta$ is the penetration depth that the distance to the surface at which the temperature decreases to 0.5% of the surface temperature. To obtain an accurate solution, a sufficiently fine mesh is required inside the penetration depth, and the results in Figure 6 show that it is sufficient when 20 elements are used. In this convergence study, the Backward Euler method ($\beta = 1.0$) was used which is unconditionally stable, and $\Delta t$ was set to 0.1. It is assumed that $\Delta t$ should be chosen between 0.1 and 0.01 due to the experimental environment and equipment in this example. As described in the Introduction, we will control $\beta$, not $\Delta t$, for stability using the condition given in Section 3.2. The accuracy of inverse problems is based on the measurement errors, but when using a discretization method such as FEM, the modeling errors also must be quantified. The best approach is to compare with the analytical solution like Alifanov [7], but we indirectly validated by the convergence study to cover a two-dimensional problem as well.

This section uses one sensor, which is attached to node 2. The Gaussian noise $\sigma$ was chosen as a measurement error in the single interior temperature history obtained by the sensor. The total sensing time $t_M$ to obtain the measurement data is 27 sec. The time, $M_s$, to calculate $\xi(a)$ was set to 2 sec in all examples.

4.1.1. Verification: $\alpha$ selection

First, we evaluate the proposed method for selecting the optimal $\alpha$ when $\beta = 1$. Tests were conducted on two types of heat flux profiles and three types of materials, which are shown in the Figures 5b, 5c, and Table 1. The optimal $\alpha$ obtained by utilizing the standard deviation in Eq. 19 is used as the reference, and the Morozov discrepancy principle in Eq. 17 is considered in this verification study. Equation 19 requires the true heat flux profile, which is unknown in real experimental environments. Only in numerical studies can the reference of $\alpha$ be calculated using Eq. 19. $\Delta q_{max}$ for the triangular and the sinusoidal profiles are 0.0370 and 0.2327 respectively. Table 2. The case of sinusoidal heat flux profile was also studied and its results are shown in Table 2. The optimal $\alpha$ obtained by the Morozov and the proposed ridge estimator when $\beta = 1.0$. Herein, the results show that the proposed estimator provides relatively closer results to the reference $\alpha$ than the Morozov method. In particular, the proposed estimator requires approximately 2 sec to find the optimal $\alpha$, which is 10 times faster than the Morozov method. The case of sinusoidal heat flux profile was also studied and its results were comparable to the triangular case in the Figure 7.

4.1.2. Verification: $\beta$ selection

In this section, we verify the stability condition studied in Section 3.2. Figure 8 shows the norm of the gain coefficient matrix and the spectral radius of $E_{q}A$ from variation in $\beta$. The acceptable limit was drawn where the spectral radius of $E_{q}A$ becomes less than 1. Therefore, $\beta$ with the smallest gain coefficient is selected based on the acceptable limit. The value of $\beta$ chosen by this condition is 0.44, and the solid red line in Figure 8b is the result when $\beta = 0.44$. If $\beta$ is not selected in this manner, the inverse solution may diverge, as shown in Figure 8b.

4.1.3. Performance of the algorithm

In the previous sections, we evaluated the performance of the proposed method by separately selecting $\alpha$ and $\beta$. In this problem, we validate the performance of the hybrid parameter selection algorithm by setting two different conditions. The reference of the inverse solution is calculated by the reference of $\alpha$ and assuming $\beta = 1$. The Morozov discrepancy principle is also obtained by assuming $\beta = 1$. However, as shown in Algorithm 1, the hybrid parameters $\alpha$ and $\beta$ are selected by iterative processes. The errors of the inverse solutions (temperature and heat flux) are calculated by the following formula:

\[
\text{Error of temp.} = \frac{1}{M} \sum_{m=1}^{M} \left( \hat{T}_m - T_{\text{method}}^m \right)^T \left( \hat{T}_m - T_{\text{method}}^m \right),
\]

\[
\text{Error of heat flux} = \frac{1}{M} \sum_{m=1}^{M} \left( \hat{q}_m - q_{\text{method}}^m \right)^T \left( \hat{q}_m - q_{\text{method}}^m \right),
\]

where $\hat{T}_m$ and $\hat{q}_m$ are the exact temperature and heat flux vectors, respectively. $T_{\text{method}}^m$ and $q_{\text{method}}^m$ are obtained by each method individually: the reference, Morozov method, and hybrid parameter selection method.

Figure 9 shows the estimated temperature and heat flux plots. The standard deviation errors and computational cost are shown in Table 2. The case of sinusoidal heat flux profile was also studied and its results are shown in Table 2. The hybrid parameter selection method reduced the optimal value of $\alpha$ significantly, and the standard deviation of the
heat flux calculated by the proposed algorithm is similar to that of the reference. Table 2 indicates that the Morozov method yields a relatively large error for heat flux, which is because this method is a temperature-based estimator.

4.2. Two-dimensional problem
A two-dimensional heat conduction problem was implemented in a rectangular plate to demonstrate the accuracy and efficiency of the hybrid parameter selection algorithm. The thickness of the plate is thin enough to ignore the heat convection in the through-plane, and the description of the model is shown in Figure 10. This study considers natural convection assuming that the plate is exposed to ambient room air without an external source of motion, and the initial equilibrium temperature is 40 °C. The size of the plate is (5 cm × 5 cm × 0.01 cm), featuring 400 quad elements (i.e., 2D elements) and 441 nodes. The size of the element was determined in the same way as in Section 4.1. It is assumed that the measurement time interval must be 0.05 (i.e., Δt = 0.05). The material density ρ, thermal conductivity k, specific heat capacity c, and convective heat transfer coefficient h are 1.33 g/cm³, 2.33 W/cm°C, 0.940 J/g°C, and 0.0005 W/cm²°C, respectively. The time, M, to calculate $\xi(\alpha)$ was set to 2 sec in all examples, and $\xi(\alpha)$ was used as a fitted curve. The reference and the error of the inverse solution were calculated in the same manner as in Section 4.1. In the following sections, two cases were considered: single-unknown and multi-unknown heat fluxes.

4.2.1. Two-dimensional problem with single-unknown heat flux
The first case is to estimate a single-unknown boundary heat flux. The locations of the imposed heat flux and the attached sensor are shown in Figure 10a. The profile of the imposed heat flux is shown in Figure 10b. The result is shown in Figure 11, and the details of the results are listed in Table 3. The numerical results clearly demonstrate that the proposed hybrid parameter selection algorithm yields better accuracy than the Morozov method when estimating the heat flux. In addition, it requires only 71.79 sec to compute the two parameters, which is much faster than the Morozov method (452.26 sec).

4.2.2. Two-dimensional problem with multi-unknown heat fluxes
The second case is to estimate multi-unknown boundary heat fluxes. The description of the model and boundary conditions is shown in Figure 12a. The profiles of the heat flux imposed for each boundary are shown in Figure 12b. The results are shown in Figure 13, and the details of the results are listed in Table 4. With the corresponding results, the proposed ridge estimator can be applied well to the case with multiple sensors. In addition, for the problem of estimating multiple heat sources, the hybrid parameter selection method was successfully validated in terms of accuracy and efficiency.

5. Conclusion
In this study, the iterative hybrid parameter (α and β) selection algorithm was developed. α is the regularization parameter that gives the bias error to reduce the variance error, and β is the parameter to reduce the bias error. Thus, the proposed algorithm can reduce the total error by adjusting the two parameters iteratively, resulting in better stability. An efficient ridge estimator was first proposed to alleviate the computational burden of the iterative scheme. The key idea is to decompose the total error into bias and variance errors, and each error is effectively computed using the maximum heat flux change and prior information, respectively. For this purpose, the proposed ridge estimator possesses two features. One is that it does not require experimental data, which needs to be obtained in advance. Therefore, the proposed estimator can be used in pre-processing as well, whereas classical methods can only be used in post-processing. Another feature is that it does not have a local minimum unlike the Morozov method. Thus, whereas the Morozov method has to specify the range of α (i.e., algorithms designed for-loop), the proposed estimator can be efficiently implemented by using the while-loop in programming. In the hybrid parameter selection scheme, the amplification matrix of the inverse problem derived by the Tikhonov method was derived here. β was then selected to obtain better accuracy of the inverse solution when the spectral radius of the amplification matrix is less than 1. Combining these criteria, a new iterative hybrid parameter selection algorithm was developed to find α and β, and its performance was demonstrated using numerical examples. The proposed algorithm can address the multiple heat source estimation problem requiring multi sensor data. Although this work focused only on IHCP, the idea could be extended to other problems such as the thermal expansion, piezoelectric, inverse radiation, natural convection, and elastic problems [23, 25, 36, 40, 37, 41].

Note that the deviation error was neglected in the proposed estimator. However, this error becomes significant when sensors are attached in wrong positions. Therefore, sensitivity analysis should be conducted to find adequate sensor
positions before using the proposed algorithm. Furthermore, the proposed estimator cannot be used to estimate a step or constant input case because it is based on the heat flux change due to the computational efficiency.

Acknowledgements

This research was funded by National Research Foundation of Korea (NRF-2018R1A1A1A05078730) and MOTIE, Korea Government (grant No. 20001228).

References

[1] J. Hadamard, Sur les probleme aux derivees partielles a leur signification physique, Bull. Univ. Princeton 13 (1902) 49-52.
[2] K.-J. Bathe, Finite Element Procedures. Prentice Hall, 1995.
[3] A.N. Tikhonov, Numerical Methods for the Solution of Ill-posed Problems, Kluwer Academic Publishers, Dordrecht, Boston (1995).
[4] Tikhonov, A. N. and Arsenin, V. Y., Solutions of Ill-Posed Problems, V. H. Winston & Sons, Washington, D.C., (1977).
[5] J.V. Beck, B. Blackwell, C.R.S. Clair, Inverse Heat Conduction: Ill-Posed Problems, Wiley (1985).
[6] O.M. Alifanov, Inverse Heat Transfer Problems, Springer (1994).
[7] O.M. Alifanov, A.V. Nenarokomov, Effect of different factors on the accuracy of the solution of a parametrized inverse problem of heat conduction, J. Eng. Phys., 56 (3) (1989), pp. 308-312.
[8] M.N. Ozisik, H.R.B. Orlande, Inverse heat transfer: fundamentals and applications, Taylor & Francis, New York (2000).
[9] K.J. Bathe, Finite Element Procedures, MIT Press, Prentice-Hall, Cambridge, MA, Englewood Cliffs, NJ (1996).
[10] J.V. Beck, K.A. Woodbury, Inverse problems and parameter estimation: integration of measurements and analysis, Meas. Sci. Technol., 9 (1998), pp. 839-847.
[11] K.A. Woodbury (Ed.), Inverse Engineering Handbook, CRC Press, Boca Raton, FL (2002).
[12] C. Hirsch, Numerical computation of internal and external flows, vol. 1: Fundamentals of numerical discretization, Wiley, New York, NY (1988).
[13] J.V Beck, Combined function specification-regularization procedure for solution of inverse heat conduction problem, AIAA Journal, 24 (1) (1986), pp. 180-185.
[14] A.A. Tseng, T.C. Chen, F.Z. Zhao, Direct sensitivity coefficient method for solving two-dimensional inverse heat conduction problems by finite element scheme, Numerical Heat Transfer, Part B, 27 (1995), pp. 291-307.
[15] C. Aviles-Ramos, A. Haji-Sheikh, J.V. Beck, Exact solution of heat conduction in composite materials and application to inverse problems, ASME J. Heat Transfer 120 (1998) 592–599.
[16] M. Monde, Analytical method in inverse heat transfer problem using Laplace transform technique, Int. J. Heat Mass Transfer 43 (2000) 3965–3975.
[17] K.D. Cole, J.V. Beck, A. Haji-Sheikh, B. Litkouhi, Heat Conduction Using Green’s Functions, second ed., Taylor & Francis, New York, 2011.
[18] M. Raynaud, J. Bransier, A new finite difference method for nonlinear inverse heat conduction problem, Num. Heat Transfer 9 (1986) 27–42.
[19] L. Guo, D.A. Murio, A modified space-marching finite-difference algorithm for the two-dimensional inverse heat conduction problem with slab symmetry, Inverse Probl, 7 (1991), pp. 247-259.
[20] X.W. Ling, R.G. Keanini, H.P. Cherukuri, A non-iterative finite element method for inverse heat conduction problems, Int. J. Numer. Methods Eng., 56 (9) (2000), pp. 1315-1334.
[21] X. Ling, H.P. Cherukuri, R.G. Keanini, A modified sequential function specification finite element-based method for parabolic inverse heat conduction problems, Comput. Mech. 36 (2005) 117–128.
[22] A.A. Tseng, F.Z. Zhao, Multidimensional inverse transient heat conduction problems by direct sensitivity coefficient method using a finite-element scheme, Numer. Heat Transfer Part B: Fundam., 29 (3) (1996), pp. 365-380.
[23] S. Nanthakumar, T. Lahmer, X. Zhuang, G. Zi, T. Rabczuk, Detection of material interfaces using a regularized level set method in piezoelectric structures, Inverse Probl. Sci. Eng., 24 (1) (2016), pp. 153-176.
[24] P. Mohebbi, M. Sellier, T. Rabczuk, Estimation of linearly temperature-dependent thermal conductivity using an inverse analysis, Int. J. Therm. Sci., 117 (2017) 68–76.
[25] N. Vu-Bac, T.X. Duong, T. Lahmer, P. Areias, R.A. Sauer, H.S. Park, T. Rabczuk, A NURBS-based inverse analysis of thermal expansion induced morphing of thin shells, Comput. Methods Appl. Mech. Eng., 350 (2019), pp. 480-510.
[26] G.W. Krutz, R.J. Schoenhals, P.S. Hore, Application of the finite element method to the inverse heat conduction problem, Numer. Heat Transfer, 1 (1978), pp. 489-498.
[27] S.M. Lin, C.K. Chen, Y.T. Yang, A modified sequential approach for solving inverse heat conduction problems, Int. J. Heat Mass Transfer, 47 (2004), pp. 2669-2680.
[28] V.A. Badri Narayanan, N. Zabaras, Stochastic inverse heat conduction using a spectral approach, Int. J. Numer. Meth. Eng., 60 (7) (2004).
[29] R.J. Reinhart, N.H. Hao, A sequential conjugate gradient method for the stable numerical solution to inverse heat conduction problems, Inverse Probl., 2 (1996), pp. 263-272.
[30] A.G. Chavez Castillo, B. Gaume, Y. Rouizi, O. Quéméner, P. Glouannec, Identification of insulating materials thermal properties by inverse method using reduced order model, Int. J. Heat Mass Transf., 166 (2021) 120683, ISSN 0017-9310.
[31] M. Girault, Y. Liu, Y. Billaud, A. M. Benselama, D. Saury, D. Lemmonier, Reduced Order Models for conduction and radiation inside semi-transparent media via the Modal Identification Method, Int. J. Heat Mass Transf., 168 (2021) 120598, ISSN 0017-9310.
[32] J. Liu, A stability analysis on Beck’s procedure for inverse heat conduction problem, J Comput Phys, 123 (1996), pp. 65-73.
[33] Reinhardt H.J., Analysis of the discrete Beck method solving illposed parabolic equations, Inverse Problems, (1994) 10 1345–60.
Optimal hybrid parameter selection for stable sequential solution

[34] X. Ling, S.N. Atluri, Stability analysis for inverse heat conduction problems, Comput. Model. Eng. Sci., 13 (3) (2006), pp. 219-228.

[35] Szénási S., Feáde I. Using multiple graphics accelerators to solve the two-dimensional inverse heat conduction problem, Comput. Methods Appl. Mech. Engrg., 144 (1997), pp. 245-274.

[36] N. Zabaras, G. Yang, A functional optimization and implementation for an inverse natural convection problem, Comput. Methods Appl. Mech. Engrg., 13 (3) (2006), pp. 286-303.

[37] K.H. Lee, S.W. Baek, K.W. Kim, Inverse radiation analysis using repulsive particle swarm optimization algorithm, Int. J. Heat Mass Transf., 51 (11–12) (2008), pp. 2772-2783.

[38] K.H. Lee, Application of repulsive particle swarm optimization for inverse heat conduction problem – parameter estimations of unknown plane heat source, Int. J. Heat Mass Transf., 137 (2019), pp. 268-279.

[39] H.M. Park, M.C. Sung, Sequential solution of a three-dimensional inverse radiation problem, Comput. Methods Appl. Mech. Eng., 192 (2003), pp. 3689-3704.

[40] H.M. Park, O.Y. Chung, Reduction of modes for the solution of inverse natural convection problems, Comput. Methods Appl. Mech. Eng., 190 (8–10) (2000), pp. 919-940.

[41] A.B. Tabrizi, Y. Jaluria, Application of steady-state turbulent flow data in the solution of inverse natural heat convection problems, Int. J. Heat Mass Transf., 64 (2021) 120553, ISSN 0017-9310.

[42] D.F. Tandy, D.M. Trujillo, H.R. Busby, Solution of inverse heat conduction problems using an eigenvalue reduction technique, Numerical Heat Transfer, 10 (1986), pp. 597-617.

[43] E. Vescov, D. Petri, Model reduction for the resolution of multidimensional inverse heat conduction problems, Int. J. Heat Mass Transfer, 44 (10) (2001), pp. 1899-1911.

[44] K.M. Singh, M. Tanaka, Dual reciprocity boundary element analysis of inverse heat conduction problems, Comp Meth Appl Mech Eng, 190 (2001), pp. 5283-5295.

[45] K.A. Woodbury, J. Beck, Estimation metrics and optimal regularization in a Tikhonov digital filter for the inverse heat conduction problem, International Journal of Heat and Mass Transfer, 62 (2013), pp. 31-39.

[46] Groetsch, C.W.: Comments on Morozov's discrepancy principle. In: Hämmerlin, G., Hoffmann, K.H.(eds.) Improperly Posed Problems and Their Numerical Treatment, pp. 97–104. Birkhäuser, Basel(1983).

[47] H.W. Engl, Discrepancy principles for Tikhonov regularization of ill-posed problems leading to optimal convergence rates, Journal of Optimization Theory and Applications, 52 (2) (1987), pp. 209-215

[48] Bauer F, Lukas MA. Comparing parameter choice methods for regularization of ill-posed problems. Math Comput Simul. (2011) 81(9):1795–841.

[49] G. Golub, H. Heath, G. Wahba, Generalized cross-validation as a method for choosing a good ridge parameter, Technometrics, 21 (1979), pp. 215-224.

[50] D.M. Trujillo, H.R. Busby, Optimal regularization of the inverse heat-conduction problem, J. Thermophys., 3 (1989), pp. 423-427.

[51] M.A. Lukas, Robust generalized cross-validation for choosing the regularization parameter, Inverse Probl., 22 (2006), pp. 1883-1902.

[52] Hansen PC, O’Leary DP, The use of the L-curve in the, regularization of discrete ill-posed problems. SIAM J Sci Comput, 14(6) (1993):1487–1503.

[53] D.M. Trujillo, H.R. Busby, Optimal regularization of the inverse-heat conduction problem using the L-curve, Int. J. Numer. Methods Heat Fluid Flow, 4 (5) (1994), pp. 447-452.

[54] K. Kurpisz, A.I. Nowak, BEM approach to inverse heat conduction problems, Eng Anal Bound Elem, 10 (1992), pp. 291-297.

[55] R. Pasquetti, C.L. Nilot, Boundary element approach for inverse heat conduction problems: application to a bidimensional transient numerical experiment, Numerical Heat Transfer, Part B, 20 (1991), pp. 169-189.

[56] McDonald, G.C. and Galarneau, D. I., A Monte Carlo evaluation of some ridge type estimators. Journal of the American Statistical Association, 70 (1975): 407–416.

[57] J. Honerkamp, J. Weese, Tikhonov’s regularization method for ill-posed problems: a comparison of different methods for the determination of the regularization parameter, Continuum Mech Thermodyn, 2 (1990), pp. 17-30.

[58] Paulsen, Vern, Completely Bounded Maps and Operator Algebras. Cambridge Studies in Advanced Mathematics. 78. Cambridge University Press, (2002), p. 40.

[59] O’Callahan J, A procedure for an improved reduced system (IRS) model, Proceeding the 7th International Modal Analysis Conference, CT, Bethel, (1989), 17–21.

[60] Ahn, J. G., Yang, H. I., and Kim, J. G. (2021). Multiphysics model reduction of thermomechanical vibration in a state-space formulation. arXiv e-prints, arXiv-2105.
Figure 1: Schematic of the heat conduction domain with the measured temperature $Y_i(t)$, ($i = 1, \ldots, I$).

Figure 2: Constant piecewise functional form of the heat flux, which is specified on the $j$-th boundary and defined by the trapezoidal rule ($\beta = 0.5$).
**Figure 3**: Bias-variance trade-off conceptual plot in the regularization method.

**Figure 4**: Illustration of the bias error caused by excessive regularization.
Figure 5: (a) 1D bar finite element model description, and (b) triangular or (c) sinusoidal heat flux profiles imposed on node 1.

Figure 6: Comparison of FEM results with $\kappa = 0.041$, $\Delta t = 0.1$, and $\beta = 1.0$ at $t = 1.0$ to determine the element size in the 1D bar model. Using $N_e = 2$ and $N_e = 5$ violates the penetration depth condition.
Table 1
Material properties for one-dimensional numerical examples.

| Material properties          | Silicon  | Carbon-carbon composite | Stainless steel |
|------------------------------|----------|-------------------------|-----------------|
| Thermal diffusivity, $\kappa$ [cm$^2$/sec] | 0.797    | 0.103                   | 0.041           |
| Material density, $\rho$ [g/cm$^3$]       | 2.330    | 1.720                   | 7.860           |
| Thermal conductivity, $k$ [W/cm$^2$C]      | 1.300    | 0.125                   | 0.162           |
| Specific heat capacity, $c_v$ [J/g$^\circ$C] | 0.700    | 0.700                   | 0.500           |
| Convection coefficient, $h$ [W/cm$^2$C]     |          | 0.005                   |                 |
| Ambient temperature, $T_\infty$ [C$^\circ$] |          | 40.000                  |                 |
| Initial temperature, $T_0$ [C$^\circ$]     | 40.000   |                         |                 |
Figure 7: Standard deviation error results of the 1D bar problem when $\alpha$ is varied. Each figure is a result of estimating a triangular heat flux profile for three types of materials: (a) Silicon, (b) Carbon-carbon composite, (c) Stainless steel. The average elapsed times to estimate $\alpha$ by the Morozov and the proposed methods are 27.28 and 2.84 sec, respectively.
Figure 8: (a) Spectral radius and the norm of the gain coefficient in the 1D bar problem for various values of $\beta$ ($0 \leq \beta \leq 1$). The acceptable limit represents the under-bound of the $\beta$ selection to ensure stability. (b) Resulting plots of the inverse solutions for validating the stability limit. $\sigma$ is set to zero to observe only the initial error propagation. The sensor position is node 1 ($\kappa = 0.797$, $\Delta t = 0.100$, $\alpha = 0.0$).
Figure 9: Estimated temperature (left) and heat flux (right) plots using the Morozov and the hybrid parameter methods for the triangular input cases in the 1D bar problem. Reference is the result using the optimal regularization parameter $\alpha$ obtained by the exact solution. The sensor position and thermal diffusivity are presented in Table 2.

### Table 2
Detail results for each heat flux profile case in the 1D bar problem.

|                     | Method          | $\alpha$ | $\beta$ | Error of temp. | Error of heat flux | Cost (sec) | Note                                      |
|---------------------|-----------------|----------|---------|-----------------|-------------------|------------|-------------------------------------------|
| **Triangular heatflux profile** | Reference       | 2.88e-1  | 1.00e-0 | 4.75e-1        | 4.54e-1           | 3.13e-0    | sensor attached to node 2, $\kappa = 0.041$, $\sigma = 0.5$, $\Delta t = 0.1$. |
|                     | Morozov method  | 3.30e-3  | 1.00e-0 | 5.08e-1        | 6.69e-0           | 3.38e-0    |                                           |
|                     | Hybrid parameter| 6.20e-3  | 1.60e-1 | 5.19e-1        | 4.48e-1           | 9.11e-1    |                                           |
| **Sinusoidal heatflux profile** | Reference       | 3.47e-2  | 1.00e-0 | 2.97e-1        | 5.81e-1           | 2.74e+1    | sensor attached to node 3, $\kappa = 0.797$, $\sigma = 0.5$, $\Delta t = 0.01$. |
|                     | Morozov method  | 1.13e-2  | 1.00e-0 | 1.72e-1        | 9.21e-1           | 2.92e+1    |                                           |
|                     | Hybrid parameter| 1.99e-5  | 1.60e-1 | 2.86e-1        | 5.84e-1           | 4.60e-0    |                                           |
Optimal hybrid parameter selection for stable sequential solution

Figure 10: (a) 2D finite element model and sensor position, and (b) heat flux is imposed on the boundary $\Gamma_f^{(1)}$.

Figure 11: Estimated heat flux plots for the triangular input case in the 2D plate problem. The average elapsed times to execute the Morozov and the hybrid parameter algorithms are 452.26 and 71.79 sec, respectively ($\kappa = 1.863$, $\sigma = 0.5$, $\Delta t = 0.05$).

Table 3
Detail results for the case of a single-unknown heat flux profile estimation in the 2D plate problem.

| Method         | $\alpha$   | $\beta$   | Error of temp. | Error of heat flux | Cost(sec) | Note                        |
|----------------|------------|-----------|----------------|--------------------|-----------|-----------------------------|
| Reference      | $1.99e-0$  | $1.00e-0$ | $3.77e-1$      | $1.53e-1$          | $4.48e+2$ | $\kappa = 1.863, \sigma = 0.5, \Delta t = 0.05$ |
| Morozov method | $8.00e-2$  | $1.00e-0$ | $1.24e-1$      | $1.22e+0$          | $4.52e+2$ |                             |
| Hybrid parameter | $1.78e-0$  | $3.32e-1$ | $6.04e-1$      | $1.39e-1$          | $7.17e+1$ |                             |
Figure 12: (a) Description of the attached sensors and the imposed boundary conditions. (b) The different types of the heat flux profiles are imposed on the boundary ($\Gamma_f^{(1)}$: square root, $\Gamma_f^{(2)}$: triangular, $\Gamma_f^{(3)}$: sinusoidal, $\Gamma_f^{(4)}$: arbitrary profiles).

Figure 13: Results for the multiple-unknown heat flux estimation in the 2D plate problem. The average elapsed times to execute the Morozov and the hybrid parameter algorithms are 475.43 and 73.56 sec, respectively ($\kappa = 1.863$, $\sigma = 0.5$, $\Delta t = 0.05$).
Table 4
Detail results for the multi-unknown heat flux estimation in the 2D plate problem.

| Method          | $\alpha$ | $\beta$ | $\Gamma_j^{(1)}$ | $\Gamma_j^{(2)}$ | $\Gamma_j^{(3)}$ | $\Gamma_j^{(4)}$ | Cost  | Note                        |
|-----------------|----------|----------|-------------------|-------------------|-------------------|-------------------|-------|-----------------------------|
| Reference       | 4.03e-1  | 1.00e-0  | 5.01e-1          | 5.58e-1          | 7.22e-1          | 9.69e-1          | 4.71e+2| $\kappa = 1.863, \sigma = 0.5, \Delta t = 0.05$ |
| Morozov method  | 1.52e-2  | 1.00e-0  | 2.19e+0          | 2.19e+0          | 2.33e+0          | 2.26e+0          | 4.75e+2|                             |
| Hybrid parameter| 2.07e-1  | 5.00e-1  | 6.20e-1          | 7.00e-1          | 9.03e-1          | 9.88e-1          | 7.35e+1|                             |