TOPOLOGY OF SINGULARITIES ON ALGEBRAIC LOOP SPACES
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ABSTRACT. We study the topology of some simple infinite dimensional singularities arising from spaces of algebraic formal loops. We prove that in some simple cases the natural analogue of nearby cycles cohomology for a function on the loop space vanishes, and show further that a suitably renormalized version of the above cohomology produces a simple (non-zero) result.

1. INTRODUCTION

The goal of this note is to present some rather simple computations of the cohomology of some infinite dimensional spaces. If $X$ is an affine variety (over $\mathbb{C}$) with a regular function $F : X \to \mathbb{A}^1$ which is topologically a fibration over $\mathbb{G}_m$, then a measure of the singularity of $F$ over $\{0\}$ is given by the functor of vanishing cycles and its close relative, nearby cycles. At a crude approximation (which will be sufficient for our purposes) these functors measure the difference in central and nearby fibre cohomology.

If one restricts to the simple case where the central fibre is contractible, for example if $F$ is homogeneous, then to compute vanishing cycles one must simply compute the cohomology of the nearby fibre. According to a result of Milnor, and under the additional assumption that the singularity at the origin be isolated, vanishing cohomology of such a function is concentrated in degree $\dim X - 1$, and of dimension the Milnor number, $\mu(X)$.

Attached to $X$ is a certain infinite dimensional space (in general not representable by a scheme, but still fairly manageable) of loops into $X$, denoted $\mathcal{L}X$. Further, the data of $F$ endows this space of loops with a natural global function, denoted $\Lambda(F)$ which can roughly be defined as the constant (in $t$) term obtained upon replacing local coordinate functions $z^i$, in $F(z^1, ..., z^d)$, with Laurent series $z^i(t) = \sum z^i_j t^j$, so that the variables $z^i_j$ are functions on the loop space of $X$. Everything in this context is highly infinite dimensional and so one certainly should not expect a simple analogue of the entire vanishing cycles package, but it is of course still possible to compare central and nearby fibre cohomology, which will be the subject of this note.

Example. A useful example to bear in mind is the pair $(\mathbb{A}^1, z^2)$. We have

$$\Lambda(z^2) = z_0^2 + 2 \sum_{j>0} z_j z_{-j} \in \mathcal{O}(\mathcal{L}\mathbb{A}^1).$$

We think of this as an (ind-) infinite dimensional affine quadric. Truncating the Laurent tails by requiring no poles of order greater than $n$, we obtain the function $z_0^2 + 2 \sum_{j=1}^{n} z_j z_{-j}$. The nearby fibre cuts out the product of a quadric in $\mathbb{A}^{2n+1}$ with an infinite dimensional affine space, and is thus homeomorphic to $T^* S^{2n} \times \mathbb{R}^\infty$. The nearby fibres are therefore homotopic to $S^{2n}$, so that in the limit we obtain a weakly contractible space. If we instead computed a colimit of maps along Gysin maps on cohomology we would obtain a one dimensional space in degree 0, which we note agrees with vanishing cohomology of the pair $(\mathbb{A}^1, z^2)$. 
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We compute the relevant spaces explicitly in the case of homogeneous $F$ with an isolated singularity, that is to say the cone singularity for the affine cone on a smooth projective hypersurface. Further, we observe that, in the spirit of [1], there is a natural method by which to renormalize the cohomology spaces, so as to avoid classes running off to infinity and thus vanishing in the limit. It is in fact this renormalized/ stabilized cohomology with which we deal primarily in this note. We remark that the methods presented here are quite elementary, we only make use of basic properties of Gysin maps and residues, the reader familiar with loop spaces and cohomology of ind-schemes more broadly can safely skip straight to Section 3, and indeed is encouraged to do so.

We state here our main theorem, undefined terms will be defined in the following sections.

**Theorem 1.1.** Let $F : \mathbb{A}^d \to \mathbb{A}^1$ be a homogeneous function with an isolated singularity at $0$. Then the renormalized nearby cohomology of the pair $(\mathcal{L}\mathbb{A}^d, \Lambda(F))$ is concentrated in degree $d - 1$ and of dimension $\mu(F)$.

We remark that the above computation agrees with the corresponding (reduced) nearby cohomology of the pair $(\mathbb{A}^d, F)$, which maps to $(\mathcal{L}\mathbb{A}^d, \Lambda(F))$ via the inclusion of constant loops into loops. As such, the above could be phrased as a cohomology vanishing theorem for the open complement.

Further, over the course of the proof of the above we will also prove the following,

**Theorem 1.2.** The reduced (co)homology of the nearby fibre to $\Lambda(F)$ vanishes.
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2. **Basics**

We will recall here some basic notions in the theory of loop spaces. We will work throughout over the field $\mathbb{C}$ of complex numbers. By a space we will mean a pre-sheaf on the category of affine $\mathbb{C}$-schemes, so that to give a space is simply to give its value on all test algebras $A$. We will deal in particular with ind-schemes, which are filtered colimits (taken inside the pre-sheaf category) of schemes along closed embeddings. Given a set $S$, throughout we will write $\mathbb{A}\{S\}$ for the affine space with ring of functions, $\mathbb{C}[S]$, the free commutative $\mathbb{C}$-algebra generated by $S$.

2.1. **Loop Spaces.** We now define some of our basic objects of study, mostly to fix notation. $X$ will denote an arbitrary space below.

**Definition 2.1.**

1. The arc space of $X$, $\mathcal{L}^+ X$, is defined as the space with $A$-points $\mathcal{L}^+ X(A) = X(A[[t]])$.
2. The loop space, denoted $\mathcal{L}X$, is defined as the space with $A$-points $\mathcal{L}X(A) = X(A((t)))$.
3. There is an evident $\mathbb{G}_m$ action on $\mathcal{L}X$. Functions on $\mathcal{L}X$ of weight $w$ for this action will be said to be of conformal weight $w$.

We record some simple and well-known facts below. For a more detailed introduction to these objects we recommend [2] and its sequels.

**Lemma 2.1.**

1. If $X$ is a scheme then the functor $\mathcal{L}^+ X$ is representable by a scheme.
2. If $X$ is moreover finite type and affine, then the functor $\mathcal{L}X$ is representable by an ind-scheme, and in fact by an ind-affine scheme, that is to say a filtered colimit of affine schemes along closed embeddings.
If \( X \) is smooth then both the loop and the arc space are formally smooth.

**Remark.** Giving an ind-affine scheme is equivalent to giving a complete and linearly topologized \( \mathbb{C} \)-algebra, that is a complete topological algebra with a neighbourhood basis at 0 consisting of ideals.

**Example.** The case of \( \mathcal{L} \mathbb{A}^1 \) corresponds to the linearly topologized algebra \( \lim_n \mathbb{C}[Z_{\geq -n}] \). The function \( z_i \) is of conformal weight \( i \). The topology is such that for example the infinite sum \( \sum_j z_j z_{-j} \) is convergent.

We now introduce the functions on the loop space that we wish to consider. We will assume \( X \) is an affine scheme in what follows. If \( X = \text{spec}(A) \), then we will write \( \hat{X} \times \mathbb{D}^* = \text{spec}(A((t))) \).

We extend the definition of \( (-) \hat{\times} \mathbb{D}^* \) to ind-affine schemes by imposing compatibility with filtered colimits. Note that if an ind-affine scheme \( X \) corresponds to a linearly topologized algebra \( A \), then the ind-affine scheme \( \hat{X} \times \mathbb{D}^* \) corresponds to the algebra, \( A \{ t \} \), of topological Laurent series over \( A \), i.e. the algebra of formal series in \( t \) and \( t^{-1} \) with negative tails tending to 0; \( \{ \sum_i a_i t^i \mid a_i \to 0, i \to -\infty \} \), this is of course the natural completion of the naive algebra of \( A \)-valued Laurent series.

**Definition 2.2.** The functor of points definition of \( \mathcal{L}X \) produces a universal map \( \mathcal{L}X \hat{\times} \mathbb{D}^* \to X \).

We call this the evaluation map and denote it \( \eta \). If \( f \) is a function on \( X \), we denote by \( \Lambda(f) \) the constant term of \( \eta^*(f) \).

**Example.** In the case of \( \mathbb{A}^1 \), \( \eta \) can be understood very easily. Indeed, by definition it is a global function on \( \mathcal{L} \mathbb{A}^1 \hat{\times} \mathbb{D}^* \), the algebra of such is the algebra of topological power series over the complete linearly topologized algebra \( \lim_n \mathbb{C}[Z_{\geq -n}] \). It is then readily seen that \( \eta \) corresponds to the (universal) topological Laurent series \( z(t) := \sum_i z_i t^i \).

As such we see for example that \( \Lambda(z^2) = \sum_i z_i z_{-i} \).

In general, working with coordinates \( \{ z_j \} \), one substitutes the sums \( z^j(t) = \sum_i z^j_i t^i \) into \( f \) and formally expands, then takes the constant term.

### 2.2. Homology and Cohomology of Ind-Schemes.

If \( Y \) is an ind-scheme space, then the set of \( \mathbb{C} \) points of \( Y \) is topologized as the colimit of spaces \( Y(\mathbb{C}) \), with \( Y \to Y \) a closed embedding of a scheme \( Y \) into \( Y \).

**Example.** Consider the ind-scheme \( \mathbb{A}^\infty = \lim_n \mathbb{A}^n \), and let \( Y = \mathbb{A}^\infty \setminus \{ 0 \} \). Then \( Y(\mathbb{C}) \) is the weakly contractible space of non-zero finitely supported sequences of elements of \( \mathbb{C} \).

We remark that the above example illustrates a fairly typical phenomenon, the support of the reduced homology of the spaces in a colimit presentation of the ind-scheme \( Y \) tends to infinity, and so nothing survives to the limit. Note that the same thing happens for cohomology, as the relevant \( \mathbb{R} \)lim terms vanish in such cases, as the resulting pro-systems are manifestly Mittag-Leffler. One might then hope that a suitable renormalization procedure could remedy this. In [1] the authors note that such is possible for sufficiently well behaved ind-schemes.
Definition 2.3. If $X$ is a scheme then we call it smooth if it can be represented as the filtered limit of smooth finite type schemes.

Remark. This implies formal smoothness of $X$.

We extend this to ind-schemes in an evident manner:

Definition 2.4. If $X$ is an ind-scheme, we call it smooth if it can be represented as the filtered colimit of smooth schemes in the sense of the definition above.

Remark. This is a strong condition, and indeed is not fulfilled by the loop space to an arbitrary smooth scheme, for example $\mathcal{L}\mathbb{G}_m$ is non-reduced, and thus certainly not smooth in this sense. Note that on the other hand $\mathcal{L}\mathbb{A}^1$ certainly is smooth.

Henceforth, for a scheme $X$, when we write $H^*(X)$ it is to be understood as $H^*(X(\mathbb{C}), \mathbb{C})$. As explained in [1], a codimension $d$ embedding, $X \to Y$, of smooth and possibly infinite dimensional schemes induces a Gysin map on cohomologies, $H^*(X) \to H^{*+2d}(Y)$. We require one more definition:

Definition 2.5. Let $\mathcal{Y} = \lim \leftarrow j \mathcal{Y}^j$ be an ind-scheme. Then a dimension theory, $\Delta$, for $\mathcal{Y}$ is a rule assigning an integer $\Delta(j)$ to each scheme $\mathcal{Y}^j$ in such a way that for $i < j$, the codimension of $\mathcal{Y}^i$ inside $\mathcal{Y}^j$ is equal to $\Delta(j) - \Delta(i)$.

Remark. • It is clear that a dimension theory always exists for $\mathcal{Y}$ and the set of such is a $\mathbb{Z}$-torsor for connected $\mathcal{Y}$.

• Given two presentations of $\mathcal{Y}$ as a colimit of schemes along finite codimensional closed embeddings, a dimension theory with respect to one presentation canonically produces a dimension theory with respect to the other.

We require one final piece of data, here we assume that we are given a smooth ind-scheme $\mathcal{Y}$ equipped with a global function $F : \mathcal{Y} \to \mathbb{A}^1$.

Definition 2.6. We say that $F$ is smooth if there is a presentation of $\mathcal{Y}$ as an ind-limit of smooth closed subschemes on which $F$ is smooth in the usual sense.

Remark. If $F$ is smooth over $\mathbb{G}_m$ then the nearby fibres are endowed with a smooth structure as ind-schemes.

We are finally in the position to define the renormalized cohomology of a smooth ind-scheme, $\mathcal{Y}$, equipped with a dimension theory $\Delta$.

Definition 2.7. We define $H^\Delta_\text{ren}(\mathcal{Y}) = \lim \leftarrow j H^{*+2\Delta(j)}(\mathcal{Y}^j)$, where $\{\mathcal{Y}^j\}_j$ is a given smooth presentation of $\mathcal{Y}$ and the limit is taken with respect to the Gysin maps. In the presence of a global function $F$ which is smooth over $\mathbb{G}_m$ in the above sense, the natural renormalized cohomology of the nearby fibre will be referred to as renormalized nearby cohomology, and denoted $H^\Delta_\text{ren}(\mathcal{Y}, F)$.

Remark. This doesn’t depend on the presentation. The dependence on the choice of dimension theory is only up to a shift in degree. We will often drop the $\Delta$ subscript in what follows, and instead write $H^\text{ren}$, which we’ll refer to as renormalised cohomology.

Remark. We remark that the definition given above makes perfect sense for $* < 0$, if we agree that for a topological space $Y$, $H^{<0}(Y) := 0$. Further, the definition above may be non-zero for negative $*$. Indeed let us fix the unique dimension theory on $\mathbb{A}^\infty \setminus \{0\}$ such that $\Delta(\mathbb{A}^1) = 0$. Then there is
Using (֒) we can now assume given two smooth finite type spaces \(X\) and \(A\) would become strictly positive otherwise. This immediately implies that we have an isomorphism:

\[ F \sim \text{homogeneity of } \Lambda(F) \]

up in \(\Lambda(F)\) scheme and of course the colimit of the \(X\) action on \(A\). However Euler’s formula guarantees that the singularities of such a function are defined to be \(\Lambda(1)\). We will write \(X_m\) denoted \(X\) and \(A\) be a homogeneous polynomial with isolated singularity at 0. The degree of homogeneity of \(F\) will be denoted \(\delta\). The coordinate on the affine space \(A^d\) will be denoted with upper indices, \(\{z_1, ..., z^d\}\). The loop space \(L\) \(A^d\) is then \(\lim_{n \to \infty} A\{z_i^j | i \in \{1, d\}, j \in \mathbb{Z}_{\geq -n}\}\) and it carries the function \(\Lambda(F) = CT(F(z_1^1(t), ..., z^d(t)))\), where \(CT\) denotes the constant term and \(z(t) = \sum z_i^j t^i\). The closed subscheme \(\{\Lambda(F) = 1\}\) is denoted \(\mathcal{X}\).

Let us say something about the smooth structure: we write \(X_m^n = X \cap L A^d\), where \(L A^d\) is defined to be \(A\{z_i^j | i \in \{1, d\}, j \in \{-n, m\}\}\). Evidently we have that

\[ \mathcal{X} = \lim_{n \to \infty} \lim_{m \to \infty} X_m^n. \]

We now record a trivial lemma, guaranteeing that we may define the renormalised cohomology of \(\mathcal{X}\).

**Lemma 3.1.** The family \(\{X_m^n\}_{n,m}\) gives a smooth presentation for \(\mathcal{X}\), i.e. every space \(X_m^n\) is smooth.

**Proof.** Recall that \(F\) is homogeneous of weight \(\delta > 0\) and hence the \(G_m\) action on \(A^d\) induces one on \(L A^d\) for which \(\Lambda(F)\) has weight \(\delta\). Each \(X_m^n\) is then the nearby fibre of a homogeneous function on an affine space. However Euler’s formula guarantees that the singularities of such a function are in the central fibre, so we are done. \(\square\)

We will write \(X^n = \lim_{m \to \infty} X_m^n\) in what follows. We have seen above that \(X^n\) is a smooth (infinite type) scheme and of course the colimit of the \(X^n\) is \(\mathcal{X}\).

**3.2. Proof of Main Theorem.**

**Proof.** We’ll break the proof up into a few steps.

(Step 1) Observe if we bound the conformal degree of our variables below by \(-n\), then homogeneity of \(F\) implies that no variables of conformal degree strictly greater than \(n(\delta - 1)\) can show up in \(\Lambda(F)\) (more properly \(\Lambda(F)\) restricted to \(X^n\)). This is simply because the conformal weight would become strictly positive otherwise. This immediately implies that we have an isomorphism:

\[ X^n \sim X_{n(\delta - 1)} \times A\{z_i^j | i \in \{1, d\}, j > n(\delta - 1)\}. \]

(Step 2). We wish to calculate the Gysin maps in cohomology for the inclusions \(X^n \hookrightarrow X^{n+1}\). Now, assume given two smooth finite type spaces \(X\) and \(Y\) and a closed inclusion (relative to \(A\{Z_{\geq 0}\}\), \(X \times A\{Z_{\geq 0}\} \hookrightarrow Y \times A\{Z_{\geq 0}\}\). Then to compute the Gysin map in cohomology for this inclusion we need only do it for \(X \hookrightarrow Y\).

Using (step 1) we see that we need to compute the Gysin map for the closed inclusion \(X^{n+1}_{n(\delta + 1)} \hookrightarrow X^n\).
\[ X_{(n+1)(\delta-1)}^{n+1} \]. We denote by \( U^n \) the open complement to this inclusion. So as to avoid having to write \((n+1)(\delta-1)\) repeatedly we hereby denote this number \( N \). Recall the Gysin exact sequence:

\[ \cdots \rightarrow H^*(X^N) \rightarrow H^{*+2d}(X^{n+1}) \rightarrow H^{*+2d}(U^n) \rightarrow H^{*+1}(X^N) \rightarrow \cdots ; \]

we’d like to use this to compute the Gysin maps by computing the cohomology of \( U^n \).

(Step 3) Here we compute the cohomology of \( U^n \) explicitly. This relies crucially on the hypothesis that \( F \) be a homogenised isolated singularity. We claim that \( U^n \) has the same cohomology as \( \mathbb{A}^d \setminus \{0\} \), i.e. the cohomology of \( S^{2d-1} \). In order to prove this we firstly define \( U^n(j) \) to be the locus of non-vanishing of \( \partial z_j \Lambda(F) \). Monomials showing up in \( \Lambda(F) \) can contain at most one variable of conformal degree \( N \) for obvious degree reasons. This implies that \( \Lambda(F) \) looks like

\[ \sum_j z_N^j(\partial z_N^j \Lambda(F)) + \mathcal{O}(<N), \]

where the big \( \mathcal{O} \) notation denotes a sum of monomials with no conformal degree \( N \) terms. Further, let us note that the chain rule for differentiation implies that we have \( \partial z_N^j \Lambda(F) \) is the \( t^{-N} \) coefficient of \( \partial_j F(z^{1}(t), ..., z^{d}(t)) \). Now homogeneity of \( F \) is used to note that we thus have

\[ \partial z_N^j \Lambda(F) = \partial_j F(z_{-n}^1, ..., z_{-n}^d). \]

We claim further that \( U^n = \bigcup_j U^n(j) \). To see this, recall that \( U^n(j) \) is the locus of non-vanishing of \( \partial_j F(z_{-(n+1)}^1, ..., z_{-(n+1)}^d) \) and the simultaneous vanishing locus of these partials is precisely the locus of vanishing of all the functions \( z_i^{-(n+1)} \), since \( F \) was assumed to have an isolated singularity at the origin. That is to say the locus of vanishing is precisely \( X^N \), which is the complement to \( U^n \), and so the claim holds. Now consider the map

\[ U^n \rightarrow \mathbb{A}^d \setminus \{0\}, \]

defined as \( (z_{-n}^1, ..., z_{-n}^d) \). We claim that this map is a Zariski locally trivial affine space bundle. Indeed, let us cover \( \mathbb{A}^d \setminus \{0\} \) by opens \( V(j) \) defined by the non-vanishing of \( \partial_j F \). Recalling that we have

\[ \Lambda(F) = \sum_j z_N^j(\partial z_N^j \Lambda(F)) + \mathcal{O}(<N), \]

we easily see that

\[ U^n(j) \rightarrow V(j) \]

is a globally trivial affine space bundle with fibre \( \mathbb{A}^d \{z_j^i \mid (i, j) \in [1, d] \times [-n, N - 1]\} \). This suffices to prove that \( U^n \) has the cohomology of a \( 2d-1 \)-sphere, independent of \( n \).

Step 4 We can now conclude the proof quite easily. We begin with \( * > 0 \). Examining the Gysin sequence

\[ \cdots \rightarrow H^*(X^N) \rightarrow H^{*+2d}(X^{n+1}) \rightarrow H^{*+2d}(U^n) \rightarrow H^{*+1}(X^N) \rightarrow \cdots \]

we see stabilisation in the limit defining \( H^*_{\text{ren}} \) at \( n = 0 \) for any \( * > 0 \), because \( H^{>2d-1}(U^n) = 0 \) by the result above. By Milnor’s results (cf. [3]) this will produce Milnor fibre cohomology concentrated in \( * = d - 1 \).

The same argument implies stabilisation at \( n = 1 \) for \( * = 0 \). It then suffices to prove that this is 0, i.e. that \( H^{2d}(X^1) = 0 \). Looking at the Gysin sequence we must show that the residue map

\[ H^{2d-1}(U^n) \rightarrow H^0(X^1) \]
is non-zero, as it is then an isomorphism. A representative for the non-zero class in $H^{2d-1}(U^n)$ is given with respect to the Cech cover

$$U^n = \bigcup_j U^n(j),$$

by $d \log z_1 \cdots d \log z_{2d}$ restricted to $\cap_j U^n(j)$, which manifestly has non-vanishing residue, whence we are done. Finally, the case of $\ast < 0$ splits into two subcases, according to whether $2d$ divides $\ast$. One takes the minimum $n > 0$ so that $\ast + 2dn$ is non-negative and applies arguments exactly as above to conclude stabilization at said $n$ if $\ast$ is not divisible by $2d$ and at $n + 1$ otherwise, the vanishing is proven similarly.

We can now prove the vanishing of nearby cycles cohomology for the function $\hat{F}$. We note that the central fibre is contractible so that we need only prove that the reduced cohomology of the nearby fibre vanishes.

**Theorem 3.2.** The reduced (co)homology of the ind-scheme $\mathcal{X}$ vanishes.

**Proof.** One sees in the course of the above proof that we have that $\mathcal{X}^n$ has no reduced cohomology below degree $2(n + 1)d - 1$ and so the result is proven. \qed

**References**

[1] S. Arkhipov, M. Kapranov; Toric arc schemes and quantum cohomology of toric varieties, Mathematische Annalen volume 335, pages 953–964 (2006),

[2] M. Kapranov, E. Vasserot; Vertex algebras and the formal loop space, Publications mathématiques de l’IHÉS volume 100, pages 209-269 (2004)

[3] J. Milnor, *Singular Points of Complex Hypersurfaces*, Annals of Mathematics Studies, no. 61.