Audio Feedback for Device-Supported Balance Training: Parameter Mapping and Influencing Factors
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Abstract: Recent studies suggest that real-time auditory feedback is an effective method to facilitate motor learning. The evaluation of the parameter mapping (sound-to-movement mapping) is a crucial, yet frequently neglected step in the development of audio feedback. We therefore conducted two experiments to evaluate audio parameters with target finding exercises designed for balance training. In the first experiment with ten participants, five different audio parameters were evaluated on the X-axis (mediolateral movement). Following that, in a larger experiment with twenty participants in a two-dimensional plane (mediolateral and anterior-posterior movement), a basic and synthetic audio model was compared to a more complex audio model with musical characteristics. Participants were able to orient themselves and find the targets with the audio models. In the one-dimensional condition of experiment one, percussion sounds and synthetic sound wavering were the overall most effective audio parameters. In experiment two, the synthetic model was more effective and better evaluated by the participants. In general, basic sounds were more helpful than complex (musical) sound models. Musical abilities and age were correlated with certain exercise scores. Audio feedback is a promising approach for balance training and should be evaluated with patients. Preliminary evaluation of the respective parameter mapping is highly advisable.
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1. Introduction

Concurrent external (augmented) feedback has been shown to accelerate the learning of motor skills by providing additional information about the movement process [1–3]. Augmented feedback for movement training has been investigated mostly from studies in the haptic and visual field, whereas audio feedback (AFB) remained largely unconsidered [1,4]. AFB approaches build on the transformation of dynamic and kinematic motion parameters into distinct sound components (e.g., pitch, loudness, rhythm, timbre).

A growing body of research suggests that auditory information has a profound effect on the motor system. Neuroimaging research has shown a broadly distributed neuroanatomic network connecting auditory and motor systems [5]. Findings from recent studies show that during sound-making experiences, strong neurological auditory-motor associations are developed. This provides support for the use of AFB to enhance sensorimotor representations and facilitate movement (re)acquisition [5]. In recent years, real-time AFB, often termed sonification [6], has been more widely investigated in upper-limb rehabilitation [5,7], but considerably less in balance training.

External feedback that provides too much information can, however, cause a dependency that is disadvantageous to long-term learning success, resulting in a so-called guidance effect [8,9]. Detrimental to retention, the patient often relies on the supposedly most reliable (external or internal) feedback and...
may neglect internal sources of sensory information—such as deep sensitivity or proprioception [10]. Although the exact mechanisms remain a matter of debate, AFB appears to have advantages for long-term learning and retention when compared to more dominant forms of external feedback like visual information. For instance, Fujii et al. [11] and Ronsse et al. [12] found that participants that received visual feedback (VFB), showed poorer performance during retention testing than subjects that were given AFB. The assumption that the effects of feedback can vary based on the sensory modality in which it is provided, is relatively new [10,13].

In general, visual perception is recognized to be dominant over other sensory modalities, as it has been shown in the so-called Colavita visual dominance effect: People often fail to perceive or respond to an auditory signal if they have to respond to a visual signal presented at the same time [14,15]. AFB might promote increased reliance on internal sources of information (like proprioception) during training [10,12,16]. Unlike dominant forms of VFB, AFB distracts the learner less from his or her natural motion perception [10,17]. Additionally, recent studies suggest auditory information can substitute for a loss of proprioceptive information in motor learning tasks [13,18,19]. Concerning the integration of auditory and proprioceptive information, Hasegawa et al. [20] proposed that the auditory system could promote a challenging learning situation that might increase the favorable reliance on the proprioceptive system. In their study, training with AFB led to robust, retainable improvements of postural control. More recently, studies suggest that perceptual dominance is task-specific, depending on which modality provides higher sensitivity and reliability for the specific task [21].

When providing additional information like continuous movement sonification, questions naturally arise regarding the application parameters, such as frequency, accuracy, or sense modality. Once the nature of the movement task is determined, creating AFB involves mapping the data source(s) to the representational acoustic variables. A mixture of theoretically derived criteria and usability testing should be used to ensure that the message AFB designers aim to deliver is understood by the listener [22]. Therefore, the ideal parameter mapping (i.e., the appropriate relationship between body position and sound) has to be carefully developed for specific tasks such as balance training. Mappings that appear to make sense to the researcher may not necessarily make sense to the user [23]. Regrettably, many studies provide little to no information about the characteristics and the design of the respective sound mappings [24], and only a small percentage of relevant publications carry out a proper evaluation of their AFB mappings [10,25,26].

There are an almost infinite number of ways to convert data into sound and there is no established framework for orientation yet. The parameter mapping (sound—movement connection) can be the “make or break”-factor for an AFB intervention [10]. Our goal was therefore to evaluate the parameter mapping of different AFB models for device-supported balance exercises. We present the results of two experiments in which we aimed to identify the most effective and intuitive audio parameters and to control for the influence of age and musical ability on the training scores.

2. Materials and Methods

This section may be divided by subheadings. It should provide a concise and precise description of the experimental results, their interpretation as well as the experimental conclusions that can be drawn.

2.1. Subjects

In the first series of tests, a convenience sample of 10 healthy subjects participated in the study. Subjects were aged 21 to 36 years (Mean \((M) = 25.40\), Standard Deviation \((SD) = 4.43\)). All subjects were male students of the University of Kempten. None of the participants had mental or physical/mobility limitations.

In the second experiment, 20 participants \((M = 43.00, SD = 13.78, female/male = 7/13)\) were recruited. We looked for subjects from a broader age range to better control for the influence of personal factors. All participants had normal vision without color blindness, no hearing problems, no neurological or psychiatric disorders, and no mobility limitations.
In both experiments, written informed consent was obtained, and participants were informed about their right to terminate the experiment at any time. The tests were carried out in accordance with the ethical guidelines of the Declaration of Helsinki and the ethics board of the institution where the experiments took place. The tests took place in the laboratory for technical acoustics at the University of Applied Sciences Kempten, Germany.

2.2. Experimental Setup

2.2.1. Hardware

The training device used is the CE-certified and commercially available THERA-Trainer “coro” (Medica Medizintechnik GmbH, Hochdorf, Germany), Figure 1. It is a dynamic balance trainer that provides a fall-safe environment. The user is firmly fixed at the pelvis, and the maximum deflection of the body’s center of gravity is 12 degrees in each direction. Detailed information about the balance trainer is given in Matjaic et al. [27].

![Figure 1. The balance training system TheraTrainer coro (source: Medica Medizintechnik GmbH).](image)

Through a Bluetooth position sensor, which is attached to the device on a steel bar next to the user’s pelvis, the current position data of the body’s center of gravity can be traced. Using a computer and processing software, the sensor data can be further processed in real-time. Depending on the task, participants received either continuous audiovisual or audio-only feedback. The visual feedback component is displayed on a screen (Figure 1). We used over-ear headphones (AKG K701) for the audio display. In addition to the basic setup of experiment one (E1), in experiment two (E2), a foam mat was used for participants to stand on, to add proprioceptive difficulty to the exercises.

2.2.2. Software and Sound Generation

For an accelerated prototype development, the sonification models were first created in Pure Data [28] and later with the Software Reaktor 6 [29]. Both have the advantage of being visually programmed, and changes can be realized quickly. The final software was implemented in Python 3.4 (python.org). The sensor data were first transferred to the main program via an API. Control of the training process and a preliminary data filtering, as well as the visual and acoustic representations, were processed in the written program. Movement data were transferred for sound synthesis via the OSC network protocol [30].
To generate audio in real-time, the audio samples were computed using a callback function. A callback is a piece of executable code that is passed to another application (piece of code) to call back (execute) the desired event or data at a certain time. The callback interface permitted a maximum delay from the sensor input to the sound card of about 12 ms. Two different approaches were used to calculate the individual audio samples: Firstly, for the synthetical sound models, a sine wave was generated in the audio callback function and then modulated according to the movement of the participant. For the musical models, high-quality sound samples were used. These were initially stored in matrices and then read out and adjusted before passing them to the audio output stream, similar to a conventional sampler. An overview of the entire structure can be seen in Figure 2:

![Figure 2. Experimental setup of hardware, software, and feedback.](image)

2.3. Procedure (Experimental Protocol)

After reading the experimental timetable and filling out informed consent, participants were asked to fill out a short questionnaire with sociodemographic, health- and balance-related questions, and information about their musical background (years of musical training). After entering the training device (Figure 1), the height of the two sidebars was adjusted, and the security belt was strapped on and tightened. Participants were asked to stand with their feet a shoulder-width apart and lay their hands on the horizontal bar in front of them.

The main goal of the exercises was to identify, approach and enter a target area (i.e., reach the target area sound) with the feedback information as quickly and as often as possible. This target position changed randomly to different positions on the X-axis (mediolateral movement) in E1, or in the two-dimensional plane (additional anterior-posterior movement) in E2. Participants had to find this target position by following the audiovisual or audio-only feedback signals and shifting the center of gravity accordingly. Once the target was reached, participants had to remain within the target area for three seconds to successfully complete the respective round of goal finding.

The training was divided into two parts for each of the sound models. First, the exercise was performed for one minute with AVFB. Current position data was displayed as a line (E1) or a dot (E2) on the screen; the target area was shown as a yellow-shaded block (E1) or circle (E2), see Figure 3. Thereafter, the task had to be carried out merely with acoustic guidance for two minutes (E1), or three minutes (E2), respectively.
who have reviewed and analyzed 179 scientific publications related to sonification and AFB. We searched the literature for publications and patents in the field of AFB for motor learning (e.g., [7,31,32] and balance improvement (e.g., [33–35]). Furthermore, we considered a design framework by Ludovico [36] and recommendations by Walker [37], who emphasized sound-data synchronization, appropriate polarities, and scaling in light of the specific task.

In addition to the protocol of E1, a preliminary musical ability test was conducted in E2 to look for the potential influence of musical ability on participant’s training scores and to improve the control of intersubjective variability. The short test (max. two minutes), made by radiologist Jake Mandell (http://jakemandell.com/adaptivepitch), roughly characterizes a person’s overall pitch perception abilities. A series of two short sounds was played, and participants were asked if the second sound is higher or lower than the first tone.

To reduce order and exhaustion effects, the models were ordered quasi-randomized in both experiments, meaning that the chronological sequence of the sound models was balanced across all subjects. After completing the exercises, the sound patterns were briefly played back as a reminder for the subjective evaluation. At the end of the experiment, participants were asked to complete the final questionnaire and to add additional remarks if desired. An overview of the study procedure is shown in Figure 4:

**Figure 3.** Visual display for the target finding exercise in E1 (a) and E2 (b).

**Figure 4.** Study procedures of E1 and E2. AVFB = audiovisual condition, AFB = audio-only condition.

### 2.4. Audio Parameters

The selection of audio parameters was based on a literature review, e.g., Dubus and Bresin [25], who have reviewed and analyzed 179 scientific publications related to sonification and AFB. We searched the literature for publications and patents in the field of AFB for motor learning (e.g., [7,31,32] and balance improvement (e.g., [33–35]). Furthermore, we considered a design framework by Ludovico [36] and recommendations by Walker [37], who emphasized sound-data synchronization, appropriate polarities, and scaling in light of the specific task.

Additional to the literature review, we discussed the audio parameters in a group of experts, consisting of a music therapist (M.A.), an electrical engineer (Ph.D.), a software programmer (B.A.), and a physical therapist (B.A.). Due to the multi-faceted nature of sonification research, many authors recommend interdisciplinary working to develop as natural, pleasant, motivating, and efficient auditory displays as possible [38].
2.4.1. Experiment 1

In the first experiment, we compared five acoustic parameters distinctively. We tested only one audio parameter each, and only in the mediolateral (X-axis), because the horizontal plane is less researched in the sonification literature, and people’s cone of stability is more equally balanced in the mediolateral. This allowed for an equally weighted evaluation of the audio polarities left/right.

When musical sounds like piano notes were chosen, we used discrete tonal steps from the diatonic system akin to a musical instrument. Synthetic sounds were mapped continuously analogous to non-musical sonification in elite sports (e.g., [39]).

The following audio parameters were implemented for the five models of E1: (1) modulation of the pitch of piano notes, (2) modulation of a synthetic sound by periodicity (wavering), (3) modulation of percussive musical samples, (4) modulation of timbre/brightness of musical sounds, and (5) stereo modulation (panning) of a percussive sample, see Table 1:

Table 1. Sound characteristics of the one-dimensional models in E1.

| Model      | Left of the Target Area                          | Target Area                                      | Right of the Target Area                          |
|------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|
| Pitch      | Position piano note moving down                  | Piano notes (position and reference sound) at note C3 repeatedly at 140 bpm | Position piano note moving up                      |
| Wavering   | Vibrato (rapid, slight pitch variations)         | Continuous pure tone                             | Tremolo (wavering effect by rapid reiteration of tone) |
| Percussion | Accelerating low drum (Floor Tom)                | Tambourine sounds (no drum sounds)               | Accelerating high drum (Snare Drum)               |
| Timbre     | More percussive (Marimba)                        | Repeating piano note                             | Less percussive (Guitar)                          |
| Stereo     | Panned to right ear (lower volume on left ear)   | Percussion pattern centered (equal volume on both ears) | Sounds panned to left ear (lower volume on right ear) |

All described sound modulations increased or decreased depending on the relative distance to the target area, continuously paralleling the movement of the participant. A clapping sound was played after the successful completion of a goal finding.

2.4.2. Experiment 2

For the second series of tests, two structurally similar 2D sound models were used for the targeting exercises. A basic, synthetically generated, as well as a more complex and musical AFB model, were used to provide information about the center of gravity in the previously defined two-dimensional space (X and Y-axis). The front/back direction in three-dimensional space would correctly have to be called the Z-axis, but we termed this movement direction axis Y, according to the visual display on the screen.

“Synthetic” model:
- The Y-axis was signaled with increasing (movement anterior) and decreasing (movement posterior) frequency white noise (an audio signal with equal intensity at different frequencies).
- The X-axis was signaled by the synthetic modulation of amplitude or frequency (vibrato and tremolo, similar to the model “wavering” of E1).

“Musical” model:
- The Y-axis was signaled by the modulation of the pitch of a piano tone (similar to the model “pitch” in E1).
- The X-axis was signaled by the superimposition of percussive-rhythmic samples (similar to the model “percussion” of E1).
Compared to E1, the only new acoustic parameter was the white noise on the Y-axis in the synthetic model. To stay acoustically congruent within the models and to search for specifics of musical and non-musical sound environments, we aimed to compare a structurally comparable synthetically generated model with a musical model sample-based model. Since the existing literature points out that pitch is best matched on the vertical axis [25], we chose band-pass filtered white noise in which the central frequency of the filter was altered to emphasize higher or lower frequencies in the synthetic model (as the synthetic counterpart to pitch in the musical model). The parameters of timbre and stereo-panning of E1 were excluded from E2 for reasons of inferior performance and participants’ assessment (see results and discussion of E1).

Since the target determination took place in the two-dimensional plane, several parameters had to be superimposed in “mixed” directions (e.g., moving forward and to the right at the same time). The goal was to order and combine these parameters so that the models themselves remain intuitive and the audio signal (relative distance and direction to the target area) remains clear. In the synthetic model, the target area was acoustically characterized by silence, in the musical model by a target sound (tambourine).

2.5. Outcome Measures

Primary outcomes were the recorded raw sensor data of the body movements. We extracted the average time for target findings (TD) and the accuracy/postural sway within the target area (TS).

Additionally, in E2, we extracted real (effectively covered) and ideal distances per target detection. For further statistical analysis, we subtracted ideal distances from real distances to accurately look at the additional, “redundant” movement distances (ADD).

TD was measured in seconds. To measure distances and TD, we calculated a score between 0 and 100 relative to the degrees of tilt measured by the sensor. Distances and TS were calculated as a mean value per TD during the audiovisual and audio-only training, as well as separately for the two movement dimensions mediolateral (X-axis) and anterior-posterior (Y-axis).

Additionally, we collected subjects’ subjective evaluations of the sound models. With visual analog scales (VAS) ranging from 0 to 10 (10 being the best score), subjective statements for each of the models were derived regarding (A) how pleasant and (B) how helpful the model was perceived while performing the target finding. In E2, we additionally asked which of the target area sounds (silence in the synthetic or a sound in the musical model) was perceived as more helpful.

The pitch discrimination test gave out a score of pitch discrimination ability in Hertz. The score describes the size of a sound interval that a participant can reliably differentiate at 500 Hertz (500 Hertz is the reference pitch of the first sound, from which the second sound is different).

2.6. Data Analysis

Raw data were collected and processed for analysis with Python 2.7 scripts (www.python.org). Statistical analysis was conducted using SPSS Version 20. Means and standard deviations were calculated. Shapiro–Wilks tests showed that data were not normally distributed.

Paired Wilcoxon-tests were used to detect whether there was a significant difference between sound models and between the feedback conditions (with and without VFB) in both experiments. Subjective evaluations of the sound models were compared with Wilcoxon tests. In E1, we ordered the results of the sound models chronologically. Friedman tests were then conducted to check whether there was a significant difference in trial duration times, and the first trial was compared to the last trial with Wilcoxon tests. Spearman’s rank correlation coefficient was used to test for correlations between raw (movement) data and personal factors (age and musicality).
3. Results

3.1. Experiment 1

3.1.1. Movement Data

TD times were significantly different across the five sound models without visual support ($\chi^2(4) = 9.6, p = 0.048$), with model wavering and percussion having the lowest (quickest), and timbre and stereo having the largest (slowest) average times (Table 2). Means of the five trials with and without additional VFB revealed that with AVFB, overall TD was significantly shorter ($z = -2.80, p = 0.005$), and total TS was significantly smaller than with AFB alone ($z = -2.80, p = 0.005$).

### Table 2. Results of movement data in E1 and E2 (mean ± standard deviation).

| Experiment | Variable | Sound Model | Audio Alone | Audio-Visual |
|------------|----------|-------------|-------------|--------------|
| E1         | TD (sec.)| Pitch       | 7.98 (± 1.24) | 5.14 (± 0.72) |
|            |          | Wavering    | 6.73 (± 0.54) | 5.13 (± 0.70) |
|            |          | Percussion  | 6.57 (± 0.64) | 4.89 (± 0.60) |
|            |          | Timbre      | 8.86 (± 4.04) | 4.96 (± 0.53) |
|            |          | Stereo      | 8.69 (± 3.61) | 4.94 (± 0.48) |
|            | TS       | Pitch       | 6.23 (± 0.81) | 5.08 (± 1.17) |
|            |          | Wavering    | 5.87 (± 0.70) | 4.86 (± 1.09) |
|            |          | Percussion  | 5.81 (± 0.35) | 5.30 (± 1.08) |
|            |          | Timbre      | 6.58 (± 1.02) | 5.21 (± 1.00) |
|            |          | Stereo      | 8.97 (± 1.76) | 4.95 (± 0.81) |
| E2         | TD (sec.)| Synthetic   | 13.72 (± 5.81) | 5.72 (± 0.48) |
|            |          | Musical     | 19.21 (± 12.60) | 5.76 (± 0.75) |
|            | TS       | Synthetic   | 9.73 (± 2.04) | 6.11 (± 1.19) |
|            |          | Musical     | 9.21 (± 2.65) | 5.96 (± 1.40) |
| ADD        | Synthetic| 306.36 (± 152.98) | 77.65 (± 29.35) |
|            | Musical  | 463.26 (± 473.87) | 82.51 (± 31.82) |

Chronologically, means for trial duration were different and became gradually smaller throughout the five time points (with visual support, $p = 0.081$; with audio-only, $p = 0.086$). Mean TDs were higher with AFB at the start and showed a larger reduction than with AVFB. TD for the first trial was significantly higher than for the fifth trial with AVFB ($z = -2.19, p = 0.028$) and with AFB ($z = -2.29, p = 0.022$).

TS differences were highly significant in the AFB setting ($\chi^2(4) = 21.7, p = 0.000$), with stereo having the largest and wavering and percussion the smallest amount of relative TS (Table 2).

3.1.2. Subjective Evaluation

Mean VAS for perceived subjective pleasantness ranged from 3.40 (wavering) to 7.99 (stereo), and were significantly different across the sound models ($\chi^2(4) = 14.3, p = 0.006$). Means for VAS helpfulness were not significantly different across models ($\chi^2(4) = 4.90, p = 0.299$), with timbre having the lowest (5.50) and pitch the highest ratings (7.57). For VAS results of both experiments, see Table 3.
Table 3. Means and standard deviations for visual analog scales (VAS) questionnaire data in E1 and E2.

| Experiment | Question | Sound Model | VAS Score     |
|------------|----------|-------------|---------------|
| E1         | Pleasant | Pitch       | 5.80 (± 2.40) |
|            | Wavering |             | 3.40 (± 2.53) |
|            | Percussion |            | 7.38 (± 1.47) |
|            | Timbre   |             | 5.87 (± 2.67) |
|            | Stereo   |             | 7.99 (± 2.10) |
|            | Helpful  | Pitch       | 7.57 (± 1.32) |
|            | Wavering |             | 7.33 (± 1.84) |
|            | Percussion |            | 7.41 (± 2.36) |
|            | Timbre   |             | 5.50 (± 2.76) |
|            | Stereo   |             | 7.17 (± 2.23) |
| E2         | Pleasant | Synthetic  | 7.23 (± 2.35) |
|            | Musical  |             | 6.51 (± 2.66) |
|            | Helpful  | Synthetic  | 8.12 (± 1.13) |
|            | Musical  |             | 6.66 (± 2.52) |

3.2. Experiment 2

3.2.1. Movement Data

With AFB, the average time for TD with the synthetic model was significantly shorter than with the musical model ($z = -2.22, p = 0.020$). Subjects’ average TD with AVFB was very similar in the two models ($z = -0.19, p = 0.852$). In both models, the average time for TD was significantly shorter with visual support compared to audio alone ($p < 0.001$), see Table 2.

No statistically significant difference was found between the two models for TS, both for the conditions with and without visual support (Table 2). TS was significantly less with AVFB compared to AFB within both models ($p < 0.001$).

Real distances were significantly larger than ideal distances ($p < 0.001$). ADD was less in the synthetic model compared to the musical model, both with visual support ($z = -0.93, p = 0.351$) and without visual support ($z = -1.53, p = 0.126$), see Table 2. ADD with AFB was significantly larger than with AVFB in both models (each model: $z = -3.82, p < 0.001$).

Generally, distances on the X-axis were significantly larger than on the Y-axis, both with AVFB ($z = -3.10, p = 0.002$), and with AFB ($z = -2.28, p = 0.023$), without significant differences between the sound models. The results of the movement data are shown in Table 2.

3.2.2. Subjective Evaluation

The synthetic model was evaluated significantly more helpful ($z = -2.13, p = 0.033$). No significant difference was identified regarding perceived pleasantness ($z = -0.79, p = 0.433$).

Regarding the acoustic signaling of the target area, silence (in the target area of the synthetic model) was evaluated significantly more helpful than target indication through a specific sound (in the target area of the musical model; $z = -2.07, p = 0.038$).

3.2.3. Correlations

There are high correlations between TD and ADD with ABF (but not with VFB) in both models (synthetic: $r_s = 0.86, p < 0.001$; musical: $r_s = 0.84, p < 0.001$).

The musical test for pitch discrimination (herein called musicality, $M = 7.20, SD = 6.85$) does not correlate with longer TD with visual support in both models, but without visual support (synthetic: $r_s = 0.59, p = 0.006$; musical: $r_s = 0.41, p = 0.085$). Regarding TS, musicality is related to less TS without visual support in the musical model ($r_s = 0.46, p = 0.048$), but there are no correlations to TS in the
other conditions. Musicality is correlated to the amount of time that participants had active musical training (e.g., playing an instrument), $r_s = 0.60, p = 0.005$.

Participant age is related to longer TD in all conditions, both with visual support (synthetic: $r_s = 0.49, p = 0.028$; musical: $r_s = 0.43, p = 0.060$), and without (synthetic: $r_s = 0.43, p = 0.061$; musical: $r_s = 0.50, p = 0.029$). Furthermore, age was related to more TS, but only in the conditions with AVFB (synthetic: $r_s = 0.39, p = 0.086$, musical: $r_s = 0.50, p = 0.025$).

Age and pitch discrimination ability were mildly correlated, $r_s = 0.33, p = 0.153$, with pitch discrimination slightly decreasing with age.

### 4. Discussion

This research aimed to find the most effective audio parameters for balance training with a commercially available training device. In light of our research questions, the main results are:

1. In E1, wavering and percussion were the most successful parameters. Overall, the percussive sound model was the most effective and intuitive both in quantitative and in VAS data.
2. In E2, participants were quicker in TD, and movement accuracy was superior with the synthetic model, which was also rated as being more helpful.
3. With AVFB, TD was shorter, and both movement and postural accuracy were superior, with similar values regardless of the underlying sound model and the experiment.
4. Irrespective of the feedback, participants in E2 were moving more on the X-axis (mediolateral movement), and movement accuracy was superior on the Y-axis, with and without visual support.
5. Higher musicality was associated with better results for TD and TS, but only without VFB.
6. Increased age is associated with more extended TD in all conditions.

After a short introduction and the preceding audiovisual exercise, all participants were able to orient themselves without visual assistance and based merely on the sonifications, which is in line with other AFB experiments [33,40,41].

#### 4.1. Implications for Acoustic Parameter Mapping

When creating a parameter-mapped sonification, mapping, polarity, and scaling issues are crucial, and user testing is highly advisable [10,22,25]. The results from E1 revealed that TD and TS were significantly different for the five audio parameters, especially with AFB, showing an apparent influence of the respective acoustic environment. Mapping percussion and wavering (synthetic sound modulation) on the mediolateral axis appear to be the two most promising out of the five chosen sound models to locate the target area (and one’s relative distance to it). Timbre (parameters derived from the sound characteristics of musical instruments) was least effective in terms of TD, which corresponds to prior research, where timbre was less effective than pitch [41]. If timbre is used in a 2D-AFB system, we argue it should not be used as a primary, but as an overlaying or adjacent parameter. Prior research suggests, it should also not be mapped vertically (Y-axis), but horizontally [41].

Pitch (represented by musical/piano sounds) was not as effective as percussion and wavering, but more effective than timbre and stereo modulation. Stereo modulation (by changing the relative volume of the acoustic representation of the X-axis) was least effective regarding the quantitative sensor data and was ruled out for further investigation, as it might negatively alter the effect of a second sound parameter on an overlay and might pose problems for patients with impaired (binaural) hearing. Some sound dimensions are less effective in auditory displays for practical design reasons, since they can cause perceptual distortions with other acoustic parameters like pitch [42].

Some authors critically noted that studies scarcely consider subjective and emotional reactions to presented sounds, although probably even the simplest AFB prompts some positive or negative subjective reactions [38]. We therefore aimed to evaluate the participants’ subjective attitudes towards the chosen sound models regarding their perceived helpfulness and pleasantness to get a more comprehensive view of the model’s appeal and usefulness. Subjective helpfulness was comparable in
the five models, except for the timbre model (rated distinctly lower than the others), possibly due to its lack of acoustic clarity regarding the polarities. Percussion, wavering, and pitch were evaluated as being the most helpful models. We included them in the 2D-sound models of E2. Though being useful for TD, the sound wavering was not perceived as pleasant, presumably due to its less acoustically pleasant features. The stereo model, on the other hand, was perceived as very pleasant, which was arguably due to the underlying percussive sound pattern and less because of the modulation via stereo panning.

In E2, we combined the most effective and intuitive sound models of E1 into two-dimensional models. We mapped two main sound parameters each into (A) a musical model (consisting of modulated musical sound samples) and (B) a synthetic model (consisting of synthesized sounds modulations). In both models, a form of pitch was mapped to the vertical axis (i.e., piano notes in the musical model and high/low white noise in the synthetic model). The horizontal axis was represented by percussive sound modulations (musical model) and the sound wavering (synthetic model) since these were the most efficient sounds of E1.

TD was significantly shorter in the synthetic model and ADD was less. TS was similar in both models. We assume that crucial factors for the superior effectiveness of the synthetic model were the clarity of the sound signals and the unambiguous sonification of the target area. Additionally, the synthetic model merely signaled the distance and direction from the target area by a continuous increase of volume and sound modulation. This was noticeably different to the sonification of the target area and seemed to be rather straightforward. In contrast, the musical model had discrete tonal steps on the vertical axis (with a static reference and a moving position tone) that need more cognitive—and, to a lesser degree, musical—resources for understanding and processing. Therefore, the musical model was apparently more challenging and more likely to induce central processing mechanisms akin to motor-cognitive dual-task training.

The synthetic feedback of the Y-axis only provided information about whether the subject was positioned too far forward or backward in relation to the target. In contrast, subjects in the musical model had to relate the position tone and the reference tone internally. They had to deduce the distance from the target area from the discrepancy of these tones. Possibly, complex acoustic sound sequences are not suitable to guide movements to discrete target points [40], like it was seen in this study regarding the more extended TD in the musical model.

There seems to be some agreement among listeners about what sound elements are good (or weak) at representing particular spatial dimensions [22]. Mapping pitch vertically appears to be ingrained in our auditory-spatial pathways. From our results, we can confirm that the most effective way and natural association to map pitch in a two-dimensional soundscape is the vertical (anterior-posterior) axis, which is in line with prior studies [25,41].

TD is not only the distance until reaching the target area, because this area is often touched upon before. The goal was to remain in the target area for three seconds. Therefore, the variable of TD is not the time until the target area is reached (for the first time), but the time until a participant realized with sufficient certainty where the goal is located, and where he or she has to stop moving and hold their position. The musical model had the tambourine as a specific target sound, whereas the synthetic model had no target sound. The consequential silence might be more clearly distinguishable from the area around the target. This assumption was also confirmed by participants evaluating silence as being significantly more helpful than a distinct target sound.

In the VAS evaluation, the synthetic model was rated more helpful than the musical model, which is in accordance with the quantitative effectiveness during target detection. Surprisingly, the synthetic model was also rated slightly more pleasant, although the synthetic wavering was rated as being unpleasant in E1. We assume that the helpfulness in terms of clearness, the additional white noise on the X-axis, and the subsequent better results in the more demanding tasks of E2 led to the overall better subjective interpretation of this model. We aimed to develop two models with comparable effectiveness.
The results, however, revealed that we overestimated the intelligibility of the (more complex) musical model for inexperienced participants.

The associations within the sensor data between TD and ADD (longer TD correlates with more ADD) indicate an active effort to localize the target, i.e., subjects were “moving while searching,” suggesting an activating and motivating nature of the movement exercises. Conversely, it implies that there was no speed-accuracy trade-off, meaning participants were able to increase the speed of target detection without decreasing the level of movement accuracy, which indicates a generally well comprehensible setup and sound-to-movement mapping.

4.2. AFB and VFB

In our experiments, the audiovisual condition preceded the audio-alone conditions to get participants acquainted with the configuration of the goal finding exercise and to allow for a retrospective comparison with the audio-alone condition. Generally, the quantitative results were better with AVFB, resulting in significantly shorter TD, less TS and less ADD. Contrary to the audio-only conditions, where the choice of sound models significantly influenced participant’s quickness of goal finding, TD was very similar between all audiovisual models, suggesting less influence of the sounds. Possibly, the visual signals were internally weighed as a sufficient sensory input for the task in the AVFB condition. Moreover, the target and a visual representation of one’s position were visible from the start of each task and until a target was reached, which was apparently easier to interpret than real-time changing AFB in which the target position had to be “discovered.”

Learning can be assumed if the speed of TD decreases over time. Chronologically over the five tasks, participants showed gradual improvement in E1. In the audio-alone condition, the TD reduction was more substantial from the first to the last trial. With AVFB, the exercise was quickly understood, but participants were less able to improve their quickness of TD during practice. The short TD with AVFB shows a potential ceiling effect. There was no chronological difference in TD results from model one to model two in E2 since the tasks were far more complex and different for each of the two models.

More than half of the subjects reported that with VFB, they were entirely focused on the screen during training, and the exercise was perceived as rather simple from the beginning. On the other hand, with AFB alone, exercises were often perceived as more challenging (especially at the beginning). The mentioned phenomena are not uncommon when AFB is used: Audio-based systems face the problem that some setups are less effective at the beginning and may require a more extended period of learning. At later stages, however, they may outperform easier-to-learn interfaces [26]. Retention tests often show improvement when subjects first trained with their eyes open, and later only with AFB, akin to our experimental procedure [43].

4.3. AFB and Musicality

In the area of sonification, questions of musicality remain open. The use of musical sounds (as opposed to pure sine wave tones, for example) has been suggested because of the ease of interpreting simple musical sounds [44]. However, a combination of a novel movement task with musical AFB in more than one dimension appeared to be particularly challenging like it was seen in E2, even for healthy subjects.

For reasons outlined in the introduction, it would be a waste of potential if AFB designers aimed to merely imitate VFB with sounds [45]. It still appears advisable to design pleasant-sounding sonifications to the extent possible while still conveying the intended message [10,22]. The goal of our mappings was therefore to deliberately build one sonification out of musical sounds instead of only time and space-related sound information akin to a distance meter in cars. Dyer et al. [45] remarked that there are rarely any comparisons between “basic” and “pleasant” mappings (which should be structurally similar). Hence, the two sound models of E2 provided sound environments that aimed to allow for this comparison.
Studies have generally found weak associations between musical experience and auditory display performance [22]. One plausible explanation for this lack of relationship between musicianship and auditory display performance is the simplistic nature of musical ability self-report metrics, which are often the benchmark for measuring the degree of musical training and ability a person has [22]. A fruitful approach for future measurements of musicianship may be the use of a brief, reliable, and valid measure of musical ability for research purposes along the lines of prior research into musical abilities [46,47]. In E2, a preliminary test for (one important aspect of) musical abilities was therefore implemented to increase reproducibility and help explain the wide differences that have been seen in prior studies between study participants [38]. To estimate musical abilities, we chose pitch differentiation ability and years of active engagement with music to determine musical expertise. For calculating correlations with the experimental training scores, we stuck to the results of the pitch discrimination test (and not the duration of musical training), since it provided us with a more accurate scaling and values greater than 0 for each participant. Perhaps it was the more thorough testing of this aspect of musical ability that led to clearer results and correlations in our study. Pitch discrimination ability had a positive influence on the quickness of TD without visual support, and on TS of the musical model. The findings of several studies show that the way senses communicate and the integration of inputs from various senses can be improved by musical training [48]. Musical practice is also associated with less cognitive decline and increased executive control in older adults [49]. However, the correlations of musicality and movement data were relatively small in our study and have to be regarded as preliminary.

As a limitation, the results of the two test series are merely indicative due to the small size of the groups. The quantitative results have to be interpreted conservatively because had to use non-parametric statistical methods. Furthermore, the comparison of the conditions with and without visual support can only provide minor clues because the training with AFB went two times (E1) or three times (E2) longer and always followed the audiovisual task.

5. Conclusions

In our experiments, we evaluated parameter mappings of novel sonifications for balance training. Basic functional sounds are more efficient for a postural target finding exercise than complex audio models with musical properties, even when the latter are perceived as being more pleasant. We can confirm that audio feedback is a feasible approach for balance training. Subjective evaluations are a useful addition to sensor data when evaluating the effectiveness of AFB. Prior to implementation, movement-to-sound parameter mappings should be evaluated with test subjects. We believe that AFB could serve as an engaging alternative to more common forms of external sensory feedback in balance therapy. Further research should assess potential challenges and benefits in a clinical context and in regard to specific impairments.
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