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Abstract. We proved that Schrödinger operators with unbounded potentials \((H_{\alpha,\theta}u)_n = u_{n+1} + u_{n-1} + g(\theta + n\alpha)u_n f(\theta + n\alpha)\) have purely singular continuous spectrum on the set \(\{E : 0 < L(E) < \delta(\alpha, \theta; f, g)\}\), where \(\delta\) is an explicit function and \(L\) is the Lyapunov exponent. We only require \(f, g\) are Hölder continuous functions and \(f\) has finitely many zeros with weak non-degenerate assumptions. Moreover, we show that for generic \(\alpha\) and a.e. \(\theta\), the spectral measure of \(H_{\alpha,\theta}\) has full spectral/packing dimension.

1. Introduction and main results

Unbounded Schrödinger operators attract a lot of interests in both physics and math literatures, see e.g. [15, 5, 3, 13, 29, 28, 26, 17, 19, 14, 21, 23]. In general, high barriers of the operators lead to the absence of absolutely continuous spectrum or even pure point spectrum with localized eigenstates, see e.g. [28, 26, 17, 19]. One significant example of unbounded quasiperiodic Schrödinger operator is the Maryland model, proposed by Grempel, Fishman, and Prange [15] as a linear version of the quantum kicked rotor. Mathematically, it is interesting due to its richness of spectral theory, see Simon [7, 29]. A complete description of spectral transitions with respect to all parameters for the Maryland model was given recently by Jitomirskaya and Liu in [21]. There are also a number of multidimensional generalizations of Maryland model, see e.g. [5, 13]. On the other hand, there is a simple way of excluding the existence of point spectrum that relies on Gordon condition (a single/double almost repetition) of the potential going back to Gordon [16]; see also in [7, 8]. Most applications of the Gordon-type argument quantify the competition between the quality of repetitions and the Lyapunov growth, and are concentrated on bounded potentials, see e.g. [3, 4, 5]. Simon in [29] applied Gordon-type of arguments to Maryland model and obtained purely singular continuous spectrum for generic frequencies. Jitomirskaya and Liu in [21] obtained the sharp parameters region (both in phase and frequency) for singular continuous spectrum by the refined Gordon-type argument (see Theorem 3.4). This sharp result about the singular continuous spectrum was generalized by Jitomirskaya and Yang in [23] to unbounded quasiperiodic Schrödinger operators with meromorphic potentials.

Recently, there has been an increased interest in developing methods that don’t involve analyticity, see e.g. [27, 1, 31, 20]. The methods to exclude point spectrum, used in [29, 21, 23], strongly rely on the meromorphic potentials, where the singularities are analytic. It is still not clear how to obtain singular continuous spectrum in the best possible arithmetic regime for rough unbounded potential. This leads to our first motivation. In this paper, we study unbounded quasiperiodic Schrödinger operators with lower regularity assumptions. We obtain the absence of point spectrum in the sharp parameters regime. This generalizes the results of [23] to more general unbounded potentials.

Moreover, we want to study finer decompositions of the singular continuous measure of quasiperiodic Schrödinger operators with rough unbounded potentials. In the recent work of Jitomirskaya and
Zhang in [24], a quantitative version of Gordon-type results was obtained: a quantitative strengthening (multiple almost repetitions) implies quantitative continuity of the spectral measure. While the main application to the quasiperiodic case also requires the potential to be bounded. For unbounded operators, the difficulty lies in obtaining uniform upper semicontinuity of the Lyapunov exponent. This is resolved in Lemma 4.2 which leads to quantitative spectral continuity after incorporating the abstract scheme developed in [24]. The main consequence is the full spectral/packing dimension of the spectral measures for generic frequencies, which generalizes the results of [24] to unbounded potentials.

More precisely, we study lattice Schrödinger operators on \( \ell^2(\mathbb{Z}) \) of the form:

\[
(H_{\alpha, \theta} u)_n = u_{n+1} + u_{n-1} + \frac{g(\theta + n\alpha)}{f(\theta + n\alpha)} u_n,
\]

where \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \) is the frequency, \( \theta \in \mathbb{T} := \mathbb{R} / \mathbb{Z} \) is the phase. Let \( C^{\tau_0} (\mathbb{T}, \mathbb{R}) \) be the space of \( \tau_0 \)-Hölder continuous functions with norm:

\[
\| f \|_{\tau_0} := \sup_{x \in \mathbb{T}} |f(x)| + \sup_{x, y \in \mathbb{T}} \frac{|f(x) - f(y)|}{|x - y|^{\tau_0}} < \infty
\]

for some \( 0 < \tau_0 \leq 1 \). We assume \( f, g \in C^{\tau_0} (\mathbb{T}, \mathbb{R}) \). We also require \( f \) to be in the following space of functions introduced in [18]:

\[
\mathcal{F}(\mathbb{T}, \mathbb{R}) := \left\{ f \in C^0(\mathbb{T}, \mathbb{R}) : \exists m \in \mathbb{N}^+, \theta_\ell \in \mathbb{T}, 0 < \tau_\ell \leq 1, \ell = 1, \cdots, m \\
\text{such that } \bar{f}(\theta) := \frac{f(\theta)}{\prod_{\ell=1}^m |\sin \pi (\theta - \theta_\ell)|^{\tau_\ell}} \in C^0(\mathbb{T}, \mathbb{R}) \text{ and } \inf_{\theta} |\bar{f}(\theta)| > 0 \right\}
\]

Let \( \theta_\alpha \) be the continued fraction approximants of \( \alpha \in \mathbb{R} \setminus \mathbb{Q} \). We define index \( \delta \) as follows:

\[
\delta(\alpha, \theta) = \delta(\alpha, \theta; f, g) = \limsup_{n \to \infty} \frac{\sum_{\ell=1}^m \tau_\ell \ln \|q_n(\theta - \theta_\ell)\|_{\mathbb{R}/\mathbb{Z}} + \tau_{\min} \ln q_{n+1}}{q_n},
\]

where \( \tau_{\min} = \min_{0 \leq \ell \leq m} \tau_\ell \) and \( \|x\|_{\mathbb{R}/\mathbb{Z}} = \min_{z \in \mathbb{Z}} |x - z| \). Let \( L(E) \) be the Lyapunov exponent, see [24]. \( L(E) \) depends also on \( \alpha \) but we suppress it from the notation as we keep \( \alpha \) fixed.

Our main result is:

**Theorem 1.1.** Let \( f, g \) be \( \tau_0 \)-Hölder continuous, \( f \) be given as in (1.3) and let \( \delta(\alpha, \theta; f, g) \) be as in (1.4). Then \( H_{\alpha, \theta} \) has no eigenvalues on \( \{ E : L(E) < \delta(\alpha, \theta) \} \).

**Remark 1.** Absence of absolutely continuous spectrum follows from a.e. positivity of the Lyapunov exponents and holds for all unbounded potentials [28]. Then \( H_{\alpha, \theta} \) has purely singular continuous spectrum on \( \{ E : 0 < L(E) < \delta(\alpha, \theta) \} \).

It is easy to check that the class \( \mathcal{F}(\mathbb{T}, \mathbb{R}) \) in (1.3) contains all \( C^k, k \geq 1 \) continuous potentials with finitely many non-degenerate zeros \(^1\). In particular, it covers the potential studied in [23], where \( g \) is assumed to be Lipschitz continuous and \( f \) is analytic, where all \( \tau_\ell = 1, \ell = 0, \cdots, m \). The following examples where the potential is only Hölder continuous show that such generalization is indeed nontrivial.

**Example 1.1.** Let \( (H_{\alpha, \theta} u)_n = u_{n+1} + u_{n-1} + \frac{1}{f(\theta + n\alpha \mod 1)} u_n \), where

\[
f(\theta) = \begin{cases} 
0 & \text{, } \theta = 0; \\
\theta \cos(\frac{1}{\theta}) + 2\sqrt{\theta} & \text{, } 0 < \theta \leq \frac{1}{2}; \\
f(1 - \theta) & \text{, } \frac{1}{2} < \theta \leq 1.
\end{cases}
\]

\(^1\)We say \( \theta_0 \in \mathbb{T} \) is a non-degenerate zero of \( f \in C^k(\mathbb{T}, \mathbb{C}) \) if \( f(\theta_0) = 0 \) and \( f^{(k)}(\theta_0) \neq 0 \).
It is an easy exercise by definition that \( \theta \cos(\frac{1}{\theta}) \) is sharp \( \frac{1}{2} \)-Hölder continuous near 0. Moreover, 
\[
\frac{f(\theta)}{\sqrt{|\sin \pi \theta|}} \geq 1
\]
and is continuous on \( \mathbb{T} \). Therefore, \( f \in \mathcal{F} \) with \( \tau_1 = \frac{1}{2} \). Let 
\[
\delta(\alpha, \theta) = \limsup_{n \to \infty} \frac{\ln \|g_n \theta\|_{\mathbb{R}/\mathbb{Z}} + \ln q_{n+1}}{q_n}.
\]

Theorem 1.1 implies that \( H_{\alpha, \theta} \) has purely singular continuous spectrum on \( \{ E : 0 < L(E) < \frac{1}{2} \delta(\alpha, \theta) \} \).

**Example 1.2.** Let 
\[
(H_{\alpha, \theta} u)_n = u_{n+1} + u_{n-1} + h(\theta + n \alpha \mod 1) u_n,
\]
where
\[
h(\theta) = \begin{cases} 
\log \theta & , \ 0 < \theta \leq \frac{1}{2}; \\
\log(1 - \theta) & , \ \frac{1}{2} < \theta < 1.
\end{cases}
\]

Let \( \tilde{\delta}(\alpha, \theta) \) be as in (1.6). Let 
\[
g(\theta) = \begin{cases} 
0 & , \ \theta = 0; \\
\theta \log \theta & , \ 0 < \theta \leq \frac{1}{2}; \\
g(1 - \theta) & , \ \frac{1}{2} < \theta \leq 1.
\end{cases}
\]

Clearly, \( h(\theta) = \frac{g(\theta)}{\theta} \) on \( (0, 1) \) and \( g(\theta) \) is \( (1 - \epsilon) \)-Hölder continuous on \( [0, 1] \) for any \( 0 < \epsilon < 1 \). By Theorem 1.1 \( H_{\alpha, \theta} \) has purely singular continuous spectrum on \( \{ E : 0 < L(E) < (1 - \epsilon)\tilde{\delta}(\alpha, \theta) \} \) for any \( 0 < \epsilon < 1 \). It is also easy to check that exact the same thing holds true for \( \tilde{h}(\theta) = \frac{\chi_{(0,1/2)}(\theta)}{\theta} \log \theta - \chi_{(1/2,1)}(\theta) \log(1 - \theta) \).

Once we obtain singular continuous spectral measure, we want to move further to study the fractal dimension properties of the measure. Let \( \mu = \mu_{\alpha, \theta} \) be the spectral measure of the operator \( H_{\alpha, \theta} \). The fractal properties of \( \mu \) are closely related to the boundary behavior of its Borel transforms \( M(E + i\varepsilon) = \int \frac{\delta(\mathbb{R}/\mathbb{Z})}{E - \tau_0} \), see e.g. [10]. We are interested in the following local fractal dimension of \( \mu \). For any compact set \( I \subset \mathbb{R} \), let \( \mu_I \) be the restriction of \( \mu \) on \( I \). We say \( \mu_I \) is \( \gamma \)-spectral continuous if for some \( \gamma \in (0, 1) \) and \( \mu \) a.e. \( E \in I \), we have 
\[
\liminf_{\varepsilon \downarrow 0} \varepsilon^{1-\gamma} |M(E + i\varepsilon)| < \infty.
\]

Define the (upper) spectral dimension of \( \mu_I \) to be 
\[
\text{dim}_{\text{spe}}(\mu_I) = \sup \{ \gamma \in (0, 1) : \ \mu_I \text{ is } \gamma \text{-spectral continuous} \}.
\]

Consider another arithmetic index of \( \alpha \) defined by \( \beta(\alpha) = \limsup_{n \to \infty} \frac{\ln q_{n+1}}{q_n} \). It is well known that for a.e. \( \theta \in \mathbb{T} \), \( \delta(\alpha, \theta) = \tau_{\min} \cdot \beta(\alpha) \). Combine the Lyapunov growth estimates (see Lemma 4.2) and the recent work of Jitomirskaya-Zhang [24], we have the following quantitative spectral continuity for \( \mu_I \).

**Theorem 1.2.** Under the same assumption of Theorem 1.1 For any compact set \( I \subset \mathbb{R} \), there is a constant \( C = C(\|f\|_{\infty}, \|g\|_{\infty}, I) \) such that for a.e. \( \theta \in \mathbb{T} \) if \( \tau_{\min} \cdot \beta(\alpha) > C \), then \( \mu_I \) has positive spectral dimension. In particular, for a.e. \( \theta \), if \( \beta(\alpha) = \infty \), then \( \mu_I \) has full spectral dimension.

**Remark 1.2.** The Hausdorff/packing dimension of a (Borel) measure \( \mu \), namely, \( \text{dim}_{H}(\mu)/\text{dim}_{P}(\mu) \) is defined through the \( \limsup \) / \( \liminf \) (\( \mu \) almost everywhere) of its \( \gamma \)-derivative \( \limsup_{\varepsilon \downarrow 0} \frac{\ln \mu(E - \varepsilon, E + \varepsilon)}{\ln \varepsilon} \). It is well known (see e.g. [11, 24]) that the (local) packing dimension is bounded from below by
the spectral dimension in (1.11). Therefore, we have that for $\beta(\alpha) = \infty$ (which is a generic subset of $[0,1]$), the restriction of $\mu$ on any compact set has full packing dimension. On the other hand, it was showed in [30] that $\mu$ is Hausdorff singular ($\dim_H(\mu) = 0$) on $\{E : L(E) > 0\}$ for any $\alpha, \theta$. Therefore, we have a generic subset of frequencies $\alpha$, such that for a.e. $\theta$, $\mu_I$ is not exact dimensional (the Hausdorff dimension and the packing dimension do not equal).

2. Preliminaries: cocycle, Lyapunov exponent

From now on, we assume $f \in C^\tau_0$ and has the expression as in (1.3):

$$f(\theta) = \tilde{f}(\theta) \prod_{\ell=1}^{m} |\sin \pi(\theta - \theta_{\ell})|^{\tau_{\ell}}, \quad \theta_{\ell} \in \mathbb{T}, \quad \tau_{\ell} \in (0,1], \quad \ell = 1 \cdots, m, \quad \tilde{f} \in C^0 \text{ and } \inf \frac{1}{\tau} |\tilde{f}(\theta)| > 0.$$ 

Let $S = \bigcup_{k=1}^{q} \theta_{\ell} + \hat{\alpha} \mathbb{Z} + \mathbb{Z}$. We fix $E$ in the spectrum and $\theta \in S^c$.

A formal solution of the equation $H_{\alpha,\omega} u = Eu$ can be reconstructed via the following equation

$$(2.1) \quad \begin{pmatrix} u_{n+1} \\ u_n \end{pmatrix} = A(\theta + n\alpha) \begin{pmatrix} u_n \\ u_{n-1} \end{pmatrix},$$

where $A(\theta) = \begin{pmatrix} E - g(\theta) & -1 \\ 1 & 0 \end{pmatrix}$ is the so-called transfer matrix.

The pair $(\alpha, A)$ is the cocycle corresponding to the operator $[14]$. It can be viewed as a linear skew-product $(x, \omega) \mapsto (x + \alpha, A(x) \cdot \omega)$. Generally, one can define $M_n$ for an invertible cocycle $(\alpha, \mathbb{M})$ by $(\alpha, \mathbb{M})^n = (\alpha, M_n)$, $n \in \mathbb{Z}$ so that for $n \geq 0$:

$$(2.2) \quad M_n(x) = M(x + (n-1)\alpha)M(x + (n-2)\alpha) \cdots M(x),$$

and $M_{-n}(x) = M_n^{-1}(x - n\alpha)$.

The Lyapunov exponent of a cocycle $(\alpha, M)$ is defined by

$$L(\alpha, M) = \lim_{n \to \infty} \frac{1}{n} \int_{\mathbb{T}} \ln \|M_n(x)||dx.$$

Let $A(x) = \frac{1}{f(x)} D(x)$, where

$$(2.3) \quad D(x) = \begin{pmatrix} Ef(x) - g(x) & -f(x) \\ f(x) & 0 \end{pmatrix}$$

is the regular part of $A(x)$. It is convenient to assume $\int_{\mathbb{T}} \ln |f(x)| dx = 0$, otherwise it is enough to consider the constant scaling by $b = e^{\int_{\mathbb{T}} \ln |f(x)| dx}$ and $f_b := bf(\theta), g_b := bg(\theta)$ in the potential. We have

$$(2.4) \quad L(E) := L(\alpha, A) = L(\alpha, D).$$

Lemma 2.1. [1] Let $\alpha \in \mathbb{R} \setminus \mathbb{Q}, \theta \in \mathbb{R}$ and $0 \leq j_0 \leq q_n - 1$ be such that

$$| \sin \pi(\theta + j_0 \alpha) | = \inf_{0 \leq j \leq q_n - 1} | \sin \pi(\theta + j \alpha) |,$$

then for some absolute constant $C > 0$,

$$-C \ln q_n \leq \sum_{j=0, j \neq j_0}^{q_n-1} \ln | \sin \pi(\theta + j \alpha) | + (q_n - 1) \ln 2 \leq C \ln q_n.$$
We will also use that the denominators of continued fraction approximants of \( \alpha \) satisfy
\[
\| k\alpha \|_{\mathbb{R}\setminus\mathbb{Z}} \geq \| q_n \alpha \|_{\mathbb{R}\setminus\mathbb{Z}}, \quad 1 \leq k < q_{n+1},
\]
and
\[
\frac{1}{2q_{n+1}} \leq \| q_n \alpha \|_{\mathbb{R}\setminus\mathbb{Z}} \leq \frac{1}{q_{n+1}}.
\]

(2.5)

A quick corollary of subadditivity and unique ergodicity is the following uniform upper semicontinuity result:

**Lemma 2.2** ([12], see also in [2, 22]). Suppose \((\alpha, A)\) is a continuous cocycle. Then for any \( \varepsilon > 0 \), there exists \( C(\varepsilon) > 0 \), such that for any \( x \in \mathbb{T} \) we have
\[
\| A_n(x) \| \leq C e^{n(L(A)+\varepsilon)}.
\]

**Remark 2.1.** The above result was first obtained by Furman in [12] in a relatively more general setting. Jitomirskaya and Mavi generalized the result to the case where \( A(x) \) is bounded in norm (from above) and has points of discontinuity with Lebesgue measure zero. In general, such uniform \( \limsup \) may not hold if \( A(x) \) is unbounded. In section 4, we obtain a weakened version (see Lemma 4.2) of such upper semicontinuity for quasiperiodic unbounded cocycles. The estimate plays important role in the proof of Theorem 1.2. It is also of independent interest in the study of the multiplicative ergodic theorem for uniquely ergodic systems.

**Remark 2.2.** Applying this to 1-dimensional continuous cocycles, we get that if \( g \) is a continuous function such that \( \ln |g| \in L^1(\mathbb{T}) \), then
\[
\left| \prod_{j=a}^{b} g(x + j\alpha) \right| \leq e^{(b-a+1)(\int \ln |g|d\theta + \varepsilon)}.
\]

3. Absence of Point Spectrum

By the definition of \( \delta(\alpha, \theta) \), for any \( \varepsilon > 0 \), there exists a subsequence \( q_{n_i} \) of \( q_n \) such that
\[
\sum_{\ell=1}^{m} \tau_{\ell} \ln \| q_{n_i} (\theta - \theta_{\ell}) \| + \tau_{\min} \ln q_{n_{i+1}} > \delta(\alpha, \theta) - \frac{\varepsilon}{4}.
\]

(3.1)

In this section, we omit the subindex \( n_i \) and still denote the subsequence satisfying (3.1) by \( q_n \) whenever it is clear.

3.1. **key lemmas.** The following lemmas are in spirit close to Lemma 4.2 in [23]. For all \( 1 \leq \ell \leq m \), let \( j_{\ell} \in [0, q_n) \) be such that the following holds: \( | \sin \pi (\theta - \theta_{\ell} + j_{\ell}\alpha) | = \inf_{0 \leq j < q_n} | \sin \pi (\theta - \theta_{\ell} + j\alpha) | \).

**Lemma 3.1.** If \( \delta(\alpha, \theta) > 0 \), then
\[
\prod_{\ell=1}^{m} | \sin \pi (\theta - \theta_{\ell} + j_{\ell}\alpha) |^{\tau_{\ell}} \geq \frac{e^{q_n(\delta - \frac{\varepsilon}{8})}}{q_n^{\tau_{\min}}},
\]
where \( \tau_{\min} = \min_{0 \leq \ell \leq m} \tau_{\ell} \).

**Proof.** By (3.1),
\[
\prod_{\ell=1}^{m} \| q_n (\theta - \theta_{\ell}) \|^{\tau_{\ell}} > \frac{e^{q_n(\delta - \frac{\varepsilon}{8})}}{q_n^{\tau_{\min}}},
\]

(3.3)
In particular,

\[(3.4) \quad \|q_n(\theta - \theta_\ell)\|^{\tau_\ell} > \frac{e^{q_n(\delta - \frac{4}{\tau_\ell})}}{q_{n+1}^{\tau_\ell}} > \frac{e^{q_n(\delta - \frac{4}{\tau_\ell})}}{q_{n+1}^{\tau_\ell}}\]

for any \(1 \leq \ell \leq m\). Therefore, \(\|q_n(\theta - \theta_\ell)\| \geq q_{n+1}^{(\delta - \frac{4}{\tau_\ell})} q_{n+1}^{-1} \geq 2q_n\) and

\[q_n | \sin \pi(\theta - \theta_\ell + j_\ell \alpha) | \geq 2q_n \|\theta - \theta_\ell + j_\ell \alpha\| \geq 2\|q_n(\theta - \theta_\ell)\| - 2j_\ell \|q_n \alpha\| \geq \|q_n(\theta - \theta_\ell)\|,\]

provided \(q_n\) large. Denote

\[(3.5) \quad \tau_{\text{sum}} = \sum_{\ell=1}^{m} \tau_\ell.\]

Then we have

\[
\prod_{\ell=1}^{m} | \sin \pi(\theta - \theta_\ell + j_\ell \alpha) | \geq \prod_{\ell=1}^{m} \frac{\|q_n(\theta - \theta_\ell)\|^{\tau_\ell}}{q_{n+1}^{\tau_\ell}} = \prod_{\ell=1}^{m} \frac{\|q_n(\theta - \theta_\ell)\|^{\tau_\ell}}{q_{n+1}^{\tau_\ell}} \prod_{\ell=1}^{m} \frac{1}{q_{n+1}^{\tau_\ell}} \geq \frac{e^{q_n(\delta - \frac{4}{\tau_\ell})}}{q_{n+1}^{\tau_\ell}} \cdot \frac{1}{q_{n+1}^{\tau_\ell}} \geq \frac{e^{q_n(\delta - \frac{4}{\tau_\ell})}}{q_{n+1}^{\tau_\ell}},
\]

provided \(q_n\) large.

\[\square\]

\textbf{Lemma 3.2.} Let \(f \in \mathcal{F}\) as defined in \((1.3)\) where

\[f(\theta) = \tilde{f}(\theta) \prod_{\ell=1}^{m} | \sin \pi(\theta - \theta_\ell) |^{\tau_\ell}, \quad \tilde{f} \in C^0, \quad \inf_{\tilde{f}} > 0.\]

Assume further that \(\int_T \ln |f(\theta)| d\theta = 0\), then

\[(3.6) \quad \prod_{j=0}^{q_n-1} |f(\theta + j\alpha)| \geq \frac{e^{q_n(\delta - \epsilon)}}{q_{n+1}^{\tau_{\text{min}}}},\]

where \(\tau_{\text{min}} = \min_{0 \leq \ell \leq m} \tau_\ell.\)

\textbf{Proof.} By Lemma 2.1,

\[(3.7) \quad \prod_{j=0, j \neq j_\ell}^{q_n-1} | \sin \pi(\theta - \theta_\ell + j\alpha) | \geq e^{-(\epsilon q_n - 1) \ln 2 - C \ln q_n} \geq e^{-q_n(\ln 2 - \epsilon)} q_{n+1}^{\tau_{\text{sum}}},\]

provided \(C \ln q_n < \frac{\epsilon}{\tau_{\text{sum}}}{q_n},\) in which \(C\) is the absolute constant in Lemma 2.1 and \(\tau_{\text{sum}}\) is given as in \((3.5)\).

Combine \((3.2)\) with \((3.7)\), we have
\[ \prod_{j=0}^{q_n-1} \prod_{\ell=1}^m |\sin(\theta - \theta_\ell + j\alpha)|^{\tau_\ell} = \prod_{\ell=1}^m \left( \prod_{j=0, j \neq \ell}^{q_n-1} |\sin(\theta - \theta_\ell + j\alpha)|^{\tau_\ell} \right) \cdot \left( \prod_{\ell=1}^m |\sin(\theta - \theta_\ell + j\alpha)|^{\tau_\ell} \right) \]

\[ \geq \left( \prod_{\ell=1}^m \left( e^{-q_n (\ln 2 + \frac{1}{2} \tau_{\text{sum}}^{-1})^{\tau_\ell}} \right) \cdot \frac{e^{q_n (\delta - \frac{3}{4})}}{q_{n+1}^{\tau_{\text{min}}}} \right) \cdot e^{-q_n (\tau_{\text{sum}} \ln 2 + \frac{1}{2})} \cdot \frac{e^{q_n (\delta - \frac{3}{4})}}{q_{n+1}^{\tau_{\text{min}}}} = e^{q_n (\delta - \frac{3}{4} - \tau_{\text{sum}} \ln 2)} q_{n+1}^{-\tau_{\text{min}}} \cdot \frac{e^{q_n (\delta - \frac{3}{4})}}{q_{n+1}^{\tau_{\text{min}}}}. \]

Notice \(|f(\theta)|^{-1}\) is continuous, by Remark 2.2 we have

\[ \prod_{j=0}^{q_n-1} |f(\theta_\ell + j\alpha)| \geq e^{q_n \left( \int_{\tau} |f(\theta)| \, d\theta - \frac{3}{4} \right)} \cdot \frac{e^{q_n (\delta - \frac{3}{4} - \tau_{\text{sum}} \ln 2)} q_{n+1}^{-\tau_{\text{min}}} \cdot \frac{e^{q_n (\delta - \frac{3}{4})}}{q_{n+1}^{\tau_{\text{min}}}}}. \]

By the well known integral \(\int_{\tau} \ln |\sin \theta| \, d\theta = -\ln 2\), it is easy to check that

\[ (3.8) \int_{\tau} \ln |f(\theta)| \, d\theta = \int_{\tau} \ln |\tilde{f}(\theta)| \, d\theta - \tau_{\text{sum}} \ln 2. \]

Therefore,

\[ \prod_{j=0}^{q_n-1} |f(\theta_\ell + j\alpha)| \geq e^{q_n \left( \int_{\tau} |\tilde{f}(\theta)| \, d\theta - \frac{3}{4} \right)} e^{q_n (\delta - \frac{3}{4} - \tau_{\text{sum}} \ln 2)} q_{n+1}^{-\tau_{\text{min}}} \geq e^{q_n \left( \int_{\tau} |f(\theta)| \, d\theta - \frac{3}{4} \right)} e^{q_n (\delta - \frac{3}{4} - \tau_{\text{sum}} \ln 2)} q_{n+1}^{-\tau_{\text{min}}} \]

\[ \boxdot \]

### 3.2. Proof of Theorem 1.1

Let \(A(x)\) be given as in (2.1). Direct computation shows that

\[ A^{-1}(x) = \frac{1}{f(x)} \left( \begin{array}{cc} f(x) & 0 \\ -f(x) & Ef(x) - g(x) \end{array} \right) \triangleq \frac{F(x)}{f(x)}. \]

Observe that \(F(\theta)\) and \(f(\theta)\) are both \(C^\gamma\) Hölder continuous functions. There exists constant \(\tilde{C}\) only depending the \(C^\gamma\)-norms of \(f\) and \(g\) given in (1.2) such that:

\[ (3.9) \sup_\theta \|F(\theta + q_n \alpha) - F(\theta)\| < \frac{\tilde{C} q_n^{-1}}{q_{n+1}^{-1}}, \sup_\theta \|f(\theta + q_n \alpha) - f(\theta)\| < \frac{\tilde{C}}{q_{n+1}^{-1}} \frac{q_n^{-\tau_{\text{min}}}}{q_{n+1}^{-\tau_{\text{min}}}}. \]

The following lemma follows immediately from (3.6) and (3.9). The proof is exactly the same as used for Lemma 3.2 in Section 5 of [23]. We omit the details here.

**Lemma 3.3.** Let \(\varphi\) be a solution to \(H_{\alpha, \theta} \varphi = E \varphi\) satisfying \(\left( \begin{array}{c} \varphi_0 \\ \varphi_{-1} \end{array} \right) = 1\). Let \(q_n\) be the subsequence given as in (3.6), we have the following estimates:

\[ (3.10) \| (A_{q_n}^{-1}(\theta) - A_{q_n}^{-1}(\theta - q_n \alpha)) \left( \begin{array}{c} \varphi_0 \\ \varphi_{-1} \end{array} \right) \| \leq e^{q_n (L(E) - \delta(\alpha, \theta) + 4\varepsilon)}, \]

and

\[ (3.11) \| (A_{q_n}^2(\theta) - A_{2q_n}(\theta)) \left( \begin{array}{c} \varphi_0 \\ \varphi_{-1} \end{array} \right) \| \leq e^{q_n (L(E) - \delta(\alpha, \theta) + 4\varepsilon)}. \]
Lemma 4.1. For any \( q_n \) large enough, 
\[
\| (A_{q_n}^2(\theta) - A_{2q_n}(\theta)) \left( \varphi_0 \right) \| \leq e^{-c q_n}
\]
more details in Lemma 4.2 in [18].

Following Lyapunov growth of the unbounded cocyle \( (\alpha, A) \)
\[
\max \{ \| \varphi_{q_n} \|, \| \varphi_{-q_n} \|, \| \varphi_{2q_n} \| \} \geq \frac{1}{4}.
\]

4. Generic full spectral/packing dimension

In this part, we fix \( \theta \) such that \( \delta(\alpha, \theta) = \tau_{\min} \cdot \beta(\alpha) \) as in (1.4). Let the subsequence \( q_n \) the given as in (3.1) and (3.6) satisfying 
\[
\delta(\alpha, \theta) > \frac{\tau_{\min} \ln q_{n+1}}{q_n} > \delta(\alpha, \theta) - \frac{\varepsilon}{4} \iff e^{q_n \tau_{\min} \cdot \beta} > q_{n+1}^\varepsilon > e^{q_n (\tau_{\min} \cdot \beta - \varepsilon/4)}.
\]

By repeating the argument in the proof of Lemma 3.1 and 3.2 one can prove a more general version of (3.9) for \( \theta \) such that \( \delta(\alpha, \theta) = \tau_{\min} \cdot \beta(\alpha) \). We restate the result here directly. Readers can find more details in Lemma 4.2 in [18].

Lemma 4.1. Let \( f \in \mathcal{F} \) be given as in (1.3) with \( \int_{\Theta} |f(\theta)| \, d\theta = 0 \). For \( \beta(\alpha), \varepsilon > 0 \), let the sequence \( q_n \to \infty \) be defined as in (1.4). There is a full Lebesgue measure set \( \Theta = \Theta(\alpha, \theta_1, \cdots, \theta_m) \) such that for any \( \theta \in \Theta \) and \( q_n \) large enough, \( f(\theta + \alpha) \) satisfies:

\[
\min_{|m| \leq e^{q_n/10}} |f(\theta + m\alpha)| > e^{-\varepsilon q_n}.
\]

Let \( D \) and \( D_n \) be defined as in (2.2), (2.3). By Lemma 4.2 for \( r \) large enough,
\[
\| D_r(\theta) \| \leq e^{(L(D) + \varepsilon)r}.
\]

Combine the definition (2.3) and the estimates (2.2), (3.6), direct computation shows the following Lyapunov growth of the unbounded cocyle \( (\alpha, A) \). For \( E \) in a compact set \( I \), let \( \Lambda = 2\varepsilon + \sup_{E \in I} L(E) \), we have

Lemma 4.2. For any \( \theta \in \Theta \) and \( q_n \) large enough and \( 1 \leq r \leq q_n \).
\[
\sup_{|m| \leq e^{q_n/10}} \| A_r(\theta + m\alpha) \| < e^{(L(E) + 2\varepsilon)q_n} = e^{\Lambda q_n}.
\]

Remark 4.1. The above lemma actually shows that the following lim inf
\[
\liminf_n \frac{1}{n} \ln \| A_n(E, \theta) \| \leq L(E)
\]

The sequence itself only depends on \( \beta(\alpha) \), while the largeness depends on \( \theta, \alpha, \beta, \varepsilon, \tau. \)
holds uniformly on a full measure set \( \tilde{\Theta} = \bigcup_{|m| \leq e^{\varepsilon qn/10}} (\Theta + m\alpha) \). It was showed in [12] that the lim sup in (4.5) holds uniformly on \( T \) for any continuous cocycle. The upper semi continuity was generalized in [22] to almost continuous bounded cocyles. In general, the lim sup in (4.5) shall not hold for unbounded cocyles. Lemma 4.2 can be viewed as a quantitative generalization of [12, 22] to the unbounded case.

On the other hand, by (3.9) and (4.2), \( A_n(\theta) \) has strong repetitions (\( \tau_{\min, \beta} \)-almost periodicity):

\[
\sup_{\theta} \| A(\theta + qn\alpha) - A(\theta) \| < \frac{\tilde{C}}{q_{\min}^{n+1}} < \tilde{C}q^{-n(\tau_{\min, \beta} - \varepsilon/4)}.
\]

(4.6)

As proved in [24], the growth of the transfer matrices (4.4) and the strong repetition (4.6) imply that there exists an absolute constant \( C_1 \) such that \( \mu_\gamma \) is \( \gamma \)-spectral continuous for all \( \gamma \leq 1 - \frac{C_1A}{\tau_{\min, \beta} - \varepsilon/4} \).

This completes the proof of Theorem 1.2 by the definition of spectral dimension in (1.11). We omit the proof here. For more details about the \( \gamma \)-spectral continuity, we refer readers to Theorem 1 and Theorem 6 in [24].
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