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Abstract

This paper concentrates on a priori error estimates of two fully discrete coupled schemes for Biot’s consolidation model based on the three-field formulation introduced by Oyarzúa et al. (SIAM Journal on Numerical Analysis, 2016). The spatial discretizations are based on the Taylor–Hood finite elements combined with Lagrange elements for the three primary variables. For the time discretization, we consider two methods. One uses the backward Euler method, and the other applies a combination of the backward Euler and Crank–Nicolson methods. A priori error estimates show that the two schemes are unconditionally convergent with optimal error orders. Detailed numerical experiments are presented to validate the theoretical analysis.
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1. Introduction

Biot’s consolidation model \cite{1, 2} describes the interaction between fluid flow and mechanical deformation of a porous medium, which is a solid structure composed of pores. This model has wide applications in many scenarios including biomechanics \cite{14}, petroleum engineering \cite{15}, etc. Since the exact analytic solution is hard to obtain, a variety of methods are carried out to approximate numerical solutions for the system: finite volume methods \cite{20}, virtual element methods \cite{7}, and mixed finite element methods \cite{8, 16}.

In \cite{24}, it is pointed out that standard finite element methods for solving the classical two-field Biot’s model may suffer from Poisson locking and pressure oscillations. Therefore, various reformulations of Biot’s model are proposed to overcome these numerical difficulties. For example, fluid flux arising from the inherent Darcy law is
introduced as a new variable to obtain a three-field formulation of Biot’s model in [24, 13]. A new four-field formulation is proposed in [25]. Another three-field model is established in [11] by introducing two pseudo-pressures. In [22, 18], an intermediate variable, called “total pressure”, is introduced to derive a three-field reformulation of Biot’s model. The advantages of such a three-field reformulation exist in that it avoids to use $\mathbf{H}(\text{div})$ space, and the classical inf-sup stable Stokes finite elements combined with Lagrange elements can be applied for the spatial discretization. By taking the advantage of such a three-field formulation, some relevant algorithms and analyses are carried out. For instance, Qi et al. [23] derive optimal-order error estimates. An unconditional convergent algorithm is proposed in [17].

In this work, we study two fully discrete coupled schemes for solving the three-field formulation of Biot’s model. In Method 1, the backward Euler method [22, 14, 23, 7] is applied for the time discretization, which is only of first-order convergence in time. Inspired by [17], we come up with Method 2 by using a combination of the backward Euler and Crank–Nicolson methods for a second-order convergence in time. Different from the algorithm in [17], our algorithm applies a unified scheme for all time steps rather than uses different schemes for the first time step and the rest steps. Despite some existing analyses, we note that some works only assume that the Biot-Willis constant $\alpha = 1$ and the specific storage coefficient $c_0 = 0$. The only second order in time paper is [17]. However, the analyses and numerical experiments there are not consistent. In this work, we conduct rigorous analysis for both Method 1 and Method 2. Optimal a priori estimates of the two methods are obtained by more careful usage of energy estimates and Grönwall’s inequality. Furthermore, our analyses are valid for more general physical parameters. We comment here that most existing analyses only discuss the $L^2$ error estimates for the fluid pressure. In this work, we also provide the $H^1$ error analysis for the fluid pressure.

The rest of the paper is organized as follows. In Section 2, we present a three-field formulation of Biot’s consolidation model and the corresponding weak formulation. In Section 3, we introduce finite element spaces, projection operators, two fully discrete coupled schemes, and some useful propositions. A priori estimates of Method 1 and Method 2 are given in Section 4. Numerical experiments are carried out to validate the theoretical results in Section 5. Conclusions and outlook are given in Section 6.

2. Mathematical formulations

Let $\Omega \subset \mathbb{R}^d$ ($d = 2$ or 3) be a bounded polygonal domain with boundary $\partial \Omega$. The classical Sobolev spaces are denoted by $H^k(\Omega)$ with norm $\| \cdot \|_{H^k(\Omega)}$. We denote
$H^k_{0,\Gamma}(\Omega)$ for the subspace of $H^k(\Omega)$ with the vanishing trace on $\Gamma \subset \partial \Omega$, and use $(\cdot, \cdot)$ and $\langle \cdot, \cdot \rangle$ to denote the standard $L^2(\Omega)$ and $L^2(\partial \Omega)$ inner products, respectively. In this paper, we use $C$ to denote a generic positive constant independent of mesh sizes, and use $x \lesssim y$ to denote $x \leq Cy$. The governing equations describing the quasi-static Biot system are given as follows

\begin{align*}
- \text{div}\sigma(u) + \alpha \nabla p &= f, \quad \text{(1)} \\
\partial_t(c_0 p + \alpha \text{div} u) - \text{div} K(\nabla p - \rho_f g) &= Q_s, \quad \text{(2)}
\end{align*}

where

\[ \sigma(u) = 2\mu \varepsilon(u) + \lambda (\text{div} u) I, \quad \varepsilon(u) = \frac{1}{2} \left[ \nabla u + (\nabla u)^T \right]. \]

Here, the primary unknowns are the displacement vector of the solid $u$ and the fluid pressure $p$, the coefficient $\alpha > 0$ is the Biot-Willis constant which is close to 1, $f$ is the body force, $c_0 \geq 0$ is the specific storage coefficient, $K$ represents the hydraulic conductivity, $\rho_f$ is the fluid density, $g$ is the gravitational acceleration, $Q_s$ is a source or sink term, $I$ is the identity matrix, and Lamé constants $\lambda$ and $\mu$ are computed from the Young’s modulus $E$ and the Poisson ratio $\nu$:

\[ \lambda = \frac{E\nu}{(1+\nu)(1-2\nu)}, \quad \mu = \frac{E}{2(1+\nu)}. \]

Suitable boundary and initial conditions should be provided to complete the system. Assuming that $\partial \Omega = \Gamma_d \cup \Gamma_t = \Gamma_p \cup \Gamma_f$ with $|\Gamma_d| > 0$ and $|\Gamma_p| > 0$, for the simplicity of presentation, we consider the following boundary conditions:

\begin{align*}
\mathbf{u} &= \mathbf{0} \quad \text{on } \Gamma_d, \quad \text{(3)} \\
(\sigma(u) - \alpha p I) \mathbf{n} &= \mathbf{h} \quad \text{on } \Gamma_t, \quad \text{(4)} \\
p &= 0 \quad \text{on } \Gamma_p, \quad \text{(5)} \\
K(\nabla p - \rho_f g) \cdot \mathbf{n} &= g_2 \quad \text{on } \Gamma_f, \quad \text{(6)}
\end{align*}

where $\mathbf{n}$ is the unit outward normal to the boundary. We comment here that the discussion can be easily extended to nonhomogeneous boundary condition cases. For the initial conditions, we consider

\[ \mathbf{u}(0) = \mathbf{u}^0, \quad p(0) = p^0. \quad \text{(7)} \]
Next, we introduce an intermediate variable called “total pressure”:

\[ \xi = \alpha p - \lambda \text{div} \mathbf{u}. \]

Then, (1)-(2) can be rewritten as the following three-field formulation of Biot’s consolidation model

\[ -2\mu \text{div}(\varepsilon(\mathbf{u})) + \nabla \xi = f, \quad (8) \]
\[ \text{div} \mathbf{u} + \frac{1}{\lambda} \xi - \frac{\alpha}{\lambda} p = 0, \quad (9) \]
\[ \left( c_0 + \frac{\alpha^2}{\lambda} \right) \partial_t p - \frac{\alpha}{\lambda} \partial_t \xi - \text{div} K(\nabla p - \rho_f \mathbf{g}) = Q_s. \quad (10) \]

After the reformulation, we can still apply the boundary conditions (3)-(6) and initial conditions (7) with \( \xi(0) = \alpha p_0 - \lambda \text{div} \mathbf{u}_0 \) here. For ease of presentation, we assume \( \mathbf{g} = 0 \) in the rest of the paper.

Let \( V = H^1_0(\Omega) \), \( W = L^2(\Omega) \) and \( M = H^1_0(\Gamma_p, \Omega) \), and define the bilinear forms

\[ a_1(\mathbf{u}, \mathbf{v}) = 2\mu \int_{\Omega} \varepsilon(\mathbf{u}) : \varepsilon(\mathbf{v}), \quad b(\mathbf{v}, \phi) = \int_{\Omega} \phi \text{div} \mathbf{v}, \]
\[ a_2(\xi, \phi) = \frac{1}{\lambda} \int_{\Omega} \xi \phi, \quad c(p, \phi) = \frac{\alpha}{\lambda} \int_{\Omega} p \phi, \]
\[ a_3(p, \psi) = \left( c_0 + \frac{\alpha^2}{\lambda} \right) \int_{\Omega} p \psi, \quad d(p, \psi) = K \int_{\Omega} \nabla p \cdot \nabla \psi. \]

Multiplying (8)-(10) by test functions, integrating by parts and applying boundary conditions (3)-(6) yield the following variational problem: for a given \( t \geq 0 \), find \( (\mathbf{u}, \xi, p) \in V \times W \times M \) such that

\[ a_1(\mathbf{u}, \mathbf{v}) - b(\mathbf{v}, \xi) = (f, \mathbf{v}) + \langle h, \mathbf{v} \rangle_{\Gamma_t}, \quad \forall \mathbf{v} \in V, \quad (11) \]
\[ b(\mathbf{u}, \phi) + a_2(\xi, \phi) - c(p, \phi) = 0, \quad \forall \phi \in W, \quad (12) \]
\[ a_3(\partial_t p, \psi) - c(\psi, \partial_t \xi) + d(p, \psi) = (Q_s, \psi) + \langle g_2, \psi \rangle_{\Gamma_f}, \quad \forall \psi \in M. \quad (13) \]

The well-posedness of problem (11)-(13) is established in [22]. We note that the Korn’s inequality [21] holds on \( V \), that is, there exists a constant \( C_k = C_k(\Omega, \Gamma_d) > 0 \) such that

\[ \| \mathbf{v} \|_{H^1(\Omega)} \leq C_k \| \varepsilon(\mathbf{v}) \|_{L^2(\Omega)}, \quad \forall \mathbf{v} \in V. \quad (14) \]
Furthermore, the following inf-sup condition [5] holds: there exists a constant $\beta > 0$ depending only on $\Omega$ and $\Gamma_d$ such that
\[
\sup_{v \in V} \frac{b(v, \phi)}{\|v\|_{H^1(\Omega)}} \geq \beta \|\phi\|_{L^2(\Omega)}, \quad \forall \phi \in W.
\]

3. Finite element discretization and numerical schemes

Let $\mathcal{T}_h$ be a partition of the domain $\Omega$ into triangles in $\mathbb{R}^2$ or tetrahedra in $\mathbb{R}^3$, and $h$ be the maximum diameter over all elements in the mesh. We define finite element spaces on $\mathcal{T}_h$
\[
V_h := \{ v_h \in H^1_{0,\Gamma_d}(\Omega) \cap C^0(\Omega); \, v_h|_E \in P_k(E), \forall E \in \mathcal{T}_h \},
\]
\[
W_h := \{ \phi_h \in L^2(\Omega) \cap C^0(\Omega); \, \phi_h|_E \in P_{k-1}(E), \forall E \in \mathcal{T}_h \},
\]
\[
M_h := \{ \psi_h \in H^1_{0,\Gamma_p}(\Omega) \cap C^0(\Omega); \, \psi_h|_E \in P_l(E), \forall E \in \mathcal{T}_h \},
\]
where $k \geq 2$ and $l \geq 1$ are two integers. In this work, the Taylor-Hood element, which consists of the pair $(V_h, W_h)$, and Lagrange finite element are adopted to the pair $(u, \xi)$ and $p$, respectively. Based on the three-field formulation (8)-(10) and discrete spaces $V_h$, $W_h$, and $M_h$, we define two projection operators [19, 23]. First, we introduce the Stokes projection operator $R_{u \times R_{\xi}}: V \times W \rightarrow V_h \times W_h$, which is defined by
\[
a_1(R_{u \times R_{\xi}} v_h, v_h) - b(v_h, R_{\xi}\xi) = a_1(u, v_h) - b(v_h, \xi), \quad \forall v_h \in V_h, \quad (15)
\]
\[
b(R_{u \times R_{\xi}} v_h, \phi_h) = b(u, \phi_h), \quad \forall \phi_h \in W_h. \quad (16)
\]
Second, we define the elliptic projection operator $R_p : M \rightarrow M_h$ as follows
\[
d(R_p p, \psi_h) = d(p, \psi_h), \quad \forall \psi_h \in M_h. \quad (17)
\]
If $u \in H^{k+1}_{0,\Gamma_d}(\Omega)$, $\xi \in H^k(\Omega)$, and $p \in H^{l+1}_{0,\Gamma_p}(\Omega)$, then the following error estimates hold true for the Stokes projection operator and the elliptic projection operator [6].
\[
\|u - R_{u \times R_{\xi}} u\|_{H^1(\Omega)} + \|\xi - R_{\xi}\xi\|_{L^2(\Omega)} \leq C h^k\|u\|_{H^{k+1}(\Omega)} + \|\xi\|_{H^k(\Omega)}), \quad (18)
\]
\[
\|p - R_{p} p\|_{H^1(\Omega)} \leq C h^l\|p\|_{H^{l+1}(\Omega)}; \quad (19)
\]
\[
\|p - R_{p} p\|_{L^2(\Omega)} \leq C h^{l+1}\|p\|_{H^{l+1}(\Omega)}. \quad (20)
\]
As we use a stable Stokes element pair, the corresponding finite element spaces satisfy the following discrete inf-sup condition, i.e., there exists a positive constant
we present the first coupled scheme using the backward Euler method for the time discretization as follows.

Method 1: Given \((u^n_h, \xi_h^n, p^n_h)\) ∈ \(V_h \times W_h \times M_h\), find \((u^{n+1}_h, \xi_h^{n+1}, p_h^{n+1})\) ∈ \(V_h \times W_h \times M_h\) such that

\[
\begin{align*}
\text{a}_1(u^{n+1}_h, v_h) - b(v_h, \xi_h^{n+1}) &= (f^{n+1}, v_h) + (h^{n+1}, v_h)_{\Gamma_t}, \quad \forall v_h \in V_h, \\
\text{b}(u^{n+1}_h, \phi_h) + \alpha_2(\xi_h^{n+1}, \phi_h) - c(p^{n+1}_h, \phi_h) &= 0, \quad \forall \phi_h \in W_h, \\
\text{a}_3\left(\frac{p^{n+1}_h - p^n_h}{\Delta t}, \psi_h\right) - c\left(\psi_h, \frac{\xi_h^{n+1} - \xi_h^n}{\Delta t}\right)
&\quad + d(p^{n+1}_h, \psi_h) = (Q^n_{s, h}, \psi_h) + (g^n_{2, h}, \psi_h)_{\Gamma_f}, \quad \forall \psi_h \in M_h.
\end{align*}
\] (21)

An equidistant partition \(0 = t_0 < t_1 < \cdots < t_{N+1} = T\) with a step size \(\Delta t\) is considered for the time discretization. For simplicity, we introduce the notations \(u^n = u(t_n), \xi^n = \xi(t_n)\) and \(p^n = p(t_n)\). Suitable approximation of initial conditions \(u^0_h = R_u u^0, \xi^0_h = R_\xi \xi^0,\) and \(p^0_h = R_p p^0\) is considered here. Following [17], we present the first coupled scheme using the backward Euler method for the time discretization as follows.

Method 2: Given \((u^n_h, \xi_h^n, p^n_h)\) ∈ \(V_h \times W_h \times M_h\), find \((u^{n+1}_h, \xi_h^{n+1}, p_h^{n+1})\) ∈ \(V_h \times W_h \times M_h\) such that

\[
\begin{align*}
\text{a}_1(u^{n+1}_h, v_h) - b(v_h, \xi_h^{n+1}) &= (f^{n+1}, v_h) + (h^{n+1}, v_h)_{\Gamma_t}, \quad \forall v_h \in V_h, \\
\text{b}(u^{n+1}_h, \phi_h) + \alpha_2(\xi_h^{n+1}, \phi_h) - c(p^{n+1}_h, \phi_h) &= 0, \quad \forall \phi_h \in W_h, \\
\text{a}_3\left(\frac{p^{n+1}_h - p^n_h}{\Delta t}, \psi_h\right) - c\left(\psi_h, \frac{\xi_h^{n+1} - \xi_h^n}{\Delta t}\right)
&\quad + d(p^{n+1}_h, \psi_h) = (Q^n_{s, h}, \psi_h) + (g^n_{2, h}, \psi_h)_{\Gamma_f}, \quad \forall \psi_h \in M_h.
\end{align*}
\] (22)

The second coupled scheme considers a combination of the backward Euler and Crank–Nicolson methods for time discretization, which is inspired from [17]. In the entire time interval, we solve the following problem.

Method 2: Given \((u^n_h, \xi_h^n, p^n_h)\) ∈ \(V_h \times W_h \times M_h\), find \((u^{n+1}_h, \xi_h^{n+1}, p_h^{n+1})\) ∈ \(V_h \times W_h \times M_h\) such that

\[
\begin{align*}
\text{a}_1(u^{n+1}_h, v_h) - b(v_h, \xi_h^{n+1}) &= (f^{n+1}, v_h) + (h^{n+1}, v_h)_{\Gamma_t}, \quad \forall v_h \in V_h, \\
\text{b}(u^{n+1}_h, \phi_h) + \alpha_2(\xi_h^{n+1}, \phi_h) - c(p^{n+1}_h, \phi_h) &= 0, \quad \forall \phi_h \in W_h, \\
\text{a}_3\left(\frac{p^{n+1}_h - p^n_h}{\Delta t}, \psi_h\right) - c\left(\psi_h, \frac{\xi_h^{n+1} - \xi_h^n}{\Delta t}\right)
&\quad + d(p^{n+1}_h, \psi_h) = \frac{1}{2}(Q^n_{s, h} + Q^n_s, \psi_h) + \frac{1}{2}(g^n_{2, h} + g^n_{2, h})_{\Gamma_f}, \quad \forall \psi_h \in M_h.
\end{align*}
\] (23)

We comment here that such a scheme does not complicate the calculations.

Next, we state the following basic propositions.

\textbf{Proposition 3.1.} Let \(f : \mathbb{R} \to \mathbb{R}\) be a function that has \(k + 1\) continuous derivatives
on an open interval \((a, b)\). For any \(t_0, t \in (a, b)\), there holds

\[
f(t) = f(t_0) + f'(t_0)(t - t_0) + \cdots + \frac{f^{(k)}(t_0)}{k!}(t - t_0)^k + \frac{1}{k!} \int_{t_0}^{t} f^{(k+1)}(s)(t - s)^k \, ds.
\]

Then, the following estimate for the \(L^2\)-norm of the last term holds true.

\[
\left\| \frac{1}{k!} \int_{t_0}^{t} f^{(k+1)}(s)(t - s)^k \, ds \right\|_{L^2(\Omega)}^2 \lesssim (b - a)^{2k+1} \int_{t_0}^{t} \| f^{(k+1)} \|_{L^2(\Omega)}^2 \, ds.
\]  \tag{28}

**Proof.** The first part of the conclusion comes from the Taylor expansion theorem. Using the Cauchy-Schwarz inequality, we have

\[
\left\| \int_{t_0}^{t} f^{(k+1)}(s)(t - s)^k \, ds \right\|_{L^2(\Omega)}^2 \leq \int_{t_0}^{t} |t - s|^{2k} \, ds \int_{t_0}^{t} |f^{(k+1)}(s)|^2 \, ds
\]

\[
\leq \frac{(t-t_0)^{2k+1}}{2k+1} \int_{t_0}^{t} |f^{(k+1)}(s)|^2 \, ds,
\]

which implies (28) directly. \(\square\)

**Proposition 3.2.** Let \(B\) be a symmetric bilinear form, there holds

\[
2B(u, u - v) = B(u, u) - B(v, v) + B(u - v, u - v),
\]  \tag{29}

\[
B(u + v, u - v) = B(u, u) - B(v, v),
\]  \tag{30}

which immediately implies the following inequality

\[
2B(u, u - v) \geq B(u, u) - B(v, v).
\]  \tag{31}

4. Main results

In this section, we present our main results describing a priori error estimates of the proposed schemes. Here, we decompose error terms as

\[
\varepsilon^u = u^n - u_h^n = (u^n - R_u u^n) + (R_u u^n - u_h^n) =: \varepsilon^l_u + \varepsilon^h_u,
\]

\[
\varepsilon^\xi = \xi^n - \xi_h^n = (\xi^n - R_\xi \xi^n) + (R_\xi \xi^n - \xi_h^n) =: \varepsilon^l_\xi + \varepsilon^h_\xi,
\]

\[
\varepsilon^p = p^n - p_h^n = (p^n - R_p p^n) + (R_p p^n - p_h^n) =: \varepsilon^l_p + \varepsilon^h_p.
\]
We also define

\[ D_u^{n+1} := e_u^{h,n+1} - e_u^{h,n}, \quad D_{\xi}^{n+1} := e_{\xi}^{h,n+1} - e_{\xi}^{h,n}, \quad D_p^{n+1} := e_p^{h,n+1} - e_p^{h,n}. \]

Then, we present a priori error estimates for both schemes. The proof of each method consists of three parts. In the first part, we focus on the \( H^1 \) norm of \( e_u^{h,N+1} \), \( L^2 \) norm of \( e_{\xi}^{h,N+1} \), and \( L^2 \) norm of \( e_p^{h,N+1} \). In the second part, we complete the \( H^1 \) norm estimate of \( e_p^{h,N+1} \). In the third part, we draw our main conclusions describing the error bound.

### 4.1. A priori error estimates for Method 1.

**Theorem 4.1.** Let \((u, \xi, p)\) and \((u_h^{n+1}, \xi_h^{n+1}, p_h^{n+1})\) be the solutions of Eqs. (11)-(13) and Eqs. (22)-(24), respectively. Assume that \( u \in L^\infty(0, T; H^{k+1}_0(\Omega)), \partial_t u \in L^2(0, T; H^{k+1}_0(\Omega)), \partial_t \xi \in L^2(0, T; H^k(\Omega)), \partial_t p \in L^2(0, T; H^{k+1}_0(\Omega)), \partial_t p \in L^2(0, T; L^2(\Omega)). \). There holds

\[
\| \varepsilon(u^{h,N+1}) \|^2_{L^2(\Omega)} + \| e_{\xi}^{h,N+1} \|^2_{L^2(\Omega)} + \| e_p^{h,N+1} \|^2_{L^2(\Omega)} + \Delta t \sum_{n=0}^N \| \nabla e_p^{h,n+1} \|^2_{L^2(\Omega)} \]

\[
\lesssim (\Delta t)^2 \int_0^T \left( \| \partial_t u \|^2_{H^1(\Omega)} + \| \partial_t \xi \|^2_{L^2(\Omega)} + \| \partial_t p \|^2_{L^2(\Omega)} \right) ds
\]

\[
+ h^{2k} \int_0^T \left( \| \partial_t u \|^2_{H^{k+1}(\Omega)} + \| \partial_t \xi \|^2_{H^k(\Omega)} \right) ds + h^{2l+2} \int_0^T \| \partial_t p \|^2_{H^{l+1}(\Omega)} ds. \tag{32}
\]

**Proof.** Setting \( t = n+1 \) in (11), (12), (13), and letting the test functions be the discrete test functions, then subtracting (22), (23), and (24) from these equations, we immediately derive the following error equations.

\[
a_1(e_u^{n+1}, \psi_h) - b(\psi_h, e_{\xi}^{n+1}) = 0,
\]

\[
b(e_u^{n+1}, \phi_h) + a_2(e_{\xi}^{n+1}, \phi_h) - c(e_p^{n+1}, \phi_h) = 0,
\]

\[
a_3 \left( \partial_t p^{n+1} - \frac{p_h^{n+1} - p_h^n}{\Delta t}, \psi_h \right) - c \left( \psi_h, \partial_t e_{\xi}^{n+1} - \frac{e_{\xi}^{n+1} - e_{\xi}^n}{\Delta t} \right) + d(e_p^{n+1}, \psi_h) = 0.
\]

By using the assumptions of the projection operators (15), (16), and (17), the above
equations can be rewritten as

\[ a_1(e_{u}^{h,n+1}, v_h) - b(v_h, e_{\xi}^{h,n+1}) = 0, \]  
(33)

\[ b(e_{u}^{h,n+1}, \phi_h) + a_2(e_{\xi}^{n+1}, \phi_h) - c(e_{p}^{n+1}, \phi_h) = 0, \]  
(34)

\[ a_3(D_{p}^{n+1}, \psi_h) - c(\psi_h, D_{\xi}^{n+1}) + \Delta t d(e_{p}^{h,n+1}, \psi_h) \]
\[ = a_3(R_{p} p^{n+1} - R_{p} p^{n} - \Delta t \partial_t p^{n+1}, \psi_h) - c(\psi_h, R_{\xi} e^{n+1} - R_{\xi} e^{n} - \Delta t \partial_t e^{n+1}). \]  
(35)

Differentiating (12) with respect to \( t \) at the \((n+1)\)-th time step, then multiplying the resulted equation by \( \Delta t \), we derive that

\[ b(\Delta t \partial_t u^{n+1}, \phi_h) + a_2(\Delta t \partial_t \xi^{n+1}, \phi_h) - c(\Delta t \partial_t p^{n+1}, \phi_h) = 0. \]  
(36)

For (34), we write out the schemes for \( t = t_{n+1} \) and \( t = t_n \), then take a difference between the two resulted equations, we see that

\[ b(D_{u}^{n+1}, \phi_h) + a_2(e_{\xi}^{n+1} - e_{\xi}^{n}, \phi_h) - c(e_{p}^{n+1} - e_{p}^{n}, \phi_h) = 0. \]  
(37)

Using the definitions of \( D_{\xi}^{n+1} \) and \( D_{p}^{n+1} \), we can reformulate (37) as follows

\[ b(D_{u}^{n+1}, \phi_h) + a_2(D_{\xi}^{n+1}, \phi_h) - c(D_{p}^{n+1}, \phi_h) \]
\[ = -a_2(\xi^{n+1} - \xi^{n}, \phi_h) + c(p^{n+1} - p^{n}, \phi_h) \]
\[ + a_2(R_{\xi} e^{n+1} - R_{\xi} e^{n}, \phi_h) - c(R_{p} p^{n+1} - R_{p} p^{n}, \phi_h). \]  
(38)

After using the \((n+1)\)-th and \( n \)-th time steps of (12) to obtain

\[ b(u^{n+1} - u^{n}, \phi_h) = -a_2(\xi^{n+1} - \xi^{n}, \phi_h) + c(p^{n+1} - p^{n}, \phi_h), \]
we combine (36) and (38) to get

\[ b(D_{u}^{n+1}, \phi_h) + a_2(D_{\xi}^{n+1}, \phi_h) - c(D_{p}^{n+1}, \phi_h) = b(u^{n+1} - u^{n} - \Delta t \partial_t u^{n+1}, \phi_h) \]
\[ + a_2(R_{\xi} e^{n+1} - R_{\xi} e^{n} - \Delta t \partial_t e^{n+1}, \phi_h) - c(R_{p} p^{n+1} - R_{p} p^{n} - \Delta t \partial_t p^{n+1}, \phi_h). \]  
(39)
Choosing \( v_h = D_u^{n+1} \) in (33), \( \phi_h = e_\xi^{h,n+1} \) in (39), and \( \psi_h = e_p^{h,n+1} \) in (33), we derive

\[
\begin{align*}
    & a_1(e_u^{h,n+1}, D_u^{n+1}) - b(D_u^{n+1}, e_\xi^{h,n+1}) = 0, \\
    & b(D_u^{n+1}, e_\xi^{h,n+1}) + a_2(D_\xi^{n+1}, e_\xi^{h,n+1}) - c(D_p^{n+1}, e_\xi^{h,n+1}) \\
    & = b(u^{n+1} - u^n - \Delta t \partial_t u^{n+1}, e_\xi^{h,n+1}) + a_2(R_\xi \xi^{n+1} - R_\xi \xi^n - \Delta t \partial_t \xi^{n+1}, e_\xi^{h,n+1}) \\
    & - c(R_p p^{n+1} - R_p p^n - \Delta t \partial_t p^{n+1}, e_\xi^{h,n+1}), \\
    & a_3(D_p^{n+1}, e_p^{h,n+1}) - c(e_p^{h,n+1}, D_\xi^{n+1}) + \Delta t d(e_p^{h,n+1}, e_p^{h,n+1}) \\
    & = a_3(R_p p^{n+1} - R_p p^n - \Delta t \partial_t p^{n+1}, e_p^{h,n+1}) \\
    & - c(e_p^{h,n+1}, R_\xi \xi^{n+1} - R_\xi \xi^n - \Delta t \partial_t \xi^{n+1}).
\end{align*}
\]

Taking the summation of (40), (41), and (42) over the index \( n \) from 0 to \( N \) yields

\[
\text{LHS}_1 := \sum_{n=0}^{N} \left[ a_1(e_u^{h,n+1}, D_u^{n+1}) + a_2(D_\xi^{n+1}, e_\xi^{h,n+1}) - c(D_p^{n+1}, e_\xi^{h,n+1}) \\
+ a_3(D_p^{n+1}, e_p^{h,n+1}) - c(e_p^{h,n+1}, D_\xi^{n+1}) + \Delta t d(e_p^{h,n+1}, e_p^{h,n+1}) \right] = \sum_{i=1}^{5} E_i, \tag{43}
\]

where

\[
\begin{align*}
    & E_1 = \sum_{n=0}^{N} b(u^{n+1} - u^n - \Delta t \partial_t u^{n+1}, e_\xi^{h,n+1}), \\
    & E_2 = \sum_{n=0}^{N} a_2(R_\xi \xi^{n+1} - R_\xi \xi^n - \Delta t \partial_t \xi^{n+1}, e_\xi^{h,n+1}), \\
    & E_3 = \sum_{n=0}^{N} c(\Delta t \partial_t p^{n+1} - R_p p^{n+1} + R_p p^n, e_\xi^{h,n+1}), \\
    & E_4 = \sum_{n=0}^{N} a_3(R_p p^{n+1} - R_p p^n - \Delta t \partial_t p^{n+1}, e_p^{h,n+1}), \\
    & E_5 = \sum_{n=0}^{N} c(e_p^{h,n+1}, \Delta t \partial_t \xi^{n+1} - R_\xi \xi^{n+1} + R_\xi \xi^n).
\end{align*}
\]

Using the definitions of \( a_2(\cdot, \cdot) \), \( a_3(\cdot, \cdot) \), and \( c(\cdot, \cdot) \), we can simplify LHS1 by the
identity
\[
a_2(D_{\xi+1}^{n+1}, e_{\xi,n+1}^h) - c(D_{\xi+1}^{n+1}, e_{\xi,n+1}^h) + a_3(D_{p}^{n+1}, e_{p,n+1}^h) - c(e_{p,n+1}^h, D_{\xi+1}^{n+1}) \\
= \frac{1}{\lambda} \int_{\Omega} (\alpha D_{p}^{n+1} - D_{\xi+1}^{n+1}) (\alpha e_{p,n+1}^h - e_{\xi,n+1}^h) + c_0 \int_{\Omega} (e_{p,n+1}^h - e_{p,n}^h) e_{p,n+1}^h. \tag{44}
\]

Applying (31) and (44), we obtain the following lower bound estimate for LHS
\[
\frac{1}{2} (2\mu \|\varepsilon(e_{u,n+1}^h)\|_{L^2(\Omega)}^2 - 2\mu \|\varepsilon(e_{u,0}^h)\|_{L^2(\Omega)}^2 + c_0 \|e_{p,n+1}^h\|_{L^2(\Omega)}^2) \\
- c_0 \|e_{p,0}^h\|_{L^2(\Omega)}^2 + \frac{1}{\lambda} \|\alpha e_{p,n+1}^h - e_{\xi,n+1}^h\|_{L^2(\Omega)}^2 \\
- \frac{1}{\lambda} \|\alpha e_{p,0}^h - e_{\xi,0}^h\|_{L^2(\Omega)}^2) + K \Delta t \sum_{n=0}^{N} \|\nabla e_{p,n+1}^h\|_{L^2(\Omega)}^2 \leq \text{LHS}_1. \tag{45}
\]

Next, we bound the terms \(E_i\) for \(i = 1, 2, \cdots, 5\). We use the Cauchy-Schwarz inequality, the Young’s inequality, (18), (20) and (28) to estimate \(E_1, E_2, \) and \(E_3\) with an \(\epsilon_1 > 0\) as follows.

\[
E_1 \leq \frac{\epsilon_1}{6} \Delta t \sum_{n=0}^{N} \|e_{\xi,n+1}^h\|_{L^2(\Omega)}^2 + \frac{C}{2\epsilon_1} (\Delta t)^2 \int_0^T \|\partial_t u\|_{H^1(\Omega)}^2 ds,
\]

\[
E_2 \leq \frac{\epsilon_1}{6} \Delta t \sum_{n=0}^{N} \|e_{\xi,n+1}^h\|_{L^2(\Omega)}^2 + \frac{C}{2\epsilon_1} ((\Delta t)^2 \int_0^T \|\partial_t \xi\|_{L^2(\Omega)}^2 ds \\
+ h^{2k} \int_0^T (\|\partial_t u\|_{H^{k+1}(\Omega)}^2 + \|\partial_t \xi\|_{H^k(\Omega)}^2) ds),
\]

\[
E_3 \leq \frac{\epsilon_1}{6} \Delta t \sum_{n=0}^{N} \|e_{\xi,n+1}^h\|_{L^2(\Omega)}^2 + \frac{C}{2\epsilon_1} ((\Delta t)^2 \int_0^T \|\partial_t p\|_{L^2(\Omega)}^2 ds + h^{2l+2} \int_0^T \|\partial_t p\|_{H^{l+1}(\Omega)}^2 ds).
\]

Using the Cauchy-Schwarz inequality, the Young’s inequality, the Poincaré inequality,
\( E_4 \leq \frac{\epsilon_2}{4} \Delta t \sum_{n=0}^{N} \| \nabla e_p^{h,n+1} \|^2_{L^2(\Omega)} + \frac{c}{2\epsilon_2} \int_0^T \| \partial tt \|^2_{L^2(\Omega)} ds + h^{2t+2} \int_0^T \| \partial tt \|^2_{H^{t+1}(\Omega)} ds \),

\( E_5 \leq \frac{\epsilon_2}{4} \Delta t \sum_{n=0}^{N} \| \nabla e_p^{h,n+1} \|^2_{L^2(\Omega)} + \frac{c}{2\epsilon_2} \int_0^T \| \partial tt \|^2_{L^2(\Omega)} ds \]

\( + h^{2k} \int_0^T (\| \partial tt \|^2_{H^{k+1}(\Omega)} + \| \partial tt \|^2_{H^{k+1}(\Omega)}) ds \).

Combining (43), (45), and the bounds \( E_i \) for \( i = 1, 2, \ldots, 5 \), we derive that

\[
2\mu \| \varepsilon (e_u^{h,N}) \|^2_{L^2(\Omega)} - 2\mu \| \varepsilon (e_u^{h,0}) \|^2_{L^2(\Omega)} + c_0 \| e_p^{h,N+1} \|^2_{L^2(\Omega)} - c_0 \| e_p^{h,0} \|^2_{L^2(\Omega)}
\]

\[
+ \frac{1}{\lambda} \| \alpha e_p^{h,N+1} - e_x^{h,N+1} \|^2_{L^2(\Omega)} - \frac{1}{\lambda} \| \alpha e_p^{h,0} - e_x^{h,0} \|^2_{L^2(\Omega)} + 2K \Delta t \sum_{n=0}^{N} \| \nabla e_p^{h,n+1} \|^2_{L^2(\Omega)}
\]

\[
\leq \epsilon_1 \Delta t \sum_{n=0}^{N} \| e_x^{h,n+1} \|^2_{L^2(\Omega)} + \epsilon_2 \Delta t \sum_{n=0}^{N} \| \nabla e_p^{h,n+1} \|^2_{L^2(\Omega)}
\]

\[
+ \left( \frac{C}{\epsilon_1} + \frac{C}{\epsilon_2} \right) \int_0^T \left( \| \partial tt \|^2_{H^{t}(\Omega)} + \| \partial tt \|^2_{L^2(\Omega)} + \| \partial tt \|^2_{H^{t}(\Omega)} + \| \partial tt \|^2_{H^{t}(\Omega)} \right) ds
\]

\[
+ h^{2k} \int_0^T (\| \partial tt \|^2_{H^{k+1}(\Omega)} + \| \partial tt \|^2_{H^{k+1}(\Omega)}) ds + h^{2t+2} \int_0^T \| \partial tt \|^2_{H^{t+1}(\Omega)} ds \].

Using the inf-sup condition (21), (33), and the Korn’s inequality (14), we have

\[
\| e_x^{h,n+1} \|^2_{L^2(\Omega)} \leq \sup_{v_h \in \mathbf{V}_h} \frac{\| b(v_h, e_x^{h,n+1}) \|_{H^1(\Omega)}}{\| v_h \|_{H^1(\Omega)}} = \sup_{v_h \in \mathbf{V}_h} \frac{\alpha_1 (e_u^{h,n+1}, v_h)}{\| v_h \|_{H^1(\Omega)}} \leq \| \varepsilon (e_u^{h,n+1}) \|^2_{L^2(\Omega)},
\]

which easily implies that

\[
\| e_p^{h,n+1} \|^2_{L^2(\Omega)} \leq \| \alpha e_p^{h,n+1} - e_x^{h,n+1} \|^2_{L^2(\Omega)} + \| \varepsilon (e_u^{h,n+1}) \|^2_{L^2(\Omega)}.
\]

Then, we handle (46). Considering the fact \( \varepsilon (e_u^{h,0}) = 0, e_p^{h,0} = 0, e_x^{h,0} = 0 \), ignoring the term \( c_0 \| e_p^{h,N+1} \|^2_{L^2(\Omega)} \), using (47) to choose large enough positive \( \epsilon_1 \) such that \( \epsilon_1 \| e_x^{h,k+1} \|^2_{L^2(\Omega)} \leq 2\mu \| \varepsilon (e_u^{h,k+1}) \|^2_{L^2(\Omega)} \) and setting \( \epsilon_2 = K \), we can apply the discrete
Grönwall’s inequality to obtain
\[ 2\mu \|\varepsilon(e^{h,N+1}_u)\|_{L^2(\Omega)}^2 + \frac{1}{\lambda} \|\alpha e^{h,N+1}_p - e^{h,N+1}_\xi\|_{L^2(\Omega)}^2 + K3t \sum_{n=0}^{N} \|\nabla e^{h,n+1}_p\|_{L^2(\Omega)}^2 \lesssim (3t)^2 \int_0^T \left( \|\partial_t u\|_{H^1(\Omega)}^2 + \|\partial_t \xi\|_{L^2(\Omega)}^2 + \|\partial_t p\|_{L^2(\Omega)}^2 \right) ds + h^{2l+2} \int_0^T \|\partial_t p\|_{H^{l+1}(\Omega)}^2 ds. \] (49)

Finally, we come to the conclusion that the desired result (32) holds after applying (47), (48), and (49). This completes the proof. \(\square\)

**Theorem 4.2.** Let \((u, \xi, p)\) and \((u^{n+1}_h, \xi^{n+1}_h, p^{n+1}_h)\) be the solutions of Eqs. (11)-(13) and Eqs. (22)-(24), respectively. Under the assumptions of Theorem 4.1, there holds
\[ \frac{1}{\Delta t} \sum_{n=0}^{N} \left( \|\varepsilon(D^{n+1}_u)\|_{L^2(\Omega)}^2 + \|D^{n+1}_\xi\|_{L^2(\Omega)}^2 + \|D^{n+1}_p\|_{L^2(\Omega)}^2 \right) + \|\nabla e^{h,N+1}_p\|_{L^2(\Omega)}^2 \lesssim (\Delta t)^2 \int_0^T \left( \|\partial_t u\|_{H^1(\Omega)}^2 + \|\partial_t \xi\|_{L^2(\Omega)}^2 + \|\partial_t p\|_{L^2(\Omega)}^2 \right) ds + h^{2l+2} \int_0^T \|\partial_t p\|_{H^{l+1}(\Omega)}^2 ds. \] (50)

**Proof.** Taking the difference of the \((n+1)\)-th, \(n\)-th steps of (33) yields
\[ a_1(D^{n+1}_u, v_h) - b(v_h, D^{n+1}_\xi) = 0, \] (51)
After using the definitions of \(a_2(\cdot, \cdot), a_3(\cdot, \cdot),\) and \(c(\cdot, \cdot),\) one has
\[ a_2(D^{n+1}_\xi, D^{n+1}_\xi) + a_3(D^{n+1}_p, D^{n+1}_p) - 2c(D^{n+1}_p, D^{n+1}_\xi) = \frac{1}{\lambda} \|\alpha D^{n+1}_p - D^{n+1}_\xi\|_{L^2(\Omega)}^2 + c_0 \|D^{h,n+1}_p\|_{L^2(\Omega)}^2. \] (52)
Choosing \(v_h = D^{n+1}_u\) in (51), \(\phi_h = D^{n+1}_\xi\) in (39), \(\psi_h = D^{n+1}_p\) in (35), applying the
identity (52), and summing over the index $n$ from 0 to $N$, we get

$$
\sum_{n=0}^{N} \left( 2\mu \|e(D_{\mathbf{u}}^{n+1})\|_{L^2(\Omega)}^2 + c_0 \|D_{p}^{n+1}\|_{L^2(\Omega)}^2 + \frac{1}{\lambda} \|aD_{p}^{n+1} - D_{\xi}^{n+1}\|_{L^2(\Omega)}^2 \right) \\
+ \Delta t \sum_{n=0}^{N} d(\epsilon_{\mathbf{h},n+1}^{h}, D_{p}^{n+1}) = \sum_{i=1}^{5} T_i, 
$$

where

$$
T_1 = \sum_{n=0}^{N} b(\mathbf{u}^{n+1} - \mathbf{u}^{n} - \Delta t \partial_t \mathbf{u}^{n+1}, D_{\xi}^{n+1}), \\
T_2 = \sum_{n=0}^{N} a_2(R_{\xi} \epsilon^{n+1} - R_{\xi} \epsilon^{n} - \Delta t \partial_t \epsilon^{n+1}, D_{\epsilon}^{n+1}), \\
T_3 = \sum_{n=0}^{N} c(\Delta t \partial_t p^{n+1} - R_{p} p^{n+1} + R_{p} p^{n}, D_{\xi}^{n+1}), \\
T_4 = \sum_{n=0}^{N} a_3(R_{p} p^{n+1} - R_{p} p^{n} - \Delta t \partial_t p^{n+1}, D_{p}^{n+1}), \\
T_5 = \sum_{n=0}^{N} c(D_{p}^{n+1}, \Delta t \partial_t \epsilon^{n+1} - R_{\xi} \epsilon^{n+1} + R_{\xi} \epsilon^{n}).
$$

Next, we bound the terms $T_i$ for $i = 1, 2, \cdots, 5$. Applying the Cauchy-Schwarz inequality, the Young’s inequality, (18), (20) and (28), we have the following estimates
with an $\epsilon_1 > 0$ and an $\epsilon_2 > 0$.

$$T_1 \leq \frac{\epsilon_1}{3} \sum_{n=0}^{N} \| D_{\xi}^{n+1} \|_{L^2(\Omega)}^2 + C \frac{(\Delta t)^3}{\epsilon_1} \int_0^T \| \partial_t u \|_{H^1(\Omega)}^2 ds,$$

$$T_2 \leq \frac{\epsilon_1}{3} \sum_{n=0}^{N} \| D_{\xi}^{n+1} \|_{L^2(\Omega)}^2 + C \frac{(\Delta t)^3}{\epsilon_1} \int_0^T \| \partial_t \xi \|_{L^2(\Omega)}^2 ds$$

$$+ h^{2k} \Delta t \int_0^T \left( \| \partial_t u \|_{H^{k+1}(\Omega)}^2 + \| \partial_t \xi \|_{H^{k}(\Omega)}^2 \right) ds,$$

$$T_3 \leq \frac{\epsilon_1}{3} \sum_{n=0}^{N} \| D_{\xi}^{n+1} \|_{L^2(\Omega)}^2 + C \frac{(\Delta t)^3}{\epsilon_1} \int_0^T \| \partial_t p \|_{L^2(\Omega)}^2 ds + h^{2l+2} \Delta t \int_0^T \| \partial_t p \|_{H^{l+1}(\Omega)}^2 ds,$$

$$T_4 \leq \frac{\epsilon_2}{2} \sum_{n=0}^{N} \| D_{p}^{n+1} \|_{L^2(\Omega)}^2 + C \frac{(\Delta t)^3}{\epsilon_2} \int_0^T \| \partial_t p \|_{L^2(\Omega)}^2 ds + h^{2l+2} \Delta t \int_0^T \| \partial_t p \|_{H^{l+1}(\Omega)}^2 ds,$$

$$T_5 \leq \frac{\epsilon_2}{2} \sum_{n=0}^{N} \| D_{p}^{n+1} \|_{L^2(\Omega)}^2 + C \frac{(\Delta t)^3}{\epsilon_2} \int_0^T \| \partial_t \xi \|_{L^2(\Omega)}^2 ds$$

$$+ h^{2k} \Delta t \int_0^T \left( \| \partial_t u \|_{H^{k+1}(\Omega)}^2 + \| \partial_t \xi \|_{H^{k}(\Omega)}^2 \right) ds.$$
large enough positive \( \epsilon_1 \) and \( \epsilon_2 \) such that
\[
\epsilon_1 \| D^{n+1}_\xi \|^2_{L^2(\Omega)} \leq \frac{\mu \epsilon_1}{2} \| \varepsilon(D^{n+1}_a) \|^2_{L^2(\Omega)} \quad \text{and} \quad \epsilon_2 \| D^{n+1}_p \|^2_{L^2(\Omega)} \leq \frac{1}{2\lambda} \| \alpha D^{n+1}_p - D^{n+1}_\xi \|^2_{L^2(\Omega)} + \frac{\mu \epsilon_2}{2} \| \varepsilon(D^{n+1}_a) \|^2_{L^2(\Omega)},
\]
respectively, we can apply (55), and bounds of \( T_i \) for \( i = 1, 2, \ldots, 5 \) to obtain
\[
\frac{1}{\Delta t} \sum_{n=0}^N \left( \mu \| \varepsilon(D^{n+1}_a) \|^2_{L^2(\Omega)} + \frac{1}{2\lambda} \| \alpha D^{n+1}_p - D^{n+1}_\xi \|^2_{L^2(\Omega)} \right) + \frac{K}{2} \| e^{h,N+1}_p \|^2_{L^2(\Omega)} \\
\leq \left( \frac{C}{\epsilon_1} + \frac{C}{\epsilon_2} \right) [ (\Delta t)^2 \int_0^T (\| \partial_t u \|^2_{L^2(\Omega)} + \| \partial_t \xi \|^2_{L^2(\Omega)} + \| \partial_t p \|^2_{L^2(\Omega)} ) \, ds \\
+ h^{2k} \int_0^T (\| \partial_t u \|^2_{H^{k+1}(\Omega)} + \| \partial_t \xi \|^2_{H^{k}(\Omega)} ) \, ds + h^{2l+2} \int_0^T \| \partial_t p \|^2_{H^{l+1}(\Omega)} \, ds ].
\]
By using (51), (55), and the above estimate, the proof is completed. 

**Theorem 4.3.** Let \((u, \xi, p)\) and \((u^{h+1}_h, \xi^{h+1}_h, p^{h+1}_h)\) be the solutions of Eqs. (11)-(13) and Eqs. (22)-(24), respectively. Under the assumptions of Theorem 4.4, there holds
\[
\| \varepsilon(u^{N+1}_a) \|^2_{L^2(\Omega)} + \| \varepsilon^{N+1}_\xi \|^2_{L^2(\Omega)} + \| \varepsilon^{N+1}_p \|^2_{L^2(\Omega)} \lesssim \Delta t + h^k + h^{l+1}, \quad (57) \\
\| \nabla \varepsilon^{N+1}_p \|^2_{L^2(\Omega)} \lesssim \Delta t + h^k + h^{l+1}. \quad (58)
\]

**Proof.** We start with (18), (19), and (20). Applying the triangle inequality, Theorem 4.1 and Theorem 4.2 we see that the above error estimates readily follow. 

**4.2. A priori error estimates for Method 2.**

**Theorem 4.4.** Let \((u, \xi, p)\) and \((u^{h+1}_h, \xi^{h+1}_h, p^{h+1}_h)\) be the solutions of Eqs. (11)-(13) and Eqs. (25)-(27), respectively. Assume that \( u \in L_\infty(0,T; H^k(\Omega)), \partial_t u \in L^2(0,T; H^k(\Omega)), \partial_{tt} u \in L^2(0,T; H^k(\Omega)), \partial_{tt} \xi \in L^2(0,T; L^2(\Omega)), \partial_{tt} p \in L^2(0,T; L^2(\Omega)), \partial_{tt} \xi \in L^2(0,T; L^2(\Omega)), \partial_{tt} p \in L^2(0,T; L^2(\Omega)), \partial_{tt} \xi \in L^2(0,T; L^2(\Omega)), \partial_{tt} p \in L^2(0,T; L^2(\Omega)). \) There holds
\[
\| \varepsilon(u^{h,N+1} \|^2_{L^2(\Omega)} + \| \varepsilon^{h+1}_\xi \|^2_{L^2(\Omega)} + \| \varepsilon^{h,N+1}_p \|^2_{L^2(\Omega)} + \Delta t \sum_{n=0}^N \| \nabla(e^{h,n+1} + e^{h,n}) \|^2_{L^2(\Omega)} \\
\lesssim (\Delta t)^4 \int_0^T \left( \| \partial_{tt} u \|^2_{L^2(\Omega)} + \| \partial_{tt} \xi \|^2_{L^2(\Omega)} + \| \partial_{tt} p \|^2_{L^2(\Omega)} \right) \, ds \\
+ h^{2k} \int_0^T (\| \partial_t u \|^2_{H^{k+1}(\Omega)} + \| \partial_t \xi \|^2_{H^{k}(\Omega)} ) \, ds + h^{2l+2} \int_0^T \| \partial_t p \|^2_{H^{l+1}(\Omega)} \, ds. \quad (59)
\]
Proof. Firstly, we note that (33) and (34) still hold here. Summing up the \((n+1)\)-th, \(n\)-th steps of (33), and following a similar argument of (39), we get

\[
a_1(e_{h,n+1}^n + e_{h,n}^n, v_h) - b(v_h, e_{\xi,n+1}^n + e_{h,n}^n) = 0, \tag{60}
\]

\[
b(D_{u,n+1}^n, \phi_h) + a_2(D_{\xi,n+1}^n, \phi_h) - c(D_{p,n+1}^n, \phi_h)
\]

\[
= b\left(u^{n+1} - u^n - \frac{\Delta t \delta u^{n+1} + \Delta t \delta u^n}{2}, \phi_h\right)
\]

\[
+ a_2\left(R_{\xi}e_{\xi}^{n+1} - R_{\xi}e_{\xi}^n - \frac{\Delta t \delta e_{\xi}^{n+1} + \Delta t \delta e_{\xi}^n}{2}, \phi_h\right)
\]

\[
- c\left(R_{p}p^{n+1} - R_{p}p^n - \frac{\Delta t \delta p^{n+1} + \Delta t \delta p^n}{2}, \phi_h\right). \tag{61}
\]

After summing up the \((n+1)\)-th, \(n\)-th time steps of (13), we multiply \(\frac{1}{2}\) to get

\[
a_3\left(\frac{\partial_t p^{n+1} + \partial_t p^n}{2}, \psi_h\right) - c\left(\psi_h, \frac{\partial_t e_{\xi}^{n+1} + \partial_t e_{\xi}^n}{2}\right) + d\left(\frac{p^{n+1} + p^n}{2}, \psi_h\right)
\]

\[
= \frac{1}{2}(Q_{s}^{n+1} + Q_{s}^n, \psi_h) + \frac{1}{2}(g_2^{n+1} + g_2^n, \psi_h)\Gamma_f. \tag{62}
\]

Subtracting (27) from (62) yields

\[
a_3\left(\frac{\partial_t p^{n+1} + \partial_t p^n}{2} - \frac{p_{h}^{n+1} - p_{h}^n}{\Delta t}, \psi_h\right) + d\left(\frac{e_{p}^{n+1} + e_{p}^n}{2}, \psi_h\right)
\]

\[
= c\left(\psi_h, \frac{\partial_t e_{\xi}^{n+1} + \partial_t e_{\xi}^n}{2} - \frac{e_{h}^{n+1} - e_{h}^n}{\Delta t}\right). \tag{63}
\]

Following the same argument as (83) in Theorem 4.1, we apply the projection operator (17) to (63) and derive

\[
a_3(D_{p,n+1}^n, \psi_h) - c(\psi_h, D_{\xi,n+1}^n) + \frac{\Delta t}{2}d(e_{p}^{n+1} + e_{p}^n, \psi_h)
\]

\[
= a_3\left(R_{p}p^{n+1} - R_{p}p^n - \frac{\Delta t \delta p^{n+1} + \Delta t \delta p^n}{2}, \psi_h\right)
\]

\[
- c\left(\psi_h, R_{\xi}e_{\xi}^{n+1} - R_{\xi}e_{\xi}^n - \frac{\Delta t \delta e_{\xi}^{n+1} + \Delta t \delta e_{\xi}^n}{2}\right). \tag{64}
\]

Choosing \(v_h = D_{u,n+1}^n\) in (60), \(\phi_h = e_{h,n+1}^n + e_{h,n}^n\) in (61), \(\psi_h = e_{p}^{n+1} + e_{p}^n\) in (64),
and summing over the index \( n \) from 0 to \( N \) yield

\[
\text{LHS}_2 := \sum_{n=0}^{N} \left[ a_1 (e^{h,n+1}_u + e^{h,n}_u, D^{n+1}_u) + a_2 (D^{n+1}_\xi, e^{h,n+1}_\xi + e^{h,n}_\xi) \\
- c(D^{n+1}_p, e^{h,n+1}_\xi + e^{h,n}_\xi) + a_3 (D^{n+1}_p, e^{h,n+1}_p + e^{h,n}_p) - c(e^{h,n+1}_p + e^{h,n}_p, D^{n+1}_\xi) \\
+ \frac{\Delta t}{2} d (e^{h,n+1}_p + e^{h,n}_p, e^{h,n+1}_p + e^{h,n}_p) \right] = \sum_i J_i, 
\]

where

\[
J_1 = \sum_{n=0}^{N} b \left( u^{n+1} - u^n - \frac{\Delta t \partial_t u^{n+1}}{2} + \frac{\Delta t \partial_t u^n}{2}, e^{h,n+1}_\xi + e^{h,n}_\xi \right),
\]

\[
J_2 = \sum_{n=0}^{N} a_2 \left( R_\xi \xi^{n+1} - R_\xi \xi^n - \frac{\Delta t \partial_\xi \xi^{n+1}}{2} + \frac{\Delta t \partial_\xi \xi^n}{2}, e^{h,n+1}_\xi + e^{h,n}_\xi \right),
\]

\[
J_3 = \sum_{n=0}^{N} c \left( \frac{\Delta t \partial_p p^{n+1} + \Delta t \partial_p p^n}{2} - R_p p^{n+1} + R_p p^n, e^{h,n+1}_\xi + e^{h,n}_\xi \right),
\]

\[
J_4 = \sum_{n=0}^{N} a_3 \left( R_p p^{n+1} - R_p p^n - \frac{\Delta t \partial_\xi p^{n+1}}{2} + \frac{\Delta t \partial_\xi p^n}{2}, e^{h,n+1}_p + e^{h,n}_p \right),
\]

\[
J_5 = \sum_{n=0}^{N} c \left( e^{h,n+1}_p + e^{h,n}_p, \frac{\Delta t \partial_\xi \xi^{n+1}}{2} - \frac{\Delta t \partial_\xi \xi^n}{2} - R_\xi \xi^{n+1} + R_\xi \xi^n \right).
\]

Using the definitions of \( a_2(\cdot, \cdot) \), \( a_3(\cdot, \cdot) \) and \( c(\cdot, \cdot) \), we can simplify LHS2 by the identity

\[
a_2 (D^{n+1}_\xi, e^{h,n+1}_\xi + e^{h,n}_\xi) - c(D^{n+1}_p, e^{h,n+1}_\xi + e^{h,n}_\xi) \\
+ a_3 (D^{n+1}_p, e^{h,n+1}_p + e^{h,n}_p) - c(e^{h,n+1}_p + e^{h,n}_p, D^{n+1}_\xi) \\
= c_0 \left( \|e^{h,n+1}_p\|_{L^2(\Omega)}^2 - \|e^{h,n}_p\|_{L^2(\Omega)}^2 \right) \\
+ \frac{1}{\lambda} \left( \|\alpha e^{h,n+1}_p - e^{h,n+1}_\xi\|_{L^2(\Omega)}^2 - \|\alpha e^{h,n}_p - e^{h,n}_\xi\|_{L^2(\Omega)}^2 \right). 
\]
Applying (65) and (66), we obtain
\[
\begin{align*}
\text{LHS}_2 &= 2\mu \|\varepsilon(e_{\text{u}}^{h,N+1})\|_{L^2(\Omega)}^2 - 2\mu \|\varepsilon(e_{\text{u}}^{h,0})\|_{L^2(\Omega)}^2 + c_0 \|e_{\text{p}}^{h,N+1}\|_{L^2(\Omega)}^2 \\
&\quad - c_0 \|e_{\text{p}}^{h,0}\|_{L^2(\Omega)}^2 + \frac{1}{\chi} \|\alpha e_{\text{p}}^{h,N+1} - e_{\xi}^{h,N+1}\|_{L^2(\Omega)}^2 \\
&\quad - \frac{1}{\chi} \|\alpha e_{\text{p}}^{h,0} - e_{\xi}^{h,0}\|_{L^2(\Omega)}^2 + \frac{K \Delta t}{2} \sum_{n=0}^{N} \|\nabla(e_{\text{p}}^{h,n+1} + e_{\text{p}}^{h,n})\|_{L^2(\Omega)}^2.
\end{align*}
\] (67)

Assuming that \( f \) is three times differentiable with respect to \( t \) and \( f''' \) is continuous in \([0,T]\), the Taylor expansion Theorem implies
\[
\begin{align*}
&f(t_{n+\frac{1}{2}}) = f(t_n) + \frac{\Delta t}{2} f'(t_n) + \frac{(\Delta t)^2}{8} f''(\eta_1), \\
&f(t_{n+\frac{3}{2}}) = f(t_{n+1}) - \frac{\Delta t}{2} f'(t_{n+1}) + \frac{(\Delta t)^2}{8} f''(\eta_2),
\end{align*}
\]
where \( \eta_1 \in (t_n, t_{n+\frac{1}{2}}) \), and \( \eta_2 \in (t_{n+\frac{1}{2}}, t_{n+1}) \). It follows that
\[
f(t_{n+1}) - f(t_n) - \frac{\Delta t f'(t_n)}{2} + \frac{\Delta t f'(t_{n+1})}{2} = \frac{(\Delta t)^2}{8} [f''(\eta_2) - f''(\eta_1)].
\] (68)

Next, we bound the terms \( J_i \) for \( i = 1, 2, \ldots, 5 \). Applying the Cauchy-Schwarz inequality, the Young’s inequality, (18), (20), (68) and (28), we can bound \( J_1, J_2 \) and \( J_3 \) with an \( \epsilon_1 > 0 \) as follows
\[
\begin{align*}
J_1 &\leq \frac{\epsilon_1}{3} \Delta t \sum_{n=0}^{N} \|e_{\xi}^{h,n+1}\|_{L^2(\Omega)}^2 + \frac{C}{\epsilon_1} (\Delta t)^4 \int_0^T \|\partial_{ttt}\text{u}\|_{H^1(\Omega)}^2 ds, \\
J_2 &\leq \frac{\epsilon_1}{3} \Delta t \sum_{n=0}^{N} \|e_{\xi}^{h,n+1}\|_{L^2(\Omega)}^2 + \frac{C}{\epsilon_1} [ (\Delta t)^4 \int_0^T \|\partial_{ttt}\xi\|_{L^2(\Omega)}^2 ds \\
&\quad + h^{2k} \int_0^T \left( \|\partial_t\text{u}\|_{H^{k+1}(\Omega)}^2 + \|\partial_t\xi\|_{H^{k}(\Omega)}^2 \right) ds ], \\
J_3 &\leq \frac{\epsilon_1}{3} \Delta t \sum_{n=0}^{N} \|e_{\xi}^{h,n+1}\|_{L^2(\Omega)}^2 + \frac{C}{\epsilon_1} [ (\Delta t)^4 \int_0^T \|\partial_{ttt}\text{p}\|_{L^2(\Omega)}^2 ds + h^{2l+2} \int_0^T \|\partial_t\text{p}\|_{H^{l+1}(\Omega)}^2 ds ].
\end{align*}
\]
Using the Cauchy-Schwarz inequality, the Young’s inequality, the Poincaré inequality,
Theorem 4.5. Let \((u, \xi, p)\) and \((u_h^{n+1}, \xi_h^{n+1}, p_h^{n+1})\) be the solutions of Eqs. (11)–(13) and Eqs. (23)–(27), respectively. Under the assumptions of Theorem 4.4, there holds

\[
\frac{1}{\Delta t} \sum_{n=0}^{N} \left( \| \mathbf{e}(D_u^{n+1}) \|^2_{L^2(\Omega)} + \| D_u^{n+1} \|^2_{L^2(\Omega)} + \| D_p^{n+1} \|^2_{L^2(\Omega)} \right) + \| \nabla e_{h}^{N+1} \|^2_{L^2(\Omega)} \leq (\Delta t)^4 \int_0^T \left( \| \partial_{ttt} u \|^2_{H^1(\Omega)} + \| \partial_{ttt} \xi \|^2_{L^2(\Omega)} + \| \partial_{ttt} p \|^2_{L^2(\Omega)} \right) ds \\
+ h^{2k} \int_0^T \left( \| \partial_t u \|^2_{H^{k+1}(\Omega)} + \| \partial_t \xi \|^2_{H^k(\Omega)} \right) ds + h^{2l+2} \int_0^T \| \partial_i p \|^2_{H^{l+1}(\Omega)} ds.
\]
Proof. Firstly, we note that (33) holds here, which implies (51) can be used here. Choosing \( v_h = D^{n+1}_u \) in (51), \( \phi_h = D^{n+1}_\xi \) in (61), \( \psi_h = D^{n+1}_p \) in (64), summing over the index \( n \) from 0 to \( N \), and applying the identity (52), we can deduce that

\[
\sum_{n=0}^{N} \left( 2\mu \|D^{n+1}_u\|^2_{L^2(\Omega)} + c_0 \|D^{n+1}_p\|^2_{L^2(\Omega)} + \frac{1}{\lambda} \|\alpha D^{n+1}_p - D^{n+1}_\xi\|^2_{L^2(\Omega)} \right) \\
+ \Delta t \sum_{n=0}^{N} d(e^{h,n+1}_p + e^{h,n}_p, D^{n+1}_p) = \sum_{i=1}^{5} L_i, \tag{71}
\]

where

\[
L_1 = \sum_{n=0}^{N} b \left( u^{n+1} - u^n - \frac{\Delta t \partial_t u^{n+1} + \Delta t \partial_t u^n}{2}, D^{n+1}_\xi \right), \\
L_2 = \sum_{n=0}^{N} a_2 \left( R \xi^{n+1} - R \xi^n - \frac{\Delta t \partial_t \xi^{n+1} + \Delta t \partial_t \xi^n}{2}, D^{n+1}_\xi \right), \\
L_3 = \sum_{n=0}^{N} c \left( \frac{\Delta t \partial_t p^{n+1} + \Delta t \partial_t p^n}{2} - R_p p^{n+1} + R_p p^n, D^{n+1}_p \right), \\
L_4 = \sum_{n=0}^{N} a_3 \left( R_p p^{n+1} - R_p p^n - \frac{\Delta t \partial_t p^{n+1} + \Delta t \partial_t p^n}{2}, D^{n+1}_p \right), \\
L_5 = \sum_{n=0}^{N} c \left( D^{n+1}_p, \frac{\Delta t \partial_t \xi^{n+1} + \Delta t \partial_t \xi^n}{2} - R_\xi \xi^{n+1} + R_\xi \xi^n \right).
\]

Next, we bound the terms \( L_i \) for \( i = 1, 2, \cdots, 5 \). Applying the Cauchy-Schwarz inequality, the Young’s inequality, (18), (20), (68), and (28), we obtain the following
estimates with an \( \epsilon_1 > 0 \) and an \( \epsilon_2 > 0 \).

\[
    L_1 \leq \frac{\epsilon_1}{3} \sum_{n=0}^{N} \| D^{n+1}_\xi \|^2_{L^2(\Omega)} + \frac{C}{\epsilon_1} (\Delta t)^5 \int_0^T \| \partial_{ttt} u \|^2_{H^1(\Omega)} ds, \\
    L_2 \leq \frac{\epsilon_1}{3} \sum_{n=0}^{N} \| D^{n+1}_\xi \|^2_{L^2(\Omega)} + \frac{C}{\epsilon_1} \left[ (\Delta t)^5 \int_0^T \| \partial_{ttt} \xi \|^2_{L^2(\Omega)} ds \right. \\
    \left. + h^{2k} \Delta t \int_0^T \left( \| \partial_t u \|^2_{H^{k+1}(\Omega)} + \| \partial_t \xi \|^2_{H^k(\Omega)} \right) ds \right], \\
    L_3 \leq \frac{\epsilon_1}{3} \sum_{n=0}^{N} \| D^{n+1}_p \|^2_{L^2(\Omega)} + \frac{C}{\epsilon_1} \left[ (\Delta t)^5 \int_0^T \| \partial_{ttt} p \|^2_{L^2(\Omega)} ds + h^{2l+2} \Delta t \int_0^T \| \partial_t p \|^2_{H^{l+1}(\Omega)} ds \right], \\
    L_4 \leq \frac{\epsilon_2}{2} \sum_{n=0}^{N} \| D^{n+1}_p \|^2_{L^2(\Omega)} + \frac{C}{\epsilon_2} \left[ (\Delta t)^5 \int_0^T \| \partial_{ttt} p \|^2_{L^2(\Omega)} ds + h^{2l+2} \Delta t \int_0^T \| \partial_t p \|^2_{H^{l+1}(\Omega)} ds \right], \\
    L_5 \leq \frac{\epsilon_2}{2} \sum_{n=0}^{N} \| D^{n+1}_p \|^2_{L^2(\Omega)} + \frac{C}{\epsilon_2} \left[ (\Delta t)^5 \int_0^T \| \partial_{ttt} \xi \|^2_{L^2(\Omega)} ds \right. \\
    \left. + h^{2k} \Delta t \int_0^T \left( \| \partial_t u \|^2_{H^{k+1}(\Omega)} + \| \partial_t \xi \|^2_{H^k(\Omega)} \right) ds \right].
\]

We note that (54) and (55) still hold here, and then we handle (71) next. Using the fact \( e^{h,0}_p = 0 \), ignoring the term \( c_0 \sum_{n=0}^{N} \| D^{n+1}_p \|^2_{L^2(\Omega)} \), using (54) and (55) to choose large enough positive \( \epsilon_1 \) and \( \epsilon_2 \) such that \( \epsilon_1 \| D^{n+1}_\xi \|^2_{L^2(\Omega)} \leq \frac{\mu}{2} \| \varepsilon(D^{n+1}_u) \|^2_{L^2(\Omega)} \) and \( \epsilon_2 \| D^{n+1}_p \|^2_{L^2(\Omega)} \leq \frac{1}{2\lambda} \| \alpha D^{n+1}_p - D^{n+1}_\xi \|^2_{L^2(\Omega)} \), respectively, we obtain

\[
    \frac{1}{\Delta t} \sum_{n=0}^{N} \left( \mu \| \varepsilon(D^{n+1}_u) \|^2_{L^2(\Omega)} + \frac{1}{2\lambda} \| \alpha D^{n+1}_p - D^{n+1}_\xi \|^2_{L^2(\Omega)} \right) + K \| \nabla e^{h,N+1}_p \|^2_{L^2(\Omega)} \\
    \leq \left( \frac{C}{\epsilon_1} + \frac{C}{\epsilon_2} \right) \left[ (\Delta t)^4 \int_0^T \left( \| \partial_{ttt} u \|^2_{H^1(\Omega)} + \| \partial_{ttt} \xi \|^2_{L^2(\Omega)} + \| \partial_{ttt} p \|^2_{L^2(\Omega)} \right) ds \right. \\
    \left. + h^{2k} \int_0^T \left( \| \partial_t u \|^2_{H^{k+1}(\Omega)} + \| \partial_t \xi \|^2_{H^k(\Omega)} \right) ds + h^{2l+2} \int_0^T \| \partial_t p \|^2_{H^{l+1}(\Omega)} ds \right].
\]

Applying (54) and (55) to the above equation, we claim that the proof is completed. \( \square \)

**Theorem 4.6.** Let \((u, \xi, p)\) and \((u^{n+1}, \xi^{n+1}, p^{n+1})\) be the solutions of Eqs. (11)-(13).
and Eqs. (25)-(27), respectively. Under the assumptions of Theorem 4.4, there holds
\[ \| \varepsilon (e(u)^{N+1}) \|_{L^2(\Omega)} + \| e_{\xi}^{N+1} \|_{L^2(\Omega)} + \| e_{p}^{N+1} \|_{L^2(\Omega)} \lesssim (\Delta t)^2 + h^k + h^{l+1}, \]  
(72)
\[ \| \nabla e_{p}^{N+1} \|_{L^2(\Omega)} \lesssim (\Delta t)^2 + h^k + h^l. \]  
(73)

**Proof.** We start with (18), (19), and (20). Applying the triangle inequality, Theorem 4.4 and Theorem 4.5, we see that the above error estimates readily follow. \( \square \)

5. Benchmark tests

In this section, we present numerical experiments in two dimensions to validate the theoretical predictions described in Section 4. All computations are implemented by using the open-source software FreeFEM++ [12].

**Example 1.** Let the domain \( \Omega = [0,1]^2 \) and the final time is \( T = 1.0 \). We choose the body force \( f \), the source/sink term \( Q_s \), initial conditions and Dirichlet boundary data on \( \partial \Omega = \Gamma_d = \Gamma_p \) such that the exact solution is as follows:
\[ u_1 = \frac{1}{10} e^t (x + y^3), \quad u_2 = \frac{1}{10} t^2 (x^3 + y^3), \quad p = 10 e^{x+y}(1 + t^3). \]

Following [9], the physical parameters are given by:
\[ \mu = 1.0, \quad \lambda = 1.0, \quad c_0 = 1.0, \quad \alpha = 1.0, \quad K = 1.0. \]

We apply a small mesh size \( h = \frac{1}{64} \) and take polynomial orders \( k = 3, \ l = 2 \) for the spatial discretization so that the spatial error is not dominant. To check the orders of convergence in time, we only refine the time step size \( \Delta t \). In Table 1 and Table 2, we present the results of errors and convergences rates for Method 1 and Method 2, respectively. We observe that the orders of \( H^1 \) error of \( u \), \( L^2 \) error of \( \xi \), \( L^2 \) and \( H^1 \) errors of \( p \) are all around 1 in Table 1 and are all around 2 in Table 2. The results in both tables illustrate that the time error order based on Method 1 is \( O(\Delta t) \) and the time error order based on Method 2 is \( O((\Delta t)^2) \), which verify the theoretical predictions of error analyses in Theorem 4.3 and Theorem 4.6.
Example 2. Let the domain $\Omega = [0,1]^2$ with $\Gamma_1 = \{(1,y); 0 \leq y \leq 1\}$, $\Gamma_2 = \{(x,0); 0 \leq x \leq 1\}$, $\Gamma_3 = \{(0,y); 0 \leq y \leq 1\}$, $\Gamma_4 = \{(x,1); 0 \leq x \leq 1\}$ and the final time is $T = 1.0$. The Neumann boundary $\Gamma_n = \Gamma_f = \Gamma_1 \cup \Gamma_3$ and the Dirichlet boundary $\Gamma_d = \Gamma_p = \Gamma_2 \cup \Gamma_4$ are considered in this example. We take the body force $f$, the source/sink term $Q_s$, initial and boundary conditions such that the exact solution is as follows:

$$u_1 = e^{-t} \left( \sin (2\pi y) (\cos (2\pi x) - 1) + \frac{1}{\mu + \lambda} \sin (\pi x) \sin (\pi y) \right),$$

$$u_2 = e^{-t} \left( \sin (2\pi x) (1 - \cos (2\pi y)) + \frac{1}{\mu + \lambda} \sin (\pi x) \sin (\pi y) \right),$$

$$p = e^{-t} \sin (\pi x) \sin (\pi y).$$

The fixed physical parameters are:

$$E = 1.0, \quad c_0 = 1.0, \quad \alpha = 1.0.$$

Other physical parameters will vary to test the robustness of our numerical schemes. Numerical results for this example are summarized in Tables 3-10. Among them, we examine Method 1 in Tables 3, 4, 7, 8 and Method 2 in Tables 5, 6, 9, 10. Since we have already verified the error orders in time for both schemes in Example 1, our focus here is the verification of the spatial error orders. To verify the spatial error orders as analyzed in Theorem 4.3, we take $\Delta t$ of an order $O(h^2)$ (Table 3 and Table 7) or $O(h^3)$ (Table 4 and Table 8) for Method 1. Similarly, to verify the spatial error...
orders as analyzed in Theorem 4.6, we take \( \Delta t \) of an order \( O(h) \) (Table 5 and Table 10) or \( O(h^2) \) (Table 6 and Table 11) for Method 2.

Firstly, we fix \( \nu = 0.3 \) and \( K = 1.0 \). The numerical results for errors and convergence orders using \( k = 2, l = 1 \) and \( k = 3, l = 2 \) are presented in Table 3, 5, and Table 4, 6, respectively. We refine the mesh size (and vary the corresponding time step size) to present the numerical results. From Table 3, it is clearly shown that the convergence \( \| e_u^{N+1} \|_{H^1(\Omega)}, \| e_\xi^{N+1} \|_{L^2(\Omega)}, \| e_p^{N+1} \| \) are of order \( O(\Delta t + h^2) \), and \( \| e_p^{N+1} \|_{H^1(\Omega)} \) is of order \( O(\Delta t + h) \) for Method 1. Similarly, from Table 4 we see that the convergence \( \| e_u^{N+1} \|_{H^1(\Omega)}, \| e_\xi^{N+1} \|_{L^2(\Omega)}, \| e_p^{N+1} \| _{L^2(\Omega)} \) are of order \( O(\Delta t + h^3) \), and \( \| e_p^{N+1} \|_{H^1(\Omega)} \) is of order \( O(\Delta t + h^2) \). From Table 5, we see that the convergence \( \| e_u^{N+1} \|_{H^1(\Omega)}, \| e_\xi^{N+1} \|_{L^2(\Omega)}, \| e_p^{N+1} \| _{L^2(\Omega)} \) are of order \( O((\Delta t)^2 + h^2) \), and \( \| e_p^{N+1} \|_{H^1(\Omega)} \) is of order \( O((\Delta t)^2 + h^3) \), and \( \| e_p^{N+1} \|_{H^1(\Omega)} \) is of order \( O((\Delta t)^2 + h^2) \).

Table 3: Errors and convergence rates given by Method 1 for Example 2 using \( k = 2 \) and \( l = 1 \) with \( \nu = 0.3 \) and \( K = 1.0 \).

| \( h \) | \( \Delta t \) | \( H^1 \) errors of \( u \) | Orders | \( L^2 \) errors of \( \xi \) | Orders | \( L^2 \& H^1 \) errors of \( p \) | Orders |
|------|------|----------------|-------|----------------|-------|----------------|-------|
| 1/2  | 1/4  | 1.715e+00      | 8.136e-02 | 7.87e-02 & 6.16e-01 |
| 1/4  | 1/16 | 5.207e-01      | 3.801e-02 | 2.47e-02 & 3.29e-01 | 1.67 & 0.86 |
| 1/8  | 1/64 | 1.436e-01      | 8.062e-03 | 6.93e-03 & 1.77e-01 | 1.83 & 0.94 |
| 1/16 | 1/256| 3.713e-02      | 1.894e-03 | 1.80e-02 & 8.99e-02 | 1.94 & 0.98 |

Table 4: Errors and convergence rates given by Method 1 for Example 2 using \( k = 3 \) and \( l = 2 \) with \( \nu = 0.3 \) and \( K = 1.0 \).

| \( h \) | \( \Delta t \) | \( H^1 \) errors of \( u \) | Orders | \( L^2 \) errors of \( \xi \) | Orders | \( L^2 \& H^1 \) errors of \( p \) | Orders |
|------|------|----------------|-------|----------------|-------|----------------|-------|
| 1/2  | 1/8  | 5.685e-01      | 4.381e-02 | 5.16e-03 & 6.91e-02 |
| 1/4  | 1/64 | 7.997e-02      | 4.889e-03 | 1.63e-03 & 3.27e-02 | 2.32 & 1.08 |
| 1/8  | 1/512| 9.833e-03      | 5.956e-04 | 1.36e-04 & 9.23e-03 | 2.92 & 1.82 |
| 1/16 | 1/1024| 1.205e-03     | 7.267e-05 | 1.76e-05 & 2.42e-03 | 2.96 & 1.93 |

Table 5: Errors and convergence rates given by Method 2 for Example 2 using \( k = 2 \) and \( l = 1 \) with \( \nu = 0.3 \) and \( K = 1.0 \).

| \( h \) | \( \Delta t \) | \( H^1 \) errors of \( u \) | Orders | \( L^2 \) errors of \( \xi \) | Orders | \( L^2 \& H^1 \) errors of \( p \) | Orders |
|------|------|----------------|-------|----------------|-------|----------------|-------|
| 1/2  | 1/2  | 1.716e+00      | 6.492e-02 | 9.23e-02 & 9.31e-01 |
| 1/4  | 1/4  | 5.266e-01      | 3.729e-02 | 2.19e-02 & 3.68e-01 | 2.07 & 1.34 |
| 1/8  | 1/8  | 1.436e-01      | 8.080e-03 | 6.97e-03 & 1.80e-01 | 1.65 & 1.03 |
| 1/16 | 1/16 | 3.713e-02      | 1.905e-03 | 1.82e-03 & 9.02e-03 | 1.93 & 1.00 |
Table 6: Errors and convergence rates given by Method 2 for Example 2 using $k = 3$ and $l = 2$ with $\nu = 0.3$ and $K = 1$.

| $h$  | $\Delta t$ | $H^1$ errors of $u$  | Orders | $L^2$ errors of $\xi$ | Orders | $L^2$ & $H^1$ errors of $p$ | Orders |
|------|-------------|-----------------------|--------|------------------------|--------|----------------------------|--------|
| 1/2  | 1/4         | 5.68e-01              | 4.377e-02 | 7.68e-03 & 1.112e-01  |
| 1/4  | 1/16        | 7.997e-02             | 2.83    | 4.872e-03 & 3.449e-02 | 2.84 & 1.69 |
| 1/8  | 1/64        | 9.333e-03             | 3.02    | 5.953e-04 & 9.258e-03 | 3.17 & 1.90 |
| 1/16 | 1/256       | 1.205e-03             | 3.03    | 7.262e-05 & 2.423e-03 | 3.44 & 1.93 |

Secondly, we fix $\nu = 0.49999$ and $K = 10^{-6}$ to test the robustness of the proposed schemes with respect to the key physical parameters. The numerical results for errors and convergence orders using $k = 2$, $l = 1$ and $k = 3$, $l = 2$ are presented in Table 7 and Table 8, respectively. By checking the error results and convergence rates one table by one table, one can verify the theoretical analysis provided in Section 4. From these tables, it is shown clearly that all energy norm errors decrease with the optimal convergence orders. By comparing the results in Tables 3-6 with the corresponding results in Tables 7-10, we conclude that our schemes are robust with respect to the Poisson ratio $\nu$ and the hydraulic conductivity $K$.

Table 7: Errors and convergence rates given by Method 1 for Example 2 using $k = 2$ and $l = 1$ with $\nu = 0.49999$ and $K = 10^{-6}$.

| $h$  | $\Delta t$ | $H^1$ errors of $u$  | Orders | $L^2$ errors of $\xi$ | Orders | $L^2$ & $H^1$ errors of $p$ | Orders |
|------|-------------|-----------------------|--------|------------------------|--------|----------------------------|--------|
| 1/2  | 1/4         | 1.712e+00             | 9.575e-02 | 2.071e-01 & 9.962e-01 |
| 1/4  | 1/16        | 5.242e-01             | 1.71    | 7.503e-02 & 3.928e-01 | 1.93 & 1.34 |
| 1/8  | 1/64        | 1.433e-01             | 1.87    | 1.186e-02 & 1.853e-01 | 1.94 & 1.08 |
| 1/16 | 1/256       | 3.696e-02             | 1.95    | 2.478e-03 & 9.127e-02 | 1.98 & 1.02 |

Table 8: Errors and convergence rates given by Method 1 for Example 2 using $k = 3$ and $l = 2$ with $\nu = 0.49999$ and $K = 10^{-6}$.

| $h$  | $\Delta t$ | $H^1$ errors of $u$  | Orders | $L^2$ errors of $\xi$ | Orders | $L^2$ & $H^1$ errors of $p$ | Orders |
|------|-------------|-----------------------|--------|------------------------|--------|----------------------------|--------|
| 1/2  | 1/8         | 5.58e-01              | 1.466e-01 | 1.925e-02 & 1.681e-01 |
| 1/4  | 1/64        | 8.014e-02             | 2.80    | 1.025e-02 & 5.269e-02 | 2.73 & 1.67 |
| 1/8  | 1/512       | 9.895e-03             | 3.02    | 1.246e-03 & 1.351e-02 | 2.95 & 1.96 |
| 1/16 | 1/4096      | 1.212e-03             | 3.03    | 1.416e-04 & 3.122e-03 | 3.05 & 2.11 |
Table 9: Errors and convergence rates given by Method 2 for Example 2 using \(k = 2\) and \(l = 1\) with \(\nu = 0.49999\) and \(K = 10^{-6}\).

| \(h\) | \(\Delta t\) | \(H^1\) errors of \(u\) | Orders | \(L^2\) errors of \(\xi\) | Orders | \(L^2 & H^1\) errors of \(p\) | Orders |
|---|---|---|---|---|---|---|---|
| 1/2 | 1/2 | 1.712e-00 | 0   | 9.575e-02 | 0.35 | 2.434e-01 & 1.914e-00 | 0.91 |
| 1/4 | 1/4 | 5.242e-01 | 0.31 | 7.503e-02 | 0.35 | 6.176e-02 & 4.003e-01 | 1.91 |
| 1/8 | 1/8 | 1.433e-01 | 0.67 | 1.186e-02 | 0.35 | 1.686e-02 & 1.866e-01 | 1.95 |
| 1/16 | 1/16 | 3.696e-02 | 0.67 | 2.478e-03 | 0.86 | 4.253e-02 & 9.144e-02 | 1.98 |

Table 10: Errors and convergence rates given by Method 2 for Example 2 using \(k = 3\) and \(l = 2\) with \(\nu = 0.49999\) and \(K = 10^{-6}\).

| \(h\) | \(\Delta t\) | \(H^1\) errors of \(u\) | Orders | \(L^2\) errors of \(\xi\) | Orders | \(L^2 & H^1\) errors of \(p\) | Orders |
|---|---|---|---|---|---|---|---|
| 1/2 | 1/4 | 5.586e-01 | 2.80 | 1.366e-01 | 0.34 | 1.385e-02 & 1.538e-01 | 0.93 |
| 1/4 | 1/16 | 8.014e-02 | 2.80 | 1.205e-02 | 0.34 | 2.14e-03 & 5.242e-02 | 2.58 |
| 1/8 | 1/64 | 9.895e-03 | 3.02 | 1.246e-03 | 3.04 | 2.675e-04 & 1.351e-02 | 3.11 |
| 1/16 | 1/256 | 1.212e-03 | 3.03 | 1.416e-04 | 3.14 | 2.800e-05 & 3.125e-03 | 3.26 |

6. Conclusions and outlook

In this paper, we present a priori estimates of the two fully discrete coupled schemes for the three-field formulation of Biot’s consolidation model. The theoretical results show that both schemes are unconditionally convergent with optimal error orders. We comment here that Method 2 achieves a second-order convergence in time without complicating the calculations. The detailed numerical experiments are carried out to verify the predictions of error estimates. In future work, we plan to develop some decoupled algorithms [14, 11] and the corresponding analysis based on the theory studied in this work.

7. Acknowledgements

The works of H. Gu and J. Li are partially supported by the NSF of China No. 11971221 and the Shenzhen Sci-Tech Fund No. RCJC20200714114556020, JCYJ20170818153840322 and JCYJ20190809150413261, and Guangdong Provincial Key Laboratory of Computational Science and Material Design No. 2019B030301001. The work of M. Cai is supported in part by NIH-BUILD grant through UL1GM118973, NIH-RCMI grant through U54MD013376, and the National Science Foundation awards (1700328, 1831950). The work of G. Ju is supported in part by the National Key R & D Program of China (2017YFB1001604).
References

[1] M. A. Biot, General theory of three-dimensional consolidation, Journal of applied physics 12 (2) (1941) 155–164.

[2] M. A. Biot, Theory of elasticity and consolidation for a porous anisotropic solid, Journal of applied physics 26 (2) (1955) 182–185.

[3] M. Borregales, K. Kumar, F. A. Radu, C. Rodrigo, F. J. Gaspar, A partially parallel-in-time fixed-stress splitting method for Biot’s consolidation model, Computers & Mathematics with Applications 77 (6) (2019) 1466–1478.

[4] J. W. Both, M. Borregales, J. M. Nordbotten, K. Kumar, F. A. Radu, Robust fixed stress splitting for Biot’s equations in heterogeneous media, Applied Mathematics Letters 68 (2017) 101–108.

[5] S. C. Brenner, A nonconforming mixed multigrid method for the pure displacement problem in planar linear elasticity, SIAM Journal on Numerical Analysis 30 (1) (1993) 116–135.

[6] S. C. Brenner, L. R. Scott, L. R. Scott, The mathematical theory of finite element methods, Vol. 3, Springer, 2008.

[7] R. Bürger, S. Kumar, D. Mora, R. Ruiz-Baier, N. Verma, Virtual element methods for the three-field formulation of time-dependent linear poroelasticity, Advances in Computational Mathematics 47 (1) (2021) 1–37.

[8] M. Cai, G. Zhang, Comparisons of some iterative algorithms for Biot equations, International journal of evolution equations 10 (3-4) (2017) 267–282.

[9] N. Chaabane, B. Rivièr é, A splitting-based finite element method for the Biot poroelasticity system, Computers & Mathematics with Applications 75 (7) (2018) 2328–2337.

[10] X. Feng, Z. Ge, Y. Li, Analysis of a multiphysics finite element method for a poroelasticity model, IMA Journal of Numerical Analysis 38 (1) (2018) 330–359.

[11] H. Gu, M. Cai, J. Li, An iterative decoupled algorithm with unconditional stability for Biot model, arXiv preprint arXiv:2204.08403 (2022).

[12] F. Hecht, New development in FreeFem++, Journal of numerical mathematics 20 (3-4) (2012) 1–14.
[13] Q. Hong, J. Kraus, Parameter-robust stability of classical three-field formulation of Biot’s consolidation model, Electronic Transactions on Numerical Analysis 48 (2018) 202–227.

[14] G. Ju, M. Cai, J. Li, J. Tian, Parameter-robust multiphysics algorithms for Biot model with application in brain edema simulation, Mathematics and computers in simulation 177 (2020) 385–403.

[15] J. Kim, H. A. Tchelepi, R. Juanes, Stability and convergence of sequential methods for coupled flow and geomechanics: Fixed-stress and fixed-strain splits, Computer Methods in Applied Mechanics and Engineering 200 (13-16) (2011) 1591–1606.

[16] J. J. Lee, Robust error analysis of coupled mixed methods for Biot’s consolidation model, Journal of Scientific Computing 69 (2) (2016) 610–632.

[17] J. J. Lee, Unconditionally stable second order convergent partitioned methods for multiple-network poroelasticity, arXiv preprint arXiv:1901.06078 (2019).

[18] J. J. Lee, K.-A. Mardal, R. Winther, Parameter-robust discretization and preconditioning of Biot’s consolidation model, SIAM Journal on Scientific Computing 39 (1) (2017) A1–A24.

[19] J. J. Lee, E. Piersanti, K.-A. Mardal, M. E. Rognes, A mixed finite element method for nearly incompressible multiple-network poroelasticity, SIAM Journal on Scientific Computing 41 (2) (2019) A722–A747.

[20] A. Naumovich, On finite volume discretization of the three-dimensional Biot poroelasticity system in multilayer domains, Computational methods in applied mathematics 6 (3) (2006) 306–325.

[21] J. A. Nitsche, On Korn’s second inequality, RAIRO. Analyse numérique 15 (3) (1981) 237–248.

[22] R. Oyarzúa, R. Ruiz-Baier, Locking-free finite element methods for poroelasticity, SIAM Journal on Numerical Analysis 54 (5) (2016) 2951–2973.

[23] W. Qi, P. Seshaiyer, J. Wang, Finite element method with the total stress variable for Biot’s consolidation model, Numerical Methods for Partial Differential Equations 37 (3) (2021) 2409–2428.
[24] S.-Y. Yi, A study of two modes of locking in poroelasticity, SIAM Journal on Numerical Analysis 55 (4) (2017) 1915–1936.

[25] S.-Y. Yi, M. L. Bean, Iteratively coupled solution strategies for a four-field mixed finite element method for poroelasticity, International Journal for Numerical and Analytical Methods in Geomechanics 41 (2) (2017) 159–179.