Quantum metrology assisted by Einstein-Podolsky-Rosen steering
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The Einstein-Podolsky-Rosen (EPR) paradox plays a fundamental role in our understanding of quantum mechanics, and is associated with the possibility of predicting the results of non-commuting measurements with a precision that seems to violate the uncertainty principle. This apparent contradiction to complementarity is made possible by nonclassical correlations stronger than entanglement, called steering. Quantum information recognises steering as an essential resource for a number of tasks but, contrary to entanglement, its role for metrology has so far remained unclear. Here, we formulate the EPR paradox in the framework of quantum metrology, showing that it enables the precise estimation of a local phase shift and of its generating observable. Employing a stricter formulation of quantum complementarity, we derive a criterion based on the quantum Fisher information that detects steering in a larger class of states than well-known uncertainty-based criteria. Our result identifies useful steering for quantum-enhanced precision measurements and allows one to uncover steering of non-Gaussian states in state-of-the-art experiments.

In their seminal 1935 paper1, EPR presented a scenario where the position and momentum of one quantum system (B) can both be predicted with certainty from local measurements of another remote system (A). Based on this apparent violation of the uncertainty principle, in 1989 Reid formulated the first practical criterion for an EPR paradox2, which has enabled numerous experimental observations3: Steering from A to B is revealed when measurement results of A allow to predict the measurement results of B with errors that are smaller than the limit imposed by the Heisenberg-Robertson uncertainty relation for B. More generally, an EPR paradox implies the failure of any attempt to describe the correlations between the two systems in terms of classical probability distributions and local quantum states for B, known as local hidden state (LHS) models, as was shown by Wiseman et al. in 2007 using the framework of quantum information theory4. Aside from its fundamental interest, steering is recognised as an essential resource for quantum information tasks5, such as one-sided device-independent quantum key distribution6–8 and quantum channel discrimination9–11.

Uncertainty relations describe the complementarity of non-commuting observables, but the complementarity principle applies more generally to notions that are not necessarily associated with an operator. In this work we formulate a steering condition in terms of the complementarity of a phase shift θ and its generating Hamiltonian H, using information-theoretic tools from quantum metrology12–15. We express our steering condition in terms of the quantum Fisher information (QFI), the central tool for quantifying the precision of quantum parameter estimation. Besides its fundamental relevance for quantum-enhanced precision measurements, the QFI is of great interest for the characterisation of quantum many-body systems13,14 and gives rise to an efficient and experimentally accessible witness for multipartite entanglement11,12,15, but so far, its relation to steering has remained elusive. The more general phase-generator complementarity principle reproduces the Heisenberg-Robertson uncertainty relation in the special case where the phase is estimated from an observable M. Therefore, our metrological criterion is stronger than the uncertainty-based approach and allows us to uncover hidden EPR paradoxes in experimentally relevant scenarios. It has been a long-standing open question of whether quantum correlations stronger than entanglement, such as steering or Bell correlations, play a role in metrology16. Our result answers this question positively for the case of steering, by identifying it as a resource in quantum sensing applications.

Reid’s criterion for an EPR paradox. We first recall some basic definitions by considering the following scenario (see Fig. 1a). Alice (A) performs on her subsystem a measurement and communicates her setting X and result a to Bob (B). Based on this information, Bob uses an estimator h_{est}(a) to predict the result of his subsequent measurement of H = \sum_a h(a)\langle h \rangle. The average deviation between the prediction and Bob’s actual result h is given by Var[H_{est}] := \sum_a p(a, h|X) (h_{est}(a) - h)^2, often called the inference variance9, where p(a, h|X) is the joint probability distribution for results a and h, conditioned on the measurement settings X and H. The procedure is repeated with different measurement settings Y and M, and Reid’s criterion2,3 for an EPR paradox consists of a violation of the local uncertainty limit

\begin{equation}
\text{Var}[H_{est}]\text{Var}[M_{est}] \geq \frac{|\langle H, M \rangle|_{\rho_0}|^2}{4}.
\end{equation}

From the perspective of quantum information theory, the condition (1) plays the role of a witness for steering, but it may
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and result a measurement to perform on his state, and to make a prediction for the EPR-assisted steering.

In the standard EPR scenario, Alice’s measurement setting and result, he decides whether to predict and measure Alice’s measurement of \( A \) or \( B \), leave Bob in the conditional quantum states \( \rho^{ax}_{\lambda} \) and \( \rho^{by}_{\lambda} \), knowing his setting and result allows Bob to choose what measurement to perform on his state, and to make a prediction for the result. In an ideal scenario with strong quantum correlations, Alice’s measurement of \( X \) steers Bob into an eigenstate of his observable \( H(M) \), allowing him to predict the result with certainty. When \( H \) and \( M \) do not commute, this seems to contradict the complementarity principle. In practice, an EPR paradox is revealed whenever Bob’s predictions are precise enough to observe an apparent violation of Heisenberg’s uncertainty relation, see Eq. (1). b) In our formulation of the EPR paradox as a metrological task, a local phase shift \( \theta \) is generated by \( H \) on Bob’s state. Then, depending on Alice’s measurement setting and result, he decides whether to predict and measure \( H \) (as before), or to estimate \( \theta \) from the measurement \( M \). Here, Bob can choose the observable \( M \) as a function of Alice’s measurement result. The complementarity between \( \theta \) and its generator \( H \) seems to be contradicted if the lower bound on their estimation errors, Eq. (3), is violated. This gives a metrological criterion for observing the EPR paradox. Since the metrological complementarity is sharper than the uncertainty-based notion, this approach leads to a tighter criterion to observe the EPR paradox as a metrological task, a local phase shift has no impact on the existence of LHS models, \( \rho \in \rho_{\lambda} \). Without any assistance from Alice, Bob’s precision of the estimation of \( \theta \) is determined by his reduced density matrix \( \rho^{B}_{\lambda} \). In this case, the error of an arbitrary unbiased estimator \( \rho^{est}_{\lambda} \) for \( \theta \) is bounded by the quantum Cramér-Rao bound, \( \vartheta^{\lambda}_{\theta} \geq (\mathcal{A}(H, M))_{\rho}^{-1} \), where

\[
\mathcal{A}(H, M) := \min_{\lambda} \sum_{a} p(a) \vartheta^{\lambda}_{\rho^{ax}_{\lambda}H},
\]

and the optimised version of Reid’s condition (1) reads \( \vartheta^{\lambda}_{\rho} \geq \frac{(\mathcal{A}(H, M))_{\rho}^{-1}}{4} \). The uncertainty-based detection of the EPR paradox is based on the fact that Alice’s choice of measurement can steer Bob’s system into conditional states that have small variances for either one of the two non-commuting observables \( H \) and \( M \).

**EPR-assisted metrology.** To express quantum mechanical complementarity in the framework of quantum metrology\(^{9–12} \), we assume that the observable \( H \) implies a local phase shift \( \theta \) on Bob’s system through the unitary evolution \( e^{-iHt} \) – see Fig. 1b. The phase shift \( \theta \) is complementary to the generating observable \( H \) and we show that the violation of

\[
\vartheta^{\lambda}_{\rho} \geq \frac{1}{4n}
\]

implies an EPR paradox and reveals steering from \( A \) to \( B \). Here, \( \vartheta^{\lambda}_{\rho} \) describes the error of an arbitrary estimator for the phase \( \theta \), constructed from local measurements by Alice and Bob on \( n \) copies of their state. Given any \( M \), it is possible to construct an estimator \( \theta_{est} \) that achieves

\[
\vartheta^{\lambda}_{\rho} \geq \frac{\vartheta^{\lambda}_{\rho} \geq \frac{1}{2n}}{n[(H, M)]_{\rho}^{2}}.
\]
$F_Q[\rho^B, H]$ is the QFI. The quantum Cramér-Rao bound can be saturated by optimising both the estimator and the measurement observable.\(^3\)

In the assisted phase-estimation protocol, Fig. 1b, Alice communicates to Bob her measurement setting and result, \(i.e., X \text{ and } a\). This additional knowledge allows Bob to adapt the choice of his observable as a function of the conditional state $\rho^B_{a|x}$ and to achieve the maximal sensitivity $F_Q[\rho^B_{a|x}, H]$ for an estimation of $\theta$. This way, he can attain an average sensitivity as large as the quantum conditional Fisher information

$$F_Q^{BA}[\mathcal{A}, H] := \max_X \sum_a p(a|X) F_Q[\rho^B_{a|x}, H]. \quad (5)$$

As the main result of our paper, we show that in the absence of steering the quantum conditional Fisher information (5) is always bounded from above in terms of the quantum conditional variance (2): For any assemblage $\mathcal{A}$ that admits a LHS model, the following bound holds (see Methods):

$$F_Q^{BA}[\mathcal{A}, H] \leq 4 \mathrm{Var}_Q^{BA}[\mathcal{A}, H]. \quad (6)$$

Note that $F_Q[\rho^B, H] \leq 4 \mathrm{Var}[\rho^B, H]$ holds for arbitrary $\rho^B$, and by means of the Cramér-Rao bound implies the phase-generator complementarity relation

$$\mathrm{Var}[\rho^B_{a|x}] \mathrm{Var}[\rho^B, H] \geq \frac{1}{4n}. \quad (7)$$

This clearly shows how a violation of (3) implies an EPR paradox. The result (6) has several important consequences that we discuss in the remainder of this article.

Useful steering for quantum metrology is identified by correlations that violate the condition (6). We note that classical correlations between Alice and Bob may be sufficient for having $F_Q[\rho^B, H] < F_Q^{BA}[\rho^{AB}, H]$ and $\mathrm{Var}_Q^{BA}[\rho^{AB}, H] < \mathrm{Var}[\rho^B, H]$. This shows that assistance is useful even in the absence of steering to improve the estimation precision for $\theta$ and $H$, but only with steering can the limit defined by quantum mechanical complementarity (6) be overcome.

Comparison to Reid-type criteria. The metrological steering condition (6) is stronger than standard criteria based on Heisenberg-Robertson uncertainty relations. In fact, the lower bound

$$\frac{\langle [H, M]\rangle_{\rho^A}^2}{\mathrm{Var}_Q^{BA}[\mathcal{A}, M]} \leq F_Q^{BA}[\mathcal{A}, H] \quad (8)$$

holds for arbitrary observables $H, M$ and, besides no-signalling, does not require assumptions about the assemblage $\mathcal{A}$ (see Methods for the proof). Hence, the bound (6) implies Reid’s uncertainty-based condition (1) for all LHS models. In experimentally relevant situations where the observables $H$ and $M$ are chosen as linear observables, such as quadrature measurements in quantum optics or collective spins in atomic systems, the bound (8) can be interpreted as a Gaussian approximation to the assisted sensitivity. In fact, violation of criterion (1) (choosing the appropriate observables) is necessary and sufficient for steering of Gaussian states by Gaussian measurements.\(^4\) The metrological approach thus provides particular advantages for the highly challenging problem of steering detection in non-Gaussian quantum states. This is in analogy to the metrological detection of entanglement that is known to be significantly more efficient in terms of the QFI instead of Gaussian quantifiers such as spin squeezing coefficients.\(^2,15,21,22\)

Bounds for specific measurements. Experimental tests of the condition (6) are possible even without knowledge of the measurement settings that achieve the optimisations in Eqs. (5) and (2). Any fixed choice of local measurement settings $X$ and $X'$ for Alice and Bob, respectively, provides a joint sensitivity quantified by the (classical) Fisher information $F^{AB}[\mathcal{A}_0, X, X']$, and we obtain the hierarchy of inequalities (see Methods for a proof)

$$\frac{1}{n \mathrm{Var}[\theta_{est}]} \leq F_Q^{AB}[\mathcal{A}_0, X, X'] \leq F_Q^{AB}[\mathcal{A}_0] \leq F_Q^{BA}[\mathcal{A}, H], \quad (9)$$

where $F_Q^{AB}[\mathcal{A}_0] = \max_{X, X'} F_Q^{AB}[\mathcal{A}_0, X, X']$ is the joint Fisher information, maximised over local measurement settings. Similarly, any fixed choice of $X$ yields an upper bound on (2) and the inequalities

$$\frac{\mathrm{Var}_Q^{BA}[\mathcal{A}, H]}{\mathrm{Var}[\theta_{est}]} \leq \sum_a p(a|X) \mathrm{Var}[\rho^B_{a|x}, H] \leq \mathrm{Var}[H_{est}] \quad (10)$$

are saturated by an optimal measurement (2) and estimator, respectively.\(^3\) These hierarchies reveal that any choice of local measurement settings leads to experimentally observable bounds for both sides of the inequality (6). They further show how the simpler condition (3) can be derived from (6). Note that a different choice of setting $X$ may be used for estimating $\theta$ or $H$ in order to observe any effect from steering correlations. Both parties generally need to know which of the two settings is being used.

Bounds on $F_Q^{BA}$ and $\mathrm{Var}_Q^{BA}$. It is interesting to note that both sides of the inequality (6) respect the same upper and lower bounds

$$F_Q[\rho^B, H] \leq F_Q^{BA}[\mathcal{A}, H] \quad (11)$$

These inequalities hold for arbitrary assemblages $\mathcal{A}$.

When we can assume Alice’s system to be quantum, we obtain the assemblage $\mathcal{A}$ from the bipartite quantum state $\rho^{AB}$ as $\mathcal{A}(a, X) = \text{Tr}_A[E^A_{a|x}\rho^{AB}]$, where the $E^A_{a|x} \geq 0$ form a positive operator-valued measure (POVM) for the measurement setting $X$, normalised by $\sum_a E^A_{a|x} = 1_A$. The inequalities in (11) marked by (+) are saturated when $\rho^{AB}$ is a pure state, assuming Alice is able to perform any quantum measurement (see Methods). This result is a consequence of the remarkable facts that the QFI is the convex roof of the variance, while the variance is its own concave roof, in addition to Alice being able to...
steer Bob’s system into any pure-state ensemble for the local state $\rho^B$. \cite{25}

We construct explicit measurement bases for Alice to achieve steering in the optimal ensembles that saturate the above inequalities (Supplementary Section IV). We further observe that the inequality (6), even with a fixed generator $H$, is capable of witnessing steering correlations for almost any pure state $\psi^{AB}$. More precisely, (6) is violated for any entangled $\psi^{AB}$ whenever $H$ is not constant on the support of the local state $\rho^B$.

**Steering of GHZ states.** Let us illustrate our criterion with a simple but relevant example. Consider a system composed of $N + 1$ qubits, partitioned into a single control qubit (Alice) and the remaining $N$ qubits on Bob’s side, that are prepared in a Greenberger-Horne-Zeilinger (GHZ) state of the form

$$|\text{GHZ}_{\phi}^{N+1}\rangle = \frac{1}{\sqrt{2}} (|0\rangle \otimes |0\rangle^\otimes N + e^{i\phi} |1\rangle \otimes |1\rangle^\otimes N),$$

(12)

where $|0\rangle, |1\rangle$ are eigenstates of the Pauli matrix $\sigma_z$. We take the local Hamiltonian $J^B_k = \frac{1}{2} \sum_{i=1}^N \sigma^{(i)}_z$, where the sum extends over the particles on Bob’s side. When Alice measures her qubit in the $\sigma_z$ basis, Bob attains the quantum conditional variance $\text{Var}^{BA}_Q[|\text{GHZ}_{\phi}^{N+1}\rangle, J^B_k] = 0$. GHZ states have the property $|\text{GHZ}_{\phi}^{N+1}\rangle = \frac{1}{\sqrt{N+1}} (|+\rangle \otimes |\text{GHZ}_{\phi}^N\rangle + |\rangle \otimes |\text{GHZ}_{\phi}^N\rangle)$, where $|+, \rangle$ are eigenstates of $\sigma_x$. This allows Alice to steer Bob’s system into GHZ states by measuring in the $\sigma_z$ basis, and we obtain

$$F^{BA}_Q[|\text{GHZ}_{\phi}^{N+1}\rangle, J^B_k] = \frac{1}{2} (F_Q[|\text{GHZ}_{\phi}^N\rangle, J^B_k] + F_Q[|\text{GHZ}_{\phi}^N\rangle, J^B_k]) = N^2.$$  

This measurement is optimal and achieves the maximum in (5) since $F_Q[\rho, J^B_k] \leq N^2$ holds for arbitrary quantum states. \cite{11,12} Steering is detected by the clear violation of the condition (6) for LHS models. So far the only known criteria able to detect steering in multipartite GHZ states are based on nonlocal observables that require individual addressing of the particles, \cite{27,28} while our criterion is accessible by collective measurements. The criterion is moreover robust to white noise: For a mixture $\rho = p |\text{GHZ}_{\phi}^{N+1}\rangle\langle \text{GHZ}_{\phi}^{N+1}| + (1 - p) |\rangle \langle + | \otimes |\text{GHZ}_{\phi}^N\rangle$, using the same measurements we obtain $F^{BA}_Q[\rho, J_k] \geq p^2 N^2 /[p + 2(1 - p)/2N]$, $\text{Var}^{BA}_Q[\rho, J_k] \leq (1 - p)N/2N^2 + p(1 - p)N^2$. Whenever $p \gg 2^{-N}$, the criterion witnesses steering (Supplementary Section II).

**Steering of atomic split twin Fock states.** As an example of immediate practical relevance for state-of-the-art ultracold-atom experiments, consider $N/2$ spin excitations symmetrically distributed over $N$ particles, i.e., a twin Fock state. Separating the particles into two addressable modes $A$ and $B$ with a $50:50$ beam splitter results in a split twin Fock state $|\text{STF}_N\rangle$, which has been generated experimentally. \cite{29} Similar experiments based on squeezed states were able to use Reid’s criterion to verify steering \cite{30,31}, but the vanishing polarisation

![FIG. 2. EPR-assisted metrology with twin Fock states. a) We consider a twin Fock state with $N = 200$ particles, that is split into two parts with $N_A = N_B = N/2$, here represented by the Wigner function on the Bloch sphere. b) The reduced state on either side is a mixture of Dicke states, resulting from tracing out the other half of the system. c) The two subsystems show perfect correlations for both measurement settings $J_A$ and $J_B$. When Alice measures $J_A^J$ ($J_B^J$) and obtains the result $k_A$, she steers Bob’s system into an eigenstate of $J_B^J$ ($J_A^J$) with eigenvalue $N/2 - k_A$. This can be used for assisted quantum metrology, and to reveal an EPR paradox. In the plot we show Bob’s sensitivity $F_Q[\rho^{BA}_{k_A}(J_B^J), J_B^J]$ when Alice obtains the result $k_A$ from measuring $J_A^J$ (blue line). Alice’s results are all equally probable with $p(k_A|J_A^J) = 2/(N + 2)$. Bob’s average sensitivity $F_Q^{BA}[\rho^{BA}_{k_A}(J_B^J), J_B^J]$ coincides with the variance for the reduced state $4\text{Var}[\rho^{BA}_{k_A}(J_B^J)]$ (yellow line), indicating that the measurement is optimal (Supplementary Section III).]
$\langle J^0_x \rangle_{\rho} = \langle J^0_z \rangle_{\rho} = 0$ makes this impossible for split twin Fock states and so far only the entanglement between $A$ and $B$ could be detected. We show that the criterion (6) successfully reveals the EPR steering of split twin Fock states when Alice measures local spin observables $J_x^A, J_z^A$ and a phase shift $\theta$ is generated by $J_z^B$. We obtain $\text{Var}^{BA}_Q[|\text{STF}_N\rangle, J_z^B] = 0$ and $F^{BA}_Q[|\text{STF}_N\rangle, J_z^B] = N/4$, leading to a violation of (6) that scales linearly with $N$. This value is limited by the partition noise that is introduced by the beam splitter which generates binomial fluctuations of the particle number in each mode.

To overcome this limit, we propose the following alternative preparation of split Dicke states. Consider two addressable groups of $N/2$ atoms each. A collective measurement of the total number $k$ of spin excitations projects the system into a split Dicke state $|SD_{k,\theta}\rangle$ without partition noise. This can be realised, e.g., with arrays of cold atoms in a cavity. Using the same settings for Alice and Bob as before, these states still yield $\text{Var}^{BA}_Q[|\text{SD}_{k,\theta}\rangle, J_z^B] = 0$ while leading to significantly larger values of the quantum conditional Fisher information, and for the twin Fock case, $k = N/2$, we obtain the quadratic scaling $F^{BA}_Q[|\text{SD}_{N/2}\rangle, J_z^B] = N(N + 4)/12$; see Fig. 2. For details on arbitrary split Dicke states with and without partition noise, see Supplementary Section III.

**Multiparameter estimation.** Our result reveals the role of steering for quantum-enhancements in the estimation of multiple parameters $\theta = (\theta_1, \ldots, \theta_m)$ that are imprinted by a family of non-commuting generators, $\mathbf{H} = (H_1, \ldots, H_m)$. Multiparameter quantum metrology has recently drawn increased attention due to the possibility of achieving a collective quantum gain from the simultaneous estimation of a set of parameters. So far most results are limited to the case of commuting generators because it is generally not known how to identify a single measurement that is optimal to extract multiple parameters. Here we avoid this problem by considering a sequential scenario, where in each experimental trial only a single parameter is estimated. The challenge consists of preparing a quantum state that is simultaneously sensitive to the evolutions generated by a set $\mathbf{H}$ of non-commuting Hamiltonians. To achieve this, Bob is assisted by steering from Alice who picks different measurement settings $X_i$ as a function of the acting Hamiltonian $H_i$. Alice includes in her communication to Bob details of which parameter $\theta_i$ to be estimated.

A suitable figure of merit for Bob’s average sensitivity is

$$F^{BA}_Q[\mathcal{A}, \mathbf{H}] = \sum_{i=1}^m F^{BA}_Q[\mathcal{A}, H_i].$$

(14)

Using the same techniques as for the main inequality (6), we find that any assemblage admitting a LHS model satisfies (see Methods)

$$F^{BA}_Q[\mathcal{A}, \mathbf{H}] \leq \max_{|\psi_B^B\rangle} \sum_{i=1}^m 4\text{Var}[|\psi_B^B\rangle(H_i)].$$

(15)

An advantage over (6) is that the right-hand side is state-independent. For a system $B$ of dimension $d$, we can take the $H_i$ to be a set of $d^2 - 1$ Hilbert-Schmidt orthonormal generators of SU($d$), and this bound simplifies to

$$F^{BA}_Q[\mathcal{A}, \mathbf{H}] \leq 4(d - 1).$$

(16)

As a simple example, when Bob has a qubit ($d = 2$), we can take the Pauli matrices as generators, $H_i = \sigma_i/\sqrt{2}$, $i = x, y, z$. Then (16) becomes $F^{BA}_Q[\mathcal{A}, \mathbf{H}] \leq 4$. For a shared maximally entangled state, this inequality is violated since $F^{BA}_Q[\mathcal{A}, \mathbf{H}] = 6$. To interpret these numbers, note that any pure qubit state on Bob’s side is optimal for sensing rotations about two orthogonal axes (each of which contributes a QFI of 2), but useless for the remaining axis. With a maximally entangled state, Alice can choose to steer Bob’s system into a state that is optimal for whichever axis has been chosen, thus sensing about any given axis is optimal.

For continuous variables, a fully state-independent bound is not possible, but we can instead assume a finite mean particle number $\bar{N} = \langle N \rangle_{\rho}$. When $B$ is a single mode, we may take a pair of conjugate quadratures $\mathbf{H} = (x, p)$; then any LHS model satisfies

$$F^{BA}_Q[\mathcal{A}, \mathbf{H}] \leq 8\bar{N}.$$  

(17)

This can be violated by a two-mode squeezed state, for example. Pick such a state in which the quadratures $(x^a - x^b)/\sqrt{2}$, $(p^a + p^b)/\sqrt{2}$ have variance $1/(2\bar{s}^2)$, and $x^a + x^b)/\sqrt{2}$, $(p^a - p^b)/\sqrt{2}$ have variance $\bar{s}^2/2$, where $s \geq 1$. The upper bound in (17) becomes $2(\bar{s}^2 + s^2)$, but we find $F^{BA}_Q[\mathcal{A}, \mathbf{H}] = 4\bar{s}^2$. Thus there is a violation for any nonzero squeezing $s > 1$.

**Steering quantification.** Let us finally discuss how our criterion can be converted into a quantifier of steering. One way to achieve this is via the maximum possible violation of (6), given the ability to vary the generator $H$. Since a rescaling of $H \rightarrow rH$ scales the QFI and the variance by the same factor $r^2$, we fix the norm of $H$ – a convenient choice is to take $\text{Tr}[H^2] = 1$. Then the maximum violation of (6) is

$$S_{\text{max}}(\mathcal{A}) := \max_{H, \text{Tr}[H^2]=1} \left[ F^{BA}_Q[\mathcal{A}, H] - 4\text{Var}^{BA}_Q[\mathcal{A}, H] \right]^+,$$

(18)

where $[x]^+ = \max(0, x)$. For a bipartite pure quantum state $\psi^{AB}$, we have the easily computable formula (Supplementary Section V) $S_{\text{max}}(\psi^{AB}) = 4\lambda_{\text{max}}[\text{diag}(p) - pp^T]$, where $p$ is the vector of eigenvalues of $\rho^B$ (equivalently, the Schmidt coefficients of $\psi^{AB}$) and $\lambda_{\text{max}}$ denotes the largest eigenvalue.

Alternatively, we can average over all $H$ with $\text{Tr}[H^2] = 1$. Formally, this (rescaled) average is defined by

$$S_{\text{avg}}(\mathcal{A}) = (d^2 - 1) \left[ \int \mu(\mathbf{n}) F^{BA}_Q[\mathcal{A}, \mathbf{n} \cdot \mathbf{H}] - 4\text{Var}^{BA}_Q[\mathcal{A}, \mathbf{n} \cdot \mathbf{H}] \right]^+,$$

(19)

where $H_i$ is any basis of orthonormal SU($d$) generators, and $\mu$ is the uniform measure over the sphere of unit vectors $|\mathbf{n}| = 1$. For pure states, we have $S_{\text{avg}}(\psi^{AB}) = 4 \sum_{i \neq j} p_i p_j \left( 1 + \frac{2}{p_i + p_j} \right)$.
In the pure state case, steering correlations (as with all correlations) are equivalent to entanglement. We find that both quantities $S_{\text{max}}, S_{\text{avg}}$ are indeed faithful indicators of entanglement for pure states, meaning that they each vanish if and only if $\psi^{AB}$ is separable. However, only $S_{\text{avg}}$ is found to be a fully valid entanglement measure, being monotonically decreasing under local operations and classical communication (LOCC). This brings up the question of whether $S_{\text{avg}}$ is a valid measure in the resource theory of steering based on one-way LOCC.

**METHODS**

**Fisher information.** For a probability distribution $p(x|\theta)$ parameterised by $\theta \in \mathbb{R}$, the classical Fisher information is $F[p(x|\theta)] := \int dx p(x|\theta) [\partial_x \ln p(x|\theta)]^2$. The quantum version for a parameter-dependent state $\rho_\theta$ can be defined by $F_Q[\rho_\theta] = \text{Tr}[\rho_\theta L^2_\theta]$, where the symmetric logarithmic derivative $L_\theta$ is defined implicitly through $\partial_\theta \rho_\theta = (L_\theta \rho_\theta + \rho_\theta L_\theta)/2$. In the case of unitary parameter encoding $\rho_\theta = e^{-i\theta H} \rho e^{i\theta H}$ via a fixed generator $H$, the QFI is independent of $\theta$, so we denote it by $F_Q[\rho, H]$. Note that the QFI is equal to the maximal classical FI that can be obtained from the statistics resulting from some observable $M$.

**Proof of the main result.** Suppose $\mathcal{A}$ is described by a LHS model, then

$$F_Q^{BA}[\mathcal{A}, H] = \max_{\lambda} \sum_a p(a|X) F_Q \left[ \sum_\lambda \frac{p(a|X, \lambda)p(\lambda)}{p(a|X)} \sigma^B_\lambda, H \right] \leq \max_{\lambda} \sum_a p(a|X, \lambda)p(\lambda) F_Q[\sigma^B_\lambda, H]$$

$$= \sum_\lambda p(\lambda) F_Q[\sigma^B_\lambda, H], \quad (20)$$

where we used the convexity of the QFI and $\sum_a p(a|X, \lambda) = 1$, since $\lambda$ and $X$ are independent. Making use of the upper bound\cite{12, 18} $F_Q[\rho, H] \leq 4 \text{Var}[\rho, H]$ that holds for arbitrary states $\rho$, we obtain

$$F_Q^{BA}[\mathcal{A}, H] \leq 4 \sum_\lambda p(\lambda) \text{Var}[\sigma^B_\lambda, H]. \quad (21)$$

Moreover, following analogous steps, we obtain from the concavity of the variance\cite{6}

$$\text{Var}_Q^{BA}[\mathcal{A}, H] \geq \sum_\lambda p(\lambda) \text{Var}[\sigma^B_\lambda, H]. \quad (22)$$

Inserting (22) into (21) proves the result (6).

**Recovering Reid’s criterion.** The QFI describes the sensitivity for a parameter $\theta$ generated by $H$ that is achievable with an optimal measurement and estimation strategy. By using a specific estimator, constructed from the expectation value of some observable $M$, one obtains the lower bound\cite{12, 21}

$$F_Q[\rho, H] \geq \frac{\langle [H, M] \rangle^2}{\text{Var}[\rho, M]}, \quad (23)$$

Together with the Cauchy-Schwarz inequality, we obtain for all $\mathcal{A}$

$$F_Q^{BA}[\mathcal{A}, H] \geq \max_a \sum_a p(a|X) \frac{\langle [H, M] \rangle^2}{\text{Var}[\rho^B_{aX}, M]} \geq \frac{\langle [H, M] \rangle^2}{\text{Var}[\rho^B_{aX}, M]} \leq \frac{\langle [H, M] \rangle^2}{\text{Var}[\rho^B_{aX}, M]} = \frac{\langle [H, M] \rangle_{\theta}^2}{\text{Var}^{BA}[\mathcal{A}, M]} \quad (24)$$

Inserting (24) into (6) yields Reid’s criterion. The formulation (1) follows by using that $\text{Var}[M_{\text{est}}] \geq \text{Var}^{BA}[\mathcal{A}, M]$ for all $M$.

We can also directly recover Reid’s criterion from the weaker condition (3) by constructing an specific estimator from the measurement data $b, m$ of Alice and Bob, respectively. We assume that the dependence of the average value $\langle M_{\text{est}} - M \rangle_\theta = \sum b p(b|M, \theta) (m_{\text{est}}(b) - m)$ on $\theta$ is known from calibration, where $p(b|m, Y, M, \theta) = p(b|Y) p(m|Y, \theta|m)$. Given a sample of $n$ measurement results, the value of $\theta$ can now be estimated as the one that yields $\sum_{b, m} \langle M_{\text{est}} - M \rangle_\theta = \frac{1}{n} \sum_{b, m} (m_{\text{est}}(b) - m)$. Without loss of generality we calibrate the estimator around the fixed value $\theta = 0$, such that the estimator for $m$ is unbiased, i.e. $\langle M_{\text{est}} \rangle = \langle M \rangle_{\theta=0}$ (any unbiased estimator would lead to a larger error). The sample average evaluated at $\theta = 0$ has a variance of $\frac{1}{n} \text{Var}[M_{\text{est}}]$. Note that only Bob’s results $m_b$ depend on $\theta$, and therefore $\frac{1}{n} \text{Var}[M_{\text{est}} - M] = \frac{1}{n} \text{Var}[M_{\text{est}}]$. In the central limit ($n \gg 1$), this strategy therefore yields a sensitivity of

$$\text{Var}[\theta_{\text{est}}] = \frac{\text{Var}[M_{\text{est}}]}{n \langle [M_{\text{est}}] \rangle^2}, \quad (25)$$

giving the result Eq. (4).

**Sensitivity for fixed local measurements.** For fixed measurement settings $X$ and $X'$, respectively, the joint statistics of Alice and Bob are described by the probability distribution $p(a, b|X, X', \theta) = p(a|X) \text{Tr}[E_{aX} p^B_{aX} \rho_{b}^{X'}]$, where $E_{aX}$ is a fixed operator-valued measurement (POVM) describing the measurement $X'$. The Cramér-Rao bound

$$n \text{Var}[\theta_{\text{est}}] \geq 1 / F^{AB}[\mathcal{A}_b, X, X'] \quad (26)$$

identifies the precision limit for any estimator that is constructed from the local measurement results $a$ and $b$ and for any choice of $X$ and $X'$ in terms of the Fisher information

$$F^{AB}[\mathcal{A}_b, X, X'] = \sum_{a, b} p(a, b|X, X', \theta) \left( \frac{\partial}{\partial \theta} \log p(a, b|X, X', \theta) \right)^2 \quad (27)$$

A straightforward calculation reveals that

$$F^{AB}[\mathcal{A}_b, X, X'] = \sum_a p(a|X) F^B[X'|\rho_{aX,b}^B], \quad (28)$$
\textbf{Metrological steering for bipartite quantum states.} Let us first note that if Alice’s system is quantum, the optimal measurements in (2) and (5) can always be implemented by rank-1 POVMs. This follows from the convexity of the QFI and the concavity of the variance (Supplementary Section I).

Now suppose that \( \rho^{AB} \) is pure. Since the optimal POVM for \( F_Q^{\rho^{AB}} \) is rank-1, the corresponding states \( \rho^{AB}_a \) are pure. An important fact about bipartite pure states is that any pure-state ensemble on Bob’s side (consistent with the average state \( \rho^B \)) may be realised by an appropriate rank-1 POVM on Alice’s side.\(^{25}\) The optimisation can be reduced to

\[
F_Q^{\rho^{AB}}[\rho^{AB},H] = \max_{\{p(a)|\phi_a\}_{a \in [p]}: \sum_a p(a)|\phi_a\rangle\langle\phi_a| = \rho^B} \sum_a p(a) F_Q[|\phi_a\rangle\langle\phi_a|,H]
\]

\[
= \max_{\sum_a p(a)|\phi_a\rangle\langle\phi_a| = \rho^B} \sum_a 4 p(a) \text{Var}[|\phi_a\rangle\langle\phi_a|,H]
\]

\[
= 4 \text{Var}[\rho^B, H].
\]

In the last line we used that the variance is its own concave roof\(^{25}\). For \( F_Q^{\rho^{AB}} \) the minimisation is the same as taking the convex roof, resulting in\(^{25}\) \( \tilde{F}_Q[\rho^B, H] \). Hence, for a pure state \( \rho^{AB} \), we obtain the equalities \( F_Q^{\rho^{AB}}[\rho^{AB},H] = 4 \text{Var}[\rho^B, H] \) and \( 4 \text{Var}[F_Q^{\rho^{AB}}[\rho^{AB},H] = F_Q[\rho^B,H] \).

For arbitrary ensembles, we obtain the upper bounds \( F_Q^{\rho^{AB}}[\mathcal{A},H] \leq 4 \text{Var}[\rho^B, H] \) and \( 4 \text{Var}[F_Q^{\rho^{AB}}[\mathcal{A},H] \geq F_Q[\rho^B, H] \) as a consequence of convexity of the QFI, concavity of the variance, and \( F_Q[\rho,H] \leq 4 \text{Var}[\rho,H] \). For the same reason, we obtain that \( F_Q^{\rho^{AB}}[\mathcal{A},H] \geq F_Q[\rho^B, H] \) and \( 4 \text{Var}[F_Q^{\rho^{AB}}[\mathcal{A},H] \leq F_Q[\rho^B, H] \) for arbitrary ensembles \( \mathcal{A} \), including those obtained from \( \rho^{AB} \).

This concludes the proof of (11).

\textbf{Multiple parameters.} One can ask whether there is a (potentially weaker) steering witness involving only the QFI. It is clear that the right-hand side of (6) cannot be made state-independent: the best one can do is to replace \( \text{Var}_Q[\mathcal{A},H] \) by \( \max_{\mathcal{A}} \text{Var}[\sigma,H] \), leading to an inequality that holds for all cases, even non-steerable.

Instead, we turn to the quantity (14). Without any assistance from Alice, the best achievable precision would be

\[
\tilde{F}_Q[\rho^B,H] := \sum_{i=1}^m F_Q[\rho^B_i,H_i].
\]

Following the same technique as for a single parameter, any LHS model satisfies

\[
F_Q^{\rho^{AB}}[\mathcal{A},H] \leq \tilde{F}_Q[\mathcal{H}]:= \max_{\sigma^B} \tilde{F}_Q[\sigma^B,H]
\]

\[
= \max_{|\phi\rangle} \tilde{F}_Q[|\phi\rangle\langle\phi|,H]
\]

\[
= \max_{|\phi\rangle} \sum_i 4 \text{Var}[|\phi\rangle\langle\phi|,H_i].
\]

The fact that pure states achieve the maximum on the right-hand side follows from convexity of the QFI. This bound is of course only possible when the \( H_i \) are bounded.

Using the same techniques as for \( S_{\text{avg}} \) (Supplementary Section V), we can take \( H_i \) to be a set of \( d^2 - 1 \) traceless generators of SU\((d)\) satisfying \( \text{Tr}[H_i H_j] = \delta_{i,j} \), and compute

\[
\tilde{F}_Q[\mathcal{H}] = \tilde{F}_Q[|\phi\rangle\langle\phi|,H] = 4(d - 1) \text{ (which actually holds for any } |\phi\rangle \text{). Thus, for this set of } H \text{ in } d \text{ dimensions, the LHS bound is}
\]

\[
\tilde{F}_Q[\mathcal{A},H] \leq 4(d - 1).
\]

For a pure state \( \psi^{AB} \),

\[
\tilde{F}_Q^{\psi^{AB}}[\mathcal{A},H] = \sum_i 4 \text{Var}[\rho^B_i,H_i]
\]

\[
= 4(d - 1) + 4 \sum_{i \neq j} p_i p_j,
\]

so that (33) is violated if and only if \( \psi^{AB} \) is entangled.

For continuous variables, using a single mode on Bob’s side with the quadratures \( H = \mathbf{q} = (\hat{x}, \hat{p}) \), an LHS satisfies

\[
\tilde{F}_Q^{\psi^{AB}}[\mathcal{A},\mathbf{q}] \leq 4 \sum_i p(\lambda) \left( \text{Var}[\sigma_x, \hat{x}] + \text{Var}[\sigma_p, \hat{p}] \right)
\]

\[
\leq 4 \sum_i p(\lambda) \left( \langle \hat{x}^2 \rangle_{\sigma_x} + \langle \hat{p}^2 \rangle_{\sigma_p} \right)
\]

\[
= 8 \sum_i p(\lambda) \langle N \rangle_{\sigma_x}
\]

\[
= 8 \tilde{N}.
\]

(35)
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SUPPLEMENTARY INFORMATION

I. OPTIMAL POVMs FOR ASSISTED METROLOGY

Here, we argue that the optimal measurements performed by Alice can always be taken as rank-1 POVMs, for any assemblage defined by a global quantum state. Suppose a rank-$r$ POVM $E_{a|X}^A$ is optimal for the conditional QFI – that is,

$$ F_Q^{\text{r|A}}[\rho_{A|X}^B, H] = \sum_a p(a|X) F_Q[\rho_{a|X}^B, H]. $$

Then we can decompose (for instance, using the spectral decomposition) $E_{a|X}^A = \sum_{i=1}^r E_{a|X}^A$, where each $E_{a|X}^A \geq 0$ is at most rank-1. This defines a new, fine-grained POVM with conditional states $p(a, i|X) = \text{Tr}_A[E_{a|X}^A \rho_{AB}^A]$. The original conditional states are obtained by averaging over $i$: $p(a|X) \rho_{a|X}^B = \sum_i \text{Tr}_A[E_{a|X}^A \rho_{AB}^A] = \sum_i p(a, i|X) \rho_{a|X}^B$. Due to convexity of the QFI,

$$ \sum_{a,i} p(a, i|X) F_Q[\rho_{a|X}^B, H] = \sum_a p(a|X) \int_i \frac{p(a, i|X)}{p(a|X)} F_Q[\rho_{a|X}^B, H] $$

$$ \geq \sum_a p(a|X) F_Q \left[ \sum_i \frac{p(a, i|X)}{p(a|X)} \rho_{a|X}^B, H \right] $$

$$ = \sum_a p(a|X) F_Q[\rho_{a|X}^B, H] $$

$$ = F_Q^{\text{r|A}}[\rho_{A|X}^B, H]. $$

Thus the fine-grained POVM is also optimal. The same conclusion holds for the quantum conditional variance, instead using concavity of the variance and the fact that the optimal POVM must minimise the average variance.

II. GHZ STATES WITH WHITE NOISE

We first observe that, for any pure state $\psi$ mixed with white noise in $d$ dimensions,

$$ F_Q \left[ \frac{\psi + (1-p)}{d} \mathbb{1}, H \right] = \frac{4p^2}{p + 2(1-p)/d} \text{Var}[\psi, H]. $$

This follows from choosing an eigenbasis $|i\rangle$, $i = 0, \ldots, d-1$ for the mixed state with $|0\rangle = |\psi\rangle$ and expanding in terms of its eigenvalues $\lambda_i^9$:

$$ F_Q \left[ \frac{\psi + (1-p)}{d} \mathbb{1}, H \right] = 4 \sum_{i,j} \frac{(\lambda_i - \lambda_j)^2}{\lambda_i + \lambda_j} \langle i|H|j\rangle \langle j|H|i \rangle $$

$$ = 4 \sum_{j=0}^d \frac{p^2}{p + 2(1-p)/d} \langle 0|H|j\rangle \langle j|H|0 \rangle $$

$$ = \frac{4p^2}{p + 2(1-p)/d} \langle \psi|H(J - |\psi\rangle\langle \psi|H|\psi\rangle $$

$$ = \frac{4p^2}{p + 2(1-p)/d} \left[ \langle \psi|H^2|\psi\rangle - \langle \psi|H|\psi\rangle^2 \right]. $$

For the shared GHZ state $|\text{GHZ}^{N+1}_q\rangle = \frac{1}{\sqrt{3}} \left( |0\rangle \otimes |0\rangle^{\otimes N} + e^{i\phi} |1\rangle \otimes |1\rangle^{\otimes N} \right)$ mixed with white noise, any projection onto a pure state on Alice’s side results in the same conditional state as obtained for the pure case, up to a mixture with the identity on Bob’s side. We keep the same measurement choices for any $p$, although they may not be optimal when $p < 1$.

For a measurement of $\sigma_z$ by Alice, Bob’s conditional states are easily found to give

$$ \text{Var}_Q^{\text{r|A}}[\rho, J_z] \leq \frac{(1-p)N}{4d} + \frac{p(1-p)N^2}{4}, $$

where $d = 2^N$. With a $\sigma_x$ measurement, (38) results in

$$ F_Q^{\text{r|A}}[\rho, J_x] \geq \frac{p^2N^2}{p + 2(1-p)/d}. $$

(41)

(40)
When $p \gg 1/d = 2^{-N}$, we can neglect the terms involving $d$. Then $F_{\rho_A}[\rho, J_z] \geq pN^2$, $\text{Var}_{\rho_A}[\rho, J_z] \leq p(1-p)N^2 < pN^2$ for $p < 1$.

### III. ATOMIC SPLIT DICKE STATES

In this Section, we apply our criterion to detect steering between two addressable atomic ensembles with a fixed number of total excitations. We first consider in III A the deterministic distribution of $N$ atoms in two modes with a fixed number of excitations, as proposed in the main text of our manuscript. Then, in III B we analyse a Dicke state that is sent onto a spatial beam splitter to separate each of its mode in two, as was done experimentally with an ensemble of $N = 5000$ atoms in Ref. [29].

#### A. Dicke states with fixed splitting $N_A : N_B$

Consider $N$ atoms split into two addressable modes $A$ and $B$, with respectively $N_A$ and $N_B = N - N_A$ particles. Assume that we know that the internal spin degree of freedom of a total number of $0 \leq k \leq N$ atoms is excited (e.g., from a collective measurement), but we do not know the distribution of the excited atoms into the two modes. The system is described by the split Dicke state

$$|SD_{k,N_A:N_B}\rangle = \mathcal{N} \sum_{k_A,k_B} |k_A\rangle \otimes |k_B\rangle ,$$

where we introduced the eigenstates with $k_A$ excitations of the $N_A$-particle spin observable $J_z^A$, for $X = A, B$,

$$J_z^X|k_X\rangle = (k_X - N_X/2)|k_X\rangle .$$

The range of $k_A$ and $k_B$ in the sum depends on the values of $k$, $N_A$ and $N_B$. We can formulate constraints, e.g., in terms of $k_A$: Since (i) if there are $k > N_B$ excitations in total, the number of excitations in $A$ must be at least $k_A = k - N_B$ and (ii) $N_A$ atoms can show at most $N_A$ excitations. These constraints can be taken into account explicitly as

$$|SD_{k,N_A:N_B}\rangle = \frac{1}{\sqrt{k_{\text{max}} - k_{\min} + 1}} \sum_{k_A,k_B} \left| k_A \right\rangle \otimes \left| k - k_A \right\rangle ,$$

where

$$k_{\min} = \max\{0, k - N_B\} ,$$

$$k_{\max} = \min\{k, N_A\} .$$

#### 1. Alice measures $J_A^X$, Bob measures $J_B^X$

To determine the conditional variance, we consider the projection of Alice’s system ($A$) onto eigenstates $|k_A\rangle$ of $J_z^A$. Alice obtains any of the results $k_A = k_{\min}, \ldots, k_{\max}$ with probability $p(k_A|J_z^A) = 1/(k_{\max} - k_{\min} + 1)$, while other results have probability zero. Bob’s conditional state $|\Psi_{k_A|J_z^A}\rangle = |k - k_A\rangle$ has zero variance for $J_z^B$, and we obtain

$$\text{Var}_{\rho}^A[|SD_{k,N_A:N_B}\rangle, J_B^X] = \sum_{k_A} p(k_A|J_z^A) \text{Var}[|k - k_A\rangle, J_z^B] = 0 .$$

This measurement is therefore optimal in the sense that it achieves the minimum in the definition of $\text{Var}_{\rho}^A[|SD_{k,N_A:N_B}\rangle, J_B^X]$ [see Eq. (2) in the main text]. This result can be understood intuitively: knowing the total number $k$ of excitations along with the fact that $k_A$ of them are found in Alice’s subsystem, allows us to predict with certainty that Bob will measure $k_B = k - k_A$ excitations.

#### 2. Alice measures $J_A^X$, Bob estimates $\theta$

For the estimation of a phase shift $\theta$ generated by $J_B^X$ on Bob’s subsystem, let us now consider the measurement of $J_z^A$ by Alice, described by projection onto the eigenstates $|k_A\rangle, e^{-i\frac{\pi}{2} J_z^A}|k_A\rangle$. The assemblage is given by

$$A(k_A, J_z^A) = \text{Tr}_A([|k_A\rangle\langle k_A| \otimes \mathbb{1})|SD_{k,N_A:N_B}\rangle\langle SD_{k,N_A:N_B}|]$$

$$= p(k_A|J_z^A)|\Psi_{k_A|J_z^A}\rangle\langle \Psi_{k_A|J_z^A}| ,$$

### (47)
with conditional states
\[
|\Psi_{k_A}p_A\rangle = \frac{1}{\sqrt{\sum_{k'_{A}=k_{\min}}^{k_{\max}} |\langle k_A|e^{i\beta_{p_A}}|k'_{A}\rangle|^2}} \sum_{k'_{A}=k_{\min}}^{k_{\max}} |\langle k_A|e^{i\beta_{p_A}}|k'_{A}\rangle|k-k_A),
\]
and probabilities
\[
p(k_A|J^z_A) = \frac{1}{k_{\max} - k_{\min} + 1} \sum_{k'_{A}=k_{\min}}^{k_{\max}} |\langle k_A|e^{i\beta_{p_A}}|k'_{A}\rangle|^2.
\]

The overlap between eigenstates of \(J^z_A\) and \(J^z_A\) can be computed using the expression
\[
\langle k_A|e^{-i\beta_{p_A}}|k'_{A}\rangle = \sqrt{k'_{A}! (N_A - k'_{A})!} \langle k_A|e^{-i\beta_{p_A}}|k'_{A}\rangle \sum_{n=0}^{\min[k'_{A}, N_A - k_A]} (-1)^n \cos(\phi/2)^{k_A - k'_{A} + N_A - 2n} \sin(\phi/2)^{2n + k_A - k'_{A}}.
\]

We obtain the first and second moments of the conditional states
\[
\langle J^B_z \rangle_{k_A} = \frac{1}{\sum_{k'_{A}=k_{\min}}^{k_{\max}} |\langle k_A|e^{i\beta_{p_A}}|k'_{A}\rangle|^2} \sum_{k'_{A}=k_{\min}}^{k_{\max}} |\langle k_A|e^{i\beta_{p_A}}|k'_{A}\rangle|^2 \langle k-k_A\rangle \langle J^B_z \rangle_{k_A}.
\]
\[
\langle J^B_z^2 \rangle_{k_A} = \frac{1}{\sum_{k'_{A}=k_{\min}}^{k_{\max}} |\langle k_A|e^{i\beta_{p_A}}|k'_{A}\rangle|^2} \sum_{k'_{A}=k_{\min}}^{k_{\max}} |\langle k_A|e^{i\beta_{p_A}}|k'_{A}\rangle|^2 \langle k-k_A\rangle^2.
\]

Since the conditional states are pure, this yields a quantum Fisher information of
\[
F_Q[|\Psi_{k_A}\rangle, J^z_A] = 4 \sum \langle k_A|\langle J^B_z \rangle_{k_A}, J^z_A \rangle = 4 \langle \langle J^B_z^2 \rangle_{k_A}, J^z_A \rangle.
\]

Generally, any choice of Alice’s measurement setting \(X\) yields a lower bound for the quantum conditional Fisher information:
\[
F^{BA}[\mathcal{A}, X, H] := \sum_X p(a|X) F_Q[p_{0X}^B, H] \leq \max_X F^{BA}[\mathcal{A}, X, H] = F^{BA}[\mathcal{A}, H].
\]

We obtain the conditional Fisher information
\[
F^{BA}[SD_{k,A}, J^A, J^B_z] = 4 \sum_{k_A=0}^{N_A} p(k_A|J^A) \langle \langle J^B_z^2 \rangle_{k_A}, J^z_A \rangle - \langle \langle J^B_z^2 \rangle_{k_A}, J^z_A \rangle.
\]

3. Reduced quantum Fisher information and variance

The properties of Bob’s reduced state provide upper and lower limits on the quantum conditional variance and quantum conditional Fisher information, respectively; cf. Eq. (11) in the main text. Bob’s reduced density matrix is given as
\[
\rho^B = \frac{1}{k_{\max} - k_{\min} + 1} \sum_{k_A=0}^{k_{\max}} |k-k_A\rangle \langle k-k_A|.
\]

Let us first calculate the variance of \(J^B_z\). The first moment reads
\[
\langle J^B_z \rangle^B = \frac{1}{k_{\max} - k_{\min} + 1} \sum_{k_A=0}^{k_{\max}} \langle k-k_A| J^B_z \rangle |k-k_A|,
\]
\[
= \frac{1}{k_{\max} - k_{\min} + 1} \sum_{k_A=0}^{k_{\max}} (k - k_A - N_B/2),
\]
\[
= \frac{1}{2} (2k - N_B - k_{\min} - k_{\max})
\]
FIG. 3. Split Dicke state without partition noise. Dicke state with \( N = 100 \) particles and \( k \) excitations, deterministically split into \( N_A = N_B = N/2 \). Plot of Eq. (46) (blue), Eq. (55) (yellow), Eq. (59) (green dashed) and Eq. (60) (red dashed).

and for the second moments, we obtain

\[
\langle (J^B_{z})^2 \rangle_{\rho^B} = \frac{1}{k_{\max} - k_{\min} + 1} \sum_{k_{\min} \leq k \leq k_{\max}} \left( k - k_A - \frac{N_B}{2} \right)^2 \\
= \frac{1}{12} \left( 3(N_B - 2k)^2 + 4k_{\min}^2 + 2k_{\max}(3N_B - 6k + 2k_{\max} + 1) + 2k_{\min}(3N_B - 6k + 2k_{\max} - 1) \right)
\]

We obtain

\[
\text{Var}[\rho^B, J^B_{z}] = \frac{1}{12}(k_{\max} - k_{\min} + 2)(k_{\max} - k_{\min}).
\]

Since the state \( \rho^B \) is invariant under transformations generated by \( J^B_{z} \), i.e. \( [\rho^B, J^B_{z}] = 0 \), we obtain that the quantum Fisher information of Bob’s reduced state vanishes, \( F_Q[\rho^B, J^B_{z}] = 0 \). This can be confirmed explicitly using the expression

\[
F_Q[\rho^B, J^B_{z}] = 2 \sum_{i,j} \frac{(p_i - p_j)^2}{p_i + p_j} |\langle \psi_i | J^B_{z} | \psi_j \rangle|^2,
\]

where \( \rho^B = \sum_i p_i |\psi_i \rangle \langle \psi_i | \) is the spectral decomposition of \( \rho^B \) with eigenvalues \( p_i = 1/(k_{\max} - k_{\min} + 1) \) and eigenvectors \( |\psi_i \rangle = |k - i \rangle \).

4. Results for a twin Fock state divided into \( N_A = N_B = N/2 \)

When the initial state is a twin Fock state, i.e. \( k = N/2 \), that is split in two equal parts with \( N_A = N_B = N/2 \), the above expressions simplifies further. First of all, we obtain \( k_{\min} = 0 \), \( k_{\max} = N/2 \), and \( \sum_{k_{\min} \leq k \leq k_{\max}} |\langle k_A | e^{iJ^B_{y} \phi} | k'_A \rangle|^2 = 1 \) (as the sum runs over the full basis of the \( N_A = N/2 \) particle state), giving for the probabilities \( p(k_A | J^B_{z}) = 2/(N + 2) \). To simplify the conditional states (48), note from (50) that \( \langle k_A | e^{-i\phi} | k' \rangle_A = \langle N_A - k_A | e^{-i\phi} | N_A - k'_A \rangle \) and that \( \langle k_A | e^{i\phi} | k' \rangle_A = \langle k'_A | e^{i\phi} | k_A \rangle \). Moreover, the
matrix elements of $J^A$ and $J^B$ coincide since both operators are of the same length. We use this in Eq. (48) to write

$$
|\Psi_{k_A|t}^A\rangle = \sum_{k_A=0}^{N/2} (k_A e^{i\frac{1}{2}J^B_z}) |k_A\rangle |N/2 - k_A\rangle
$$

$$
= \sum_{k_A=0}^{N/2} (k_A e^{-i\frac{1}{2}J^B_z}) |k_A\rangle |N/2 - k_A\rangle
$$

$$
= \sum_{k_A=0}^{N/2} (\langle N/2 - k_A | e^{-i\frac{1}{2}J^B_z} | N/2 - k_A \rangle |N/2 - k_A\rangle
$$

$$
= \sum_{k_A=0}^{N/2} (\langle N/2 - k_A | e^{-i\frac{1}{2}J^B_z} | N/2 - k_A \rangle |N/2 - k_A\rangle
$$

$$
= \frac{N/2}{N/2} \langle N/2 - k_A \rangle e^{-i\frac{1}{2} J^B_z} |N/2 - k_A\rangle
$$

$$
= |N/2 - k_A\rangle. \quad (61)
$$

Hence, just like in the early examples by EPR and Bohm, the state shows perfect correlations in two non-commuting measurement bases, and we may express (44) as

$$
|SD^{A \otimes B}_{J^A_z, J^B_z}\rangle = \sqrt{\frac{2}{N+2}} \sum_{k_A=0}^{N/2} |k_A\rangle \otimes |N/2 - k_A\rangle
$$

$$
= \sqrt{\frac{2}{N+2}} \sum_{k_A=0}^{N/2} |k_A\rangle_x \otimes |N/2 - k_A\rangle_x. \quad (62)
$$

Using (61), we determine the first and second moments of $J^B_z$ for the conditional states to be

$$
\langle J^B_z \rangle |k_A|t^A\rangle = 0, \quad (63)
$$

and

$$
\langle (J^B_z)^2 \rangle |k_A|t^A\rangle = \frac{1}{8} (2k_A(N - 2k_A) + N). \quad (64)
$$

This leads to a quantum conditional Fisher information of

$$
F^B_Q[|SD^{A \otimes B}_{J^A_z, J^B_z}, J^B_z]\rangle = 4 \sum_{k_A=0}^{N/2} p(k_A) J^B_z((J^B_z)^2)_{k_A|t^A}\rangle = \sum_{k_A=0}^{N/2} \frac{1}{N+2} (2k_A(N - 2k_A) + N) = \frac{1}{12} N(4 + N). \quad (65)
$$

By comparison with Eq. (59), which yields $\text{Var}[J^B, J^B_z] = \frac{1}{48} N(4 + N)$, we notice that the upper bound $F^B_Q[|SD^{A \otimes B}_{J^A_z, J^B_z}, J^B_z]\rangle = 4\text{Var}[J^B, J^B_z]$ [see Eq. (11) in the main text] is indeed saturated by this choice of measurement. This shows that no other measurement by Alice could yield a higher average sensitivity on Bob’s side. The measurement of $J^A_z$ is optimal for assisted metrology with split twin Fock states as it achieves the maximum in the definition of $F^B_Q[|SD^{A \otimes B}_{J^A_z, J^B_z}, J^B_z]\rangle$ [see Eq. (5) in the main text].

**B. Splitting a Dicke state into two modes**

We now focus on a preparation of split Dicke states by a beam splitter operation. Consider a Dicke state with $k$ excitations in the modes $a$ and $b$, described as

$$
|D_{k_A}\rangle = \frac{(a^\dagger)^k (b^\dagger)^{N-k}}{\sqrt{k!(N-k)!}} |0\rangle. \quad (66)
$$
By sending this state onto a beam splitter with ratio \( p : 1 - p \), both modes are split by into two modes as

\[
\begin{align*}
a^\dagger &= \sqrt{p}a^\dagger_A + \sqrt{1-p}a^\dagger_B, \\
b^\dagger &= \sqrt{p}b^\dagger_A + \sqrt{1-p}b^\dagger_B.
\end{align*}
\]

As a consequence of the partition noise, the total number of particles in each mode fluctuates. By expanding the binomials that appear upon inserting (67) into (66), this state can be written as

\[
|\text{SD}_{k,N,p}\rangle = \sum_{k_{\text{min}}}^{k_{\text{max}}} \sum_{k_{\text{min}}}^{N-k} \sqrt{k!(N-k)!} \left( \frac{p}{1-p} \right)^{N-k} \left( \frac{1-p}{1-p} \right)^{k_{\text{min}}-k_{\text{max}}} |k\rangle_N |k\rangle_{N-k} \otimes |k-k\rangle_{N-N_k},
\]

where \(|k\rangle_N\) is an eigenstate of the spin-\(N/2\) observable \(J^z_A\), and similarly for subsystem \(B\).

Alice's measurements of \(J^z\) or \(J^z_B\), provide simultaneous information about the spin quantum number and the number of particles \(N_A\), whose observable commutes with all spin components. Typically, after a suitable rotation of the state, one measures how many spins point up/down, such that the information about the total number of particles is provided simultaneously. Alice could ignore the information provided by \(N_A\), but this coarse-graining would lead to sub-optimal results for the conditional variance and quantum Fisher information; see Sec. I.

1. **Alice measures \(J^z_A\), Bob measures \(J^z_B\)**

A measurement of \(J^z_A\) with the result \(k\) for the magnetic quantum number \(k\) and \(N_A\) for the number of particles occurs with probability

\[
p(k_A, N_A | J^z_A) = \binom{N-k}{k_A} (1-p)^{N-k} p^{N_k}.
\]

for all \(k_{\text{min}} \leq k \leq k_{\text{max}}\) and with zero probability otherwise. This event produces the conditional state

\[
|\text{SD}_{k,N,p}k_A,N_AJ^z_A\rangle = |k-k\rangle_{N-N_k}.
\]

on Bob's side. Since these are eigenstates of \(J^z_B\) we obtain that

\[
\text{Var}_B[|\text{SD}_{k,N,p}\rangle, J^z_B] = 0.
\]

This reflects the fact that a measurement of \(J^z_A\) and \(N_A\) allows to predict with certainty the measurement results for \(J^z_B\) and \(N_B\).

2. **Alice measures \(J^z_A\), Bob estimates \(\theta\)**

For the estimation of a phase shift generated by \(J^z_A\), we consider measurements of \(J^z_A\), together with \(N_A\), with results \((k_A, N_A)\). A straightforward calculation shows that the event \((k_A, N_A)\) occurs with probability

\[
p(k_A, N_A | J^z_A) = p^{N_A}(1-p)^{N-N_A} \sum_{k_{\text{min}}}^{k_{\text{max}}} \binom{N-k}{k_A} (1-p)^{N-k} p^{N_k},
\]

for \(0 \leq N_A \leq N\) and \(0 \leq k_A \leq N_A\). Bob's conditional state in this case reads

\[
|\text{SD}_{k,N,p}k_A,N_AJ^z_A\rangle = \frac{1}{\sqrt{p(k_A, N_A | J^z_A)}} \sum_{k_{\text{min}}}^{k_{\text{max}}} \binom{k}{k_A} \binom{N-k}{N_A-k_A} \left( \frac{p}{1-p} \right)^{N-k} \left( \frac{1-p}{1-p} \right)^{k_{\text{min}}-k_{\text{max}}},
\]

(73)
These states have the expectation value
\[
\langle J^B_z \rangle_{k_A, N_A | p^A} = \sum_{k_{j_{0}} = k_{\text{num}}}^{k_{\text{num}}} \frac{1}{\sum_{k_{j_{0}} = k_{\text{num}}}^{k_{\text{num}}}} \left( k \right) \left( N - k \right) \left( k_A \right) \left( N_A - k_A \right) \left( k - k_A \right) \left( N - N_A \right) \left( k - k_A \right) \left( N - N_A \right) \frac{1}{2},
\]
and second moment
\[
\langle (J^B_z)^2 \rangle_{k_A, N_A | p^A} = \sum_{k_{j_{0}} = k_{\text{num}}}^{k_{\text{num}}} \frac{1}{\sum_{k_{j_{0}} = k_{\text{num}}}^{k_{\text{num}}}} \left( k \right) \left( N - k \right) \left( k_A \right) \left( N_A - k_A \right) \left( k - k_A \right) \left( N - N_A \right) \left( k - k_A \right) \left( N - N_A \right) \frac{1}{2},
\]
yielding the quantum Fisher information
\[
F_Q[ \{SD_{k_A, N_A} \}_{k_A, N_A | p^A}, J^B_z ] = 4 \text{Var}[ \{SD_{k_A, N_A} \}_{k_A, N_A | p^A}, J^B_z ] = 4 \langle (J^B_z)^2 \rangle_{k_A, N_A | p^A} - \langle J^B_z \rangle_{k_A, N_A | p^A}^2.
\]
This choice of measurements leads to the conditional Fisher information [see Eq. (54)]:
\[
F^{RA}[ \{SD_{k_A, N_A} \}_{k_A, N_A | p^A}, J^A_z, J^B_z ] = \sum_{k_A = 0}^{k_{\text{num}}} \sum_{N_A = k_A}^{N - k_A} p(k_A, N_A | J^A_z) F_Q[ \{SD_{k_A, N_A} \}_{k_A, N_A | p^A}, J^B_z ].
\]

3. Reduced quantum Fisher information and variance

Bob’s reduced state is given by
\[
\rho^B = \text{Tr}_A[ \{SD_{k_A, N_A} \}_{k_A, N_A | p^A}] = \sum_{k_A = 0}^{k_{\text{num}}} \sum_{N_A = k_A}^{N - k_A} \left( k \right) \left( N - k \right) \left( k_A \right) \left( N_A - k_A \right) \left( k - k_A \right) \left( N - N_A \right) \left( k - k_A \right) \left( N - N_A \right).
\]
It yields the average value
\[
\langle J^B_z \rangle^B = \sum_{k_A = 0}^{k_{\text{num}}} \sum_{N_A = k_A}^{N - k_A} \left( k \right) \left( N - k \right) \left( k_A \right) \left( N_A - k_A \right) \left( k - k_A \right) \left( N - N_A \right) \left( k - k_A \right) \left( N - N_A \right) \frac{1}{2}.
\]
For the second moment, we obtain
\[
\langle (J^B_z)^2 \rangle^B = \sum_{k_A = 0}^{k_{\text{num}}} \sum_{N_A = k_A}^{N - k_A} \left( k \right) \left( N - k \right) \left( k_A \right) \left( N_A - k_A \right) \left( k - k_A \right) \left( N - N_A \right) \left( k - k_A \right) \left( N - N_A \right) \frac{1}{2}.
\]
and the variance reads
\[
\text{Var}[\rho^B, J^B_z] = \frac{N}{4} p(1 - p).
\]
Since the state is again diagonal in the eigenbasis of $J^B_z$, we obtain
\[
F_Q[\rho^B, J^B_z] = 0.
\]
The data shown in Fig. 4 shows that the measurement of $S^A_z$ is again optimal for a split twin Fock state, as the conditional Fisher information (77) reaches its upper bound (82).
IV. BIPARTITE PURE STATES

A. Witnessing with a fixed $H$

For a shared pure state we can use the saturation of the inequalities labeled by (*) in (11), to express the condition (6) for LHS models as $4 \text{Var}[\rho^B, H] \leq F_Q[\rho^B, H]$, whereas in general, this inequality holds in reverse. Hence, steering in this scenario is revealed whenever $4 \text{Var}[\rho^B, H]$ and $F_Q[\rho^B, H]$ do not coincide. Even for a fixed $H$ (i.e. without optimisation), this condition is close to being a faithful witness of steering: it is satisfied precisely when $H$ is constant on the support of $\rho$. This follows from Lemma 1 below.

**Lemma 1.** $F_Q[\rho, H] = 4 \text{Var}[\rho, H]$ if and only if $\Pi_\rho H \Pi_\rho \propto \Pi_\rho$, where $\Pi_\rho$ is the projector on the support of $\rho$.

**Proof.** Using the spectral decomposition $\rho = \sum_i p_i |i\rangle\langle i|$, we can express

$$\text{Var}[\rho, H] = 2 \sum_{i \neq j} \frac{p_i p_j}{p_i + p_j} |H_{ij}|^2 + \left[ \sum_i p_i H_{ii}^2 - \left( \sum_i p_i H_{ii} \right)^2 \right],$$

where the second bracketed term, and the terms in the first sum, are all non-negative. When this quantity vanishes, we therefore see that the off-diagonals $H_{ij} = 0$ whenever $p_i, p_j \neq 0$. In addition the bracketed term must vanish, and this is simply the variance of the diagonals $H_{ii}$ in the distribution $p_i$. This variance vanishes if and only if the $H_{ii}$ are constant over the range of $i$ such that $p_i \neq 0$. Since

$$\Pi_\rho = \sum_{i, p_i \neq 0} |i\rangle\langle i|,$$

$$\Pi_\rho H \Pi_\rho = \sum_{i, j, p_i, p_j \neq 0} H_{ij} |i\rangle\langle j|,$$

these conditions can be equivalently expressed neatly as $\Pi_\rho H \Pi_\rho \propto \Pi_\rho$. \hfill \Box

As will be shown in Section V, varying over $H$ can make this witness faithful. When Bob’s system is a qubit ($d = 2$), without loss of generality we can take the observable to be a Pauli matrix: $H = n.\sigma$, and then

$$F_Q^{BA}[\psi^{AB}, n.\sigma] = 8 \left( 1 - \text{Tr}[\rho^B]^2 \right),$$

which is a function of the purity of $\rho^B$ and notably independent of the direction $n$. 
B. Optimal measurements

In the case of an overall pure state, it is also possible to determine the optimal measurements needed on Alice’s side:

**Theorem 1.** i) For a shared pure state $\psi^{AB}$, an optimal measurement for Alice to achieve $F_Q^{AB}[A, H]$ is

$$|\tilde{x}_k^*\rangle := \frac{1}{\sqrt{d}} \sum_{l=0}^{d-1} e^{2\pi i k l / d} |x_l^*\rangle,$$

(87)

where $|x_l\rangle$ are the eigenstates of

$$X := \sqrt{\rho^B} H \sqrt{\rho^B} - \langle H \rangle_\rho \rho^B,$$

and $*$ denotes complex conjugation in the Schmidt basis of $\psi^{AB}$.

ii) Similarly, an optimal measurement to achieve $\text{Var}_Q^{AB}[A, H]$ is $|y_k\rangle$, where $|y_k\rangle$ are the eigenstates of the operator

$$Y := \sum_i \frac{2 \sqrt{p_i p_j}}{p_i + p_j} H_{ij} |i\rangle \langle j|.$$

(89)

**Proof.** We follow the proof of Ref.23, which found a construction for the optimal pure state ensemble in the concave roof of the variance, but stopped short of giving explicit expressions. As shown there, it is sufficient to find a basis in which the diagonals of $X$ vanish. We show that the basis $|\tilde{x}_k\rangle$ (Fourier transformed with respect to the eigenbasis of $X$) is such a basis. First note that $\text{Tr} X = 0$, then writing the spectral decomposition $X = \sum_i x_i |x_i\rangle \langle x_i|$

$$\langle \tilde{x}_k | X | \tilde{x}_k \rangle = \frac{1}{d} \sum_{l,m} e^{2\pi i k (m-h)/d} \langle l | X | m \rangle$$

$$= \frac{1}{d} \sum_l x_l = 0.$$

(90)

The remainder proceeds as in Ref.23, which we include for completeness. The optimal ensemble is constructed by $\sqrt{q_k} |\psi_k\rangle := \sqrt{\rho} |\tilde{x}_k\rangle$ (where we write $\rho^B = \rho$ for brevity). It follows that $q_k = \langle \tilde{x}_k | \rho | \tilde{x}_k \rangle$, and that this is indeed a valid ensemble decomposition for $\rho$:

$$\sum_k q_k |\psi_k\rangle \langle \psi_k| = \sum_k \sqrt{\rho} |\tilde{x}_k\rangle \langle \tilde{x}_k| \sqrt{\rho} = \rho.$$

(91)

Now we have

$$0 = \langle \tilde{x}_k | X | \tilde{x}_k \rangle = \langle \tilde{x}_k | \left( \sqrt{\rho} H \sqrt{\rho} - \langle H \rangle_\rho \rho \right)$$

$$= q_k \langle \psi_k | H | \psi_k \rangle - \langle H \rangle_\rho \langle \tilde{x}_k | \rho | \tilde{x}_k \rangle,$$

(92)

so $\langle \psi_k | H | \psi_k \rangle = \langle H \rangle_\rho$ whenever $q_k \neq 0$. Thus

$$\sum_k q_k \text{Var}[\psi_k, H] = \sum_k q_k \langle H^2 \rangle_{\psi_k} - \sum_k q_k \langle H \rangle_{\psi_k}^2$$

$$= \langle H^2 \rangle_\rho - \langle H \rangle_\rho^2 = \text{Var}[\rho, H],$$

(93)

thus providing the concave roof of the variance.

The measurement basis for Alice to steer Bob into this ensemble follows straightforwardly. Using the Schmidt decomposition $|\psi\rangle_{AB} = \sum_i \sqrt{p_i} |i\rangle |\tilde{x}_k\rangle$, the measurement basis for Alice is $|\tilde{x}_k\rangle$, where $*$ denotes complex conjugation in the Schmidt basis. This is seen from

$$\langle \tilde{x}_k^* | A \rangle |\psi\rangle_{AB} = \sum_l \sqrt{p_l} |l\rangle \langle l | \tilde{x}_k\rangle^*$$

$$= \sum_l \sqrt{p_l} |l\rangle \langle l | \tilde{x}_k\rangle$$

$$= \sqrt{\rho} |\tilde{x}_k\rangle$$

$$= q_k |\psi_k\rangle.$$

(94)

The corresponding statement for $\text{Var}_Q^{AB}$ is similarly given by the optimal convex roof ensemble found in Ref.23, namely $\sqrt{q_k} |\psi_k\rangle = \sqrt{\rho} |y_k\rangle$. Exactly as above, the measurement required to steer into this ensemble is given by complex conjugation in the Schmidt basis. □
V. MAXIMAL AND AVERAGE VIOLATION

Here, we define two quantities involving variation over the generator, namely the maximal and the average violation of the main inequality:

\[
S_{\text{max}}(\mathcal{A}) = \max_{H_1, ..., H_{4d^2}} \left[ \frac{1}{4} F_{Q}^{B_A}[\mathcal{A}, H] - \text{Var}_{Q}^{B_A}[\mathcal{A}, H] \right]^+, \tag{95}
\]

\[
S_{\text{avg}}(\mathcal{A}) = (d^2 - 1) \left[ \int d\mu [\mathcal{A}, H] - \text{Var}_{Q}^{B_A}[\mathcal{A}, H] \right]^+, \tag{96}
\]

where \([\cdot]^+ = \max(0, \cdot)\) denotes the positive part, and the \(H_i\) provide a basis of \(\text{SU}(d)\) generators satisfying \(\text{Tr}[H_i] = 0\), \(\text{Tr}[H_i H_j] = \delta_{i,j}\), and \(\mu\) is the uniform measure over the sphere of unit vectors \(|n| = 1\).

Note that both quantities are invariant under unitaries on Bob’s side. This is immediately evident for \(S_{\text{max}}\). To see it for \(S_{\text{avg}}\), we express the action of some \(U\) on the generators as \(U^\dagger H_i U = \sum_j R_j H_j\). This action preserves the Hilbert-Schmidt inner product between generators, from which it is found that \(R\) must be an orthogonal matrix. Thus \(U^\dagger (n \cdot H) U = (R^T n) \cdot H\). Using

\[
F_{Q}^{B_A}[U^B \mathcal{A} U^B\dagger, n \cdot H] = F_{Q}^{B_A}[\mathcal{A}, U^\dagger (n \cdot H) U] = F_{Q}^{B_A}[\mathcal{A}, (R^T n) \cdot H],
\]

and similarly for \(\text{Var}_{Q}^{B_A}\), it follows that the integral over \(n\) is invariant.

We now compute both quantities for a joint pure state \(\psi^{AB}\).

**Theorem 2.** For a joint pure state \(\psi^{AB}\), we have

\[
S_{\text{max}}(\psi^{AB}) = \lambda_{\text{max}} \left[ \text{diag}(\rho) - \rho \rho^T \right], \tag{98}
\]

\[
S_{\text{avg}}(\psi^{AB}) = \sum_{i \neq j} p_i p_j \left( 1 + \frac{2}{p_i + p_j} \right), \tag{99}
\]

where \(p_i\) are the eigenvalues of \(\rho^B\) and \(\lambda_{\text{max}}[M]\) is the largest eigenvalue of a given matrix \(M\).

**Proof.** From the Methods section, we have,

\[
\frac{1}{4} F_{Q}^{B_A}[\psi^{AB}, H] - \text{Var}_{Q}^{B_A}[\psi^{AB}, H] = \text{Var}[\rho^B, H] - \frac{1}{4} F_{Q}[\rho^B, H]. \tag{100}
\]

This quantity has been studied by Tóth\textsuperscript{41}, who shows that

\[
\text{Var}[\rho, H] - \frac{1}{4} F_{Q}[\rho, H] = 2 \sum_{i \neq j} \frac{p_i p_j}{p_i + p_j} |H_{ij}|^2 + \left[ \sum_{i} p_i H_{ii}^2 - \left( \sum_{i} p_i H_{ii} \right)^2 \right], \tag{101}
\]

and computes the average needed for \(S_{\text{avg}}\).

For \(S_{\text{max}}\), we turn (101) into a matrix expression. We encode the components \(H_{ij}\) into a vector whose first \(d\) components are the diagonals and remaining \((d-1)/2\) components are the off-diagonals:

\[
v = (H_{11}, H_{22}, \ldots, \sqrt{2} H_{12}, \sqrt{2} H_{13}, \ldots) \tag{102}
\]

such that \(|v|^2 = \sum_i |H_{ij}|^2 = \text{Tr}[H^2] = 1\). Similarly define a matrix \(M = M_D \oplus M_O\) split into diagonal and off-diagonal parts:

\[
[M_D]_{i,j} = \delta_{i,j} p_i - p_i p_j, \tag{103}
\]

\[
[M_O]_{i,j,\ell,k} = \delta_{i,\ell} \delta_{j,k} \left( \frac{2 p_i p_j}{p_i + p_j} \right). \tag{104}
\]

We then see that

\[
\text{Var}[\rho, H] - \frac{1}{4} F_{Q}[\rho, H] = v^TMv \Rightarrow S_{\text{max}}(\psi^{AB}) = \lambda_{\text{max}}[M]. \tag{105}
\]
Finally, we will show that \( \lambda_{\text{max}}[M] = \lambda_{\text{max}}[M_D] \geq \lambda_{\text{max}}[M_O] \). Note that the diagonals of \( M_O \) are the harmonic means of each pair of \( p_i, p_j \), (\( i \neq j \)), and so

\[
\lambda_{\text{max}}[M_O] = \frac{2p_1p_2}{p_1 + p_2} =: m_* ,
\]

where without loss of generality we have ordered \( p_1 \geq p_2 \geq \cdots \geq p_d \). Note that \( m_* \geq p_2 \).

From the Weyl inequalities on eigenvalues\(^{42}\) (Theorem III.2.1), we can bound

\[
\lambda_{\text{max}}[M_D] \leq \lambda_{\text{max}}[\text{diag}(p)] + \lambda_{\text{max}}[-pp^T] = p_1 ,
\]

\[
\lambda_{\text{max}}[M_D] \geq \lambda_2[\text{diag}(p)] + \lambda_{d-1}[-pp^T] = p_2 ,
\]

where \( \lambda_k \) denotes the \( k \)th largest eigenvalue. So we have \( p_2 \leq \lambda_{\text{max}}[M_D] \leq p_1 \) — we will now obtain a stronger lower bound. Let us inspect the eigenvector condition \( M_Dw = mw \):

\[
p_iw_i - \sum_j p_jw_j = mw_i \quad \forall i
\]

\[
\Rightarrow w_i = \frac{p_i\hat{w}}{p_i - m} , \quad \hat{w} = \sum_j p_jw_j ,
\]

This determines the eigenvector corresponding to the eigenvalue \( m \). Multiplying by \( p_i \) and summing over \( i \),

\[
\hat{w} = \sum_i \frac{p_i^2\hat{w}}{p_i - m}
\]

\[
\Rightarrow \hat{w} = 0 \text{ or } \sum_i \frac{p_i^2}{p_i - m} = 1 .
\]

Now \( \hat{w} \neq 0 \) or else we would have \( w = 0 \) by (109). Therefore \( m \) satisfies \( g(m) := \sum_i p_i^2/(p_i - m) = 1 \). The function \( g \) is strictly increasing in regions where it is continuous:

\[
g'(m) = \sum_i \frac{p_i^2}{(p_i - m)^2} > 0 .
\]

Evaluating \( g(m) \) from (106),

\[
g(m_*) = \frac{p_1^2}{p_1 - 2p_1p_2/(p_1 + p_2)} + \frac{p_2^2}{p_2 - 2p_1p_2/(p_1 + p_2)}
\]

\[
+ \sum_{i>2} p_i^2/\left( p_i - m_* \right)
\]

\[
= (p_1 + p_2) \left( \frac{p_1}{p_1 - p_2} + \frac{p_2}{p_2 - p_1} \right) + \sum_{i>2} \frac{p_i^2}{p_i - m_*}
\]

\[
= p_1 + p_2 + \sum_{i>2} \frac{p_i^2}{p_i - m_*}
\]

\[
\leq p_1 + p_2 \leq 1 ,
\]

since \( m_* \geq p_2 \geq p_3 \geq \ldots \). We are working in the region \( p_2 \leq m \leq p_1 \) as shown above, in which \( g \) is continuous and thus strictly increasing. So in order to have \( g(m) = 1 \), it must be that \( m \geq m_* \). In other words, \( \lambda_{\text{max}}[M_D] \geq \lambda_{\text{max}}[M_O] \). \( \Box \)

For pure states, steering is equivalent to entanglement, therefore any steering measure must reduce to an entanglement measure when evaluated on pure states.
FIG. 5. Steering quantifiers for pure bipartite states. A plot of the quantities $S_{\text{avg}}$ (blue) and $S_{\text{max}}$ (orange) for a pure state with Schmidt coefficients $x$, $y$, $1 - x - y$. Apart from the extreme points, they coincide at $x = y = 1/3$, corresponding to the maximally entangled state with $d = 3$.

**Corollary 1.** $S_{\text{avg}}$ is a full entanglement measure for pure states. $S_{\text{max}}$ is a faithful witness of entanglement for pure states, but not a monotone under LOCC.

**Proof.** It is easy to see that $S_{\text{avg}}$ vanishes if and only if $p_i p_j = 0 \forall i \neq j$, i.e. $p_1 = 1$, $p_2 = p_3 = \cdots = 0$, meaning that $\rho^B$ is pure.

A function $f(\rho^B)$ satisfies strong monotonicity under LOCC if and only if (i) $f$ is a symmetric function of the eigenvalues of $\rho^B$, (ii) $f$ is expansible (meaning that zero eigenvalues can be appended without changing the value) and (iii) $f$ is concave. Properties (i) and (ii) are evident from the expression (99), while (iii) follows from concavity of $V$ and convexity of $F_Q$.

$S_{\text{max}}$ vanishes if and only if $\psi^{AB}$ is separable, and it is a symmetric, expansible function of $p$. However, it is not an entanglement monotone, since its maximal value is attained for $p = (1/2, 1/2, 0, \ldots)$ (observed numerically; see Fig. 5), which in $d > 2$ does not correspond to the maximally entangled state. □

For general mixed states, the values in Theorem 2 are upper bounds to $S_{\text{avg}}$, $S_{\text{max}}$. 