Lefschetz thimbles decomposition for the Hubbard model on the hexagonal lattice
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In this article we study the properties of the Lefschetz thimbles decomposition for the Hubbard model on the hexagonal lattice both at zero chemical potential and away from half-filling. We start from the detection of saddle points, for real and complex-valued fields. A Schur complement solver and the exact computation of the derivatives of the fermion determinant are employed. These technical improvements allows us to look at lattice volumes as large as $12 \times 12$ with $N_e = 256$ steps in Euclidean time, in order to capture the properties of the thimbles decomposition as the thermodynamic, low temperature and continuum limits are approached. Different versions of the Hubbard-Stratonovich (HS) decomposition were studied and we show that the complexity of the thimbles decomposition is very dependent on its specific form. In particular, we demonstrate the existence of an optimal regime, with a reduced number of thimbles becoming important in the overall sum. In order to check these findings, we have performed quantum Monte Carlo (QMC) simulations using the holomorphic gradient flow to deform the integration contour into the complex plane. Several benchmark calculations were made on small volumes ($N_e = 8$ sites in space), albeit still at low temperatures and with the chemical potential tuned to the van Hove singularity, thus entering into a regime where standard QMC techniques exhibit exponential decay of the average sign. The results are compared versus exact diagonalization (ED), and we demonstrate the importance of choosing an optimal form for the HS transformation to avoid issues associated with ergodicity. We compare the residual sign problem with the state-of-the-art BSS(Blankenbecler, Scalapino and Sugar)-QMC and show that the average sign can be kept substantially higher using the Lefschetz thimbles approach.
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I. INTRODUCTION

One of the most widely used paths to study, non-perturbatively, the physics of strongly coupled quantum systems, in a fully ab-initio manner is through Monte Carlo simulations of the Feynman path integral. For some systems, the Euclidean formulation of the functional integral yields a real, positive-definite action whose evaluation can be performed using importance sampling. It often occurs, however, that the action is complex. Relevant examples of such systems abound in disparate branches of physics. The theory of the strong interactions, quantum chromodynamics (QCD), exhibits a complex action at finite baryon density [1, 2]. The study of the QCD phase diagram is essential to the understanding of the quark-gluon plasma, a strongly-coupled fluid which exists above the deconfinement transition, as well addressing deep questions in astrophysics and cosmology. Currently, these phases of matter are actively studied experimentally at several collider facilities, including RHIC and LHC. Additional examples from high-energy physics which are well-known to exhibit a complex action include gauge theories with the addition of a theta term, Chern-Simons theories, and matrix models which provide a non-perturbative definition of string theories.

The sign problem also impedes ab-initio studies of many-body systems. The physics of Feshbach resonances in atomic Fermi gases, frequently realized in the laboratory and modeled with the unitary Fermi gas (UFG) is one prominent example [3–5]. A well-studied example from condensed matter is the Hubbard model. Despite its simplicity, the Hubbard model captures the physics of the Mott metal-insulator transition as well as high-temperature superconductors [6, 7]. On a bipartite lattice at half-filling, the Hubbard model is free from the sign problem due to particle-hole symmetry. However, as soon as frustration or non-zero chemical potential appear in the Hamiltonian, one is faced with the sign problem. In fact, it could be argued that the majority of interesting systems is plagued by the sign problem. A key result, due to Troyer and Wiese [8], states that the sign problem is an NP-complete problem in a generic, Ising spin-glass system. It follows that a general solution to all sign problems is an unlikely proposition.

There are several approaches one can take to dealing with the problem. The most naive approach to deal with a system exhibiting a complex action is to absorb the imaginary part of the action in the observable and sample according to the real part of the action. This method is known as reweighting and is based on the following
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identity

$$\langle O \rangle = \frac{1}{Z} \int D\Phi O[\Phi] e^{-S[\Phi]} = \frac{\int D\Phi O[\Phi] e^{-S[\Phi]}}{\int D\Phi e^{-S[\Phi]}}$$

$$= \frac{1}{Z_{pq}} \int D\Phi O[\Phi] \frac{e^{-S_R[\Phi]}}{e^{-S_R[\Phi]}} e^{-S_R[\Phi]} = \langle O_{-iS_I} \rangle_{S_R} \langle O_{-iS_I} \rangle_{S_R},$$

(1)

where $S = S_R + iS_I$, the ratio $e^{-S[\Phi]}/e^{-S_R[\Phi]}$ is the reweighting factor, and

$$Z_{pq} = \int D\Phi e^{-S_R[\Phi]}$$

is the phase quenched partition function. The angular brackets in (1) denote an ensemble average with respect to the measure $D\Phi e^{-S_R}$. Although this sequence of expressions is nothing more than a rewriting of the standard thermal ensemble average, the practical calculation of observables using reweighting is exponentially difficult due to the sign problem. The technical issue at hand is the overlap of the ensemble sampled according to $S_R$ and the original ensemble that involves the entire action. A physical meaning can be attached to this difficulty by considering the average sign, $(e^{-iS_I})_{S_R}$, which can be understood as a ratio of two partition functions

$$\frac{Z}{Z_{pq}} = e^{-\beta V \Delta f}.$$

(3)

In (3) we have introduced the spatial volume $V$, inverse temperature $\beta$, and $\Delta f$, which is the free energy density difference between the two ensembles. Although $\Delta f$ is formulation dependent, one cannot cure the exponential scaling using naive reweighting. In any Monte Carlo calculation, the error on the mean scales with the computational time, $T_{CPU}$, as $1/\sqrt{T_{CPU}}$. Thus, in order to have the error on the average sign less than the value of the average sign itself, we must require that $T_{CPU} \gg e^{2V \Delta f}$.

Recently, much progress has been made by complexifying the fields of systems suffering from the sign problem. For some systems, it has been demonstrated that this approach can alleviate or even eliminate the severe sign problem of the original formulation. This idea, which can easily be demonstrated in simple, one-dimensional integrals, has found nice applications in several non-trivial physical systems. One successful approach along the previously mentioned lines is complex Langevin dynamics.[9–16] Another method, which we use in this study is the method of Lefschetz thimbles.

Originally introduced in [17, 18], it was not long after that lattice gauge theory practitioners sought to apply these methods to QCD at finite baryon density [19]. Pioneering studies using Lefschetz thimbles were performed on the relativistic Bose gas for lattices volumes up to $V = 8^4$, showing good agreement with complex Langevin simulations [20–22]. Several other studies have investigated a variety of other systems displaying a sign problem including $O(n)$ sigma models [23], chiral random matrix ensembles [24], and the $U(1)$ one-link model using techniques borrowed from reweighting [25]. A significant hurdle was overcome as several groups extended the method of Lefschetz thimbles to interacting fermions in $0 + 1$ dimensions as well as at a single site [26–31]. The successful application of these methods was then subsequently extended to field theories of strongly interacting fermions in both $1 + 1$ as well as $2 + 1$ dimensions [32–35]. Short description of the results presented in this article originally appeared in our previous letter [36]. In subsequent preprint [37] an alternative approach to deal with ergodicity issues was applied for Hubbard model simulations with thimbles formalism. Albeit, there is a big difference in the regimes studied by the two groups. In [36] and in this paper, low temperature limit of the Hubbard model was studied, while the authors of [37] reported results for significantly higher temperatures and thus of milder sign problem for BSS (Blankenbecler, Scalapino and Sugar)-QMC has an average sign greater than 0.6 in the whole range of parameters studied in their paper. On the other hand, both in [36] as well as in this article, we are addressing the region of strong sign problem where BSS-QMC, even with an optimal setup, experiences an exponential decay of the average sign.

We start with a short introduction to the formalism, and proceed with a detailed general study of the saddle points, which is an essential ingredient of the method. In this section, we extend the previous study and explore the dependence of these saddles on volume, the Hubbard coupling $U$, and chemical potential. We then discuss at length the algorithm used to generate configurations away from half-filling. Finally, we report on the results of our Monte Carlo calculations over manifolds in complex space and show the average sign problem can be substantially increased even in comparison with BSS-QMC.

II. Lefschetz Thimbles Formalism

Let us first consider the complexification of the fields appearing in the functional integral (1), $\Phi \in \mathbb{C}^N$. This amounts to a shift of the contour of integration into complex space. We are allowed to do so, as Cauchy’s theorem tells us that one can choose any appropriate contour in complex space as long as the integral still converges and no poles of the integrand are crossed during this shift. As we will demonstrate, both of these conditions are satisfied. We now introduce one particularly useful representation, known as the Lefschetz thimbles decomposition of the partition function [17, 18],

$$Z = \int_{\mathbb{R}^N} D\Phi e^{-S[\Phi]} = \sum_{\sigma} k_{\sigma} Z_{\sigma},$$

where

$$Z_{\sigma} = \int_{I_{\sigma}} D\Phi e^{-S[\Phi]},$$

(4)
and $\sigma$ labels all complex saddle points $z_\sigma \in \mathbb{C}^N$ of the action, which are determined by the condition
\[
\frac{\partial S}{\partial \Phi} \bigg|_{\Phi = z_\sigma} = 0.
\]
(5)

The integer-valued coefficients $k_\sigma$, are the intersection numbers and $I_\sigma$ are the Lefschetz thimble manifolds attached to the saddle points $z_\sigma$. These manifolds, defined below, are the generalization of the contours of steepest descent in the theory of asymptotic expansions. We stress that if the saddle points are non-degenerate ($\det(\partial^2 S/\partial \Phi \partial \Phi) \big|_{\Phi = z_\sigma} \neq 0$) and isolated, the relation (4) holds (for a generalization to the case of gauge theory see [18]).

The Lefschetz thimble manifold associated with a given saddle point is the union of all solutions of the following differential equation
\[
\frac{d \Phi}{dt} = \frac{\partial S}{\partial \Phi},
\]
known as the gradient flow (GF) equations, which satisfy the following boundary condition: $\Phi \in I_\sigma : \Phi(t \to -\infty) \to z_\sigma$. Just as we made an analogy between the thimble and the contour of steepest descent, there is a second manifold associated with each saddle point which is analogous to the contour of steepest ascent. This manifold is known as the anti-thimble, $K_\sigma$, and consists of all possible solutions of the GF equations (6) which end up at a given saddle point $z_\sigma$: $\Phi \in K_\sigma : \Phi(t) = \Phi, \Phi(t \to +\infty) \to z_\sigma$. The intersection number $k_\sigma$ is defined by counting the number of intersections of $K_\sigma$ with the original integration domain: $\mathbb{R}^N, k_\sigma = \langle K_\sigma, \mathbb{R}^N \rangle$.

It is worth noting that thimbles and anti-thimbles are both real, $N$-dimensional manifolds embedded in $\mathbb{C}^N$. We now state two key properties of the thimbles, which follow from (6) coupled with the fact that the action, $S$, is regarded as a holomorphic function of the complex fields. These properties are that the real part of the action, $\text{Re}S$, monotonically increases along the thimble, starting from the saddle point and the imaginary part of the action, $\text{Im}S$, stays constant along it. The first property is essential in guaranteeing the convergence of the individual integrals in (4), while the second one obviously makes the method attractive with regards to weakening the sign problem. Using these crucial properties, it follows that neither thimbles nor anti-thimbles can intersect each other, no two saddle points can, in general, be connected by a thimble (with the very important exception which is discussed below), and all integrals on the r.h.s. of (4) are convergent.

As a result of the above discussion, it follows that (4) can be written as
\[
Z = \sum_\sigma k_\sigma e^{-i\text{Im}S(z_\sigma)} \int_{I_\sigma} D\Phi e^{-\text{Re}S(\Phi)},
\]
(7)
where we have explicitly written out the complex factors associated with different saddle points. Usually, thimbles can be classified as being either “relevant” or “irrelevant” using the intersection number. Relevant ones have their intersection number, $k_\sigma$, being nonzero and thus participate in the sum in (7). Conversely, a thimble is irrelevant if it has a zero intersection number. However, this classification can fail if the so-called Stokes phenomenon occurs for saddle points lying within $\mathbb{R}^N$. By definition, it means that the saddle points are connected by a thimble. In this case, $k_\sigma$ is not well-defined and we need other tools in order to classify the saddle points. An example of such a situation will be demonstrated later on when we will study actual saddle points for the Hubbard model.

As one can see, the initial sign problem has been split into two parts. The first part concerns the constant phase factors, $e^{-i\text{Im}S(z_\sigma)}$. The number of relevant thimbles, their weight, and the distribution of the imaginary part of the action at corresponding saddles define the remaining severity of the first part of the sign problem. An ideal situation arises when this sum only contains one dominant term. The second part of the sign problem relates to the fluctuations of the complex measure, $D\Phi$, in the integration over the thimble. Both of these sign problems will be addressed below. We start with a thorough search for and classification of saddle points and then we will give an estimate for the fluctuations of the complex measure.

### III. THE MODEL

We consider the Hubbard model on the hexagonal lattice at finite chemical potential. At half-filling, this model is known to exhibit a semimetal-to-insulator transition ([38, 39]). Furthermore, the particle-hole symmetry at half-filling helps to identify and characterize the thimbles and saddle points before we increase the chemical potential. We start from the form of the Hamiltonian written in the particle-hole basis in order to have a manifestly positive-definite weight for the Hubbard field configurations at half filling
\[
\hat{H} = -\kappa \sum_{(x,y)} (\hat{a}^+_x \hat{a}_y + \hat{b}^+_y \hat{b}_x + h.c) + \frac{U}{2} \sum_x \hat{q}^2_x + \mu \sum_x \hat{q}_x,
\]
(8)
where $\hat{a}^+_x$ and $\hat{b}^+_x$ are creation operators for electrons and holes, $\hat{q}_x = \hat{n}_{x,e} - \hat{n}_{x,h} = \hat{a}^+_x \hat{a}_x - \hat{b}^+_x \hat{b}_x$ is the charge operator, $\kappa$ is the hopping parameter, $U > 0$ is the Hubbard interaction, and $\mu$ is the chemical potential. Due to the van Hove singularity present in the density of states, one can clearly identify the scale where new physics is expected: $\mu = \kappa$ (see [40] and references therein). Special attention will be paid to this value of $\mu$ in the calculations that follow, since it is also the region with the most severe sign problem, as can be seen from the test calculations made with BSS-QMC (see Fig. 1).

The next step in constructing the path integral formulation of the model is to introduce the Trotter decompo-
where \( \tilde{K} \) is the collection of all bilinear fermionic terms in \( \tilde{H} \), and \( \tilde{H}_U \) is the interaction part of the full Hamiltonian. Here we have introduced \( \delta \), which specifies the discretization of Euclidean time, \( N_\tau \delta = \beta \), where \( N_\tau \) constitutes the Euclidean time extent of the lattice. Below, we will refer to \( \beta \) in the units of inverse hopping.

One can obtain an additional, nonphysical, degree of freedom in the Hamiltonian, by applying the following identity to the interaction term

\[
\frac{U}{2} \tilde{q}_x^2 = \frac{\alpha U}{2} q_x^2 - \frac{(1 - \alpha)U}{2} S_x^2 + (1 - \alpha)U S_x, \tag{10}
\]

where \( S_x = n_{x,\text{el}} + \tilde{n}_{x,\text{h}} \) is the spin operator. We can now simultaneously introduce two continuous auxiliary fields by applying the standard Hubbard-Stratonovich transformations to each four-fermion term in (10),

\[
e^{-\beta \tilde{H}} \approx e^{-\delta \tilde{K}} e^{-\delta \tilde{H}_U} e^{-\delta \tilde{K}} e^{-\delta \tilde{H}_U} \ldots + O(\delta^2) \tag{9}
\]

The first four-fermionic term can be transformed into a bilinear using (11), and the second using (12). This is not the most general possible decomposition of four-fermionic terms into bilinear ones, but the one most commonly used in QMC algorithms with continuous auxiliary fields. This representation was first proposed in [42] and was also used in the recent papers [43, 44].

The details of the construction of the path integral are straightforward and can be found in [43, 45, 46]. Here we simply state the explicit form of the partition function which we have used in our calculations:

\[
Z_c = \int D\phi_{x,\tau} D\chi_{x,\tau} e^{-S_\alpha \det M_\text{el} \det M_\text{h}}, \tag{13}
\]

where the fermionic operators are given by

\[
M_{\text{el},\text{h}} = I + \prod_{\tau=1}^{N_\tau} \left[ e^{-\delta(h \pm \mu)} \text{diag} \left( e^{\pm i\phi_{x,\tau} + \chi_{x,\tau}} \right) \right]. \tag{14}
\]

In subsequent discussions, we denote the field coupled to charge density as \( \phi_{x,\tau} \), and the field coupled to spin density as \( \chi_{x,\tau} \). The full action, which is used in Monte Carlo sampling, involves both the bosonic action of the auxiliary fields as well as the logarithm of the fermionic determinants, \( S = S_\alpha - \ln(\det M_\text{el} \det M_\text{h}) \). The total number of auxiliary fields is equal to \( N = 2N_xN_\tau \) if \( \alpha \in (0, 1) \), so that both fields participate, and \( N = N_xN_\tau \) if \( \alpha = 0, 1 \), where only one type of field remains.

**IV. SADDLE POINTS STUDY**

**IV.1. Saddle points at half-filling**

Our goal is to study realistic lattice volumes in order to get a quantitative idea of how the thimbles decomposition (4) looks like when we approach both the thermodynamic limit in spatial volume and the continuous limit in Euclidean time. Unfortunately, at large lattice volumes, the fully analytical approach for finding saddle
FIG. 3. Distribution of the saddle points at half filling for a 6 × 6 lattice in the strong coupling regime with U = 5.0κ. Two cases are compared: (a) Nτ = 256 and (b) Nτ = 512 for fixed temperature β = 20.0. One can see that the distribution is almost identical and thus we can claim that we are close enough to the continuum limit in the Euclidean time direction.

points (as was done in [44] on lattices with up to four sites) does not work. Thus, in this study we are using a completely different approach which is partially based on importance sampling.

At half-filling this method starts with the generation of lattice configurations using standard hybrid Monte Carlo (HMC) techniques. After this, we numerically integrate the GF equations for each field configuration for a finite flow time, in order to reach the local minimum of the action. At half filling, when thimbles are bounded within \( \mathbb{R}^N \), the local minimum of the action always corresponds to a relevant saddle point. At the end of this sequence of steps, the distribution of lattice ensembles, taken after employing the GF procedure, gives an accurate characterization of the relevant saddle points at half-filling. Example of such a process is shown in Fig. 2. After generating configurations using HMC, one can observe the approach to the saddle point in our gradient flow routine. As noted, the real part of the action should monotonically decrease and eventually, at a certain flow time, converge to the value at the saddle. Some basic numerical improvements which allowed us to perform this kind of study on lattices with sizes up to 2 × 12 × 12 × 256 sites include the use of a Schur complement solver [47], and the computation of the exact derivatives of the fermionic determinants with respect to the auxiliary fields [48]. Due to the success of these algorithms, we can solve the GF equations exactly and efficiently, even for fermionic models on large lattices.

A possible source of systematic error in our lattice set up is the discretization in Euclidean time that results from the Trotter decomposition. Thus, we first checked that we have already effectively arrived at the continuum limit in Euclidean time. In Fig. 3, the plot shows the histogram of the distribution of the action for the field configurations after GF. As the initial configurations were generated using HMC, the height of each bar corresponds to the exact weight of the thimble attached to the corresponding saddle point whose value of the action is denoted by the position of the bar. In Fig. 3 we display the histograms for two lattice spacings at fixed β. The results are almost identical, and thus we can claim that with \( Nτ = 256 \) at \( \beta = 20 \), we are already close enough to the continuum limit in Euclidean time. This gives us confidence that our study of the features of the saddle points and thimbles is independent of the step size in Euclidean time. We will use the same style of plots to characterize the structure of the thimbles decomposition below.

We now proceed to study saddle points at different \( \alpha \). One important thing to note is that at half-filling, we cannot faithfully sample the path integral at the extreme values \( \alpha = 1.0 \) and \( \alpha = 0.0 \). In both cases (see [43, 44, 49]), the product of fermionic determinants is equal to the square of some real-valued function

\[
\det M_{cl}, \det M_{h,|\alpha=0,1;\mu=0} = F^2. \tag{15}
\]

Thus only one constraint, \( F = 0 \), needs to be satisfied in order to have both fermionic determinants equal to zero. It follows that the dimensionality of the manifolds on which the determinant vanishes is equal to \( N-1 \) and therefore they cut \( \mathbb{R}^N \) into disconnected regions. As a result, HMC cannot penetrate through these domain walls [43, 44, 49], and we cannot rely on it to generate an ergodic set of configurations. However, as was shown in [44] (one more example will also be shown below), even a small shift of \( \alpha \) from these extreme values is enough to restore ergodicity. We can thus safely use, e.g. \( \alpha = 0.01 \) and \( \alpha = 0.99 \) in order to gain an understanding of the thimbles decomposition when we have either a dominant spin-coupled field auxiliary field or a dominant charge-coupled auxiliary field, correspondingly.

We first study saddle points at \( \alpha = 0.01 \), when the spin-coupled field \( \chi_{x,\tau} \) is most important and \( \phi_{x,\tau} \) is always equal to zero at saddle points. The results are shown in Fig. 4 at different values of the interaction strength, which correspond to the semi-metal (SM) phase (\( U = 3\kappa \)), the region close to the phase transition (\( U = 3.8\kappa \)), and the antiferromagnetic (AFM) phase (\( U = 5.0\kappa \)). In all cases, there is a dominant saddle point corresponding to the smallest value of the action, but its dominance becomes less and less pronounced as we move towards the AFM phase. A more detailed study of saddles is presented in Fig. 5 for the case of large interaction strength, \( U = 5\kappa \). The lowest saddle (Fig. 5b) is just a mean-field solution which corresponds to \( \chi_{x,\tau} = \pm \chi_0 \), with the sign depending on the sublattice. All saddle points with higher values of the action possess instanton-
FIG. 5. Representative field configurations at saddle points for mostly spin-coupled auxiliary field at half filling ($\alpha = 0.01$). The $\chi$-field is shown, while the $\phi$-field is always equal to zero at these saddle points. (a) Distribution of saddle points for a $6 \times 6$ lattice with $N_x = 256$ at $U = 5.0\kappa$ and $\beta = 20.0$ (we repeat the histogram for $U = 5.0\kappa$ for reference). (b) The AFM mean-field saddle, which corresponds to the bar with the lowest value of the action in the histogram. (c) Local instantons on the background of mean-field vacuum (peaks between $S = -440$ and $S = -400$ in the histogram). (d) Global mean-field instanton (peak at $S \approx -295$ in the histogram). (e) Saddle points with local violations of the structure of mean-field instanton ($S \approx -280$ in the histogram). In all cases, the $\chi$-field’s value is represented by the color of the world lines drawn in the Euclidean time direction emanating from each site on the hexagonal lattice. In (b)-(e), we have only depicted the part of the lattice where interesting features involving the $\chi$-field are found for simplicity.

Like structures. Examples are shown in the Figures 5c-e. One can see in (c), how one can have, at a given site, virtually instantaneous tunneling of the value of $\chi$ between $+\chi_0$ and $-\chi_0$ and back again, where $\chi_0$ is the same as in the mean-field configuration. In these configurations, the tunneling occurs locally both in space and in time. However, there are cases such as (d), where the tunneling from $\pm\chi_0$ to $\mp\chi_0$ occurs all across the lattice in space at some Euclidean time $\tau_0$, and at a later time $\tau_1$, the fields return to their original configuration. Thus we have two “global instantons”. Finally, we have observed cases such as (e), where a similar pair of “global instantons” exists, with the caveat that the tunneling structure is violated locally in space. The identification of these examples with the action depicted in the histogram is described in the caption to Fig. 5.

Next, in Fig. 6 we display the results at a larger value of $\alpha$ where the auxiliary field which couples to charge-density starts to dominate and all saddle points are located at $\chi_{x,\tau} = 0$. The latter fact automatically ensures that the structure of the saddle points is completely different from the one at small $\alpha$. The histograms for the same three couplings show that the situation improves and that the construction of the saddle points is now more regular since they are equally spaced in action. Comparison of $6 \times 6$ and $12 \times 12$ lattices (Fig. 6a-c and Fig. 6d-f) shows that the number of saddles appearing in the histogram increases with the increasing volume, particularly at larger values of the coupling $U$. However, the general structure of saddle points remains essentially the same. This situation is demonstrated the Fig. 7. Here we have taken a $6 \times 6$ lattice with $N_x = 512$ at $U = 5\kappa$, as an example (corresponding histogram is shown in the Fig. 3b). However, the same field configurations were observed at saddle points for other $U$, $N_x$ and also at a volume of $12 \times 12$. For all histograms, shown here for $\alpha = 0.9$ (Fig. 6), the first bar corresponds to the vacuum saddle $\phi_{x,\tau} = \chi_{x,\tau} = 0$. The next bar corresponds to the localized field configurations shown in Fig. 7-1a. These localized features come in two types, differing only in the sign of the $\phi_{x,\tau}$ field: $\phi_{x,\tau} \to -\phi_{x,\tau}$. We will refer to these structures as “blob” and “anti-blob” in the subsequent discussion. The third bar in the histograms for $\alpha = 0.9$ corresponds to the three combinations one can construct out of two of these localized objects: blob-blob, blob-anti-blob and two anti-blobs, where the objects are located at some spatial separation on the lattice. Two examples are shown in Fig. 7-2a and 7-3a. All further saddle points consist of more complicated combinations of increasing number of blobs/anti-blobs that are localized somewhere within the lattice. The single blob shown in Fig. 7-1a has an action given by $S_1 = S_0 + \Delta S$, where $S_0$ is the action of the trivial vacuum. Both configurations in Fig. 7-2a and 3a have actions given by $S_2 \approx S_0 + 2\Delta S$ to a very high precision. It follows that the actions of $n$-blob configurations should be concentrated around $S_n = S_0 + n\Delta S$, for reference). (b) The
FIG. 7. Representative field configurations at saddle points for mostly charge-coupled auxiliary field at half filling ($\alpha = 0.9$, $6 \times 6$ lattice with $N_x = 512$ at $U = 5.0\kappa$ and $\beta = 20.0$, corresponds to the histogram (b) in the figure 3). The $\chi$-field is always equal to zero, while the modulus of the $\phi$-field is shown as the width of a blob at a given spatial lattice site and time step in Euclidean time. For clarity, we only draw world lines if $|\phi| > \epsilon$, with $\epsilon$ some suitably small threshold. In order to make the position of the world lines clear with respect to the spatial lattice, we also draw their projections on the $\tau = 0$ plane. The vacuum field configuration corresponds to all fields equal to zero. This saddle corresponds to the bar at lowest action in the histogram 3b. (1a) The lowest non-trivial saddle point corresponds to the bar at $S \approx -1891$ in the histogram 3b. This field configuration is clearly localized, and serves as an elementary quantum to construct further saddle points with higher actions. (2a,3a) Two saddle points which correspond to the third bar in the histogram 3b (located at $S \approx -1884$, the bar can not be seen due to the scale). Plots (1b, 1c) show the evolution with $\tau$ of the equal-time fermionic propagator $g(x, y, \tau)$ for the one-blob saddle point shown in (1a). One of the endpoints $x$ is located at the center of the blob (marked with blue square in the projection onto $\tau = 0$ plane). The two other endpoints $y$ are marked with a violet and a red triangle in the projection. They correspond to the plots (1b) and (1c) (drawn in the same colors as the corresponding triangles). The same rule is applied to the plots (2b,2c,2d) and (3b,3c): they demonstrate the properties of equal-time fermionic propagators with respect to the saddle points shown in (2a) and (3a), respectively.
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by the open circle).

FIG. 9. Example of the Stokes phenomenon at half-filling if

there are only two auxiliary fields. We display the isolines of

the action for the case when the relevant saddle point (local

minima, denoted by the star) is accompanied by the irrele-

vant one and the zero of determinant (top part of the plot, denoted

by the open circle).

with the width of the distribution steadily widening with

increasing $n$. This is due to that fact that as the density

of blobs increases, they are no longer well-separated and

start to interact with each other.

These single and multi-blob configurations have con-

sequences for the fermions, as we attempt to illustrate

in Fig. 7. We first define the equal-time fermion Green’s

function in position-time representation

\[ g(x, y, \tau) = -\langle \hat{a}_x(\tau) \hat{a}^\dagger_y(\tau) \rangle, \]

where we have written the expression for particles and an

analogous expression exists for the holes. We compute

this expression on a given saddle point configuration, for

fixed spatial positions $x$ and $y$ as a function of $\tau$. This

quantity forms a closed curve in the complex plane due

to periodic boundary conditions for the auxiliary fields.

Furthermore, for certain locations of the source and sink,

this curve exhibits a non-trivial winding around the ori-

gin in the complex plane. We define the winding number of

the propagator for a given source and sink location as follows

\[
W(x, y) = \frac{1}{2\pi i} \oint_{\gamma} \frac{dz}{z} g(x, y, \tau) \frac{\partial g(x, y, \tau)}{\partial \tau} d\tau,
\]

where in the first equality we have used $z = g(x, y, \tau)$ and $\gamma$ refers to the closed curve swept out by the propagator in the complex plane. For the one-blob configuration in

Fig. 7, we have plotted the Green’s function contour for two different sinks, with the source fixed at the center of the

blob. In Fig. 7-1b, the sink is located on the opposite sublattice of the source and shows a non-trivial winding number of $+1$, while in Fig. 7-1c the sink is located on the same sublattice of the source and shows a trivial winding of 0. We thus see that there exists a correlation between fermion winding number, saddle points, and sublattice symmetry.

We have observed that, for the multi-blob configurations, blobs with the same sign lie on the same sublattice while blobs with opposite signs lie on opposite sublattices. The latter is depicted in Fig. 7-2a where we have a configuration containing a blob-anti-blob pair, and in Fig. 7-2b and 7-2c we observe the same correlation between sublattice symmetry and fermion winding number that was observed for one-blob configuration. However, in 7-2d, we see a non-trivial winding number of $+2$ where the sink and source were taken to be the centers of the two blobs. A two-blob configuration is depicted in 7-3a, where again, the winding number is trivial for source and sink on the same sublattice (Fig. 7-3b). The winding number is non-trivial and equal to $-1$ for source and sink on different sublattices (Fig. 7-3c). We note that winding number $\pm 2$ was not observed for the two-blob configuration. We assume that a similar correlation exists between the winding number and the construction of saddle point configurations with a larger number of (anti-)blobs, and thus the winding number can be used for the classification of saddle points. However, we have left the detailed study of this point to future work.

One expects that the dependence of the thimbles decomposition on the Hubbard coupling should reflect the changing physics in the strong-coupled phase. The dependence of the real part of the action of the various saddles on the coupling $U$ at half-filling is shown in Fig. 8 for the case where the charge-coupled Hubbard field dominates ($\alpha = 0.9$). In order to track the location of the saddles in a continuous manner we have used the GF in the downwards direction after small shifts of the on-site interaction $U$. This means that we start from saddle points at large $U$, then slightly decrease $U \rightarrow U - \delta U$ and search for the new locations of the local minima by starting GF from the old saddles. This procedure is repeated to cover
Fig. 10. (a) The distribution of saddle points at half filling for $\alpha = 0.99$. Results are shown for $6 \times 6$ lattice with $N_e = 256$ and $\beta = 20.0$, $U = 3.8c$. The situation again becomes substantially worse: non-vacuum saddle points play a significant role. (b) Quite the opposite situation is observed at $\alpha = 0.8$. In this case, we see only one saddle point even in the case of larger, $12 \times 12$ lattice with the same $N_e$, $\beta$ and $U$.

Fig. 11. (a) General schematic illustration of the algorithm which searches for complex saddle points (1D case): $c_0$ is the initial position, segment $c_1 - c_2$ corresponds to the downward flow, segment $c_2 - c_3$ corresponds to the upward flow and so on. (b) Example of search processes for a $2 \times 2$ lattice with $N_e = 256$, $\beta = 20.0$, $U = 2.0c$, $\mu = \kappa$ and $\alpha = 1.0$: shorter process converges to vacuum saddle point and longer one shows convergence to non-vacuum localized saddle point. (c) Example search process for a $6 \times 6$ lattice with $N_e = 256$, $\beta = 20.0$, $U = 2.0c$, $\mu = \kappa$ and $\alpha = 0.9$: it illustrates the case when the process collides with a zero of the determinant on the way, seen in the large spikes for both the real and imaginary parts. The y-axis in figures (b) and (c) labels the sum of the squares of the first derivatives of $\text{Re}S$ with respect to the real or imaginary parts of the fields at each site.

The desired interval of $U$. We have found that sometimes the profiles obtained in this way experience sharp decays into the vacuum saddle. This behavior implies that the corresponding saddle point becomes irrelevant.

Before we proceed further, the last point needs to be clarified. Usually, a thimble and its corresponding saddle point are classified as “relevant” if their intersection number, $k_{\sigma}$, is nonzero. However, things can be different if the so-called Stokes phenomenon occurs. This situation implies that several saddles are now connected by one thimble. Here we consider this situation at half-filling, when there is no sign problem and all relevant thimbles and saddle points are confined within $\mathbb{R}^N$. In this case, all eigenvectors of the Hessian matrices, $\Gamma_{\sigma}$, for saddles located within $\mathbb{R}^N$ have their components either purely real or imaginary. At the local minimum of the action within $\mathbb{R}^N$, which is a relevant saddle point, all real eigenvectors of $\Gamma_{\sigma}$ correspond to positive eigenvalues. However, it can happen that some $N_{\sigma} > 0$ real eigenvectors correspond to negative eigenvalues of $\Gamma_{\sigma}$. This situation is illustrated in Fig. 9. Because the thimbles attached to local minima cover the entire $\mathbb{R}^N$, saddles which have at least one real eigenvector corresponding to a negative eigenvalue of $\Gamma_{\sigma}$, do not participate in the sum (7), and thus are irrelevant. Simply counting the intersection points is impossible in this case as $\dim(\mathbb{R}^N \cap K_{\sigma}) = N_{\sigma} > 0$ for such saddles. The decay of a saddle, if we start from a slightly shifted field configuration, means that a negative eigenvalue of $\Gamma_{\sigma}$ with a corresponding real eigenvector has appeared. It then follows that this situation indeed corresponds to the transition between relevant and irrelevant status for the saddle point.

Using these ideas we can interpret from Fig. 8 that at small coupling, the trivial vacuum is the only relevant saddle. As we move to larger coupling, multiple non-trivial relevant saddles appear and above $U \approx 3.4c$, we see three of them which are evenly spaced. Thus, we should expect that, at fixed and large $\alpha$, more and more non-trivial multi-blob saddles become relevant once we approach AFM phase. This interpretation is also supported by the previous histograms 6.

Finally, in Fig. 10a we show how the situation becomes worse as we further increase the parameter $\alpha$, thus suggesting that there exists a “sweet spot” which possesses
an advantageous structure for the thimbles decomposition. This regime is illustrated in Fig. 10b, where even for large lattices \((12 \times 12)\) at \(U = 3.8\kappa\) (which corresponds to the AFM phase transition), only the vacuum saddle contributes at \(\alpha = 0.8\). One can compare this situation with that depicted in Fig. 6c. A more detailed study of this regime is made below, accompanied by the study of saddles points away from half-filling.

IV.2. Saddle points at nonzero chemical potential

Away from half-filling one can not rely on the naive application of the GF equations in order to find the saddle points. This is due to the fact that the downward GF ends up on a saddle point only if the initial configuration was exactly on the corresponding thimble. Since we can not generate those configurations (at least without prior knowledge about the saddle points), another method should be employed. We use a procedure similar to Powell’s method of search for local minima. The algorithm is illustrated schematically in Fig. 11a, for a single complex field. The minimization procedure consists of alternating GF steps for constant imaginary and real parts of the field. The even iterations consist of GF in the downward direction with fixed \(\text{Re}\Phi_j = \Phi_j^{(R)}\), where \(\Phi_j \equiv \Phi_j^{(R)} + i\Phi_j^{(I)}\) represents both complex auxiliary fields. The flow stops when it reaches the local minimum. The odd iterations consist of upward GF with fixed \(\text{Im}\Phi_j = \Phi_j^{(I)}\) and terminate when a local maximum or zero of determinant has been reached, where \(\text{Re}S \rightarrow \infty\). The convergence can be controlled by monitoring the quantity, \(\Sigma_{D,\text{Re}/\text{Im}} \equiv \sum |\text{dRe}S/\partial \Phi_j^{(R/I)}|^2\) (with the sum running over all sites in the spatial and temporal directions) after each iteration, with \(\Sigma_{D,\text{Re}}\) reaching the level of numerical precision (typically \(10^{-10}\)) during even iterations and \(\Sigma_{D,\text{Im}}\) during odd iterations (assuming the flow did not collide with a zero of determinant). Some examples are shown in Fig. 11b and Fig. 11c. In the former, one can see two examples of the iterations on a \(2 \times 2\) lattice. Here we see that one converges into the vacuum saddle, which is uniformly shifted into the complex plane \((\text{Re}\Phi\equiv \text{Re}\chi\equiv \text{Im}\chi\equiv 0,\text{Im}\phi = \phi_0)\), while the other converges into a non-trivial saddle, which is non-uniform both in space and Euclidean time. The latter figure demonstrates an example for a \(6 \times 6\) lattice, where the iterations collided with a zero of the determinant on the way, but nevertheless converged.

Away from half-filling, the initial configurations were generated using a phase quenched HMC, using the algorithms already described in [48]. Thus, only the absolute value of \(\ln|\text{det}(M_{\alpha\beta})|\) was taken into account during the Monte Carlo procedure. Usually, the initial configurations are generated along some contour in \(C^N\), uniformly shifted from \(\mathbb{R}^N\), in order to approach the thimble. This is not surprising as we have found that this constant shift into complex space applies to the vacuum saddle at \(\mu \neq 0\). The procedure of using a constant shift was performed at \(\alpha = 0.8\) and \(\alpha = 0.9\), where the charge-coupled field dominates. If \(\alpha = 0\), the thimbles and saddles again lie within \(\mathbb{R}^N\), since both fermionic determinants are real. However, as discussed previously, this property of the fermionic determinants leads to a loss of ergodicity for HMC. Thus, in order to explore the case when the spin-coupled field dominates, we use small \(\alpha = 10^{-4}\) and generate configurations without a shift into the complex plane. Even such a small, nonzero value of \(\alpha\) is enough to restore ergodicity, as one can see in the inset in Fig. 12. This inset shows the history of \(\text{arg}S\) during one trajectory in HMC update. If \(\alpha = 0\), all thimbles have \(\cos\text{arg}S = \pm 1\) again due to the fact that \(\text{det}(M_{\alpha\beta}) \in \mathbb{R}\). Thimbles with different signs are separated by zeros of the determinants, since they are branching points of the logarithm. Here we have a small but nonzero \(\alpha\), and thus the \(\cos\text{arg}S\) only approaches \(\pm 1\). A sharp transition is observed in the inset in Fig. 12 which shows us that the algorithm still can tunnel between different thimbles. This tunneling was in fact quite frequent, observed in more than half of the Monte Carlo updates. This is a further assurance that the HMC is ergodic.

Another concern regarding our GF procedure is the convergence of the alternating iterations. Unfortunately, the procedure we have used does not converge for an arbitrary saddle. The criterion for the convergence of the procedure can be derived from the fact that the distance to the saddle point should decrease after a full round of four iterations. The exact formulation can be expressed in terms of the Hessian matrix \(\Gamma = \begin{pmatrix} A & C \\ C & B \end{pmatrix}\).
The Hessian is written in terms of $2 N_\sigma N_\tau \times 2 N_\sigma N_\tau$ blocks $A_{i,j} \equiv \partial^2 \text{Re} S / \partial \Phi_i^{(R)} \partial \Phi_j^{(R)}$, $B_{i,j} \equiv \partial^2 \text{Re} S / \partial \Phi_i^{(I)} \partial \Phi_j^{(I)}$, and $C_{i,j} \equiv \partial^2 \text{Re} S / \partial \Phi_i^{(R)} \partial \Phi_j^{(I)}$. Using these matrices, the minimization procedure is guaranteed to converge if both $A$ and $-B$ are positive-definite, and each of the eigenvalues, $\lambda_i$, of the matrix $A^{-1}CB^{-1}C$, which characterizes the update of the fields after two subsequent iterations, satisfy

$$|\lambda_i| < 1.$$  \hspace{1cm} (18)

The latter is actually a constraint on $|\arg \partial_i \partial_j S|$. If all of the second derivatives are real, $C = 0$, and thus $|\lambda| = 0$. If $|\arg \partial_i \partial_j S|$ increases, with $A$ and $(-B)$ still remaining positive-definite, the thimble in the vicinity of the saddle point is no longer parallel to $\mathbb{R}^N$, but starts to “rotate” in complex space. In the 1D case illustrated in Fig. 11a, $|\lambda| < 1$ simply means that $|\arg \partial^2 S|_{z_i} < \pi / 4$.

We again start from small $\alpha$, which corresponds to a dominant spin-coupled field. In this case, all saddle points are located at $\phi_{x,r} = 0$ and $\text{Im} \chi_{x,r} = 0$ with their phases $\cos \arg S = \pm 1$. Results are shown in Fig. 12, separately for positive and negative saddles. In general, we observed a very large variety of saddles with non-uniform structures both in space and time. It is almost impossible to characterize them, since their actions form a quasi-continuum distribution. Furthermore, positive and negative saddles almost compensate each other in this case (see histograms in [36]), and thus the residual sign problem stemming from the phase factors in eq. (4) is quite strong. The qualitative explanation for such behavior can be derived from the schematic illustrations in Fig. 13. At half filling, the fermionic determinants for electrons and holes are identical for $\alpha = 0.0$, thus the sign problem is absent, but, according to the previously mentioned results (see Fig. 4, 5) we have many thimbles in $\mathbb{R}^N$, separated by zeros of the determinants. Once the chemical potential shifts from zero, the two determinants are no longer identical, the domain walls between thimbles are split, and “negative” thimbles immediately appear along the borders between “positive” thimbles. Since we observe a large variety of thimbles at half-filling, the situation can only become worse at $\mu \neq 0$.

Results for large $\alpha$ are shown in Fig. 14. At $\alpha = 0.9$ the distribution of both $\text{Re} S$ and $\text{Im} S$ show the same characteristic behaviour as it was at half filling (Fig. 6) with saddle points located equidistantly in action. The difference is that the step in the action is now a complex number. More precisely, the properties of the saddle points can be understood from Fig. 15, which shows the evolution of the saddle points as one goes away from half-filling. We see a continuous evolution of the same system of blocks and anti-blocks. The difference between them in $\text{Re} S$ remains constant (Fig. 15a), while $\text{Im} S$ increases and blob and anti-blob configurations acquire opposite phases. As obvious from our previous discussion, the general rule for the approximate action of saddle point is $S_{n_1,n_2} = S_0 + n_1 \Delta S + n_2 \Delta S$, where $n_1$ is number of blobs and $n_2$ is the number of anti-blobs in the configuration. An interesting consequence is that not only the vacuum, but also configurations with equal number of blobs and anti blocks have $\text{Im} S = 0$, which effectively decreases the complexity of the sign problem.

As we go to finite chemical potential we can also attempt to visualize the saddle point configurations. Unlike Fig. 7, where the field is real, we plot the configuration in the complex plane with each point representing the value of the field at a given lattice site for $\alpha = 0.9$ (Fig. 16). In these plots, the vacuum configuration is the trivial vacuum with an added constant, volume-independent shift of the imaginary part. In Fig. 16a, we plot the configuration of a single anti-blob. The collection of points which extends furthest away from the vacuum all come from the localized region of space and time surrounding the center of anti-blob. In Fig. 16a, where we display a blob-anti-blob pair, we see that we have have two such collections of points extending away from the vacuum in opposite directions. Each collection comes from the region of space surrounding the centers of blob or anti-blob respectively. An illustration of the effect of finite-volume on the non-trivial saddles is depicted in Fig. 16c for a $2 \times 2$ lattice where, for a single blob, the structure of the distribution of the field values is distorted as compared to Fig. 16a.

In the sweet spot regime at $\alpha = 0.8$, we detect again only the vacuum saddle (Fig. 14c). In principle, such sit-
FIG. 16. Field configurations at saddle points for mostly charge-coupled auxiliary field at finite chemical potential. (a,b) 6 × 6 lattice with α = 0.9, U = 3.8κ (these plots correspond to the histograms (a) and (b) in the Fig. 14); (c) 2 × 2 lattice with α = 1.0 and U = 2.0κ, displayed here to show how the non-trivial saddle point looks like in the situation where we perform HMC with GF. The other parameters are Nτ = 256, µ = κ, β = 20.0. The χ-field is always equal to zero, and the complex values of all φ-fields are projected onto a single complex plane. The vacuum-field configuration corresponds to all φ-fields uniformly shifted into the complex plane along the imaginary axis. The saddle points, which are separated in action from the vacuum, for the 6 × 6 lattice preserve generally the same localized structure shown in the Fig. 7, with the shifts of the imaginary parts of the fields from the vacuum value following the shift of the real parts.

FIG. 17. Results of the study of α-dependence of saddle points are shown. (a) Example of the χ-flow from the disturbed saddle point in two cases: when the saddle point is relevant and when it is irrelevant. (b) Example of a full flow (both fields vary) originating from the disturbed non-vacuum saddle point when it is irrelevant and the flow ends up in the trivial vacuum. (c) Summary of results at half-filling. Fields at the end of the flow are shown. The mean-field saddle point for the spin-coupled auxiliary field appears only at α = 0.7...0.8 while typical non-vacuum saddle points for the charge-coupled field become relevant only at α ≈ 0.9. (d) Decay of non-vacuum saddle points in the case of µ = κ. Results are shown for a 6 × 6 lattice with Nτ = 256 and β = 20.0, U = 3.8κ.

saddles, which do not satisfy the convergence condition (18) can be missed. However, subsequent QMC calculations support the conclusion that the regime around α = 0.8 is indeed better for simulations than α → 1.0.

The optimal regime around α = 0.8 is studied in Fig. 17. We start from half-filling in Fig. 17c. The lower boundary of this region in α corresponds to the splitting of the vacuum saddle into two mean-field saddles. This splitting is observed by launching GF from a slightly perturbed vacuum (Gaussian noise added to φx,τ and χx,τ). If χx,τ returns to zero, the vacuum is stable, otherwise the final value of χx,τ is non-zero, since the flow arrives at the mean-field saddle point. This is what we see in the χ-profiles for the mean-field saddles in Fig. 17c both for 6 × 6 and 12 × 12 lattices. The jump upwards corresponds to the appearance of the mean-field saddle and marks the lower boundary of the optimal regime. The upper boundary is determined by the decay of the nontrivial saddles into vacuum, analogous to what was observed in Fig. 8. We use the symmetry, S(φx,τ, χx,τ) = S(φx,τ, -χx,τ), and the fact that the saddles are located at χx,τ = 0 for large α. The Hessian matrix is block-diagonal in this case as ∂2S/∂χx,τ∂φx,τ = 0. Because it is enough to find at least one instability (negative eigenvalue of Γ, with real eigenvector), we can study the relevance of saddles separately for φ- and χ-directions. It can be done in two different ways, which should lead to identical re-
sults. The first is the calculation fully analogous to the one made for Fig. 8: we start from large \( \alpha \), slightly decrease it and launch GF in downwards direction for both fields, \( \phi_{x,\tau} \) and \( \chi_{x,\tau} \). At sufficiently small \( \alpha \) we see the decay of the saddle into vacuum (example of the flow history for the fields at one particular site is shown in Fig. 17b). Thus, we can plot the dependence of \( \phi_{x,\tau} \) after the flow on \( \alpha \) and a sharp drop to zero will mark the transition of a non-trivial saddle into an irrelevant one. This approach, however, does not allow us to understand, in which block of the Hessian matrix does the negative, “unstable” eigenvalue appear. Alternatively, one can first use GF, restricted to the \( \phi \) fields in order to find the saddle after a small shift of \( \alpha \). No instability was found in this case, and the non-trivial saddles can be found for all values of \( \alpha \). Finally, we use these saddles, add noise to the \( \chi \) fields, and launch the GF, restricted to \( \chi \) fields for these configurations. In this case, the instability manifests itself in a finite value of the \( \chi \) fields after the flow is performed (the configuration does not return to the initial saddle located at \( \chi_{x,\tau} = 0 \)). Thus, we can plot \( \chi \) field after the flow and the sudden appearance of a non-zero value signals the transition of the non-trivial, relevant saddle into an irrelevant one. Both approaches are demonstrated in Fig. 17c for \( 6 \times 6 \) and \( 12 \times 12 \) lattice. At \( \alpha \approx 0.89 \), the final value of \( \chi \) after the flow for \( \chi \) fields jumps upwards. Simultaneously, the final value of \( \phi \) fields goes down to the level of numerical errors (typically around \( 10^{-10} \)). This signals an instability in the \( \chi \)-channel, and thus the non-trivial saddle becomes irrelevant. Remarkably, the results depend neither on the type of saddle point nor on lattice size. We attribute this property to the localized nature of non-trivial saddle points at large \( \alpha \). An important observation is that the width of the “optimal regime” grows with increasing system size, since the lower border shifts to smaller \( \alpha \) for the \( 12 \times 12 \) lattice. This lends strong support to the existence of this regime in the thermodynamic limit.

A similar set of calculations was performed for \( \mu = \kappa \), where we have used GF restricted to \( \text{Re} \chi \). The plot in Fig. 17a demonstrates how the flow switches from the stable regime to eventual decay. We essentially observe the same behavior for the non-vacuum saddles at large \( \alpha \) (Fig. 17d): all non-trivial field configurations are unstable in the \( \text{Re} \chi \) direction if \( \alpha < 0.89 \). This suggests that at \( \alpha > 0.89 \), the non-vacuum saddles shift into complex space with increasing \( \mu \), remaining relevant, while at \( \alpha < 0.89 \) they begin from irrelevant ones at \( \mu = 0 \) and move into complex space for \( \mu \neq 0 \), remaining irrelevant. These situations are depicted in the schematic drawings in Fig. 18, where both relevant and irrelevant saddle points are shown at half-filling and at \( \mu \neq 0 \). Another possibility is that the saddles acquire a more “vertical” orientation with decreasing \( \alpha \) (as shown in Fig. 19(a)). It can happen that the GF along \( \text{Re} \chi \) can take us away from zero also in this case. However, there are additional arguments against this based on the results of our HMC over manifolds in complex space at different \( \alpha \) described in the next section.

V. HMC WITH GRADIENT FLOW

Following [32], we perform the sequence of deformations of the integration contour, which can be summarized by

\[
Z = \int_{\mathbb{R}^N} D\Phi e^{-S[\Phi + i\Phi_0]} = \int_{\mathbb{R}^N} D\Phi e^{-S[\Phi]} \det J. \tag{19}
\]

The general idea behind these deformations is shown in the schematic illustration of Fig. 19(b). First, we perform a uniform shift into the complex plane, but only for the charge-coupled field: \( \phi \to \phi + i\phi_0 \). We work at large \( \alpha \), and this uniform shift moves onto the thimble attached to the vacuum saddle (see Fig. 16) in the Gaussian approximation. Below we will denote this shift as \( \Phi \to \Phi + i\Phi_0 \). A further shift is made using the GF equations. The quantity \( \Phi \in \mathbb{C}^N \) is the result of the evolution of the field determined by (6), starting from the Gaussian thimble \( \Phi + i\Phi_0, \Phi \in \mathbb{R} \) with flow time \( T \). At this stage, the complex-valued Jacobian of the transformation, \( J = D\Phi e^{-S[\Phi]} \), appears in the integral. The flow plays a dual role in the transformation. First, it defines, how close we can approach the thimble, and thus it regulates the fluctuations of Im\( S \). Second, if the flow time is too large, the flow lines can reach zeros of the determinant, which separate thimbles (see Fig. 19(b)). In this
case, the integration domain for the fields is again split into separate regions and as a result the Monte Carlo process can hardly be expected to be ergodic. Another contribution to the sign problem comes from the Jacobian, especially in the case of “vertically” oriented thimbles, as shown in Fig. 19(a).

We use the following strategy to sample the partition function (19): 1) The Jacobian is not taken into account in the Markov process employed to generate field configurations $\Phi$, and is left for the final reweighting; 2) The fields $\Phi$ are generated using HMC, according to the distribution $e^{-\text{Re}S(\Phi+\Phi_0)}$; 3) The fields $\Phi$ are computed through the gradient flow evolution. Several examples from the second stage of the process are shown in Fig. 20 for one particular site of the lattice. The second stage requires an additional comment. HMC employs global updates of the fields, using molecular dynamics (MD) governed by $H = \frac{1}{2} \sum_i p_i^2 + \text{Re}S(\Phi(\Phi + \Phi_0))$, where an artificial momentum, $p_i$, is introduced for each Hubbard field $\Phi_i$. In order to solve Hamilton’s equations, we need to compute the derivative $\partial \text{Re}S(\Phi(\Phi + \Phi_0))/\partial \Phi_i$. We calculate this quantity by shifting the initial fields $\Phi_i \rightarrow \Phi_i + \Delta \Phi$ and solving the GF equations for each shift. Examples of such calculations are shown in Fig. 21. These plots show that we can compute these derivatives to the same accuracy as the GF solution which is required in order to use the fields at the end of the flow. These calculations also give us immediate access to all elements of the Jacobian. In practice, however, we need the det $J$ only after the accept-reject step of the HMC procedure, while the trajectory typically consists of $O(10^5)$ steps. Thus,
the calculation of the Jacobian plays only a subdominant role in computational efforts. The overall scaling of the method is $C_1 \tilde{N}_{MD} \tilde{N}_{GF} N_s^4 N_t^2 + C_2 N_s^3 N_t^2$, where the first term corresponds to the HMC procedure used to generate field configurations and the second term accounts for the calculation of $\det J$ at the end of the trajectory. Here $\tilde{N}_{MD}$ refers to the number of steps in a MD trajectory which is typically $O(10^3)$, $\tilde{N}_{GF}$ refers to the number of steps in the integrator for GF equations which is typically $O(10^1)$, and $C_1$ and $C_2$ denote volume-independent constants. In what follows, we will refer to this algorithm as HMC-GF. Several examples of configurations of the $\Phi$ fields, generated with this algorithm, are shown in Fig. 22.

The Jacobian is left for the final reweighting, and thus the observables are computed using the following expression

$$\langle O \rangle = \frac{\langle e^{\mu (\text{Im}(-S + \ln \det J) + \text{Re} (\ln \det J))} \rangle}{\langle e^{\mu (\text{Im}(-S + \ln \det J) + \text{Re} (\ln \det J))} \rangle},$$

where the residual fluctuations of $\text{Im} S$ are also taken into account. The brackets $\langle \rangle$ denote the averaging over configurations generated with HMC-GF. We also take into account symmetries of the action in order to further improve the ergodicity of our set of field configurations, generated with HMC-GF

$$S(\phi_{x,\tau}, x_{\tau}) = \tilde{S}(-\tilde{\phi}_{x,\tau}, -\tilde{x}_{\tau}),$$

$$S(\phi_{x,\tau}, x_{\tau}) = S(\phi_{x,\tau}, -x_{\tau}).$$

The following metrics are used to estimate the severity of the sign problem: $\langle \text{cos(Im} S) \rangle$ and $\langle \text{cos(Im} \ln \det J) \rangle$ for configurations and the Jacobian respectively, and the joint sign $\Sigma_G = \langle \text{cos(Im}(-S + \ln \det J)) \rangle$. We also estimate the strength of the fluctuations of the Jacobian by computing $D_J$, the dispersion of $\text{Re} (\ln \det J)$.

The following choice is made for the parameters of the simulations: $2 \times 2$ lattice ($N_s = 8$), $N_t = 256$, $U = 2\kappa$, $\mu = \kappa$, $\beta = 20$. This lattice is small enough to make a comparison with finite-temperature ED possible, but large enough to host non-trivial saddle points at large $\alpha$ (see Fig. 16c), although their form is different from the ones appearing at larger lattice sizes. These saddles also experience decay along the $\text{Re} x$ direction at $\alpha \approx 0.8$, similar to the $6 \times 6$ and $12 \times 12$ lattices studied above. We find that $N_t = 256$ is large enough to probe both the low-temperature regime as well as the continuum limit in Euclidean time simultaneously. We further note that the state-of-the-art QMC algorithm for condensed matter systems, BSS-QMC, taken from the ALF package [41], experiences exponential decay of the average sign at these parameters, even in the optimal regime where the discrete auxiliary field is coupled to spin. It is thus apparent that the sign problem is already strong in this regime. We have also probed two different values of $\alpha$: $\alpha = 0.8$, so that only the charge-coupled field $\phi_{x,\tau}$ participates in the integral, and $\alpha = 0.8$ in order to probe the “optimal regime”, where only the vacuum saddle point was detected.

Our results for the computed observables are displayed in the table I while the study of the sign problem is summarized in Tab. II. We compute the kinetic energy, $\langle \tilde{K} \rangle$, and the nearest-neighbor correlation function for the first component of spin $\langle \tilde{S}_x^{(1)} \tilde{S}_y^{(1)} \rangle$. Results at $\alpha = 1.0$ substantially deviate from ED, while at $\alpha = 0.8$ the results of HMC calculation are in agreement with ED. This seems to imply that at $\alpha = 1.0$ ergodicity issues indeed appear as there are several relevant thimbles and thus GF collides with zeros of the determinant. Unfortunately, HMC can not tunnel through the barrier separating two thimbles in such situations. At $\alpha = 0.8$, however, ergodicity is restored. Moreover, we do not observe the growth of the fluctuations of the Jacobian, which should appear if GF approaches “vertically” oriented thimbles (Fig. 19(a)). This tells us that the thimbles attached to the non-vacuum saddles indeed become irrelevant or they are bypassed by the integration manifold constructed by GF. In both cases, these non-vacuum saddles are effectively unimportant at $\alpha \approx 0.8$.

We also collected smaller statistics for the same lat-

![Fig. 23. (a) Comparison of the sign problem in conventional HMC with real Hubbard fields and in HMC as a function of $\mu$. (b) Comparison of the sign problem in BSS-QMC and in HMC as a function of temperature at $\mu = \kappa$. Results are shown for a $2 \times 2$ lattice with $U = 2\kappa$, $N_t = 256$. $\alpha = 0.8$ for all HMC points.](image)
tice, but with $\beta = 30$ with $N_{c} = 384$ ($\alpha = 0.8$). We increased the flow time from $T = 0.05$ for $\beta = 20$ to $T = 0.08$ for $\beta = 30$ to keep fluctuations of $\text{Im}S$ roughly the same. The comparison of the sign problem as addressed by the different algorithms is shown in Fig. 23. One can see that the improvement in comparison with plain HMC for continuous fields running inside $\mathbb{R}^N$ is quite huge (Fig. 23a). In fact, we should point out that the van Hove singularity cannot be reached with this method at all, as the average sign decays too quickly with increasing chemical potential. The average sign is also improved in comparison with BSS-QMC, despite the fact that using naive reweighting without GF, this formulation has a substantially weaker sign problem then HMC with continuous fields. However, BSS-QMC has a scaling given by $N_{s}^{3}N_{r}$, which is substantially better than the dominant term $N_{s}^{2}N_{c}$ in the scaling for HMC-GF. Thus, at these particular parameters, we can still use naive reweighting (generating $\sim 10^{5}$ configurations) to achieve error bars which are smaller than the ones computed in HMC-GF with $\sim 10^{3}$ configurations.

We finally remark that the dispersion of the Jacobian is noticeable but in general does not cause large problems. We simply need larger statistics to compensate for these additional fluctuations. We have determined $D_{J} = 1.157$ for HMC with $\alpha = 1.0$ and $D_{J} = 1.011$ for HMC with $\alpha = 0.8$. However, we noticed that the properties of the Jacobian become worse at $\beta = 30$: $D_{J} = 1.68$ and $\langle \cos \arg J \rangle = 0.823 \pm 0.018$ in this case (compare it with $\alpha = 0.8$ case in Tab. II). Thus, at very low temperatures and, possibly, at larger system sizes, fluctuations of the Jacobian might become a problem.

VI. CONCLUSION

We have studied the thimble decomposition of the Hubbard model on the hexagonal lattice at various values of the interaction strength and chemical potential for different forms of the HS transformation, which combines both the spin- and charge-coupled auxiliary fields with different weights. At half-filling, in the case where spin-coupled field dominates, we have observed a large number of different saddle points with an instanton-like structure. Away from half-filling, this regime develops a strong sign problem due to a large amount of tines with opposite phases which almost compensate each other. If the charge-coupled field is dominant, the structure of the saddle points is more regular, as they are built from two basic building blocks (localized field configurations) both at zero chemical potential and away from half-filling. We have also observed an intermediate, “optimal” regime, where our method detected only one relevant saddle, even for a volume of $12 \times 12 \times 256$ at $\mu = 0$ as well as for a volume of $6 \times 6 \times 256$ at $\mu \neq 0$. These results show that the thimble decomposition for the Hubbard model strongly depends on the form of the HS transformation. Consequently, the residual sign problem also depends strongly on the aforementioned decomposition of the fields.

We have performed several benchmark HMC simulations for lattices with $N_{s} = 8$ and $N_{c}$ as large as 384. In the “optimal” regime, we were able to reach an agreement with ED, which suggests that the ergodicity issues and the sign problem can be simultaneously weakened. We were also able to obtain an average sign much larger than that obtained with conventional QMC techniques. This provides a solid proof-of-concept that the method of Lefschetz thimbles can substantially alleviate the sign problem in the regime of both low-$T$ and high-$\mu$ for the Hubbard model. In upcoming work we plan to address even larger spatial extents as well as other lattice geometries, such as the square lattice.
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