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Abstract

We prove the first mathematical result relating the Yang-Mills measure on a compact surface and the Yang-Mills energy. We show that, at the small volume limit, the scaled Yang-Mills measures satisfy a large deviation principle with a rate function which is expressed in a simple and natural way in terms of the Yang-Mills energy.

Introduction

The Yang-Mills measure is the distribution of a stochastic process indexed by paths on a smooth manifold and with values in a Lie group. This process is at a heuristical level the random holonomy process of a random connection on a principal bundle over the manifold, the connection being distributed according to the Gibbs measure of the Yang-Mills energy. This is usually expressed by the following inspiring but meaningless formula, where $S$ is the Yang-Mills energy, $T$ a positive real parameter, $Z_T$ a normalization constant and $P_T$ the Yang-Mills measure:

$$dP_T(\omega) = \frac{1}{Z_T}e^{-\frac{1}{2}T S(\omega)} d\omega.$$

In the case of a compact two-dimensional base manifold and compact structure group, two different constructions of the Yang-Mills measure are known. The first one proceeds by an infinite-dimensional approach [3, 15] and the second one by a finite-dimensional approach [9]. Neither of these constructions involve the Yang-Mills energy more than at an informal level, as a guide for the intuition. Both begin from the specifications given by physicists of certain characterizing properties of the distribution of the stochastic process, namely its finite-dimensional distributions, which physicists have of course derived from the Yang-Mills energy, but by some non-rigorous arguments. These finite-dimensional distributions seem to have been first described by A. Migdal in [12] and they are also discussed in [23]. The papers [12] and [23] have thus far
played the role of a touchstone for the constructions of the Yang-Mills measure. Nevertheless, a
rigorous link between the measure and the energy was still lacking.

That the constructions of the Yang-Mills measure do not incorporate explicitly the Yang-
Mills energy is not more surprising for example than the fact that one can and usually does
decide Brownian motion without referring to the Sobolev $H^1$ norm. However, essential links
between the Wiener measure and the $H^1$ norm are attested for instance by Cameron-Martin’s
quasi-invariance theorem and Schilder’s large deviation principle.

The point of this paper is to relate at a mathematical level the Yang-Mills measure in two
dimensions and the Yang-Mills energy by a large deviation principle. We consider a base space
which is a compact surface $M$ with or without boundary and a structure group which is any
compact connected Lie group $G$. We choose a principal $G$-bundle $P$ over $M$ and consider the
space $H^1A(P)$ of $H^1$ connections on $P$, which is the most natural space of connections with
finite Yang-Mills energy. If $M$ has a boundary, we consider only those connections which satisfy
certain boundary conditions. Then, up to gauge transformations, we embed the space $H^1A(P)$
of $H^1$ connections into the canonical space of the random holonomy process and define a natural
non-negative functional $I_{YM}$ on this canonical space by extending the Yang-Mills energy by $+\infty$
outside the range of the embedding. The Yang-Mills measure, denoted by $P_T$, depends on a
positive parameter $T$ which is the total area of $M$. The main result of this paper says that, as
$T$ tends to 0 and for every measurable subset $A$ of the canonical space of the process, one has

$$\inf_{x \in A^0} I_{YM}(x) \leq \liminf_{T \to 0} T \log P_T(A) \leq \limsup_{T \to 0} T \log P_T(A) \leq -\inf_{x \in \overline{A}} I_{YM}(x),$$

where $A^0$ and $\overline{A}$ denote respectively the interior and the closure of $A$ with respect to the product
topology on the canonical space.

The paper is divided into four sections. In the first one, we give a precise statement of the
two main results, one for the case where $M$ has a boundary and one for the case where it is
closed. For this, we recall how the Yang-Mills measure is constructed in both cases, what Sobolev
connections are and then explain how the rate functions for the large deviation principles are
defined.

In the second section, we collect the technical properties of $H^1$ connections which we will
need at various stages of the proof. In particular, we study the holonomy that they determine,
the way they are transformed by gauge transformations, and check that they satisfy a classical
energy inequality.

In the third section, we prove the large deviation principles. The starting point is the
classical short-time estimate of the heat kernel on a compact Riemannian manifold, that we
apply to the group $G$. Then, we build a large deviation principle for the random holonomy
process by following step by step its construction described in [9, 10].

However, proving rather abstractly the existence of a large deviation principle is not enough
and we must, at each step, identify the rate function in terms of the Yang-Mills energy. Apart
from standard results from the theory of large deviations, this relies mainly on three technical
tools. The first one is the energy inequality mentioned above and of which we give a complete
proof in the appendix. The second one is a beautiful compactness theorem of K. Uhlenbeck
that we recall at the end of the second section. The third one is, as far as we know, original,
and asserts the existence of a connection of minimal energy with prescribed holonomy along the
edges of a graph on $M$. The proof that such a minimizer exists occupies the fourth and last
section of the paper.
1 The large deviation principles

1.1 The Yang-Mills measures

1.1.1 The space of paths

Let $M$ be an oriented compact connected surface, possibly with boundary. Let $\sigma$ be a volume $2$-form on $M$ consistent with the orientation. We will often identify $\sigma$ with its density which is a Borel measure on $M$. For technical purposes, let us assume that $M$ is endowed with a Riemannian metric whose Riemannian volume is the density of $\sigma$.

By an *edge* on $M$ we mean a segment of a smooth oriented $1$-dimensional submanifold. If $e$ is an edge, we call *inverse* of $e$ and denote by $e^{-1}$ the edge obtained by reversing the orientation of $e$. We also denote respectively by $c$ and $\overline{c}$ the starting and finishing point of $e$. Let $e_1, \ldots, e_n$ be $n$ edges. If, for each $i$ between $1$ and $n-1$, one has $\overline{c_i} = e_{i+1}$, then one can form the concatenation $e_1 \cdots e_n$. If moreover $f_1, \ldots, f_m$ are also edges which can be concatenated, we declare $e_1 \cdots e_n$ equivalent to $f_1 \cdots f_m$ if and only if there exists a continuous mapping $c : [0,1] \rightarrow M$ and two finite sequences $0 = t_0 < t_1 < \ldots < t_n = 1$ and $0 = s_0 < s_1 < \ldots < s_m = 1$ of real numbers such that, for each $i = 1 \ldots n$, the restriction of $c$ to the interval $[t_{i-1}, t_i]$ is a smooth embedding of image $e_i$ and, for each $j = 1 \ldots m$, the restriction of $c$ to the interval $[t_{j-1}, t_j]$ is a smooth embedding of image $f_j$. By a *path* we mean an equivalence class of finite concatenations of edges. We denote the set of paths by $PM$. Loops, starting and finishing points of paths, their concatenation, are defined in the obvious way. We say that a loop $e_1 \cdots e_n$ is *simple* if the vertices $e_1, \ldots, e_n$ are pairwise distinct. If $e$ is a path, we denote respectively by $c$ and $\overline{c}$ its starting and finishing point.

Let $l_1$ and $l_2$ be two loops. We say that $l_1$ and $l_2$ are cyclically equivalent if there exist two paths $c$ and $d$ in $PM$ such that $l_1 = cd$ and $l_2 = dc$. We call *cycle* an equivalence class of loops for this relation. Informally, a cycle is a loop on which one has forgotten the starting point. We say that a cycle is *simple* if its representatives are simple loops.

For any two paths $c$ and $c'$, denote by $\ell(c)$ and $\ell(c')$ their respective lengths and set $d_\infty(c,c') = \inf \sup_{t \in [0,1]} d(c(t), c'(t))$, where $d$ is the Riemannian distance on $M$ and the infimum is taken over all continuous parametrizations of $c$ and $c'$ by the interval $[0,1]$. The function $(c,c') \mapsto d_\infty(c,c') = d_\infty(c,c') + |\ell(c) - \ell(c')|$ is a distance on $PM$ (see [1], Lemmas 2.22, 2.23 and Remark 2.24) which depends on the Riemannian metric on $M$. However, since $M$ is compact, the topology induced by $d_\infty$ on $PM$ is independent of the metric. In this paper, we simply say that a sequence of paths *converges* to indicate that it converges in the topology induced by $d_\infty$. We will sometimes use a stronger notion of convergence, saying that a sequence $(c_n)_{n \geq 0}$ *converges to $c$ with fixed endpoints* if $c_n$ converges to $c$ and $c_n$ and $c$ share the same starting points and the same finishing points.

1.1.2 The measurable space

Let $G$ be a connected compact Lie group endowed with a bi-invariant metric $\gamma$ of total volume $1$.

Consider a subset $J \subset PM$. We say that a function $f : J \rightarrow G$ is *multiplicative* if the following properties hold. Firstly, for all $c_1, c_2$ belonging to $J$ such that $\overline{c_1} = c_2$ and $c_1c_2 \in J$, one has $f(c_1c_2) = f(c_2)f(c_1)$. Secondly, if both $c$ and $c^{-1}$ belong to $J$, then $f(c^{-1}) = f(c)^{-1}$. The set of multiplicative functions from $J$ to $G$ is denoted by $M(J,G)$. 


For each path \( c \in PM \), denote by \( H_c : M(PM, G) \to G \) the evaluation at \( c \) defined by \( H_c(f) = f(c) \). Let \( \mathcal{C} \) be the cylinder \( \sigma \)-field on \( M(PM, G) \), that is, the smallest \( \sigma \)-field with respect to which all the mappings \( H_c, c \in PM \) are measurable. The Yang-Mills measures\(^1\) are probability measures on the measurable space \( (M(PM, G), \mathcal{C}) \).

Consider again a subset \( J \subset PM \). Let \( U \) be a subset of \( M \) such that the endpoints of every path of \( J \) belong to \( U \). The group \( F(U, G) \) of all \( G \)-valued functions on \( U \) acts on \( M(J, G) \) according to the following rule:
\[
(j \cdot f)(c) = j(c)^{-1}f(c)j(c),
\]
which is inspired by the way a gauge transformation affects the holonomy of a connection. In particular, the group \( F(M, G) \) acts on the measurable space \( (M(PM, G), \mathcal{C}) \). This action is measurable and all the probability measures which we shall consider are invariant under this action. This fact has important implications which we shall discuss later.

1.1.3 Graphs

In order to characterize the different instances of the Yang-Mills measure that we are considering here, we need to describe some of their finite dimensional marginals. This involves putting graphs on \( M \) and associating to each of them a probability measure on a finite product of copies of \( G \). More details can be found in [9], Sections 1.1 and 1.4, and in [10], from which what follows is inspired.

Definition 1.1 A graph is a triple \( \mathbb{G} = (V, E, F) \), where

1. \( E \) is a finite collection of edges stable by inversion and such that two distinct edges are either inverse of each other or intersect, if at all, only at some of their endpoints. Moreover, if two edges share the same starting point, then their angle at this point is different from 0 modulo \( 2\pi \).
2. \( V \) is the set of endpoints of the elements of \( E \).
3. \( F \) is the set of the closures of the connected components of \( M \setminus \bigcup_{e \in E} e \).
4. Each open connected component of \( M \setminus \bigcup_{e \in E} e \) is diffeomorphic to the open unit disk of \( \mathbb{R}^2 \).
5. The boundary of \( M \) is contained in \( \bigcup_{e \in E} e \).

The elements of \( V, E, F \) are respectively called vertices, edges and faces of \( \mathbb{G} \). We call open faces the connected components of \( M \setminus \bigcup_{e \in E} e \). Beware that an open face could be strictly contained in the interior of its closure. In fact, we make a further assumption that makes this impossible.

We denote by \( E^* \) the set of paths that can be represented by a concatenation of elements of \( E \). For example, each face of a graph has a boundary which is a cycle in \( E^* \). We say that a graph is simple if the boundary of each one of its faces is a simple cycle. In this paper, we shall always assume that the graphs are simple.

\(^1\)There is indeed a whole family of Yang-Mills measures, indexed by the fundamental group of \( G \) if \( M \) is closed, or by one conjugacy class of \( G \) for each connected component of the boundary of \( M \) if it is not empty, and in all cases by a positive real parameter which we call temperature and which is really a scaling factor for the volume form \( \sigma \) on \( M \).
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We will use the mapping $L : E \to \mathbb{F} \cup \{\emptyset\}$ defined by the fact that, for each edge $e$, $L(e)$ is the unique face of $G$ which $e$ bounds with positive orientation, in other words the face located on the left of $e$. If $e \subset \partial M$ and $M$ is on the right of $e$, we set $L(e) = \emptyset$.

Finally, let an unoriented edge of $G$ be a pair $\{e, e^{-1}\}$ where $e \in E$. We call orientation of $G$ a subset $E^+$ of $E$ which contains exactly one element of each unoriented edge.

**Lemma 1.2** Let $G$ be a graph on $M$. There exists an orientation $E^+$ of $G$ such that, depending on whether $M$ has a boundary or not, one of the two following properties holds:

1. If $M$ is closed, then for each face $F$, there exists $e \in E^+$ such that $F = L(e^{-1})$.
2. If $M$ has a boundary, then for each $e \in E^+$ such that $e \subset \partial M$, one has $L(e) \neq \emptyset$.

**Proof** – In the case with boundary, the assertion is obvious. In the closed case, it is proved in [10] by using a spanning tree in the dual graph to the fat graph induced by $G$.

We will always assume that the graphs that we consider are oriented in a way which satisfies the relevant one of these two properties.

### 1.1.4 The discrete measures

Choose once for all in this section a simple graph $G$ and a positive real number $T$. Choose an orientation $E^+ = \{e_1, \ldots, e_r\}$ of $G$. We want to describe the discrete Yang-Mills measure at temperature $T$ associated to $G$. If $M$ is closed, it is a Borel probability measure on $G_{E^+}^G$ absolutely continuous with respect to the Haar measure. If $M$ has a boundary, it is supported by a subset of $G_{E^+}^G$ which depends on some boundary conditions one has to specify.

Choose $c \in E^*$. It can be written $c = e_{i_1}^{\varepsilon_1} \cdots e_{i_n}^{\varepsilon_n}$ for some $i_1, \ldots, i_n \in 1, \ldots, r$ and $\varepsilon_1, \ldots, \varepsilon_n = \pm 1$. Define $h_c : G_{E^+}^G \to G$, the discrete holonomy along $c$, by setting $h_c(g_1, \ldots, g_r) = g_{i_n}^{\varepsilon_n} \cdots g_{i_1}^{\varepsilon_1}$. If $F$ is a face of $G$, the mapping $h_{\partial F}$ is ill-defined because the cycle $\partial F$ lacks a base point. However, let $\text{Ad}$ denote the action of $G$ on itself by conjugation: $\text{Ad}(x)y = xyx^{-1}$. Then, if $c$ is a loop which represents $\partial F$, the composition of $h_c$ with the canonical projection $G \to G/\text{Ad}$ does not depend on the choice of $c$. We denote this composed mapping by $h_{\partial F} : G_{E^+}^G \to G/\text{Ad}$.

Finally, let $p$ be the fundamental solution of the heat equation on $G$, that is, the unique smooth function $p : (0, \infty) \times G \to (0, \infty)$, $(t, g) \mapsto p_t(g)$, which is a solution of the equation $(\frac{1}{2}\Delta - \partial_t)p = 0$ and satisfies, for every continuous function $f$ on $G$, the initial condition $\int_G f(g)p_t(g) \, dg \xrightarrow{t \to 0} f(1)$, where $1$ is the unit of $G$. For all $t > 0$, the function $p_t$ is invariant by conjugation on $G$, so that if $F$ is a face of $G$, the function $p_t \circ h_{\partial F} : G_{E^+}^G \to (0, +\infty)$ is well defined.

We can now define the discrete Yang-Mills measure under the assumptions that $M$ is closed and that $G$ is simply connected.

**Definition 1.3 (Closed surface, simply connected group)** Assume that $G$ is simply connected. The discrete Yang-Mills measure associated to $G$ at temperature $T$ is the Borel probability measure $P_T^G$ on $G_{E^+}^G$ defined by

$$dP_T^G(g) = \frac{1}{Z_T^G} \prod_{F \in E} p_{T, \sigma(F)}(h_{\partial F}(g)) \, dg,$$

where $dg$ is the Haar measure on $G_{E^+}^G$.
Let us drop the assumption that $G$ is simply connected. In order to define the measure, we need a few more definitions.

Let $\pi : \tilde{G} \to G$ be a universal covering of $G$ and set $\Pi = \pi^{-1}(1)$. Recall that $\Pi$ is a discrete central subgroup of $\tilde{G}$ canonically isomorphic to the fundamental group of $G$. If $M$ is closed, then principal $G$-bundles over $M$ are classified up to bundle isomorphism \(^2\) by $\Pi$. On the other hand, if $M$ has a non-empty boundary, then all principal $G$-bundles over $M$ are trivial. Let us assume for the moment that $M$ is closed. If $P$ is a principal $G$-bundle over $M$, we denote by $\sigma(P)$ the element of $\Pi$ which represents the isomorphism class of $P$.

If $z$ is a path in $E^+$ and if $F \in \mathcal{F}$ is a face, then the definitions of the mappings $h_c : G^{E^+} \to G$ and $h_{\partial F} : G^{\mathcal{R}^+} \to G/\text{Ad}$ still make sense when $G$ is replaced by $\tilde{G}$. When we use the new mappings thus defined, we put a superscript to their names to indicate in which group the mappings take their values, writing for example $h_{\partial F}^G$.

Recall that $G$ is endowed with a Riemannian metric $\gamma$. Let us endow $\tilde{G}$ with the Riemannian metric $\pi^* \gamma$ and the corresponding Riemannian volume\(^3\). Let $\tilde{p}$ be the fundamental solution of the heat equation on $\tilde{G}$. It is a smooth positive function on $(0, +\infty) \times \tilde{G}$, and for each $t > 0$, $\tilde{p}_t$ is invariant by conjugation. The functions $p$ and $\tilde{p}$ are related by the equality $p_t(x) = \sum_{\pi(\tilde{x}) = x} \tilde{p}_t(\tilde{x})$ which holds for all $t > 0$ and $x \in G$.

For each $z \in \Pi$, define a subset $\Pi^z_\pi$ of $\tilde{G}^E$ by $\Pi^z_\pi = \{ z_F = (z_F)_{F \in \mathcal{F}} \in \Pi^\mathcal{F} | \prod_{F \in \mathcal{F}} z_F = z \}$. A proof of the following result can be found in \[^{10}\] Proposition 2.4 and Lemma 2.7.

**Proposition 1.4** Choose $z \in \Pi$. Let $g$ be an element of $G^{E^+}$. Let $\tilde{g} \in \tilde{G}^{E^+}$ be a lift of $g$. Then the number

$$\sum_{z_F \in \Pi^z_\pi} \prod_{F \in \mathcal{F}} \tilde{p}_{t \pi(F)}(h_{\partial F}^G(\tilde{g}) z_F)$$

is finite and does not depend on the choice of $\tilde{g}$. We denote it by $D^{G}_{\Pi, z}(g)$. Moreover, the function $D^{G}_{\Pi, z}$ is bounded on $G^{E^+}$.

This proposition provides us with a positive function on $G^{E^+}$ which is the density of the discrete Yang-Mills measure.

**Definition 1.5 (Closed surface, the general case)** Choose $T > 0$ and $z \in \Pi$. The discrete Yang-Mills measure at temperature $T$ associated to $\tilde{G}$ and to the isomorphism class of $G$-bundles corresponding to $z$ is the Borel probability measure $P^{G}_{\Pi, z}$ on $G^{E^+}$ defined by

$$dP^{G}_{\Pi, z}(g) = \frac{1}{Z^{G}_{\Pi, z}} D^{G}_{\Pi, z}(g) \, dg.$$

Finally, the case where $M$ has a boundary requires also a few specific definitions. Whether or not $G$ is simply connected does not matter any more since any $G$-bundle over $M$ is trivial.

\(^2\)This classical fact is proved in \[^{11}\] \S 29–34. In the case where $G = S^1$, a more accessible proof can be found in \[^{13}\] Section 6.2. Appendix A of \[^{11}\] is also worth reading. Finally, a good general reference on principal bundles and smooth connections is \[^{8}\].

\(^3\)This metric and this invariant measure are not normalized: the total volume of $\tilde{G}$ is equal to the cardinality of $\Pi$, which is finite if and only if $G$ is semi-simple.
On the other hand, it is natural to put constraints on the measure and to insist that the discrete holonomy along each boundary component belong to some fixed conjugacy class in $G$.

Let $X$ be a conjugacy class in $G$. For each $n \geq 1$, we are interested in the subset of $G^n$ defined by the equation $g_n \ldots g_1 \in X$. This subset is an orbit of the action of $G^n$ on itself defined by $(x_1, \ldots, x_n) \mapsto (g_1^{-1}x_1g_1, \ldots, g_n^{-1}x_ng_n)$. As such, it carries a natural measure which is the image of the Haar measure on $G^n$. This measure, which we denote by $\nu_X^n$, or simply $\nu_X$, can alternatively be characterized by the fact that, for every continuous function $f$ on $G^n$,

$$
\nu_X^n(f) = \lim_{t \to 0} \int_{G^n+1} f(g_1, \ldots, g_n)p_t(g_n \ldots g_1yx^{-1}y^{-1}) \ dydg_1 \ldots dg_n.
$$

The main properties of $\nu_X^n$ are the fact that the relation $g_n \ldots g_1 \in X$ holds $\nu_X$-almost surely and its invariance under circular permutation of the factors in $G^n$.

Assume now that $\partial M$ has $p$ connected components $N_1, \ldots, N_p$. For each $i = 1, \ldots, p$, set $E^+_N = \{ e \in E^+ | e \subset N_i \}$. Set also $E^+_\text{int} = \{ e \in E^+ | e \not\subset \partial M \}$, so that $E^+$ is the disjoint union of the subsets we have just defined.

Let $N$ be a component of $\partial M$. It is also the image of a cycle in $E^*$. Let $e_i_1 \ldots e_i_n$ be a loop representing this cycle. Then, if $X$ is a conjugacy class in $G$, the measure $\nu_X^n(g_1, \ldots, g_n)$ is well defined on $G^{E^+_N}$ and does not depend on the choice of the loop representing $\partial N$. We denote it by $\nu_X^N$.

Now if we choose $p$ conjugacy classes $X_1, \ldots, X_p$ in $G$, then we can define the measure $\nu_{X_1}^{N_1} \otimes \ldots \otimes \nu_{X_p}^{N_p}$ on $G^{E^+_N_1} \times \ldots \times G^{E^+_N_p}$. Finally, let us denote by $dg_{\text{int}}$ the Haar measure on the remaining factors, namely on $G^{E^+_{\text{int}}}$.

**Definition 1.6 (Surface with boundary)** Choose $p$ conjugacy classes $X_1, \ldots, X_p$ in $G$. The discrete Yang-Mills measure at temperature $T$ associated to $G$ with boundary conditions $X_1, \ldots, X_p$ along $N_1, \ldots, N_p$, respectively, is the Borel probability measure $P_T^{G}^{X_1, \ldots, X_p}$ on $G^{E^+_N_1} \times \ldots \times G^{E^+_N_p}$ defined by

$$
dP_T^{G}^{X_1, \ldots, X_p}(g) = \frac{1}{Z_T^{G}^{X_1, \ldots, X_p}} \prod_{F \in \mathcal{F}} p_T(F)(h_{\partial F}(g)) \ d\nu_{X_1}^{N_1} \ldots d\nu_{X_p}^{N_p} dg_{\text{int}}.
$$

Whether or not $M$ has a boundary, $G^{E^+} = M(E^+, G)$, so that the group $\mathcal{F}(M, G)$ acts on $G^{E^+}$. The proof of the following proposition can be found in [7] and [10].

**Proposition 1.7** 1. The probability measures of Definitions 1.3, 1.5 and 1.6 are all invariant under the action of the group $\mathcal{F}(M, G)$.

2. When $M$ is closed and $G$ is simply connected, then the measures $P_T^{G}$ and $P_T^{G}_{T,1}$ are identical for all $T > 0$.

3. None of the normalization constants which appear in the definitions above depend on $G$. They depend only on the genus of $M$, denoted here by $g$, its total area $\sigma(M)$ and, when $M$ has a boundary, on $X_1, \ldots, X_p$. Their values are listed below. We use the notation $[a, b] = aba^{-1}b^{-1}$ for $a, b \in G$. Recall also that, when $a, b \in G$ and $\tilde{a}, \tilde{b} \in \tilde{G}$ satisfy $\pi(\tilde{a}) = a$ and $\pi(\tilde{b}) = b$, then $[\tilde{a}, \tilde{b}]$ depends only on $a$ and $b$. We denote it by $[a, b]$. Finally, we choose $x_1 \in X_1, \ldots, x_p \in X_p$.

$$
Z_T = \int_{G^{E^+}} p_T(M)([a_1, b_1] \ldots [a_g, b_g]) \ da_1db_1 \ldots da_gdb_g.
$$
\[ Z_{T,z} = \int_{G^{2g}} \tilde{p}_{T\sigma(M)}(\{a_1, b_1\} \ldots \{a_g, b_g\}z)\ da_1db_1 \ldots da_gdb_g. \]
\[ Z_{T;X_1,\ldots,X_p} = \int_{G^{2g+p}} p_{T\sigma(M)}(\{a_1, b_1\} \ldots \{a_g, b_g\}c_1\cdots c_{p-1}c_p^{-1})\ da_1db_1 \ldots da_gdb_g\ dc_1 \ldots dc_p. \]

1.1.5 The Yang-Mills measures

The discrete measures we have just defined provide us with many, but not all, finite dimensional marginals of the Yang-Mills measure. For example, they do not allow us to write down the joint distribution of \( H_c \) and \( H_{c'} \), if \( c \) and \( c' \) are two paths which intersect so often that \( M \setminus (c \cup c') \) has infinitely many connected components. A continuity requirement fills this gap.

We say that a sequence of \( G \)-valued random variables \((H_n)_{n\geq 0}\) defined under a probability measure \( P \) converges in probability to \( H \) if, for all \( \varepsilon > 0 \), \( P(d(H_n,H) > \varepsilon) \xrightarrow{n\to\infty} 0 \), where \( d \) denotes the Riemannian distance on \( G \). We can now state the theorem of existence and uniqueness of the Yang-Mills measure (\( \mathbb{F} \), Theorem 2.58).

**Theorem 1.8 (Closed surface)** Choose \( T > 0 \) and \( z \in \Pi \). There exists a unique probability measure \( P_{T,z} \) on \( (M(PM,G),\mathcal{C}) \) such that the two following properties hold:

1. For every graph \( G = (V,E,F) \) on \( M \), with orientation \( E^+ = \{e_1,\ldots,e_r\} \), the law of \( (H_{e_1},\ldots,H_{e_r}) \) under \( P_{T,z} \) is equal to \( P_{T,z}^{G} \).
2. Whenever \( c \in PM \) belongs to \( PM \) and \((c_n)_{n\geq 0}\) is a sequence of \( PM \) converging to \( c \) with fixed endpoints, \((H_{c_n})_{n\geq 0}\) converges in probability to \( H_c \).

Moreover, the measure \( P_{T,z} \) is invariant under the action of \( F(M,G) \).

**Theorem 1.9 (Surface with boundary)** Choose \( T > 0 \). Let \( X_1,\ldots,X_p \) be \( p \) conjugacy classes in \( G \). There exists a unique probability measure \( P_{T;X_1,\ldots,X_p} \) on \( (M(PM,G),\mathcal{C}) \) such that the two following properties hold:

1. For every graph \( G = (V,E,F) \) on \( M \), with orientation \( E^+ = \{e_1,\ldots,e_r\} \), the law of \( (H_{e_1},\ldots,H_{e_r}) \) under \( P_{T;X_1,\ldots,X_p} \) is equal to \( P_{T;X_1,\ldots,X_p}^{G} \).
2. Whenever \( c \in PM \) belongs to \( PM \) and \((c_n)_{n\geq 0}\) is a sequence of \( PM \) converging to \( c \) with fixed endpoints, \((H_{c_n})_{n\geq 0}\) converges in probability to \( H_c \).

Moreover, the measure \( P_{T;X_1,\ldots,X_p} \) is invariant under the action of \( F(M,G) \).

1.2 Sobolev connections and the Yang-Mills energy

In this paper, we shall often be dealing with connections on principal \( G \)-bundles which are not smooth nor even continuous, but belong to some larger Sobolev spaces. We spend this paragraph introducing them carefully. Let us fix a principal \( G \)-bundle \( P \).

We call local section of \( P \) a pair \((U,s)\), where \( U \) is an open subset of \( M \) and \( s \) is a smooth section of \( P \) over \( U \). We often denote such a pair simply by \( s \) and use the notation \( \text{Dom}(s) = U \) when the domain has to be made explicit.

Let \( \mathfrak{g} \) denote the Lie algebra of \( G \). The Riemannian metric \( \gamma \) on \( G \) determines a scalar product on \( \mathfrak{g} \) invariant by the adjoint action of \( G \). Let \( \| \cdot \| \) denote the corresponding Euclidean norm on \( \mathfrak{g} \).

**Definition 1.10** Choose \( k \geq 1 \) and \( p \in [1, +\infty] \). A \( W^{k,p} \) connection on \( P \) is the data, for each local section \( s \) of \( P \), of a \( W^{k,p} \) \( \mathfrak{g} \)-valued 1-form \( \omega_s \) on \( \text{Dom}(s) \). These locally defined forms must
satisfy the following compatibility condition. Let \( s \) and \( s' \) be any two local sections of \( P \). Let \( \psi \) be the unique smooth \( G \)-valued function on \( \text{Dom}(s) \cap \text{Dom}(s') \) such that, on this domain, \( s' = s\psi \). Then \( \omega_{s'} = \text{Ad}(\psi^{-1})\omega_s + \psi^{-1}d\psi \).

**Remark 1.11** A \( W^{k,p} \) connection on \( P \) is completely specified by the data of the locally defined 1-forms associated to a family of local sections of \( P \) whose domains cover \( M \).

We denote the set of \( W^{k,p} \) connections on \( P \) by \( W^{k,p}A(P) \). We shall in particular consider \( W^{s,2} \) connections, which we also call \( H^s \) connections. The norms on the spaces \( W^{k,p}A(P) \) depend on the Riemannian metric on \( M \), but since \( M \) is compact, different metrics give rise to equivalent norms. Hence, the spaces themselves and their topologies are intrinsically attached to the differentiable structure of \( M \).

**Example 1.12** On the trivial bundle \( P = M \times G \), one can choose a smooth global section and identify \( W^{k,p} \) connections with \( W^{k,p} \mathfrak{g} \)-valued 1-forms on \( M \).

In the present context, the most important space of connections is \( H^1A(P) \). It will turn out that this space plays to some extent the role of a Cameron-Martin space for the Yang-Mills measure.

Let \( \omega \) be a \( H^1 \) connection on some bundle \( P \). Choose a local section \( s \) of \( P \) over the domain of a coordinate chart of \( M \), with coordinates \((x, y)\). Then one can write \( \omega_s = \omega_{s,1}dx + \omega_{s,2}dy \), where \( \omega_{s,1} \) and \( \omega_{s,2} \) are \( H^1 \mathfrak{g} \)-valued functions. Since \( M \) is compact and two-dimensional, Sobolev embeddings imply that \( \omega_{s,1} \) and \( \omega_{s,2} \) are also \( L^p \) functions for every finite \( p \). In particular, they are \( L^4 \) and the formula

\[
\Omega_s = (\partial_x \omega_{s,2} - \partial_y \omega_{s,1} + [\omega_{s,1}, \omega_{s,2}])dx \wedge dy
\]

defines locally an \( L^2 \mathfrak{g} \)-valued 2-form\(^4\). As in the smooth case, if \( s' \) is another local section and \( \psi \) is the smooth \( G \)-valued function such that \( s' = s\psi \) on \( \text{Dom}(s) \cap \text{Dom}(s') \), then \( \Omega_{s'} = \text{Ad}(\psi^{-1})\Omega_s \).

Let \( \text{Ad}(P) \) denote the vector bundle associated with \( P \) by the adjoint action of \( G \) on \( \mathfrak{g} \).\(^5\)

The relation between \( \Omega_s \) and \( \Omega_{s'} \) stated above shows that the locally defined 2-forms \( \Omega_s \) build up into an \( L^2 \text{Ad}(P) \)-valued 2-form on \( M \), which is the curvature of \( \omega \) and is denoted by \( \Omega \).

Let us consider the unique \( L^2 \) section \(*\Omega\) of \( \text{Ad}(P) \) such that \( \Omega = *\Omega\sigma \). Then the Yang-Mills energy of \( \omega \) is defined by the formula

\[
S(\omega) = \int_M \| *\Omega \|^2 \, d\sigma.
\]

We have just defined a functional \( S : H^1A(P) \rightarrow [0, +\infty) \). If one multiplies the volume form \( \sigma \) by a positive real number \( T \), then \( \| *\Omega \|^2 \) is multiplied by \( \frac{1}{T^2} \) and the energy \( S \) is multiplied by \( \frac{1}{T^2} \). Thus, the large deviation principle is concerned with the asymptotic behaviour of the Yang-Mills measure as the area of \( M \) is scaled by a factor which tends to zero.

\(^4\)This argument remains valid if the dimension of \( M \) is 3 or 4.

\(^5\)Take \( m \in M \). Let \( P_m \) denote the fibre of \( P \) over \( m \). Then the fibre of \( \text{Ad}(P) \) over \( m \) is the vector space of all mappings \( \varphi : P_m \rightarrow \mathfrak{g} \) such that, for all \( p \in P_m \) and all \( g \in G \), \( \varphi(pg) = \text{Ad}(g^{-1})\varphi(p) \). Thus this fibre is isomorphic to \( \mathfrak{g} \), though not canonically. Still, if \( \varphi \) belongs to the fibre, then \( \| \varphi(p) \| \) does not depend on \( p \in P_m \) and can safely be denoted by \( \| \varphi \| \). In other words, the scalar product on \( \mathfrak{g} \) induces a metric on \( \text{Ad}(P) \).
Example 1.13 Let us assume that $P = M \times G$. Then the curvature of an $H^1$ connection $\omega$ can be identified with an $L^2$ $\mathfrak{g}$-valued 2-form $\Omega$ on $M$, defined in local coordinates by (1). Then $\Omega$ can be written in a unique way as $\Omega = *\Omega_g$, where $*\Omega$ is a square-integrable $\mathfrak{g}$-valued function on $M$. The energy $S(\omega)$ is then nothing but the square of the $L^2$ norm of this function.

1.3 The rate functions

In order to define the rate functions of the large deviation principles satisfied by the Yang-Mills measure, we need to understand some properties of the holonomy induced by $H^1$ connections. This is a bit technical and explaining it completely now would distract us from our goal which is to state the main theorems. Thus, we present here only the main ideas and postpone the technical aspects until Section 4.

Assume that $P$ is a trivial $G$-bundle over $M$. Identify $H^1$ connections on $P$ with $H^1$ $\mathfrak{g}$-valued 1-forms on $M$. Let $\omega$ be such a connection. The crucial property of $\omega$ as far as holonomy is concerned is the fact that it admits a trace along any smooth 1-dimensional submanifold of $M$, which is an $L^2$ $\mathfrak{g}$-valued function along this submanifold. Thus, if a path $c \in PM$ is parametrized by the interval $[0, 1]$, it makes sense to solve the differential equation $\dot{a}_t a_t^{-1} = -\omega(c(t))$, $a_0 = 1$, where the unknown function is $a : \{0, 1\} \rightarrow G$. If we set $f = a_1$ and do this for each element of $PM$, we get an element $f$ of the space $M(PM, G)$. This element is called the holonomy of $\omega$.

If $M$ has a boundary and if $N$ is a component of $\partial M$, then the holonomy of $\omega$ along $N$ is well defined as a conjugacy class in $G$, namely that of $f(c)$ if $c$ is a simple loop which represents the cycle $N$. If $\partial M$ has $p$ components $N_1, \ldots, N_p$ and if $X_1, \ldots, X_p$ are $p$ conjugacy classes in $G$, then we denote by $H^1 A_{X_1, \ldots, X_p}(P)$ the set of $H^1$ connections on $P$ whose holonomy along $N_i$ is equal to $X_i$ for each $i = 1, \ldots, p$.

When $P$ is not trivial, an $H^1$ connection induces only a class in $M(PM, G)$ modulo the action of $F(M, G)$. This class still contains a lot of information about $\omega$. For example, if two connections, not even necessarily defined on the same bundle, induce the same class in $M(PM, G)$, then they have the same energy.

Let us say that an $H^1$ connection $\omega$ on some $G$-bundle over $M$ and an element $f$ of $M(PM, G)$ agree if they determine the same class, that is if $f$ belongs to the class induced by $\omega$. Let us denote this by $\omega \sim f$. The claim made a few lines above implies that, given $f$ in $M(PM, G)$, if there exists an $H^1$ connection $\omega$ which agrees with $f$, then $S(\omega)$ depends only on $f$, not on $\omega$.

Recall that, if $M$ is closed and $P$ is a principal $G$-bundle over $M$, then $\sigma(P)$ denotes the element of $\Pi$ which corresponds to the isomorphism class of $P$ among all principal $G$-bundles.

Definition 1.14 (Rate functions) 1. Assume that $M$ is closed. Let $z$ be an element of $\Pi$. Let $P$ be a principal $G$-bundle over $M$ such that $\sigma(P) = z$. Define the function $I_z^{YM} : M(PM, G) \rightarrow [0, +\infty]$ by

$$I_z^{YM}(f) = \begin{cases} \frac{1}{2} S(\omega) & \text{if } \exists \omega \in H^1 A(P), f \sim \omega, \\ +\infty & \text{otherwise.} \end{cases}$$

2. Assume that $M$ has a boundary with $p$ components $N_1, \ldots, N_p$. Let $P$ be a $G$-bundle over $M$. Define for every choice of $p$ conjugacy classes $X_1, \ldots, X_p$ in $G$ the function $I_{X_1, \ldots, X_p}^{YM} : M(PM, G) \rightarrow [0, +\infty]$ by

$$I_{X_1, \ldots, X_p}^{YM}(f) = \begin{cases} \frac{1}{2} S(\omega) & \text{if } \exists \omega \in H^1 A_{X_1, \ldots, X_p}(P), f \sim \omega, \\ +\infty & \text{otherwise.} \end{cases}$$
1.4 Statement of the main results

Theorem 1.15 (Surface with boundary) Let $N_1, \ldots, N_p$ be the connected components of $\partial M$. Let $X_1, \ldots, X_p$ be $p$ conjugacy classes in $G$. The family $(P_{T, X_1, \ldots, X_p})_{T > 0}$ of probability measures on $(\mathcal{M}(PM, G), C)$ satisfies, as $T$ tends to 0, a large deviation principle of speed $T$ with rate function $I_{X_1, \ldots, X_p}^{YM}$.

Theorem 1.16 (Closed surface) Let $z$ be an element of $\Pi$. The family $(P_{T, z})_{T > 0}$ of probability measures on $(\mathcal{M}(PM, G), C)$ satisfies, as $T$ tends to 0, a large deviation principle of speed $T$ with rate function $I_z^{YM}$.

A good general reference on large deviation principles is [2]. For the sake of clarity, let us explain the meaning of the second theorem. The space $\mathcal{M}(PM, G)$ is endowed with the trace of the product topology on $G^{PM}$. That the function $I_z^{YM}$ is a rate function means that it is lower semi-continuous on $\mathcal{M}(PM, G)$. Then, the large deviation principle asserts that, for each measurable subset $A \in \mathcal{M}(PM, G)$, with closure $\overline{A}$ and interior $\overline{A}^0$, the following inequalities hold:

$$ - \inf_{f \in \overline{A}^0} I_{YM}^z(f) \leq \liminf_{T \to 0} T \log P_{T, z}(A) \leq \limsup_{T \to 0} T \log P_{T, z}(A) \leq - \inf_{f \in \overline{A}} I_{YM}^z(f). $$

2 Holonomy of $H^1$ connections

2.1 Local results

Let $P$ be a principal $G$-bundle over $M$. Let $(U, s)$ be a local section of $P$. An $H^1$ connection $\omega$ determines by definition a $\mathfrak{g}$-valued 1-form $\omega_s$ on $U$. In this first section, we will focus on what can be done with this single locally defined 1-form. We use the notation $\Omega^1(U)$ and $H^1\Omega^1(U)$ respectively for the spaces of smooth and $H^1$ real-valued 1-forms on $U$. We put a subscript $\mathfrak{g}$ to indicate $\mathfrak{g}$-valued forms or functions.

The covering $\pi : \tilde{G} \to G$ induces an isomorphism of Lie algebras through which we identify $\mathfrak{g}$ with the Lie algebra of $\tilde{G}$. Most of the results we are about to prove hold in $\tilde{G}$ as well as in $G$. Hence we decide, until the end of Section 2.1, that $G$ is any Lie group with Lie algebra $\mathfrak{g}$. Such a group is the direct product of a compact Lie group and a group isomorphic to $\mathbb{R}^m$ for some $m \geq 0$.

2.1.1 Holonomy

Let $e$ be an edge contained in $U$. Let us choose a smooth parametrization $e : [0, 1] \to M$ of $e$. If $\omega_0$ belongs to $\Omega^1_{\mathfrak{g}}(U)$, then $e^*\omega_0$ is a smooth 1-form on $[0, 1]$ with values in $\mathfrak{g}$. We identify this 1-form with the $\mathfrak{g}$-valued function $t \mapsto e^*\omega_0(\partial_t) = \omega_0(\partial_t)$.

If now $(\omega_n)_{n \geq 0}$ is a sequence of smooth 1-forms which converges in $H^1\Omega^1_{\mathfrak{g}}(U)$ to an $H^1$ 1-form $\omega$, then a classical result ([1], Theorem 5.22) asserts that the sequence $(e^*\omega_n)_{n \geq 0}$ of $\mathfrak{g}$-valued functions on $[0, 1]$ converges in $H^{1/2}_{\mathfrak{g}}([0, 1])$ to a limit which depends only on $\omega$. This limit is denoted by $e^*\omega$ and it is called the trace of $\omega$ along the parametrized edge $e$. Moreover, the mapping $e^* : H^1\Omega^1_{\mathfrak{g}}(U) \to H^{1/2}_{\mathfrak{g}}([0, 1])$ is continuous. By composing this mapping with the
compact embedding $H^1_{\tilde{g}} \hookrightarrow L^2_{\tilde{g}}$, we get a compact linear mapping $e^* : H^1\Omega^1_{\tilde{g}}(U) \to L^2_\Omega([0,1])$. We define the holonomy of $\omega$ along $e$ by rolling the curve $e^*\omega$ onto $G$. For this, consider the space of $G$-valued functions on $[0,1]$

$$H^1([0,1];G) = \{ a \in H^1([0,1];G) | a_0 = 1 \}.$$ 

Although this space is not a vector space, let us call $H^1$ norm of one of its elements $a$ the number $\| a \|^2_{H^1} = \int_0^1 \| a_t a_t^{-1} \|^2 dt$. The following result is classical and explains what is meant by rolling a curve in $G$ onto $G$.

**Proposition 2.1** The rolling map $R : L^2_g([0,1]) \to H^1_{\Omega}([0,1];G)$ which assigns to each $\alpha \in L^2_g([0,1])$ the unique element $a \in H^1_{\Omega}([0,1];G)$ such that

$$a_t a_t^{-1} = -\alpha_t \ a.e. \ t \in [0,1]$$

is a norm-preserving homeomorphism.

Let $\omega$ and $e$ be given as above. According to this proposition, we can consider the $H^1$ $G$-valued function $R(e^*\omega)$. It is straightforward to check that if we change the parametrization of $e$, replacing $e$ by $e \circ \varphi$ for some diffeomorphism $\varphi$ of $[0,1]$, then $R(e^*\omega)$ is replaced by $R((e \circ \varphi)^* \omega) = R(e^*\omega) \circ \varphi$. In particular, the element $R(e^*\omega)(1)$ of $G$ is independent of the parametrization of $e$. We denote this element by $\langle \omega, e \rangle$ or $\langle \omega, e \rangle_G$ if there is any ambiguity.

Choose $t \in (0,1)$. Consider the two edges $e_1 = e|[0,t]$ and $e_2 = e|[t,1]$. Then it follows from (2) that $\langle \omega, e \rangle = \langle \omega, e_2 \rangle \langle \omega, e_1 \rangle$. This relation implies the following: if the concatenations of edges $e_1 \ldots e_n$ and $f_1 \ldots f_n$ are equivalent, then the products $\langle \omega, e_n \rangle \ldots \langle \omega, e_1 \rangle$ and $\langle \omega, f_n \rangle \ldots \langle \omega, f_1 \rangle$ are equal. Thus, if $c \in PM$ is a path contained in $U$, then $\langle \omega, c \rangle$ is well defined. We call it the holonomy of $\omega$ along $c$ and denote it sometimes by $\langle \omega, c \rangle_G$. We use the notation $PU$ for the set of such paths contained in $U$.

**Proposition 2.2** Let $\omega$ be an element of $H^1\Omega^1_\tilde{g}(U)$.

1. The mapping $\langle \omega, \cdot \rangle : PU \to G$ belongs to $\mathcal{M}(PU,G)$.

2. Let $(\omega_n)_{n \geq 1}$ be a sequence of elements of the Hilbert space $H^1\Omega^1_\tilde{g}(U)$ which converges weakly to $\omega$. Then, for each $c \in PU$, $\langle \omega_n, c \rangle$ converges to $\langle \omega, c \rangle$.

**Proof** — The first statement is straightforward. The second one is a consequence of the compactness of the mapping $e^*$. Indeed, such a compact mapping sends a weakly convergent sequence to a strongly convergent one. Hence, $R(e^*\omega_n)$ converges in the $H^1$ topology to $R(e^*\omega)$, in particular uniformly, and the result holds.

**Lemma 2.3** Let $\omega$ and $\omega'$ two elements of $H^1\Omega^1_\tilde{g}(U)$. Then the functions $\langle \omega, \cdot \rangle$ and $\langle \omega', \cdot \rangle$ are equal on $PU$ if and only if $\omega = \omega'$.

**Proof** — Write locally $\omega = adx + \beta dy$ and $\omega' = \alpha' dx + \beta' dy$, where $\alpha, \alpha', \beta, \beta'$ belong to $H^1_{\tilde{g}}(U)$. Since $\omega$ and $\omega'$ have the same holonomy along every vertical segment in $U$, the forms $\beta$ and $\beta'$ have the same trace along every vertical segment. Thus, by Fubini’s theorem, the integral over any rectangle of the difference $\beta - \beta'$ is equal to 0. Hence, $\beta = \beta'$ on $U$. The same argument with horizontal segments shows that $\alpha = \alpha'$, hence $\omega = \omega'$.
2.1.2 Energy inequality and the continuity of the holonomy

We keep considering an element $\omega$ of $H^1$ (U). Let $\Omega$ be the element of $L^2(U)$ defined in local coordinates by (1). Let $\ast \Omega$ denote the unique element of $L^2(U)$ such that $\Omega = \ast \Omega \sigma$. If $V \subset U$ is an open subdomain of $U$, let us define the Yang-Mills energy of $\omega$ on $V$ by

$$S_V(\omega) = \int_V \| \ast \Omega \|^2 d\sigma.$$  

For each $x \in G$, we denote by $\rho(x)$ the Riemannian distance in $G$ between $x$ and the unit element. The following result was proved by A. Sengupta in [16].

**Proposition 2.4 (Energy inequality)** Let $l$ be a simple loop in $U$ which bounds a domain $V$ diffeomorphic to a disk. Assume that $\omega$ is smooth. Then one has the inequality

$$\rho(\langle \omega, l \rangle_G)^2 \leq \sigma(V) S_V(\omega).$$  

For the sake of completeness, we give a proof of this inequality in the appendix (Corollary A-2).

**Proposition 2.5** Proposition 2.4 is still true under the weaker assumption that $\omega$ belongs to $H^1(U)$.

**Proof** – Let us approximate $\omega$ in $H^1$ norm by a sequence $(\omega_n)_{n \geq 0}$ of smooth 1-forms. On one hand, the functional $S_V : H^1(U) \rightarrow [0, +\infty)$ is continuous because the embedding $H^1(U) \hookrightarrow L^4(U)$ is continuous. On the other hand, by Proposition 2.2, $\langle \omega_n, l \rangle_G$ converges to $\langle \omega, l \rangle_G$. Hence, inequality (3) passes to the limit.

This energy inequality is essential. For example, it suffices to imply the following continuity result.

**Proposition 2.6** Consider $\omega \in H^1(U)$. The multiplicative mapping $\langle \omega, \cdot \rangle : PU \rightarrow G$ is continuous with fixed endpoints. This means that, whenever $c_n$ converges to $c$ with fixed endpoints, $\langle \omega, c_n \rangle$ converges to $\langle \omega, c \rangle$.

We prefer to state and prove the following slightly more general result.

**Proposition 2.7** Let $U$ be an open domain contained in the interior of $M$. Let $f$ be an element of $M(PU, G)$. Assume that there exists a constant $K$ such that, for every sub-domain $V$ of $U$ diffeomorphic to an open disk and bounded by a simple loop $\partial V$, one has the inequality

$$\rho(f(\partial V))^2 \leq K \sigma(V).$$

Then $f$ is continuous with fixed endpoints.

**Proof** – The arguments for this proof are spread in the sections 2.4 to 2.6 of [8], but this result was not stated there. We give here a full sketch of proof and refer the reader to [8] for the details.

Let $f \in M(PM, G)$ satisfy (3). From now on in this proof, all references are to be found in [8]. The first step is to use an isoperimetric inequality on $M$ (Proposition 2.15), which holds locally, to deduce the existence of a new constant, still denoted by $K$, such that, for any simple loop $l$ of sufficiently small length $\ell(l)$, $\rho(f(l)) \leq K \ell(l)$. 
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Since $f$ is multiplicative, this inequality can be extended to short loops with finite self-intersection, defined in Definition 2.11. It holds in particular for piecewise geodesic loops. Hence, for every short enough piecewise geodesic loop $\zeta$, one has $\rho(f(\zeta)) \leq K\ell(\zeta)$.

Now, let $c$ be an edge. It is possible to find a sequence of piecewise geodesic paths $(\alpha_n)_{n \geq 1}$ converging to $c$ with fixed endpoints and such that, for all $n$, $\alpha_n^{-1}c$ is a simple loop bounding a domain diffeomorphic to a disk, whose area tends to zero as $n$ tends to infinity. Hence, $f(\alpha_n)$ tends to $f(c)$. This is explained in Section 2.5.3.

Then, the arguments of the proofs of Lemma 2.36 and Proposition 2.35 show that, whenever $(\zeta_n)$ is a sequence of piecewise geodesic paths converging to $c$ with fixed endpoints, $f(\zeta_n)$ tends to $f(c)$. This is the main step of the proof. It involves cutting each $\zeta_n$ in three parts, two short loops based at the endpoints of $c$ and one path with the same endpoints as $c$ and staying in a tubular neighbourhood of $c$. The two short loops do not contribute asymptotically to $f(\zeta_n)$ and the path in the tubular neighbourhood is shown to have a value under $f$ close to that of $c$, by comparing it with an appropriate term in the first approximating sequence $(\alpha_n)$.

After extending the result to the case of a piecewise embedded path $c$ (Section 2.6.4), one concludes that $f$ is continuous with fixed endpoints (Proposition 2.42). $\blacksquare$

2.1.3 Gauge transformations

Let $k \geq 1$ be an integer and $p \geq 2$ be a real number or $+\infty$. In what follows, we consider $W^{k,p}$ connections. Since $M$ is compact, they are in particular $H^1$, so that the results of the preceding sections apply.

The group $W^{k+1,p}(U; G)$ of $W^{k+1,p}$ $G$-valued functions on $U$ acts on $W^{k,p}Ω^1_g(U)$ as follows. If $j$ belongs to $W^{k+1,p}(U; G)$ and $\omega$ to $W^{k,p}Ω^1_g(U)$, then

$$j \cdot \omega = \text{Ad}(j^{-1})\omega + j^{-1}dj.$$ 

Since $M$ is 2-dimensional, the Sobolev embedding $W^{k+1,p}(U) \hookrightarrow C^{k-1}(U)$ holds and $W^{k+1,p}$ functions can be evaluated at any point. If $c$ belongs to $PU$, then the relation

$$\langle j \cdot \omega, c \rangle = \langle \mathcal{F}(\mathcal{F}(M,G) on \mathcal{M}(PU,G).$$

We need to establish a result which allows us to determine when two elements of $H^1Ω^1_g(U)$ differ by the action of an element of $H^2(U; G)$ and how regular this element is.

**Lemma 2.8** Let $V \subset U$ be a connected subset of $U$, not necessarily open, such that any two points of $V$ can be joined by a path contained in $V$. Let $m$ be a point of $V$.

Let $\omega$ and $\omega'$ be two elements of $H^1Ω^1_g(U)$. Assume that there exists an element $x$ of $G$ such that, for each loop $l$ based at $m$ and contained in $V$, one has $\langle \omega', l \rangle = \text{Ad}(x^{-1})\langle \omega, l \rangle$.

Then there exists $j \in \mathcal{F}(V,G)$ such that $j(m) = x$ and the multiplicative functions $j \cdot \langle \omega, \cdot \rangle$ and $\langle \omega', \cdot \rangle$ coincide on the set $PV$ of paths contained in $V$.

**Proof** – The mapping $j : V \rightarrow G$ must satisfy the following condition: for each path starting at $m$ and finishing at some point $n$, $j(n) = \langle \omega, c \rangle j(m)\langle \omega', c \rangle^{-1}$. 
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Set \( j(m) = x \). Then the assumption on \( \omega \) and \( \omega' \) shows that, for each \( n \in V \), the value of \( j(n) \) determined by the equation above does not depend on the path \( c \) joining \( m \) to \( n \). This defines an element of \( \mathcal{F}(V,G) \) which satisfies the required property.

\[ \langle \omega', c \rangle = j(\tau)^{-1} \langle \omega, c \rangle j(\xi). \] (6)

Then \( j \in W^{k+1,p}(U;G) \) and \( j \cdot \omega = \omega' \).

Proposition 2.9 Assume that \( U \) is connected and that its boundary is locally the graph of a Lipschitz function. Endow \( M \) with an auxiliary Riemannian metric and let \( P_gU \) be the set of paths contained in \( U \) which are piecewise geodesic for this metric. Let \( k \geq 1 \) be an integer and \( p \in [2, +\infty] \) be a real number or \( \infty \). Let \( \omega \) and \( \omega' \) be two elements of \( W^{k,p}\Omega^1_g(U) \). Assume that some element \( j \in \mathcal{F}(U,G) \) satisfies, for each path \( c \in P_gU \), the relation

\[ \langle \omega', c \rangle = j(\tau)^{-1} \langle \omega, c \rangle j(\xi). \] (6)

Then \( j \in W^{k+1,p}(U;G) \) and \( j \cdot \omega = \omega' \).

Proof – We prove this result by induction on \( k \). Proving that \( j \) belongs to \( W^{1,p} \) is a non-trivial step of the proof since we assume no regularity at all a priori on \( j \). However, (6) allows us to prove that \( j \) is continuous and indeed \( W^{1,q} \) for all \( q < \infty \).

We will use the fact that every point of \( U \) has a neighbourhood diffeomorphic to \((-1,1)^2\) in such a way that all horizontal and all vertical segments are geodesic. To construct such a neighbourhood, choose two geodesic segments \( \gamma_h \) and \( \gamma_v \) which cross orthogonally at \( m \). Let \( T_h \) and \( T_v \) be two tubular neighbourhoods of \( \gamma_h \) and \( \gamma_v \) respectively (see [3] for a definition of tubular neighbourhoods and Fermi or normal coordinates). Let \((x_h, r_h)\) and \((x_v, r_v)\) respectively be normal coordinates on these tubes, such that \( r_h \) is the distance to \( \gamma_h \) and \( r_v \) the distance to \( \gamma_v \). The mapping \( T_h \cap T_v \to \mathbb{R}^2 \) which sends a point \( n \) to \((x_h(n), x_v(n))\) is smooth and its differential at \( m \) is invertible. On a small neighbourhood of \( m \), this mapping is a coordinate chart such that all segments parallel to the axes are geodesic.

For more convenience in dealing with Sobolev spaces, we will also assume that \( G \) is a subgroup of a vector space of matrices. This puts no further restriction on \( G \), since it is by our assumptions the direct product of a compact group and a group isomorphic to \((\mathbb{R}^m,+)\). In this way, \( g \) is a subspace of the same vector space of matrices. So, we consider that all forms and functions on \( U \) are matrix-valued.

• Let us prove that \( j \) is continuous. Let \( m \) be a point of \( U \). Let us restrict ourselves to a neighbourhood of \( m \) as above.

For each \( x \in (-1,1) \), let \( h_x \) denote the horizontal segment joining \( m \) to \((x,0)\). For each \((x,y) \in (-1,1)^2 \), let \( v_{x,y} \) denote the vertical segment joining \((x,0)\) to \((x,y)\). Finally, for each \((x,y) \in (-1,1)^2 \), set \( c_{x,y} = h_x v_{x,y} \). This is a piecewise geodesic path and this allows us to write

\[ j(x,y) = \langle \omega, c_{x,y} \rangle j(0,0) (\omega', c_{x,y})^{-1}. \]

From this equality we deduce that

\[ d_G(j(0,0), j(x,y)) \leq \rho(\langle \omega, c_{x,y} \rangle) + \rho(\langle \omega', c_{x,y} \rangle) \]
\[ \leq \rho(\langle \omega, h_x \rangle) + \rho(\langle \omega, v_{x,y} \rangle) + \rho(\langle \omega', h_x \rangle) + \rho(\langle \omega', v_{x,y} \rangle). \]
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Assume that \(0 \leq x \leq \frac{1}{2}\). Then \(x \mapsto \langle \omega, h_x \rangle = R(h_x^* \omega)(x)\) is an absolutely continuous function of \(x\). Now let \(\varphi : (-1, 1)^2 \to [0, 1]\) be a smooth cutoff function such that \(\varphi(x, y) = 1\) if \(\max(|x|, |y|) \leq \frac{1}{4}\) and \(\varphi(x, y) = 0\) if \(\max(|x|, |y|) \geq \frac{3}{4}\). Then, if \(0 \leq x, y \leq \frac{1}{2}\), then \(\langle \omega, v_{x,y} \rangle = \langle \varphi \omega, v_{x,y} \rangle\). Let us write \(\omega = \omega_1 dx + \omega_2 dy\). Then, by an elementary estimate ([1], Lemma 5.7), there exists a constant \(C\) independent of \(y\) such that
\[
\int_0^y \|\omega_2(x, t)\|^2 \, dt \leq C \int_{(-1,1)^2} \|\omega_2(s, t)\|^2 + \|\partial_s \omega_2(s, t)\|^2 \, dsdt.
\]
Since \(\omega\) belongs to \(H^1\), the right hand side tends to 0 as \(y\) tends to 0. Thus, the \(L^2\) norm of \(v_{x,y}^* \omega\) tends to 0 as \(y\) tends to 0, uniformly in \(x\). This implies that \(\rho(\langle \omega, v_{x,y} \rangle)\) tends to 0 as \((x, y)\) tends to \((0, 0)\). The same arguments applied to \(\omega'\) finish the proof that \(j\) is continuous at \(m\).

- Let us prove that \(j\) belongs to \(W^{1,q}(U)\) for all \(q < \infty\). We begin by proving that \(j\) admits a weak derivative and for this we restrict again to a neighbourhood diffeomorphic to \((-1, 1)^2\) of some point \(m\). For each \((x, y) \in (-1, 1)^2\), we have
\[
j(x, y) = \langle \omega, v_{x,y} \rangle j(x, 0) \langle \omega', v_{x,y} \rangle^{-1}.
\]
Hence, for any fixed \(x\), the map \(y \mapsto j(x, y)\), as a product of two \(H^1\) functions of one variable, belongs to \(H^1\). Let us compute its derivative:
\[
\partial_y j(x, y) = -\omega(\partial_y \langle \omega, v_{x,y} \rangle j(x, 0) \langle \omega', v_{x,y} \rangle^{-1} + \langle \omega, v_{x,y} \rangle j(x, 0) \langle \omega', v_{x,y} \rangle^{-1} \omega'(\partial_y)
\]
\[= j(x, y) \omega'(\partial_y) - \omega(\partial_y) j(x, y).
\]

This shows that \(j\) is absolutely continuous along every vertical segment and admits there an almost everywhere derivative which is the trace of the function \(j \omega'(\partial_y) - \omega(\partial_y) j\). Hence, \(j\) admits a weak partial derivative with respect to \(y\), namely \(j \omega' - \omega j\) evaluated on the vector field \(\partial_y\). A similar statement holds in the direction of \(y\) and \(j\) admits the weak differential \(dj = j \omega' - \omega j\).

Since \(j\) is continuous, this weak differential belongs to \(L^q_{loc} \Omega^1(U)\) for all \(q < \infty\). Hence, \(j \in W^{1,q}_{loc}(U)\) for all \(q < \infty\). If \(G\) is compact, \(j\) is in fact bounded, so that \(dj \in L^q \Omega^1(U)\) and \(j \in W^{1,q}(U)\) for all \(q < \infty\). If \(G\) is not compact, it is the direct product of a compact group by \(\mathbb{R}^m\) for some integer \(m \geq 1\). The \(g\)-valued 1-forms and the action of \(G\)-valued functions on them split between the compact part of \(G\) and the part isomorphic to \(\mathbb{R}^m\). It is thus enough to check that \(j \in W^{1,\Omega^1}(U)\) when \(G = \mathbb{R}^m\).

In this case, on has \(dj = \omega' - \omega\), which belongs to \(H^1(U)\). Set \(f = *d*(\omega' - \omega) \in L^2(U)\). Let \(\nu\) be the outer normal vector field along the boundary of \(U\) and let \(g = (\omega' - \omega)(\nu) \in H^{1/2}(\partial U)\).

Then, up to an additive constant, \(j\) is the unique solution to the inhomogeneous Neumann problem
\[
\begin{cases}
\Delta j = f & \text{on } U \\
\partial_j j = g & \text{on } \partial U.
\end{cases}
\]

Hence, according to standard results on elliptic boundary value problems, \(j\) belongs to \(H^2(U)\). This implies that \(j\) admits a continuous extension on the closure of \(U\). In particular, it is bounded on \(U\). Finally, for all \(q < \infty\), \(dj \in L^q \Omega^1(U)\), so that \(j \in W^{1,q}(U)\).

- Let us prove that \(j\) belongs to \(W^{k+1,p}(U)\). In a first step, let \(r \geq 2\) be such that \(\omega\) and \(\omega'\) belong to \(W^{1,p}(U)\). By using Leibnitz’s rule, it is easy to check that the product of a function
of $W^{1,r}(U)$ by a function of $C^0(\overline{U}) \cap W^{1,2r}(U)$ belongs to $W^{1,r}(U)$. Hence, $dj \in W^{1,r}\Omega^1(U)$ and $j \in W^{2,r}(U)$. If $k = 1$, the proof is finished.

In general, we use a simple iteration argument. Set $W^{l,\infty,-}(U) = \cap_{2 \leq p < \infty} W^{l,p}(U)$. We use the fact that $W^{k,p}(U)$ is stable by multiplication as soon as $kp > 2$. In particular, if $\omega$ and $\omega'$ belong to $W^{l,\infty,-}$ for some $l \geq 1$, and if $j$ belongs to $W^{l,\infty,-}$, then $dj$ belongs to $W^{l,\infty,-}\Omega^1(U)$ and $j$ belongs actually to $W^{l+1,\infty,-}(U)$. Now we use the Sobolev embedding $W^{1,q}(U) \hookrightarrow W^{l-1,\infty,-}$, which is valid for all $q \geq 2$ and all $l \geq 1$. By this embedding, $\omega$ and $\omega'$ belong to $W^{l,\infty,-}(U)$ for $l = 0, \ldots, k-1$. Assuming that $k > 1$. Since $\omega$ and $\omega'$ belong to $W^{1,\infty,-}(U)$, we have proved above that $j$ belongs to $W^{1,\infty,-}(U)$ and we conclude by iteration that $j \in W^{k,\infty,-}(U)$. In particular, $j$ and hence $dj$ belong to $W^{k,p}(U)$. Finally, $j \in W^{k+1,p}(U)$.

The fact that $j \cdot \omega = \omega'$ is obvious. □

2.2 Global results

Let $P$ be a principal $G$-bundle over $M$. Let $\omega$ be an element of $H^1A(P)$. In this second section, we explain how the holonomy of the locally defined 1-forms $\omega_s$ indexed by local sections of $P$ fit together into a global object.

2.2.1 Holonomy

For each point $m$ of $M$, we denote by $P_m$ the fibre of $P$ over $m$. Let $m$ and $n$ be two points of $M$. Recall that a mapping $\tau : P_m \rightarrow P_n$ is said to be $G$-equivariant if, for all $p \in P_m$ and all $g \in G$, one has $\tau(pg) = \tau(p)g$.

**Definition 2.10** A holonomy or parallel transport on $P$ is a collection of mappings $(\tau_c, c \in PM)$ indexed by $PM$ with the following properties:

1. For each $c \in PM$, $\tau_c$ is a $G$-equivariant mapping from $P_c$ to $P_c$.
2. The collection $(\tau_c, c \in PM)$ is multiplicative, that is, for each path $c$, $\tau_{c^{-1}} = \tau_c^{-1}$ and, if $c_1$ and $c_2$ are two paths such that $\overline{c_1} = c_2$, then $\tau_{c_1c_2} = \tau_{c_2} \circ \tau_{c_1}$.

The set of holonomies on $P$ is denoted by $T(P)$.

**Remark 2.11** Let $m$ and $n$ be two points of $M$. Since $G$ acts transitively on $P_m$, a $G$-equivariant mapping $\tau : P_m \rightarrow P_n$ is determined by the image of any single point of $P_m$. If a point $p$ is chosen in $P_m$ and a point $q$ in $P_n$, there exists a unique element $g$ of $G$ such that $\tau(p) = qg$. Conversely, for each $g \in G$ there exists a unique $G$-equivariant mapping $\tau : P_m \rightarrow P_n$ such that $\tau(p) = qg$. This one-to-one correspondence defines a natural topology on the set of equivariant mappings from $P_m$ to $P_n$.

**Proposition 2.12** Every element of $H^1A(P)$ determines a holonomy on $P$. Moreover, if two elements of $H^1A(P)$ determine the same holonomy, then they are equal.

**Proof** – Let $\omega$ be an $H^1$ connection on $P$. Let $c$ be a path on $M$. Assume that there exists a local section $(U, s)$ of $P$ such that $c$ is contained in the domain of $U$. Then define $\tau_c^s$ to be the unique $G$-equivariant mapping from $P_c$ to $P_c$ such that $\tau_c^s(s(c)) = s(\tau^s(\omega_s, c))$. The collection of mappings $(\tau_c^s, c \in PU)$ is clearly multiplicative in the sense of **Definition 2.10**. In particular, if $c = c_1c_2$, then $\tau_c^s = \tau_{c_2}^s \tau_{c_1}^s$.
If $s'$ is another local section of $P$ on a domain which contains $c$, then one checks easily by using Definition 1.10 and (1) that the mappings $\tau^s_c$ and $\tau^{s'}_c$ are the same. Let us denote them both by $\tau_c$.

Now pick any path $c$ in $PM$. Write $c$ as a concatenation of shorter paths $c = c_1 \ldots c_n$ in such a way that each shorter path is contained in the domain of a local section of $P$. Then the mapping $\tau_{c_n} \ldots \tau_{c_1}$ does not depend on the decomposition of $c$. Indeed, if $c = c'_1 \ldots c'_m$ is another decomposition of $c$, then there exists a third decomposition $c = c''_1 \ldots c''_p$ which is finer than the two other ones, in the sense that each $c_i$ and each $c'_j$ can be written as a concatenation of some $c''_k$'s. Then the multiplicativity stated above inside each domain of a local section implies that the two first decompositions give rise to the same mapping $P_c \rightarrow P_1$ as the third decomposition. It is thus legitimate to call this mapping $\tau_c$.

Two $H^1$ connections $\omega$ and $\omega'$ induce the same holonomy if and only if, for each local section $(U, s)$ of $P$, the multiplicative functions $\langle \omega_s, \cdot \rangle$ and $\langle \omega'_s, \cdot \rangle$ are equal on $PU$. According to Lemma 2.13, this is equivalent to the fact that $\omega_s = \omega'_s$ on the interior of $M$. If $M$ has a boundary, this shows that $\omega = \omega'$ almost everywhere, hence $\omega = \omega'$.

The proof of the following lemma is straightforward.

**Lemma 2.13** Let $\omega$ be an element of $H^1A(P)$. Let $l$ and $l'$ be two loops on $M$, based respectively at $m$ and $m'$. Assume that $l$ and $l'$ are cyclically equivalent, that is, that they differ only by the choice of their base points. Choose $p \in P_m$ and $p' \in P_{m'}$. Let $g$ and $g'$ be the elements of $G$ such that $\tau_l(p) = pg$ and $\tau_{l'}(p') = p'g'$. Then $g$ and $g'$ are conjugate.

If $c$ is a cycle on $M$, for example a component of $\partial M$ or the boundary of a face of a graph on $M$, then this lemma allows us to define $\langle \omega, c \rangle$ as a conjugacy class of $G$. In particular, if $\partial M$ has $p$ components $N_1, \ldots, N_p$ and if $X_1, \ldots, X_p$ are $p$ conjugacy classes in $G$, then we set

$$H^1A_{X_1, \ldots, X_p}(P) = \{ \omega \in H^1A(P) : \langle \omega, N_1 \rangle = X_1, \ldots, \langle \omega, N_p \rangle = X_p \}.$$  

The space $H^1A(P)$ is an affine space with direction $H^1\Omega^1(M) \otimes \text{Ad}(P)$. We endow $H^1A(P)$ with the corresponding topology. Concretely, this topology is generated by the subsets $\{ \omega \mid \| \omega_s - \eta_s \|_{H^1} < \varepsilon \}$, where $\varepsilon$ runs over the positive reals, $s$ over the local sections of $P$ and $\eta_s$ over $H^1\Omega^1(\text{Dom}(s))$. This topology can be metrized by choosing a finite covering of $M$. The weak topology on $H^1A(P)$ is defined similarly.

**Proposition 2.14** Let $(\omega_n)_{n \geq 0}$ be a sequence of $H^1$ connections on $P$ which converges weakly to a connection $\omega_\infty$. For each $n$ with $0 \leq n \leq \infty$, let $(\tau^n_c, c \in PM)$ be the holonomy induced by $\omega_n$. Then, for each path $c \in PM$, the mappings $\tau^n_c$ converge to $\tau_c^\infty$.

**Proof** – If $c$ is contained in the domain of a local section of $P$, then the result is a direct consequence of Proposition 2.2. If $c$ is not contained in the domain of a local section, then we decompose it as a concatenation of shorter paths to which the local argument can be applied. The result follows by multiplicativity of the holonomy induced by a connection. □
2.2.2 Gauge transformations

Definition 2.15 A gauge transformation on $P$ is a collection of mappings $(\gamma_m, m \in M)$ indexed by the points of $M$ such that, for each $m \in M$, $\gamma_m$ is a $G$-equivariant mapping of $P_m$ onto itself. The set of gauge transformations on $P$ is denoted by $\mathcal{J}(P)$.

Let $j = (\gamma_m, m \in M)$ be a gauge transformation. Let $(U, s)$ be a local section of $P$. Define $j_s$ as the unique $G$-valued function on $U$ such that, for each $m \in U$, $\gamma_m(s(m)) = s(m)j_s(m)$. It is easily checked that, if $s'$ is another local section of $P$ and if $s' = s\psi$ on $\text{Dom}(s) \cap \text{Dom}(s')$, then $j_{s'} = \psi^{-1} j_s \psi$.

In fact, a gauge transformation is completely determined by the family of locally defined $G$-valued mappings $j_s$, where $s$ runs over local sections of $P$. It can be defined as such a family which satisfies the compatibility condition stated above. If in addition one puts regularity conditions on the mappings $j_s$, this allows us to define Sobolev gauge transformations. In particular, we shall consider the space $H^2 \mathcal{J}(P)$ of $H^2$ gauge transformations.

The set $\mathcal{J}(P)$ and the space $H^2 \mathcal{J}(P)$ are groups under pointwise composition. These groups act respectively on $T(P)$ and $H^1\mathcal{A}(P)$ as follows\footnote{These are actions on the right but we denote them on the left. This will not cause any ambiguity.}.

Let $T = (\tau_c, c \in PM)$ be a holonomy and $j = (\gamma_m, m \in M)$ be a gauge transformation. We define a new holonomy $j \cdot T = (j \cdot \tau_c, c \in PM)$ by setting, for each path $c$, $(j \cdot \tau)c = \gamma^{-1}_c \circ \tau_c \circ \gamma_c$. On the other hand, let $\omega$ be an $H^1$ connection and $j$ an $H^p$ gauge transformation. Then we define a new element $j \cdot \omega$ of $H^1\mathcal{A}(P)$ by setting, for each local section $s$ of $P$, $(j \cdot \omega)_s = j_s \cdot \omega_s = \text{Ad}(j^{-1}_s)\omega_s + j^{-1}_s dj_s$.

According to (7), the mapping $H^1\mathcal{A}(P) \rightarrow T(P)$ which sends a connection to its holonomy induces a mapping between quotient spaces:

$$H^1\mathcal{A}(P)/H^2 \mathcal{J}(P) \rightarrow T(P)/\mathcal{J}(P).$$

Let us choose a reference point $p(m)$ in the fibre $P_m$ for each $m \in M$. Then, according to the Remark 2.11, a holonomy on $P$ determines an element of $\mathcal{F}(PM, G)$. It follows from the multiplicativity of a holonomy that this function is actually multiplicative. Now it is easily checked that changing the reference point in each fibre or changing the holonomy by the action of a gauge transformation modifies the multiplicative function by the action of an element of $\mathcal{F}(M, G)$. Hence, there is a second mapping:

$$T(P)/\mathcal{J}(P) \rightarrow \mathcal{M}(PM, G)/\mathcal{F}(M, G).$$

Combining (7) with (8), we get a mapping which we denote by $\mathcal{H}_P$:

$$\mathcal{H}_P : H^1\mathcal{A}(P)/H^2 \mathcal{J}(P) \rightarrow \mathcal{M}(PM, G)/\mathcal{F}(M, G).$$

Recall that a function $f \in \mathcal{M}(PM, G)$ is said to be continuous with fixed endpoints if it is sequentially continuous along sequences of paths converging with fixed endpoints. Observe that this property is not affected by the action of $\mathcal{F}(M, G)$. Our main result in this section is the following.

Proposition 2.16 1. Let $P$ be a principal $G$-bundle over $M$. Then the mapping $\mathcal{H}_P$ is a one-to-one mapping whose range contains only functions continuous with fixed endpoints.
2. Let \( Q \) be another \( G \)-bundle over \( M \). If \( P \) and \( Q \) are isomorphic, and if \( \varphi : P \to Q \) is a bundle isomorphism, then \( \varphi \) induces an energy-preserving map \( \varphi^*: H^1A(Q)/H^2J(Q) \to H^1A(P)/H^2J(P) \) which satisfies the relation \( \mathcal{H}_P \circ \varphi^* = \mathcal{H}_Q \).

If \( P \) and \( Q \) are not isomorphic, then the ranges of \( \mathcal{H}_P \) and \( \mathcal{H}_Q \) are disjoint.

**Remark 2.17** It could be argued that it is very unpleasant to choose a reference point in each fibre of \( P \) because, unless \( P \) is trivial, this cannot be done in a continuous way. It is possible to avoid this by choosing a point \( m \) on \( M \) and restricting oneself to the space \( L_m M \) of loops based at \( m \). The action of \( \mathcal{F}(M, G) \) on \( \mathcal{M}(L_m M, G) \) reduces to the diagonal action of \( G \) by conjugation. Then, by choosing only a reference point in \( P_m \), one is able to construct a mapping \( \mathcal{H}_P : H^1A(P)/H^2J(P) \to \mathcal{M}(L_m M, G)/G \). This point of view is exactly equivalent to ours since the spaces \( \mathcal{M}(PM, G)/\mathcal{F}(M, G) \) and \( \mathcal{M}(L_m M, G)/G \) equipped with the traces of the product topologies are canonically homeomorphic. Moreover, the canonical homeomorphism sends functions continuous with fixed endpoints to continuous functions. Nevertheless, we choose to consider \( PM \) instead of \( L_m M \) because it is easier to work with the Yang-Mills measure if it is defined on \( \mathcal{M}(PM, G) \).

**Proof of Proposition 2.16** - 1. Let \( \omega \) be an \( H^1 \) connection. For each \( m \in M \), let \( p(m) \) be a reference point in \( P_m \). Let \( f \) be the element of \( \mathcal{M}(PM, G) \) determined by \( \omega \) and the set-theoretic section \( m \mapsto p(m) \). Let us prove that \( f \) is continuous with fixed endpoints.

Let \( (c_n)_{n \geq 0} \) be a sequence of paths converging with fixed endpoints to \( c \). Let us assume that \( c \) is contained in the domain of a local section \( s \) of \( P \). Then, for \( n \) large enough, \( c_n \) is also contained in the domain of this local section. Let us also assume that \( s(\check{c}) = p(\check{c}) \) and \( s(\check{\tau}) = p(\check{\tau}) \). Since \( G \) is connected, this causes no loss of generality. Now, for each \( n \), we have \( f(c_n) = \langle \omega, c_n \rangle \) and the similar equality for \( c \). By Proposition 2.4, this implies that \( f(c_n) \) tends to \( f(c) \) as \( n \) tends to infinity.

If \( c \) is not contained in the domain of a local section, let us decompose it as \( c = c^1 \ldots c^r \) in such a way that, for each \( k = 1, \ldots, r \), \( c^k \) is contained in the domain \( U_k \) of some local section \( s_k \).

We assume that, for each \( k \), the section \( s_k \) coincides with \( p \) at the endpoints of \( c^k \). Let \( R > 0 \) be such that every geodesic ball on \( M \) of radius smaller than \( R \) is geodesically convex and such that, for each \( k \), the \( R \)-neighbourhood of \( c^k \), denoted by \( \bigcup c^k_R \), is contained in \( U_k \). Then, for \( n \) large enough, \( c_n \) is contained in \( c^k_1 \cup \ldots \cup c^k_n \). For such an \( n \), decompose \( c_n \) as \( c_n^1 \ldots c_n^r \) in such a way that for each \( k \), \( d_M(\check{c}^k_n, \check{c}^k_n) < R \) and \( d_M(\tau^k_n, \tau^k_n) < R \). Then, for each \( k \), \( c^k_n \) converges to \( c^k \), but not with fixed endpoints.

For each \( n \) large enough and each \( k = 1, \ldots, r - 1 \), let \( \zeta_{k,n} \) denote the geodesic segment joining \( \check{c}^k_n \) to \( \tau^k_n \). Let \( \zeta^0_n \) be the point \( \check{c} \) and \( \zeta^r_n \) be the point \( \tau \). Then, for each \( n \) and each \( k = 1, \ldots, r, r \), set \( \check{c}^k_n = \zeta_{k-1,n} \check{c}^k \zeta_{k,n}^{-1} \). For each \( k \), \( \check{c}^k_n \) tends to \( c^k \) with fixed endpoints and, by multiplicativity, \( f(c_n) = f(c^1_n \ldots c^r_n) = f(c^1_n) \ldots f(c^r_n) \). We have now reduced the problem to the case of paths lying in the domain of a local section and find that \( f(c_n) \) tends to \( f(c^1_n) \ldots f(c^r_n) = f(c) \).

We prove now that \( \mathcal{H}_P \) is injective. Let us consider two \( H^1 \) connections \( \omega \) and \( \omega' \) on \( P \) which are sent to the same class of \( \mathcal{M}(PM, G) \) by the composed mapping \( H^1A(P) \to H^1A(P)/H^2J(P) \to \mathcal{M}(PM, G)/\mathcal{F}(M, G) \). We claim that \( \omega \) and \( \omega' \) differ by the action of an element of \( H^2J(P) \).

Indeed, let \( T = (\tau, c \in PM) \) and \( T' = (\gamma, c \in PM) \) be the holonomies induced by \( \omega \) and \( \omega' \) respectively. There exists a gauge transformation \( j = (\gamma, m \in M) \) such that \( T' = j \cdot T \). Let...
(U, s) be a local section of P. Then the equality \( \langle \omega'_s, \cdot \rangle = j_s \cdot \langle \omega_s, \cdot \rangle \) of multiplicative function on PU holds. By Proposition 2.9, \( j_s \) belongs to \( H^2(U; G) \). Since this argument is valid for each local section of P, we conclude that \( j \) belongs to \( H^2(P) \). Now, the connections \( j \cdot \omega \) and \( \omega' \) determine the same holonomy on P. According to Proposition 2.12, this implies that they are equal.

2. If P and Q are isomorphic, the statement is straightforward. Let us assume that P and Q are not isomorphic. Then M is necessarily closed. Let f be an element of \( \mathcal{M}(PM, G) \) whose class modulo \( \mathcal{F}(M, G) \) belongs to the range of \( \mathcal{H}_P \). We claim that \( \mathcal{O}(P) \) can be computed from f. Since \( \mathcal{O}(P) \neq \mathcal{O}(Q) \), this implies that f does not belong to the range of \( \mathcal{H}_Q \).

Let m be a point of M. Let \( g \) denote the genus of M. Let \( a_1, b_1, \ldots, a_g, b_g \) be 2g loops based at m which generate the fundamental group \( \pi_1(M, m) \) with the single relation \[ b_g^{-1}, a_g^{-1} \cdots b_1^{-1}, a_1^{-1} = 1. \]

Let \( L : [0, 1]^2 \to M \) be a smooth homotopy such that, for each \( s \in [0, 1], L(s, \cdot) \) is a smooth loop based at m, \( L(0, \cdot) \) is the constant loop at m and \( L(1, \cdot) \) is the loop \[ b_g^{-1}, a_g^{-1} \cdots b_1^{-1}, a_1^{-1}. \]

The mapping from \([0, 1] \times [a, b] \to G\) defined by \( s \mapsto f(L(s, \cdot)) \) is a continuous path starting from 1. Let \( s \mapsto \tilde{f}(s) \) be the lift starting at 1 in \( \tilde{G} \) of this curve. Recall that, if \( x, y \in G \) and \( \tilde{x}, \tilde{y} \in \tilde{G} \), then \[ [\tilde{x}, \tilde{y}] = \tilde{x}\tilde{y}\tilde{x}^{-1}\tilde{y}^{-1} \] depends only on \( x \) and \( y \). We denote it by \( [x, y] \). Then
\[
\mathcal{O}(P) = \tilde{f}(1) \left( [f(a_1), f(b_1)] \cdots [f(a_g), f(b_g)] \right)^{-1} \quad (\text{[17]}, \text{Theorem 3.9}).
\]

To finish this section on Sobolev connections, let us state Uhlenbeck’s compactness theorem in the particular case that we are going to use. The original reference for this theorem is [18]. For the case where M has a boundary, and also for a more comprehensive and detailed proof, we refer the reader to [22].

**Theorem 2.18 (Compactness theorem)** Let P be a principal G-bundle over M. Let \( (\omega_n)_{n \geq 1} \) be a sequence of connections in \( H^1A(P) \) such that \( S(\omega_n) \) is uniformly bounded. Then there exists a subsequence \( (\omega_{n_k})_{k \geq 1} \), a sequence \( (j_k)_{k \geq 1} \) in \( H^2(F(P)) \) and an element \( \omega \) of \( H^1A(P) \) such that

1. \( j_k \cdot \omega_{n_k} \to \omega \) in \( H^1A(P) \),
2. \( S(\omega) \leq \liminf_{k \to \infty} S(\omega_{n_k}) \).

## 3 Large deviations for the Yang-Mills measures

In this section, we prove Theorems 1.15 and 1.16, except for the construction of a connection with minimal energy with prescribed holonomy along the edges of a graph, which is the object of Section 4. We are going to follow a route close to the one followed to construct the measure in [8]. The starting point is the classical short-time estimate of the heat kernel on a compact Riemannian manifold which we apply to G, and, with a minor modification, to its possibly non-compact universal covering \( \tilde{G} \). A large deviation principle for the discrete Yang-Mills measures follows by elementary arguments. An application of the contraction principle produces a large deviation principle for the finite-dimensional distributions associated to families of paths which are contained in some \( \mathbb{E}^* \), where \( \mathbb{E} \) is the set of edges of a graph. Just as in the construction of the measure, it is not enough to take the projective limit of these discrete principles: we must first obtain an large deviation principle for all finite dimensional marginals of the holonomy process. For this, we use a standard result on exponential approximations of measures. In identifying the rate function at this stage in terms of the Yang-Mills measure, we make repeated
uses of Uhlenbeck’s compactness theorem. Finally, Dawson-Gärtner’s theorem yields the large deviation principle for the whole process.

3.1 The discrete Yang-Mills measures

Let $N$ be a Riemannian manifold. Let us denote for all $t > 0$ by $p_t(\cdot, \cdot)$ the heat kernel on $N$, that is, the kernel of the operator $\exp(\frac{t}{2}\Delta)$ on the space of square-integrable functions on $N$. The fundamental estimate is the following. The prototype of this result was proved by Varadhan in [19, 20]. For the form given here the reader may consult [14] or [11].

**Theorem 3.1** Let $p_t(\cdot, \cdot)$ be the heat kernel on a compact Riemannian manifold $N$. Then, uniformly for all $x, y \in N$, one has

\[
\lim_{t \to 0} -2t \log p_t(x, y) = d(x, y)^2.
\]

When $M$ has a boundary, we deduce directly from this theorem the large deviation principle for the discrete Yang-Mills measure associated to a graph on $M$ with boundary conditions.

Let $N_1, \ldots, N_p$ be the connected components of $\partial M$. Let $X_1, \ldots, X_p$ be $p$ conjugacy classes in $G$. Recall that, if $x \in G$, then $\rho(x)$ denotes the Riemannian distance between 1 and $x$.

**Proposition 3.2** Let $G$ be a graph on $M$. The family of measures $(P^{G}_{T;X_1,\ldots,X_p})_{T > 0}$ on $G^{E^+}$ satisfies a large deviation principle with good rate function

\[
I^{G}_{X_1,\ldots,X_p}(g) = \begin{cases} 
\sum_{F \in \mathcal{F}} \rho(h_{\partial F}(g))^2 & \text{if } h_{N_1}(g) = X_1, \ldots, h_{N_p}(g) = X_p, \\
+\infty & \text{otherwise.}
\end{cases}
\]

**Proof** – Let $S$ denote the subset of all $g \in G^{E^+}$ such that the boundary conditions $h_{N_1}(g) = X_1, \ldots, h_{N_p}(g) = X_p$ are satisfied. It is a closed subset of $G^{E^+}$. With the notation of Definition 1.7 and by Theorem 3.1, we have, as $T$ tends to 0, for all $g \in S$,

\[
dP^{G}_{T;X_1,\ldots,X_p}(g) = \frac{1}{Z^{G}_{T;X_1,\ldots,X_p}} e^{-\frac{1}{2}(I^{G}_{X_1,\ldots,X_p}(g) + o(1))} d\nu^{N_1}_{X_1} \cdots d\nu^{N_p}_{X_p} dg_{\text{int}},
\]

where $o(1)$ is uniform on $S$.

According to Proposition 1.7 and to a standard estimation of the supremum of the heat kernel (for instance Theorem V.4.3 of [22], to which we will refer again later), $Z^{G}_{T;X_1,\ldots,X_p} \leq \|p_T(\sigma(M))\|_{\infty} = O(T^{-\frac{\dim G}{2}})$ is negligible at the exponential scale. The large deviation principle on the subset $S$ follows now from the fact that the measure $d\nu^{N_1}_{X_1} \cdots d\nu^{N_p}_{X_p} dg_{\text{int}}$ charges every open subset of $S$. Finally, since $S$ is closed and supports the measures $P^{G}_{T;X_1,\ldots,X_p}$, the large deviation principle holds on $G^{E^+}$.

When $M$ is closed, the Yang-Mills measures on $M$ are defined in terms of the heat kernel on $\tilde{G}$ which may not be compact. However, this possible non-compactness is easy to deal with, since it comes from the presence of a Euclidean direct factor $\mathbb{R}^m$. 
Proposition 3.3 Uniformly for all $\tilde{g}, \tilde{h} \in \tilde{G}$, one has

$$\lim_{t \to 0} -2t \log \tilde{p}_t(\tilde{g}, \tilde{h}) = d_{\tilde{G}}(\tilde{g}, \tilde{h})^2.$$  

Proof – Since $G$ is a compact group, its Lie algebra $\mathfrak{g}$ which is also that of $\tilde{G}$ can be written as $\mathfrak{g} = [\mathfrak{g}, \mathfrak{g}] \oplus \mathfrak{z}(\mathfrak{g})$, where $\mathfrak{z}(\mathfrak{g})$ is the center of $\mathfrak{g}$ (\cite{3}, Theorem 3.6.2). Accordingly, $\tilde{G} = K \times \mathbb{R}^m$, where $K$ is the subgroup of $\tilde{G}$ with Lie algebra $[\mathfrak{g}, \mathfrak{g}]$ and $m = \text{dim} \mathfrak{z}(\mathfrak{g})$. The group $K$ is compact and simply connected. Let $\Delta, \Delta_K$ under the adjoint action of $\tilde{G}$, $K$ and $\mathbb{R}^m$ respectively, where $K$ and $\mathbb{R}^m$ are endowed with the induced metric. Observe that $\Delta_K$ commute and, independently, that the induced metric on $\mathbb{R}^m$ is a constant Euclidean metric. The scalar product on $\mathfrak{g}$ corresponding to the Riemannian metric on $\tilde{G}$ is invariant under the adjoint action of $\tilde{G}$ on $\mathfrak{g}$, so that the adjoint action of $\mathfrak{g}$ on itself is antisymmetric and $\mathfrak{z}(\mathfrak{g}) \perp [\mathfrak{g}, \mathfrak{g}]$. This implies the relations $\Delta = \Delta_K + \Delta_{\mathbb{R}^m}$ and $\exp \frac{\Delta}{2} = \exp \frac{i\Delta_K}{2} \exp \frac{i\Delta_{\mathbb{R}^m}}{2}$. Finally, for all $t > 0$, $k, l \in K$ and $x, y \in \mathbb{R}^m$, and with an obvious notation,

$$\tilde{p}_t((k, x), (l, y)) = p^K_t(k, l)p^m_t(x, y).$$

On one hand, as $t$ tends to $0$, $-2t \log p^K_t(k, l)$ tends, by Theorem \[3.3\], to $d_K(k, l)^2$ uniformly. On the other hand, $-2t \log p^m_t(x, y)$ tends, by Theorem \[3.3\], to $d_{\mathbb{R}^m}(x, y)^2 - m \log(2\pi t)$. The result follows now from the identity $d_{\tilde{G}}((k, x), (l, y))^2 = d_K(k, l)^2 + d_{\mathbb{R}^m}(x, y)^2$. \(\square\)

Choose $z \in \Pi$. Let $G$ be a graph on $M$. Recall the definition of the discrete measures $P^G_{T, z}$ given in Definition \[3.3\]. Let us also introduce, for $\tilde{x} \in \tilde{G}$, the notation $\rho(\tilde{x})$ for the Riemannian distance in $G$ between $\tilde{x}$ and the unit element.

Proposition 3.4 The family of probability measures $(P^G_{T, z})_{T > 0}$ on $G_{\tilde{G}}^+$ satisfies a large deviation principle with rate function

$$I^G_z(g) = \min_{z_{\tilde{F}} \in \Pi^G_z} \sum_{F \in \mathcal{F}} \frac{\rho(h^G_{\mathcal{F}}(g)z_{\mathcal{F}})^2}{2\sigma(F)}, \quad (9)$$

where $\tilde{g} \in \tilde{G}_{\tilde{G}}^+$ satisfies $\pi(\tilde{g}) = g$.

Remark 3.5 1. The value of the rate function does not depend on the choice of $\tilde{g}$ for the same reason as the number defined as $D^G_{T, z}(g)$ in Proposition \[3.4\] does not. Less obvious is the fact, which is part of the last proposition, that the minimum in (\ref{3.4}) is attained for some $z_{\mathcal{F}} \in \Pi^G_z$.

2. When $G$ is simply connected, the rate function takes the simpler form

$$I^G_z(g) = \sum_{F \in \mathcal{F}} \frac{\rho(h_{\mathcal{F}}(g))^2}{2\sigma(F)}.$$  

In this case, Proposition \[3.4\] is a direct consequence of Theorem \[3.4\].

Proof – What makes this proof a bit more difficult than in the case with boundary is the possible presence of an infinite sum in the density $D^G_{T, z}$. We need to truncate this sum and estimate the error we make.
Let us choose a bounded measurable section $G_{\mathbb{R}^+} \rightarrow \tilde{G}_{\mathbb{R}^+}$ of $\pi$. Let us simply denote by $\tilde{g}$ the image by this section of $g \in G_{\mathbb{R}^+}$. Set $c = \sup \{ \hat{p}(h_{\tilde{g}F}(\tilde{g})) : g \in G_{\mathbb{R}^+}, F \in \mathcal{F} \}$. Let also $s$ and $S$ be two real numbers such that $0 < s < S$ and, for each face $F$, $s < \sigma(F) < S$. Finally, let $C > 0$ be such that, for all $t > 0$, all $\tilde{x}, \tilde{y} \in \tilde{G}$, $\hat{p}(\tilde{x}, \tilde{y}) \leq C t^{-\dim_{\mathbb{R}^+} G} \exp \left( -\frac{d_{\tilde{F}}(\tilde{x}, \tilde{y})^2}{C t} \right)$. Such a constant exists by [21]. Theorem V.4.3.

For each integer $k \geq 0$, set $\Lambda_k = \{ z_F \in \Pi_{\mathbb{R}^+}^2 | \forall F \in \mathcal{F}, \hat{p}(z_F) < k \}$. Fix $g \in G_{\mathbb{R}^+}$. Then

$$D_{T,z}^g(g) = \sum_{k=0}^{\infty} \left\{ \sum_{z_F \in \Lambda_{k+1} \setminus \Lambda_k} \prod_{F \in \mathcal{F}} \hat{p}_{T \sigma(F)}(h_{\tilde{g}F}(\tilde{g})z_F) \right\}.$$ (10)

If $z_F$ belongs to $\Lambda_{k+1} \setminus \Lambda_k$, then there exists a face $F$ such that $\hat{p}(h_{\tilde{g}F}(\tilde{g})z_F) \geq |k - c|$, so

$$\prod_{F \in \mathcal{F}} \hat{p}_{T \sigma(F)}(h_{\tilde{g}F}(\tilde{g})z_F) \leq \left( \frac{C}{(sT)^2} \right)^{|\mathcal{F}|} \exp \left( -\frac{(k-c)^2}{cT} \right).$$

Hence, if $L$ is a non-negative integer, the tail of (I) satisfies

$$\sum_{k=L}^{\infty} \{ \ldots \} \leq \frac{C}{T^{\dim_{\mathbb{R}^+}}} \sum_{k \geq L} |\Lambda_{k+1}| e^{-\frac{(k-c)^2}{cT}},$$

where $C$ denotes now a constant which varies from line to line. The set $\Pi \subset \tilde{G} \simeq K \times \mathbb{R}^m$ is a sub-lattice of $Z(K) \times \mathbb{R}$, where $Z(K)$ is the center of $K$, which is finite, and $\mathbb{R}$ is a discrete additive subgroup of $\mathbb{R}^m$. Hence, the cardinality $|\Lambda_k|$ is dominated by a power of $k$. Thus there exists a rational function $Q$ of two variables such that the tail of (I) satisfies

$$\sum_{k=L}^{\infty} \{ \ldots \} \leq Q(L, \sqrt{T}) e^{-\frac{(k-c)^2}{cT}}.$$

Hence, for each $L$, the density can be put in the form

$$D_{T,z}^g(g) = \sum_{z_F \in \Lambda_L} \exp \left[ -\frac{1}{T} \sum_{F \in \mathcal{F}} \hat{p}(h_{\tilde{g}F}(\tilde{g})z_F)^2 \right] + o \left( \frac{1}{T} \right) + \varepsilon(L, T)(g),$$

with $0 \leq \varepsilon(L, T)(g) \leq Q(L, \sqrt{T}) e^{-\frac{(k-c)^2}{cT}}$.

Now, with $g \in G_{\mathbb{R}^+}$ still fixed, the function from $\Pi_{\mathbb{R}^+}^2$ to $\mathbb{R}^+$ which sends $z_F$ to $\sum_{F \in \mathcal{F}} \hat{p}(h_{\tilde{g}F}(\tilde{g})z_F)^2$ tends to infinity as $z_F$ tends to infinity. Thus, this function attains its infimum, on a subset $M(g)$ of $\Pi_{\mathbb{R}^+}^2$ which may not be a singleton. Since $g \mapsto \tilde{g}$ is a bounded mapping, the convergence of the sum above is uniform in $g$, so that $\cup_{g \in G_{\mathbb{R}^+}} M(g)$ is a bounded set and there exists a positive integer $L_0$ such that $\cup_{g \in G_{\mathbb{R}^+}} M(g) \subset \Lambda_{L_0}$.

The large deviation principle can now be proved easily. As in the case where $M$ has a boundary, Proposition [3, A] and a classical estimate on the heat kernel imply that $Z_F^g_{T,z}$ is negligible at the exponential scale. Let $A \subset G_{\mathbb{R}^+}$ be a Borel subset. Then, from the discussion above we deduce that, for $L \geq L_0$,

$$\lim_{T \rightarrow 0} T \log P_{T,z}^g(A) \leq \max \left[ \lim_{T \rightarrow 0} T \log \int_A \varepsilon(L, T)(g) \ dg, \ min \ \inf_{g \in A} \ \min_{z_F \in \Pi_{\mathbb{R}^+}^2} \sum_{F \in \mathcal{F}} \hat{p}(h_{\tilde{g}F}(\tilde{g})z_F)^2 \right].$$
Since $\lim_{T \to 0} T \log \int_A \varepsilon(L,T)(g) \, dg \leq -(L-c)^2$ tends to $-\infty$ as $L$ tends to infinity, the upper bound of the large deviation principle is proved by taking $L$ large enough. A similar argument for the lower bound finishes the proof.

We want to give an expression of the rate functions $I_{X_1,\ldots,X_p}^E$ and $I_z^E$ in terms of the Yang-Mills energy. For this, we need to establish a link between $H^1$ connections and elements of $G^{E^+}$.

Let $J$ be a subset of $PM$, for example, the set of edges of a graph, or a set of loops. Any $H^1$ connection on some $G$-bundle $P$ over $M$ determines, via the mapping $\mathcal{H}_P$, an element of $\mathcal{M}(J,G)/\mathcal{F}(M,G)$. Now for every subset $K$ of $PM$, let $K^*$ denote the set of paths that can be constructed by concatenating elements of $K$. There is a natural one-to-one correspondence between $\mathcal{M}(K,G)$ and $\mathcal{M}(K^*,G)$. Hence, if $K$ is a subset of $PM$ such that $J \subset K^*$, then any function of $\mathcal{M}(K,G)$ determines a function of $\mathcal{M}(J,G)$ and thus an element of $\mathcal{M}(J,G)/\mathcal{F}(M,G)$.

The main example of this situation is the following: $K$ is the set of edges of a graph and $J$ is a set of paths in this graph.

**Definition 3.6** Let $J$ and $K$ be two subsets of $PM$ such that $J \subset K^*$. Two connections of $H^1 \mathcal{A}$, or two functions of $\mathcal{M}(K,G)$, or one such connection and one such function are said to agree up to gauge transformation on $J$, or simply to agree on $J$, if they induce the same class of $\mathcal{M}(J,G)/\mathcal{F}(M,G)$. We denote this relation by $\sim_J$.

From now on, we will alternatively use two sets of assumption, corresponding to the cases with and without boundary. Let us state them once for all and give them a name.

**Convention 3.7**

1. (Boundary) means: Assume that $M$ has a non-empty boundary. Assume that $N_1,\ldots,N_p$ are the connected components of $\partial M$. Let $X_1,\ldots,X_p$ be $p$ conjugacy classes of $G$. Let $P$ be a principal $G$-bundle over $M$.

2. (Closed) means: Assume that $M$ is closed. Let $z$ be an element of $\Pi$. Let $P$ be a principal $G$-bundle over $M$ such that $o(P) = z$.

Let us state the main technical result of this paper.

**Proposition 3.8** Let $G$ be a graph on $M$. Let $g$ be an element of $G^{E^+}$.

1. (Boundary) The following equality holds:

$$I_{X_1,\ldots,X_p}^E(g) = \frac{1}{2} \inf \{S(\omega) : \omega \in H^1 \mathcal{A}_{X_1,\ldots,X_p}(P), \omega \sim_E g\}. \quad (11)$$

2. (Closed) The following equality holds:

$$I_z^E(g) = \frac{1}{2} \inf \{S(\omega) : \omega \in H^1 \mathcal{A}(P), \omega \sim_E g\}. \quad (12)$$

In both cases, the infima are attained by an element of $W^{1,\infty} \mathcal{A}(P)$, hence continuous and Lipschitz on $M$, which is smooth outside $\bigcup_{e \in G} e$.

In (11) and (12), the fact that the left hand side is smaller than the right hand side is a simple consequence of the energy inequality (Proposition 2.5). Besides, the fact that the infima are attained by $H^1$ connections is a consequence of Uhlenbeck’s theorem (Theorem 2.18). Indeed,
from a minimizing sequence one can extract a weakly convergent one and closed constraints on the holonomy are stable by weak \( H^1 \) limits. Proving that the minimum is equal to the left hand side is the difficult part. We do this by constructing an explicit minimizer. This is rather long and we postpone the construction until Section 4. Let us state the result here.

**Proposition 3.8** Let \( \mathbb{G} \) be a connected graph on \( M \). Let \( g \) be an element of \( G^{E^+} \).

1. **(Boundary)** Assume that \( h_{N_1}(g) = X_1, \ldots, h_{N_p}(g) = X_p \). Then there exists a connection \( \omega \in W^{1,\infty}A_{X_1, \ldots, X_p}(P) \) which is smooth outside \( \bigcup_{e \in E} \) such that \( \omega \sim g \) and \( S(\omega) = 2I^{E^+}_{X_1, \ldots, X_p}(g) \).

2. **(Closed)** There exists a connection \( \omega \in W^{1,\infty}A(P) \) which is smooth outside \( \bigcup_{e \in E} \) such that \( \omega \sim g \) and \( S(\omega) = 2I^z(g) \).

Let us give briefly an idea of what a minimizing connection looks like. The key to the construction is that minimizers of the energy on disks with prescribed holonomy along the boundary are well-known. A connection on a face \( F \) with holonomy \( x \) along the boundary and minimal energy is gauge-equivalent to a connection of the form \( X \lambda \), where \( X \) is an element of \( g \) of minimal norm such that \( \exp(\sigma(F)X) = x \) and \( \lambda \) is a smooth 1-form such that \( d\lambda = \sigma \). We construct a minimizing connection on \( M \) essentially by taking one such minimizer on each face and gluing them all together.

**Proof of Proposition 3.8**

1. Let \( \omega \) be an \( H^1 \) connection which satisfies the boundary conditions and agrees with \( g \) on \( E \). Then, the energy inequality (Proposition 2.5) applied on each face of \( \mathbb{G} \) implies that \( S(\omega) \geq 2I^{E^+}_{X_1, \ldots, X_p}(g) \). The reverse inequality follows from Proposition 3.4.

2. Let \( \omega \) be an \( H^1 \) connection on \( P \) which agrees with \( g \) on \( \mathbb{E} \). It is not enough to apply the energy inequality to \( \omega \) in this case. Instead, let us choose for each face \( F \) a smooth section \( s_F \) of \( P \) over \( F \). Let us choose a face \( F \). The form \( \omega_F \) belongs to \( H^1\Omega^1_g(F) \). Let us compute \( \langle \omega_F, \partial F \rangle_{\mathcal{G}} \), which is a conjugacy class in \( \mathcal{G} \) and which projects on the conjugacy class \( \langle \omega, \partial F \rangle \) of \( G \). The energy inequality applied on each face with the structure group \( \mathcal{G} \) gives us

\[
S(\omega) \geq \sum_{F \in \mathbb{F}} \frac{\tilde{\rho}(\langle \omega_F, \partial F \rangle_{\mathcal{G}})^2}{\sigma(F)}.
\]

We claim that the right hand side of this inequality is of the form \( \sum_{F \in \mathbb{F}} \frac{\rho(\tilde{\omega}_F(\tilde{g})(z_F))^2}{\sigma(F)} \) for some \( \tilde{g} \in \mathcal{G}^{E^+} \) and some \( z_F \in \Pi^E_z \).

Recall that, if \( e \) is an edge, \( L(e) \) is the face located on the left of \( e \). For each \( e \in \mathbb{E}^+ \), set \( \tilde{g}_e = \langle \omega_{L(e)}, e \rangle_{\tilde{G}} \). Then \( \tilde{g} = (\tilde{g}_e, e \in \mathbb{E}^+) \) belongs to \( \tilde{G}^{E^+} \) and satisfies \( \pi(\tilde{g}) = g \). Finally, for each face \( F \), set

\[
z_F = \prod_{e \in \mathbb{E}^+: L(e)^{-1} = F} \langle \omega_{L(e)}, e \rangle_{\tilde{G}} \langle \omega_{L(e)^{-1}}, e^{-1} \rangle_{\tilde{G}}.
\]

Then it follows from [4], Lemma 1.7, that \( z_F = (z_F, F \in \mathbb{F}) \) belongs to \( \Pi^E_z \). On the other hand, \( z_F \) is defined in such a way that, for each face \( F \), \( h_{\tilde{G}F}(\tilde{g})z_F = \langle \omega_F, \partial F \rangle_{\mathcal{G}} \). Our claim is thus proved and it follows that \( S(\omega) \geq 2I^z(g) \). The reverse inequality follows as in the case with boundary from Proposition 3.9. \( \square \)
3.2 Holonomy along a family of paths in a graph (Contraction principle)

The contraction principle [2, Thm. 4.2.1] allows us to state a large deviation principle for the law of the random holonomy along a finite set of paths in a graph.

**Proposition 3.10** Let $\mathbb{G}$ be a graph on $M$. Let $J = \{c_1, \ldots, c_n\}$ be a finite subset of $\mathbb{E}^*$. 

1. (Boundary) The laws of $(H_{c_1}, \ldots, H_{c_n})$ under $P_{T, X_1, \ldots, X_p}^G$ satisfy as $T$ tends to 0 a large deviation principle on $\mathcal{M}(J, G)$ with rate function

$$I_{X_1, \ldots, X_p}^J(g) = \frac{1}{2} \inf \{ S(\omega) : \omega \in H^1 A_{X_1, \ldots, X_p}(P), \omega \sim_J g \}.$$

2. (Closed) The laws of $(H_{c_1}, \ldots, H_{c_n})$ under $P_{T, z}^G$ satisfy as $T$ tends to 0 a large deviation principle on $\mathcal{M}(J, G)$ with rate function

$$I^J_z(g) = \frac{1}{2} \inf \{ S(\omega) : \omega \in H^1 A(P), \omega \sim_J g \}.$$

**Proof** – The proof is exactly the same whether or not $M$ has a boundary. We write the proof when $M$ is closed. Changing the names of the probabilities and rate functions gives the proof in the case with boundary.

2. The mapping $h_J = (h_{c_1}, \ldots, h_{c_n}) : G^{\mathbb{E}^+} \to G^J \simeq \mathbb{G}^n$ is continuous. Hence, by contraction of the large deviation principle on $G^{\mathbb{E}^+}$, the laws of $(H_{c_1}, \ldots, H_{c_n})$ under $P_{T, z}^G$ satisfy a large deviation principle on $G^J$ with rate function

$$\tilde{I}_z^J(g) = \inf \{ I_z^E(k) : k \in G^{\mathbb{E}^+}, h_J(k) = g \}.$$ 

We claim that this large deviation principle holds on the smaller space $\mathcal{M}(J, G) \subset G^J$. Indeed, $h_J(k) = g$ implies $g \in \mathcal{M}(J, G)$. Hence, the support of $\tilde{I}_z^J$ is contained in the closed subset $\mathcal{M}(J, G)$ of $G^J$, which supports the laws of $(H_{c_1}, \ldots, H_{c_n})$ under $P_{T, z}^G$. The claim follows by [3], Lemma 4.1.5.

Now, on one hand, $h_J(k) = g$ implies $k \sim_J g$. On the other hand, $k \sim_J g$ implies that there exists $j \in \mathcal{F}(M, G)$ such that $h_J(j \cdot k) = g$. Since $I_z^E$ is gauge-invariant, we get the following expression for $\tilde{I}_z^J$:

$$\tilde{I}_z^J(g) = \inf \{ I_z^E(k) : k \in G^{\mathbb{E}^+}, k \sim_J g \} = \frac{1}{2} \inf \{ S(\omega) : \omega \in H^1 A(P), \exists k \in G^{\mathbb{E}^+}, \omega = k, k \sim_J g \}.$$

It appears that $\tilde{I}_z^J(g)$ is the infimum of $S$ over a smaller set of connections than $I_z^J(g)$, so that $\tilde{I}_z^J \geq I_z^J$.

Now, take $g \in G^J$ for which $I_z^J(g) < \infty$, that is, such that there exists an $H^1$ connection on $P$ which agrees with $g$ on $J$. For every $\alpha > 0$, there exists a connection $\omega_\alpha$ which agrees with $g$ on $J$ and such that $\frac{1}{2} S(\omega_\alpha) \leq I_z^J(g) + \alpha$. This connection induces a certain class of $G^{\mathbb{E}^+} / \mathcal{F}(M, G)$. Let $k_\alpha$ be an element of this class. Then $\omega_\alpha$ agrees tautologically with $k_\alpha$ on $\mathbb{E}$ and $k_\alpha \sim_J g$. Hence, $I_z^J(g) \leq \frac{1}{2} S(\omega_\alpha) \leq I_z^J(g) + \alpha$. By letting $\alpha$ tend to 0, we get $\tilde{I}_z^J \leq I_z^J$.

For the last part of the proof, we could also have argued that the infimum defining the function $I_z^J$ is attained, as a consequence of Uhlenbeck’s compactness theorem. Then, a minimizer agrees on $\mathbb{E}$ with a certain configuration in $G^{\mathbb{E}^+}$ and the inequality $\tilde{I}_z^J \leq I_z^J$ follows.
3.3 Holonomy along arbitrary finite families of paths (Exponential approximation)

The last step at the finite-dimensional level is to prove that Proposition 3.10 holds for an arbitrary finite subset $J$ of $PM$. To do this, we use an exponential approximation result.

Fix $J = \{p_1, \ldots, p_n\}$ an arbitrary finite subset of $PM$.

Lemma 3.11 There exist $n$ sequences $(c_i^m)_{m \geq 1}, i = 1 \ldots n,$ of paths such that the following properties hold.

1. For each $i = 1 \ldots n$, $(c_i^m)_{m \geq 1}$ converges to $p_i$ with fixed endpoints.
2. For all $m \geq 1$, there exists a graph $G_m$ such that $c_1^m, \ldots, c_n^m$ belong to $E_m^*$.
3. For all $\delta > 0$,
\[
\lim_{m \to \infty} \limsup_{T \to 0} T \log P_T \left[ \max_{1 \leq i \leq n} d(H_{c_i^m}, H_{p_i}) > \delta \right] = -\infty,
\]
where $P_T$ stands either for $P_{T;X_1,\ldots,X_p}$ or for $P_{T;z}$.

Proof – Let us begin with the case where $p_1, \ldots, p_n$ are edges. It is proved in [3, Section 2.5.3] that we can find sequences of piecewise geodesic paths $(c_i^m)_{m \geq 1}, i = 1 \ldots n,$ converging to $p_1, \ldots, p_n$ with fixed endpoints, such that $c_i^m p_i^{-1}$ bounds for each $i$ a domain diffeomorphic to a disk, of arbitrarily small area. Let $\sigma_i^m$ denote this area. We assume that $\sigma_i^m < \frac{1}{C} \sigma(M)$ for each $i$ and each $m$. If $M$ has a boundary, choose $x_1 \in X_1, \ldots, x_p \in X_p$. Then, for each bounded non-negative measurable function $f$, $E_{T;X_1,\ldots,X_p}[f(d(H_{p_i}, H_{c_i^m}))]$ is equal to
\[
\frac{1}{Z_{T;X_1,\ldots,X_p}} \int_{G^{2g+p+1}} f(x) p_T \sigma_i^m(x) p_T(\sigma(M) - \sigma_i^m)(x) \prod_{k=1}^{g} \prod_{l=1}^{p} y_l^{-1} x_l y_l \, da_1 db_1 \ldots da_g db_g dy_1 \ldots dy_p \, dx.
\]
If $M$ is closed, then $E_{T;z}[f(d(H_{p_i}, H_{c_i^m}))]$ is equal to
\[
\frac{1}{Z_{T;z}} \int_{G^{2g+1}} f(x) \sum_{w \in \Pi} \tilde{p}_T \sigma_i^m(\bar{x}w) \tilde{p}_T(\sigma(M) - \sigma_i^m)(\bar{x}) \prod_{k=1}^{g} \prod_{l=1}^{p} (a_k, b_k) w^{-1} z \, da_1 db_1 \ldots da_g db_g \, dx.
\]
In both cases, by Proposition 1.7 and the estimate of the heat kernel given for example in [21], Theorem V.4.3, we get, for some constant $C$ depending only on $G$ and for every $\delta > 0$,
\[
P_T[d(H_{c_i^m}, H_{p_i}) > \delta] \leq C(T \sigma_i^m) \frac{\dim G}{2} e^{-C \dim(G)^2 \frac{\delta^2}{\sigma_i^m^2}}.
\]
Hence,
\[
\limsup_{T \to 0} T \log P_T \left[ \max_{1 \leq i \leq n} d(H_{c_i^m}, H_{p_i}) > \delta \right] \leq \limsup_{T \to 0} T \log \sum_{i=1}^{n} P_T[d(H_{c_i^m}, H_{p_i}) > \delta] \\
= \max_{1 \leq i \leq n} \limsup_{T \to 0} T \log P_T[d(H_{c_i^m}, H_{p_i}) > \delta] \\
\leq C \text{diam}(G)^2 - \min_{1 \leq i \leq n} \frac{\delta^2}{C \sigma_i^m}.
\]

Since the sequences \((\sigma_i^m)_m\) converge to 0, the limit as \(m\) tends to infinity of this expression is equal to \(-\infty\).

Let \(\omega\) be an \(H^1\) connection. By the energy inequality (Proposition 2.4),
\[
\rho(\langle \omega, c_i^m p_i^{-1} \rangle)^2 \leq \sigma_i^m S(\omega).
\]

Now, the domain bounded by \(p_i^{-1} c_i^m\) is contained in a tube around \(p_i\) of width \(d_{\infty}(p_i, c_i^m) \leq d_{\infty}(p_i, c_i^m)\). Thus, there exists a constant \(K\), depending on the paths \(p_1, \ldots, p_n\), such that \(\sigma_i^m \leq K d_{\infty}(p_i, c_i^m)\). Finally, we get
\[
\rho(\langle \omega, c_i^m p_i^{-1} \rangle)^2 \leq K d_{\infty}(p_i, c_i^m) S(\omega)
\]
and property 3 holds.

If the paths \(p_1, \ldots, p_n\) are not edges, let us write them in some way as concatenations of edges. Let \(\{q_1, \ldots, q_r\}\) be the set of distinct edges that have been used in at least one of the decompositions. We apply the arguments above to this new set of paths. We find \(r\) sequences \((d_j^m)_{m \geq 1}\), \(j = 1 \ldots r\) satisfying properties 0-3. Let us make the further assumption that \(\ell(d_j^m) \geq \ell(q_j)\) for all \(j\) and \(m\).

Assume for instance that \(p_i = q_{i_1} \ldots q_{i_s}\), where \(1 \leq i_1, \ldots, i_s \leq r\). Then, for all \(m \geq 1\),
\[
d(H_{p_i}, H_{d_1^m \ldots d_s^m}) \leq \sum_{j=1}^{s} d(H_{q_{i_j}}, H_{d_j^m}).
\]

Set \(c_i^m = d_1^m \ldots d_s^m\) and define the others \(c_j^m\), \(i = 2 \ldots n\) in a similar fashion. Let \(N\) be the largest number of non necessarily distinct edges that it is necessary to concatenate in order to get one of the paths \(p_i\). We have
\[
P_T \left[ \max_{1 \leq i \leq n} d(H_{c_i^m}, H_{p_i}) > \delta \right] \leq P_T \left[ \max_{1 \leq j \leq r} d(H_{d_j^m}, H_{q_j}) > \frac{\delta}{N} \right]
\]
and property 2 follows.

Let us prove property 3 for \(i = 1\). By applying the special case of property 3 that we have proved above to \(q_{i_1}, \ldots, q_{i_s}\), we find a constant \(K'\) such that
\[
\rho(\langle \omega, c_1^m p_1^{-1} \rangle)^2 \leq \left( \sum_{j=1}^{s} \rho(\langle \omega, d_j^m q_{i_j}^{-1} \rangle) \right)^2 \\
\leq K' S(\omega) s \sum_{j=1}^{s} d_{\infty}(d_j^m, q_{i_j}).
\]
Since $\ell(q_i) \leq \ell(d_i^m)$, we have for each $j$ the inequality $|\ell(d_i^m) - \ell(q_i)| \leq |\ell(c_i^m) - \ell(p_i)|$ and the last term is bounded above by $K's^2S(d_i^m) + S(c_i^m).$ Finally, $s \leq N$ and property 3 follows.

\textbf{Proposition 3.12} Let $J = \{p_1, \ldots, p_n\}$ be a finite subset of $PM$.

1. (Boundary) The laws of $(H_{p_1}, \ldots, H_{p_n})$ under $P_{T,X_1,\ldots,X_p}$, satisfy, as $T$ tends to 0, a large deviation principle on $M(J, G)$ with rate function

$$I^J_{X_1,\ldots,X_p}(g) = \frac{1}{2} \inf \{S(\omega) : \omega \in H^1(A_{X_1,\ldots,X_p}(P), \omega \sim J g.\}.$$

2. (Closed) The laws of $(H_{p_1}, \ldots, H_{p_n})$ under $P_{T,Z}$, satisfy, as $T$ tends to 0, a large deviation principle on $M(J, G)$ with rate function

$$I^J_Z(g) = \frac{1}{2} \inf \{S(\omega) : \omega \in H^1(A(P), \omega \sim J g.\}.$$

\textbf{Proof} – Here again, the proof is exactly the same with and without boundary. We drop the subscripts that usually indicate in which context we are.

Let $(c_i^m)_{m \geq 1}, i = 1 \ldots n$, be given by Lemma 3.11. For each $m \geq 1$, denote by $J_m$ the set of paths $\{c_i^m, \ldots, c_n^m\}$. By Proposition 3.10, the laws of $(H_{c_i^m}, \ldots, H_{c_n^m})$ under $P_T$ satisfy a large deviation principle in $G^J$ with rate function $I^{J_m}$.

By a standard result on exponential approximations \cite{2}, Theorem 4.2.16], property 2 of Lemma 3.11 ensures that the laws of $(H_{p_1}, \ldots, H_{p_n})$ under $P_T$, $T > 0$ satisfy a large deviation principle on $G^J$ with rate function

$$\hat{I}^J(g) = \sup_{\delta > 0} \lim_{m \to \infty} \inf_{h \in B(g,\delta)} I^{J_m}(h).$$

Here, $B(g,\delta)$ denotes the open ball of radius $\delta$ around $g$ in $G^J$. The proof is completed by the next lemma, after noticing that the domain $\{I^J < +\infty\}$ is contained in the closed subset $M(J, G)$ of $G^J$.

\textbf{Lemma 3.13} We keep the preceding notation. Then

$$\sup_{\delta > 0} \lim_{m \to \infty} \inf_{h \in B(g,\delta)} \inf_{\omega \sim J_m h} S(\omega) = \inf_{\omega \sim J_g} S(\omega).$$

In the case with boundary, the two last infima are taken over all $H^1$ connections which satisfy the boundary conditions. In the closed case, they are taken over all $H^1$ defined on a principal $G$-bundle over $M$ which belongs to the correct isomorphism class.

\textbf{Proof} – For each $m \geq 1$ and $\delta > 0$, define the set

$$O_{m,\delta} = \{\omega \in H^1(A) : \exists h \in B(g,\delta), \omega \sim J_m h\}.$$

Since the holonomy along a fixed path depends continuously on the connection in the $H^1$ topology, these are open subsets of $H^1(A_{X_1,\ldots,X_p}(P))$ or $H^1(A(P))$. 30
Now, let $\omega$ be an $H^1$ connection such that $\omega \sim_J g$. According to Proposition 2.10, the holonomy induced by $\omega$ is continuous with fixed endpoints. Hence, for every $\delta > 0$, $\omega$ belongs to $O_{m,\delta}$ for $m$ large enough.

Choose $\alpha > 0$ and an $H^1$ connection $\omega_0$ such that $\omega_0 \sim_J g$ and such that $S(\omega_0) \leq \inf\{S(\omega) : \omega \sim_J g\} + \alpha$. Choose $\delta > 0$. By the observation above,

$$\liminf_{m \to \infty} \inf_{O_{m,\delta}} S \leq S(\omega_0).$$

By letting $\alpha$, then $\delta$ tend to 0, we get the inequality $\hat{I}^J \leq I^J$.

Assume that this inequality is strict. Then, for some $\alpha > 0$, for all $\delta > 0$, one has

$$\liminf_{m \to \infty} \inf_{\omega \sim_J g} S(\omega) - \alpha = s - \alpha,$$

where we have set $s = \inf_{\omega \sim_J g} S(\omega)$. Let us fix $\delta > 0$. We can construct an increasing sequence of integers $(m_k)_{k \geq 1}$ and a sequence of $H^1$ connections $(\omega_{m_k})_{k \geq 1}$ with $\omega_{m_k} \in O_{m,\delta}$ and $\sup S(\omega_{m_k}) \leq s - \alpha/2$. From this sequence with bounded energy, we can, by Uhlenbeck’s theorem, extract a subsequence which is gauge-equivalent to a weakly convergent sequence of connections. Thus, there exists a subsequence $(\omega_r)_{r \geq 1}$ of $(\omega_{m_k})_{k \geq 1}$, a sequence $(j_r)_{r \geq 1}$ in $H^2 J(P)$ and an $H^1$ connection $\omega$ such that $j_r \cdot \omega_r \to \omega$ and $S(\omega) \leq s - \alpha/2$. Let $(N_r)_{r \geq 1}$ denote an increasing sequence such that $\omega_r \in O_{N_r,\delta}$.

For every path $c$, the holonomy along $c$ of $j_r \cdot \omega_r$ converges to that of $\omega$. This holds in particular for the paths $p_1, \ldots, p_n$. Moreover, since $S(\omega_r)$ is bounded independently of $r$, by property 3 of Lemma 3.11, the distance $\rho((j_r \cdot \omega_r, c_i, p_i, 1))$ tends to 0 as $r$ tends to infinity. Hence, for each $i = 1, \ldots, n$, the holonomy of $j_r \cdot \omega_r$ along $c_i$ converges as $r$ tends to infinity to the holonomy of $\omega$ along $p_i$. Hence, $\omega \in O_{\infty, \delta}$, where we take the convention $J_{\infty} = J$.

For every $\delta > 0$, we are thus able to construct a connection $\omega$ in $O_{\infty, \delta}$ such that $S(\omega) \leq s - \alpha/2$. For each $n \geq 1$, let us do this construction with $\delta = 1/2n$. This produces a sequence $(\omega_n)$, from which we may again extract a subsequence gauge-equivalent to a weakly $H^1$ convergent one, with limit $\omega_*$. This limit satisfies both $S(\omega_*) \leq s - \alpha/2$ and $\omega_* \sim_J g$. This contradicts the definition of $s$.

3.4 The Yang-Mills measures (Projective limit)

As explained in 2.4, Section 2.10.2, the probability space $(\mathcal{M}(PM, G), C, P_T)$ is the projective limit of the spaces $(\mathcal{M}(J, G), C_J, P^J_T)$, where $J$ spans the set of finite subsets of $PM$ and $P^J_T$ denotes the distribution of the holonomy along the paths of $J$ under $P_T$. A straightforward application of Dawson-Gärtner’s theorem (2, Theorem 4.6.1) gives the following result.

Proposition 3.14.1. (Boundary) The probability measures $(P_{T;X_1,\ldots,X_P})_{T > 0}$ satisfy, as $T$ tends to 0, a large deviation principle on $\mathcal{M}(PM, G)$ with rate function

$$\hat{I}^\text{YM}_{X_1,\ldots,X_P}(f) = \sup_{J \subset PM, |J| < \infty} I^J_{X_1,\ldots,X_P}(f) = \frac{1}{2} \sup_{J \subset PM, |J| < \infty} \inf\{S(\omega) : \omega \in H^1 A_{X_1,\ldots,X_P}(P), \omega \sim_J f\}.$$ 

2. (Closed) The probability measures $(P_{T,z})_{T > 0}$ satisfy, as $T$ tends to 0, a large deviation principle on $\mathcal{M}(PM, G)$ with rate function

$$\hat{I}^\text{YM}_z(f) = \sup_{J \subset PM, |J| < \infty} I^J_z(f) = \frac{1}{2} \sup_{J \subset PM, |J| < \infty} \inf\{S(\omega) : \omega \in H^1 A(P), \omega \sim_J f\}.$$
The proof of Theorems 1.15 and 1.16 will be complete after we have proved that \( \hat{I}^\text{YM} = I^\text{YM} \) in both cases. Since the proof of this equality is the same with and without boundary, we drop again the subscripts. Let us start with an easy lemma.

**Lemma 3.15** The inequality \( \hat{I}^\text{YM} \leq I^\text{YM} \) holds.

**Proof** – Let \( f \in \mathcal{M}(PM, G) \). If \( I^\text{YM}(f) = +\infty \), then it is certainly true that \( \hat{I}^\text{YM}(f) \leq I^\text{YM}(f) \).

Let us assume that \( I^\text{YM}(f) < \infty \). Then there exists an \( H^1 \) connection \( \omega \) which agrees with \( f \) on \( PM \). In particular, it agrees with \( f \) on \( J \) for every subset \( J \) of \( PM \). Hence, \( \hat{I}^\text{YM}(f) \leq I^\text{YM}(f) \).

\( \square \)

Let us define another function \( \hat{I}^\text{YM} : \mathcal{M}(PM, G) \rightarrow [0, +\infty] \) by

\[
\hat{I}^\text{YM}(f) = \sup_{G \text{ graph}} I^G(f).
\]

Since \( \hat{I}^\text{YM} \) is a supremum over a smaller class of subsets of \( PM \) than \( \hat{I}^\text{YM} \), the inequality \( \hat{I}^\text{YM} \leq \hat{I}^\text{YM} \) holds. According to Lemma 3.15, it is enough to prove that \( \hat{I}^\text{YM} = I^\text{YM} \), or even that \( I^\text{YM} \leq \hat{I}^\text{YM} \).

**Proposition 3.16** The inequality \( I^\text{YM} \leq \hat{I}^\text{YM} \) holds on \( \mathcal{M}(PM, G) \).

**Proof** – Consider \( f \in \mathcal{M}(PM, G) \). Assume that \( \hat{I}^\text{YM}(f) < \infty \), otherwise there is nothing to prove. Let \( l \) be a simple loop in \( PM \). There exists a graph, say \( G \), such that \( l \) belongs to \( E^* \).

If \( M \) is a boundary, then by definition of \( \hat{I}^\text{YM} \),

\[
\rho(f(l))^2 = \rho(f(\partial V))^2 \leq 2\hat{I}^\text{YM}(f)\sigma(V).
\]

If \( M \) is closed, we can only say that there exists a lift \( \tilde{f}(l) \) of \( f(l) \) to \( \tilde{G} \) and \( z \in \Pi \) such that \( \hat{\rho}(\tilde{f}(l)z)^2 \leq 2\hat{I}^\text{YM}(f)\sigma(V) \). However, notice that, if \( x \in G \) and \( \tilde{x} \in \tilde{G} \) satisfy \( \pi(\tilde{x}) = x \), then \( \rho(x) = \min_{\zeta \in \Pi} \hat{\rho}(\tilde{x}\zeta) \). So, (13) holds even when \( M \) is closed. In both cases, Proposition 2.7 allows us to deduce that \( f \) is continuous with fixed endpoints.

Now let \( m \) be a point in \( M \). There exists a countable dense subset of the space \( L_m M \) of loops based at \( m \). For example, consider a countable dense subset of \( M \). Then the set \( \Lambda_m M \) of piecewise geodesic loops based at \( m \) and joining a finite number of these points is countable and dense in \( L_m M \). Let \( (\zeta_n)_{n \geq 1} \) be a sequence which exhausts \( \Lambda_m M \). For each \( n \geq 1 \), there exists a graph, say \( G_n \), such that \( \zeta_i \in E^*_n \) for each \( i \).

Thus for each \( n \geq 1 \), let \( \omega_n \) be an \( H^1 \) connection which agrees with \( f \) on \( G_n \) and such that \( S(\omega_n) = 2I_{E_n}(f) \). Such a connection exists by Proposition 3.9. Uhlenbeck’s compactness theorem allows us to extract a weakly convergent subsequence of the sequence \( (\omega_n)_{n \geq 1} \), up to gauge transformations. The weak limit of this subsequence has an energy at most equal to \( 2I_{YM}(f) \) and it agrees with \( f \) on \( \zeta_1, \ldots, \zeta_n \) for each \( n \). Since \( G \) is compact, this implies that \( \omega \) and \( f \) agree on \( \Lambda_m M \). Finally, since both are continuous on \( L_m M \), they agree on \( L_m M \) itself. As pointed out in the remark 2.17, this is equivalent to saying that \( \omega \) and \( f \) agree on \( PM \).

Since there exists an \( H^1 \) connection \( \omega \) which agrees with \( f \), \( I^\text{YM}(f) \) is finite. It is equal to \( \frac{1}{2}S(\omega) \) and we have observed that \( \frac{1}{2}S(\omega) \leq \hat{I}^\text{YM}(f) \). The result is proved. \( \square \)
4 Connections that minimize the Yang-Mills energy under holonomy constraints

4.1 The main result

The purpose of this section is to prove Proposition 3.9. We deduce it from the next proposition, in which we assume that $M$ is closed. Once for all, let us choose a simple graph $G = (V, E, F)$ on $M$. Let $E^+$ be an orientation of $V$, which satisfies the properties explained in Lemma 4.2.

Proposition 4.1 Let $g = (g_e)_{e \in E^+}$ be an element of $G^{E^+}$. Let $\tilde{g} = (\tilde{g}_e)_{e \in E^+}$ be an element of $\tilde{G}^{E^+}$ such that $g = \pi(\tilde{g})$. Let $z$ be an element of $\Pi$. Let $z_F = (z_F)_{F \in F}$ be an element of $\Pi^F$. There exists a principal $G$-bundle $P$ over $M$ and a connection $\omega$ on $P$ such that the following properties hold.

1. $\theta(P) = z$.
2. $\omega$ belongs to $W^{1,\infty}A(P)$ and, for each open face $F$ of $G$, the restriction of $\omega$ to $P_F$ is smooth.
3. $\omega$ and $g$ agree on $E$.
4. For each face $F$ of $G$, $S_F(\omega) = \frac{\tilde{\rho}(h_{\tilde{g}_F}(\tilde{g}))z_F^2}{\sigma(F)}$.

Let us explain how this result implies Proposition 3.9.

Proof of Proposition 3.9 — 1. Let $\overline{M}$ be a closure of $M$, that is, a closed surface in which $M$ is embedded in such a way that $\overline{M} \setminus M$ is a disjoint union of $p$ disks. Then $G$ is still a simple graph on $\overline{M}$, it only has $p$ more faces. Let $\tilde{g} \in \tilde{G}^{E^+}$ be such that $\pi(\tilde{g}) = g$. For each face $F$ of $G$ contained in $M$, let $z_F$ be an element of $\Pi$ such that $\tilde{\rho}(h_{\tilde{g}_F}(\tilde{g}))z_F = \rho(h_{\tilde{g}_F}(g))$. Such a $z_F$ exists because, for each $\tilde{x} \in G$, $\rho(\pi(\tilde{x})) = \min_{e \in E} \tilde{\rho}(\tilde{x})$. For the faces of $G$ not contained in $M$, choose $z_F$ arbitrarily. Then set $z = \prod_F z_F$. Proposition 4.1 produces a bundle $Q$ over $\overline{M}$ and a connection $\eta$ on $Q$. A bundle $P$ is given by assumption over $M$. Since $M$ has a boundary, $P$ is trivial, and so is the restriction of $Q$ to $M$. Let $\varphi : P \to Q_{\overline{M}}$ be a bundle isomorphism. Set $\omega = \varphi^*\eta$. Then, since $\omega$ agrees with $g$ on $E$ and $g$ satisfies the correct boundary conditions, $\omega$ belongs to $W^{1,\infty}A_{X_1,\ldots,X_p}(P)$. It is smooth outside $\cup_{e \in E^e} E$ because $\eta$ is. Finally, the choice of $(z_F)_{F \in F}$ guarantees that $S(\omega)$ is equal to $I^{E^+}_{X_1,\ldots,X_p}(g)$.

2. In this case, the result is straightforward: it suffices to choose $\tilde{g} \in \tilde{G}^{E^+}$ such that $\pi(\tilde{g}) = g$ and then $z_F$ which minimizes the right hand side of (3).

4.2 An open covering of $M$

We begin by constructing an open covering of $M$ which is nicely adapted to $G$. Recall that $M$ is endowed with a Riemannian metric. This metric allows us to define tubular neighbourhoods around embedded submanifolds of $M$, see for example [3].

Up to this point, we have always called faces the closed faces of $G$. In this section, we change this convention and decide to call faces the open faces of $M$.

Lemma 4.2 There exist two real numbers $R, L > 0$ such that the following properties hold.
1. The balls $B(v,R), v \in \mathbb{V}$ are diffeomorphic to disks and pairwise disjoint. Moreover, an edge $e$ meets the ball $B(v,R)$ if and only if $v \in \{e, \overline{e}\}$. In this case, $e \cap B(v,r)$ is connected.

2. Let $v \in \mathbb{V}$. Let $f_1, \ldots, f_k$ be the edges sharing $v$ as their starting point, indexed in their cyclic order around $v$ induced by the orientation of $M$. It is possible to choose polar normal coordinates $(r,\theta)$ in $B(v,R)$ such that there exist $k$ smooth functions $\theta_1, \ldots, \theta_k : [0,R) \rightarrow [0,2\pi)$ and $2k$ real numbers $0 \leq \theta_1^- < \theta_1^+ < \ldots < \theta_k^- < \theta_k^+ < 2\pi$, such that, for all $j = 1 \ldots k$, $(r,\theta_j(r))$ is a parametrization of $f_j$ inside $B(v,R)$ and $\theta_j^- < \inf_{[0,R]} \theta_j < \sup_{[0,R]} \theta_j < \theta_j^+$. We call the sector $\{(r,\theta) : \theta_j^- < \theta < \theta_j^+\}$ the angular sector of $f_j$ at $v$.

Moreover, let $(r,\theta) \mapsto \sigma(r,\theta)$ be the smooth density of the measure $\sigma$ with respect to $rdrd\theta$ on $B(v,R)$. Then any partial derivative of any order of $\sigma$ is uniformly bounded on $\overline{D(0,R)}$.

For each edge $e$, let $e^o$ denote the intersection of $e$ with the subset $M \setminus \bigcup_{v \in \mathbb{V}} B(v,R/2)$. Let $T_e$ denote the tubular neighbourhood of radius $L$ around $e^o$.

3. For each edge $e$, the tubular neighbourhood of radius $L$ around $e^o$ exists. It is denoted by $T_e$. If $e, e' \in \mathcal{E}$ are not equal nor inverse of each other, then $T_e$ and $T_{e'}$ are disjoint.

4. Let $v$ be a vertex and $e$ an edge. The tube $T_e$ meets $B(v,R)$ only if $v$ is an endpoint of $e$.

5. Let $e$ be an edge. There exists a coordinate chart $T_e \rightarrow (-3,3) \times (-1,1)$ with coordinates $(x,y)$ such that $e \cap T_e = \{y = 0\}$, $L(e) \cap T_e = \{y > 0\}$, $B(e,3R/4) \cap T_e = \{x < -2\}$, $B(e,R) \cap T_e = \{x < -1\}$, $B(\mathcal{F},R) \cap T_e = \{x > 1\}$ and $B(\mathcal{F},3R/4) \cap T_e = \{x > 2\}$.

Moreover, let $(x,y) \mapsto \sigma(x,y)$ be the smooth density of the measure $\sigma$ with respect to $dxdy$ on $T_e$. Then any partial derivative of any order of $\sigma$ is uniformly bounded on $(-3,3) \times (-1,1)$.

Proof – Let $R_{mj}$ be the injectivity radius of $M$, so that any ball of radius smaller than $R_{mj}$ is diffeomorphic to a disk. Set $R_1 = R_{mj} \land \frac{1}{2} \inf_{v \neq w}d(v,w)$, where the infimum is taken over all pairs of distinct vertices. The balls $B(v,R), v \in \mathbb{V}$ are diffeomorphic to disks and pairwise disjoint as soon as $R \leq R_1$.

Let us choose in each ball $B(v,R_1)$ a system of normal polar coordinates. This amounts to choosing the initial speed of the geodesic of equation $\{\theta = 0\}$. We choose it in such a way that no edge starting from $v$ is tangent to this geodesic at $v$.

Let $v$ be a vertex and $e$ an edge such that $e = v$. Since $e$ is a segment of an embedded submanifold, it can be parametrized near $v$ and inside $B(v,R_1)$ as $e(s) = (r(s),\theta(s))$, where $s \geq 0$ and $e(0) = v$. Then $\dot{r}(0) > 0$. Choose $s_v(e) > 0$ such that $\dot{r}(s) > 0$ for all $s \in [0,s_v(e)]$. Set $R_2 = \inf\{r(s_v(e)) : v \in \mathcal{V}, e = v\}$.

Let $e$ be an edge. Set $\tilde{e} = e \cap (B(e,R_2) \cup B(\mathcal{F},R_2))^c$. Finally, set $R_3 = \frac{1}{2} \inf d(\tilde{e},v)$, where the infimum is taken over all edges and all vertices. Observe that $R_3 < R_2$. Take $R \leq R_3$. Then the balls $B(v,R)$ satisfy the first point of the lemma. Moreover, we can say that, if $e$ is incident to $v$, it crosses the circle of radius $R$ around $v$ transversally.

Let us consider a vertex $v$ and an edge $e$ incident at $v$. Once again, because $e$ is a segment of an embedded submanifold, the local parametrization $(r(s),\theta(s))$ of $e$ defined above is such that $s \mapsto \theta(s)$ can be extended by continuity at $s = 0$.

Let us denote by $f_1, \ldots, f_k$ be the edges starting at $v$, given in their cyclic order around $v$, and $(r_1,\theta_1), \ldots, (r_k,\theta_k)$ their local parametrizations. We assume that the edges are indexed in such a
way that $0 < \theta_1(0) < \ldots < \theta_k(0) < 2\pi$. Set $\delta = \theta_1(0) \wedge (2\pi - \theta_k(0)) \wedge \inf_{i \leq t \leq k-1} |\theta_{i+1}(0) - \theta_i(0)|$. Choose $s'_e > 0$ such that, for all $i = 1 \ldots k$ and all $s \in [0, s'_e]$, $|\theta_i(s) - \theta_1(0)| < \delta/4$. Finally, set $R_1 = \inf r_i(s'_e)$, where $v$ runs over $V$ and $r_i$ is the local parametrization of an edge incident to $v$. Then, any $R$ such that $0 < R \leq R_1$ satisfies the two first points of the lemma, except maybe for the boundedness condition on the derivatives of $\sigma$. Let us choose $R = R_1/2$ to make sure that it holds. This allows us to define $e^*_{t,s}$ for each edge $e$. In fact, let us temporarily consider $e^*$ which is the larger portion of $e$ defined by $e^* = e \cap (M \setminus \bigcup_{e \in E} B(v, R/4))$.

For each edge $e$, let $L_e$ be the largest width of a tube around $e^*$. Set $L_1 = \inf_e L_e \wedge \frac{1}{2} \inf_{e \neq f} d(e^*, f^*)$. Then any positive $L$ smaller than $L_1$ satisfies the third point. Now set $L_2 = \frac{1}{4} \inf_{e,v} d(e^*, B(v, R))$, where the infimum runs over all pairs $(e, v)$ with $v \notin \{e, e^*\}$. Any positive $L$ smaller than $L_3 = L_1 \wedge L_2$ satisfies the fourth point.

Let $e$ be an edge. Let $T_e$ be a tube around $e^*$, endowed with Fermi coordinates $(t, s)$, such that $e^*$ is defined by the equation $s = 0$. Consider a curve $\gamma$ which crosses $e^*$ only once and transversally. Near its intersection point with $e^*$, $\gamma$ can be parametrized as $(t(\tau), s(\tau))$, with $\tau = 0$ corresponding to the intersection point. Then, $s(0) \neq 0$. Hence, there exists a positive number $L'_e(\gamma)$ such that the portion of $\gamma$ contained in a tube of width smaller than $L'_e(\gamma)$ is the graph in Fermi coordinates of a smooth function $s \mapsto T(s)$, which crosses the boundary of the tube transversally. Then, the domain $\{(s, t) : t \leq T(s)\}$ is diffeomorphic to a rectangle by a diffeomorphism which sends $e^*$ to a segment parallel to an edge.

By applying for each edge $e$ this argument to the circles of centers $\underline{e}$ and $\tau$ and radii $R$ and $3R/4$, we find a positive width $L'_e$ such that $L_4 = L_3 \wedge \inf_e L'_e$ satisfies the fifth and sixth points, excepts perhaps for the boundedness condition of the derivatives of $\sigma$. For each edge $e$, the tube of radius $L = L_4/2$ around $e^*$ is contained, as well as its closure, in the tube of radius $L$ around $e^*$ and satisfies all the required properties.

Let $R$ and $L$ be two positive numbers given by this lemma. We define a collection of open subsets of $M$ as follows. For each vertex $v$, set $U_v = B(v, R)$. For each edge $e$, set $U_e = B(\underline{e}, 3R/4) \cup T_e \cup B(\tau, 3R/4)$. For each face $F$, set $U_{BF} = \cup_{e \in \partial F} U_e$ and $U_F = F \cup U_{BF}$. Finally, set $U_G = \cup_{e \in E} U_{BF} = \cup_{e \in E} U_e$.

4.3 Around the singularities

The connections we are going to construct are singular on the subset $\cup_{e \in E} e$ of $M$. This set contains two kinds of points: the vertices of $G$ and the points which are interior to an edge. We treat these two cases separately.

**Proposition 4.3** Let $v$ be a vertex of $G$. For each face $F$ such that $v$ lies on $\partial F$, let $X_F$ be an element of $\mathfrak{g}$. There exists $\omega \in \mathcal{W}^{1,\infty}(U_v)$ such that the following properties hold.

1. If $e$ is an edge starting at $v$, then $\omega$ vanishes in all directions on $U_v \cap e$.

2. If $F$ is a face such that $v$ lies on $\partial F$, then $\omega$ is smooth on $U_v \cap F$. Moreover, there exists $\lambda \in \Omega^1(U_v \cap F)$ such that $d\lambda = \sigma$ and $\omega = X_F \lambda$ on $U_v \cap F$. In particular, the curvature of $\omega$ is equal to $X_F \sigma$ on $U_v \cap F$.

**Proof** – Let us denote, as in Lemma 4.2, by $f_1, \ldots, f_k$ be the edges starting at $v$, given in their cyclic order around $v$, and $(r_1, \theta_1), \ldots, (r_k, \theta_k)$ their local parametrizations. Pick an integer $i$ between 1 and $k$. Set $X_i = X_{F_i}$, where $F_i$ is the face sitting between $f_i$ and $f_{i+1}$, with
We claim that \( \omega_{xa,ya,xb,yb} \). A similar computation shows that the partial derivatives of \( \omega \) corresponding to our choice of polar coordinates:

\[
\beta_i(r) = X_i \int_{\theta_i(r)}^{\theta_{i+1}(r)} \sigma(r, \theta) \, d\theta
\]

and

\[
\alpha_i(r) = \frac{2}{r^2} \int_0^r u \beta_i(u) \, du.
\]

Let \( \varphi_i : [0, 2\pi) \rightarrow [0, \infty) \) be a smooth nonnegative function such that \( \int_0^{2\pi} \varphi_i(\theta) \, d\theta = 1 \) and such that the support of \( \varphi_i \) is contained in \( (\theta_i^+, \theta_{i+1}^-) \). Set

\[
a(r, \theta) = \varphi_i(\theta) \alpha_i(r), \quad \theta_i(r) \leq \theta < \theta_{i+1}(r),
\]

and define a function \( b \) on \( B(v, R) \) by setting \( b(r, \theta_1(r)) = 0 \) and

\[
\frac{\partial b}{\partial \theta} = \sigma(r, \theta) X_i - \varphi_i(\theta) \beta_i(r), \quad \theta_i(r) \leq \theta < \theta_{i+1}(r).
\]

After doing this for each \( i = 1 \ldots k \), we have defined two functions \( a \) and \( b \) on \( U_v \). Finally, set

\[
\omega = \frac{r^2}{2} a(r, \theta) d\theta - rb(r, \theta) dr.
\]

We claim that \( \omega \) belongs to \( W^{1, \infty} A(U_v) \). To see this, let us write \( \omega \) in Cartesian coordinates corresponding to our choice of polar coordinates:

\[
\omega = \left( -\frac{y}{2} a(r, \theta) - xb(r, \theta) \right) dx + \left( \frac{x}{2} a(r, \theta) - yb(r, \theta) \right) dy.
\]

Recall that the function \( \sigma \) is bounded as well as its derivatives on \( D(0, R) \). For each \( i = 1 \ldots k \), the function \( \beta_i \) is continuous and bounded on \([0, R) \) and so is \( \alpha_i \). Both are also smooth on \((0, R) \). Hence, \( a \) is bounded on \( U_v \) and smooth except at \( v \). Observe that \( \int_{\theta_i(r)}^{\theta_{i+1}(r)} \sigma(r, \theta) X_i - \varphi_i(\theta) \beta_i(r) \, d\theta = 0 \), so that \( b \) is continuous and bounded on \( U_v - \{v\} \). It is also smooth in \( U_v \) outside \( G \).

So far, we have proved that the components of \( \omega \) belongs to \( L^\infty \). Now, along any segment in \( U_v \) parallel to one of the coordinate axes and which does not contain \( v \), \( a \) is smooth and \( b \) is continuous and piecewise smooth with bounded derivative. In particular, both are absolutely continuous and so are the components of \( \omega \). Let us show that the almost-everywhere defined derivatives of these components are uniformly bounded on \( U_v \). For example,

\[
\frac{\partial}{\partial x} (y a)(r, \theta) = \frac{2}{r^2} \int_0^r u \beta_i(u) \, du \left( -\frac{y^2}{r^2} \varphi_i'(\theta) - \frac{2xy}{r^2} \varphi(\theta) \right) + \frac{2xy}{r^2} \varphi_i(\theta) \beta_i(r),
\]

so that

\[
||\partial_x (ya)||_{L^\infty} \leq 10 \sup_{1 \leq i \leq k} (||\beta_i||_{L^\infty} (||\varphi_i||_\infty + ||\varphi_i'||_\infty) < \infty.
\]

A similar computation shows that the partial derivatives of \( xa, ya, xb, yb \) are all uniformly bounded on \( U_v \). Finally, the components of \( \omega \) are \( L^\infty \), absolutely continuous along almost
all segments parallel to one of the coordinate axes inside $U_v$, with partial derivative belonging to $L^\infty(U_v)$. This implies that the components of $\omega$ belong to $W^{1,\infty}$.

The fact that $\omega$ vanishes along each edge starting at $v$ comes from the fact that $a$ vanishes in the angular sector of each edge and $b(r, \theta_i(r))$ vanishes identically for each $i = 1 \ldots k$.

Let $F$ be a face incident to $v$. By construction, $\omega$ is smooth inside $F$ and it can be written as $X_F(v)$ times a real-valued 1-form. It is readily checked that the differential of this form is $\sigma$ itself: $a$ and $b$ have been designed for that purpose. The statement on the curvature of $\omega$ follows immediately.

**Proposition 4.4** Let $e$ be an edge of $\mathbb{G}$. For each face $F$ bounded by $e$, let $X_F$ be an element of $\mathfrak{g}$. There exists $\omega \in W^{1,\infty}\Omega^1_\mathfrak{g}(T_e)$ such that the following properties hold.

1. The form $\omega$ vanishes in all directions on $T_e \cap e$.
2. If $F$ is a face bounded by $e$, then $\omega$ is smooth on $T_e \cap F$. Moreover, there exists $\lambda \in \Omega^1(T_e \cap F)$ such that $d\lambda = \sigma$ and $\omega = X_F \sigma$ on $T_e \cap F$.

Let $\tilde{g}$ be an element of $\tilde{\mathbb{G}}$. There exists a smooth function $j : T_e \rightarrow \tilde{G}$ which is identically equal to 1 on $T_e \cap U_\mathfrak{e}$ and identically equal to $\tilde{g}^{-1}$ on $T_e \cap U_{\mathfrak{g}}$. Then the following properties hold.

3. $(j \cdot \omega, e^\alpha)_{\tilde{G}} = \tilde{g}$.
4. The form $j \cdot \omega$ vanishes in all directions on $T_e \cap (U_\mathfrak{e} \cup U_{\mathfrak{g}}) \cap e$.
5. If $F$ is a face bounded by $e$, then the curvature of $j \cdot \omega$ is equal to $X_F \sigma$ on $T_e \cap F \cap U_\mathfrak{e}$, and it is equal to $\text{Ad}(\tilde{g})X_F \sigma$ on $T_e \cap F \cap U_{\mathfrak{g}}$.

**Proof** Let $(x, y) \in (-3, 3) \times (-1, 1)$ be the local coordinates on $T_e$ given by Lemma 4.2. Let $\sigma(x, y)$ be the smooth positive function on $(-3, 3) \times (-1, 1)$ such that the equality $\sigma = \sigma(x, y) dx dy$ holds. Set

$$\omega(x, y) = -(X_{L(e)}1_{y \geq 0} + X_{L(e)}1_{y \leq 0}) \left( \int_0^y \sigma(x, t) dt \right) dx.$$ 

Since $(x, y) \mapsto \sigma(x, y)$ is bounded on $(-3, 3) \times (-1, 1)$ as well as its derivatives, $\omega$ is Lipschitz, hence $W^{1,\infty}$. It is also smooth on $T_e$ outside $e$ and satisfies property 2.

Let $\psi : (-3, 3) \rightarrow \tilde{G}$ be a smooth mapping such that $\psi(x) = 1$ whenever $x \leq -1$ and $\psi(x) = \tilde{g}^{-1}$ whenever $x \geq 1$. Finally, set $j(x, y) = \psi(x)$. Property 3, 4 and 5 are straightforward.

### 4.4 On a neighbourhood of the graph

We want to combine the two constructions presented above to get an element of $W^{1,\infty}\Omega^1_\mathfrak{g}(U_G)$. For this, we need to choose a configuration in $\tilde{\mathbb{G}}^{\mathbb{Z}^+}$ and several elements of $\mathfrak{g}$. To begin with, a configuration $\tilde{g}$ is given by assumption in Proposition 1. Then, for each face $F \in \mathbb{F}$, let us choose a vertex $o(F)$ on the boundary of $F$ and call $\partial F$ the loop based at $o(F)$ going once around $F$ with positive orientation. If $v$ is a vertex on $\partial F$ other than $o(F)$, denote by $\partial F_{o \rightarrow v}$ the portion of $\partial F$ going from $o(F)$ to $v$. Let us decide that $\partial F_{o \rightarrow o}$ is the path $\partial F$ itself. For each vertex $v$ on the boundary of $F$, set $\tilde{x}_F(v) = h_{\partial F_{o \rightarrow v}}(\tilde{g})$. We denote $\tilde{x}_F(o(F)) = h_{\partial F}(\tilde{g})$ simply by $\tilde{x}_F$. 
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Choose an element $X_F \in \mathfrak{g}$ of minimal norm such that $\tilde{\exp}(\sigma(F)X_F) = \tilde{x}_F F$, where $\tilde{\exp} : \mathfrak{g} \to \tilde{G}$ is the exponential map. Observe that $\beta(\tilde{x}_F F) = \sigma(F)\|X_F\|$. Finally, for each $v$ on the boundary of $F$, set $X_{F,v} = \text{Ad}(\tilde{x}_F(v))X_F$. By definition, the following compatibility condition is satisfied for each edge $e$:

$$\forall e \in E^+, \forall F \in \{L(e),L(e^{-1})\}, X_{F,e} = \text{Ad}(\tilde{g}_e)X_{F,e}.$$ (14)

Once these choices are made, Proposition 4.3 provides us with a collection of 1-forms $(\omega_e, e \in V)$ and Proposition 2.4 with a collection $(\omega_e, e \in E^+)$. We prove now that it is possible to let a gauge transformation act on each form $\omega_e$ in such a way that it coincides with $\omega_3$ and $\omega_\pi$ on the domains $B(\omega, 3R/4) \cap T_e$ and $B(\pi, 3R/4)$ respectively.

**Proposition 4.5** Let $e \in E^+$ be an edge. There exists $j_e \in W^{2,\infty}(T_e; \tilde{G})$ such that the following properties hold.

1. The forms $j_e \cdot \omega_e$ and $\omega_3$ (resp. $\omega_\pi$) coincide on $B(\omega, 3R/4) \cap T_e$ (resp. $B(\pi, 3R/4) \cap T_e$).
2. $j_e$ is smooth outside $e$ and identically equal to 1 on $e$.

**Proof** – Let $(x,y) \in (-3,3) \times (-1,1)$ be the local coordinates on $T_e$ given by Lemma 1.2. The forms $\omega_e$ and $\omega_3$ are both defined on $(-3,1) \times (-1,1)$. We are going to apply Lemma 2.8 and Proposition 2.9 to these two forms on this domain.

First, let us choose on $M$ an auxiliary Riemannian metric for which $e$ is a geodesic. Let $l$ be a loop based at $(-2,0)$ and contained in $(-3,-1) \times [0,1]$. Then, according to Propositions 1.3 and 4.4, there exist two smooth 1-forms $\lambda$ and $\lambda'$ such that $d\lambda = d\lambda' = \sigma$, $\omega_3 = X_{L(e),\lambda}P$ and $\omega_e = X_{L(e),\lambda'}P$ on $(-3,-1) \times [0,1]$. Since this domain is simply connected, we conclude that $\langle \omega_3, l \rangle_{\tilde{G}} = \exp(X_{L(e),\lambda})l = \exp(X_{L(e),\lambda'})l = \langle \omega_e, l \rangle_{\tilde{G}}$. Hence, Lemma 2.8 gives similarly $j_\pm : (-3,-1) \times [0,1] \to \tilde{G}$ which transforms the holonomy of $\omega$ into that of $\omega'$ on this domain.

Replacing $L(e)$ by $L(e^{-1})$ and $(-3,-1) \times [0,1]$ by $(-3,-1) \times (-1,0]$, we find that the equality $\langle \omega_3, l \rangle_{\tilde{G}} = \langle \omega_e, l \rangle_{\tilde{G}}$ holds also if $l$ is contained in $(-3,-1) \times (-1,0]$. Lemma 2.8 gives similarly $j_\pm : (-3,-1) \times [0,1] \to \tilde{G}$. Moreover, $j_+(2,0) = j_-(2,0) = 1$.

Finally, both $\omega$ and $\omega_e$ vanish in all directions on $e \cap U_e \cap T_e$, so that if $c$ is a segment contained in $e$, both $c^*\omega_e$ and $c^*\omega_3$ are equal to 0. Hence, both $j_+$ and $j_-$ are identically equal to 1 on $e$. They combine to give a function $j_e : (-3,-1) \times (-1,1) \to \tilde{G}$ which transforms the holonomy of $\omega$ into that of $\omega'$, as long as one restricts oneself to paths which are finite concatenations of paths which stay on either side of $e$. Since $e$ is geodesic for the auxiliary metric on $M$, piecewise geodesic paths for this metric have this property. Hence, the assumptions of Proposition 2.4 are satisfied on $(-3,-1) \times (-1,1)$ by $\omega$, $\omega'$ and $j$, with $k = 1$ and $p = \infty$. Hence, $j_e$ belongs to $W^{2,\infty}(U;\tilde{G})$. According to the remark made immediately after Proposition 2.4, $j_e$ is smooth outside $e$. It is also identically equal to 1 on $e$ by construction.

At the vertex $\pi$, the compatibility conditions $X_{L(e^{\pm 1})} = \text{Ad}(\tilde{g}_e)X_{L(e^{\pm 1})}$ and the same arguments as above imply that the forms $\omega_3$ and $\omega_\pi$ restricted to $U_{\pi} \cap T_e$ also satisfy the assumptions of Lemma 2.3. Thus, we find in the same way $j_e \in W^{2,\infty}(U_{\pi} \cap T_e; \tilde{G})$, smooth outside $e$, identically equal to 1 on $e$ and such that $j_e \cdot \omega_3 = \omega_\pi$ on $U_{\pi} \cap T_e$.

There remains to extend $j_\pm$ and $j_e$ to an element of $W^{2,\infty}(T_e; \tilde{G})$. The functions $j_\pm$ and $j_e$, which are in particular Lipschitz, extend respectively to continuous functions on $[-3,-1] \times [-1,1]$ and $[1,3] \times [-1,1]$. We start by interpolating them by a continuous function $j_0 : [-3,3] \times [0,1] \to \mathbb{R}$ with $j_0|_{\partial \Omega} = j_e$ and $j_0|_{\pi \cap T_e} = j_e$, and such that $\|j_0 - j_e\|_{L^1} \to 0$. Finally, we can define $j_\pm$ and $j_e$ on $[-3,3] \times [0,1]$ by $j_\pm = j_0$ and $j_e = j_0$. This completes the construction of $j_e$.
and matrix closer than $W$ by such that, if $j$ the range of $M$ is bounded, we can also assume that $\varepsilon$ is small enough to guarantee that any matrix closer than $\varepsilon$ to the range of $j_0$ is invertible.

Take $\varepsilon' > 0$ and let $J : [-3, 3] \times [-1, 1] \rightarrow M_N(\mathbb{R})$ be a smooth function such that $\|J - j_0\|_{\infty} < \varepsilon'$. Such a $J$ can be constructed for instance by smoothing $j_0$ by convolution. Replacing $J$ by $J(x,y)J(x,0)^{-1}$, and provided $\varepsilon'$ is small enough, we can assume that $\|J - j_0\|_{\infty} < \varepsilon$ and $J(x,0) = 1$ for all $x \in [-3, 3]$.

Let now $\varphi : [-3, 3] \rightarrow [0, 1]$ be a smooth function such that $\varphi(x) = 0$ if $|x| \geq 2$ and $\varphi(x) = 1$ if $|x| \leq 1$. Set $j_{\varepsilon}(x,y) = pr_G(1 - \varphi(x))j_0(x,y) + \varphi(x)J(x,y)$. The function defined in this way belongs to $W^{1,\infty}((-3,3) \times (-1,1))$, is smooth outside the segment $x = 0$ and equal to 1 identically on this segment. Moreover, it coincides respectively with $j_{\varepsilon}$ and $j_{\varepsilon}$ on $(-3, -2) \times (-1, 1)$ and $(2, 3) \times (-1, 1)$. Hence, $j_{\varepsilon}$ has the desired properties. 

Proposition 4.3 applied to each form $\omega_{\varepsilon}$ produces a new collection $(j_{\varepsilon} : \omega_{\varepsilon}, e \in E^+)$ of forms which, together with $(\omega_{\varepsilon}, v \in V)$, determine a unique element $\omega_G \in W^{1,\infty}\Omega^1_G(U_G)$. Let us summarize the properties of $\omega_G$.

**Proposition 4.6** There exists an element $\omega_G \in W^{1,\infty}\Omega^1_G(U_G)$ such that the following conditions hold.

1. For each edge $e \in E^+$, $\langle \omega_G, e \rangle_G = \tilde{g}_e$. Moreover, $\omega_G$ vanishes in all directions on $e$ inside $B(e, 3R/4) \cup B(\overline{e}, 3R/4)$.
2. For each face $F \in \mathcal{F}$, $\omega_G$ is smooth on $U_G \cap F$.
3. For each face $F$ and each edge $e$ bounding $F$, $\omega_G$ is gauge-equivalent in $T_e \cap F$ to $X_{F,e} \lambda$, where $v$ is any vertex on the boundary of $F$ and $\lambda$ is a smooth $1$-form such that $d\lambda = \sigma$.
4. For each face $F$ and each vertex $v$ on the boundary of $F$, $\omega_G$ is equal to $X_{F,v} \lambda$ on $B(v, 3R/4) \cap F$, where $\lambda$ is a smooth $1$-form such that $d\lambda = \sigma$.

**4.5 The principal bundle**

In this paragraph, we construct the principal bundle $P$ on which the minimizing connection is going to be defined. For this, we start by proving that there exists a family $(z_e)_{e \in E^+}$ of elements of $\Pi$ indexed by $E^+$ such that, for each face $F$, one has

$$z_F = \prod_{e \in E^+: \lambda(e^{-1}) = F} z_e. \quad (15)$$

This is a simple consequence of the property 1 of Lemma 4.2. Indeed, the subsets $\{ e \in E^+ : \lambda(e^{-1}) = F \}$ are non-empty and form, as $F$ spans $\mathcal{F}$, a partition of $E^+$. Hence, the mapping $\Pi^{E^+} \rightarrow \Pi^F$ defined by $(z_e)_{e \in E^+} \mapsto \langle \prod_{e \in E^+: \lambda(e^{-1}) = F} z_e \rangle_{F \in \mathcal{F}}$ is onto.
Let us choose \((z_e)_{e \in \mathbb{R}^+}\) such that (13) holds. Now, for each \(z \in \Pi\), let us choose a smooth curve \(\zeta_z : (-3,3) \to \tilde{G}\) such that \(\zeta_z(t) = 1\) if \(t \leq -1\) and \(\zeta_z(t) = z\) if \(t \geq 1\). Pick \(e \in \mathbb{E}^+\). Consider as usual the coordinates \((-3,3) \times (-1,1)\) on \(T_e\) given by Lemma \(\ref{lem:even}\). Define \(\psi_e : U_e \to \tilde{G}\) by setting \(\psi_e(m) = 1\) if \(m \in B(0,3R/4) \cup B(\pi,3R/4)\) and \(\psi_e(m) = \pi(\zeta_e(x))\) if \(m \in T_e\) and \(m = (x,y)\). Finally, extend \(\psi_e\) on \(U_G\) by setting \(\psi_e(m) = 1\) if \(m \notin U_e\). Observe that, if \(e \neq e'\), then the subsets \(\{m \in U_G : \psi_e(m) \neq 1\}\) and \(\{m \in U_G : \psi_{e'}(m) \neq 1\}\) are disjoint, so that \(\psi_e \psi_{e'} = \psi_{e'} \psi_e\) everywhere on \(U_G\). For each face \(F\), define \(\psi_F : U_{\partial F} \to \tilde{G}\) by setting

\[
\psi_F = \prod_{e \in \mathbb{R}^+: (e^{-1}) = F} \psi_e.
\]

Finally, if \(F\) and \(F'\) are two faces which share at least one common vertex, then define \(\psi_{FF'} : U_{\partial F} \cap U_{\partial F'} \to \tilde{G}\) by \(\psi_{FF'} = \psi_{F'}^{-1} \psi_F\). Since for every pair \((F, F')\) of faces, \(U_{\partial F} \cap U_{\partial F'} = U_F \cap U_{F'}\), the collection \(\langle \psi_{FF'} \rangle_{F, F' \in \mathcal{F}}\) is a \(G\)-valued Čech 1-cochain on \(M\), actually a 1-cocycle.

At first sight, it may seem that this cocycle is actually a coboundary. In fact, the equality \(\psi_{FF'} = \psi_{F'}^{-1} \psi_F\) is misleading. It holds on \(U_F \cap U_{F'}\) which happens to be equal to \(U_{\partial F} \cap U_{\partial F'}\) and the point is that, in general, neither \(\psi_F\) nor \(\psi_{F'}\) can be extended to smooth or continuous \(G\)-valued functions on \(U_F\) or \(U_{F'}\).

**Definition 4.7** Let \(P\) be the principal \(G\)-bundle over \(M\) defined by the covering \((U_F)_{F \in \mathcal{F}}\) of \(M\) and the transition functions \(\langle \psi_{FF'} \rangle_{F, F' \in \mathcal{F}}\).

The bundle \(P\) can be described as follows. Consider the disjoint union \(\bigsqcup_{F \in \mathcal{F}} (U_F \times G)\). An element of this union is denoted by \((m,g)_F\). Declare \((m,g)_F\) and \((m',g')_{F'}\) to be equivalent if \(m = m'\) and \(g = \psi_{F F'}(m) g'\). Let \(\sim\) denote this equivalence relation. Then \(P\) is the manifold \(\bigsqcup_{F \in \mathcal{F}} (U_F \times G) / \sim\) on which \(G\) acts by right multiplication on the second factor.

In fact, \(P\) constructed in this way is endowed with a family of local sections. Indeed for each face \(F\), there is a smooth section \(s_F\) of \(P\) over \(U_F\) which sends each point \(m\) to the class of \((m,1)_F\). If two faces \(F\) and \(F'\) share at least one common vertex, then \(s_F\) and \(s_{F'}\) are related on \(U_F \cap U_{F'}\) by \(s_{F'} = s_F \psi_{F F'}\). In particular, if \(v\) is a vertex of \(\mathcal{G}\) and if \(v \in U_F \cap U_{F'}\), then \(s_F(v) = s_{F'}(v)\).

We turn now to the construction of the connection on \(P\).

**4.6 Inside the faces**

Let \(\delta > 0\) be such that, for each face \(F\), the open subset \(U^\delta_{\partial F} = \{ m \in M : d(m, \partial F) < \delta \}\) of \(M\) is contained in \(U_{\partial F}\). Such a \(\delta\) exists because the boundaries of the faces of \(\mathcal{G}\) are compact subsets of \(M\). Define, for each face \(F\), \(U^\delta_F = F \cup U^\delta_{\partial F}\). Define also \(U^0_G = \cup_{F \in \mathcal{F}} U^0_{\partial F}\). This open subset of \(M\) is contained in \(U_G = \cup_{F \in \mathcal{F}} U_{\partial F}\).

The domains of the local sections \((s_F, U^\delta_F)\) cover \(M\). Hence, according to the remark \(\ref{rem:local_sections}\), a \(W^{1,\infty}\) connection on \(P\) is specified by the data of a collection \((\eta_F)_{F \in \mathcal{F}}\), where for each \(F\), \(\eta_F \in W^{1,\infty}(U^\delta_F)\) and, on \(U^\delta_F \cap U^\delta_{F'}\), \(\eta_{F'} = \psi_{F F'} \cdot \eta_F\). In order to construct such a family, let us start by restricting the form \(\omega_{\mathcal{G}}\) given by Proposition \(\ref{prop:G_form}\) to each one of the open subsets \(U_{\partial F}\).

In this way, we get a collection \((\omega^0_{\partial F})_{F \in \mathcal{F}}\) of 1-forms. For each face \(F\), set

\[
\omega_{\partial F} = \psi_F \cdot \omega^0_{\partial F}.
\]
Observe that, if $F$ and $F'$ are two faces, then, on $U_F \cap U_{F'}$, one has $\omega_{\partial F} = \psi_{F'} \cdot \omega_{\partial F}$. Hence, these locally defined 1-forms almost define a connection on $P$. There remains only to extend each $\omega_{\partial F}$ to a 1-form defined on $U_F$.

For each face $F$, let $\lambda_F \in \Omega^1(F)$ be such that $d\lambda_F = \sigma$. Consider the element $X_F = X_{\partial(F),F}$ of $\mathfrak{g}$. We apply a gauge transformation to the form $X_F \lambda_F$ in order to extend $\omega_{\partial F}$ inside $F$. However, as in Proposition 4.3, we get two forms which do not coincide on $F \cap U_{\partial F}$, but on a smaller domain, that we arrange to contain $F \cap U_{\partial F}$.

**Proposition 4.8** Let $F$ be a face of $\mathbb{G}$. There exists a smooth $G$-valued function $j_F : F \to G$ such that $j_F \cdot (X_F \lambda_F) = \omega_{\partial F}$ on $F \cap U_{\partial F}$.

We begin by proving the following result.

**Lemma 4.9** Let $F$ be a face of $\mathbb{G}$. Let $m$ be a point of $F \cap B(o(F),3R/4)$. Let $l$ be a smooth loop based at $m$ contained in $F \cap U_{\partial F}$. Then $\langle \omega_{\partial F}, l \rangle_{\mathbb{G}} = \exp(X_F \int_0^1 \lambda_F)$.

**Proof** – Let $\delta \Omega_{\partial F}$ be the unique element of $C^\infty(F \cap U_{\partial F})$ such that the curvature of $\omega_{\partial F}$ is equal to $\delta \Omega_{\partial F} \sigma$ on this domain.

We begin by treating the case where $l$ is homotopic to a constant loop. Let $L : [0,1]^2 \to F \cap U_{\partial F}$ be a smooth homotopy $(s,t) \mapsto L(s,t) = l_s(t)$ such that for each $s \in [0,1]$, $l_s$ is a smooth loop based at $m$, $l_0$ is the constant loop and $l_1$ is just $l$. Let us pull $\omega_{\partial F}$ back by this smooth homotopy and work on $[0,1]^2$. For each $s \in [0,1]$, set $h_s = \langle \omega_{\partial F}, l_s \rangle_{\mathbb{G}} = \langle L^* \omega_{\partial F}, \{s\} \times [0,1] \rangle_{\mathbb{G}}$. Then, according to [1], Theorem 2.2, or Proposition [A-1], the mapping $s \mapsto h_s$ satisfies the following differential equation:

$$h_s^{-1} \frac{d}{ds} h_s = \int_0^1 \langle \omega_{\partial F}, l_s([0,t]) \rangle_{\mathbb{G}}^{-1} \cdot \delta \Omega_{\partial F}(l_s(t)) \cdot \langle \omega_{\partial F}, l_s([0,t]) \rangle_{\mathbb{G}} \cdot \Phi^* \sigma_{(s,t)}(\partial_s, \partial_t) \cdot dt. \quad (16)$$

We claim that $\langle \omega_{\partial F}, l_s([0,t]) \rangle_{\mathbb{G}}^{-1} \cdot \delta \Omega_{\partial F}(l_s(t)) \cdot \langle \omega_{\partial F}, l_s([0,t]) \rangle_{\mathbb{G}}$ is identically equal to $\delta \Omega_{\partial F}(m)$. More generally, we claim that, whenever a path $c$ in $F \cap U_{\partial F}$ starts at $m$ and finishes at some point $n$, then

$$\delta \Omega_{\partial F}(m) = \langle \omega_{\partial F}, c \rangle_{\mathbb{G}}^{-1} \cdot \delta \Omega_{\partial F}(n) \cdot \langle \omega_{\partial F}, c \rangle_{\mathbb{G}}.$$

Indeed, this relation is true if $\omega_{\partial F}$ is replaced by a connection of the form $X \lambda$, where $X \in \mathfrak{g}$ and $\lambda$ satisfies $d\lambda = \sigma$. Moreover, this relation is gauge-invariant: if it is true for some connection, it is also satisfied by the image of this connection by any gauge transformation. Finally, the relation is multiplicative: if it holds for two paths which one can concatenate, then it holds for their concatenation. Now the result follows from the fact that any path in $F \cap U_{\partial F}$ can be written as a concatenation of finitely many shorter paths, each of which is contained in a domain where $\omega_{\partial F}$ is gauge-equivalent to a connection of the form $X \lambda$.

Now, [1] implies that

$$h_1 = \exp \left( \delta \Omega_{\partial F}(m) \int_0^1 \left\{ \int_0^1 L^* \sigma_{(s,t)}(\partial_s, \partial_t) \cdot dt \right\} ds \right).$$

On the other hand,

$$\frac{\partial}{\partial s} \int_{l_s} \lambda_F = \int_0^1 \partial_s \left[ (L^* \lambda_F)(s,t)(\partial_t) \right] \cdot dt = \int_0^1 (L^* \lambda_F)(s,t)(\partial_s, \partial_t) \cdot dt = \int_0^1 L^* \sigma_{(s,t)}(\partial_s, \partial_t) \cdot dt,$$
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because \(d_{(s,0)}L(\partial s) = d_{(s,1)}L(\partial s) = 0\) for all \(s \in [0,1]\). Finally, since \(*\Omega_{\partial F}(m) = X_F\), we get \(\langle \omega_{\partial F}, l^{\partial^2}_{G} \rangle = \exp(X_F \int_{\partial F} \lambda_F)\).

Let us drop the assumption that \(l\) is homotopic to a constant loop. Let \(\gamma\) be the geodesic segment from \(m\) to \(o(F)\). Set \(w = \gamma \partial F \gamma^{-1}\). Then \(w\) generates the fundamental group \(\pi_1(U_{\partial F}, m)\), which is isomorphic to \(Z\). Let \(r\) be the unique integer such that \(lw^{-r}\) is homotopic to a constant loop. We cannot apply the discussion above to \(lw^{-r}\) because it is not contained in \(F \cap U_{\partial F}\). So, let \((w_n)_{n \geq 0}\) be a sequence of simple loops based at \(m\) such that \(w_n\) converges to \(w\) and, for each \(n \geq 0\), \(lw_n^{-r}\) is contained in \(F \cap U_{\partial F}\) and homotopic to a constant loop. Then \(\langle \omega_{\partial F}, l^{\partial^2}_{G} \rangle = \langle \omega_{\partial F}, w_n \rangle^F_{\gamma} \langle \omega_{\partial F}, lw_n^{-r} \rangle_{\gamma}^{\partial^2}_{G}\).

On one hand, \(\langle \omega_{\partial F}, w_n \rangle_{\gamma}^{\partial^2}_{G}\) converges to \(\langle \omega_{\partial F}, w \rangle_{\gamma}^{\partial^2}_{G}\) because \(w_n\) converges to \(w\) with fixed endpoints. The holonomy of \(\omega_{\partial F}\) along \(\partial F\) is equal to \(\exp(\sigma(F)X_F)\) and its holonomy along \(\gamma\) commutes to \(X_F\) because, on \(B(o(F), 3R/4)\), \(\omega_{\partial F}\) takes its values in \(\mathbb{R}X_F\). So, \(\langle \omega_{\partial F}, w \rangle_{\gamma}^{\partial^2}_{G}\) = \(\exp(\sigma(F)X_F)\).

On the other hand, by the discussion of the homotopically trivial case, \(\langle \omega_{\partial F}, lw_n^{-r} \rangle_{\gamma}^{\partial^2}_{G}\) = \(\exp(\sigma(F)X_F \int_{\partial F} \lambda_F)\exp(-rX_F \int_{w_n} \lambda_F)\). Since \(d\lambda_F = \sigma, \int_{w_n} \lambda_F\) is equal to the area enclosed by \(w_n\). Since \(w_n\) converges uniformly to \(w = \gamma \partial F \gamma^{-1}\), this area tends to \(\sigma(F)\). The result follows.

**Proof of Proposition 4.8** — Let \(F\) be a face of \(G\). Both forms \(\omega_{\partial F}\) and \(X_F \lambda_F\) are smooth on \(F \cap U_{\partial F}\). We have just proved that they have the same holonomy in \(\tilde{G}\) along all smooth loops based at \(m\). Hence, by Lemma 2.3 and Proposition 2.9, there exists a smooth mapping \(j^0_F : F \cap U_{\partial F} \longrightarrow \tilde{G}\) such that \(j^0_F \cdot (X_F \lambda_F)\) coincides with \(\omega_{\partial F}\) on \(F \cap U_{\partial F}\). Consider a diffeomorphism between \(F\) and the unit disk in \(\mathbb{R}^2\) with polar coordinates \((r, \theta)\) such that \(F \cap U^G_{\varepsilon} \subset \{r > \frac{3}{4}\} \subset \{r > \frac{1}{2}\} \subset F \cap U_{\partial F}\). Consider the restriction of \(j^0_F\) to \(\{r > \frac{1}{2}\}\). In order to extend \(j^0_F\), we start by embedding \(\tilde{G}\) in a vector space of matrices. The possible non compactness of \(G\) is, as always in this paper, not a problem because \(G\) is the direct product of a compact group and a group isomorphic to \((\mathbb{R}^m, +)\) for some \(m \geq 0\). We may even assume that, for some \(\varepsilon > 0\), and with the same notation as in the proof of Proposition 4.3, there is a smooth mapping \(pr_{\gamma}^{\partial^2}_{G} : \tilde{G}^{\partial^2}_{G} \longrightarrow \tilde{G}\) which restricts to the identity on \(\tilde{G}\). Now, since \(G\) is simply connected, we can extend \(j^0_F\) by continuity on \(D(0, \frac{1}{2})\). Since \(j_0\) is uniformly continuous on \(D(0, \frac{1}{4})\), we can also approximate it by a smooth matrix-valued function \(J\) defined on \(D(0, \frac{3}{4})\) such that \(\|J - j_0\|_{\infty} < \varepsilon\). Finally, let \(\varphi : [0, 1] \longrightarrow [0, 1]\) be a smooth function such that \(\varphi(r) = 1\) if \(r \leq \frac{1}{2}\) and \(\varphi(r) = 0\) if \(r \geq \frac{3}{4}\). We define \(j_F : D(0, 1) \longrightarrow G\) in polar coordinates by \(j_F(\rho, \theta) = \pi[pr_{\gamma}^{\partial^2}_{G}(\{1 - \varphi(r)\}j_0(\rho, \theta) + \varphi(r)J(\rho, \theta))]\). The forms \(j_F \cdot (X_F \lambda_F)\) and \(\omega_{\partial F}\) coincide on the domain of equation \(\{r > \frac{3}{4}\}\), which contains \(F \cap U^G_{\varepsilon}\).

We can finish the proof of the existence of a minimizing connection.

**Proof of Proposition 4.10** — Let \(P\) be the principal \(G\)-bundle over \(M\) constructed in Section 4.3. It satisfies \(\sigma(P) = \prod_{x \in \mathbb{R}^+} z_x = \prod_{F \in F} z_F = z\) (see Appendix A of \(\mathcal{E}\)).

For each face \(F\), let us call \(\omega_F\) the element of \(W^{1, \infty}(U_F^\delta)\) which is equal to \(j_F \cdot (X_F \lambda_F)\) on \(F\) and to \(\omega_{\partial F}\) on \(U_{\partial F}^\delta\). If \(F\) and \(F'\) are two faces which share at least a common vertex, then, on \(U_F^\delta \cap U_{F'}^\delta = U_{\partial F}^\delta \cap U_{\partial F'}^\delta\), we have \(\omega_{F'} = \omega_{\partial F'} = \psi_{F'F} \cdot \omega_{\partial F}\). Hence, the forms \(\langle \omega_F \rangle_{F \in F}\) determine a connection on \(P\). Let \(\omega\) denote this connection. By construction, \(\omega\) belongs to \(W^{1, \infty}(A(P))\) and it is smooth outside \(U \cup \varepsilon E\).

Let \(v\) be a vertex of \(G\). We have observed at the end of Section 4.3 that the local sections
sent $s_F$ determine without ambiguity a point $s_F(v)$, which we denote by $p_v \in P_v$. Let us compute the holonomy of $\omega$ along the edges of $\mathbb{G}$ with respect to the reference points $p_v$.

Let $(\tau_c, c \in PM)$ be the holonomy induced by $\omega$. Let $e$ be an edge of $\mathbb{E}^+$. By definition of $\omega$, we have for each face $F$ the equality $\omega_{s_F} = \omega_F$. In particular, $\omega_{s_F, e} = \omega_{s, e}$. Hence, $\tau_{c}(p_{e}) = \rho(\omega_{s, e}, e)$. Since $\psi_{s, e}$ is identically equal to 1 in a neighbourhood of $e$, $(\omega_{s, e}, e) = (\omega_{\mathbb{G}, e})$. By Proposition 4.6, this is equal to $g_{e}$. Since this holds for every $e \in \mathbb{E}^+$, $\omega$ agrees with $(g_{e})_{e \in \mathbb{E}^+}$ on $\mathbb{E}$.

Finally, let $F$ be a face of $\mathbb{G}$. Inside this face, $\omega_F$ is gauge-equivalent to $X_F \lambda_F$, so that its curvature is equal to $X_F \tau$. Hence, $S_F(\omega) = \|X F\|^2 \sigma(F)$. The assertion on $S_F(\omega)$ follows now from the identity $\sigma(F)\|X_F\| = \tilde{\rho}(h_{0F}^G(\tilde{g}) z_F)$.

\section*{Appendix: A proof of the energy inequality}

In this appendix, we give a proof of the energy inequality (Proposition 2.4), which consists basically in applying Cauchy-Schwarz inequality in the right context. The proof of a more general instance of this result can be found in [16]. However, we are not aware of a such a compact proof as the one we give here.

Let $D$ be the closed unit disk in $\mathbb{R}^2$ endowed with a smooth volume form $\sigma$. Pick $\omega$ in $\Omega^1_{\mathbb{G}}(D)$. Let $\Omega \in \Omega^2_{\mathbb{G}}(D)$ be its curvature and $\ast \Omega$ the unique smooth $g$-valued function on $D$ such that $\Omega = \ast \Omega \sigma$.

For all $s, t \in [0, 1]$, set
\[
\gamma(s, t) = (1 - s + s \cos(2\pi t), s \sin(2\pi t)) \in \mathbb{R}^2.
\]
For every $s \in [0, 1]$, $t \mapsto \gamma(s, t)$ is a smooth loop based at the point $(1, 0)$. The mapping $\gamma$ realizes a smooth homotopy between the constant loop at $(1, 0)$ and the boundary of $D$ starting at $(1, 0)$ with the usual orientation.

Set $h(s, t) = (\omega, \gamma(s, \cdot))$. By standard results on ordinary differential equations, $h$ is a smooth mapping from $[0, 1]^2$ to $G$. Let us denote by $h_s$ and $h_t$ the partial derivatives of $h$ with respect to $s$ and $t$. Similarly, let $\gamma_s$ and $\gamma_t$ denote the partial derivatives of $\gamma$ with respect to $s$ and $t$.

\textbf{Proposition A.1} For all $s \in [0, 1]$,
\[
h(s, 1)^{-1} h_s(s, 1) = \int_0^1 h(s, t)^{-1} \ast \Omega(\gamma_t(s, t), \gamma_s(s, t)) h(s, t) \, dt.
\]

\textbf{Proof} – For every $s \in [0, 1]$, consider the vector field $X_s$ defined on $[0, 1] \times G$ by
\[
X_s(u, g) = (1, -\omega(\gamma_t(s, u)) g).
\]
Let $(\Phi^t_s)_{t \geq 0}$ denote the flow of $X_s$. The group $G$ acts on $[0, 1] \times G$ by multiplication on the right on the second factor. Since $X_s$ is $G$-invariant, its flow is also invariant. By definition of $h(s, t)$, one has
\[
\Phi^t_s(u, g) = (u + t, h(s, u + t) h(s, u)^{-1} g). \tag{A-17}
\]
In particular, $\Phi_t^s(0,1) = (1,h(s,1))$. Since $X_s$ depends smoothly on $s$, a classical result (see Thm. B.3 for example) asserts that

$$\frac{\partial}{\partial s} \Phi_t^s(0,1) = \int_0^1 d\Phi_t^s(0,1) \Phi_t^{1-t} \left[ \frac{\partial X_s}{\partial s} (\Phi_t^s(0,1)) \right] dt.$$  

The term inside the brackets is equal to $(0,-\frac{\partial}{\partial s} [\omega(\gamma_t(s,t))] h(s,t))$. By differentiating (A-17), one gets

$$d\Phi_t^s(0,1) \Phi_t^{1-t} \left[ (0,-\frac{\partial}{\partial s} [\omega(\gamma_t(s,t))] h(s,t)) \right] =$$

$$(0,h(s,1)h(s,t)^{-1} \frac{\partial}{\partial s} [\omega(\gamma_t(s,t))] h(s,t)).$$

Hence,

$$h(s,1)^{-1} h_s(s,1) = - \int_0^1 h(s,t)^{-1} \frac{\partial}{\partial s} [\omega(\gamma_t(s,t))] h(s,t) dt.$$  

(A-18)

Since the vector fields $\partial_t \gamma$ and $\partial_s \gamma$ commute, one has at every point

$$- \frac{\partial}{\partial s} [\omega(\gamma_t)] = d\omega(\gamma_t,\gamma_s) - \frac{\partial}{\partial t} [\omega(\gamma_s)].$$  

(A-19)

Let us compute $- \int_0^1 h(s,t)^{-1} \frac{\partial}{\partial t} [\omega(\gamma_s)] h(s,t) dt$ by integration by parts. The boundary terms vanish, because the loops $t \mapsto \gamma(s,t)$ share the same basepoint. There remains

$$- \int_0^1 h(s,t)^{-1} \frac{\partial}{\partial t} [\omega(\gamma_s)] h(s,t) dt = \int_0^1 h(s,t)^{-1} [\omega(\gamma_t),\omega(\gamma_s)] h(s,t) dt,$$  

(A-20)

where the last bracket is the Lie bracket of $\mathfrak{g}$. Combining (A-18), (A-19) and (A-20), we find what we want, that is,

$$h(s,1)^{-1} h_s(s,1) = \int_0^1 h(s,t)^{-1} \Omega(\gamma_t(s,t),\gamma_s(s,t)) h(s,t) dt.$$  

□

**Corollary A-2 (Energy inequality)** The following inequality holds:

$$\rho(\omega,\partial D)^2 \leq S_D(\omega)\sigma(D).$$

**Proof** – Since conjugation preserves the norm in $\mathfrak{g}$,

$$\|h_s(s,1)\| \leq \int_0^1 \|\Omega(\gamma_t(s,t),\gamma_s(s,t))\| dt.$$  

By Cauchy-Schwarz inequality,

$$\left| \int_0^1 \|\Omega(\gamma_t(s,t),\gamma_s(s,t))\| dt \right|^2 = \left| \int_0^1 \| \* \Omega(\gamma(s,t)) \||\sigma(\gamma_t(s,t),\gamma_s(s,t))\| dt \right|^2$$

$$\leq \int_0^1 \| \* \Omega(\gamma(s,t)) \| \|\sigma(\gamma_t(s,t),\gamma_s(s,t))\| dt \int_0^1 |\sigma(\gamma_t(s,t),\gamma_s(s,t))| dt.$$  
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Set \( A(r) = \int_0^r ds \int_0^1 |\sigma(\gamma_t(s, t), \gamma_s(s, t))| \, dt \). It is the area enclosed by the path \( \gamma(r, \cdot) \). The function \( A \) is a diffeomorphism of \([0, 1]\) onto \([0, \sigma(D)]\). Reparametrize \( s \mapsto h(s, 1) \) by setting 
\[
k(u) = h(A^{-1}(\sigma(D)u), 1).
\]
The path \( u \mapsto k(u) \) is a path in \( G \) from \( 1 \) to \( h(1, 1) \). Hence,
\[
\rho(h(1, 1))^2 \leq \ell(k)^2 = \left| \int_0^1 \|k(u)\| \, du \right|^2 \leq \int_0^1 \|k(u)\|^2 \, du.
\]
The last term is the energy of the path \( k \), which can be estimated as follows.
\[
\int_0^1 \|k(u)\|^2 \, du = \int_0^1 \|h_s(A^{-1}(\sigma(D)u), 1)\|^2 \frac{\sigma(D)^2}{A'(A^{-1}(\sigma(D)u))^2} \, du
\]
\[
= \int_0^1 \|h_s(s, 1)\|^2 \frac{\sigma(D)}{A'(s)} \, ds
\]
\[
\leq \sigma(D) \int_0^1 \left( \int_0^1 \| \ast \Omega(\gamma(s, t)) \|^2 |\sigma(\gamma_t(s, t), \gamma_s(s, t))| \, dt \right) \, ds
\]
\[
= \sigma(D) \int_D \| \ast \Omega \|^2 \sigma
\]
\[
= \sigma(D) S_D(\omega).
\]
This implies the result because \( h(1, 1) = \langle \omega, \partial D \rangle \).
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