TMDs: Evolution, modeling, precision
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Abstract. The factorization theorem for qf spectra in Drell-Yan processes, boson production and semi-inclusive deep inelastic scattering allows for the determination of the non-perturbative parts of transverse momentum dependent parton distribution functions. Here we discuss the fit of Drell-Yan and Z-production data using the transverse momentum dependent formalism and the resummation of the evolution kernel. We find a good theoretical stability of the results and a final χ²/points ≤ 1. We show how the fixing of the non-perturbative pieces of the evolution can be used to make predictions at present and future colliders.

1 Introduction

The study of differential cross sections is notoriously a great source of information on the nature of fundamental interactions. Recently the factorization theorem for transverse momentum dependent cross sections formulated by two groups [1–4] has pointed out that in Drell-Yan (DY), semi-inclusive deep inelastic scattering (SIDIS) and e+e− → 2 hadrons/jets at high boson invariant mass, all non-perturbative QCD effects can be encoded in the so-called Transverse Momentum Distributions (TMDs) and can be included in experiments run at different energies solving appropriate evolution equations. The evolution factors so derived are fixed by perturbative QCD only up to a certain level of accuracy, depending, among the others, on the initial and final center of mass energy scales. The fundamental issue behind the evolution between two scales of the TMDs is that the factorization theorem is valid in both energy regimes.

The object of this talk concerns the study of TMD for initial states, the so-called transverse momentum dependent parton distribution functions (TMDPDFs). As a first attempt we want to study up to which level the evolution of TMDPDF can be fixed just using resummations of the perturbative series using the data of Drell-Yan and vector-boson production at hadron colliders currently available. This analysis illustrates some important points when comparing to other attempts to include non-perturbative QCD effects in differential cross sections, like in Ref. [5–8], and the use of non-perturbative models. Finally we show the precision that can be achieved making predictions for some observables at the Large Hadron Collider (LHC). In particular we study the differential cross section for Z-boson production at the peak of the distribution.

The cross sections that we consider in this work can be formulated schematically according to the factorization formula [1, 2, 4]

\[
\frac{d\sigma}{dq_T} \sim H(Q^2, \mu^2) \int d^2 k_{AT} d^2 k_{BT} \delta^2(k_{AT} + k_{BT} - q_T) \\
\times F_A(x_A, k_{AT}; \zeta_A, \mu) F_B(x_B, k_{BT}; \zeta_B, \mu),
\]

where \( F_{A,B} \) are the TMDPDFs. They depend on the dilepton invariant mass trough the scales \( \zeta_A \) and \( \zeta_B \), being \( \zeta_A \zeta_B = Q^4 \), the intrinsic parton transverse momenta, the factorization scale \( \mu \) and the lightcone momentum fractions. Finally, \( H \) is the hard factor, which is spin independent and can be calculated adopting the standard perturbation theory.

2 Construction of TMDPDF

The construction of the TMDPDF which are part of the cross section follows several steps, which can be found in Ref. [9] and we partially report here.

Parametrizing the non-perturbative large-\( b_T \) region of the quark TMDPDF (similar expressions hold for the gluon TMDPDF), we write it at some initial scale \( Q_i \) as

\[
\tilde{F}_{i/N}(x, b_T; Q^2_i, \mu_i) = F_{i/N}^{\text{pert}}(x, b_T; Q^2_i, \mu_i) F_{i/N}^{\text{NP}}(x, b_T; Q_i),
\]

[1] In Ref. [2, 3] the authors used the equivalent notation \( \zeta_A = Q^2 / a \) and \( \zeta_B = Q^2 / b \), where \( a \) is the soft function splitting parameter.
where \( \tilde{F}_{q/N}^{\text{NP}}(x, b_T; Q^2) \) is the non-perturbative part of the TMDPDF with

\[
\tilde{F}_{q/N}^{\text{NP}}(x, b_T; Q^2) = F_{q/N}(x, b_T) \left( \frac{Q^2}{Q_0^2} \right)^{-\lambda_{\text{NP}}(b_T)}.
\]

Notice that in the equation above we have parametrized the non-perturbative contribution in the same way as we do for the evolution kernel that we describe in Ref. [9,10].

In the cross section, Eq. (1), we fix the factorization scale \( \mu = Q \), so that we can write the resummed TMDPDF that enters into the factorization theorem as

\[
\tilde{F}_{q/N}(x, b_T; Q^2, Q) = \tilde{R}_{\text{pert}}(b_T; (Q_0 + q_T)^2, Q_0 + q_T, Q^2, Q) \times \tilde{F}_{q/N}(x, b_T; (Q_0 + q_T)^2, Q_0 + q_T) \tilde{F}_{q/N}^{\text{NP}}(x, b_T; Q).
\]

The evolution kernel \( \tilde{R}(b_T; (Q_0 + q_T)^2, Q_0 + q_T, Q^2, Q) \) is here split in a perturbative calculable part, \( \tilde{R}_{\text{pert}}(b_T; (Q_0 + q_T)^2, Q_0 + q_T, Q^2, Q) \), and a non-perturbative piece which is included in \( \tilde{F}_{q/N}^{\text{NP}}(x, b_T; Q) \).

\[
\tilde{F}_{q/N}(x, b_T; Q) = \tilde{F}_{q/N}(x, b_T; Q_0) \left( \frac{Q^2}{Q_0^2} \right)^{-\lambda_{\text{NP}}(b_T)}.
\]

More explicitly, the TMDPDF is implemented as

\[
\tilde{F}_{q/N}(x, b_T; Q^2, Q) = \exp \left\{ \int_{Q_0}^Q \frac{d\mu}{\mu} \gamma_F \left( \alpha_s(\mu), \ln \left( \frac{Q^2}{\mu^2} \right) \right) \right\}
\]

\[
\times \left( \frac{Q^2}{4\pi^2} \right)^{\lambda_{\text{NP}}(b_T; Q_0)} \theta_F(b_T; Q_0) \tilde{F}_{q/N}^{\text{NP}}(x, b_T; Q)
\]

\[
\times \sum_j \int \frac{d\zeta}{\zeta} c_{q-r-j}(x/\zeta, b_T; Q_0) f_j(\zeta; Q) \tilde{F}_{q/N}(x, b_T; Q) ,
\]

where, as we already mentioned, \( Q_i = Q_0 + q_T \). The are several points to be emphasized in this formula. In order to minimize the value of the logarithms we choose \( \mu_i = Q_i \). Next we notice that the splitting into a coefficient and a collinear parton distribution function (PDF) is valid only at high transverse momentum, so that we expect that the choice \( Q_i = Q_0 + q_T \) (where \( Q_0 \) is a fixed low scale) minimizes the logarithms generated by this splitting. The scale \( Q_0 \) works as a minimum matching scale between the TMDPDF and the PDF, such that it sits at the border between the perturbative and non-perturbative regimes; in particular we choose \( Q_0 \sim 2 \text{ GeV} \).

The exponentiated pieces in Eq. (6), namely the factor \( \exp \left\{ \int_{Q_0}^Q \frac{d\mu}{\mu} \gamma_F \left( \alpha_s(\mu), \ln \left( \frac{Q^2}{\mu^2} \right) \right) \right\} \) and \( \exp \left\{ \int \frac{d\zeta}{\zeta} c_{q-r-j}(x/\zeta, b_T; Q_0) f_j(\zeta; Q) \right\} \tilde{F}_{q/N}^{\text{NP}}(x, b_T; Q) \), have their origin respectively in the expression of the evolution kernel \( [11,12] \) and in an exponentiable part of the matching coefficient between TMDPDF and PDF \( [11,13] \).

These pieces can be further resummed using the counting \( \alpha_s(q_T) \ln(b_T^2/q_T^2) \sim 1 \) which is the relevant one for the small-\( q_T \) region \( [9,10] \).

In order to fix the arguments of the non-perturbative part \( \tilde{F}_{q/N}^{\text{NP}} \), we need to consider the following constraints:

- It must correct the behavior of \( \tilde{F}_{q/N}^{\text{NP}} \) at large values of \( b_T \), where the perturbative expansion looses its convergence properties and the Landau pole singularity shows up, both in the evolution kernel and in the matching coefficient of the TMDPDF onto the PDF.

  - It has to be such that
    \[
    \lim_{b_T \to 0} \tilde{F}_{q/N}^{\text{NP}} = 1,
    \]
    in order to guarantee that the perturbative series is not altered where its convergence properties are sound.

We have not included a dependence on \( x \), as data eventually do not need such correction and to keep the model simple enough. In Eq. (7) we are assuming that the values of \( x \) are not extremely small (say \( x > 10^{-5} \)), in which case the whole TMD formalism should be re-considered.

We have studied several parametrizations of the non-perturbative part (Gaussian, polynomial, etc.) and the final one which better provides a good fit of the data, with the minimum set of parameters, \( D_{\text{NP}} = 0 \), is

\[
\tilde{F}_{q/N}^{\text{NP}}(x, b_T; Q) = e^{-\lambda_1 b_T} \left( 1 + \lambda_2 b_T^2 \right) .
\]

The data for Z-boson production are basically sensitive just to the parameter \( \lambda_1 \), that is to the exponential factor and not to the second power-like term. The global fit so performed allows to fix, to a certain precision, the value of this non-perturbative constant. In other words, this fit can be used to fix the amount of non-perturbative QCD corrections in the transverse momentum spectra. The parameter \( \lambda_2 \) corrects the behavior of the TMDPDF at high values of \( b_T \) and results necessary to describe the data at low dilepton invariant mass and low \( q_T \). The results of the fit for this case are shown in Tab. [1] and discussed later in the text.

Considering now a nonzero \( D_{\text{NP}} \), this results in a \( Q \)-dependent factor in the non-perturbative model (see the studies of Refs. [14,15] and more recently Refs. [13,3]). Thus, from Eqs. (5) and (8), by setting \( D_{\text{NP}} = \lambda_3 b_T^2 / 2 \), we have

\[
\tilde{F}_{q/N}^{\text{NP}}(x, b_T; Q) = e^{-(\lambda_3 b_T^2 / 2)} \left( 1 + \lambda_2 b_T^2 \right) \left( \frac{Q^2}{Q_0^2} \right)^{-\lambda_{\text{NP}}(b_T)} .
\]

The sensitivity of the data to this extra factor involving \( \lambda_3 \) is not very strong, although we observe an improvement in the \( \chi^2 \). This is a consequence of the fact that the fully resummed \( D \) function is actually valid in a region of impact parameter space which is broad enough for the analysis of the sets of available data (notice that we have, in all cases, a dilepton invariant mass \( Q > 4 \text{ GeV} \)). It might be that at lower values of \( Q \) such corrections could be more significant. On the other hand one expects that also the factorization theorem should be revised when the values of \( Q \) become of the order of the hadronization scale. It is then possible that the non-perturbative corrections to the evolution kernel happen there where the basic hypothesis of the factorization theorem \( (Q \gg q_T \sim \Lambda_{\text{QCD}} \sim O(1 \text{ GeV})) \) become weaker and so are more difficult to extract. A more detailed study in this direction is beyond the scope of this paper. The results of the fit for the model in Eq. (9) are shown in Tab. [2] and Fig. [1] and discussed later in the text.

As a general remark one has to keep in mind that in practical calculations we have eventually to Fourier transform the product of two TMDPDFs. The integration in
impact parameter space is done numerically over a suitable $b_T$ range. We have checked that the region outside the endpoints of this integration does not affect the final result. In fact, the points for very small $b_T$ are relevant only for extremely high transverse momenta, which is not the case in our study. At very high $b_T$ the TMDs are completely negligible.

To conclude this section we observe that while the parameter $\lambda$, being a correction to the $Q$-dependent piece of the TMD, is flavor independent, the other parameters $\lambda_{1,2}$ can in principle be flavor dependent. In the fit that we have performed we have not included this feature, namely for two reasons: $i)$ the DY data that we use depend just on one combination of $\lambda_{1,2}$ (remember that we consider neutral current mediated processes and only nucleons as initial states); $ii)$ the quality of the fit is so good that we would not be sensitive (statistically) to the flavor dependence of these parameters. Nevertheless the inclusion of data from processes with different initial states and/or mediated by charged currents could definitely help in this respect.

3 Data selection

The factorization theorem for Drell-Yan and vector boson production has its own range of validity. The main condition is that invariant mass, $Q$, is much bigger than the hadronization scale, $\sim 1$ GeV, and the transverse momenta involved. This is actually the case for the data that we have considered \[16\textendash}23\]. The bin with the lowest center of mass energy has $Q \sim 4$ GeV and $q_T \leq 1.4$ GeV.

Definitely we need data at moderate center of mass energies covering the small-$q_T$ region (up to 1-2 GeV) and intermediate dilepton invariant mass values (below 10 GeV). These come mainly from fixed-target experiments. On the other hand to access larger $q_T$ values and even larger scales we have to include also high-energy collider experimental data, like those from Tevatron at the Z-boson peak. In both cases we will keep fulfilling the requirement $q_T \ll Q$, region of application of our approach. Notice that to conform with the standard notation adopted in experimental analysis in the following we use $M = Q$ for the dilepton invariant mass.

These two classes of data are indeed complementary and essential to test the scale evolution of TMDs over a suitable range of scale values and to quantify the role of the non-perturbative part entering these distributions.

While for the low-energy data we consider the invariant differential cross section in the virtual boson momentum, for the high-energy data sets we use the ratio of the their $q_T$ dilepton distribution normalized to the experimental total cross section. In such a case, we compute this numerator following our approach and use the normalization factor as obtained with the DYNNLO code of Catani et al. \[24\textendash}25\]. The use of this ratio avoids the problem of the discrepancy between D0 and CDF experimental results that could cause a source of systematics and/or tension between data sets.

We perform a fit both at next-to-leading-logarithm (NLL) accuracy as well as at next-to-NLL (NNLL). When adopting the NLL approximation we use the next-to-leading-order (NLO) collinear parton distributions, while at NNLL we use the next-to-NLO (NNLO) PDFs. In both cases we adopt $Q_i = Q_0 + q_T$. For the collinear PDFs we have tested both the MSTW08 \[26\] and the CTEQ10 \[27\] sets and we find a complete consistency among the results.

One of the main goals of this work consists in the fits performed at NNLL accuracy with full resummation. The NLL fits are mainly used as a check of convergence of the theory and other phenomenological aspects. We have tested both a $Q$-independent and $Q$-dependent parametrization of the non-perturbative inputs as given respectively in Eq. (8) and Eq. (9). The two models give consistent results and the model of Eq. (9) shows a slight better description for Drell-Yan data. Some results are reported in Tab. 1 where we have used the CTEQ10 \[27\] for the PDFs. In Fig. 1 we show the results of the fit at NNLL using the MSTW08 \[26\] set for the PDFs. In these tables we report just the statistical error on the fitted parameters. The theoretical error, which includes the scale variation and the error due to the choice of PDF, is of the same order as the statistical error for the NLL analysis and much smaller then the statistical error in the case of the NNLL fit. The theoretical errors (which include the error due to uncalculated perturbative terms still using the full resummation), is estimated studying the dependence on the initial scale $Q_i = Q_0 + q_T$ (where $Q_0 = 2$ GeV) in two ways: $i)$ we check the impact of a change in $Q_0$ allowing $m_{charm} \sim 1.3$ GeV $\lesssim Q_0 \lesssim 2.7$ GeV, where the lowest value of $Q_0$ is about the charm threshold and the highest value is limited by the energy of the lowest energy bin of data; $ii)$ keeping $Q_0 = 2$ GeV, we vary $Q_0 + q_T/2 \leq Q_i \leq \min (Q_0 + 2q_T, Q)$. In the first case the fit is practically unaffected concerning the values of the parameters $\lambda_1, \lambda_2$. For the second case the scale dependence instead has some impact on the these values. In particular at NLL the theoretical error is of the same order of the statistical one and there is a clear reduction of the scale dependence at NNLL. At this order the main uncertainty on the fitted parameters comes from the statistical error. The statistical error is estimated requiring a 68% confidence level, corresponding to a $\Delta \chi^2 = 4.72$ for four parameters.

4 Conclusions

The TMD formalism is a powerful tool to analyze perturbative and non-perturbative effects in $q_T$ spectra. In this talk we report the results for the fit of the DY and Z-boson production data to fix the non-perturbative part of TMDDPDFs. In order to have a reliable fixing of the non-perturbative inputs one has to provide a fully resummed expression for the perturbative part. The fully resummed cross section in fact is less sensitive to the factorization scale dependence and this allows a more stable extraction of the non-perturbative pieces of the TMDs. To this aim, we have performed a detailed and complete study of the perturbative inputs. In particular we have used the TMD evolution kernel at NNLL \[10\] which, to our knowledge,
was never used before in a global fit of this kind. We have also discussed the matching of TMDDPDFs onto PDFs with the exponentiation and fully resummation of the corresponding coefficient. We argue that the exponentiated part of this matching coefficient is spin independent and should be included in the analysis of other types of TMD-PDFs. This part is fundamental to have a reliable description of the TMDs both at NLL and NNLL accuracy. One of the important aspects of our perturbative analysis is that the factorization scale is fixed in momentum space instead of the more usual impact parameter space. This choice provides a good stability of the perturbative series and offers a new understanding of the data and of the model dependence of the TMDs. We find that the NNLL fit clarifies several issues about the non-perturbative nature of TMDs.

The model-dependent non-perturbative inputs for the TMDDPDF are studied in order to minimize the number of non-perturbative parameters and to provide a good description of the data. We find that the NNLL fit clarifies several issues about the non-perturbative nature of TMDs. The low-energy data explore values of the impact parameter higher than those covered in the case of Z-boson production. We find that a polynomial correction with a new parameter, called \( \Lambda_3 \) in the text, plays a relevant role in this respect and both corrections, induced by \( \Lambda_1, \Lambda_2 \), do not depend on the dilepton invariant mass \( Q \). The values of these parameters can be fixed by fitting data for DY and Z-boson production and the NNLL resummation greatly reduces the theoretical error on this determination.

### Table 1

| NLL | \( \Lambda_1 \) | \( \Lambda_2 \) | \( \Lambda_3 \) | \( N_{E288} \) | \( N_{R209} \) | \( \chi^2 \) | \( \chi^2/dof \) |
|-----|----------------|----------------|----------------|----------------|----------------|---------|-----------|
| 223 points | \( 0.28 \pm 0.05_{\text{stat}} \) GeV | \( 0.14 \pm 0.04_{\text{stat}} \) GeV | \( 0.03 \pm 0.01_{\text{stat}} \) GeV | \( 0.93 \pm 0.01_{\text{stat}} \) | \( 1.5 \pm 0.1_{\text{stat}} \) | 180.1 | 0.83 |

### Table 2

| NLL | \( \Lambda_1 \) | \( \Lambda_2 \) | \( \Lambda_3 \) | \( N_{E288} \) | \( N_{R209} \) | \( \chi^2 \) | \( \chi^2/dof \) |
|-----|----------------|----------------|----------------|----------------|----------------|---------|-----------|
| 223 points | \( 0.32 \pm 0.05_{\text{stat}} \) GeV | \( 0.12 \pm 0.03_{\text{stat}} \) GeV | \( 0.03 \pm 0.01_{\text{stat}} \) GeV | \( 0.98 \pm 0.01_{\text{stat}} \) | \( 1.3 \pm 0.2_{\text{stat}} \) | 180.1 | 0.83 |

#### Figures

Figure 1. Best-fit curves for the analysis with \( D_{NP} \neq 0 \) (Eq. (8)), at NNLL accuracy using the MSTW08 [26] set for the PDFs. Comparison with Tevatron data (upper-left panel), with R209 at NNLL accuracy using the MSTW08 [26] set for the PDFs.
transverse momentum distributions can improve substantially the theoretical precision needed for the current LHC experiments, as our prediction for $Z$-boson $q_T$ spectrum at CMS shows in Fig. 2. This picture shows that the differential cross section at the peak without non-perturbative inputs (dashed line) is not able to describe the data. The non-perturbative pieces fitted using low-energy data as well as Tevatron vector boson production data provide a prediction with very small uncertainty which agrees with CMS data, (see the band in Fig. 2).

Finally, we comment on the use of this formalism for SIDIS processes. The parameters $\lambda_1, \lambda_2$ are specific of the unpolarized TMDPDF and can be directly used also for this type of analysis, while different values of these parameters are expected for the fragmentation functions. On the other hand the parameter $\lambda_3$ is a universal correction and, as such, it is the same in DY and SIDIS processes. In order to confirm the universality of the TMDPDFs (and their non-perturbative behaviour) in a future work we plan to analyze SIDIS data adopting the parameters so extracted in the present study.
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