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Abstract—Random Fourier Features (RFF) demonstrate well-appreciated performance in kernel approximation for large-scale situations but restrict kernels to be stationary and positive definite. And for non-stationary kernels, the corresponding RFF could be converted to that for stationary indefinite kernels when the inputs are restricted to the unit sphere. Numerous methods provide accessible ways to approximate stationary but indefinite kernels. However, they are either biased or possess large variance. In this article, we propose the generalized orthogonal random features, an unbiased estimation with lower variance. Experimental results on various datasets and kernels verify that our algorithm achieves lower variance and approximation error compared with the existing kernel approximation methods. With better approximation to the originally selected kernels, improved classification accuracy and regression ability is obtained with our approximation algorithm in the framework of support vector machine and regression.

I. INTRODUCTION

Kernel methods are extensively utilized in statistical machine learning with numerous application, such as classification [1], [2], regression [3]–[5] and dimensionality reduction [6], [7]. One prominent problem for kernel methods is that it scales poorly with the size of datasets because of higher requirement in computation and storage space. Given \( N \) observations, the computational complexity is \( \mathcal{O}(N^3) \) and the storage complexity is \( \mathcal{O}(N^2) \). Random Fourier Features (RFF) [8] reduce the computation cost and storage space to \( \mathcal{O}(N s^2) \) and \( \mathcal{O}(Ns) \) through unbiased approximation, where \( s \) is the number of Random Fourier Features and much smaller than \( N \). However, there exists relatively large variance for initial random features, which is an obstacle for better approximation. Different methods are considered to achieve more accurate and faster approximation for random features, including Fastfood via Hadamard matrices [9], Quasic Monte Carlo Sampling with a low discrepancy sequence [10] and the usage of circulant matrices [11]. Orthogonality is the most effective property to reduce the variance in high-dimensional approximation. Felix et al. [12] firstly propose the orthogonality for random features and study the case for Gaussian kernels. Choromanski et al. [13], [14] extend orthogonality theorem to arbitrary positive definite (PD) radial basis kernel. Structural orthogonal random features [12], [15] are further proposed to improve the efficiency for orthogonality.

Random features demonstrate superior performance in kernel approximation, however, two important characteristics are prerequisite for having random features, 1) shift-invariant (also called stationary), \( k(x,y) = k(x−y) \), 2) positive definite, ensuring the Fourier transform of kernel as probability measure. However, many kernels might not satisfy the stationary or PD requirements. Typical examples include polynomial kernel [16], neural tangent kernel (NTK) [17], a linear combination of Gaussian kernels (Delta-Gaussian kernel) [18] and the TL1 kernel [19]. For non-stationary kernels like polynomial kernel, they could be converted to stationary but indefinite kernels when the inputs are restricted to the unit sphere [20]. Therefore, the random features for non-stationary kernels or indefinite kernels could be unified with that for stationary indefinite kernels.

Because of the wide application of non-stationary or indefinite kernels, a series of works concentrate on random features for these kernels. For non-stationary kernels, Random Maclaurin [21] and Tensor Sketch [22] are initially proposed for approximating polynomial kernel. Explicit feature maps are further put forward for additive kernels [23] and the Gaussian kernels on the sphere [24]. However, there exists relatively large variance for these methods to approximate non-stationary kernels. For indefinite kernels, Pennington et al. [20] and Liu et al. [25] firstly consider the unification for non-stationary kernels and stationary kernels, and approximate stationary indefinite kernels with Gaussian Mixture Model. Nevertheless, Gaussian Mixture Model is a biased approximation. A recent work [26] utilizes generalized measure to achieve unbiased approximation for stationary indefinite kernels but smaller variance is expected to be obtained.

In this work, in order to provide an unbiased estimation with lower variance for stationary indefinite kernels, we propose the generalized orthogonal random features (GORF). Orthogonality is introduced to achieve lower variance for unbiased random approximation towards stationary indefinite kernels. We answer the question that how much variance reduction would be obtained through GORF from the theoretical analysis and experimentally demonstrate that GORF achieves variance reduction effect and lower approximation error. Notice that different to imposing orthogonality on two random matrices separately, we achieve orthogonality between two random matrices.
The contributions of this work are summarized as follows:

- We propose GORF, an unbiased approximation method with lower variance for stationary indefinite kernels, and extend the orthogonality method to the filed of stationary indefinite kernels.
- We theoretically examine the unbiasedness of GORF method, and derive the reduced variance after applying orthogonality to random features for indefinite kernels.
- We validate our GORF method on two typical indefinite kernels (polynomial kernels on the unit sphere and delta-gaussian kernels) and several datasets, demonstrating that our method achieves lower variance and approximation error. In addition, under the framework of support vector machine regression, our method achieves better classification accuracy and regression ability compared with the existing kernel approximation methods.

II. PRELIMINARIES

A. Random Fourier Features

This part briefly introduces Bochner’s theorem [27] and the corresponding Random Fourier Features. Let $D = \{x_i\}_{i=1}^N$ be the dataset with $N$ training samples with $x_i \in \mathbb{R}^d$. Let $k(\cdot, \cdot)$ be the kernel function and $K = [k(x_i, x_j)]_{N \times N}$ be the kernel matrix sampled from $D$. Then the Bochner’s theorem is described as follows.

**Theorem 1:** (Bochner’s theorem [27]) A continuous and stationary function $k: \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$ is positive definite if and only if it can be represented as

$$k(x - y) = \int_{\mathbb{R}^d} \exp(iu^T(x - y))p(dw)$$

$$= E_{w \sim p(w)}[\exp(iw^T(x - y))],$$

where $p(w)$ is the positive finite measure over $w$, $i$ is the imaginary unit.

Bochner’s theorem indicates that the Fourier transform of a positive definite function corresponds to a probability measure. Then $s$ random weights could be sampled from the spectral distribution $p(w)$, noted as $\{w_i\}_{i=1}^s$. Monte-Carlo method is utilized to numerically calculate the original Fourier integration.

$$k(x - y) \approx \frac{1}{s} \sum_{i=1}^s \exp(iw_i^Tx) \exp(iw_i^Ty)^*$$

Since $k(\cdot, \cdot)$ is real-valued kernel function, the imaginary part of Equation (2) is discarded:

$$k(x - y) \approx \psi(x)^T \psi(y)$$

where $\psi(x) = \frac{1}{\sqrt{s}}[\cos(w_1^Tx), ..., \cos(w_s^Tx), \sin(w_1^Tx), ..., \sin(w_s^Tx)]$. Then $\psi(x)$ is the Random Fourier Features for kernel function. Random Fourier Features is unbiased estimation for positive definite kernels, and many works are aimed at improving its approximation quality [9],[10],[12],[28].

B. Signed Measure and Jordan Decomposition

Let $\mu: \mathcal{A} \rightarrow [0, +\infty]$ be a measure on a set $\Omega$ satisfying $\mu(\emptyset) = 0$ and $\sigma$-additive. If $\mu(\Omega) = 1$, it is a probability measure. The Fourier transform for positive definite kernels is probability measure. However, that for stationary indefinite kernel possesses negative components. It is not a nonnegative Borel measure, or even not a measure. To make Monte Carlo sampling applicable to stationary indefinite kernels, a generalized version of measure allowing for negative values needs to be introduced.

**Definition 1:** (Signed Measure [29]) Let $\mathcal{A}$ be some set, $\mathcal{A}$ be a $\sigma$-algebra of subsets on $\Omega$. A signed measure is a function $\mu: \mathcal{A} \rightarrow [-\infty, +\infty)$ or $(-\infty, +\infty)$ satisfying $\sigma$-additivity.

The definition of signed measure extends the traditional measure to a wider range. And Jordan Decomposition below relates the traditionally nonnegative measure with signed measure, which is a solid theoretical foundation for our method.

**Theorem 2:** (Jordan Decomposition [30]) Let $\mu$ be a signed measure defined on the $\sigma$-algebra $\mathcal{A}$ as given in Definition 1. There exist two nonnegative measures $\mu_+$ and $\mu_-$ (one of them is finite measure) such that $\mu = \mu_+ - \mu_-$. Note that Jordan Decomposition is not unique. It can be characterized by the Hahn decomposition theorem: the space $\Omega = \Omega_+ \cup \Omega_-$, where $\Omega_+$ is the positive set where $\mu(S) \geq 0$ for all subsets $S \subset \Omega_+$ and $\Omega_-$ is the negative set where $\mu(S) \leq 0$ for all subsets $S \subset \Omega_-$. The total mass is defined as: $||\mu|| = ||\mu_+|| + ||\mu_-||$.

III. OUR METHOD

This section specifically illustrates our GORF method for stationary indefinite kernels. Sec. III-A introduces the random features for stationary indefinite kernels and verifies the unbiasedness. Sec. III-B demonstrates the orthogonality process. Sec. III-C provides the theoretical derivation for reduced variance after introducing orthogonality.

A. Unbiased Generalized Random Features

Sec. II-B has mentioned the obstacle that Random Fourier Features are applied to stationary indefinite kernel approximation. The spectrum distribution $p(w)$ is not a probability measure and we could not directly utilize Monte Carlo sampling. To make use of Monte Carlo sampling, $p(w)$ is viewed as signed measure and can be decomposed into the difference of two nonnegative measures via Jordan Decomposition.

$$k(x - y) = k(z)$$

$$= \int_{\mathbb{R}^d} \exp(iw^Tz)p(dw)$$

$$= \int_{\mathbb{R}^d} \exp(iw^Tz)p_+(dw) - \int_{\mathbb{R}^d} \exp(iw^Tz)p_-(dw)$$

$$= ||p_+|| E_{w \sim \tilde{p}_+}(\exp(iw^Tz)) - ||p_-|| E_{w \sim \tilde{p}_-}(\exp(iw^Tz)),$$

$$p_+(w)$$ and $$p_-(v)$$ are two nonnegative finite measures, and $$||p_+||$$ and $$||p_-||$$ are total masses. $$\tilde{p}_+$$ and $$\tilde{p}_-$$ are corresponding normalized probability measures, where $$\tilde{p}_+ = \frac{p_+(w)}{||p_+||}$$ and
\[ \bar{p}_- = \frac{p_-(v)}{|p_-||}. \] Notice that we suppose the stationary kernels mentioned in this paper are radial, where \( k(z) = k(||z||) \), and accordingly their Fourier transforms are radial, i.e., \( p(w) = p(||w||) \). Then the calculation of total masses is shown as follows:

\[
||p_+|| = \int_0^\infty |p_+(||w||)|dw, \quad ||p_-|| = \int_0^\infty |p_-(||w||)|dw
\] (5)

According to Theorem 1, two expectations in Equation (4) are replaced by two PD function \( k_+(z) \) and \( k_-(z) \), and then we obtain \( k_+(z) \) and \( k_-(z) \) after multiplying \( ||p_+|| \) and \( ||p_-|| \).

\[
k(x - y) = k(z) = ||p_+||k_+(z) - ||p_-||k_-(z)
\] (6)

Define \( \phi(x) = \frac{1}{\sqrt{s}}[\psi_1(x), \psi_2(x), ..., \psi_s(x)]^T \) with \( \psi_i(x) \) as:

\[
\psi_i(x) = \sqrt{||p_+||}\cos(w_i^T x), \sqrt{||p_-||}\sin(w_i^T x),
\]

\[
i\sqrt{||p_+||}\cos(w_i^T x), i\sqrt{||p_-||}\sin(w_i^T x).
\] (7)

where random weights \( \{w_i\}_{i=1}^{s} \) and \( \{\psi_i\}_{i=1}^{s} \) are independently sampled from \( \bar{p}_+ \) and \( \bar{p}_- \) (also called i.i.d sampling). Then the original kernel function could be represented as:

\[
k(x - y) \approx \frac{1}{s} \sum_{i=1}^{s} (\psi_i(x), \psi_i(y)) = \phi(x)^T \phi(y).
\] (8)

\( \phi(x) \) is the generalized random features (GRFF) for stationary indefinite kernels. Different from RFF for PD kernels, we construct the random Fourier maps for stationary indefinite kernels in the complex space and RFF for PD kernels is a special case for this random feature map. Generalized random features demonstrate superiority in reducing the computation time and storage space, which drops to \( O(2Ns) \) and \( O(2Ns^2) \) respectively.

Equation (4) seems to show that any stationary indefinite kernel could be expressed by the difference of two positive definite kernels, but some stationary kernels do not possess this positive decomposition indeed. [31] provides a RKKS judgement for the existence of positive decomposition but this simply applies to some intuitive examples: a linear combination of PD kernels. By virtue of measure decomposition of the signed measure, a necessary and sufficient condition to the existence of positive decomposition is derived for more extensive kernels.

**Theorem 3:** [26] Assume that an indefinite kernel is stationary, and its (generalized) Fourier transform is denoted by the measure \( \mu \), then \( k \) possesses positive decomposition if and only if the total mass of the measure \( \mu \) except for the origin 0 is finite, i.e., \( ||\mu|| \leq \infty \).

Unbiasedness is the fundamental characteristics in kernel approximation. We examine the unbiasedness of generalized random features as Theorem 4 demonstrates:

\[
\text{Theorem 4: } K_{GRFF}(z) \text{ is unbiased for all stationary kernels, i.e., } E(K_{GRFF}(z)) = k(z). \text{ And the variance is: } V\text{ar}(K_{GRFF}(z)) = \frac{||p_+||^2}{s} \left[1 + \frac{1}{2}(k_+^2(z) - \bar{k}_+^2(z))\right] + \frac{||p_-||^2}{s} \left[1 + \frac{1}{2}(k_-^2(z) - \bar{k}_-^2(z))\right].
\]

**Proof:** \( E(K_{GRFF}(z)) = \text{Var}(K_{GRFF}(z)) = \frac{1}{s} \sum_{i=1}^{s} [p_+||\cos(w_i^T z) - \sum_{i=1}^{s} ||p_-||\cos(v_i^T z)] = \frac{1}{s} \sum_{i=1}^{s} \frac{1}{s} \sum_{j=1}^{s} \text{Var}(\cos(w_i^T z)) + \frac{1}{s} \sum_{i=1}^{s} \frac{1}{s} \sum_{j=1}^{s} \text{Var}(\cos(v_i^T z)) = \frac{1}{s} \sum_{i=1}^{s} \text{Var}(\cos(w_i^T z)) - \frac{1}{s} \sum_{i=1}^{s} \text{Var}(\cos(v_i^T z)) = \frac{1}{s} \sum_{i=1}^{s} \text{Var}(2\cos(w_i^T z)^2 - 1) = \frac{1}{s} \sum_{i=1}^{s} \text{Var}(4\cos(w_i^T z)^2 - 2) = \frac{1}{s} \sum_{i=1}^{s} \text{Var}(8\cos(w_i^T z)^2 - 1).
\]

Based on the definition of GRFF, \( w_i \sim \bar{p}_+(w) \), \( v_i \sim \bar{p}_-(v) \), and Bochner’s theorem, we get \( E(\cos(w_i^T z)) = k_+(z) \), \( E(\cos(v_i^T z)) = k_-(z) \). Then \( E(K_{GRFF}(z)) = \sum_{i=1}^{s} ||p_+||k_+(z) - \sum_{i=1}^{s} ||p_-||k_-(z) = ||p_+||\bar{k}_+(z) - ||p_-||\bar{k}_-(z) = k(z) \). This verifies that generalized random feature maps are unbiased for all stationary kernels.

Since \( \{w_i\}_{i=1}^{s} \) and \( \{v_i\}_{i=1}^{s} \) are i.i.d sampled, \( V\text{ar}(K_{GRFF}(z)) = \text{Var}(\sum_{i=1}^{s} \frac{1}{s} ||p_+||\cos(w_i^T z) - \sum_{i=1}^{s} ||p_-||\cos(v_i^T z)) = \frac{1}{s} \sum_{i=1}^{s} \text{Var}(\cos(w_i^T z)) + \frac{1}{s} \sum_{i=1}^{s} \text{Var}(\cos(v_i^T z)) = \frac{1}{s} \sum_{i=1}^{s} \text{Var}(4\cos(w_i^T z)^2 - 2) = \frac{1}{s} \sum_{i=1}^{s} \text{Var}(8\cos(w_i^T z)^2 - 1).
\]

**The B. Orthogonality**

Although generalized random feature maps are unbiased, there exists large variance shown in Theorem 4. In unbiased approximation, the variance determines the overall approximation error. The sampling method is the main cause for large variance. GORF method utilizes orthogonal sampling, aimed at making random weight vectors not i.i.d sampled from the spectrum and obtaining lower variance.

Let the sampled random weights \( \{w_i\}_{i=1}^{s} \) and \( \{v_i\}_{i=1}^{s} \) constitute the columns of random matrices \( W_{pos} = [w_1, w_2, ..., w_s] \) and \( W_{neg} = [v_1, v_2, ..., v_s] \). To begin with the GORF method, we first sample \( c \ell_2 \) norm of random weights from the corresponding probability measures \( \bar{p}_+(w) \) and \( \bar{p}_-(v) \) separately.

\[
||w_i||_2 \sim \bar{p}_+(||w||), \quad ||v_i||_2 \sim \bar{p}_-(||v||).
\] (9)

The direction vector of each random weight is sampled from a normalized Gaussian distribution, notated as \( \{a_i\}_{i=1}^{m} \) and \( \{b_i\}_{i=1}^{m} \). And they construct the random matrices \( M \). Subsequently, QR decomposition is conducted to obtain orthogonal direction vectors (Notice that the size of orthogonal matrix \( 2m \) takes the maximum value between \( 2s \) and \( 2d \) (\( 2m = \max(2s, 2d) \))

\[
a_j \sim \mathcal{N}(0, I_{2m}), \quad b_j \sim \mathcal{N}(0, I_{2m})
\]

\[
M = [a_1, ..., a_m, b_1, ..., b_m],
\]

\[
M_{orth} = QR(M).
\] (10)

We retain the first \( d \) rows after obtaining the orthogonal matrix \( M_{orth} \), and normalize each columns, notated as \( M_{orthn} \).
The Construction of Generalized Orthogonal Random Features

Require: A stationary kernel function \( k(x, y) = k(z), z = \|x - y\| \), the dimension of training samples \( d \), the number of Generalized Orthogonal Random Features \( s \)

Ensure: Generalized Orthogonal Random Feature Maps \( \phi(x) \) such that \( k(x - y) \approx \phi(x)^T \phi(y) \)

1. Obtain the measures \( p(w) \) through Fourier transform, and calculate \( p_+(w), p_-(w), \|p_+\|, \|p_-\|, \tilde{p}_+(w), \tilde{p}_-(w) \) through Jordan Decomposition and normalization.
2. Individually sample \( s \) \( \ell^2 \)-norms \( \|w_i\|_2 \) and \( \|v_i\|_2 \) from \( \tilde{p}_+(w) \) and \( \tilde{p}_-(w) \)
3. Sample \( 2m \) direction vectors \( a_j \) and \( b_j \) from \( \mathcal{N}(0, I_{2m}) \).
   Use QR decomposition to get orthogonal matrix \( M_{\text{orth}} \) and \( M_{\text{orth}} \)
4. Use Equation (11) to obtain \( w_i \) and \( v_i \) and form the random matrices \( W_{\text{pos}} \) and \( W_{\text{neg}} \)
5. Output the explicit feature mapping \( \phi(x) \) associated \( \psi_i(x) \) in Equation (7)

C. Theoretical Analysis

How much variance reduction could be achieved by introducing orthogonal sampling? It is a crucial problem for GORF method. This section concentrates on the theoretical derivation of variation reduction for orthogonal sampling. In order to formulate the variance difference between applying the orthogonal and i.i.d sampling, we firstly review the variance difference between Random Fourier Features approximation and Orthogonal Random Features approximation (ORF) for PD radial kernel.

**Theorem 5:** [13] For a PD radial kernel \( k \) on \( \mathbb{R}^d \) with Fourier measure \( \mu(w) \) and \( x, y \in \mathbb{R}^d \), writing \( z = x - y \), we have:

\[
G_k(z) = \text{Var}[K_{\text{ORF}}(z)] - \text{Var}[K_{\text{RFF}}(z)] = \frac{1}{s} \left[ \frac{J_{\frac{d}{2}-1}(R_1 ||z||)\Gamma(d/2)}{(R_1 ||z||/2)^{\frac{d}{2}-1}} \right]^2 - \frac{1}{s} \left[ \frac{J_{\frac{d}{2}-1}(\sqrt{R_1^2 + R_2^2} ||z||)\Gamma(d/2)}{(\sqrt{R_1^2 + R_2^2} ||z||/2)^{\frac{d}{2}-1}} \right]^2
\]

where \( R_1, R_2 \sim \mu(w) \), and \( J_\alpha \) is the Bessel function of the first kind of degree \( \alpha \).

Based on Theorem 5, we formulate the reduced variance after orthogonal sampling for stationary indefinite kernels.

**Theorem 6:** \( K_{\text{GRFF}}(z) \) and \( K_{\text{GORF}}(z) \) are unbiased approximation with i.i.d sampling and orthogonal sampling for stationary indefinite kernels. For any stationary indefinite kernel \( k \) on \( \mathbb{R}^d \) with Fourier signed measure \( \mu(w) \), the corresponding decomposition is \( \|p_+\|k_+ + \|p_-\|k_- \). Then we have:

\[
\text{Var}[K_{\text{GORF}}(z)] - \text{Var}[K_{\text{GRFF}}(z)] = \|p_+\|^2 G_{k_+}(z) + \|p_-\|^2 G_{k_-}(z) + H(z),
\]

where \( G_{k_+}(z) \) and \( G_{k_-}(z) \) are calculated by Theorem 5, and \( H(z) = \|p_+\||p_-\|\text{Var}(\{a_i\}) + \|p_-\|\|a_i\| \), \( a_i = \cos(w_i^T z) \).

Proof. Since \( \{w_\alpha\}_{\alpha=1}^s \) and \( \{v_\alpha\}_{\alpha=1}^s \) are not i.i.d sampled and correlate with each other after orthogonalization,

\[
\text{Var}[K_{\text{GORF}}(z)] = \text{Var} \left[ \sum_{\alpha=1}^s \frac{1}{s} |p_+| a_i - \frac{1}{s} |p_-| b_i \right] = \mathbb{E} \left[ \left( \sum_{\alpha=1}^s \frac{1}{s} |p_+| a_i - \frac{1}{s} |p_-| b_i \right)^2 \right] = \mathbb{E} \left[ \sum_{i=1}^s \frac{1}{s} |p_+| a_i - |p_-| b_i \right] = \|p_+\|^2 \sum_{i=1}^s [\mathbb{E}^2(a_i) - \mathbb{E}(a_i^2)] + \|p_-\|^2 \sum_{i=1}^s [\mathbb{E}^2(b_i) - \mathbb{E}(b_i^2)] + \|p_+\|^2 \sum_{i,j=1}^s \mathbb{E}(a_i a_j) - \mathbb{E}(a_i) \mathbb{E}(a_j) + \|p_-\|^2 \sum_{i,j=1}^s \mathbb{E}(b_i b_j) - \mathbb{E}(b_i^2) + H(z)
\]

Since \( \{w_\alpha\}_{\alpha=1}^s \) and \( \{v_\alpha\}_{\alpha=1}^s \) are sampled from \( \tilde{p}_+(w) \) and \( \tilde{p}_-(w) \), according to Theorem 4 and 5, then

\[
\text{Var}[K_{\text{GRFF}}(z)] = \|p_+\|^2 G_{k_+}(z) + \|p_-\|^2 G_{k_-}(z) + H(z)
\]

For \( H(z) \) in Equation (15), we could further simply this term:

\[
H(z) = \frac{2}{s^2} ||p_+||^2 ||p_-|| \text{Var} \left[ \sum_{\alpha=1}^s a_i \sum_{\beta=1}^s b_j - \sum_{i,j=1}^s a_i b_j \right] = 2 ||p_+||^2 ||p_-|| \text{Var} \left[ \sum_{\alpha=1}^s a_i b_j - \sum_{i,j=1}^s a_i b_j \right]
\]

Equation (13) divides the variance difference into two parts. The first part \( G_{k_+}(z) + G_{k_-}(z) \) represents the reduced variance when imposing orthogonality on \( W_{\text{pos}} \) and \( W_{\text{neg}} \) separately. The second term \( H(z) \) introduces the reduced variance after making the columns of two random matrices orthogonal with each other. \( G_{k_+}(z) + G_{k_-}(z) + H(z) \leq 0 \) corresponds to better performance of GORF over GRFF at \( z \).

IV. Experiment

In this section the performance of our GORF method is evaluated, from the aspects of variance reduction, approximation error and performance in specific tasks like classification and
regression. All the experiments are conducted on a standard PC with i7-4970 CPU(3.6GHz) and 32G RAM in Matlab.

A. Experimental Setup

The approximation to the stationary indefinite kernels is the main target in our work. We evaluate our GORF method on two typical stationary indefinite kernels and four datasets in our experiment.

1) kernel: We select two typical stationary indefinite kernels in our research, polynomial kernel on the unit sphere and delta-gaussian kernel.

Polynomial kernel is the mostly used in kernel methods. In order to extend Random Fourier Features to the polynomial kernel for acceleration, the polynomial kernel is converted to a shift-invariant but indefinite kernels when defined on $\mathbb{S}^{d-1} \times \mathbb{S}^{d-1}$ ($||x\||_2 = ||y\||_2 = 1$).

$$k(x, y) = (1 - \frac{||x - y||^2}{a^2})^m = \alpha (q + \langle x, y \rangle)^m$$

where $q = a^2/2 - 1$, $\alpha = (2/a^2)^m$. The spectrum distribution of polynomial kernel on the sphere is shown as follows:

$$p(w) = \sum_{i=0}^{p} \frac{m!}{(m-i)!} (1 - \frac{4}{a^2})^{m-i} \left(\frac{2}{a^2}\right)^i (\frac{2}{||w||^2})^{\frac{d}{2}+1} J_{\frac{d}{2}+1}^2(2||w||_2)$$

(17)

Delta-gaussian kernel is the linear combination of commonly used Gaussian kernels, with arbitrary coefficients $\{a_i\}_{i=1}^m$.

$$k(x, y) = k(z) = \sum_{i=1}^{m} a_i e^{-\frac{||z||^2}{2\sigma_i^2}}$$

(19)

The corresponding spectrum distribution is shown below:

$$p(w) = \sum_{i=1}^{m} a_i \sigma_i^d e^{-\frac{(||w||^2)^2}{2\sigma_i^2}}$$

(20)

In the implementation, $p_+(w) = \max(0, p(w))$, $p_-(w) = \max(0, -p(w))$.

2) Datasets: Four representative benchmark datasets are adopted. letter$^2$, ijcnn1$^3$, usps$^4$ are the classification datasets with the data quantity and dimension shown in Table I. housing$^5$ is the ordinary regression dataset for Boston housing prices with 506 samples and 13 input dimensions. 405 samples are randomly selected for training set and the left 101 samples constitute testing set. For all the datasets, all the inputs are normalized to $[0, 1]^d$.

B. Variance Reduction

Orthogonality is the crucial part in our GORF algorithm aimed at reducing variance. Sec. III-C has derived the reduced variance after applying orthogonality to generalized random features. Since the expectation in variance reduction formula

$^1$https://github.com/tomqingo/GORF
$^2$http://archive.ics.uci.edu/ml/datasets.php
$^3$https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
$^4$https://www.kaggle.com/bistaumanga/usps-dataset
$^5$https://archive.ics.uci.edu/ml/machine-learning-databases/housing/

### Table I

| Datasets | $d$ | training | testing |
|----------|-----|----------|---------|
| letter   | 16  | 12000    | 6000    |
| ijcnn1   | 22  | 49990    | 91701   |
| usps     | 256 | 7291     | 2007    |

could not be calculated analytically, we then numerically calculate the reduced variance for polynomial kernels on the unit sphere and delta-gaussian kernel. Monte-Carlo method is utilized to calculate the expectation using 10000 random weights sampled from $\tilde{p}_+(w)$ and $\tilde{p}_-(w)$ respectively.

Fig. 1. Numerically calculated variance reduction for polynomial kernel on the unit sphere and delta-gaussian kernel under different data dimensions. Observe that the variance difference is negative, orthogonality achieves lower variance for a wide range of mean square distance ($z = ||x - y||_2$, $s = d$)

Fig. 1 shows the variation reduction for polynomial kernel on the unit sphere and delta-gaussian kernel. The horizontal axis is the mean square distance between two samples. It could be observed that orthogonality has a prominent variance reduction effect for a wide range of mean square distance. Although the variance reduction seems less significant as the data dimension increases in Fig. 1, the relative value for variance reduction remains large for large data dimension, since the variance for i.i.d sampling decreases as the data dimension increases.
C. Approximation Error

Approximation error is the most important issue for RFF methods. Unbiasedness and variance determine the overall approximation error. We compare our method with other existing methods to demonstrate the superiority of reducing approximation error in this part and investigate the effect of orthogonality on reduction of approximation error for ablation study.

In this part, to quantify the approximation error, relative error $\frac{||K - \hat{K}||_F}{||K||_F}$ is calculated where $K$ and $\hat{K}$ denote the exact kernel matrix and its approximated kernel matrix on 1000 randomly selected samples. The parameters in polynomial kernel on the unit sphere and delta-gaussian kernel are the same as that in Sec. IV-B. The approximation error is represented by mean and standard deviation in 10 repetitive experiments.

1) comparison with existing methods: In this part, several kernel approximation baseline methods are utilized for comparison in terms of approximation error, including Random Maclaurin (RM) [21], Tensor Sketch (TS) [22], Spherical Random Features (SRF) [20] and Double-Infinite Gaussian Mixtures Model (DIGMM) [25]. RM and TS are the unbiased estimations for polynomial kernel. SRF and DIGMM are two biased approximation for arbitrary stationary kernels using the Gaussian Mixture Model (GMM).

The comparison between our GORF method and other existing method in terms of approximation ability is demonstrated in Fig. 2. It shows that our method achieves lowest approximation error. The lowest approximation error is attributed to two important factors: 1) unbiased. Our GORF method is unbiased compared with the current stationary indefinite kernel.

### Table II

| Kernel       | DataSet | Method   | $s=1/d$         | $s=d$           | $s=2d$          | $s=8d$          |
|--------------|---------|----------|-----------------|-----------------|-----------------|-----------------|
| polynomial   | letter  | GRFF     | 0.0859±0.009    | 0.0547±0.008    | 0.0469±0.010    | 0.0261±0.0059   |
|              | GORF    | 0.0716±0.015 | 0.0495±0.0139    | 0.0360±0.0110    | 0.0231±0.0078   |
|              | ijcnn1  | GRFF     | 0.1159±0.0158   | 0.0907±0.0194    | 0.0794±0.0142   | 0.0433±0.0059   |
|              | GORF    | 0.1072±0.0228 | 0.0775±0.0204    | 0.0487±0.0155    | 0.0397±0.0135   |
|              | usps    | GRFF     | 0.0270±0.0056   | 0.0213±0.0066    | 0.0160±0.0029   | 0.0117±0.0020   |
|              | GORF    | 0.0251±0.0078   | 0.0194±0.0087    | 0.0143±0.0030    | 0.0137±0.0016   |
| delta-gaussian| letter  | GRFF     | 0.3918±0.0428   | 0.2736±0.0345    | 0.1887±0.0201   | 0.1017±0.0088   |
|              | GORF    | 0.3154±0.0424   | 0.1133±0.0181    | 0.0760±0.0090    | 0.0376±0.0039   |
|              | ijcnn1  | GRFF     | 0.2924±0.0188   | 0.2171±0.0222    | 0.1504±0.0134   | 0.0757±0.0081   |
|              | GORF    | 0.2415±0.0190   | 0.1026±0.0129    | 0.0739±0.0065    | 0.0383±0.0022   |
|              | usps    | GRFF     | 0.0724±0.0049   | 0.0235±0.0009    | 0.0166±0.0008   | 0.0083±0.0003   |

Fig. 2. Comparisons of various algorithms for kernel approximation in terms of approximation error across two typical stationary indefinite kernels and three datasets with different dimensions. Top: polynomial kernel on the unit sphere. Below: delta-gaussian kernel.
approximation methods, like SRF and DIGMM. Especially for delta-gaussian kernel whose positive and negative measure are almost the same, our GORF method retains both of these two parts but SRF method simply retains either the positive or the negative part, resulting a significant drop in approximation error for our method. 2) low variance. Our method achieves lower variance based on the unbiasedness. Our GORF method achieves faster convergence rate than other unbiased methods like RM and TS in polynomial kernel approximation because of low variance brought by orthogonality and RFF. Notice that for the baseline method DIGMM, it requires \( s \geq 2d \) because of the intolerance of the non-PD matrices in Cholosky decomposition and the complex value in polygamma function computation occurred in \( s < 2d \).

2) effect of orthogonality: We evaluate orthogonality, the crucial part in GORF algorithm, in terms of approximation error for further ablation study in this part. Table II demonstrates that orthogonal sampling brings a further substantial approximation error reduction which is averagely above 10% drop because of the significant decrease in variance. For delta-gaussian kernel, the decrease in approximation error becomes more significant, around 20% drop.

D. Performance in classification and regression

We compare our GORF method and other existing methods when considering the specific support vector classification and regression task. In classification experiment, datasets letter, ijcnn1 and usps are utilized, and classification accuracy is the evaluation metric. In regression experiment, the dataset housing is used and root mean square error (RMSE) between ground truth and predictions is utilized as evaluation metric. We choose liblinear, a toolkit for support vector machine and support vector regression in our experiment. The parameter \( C \) in liblinear [32] is set as 1000. All the other hyperparameters is the same as that in the experiments above.

In the classification experiment, we could observe that our GORF method achieves better classification accuracy than the existing stationary indefinite kernel approximation methods for almost all the number of random features in Fig. 3. In the regression task, Table III and IV demonstrates that our GORF method achieves lower RMSE and possesses better ability to predict the housing prices in testing set. These results could be attributed to better approximation to the originally selected kernels. Better approximation contributes to better performance in classification and regression. And unbiasedness and lower variance are the main factors of lower approximation error in our GORF algorithm.

| Methods   | \( s=2d \)    | \( s=4d \)    | \( s=8d \)     |
|-----------|----------------|----------------|----------------|
| RM        | 7.453±0.722    | 5.436±0.917    | 4.491±0.008    |
| TS        | 5.414±0.879    | 4.772±0.177    | 4.657±0.316    |
| SRF       | 4.391±0.368    | 3.906±0.219    | 3.555±0.130    |
| DIGMM     | 4.897±0.368    | 4.130±0.324    | 4.000±0.475    |
| GORF(OURS)| 4.079±0.233    | 3.817±0.204    | 3.472±0.137    |
V. CONCLUSION

In this paper, we propose generalized orthogonal random features, an unbiased estimation with lower variance for stationary indefinite kernel approximation. We theoretically verify the unbiasedness and derive the variance reduction. Experimental results show that our proposed algorithm achieves lower variance and approximation error. In specific support vector classification and regression problem, our method obtains better classification and regression ability compared with the existing methods.

| Methods          | s=2d         | s=4d         | s=8d         |
|------------------|--------------|--------------|--------------|
| SRF              | 3.432±0.0729 | 3.845±0.379  | 3.321±0.274  |
| GORF(OURS)       | 3.739±0.360  | 3.474±0.330  | 3.164±0.452  |
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