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Abstract

The increasing availability of video recordings made by multiple cameras has offered new means for mitigating occlusion and depth ambiguities in pose and motion reconstruction methods. Yet, multi-view algorithms strongly depend on camera parameters, in particular, the relative positions among the cameras. Such dependency becomes a hurdle once shifting to dynamic capture in uncontrolled settings. We introduce FLEX (Free multi-view rEconstruction), an end-to-end parameter-free multi-view model. FLEX is parameter-free in the sense that it does not require any camera parameters, neither intrinsic nor extrinsic. Our key idea is that the 3D angles between skeletal parts, as well as bone lengths, are invariant to the camera position. Hence, learning 3D rotations and bone lengths rather than locations allows predicting common values for all camera views. Our network takes multiple video streams, learns fused deep features through a novel multi-view fusion layer, and reconstructs a single consistent skeleton with temporally coherent joint rotations. We demonstrate quantitative and qualitative results on the Human3.6M and KTH Multi-view Football II datasets. We compare our model to state-of-the-art methods that are not parameter-free and show that in the absence of camera parameters, we outperform them by a large margin while obtaining comparable results when camera parameters are available. Code, trained models, video demonstration, and additional materials will be available on our project page.

1. Introduction

Human motion reconstruction is the fundamental task of associating a skeleton with temporally coherent joint locations and rotations. Acquiring accurate human motion in a controlled setting, using motion capture (mocap) systems with adequate sensors is a tedious and expensive procedure that cannot be applied for capturing spontaneous activities, such as sporting events.

Motion reconstruction from RGB cameras is low-cost and non-intrusive, but is an uncontrolled setup. Thus, while being simple, it has technical challenges that are worsened by occlusion and depth ambiguity. Using two or more video cameras may alleviate these problems since different views may compensate each other for occlusion and provide means for mutual consistency. Yet, exploiting the multi-view setup to improve reconstruction accuracy remains challenging.

In recent years, there has been a significant progress in utilizing data-driven and deep neural approaches for pose and motion reconstruction [36, 29, 44, 45, 39, 22, 35]. Most of these methods work in a monocular setting, but a progressively growing number of works learn a multi-view setting [16, 50, 41, 13, 10, 42]. These approaches, however, assume that the camera parameters are known, and in particular, their relative (extrinsic) positions.

In this paper, we introduce a parameter-free multi-view motion reconstruction algorithm. While camera parameters are often given in multi-view datasets, they are rarely given in dynamic capture environments.

Our approach is based on a key insight that joint rotations and bone lengths are identical for all views. That is, the 3D angle between the skeletal parts is invariant to the camera position. Thus, our method learns to reconstruct joint rotations rather than joint locations. To achieve this, we train a neural network to predict joint angles and bone lengths without using any of the camera parameters, neither
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in training nor test time. The information coming from multiple cameras is fused by a novel fusion layer that implicitly promotes joints detected by some cameras and demotes joints detected by others. Hence, increasing the confidence of each joint detection and mitigating occlusions.

Our model is an end-to-end deep convolutional network that leverages temporal information. The input is multi-view 2D joints that are either given or extracted using a 2D pose reconstruction technique. Specifically, we build upon MotioNet [45] as a monocular motion reconstruction backbone to learn bone lengths, global root location, foot contact labels, and a sequence of 3D joint rotations. Our network works over a whole video, embedding sequential information in its data features. This leads to temporal consistency and being agnostic to video lengths.

We evaluate our method qualitatively and quantitatively using the Human3.6M human pose [15] and the KTH Multi-view Football II [19] datasets. We compare our performance with state-of-the-art methods that are not parameter-free and show comparable results. To simulate a parameter-free setting, we perturb ground-truth camera parameters or alternately use prepossessing to estimate them. We show that in such a parameter-free setting, our model outperforms state-of-the-art methods by a large margin. We also show the advantage of our end-to-end solution in a setting where cameras are dynamic during data capture.

Our main contributions are twofold: (i) a network that reconstructs motion and pose in a multi-view setting with unknown camera parameters, and (ii) a novel fusion layer that contains two innovative elements: a multi-view convolutional layer and a transformer model that utilizes the multi-head attention mechanism over a number of views.

2. Related work

We divide this section into three parts, describing single view pose estimation, multi-view pose estimation, and motion reconstruction.

Pose Estimation using a Single View  Pose estimation has received significant interest in computer vision. Prior to the deep learning era, this task was approached using heuristics such as physical priors. Sarafianos et al. [43] provide a comprehensive review of algorithms of the pre-deep era. The emergence of deep learning and the availability of large datasets [15, 9, 52, 19], have led to significant advances in pose estimation. These methods can generally be divided into two groups. The first one infers 3D locations directly from images or videos [27, 37, 56, 48, 47, 7, 12]. The second group, aka lifting, applies two independent stages: (i) estimating 2D poses and (ii) lifting them into 3D space [34, 39, 11, 46, 29, 14]. Most methods in this group use state-of-the-art 2D pose predictors [6, 4] to obtain joint locations in 2D. The first group benefits from directly using the input images, which are more descriptive compared to 2D joint locations. The second group has the advantage of using an intermediate supervision.

Martinez et al. [34] show that given ground-truth 2D key-points, it is possible to achieve a satisfactory 3D pose prediction using simple convolutional networks. Pavllo et al. [39] extend this to show that using temporal information improves performance. More recently, transformers based techniques have been presented [31, 28, 30].

Pose Estimation using Multiple Views  The growing availability of synchronized video streams taken by multiple cameras has contributed to the emergence of multi-view algorithms. Such algorithms exploit the diversity in camera views to predict more accurate 3D poses. All works described below predict pose and most of them analyze each frame individually. On the other hand our model, FLEX, reconstructs motion and exploits temporal information.

Most works in the multi-view setting rely on lifting from 2D to 3D space. Early works [1, 2, 3] estimate the input 2D pose from single images, while later works [10, 41, 16, 13, 23, 5, 8, 42, 17] obtain the 2D pose by running a CNN over 2D poses given in multiple views; resulting in an increase in 2D pose prediction accuracy. After estimating the 2D poses, most works apply heuristics such as triangulation or pictorial structure model (PSM). FLEX is one of the few works [16, 50] that present an end-to-end model.

To improve 2D pose estimation in a multi-view setting, several techniques have been explored. Qiu et al. [41] and He et al. [13] use camera parameters to find the matching epipolar lines between different views such that features gathered from several cameras are aggregated. In addition, He et al. [13] use camera parameters to generalize to new camera setups that are not part of the training data. Chen et al. [5] use an encoder-decoder method and learn a geometric representation in latent space.

Kocabas et al. [23] and Chu and Pan [8] apply self-supervision and show that reasonable results can be achieved even when 3D ground-truth is scarce. They project the predicted 3D joints (using real or estimated camera parameters) and expect consistency with 2D input joints. Kocabas et al. show a variation of their algorithm where camera parameters are estimated, and Chu and Pan introduce a network that estimates the camera parameters.

Current state-of-the-art results are attained by Iskakov et al. [16] and Tu et al. [50]. Both works use end-to-end networks, and both present a volumetric approach, where 2D features are un-projected from individual views to a common 3D space, using camera parameters. Lastly, Sun et al. [46] show that synthetic generation of additional views helps produce a more accurate lift to 3D space.

At inference time, some of the aforementioned works expect monocular inputs [46, 13, 5, 8] and some, including FLEX, expect multi-view inputs [16, 50, 41]. Both ap-
proaches have advantages. The first is applied on monocular data that is more common, and the second can achieve better results on multi-view settings.

**Rotation and Motion Reconstruction** Pose estimation may suffice for many applications, however, pose alone does not completely describe the motion and the rotations associated with the joints. Rotation reconstruction relates to the prediction of joint rotation angles, while motion reconstruction requires the prediction of bone lengths associated with temporally coherent 3D joint rotations. Many works explore the task of 3D shape recovery [32, 18, 24, 22, 21, 54], focusing on human mesh prediction along with joint rotations. They typically do not guarantee temporal coherence, e.g., bone length may vary across time frames.

Other works [40, 33] focus on motion generation. Given a series of human motions, they predict future motions, using various techniques such as temporal supervision and graph convolutional networks (GCN).

Similar to our work, techniques that reconstruct human motion [55, 35, 45] focus on the temporal coherence of the predicted body, where the bone lengths are fixed over time and rotations are smooth.

### 3. Parameter-free multi-view model

The premise of our work is that 3D joint rotations and bone lengths are view-independent values. For example, the 3D angle between, say, the thigh and the shin, as well as the 3D length of these bones, are fixed, no matter which camera transformation is used. On the other hand, joint locations differ for each camera transformation, as seen in Figure 2.

Our key idea is to directly predict joint 3D angles and bone lengths without using the camera parameters, during both training and test-time. More details on the camera parameters can be found in Appendix C.

Pose estimation methods can mitigate the lack of camera parameters by estimating them [8, 23]. Nevertheless, this leads to two drawbacks: (i) most algorithms need to do the estimation in a prepossessing step that breaks the end-to-end computation, and (ii) the estimated camera parameters are never exact and typically lead to a significant reduction in performance, as shall be shown in Section 4.

We take multi-view sequences of poses and estimate the motion of the observed human. Common methods estimate view-dependent 2D joint positions and then lift them to 3D by transforming them into a common space. Such lifting transformations require acquaintance of camera parameters. Our model directly predicts 3D rotations and bone lengths, where both values are agnostic to camera transformation. Thus, the predicted values are common to all camera views, which avoids the need for camera parameters information.

The terms pose estimation and motion estimation/reconstruction are used in various contexts in literature. To avoid confusion, we define 3D motion reconstruction as predicting the bone lengths associated with temporally coherent 3D joint rotations, and use the term reconstruction instead of estimation, which is commonly used to describe a transformation from one 2D image to another.

Our architecture, FLEX, builds upon MotioNet [45], a state-of-the-art single-view motion reconstruction method. FLEX is illustrated in high-level terms in Figure 3. FLEX is an end-to-end network that maps 2D joint positions, extracted from multiple synchronized input videos, into two separate components: (i) a single, symmetric, 3D skeleton, represented by its bone lengths (lower branch in the figure) and (ii) a dynamic, skeleton-independent, sequence of: 3D joint rotations, global root positions and foot contact labels (upper branch in the figure). These two parts constitute a complete global description of the motion, requiring no further processing, or the use of inverse kinematics (IK), to obtain a full 3D animation.

Motion data, and in particular rotations rather than positions, are required in animation platforms and game engines. Our proposed algorithm directly outputs a kinematic skeleton, which is a complete, commonly used, motion representation. On the other hand, methods that predict pose only, rely on IK to associate a skeleton with joint rotations. IK is slow, non-unique, and prone to temporal inconsistencies and unnatural postures. Moreover, methods that predict pose only cannot guarantee the consistency of bone lengths across frames.

#### 3.1. Architecture

We start with a high-level description of the architecture (see Figure 3). Below, we point out where it diverges from MotioNet. The inputs are $K$ synchronized video streams of $T$ frames each. For each video stream, we obtain 2D joints, which are either the ground truth of a dataset or the output of a 2D pose estimation algorithm. Our network is agnos-
Our model takes multi-view temporal sequences of 2D poses accompanied by a confidence value per joint. Using two encoders, \( E_Q \) and \( E_S \), it extracts per-frame 3D joint rotations and foot contact labels, per-view and per-frame 3D root transformations, and a 3D static skeleton. Employing a discriminator, \( D \), it brings the temporal differences of rotation angles near the manifold of true rotations. Applying a forward kinematic layer, \( FK \), it extracts 3D joint positions from rotations and static features, which in turn are compared to the ground truth.

At train time, the output of both encoders is used in \( K \) identical forward kinematic (FK) layers. Each FK layer computes the estimated 3D joint positions related to one view. These 3D positions are compared to the ground truth during loss computation. In addition, we compute temporal differences over the rotations extracted out of \( E_Q \) and feed them to a discriminator \( D \), so they get near the manifold of true rotations in an adversarial way.

In addition to introducing fusion layers, FLEX changes the building blocks of MotioNet in the following way. Our input is an aggregation of all views, whereas MotioNet takes each view separately. The encoders, \( E_S \) and \( E_Q \), now take their input from the fusion layers, hence their architecture is slightly changed. Lastly, the overall output is changed such that it contains a root transformation per view in addition to the original outputs.

We now proceed into a more formal description. Throughout the description, we make an effort to match the notation used in MotioNet, up to points where the models diverge. Let \( L \) denote the number of limbs, \( T \) the temporal length of the sequence, \( J \) the number of joints, \( Q \) the size of the rotations representation vector, and \( K \) the number of cameras. Let \( P_{s,q,r,k} \in \mathbb{R}^{T\times 3J\times K} \) denote a temporal sequence of 3D joint positions generated by a skeleton \( s \in \mathbb{R}^J \) with joint rotations \( q \in \mathbb{R}^{T\times Q(J-1)} \), global root position and rotation \( r \in \mathbb{R}^{T\times (3+Q)} \) and a camera index \( k \in [1, \ldots, K] \). Note that \( q \) is related to all joints except for the root joint. The rotation of the root joint, as well its position, are related to \( r \). \( P \) can be thought of as \( K \) temporal sequences, one for each camera view.

Our approach expects an input \( V_{s,q,r,k} \in \mathbb{R}^{T\times 3J\times K} \) denoting \( K \) temporal sequences of 2D joints (ground truth...
or estimation) and a confidence value per joint, related to a skeleton $s$, joint rotations $q$, global root position and rotation $r$ and a camera index $k$. Each input $V$ is fed into our deep neural network, which in turn predicts $\hat{q} \in \mathbb{R}^{T \times Q(J-1)}$, that captures the dynamic, rotational information of the motion, $\hat{s} \in \mathbb{R}^k$, that describes the single, consistent, skeleton, $\hat{r} \in \mathbb{R}^{T \times (3+Q) \times K}$ that estimates the global position and rotation of the root along time and along views, and $\hat{f} \in \{0, 1\}^{T \times 2}$ that predicts whether each of the two feet touches the ground in each frame. We have that

$$\hat{s} = E_S(F_S(V_{s,q,r,k}))$$

and

$$\hat{q}, \hat{r}, \hat{f} = E_Q(F_Q(V_{s,q,r,k})).$$

These attributes can be then combined via forward kinematics to estimate the global 3D pose sequence for each view, $P_{s,q,r,k} \in \mathbb{R}^{T \times 3J}$, specified by joint positions.

The losses used in our network follow the ones in MioNet [45], hence we describe them only briefly and emphasize the modifications we made in order to accommodate a multi-view setting. One main difference is that all loss terms now hold an additional index for the view.

**Joint Position Loss** This is the main loss. It ensures that joints in the extracted poses are in their correct 3D positions:

$$L_p = \mathbb{E}_{P_{q,s,r,k} \sim P} \left[ \parallel FK(\hat{s}, \hat{q}) - P_{s,q,r=0,k} \parallel^2 \right].$$

**Skeleton Loss.** Let $P_{s,q,r,k} \in \mathcal{P}$ denote a 3D motion sequence in our dataset $\mathcal{P}$, and $V_{s,q,r,k}$ denote its 2D ground truth for all views. The skeleton loss $L_s$ encourages the encoder $E_S$ to correctly extracts the skeleton $s$:

$$L_s = \mathbb{E}_{P_{s,q,r,k} \sim \mathcal{P}} \left[ \parallel E_S(V_{s,q,r,k}) - s \parallel^2 \right].$$

**Adversarial Rotation Loss** Our network is trained to output rotations with natural velocities distribution using adversarial training, focusing on the temporal differences of joint rotations rather than their absolute values. We create $J$ discriminators, $D_j$, where each aims at the rotations of a specific joint:

$$L_{QGAN} = E_{Q \sim Q} \left[ \parallel D_j(\Delta q_j) \parallel^2 \right]$$

$$+ \mathbb{E}_{P_{q,s,r,k} \sim \mathcal{P}} \left[ \parallel 1 - D_j(\Delta t E_Q(V_{s,q,r,k})_{q,j}) \parallel^2 \right],$$

where $E_Q(\cdot)_{q,j}$ denotes the rotations of the $j$th joint of the output of $E_Q$, $Q$ represents the distribution of natural joint angles that are taken from the dataset, and $\Delta t$ stands for temporal differences.

**Global Root Position Loss** We estimate the depth parameter $Z_r$ by minimizing:

$$L_r = \mathbb{E}_{P_{q,s,r,k} \sim \mathcal{P}} \left[ \parallel E_Q(V_{s,q,r,k})_r - Z_r \parallel^2 \right],$$

where $E_Q(\cdot)_r$ denotes the root position part of the output of $E_Q$. Notice that $Z_{r,k}$ varies also per view and not only per frame.

**Foot Contact Loss** We predict whether each foot contacts the ground in each frame and train the network via

$$L_F = \mathbb{E}_{P_{q,s,r,k} \sim \mathcal{P}} \left[ \parallel E_Q(V_{s,q,r,k})_f - f \parallel^2 \right],$$

where $E_Q(\cdot)_f$ denotes the foot contact label part of $\hat{f} \in \{0, 1\}^{T \times 2}$ of the output of $E_Q$. We encourage the velocity of foot positions to be zero during contact frames, by

$$L_{FC} = \mathbb{E}_{P_{q,s,r,k} \sim \mathcal{P}} \left[ \parallel f \sum_j \Delta t FK(\hat{s}, \hat{q})_f \parallel^2 \right],$$

where $FK(\cdot)_f \in \mathbb{R}^{T \times 3}$ and $f_j$ denote the positions and the contact labels of one of the feet joints ($i \in \{left, right\}$), and $\sum_j$ sums the components along the coordinate axis.

**Skeleton** To better reconstruct the motion in a given video stream, we modify the skeleton connectivity used in MioNet (see Figure 4).

In the original skeleton, the root and neck joints are both rigidly attached to the three bones neighboring each of them. This rigid connectivity constrains the skeleton, e.g., a motion where each shoulder moves forward and the neck moves to the right is impossible. In order to remove this constraint we add extra joints that overlap the root and the neck, hence enabling the neighboring bones to move independently of each other.

The new skeleton connectivity better matches the Human3.6M rotation angles ground truth, thus, it better matches the way the dataset motions were captured. The new skeleton improves the mean per joint position error (MPJPE) both in the multi-view setting and the monocular case. The improvements are by $\sim 4$mm and $\sim 6$mm in the monocular and four cameras setting, respectively.

**4. Experiments and evaluation**

We evaluate FLEX qualitatively and quantitatively using the Human3.6M human pose [15] and the KTH Multi-view Football II [19] datasets.
Implementation details The architectural blocks in our implementation are the multi-view feature fusion layers $F_S$ and $F_Q$, the two encoders, $E_S$ and $E_Q$, a forward kinematics layer $F_K$ and a discriminator $D$. The $F_K$ layer is based on Villeagas et al. [51], and the discriminator is as described in [45]. The encoders are based on the ones in [45]. There are two novel building blocks contained in the new fusion layers, $F_S$ and $F_Q$. The first is a multi-view convolutional layer, that is, a convolution that is aware of features stemming from multiple views as well as multiple frames. This convolutional layer is used in $F_Q$ only. The second is a transformer encoder module, based on the LiftFormer [31] transformer encoder. While Llopart et al. [31] attend to time, we attend to views, and use only two encoder layers with two attention heads in each. The transformer is used in both $F_S$ and $F_Q$.

A key architectural choice in our fusion layers, $F_S$ and $F_Q$, is at which stage to fuse. In Figure 6 we depict the conceptual idea of fusing. Each fusing scheme has its own advantages and disadvantages. Following the insight that early convolutional layers yield coarse features and late convolutional layers yield semantic features, we observe early fusion as generating all features (coarse and semantic) when a network is aware to all input branches, and observe middle fusion as first generating coarse features that are distinct for each branch, and only then fuse the coarse features together to generate common semantic features. As for late fusion, it lets the network create distinct coarse and semantic features for each branch and only then fuse them together. During the development of our model, we have experimented with different fusion schemes, and found out that for our setting the early fusion works best.

Figure 5 depicts diagrams of the multi-view fusion layers and the encoders. The input to both fusion layers is $V_{s,q,r,k} \in \mathbb{R}^{T \times 3J \times K}$ (described in Section 3.1). In order to make the diagram more intuitive, we sketch $V$ as $K$ temporal sequences. Each temporal sequence is a 2D tensor, where channels are formed by the joints. The fusion layer first streams these temporal sequences through an expansion layer, increasing their channel size. Next, our fusion layer concatenates the expanded data and obtains a 3D tensor, on which it applies multi-view convolutional filters. These filters consider the data from all views together. At the next stage we apply a view transformer to shrink the data view-wise, to obtain a 2D tensor representing one ‘fused’ view.
The features are then passed to the encoder, that in turn runs convolutional filters, this time over the 2D fused tensor. Finally, we run a shrinking filter to decrease the number of channels to the desired output size. Preprocessing and augmentation procedures are identical to the ones in [45].

A detailed description of the datasets we use, a discussion about the 2D pose estimators, and a description of the ground truth we use, appears in Appendix B.

Quantitative results We show quantitative results using the mean per joint position error (MPJPE):

\[ E(\tilde{P}, P) = \frac{1}{J} \sum_{j=1}^{J} ||\tilde{P}_j - P_j||. \]  

(9)

We report protocol #1 MPJPE (that is, error relative to the pelvis), in millimeters.

Being the only parameter-free algorithm, we have no methods to compare to directly. However, algorithms can mitigate the lack of camera parameters by applying a prepossessing step to estimate them. In order to compare with the best, we have chosen the current state-of-the-art multi-view algorithm, Iskakov et al. [16]. In their work, Iskakov et al. use data that had undergone undistortion. We re-train their method with distorted data to imitate an environment where camera distortion parameters are unknown, and perturb intrinsic and extrinsic camera parameters by Gaussian noise with an extremely small standard deviation of 3% of each parameter’s absolute value. That is, for a camera parameter \( p \), we set \( \tilde{p} = X \) where \( X \sim \mathcal{N}(p, (0.03p)^2) \), and use \( \tilde{p} \) as the input camera parameters. We also report the equivalent for a standard deviation of 4%. In order to generate an equivalent comparison environment, we compare to [16] after using their own 2D pose estimation.

Table 1 presents a quantitative comparison of the MPJPE metric on the Human3.6M dataset. We start with results of monocular methods, proceed to result of multi-view methods that require camera parameters, and conclude with results of multi-view methods where camera parameters are not provided. We show that in such a parameter-free setting, our model outperforms state-of-the-art methods by a large margin, and that even when camera parameters are available, FLEX is among the top methods. Note that these achievements are despite the fact that our method aims at a slightly different task, that is, motion reconstruction rather than pose estimation.

Qualitative results In the following figures we extract rigs, that is, frames from reconstructed animation videos, selecting challenging postures and scenes. Videos of the reconstructed motions are available on our project page., where the smoothness of motion and the naturalness of rotations can be observed. Our algorithm relies on 2D pose values estimated by the backbone in Iskakov et al. [16].

Figures 7 and 8 show scenes from the Human3.6M and KTH Multi-view Football II datasets, respectively. Each row depicts three views of one time frame. To the right of each image we place a reconstructed rig, which is sometimes enlarged for better visualization. Results on KTH are computed by using the model that was trained using the Human3.6M dataset, without re-training it over this one. Notice the occluded and blurry scenes. The KTH dataset is filmed using moving cameras, hence it is extremely challenging for other multi-view algorithms to reconstruct pose/motion over it without using the given camera parameters. Our algorithm is agnostic to the lack of camera parameters and attains good qualitative results.

Ablation study To check the impact of different settings on FLEX performance, we perform various ablation tests. In Table 2 we compare mean MPJPE over a varying number of views, where the 2D pose is once given and once estimated. Notice that the gap between these two cases decreases when the number of views increases.

Table 3 compares mean MPJPE over varying 2D estimation backbones. It justifies using [16] as 2D pose backbone. Finally, we measure the performance of our network using two variations. In the first, we run FLEX as a monocular method (\( K = 1 \)), average the monocular predictions, and show that it yields results that are inferior to fusing the views by our network. In the second variation, we change

![Figure 7. Our results on videos from the Human3.6M dataset.](image)

![Figure 8. Our results on videos from the more challenging KTH Multi-view Football II dataset. Notice how we mitigate occlusion and blurriness in the middle row.](image)
### Table 1. Protocol #1 MPJPE error on Human3.6M. Legend: (†) exploit temporal information, (+) extra training data. In blue - best result when camera parameters are not provided, in bold black - best result per method group.

| Method                        | Dir. | Disc. | Eat | Greet | Phone | Photo | Pose | Purch. | Sit | SitD. | Smoke | Wait | WalkD. | Walk | WalkT. | Mean |
|-------------------------------|------|-------|-----|-------|-------|-------|------|--------|-----|-------|--------|------|---------|------|--------|------|
| **Monocular methods**         |      |       |     |       |       |       |      |        |     |       |        |      |         |      |         |      |
| Lee et al. [25]†             | 43.8 | 51.7  | 48.8| 53.1  | 52.2  | 74.9  | 52.7 | 44.6   | 56.9| 74.3  | 56.7   | 66.4| 47.5    | 68.4 | 45.6   | 55.8 |
| Shi et al. [45]†             | 47.3 | 53.1  | 50.3| 53.9  | 53.5  | 52.8  | 52.0 | 55.4   | 64.2| 54.8  | 66.8   | 55.0| 50.3    | 59.1 | 50.3   | 54.6 |
| Chen et al. [26]†            | 43.8 | 48.6  | 49.1| 49.8  | 57.6  | 61.5  | 45.9 | 48.3   | 62.0| 73.4  | 54.8   | 50.6| 56.0    | 43.4 | 45.5   | 52.7 |
| Pavllo et al. [35]†          | 45.2 | 46.7  | 43.3| 45.6  | 48.1  | 55.1  | 44.6 | 44.3   | 57.3| 65.8  | 47.1   | 44.0| 49.0    | 32.8 | 33.9   | 46.8 |
| Liu et al. [30]†             | 41.8 | 44.8  | 41.1| 44.9  | 47.4  | 54.1  | 43.4 | 42.2   | 56.2| 63.6  | 45.3   | 43.5| 45.3    | 31.3 | 32.2   | 45.1 |
| Llopart [31]†                | 42.2 | 44.5  | 42.6| 43.0  | 46.9  | 53.9  | 42.5 | 41.7   | 55.2| 62.3  | 44.9   | 42.9| 45.3    | 31.8 | 31.8   | 44.8 |
| Cheng et al. [7]†            | 36.2 | 38.1  | 35.9| 38.2  | 35.9  | 47.4  | 36.8 | 42.0   | 45.9| 51.3  | 41.8   | 41.5| 43.8    | 33.1 | 28.6   | 40.1 |
| **Multi-view methods cam. param. provided** |      |       |     |       |       |       |      |        |     |       |        |      |         |      |         |      |
| Multi-View Martinez [49]      | 46.5 | 48.6  | 54.0| 51.5  | 67.5  | 70.7  | 48.5 | 49.1   | 69.8| 79.4  | 57.8   | 53.1| 56.7    | 42.2 | 45.4   | 57.0 |
| Pavlakos et al. [38]         | 41.2 | 49.2  | 42.8| 43.4  | 55.6  | 46.9  | 40.3 | 63.7   | 97.6| 119.0 | 52.1   | 42.7| 51.9    | 41.8 | 39.4   | 56.9 |
| Tome et al. [49] (+)          | 43.3 | 49.6  | 42.0| 48.8  | 51.1  | 64.3  | 40.3 | 43.3   | 66.0| 95.2  | 50.2   | 52.2| 51.1    | 43.9 | 45.3   | 52.8 |
| Kadkhodamohammadi and Padoy  | 39.4 | 46.9  | 42.7| 53.6  | 54.8  | 41.4  | 50.0 | 59.9   | 78.8| 49.8  | 46.2   | 51.1| 40.5    | 41.0 | 49.1   |      |
| He et al. [13]               | 25.7 | 27.7  | 23.7| 24.3  | 26.9  | 31.4  | 24.9 | 26.5   | 28.8| 31.7  | 28.2   | 26.3| 23.6    | 28.3 | 23.5   | 26.9 |
| Qiu et al. [41] (+)           | 24.0 | 26.7  | 23.2| 24.3  | 24.8  | 22.8 | 24.1 | 28.6   | 32.1| 26.9  | 31.0   | 25.6| 25.0    | 28.0 | 24.4   | 26.2 |
| Iskakov et al. [16]          | 19.9 | 20.0  | 18.9| 18.5  | 20.5  | 19.4  | 18.4 | 22.1   | 22.5| 28.7  | 21.2   | 20.8| 19.7    | 22.1 | 20.2   | 20.8 |

| **Multi-view methods cam. param. not provided** |      |       |     |       |       |       |      |        |     |       |        |      |         |      |         |      |
| Chu and Pan [8]†             | 49.1 | 65.6  | 48.6| 56.0  | 57.4  | 69.6  | 50.4 | 62.0   | 75.4| 77.4  | 57.2   | 53.5| 57.7    | 37.6 | 38.1   | 56.9 |
| Iskakov et al. [16]          | 30.2 | 37.2  | 32.7| 33.2  | 38.8  | 43.7  | 29.7 | 43.0   | 49.4| 67.6  | 38.0   | 33.1| 42.1    | 27.2 | 29.3   | 38.4 |
| cam. param. perturbed by 4%  | 27.6 | 30.3  | 29.0| 29.4  | 33.1  | 36.5  | 27.4 | 34.8   | 39.1| 54.0  | 34.4   | 30.7| 36.2    | 28.4 | 33.1   |      |
| Iskakov et al. [16]          | 23.1 | 28.8  | 26.8| 28.1  | 31.6  | 37.1  | 25.7 | 31.4   | 36.5| 39.6  | 35.0   | 29.5| 35.6    | 26.8 | 26.4   | 30.9 |

Table 5. Protocol #1 MPJPE error on Human3.6M. Legend: (†) exploit temporal information, (+) extra training data. In blue - best result when camera parameters are not provided, in bold black - best result per method group.

### Table 2. Varying number of views.

| 2D from #Views ↓ | GT [16] |
|------------------|---------|
| 1                | 47.7    |
| 2                | 33.9    |
| 3                | 27.8    |
| 4                | 24.8    |

Table 2. Varying number of views.

### Table 3. Varying 2D pose backbones.

| 2D backbone       | MPJPE |
|-------------------|-------|
| Ground Truth      | 24.8  |
| OpenPose [4]      | 38.55 |
| CPN [6]           | 31.7  |
| Iskakov et al. [16] (based on [53]) | 30.9 |

Table 3. Varying 2D pose backbones.

### Table 4. The impact of various fusion methods. Note that processing all views together with an early fusion as performed in FLEX outperforms the other variations by a large margin.

| Method                       | MPJPE |
|------------------------------|-------|
| FLEX                         | 24.8  |
| Averaged K views             | 36.4  |
| Late fusion                  | 31.0  |

Table 4. The impact of various fusion methods. Note that processing all views together with an early fusion as performed in FLEX outperforms the other variations by a large margin.
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A. Media

On our project page\(^2\), the reader can find attached video files. The reader is encouraged to enlarge them to full screen size. Here is their description:

- A clip describing our work: clip.mov
- Video files showing our results on the Human3.6M dataset: Human36M*.mov
- Video files showing our results on the KTH multi-view Football II dataset: KTH_football.mov
- Video files comparing MotioNet (single-view) results versus ours: MotioNet_comparation.mov. Notice that while MotioNet is occasionally wrong, our model is accurate and smooth.

Notice that we introduce only results that use input obtained by 2D estimation (as opposed to ground truth). Thus, our input is affected by occlusion and blur. Yet, we are able to mitigate the noisy input by exploiting multi-view data, in a parameter-free fashion.

In Figure 9 we show how our algorithm is able to grasp fine details. The player’s left hand cannot be seen in the center view and is blurred in the left views. Yet, our model accurately reconstructs it.

In Figures 10 and 11, we show additional results on the Human3.6M and KTH Football multi-view II datasets. Each row depicts three views of one time frame. To the right of each image we place a reconstructed rig. Figures 12 and 13 are enlarged versions of the figures shown in the main document.

B. More implementation details

B.1. Datasets

We train our model on the Human3.6M human pose dataset [15]. Our evaluation is done on the Human3.6M and the KTH Multi-view Football II [19] datasets. Human3.6M is a dataset of 3.6 Million accurate 3D Human poses, acquired by recording the performance of 5 female and 6 male subjects, under 4 different viewpoints. This dataset holds a diverse set of motions and poses encountered as part of 17 typical human activities such as talking on the phone, walking, and eating. As recommended on the Human3.6M dataset page, we use subjects S1, S5, S6, S7, and S8 for training and subjects S9 and S11 for testing.

KTH Multi-view Football II is a dataset of video streams from three synchronized cameras with 800-time frames per camera. The streams depict two different players (in separate streams), where each player has two sequences in varying levels of scene complexity. This dataset is unique in the sense that the cameras are dynamic, hence the approximation of camera extrinsic parameters is very challenging. We adjust the skeleton topology of the KTH dataset to match the topology of Human3.6M in the following way. KTH extracts 14 joints (top-head, mid-head, shoulders, hips, knees, feet, elbows, and hands). We create root (pelvis) and neck by averaging the hips and the shoulders accordingly and then create a spine by averaging the root and the neck. Then we draw bones according to the Human3.6M skeleton topology.

B.2. Input data

The input to our network is 2D joint locations per frame, accompanied by a confidence value. We train our network with several variations of input data.

Ground truth 2D pose Obviously, training with ground truth input data yields the best possible results. We use the 2D labeling provided by the Human3.6M dataset.

Estimated 2D pose To simulate dynamic capture environments, where 2D labels are not available, we use several state-of-the-art 2D pose estimators as 2D backbones. In the main paper, we demonstrate the dependency on a good estimator. The estimators that we use are OpenPose [4], CPN [6], and Iskakov et al. [16] (who base their 2D estimation on the ”simple baselines” architecture [53]). OpenPose and Iskakov et al. provide confidence values that we add to the network input. CPN does not provide this value and thus, we assign identical confidence values for all joints when using it. While OpenPose and CPN are dedicated 2D pose estimators, Iskakov et al.’s is part of a 3D pose estimator. To extract the 2D pose we retrain it using its given code and save intermediate values. The 2D labeling computed by Iskakov et al. [16] uses camera distortion parameters; hence, we retrain it without those parameters to adhere to our parameter-free approach.

Skeleton topology may vary between the aforementioned 3D datasets and 2D poses predicted by backbone algorithms. To mitigate this, we make adjustments to the predicted 2D joints. Openpose [4] extract 16 joints (root, neck, mid-head, top-head, shoulders, hips, knees, feet, elbows, and hands). These joints exist in the aforementioned datasets as well. In addition, a spine joint, which exists only in the 3D datasets, is artificially added (calculated as the 2D spatial average between the root and the neck joint). For the CPN [6] 2D prediction, we simply use the values computed by [39] and provided in their project page, which already possesses the requested topology. Lastly, Iskakov et al. [16] predicts the exact joints required by the aforementioned 3D datasets.

At inference time, when videos from the wild are used, we use a network that was trained using an estimated 2D

---

\(^2\)Project page: https://briang13.github.io/FLEX/
pose and make sure that during inference, the exact 2D backbone that was used for training, is applied.

B.3. Ground truth

During train time we use 3D joint location ground truth per view, plus rotation ground truth if we choose to activate the discriminator. In contrast to location ground truth, rotation ground truth is required only once, no matter how many views we have. During test time we need none of the above.

C. Camera Parameters

We next formulate the notion of camera parameters. Consider a pinhole camera model. Such model possesses two types of parameters, extrinsic and intrinsic. Extrinsic parameters correspond to

- Rotation matrix - $R$: a matrix of size $3 \times 3$ characterizing the rotation from 3D real world axes into 3D camera axes.

- Translation vector - $T$: a vector of size $3 \times 1$ representing the translational offset of the camera in the 3D scene.

Intrinsic parameters, stored in a $3 \times 3$ matrix $K$, are specific to a camera. $K$ possesses the focal length $f_x, f_y$, the camera optical center $c_x, c_y$ and a skew coefficient $s_k$:

$$K = \begin{bmatrix} f_x & s_k & c_x \\ 0 & f_y & c_y \\ 0 & 0 & 1 \end{bmatrix}. \quad (10)$$

We denote the mapping from 3D world coordinates into a 2D image plane by a $3 \times 4$ matrix $P$. $P$ is sometimes called camera matrix or projection matrix. To calculate $P$, both camera extrinsic and intrinsic parameters are used:

$$P = K \times [R \mid T]. \quad (11)$$
Figure 10. Additional results on videos from the Human3.6M dataset.

Figure 11. Additional results on videos from the KTH Multi-view Football II dataset.
Figure 12. Results on the Human3.6M dataset. Also shown (in small scale) in the main paper.

Figure 13. Results on the KTH Multi-view Football II dataset. Also shown (in small scale) in the main paper.