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SUMMARY   In this paper, we propose a hardware solution for overcoming the problem of high computational demands in a nearest neighbor (NN) based multi-prototype learning system. The multiple prototypes are obtained by a high-speed K-means clustering algorithm utilizing a concept of software-hardware cooperation that takes advantage of the flexibility of the software and the efficiency of the hardware. The one nearest neighbor (1-NN) classifier is used to recognize an object by searching for the nearest Euclidean distance among the prototypes. The major deficiency in conventional implementations for both K-means and 1-NN is the high computational demand of the nearest neighbor searching. This deficiency is resolved by an FPGA-implemented coprocessor that is a VLSI circuit for searching the nearest Euclidean distance. The coprocessor requires 12.9% logic elements and 58% block memory bits of an Altera Stratix III E110 FPGA device. The hardware communicates with the software by a PCI Express (×4) local-bus-compatible interface. We benchmark our learning system against the popular case of handwritten digit recognition in which abundant previous works for comparison are available. In the case of the MNIST database, we could attain the most efficient accuracy rate of 97.91% with 930 prototypes, the learning speed of $1.3 \times 10^{-4}$ s/sample and the classification speed of $3.94 \times 10^{-8}$ s/character.
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1. Introduction

The main limitation of the usage of the nearest neighbor (NN) rule based learning systems [1] in practice even today is the high computational demands of the minimum distance searching, although such systems have been studied since 1954 [2].

The distances between a test sample and references are often defined as the Euclidean distance. In order to minimize the computational efforts in the classification stage, the cluster-based prototype learning algorithms such as K-means clustering [3]–[5], the fuzzy c-means [6], [7], and the learning vector quantization algorithm (LVQ) [8], have been proposed to reduce the number of references. Instead of recruiting all training samples, the prototypes (references) are the centroids of clusters derived from the average of training samples. The prototypes are vectors that reside in the same vector space as the feature vectors of the training samples. The number of prototypes, produced by the K-means clustering algorithm, is sufficiently compressed to much lower order than that of the training samples. However, the high computational demands of the nearest Euclidean distance searching in cluster-based prototype learning and NN-based classification cannot be fundamentally resolved by conventional implementations.

Unlike the sequential processing of conventional implementations, recently, the graphics processing units (GPU) provide a powerful processing platform which is specialized for parallel processing. Indeed, most of the parallelizable problems can be significantly accelerated by a GPU which has a fixed computational and programming model. By taking advantage of the GPU’s capability for parallel processing, many methods were proposed to accelerate the NN-based learning algorithms [9]–[12]. Because of the progress in semiconductor technology, the possibility of massively parallel processing is enabled by hardware implementations. Such hardware implementations of the K-means clustering algorithm have attracted large attention in recent years [13]–[18]. The Field Programmable Gate Array (FPGA) which has comparable computational speed and lower cost in comparison to an Application Specific Integrated Circuit (ASIC) also attracts many researchers [19]–[21]. However, K-means requires large adder to accumulate the values of the training samples which have been assigned to the same class categories and needs large divider for the centroids updating. Owing to the related enormous processing efforts, the dimension of the vector of each training sample in these hardware implementations had to be low enough so that these previous proposals are not suitable for a machine learning algorithm with high dimensional requirements. K nearest neighbor (KNN) classifier is one of the simplest machine learning algorithms for classifying samples based on the NN rule. Hardware implementations of KNN that exploit parallel processing and pipelining have been reported in [22]–[24]. However, KNN needs to find the $k$ smallest distances to the test sample among all references which are the whole training data. This leads to a lot of numerical efforts for finding an optimal number of $k$.

Several space-partitioning methods (e.g. the KD-tree [25]) have been developed for reducing the search time of the nearest neighbor searching. In order to further reduce the bottleneck of high computational time, the approximate nearest neighbor (ANN) searching retrieves an approximation as the nearest neighbor. ANN algorithms, such as Euclidean Locality-Sensitive Hashing (E2LSH) [26], fast approximate nearest neighbors (FLANN) [27], spectral hashing (SH) [28], and inverted file system with asymmetric dis-
occurrence of 1-NN operation. The learning system is tested by significantly improved by the coprocessor for the frequently occurring 1-NN operation. Consequently, the dedicated hardware can significantly improve the speed of basic nearest-neighbor searching with low hardware-resource cost in most cases.

Beside the hardware implementation of K-means and KNN, a significant amount of work has been done in developing hardware for neural networks. A few surveys of neural network hardware have been published in [30]–[34] where several hundred works were listed. Support vector machine (SVM) hardware also seems attractive [35]–[41]. As Heemskerk [30] indicates, the hardware implementation of neural networks is expensive in terms of development time and hardware resources. This is because the neural networks are so complicated that the dedicated circuits lead to large silicon area, high fabrication cost, and bad cost-to-performance ratio. In addition, little is known about the real commercial prospects for real-world applications. On the other hand, the NN-based learning algorithms such as KNN, and cluster-based prototype learning methods are simpler than neural networks and SVMs. This does not always mean the NN-based learning algorithms are worse than the neural networks or SVMs. Which is better depends on what the application is and what kind of feature extraction technique is used [42]. The NN-based learning algorithms have been widely used in pattern recognition [43]–[45], text categorization [46], [47], ranking models [48], event tracking [49], and object recognition [50].

The problems with above works can be attributed to four causes. Firstly, the hardware K-means requires large adders and dividers for updating the centroids. This restricts the application in machine learning algorithms which have a high-dimensional feature vector. Then, finding an optimal k and recruiting all training samples lead to a high computational cost for KNN. Furthermore, GPU implementation of learning algorithms is less efficient than hardware in most cases [24]. The fourth aspect is that the neural networks and SVMs are so complicated that they are not suitable for practical hardware implementation [30], although a lot of hardware related works have been done. Here, in order to cope with the computational barrier in clustering-based prototype learning algorithms, we develop an FPGA-implemented coprocessor for the nearest Euclidean distance searching which is the critical path both in K-means-based learning and 1-NN-based classification. For the complete system, we exploit the flexibility of the software in programming for updating the centroids of clusters which would require large adders and dividers in the hardware implementation. The overall speed of the learning and classification is significantly improved by the coprocessor for the frequently occurring 1-NN operation. The learning system is tested by the problem of handwritten-digit recognition in this work. Due to the optimized combination of software and hardware architecture, high-speed learning and classification are attained.

The rest of this paper is organized as follows: Sect. 2 illustrates the algorithm of the developed K-means-based multi-prototype learning system. The hardware architecture of the FPGA-implemented coprocessor for 1-NN searching is described in Sect. 3. Section 4 explains how the software-hardware cooperation is working. In Sect. 5, the results of resource usage, the speed of learning and classification, and accuracy rate are shown. This verifies that our learning system is efficient due to not only the high speed, which is accelerated by the hardware, but also the reasonable accuracy rate which is better than KNN (K = 3) in the handwritten-digit recognition although the bit precision is only 16-bit. At last we conclude in Sect. 6.

2. K-Means Based Prototype Learning

The K-means algorithm is a widely used in machine learning and data compression. The goal of this algorithm is to partition a set of data samples into k clusters by considering the boundary information of confusing classes. Suppose that a set of n data samples ($\mathbf{x}_1, \mathbf{x}_2, \cdots, \mathbf{x}_n$) with a sample $\mathbf{x}_j \in \mathbb{R}^m$ and the number of clusters $k (0 < k < n)$ are given. The k optimal cluster centroids ($\mathbf{c}_1, \mathbf{c}_2, \cdots, \mathbf{c}_k$) with a centroid $\mathbf{c}_k$ as a special case of KNN, the 1-NN is simpler than the KNN ($K > 1$) and exhibits satisfactory performance [1]. It was proven that the asymptotic classification error of 1-NN is bounded by twice the Bayesian error rate [51]. However, the NN classifier (either 1-NN or KNN) requires a large number of training samples and therefore suffers from a heavy burden of storage and computation requirements.

The clustering algorithm is applied to generate new prototypes to replace the original training samples, which significantly reduces the number of references in 1-NN classification [53]. Each prototype is a representative of a group of training samples. The goal of the K-means algorithm [52] is to adjust the prototypes of the 1-NN classifier by considering the boundary information of confusing classes so that the training samples are well classified by a small number of prototypes. Suppose that the training samples are described with n feature vectors ($\mathbf{x}_1, \mathbf{x}_2, \cdots, \mathbf{x}_n$), where each sample $\mathbf{x}_i = (l^{K\text{-means}}_i, x_{i1}, x_{i2}, \cdots, x_{im})^T$ is an m-dimensional feature vector and has an unknown label ($l^{K\text{-means}}_i$). The Euclidean distance is used as the distance metric to measure the similarity. K-means is to find k optimal cluster centroids ($\mathbf{c}_1, \mathbf{c}_2, \cdots, \mathbf{c}_k$). Then the objective function (1) is locally minimized.

$$J_{K\text{-means}} = \min \sum_{i=1}^{k} \sum_{j=1}^{m} ||\mathbf{x}_i - \mathbf{c}_j||$$

$$||\mathbf{x}_i - \mathbf{c}_j|| = \sqrt{(x_{i1} - c_{j1})^2 + \cdots + (x_{im} - c_{jm})^2}$$

Randomly given k cluster centroids of m-dimensional vec-
tors \( \overrightarrow{c_1}, \overrightarrow{c_2}, \ldots, \overrightarrow{c_k} \) are used as the initial prototypes and the distances among the \( n \) training samples and the \( k \) cluster centroids are calculated. Then, every individual \( \overrightarrow{x_i} \) of the \( n \) training samples is assigned to its nearest cluster centroid. The cluster centroid \( \overrightarrow{c_i} \) is updated according to (2) where \( |\overrightarrow{c_i}| \) is the total number of training samples assigned to this centroid. Updating the centroids in (2) is the main limitation of hardware K-means because it requires large adders and dividers when the dimension of the feature is high. The updating process is reiterated until the cluster centroids stabilize.

\[
\overrightarrow{c_i} = \frac{1}{|\overrightarrow{c_i}|} \sum_{\overrightarrow{x_j} \in \overrightarrow{c_i}} \overrightarrow{x_j} \quad (2)
\]

In K-means-based prototype learning, each training sample is described by a feature vector with two labels \( \overrightarrow{x_i} = (l_{i1}^{(1-NN)}, l_{i2}^{(K-means)}, x_{i1}, x_{i2}, \ldots, x_{im})^T \). The K-means algorithm clusters the training samples which have the same class label \( (l_{i1}^{(1-NN)}) \) into multiple groups, while the unknown label for K-means \( (l_{i2}^{(K-means)}) \) is assigned according to the specified number of groups with the same class label \( (l_{i1}^{(1-NN)}) \). The cluster centroids of the obtained groups are used as prototypes and are the representatives of the training samples which are in the same class category.

The configuration of prototypes for each class, \( k \) of K-means, was pre-fixed in previous works [44]. In the learning algorithm reported here, we define a desired accuracy rate criterion to dynamically obtain the optimal \( k \) of the cluster centers. The desired accuracy rate is a parameter that the real accuracy rate is expected to attain. The real accuracy rate is determined by using the prototypes to recognize a set of test samples that are different from the training samples. The result of comparing the real accuracy rate to the desired accuracy rate is used as a feedback to confirm whether the current \( k \) is already appropriate or not. The value of \( k \) for the next iteration using K-means to produce prototypes will be increased when the real accuracy rate is less than the desired accuracy rate. The procedure for producing prototypes is terminated when the real accuracy rate reaches the predefined accuracy or \( k \) is equal to a pre-defined \( k_{\text{max}} \) which is derived from the upper limitation of the storage capacity for the prototypes in our system. In the case of \( k = k_{\text{max}} \), we select the value of \( k (k \leq k_{\text{max}}) \) which has yielded the best accuracy rate. The K-means-based prototype learning algorithm is performed according to the following steps.

**Step 1** Initialize \( k \) cluster centroids for one class according to the label \( (l_{i1}^{(1-NN)}) \).

**Step 2** For each training sample \( \overrightarrow{x_i} \), find the cluster center \( \overrightarrow{c_j} \) which is closest to \( \overrightarrow{x_i} \). Assign the class category of this cluster center \( \overrightarrow{c_j} \) to the label for K-means \( (l_{i2}^{(K-means)}) \) of \( \overrightarrow{x_i} \). Then, \( \overrightarrow{x_i} \) is added to the cluster accumulator \( c_j \).

**Step 3** Repeat step 2 until all training samples with class label \( (l_{i1}^{(1-NN)}) \) are processed.

**Step 4** The mean value of the each cluster accumulator \( c_j \) becomes the new centroid \( \overrightarrow{c_j} \).

**Step 5** Repeat step 1, step 2, step 3, and step 4 until the algorithm has converged towards stable centroids \( \overrightarrow{c_j} \).

**Step 6** Repeat step 1 to step 5 until all class categories of training samples have been clustered.

**Step 7** Use the prototypes to recognize the test samples by 1-NN rule. Calculate the real accuracy rate.

**Step 8** Increase the value of \( k \) by a pre-defined amount and repeat the above procedure of step 1 to step 7 until the real accuracy rate reaches the desired accuracy rate or until \( k = k_{\text{max}} \).

**Step 9** Choose the \( k \) prototypes with the best training result for the final recognition.

Because of the high computational costs in the cluster-based prototype learning stage, a software implementation only can produce less than 10 prototypes for each class [44]. Moreover, finding the optimal number of prototypes requires much more time. Fortunately, since the hardware coprocessor in our system implementation accelerates the processing speed for the nearest Euclidean distance searching, the most efficient case of 1024 prototypes for all classes can be attained. The architecture of the developed K-means-based learning system with software-hardware cooperation is illustrated in Fig. 1, where the hardware coprocessor communicates with the CPU by a PCI Express (x4) interface. Before the learning, the training samples and test samples are stored in the external memory. At the beginning, the initialized \( k \) prototypes are transferred via PCI-e bus to the on-chip memory of the FPGA device. Then, the nearest distance searching for all training samples is performed by hardware. The results of the nearest distance searching are addresses in each of which the prototype has the minimum distance to the current training sample. After the searching, the addresses, which are stored in a memory, are transferred back to the host PC to perform the centroids updating by software. Subsequently, the updated centroids overwrite the
prototypes in on-chip memory via PCI-e bus. The learning procedure will not be terminated until the prototypes become stable. Furthermore, the test samples are classified by the prototypes. The result of the accuracy rate comparing against the desired accuracy rate determines whether the learning procedure will be terminated or repeated. It is worth noting that the configuration of prototypes for each class has the same value. The value of \( k \) starts from 1 and ends at \( k_{\text{max}} \) or a smaller value \( (k < k_{\text{max}}) \) when the real accuracy rate reaches the desired accuracy rate. The \( k \) is increased one by one or by a jump value which is pre-fixed by user’s experience. A large jump value can reduce the cycle number of repeated K-means application, even though the largest amount of computational complexity for the nearest neighbor searching has been accelerated by the coprocessor.

3. FPGA-Implemented Coprocessor

The conventional methods for nearest distance searching are often based on a general purpose computer with a sequential processing. Recently, mixed digital/analog solutions with a fully-parallel VLSI implementation have been presented for finding the nearest Manhattan and Hamming distance in previous works. The reported circuits, also called associative memory, have small silicon area (few sq mm), low power dissipation (few mW) and high matching speed (few deca ns) [54]–[56]. However, the Hamming and Manhattan distance are too simple for most machine learning algorithms. The VLSI circuit of an associative memory for searching the nearest Euclidean distance by a mixed digital-analog solution was developed in [57]. However, because the Euclidean distance is expressed by a current-mode representation, which is affected by random fabrication process variations, the reliability of the mixed digital/analog VLSI circuit may be insufficient. A fully-digital VLSI circuit for the nearest Euclidean distance searching is furthermore expensive in developing time and fabrication cost. Fortunately, the Field Programmable Gate Array (FPGA), which is a reconfigurable VLSI circuit, provides us sufficient resources to develop a digital hardware circuit for nearest Euclidean distance searching.

The Euclidean distance is defined in (3) where \( \overrightarrow{IN} = (IN_1, IN_2, \cdots, IN_m) \) is the \( m \)-dimensional test feature vector and \( \overrightarrow{REF}_i = (REF_{i1}, REF_{i2}, \cdots, REF_{im}) \) is the reference vector. Because the square root is difficult to be implemented and not necessary for nearest distance searching, (3) is simplified to (4). This simplification has no influences on the results of searching for the nearest distance.

\[
D_1 = \sqrt{\sum_{0 \leq i \leq m} (\overrightarrow{IN}_i - \overrightarrow{REF}_i)^2}
\]  

(3)

\[
D_1 \approx \sum_{0 \leq i \leq m} (\overrightarrow{IN}_i - \overrightarrow{REF}_i)^2
\]  

(4)

Both \( IN_i \) and \( REF_{ij} \) are real numbers which are represented by a fixed point number in our hardware design.

The bit precision, the length of one word, is important for the output resolution. A statistical study for the precision requirements in the neural networks hardware showed that a fixed point encoding of 16 bit is sufficient [61]. Therefore, 16-bit precision is adopted so that the storage of one feature vector requires \( 16 \times m \) bits.

The coprocessor for the nearest Euclidean distance searching is implemented on an Altera Stratix III E110 FPGA device by parallel processing and pipelining. The parallelism (\( \rho \)) in horizontal direction of Fig. 3 refers to how many dimensions of the feature vector can be processed in each clock cycle. It determines the throughput (\( \theta \)) in (5) when the bit precision is 16-bit.

\[
\theta = \frac{\rho}{16}
\]  

(5)

In the design of the memory for storing the prototypes (Fig. 2), each feature vector, which has \( 16 \times m \) bits, is represented by multiple words. Each word, which has \( \rho - \text{bit} \) width, is composed of \( \beta \) blocks as shown in (6). The word length of one block (\( \nu \)-bit) is determined by the bit width of the on-board local bus and the external memory which are explained in Sect. 4.

\[
\beta = \frac{\rho}{\nu}
\]  

(6)

The number of words (\( \eta \)) per prototype can be obtained from (7). In other words, to calculate the Euclidean distance between one test and one reference feature vector, \( \eta \) clock cycles are required. Because of the storage limitations of the on-chip memory, we only allocate \( 16 \times m \) bits for one test sample. The rest of the memory blocks is used for storing the prototypes which are the centroids of the clusters when K-means is performing.

\[
\eta = \frac{16 \times m}{\rho} = \frac{16 \times m}{\beta \times \nu}
\]  

(7)

The pipelining concept is used to split the calculation of the Euclidean distance into a series of independent stages (\( \lambda \)) in terms of arithmetic operations as shown in vertical
direction of Fig. 3. The results of each arithmetic operation, which are stored in the registers at the end of each stage, become the inputs of the next stage. The pipelining makes sure that $\theta$ dimensions are processed in each clock cycle. Otherwise, the next $\theta$ dimensions should wait $\eta$ clock cycles to be processed.

The more stages ($\lambda$) the pipeline has, the fewer logic gates are required in each stage. This means the propagation delay is decreased for all stages so as to increase the coprocessor’s operating frequency. However, a larger $\lambda$ requires also more processing units for arithmetic operations, because the processing units cannot be reused. The final result after passing the arithmetic units (AUs) of the distance calculation hardware with parallel and pipelining architecture in Fig. 3 is the squares of the Euclidean distance for $\theta$ dimensions. In this work, the pipeline depth ($\lambda$) is defined by the parallelism and throughput according to (5). A larger $\lambda$ can be obtained by inserting sub-stages in the critical AUs. For example, when the multiplier stage in Fig. 3 becomes the critical path, inserting additional sub-stages in each multiplier (i.e. using a pipelined multiplier) can improve the frequency.

The maximum clock frequency $f_{\text{max}}$ of the coprocessor is determined by the clock period. The clock period of the critical AU, which contains the delay of the AU ($t_C$), the clock skew between registers ($t_2-t_1$), the clock-to-output delay of the register A ($t_{CO}$), and the setup time of the register B ($t_{SU}$), is illustrated in Fig. 4. The critical AU may be the multiplier or the larger adder (40-bit) in this case. Usually, the delay of the multiplier rather than an adder determines the critical path. Table 1 shows the improved maximum clock frequency attained by increasing the stage of multiplier. As a consequence, a larger $\lambda$, which is obtained by inserting sub-stages into the time-critical AUs, can improve the frequency according to the example for pipelined multiplier in Table 1.

The parallelism and throughput also determine the number of adders. Suppose that $\theta = 2^N$. In order to calculate the Euclidean-distance square for these $\theta$ dimensions, $N$ stages for add operations are required. The adder in Fig. 5 is the add operations after the $N^{th}$ stage of Fig. 3. The top register of Fig. 5 stores the intermediate Euclidean distances during the accumulation of the partial distances for $\eta$ words of one prototype. The result of the Euclidean distance between one prototype and one training or test sample is loaded to the middle register when $\eta$ words have been processed. In other words, the “One sample” signal is asserted when the address for the memory, which is used to store one training or test sample, is pointing to the last location that is the $\eta^{th}$ word. At this moment, the output of the multiplexer is “0” for calculating the Euclidean distance of the next prototype. The local minimum Euclidean dis-
tance and its reference address are respectively updated in the bottom registers only when the “One sample” signal is asserted and the current Euclidean distance is less than the previously stored local minimum. The final output result is the address in which the prototype is most similar to the test sample according to the Euclidean distance. Hence, the number of adders \( S_{adder} \), which are used to calculate the Euclidean distance, can be obtained from (8) where the last adder is shown in Fig. 5.

\[
S_{adder} = 2^{N-1} + 2^{N-2} + \ldots + 2^1 + 2^0 + 1 = \theta 
\] (8)

As shown in Fig. 3 and (8), the depth of the pipeline can be calculated. Therefore, both the calculation of the Euclidean distance and the nearest distance searching can be easily controled by a “reset” signal and the addresses of the memory for the prototypes and the test sample rather than by a state machine.

The parallelism \( \rho \) plays an important role in the resource usages, since \( \rho \) determines the number of AUs and the depth of the pipeline. The higher the parallelism is, the more resources for AUs are required. In this work, the coprocessor for the nearest Euclidean distance searching is implemented on an FPGA device which has sufficient resources and low cost.

4. Software-Hardware Cooperation

The K-means algorithm produces multiple prototypes which are the cluster centroids. Although the FPGA device provides us a low cost hardware implementation platform with sufficient resources, updating the centroids which requires not only large adders but also large dividers is still expensive due to the cost-to-performance ratio in a fully-hardware implemented K-means. Therefore, the software implementation in a general-purpose PC for updating the centroids is better than a hardware implementation when K-means is used for machine learning algorithms with high dimensional feature vectors.

The learning system in Fig. 6 is implemented on a GiDEl PROCeIII FPGA board which has an Altera stratiX III E110 FPGA device and provides a PCI-e bus interface. The maximum bandwidth of the PCI-e \( \times 4 \) bus is 2 GB/s which provides us an efficient way for data exchange. The data transferring via the local bus and the PCI-e bus is performed by on-board Direct Memory Access (DMA) controllers to obtain a speed advantage. The software opens a DMA channel and transfers all of the test samples at once. This allows the hardware to search for the nearest distance while the software can perform other tasks. At last, the addresses, in each of which the feature vector is most similar to the corresponding test sample according to the Euclidean distance, are the output from the hardware which is transferred back to the host PC by DMA.

5. Experimental Results

5.1 Handwritten Digit Recognition

Handwritten digit recognition is a widely researched attractive task in the pattern recognition area. Many classification algorithms have been proposed to solve this challenging problem. Solutions based on machine learning such as neural networks, support vector machine and KNN have been employed to recognize the handwritten characters. Constructing a classification system that can recognize any character with high reliability to every application is not possible because handwriting depends on the writer and even the same writer does not always write the same character in an identical way. Handwritten digit recognition has already contributed to the evaluation of classification algorithms. Certainly, a number of related works such as pre-processing and feature extraction have also been accomplished for handwritten digit recognition.

In this paper, we used the well known MNIST database [62], which contains handwritten digit samples normalized and fixed to the same size, to validate the K-means-based prototype learning system. The gradient feature is extracted to represent the digits. For gradient feature extraction, the Sobel operator is used to compute the gradient in \( x \) and \( y \) direction respectively. A number of other feature extraction techniques have also been illustrated in [63]. We apply the gradient feature vector from gray-scale images which has 200-dimensions for 8-directions. In the hardware design, the feature vector is expressed by multiple words in the memory space. Therefore, we defined a 256-dimensional vector \( m = 256 \) where the remaining 56-dimension components are simply filled up by 0. When \( m = 200 \), the part of the reserved memory space on the hardware remains unused. This example also indicates that the developed learning system can be easily ported to solve any problem with a feature vector less or equal to 256 dimensions.

5.2 Accuracy Rate of the K-Means-Based Learning System with Software-Hardware Cooperation

The MNIST database of handwritten digits contains 60000 training samples and 10000 test samples. As described in Sect. 2, the training samples have two class labels \( (l_i^{NN}, l_i^{K\text{-means}}) \) where \( 0 \leq l_i^{NN}, l_i^{K\text{-means}} \leq 9 \) is the label provided by
the MNIST database. The digits are first grouped based on $l^1_{\text{NN}}$. The K-means algorithm is then used to assign the $l_K^{\text{K-means}}$ ($1 \leq l_K^{\text{K-means}} \leq k$) values in the clustering procedure. Consequently, the number of the prototypes is $10 \times k$. At last, only $l^1_{\text{NN}}$ is used in the classification stage by the coprocessor.

Three experiments were carried out to check the performance with different numbers of the training samples. The first experiment was performed with 10000 training samples to produce the prototypes. The accuracy rate was then obtained by classifying 10000 test samples. Subsequently, two groups of the prototypes, which were respectively generated from larger numbers of 30000 and 60000 training samples, were used to estimate the possible accuracy rate improvements. The accuracy rates, using the three different groups of the prototypes to recognize the test samples, are illustrated in Fig. 7. A larger number of the training samples yields as expected a more efficient accuracy rate according to the results in Fig. 7. It implies that our learning system can attain competitive results provided that sufficient training data are available. The number of the prototypes can significantly improve the accuracy rate until it reaches 400. After that, the accuracy rates using the prototypes produced by 60000 and 30000 training samples fluctuate around a certain value when the number of the prototypes is increasing. The most efficient accuracy rate of 97.91% occurs with 930 prototypes.

Many previous learning and recognition methods have been tested with the MNIST training samples and test samples. The accuracy rate of our learning system is compared against KNN with the same feature extraction technique. KNN requires not only high computational costs to choose an optimal $k$ but also a very large number of prototypes (references). The number of required prototypes to achieve the same real accuracy rate for recognizing the test samples in MNIST is reduced with our developed system by a factor of 20 or more as shown in Fig. 8. Although the precision of each dimension in the feature vector was decreased to 16-bit in the hardware implementation, the accuracy rate is reasonable and higher than 97.6% which is obtained by KNN when $k = 3$ in [64]. The classifier of boosted LeNet4 in [64] which combines three neural network classifiers and has therefore extremely high complexity attains the best accuracy rate of 99.3% for the handwritten digits recognition.

It may seem unfair that a learning system using 1-NN in the classification stage is compared against the FPGA implementation of KNN when $k = 20$ in the previous works [11], [24]. The large $k$ in KNN is expected to reduce the influences of noise and improve the accuracy rate. However, the experimental results in Fig. 9 prove that 1-NN is better than 3-NN or 5-NN and therefore the best choice in this work. The results in Fig. 9 are using the prototypes which were produced by clustering 60000 training samples. The accuracy rates using the prototypes generated by clustering 10000 and 30000 samples have the same tendency where $k = 1$ is the better than $k = 3$ or $k = 5$. For this reason, the coprocessor for 1-NN was used both in K-means-based learning and 1-NN-based classification.
5.3 Effects of the Bit Precision

The definition of the bit precision is a fixed point encoding of 16-bit in this work according to a statistical study for the precision requirements in the neural networks hardware [61]. After all, the neural networks hardware is different from the NN-based learning algorithm. The scaling factor is a power of 10 owing to the flexible software pre-processing. The 16-bit precision was obtained by the truncation technique which chops the lowest order bits after 16\textsuperscript{th} bit. The bit precision affects the resource usages of AUs for calculating the Euclidean distance. According to the experimental results in Fig. 10, the accuracy rate has no obvious difference between the 32-bit and 16-bit precision.

5.4 Realization of the K-Means-Based Multi-Prototype Learning System

The software-hardware cooperation was used to implement the K-means-based prototype learning system. The coprocessor was implemented on an Altera Stratix III E110 FPGA device which is a memory- and multiplier-rich device and has 107.5 K logic elements (LEs). The cost of data transferring depends on the transmission rate of the DMA controller and the bandwidth of both the PCI-e bus and the local bus. Meanwhile, the centroids updating is decided by the speed of the CPU in the host PC. The nearest distance searching, which is the critical path in a conventional software implementation, was accelerated by the hardware in this work. When the speed of the nearest distance searching is close to anyone of the other two tasks (data transferring and centroids updating), the implemented parallelism of the hardware processing can be considered as optimal.

According to the bit width of the local bus and the external memory on the PROCeIII board, the word length of each memory block (\(\nu\)-bit) was defined as 128-bit. The write operation to the memory for prototypes is simplest when \(\rho = 128\)-bit. The iteration to find the stabilized prototypes for all class categories by K-means constitutes one learning cycle. The K-means-based multi-prototype learning system was applied to recognize the handwritten digits. In Sect. 5.2, the accuracy rates have been estimated by three different group sizes of the training samples. The reserved FPGA on-chip memory for the prototypes, the cluster centroids in K-means, can store 1024 feature vectors. This means the maximum number of prototypes for each digit becomes 102 (\(k_{\max} = 102\)). In this work, the parallelism (\(\rho\)) plays an important role in improving the speed for 1-NN. A higher parallelism requires certainly more hardware resources and attains higher speed. The comparison of the resource usages between \(\rho = 128 - \text{bit}\) and \(\rho = 512 - \text{bit}\) is illustrated in Table 2 to provide the evidence for judging the optimal parallelism. The data exchange in the K-means based learning between the coprocessor and the host PC is achieved via the on-board local bus and the PCI-e bus. The interface unit for the local bus which is automatically generated by the GiDEL software was implemented on the same FPGA device in addition to the coprocessor. The resource usages of the interface unit is listed in Table 3. The coprocessor with a parallelism of \(\rho = 512 - \text{bit}\) requires almost the same number of resources as the interface unit for the communication with the host PC.

Then the speed comparison of the learning procedure using different numbers of the training samples and different numbers of prototypes for each digit is shown in Table 4. One learning cycle contains the processing of step 1 and step 2 in Sect. 2. The cost of each learning cycle has three components: (a) the data transferring via PCI-e bus and on-board local bus by DMA, (b) the nearest distance searching by the FPGA-implemented coprocessor for 1-NN searching, and (c) updating the cluster centroids by software. The host PC used to update the prototypes is a Phenom II \(\times 4\) 840 3.2 GHz

### Table 2: Comparison of the resource usages of the FPGA-implemented coprocessor for 1-NN.

| Resources | \(\rho = 128 - \text{bit}\) | \(\rho = 512 - \text{bit}\) |
|-----------|-----------------|-----------------|
| LEs       | 3350 (3.9%)     | 11028 (12.9%)  |
| Registers | 3564 (4.2%)     | 8279 (9.7%)    |
| Memory bits | 4,806,672 (58%) | 4,806,672 (58%) |
| AU        |                 |                 |
| Subtractor | 8               | 32              |
| Squerer   | 8               | 32              |
| Adder     | 8               | 32              |
| Storage capability for prototypes | 1024 |                 |
| Dimension of feature vector | 256 |                 |
| Working frequency | 250 MHz |                 |

### Table 3: Resource usages of the interface unit for the data exchange between the FPGA-implemented coprocessor for 1-NN and host PC via on-board local bus and PCI-e.

| Resources | \(\rho = 128 - \text{bit}\) | \(\rho = 512 - \text{bit}\) |
|-----------|-----------------|-----------------|
| LEs       | 10931 (12.8%)   | 10969 (12.9%)   |
| Registers | 13024 (15.3%)   | 13048 (15.3%)   |
| Memory ALUTs | 640 (2%) |                 |
with 4 GB of DDR memory. In order to obtain the converged prototypes, a certain number of the learning cycles is required. The speed of the learning procedure (s/sample) of both the easy case ($k = 10$) and the hard case ($k = 102$) is shown in Table 4. The higher parallelism attains the more efficient learning speed. In the analysis for the accuracy rate, the learning system with software-hardware cooperation for learning can attain competitive results provided that sufficient training data are available and that there is sufficient computing capability to process them.

### 5.5 Comparison of the Nearest Distance Searching Speed

A fair comparison of learning algorithms is very difficult because the used feature vector plays an important role in the classification as well. In order to avoid the effects of the size of the feature vector, the speed was normalized to how many bits can be proceed per second. Besides the speed of each calculation, the parallelism is also important because higher parallelism can attain a more efficient searching speed, which determines the usage of hardware resources and the throughput. The process technology for the gate length of each transistor affects the operating frequency as well. The hardware resource of FPGAs is usually expressed by the number of logic elements, which are the basic hardware units of an FPGA. The size and complexity of a logic element vary from manufacturer to manufacturer. Particularly, the gate count is an ASIC metric while logic cell count is an FPGA metric. Either metric for hardware-complexity comparison is meaningful only in its own world. Therefore, it is difficult to compare the complexity of those two classes of hardware implementations.

The differences among the previous works and our work are illustrated in Table 5. The process technology also plays a significant role for the speed because smaller transistors switch faster. The shrinking effect of transistors can be estimated by the ideas of scaling [58]–[60]. A larger transistor is scaled down by a factor $\alpha$ to attain the corresponding behavior of a smaller transistor. The scaling factor can be coarsely estimated from the ratio of the gate length.

For example the scaling factor $\alpha$ is 0.72 when the previous FPGA implementation with 90 nm technology in [24] is scaled down to produce similar hardware performance as the FPGA with 65 nm technology in this work. With the scaling factor $\alpha$ for the gate length, the scaling factor for the speed becomes $1/\alpha$. At last, the normalized recognition speed ($\text{bit}/s$) in Fig. 11 also considers this scaling factor. However, the ASIC implementation for the nearest Euclidean distance searching [57] is difficult to be scaled down since an analog circuit is used, which expresses the distance by a voltage difference. The paper [57] indicates that the voltage has to be large enough to guarantee the requested search reliability, so that scaling is not appropriate.

The recognition speed ($\text{bit}/s$) of this work outperforms the normalized speed of the software, GPU, previous FPGA, and even the ASIC implementations as illustrated in Fig. 11. Each dimension of the feature vector is considered as $32$-bit in the CPU and GPU implementation. To attain the best accuracy rate in [11], [24], $k$ is equal to 20, which requires high computational costs. Except for the circuit area and power consumptions, the FPGA-implemented coprocessor for 1-NN used in both the learning and recognition outperforms even the mixed digital-analog circuit [57] in the cost, applicability, speed, and reliability.

We also compare our FPGA-implemented coprocessor for 1-NN searching to advanced nearest neighbor search-

### Table 4 Execution time of one learning cycle for different levels of parallelism.

| $k$ | $\rho = 128$-bit | $\rho = 512$-bit |
|-----|------------------|------------------|
|     | $N = 10000$ | $N = 30000$ | $N = 60000$ | $N = 10000$ | $N = 30000$ | $N = 60000$ |
| 10  | 2.1  | 2.2  | 2.2  | 2.1  | 2.1  | 2.1  |
| 102 | 2.1  | 2.1  | 2.1  | 2.1  | 2.1  | 2.1  |

### Table 5 Differences in parallelism, process technology, and hardware-resource utilization among the previous works and this work.

|                     | GPU [11] | FPGA [24] | ASIC [57] | This work |
|---------------------|----------|-----------|-----------|-----------|
| Distance metric     |          |          |           |           |
| Throughput          | 96       | 128       | 1024      | 32        |
| $k$                 | 20       | 20        | 1         | 1         |
| Hardware platform   | GeForce 8800 GTX | Virtex-II Pro | n/a       | Stratix-III E110 |
| Process technology  | 90 nm    | 90 nm     | 350 nm    | 65 nm     |
| Hardware resource   | 175 M gates | 22 K logic cells | 46.5 K gates | 11 K logic cells |
ing techniques such as the KD-tree and the hash table approach. In the case of a hash table, one of the most popular approximate nearest neighbor algorithms is the Exact Euclidean Locality-Sensitive Hashing (E2LSH) which is an algorithm for solving both exact and approximate nearest neighbor searches in high dimensional spaces. As shown in Fig. 12, the hardware implementation outperforms even this sophisticated approach of software implementation on a PC with a 3.2 GHz CPU and 4 GB of DDR memory. The success probability of E2LSH for the approximate nearest neighbor searching was specified by 90%. We increased the number of references, each of which has 256 dimensions, to estimate the search time. The search time curve in Fig. 12 shows that our hardware implementation with low cost is about 100 times faster than the KD-tree, and still 10 times faster than as software approach with E2LSH for approximate nearest neighbor search.

6. Conclusion

As an alternative to the hardware implementations of neural networks, support vector machines, K-means, or KNN, the K-means-based multi-prototype learning system with software-hardware cooperation is proposed in this work. The FPGA-implemented coprocessor for 1-NN solves the computational burden in both K-means-based learning and 1-NN-based classification. The learning system is benchmarked against the previous works on handwritten digit recognition. The experimental results demonstrate that the recognition speed is remarkably faster than the software, GPU, previous FPGA, and even analog circuit implementations owing to the highly parallel and pipelined architecture. The accuracy rate for handwritten digit recognition of the MNIST database is better than KNN although the precision of feature-vector component representation was decreased to 16-bit in the hardware implementation. It is worthwhile to point out that the handwritten digit recognition is used to demonstrate the efficiency of our learning system, which has high flexibility to be adapted to other applications with feature vector less or equal to 256 dimensions.
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