Weak gravitational lensing, the deflection of light by mass, is one of the best tools to constrain the growth of cosmic structure with time and reveal the nature of dark energy. I discuss the sources of systematic uncertainty in weak lensing measurements and their theoretical interpretation, including our current understanding and other options for future improvement. These include long-standing concerns such as the estimation of coherent shears from galaxy images or redshift distributions of galaxies selected based on photometric redshifts, along with systematic uncertainties that have received less attention to date because they are subdominant contributors to the error budget in current surveys. I also discuss methods for automated systematics detection using survey data of the 2020s. The goal of this review is to describe the current state of the field and what must be done so that if weak lensing measurements lead toward surprising conclusions about key questions such as the nature of dark energy, those conclusions will be credible.
1. INTRODUCTION

Gravitational lensing is the deflection of light rays from distant objects by the matter – including dark matter – along their path to us. In the limit that the deflections cause small modifications of the object properties (position, size, brightness, and shape) but not visually striking phenomena such as multiple images or arcs, lensing is referred to as “weak lensing” (for recent reviews, see Kilbinger 2015; Dodelson 2017). Since light from distant sources that are near each other on the sky must pass by nearby structures in the cosmic web (see Figure 1), their shapes are correlated by lensing. This correlation drops with separation on the sky; its amplitude and scale-dependence can be used to infer the underlying statistical distribution of matter and hence the growth of cosmic structure with time. This in turn allows us to infer the properties of dark energy (for early work along these lines, see Hu 2002; Huterer 2002), because the accelerated expansion of the Universe that it causes suppresses the clustering of matter driven by gravity.

The recognition that weak lensing provides the power to constrain the cause of the accelerated expansion rate of the Universe has driven the development of ever-larger weak lensing surveys; see e.g., the Dark Energy Task Force report (Albrecht et al. 2006) and 2010 decadal survey (Decadal Survey Committee 2010). However, weak lensing can also be used to study the galaxy-dark matter halo connection (e.g., Coupon et al. 2015; Hudson et al. 2015; van Uitert et al. 2015) and constrain neutrino masses (e.g., Abazajian & Dodelson 2003; Abazajian et al. 2011; DES Collaboration et al. 2017).

The correlation function of galaxy shapes (shear-shear correlations) is often referred to as ‘cosmic shear’. Making these measurements requires (1) the analysis of images to
infer the weak lensing distortions (‘shear’), where deviations from purely random galaxy orientations are assumed to arise due to lensing; (2) estimates of distances to the galaxies involved, in order to interpret the shape distortions in terms of cosmological parameters; and (3) a host of supporting data e.g. to confirm the calibration of the redshift estimates and inferred shear. Interpreting them requires the ability to make predictions about the growth of cosmic structure at late times, well into the nonlinear regime.

Weak lensing can be described as a linear transformation between unlensed \((x_u, y_u)\) and lensed coordinates \((x_l, y_l)\), where the origins of the coordinate systems are at the unlensed and lensed positions of the galaxy:

\[
\begin{pmatrix}
x_u \\
y_u
\end{pmatrix} = \begin{pmatrix} 1 - \gamma_1 - \kappa & -\gamma_2 \\ -\gamma_2 & 1 + \gamma_1 - \kappa \end{pmatrix} \begin{pmatrix} x_l \\
y_l \end{pmatrix}.
\]  

There are two components of the complex-valued lensing shear \(\gamma = \gamma_1 + i\gamma_2\), which describes the stretching of galaxy images due to lensing, and the convergence \(\kappa\), which describes a change in size and brightness of lensed objects. The shear has elliptical symmetry, and hence transforms like a spin-2 quantity. Since we do not know the unlensed distribution of galaxy sizes very precisely, it is common to write this as

\[
\begin{pmatrix}
x_u \\
y_u
\end{pmatrix} = (1 - \kappa) \begin{pmatrix} 1 - g_1 & -g_2 \\ -g_2 & 1 + g_1 \end{pmatrix} \begin{pmatrix} x_l \\
y_l \end{pmatrix},
\]

in terms of the reduced shear, \(g_i = \gamma_i/(1 - \kappa)\).

Since the lensing shear causes a change the observed galaxy ellipticities, inference of the shear typically depends on measurements of the second moments of galaxies:

\[
Q_{ij} = \frac{\int d^2x I(x)W(x) x_i x_j}{\int d^2x I(x)W(x)},
\]  

Figure 1: The left panel (from LSST Science Collaboration et al. 2009, used with permission from image creator, Tony Tyson) illustrates the basic lensing shear distortion caused by weak gravitational lensing, for a single lens and source. The right panel (image credit: Canada-France Hawaii Telescope) shows the coherent patterns induced in source shapes (blue ellipses) due to large-scale structure; the color scale indicates the density in the simulation.
where $x_1$ and $x_2$ correspond to the $x$ and $y$ directions, $I(x)$ denotes the galaxy image light profile, and $W(x)$ is a weighting function. One common definition of ellipticity relates to the moments as
\[
e = e_1 + ie_2 = \frac{Q_{11} - Q_{22} + 2iQ_{12}}{Q_{11} + Q_{22}}.
\] (4)

Another definition of ellipticity replaces the denominator in Eq. 4 with $Q_{11} + Q_{22} + 2[\det(Q)]^{1/2}$. Both ellipticity definitions have a well-defined response to a lensing shear, and hence can be averaged across ensembles of galaxies. A variety of methods exist for estimating these ellipticities while removing the effect of the point-spread function (PSF) from the atmosphere and telescope.

The convergence can be thought of as the projected matter overdensity, defined for a given point on the sky $\theta$ as
\[
\kappa(\theta) = \frac{3H_0^2\Omega_m}{2c^2} \int_0^\chi \frac{d\chi \chi q(\chi)}{a(\chi)} \delta(\chi\theta, \chi)
\] (5)
in a flat Universe. Here $H_0$ is the current Hubble parameter, $\Omega_m$ is the current matter density in units of the critical density, $a$ is the scale factor, $\delta$ is the matter overdensity, $\chi$ is the comoving distance, and the lens efficiency $q$ is defined as
\[
q(\chi) = \int_{\chi'}^\infty d\chi' n(\chi') \frac{\chi' - \chi}{\chi'}
\] (6)
in terms of the source distribution $n(\chi')$. The line-of-sight projection in the expression for $\kappa$ indicates why the most interesting weak lensing measurements involve binning by source redshift (“tomography”): instead of averaging over all line-of-sight structure, using a set of distinct redshift bins enables measurement of how cosmic structure has grown with time.

From the initial detections of cosmic shear (Bacon, Refregier & Ellis 2000, Van Waerbeke et al. 2000, Wittman et al. 2000, Rhodes, Refregier & Groth 2001) to recent measurements (e.g., Becker et al. 2016, Jee et al. 2016, Hildebrandt et al. 2017, Troxel et al. 2017), there has been substantial evolution of methodology to ensure that either observational or astrophysical systematic errors do not dominate the measurements. Currently, three weak lensing surveys are ongoing: the Kilo-Degree Survey (KiDS; de Jong et al. 2013), the Dark Energy Survey (DES; Dark Energy Survey Collaboration et al. 2016), and the Hyper Suprime-Cam survey (HSC; Aihara et al. 2017). In the 2020s, several “Stage-IV” (Albrecht et al. 2006) surveys will further increase the precision of these measurements: Euclid (Laureijs et al. 2011), LSST (LSST Science Collaboration et al. 2009), and WFIRST (Spergel et al. 2015).

The focus of this review is on weak lensing method development and systematics mitigation in preparation for the surveys that will happen in the 2020s, which will have such small statistical errors that serious discrimination among dark energy models will be possible, the era of “precision cosmology” (Figure 2, left panel). Since the weak lensing shear is so small compared to the intrinsic, randomly-oriented galaxy ellipticities (often called “shape noise”), averaging over very large ensembles of galaxies is the key to achieving small statistical errors. Indeed, this shape noise dominates over the impact of pixel noise in galaxy shape estimation for nearly all galaxies above detection significance of $\sim 5$. Hence weak lensing measurements generally use galaxies that are as faint and small as possible, down to the limit imposed by the need to control systematic uncertainties. I describe the obstacles in the path towards a statistical error-dominated analysis, status of existing analysis methods, and areas where more work is needed. How do we do weak lensing correctly...
Figure 2: **Left:** Forecast of dark energy constraining power in Stage-IV space-based surveys of the 2020s, normalized with respect to the Stage-II surveys that existed in ~2005 (from Albrecht et al. 2006). The increase in this figure-of-merit is based on the ability to constrain the equation of state of dark energy, including its time evolution, for baryon acoustic oscillations (BAO), galaxy clusters (CL), Type Ia supernovae (SN), weak lensing (WL), and two probe combinations. While the exact details for actual Stage IV surveys will depend on the survey design, this figure nonetheless demonstrates the basic principle that has driven much of the excitement about weak lensing in the cosmological community. **Right:** Basic outline of the weak lensing analysis process, where the blue and dark purple respectively indicate the parts of the analysis covered in Sections 2 and 3 of this review.

when we need to trust it for potentially novel results, such as unusual findings about dark energy? The goal of the review is to explain the technical state of the art and challenges moving forward towards this goal.

This review will cover both observational and theoretical systematics in weak lensing two-point correlations, both shear-shear (cosmic shear) and shear-galaxy (“galaxy-galaxy lensing”). The canonical cosmological weak lensing analysis from Stage IV surveys will include joint analysis of shear-shear, shear-galaxy, and galaxy-galaxy correlations; however, I refer the reader to other works for thorough discussion of systematics in galaxy-galaxy correlations (e.g., Morrison & Hildebrandt 2015). Throughout this work, I refer to two-point correlations generically; in practice, they may be estimated in configuration space (“correlation functions”) or Fourier space (“power spectra”). The review will cover the entire path from raw images to science; see analysis flowchart in the right panel of Figure 2. It will focus on cosmological distance scales, and will not cover the possibility of using small-scale lensing and clustering (e.g., More et al. 2015), which brings in a host of additional theoretical and observational issues, or cluster number counts (e.g., Hoekstra et al. 2015).

To enable thorough discussion of the above topics, several other approaches to weak lensing analysis will be neglected. These include shear beyond two-point correlations; flexion; lensing magnification; lensing cosmography (constraints on distance ratios rather than structure growth); and weak lensing outside of the optical or NIR wavelength range, such as radio lensing. Lensing of the Cosmic Microwave Background (CMB; e.g., Planck Collaboration et al. 2014) will be discussed as a consistency check on optical lensing, without coverage of its systematic uncertainties.

The structure of this review is as follows. I divide the weak lensing analysis process into two major steps: from images to catalogs with measured object properties (Section 2), and from catalogs to cosmological parameters (Section 3). The additional step of detecting
2. FROM IMAGES TO CATALOGS

The full weak lensing analysis process goes all the way from the raw pixel data to cosmological parameter constraints. While somewhat artificial, it is common to separately consider the analysis steps from images to catalogs, followed by catalogs to science. This division partly reflects where certain systematics can be mitigated. Systematics related to the measurement process have a first-pass correction during the “images to catalogs” pipeline, and any mitigation for insufficiency of those corrections occurs in the “catalogs to science” pipeline. Theoretical systematics, i.e., those related to our insufficient knowledge of astrophysics, can only be mitigated in that second step. Hence we can think of the “images to catalogs” pipeline as the place where the weak lensing community attempts to estimate the properties of astronomical objects as accurately as possible, and the “catalogs to science” pipeline as the place where all residual systematics must get mitigated.

This section focuses on the first part of that pipeline. The basic challenge of inferring the lensing shear from galaxy images is illustrated in Figure 3. I will describe the nature of the challenges that arise at each step, the state of the art, and directions for future work.

2.1. PSF modeling

In this review, I consider the atmospheric PSF, optical PSF, pixel response, and charge diffusion together as the effective PSF. In other words, the model is that the pixel response (ideally a top-hat function, though reality can be more complex, resulting in higher-order corrections) is convolved with the other PSF components, and then the image is sampled at pixel centers.\(^1\)

\(^1\)This model is violated if the pixels do not form a regular grid; current estimates suggest that the impact of deviations from a regular grid in real sensors are sufficiently small to ignore even for...
Inferring coherent weak lensing distortions requires correction for the effect of the PSF, which if insufficiently corrected (a) dilutes the shear estimates, causing a multiplicative bias that is worse for small galaxies, and (b) imprints coherent additive corrections to the galaxy ellipticity values, due to the PSF anisotropies. Methods for removing the impact of the PSF from shear estimates all come with the assumption that the PSF is known. Hence, modeling the PSF correctly is an important challenge for weak lensing; errors in PSF model size and shape result in multiplicative and additive shear biases, respectively. The exact impact on the ensemble weak lensing shear observables depends not just on mean PSF size or shape errors, but rather their spatial correlations, and the distribution of galaxy properties. The formalism for understanding these effects either through simulations or through a moments-based formalism for propagating PSF modeling errors into shear biases was developed over the past decade (Hoekstra 2004; Hirata et al. 2004; Jain, Jarvis & Bernstein 2006; Paulin-Henriksson et al. 2008; Rowe 2010). While accurate determination of the PSF model is critical for weak lensing cosmology, it is fortunately a systematic uncertainty that comes with null tests that can be used to empirically identify problems, drive algorithmic development, and derive bias corrections.

In principle, the PSF modeling process may be thought of as having two components (see Figure 4). The first is using bright star images to model the PSF. The second is interpolating to other positions so the PSF model can be used to measure galaxy photometry and shapes (for discussion of several PSF interpolation methods, see e.g. Bergé et al. 2012; Gentile, Courbin & Meylan 2013; Kitching et al. 2013; Lu et al. 2017). Challenges in PSF modeling...
Figure 5: The color scale shows the PSF model radial ellipticity residual ($\Delta e_+$) averaged over many HSC survey exposures. Here ‘radial’ refers to the ellipticity component defined with respect to the focal plane center. The rings of nonzero values indicate a coherent misestimation of the radial ellipticity of the PSF near the focal plane edge. Figure provided by Bob Armstrong, based on figures and data from Bosch et al. 2017.

and interpolation differ for ground- and space-based imaging. The optical PSF can be thought of as varying slowly over the field-of-view and exhibiting a limited set of predictable patterns, which is one of the appeals of space-based weak lensing measurements. In contrast, the atmospheric PSF exhibits stochastic behavior (for which the power spectrum can be measured, and each exposure is a different realization of that power spectrum).

Some PSF modeling and interpolation methods are purely empirical. These involve choosing a set of basis functions to describe the bright star images, and some functions for interpolating between those images within a single CCD chip (e.g., regular or Chebyshev polynomials, though more sophisticated options exist). The PSF tends to exhibit discontinuities at chip boundaries due to slight inconsistencies in chip heights, which makes modeling purely within chips a common process. An example of an empirical PSF modeling algorithm is PSFEx (Bertin 2011), which was used for both DES and HSC. Figure 5 shows a typical failure mode for empirical approaches: failure to properly describe PSF variations in parts of the focal plane with the adopted interpolation functions.

One method that has the potential to address both the PSF modeling and interpolation problems is Principal Component Analysis, or PCA (Lee et al. 2007; Schrabback et al. 2010). The PCA method considers all of the survey data, and identifies the most important patterns in PSF model variation across that data. PCA analysis can be done at the level of PSF images or any compact representation of the PSF, such as its second moments. Due to its use of all survey data, with stars in different exposures sampling different locations in the focal plane, the method can determine PSF model variation as a function of focal plane position at higher spatial frequency than is possible using only the stars observed on
a single exposure. Naively, this is a more promising method for space-based data (which only has an optical PSF determined by a relatively limited set of physical parameters).

Another approach to PSF modeling is a physics-based forward-modeling approach. One past example of this (for the Hubble Space Telescope, or HST) is ray-tracing through a physical model of the telescope optics using Tiny Tim\(^2\). This was used by the COSMOS team (e.g., Leauthaud et al. 2007) for several of its analyses. The idea is to forward-simulate the PSF as a function of position in the focal plane in each band given a limited set of physical parameters such as variation in focus position, then match the stars in each exposure against those models to identify the best model for each exposure. The PSF model interpolation then uses the finely-spaced grid of models rather than the more widely-spaced stars. The most obvious failure mode for forward-modeling of the PSF is if some relevant physics determining the PSF is not included in the model (for an example of this in practice, see Sirianni et al. 1998).

While physical modeling seems most appropriate for space-based PSF modeling and interpolation, in principle one approach for LSST is a combination of an optical model (perhaps with additional empirical constraints from wavefront data, e.g., Roodman, Reil & Davis 2014 and Xin et al. 2016) and a stochastic atmospheric PSF model using, for example, Gaussian processes or a maximum entropy algorithm (Chang et al. 2012). Empirical modeling of the optical PSF using wavefront measurements from out-of-focus exposures at least partially mitigates the concern about missing physics in the pure forward-modeling approach. One important advantage of combined optical plus atmospheric PSF modeling is that the optical component can potentially include the chip discontinuities, enabling the atmospheric model to use the entire focal plane rather than modeling each chip separately.

Recently, work on PSF modeling systematics has gone beyond second moments-based size and shape estimates. Getting higher order moments of the PSF model wrong may be problematic; such errors can be identified most easily by comparing stacked star images and PSF models to identify differences that are not easily described using the second moments. Quantifying their impact on weak lensing is most easily done with simulations; no simple analytic formalism has been worked out in this case. Also, failure of the PSF and galaxy profiles to be well-approximated by a Gaussian (e.g., like space-based PSFs, since the Airy function has a formally infinite variance) causes the simple analytic formalism for second moments to fail, rendering simulations necessary.

Another effect that has gotten more attention in recent years is the chromatic PSF. Both the atmospheric and optical PSFs depend on wavelength; even the sensor contribution to the PSF can exhibit slight wavelength dependence as well (Meyers & Burchat 2015a). Within a single broad photometric band, the effective PSF for any given object must depend on its spectral energy distribution (SED). Since stars and galaxies tend to have different SEDs, they will have different effective PSFs, which is a problem when using star images to infer the PSF for galaxies. Even worse, galaxy color gradients cause a violation of the assumption that there is a single well-defined PSF for the galaxy. Substantial work has been done on the chromatic PSF effect on weak lensing measurements (Cypriano et al. 2010; Plazas & Bernstein 2012; Voigt et al. 2012; Meyers & Burchat 2015b; Er et al. 2017). While the magnitude of the effect tends to be larger for space-based PSFs, for which the relevant physics scales like \( \lambda \) rather than \( \sim \lambda^{-1/5} \) for atmospheric PSFs, the actual importance of the effect for science depends on the requirements on how well PSF size is known. These

\[^2\text{http://www.stsci.edu/software/tinytim/}\]
requirements may be stricter for ground-based surveys given their larger PSF size. Broader bands, such as those planned for the Euclid survey, are more problematic in this regard. The above references include work on mitigation schemes that approach the level of systematics control needed for future surveys.

As mentioned above, there are well-defined null tests that can directly reveal PSF modeling errors, unlike some of the other systematic uncertainties described in this review. These null tests typically involve sets of stars (high-significance detections) that were not used for PSF modeling. A comparison of their sizes and shapes based on second moments with the PSF model sizes and shapes at the positions of those stars can be quite revealing. While the most obvious thing to do is make a histogram of those differences and look for systematic biases, the spatial correlation function of these errors determines how weak lensing observables will be biased due to PSF modeling errors. For PSF shape errors, there are five relevant correlation functions (called \( \rho \) statistics), two introduced by Rowe (2010) and three by Jarvis et al. (2016); these include factors of the PSF shape residuals, the PSF shape itself, and the PSF size residuals, and directly correspond to additive terms in the shear-shear correlation function generated by PSF modeling errors. For examples of their use in real survey data, see Jarvis et al. (2016); Mandelbaum et al. (2017b).

An additional diagnostic is to compare the distribution of PSF shape and size errors for the non-PSF star sample with the distribution for those stars used to estimate the PSF. If the two samples have the same detection significance, then the widths of the distributions can reveal whether there are overall PSF modeling issues (similar breadth of the distributions) or whether there may be issues with overfitting or interpolation (broader distribution for non-PSF stars). Comparison of the \( \rho \) statistics computed with PSF and non-PSF stars can also be revealing. Finally, stacking the PSF size or shape residuals in the focal plane coordinate system, across multiple exposures, can reveal systematic failure to model recurring optical features in the PSF; see Figure 5 for an example.

Aside from the obvious approach of developing more sophisticated PSF modeling algorithms, survey strategy may mitigate the impact of single-exposure PSF modeling errors on the final multi-exposure shear estimate. For example, consider the not atypical case that PSF modeling errors systematically correlate with distance from the center of the focal plane (e.g., Figure 5). If all exposures in that region have very small dithers, then each galaxy will be observed at nearly the same focal plane position in all exposures, and their PSF modeling errors will be coherent. If there is substantial dithering compared to the size of the focal plane, then the galaxy will be observed at many different focal plane positions, and the systematics due to PSF modeling errors will average down. Depending on the coherent structure of PSF modeling errors, rotational dithering may also be beneficial. Using survey strategy to reduce systematics in large-scale structure statistics was considered by Awan et al. (2016) for LSST, where hundreds of exposures make this approach to systematics mitigation possible (LSST Science Collaboration et al. 2017), but a similar study in the weak lensing context has not yet been performed.

### 2.2. Detector systematics

For the purpose of weak lensing, detector non-idealities can cause two problematic types of systematics that cannot be treated as a simple convolution (and hence as part of the PSF). First, there are flux-dependent effects that predominantly affect bright objects, such as nonlinearity or the brighter-fatter effect discussed below. Since weak lensing measure-
ments are dominated by faint galaxies, but the PSF for those faint galaxies is estimated via interpolation between the PSF modeled from bright stars, detector non-idealities affecting bright objects result in the wrong PSF being used when estimating shear from the faint galaxies. The second type of detector non-idealities affect all objects, due to defects that correlate with position or galaxy orientation on the detector. They can induce spurious coherent shear signals or photometry errors, and/or cause selection biases due to coherent masking patterns. While correction for some detector non-idealities such as nonlinear response has long been taken for granted as happening before the stage that weak lensers care about, the field’s approach to detector systematics has otherwise been varied.

For example, the detectors on the HST are known to suffer from charge transfer inefficiency (CTI) due to radiation damage. CTI imparts a preferential direction in the images, which is a problem for weak lensing measurements, the goal of which is to identify coherent smearing in galaxy shapes. A physically-motivated pixel-level correction scheme was pioneered primarily by and for weak lensers, resulting in a 97% correction for this effect (Massey et al. 2010; Rhodes et al. 2010).

In the past few years, there have been many more studies on the detailed impact of detector non-idealities on weak lensing. One example is the so-called “brighter-fatter” effect (Antilogus et al. 2014; Guyonnet et al. 2015), wherein brighter objects spuriously appear slightly broader than fainter ones due to the electric field sourced by charges accumulated within a pixel deflecting later light-induced charges away from that pixel. Conceptually, one can think of this effect as a dynamic change in pixel boundaries. While early work proposed methods for estimating the effect using flat fields, later work has focused on detailed simulation and measurement methods (e.g., Lage, Bradshaw & Tyson 2017). This effect is quite problematic for weak lensing because the if left uncorrected, the PSF inferred from bright stars is not the relevant one to use when removing the impact of the PSF on the faint galaxies that dominate weak lensing measurements. Fortunately, empirical tests of PSF model fidelity can be carried out as a function of magnitude to confirm that the brighter-fatter effect has been corrected at the necessary level. These were used in the HSC survey to identify the impact of the brighter-fatter effect, and show that the corrections were sufficient for weak lensing science in HSC (Mandelbaum et al. 2017b).

The conceptual framework mentioned above, wherein some detector non-idealities are thought of as dynamically adjusting pixel boundaries and therefore pixel sizes (resulting in astrometric and photometric errors), applies to several other detector effects. For example, the concentric rings known as “tree rings” and bright stripes near detector edges known as “edge distortions” in DES can be modeled this way. Plazas, Bernstein & Sheldon (2014) proposed that the templates for these effects derived using flat-field images can be used in the derivation of photometric and astrometric solutions. In other words, the WCS (world coordinate system) that maps from image to world coordinates can include these (admittedly rather complex) effects. Rasmussen et al. 2014; Baumer, Davis & Roodman 2017; Bernstein et al. 2017a. Note that modeling the effect as part of the WCS is a distinct solution from pixel-level correction, such as was used for CTI; the WCS-based correction kicks in when measuring positions, photometric quantities, and galaxy shapes from the images. It is a valid approach in the limit that the detector effect can be described with a WCS that varies slowly compared to the size of a pixel, though since it is common practice to take the

---

3Technically, without correction for the brighter-fatter effect, the PSF estimated from the bright stars is not even the right PSF to use for the bright galaxies.
local affine approximation of the WCS when measuring individual objects, that imposes a more stringent constraint that the WCS can be considered locally affine over the scale of individual objects.

The details of detector non-idealities depend on the detectors used for each survey (though common mitigation schemes can be used for conceptually similar systematics in multiple surveys). The general framework for how detector effects impact weak lensing developed in Massey et al. (2013) for Euclid would be relevant for other surveys, with the exact effects to be considered varying. A new complication is the fact that WFIRST will use near-infrared (NIR) detectors, which operate differently from CCDs. CMOS devices have 1 readout path per pixel, whereas CCDs have 1 readout path per channel; calibrating all pixels to within requirements, including the effect of cross-talk, is more challenging for CMOS devices. The use of different types of detectors necessitates studies of the impact of various NIR detector effects, some of which are present in CCDs (e.g., nonlinearity and brighter-fatter: Plazas et al. 2016, 2017), and others that are not, such as interpixel capacitance (IPC: Kannawadi et al. 2016), persistence, and correlated read noise. Further work on characterizing the impact of NIR detector systematics for weak lensing is underway, with an eye towards placing requirements on hardware and survey strategy to ensure that residual systematics can be mitigated at the level needed for weak lensing with WFIRST.

A range of correction schemes have been discussed for various detector effects, including pixel-level correction, including them in the WCS, and applying catalog- or higher-level mitigation schemes such as template marginalization. Understanding the spatial- and time-dependence of detector effects is also quite important, and can be a challenge especially for CMOS detectors. In principle there may also be the option of indirect mitigation through survey strategy for effects that correlate with location on the focal plane (e.g., following the approach of Awan et al. 2016). Additional work is needed to quantify the impact of various low-level detector systematics for upcoming surveys, including lab measurements and simulations of their impact on weak lensing. Detectors are sufficiently complex, and requirements on systematics sufficiently strict for upcoming surveys, that analysis of realistic lab data is a necessity to avoid unpleasant surprises during commissioning – with ongoing efforts in both WFIRST and LSST (e.g., Seshadri et al. 2013, Tyson et al. 2014).

2.3. Detection and deblending

Traditionally, object detection is carried out by detecting peaks above some detection threshold. For weak lensing, additional cuts are typically placed to identify objects that can be well-measured; these cuts can be a source of “selection bias” (see Section 2.5).

“Deblending”, the process of removing the influence of light from other objects above that same detection threshold, requires the identification of detections that have multiple peaks. This naturally leads to two regimes: recognized blending, wherein the multiple peaks are recognizable, and unrecognized blending, wherein the deblending algorithm is not triggered because multiple peaks are not identified within the detection (see Figure 6). The same system could switch between these categories depending on the PSF size. In the case of mild blending, one can ask whether the deblending algorithm results in unbiased measurements of object properties, or whether there are coherent systematics requiring mitigation and/or removal of mildly blended objects. For unrecognized blends, the only possibility is

---

4Terminology for these varies; e.g., they are called “ambiguous” blends in Dawson et al. (2016).
Figure 6: An illustration of the issues with unrecognized blends (© AAS. Reproduced with permission, from Dawson et al. 2016). Each pair of images shows a ground-based (left) and space-based (right) image of the same system, with the shapes of the galaxy detection in the ground-based and space-based images shown as red and green ellipses.

For weak lensing, the primary concerns are the impact of blending on shear and photometric redshifts. If we consider unrecognized blends, then two objects at the same redshift should have the same shear, and therefore it should be possible to properly calibrate shear estimates for the combined (non-deblended) object. However, for photometric redshifts of unrecognized blends at the same redshift, the situation is only simple if the two objects have the same spectral energy distribution (SED). If they do not, then the composite object will correspond to some possibly strange SED, which may not give a correct photo-z. If the objects are at different redshifts, it is unclear how the shear estimate should be interpreted (though the case of large flux ratios or small redshift differences is simpler than the completely general case). The photometric redshift estimation is also complexified by the superposition of SEDs at different redshifts, even for reasonably large flux ratios. Unfortunately, the majority of unrecognized blends will be at different redshifts (Kirkby et al. in prep.), except perhaps in the centers of galaxy clusters.

The weak lensing community has recently come to confront the issue of blends more directly; this area requires more work, both on the deblending algorithms and the post-deblender systematics quantification and mitigation. In the past, it was common practice to
eliminate galaxies recognized as having nearby neighbors; e.g., this was done in CFHTLenS\textsuperscript{5} (Miller et al. 2013). That approach does not help with unrecognized blends, and can give a few-percent scale-dependent bias in shear-shear correlations due to the fact that close pairs are more prevalent in high-density regions (Hartlap et al. 2011) unless a weighting scheme is used to mitigate that effect. The early Dark Energy Survey Science Verification results imposed cuts on recognized blends (Jarvis et al. 2016) and ignored the issue of unrecognized blends (while leaving a 5% uncertainty on the multiplicative bias to cover this or other uncorrected issues). Their Year 1 (Y1) results included a more sophisticated multi-object fitting strategy, with a careful study of the impact of blending using simulations (Samuroff et al. 2017). In the HSC survey, which is deeper, Bosch et al. (2017) notes that 58% of the objects detected in the HSC Wide survey are recognized blends. As a result, rejecting blended objects is not a viable strategy, and estimation and removal of blend-related systematics is necessary from the outset\textsuperscript{6}. This was done using simulations that included a realistic level of nearby structure around galaxies (Mandelbaum et al. 2017a).

For future surveys such as LSST, removing blended objects will not be a viable strategy due to both their prevalence and the fact that a truly non-negligible fraction of them are unrecognized. Dawson et al. (2016) quantified the unrecognized blend population as exceeding 10% for a survey like LSST, and investigated differences in its intrinsic ellipticity distribution, which is relevant for weak lensing cosmology. Chang et al. (2013) included blending when quantifying the expected galaxy source number density and redshift distribution from LSST, and estimated the impact of rejecting those blend systems recognized as seriously blended. They note that the need to reject these objects depends on our ability to quantify and remove blending systematics (and that the threshold for “seriously” blended depends on the deblending and measurement algorithms).

The combination of space-based imaging from Euclid and/or WFIRST with LSST ground-based images has the potential to benefit LSST on this issue (e.g., Jain et al. 2015 and Rhodes et al. in prep.). One could imagine a separate round of joint pixel-level analysis resulting in forced deblending for LSST based on higher-resolution space-based imaging. In the area of overlap between those surveys, the space-based data can substantially aid in deblending mildly blended cases and in detecting a larger number of otherwise unrecognized blends. It can also be used to learn about the impact of blending for LSST alone, and develop systematic error budgets for the entire LSST survey region.

More work is clearly needed to develop a framework for quantifying systematics in shear inference and photometric redshifts due to both recognized and unrecognized blends for both ground- and space-based surveys. The impact of blending on photometric redshift estimation and inference of the correct redshift distribution for photometric redshift-selected samples is particularly tricky, since the spectroscopic redshift selection and failure rate for samples used for training and calibrating photometric redshifts may result in them having different unrecognized blend rates than the general galaxy population. Both improved deblenders and systematics mitigation schemes would be beneficial. For all surveys, algorithms that include color and other information in new ways will likely be explored in

\textsuperscript{5}More specifically, galaxies with overlapping isophotes were rejected, while those that did not overlap very strongly and for which one galaxy could be masked without too much influence on the fit results for the other galaxy were retained.

\textsuperscript{6}A cut on the “blendedness” parameter in Mandelbaum et al. (2017b) removes a very small fraction of objects, of order 1%, that were dominated by spurious detections near very bright objects. It does not affect the much larger fraction of genuinely blended real galaxy detections.
the coming years (e.g., Joseph, Courbin & Starck 2016); another example is the secondary
deblender used in crowded cluster regions for DES (Zhang et al. 2015). Unfortunately,
well-established algorithms for crowded stellar fields (e.g., Stetson 1987) are not relevant
in this situation, and more algorithm development is needed for the complex multi-galaxy
and star-galaxy blend systems that will dominate surveys like LSST.

2.4. Image combination

Nearly all surveys used for weak lensing science have multiple images at each point that must
be combined to reach the full survey depth. Taking multiple exposures can be helpful to
prevent excessive build-up of artifacts like cosmic rays or saturated stars on any one image,
to fill in the gaps between CCD boundaries or artifacts, and to build a Nyquist-sampled
image out of multiple undersampled images. The manner in which image combination is
done is important for weak lensing science. The primary consideration that determines the
available algorithms is whether the imaging is Nyquist sampled or not, which is primarily
a difference for ground vs. space-based imaging. For space-based imaging, the primary
concern during the image combination stage is how to properly reconstruct a Nyquist-
sampled image, while for ground-based imaging, the individual images are Nyquist sampled,
and the main question is how to optimally combine information across exposures.

Most space-based instruments are (by design) not Nyquist sampled, but a wise choice
dising strategies enables reconstruction of a Nyquist-sampled image. The need to
reconstruct a Nyquist-sampled image from multiple undersampled images should factor
into survey strategy for space-based weak lensing surveys; e.g., the expected rate of cosmic
rays should be factored into the calculation of how many exposures are needed at each
point (to allow for periodic losses and still obtain a Nyquist-sampled image). The first
principled method for combination of space-based telescope images was presented in Lauer
(1999). This method used linear algebra to solve out the aliased Fourier modes given
some sub-pixel dither pattern, and reconstruct a Nyquist-sampled image. Rowe, Hirata &
Rhodes (2011) generalized this approach to address several challenges: the fact that when
dither patterns are comparable to the side of individual chips, the different exposures at
each point will experience different field distortions; the ability to handle holes due to, e.g.,
cosmic rays; and the fact that the input PSFs for the different exposures may differ. Their
method, IMCOM, has not yet been used for survey data, but it may be the best approach to
use for surveys like WFIRST. The commonly used MultiDrizzle method (Fruchter & Hook
2002) carries out interpolation on the individual non-Nyquist-sampled exposures. This
problematic method necessarily causes stochastic aliasing of the PSF (Rhodes et al. 2007),
which means that aliased modes are not fully removed, and the PSF of the resulting coadded
image may not even be constant across a galaxy image. Later updates to the MultiDrizzle
method were designed to eliminate these high-frequency artifacts and convolution with an
interpolant kernel (Fruchter 2011). Finally, multi-epoch model fitting is a valid approach
to image combination for undersampled data, and in some sense may be the most optimal
approach, provided that a good per-image PSF model is known. Further investigation on
this point is needed to weigh the tradeoffs between these options.

For ground-based imaging, there are multiple image combination options. The first is to
use a coadded image for all science, including PSF estimation. Several challenges make this
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7https://github.com/barnabytprowe/imcom
approach sub-optimal. These include the fact that depending on how coaddition is carried out, the coadd may not even have a well-defined PSF at each point (for example, inverse variance weighting that depends on the total flux, or use of a median for the coadd). The answer to this challenge is to generate the coadd in a principled way that results in a single well-defined PSF at each point (e.g., Bosch et al. 2017). The primary remaining systematic challenge for this method is that the PSF changes discontinuously wherever there is a chip edge in any exposure contributing to the coadd at a given point. Given the typical stellar density in images used for weak lensing, it is very difficult to model these small-scale changes in PSF. There is an additional concern with respect to statistical errors, since coaddition may effectively discard information that is present in the best-seeing images.

The second option is to use a coadded image for measurements of object properties, but produce the coadded PSF based on the appropriate weighted combination of the single-exposure PSF models. This “stack-fit” approach was used for the DLS and HSC surveys (Jee et al. 2013; Bosch et al. 2017). It enables the elimination of the primary systematics concern with the first approach mentioned above (estimation of the coadd PSF), while retaining concerns such as information loss from the best-seeing exposures. There are also lower level concerns about relative astrometry, which can behave like a blurring kernel in the coadded image. If the relative astrometric errors are well-characterized, they can be accounted for by including this blurring in the coadded PSF, though in the HSC survey this was not necessary because the astrometric errors were sufficiently small as to have a negligible effect on weak lensing (Mandelbaum et al. 2017b). While modeling the PSF discontinuities is not a problem with this approach, it is still the case that some fraction of objects will be lost due to their being so close to the edge of a sensor in some exposure that the PSF cannot be modeled as effectively constant across them. This issue is more important as the number of contributing exposures in the coadd increases.

Finally, it is possible to use a coadd for object detection and deblending, while measuring shear and (optionally) galaxy photometry through simultaneous fitting to the individual exposures. This approach was proposed for LSST (Tyson et al. 2008), and used for DES Y1 (Zuntz et al. 2017), CFHTLenS (Miller et al. 2013), and KiDS. In principle, this allows for marginalization over the centroid positions in the individual exposures, which was used in CFHTLenS to marginalize over relative astrometric errors. Additional benefits include the fact that the information in the best-seeing images can be preserved. There are several limitations to this approach. First, some measurement methods (such as those based on measurement of moments) do not map to a combined likelihood framework and therefore cannot be used in a simultaneous fitting approach. Second, this approach is computationally intensive. When producing a best-fitting model, with $M$ iterations, fitting to a coadd requires $M$ model convolutions with the PSF, while fitting to $N$ individual exposures with different PSFs requires $N \times M$ model convolutions. For LSST, which will have hundreds of exposures per object in the final dataset, this will require clever optimization to reduce computational expense. Alternatively, use of a fully Bayesian shear estimation method (e.g., Bernstein et al. 2016) that includes computation only of moments on each exposure would be a less expensive way to combine information from all exposures; in this case, the complexity is moved into the later shear inference step, and will not scale linearly with $N$.

Several ideas have been proposed to optimize the simultaneous fitting approach so that it is more feasible for future surveys. First, as in one of the methods used in DES (Sheldon 2015), representing the galaxy and PSF models as sums of Gaussians with different scale radii can drastically speed up the calculations. This could be done to produce an initial guess.
at model parameters before switching to a model with full complexity. Or it could be done in combination with a technique like metacalibration, which will soak up the error induced by model simplification in its estimate of the shear response (see Section 2.7 for a discussion of metacalibration). Second, it would be possible to fit for object properties using a coadd to get an initial guess, and then tweak that model using fits to individual exposures. Third, it may be possible to use some hybrid of the simultaneous fitting and coadd approaches. For example, if the LSST exposures were split into 10 sets based on percentiles in the PSF size, and each of those sets were coadded, then they could be used for simultaneous fitting with very little loss of information in the best-seeing exposures. This would also alleviate the concern raised above with loss of objects falling on PSF discontinuities, since fewer exposures would contribute to each coadd. Further investigation into the interplay between information gain/loss and systematics for these approaches is needed in order to define a path forward for the field (Sheldon et al. in prep.).

Finally, as suggested above, there is some connection between methods used for image combination, deblending, photometry, PSF and shear estimation; the best solution for image combination may depend on what is being done for the other steps of the analysis process.

2.5. Selection bias

Selection bias arises when quantities used to select or weight the galaxies entering the lensing analysis depend on the galaxy shape. Usually this dependence is implicit rather than explicit, due to the details of image analysis algorithms or lensing magnification (which modifies sizes and brightnesses in a way that correlates with the shear). As a result, the probability of a galaxy entering the sample (or its assigned weight) depends on its alignment with respect to the shear or PSF anisotropy direction. This violates the assumption that galaxy intrinsic shapes are randomly oriented. If the selection probability depends on the shear, there will be a multiplicative bias, whereas if it depends on the PSF shape, there will be an additive bias.

In the case of continuous quantities used for selection (such as galaxy size) causing the bias, the bias is present only for galaxies near the boundary of the sample in the quantity used for selection. In contrast, while weights used to construct weighted averages are also continuous variables, biases related to the weighting scheme used to take ensemble averages (e.g., Fenech Conti et al. 2017) may be present throughout the sample. Finally, there are selection biases such as avoiding elongated structures (bad CCD columns) that can lead to selection bias depending on how they are imposed (Huff et al. 2014). Cuts on continuous quantities and on regions like bad columns are appropriate to avoid certain systematic errors, but if not applied with care, they can cause a selection bias.

There are several approaches to selection bias. One is to simply avoid it: define detection significances and apparent sizes compared to the PSF using round kernels, so that the results are insensitive to galaxy shapes (Jarvis et al. 2016). Another way is to estimate its magnitude through an analytic formalism based on moments (Hirata et al. 2004; Mandelbaum et al. 2005), and remove it. Its magnitude can be estimated using simulations and then removed, if the simulations include all physical effects that induce selection biases. For example, if the photometric redshifts are coupled to the galaxy shape then there could be a selection bias that can only be estimated using realistic multi-band simulations. Moreover, these estimation methods must take into account how selection bias varies based on the full range of observing conditions in the survey. Finally, self-calibration approaches to shear
estimation such as metacalibration (discussed in Sec. 2.7) offer the opportunity to directly estimate using only the real data, and remove selection bias.

Selection bias plays an important role in defining useful null tests (e.g., Mandelbaum et al. 2005; Jarvis et al. 2016). For example, it is commonly suggested that subsets of the galaxy sample should be used to carry out the lensing measurement, with the subsets giving consistent cosmology results in the absence of a systematic that depends on the quantity being used to divide the sample. However, the process of dividing up the sample can induce selection biases that are of order 5-10% depending on how this is done.

Until recently, selection biases have not attracted nearly the attention given to other shear biases (Sec. 2.7). In future, more work is needed to avoid selection biases from complex cuts related to galaxy blends, bad pixels, and other selection criteria that cannot be mitigated as straightforwardly as S/N or size.

2.6. Other aspects of the image processing

Several other steps in the image processing can affect weak lensing besides those explicitly called out in previous subsections. First, in order to detect and measure galaxy properties, the sky level must be estimated and subtracted. Errors in sky subtraction can cause coherent problems with object detection, photometry, and shear estimation near very bright objects – bright stars or collections of bright galaxies (e.g., in galaxy clusters). A spurious sky gradient can induce a spurious shear with respect to the location of the bright object causing the sky misestimation. This effect was identified and its impact on object detection, photometry, and shapes was quantified in the SDSS (Adelman-McCarthy et al. 2006; Aihara et al. 2011).

Another relevant issue is star-galaxy separation. There are two issues: the bright star sample used to estimate the PSF can be contaminated by galaxies; and the faint galaxy sample used to estimate lensing shear can be contaminated by (unsheared) stars. For current surveys, we have no evidence that star-galaxy separation algorithms are failing at problematic levels (e.g., in HSC, Bosch et al. 2017; Mandelbaum et al. 2017b). Given that more sophisticated methods for star/galaxy classification have been proposed, for example using machine learning, there is clearly room to improve to the level needed for upcoming surveys. Slightly more interesting issues with star-galaxy separation include binary stars contaminating the galaxy sample (Hildebrandt et al. 2017). In principle, these can be identified by looking for centroid offsets between different filters for highly elongated objects, for those binaries in which the stars have different SEDs.

The primary astrometric concern for weak lensing is the accuracy of the relative astrometry between different exposures for individual objects. The relative astrometry must be well-understood in order to fully understand the object measurements from simultaneous fitting and/or coaddition. Systematics due to errors in relative astrometry depend on exactly how the image combination is carried out; see Section 2.4. For an example of how astrometric calibration was carried out for the Dark Energy Survey, including correction for certain detector non-idealities (see Section 2.3), see Bernstein et al. (2017a) and Bernstein et al. (2017b). The astrometric calibration must include color terms to account for centroid shifts from differential chromatic refraction (DCR) and other low-level effects.

Finally, modeling of the noise in images is relevant to weak lensing measurements. Correlated pixel noise can arise due to low-level unresolved galaxies just below the detection threshold, methods used to combine multiple exposures into a coadd (Section 2.4), and pixel-level correction for effects such as CTI (Section 2.2). Since correlated noise means that
detection significances differ from the values one would naively assume given uncorrelated noise with the same variance, and shear biases depend on the detection significance (Gurvich & Mandelbaum 2016), it is important to understand the noise correlations.

2.7. Shear estimation

Since the initial detections of weak lensing shears around galaxy clusters in the 1990s, a large fraction of the weak lensing community's technical concern effort has focused on the challenge of correcting galaxy shapes for the impact of the PSF so they can be averaged to infer the lensing shear. In the past two decades, the field has moved from simple methods based on correcting second moments of galaxy images for the moments of the PSF (e.g., Kaiser, Squires & Broadhurst 1995), to a broader set of methods that include fitting parametric models (see methods described in Massey et al. 2007a), to greater conceptual sophistication in how shear should be inferred (see methods described in Mandelbaum et al. 2015). The community has set itself a series of blind challenges (Heymans et al. 2006a; Massey et al. 2007a; Bridle et al. 2009, 2010; Kitching et al. 2010, 2012; Mandelbaum et al. 2014, 2015) aimed at benchmarking the performance of shear estimation methods in a common setting, understanding the main challenges, and in the process developed an open-source, well-validated image simulation software package (GalSim; Rowe et al. 2015).

It is important to note that we do not care about galaxy shapes. Indeed, the concept of a single number characterizing the galaxy shape is not well-defined in the presence of ellipticity gradients and irregular galaxy morphology. Given those real physical effects, the measured shape will depend on the radial weight function. Moreover, even for a galaxy with elliptical isophotes, shapes must be measured with weighted moments to reduce noise, and the measured shape will depend on the shape of the weight function. The assignment of “shapes” to individual galaxies is effectively the assignment of a single estimate of the local shear from each galaxy image, along with the assumption that the best ensemble estimator is the weighted mean of the point shear estimators. For this reason, comparison of galaxy shapes measured with different algorithms or in different surveys is rarely useful, and ensemble shear statistics provide the only meaningful comparison.

Shear systematics are often categorized into “multiplicative” or “additive” (in terms of what they do to ensemble shear statistics). Additive systematics can have quite different scale dependence from lensing shear correlations, depending on their physical origin. In Section 4 I discuss methods for empirically identifying additive bias. In contrast, multiplicative bias cannot be easily identified through null tests; typically simulations are required. While exact requirements vary depending on the details of the survey and the assumptions made about the weak lensing analysis, typically the upcoming Stage IV surveys require understanding of the shear calibration at the level of $\sim 2 \times 10^{-3}$ in order to avoid this systematic uncertainty dominating over the statistical uncertainties in the measurement. This is a factor of several smaller than the requirements for the measurements with the full areas of ongoing surveys, and includes all sources of multiplicative calibration uncertainties (e.g., PSF modeling errors), not just those due to the insufficiency of the PSF correction method.

The past five years have seen a shift in how the field approaches shear estimation. From the mid-1990s until $\sim$2011, the primary goal of weak lensers was to find ways to estimate per-object shapes that, when averaged together, provided an unbiased estimator.
for the ensemble shear. During that time period, the typical magnitude of shear calibration
biases decreased by a factor of a few. However, by that point it was becoming increasingly
obvious that the “measure galaxy shapes and average them to get the shear” approach has
fundamental flaws from a mathematical perspective. An example is noise bias, wherein the
maximum-likelihood estimate of per-galaxy shapes at finite signal-to-noise is biased because
noise changes the shape of the likelihood surface (Bernstein & Jarvis 2002; Hirata et al.
2004; Kacprzak et al. 2012; Melchior & Viola 2012; Refregier et al. 2012). Another example
is model bias, which arises from the failure of model assumptions to describe real galaxy
light profiles (e.g., Voigt & Bridle 2010; Melchior et al. 2010). Selection bias (Sec. 2.5) is
another limitation of this approach.

Some proposed solutions for model and noise bias compete with each other: increasing
model complexity may decrease model bias, while increasing noise bias due to the need to
constrain additional degrees of freedom. Shear estimation methods based on measurements
of per-galaxy shapes must balance these two considerations, with a finite amount of both
biases in the ensemble shear estimates. Any method based on the use of second moments to
estimate shears cannot be completely independent of the details of the galaxy light profiles,
such as the overall galaxy morphology and presence of detailed substructure (Massey et al.
2007b; Bernstein 2010; Zhang & Komatsu 2011). Nor is noise bias avoidable: given the
large intrinsic galaxy shape dispersion, lensing measurements must include galaxies down
to relatively low signal-to-noise detections to achieve a reasonable overall signal-to-noise in
the ensemble shear statistics.

Given the recent understanding of this situation, the community has sought other ap-
proaches to reliable ensemble shear estimation. There are four general classes of approach,
some of which are compatible with each other.

**Image simulations to estimate and remove calibration biases:** Image simulations enable the estimation of biases in the shear signal due to the intrinsic limitations of the adopted shear estimation method. Given that shear biases depend on detailed galaxy morphologies (beyond second moments) and on the PSFs, there has been a move towards ever greater realism in the image simulations used by ongoing surveys (e.g., Zuntz et al.
2017). For example, several works have argued that one must include nearby structure
around the galaxies in order to accurately predict shear biases due to nearby objects and
unrecognized blends (Hoekstra et al. 2015; Hoekstra, Viola & Herbonnet 2017; Mandelbaum
et al. 2017a), must account for variation of these biases with observing conditions across
the survey, and have identified other key factors in image simulations for shear calibration.
This approach will be challenging to take to the limit of future surveys, given our limited
knowledge of galaxies, although the survey data itself provides a form of sanity check on
the accuracy of the simulations and perhaps could enable an iterative process to improve
the simulations (see, e.g., the sfit method: Mandelbaum et al. 2015). To ensure that the
statistical error on the derived bias corrections is a subdominant part of the overall error
budget, it is necessary to simulate many more galaxies than exist in the survey itself. More-
over, use of calibrations as the sole way of estimating and removing shear biases does not
provide an independent cross-check on the results (unlike, e.g., using one of the methods
of calibrating the shear below, and then using simulations to validate that method as a
cross-check).

**Self-calibration:** Recently, methods have been devised to calibrate ensemble shear
statistics based on manipulations of the real images (“metacalibration”: Huff & Mandel-
baum 2017; Sheldon & Huff 2017). Metacalibration provides a way to determine the re-
response of an ensemble shear estimator for the real galaxy population in the data. This potentially enables direct removal of selection biases, depending on what stage of the image processing metacalibration is inserted into. The fact that it does not require assumptions about galaxy morphology is a clear virtue of this approach over image simulations.

**CMB lensing:** Since CMB lensing has very different observational systematics and a perfectly known source redshift, it is an attractive method for testing galaxy lensing \cite{Vallinotto2012, Das2013}. Comparison of galaxy lensing with CMB lensing should not be thought of as a test of galaxy shear estimation, but rather of a combination of shear estimation and photometric redshift biases that both modify the lensing signal amplitude. When measuring cross-correlations between CMB and galaxy lensing, intrinsic alignments (Section 3.4) are a contaminant that must be modeled \cite{Hall2014, Troxel2014, Chisari2015}, unlike for correlations between the galaxy positions and CMB lensing. While current imaging and CMB surveys can only provide a ~10%-level calibration \cite{Baxter2016, Harnois2016, Singh2017, Mandelbaum2017}, the situation will improve with future galaxy and CMB surveys \cite{Abazajian2016}. As demonstrated by Schaan et al. (2017) with forecasts that include systematic uncertainties, this method is unlikely to constrain the lensing signal amplitude at the level of precision needed to avoid a survey like LSST being systematics-dominated. However, it provides a valuable independent cross-check on the other methods of shear calibration in this list. Moreover, it may allow the shear calibration at high redshift to be constrained at the level needed for LSST, which is helpful because that is likely the regime with the most uncertainty on how to simulate the galaxy population.

**Paradigm shift:** The final approach described here, and perhaps the most principled one, is that since the meaning of per-galaxy shapes is questionable (given ellipticity gradients and other effects) and the approach of averaging them is fundamentally mathematically flawed, we should stop doing this. Instead, we should directly infer ensemble shear statistics in a way that avoids these assumptions, using the actual posterior shear estimate from each galaxy without assuming that an ellipticity is an unbiased proxy for it. Schneider et al. (2015) explored hierarchical inference of the shear, which involves parametric model fits that are then used to infer ensemble shear given a prior; this appeared promising, but requires further development due to the computational expense of the approach. Bernstein & Armstrong (2014) presented a Fourier-space Bayesian shear estimation method that does not involve averaging galaxy shapes, and should not be susceptible to either model or noise bias. This method involves measurements of moments in Fourier space for the galaxy sample to be used, and the construction of a prior for what the unlensed distribution of moments looks like using a deep subset of the same survey. Together, these can be used to infer the ensemble shears. The method was developed in subsequent work \cite{Bernstein2016} to bring it closer to a practical shear estimator for use in real data, and the self-consistent modeling of photometric redshifts, selection biases, and measurements in multi-epoch data seems possible in principle. While work is needed to fully demonstrate the utility of these methods that overthrow the traditional paradigm in real data, particularly the extension to unrecognized blends that are not at the same redshift, their mathematical justification is unquestionable. A first application of the method from Bernstein et al. (2016) to the HSC survey will be presented in Armstrong et al. *in prep.*

It is becoming increasingly common for weak lensing surveys to use two shear estimation methods with different assumptions (e.g., DES Y1 results in \cite{Zuntz2017}), relying on the comparison to provide some support for the reliability of survey results. A combination
of a “traditional method” calibrated using method (1) or (2), compared with a method in class (4), and an external calibrator like CMB lensing (3), may be necessary to fully justify a belief in the results of Stage-IV lensing surveys at the level of their statistical errors (i.e., without addition of a substantial systematic error budget).

2.8. Photometric redshifts

In this section, I discuss the calculation of photometric redshifts or phot-z’s. For weak lensing, what primarily matters is the ability to infer the true redshift distribution for a photo-z-selected sample of galaxies. In other words, there are strong requirements on our knowledge of the photometric redshift errors. I will discuss methods to accurately calibrate the redshift distributions in Section 3.2 while in this section I focus on the photometric redshift estimation itself.

The first step in calculation of photometric redshifts is to measure the input data, which most commonly consists of flux measurements in several photometric bands. For example, consider a galaxy without any color gradients. If the PSF is the same in all bands, aperture photometry might be a perfectly reasonable way to get stable color estimates. Given that the PSF typically differs between the bands, aperture photometry will not give stable color estimates unless the aperture size is large compared to the PSF in the band with the worst seeing, which would result in quite low S/N. As a result, typically some form of PSF-matched aperture photometry (e.g., [Hildebrandt et al. 2012]) or forced model photometry (with the same model used in each band; e.g., [Tanaka et al. 2017]) gives better results. More generally, the multi-band photometry must measure light from the same physical area of a galaxy to properly estimate the SED, even if that light comes from a subset of the galaxy (chosen consistently across the bands).

Ideally, these measurements should be made in a way that reduces sensitivity to systematics such as Galactic extinction, seeing, and other observational or astrophysical effects with coherent patterns on the sky. There are some low-level systematics to consider in calculation of the photometry, e.g., variation of the bandpasses across the field-of-view and photometric calibration across the survey including color effects ([Li et al. 2016], [Burke et al. 2017]). For these and other spatially-varying issues such as Galactic extinction, it is not generally the RMS error that is relevant, but rather the spatial correlation function of the errors, which will determine the scales on which the measured two-point correlations will show signatures of these systematics. See [Ilbert et al. 2009] for a discussion of technical considerations such as uncertainty in photometry/filter curves.

There are several classes of photometric redshift methods; see [Hildebrandt et al. 2010] for a summary of many methods, and [Tanaka et al. 2017] and [Sánchez et al. 2014] for the methods used for HSC and DES Science Verification, respectively. The two main classes of methods are (1) template-fitting methods, which rely on a set of templates for galaxy SEDs that are used to predict the galaxy photometry as a function of redshift, and can be

---

9 Many methods produce a photometric redshift posterior probability \( p(z) \) rather than a single point estimate. I will nonetheless refer to these indiscriminately as photometric redshifts or phot-z’s.

10 Several papers have suggested using additional morphological information, such as sizes and shapes (e.g., most recently, [Soo et al. 2017]). Given that these correlate with lensing shear, it is unclear what the impact of this would be for cosmology analyses. For example, if the photo-z errors become systematically correlated with the lensing shear, this could be problematic to correct.
compared with the observed photometry (for a summary, see [Ilbert et al. 2006]); and (2) machine learning methods, which empirically learn the relationship between photometry and redshift based on a training sample. The key issues for template-fitting methods are insufficiency of the templates to accurately describe the full span of the real data, while the key issues for machine learning methods are the difficulty in generalizing to samples that do not look like the training data. Both of these limitations would be eliminated if we had a very large, perfectly representative spectroscopic training sample – which highlights the fact that the primary limitation for modern photometric redshift methods is the insufficiency and/or non-representativeness of spectroscopic redshift samples to the depth of the lensing surveys [Newman et al. 2015].

There are multiple problems with existing spectroscopic samples. Some regions of color and magnitude space are not well-covered by spectroscopic redshift samples, particularly at the faint end. In principle, reweighting schemes [Lima et al. 2008; Cunha et al. 2009] could mitigate this limitation when training and/or calibrating photometric redshifts, as long as all regions of color and magnitude space have some objects. Unfortunately, this solution may not work because it is not obvious that spectroscopic redshift successes and failures at fixed color and magnitude have the same redshift distribution. This problem is much harder to detect without e.g. obtaining spectra from a different spectrograph that has a different range of wavelengths and sensitivity. Also, since the galaxy samples used for weak lensing have additional selection criteria imposed besides cuts on color and magnitude, it may be necessary to consider this higher dimensional space when training and calibrating photometric redshifts for lensing (e.g., Hoyle et al. 2017; Medezinski et al. 2017). Trying to match this higher dimensional space is challenging given the limited size of current deep spectroscopic samples. Finally, it is possible that some selection criteria used for targeting galaxies for spectra can induce additional non-negligible biases in the redshift distribution, which is problematic when using those redshifts for spectroscopic training and calibration (e.g., Gruen & Brimioulle 2017).

One outstanding problem in the field is photometric redshift training in the presence of unrecognized blends (see Section 2.3). This is a non-trivial problem that requires additional attention from the field as we move towards deeper surveys. One approach may be to ignore this issue in training, and fold it into the catastrophic failure rate when calibrating the photometric redshifts; this places greater demands on the calibration strategy. In addition, the existence of shear selection biases induced by photometric redshifts complicates the analysis of tomographic shear correlations; see [Troxel et al. 2017] for a recent example with mitigation schemes.

2.9. Masks and survey geometry

Describing the survey coverage requires a way to describe the exact location of its boundaries – not just edges but also internal boundaries due to e.g. masking bright stars – and the spatial dependence of quantities that determine systematic errors and/or galaxy number densities, such as the depth, PSF size, etc. Several software frameworks have been developed to describe survey geometry, typically with some flexible hierarchical description of geometry. These include Healpix [Górski et al. 2002], Mangle (Swanson et al. 2012), and STOMP (Scranton, Krughoff & Connolly 2007).

There are several places where these descriptions are needed. First, maps of the spatial

[11]https://github.com/healpy/healpy
dependence of systematics can be correlated against quantities of scientific interest (e.g., photo-z’s or shear estimates) to identify which systematics are most relevant and need further improvement. An example of map-level systematics investigation in the HSC survey was carried out by [Oguri et al. (2017)]. Second, coverage maps can be useful to generate mock observations that have the same coverage as the real data. Since survey boundaries can lead to selection biases and to leakage between E and B-mode power, mock catalogs with the same boundaries can be valuable for systematics investigations. Finally, the optimal estimator for galaxy-galaxy correlations [Landy & Szalay (1993)] and galaxy-shear correlations [Singh et al. (2017)] requires random points with the same spatial coverage as the real galaxies (but with correlation function equal to zero). This need arises because the optimal estimator involves correlation of the overdensity rather than the density itself, so in each case where the galaxy field is used, a random field is needed also. Moreover, for galaxy-shear correlations, the subtraction of shear around random points not only produces a more optimal estimator, but is useful for subtraction of systematics [Mandelbaum et al. (2005)] if the number density-dependence on systematics-generating quantities is faithfully reproduced in the random sample [Mandelbaum et al. (2013)]. Morrison & Hildebrandt (2015) have demonstrated the impact of systematic variation of galaxy number densities with observational parameters such as depth, extinction, and so on, and the need to model these dependencies beyond linear order to accurately estimate angular correlations from large imaging surveys. This is relevant both for galaxy-galaxy and galaxy-shear correlations that go into a cosmological weak lensing analysis.

The above statements about the need to faithfully reproduce survey boundaries and the dependence of galaxy density on observational conditions is related to arguments made in the literature about the so-called “boost factor” that accounts for the contamination due to (unlensed) physically-associated galaxies used as sources in galaxy-galaxy or cluster-galaxy lensing measurements. This idea was introduced by Sheldon et al. (2004). The difficulty in using this formalism for small-area surveys in practice was presented by Medezinski et al. (2017) and Melchior et al. (2017), with an alternative formalism involving explicit modeling of the smooth redshift distribution and the contribution from physically-associated galaxies given by Gruen et al. (2014). An additional complication is the need to trace the possible difficulties detecting source galaxies in high-density regions (e.g., in galaxy clusters, due to the obscuration of background galaxies by foregrounds; Simet & Mandelbaum 2015).

3. FROM CATALOGS TO SCIENCE

This section covers the steps in a weak lensing analysis from catalogs to cosmological parameters. It is in this phase of the analysis that we must include steps for mitigation of astrophysical uncertainties and any residual observational systematics.

3.1. Estimators

Here I assume the availability of a set of galaxy positions on the sky, per-object shear estimates defined as in Sec. 1, and photometric redshifts. The estimator for the reduced shear will be denoted \( \hat{\gamma} \). Typically the coordinate system for \( \hat{\gamma} \) is defined such that positive \( \hat{\gamma}_1 \) corresponds to an East-West or North-South elongation, while \( \hat{\gamma}_2 \) is defined at 45° with respect to that axis. The focus of this section is how to combine these quantities and measure statistics that are cleanly related to the matter distribution.
For shear-shear correlations, galaxies are divided into tomographic bins based on the photometric redshifts. Pairs of galaxies are identified, and their separation on the sky is calculated, including the angle with respect to the sky coordinate axes: separation on the sky $\theta$ and polar angle $\phi$. For each pair, the relevant shear components are tangential $\hat{g}_t$ and cross $\hat{g}_c$, with the convention that tangential shear around overdensities results in $\langle \hat{g}_t \rangle > 0$ and radial shear around underdensities gives $\langle \hat{g}_r \rangle < 0$. For one of the galaxies with shape $\hat{g}$, we obtain

$$\hat{g}_t = -\text{Real}[\hat{g} \exp(-2i\phi)],$$
$$\hat{g}_c = -\text{Imag}[\hat{g} \exp(-2i\phi)].$$

The estimator for the shear correlation functions $\xi_{\pm}$ in that tomographic bin is (Schneider et al. 2002)

$$\hat{\xi}_{\pm}(\theta) = \langle \hat{g}_t \hat{g}_+ \rangle(\theta) \pm \langle \hat{g}_c \hat{g}_c \rangle(\theta)$$

with $\langle \hat{g}_t \hat{g}_c \rangle = 0$ due to parity symmetry, and the averages being weighted averages (typically inverse variance weighting, including the intrinsic shape noise and measurement error). This realistic estimator is insensitive to survey masks and boundaries. The theoretical prediction for $\xi_{\pm}(\theta)$ can be derived as Hankel transforms of the convergence power spectrum,

$$\xi_{\pm}(\theta) = \int \frac{\ell \, d\ell}{2\pi} J_{0/4}(\ell\theta) \left[ P^{(E)}_{\kappa}(\ell) \pm P^{(B)}_{\kappa}(\ell) \right].$$

To lowest order, lensing produces only E-mode power (a pure gradient field), but there are low-level physical effects that cause B modes (corresponding to a curl component; see Section 3.3). Certain systematics can manifest as mixes of E and B modes, and detection of B-mode power is one way to identify those systematics; however, not all systematics produce B modes.

Since lensing produces primarily E-mode power, and the power estimated in each $\ell$ bin should be roughly independent, there is interest in directly estimating the power spectrum. However, the most naive way of doing so involves measuring shear correlations over all scales, and in practice, the lack of pairs on small scales and the finite sizes of lensing surveys leads to a mixing of E and B modes (Kilbinger, Schneider & Eifler 2006). There are so-called pseudo-power spectrum estimators (e.g., Hikage et al. 2011) that aim to mitigate this effect and enable direct estimation of the power spectrum. There are additional configuration-space estimators, and estimators that combine the estimated $\hat{\xi}_{\pm}(\theta)$ with various filters in ways that are meant to be more optimal (e.g., Asgari, Schneider & Simon 2012). No matter what estimator is used, models for systematic uncertainties must be re-expressed in terms of those estimators in order to marginalize over and remove the uncertainties.

The above discussion was focused on shear-shear correlation functions. However, as mentioned previously, the canonical weak lensing analysis for future surveys will include galaxy-shear and galaxy-galaxy correlations, defined within tomographic bins in analogous ways. When constructing these estimators using the galaxy overdensity field, they have contributions from both clustering and magnification. Bernstein (2009) presents the relationship between empirical estimators of these three two-point correlation functions and the underlying theoretical quantities: lensing shear, magnification, and galaxy overdensity.

When choosing estimators for the galaxy-shear and galaxy-galaxy correlations, there are different philosophical approaches. On small scales, these correlations depend on how galaxies populate dark matter halos. One family of estimators removes the small-scale
information to avoid systematic uncertainty in cosmological constraints due to astrophysical details (e.g., Baldauf et al. 2010). Other approaches are to include the small scales, build models with nuisance astrophysical parameters, and marginalize over them (e.g., Yoo et al. 2006, van den Bosch et al. 2013). The choice of which type of estimator to use depends on the users optimism in their ability to describe these astrophysical uncertainties with sufficient realism to avoid substantial systematic errors while using a simple model.

Data compression from shear correlations or power spectra may be possible and even desirable. The number of data points in the estimator places serious demands on covariance matrix estimation (Section 3.6) and the cosmological parameter inference method (Section 3.7). For that reason, investigation of data compression methods such as those recently proposed for galaxy power spectra may be beneficial (Gualdi et al. 2017).

Finally, for the case of shear-shear correlations, a 3D lensing approach that avoids the need for tomographic binning has been proposed and used in real data (Simon, Taylor & Hartlap 2009; Kitching, Heavens & Miller 2011; Kitching et al. 2014). However, future work is needed on how to use this in a joint analysis with galaxy-shear and galaxy-galaxy correlations, and properly marginalize over systematics.

### 3.2. Redshift distributions and bins

Section 2.8 described photometric redshifts, defined either as point estimates or posterior probability distributions \( p(z) \). This section will explain how they are used for science. A variety of schemes exist for dividing galaxies into tomographic bins, e.g., based on division of the sample using the point photo-z estimates. Determination of the true ensemble redshift distribution \( N(z) \) or \( p(z) \), is critical for cosmological analyses. To lowest order, weak lensing is primarily sensitive to the mean redshift and the width of the redshift distribution of each tomographic bin (Amara & Réfrégier 2007); this fact is often used to motivate how nuisance parameters for redshift uncertainty are included in the cosmological analysis (e.g., DES Collaboration et al. 2017). The inclusion of catastrophic photometric redshift errors complicates this issue (Hearin et al. 2010).

In general, spectroscopic redshifts are needed for photo-z training (Sec. 2.8) and calibration, where the type of redshift samples needed for these purposes differs (Newman et al. 2015). The typical required redshift sample size is of order \( 10^5 \) in order to reduce the systematic uncertainty on mean redshifts in tomographic bins to the \( \sim 10^{-3} \) level that is needed to avoid Stage IV surveys being systematically biased at a level exceeding the statistical uncertainties. There are two methods for using spectroscopic redshifts to calibrate the \( N(z) \) of photometric redshift samples. The first is to reweight the spectroscopic redshifts to match the observed properties of the photometric sample (Lima et al. 2008) and directly infer the \( N(z) \), though there is some debate as to which sample properties should be used for that reweighting (see, e.g., Medezinski et al. 2017). Previous studies have explored the spectroscopic redshift sample size needed for direct calibration of \( N(z) \), without (Ma & Bernstein 2008) and with catastrophic errors (Sun et al. 2009; Bernstein & Huterer 2010). Generically, this method requires a spectroscopic redshift sample that covers all of the photometric color and magnitude space (not necessarily evenly, with reweighting accounting for

---

\( ^{12} \)While it is tempting to stack the per-object \( p(z) \), which is a mathematically acceptable approach to using spectroscopic redshifts, stacking per-object \( p(z) \) violates the definitions of probability (Malz et al. in prep.). It is nonetheless often done.
the non-representativeness of the spectroscopic redshift sample). An additional assumption is that the \( N(z) \) at fixed color and magnitude is the same for spectroscopic successes and failures, which is likely incorrect at some level. The resulting systematic uncertainty is difficult to estimate and is often ignored for current datasets. Beck et al. (2017) proposes a framework for exploring this assumption for shallow surveys. The extension of this test to deeper surveys (where degeneracies between high and low redshift may be more important in determining spectroscopic success) is of critical importance for future surveys that wish to rely on spectroscopic reweighting to determine the \( N(z) \) of photometric redshift samples.

The second method is to use the cross-correlation between the photometric redshift sample and some non-representative spectroscopic redshift sample covering the full redshift range of the photometric sample with large enough area and sampling rate to allow the clustering cross-correlation to be well-determined. Several variations on the cross-correlation or clustering redshift method have been proposed (Newman 2008, Benjamin et al. 2010, McQuinn & White 2013, Ménard et al. 2013, Schmidt et al. 2013). Differences between them include the choice of scales to use (purely linear bias scales, or small scales as well); the method of modeling the galaxy bias for the photometric sample; and the corrections for magnification bias, which induces nonzero correlations between galaxies in bins that truly are separated in redshift. Recent results using this approach include Choi et al. (2016); Morrison et al. (2017); Johnson et al. (2017).

Because of the different assumptions behind these two methods, DES and KiDS used both to calibrate their \( N(z) \) (Hoyle et al. 2017, Hildebrandt et al. 2017), though for DES they used subsets of luminous red galaxies with high-quality photo-\( z \)`s rather than spectroscopic redshifts when carrying out the cross-correlation analysis, and also used high-quality 30-band COSMOS photo-\( z \)`s for the direct \( N(z) \) calibration. It seems likely that in future, both methods will continue to be used so as to have a cross-check on the resulting calibrated \( N(z) \).

The needs for additional spectroscopic redshift samples for photo-\( z \) training and calibration for future surveys is summarized in Newman et al. (2015). Techniques have been proposed for how to identify the regions of color/magnitude space that should be targeted to fill in missing regions of parameter space (including self-organizing maps, Masters et al. 2015, which were used for targeting a new spectroscopic survey in Masters et al. 2017).

Finally, the difficulty in calibrating \( N(z) \) is connected to the exact analysis being done. Use of galaxy-shear, galaxy-galaxy, and shear-shear correlations together may result in less stringent needs for spectroscopic redshift calibration samples, while the need to jointly model intrinsic alignments may result in more stringent requirements for how well we understand photometric redshift uncertainties (Joachimi & Schneider 2009). An additional issue of relevance especially for deep ground-based surveys is the role of blending systematics (Section 2.3), which have the potential to increase the catastrophic photometric redshift error rate. Since small-area spectroscopic redshift samples may have targeting criteria that avoid obvious blends, the impact of blending on photometric redshift errors may need to be assessed primarily through the cross-correlation method.

### 3.3. Theoretical predictions

To constrain cosmology with weak lensing measurements, theoretical predictions with an accuracy of \( \sim 1\% \) over a wide range of scales and cosmological parameters are needed (e.g., Huterer & Takada 2005). To interpret the shear-shear correlations alone, predictions for
the distribution of dark matter are needed, while joint interpretation with galaxy-shear and galaxy-galaxy correlations requires a way of describing the distribution of galaxies.

Weak lensing measurements typically go quite far into the nonlinear regime, so an accurate description of the nonlinear matter power spectrum is required. This description can come from large suites of $N$-body simulations with many values of cosmological parameters, and some manner of interpolating between the values of parameters for which simulations were generated. One option is to use simulations to calibrate a fitting formula (e.g., halofit: Takahashi et al. 2012). Another approach is to use an emulator, such as Heitmann et al. (2014), which interpolates over cosmological parameter space using Gaussian processes. While fitting formulae and emulators have tremendous value in enabling fast, accurate calculations of the matter power spectrum, using simulations directly can help (a) enable inclusion of physical effects that might be difficult to incorporate through an analytic approach and which depend on cosmology, such as density-dependent selection effects (e.g., Hartlap et al. 2011); (b) allow for joint modeling with galaxy correlations; and (c) include higher-order theoretical nuances.

When modeling the galaxy-shear and galaxy-galaxy correlations, the simplest assumption to make is that the galaxy bias is linear (galaxy and matter overdensities are related as $\delta_g = b \delta$) and that the galaxy and matter overdensities are perfectly correlated, $r_{cc} = P_{gm}/\sqrt{P_{gg}P_{mm}} = 1$. These simple assumptions are valid at large separations, and fail for a variety of reasons on small scales. They were used in the joint analyses of the three galaxy and shear auto- and cross-correlations from DES and KiDS (DES Collaboration et al. 2017; van Uitert et al. 2017). In DES, to avoid sensitivity to systematics from the linear bias assumption, the choice was made to limit the analysis to relatively large scales, $> 8$ and $> 12h^{-1}$Mpc for galaxy-galaxy and galaxy-shear correlations, respectively. In both cases, tests were carried out to assess the sensitivity of the results to this assumption.

For future surveys, the measurements will have sufficient signal-to-noise that it will be necessary to adopt more realistic models. One option is a perturbation theory-based model for $b(k)$ and $r_{cc}(k)$ (e.g., Baldauf et al. 2010), which has been used for a galaxy-shear and galaxy-galaxy joint analysis in SDSS (Mandelbaum et al. 2013). Another option is a halo model approach, which provides a numerical description for the galaxy-matter and galaxy-galaxy correlations based on how galaxies populate dark matter halos (e.g., Yoo et al. 2006; van den Bosch et al. 2013), and which has been used in practice for interpretation of BOSS galaxy lensing and clustering (More et al. 2015). As mentioned in Section 3.1, the choice of the estimator to use for the measurement is related to the question of how the modeling is to be done, because some model descriptions can go to smaller scales than others. In addition, it may be necessary to consider how higher-order complexities like assembly bias (wherein the galaxy bias depends on more than just the mass) complicates the joint analysis of galaxy and shear correlations, specifically assumptions about $r_{cc}$ and its scale dependence. Preliminary steps towards understanding this issue have already been made (e.g., McEwen & Weinberg 2016). For future surveys, calibration of how $b(k)$ and $r_{cc}(k)$ are modeled against realistic mock galaxy catalogs will be crucial for choosing what range of scales can be used and ensuring accurate cosmological constraints.

For the prediction of projected lensing statistics, there are a number of low-level theoretical issues that have not been relevant for past and ongoing lensing surveys, but which may require attention in upcoming surveys. These include the distinction between shear and reduced shear, the impact of several approximations (flat sky, Born, Limber, linearized gravity, and Hankel transform) and higher order lensing terms, lens-lens coupling, and
Figure 7: An illustration of the impact of intrinsic alignments on cosmological parameter constraints with weak lensing in LSST, using shear-shear correlations only (from Krause, Eifler & Blazek 2016). The bottom left triangle shows the 2D contours for cosmological parameters, where the black curve shows the case of no intrinsic alignments; red, green, and blue curves show intrinsic alignments predictions with different ways of modeling the alignments of blue and red galaxy populations and their luminosity evolution; and the orange curve shows how the constraints become less tight when marginalizing over the intrinsic alignments. The top row shows the posterior probabilities for each of the cosmological parameters. Clearly the biases without marginalization are unacceptably large.

source clustering-induced B modes (Bernardeau 1998; Schneider, van Waerbeke & Mellier 2002; Dodelson, Shapiro & White 2006; Hilbert et al. 2009; Bernardeau, Bonvin & Vernizzi 2010; Krause & Hirata 2010; Giblin et al. 2017; Kilbinger et al. 2017; Kitching et al. 2017; Lemos, Challinor & Efstathiou 2017; Petri, Haiman & May 2017). Fast methods have been developed for ray-tracing through N-body simulations (Barreira et al. 2016) to avoid some of these approximations, and to incorporate some of the second-order effects (Becker 2013). These effects can enter in different ways to the galaxy-shear correlations, e.g., because of lensing deflections modifying observed positions.

3.4. Intrinsic alignments

Since recent reviews have covered the physics of intrinsic alignments, their impact on weak lensing cosmology, theoretical models, and observations (Joachimi et al. 2015; Kirk et al.)
Intrinsic alignments, the coherent alignment of galaxy shapes due to physical effects other than lensing, are a major theoretical uncertainty for weak lensing (Croft & Metzler 2000; Heavens, Refregier & Heymans 2000; Lee & Pen 2000, 2001; Catelan, Kamionkowski & Blandford 2001). Since lensing analyses must assume that coherent shape alignments are due to lensing, intrinsic alignments can contaminate lensing analyses. Theoretical prediction of intrinsic alignments is difficult because, while simulations and analytic models show that dark matter halos have intrinsic alignments in the ΛCDM paradigm, the question of whether observed galaxy shapes (the baryonic components) also show such alignments cannot be answered with N-body simulations. Depending on assumptions made about the galaxy population and the alignments of its baryonic components with the underlying matter field, the predicted level of alignments can vary by orders of magnitude (e.g., Heymans et al. 2006b). However, observations have substantially narrowed this wide variation by placing constraints on the large-scale alignment model for red galaxies, and (so far) null detections of large-scale shape alignments for blue galaxies. Since red galaxies exhibit alignments consistent with their shapes being aligned with the shapes of the inner regions of their halos, high-resolution N-body simulations may indeed be populated with red galaxies that have realistic alignments with the underlying matter density field (e.g., Schneider, Frenk & Cole 2012). Recent work has also included comparison of measured galaxy alignments with high-resolution, large-volume hydrodynamic simulations that include the physics of galaxy formation (Velliscig et al. 2015; Tenneti, Mandelbaum & Di Matteo 2016; Chisari et al. 2017; Hilbert et al. 2017); the simulations broadly reproduce many of the alignment trends seen in real data, but not all of them.

Initial efforts to remove intrinsic alignments from lensing measurements focused on the removal of close galaxy pairs (in 3D: King & Schneider 2002; Heymans & Heavens 2003). However, intrinsic alignments can coherently anti-align galaxies that are well-separated along the line-of-sight. Hirata & Seljak (2004) highlighted the importance of this effect, and subsequent observational work confirmed that it is the dominant impact of intrinsic alignments on weak lensing measurements; but it cannot be eliminated by removing galaxy pairs at the same redshift from the lensing sample. Based on recent observational constraints (e.g., Singh & Mandelbaum 2016), intrinsic alignments will be an important systematic that surveys like LSST must mitigate (Figure 7). Efforts to remove this systematic typically include joint modeling or self-calibration using joint analysis of galaxy-galaxy, galaxy-shear, and shear-shear correlations (Joachimi & Bridle 2010; Yao et al. 2017). These approaches rely on the fact that the various contributing terms have different redshift dependencies, spending some of the statistical constraining power of the data to marginalize over the intrinsic alignments terms.

Current work on intrinsic alignments includes attempts at better observational constraints (requiring redshift estimates and shape measurements), model building (e.g., Blazek, Vlah & Seljak 2015; Blazek et al. 2017), and tests of mitigation methods. Of particular value would be large-area spectroscopic samples that would enable better priors to be placed on the parameters of intrinsic alignment models at redshift $z \gtrsim 0.7$ and at typical galaxy luminosities. While the types of redshift samples that are often proposed as a solution to the problem of calibrating the ensemble redshift distributions may be helpful in principle, it depends on the survey layout (multiple small pencil-beam surveys can be used for redshift calibration, while large-scale intrinsic alignments studies require larger area).
3.5. Baryonic effects

The impact of the physics of galaxy formation on weak lensing observables has been a subject of study for more than a decade. Unfortunately, thorough investigation of this topic requires hydrodynamic simulations that have realistically complicated models of galaxy formation (without the over-cooling problem), high enough resolution to ensure their convergence for typical galaxy masses, and large enough volume to study the impact on the matter power spectrum on cosmological distance scales. This combination of scenarios has only recently become possible, in families of very expensive high-resolution simulations with box lengths of order 100 Mpc, including the EAGLE simulations (Schaye et al. 2015), Illustris (Vogelsberger et al. 2014), and MassiveBlack-II (Khandai et al. 2015).

One approach to account for the impact of baryons on the matter power spectrum is to include them in a perturbation theory-based model for the power spectrum, with baryonic physics producing higher-order terms that can be marginalized over (Mohammed & Seljak 2014). There is also a halo model approach, which has nuisance parameters describing the change in internal structure of dark matter halos, specifically their concentration, due to baryonic physics (Semboloni et al. 2011; Zentner et al. 2013). The extension of a halo model to quite small scales is simpler in practice than the extension of the perturbation theory-based model mentioned above, which requires the inclusion of many additional terms. Zentner et al. (2013) found that for future lensing surveys, additional mitigation may be needed, possibly reflecting the fact that a change in halo concentration is not the only impact of baryonic physics. A halo model approach with changes in halo concentrations and a mass-dependent ‘halo bloating’ parameter (Mead et al. 2015) has been quite successful in describing the matter power spectrum to small scales; the parameters of that model were calibrated to maximize the fidelity of reproduction of the matter power spectrum, rather than to accurately describe dark matter halo profiles. This approach was adopted by the KiDS survey (Hildebrandt et al. 2017) to model shear-shear correlation functions.

Rather than adopting a physically-motivated approach, Eifler et al. (2015) used an empirical PCA approach. Using a set of cosmological hydrodynamic simulations to construct PCA components that describe the impact of baryonic physics on the dark matter power spectrum, they showed that excluding the first four PCA components is sufficient to mitigate the impact of baryonic physics on a shear-shear correlation function measurement, even going to relatively small scales (ℓ ∼ 5000).

While current results seem to indicate that the impact of baryonic physics on shear-shear correlations is under control for current surveys, and the methods that already exist are promising for future (Stage-IV) surveys, there remain some questions in the field. In particular, for the tomographic shear-shear, shear-galaxy, galaxy-galaxy joint analysis that is likely the fiducial weak lensing analysis for upcoming surveys (due to how it enables marginalization over shear-only systematics), the production of theoretical models that self-consistently include the impact of baryonic physics on all three correlation functions is less well-developed. The halo model and extensions of the PCA approach are promising avenues for investigation. The scales on which these approaches work for the full joint analysis is likely to determine the maximum usable ℓ or minimum usable θ. Additional questions for investigation include the interaction between marginalization over baryonic effects and other systematics. For example, if intrinsic alignment models are constructed separately for red and blue galaxies, such that theoretical models separately predict the signal for the two populations and then take the appropriate weighted averages, then does the baryonic physics model for galaxy-shear and galaxy-galaxy terms also need to differ
for the two populations? This and other interactions (e.g., photometric redshift errors and their uncertainties also depend on the galaxy type) remain to be explored.

3.6. Covariances

The process of inferring cosmological parameters given a set of measurements typically involves knowing the covariance matrix of those measurements, under the assumption that the likelihood function of the observable quantities is a Gaussian. Computing the covariance matrix for weak lensing measurements is a task for which multiple approaches exist in the literature and additional development will be needed for upcoming surveys. In principle, future surveys may have data vectors with of order 1000 points, considering some number of tomographic bins, bins in angular scale or wavenumber, and the three different types of correlations to be measured. Several studies have argued that the number of simulation realizations of upcoming surveys needed to estimate the covariance matrix with sufficient accuracy through brute force methods is prohibitively large, though see recent work by Sellentin & Heavens (2017) that argues those were significantly overestimated in the case that one can parameterize the covariance in some compact way and use the simulations to constrain that parameterization (see discussion below).

The covariance matrix in general has shot noise terms and cosmic variance terms, including contributions from connected four-point functions and supersample covariance (Li, Hu & Takada 2014; Mohammed & Seljak 2014). See Singh et al. (2017) for a recent derivation of the generic covariance expression for two-point correlations of either densities and overdensities, and quantities such as shear. Because some of these terms are cosmology-dependent, in principle, the covariance matrix itself should be re-estimated at each step of a likelihood analysis to constrain cosmology (Eifler, Schneider & Hartlap 2009).

Numerical estimation of the covariance matrix using theoretical expressions is a natural way to incorporate the cosmology-dependence of the covariance. However, ensuring the numerical stability of all terms in the covariance matrix estimation can be quite expensive (e.g., Krause et al. 2017). Hence, building an emulation tool that would enable fast estimation of these covariances would be highly valuable. Most lensing analyses to date have not incorporated a full cosmology-dependent covariance, with the notable exception of Lee et al. (2013) for non-tomographic shear-shear correlations only. In the KiDS analysis that included shear-shear, shear-galaxy, and galaxy-galaxy correlations (van Uitert et al. 2017), the cosmology-dependence of the covariance was partially accounted for through an iterative procedure. While they did not vary the covariance at each step of their MCMC, they did use the best-fitting cosmology from their first MCMC to regenerate the covariance and then rerun the fitting procedure.

Another approach that has seen popularity with past surveys is direct empirical estimation of the covariances, such as using the jackknife or bootstrap method, with the subsamples consisting of large contiguous regions within the survey (e.g., Mandelbaum et al. 2013). This approach has been rigorously compared with both numerical estimates of covariances and with realistically complex mock catalogs for galaxy-shear and galaxy-galaxy correlations (Shirasaki et al. 2017; Singh et al. 2017), and has been found to be quite accurate for
scales up to the size of the jackknife regions. A natural tension for this method is that the need for the number of regions to significantly exceed the number of data points motivates the use of many smaller regions, but use of smaller regions reduces the range of scales on which the jackknife can be accurately used, and causes a violation of the assumption of region independence. However, if a given survey configuration allows the jackknife method to be used, it can be useful in avoiding the need for many realizations of mock catalogs. The covariance matrix estimated in this way will be noisy, and since the inverse covariance used for likelihood analysis is then biased, the sizes of cosmological parameter constraints must be corrected (e.g., Hirata et al. 2004; Hartlap, Simon & Schneider 2007).

In principle, using many simulation realizations of the survey provides a way to estimate covariance matrices. Similarly to the above empirical methods, each element of the covariance matrix must be independently constrained, and hence longer data vectors pose a greater challenge. For expected data vectors in the surveys of the 2020s, the number of realizations needed to do this as a function of cosmology is likely prohibitive, even assuming the expected increase in computing power available in the 2020s. The noise resulting from the limited number of realizations compared to the number of data points (Blot et al. 2016) must also be taken into account, e.g., using the methods mentioned above for empirical covariances. However, it is more likely that a hybrid approach will be used, adopting some method for modeling the covariance and then constraining its (much smaller number of) parameters using the simulations. For example, methods for modeling the precision matrix (inverse covariance matrix; Padmanabhan et al. 2016; Friedrich & Eifler 2017) or perturbation theory approaches to the covariance (Mohammed, Seljak & Vlah 2017) may be useful, in addition to simulation-calibrated versions of the numerical models mentioned above. Techniques for fast mode resampling may also be useful in reducing the number of simulation realizations needed (Schneider et al. 2011). Finally, data compression methods introduced in Sec. 3.1 are also relevant here. In the coming years, it will be important that a way forward that works for the full tomographic shear-shear, galaxy-shear, and galaxy-galaxy analysis be validated and implemented; see Marian, Smith & Angulo (2015) for a demonstration of some issues that arise when combining galaxy-shear and galaxy-galaxy correlations and estimating covariances. Ideally, a fast emulator (e.g., building on ideas from Morrison & Schneider 2013) would be constructed, to avoid cosmology-dependent covariance matrix estimation being a primary limiting step in the final likelihood analysis.

### 3.7. Inference

Cosmological inference from weak lensing with past and current datasets has typically involved the assumption that the likelihood function of the observables in Gaussian, and use of some form of Markov Chain Monte Carlo (Lewis & Bridle 2002; Feroz, Hobson & Bridges 2009; Foreman-Mackey et al. 2013) to sample parameter space and identify best-fitting parameters and confidence intervals. It may also be important for future surveys to account for non-Gaussianity in the likelihood (e.g., Sato et al. 2009, 2011).

One of the key challenges facing future surveys in the cosmological parameter inference step is the high dimensionality of the problem. The multiple tomographic bins and three correlations to jointly model produce of order 1000 data points. The number of systematics that must be marginalized over will be of order 100, in addition to of order 10 cosmological parameters. While alternative inference methods have been proposed (e.g., Jasche & Wandelt 2013; Lin & Kilbinger 2015; Alsing et al. 2016), substantially more research must be
done to ascertain the feasibility of adopting them for future cosmological lensing surveys. Some of these methods come with the substantial benefit that one can avoid the Gaussian likelihood assumption and covariance matrix estimation, typically at the cost of requiring fairly realistic forward simulation techniques for the observable quantities.

One issue that has received significant attention in the weak lensing community is confirmation bias (e.g., Croft & Dailey 2011), the solution for which is to carry out a blinded analysis until null tests are passed and decisions have been made about what range of scales and models to use. All three ongoing weak lensing surveys have adopted a blind cosmological analysis strategy (DES Collaboration et al. 2017; Hildebrandt et al. 2017; Mandelbaum et al. 2017b). The details depend on the survey and the analysis being carried out, and most surveys adopt a combination of the following: (a) applying a randomly selected calibration factor to the shears, (b) having multiple catalogs with randomly selected calibrations and only one person able to reveal which of those catalogs is the true one (zero additional calibration factor), (c) applying random calibration factors to the measured two-point correlations, (d) avoiding plotting the data against predictions from any cosmological model, (e) looking at MCMC results only after subtracting off the best-fitting cosmological parameters, i.e., $\Delta \Omega_m$ rather than $\Omega_m$ itself. Some of these strategies may only work with current datasets (where cosmological parameter changes look close enough like calibration offsets), but not future data (where changes in shape of the two-point correlations with cosmology will be evident due to the smaller errors). The common adoption of blind analysis methods is a positive step forward for the field of weak lensing, and current surveys should be quite informative as to which methods are likely to work for future surveys.

4. DETECTING AND MODELING OBSERVATIONAL SYSTEMATICS

In this section, I discuss the classes of systematic errors, and the tests that can help reveal them using the data itself. For survey papers that use many systematics tests to reveal observational systematics, including ‘null tests’ (which should be zero in the absence of systematics), see Hildebrandt et al. (2017); Mandelbaum et al. (2017b); Zuntz et al. (2017). Here I will not discuss null tests for PSF modeling errors, which were thoroughly discussed in Sec. 2.1 of this review. Before considering specific null tests, it is worth noting a general rule that null tests are often most informative when carried out after binning samples based on any independent quantity that could be related to a potential systematic.

As mentioned in Sec. 3.3, cosmological B modes are expected to be quite small, and hence a detection of non-zero B-mode power is typically interpreted as arising from systematics. Unfortunately, B modes can have many origins, including PSF modeling errors, PSF correction errors, astrometric errors, and intrinsic alignments. Uncovering which of these is responsible can be difficult, and the correct mitigation scheme to use depends on the origin of the effect (Hildebrandt et al. 2017). Also, many systematics do not generate B modes, and hence a lack of B modes does not guarantee a systematics-free measurement.

Another common diagnostic for additive biases, the star-galaxy correlation function, can be nonzero for a number of reasons. This test involves correlating the shapes of stars with the PSF-corrected galaxy shear estimates. Thus, both PSF modeling errors and insufficient PSF correction of galaxy shapes can contribute. This test has been used in different ways in previous lensing measurements. The zero-lag star-galaxy correlation can be estimated using the PSF model shape for the “star” shape, and averaged within small regions (Heymans et al. 2012; Hildebrandt et al. 2017). Assigning an uncertainty on this quantity generally
requires using mock catalogs that have a realistic level of cosmic variance and PSF model variation across the fields. This test was used in CFHTLenS to eliminate outlier fields that (for undetermined reasons) were too systematics-dominated to use for science. An alternative approach (Mandelbaum et al. 2017b) is to measure the full star-galaxy shape correlation as a function of separation, averaged over the entire survey. In principle, this should be the sum of terms from PSF modeling errors (related to the $\rho$ statistics) and from uncorrected PSF anisotropy. It provides a template for marginalization over additive errors due to these systematics; however, leakage across the star-galaxy boundary can result in this correlation including cosmic shear as well.

Correlations with systematics maps is another method that can enable the detection of observational systematics (Chang et al. 2017; Oguri et al. 2017). This method involves producing lensing mass maps from the shear catalog, and maps corresponding to the values of any quantity that may be considered as a possible cause for weak lensing systematics (e.g., stellar density, PSF FWHM, PSF shape). The cross-correlation between the lensing and systematics maps should be zero in the absence of systematics. Map-level correlations can be a more compact way to detect certain systematics, rather than re-computing all 2-point correlation null tests after dividing the sample into bins in seeing and other quantities (as was done in, e.g., Becker et al. 2016).

Calculating average shears with respect to arbitrary locations that should not generate lensing shear is another common null test. For example, the average shapes of galaxies with respect to the CCD coordinate system or the positions of stars should be zero (modulo noise and the contamination of the star sample with galaxies). The caveat in the parenthesis highlights another important point, which is that the origins of deviations from zero for null tests should be carefully considered. Sometimes the source of the signal observed is completely different from what was originally intended.

There are few null tests that are meant to specifically identify residual detector effects. A recent example is the computation of PSF model size residuals as a function of stellar magnitude (Mandelbaum et al. 2017b; Zuntz et al. 2017). Computing the mean shear in CCD coordinates for galaxies binned based on their CCD row/column can also be useful for identifying detector systematics (e.g., Huff et al. 2014 Zuntz et al. 2017). The development of more tests that can identify failure to correct for detector effects or chromatic PSF effects would be useful for the next generation of surveys, which require a greater level of control over those effects.

One useful tool to detect systematics due to nearby galaxies and/or due to failures in the analysis pipeline is to inject fake galaxies into real data and rerun the analysis pipeline (Suchyta et al. 2016; Huang et al. 2017). Comparison of the measured properties of the fake galaxies with the input ones can help diagnose problems with many steps of the analysis pipeline (detection, deblending, photometry, shear estimation). The impact of the injected galaxies on the real ones can also be measured; while we do not know ground truth for the real galaxies, the difference between the originally-measured properties and those measured after injection of the fake objects can be revealing (Samuroff et al. 2017).

Unfortunately, there is no observational test to identify failures in the absolute multiplicative calibration of the ensemble shear signal, which is why the problem described in Section 2.7 has attracted so much attention. However, comparing subsamples of galaxies can reveal relative calibration biases between subsamples, modulo selection bias (Section 2.5), which makes the division into subsamples a potentially problematic null test. In other words, for this to be a useful test, the standard sources of bias such as noise bias, model
bias, and selection bias must be separately calibrated out for the subsamples in order to use this as a test for unrecognized/unknown systematics. One important aspect of shear comparisons (whether between subsamples within a given survey, or between the same sample of galaxies measured in two surveys) is that they should always happen at the level of ensemble shears, not per-galaxy shapes, for the reasons explained in Section 2.7. See Amon et al. (2017) for one example of a recent shear comparison, with methodology that should be applicable elsewhere. This comparison can be done at the level of ensemble shear estimates for matched samples with a common set of photo-z’s, to identify shear-related calibration offsets, or at a higher level that includes both photo-z and shear-related calibration offsets.

To identify and remove additive systematics due to physical effects associated with specific exposures or surveys (e.g., atmospheric PSFs, or a detector effect), one possible way forward is to cross-correlate shear maps from different surveys or subsets of exposures within a single survey. In principle, this test could be extended not just to consistency tests (i.e., split the LSST exposures into two sets, and do a separate analysis in each one), but to detect and exclude data with potentially unknown systematic errors (i.e., through a jackknife process that involves sequentially excluding small portions of data and testing their statistical consistency with the rest).

The above tests (and the \( \rho \) statistics described earlier in this review) and analysis of survey simulations can be used to identify the presence of systematics that can contaminate cosmological weak lensing analysis. They will also provide templates for residual systematics that can be marginalized over when constraining cosmological parameters. It is important that these template not only be scale-dependent, but also galaxy property-dependent and/or redshift-dependent, since most shear systematics will depend on the galaxy properties at some level, and hence on the redshift. Indeed template marginalization is a popular method for removing theoretical systematics, but unlike for observational systematics, there are fewer null tests that can be done for theoretical systematics (with typical tests being eliminating data in regions where the systematics should be worse, and testing for consistency of results).

5. SUMMARY

The high-level goal of this review is to answer the following question: “What does the weak lensing community need to do in order to get to the point where surprising claims that are made about dark energy with LSST, Euclid, or WFIRST will be believed?”

The fact that LSST, Euclid, and WFIRST are designed in ways that result in different dominant systematics is an important aspect of the landscape of the 2020s. For example, Euclid’s broad RIZ filter means that it is far more susceptible to chromatic effects (Section 2.1) than LSST or WFIRST. The WFIRST survey design is more conservative than Euclid in terms of the number of samples at each position, making it less likely to suffer from undersampling (due to, e.g., cosmic rays that result in an exposure being excluded). WFIRST’s NIR detectors will have different pixel-level systematics than the Euclid or LSST CCDs, and greater calibration challenges due to the CMOS architecture. LSST will suffer from blending far more than the two space-based surveys. The fact that Euclid is shallower than WFIRST or LSST means that it can more easily gather representative spectroscopic samples for photometric redshift training and calibration. However, the fact that WFIRST will be completely within the LSST footprint (and will use it for photometric redshift determination) results in greater survey homogeneity than Euclid, which will rely
on several ground-based datasets for photometric redshifts. Relying on the various survey
cross-comparisons plus the fact that they suffer from systematics at different levels will be
highly scientifically valuable, and the combination of the surveys has the potential to be
even more powerful than one would expect by naively combining statistical errors (Jain
et al. 2015, Rhodes et al. in prep.).

Below are a number of key take-aways synthesizing the material in the sections above:

1. There are low-level issues such as detector systematics, chromatic effects, astrometry,
and survey geometry representation for which work is clearly needed to get where we
need to be for surveys in the 2020s, but there are promising avenues for investigation.

2. An area where genuinely new ideas are needed is blending systematics, both in how
to quantify and mitigate the impact of low-level blends on shear and photo-z, and
the impact of unrecognized blends. The field has only recently started to confront
this issue, and more work is needed.

3. Several issues fall into the category of “promising ideas exist but more exploration
is needed to determine which will work and how exactly to use them at the level
of precision needed for future surveys”: calibration of $N(z)$ for photometric redshift
samples, shear calibration, optimal image combination, PSF modeling, mitigation of
theory systematics, and covariance matrix estimation. Serious work must be done by
the community, but all of these issues are more advanced than blending systematics.
The calibration of $N(z)$ for photometric redshift samples has gotten less attention
than shear calibration until recently, and therefore there is some catching up to do
in this area. Indeed, the weak lensing community’s unfortunate habit of outsourcing
photo-z production and calibration without considering the cross-talk between shear-
related selection effects and photo-z’s must end: we must interface with the photo-z
community at an earlier phase of the analysis.

4. Decisions to be made about image combination must factor in the connection between
image combination, PSF modeling, shear estimation, and deblending.

5. Choice of data compression methods will have an impact on the best way to handle
covariance matrix estimation and cosmological parameter inference.

6. The field views shear estimation quite differently from how it did from the mid-1990s
until around 2012: it is now well-understood that estimation of per-galaxy shapes
will not result in an unbiased estimate of the ensemble shear, so the focus is on
either calibration strategies or methods of inferring shear without per-galaxy shapes.
Several highly promising options currently exist.

7. Regarding the overall cosmological inference problem, more work is needed on blinding
strategies for weak lensing analysis by upcoming surveys. In addition, there is still
room to draw the field away from the standard method of likelihood analysis (see
alternatives discussed in Sec. 3.7), but it will take substantial development for those
methods to be viable.

8. Having (at least) two methods with different assumptions for any complex analysis
step is highly valuable. This was highlighted in the DES year 1 cosmology analysis
(DES Collaboration et al. 2017). Even having two independent pipelines that share
assumptions can be useful for identifying bugs, hidden assumptions, and numerical
issues. Pipeline redundancy will likely remain an important element of cosmology
analysis in the 2020s, and hence it is really valuable that for most of the key issues
discussed here (e.g., $N(z)$ and shear calibration) there are multiple viable approaches.
9. Null tests are valuable, but it is important to understand what really is a null test, and which “null tests” could be defeated by faulty assumptions.

10. In many of the above sections on theoretical systematics, papers that are referenced show methods for marginalizing over that systematic. Most of those papers considered individual systematics in isolation. The full problem with all of these theoretical and observational systematics is likely more complex, with degeneracies between some systematics. It will be important for the field to confront the multiple-systematics-mitigation problem sooner rather than later, in order to identify obstacles early on and develop strategies to overcome them.

The issue of multiple independent approaches raises the question of how independent the different surveys should try to be. For example, if they all rely on the representativeness of a given spectroscopic training sample for photo-z, systematic uncertainties could become correlated across the surveys. Cross-survey comparison, when carried out properly, can be a powerful tool for identifying inconsistencies that may be due to systematic errors. But it is important to consider the ingredients of the analysis (e.g., commonality in algorithms for shear calibration or photo-z calibration, same vs. different implementations of common algorithms) before deciding what parts truly are independent. In that sense, comparison against CMB lensing is “safer” as a cross-check, because it is difficult to correlate systematics between galaxy and CMB lensing. It is clear, however, that a broad set of internal cross-checks (Section 4) and external ones will be necessary for the surveys of the 2020s to produce credible weak lensing cosmology results. This work should begin before the 2020s: existing surveys – KiDS, HSC, and DES – will play a crucial role in this path towards believable precision cosmology with the surveys of the 2020s. The community must demonstrate an ability to self-consistently constrain cosmology with these datasets.

While Figure 2 (left panel) provided an initial motivation for why weak lensing is so valuable as a cosmological probe, the sections above may raise the question of why try to do it at all given the complexity of the problems involved? The community has made tremendous strides in how to address the key problems facing the field, and most outstanding issues now have multiple paths to a resolution. To distinguish between general dark energy and modified gravity models as the cause of the observed accelerated expansion rate of the Universe, we generally require a probe of the distance-redshift relation (e.g., baryon acoustic oscillations, supernovae, time-delay strong lenses) and structure growth (weak lensing, galaxy clustering, redshift-space distortions, galaxy cluster counts). While all come with challenges, weak lensing is currently the most promising of the “structure growth” probes. Use of galaxy clustering or redshift-space distortions alone requires highly precise determination of the galaxy bias or marginalization over its value (which weakens constraints). In contrast, weak lensing allows direct determination of the galaxy bias from the shear-shear, galaxy-shear, galaxy-galaxy correlations. Competitive galaxy cluster measurements of cosmology require weak lensing measurements with special care for systematics and theoretical uncertainties arising in crowded cluster regions. All probes of structure growth besides shear-shear correlations suffer worse from baryonic effects, since weak lensing signals are dominated by collisionless matter in the translinear regime. In short, these factors plus the tremendous development in the field of weak lensing in the past decade lead to the conclusion that weak lensing provides the cosmology community’s best hope for competitive and believable constraints on cosmic structure growth, and hence on dark energy.
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