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Abstract

We study the problem of achieving maximum network throughput with fairness among the flows at the nodes in a wireless mesh network, given their location and the number of their half-duplex radio interfaces. Our goal is to find the minimum number of non-overlapping frequency channels required to achieve interference-free communication. We use our existing Select x for less than x topology control algorithm (TCA) to build the connectivity graph (CG), which enhances spatial channel reuse to help minimize the number of channels required. We show that the TCA-based CG approach requires fewer channels than the classical approach of building the CG based on the maximum power. We use multi-path routing to achieve the maximum network throughput and show that it provides better network throughput than the classical minimum power-based shortest path routing. We also develop an effective heuristic method to determine the minimum number of channels required for interference-free channel assignment.
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1. Introduction

In the classical approach to channel assignment in multi-radio multi-channel (MRMC) wireless mesh networks (WMNs) [1-7], the number of available non-overlapping frequency channels is assumed to be fixed. In such schemes, two links that are within the interference range of each other could be assigned the same frequency, causing co-channel interference which degrades the network throughput.

We study the channel assignment problem in MRMC WMNs from a different perspective. First, we ensure interference-free communication among the mesh nodes by ensuring that links within the interference range of each other are assigned different channels. Second,
instead of working with a fixed number of orthogonal frequency channels, we search for the minimum number of channels that provides an interference-free channel assignment which allows the mesh network to achieve the maximum throughput.

We assume a single mesh gateway (GW). All mesh nodes, except the GW, are sources of flow. The GW is the sink for all flows. We formulate the MRMC WMN routing problem as a mixed integer linear program (MILP) whose objective is to maximize the network throughput while maintaining fairness among the multiple flows subject to flow conservation, half-duplex, and node-degree constraints. The problem of assigning channels to the links involved in routing so that communication among mesh nodes is interference free is similar to the minimum coloring problem for the conflict graph, which is known to be NP-hard for general graphs [8]. This amounts to finding the smallest number of maximal independent sets (MaISs), where the number of channels required is equal to the number of MaISs. To minimize the number of channels required, we use our existing Select x for less than x topology control algorithm (TCA) [2] to build the connectivity graph (CG). By controlling network connectivity, it lowers the transmitted power as much as possible without sacrificing network throughput and so tends to reduce transmitted power throughout the network, which supports green networking for WMNs.

Specifically, the contributions of our work are as follows.

- We develop a method to determine the minimum number of non-overlapping frequency channels required for interference-free channel assignment given the locations of the mesh nodes and the number of their half-duplex radio interfaces. This is also the number of channels required to achieve the maximum network throughput.

- We show that our TCA-based approach for building the CG outperforms the classical maximum power-based CG approach for all node-degree constraints in terms of the number of channels required as well as the link-to-channel ratio.

- We show that the multi-path routing approach significantly outperforms the minimum power-based shortest path (MPSP) routing approach in terms of network throughput at higher node-degree constraints.

- We develop and compare two effective new heuristics for interference-free channel assignment (CA).

The rest of the paper is organized as follows. Section 2 presents related work. Our model for the network architecture is given in Section 3. Section 4 explains the creation of the connectivity graph using the two different approaches. The problem formulation for multi-path routing and MPSP routing are also presented. The creation of the conflict graph using the protocol-based interference model is given in Section 5, which also presents two heuristic approaches for the solution of the channel assignment problem. Performance evaluation with results is given in Section 6. Conclusions and some directions for future work are given in Section 7.

2. Related work

There is a great deal of literature on improving the performance of MRMC WMNs by maximizing the network throughput [1-7]. In all of these studies, the number of available non-overlapping frequency channels is assumed to be fixed, so links within the interference
range of each other could be assigned the same channel, causing co-channel interference that degrades network throughput. We provide interference-free communication among the mesh nodes by ensuring that links that fall within the interference range of each other are assigned different non-overlapping frequency channels. We then determine the minimum number of channels required to realize such interference-free channel assignment in order to achieve the maximum network throughput.

In addition to channel assignment, the schemes in [1-7] also deal with routing in MRMC WMNs. In the previous work [1,2], we employed minimum power-based minimum spanning trees and minimum power-based shortest path trees for degree constrained routing. In [3], traffic is routed using either minimum-hop path routing or randomized multi-path routing. In [4], routing heuristics incorporate the impact of interface switching cost and a possible implementation using the dynamic source routing protocol is discussed. The optimized link state routing protocol is used in [5] for route selection. The scheme in [6] uses a flow rate computation method for routing, which aims to maximize the network throughput. For the performance evaluation of the channel assignment scheme in [7], the routes are computed statically using the smallest number of hops. In this paper, we formulate the routing problem as a MILP with the objective of maximizing the network throughput under fairness, flow conservation, half-duplex, and node-degree constraints.

The schemes in [2-7] focus on improving the throughput in MRMC WMNs without considering fairness. In [1], we proposed channel assignment algorithms to improve throughput as well as fairness. The scheme in [9] achieves a good trade-off between throughput and fairness even though it does not find an absolutely even distribution. The authors have shown in [10] that the network throughput as well as fairness increases as the number of available radio interfaces per router or the number of available orthogonal frequency channels increases. The approach in [11] deals with congestion control and channel assignment and achieves significant gains in terms of network utilization and establishing fairness. In [12], the authors deal with the problem of joint channel assignment, link scheduling, and routing for throughput optimization, and show that the fairness and throughput achieved by their method is within a constant factor of the optimum value.

An algorithm is proposed in [13] for joint channel, capacity, and flow assignment in MRMC WMNs. It first tries to maximize the fairness and then uses the remaining unused network resources to maximize the overall network throughput. The divide-and-conquer approach in [14] splits the joint routing and channel assignment problem into separate sub-problems. This significantly improves fairness among the traffic flows. Throughput and fairness do not normally go hand in hand, and increasing one generally decreases the other. Our proposed approach, however, achieves maximum network throughput for MRMC WMNs and at the same time ensures fairness among the network flows.

Algorithms for solving the maximum independent set (MIS) problem have been widely used for resource allocation in multi-hop wireless networks. The scheduling scheme in [15] uses independent sets for feasible link scheduling in TDMA-based WMNs. The method in [9] uses maximal independent sets for link scheduling in multi-channel WMNs. In [16], the authors propose a polynomial time approximation scheme for computing an independent set from the link interference graph, as large as \((1 - \epsilon)\) times the cardinality of the MIS. Given the number of channels among other inputs, the method is then used to develop a channel assignment for MRMC WMNs such that the number of links in the communications graph that can be active simultaneously is maximized. In [17], maximal weighted independent set solutions are used
to develop an algorithm for link scheduling in multi-radio multi-channel multi-hop wireless networks. A polynomial computing method in [18] searches for the critical maximal independent set that needs to be scheduled for optimal resource allocation. In [19], the authors use solutions for the maximum weighted independent set problem to develop approximation algorithms for link scheduling, and compute a maximum (concurrent) multi-flow in multi-radio multi-channel multi-hop wireless networks. We solve the minimum coloring problem heuristically by repeatedly solving the MaIS sub-problem to determine the minimum number of channels required for interference-free CA in MRMC WMNs.

3. Network architecture

We assume that each mesh node is equipped with multiple radio interfaces. One of these radios is used for control traffic, while the others are used for data traffic. We define the node-degree of a mesh node as the number of neighbors with which it can communicate data traffic simultaneously. For example, a node-degree of 2 means that each mesh node is equipped with two radio interfaces for data traffic and can communicate with at most two of its neighbors simultaneously.

The radio interfaces are assumed to be half-duplex; hence, a mesh node cannot send and receive at the same time using the same radio interface. It is assumed that each radio interface of a multi-radio mesh node is equipped with an omni-directional antenna and that the radio interfaces of nodes can be tuned to different non-overlapping frequency channels. The control radios of all nodes are tuned to a common frequency channel for communication of the control traffic.

4. Routing problem

4.1. Connectivity graph

We compare two different approaches for building the CG \( C(V,E) \), where vertices \( V \) correspond to the wireless nodes and the edges \( E \) correspond to the wireless links between the nodes. The first approach is the classical way based on maximum transmission power, while the second approach uses our Select \( x \) for less than \( x \) TCA.

The Select \( x \) for less than \( x \) TCA builds a CG using topology control to mitigate the co-channel interference and enhance spatial channel reuse while preserving network connectivity. Each mesh router (MR) broadcasts a Hello message containing its node ID and position over the control channel using the control radio at maximum power. From the information in the received Hello messages, each MR arranges its neighboring nodes in ascending order of their distance. The result is the maximum power neighbor table (MPNT). Then, each MR sends its MPNT along with its position and node ID to the GW over the control channel. For each MR in the network, the GW builds a direct neighbor table (DNT) by selecting at least \( x \) nearest nodes for that MR. If required, the GW then converts some uni-directional links in the DNT of a mesh node into bi-directional links, which results in the final neighbor table (FNT) [2]. Bi-directional links are required for link-level acknowledgments and to ensure the existence of reverse paths.

We build the CG for the maximum power (MP) based approach using the MPNT and the CG for the TCA-based approach using the FNT. Node locations are assumed to be known. In
order to achieve a strongly connected topology, we assume a maximum transmission range of 164 m for all mesh nodes.

4.2. Problem formulation for multi-path routing

We formulate the multi-path routing problem in multi-radio WMNs as a MILP. We call the index \( p \in P \) a commodity. Let

- \( P \) be the commodities, i.e., source-destination pairs \((s_1, t_1), \ldots, (s_P, t_P)\);
- \( f_{ij}^p \) be a variable denoting the amount of flow of commodity \( p \) on link \( l_{ij} \);
- \( f_{si}^p \) be a variable denoting the amount of inflow of commodity \( p \) from the source of \( p \);
- \( f_{dj}^p \) be a variable denoting the amount of outflow of commodity \( p \) from the sink of \( p \);
- \( c_{ij} \) be an input parameter denoting the capacity of link \( l_{ij} \) where \( l_{ij} \in E \);
- \( z_{ij} \) be a binary variable such that \( z_{ij} \in \{0, 1\} \) is 1 when the link \( l_{ij} \) is used for routing and 0 otherwise;
- \( dc \) be an input parameter denoting the constraint on the node-degree of the mesh routers, such that \( dc \in \{2, 3, 4, 5, 6\} \);
- \( cost_{1ij} \) be an input parameter containing a cost of 0.0001 for each link \( l_{ij} \);
- \( demand_{sd} \) be an input parameter representing flow demands between the source-sink pairs and is equal to 1 for all commodities; and
- \( y \) be a variable denoting the multiplier on the unit flow demand of the commodities.

4.2.1. Objective

Given the connectivity graph and unit flow demand between the source-sink pairs, the objective is to maximize \( y \), which is the multiplier on the unit flow demand of the commodities, so as to achieve the maximum total flow in the network using multiple paths between a source-sink pair:

\[
\max \left( y - \sum_{l_{ij}} [z_{ij} \times cost_{1ij}] \right)
\]

The small value of \( cost_{1ij} \) in (1) prevents redundant flow-loops and does not affect the result.

4.2.2. Constraints

The following are the flow balance constraints for the source nodes, sink (GW) node, and the intermediate nodes, respectively:

\[
\sum_j f_{ij}^p - \sum_i f_{si}^p - f_{i}^p = 0 \quad \text{for all } s \text{ and for all } p
\]

(2)

where \( s, i, j \in V \);

\[
f_{d}^p + \sum_i f_{di}^p - \sum_j f_{dj}^p = 0 \quad \text{for all } d \text{ and for all } p
\]

(3)

where \( d, i, j \in V \);
\begin{equation}
\sum_{j} f_{ij}^p - \sum_{k} f_{kj}^p = 0 \quad \text{for all } i \text{ and for all } p
\end{equation}

where \( i \in V \setminus \{ s_p, d_p \} \) and \( p \in P \).

The following represent the constraints on the node-degree of the mesh routers in the WMN.

At any mesh node in the network, there is a limit on the number of radio interfaces and hence on the number of incoming plus outgoing links. If the limit is 4, i.e., if \( dc = 4 \), then at each mesh node \( n_i \):

\begin{equation}
\sum_{k} z_{ki} + \sum_{j} z_{ij} \leq 4 \quad \text{for all } i
\end{equation}

where \( i \in V \).

Varying \( x \) in the Select \( x \) for less than \( x \) TCA for different node-degree constraints ensures that the total amount of flow in the network increases equally for the TCA-based and MP-based CG approaches with an increase in the node-degree constraint. It creates a certain amount of connectivity in the CG for a certain node-degree constraint and hence a certain number of links for the GW. For example, for node-degree constraints of 2 and 3, we use the Select 3 for less than 3 TCA to ensure at least three links for the GW in the CG; for the node-degree constraint of 4, we use the Select 4 for less than 4 TCA to ensure at least four links for the GW in the CG, and so on. Since the Select 2 for less than 2 TCA mostly leads to a disconnected network in the case of random and controlled random topologies, we use the Select 3 for less than 3 TCA for the node-degree constraint of 2. The amount of total flow in the network depends on the number of links for the GW (sink) node for a given node-degree constraint. For example, if the capacity of each link is 24, then the maximum possible total network flow, i.e., the maximum network throughput, is 48 for a node-degree constraint of 2.

The following constraints introduce fairness among the flows of multiple commodities and ensure that they are maximized equally:

\begin{equation}
f_{s_d}^p \geq y \times \text{demand}_{s_d} \quad \text{for all } s, d \text{ and for all } p
\end{equation}

where \( s \in \{ \text{sources} \}, d \in \{ \text{sinks} \} \), and \( p \in P \).

The following constraints represent the half-duplex nature of the radio interfaces of the mesh routers, which means that a link can be used for either transmission or reception but not for both:

\begin{equation}
z_{ij} + z_{ji} \leq 1 \quad \text{for all } i \text{ and } j
\end{equation}

The link capacity constraints ensure that the sum of flows of commodities on a link does not exceed the link capacity:
\[ \sum_p f_{ij}^p \leq c_{ij} \times z_{ij} \quad \text{for all } i \text{ and } j \text{ and for all } p \] (8)

All link capacities are assumed to be 24 based on the fact that the maximum goodput of an IEEE 802.11a link operating at a maximum data rate of 54 Mbps is approximately 24 Mbps.

\[ c_{ij} \geq 0 \quad \text{for all } i \text{ and } j \] (9)

The flow of a commodity \( p \) on a link is non-negative but is not required to be an integer.

\[ f_{ij}^p \geq 0 \quad \text{for all } i \text{ and } j \text{ and for all } p \] (10)

We use the AMPL language [20] to model the multi-path routing problem and IBM CPLEX 12.2 [21] to solve the resulting problem.

4.3. Problem formulation for MPSP routing

We formulate the MPSP routing problem in two stages. In the first stage, shortest paths are determined between the source-sink pairs. The metric for path selection is minimum power. For the two CG approaches, the gateway calculates the minimum power required to reach each of the nodes in the FNT or the MPNT of a node by using the appropriate propagation model. The free space model is used for short distances, and the two-ray ground reflection model is used for longer distances, depending on the value of the Euclidean distance in relation to the cross-over distance [22]. If the distance between two nodes \( u \) and \( v \) is less than or equal to the cross-over distance, i.e., \( d(u,v) \leq \text{cross\_over\_dist} \), the free space model is used, whereas if \( d(u,v) > \text{cross\_over\_dist} \), the two-ray model is used. In the second stage, the flows of individual commodities are maximized equally so as to achieve the maximum total flow in the network, using the shortest paths determined in the first stage.

4.3.1. First stage

We formulate this stage as the following MILP. Let

- \( \text{cost}_{2ij} \) be an input parameter containing the cost of each link \( l_{ij} \) which is minimum power;
- \( \text{supply}_i \) be an input parameter which is 1 for sources; and
- \( \text{demand}_i \) be an input parameter which is \(-1\) for the sink (gateway).

4.3.1.1. Objective

Shortest paths are determined between the source-sink pairs using the following objective:

\[ \min_p \sum \left( \sum_{l_{ij}} \left( f_{ij}^p \times \text{cost}_{2ij} \right) \right) \] (11)
4.3.1.2 Constraints

The following are the flow balance constraints for this stage:

\[
\sum_j f_{ij}^p = \text{supply}_i + \sum_h f_{hi}^p \quad \text{for all } i \text{ and for all } p
\]

(12)

where \( i \in V \) is the source of \( p \);

\[
\sum_j f_{ij}^p = \text{demand}_i + \sum_h f_{hi}^p \quad \text{for all } i \text{ and for all } p
\]

(13)

where \( i \in V \) is the sink of \( p \);

\[
\sum_j f_{ij}^p = \sum_h f_{hi}^p \quad \text{for all } i \text{ and for all } p
\]

(14)

where \( i \in V \setminus \{s, d\} \)

The node-degree, half-duplex, and capacity constraints are exactly the same as in (5), (7), and (8), respectively. Note that because of the integer demand and supply flows and the unimodularity property of the network matrix, the continuous flows \( f_{ij}^p \) will have binary values in the solution.

4.3.2. Second stage

We formulate this stage as the following linear program:

4.3.2.1 Objective

The multiplier on the unit flow demand of the individual commodities is maximized to achieve the maximum total flow in the network, using the shortest paths determined in the first stage:

\[
\max y
\]

(15)

The additional term in (1) is not required in (15) since there is no possibility of flow-loops due to pre-established shortest paths.

4.3.2.2. Constraints

The constraints for this stage are exactly the same as in (2), (3), (4), and (6). In addition, this stage requires the following capacity constraint:

\[
\sum_p f_{ij}^p \leq c_{ij} \quad \text{for all } i \text{ and } j \text{ and for all } p
\]

(16)
As in the case of multi-path routing, we use the AMPL language to model the MPSP routing problem and IBM CPLEX 12.2 to solve the resulting problem.

5. Channel assignment problem

5.1. Conflict graph

We use the protocol-based interference model [23] to build the conflict graph, which is widely used for modeling interference in wireless networks [11,12,18,19]. The input to the conflict graph consists of the links involved in routing, i.e., the output of the routing problem, and the node locations.

Let $d_{ij}$ denote the distance between nodes $n_i$ and $n_j$, $R_i$ be the transmission range of node $n_i$, and $R'_i$ be the interference range of node $n_i$. In the conflict graph $F$, the vertices correspond to the links in the connectivity graph $C$. An edge between the vertices $l_{ij}$ and $l_{pq}$ in $F$ indicates that the links $l_{ij}$ and $l_{pq}$ in $C$ cannot be active simultaneously. Note that links $l_{ij}$ and $l_{pq}$, which are involved in routing, are bi-directional links at the MAC and physical layer levels. So, a link $l_{ij}$ which is involved in routing is checked eight times with every other link that is involved in routing while building the conflict graph. An edge is drawn between the vertices $l_{ij}$ and $l_{pq}$ if any of the following is true:

- $d_{ip} \leq R'_i$ or $d_{iq} \leq R'_i$ or $d_{jp} \leq R'_j$ or $d_{jq} \leq R'_j$ or
- $d_{pi} \leq R'_p$ or $d_{pj} \leq R'_p$ or $d_{qi} \leq R'_q$ or $d_{qj} \leq R'_q$.

While building the conflict graph, we assume that the interference range is twice the transmission range.

5.2. Maximum independent set problem and the minimum coloring problem

An independent set of a graph $G$ is a subset of vertices of $G$ such that none of the vertices in the subset share an edge. In the conflict graph $F$, an independent set of vertices indicates a set of links in $C$ which can be active simultaneously. An independent set is said to be maximal if it is not a subset of any larger independent set or maximum if there is no larger independent set in the graph (i.e., it is an independent set with maximum cardinality). The MIS problem consists of finding the largest subset of vertices of a graph such that none of these vertices are connected by an edge.

A coloring of the conflict graph $F$ is an assignment of colors (channels) to vertices such that adjacent vertices receive different colors. The minimum coloring problem is the problem of computing a coloring of the vertices in the conflict graph $F$ using as few distinct colors as possible; this is the same as the problem of finding the minimum number of channels to use such that there is no interference. The minimum coloring problem is well known to be NP-hard for general graphs [8]. A greedy heuristic for its solution consists of these steps: (1) find a maximal independent set of vertices and assign the members of this set to the same channel, (2) remove these vertices from the conflict graph, and (3) repeat until all vertices are colored (assigned a channel). The number of channels required to achieve interference-free communication among the mesh nodes is equal to the number of MaISs.
Since finding a maximum independent set is itself NP-hard [24], we also use heuristic algorithms for this step of the solution to the interference-free channel assignment problem.

5.3. MaIS-based heuristics for CA

We use three greedy heuristic algorithms to find MaISs. *Algorithm 1 Maximum node-degree start* selects a vertex from the conflict graph with the maximum node-degree and introduces that vertex into the maximal independent set under construction. The algorithm then checks the other vertices of the conflict graph and puts them in the set if they do not have an edge with the vertices already in the set. The worst-case computational complexity of Algorithm 1 to find a MaIS is $O(m^2)$ where $m$ is the number of nodes in the conflict graph.

**Algorithm 1 Maximum node-degree start**

**Inputs:**
- $L$: set of links involved in routing
- $F(VF, EF)$: conflict graph

**Outputs:**
- $VMaIS$: MaIS of vertices
- $LMaIS$: Set of links in $C$ corresponding to vertices in MaIS
- $c$: number of MaISs

**BEGIN**

$c \leftarrow 0$

$m \leftarrow |L| = |VF|$

**While** $m \geq 1$:

**If** $F$ is fully connected or $m=1$:

**For** $d=1$ to $m$:

- Initialize an empty $VMaIS$ and $LMaIS$
- Add vertex $d$ to $VMaIS$ and the corresponding link to $LMaIS$
- Output $VMaIS$ and $LMaIS$

$c \leftarrow c+1$

**end For**

Output $c$ and exit

**End If**

Initialize an empty $VMaIS$ and $LMaIS$

Add vertex of $F$ with the max. node-degree to $VMaIS$ and the corresponding link to $LMaIS$

**For** $i=1$ to $m$:

**If** vertex $i$ does not have an edge with vertices in $VMaIS$:

- Add vertex $i$ to $VMaIS$ and the corresponding link to $LMaIS$

**end If**

**end For**

Output $VMaIS$ and $LMaIS$

$c \leftarrow c+1$

$VF \leftarrow VF \setminus VMaIS$

$L \leftarrow L \setminus LMaIS$

$m \leftarrow |L|$
Algorithm 1 Minimum node-degree start starts by selecting a vertex from the conflict graph with the minimum node-degree. Note that if the conflict graph has multiple vertices with the maximum node-degree (Algorithm 1 Maximum node-degree start) or with the minimum node-degree (Algorithm 1 Minimum node-degree start), then the starting vertex is selected randomly from among them. After removing a MaIS from the conflict graph, ties for the starting vertex in the revised conflict graph are again broken randomly if required. Algorithm 1 Random start starts by selecting a vertex at random from the conflict graph.

These randomized heuristics find MaISs very quickly but may return different results each time, so we run them multiple times. For a given topology of MRs, we run each of the three algorithm variants 25 times on the conflict graph and take the best solution over all 75 runs.

5.4. MIS-based heuristics for CA

The greedy minimum coloring heuristic presumably works best if the maximum independent set can be found at each step instead of just a maximal independent set. We tested Wilf’s algorithm [25] for finding the maximum independent set of a given graph \( G \). It starts by choosing a vertex \( v^* \) from the graph which has the highest node-degree. If \( v^* \) has at least two neighbors, the computational complexity of Wilf’s algorithm to find a MIS in the given graph is \( O(1.47^m) \), which reduces to \( O(1.39^m) \) if \( v^* \) has at least three neighbors, where \( m \) is the number of nodes in the graph. After selecting \( v^* \), the algorithm builds two sets. The set \( n1 \) contains all the nodes of the graph except \( v^* \) and the set \( n2 \) excludes both \( v^* \) and \( N(v^*) \), the neighborhood of \( v^* \), i.e., the nodes that are connected to \( v^* \) by an edge. \( \text{maxset} \) is the set which has the higher cardinality of the two sets. The vertices in \( \text{maxset} \) (and their incident edges) are deleted from \( G \), and the procedure is repeated until \( G \) has no edges. The MIS consists of the vertices in the disconnected \( G \). The pseudo-code of our procedure using Wilf’s algorithm is shown in Algorithm 2.

Algorithm 2 Procedure of finding MISs using Wilf’s algorithm

**Inputs:**
- \( L \): set of links involved in routing
- \( F(VF, EF) \): conflict graph

**Outputs:**
- \( VMIS \): MIS of vertices
- \( LMIS \): Set of links in \( C \) corresponding to vertices in MIS
- \( c \): number of MISs

**BEGIN**
\[
c \leftarrow 0 \\
|L| = |VF|
\]

**While** \( m \geq 1 \):
- **If** \( F \) is fully connected or \( m = 1 \):
  - **For** \( d = 1 \) to \( m \):
    - Initialize an empty \( VMIS \) and \( LMIS \)
    - Add vertex \( d \) to \( VMIS \) and the corresponding link to \( LMIS \)
Output VMIS and LMIS
\[ c \leftarrow c+1 \]
\[ \text{end For} \]
Output c and exit
\[ \text{end If} \]
\[ T(\text{VT, ET}) \leftarrow F(\text{VF, EF}) \]
\[ \text{While } T \text{ has any edges:} \]
\[ v^* \leftarrow \text{vertex of } T \text{ with the max. node-degree} \]
\[ n1 \leftarrow T \setminus v^* \]
\[ N(v^*) \leftarrow \text{set of vertices of } T \text{ connected to } v^* \]
\[ n2 \leftarrow T \setminus \{v^* \cup N(v^*)\} \]
\[ \text{maxset} \leftarrow \text{the higher cardinality set among } n1 \text{ and } n2 \]
\[ VT \leftarrow VT \setminus \text{maxset} \]
\[ \text{end While} \]
Initialize an empty VMIS and LMIS
For g=1 to |VT|:
\[ \text{Add vertex } g \text{ to VMIS and the corresponding} \]
\[ \text{link to LMIS} \]
\[ \text{end For} \]
Output VMIS and LMIS
\[ c \leftarrow c+1 \]
\[ \text{VF} \leftarrow \text{VF} \setminus \text{VMIS} \]
\[ L \leftarrow L \setminus \text{LMIS} \]
\[ m \leftarrow |L| \]
\[ \text{end While} \]
Output c
END

Note that the procedures related to routing and channel assignment are carried out at the GW, which then sends each MR its channel assignment and routing information over the control channel using the control radio. Based on the channel assigned to an MR to communicate with a neighbor and its distance to that neighbor, each MR applies power control and adjusts its transmission power accordingly.

6. Performance evaluation

We evaluate the performance of the TCA-based vs. MP-based CG approach, multi-path vs. MPSP routing, and the MaIS-based vs. MIS-based heuristics for CA, based on network throughput, fairness, solution time of the routing stage in clock seconds, number of channels required (NCR), and link-to-channel ratio (LCR), i.e., the ratio of the number of links involved in routing to the number of channels required. Note that an average LCR of 2 for a topology means that on the average, two links are assigned the same channel for that topology, so a higher LCR indicates better performance.

6.1. Network topology

A controlled random topology (CRT) is used for the evaluation. A 500 m × 500 m physical terrain is divided into cells, and an MR is placed randomly within each cell using a uniform random distribution. Twenty-five different CRTs consisting of 36-node networks are
considered. Irrespective of its location, node 15 is the GW for all CRTs. All mesh nodes, except the GW, are sources of flow. As stated earlier, the GW is the sink for all flows.

6.2. Experimental results

6.2.1. TCA-based vs. MP-based CG approach

We compare the performances of the TCA-based vs. MP-based CG approaches for different node-degree constraints. For both CG approaches, we use multi-path routing in combination with the MaIS-based heuristic for channel assignment. All CPLEX solver parameters are at their default settings, except $\text{mipgap} = 0.01$. This speeds the MILP solution at the possible expense of a small degradation in the objective value, though we found the optimum in all cases. For the TCA-based CG approach, if the solver finds a sub-optimum solution for the multi-path routing problem for node-degree constraints of 2 or 3, we move to a higher TCA to build the CG, i.e., Select 4 for less than 4 TCA or Select 5 for less than 5 TCA, until an optimum solution is found. Note that for a node-degree constraint of 2, the maximum value of total network flow (maximum network throughput) is 48; for a node-degree constraint of 3, it is 72; and so on.

We collected mean values and statistics on the 95% confidence intervals for all measures. If the 95% confidence interval is tightly grouped around the mean, then it is not reported in a table. Most measures are graphed so that trends are immediately apparent.

6.2.1.1. Fairness

The amount of flow of each commodity reaching the GW (sink) is equal to $y \times \text{demand}_{sd}$ as per (6). However, due to a unit flow demand between each source-sink pair, the value of $y$ in Table 1 represents the amount of flow from each source reaching the GW. This indicates that all of the 35 flows in the network are maximized equally. Jain's measure of fairness among the network flows [26] $F_J$ is given by:

| Table 1 Total flow (TCA-based CG vs. MP-based CG approach) |
|-----------------------------------------------------------|
| Node-degree constraint | CG approach | $Y$   | Total flow |
|-------------------------|-------------|-------|------------|
| 2                       | TCA-based   | 1.3714| 48         |
| 3                       | TCA-based   | 2.0571| 72         |
| 4                       | TCA-based   | 2.7428| 96         |
| 5                       | TCA-based   | 3.4285| 120        |
| 6                       | TCA-based   | 4.1142| 144        |
\[ F_j = \frac{\left( \sum_{i=1}^{N} x_i \right)^2}{(N \times \sum_{i=1}^{N} x_i^2)} \]  

(17)

where \( x_i \) is the throughput of flow \( i \) and \( N \) is the total number of flows (sources) in the network. The flows are maximized equally for both CG approaches, so absolute fairness is achieved and the value of \( F_j \) is 1 in all CRTs for all node-degree constraints.

6.2.1.2. Network throughput

The results in Table 1 indicate that the total flow in the network (the flow reaching the gateway (sink)) increases equally for the MP-based and TCA-based CG approaches with an increase in the node-degree constraint. For a node-degree constraint of 2 in Table 1, \( y \) is 1.3714. The total flow in the network, i.e., the network throughput, is equal to the number of sources times \( y \), i.e., \( 35 \times 1.3714 = 48 \), for both CG approaches, which is equal to the maximum total network flow (maximum network throughput) for a node-degree constraint of 2. In fact, the network throughput achieved is maximum for all node-degree constraints for both CG approaches, as shown in Table 1.

Our centralized approach leads to an optimum solution in terms of network throughput while also ensuring fairness among the network flows since the required global network information is available at the GW.

6.2.1.3. Solution time of routing stage

Table 2 compares the solution time in clock seconds of the multi-path routing stage for the two CG approaches, showing the average solution times for the 25 CRTs along with the 95% confidence interval (CI) at different node-degree constraints. The TCA-based CG approach is clearly faster than the MP-based CG approach.

| Node-degree constraint | CG approach  | Solution time (s) | 95% CI for solution time |
|------------------------|--------------|-------------------|--------------------------|
| 2                      | MP-based     | 656.33            | 296.43-1,016.22          |
|                        | TCA-based    | 138.24            | 102.00-174.49            |
| 3                      | MP-based     | 11.31             | 10.32-12.30              |
|                        | TCA-based    | 3.04              | 2.62-3.45                |
| 4                      | MP-based     | 10.89             | 9.83-11.96               |
|                        | TCA-based    | 3.70              | 3.13-4.28                |
| 5                      | MP-based     | 9.74              | 8.32-11.17               |
|                        | TCA-based    | 3.61              | 2.80-4.43                |
| 6                      | MP-based     | 8.82              | 7.26-10.38               |
|                        | TCA-based    | 3.99              | 3.10-4.89                |

6.2.1.4. Number of channels required

Figure 1 shows that the TCA-based CG approach requires fewer channels than the MP-based CG approach for all node-degree constraints. Using multi-path routing in combination with the MaIS-based CA heuristic at a node-degree constraint of 2, the TCA-based CG approach uses one third fewer channels than the MP-based CG approach.
6.2.1.5. Link-to-channel ratio

Figure 2 shows that the LCR for the TCA-based CG approach is higher than that for the MP-based CG approach for all node-degree constraints. Using multi-path routing in combination with the MaIS-based CA heuristic at a node-degree constraint of 2, the LCR for the TCA-based CG approach is one third higher than that for the MP-based CG approach.

As the node-degree constraint increases so does the number of links emanating from a mesh node. Since the links emanating from a node must be assigned different channels, this increases the NCR as well as decreasing the LCR for both CG approaches, as shown in Figures 1 and 2. However, the TCA-based approach still outperforms the MP-based approach by controlling the network connectivity using topology control, as shown next.

The average node-degree (AND) for the entire network is calculated as:

\[
\text{AND} = \frac{1}{N} \sum_{j=1}^{N} q_j
\]

where \( q \) is the number of neighbors of a mesh node and \( N \) is the total number of mesh nodes in the network. We define transmission range-average node-degree (TR-AND) and interference range-average node-degree (IR-AND) as the average number of transmission range neighbors and the average number of interference range neighbors of nodes, respectively. Figures 3 and 4 compare TR-AND (connectivity) and IR-AND (interference) for the two CG approaches, respectively. With the TCA-based approach, the connectivity and interference can be controlled, as can be seen in these figures. However, as the network connectivity increases by increasing \( x \) in the Select \( x \) for less than \( x \) TCA so does the interference in the network. This increases the NCR as well as decreasing the LCR at higher node-degree constraints with the TCA-based approach.
6.2.2. Multi-path vs. MPSP routing approach

We compare the performances of the multi-path vs. MPSP routing approaches for different node-degree constraints. For each routing approach, we use the TCA-based CG as well as the MP-based CG in combination with the MaIS-based heuristic CA approach. For both routing approaches, we ask CPLEX to search for the first feasible solution, which significantly reduces the solution time at the cost of a small degradation in the network throughput, and set *mipemphasis = 1* in CPLEX. For the TCA-based CG approach, we use the Select 3 for less than 3 TCA for the node-degree constraint of 2 and 3, Select 4 for less than 4 TCA for the node-degree constraint of 4, and so on. We are only interested in the first feasible solution for this comparison, so we do not move to a higher TCA in search of the optimum, unlike the previous comparison.

The MP-based CG performs poorly as compared to the TCA-based CG for both routing approaches in terms of solution time of the routing stage, NCR, and LCR and is slightly better than TCA-based CG in terms of network throughput. Therefore, for the sake of brevity, we present the results for each routing approach with TCA-based CG only in combination with the MaIS-based CA heuristic.

6.2.2.1. Fairness

As indicated by the results in Table 3, the *y* values are maximized equally for all flows in both routing approaches. Absolute fairness is achieved for both routing approaches in all CRTs for all node-degree constraints.

| Node-degree constraint | Routing approach | Total flow | 95% CI for total flow |
|------------------------|------------------|------------|----------------------|
| 2                      | Multi-path       | 1.160      | 40.59                |
|                        | MPSP             | 1.199      | 41.96                |
| 3                      | Multi-path       | 1.902      | 66.56                |
|                        | MPSP             | 1.314      | 46.00                |
| 4                      | Multi-path       | 2.382      | 83.37                |
|                        | MPSP             | 1.487      | 52.03                |
| 5                      | Multi-path       | 2.981      | 104.33               |
|                        | MPSP             | 1.603      | 56.11                |
| 6                      | Multi-path       | 3.593      | 125.74               |
|                        | MPSP             | 1.724      | 60.35                |

6.2.2.2. Network throughput

The results in Table 3 and Figure 5 indicate that the total amount of flow in the network increases for both routing methods with an increase in the node-degree constraint. However, the increase in network throughput is significantly higher with multi-path routing, especially at higher node-degree constraints. For example, at a node-degree constraint of 6 and using the TCA-based CG, the network throughput is 87.3% of the maximum network throughput of 144 using multi-path routing as compared to a network throughput of 41.9% of the maximum network throughput with MPSP routing. Note that the small degradation in the network throughput with multi-path routing is due to finding only the first feasible solution vs. finding
the optimum solution. The lower network throughput of MPSP routing is mainly because maximizing the total network flow is not an objective while determining the shortest paths between the sources and the GW.

Figure 5 Total flow in the network (multi-path vs. MPSP routing approach (using TCA-based CG)).

6.2.2.3. Solution time of routing stage

Table 4 compares the two routing methods in terms of the solution time in clock seconds. For multi-path routing, the solution times are reduced as compared to those in Table 2, but there is a trade-off in the form of a decrease in the network throughput. As indicated in Table 4, MPSP routing solution times are smaller than those for multi-path routing. Since the objective of the multi-path routing is to maximize the total network flow, it takes the solver more time to find the first feasible solution for it as compared to MPSP routing.

Table 4 Solution time (multi-path routing vs. MPSP routing (using TCA-based CG))

| Node-degree constraint | Routing approach | Solution time (s) | 95% CI for solution time |
|------------------------|------------------|-------------------|--------------------------|
| 2                      | Multi-path       | 13.79             | 8.60-18.98               |
|                        | MPSP             | 1.64              | 1.47-1.82                |
| 3                      | Multi-path       | 1.68              | 1.48-1.88                |
|                        | MPSP             | 0.25              | 0.23-0.27                |
| 4                      | Multi-path       | 1.75              | 1.43-2.08                |
|                        | MPSP             | 0.24              | 0.24-0.25                |
| 5                      | Multi-path       | 1.89              | 1.37-2.42                |
|                        | MPSP             | 0.26              | 0.26-0.27                |
| 6                      | Multi-path       | 2.37              | 1.69-3.05                |
|                        | MPSP             | 0.28              | 0.28-0.29                |

6.2.2.4. Number of channels required

The results in Figure 6 indicate that fewer channels are required by MPSP routing than are required by multi-path routing.

Figure 6 Number of channels required (multi-path vs. MPSP routing approach (using TCA-based CG)).

6.2.2.5. Link-to-channel ratio

Figure 7 shows that the LCR with MPSP routing is higher than that for multi-path routing.

Figure 7 Link-to-channel ratio (multi-path vs. MPSP routing approach (using TCA-based CG)).

Since the objective of multi-path routing is to maximize the total flow in the network by using multiple paths between the mesh nodes and the GW, it returns solutions in which more nodes have high node-degrees, which means more links (conflicts) in the conflict graph. This leads to a higher NCR and a lower LCR as compared to MPSP routing. Although MPSP
routing has smaller solution times, NCR, and LCR, it performs poorly vs. multi-path routing in terms of network throughput at higher node-degree constraints. There is a trade-off between the network throughput and the NCR for the two routing approaches. For example, using the TCA-based CG and a node-degree constraint of 6, multi-path routing provides 2.08 times more network throughput than MPSP routing but is 1.67 times costlier than MPSP routing in terms of NCR.

6.2.3. MaIS-based vs. MIS-based heuristic approach for channel assignment

We compare the performances of MaIS-based vs. MIS-based heuristic approaches for CA for different node-degree constraints based on NCR and LCR. For each CA approach, we use the two routing methods in combination with the two CG approaches. During routing, we search for the first feasible solution and use mipemphasis = 1 in CPLEX to reduce the solution time.

Since MP-based CG mostly performs poorly as compared to the TCA-based CG for both CA methods, we present the results for each CA method with the TCA-based CG only in combination with the two routing approaches.

6.2.3.1. Number of channels required

The results in Figure 8 show that fewer channels are required by the MaIS-based CA heuristic than the MIS-based CA heuristic. Using the TCA-based CG in combination with multi-path routing at a node-degree constraint of 2, the MaIS-based CA heuristic uses 25.6% fewer channels than the MIS-based CA heuristic.

Figure 8 Number of channels required (MaIS-based vs. MIS-based heuristic CA approach (using TCA-based CG)).

6.2.3.2. Link-to-channel ratio

The results in Figure 9 show that the LCR for the MaIS-based CA heuristic is higher than that for the MIS-based CA heuristic. Using the TCA-based CG in combination with multi-path routing at a node-degree constraint of 2, the MaIS-based CA heuristic gives an LCR that is 24.7% higher than that for the MIS-based CA heuristic.

Figure 9 Link-to-channel ratio (MaIS-based vs. MIS-based heuristic CA approach (using TCA-based CG)).

The MaIS-based heuristic not only outperforms the MIS-based heuristic in terms of NCR and LCR but is also much more efficient in terms of computational complexity. The MaIS-based heuristics return fewer channels than the MIS-based heuristics because the cardinalities of the MaISs are more even in size whereas the MIS-based heuristics first find a few large cardinality MISs, leaving a larger number of small MISs, for an overall larger number of channels.

7. Conclusions

We studied the problem of determining the minimum number of non-overlapping frequency channels required by the mesh network to achieve maximum network throughput while
maintaining fairness. We used our existing Select $x$ for less than $x$ TCA to build the CG with the objective of enhancing the spatial channel reuse in order to minimize the number of channels required. We found that the TCA-based CG approach outperforms the classical approach of MP-based CG in terms of solution time of the routing stage, NCR, and LCR for all node-degree constraints. The TCA-based approach controls the network connectivity by controlling the neighborhoods of the mesh nodes, which leads to less overall transmitted power and better spatial channel reuse. We used multi-path routing to achieve the maximum network throughput. This significantly outperforms the classical approach of MPSP routing in terms of network throughput at higher node-degree constraints. However, we observed a trade-off between network throughput and NCR for the two routing approaches. With an increasing node-degree constraint, multi-path routing provides more network throughput than MPSP routing but becomes costlier than MPSP routing in terms of NCR at the same time. We used heuristic algorithms to determine the minimum number of channels required for interference-free CA, with the MaIS-based heuristic CA outperforming the MIS-based heuristic CA in terms of NCR and LCR for all node-degree constraints.

We plan to extend our work in future using the signal-to-interference ratio-based interference model for building the conflict graph. Further research will also focus on finding ways to significantly reduce the number of non-overlapping frequency channels required.

Endnotes

*aPreliminary work in this regard has been presented in ICCCN' 2013.
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