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Abstract: Despite increasing energy efficiency requirements, the full potential of energy efficiency is still unlocked; many buildings in the EU tend to consume more energy than predicted. Gathering data and developing models to predict occupants’ behaviour is seen as the next frontier in sustainable design. Measurements in the analysed open-space office showed accordingly 3.5 and 2.7 times lower occupancy compared to the ones given by DesignBuilder’s and EN 16798-1. This proves that proposed occupancy patterns are only suitable for typical open-space offices. The results of the previous studies and proposed occupancy prediction models have limited applications and limited accuracies. In this paper, the hybrid differential evolution online sequential extreme learning machine (DE-OSELM) model was applied for building occupants’ presence prediction in open-space office. The model was not previously applied in this area of research. It was found that prediction using experimentally gained indoor and outdoor parameters for the whole analysed period resulted in a correlation coefficient $R^2 = 0.72$. The best correlation was found with indoor CO$_2$ concentration—$R^2 = 0.71$ for the analysed period. It was concluded that a 4 week measurement period was sufficient for the prediction of the building’s occupancy and that DE-OSELM is a fast and reliable model suitable for this purpose.
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1. Introduction

Despite increasing energy efficiency requirements for buildings across the EU, the full potential of energy efficiency is still unlocked. The significant progress has been made on a legislative and political level, but still much has to be done to change the final users’ energy consumption-related behaviour. Together with policy developments, building occupants’ behaviour plays an important role in achieving ambitious goals, as new consumption opportunities may arise because of energy efficiency gains, which may impair efforts to reduce overall energy consumption.

The building sector remains one of the most energy intensive sectors, producing about one-third of total global greenhouse emissions in the EU [1]. During the design phase of the building, national regulations or standards like LEED or BREEAM usually dictate how much consideration must be given to the energy performance; ratings for energy performance certificates are produced to meet the requirements. However, there is significant evidence that buildings, when they are constructed, do not perform as was predicted during the design phase [2,3]. According to the platform CarbonBuzz [4],
the initiative of the collaboration between the Royal Institute of British Architects (RIBA) and the Chartered Institution of Building Services Engineers (CIBSE), many buildings across the EU tend to consume 1.5 to 2.5 times more energy than predicted. The less-than-expected operational energy savings astonish investors; meanwhile, occupants suffer from poor indoor comfort or air quality. This is called the performance gap between the expected and actual performance (in terms of energy consumption and indoor environment). Some researchers blame energy simulations that fail to capture how buildings actually work, but a number of factors could be responsible for this discrepancy.

Energy simulation is a powerful tool, enabling to minimize the energy performance gap, but its results strongly depend on assumptions. Simulation tools use as input data climatic data, physical properties of the building envelope and technical properties of the engineering systems. Meanwhile, the impact of occupancy behaviour is only estimated through default or standard schedules [5]. Peper and Feist [6] estimated that the occupants’ influence on energy consumption is \( \pm 50\% \). Therefore, the influence of occupants’ behaviour should not be underestimated. However, a lack of occupancy monitoring and feedback means that problems are rarely identified, occupancy behaviour (OB) is not corrected and lessons are not learned for future projects.

Currently, the understanding of the importance of OB in the building’s design, operation and modernization stages are very limited, thus resulting in significant performance gaps when comparing the simulated vs. actual building’s performance [7]. Therefore, gathering data and developing models to predict energy performance, and change building operation, as well as OB, is the next frontier in sustainable design.

When analysing OB, it is important to understand that occupants may influence energy consumption through their passive and active behaviour [5]. Passive behaviour is mainly related to the presence of the occupants and related metabolic heat gains, which influence the thermal balance of the building and indoor air quality. The passive influence is forecasted considering the occupancy profiles, and it is important in a building’s design phase for accurate energy demand predictions, and in the operation phase, for the heating, ventilation and air conditioning (HVAC) system performance optimisation. Meanwhile, the active occupants’ behaviour is understood as occupants’ actions, which influence the energy consumption of the building. These actions are targeted to achieve the desired indoor comfort level and include opening and closing windows, adjusting window blinds, changing thermostat settings, controlling the lighting system, etc. Besides, occupants can influence buildings’ electricity consumption by the specific use of electrical devices, and this is more related to the behavioural aspects. Various actions often cause an undesired increase in operational energy consumption. Active behaviour is complicated and difficult to predict as it depends on many types of factors including individual (e.g., psychological, physiological), social-personal (e.g., education, knowledge, life-style), economic (e.g., price of energy, incomes), cultural, climatic, and architectural.

The field of research dealing with the understanding and simulation of OB in the built environments is evolving rapidly [8], and a clearer insight towards understanding the impacts of OB on energy consumption has been provided. However, several gaps in OB research are remaining, however [9], developed OB models resulting from both deterministic and probabilistic methods present a dependency on the data set used in their development [10]. Particularly, the translation and integration of the results of performed studies into building energy simulation tools to reduce the performance gap is seen as a significant research challenge in the area. Furthermore, future investigations about the inter-relationship between different OBs are needed, to generate more realistic assumptions in building energy performance predictions [5]. A lack of scientific and robust models to define and simulate energy-related OB in buildings was also indicated by the International Energy Agency [7]. A literature analysis revealed that occupancy profiles are predicted in many studies by using different methods, but to date the application of the methods was limited to low reliability. Recent studies show that to predict occupancy behaviour in buildings, some authors make attempts to apply promising extreme learning machine methods [11–15]. For example, Chen et al. (2016) [13] applied an extreme learning machine (ELM)-based wrapper method to select the best feature set of environmental parameters and
proposed a fusion framework for occupancy estimation in office buildings. Masood et al. (2018) [15] for indoor occupancy estimation proposed a novel technique called the hybrid feature-scaled extreme learning machine (HFS-ELM). Chen et al. (2019) [16] proposed a novel ensemble ELM algorithm for human activity recognition using smartphone sensors. For the prediction of occupancy level and energy consumption in an office building, Wei et al. (2019) [17] applied blind system identification and neural networks. Jiang et al. (2020) [18] proposed a model based on a novel ensemble extreme learning machine technique that can estimate the occupancy level from carbon dioxide concentration. The results obtained in validations demonstrate that forecasting models that include extreme learning machine show high accuracy. Such data-driven approaches have become popular due to their ability to uncover statistical patterns without the intervention of experts [19].

The goal of this paper is to test—for the first time—the applicability of the hybrid differential evolution online sequential extreme learning machine (DE-OSELM) method for occupancy prediction.

2. Previous Related Work

The prediction of building occupants’ behaviour at the early design stage is becoming increasingly more challenging due to the complexity of the built environments in terms of size, spatial solutions, many functions, and the variety of user types [20–22]. A review of previous studies on building–user interactions and occupancy profile predictions revealed the evolving trend in the application of prediction methodologies, measuring periods and measured variables. Some observations are presented in Table 1.

The varying behaviour of occupants results in different energy usage patterns. Occupant behaviour (like presence, activity patterns, etc.) is usually included in the set of parameters related to building performance assessment [7,23]. This set also includes climate data, building characteristics (like building orientation, area, physical properties of building materials, etc.), and data on building service systems, indoor thermal comfort and air quality. Most studies related to the measurement and modelling of occupancy patterns usually focus on the simulation of occupant presence and behaviour, like the time the user starts working, finishes work, goes to lunch, and returns in the afternoon [24–28]. Some studies presented algorithms for occupancy number detection based on the analysis of environmental data (i.e., CO₂, CO, total volatile organic compounds (TVOC), relative humidity (RH), outside temperature, dew point, small particulates, motion, acoustics) captured from sensors [29–33]. Most often, studies combine the approaches of environmental data measurements, energy consumption data and the observations of occupants’ presence [34,35]. For the modelling of personalized occupancy profiles, the study [36] observed the door open/closed status additionally to the environmental data. For office activity recognition, the study [37] explored per-desk passive infrared (PIR) sensors and power plug meters. The heat transferred to the common space together with the presence of occupants and outdoor air, and ground temperatures were observed with the aim to reduce energy consumption at the beginning of occupancy and make the best possible use of stored thermal energy [38,39]. The variables of time spent in the room and the switching on and off of the lights were used for the modelling of occupancy and building users’ behaviour to predict the energy consumption [40]. The techniques based on Wi-Fi signals from consumer devices and Bluetooth low energy (BLE)-based real-time locating systems were also used to detect the presence of occupants [41–44]. Recently, the networks of interconnected and mutually interactive devices to exchange information with each other were used for the indirect monitoring of occupancy and to collect the data on CO₂, temperature, and relative humidity [45].

For the analysis of the dynamic relationships between human activities and built environments, various simulation approaches are proposed. Data-driven approaches to predict the occupants’ presence and behaviour in open office spaces and to analyse indoor comfort and energy consumption are most common if large data sets are available [20]. The algorithms based on approaches based on Markov chain were used in most of the analysed studies for simulating occupant presence or activities [24,25,38–40,46]. Some other models, rarely used, include the Monte Carlo [35], regression and
time-series models [36], Dynamic Markov Time-Window Inference (DMTWI), Auto-Regressive Moving Average (ARMA) and Support Vector Regression (SVR) models [42], agent-based models (ABM) [47], Gaussian approach [46,48], and artificial neural networks (ANN) [29,30,49,50]. New approaches like extreme learning machine (ELM) and its modifications [11–15], narrative-based modelling and multi-criteria analysis [20], have also been used recently.

| Source | Methodologies Used                  | Measurement Period                      | Variables                                                                 |
|--------|-------------------------------------|-----------------------------------------|---------------------------------------------------------------------------|
| [24]   | Markov chain                        | N/A                                     | Times the user starts and finishes work, goes to lunch, returns in the afternoon |
| [25]   | Markov chain                        | More than 2 years, of which 6 months are continuous | Mainly presence at workplace assessed                                     |
| [26]   | Gaussian Mixture Model-based Hidden Markov Models | Presence/absence, time interval—15 min in typical workday from 08:00 to 17:00 | Time of arrival and departure, lunch time, periods of intermediate walking around |
| [27,28] | Markov chain                        | 10 weeks; every 2 min                   | Time of arrival and departure; number of occupants                        |
| [29,30] | Neural Networks, Support Vector Machines and Hidden Markov Models | 6 weeks and 3 weeks periods. Occupancy recorded on weekdays from 08:00 to 18:00 | CO\textsubscript{2}, CO, TVOC, RH, outside temperature, dew point, small particulates, motion, acoustics |
| [31]   | Closet Distance Markov Chain        | 2 months period, occupancy data from 08:00 to 18:00 | CO\textsubscript{2}; T\textsubscript{indoor}, RH, acoustics, lighting and motion |
| [32]   | Autoregressive Hidden Markov Model, Blended Markov Chain | 1 year | CO\textsubscript{2}, CO, TVOC, RH, T\textsubscript{outdoor}, humidity, air velocity, the presence of occupants |
| [33]   | Markov chain                        | N/A                                     | Presence in the room; switching on and off lights                          |
| [34]   | Layered Hidden Markov Model         | More than 100 h of data from different types of rooms | Per-desk infrared sensors (PIR) and power plug meters                       |
| [35]   | Regression, time-series, stochastic process modelling | 2 months and 6 months periods. Images were taken every 10 s | Light; sound; motion; CO\textsubscript{2}; T\textsubscript{indoor}, RH; PIR; door open/closed status |
| [36]   | Autoregressive Hidden Markov Model  | Every 20 s, five-day working week over two periods | CO\textsubscript{2}, RH, T\textsubscript{indoor}, air velocity, occupants’ presence |
| [37]   | Markov chain                        | 18 months                               | T\textsubscript{indoor}; airflow; air pressure                            |
| [38,39] | Markov chain                        | 40 h                                    | Occupants’ presence, T\textsubscript{outdoor}, T\textsubscript{ground}; heat transferred to the common space |
| [40]   | Markov chain                        | 6 weeks and 3 weeks periods. Images were taken every 10 s | Light; sound; motion; CO\textsubscript{2}; T\textsubscript{indoor}, RH; PIR; door open/closed status |
| [41]   | Layered Hidden Markov Model         | 24 h schedules, at 10 min intervals     | Gender, age, occupation, income, level of education, and occupancy period |
| [42]   | DMTWI, ARMA and SVR                 | 9 days. Wi-Fi probe scanning frequency is 1 min per read | The presence of occupants                                                 |
| [43]   | Markov chain                        | 6 weeks and 3 weeks periods             | User-specific approach used to calculate the position of different objects |
| [44]   | Markov chain and Gaussian approach  | N/A                                     | Observed states: sleeping, cooking, leisure, and others                   |
| [45]   | Artificial Neural Network (ANN)     | N/A                                     | Wi-Fi signals from consumer devices; occupants’ presence                  |

Most studies emphasize the need for a more suitable and accurate occupancy prediction model. Under constant loads, such as a residential building, energy consumption follows a certain pattern;
thus, the variability in energy consumption is not volatile. On the contrary, buildings with varying occupancy levels, such as mixed-use buildings, have a changing pattern in their energy demands. Such high fluctuation leads to poor prediction accuracy [21]. The models that are currently proposed have limitations; they cover limited measurement periods; moreover, they do not assess the seasonal differences among the different behaviour scenarios and they cannot fully reflect the stochastic nature of the occupants’ behaviours.

3. Methodology

The methodology applied in the paper consisted of two main steps:

1. Experimental research of the occupancy and physical indoor and outdoor parameters in the open-space office building was conducted. Experimentally defined occupancy profiles were generated. Three different cases—DesignBuilder default, standard EN 16798-1 and actual measured—were simulated and compared to investigate the influence of occupants’ schedules assumptions on energy consumption in an open-space office.

2. A model was created with MATLAB, which could forecast occupancy presence. The hybrid differential evolution online sequential extreme learning machine (DE-OSELM) method was applied for the first time for the prediction of occupancy. In the used model, a single-hidden layer feedforward neural network (SLFNN) was constructed, as well as a neural network architecture consisting of a number of inputs, transfer function type, and a number of hidden neurons in the hidden layer. The ELM modelling consisted of 3 stages: training, testing and validation. Data from the entire aggregated set were divided into three parts, of which a random arrangement was made for each of the three stages. A random breakdown of the data avoided simultaneous unpredictable coincidences. To optimise the training stage, the differential evolution (DE) algorithm was employed. Before the training stage, the hyperparameters were defined. In machine learning, a hyperparameter is a parameter whose value is used to control the training process. Usually, these hyperparameters are determined from accumulated experience (empirically) by manual testing or performing a detailed search. The evolutionary optimization algorithms were used to find a set of hyperparameter values. The DE algorithm improved the data by one generation, so the source data were classified. Classified data were further used in the ELM training stage. The mathematical expression of the methodology was described below.

3.1. Experimental Research

For the actual occupancy profiles research, a building with open-space offices and mobile work stations (computer tables are not assigned to employees; they occupy the one, which is not occupied when they arrive) was selected. The building was energy-efficient and sustainable, LEED GOLD-certified, thus assuming that it provides better working conditions for the users. Basic data related to the building are presented in Table 2 and the building facades are shown in Figure 1.

| Object                  | Value                  |
|-------------------------|------------------------|
| Purpose                 | Office                 |
| Construction work       | 2017                   |
| Number of floors        | 9                      |
| Useful area             | 22,164 m²              |
| Energy efficiency label | B                      |
| Certificate of sustainability | LEED                |
The comfort in the building during the heating season is maintained by the system of radiators, and during the cooling season, by active chilled beams (combined with ventilation). Thermostats installed 2.5 m above the floor adjust the room air temperature for heating or cooling. Thermostats are centrally controlled from the main control system (BMS—building management system), so occupants have no possibility of adjusting the parameters of the indoor climate. Fresh air is supplied to the premises through active chilled beams, and the airflow is constant during the occupied hours. Ventilation and cooling systems are activated from 06:30 to 19:00. The heating system is always activated during the heating season.

One of the most important measurement parameters in this study was the presence of people, which influences changes in the energy consumption of indoor climate systems. Indoor occupancy or workplace occupancy can be observed with devices like 3D depth cameras, which have been extensively studied by Diraco et al. [51]. Three-dimensional cameras can capture people’s presence and behaviour with great accuracy. Another investigated method is PIR (passive infrared sensor) and noise sensors based or VOC (volatile organic compounds), CO₂ (carbon dioxide), and relative humidity, but these only detect the presence/absence of people indoors [52]. CO₂, VOC, RH (relative humidity) are sensors that record the increase in the measured parameters compared to the normal parameters, thus referencing to the presence in the room. This is not an accurate method of detecting occupancy, because it indicates that the room is occupied, but does not provide the information on the exact number of occupants.

The object of research is an open-space office building in Vilnius. In premises, the PIR motion detectors were installed at each workstation under the table (Figure 2). Workstations (desks) were numbered and the numbers at the desks were assigned to a certain PIR sensor (Figure 3).
Real measurements were performed for the period from 8 September 2019 to 12 December 2019 and there were 32 observed workstations in the area. Therefore, it was possible to accurately determine the exact number of people in the room at any time during working hours, and the variation of their presence during this period. The motion sensors collected data for each workstation separately, so each workstation file was processed separately and placed in a single room occupancy file.

According to the energy performance certificate, the predicted energy consumption for heating was 19.44 kWh/m²/year. However, the actual energy consumption was 67 kWh/m²/year. The performance gap is obvious and makes 3 times more than predicted.

3.2. Mathematical Modelling with Extreme Learning Machine Method

Extreme learning machine (ELM) method has gained increasing attention from various research fields recently [53–58]. It has wide application, such as the forecasting of gasoline octane number, for the detection of machine failure error, in medicine and other disciplines. ELM application for occupancy prediction is still not common, even though it is fast and has high accuracy. This method is a simple and efficient single-hidden layer feedforward neural network (SLFNN) [57,58]. The key idea of ELM is to randomly generate the weights between the input layer and the hidden layer, and analytically calculate the output weights by using Moore–Penrose generalized inverse. ELM is formulated as a linear-in-the-parameter model, which boils down to solving a linear system. ELM appears to be suitable in applications, which inquire fast prediction and response capability [57], therefore authors made a hypothesis that advantages of this method would enable to forecast occupancy behaviour in the building.

Figure 4 presents an example of a simple single layer feedforward neural network (SLFNN), for N arbitrary distinct samples \((x_i, t_i)\), where \(x_i = [x_{i1}, x_{i2}, ..., x_{in}]^T \in \mathbb{R}^n\), and \(t_i = [t_{i1}, t_{i2}, ..., t_{im}]^T \in \mathbb{R}^m\) is the input and output data sample. The SLFNN with \(L\) hidden nodes and activation function \(g_i(x)\) is modelled mathematically.
Huang et al. [56] proposed a modification of the changes based on the least squares (LS) training course used in the online sequential extreme learning machine (OS-ELM). OS-ELM creates a better summary search and learns very quickly:

$$\sum_{i=1}^{L} \hat{a}_i g_i(x_i) = \sum_{i=1}^{L} \hat{a}_i g_i(w_i x_j + b_i) = o_j,$$

where \(j = 1, ..., N\), \(g_i(x)\)-activation function, which can be different: linear, sigmoidal or tangential; \(w_i = (w_{i1}, w_{i2}, ..., w_{im})^T\)-weight vector, connecting the \(i^{th}\) hidden neurons and the input neurons; \(\beta_i = (\beta_{i1}, \beta_{i2}, ..., \beta_{im})^T\)-is the weight vector connecting the \(i^{th}\) hidden neuron and the output neurons; \(b_i\)-threshold of the \(i^{th}\) hidden neuron. Inner product of \(w_i\) and \(x_j\) is denoted as \(w_i \cdot x_j\). The output neurons are assumed to be linear.

In a standard SLFNN, a calculation scheme with \(L\) hidden nodes and activation function \(g_i(x)\) can approximate these \(L\) samples that \(\sum_{j=1}^{L} o_j - t_j = 0\), i.e., there exist such \(\beta_i, w_i, b_i\), that:

$$\sum_{i=1}^{L} \hat{a}_i g_i(x_i) = \sum_{i=1}^{L} \hat{a}_i g_i(w_i x_j + b_i) = t_j, \quad j = 1, ..., N, \quad (2)$$

The above given \(N\) equations can be written as \(H\beta = T\) and expressed as matrix:

$$H(w_1, w_2, ..., w_L, b_1, b_2, ..., b_L, x_1, x_2, ..., x_L) = \begin{bmatrix} g(w_1, x_1 + b_1) & \cdots & g(w_L, x_1 + b_L) \\ g(w_1, x_N + b_1) & \cdots & g(w_L, x_N + b_L) \end{bmatrix}, \quad (3)$$

\(\beta = (\beta_1, \beta_2, ..., \beta_L)\) the so-called Huang [54,55] neural network hidden layer output matrices. The \(i^{th}\) column of matrix \(H\), the so-called output of the \(i^{th}\) neuron with corresponding input neurons \((x_1, x_2, ..., x_L)\). Activation and transfer functions are always infinitely differentiated and the number of samples is significantly larger than the number of hidden neurons \(L << N\).

ELM consists of the main following steps:

1. Random selection of the input weights \(w_i\) and \(b_i\), where \(i = 1, ..., L\);
2. Calculation of the hidden layer output matrix \(H\);
3. Calculation of the output weights \(\beta: \beta = H^T T\), where \(T = [t_1, t_2, ..., t_N]^T\).

The main properties of the model are as follows:
**Minimum training error.** The special solution $\beta^* = H^T T$ is one of the least-squares solutions of a general linear system $H^T \beta = T$, meaning that the smallest training error can be reached by this special solution:

$$
\min \|H^T \beta - T\|^2 \rightarrow 0 \text{ and } \beta^* = H^T T,
$$

(4)

Although almost all learning algorithms wish to reach the minimum training error, however, most of them cannot reach it because of local minimum or infinite training iterations.

**Smallest norm of weights.** The special solution $\beta^* = H^T T$ has the smallest norm among all the least-squares solutions of $H^T \beta = T$:

$$
\|\beta^*\| = \|H^T \beta\| \leq \|\beta\|, \forall \beta \in \mathbb{R}^{L \times N}
$$

(5)

$$
\{\beta : \|H^T \beta - T\| \leq \|Hz - T\|, \forall z \in \mathbb{R}^{N}\}
$$

(6)

Minimum $H^T \beta = T$ least-squares solutions norm is the only one and equal to $\beta^* = H^T T$.

Activation function $g(x)$ is infinitely differentiated, as may be sigmoidal functions and the radial basis, sine, cosine, exponential and many other non-regular functions [53], as well as the upper bound of the required number of hidden neurons, which is much more less than the number of distinct training samples, that is $L << N$.

To get the neural network structure employing evolutionary algorithms, the following components of the neurons network must be defined:

1. Inputs number;
2. Number of hidden layers and number of neurons;
3. Transfer function;
4. Outputs number;
5. Used in modelling differential evolution (DE) algorithm. The DE-OSelm is described by Zhang et al. [56] and the concept is presented in Figure 5.

![Flow chart of DE-OSelm](image)

**Figure 5.** The flow chart of DE-OSelm [56].

The differential evolution (DE) method for minimizing the continuous space functions has been introduced by Storn and Price [53]. DE is a parallel direct and random search method [60]. The initial vector population was chosen randomly and should cover the entire parameter space. The population was represented by population size—NP, number of decision variables—D, dimension parameter—hl ($h = 1, 2, ..., NP$ and $l = 1, 2, ..., D$).
DE’s basic strategy can be described as 3 main steps: mutation, cross-over and selection [53,60].

Mutation. By randomly selecting and subtracting two different individual vectors, the difference vectors are generated. The difference vectors are weighed and added to the third randomly selected individual vectors and the variation vectors are generated. For each individual, \( x_h^t \) a mutation is performed using Equation (7):

\[
\tilde{x}_h^{t+1} = x_h^{t+1} + K \left( x_{h2}^{t} - x_{h3}^{t} \right),
\]

with random indexes \( r1, r2, r3 \in \{1, 2, ..., NP\} \), integer, mutually different and \( K > 0 \). \( K \) is a real and constant factor, which controls the amplification of the differential variation.

Cross-over. The purpose of this action is to generate test vectors mixing a variation vector with the target vector (to increase the diversity of the perturbed parameter vectors). The cross-operation of \( x_h^t \) with a variant individual \( v_h^{t+1} \) to generate experimental individual (test vector) \( u_h^{t+1} \) is performed using Equation (8):

\[
u_h^{t+1} = \begin{cases} v_h^{t+1}, & \text{If } ( \text{rand}(l) \leq \text{CR} \text{ or } l = \text{rnbr}(h) ); \\ x_h^t, & \text{otherwise.} \end{cases}
\]

In Equation (8) \( \text{rand}(l) \) is the \( l \) th evaluation of a uniform random number generator with the outcome \( \in [0,1] \); \( \text{CR} \) is a cross-over constant \( \in [0,1] \) and \( \text{rnbr}(h) \) is a randomly chosen index \( \in \{1, 2, ..., D\} \).

Selection. If the test vector \( u_h^{t+1} \) yields a lower cost function value than the target vector, the test vector replaces the target vector in the next generation. Each population vector has to serve once as the target vector so that the NP competitions take place in one generation. The minimization problem is solved:

\[
\tilde{x}_h^{t+1} = \begin{cases} u_h^{t+1}, & \text{If } f(u_h^{t+1}) < f(x_h^{t}); \\ x_h^{t}, & \text{otherwise.} \end{cases}
\]

where \( J \) is a fitness function.

4. Results

4.1. Results of the Experimental Research

Figure 6 presents a comparison of the occupancy profiles used in simulations. Actual determined occupancy is the arithmetic mean of the specific hour over the measured period and the maximum past occupation.

![Figure 6](image)

Figure 6. Daily human occupancy schedules.

Figure 6 shows that actual occupancy is much lower than the default assumptions representative for a typical occupancy pattern. This situation can be explained by the fact that typical occupancy...
profiles do not take into account the peculiarities of activities in considered building types. The premises of the open-space office building where the experimental research was conducted are occupied by the company that mainly focuses on renewable energy technologies. The company develops alternative energy projects across Europe, including biogas and solar power plants. The experienced team consists mainly of engineers, who often go to construction sites and numerous existing buildings to install or maintain equipment. The work, which involves a lot of movement from the office, is quite common in construction and engineering companies, but high mobility is not considered in typical occupancy patterns. Therefore, in the future, it is necessary to monitor more open-space offices and to identify new or revise existing occupancy assumptions.

Figure 7 shows the actual hourly average occupation for each working day. The graph shows that all working days are similar. The actual occupancy was significantly lower than the one given in normative document EN 16798-1 or DesignBuilder as default schedule. The actual occupancy trend is similar to the other cases—showing peaks at similar periods of the day, also showing that during lunchtime occupancy decreases, but fluctuations during the day for the actual case are low compared to the other cases. This can be explained by very low actual occupancy and the high mobility of the occupants, as they do not have their workstations, they are coming to the office just to perform certain tasks and then leaving again. This is also an indication for an employer, that such style of mobile work does not need so much space to rent as this is a waste of resources—energy and financial as well.

The experimentally defined occupancy schedules in an open-space office have shown that actual occupancy is less for about 3.5 times compared to the default DesignBuilder’s schedules and 2.7 times less compared to the ones given in EN 16798-1.

It is obvious from the occupancy and indoor parameter measurements that lower occupation cannot be the main cause of the performance gap in the analysed building. Lower occupation in this building may cause just lower heat gains in winter and thus higher energy demand for heating. Within the measured period, it was found that the inside temperatures in winter were maintained much higher (average 23 °C), compared to the ones used in the prediction phase according to the national energy performance certification methodology (20 °C). Other possible reasons causing the performance gap were not analysed as they were out of scope of this study.

4.2. Results of the Forecast Applying Extreme Learning Machine Method

Experiments enabled to define passive occupancy behaviour, e.g., average actual occupancy profiles. In addition, indoor parameters—air temperature, relative humidity, CO₂ concentration, air velocity and outdoor parameters—air temperature, relative humidity and solar radiation were
measured. Measurements were performed for the period from the 8th of August to the 21st of December 2019, but reliable data are considered just for the period from the 26th of August to the 21st of October.

Before forming the neural network model, data smoothing was performed, and an example of one-day smoother data is presented in Figure 8. Smoothing is required for non-working hours as there might be discrepancies because HVAC system control is turned off at the end of the working day and such parameters as indoor temperature, CO₂ concentration, and relative humidity are reacting to that fact very slowly.

![Figure 8. One working day occupancy smoothing results.](image)

When the neural network model was formed, the learning algorithm was programmed with MATLAB with the sample size of the unfiltered data—16,279 points. The time step between the measured values was 5 min. Out of the total data, 60% were used as a training set, 10%—as a testing set and 30% for the validation of the predicted results.

Having the goals to define the significance of different input data sets and to assess the applicability of the OSELM with a DE method in occupancy passive behaviour forecasting, the simulation with MATLAB learning algorithms was performed in III stages:

**Stage I.** Based on measured input variables \( x_i \), occupancy profiles are modelled for different input data combinations:

1. **Indoor Parameters:**
   - Carbon dioxide (CO₂) concentration, ppm;
   - Indoor air temperature \( T_{in} \), °C;
   - Relative air humidity \( RH_{in} \), %;

2. **Outdoor Parameters:**
   - Solar radiation \( G_{out} \), W/m²;
   - Air temperature \( T_{out} \), °C;
   - Relative air humidity \( RH_{out} \), %;

3. **Both Indoor and Outdoor Parameters.**

After modelling was performed with indoor and outdoor parameters (Figure 9), it was noticed that there are some forecasting errors during unoccupied hours—during the night and weekends (see red circles on Figure 9). Calculated correlation coefficient \( R^2 \) for this data set is 0.72, its graphical representation is shown in Figure 10.
Ai et al. [34] used the hidden Markov model (HMM) and autoregressive hidden Markov model (ARHMM) for occupancy prediction, and the models showed an accuracy of 25% for HMM and 80.1% for ARHMM, respectively. Dong et al. [30] used the HHM, Support Vector Machines (SVM) and Artificial Neural Network (ANN) methods and declared an accuracy of forecasting results varying from 58% to 75%.

Separate modelling was performed to define which data set (indoor or outdoor) had the highest impact on the accuracy of occupancy prediction. The calculation results are depicted in Figures 11 and 12. Modelling results have shown that the correlation coefficient $R^2$ for the modelling based on the data set ($x_i$) of indoor parameters is 0.72 and for the modelling based on the outdoor data set is 0.15. Thus, it is obvious that the forecasting of occupancy behaviours based only on an outdoor data set is inappropriate, as the correlation of the occupancy is very low.

The accuracy of results is considered as good compared to the results of other researchers, who analysed occupancy with high fluctuations, using the same variables as in this paper, but different prediction methods. Ai et al. [34] used the hidden Markov model (HMM) and autoregressive hidden Markov model (ARHMM) for occupancy prediction, and the models showed an accuracy of 25% for HMM and 80.1% for ARHMM, respectively. Dong et al. [30] used the HHM, Support Vector Machines (SVM) and Artificial Neural Network (ANN) methods and declared an accuracy of forecasting results varying from 58% to 75%.

Separate modelling was performed to define which data set (indoor or outdoor) had the highest impact on the accuracy of occupancy prediction. The calculation results are depicted in Figures 11 and 12. Modelling results have shown that the correlation coefficient $R^2$ for the modelling based on the data set ($x_i$) of indoor parameters is 0.72 and for the modelling based on the outdoor data set is 0.15. Thus, it is obvious that the forecasting of occupancy behaviours based only on an outdoor data set is inappropriate, as the correlation of the occupancy is very low.
Stage II. ELM modelling for separate weeks with an indoor data set:

Since the modelling based on the indoor parameters’ (T_{in}, RH_{in}, CO_{2}) data set showed the best correlations, it was further explored in more detail by modelling shorter periods—weeks. Modelling with indoor parameters, when unoccupied hours are not eliminated, resulted in the correlations R^2 varying from 0.62 to 0.84 (Figure 13). The first three simulated weeks showed worse results and starting from the fourth modelled week, the accuracy increased (Figure 14), as the input data set size increases, thus emphasizing the importance of the size of the data set on prediction accuracy.

![Figure 11](image1.png)

**Figure 11.** DE-OSELM occupancy prediction results, when the variables’ data set consists of outdoor parameters: T_{out}, RH_{out}, G_{out}.

![Figure 12](image2.png)

**Figure 12.** DE-OSELM occupancy prediction results, when the variables’ data set consists of indoor parameters: T_{in}, RH_{in}, CO_{2}.
From the above-shown results, it can be concluded that the application of DE-OSELM for occupancy prediction shows good results and that the 4 weeks’ measured period might be considered already as a reasonable measurement period for the reliable prediction of the building’s occupancy.

**Stage III.** To explore which of the indoor parameters gives the best prediction accuracy:

Due to weak correlations, the outdoor parameters were not analysed further. The indoor parameters, modelled as separate variables \((x_i)\), sought to define which one was the most suitable for occupancy prediction. Modelling was performed for one selected day of the measured period. The results given in Figure 15 illustrate that air temperature and relative humidity make almost no influence on occupancy. Meanwhile, the forecasting according to CO\(_2\) gives a very good correlation coefficient \(R^2\) equal to 0.84 for one day and 0.71 for all the analysed period. The correlation coefficient \(R^2\) increases just by 0.01 if we analyse together the data of indoor temperature and relative humidity.

![Figure 13. DE-OSELM modelling correlation results by the separate monitored weeks.](image1)

![Figure 14. Prediction results of the 8th week, according to the indoor data set: \(T_{in}, RH_{in}, CO_2\).](image2)

From the above-shown results, it can be concluded that the application of DE-OSELM for occupancy prediction shows good results and that the 4 weeks’ measured period might be considered already as a reasonable measurement period for the reliable prediction of the building’s occupancy.

**Stage III.** To explore which of the indoor parameters gives the best prediction accuracy:

Due to weak correlations, the outdoor parameters were not analysed further. The indoor parameters, modelled as separate variables \((x_i)\), sought to define which one was the most suitable for occupancy prediction. Modelling was performed for one selected day of the measured period. The results given in Figure 15 illustrate that air temperature and relative humidity make almost no influence on occupancy. Meanwhile, the forecasting according to CO\(_2\) gives a very good correlation coefficient \(R^2\) equal to 0.84 for one day and 0.71 for all the analysed period. The correlation coefficient \(R^2\) increases just by 0.01 if we analyse together the data of indoor temperature and relative humidity.

![Figure 15. OSELM with DE modelling results for one day for each of the indoor parameters.](image3)
From the presented results, the conclusion arose that occupancy prediction according to the outdoor data set is inappropriate, as it has no influence on occupancy. The most appropriate is forecasting occupancy according to the indoor parameters, where CO$_2$ is the main parameter resulting in the best correlation coefficient $R^2$ values. Relative air humidity and air temperature increase the forecasting accuracy, which is insignificant but still positive. Therefore, to predict future occupancy patterns, the historical indoor CO$_2$ data can be considered as a sufficient parameter.

Analysis of the OSELM with DE model prediction accuracy for separate weeks showed that the accuracy increases with the size of the data set, e.g., the data gained from 4 weeks’ measurements can be considered as sufficient for the forecasting, as $R^2$ is 0.8 already for the 4$^{th}$ week, for the later weeks, it increases to a maximum of 0.84.

Such forecasting may be used to adapt indoor parameters in the space before the occupants arrive and to adjust operation modes of the HVAC equipment, especially ventilation airflow rates, based on forecasted occupancy. The DE-OSELM model is proved as suitable for adaptive buildings because of its high prediction accuracy and fast prediction process.

5. Discussion and Conclusions

The experimentally defined occupancy schedules in an open-space office have shown that actual occupancy is less for about 3.5 times compared to the default DesignBuilder’s schedules and 2.7 times less compared to the ones given in EN 16798-1. This shows that the DesignBuilder- and EN16798-given occupants’ presence profiles are suitable to predict just typical open-space offices, e.g., banks, or call centres, where the occupants’ working hours are strictly fixed. For the offices with flexible working hours and high mobility exists a demand to predict the occupants’ presence using historical data and a demand for fast and reliable mathematical forecasting models.

Occupancy behaviour prediction is analysed by many researchers by applying different models and based on differently measured data. Hence, the results have limited application and limited accuracies. The accuracy of prediction in the applied DE-OSELM model is increased using separately measured indoor and outdoor data sets (variables). From a learning efficiency point of view, the DE-OSELM model has three advantages: the least human intervention, high learning accuracy and a fast learning speed. The reliability of the obtained results strongly depends on the size of the data set, as an insufficient number of data causes a low prediction accuracy. In the presented study, the sample data size is 16,279 points and is considered as sufficient compared to the number used by similar studies. In addition, it is very important to choose proper input variables ($x_i$), as they strongly influence the prediction accuracy.

Input variables ($x_i$) used in the study were grouped into indoor and outdoor parameters. It was found that the prediction using an unfiltered data set of indoor and outdoor parameters resulted in the highest accuracy as the $R^2$ correlation coefficient was 0.72, meanwhile, when only the outdoor data set was used, $R^2$ equalled just 0.15.

Indoor data influence on the prediction accuracy was also explored separately for each parameter (input variable) and it was found that temperature and humidity almost have no influence on occupancy prediction, as their fluctuations are low. The CO$_2$ correlation with occupancy was the highest—$R^2$ equalled to 0.84 for one day and 0.71 for all the analysed period, which was considered as very high accuracy. To predict the future occupancy patterns, the historical indoor CO$_2$ data can be considered as the sufficient parameter. It was also confirmed by Jiang et al. [12].

The analysis of the prediction accuracy by separate weeks have shown that a 4 week measurement period might be considered already as reasonable for the reliable prediction of the building’s occupancy.

The limitations of the experimental data are related to the measured period—the influence of the season of the year, and parameters such as different clothing, shorter winter days, and the possible absence because of illnesses were not taken into account. Longer data collection periods will be analysed in the future as it will result in bigger data sets and this will also possibly influence the higher accuracy of the results obtained using the proposed prediction model.
Although the accuracy of the prediction obtained in the present case can be considered as very high, additional input variables related to the social aspects of occupants’ behaviour need to be found and included in the future in order to improve the prediction accuracy. For this purpose, additional surveys of occupants are needed. The companies’ type of activities and the peculiarities of the personnel management system are required. Such a “force majeure” as COVID-19 has significantly changed the arrangements of office work, as many people started working remotely, and this may strongly influence the change in the future occupation of the offices, even after the pandemic period. The required office floor area per occupant may decrease, and HVAC system operation will have to be adapted. Thus, to avoid an increase in performance gap, the demand for occupancy prediction models has the potential to increase.
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