Solving Non-hermitian Dirac equation in the presence of PDM and local Fermi velocity
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Abstract: We present a new approach to study a class of non-Hermitian (1+1)-dimensional Dirac Hamiltonian in the presence of local Fermi velocity. We apply the well known Nikiforov-Uvarov method to solve such a system. We discuss applications and explore the solvability of both $\mathcal{PT}$-symmetric and non-$\mathcal{PT}$ symmetric classes of potentials. In the former case we obtain the solution of a harmonic oscillator in the presence of a linear vector potential while in the latter case we solve the shifted harmonic oscillator problem.
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1 Introduction

Dirac equation has been hailed as one of the finest achievements in the history of physics. It seeks to combine the basic tenets of special relativity with the principles of quantum mechanics [1, 2]. A glance at the literature will reveal that its applications are of numerous considerations ranging from addressing problems in condensed matter physics [3] and high energy physics [4] to many other branches of physics, including the recently emerged field of graphene [5–9].

From the theoretical perspective, there has been some interest in the applications of Dirac equation in the non-hermitian domain of quantum mechanics. Among major issues that have come up is the optical realization of non-hermitian Dirac Hamiltonian in the space-dependent effective mass background [10]. Another one is concerned with graphene when dissipative forces are operating in the presence of an external fixed force [11].

In recent times, the subclass of nonhermitian quantum systems incorporating the parity (T)-time (T) symmetry has proved to be an active area of research [12–18]. $\mathcal{PT}$-symmetric Hamiltonians support real or complex conjugate pairs of energy eigenvalues under certain conditions related to enforcing $\mathcal{PT}$ to be exact or a spontaneously broken symmetry. In this context, we point out that heavy Dirac particles could be tackled in the presence of a non-$\mathcal{PT}$-symmetric potential [19]. Alhaidari has also studied the case of non-$\mathcal{PT}$ potentials accounting for localized and/or continuum states [20]. Other works on non-$\mathcal{PT}$ potentials include [21] and references cited therein.
For systems exhibiting $\mathcal{PT}$-symmetry, let us note that the operations of parity $\mathcal{P}$ and time reversal $\mathcal{T}$ transform as $\mathcal{P}: x \rightarrow -x$ and $\mathcal{T}: i \rightarrow -i$. Consequently their joint operation has the role
\[
\mathcal{PT}: x \rightarrow -x \quad \text{and} \quad \mathcal{PT}: p \rightarrow p \tag{1.1}
\]
For the Hamiltonian to be $\mathcal{PT}$-symmetric, it should commute with the $\mathcal{PT}$ operator namely, $[\hat{H}, \hat{\mathcal{PT}}] = 0$.

The idea of spatially varying Fermi velocity has also attracted attentions after a gap formation was noticed in graphene physics [22]. In a recent study, it was shown that, for definite spatial dependencies of Fermi velocity, Dirac particles experience an effective magnetic field in a nonuniform honeycomb lattice [23, 24]. It bears mention that the implementation of spatially varying Fermi velocity in the Dirac equation was initially suggested by Downing and Portnoi in [25] to enquire how coordinate fluctuations of the Fermi velocity can lead to localization effects in graphene.

On the other hand, when the system is non-hermitian, the position-dependent effective mass Dirac equation has been addressed by utilising the Lorentzian 2-vector potential [26, 27]. In a similar vein, the Klein-Gordon equation has also been examined for both non-PT/non-hermitian instances in [28]. Studies on the Schrödinger equation with effective mass include the following: deformed shape invariance and exactly solvability [29], generating associated potentials from the kinetic energy [30], quasi-particles with indefinite effective mass that depend on both position and excitation [31], and exact solution for the pseudoharmonic potential obtained for an arbitrary angular momentum [32]. For more of the theory of position-dependent mass systems in both, classical and quantum mechanics see [33, 34].

Mixing of $\mathcal{PT}$-symmetric vector, scalar and pseudoscalar potentials for time-independent Dirac equation has pointed to the existence of real energies in the system [27]. In this paper, a $(1+1)$-dimensional position-dependent mass (PDM) Dirac equation is investigated by considering the effects of a local Fermi velocity (LFV) to generate a large class of associated solvable potentials [35]. The idea of LFV was also explicitly used in [36]. Our purpose here is to exploit the Nikiforov–Uvarov (NU) technique [37] to explore and solve Dirac equation in a non-hermitian setting by implementing a local Fermi velocity in the underlying Hamiltonian. Subsequently, the study of both types of cases are taken up, one related to the Hamiltonian being $\mathcal{PT}$-symmetric while the other addressing a non-$\mathcal{PT}$ system. It may be noted that in [35, 36] the hermitian cases have been already addressed.

The organization of this paper is as follows: we start with a general Dirac Hamiltonian in the background of space-dependent mass and Fermi velocity; in Section 2, the necessary conditions to realize the $\mathcal{PT}$-symmetry are discussed; in Section 3, the structure of the Dirac equation is decoupled to facilitate application of the NU method to arrive at a generalized form of a second-order differential equation; in Section 4, we introduce a transformation to the complex plane to solve the latter equation; in Section 5, applications to $\mathcal{PT}$ and non-$\mathcal{PT}$ models are considered; finally, Section 6 concludes with a summary.

2 Dirac Equation with spatial variation of mass and Fermi velocity

We first focus on the hermitian form of the Dirac Hamiltonian $H_D$. To this end, we start with the $(1+1)$-dimensional representation [27, 38]
\[
H = v_f p_x \sigma_3 + (S(x) + m v_f^2) \sigma_2 + W(x) \sigma_1 + V(x) \mathcal{I} \tag{2.1}
\]
where \( m \) is the mass of the spin-1/2 particle, \( v_f \) is the Fermi velocity and \( I \) is the block-diagonal unit matrix. The standard expressions of the Pauli matrices are known to be

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\] (2.2)

The associated governing potentials appearing in (2.1) are the vector potential \( V(x) \), scalar potential \( S(x) \) together with the pseudoscalar contribution \( W(x) \). From the supersymmetric quantum mechanics point of view, \( W(x) \) acts as the superpotential of the system [39].

We let the Fermi velocity to be space-dependent [35, 40] for the (1+1)-dimensional heterostructure. In other words, we treat the Fermi velocity to be a local variable (LFV). In the presence of LFV and PDM, we are thus led to the following extended form of the Dirac Hamiltonian

\[
H_D = \sqrt{v_f(x)} p_x \sqrt{v_f(x)} \sigma_3 + \left( S(x) + m v_f^2(x) \right) \sigma_2 + W(x) \sigma_1 + V(x) I
\] (2.3)

where \( m \equiv m(x) \) is a real function of \( x \). Observe that the introduction of LFV does not affect the hermiticity of the Hamiltonian. With (2.3) for \( H_D \) at hand, we re-express it in the form

\[
H_D = \sqrt{v_f(x)} p_x \sqrt{v_f(x)} \sigma_3 + R(x) \sigma_2 + W(x) \sigma_1 + V(x) I
\] (2.4)

where we have defined \( R(x) \) through the relation

\[
S(x) + m v_f^2(x) = R(x)
\] (2.5)

The spatial dependence in the mass is implicit in \( R(x) \).

### 3 Decoupling the Dirac Equation

Let us observe that the time-independent Dirac equation satisfies

\[
H_D \Psi(x) = E \Psi(x)
\] (3.1)

where \( \Psi(x) \) represents a two-component spinor wave function namely, \((\psi_1(x) \quad \psi_2(x))^T\).

The matrix equation (3.1) in explicit form reads \((\hbar = 1)\),

\[
\begin{pmatrix}
-i \sqrt{v_f(x)} \partial \sqrt{v_f(x)} + V(x) \\
W(x) + iR(x)
\end{pmatrix}
\begin{pmatrix}
\psi_1(x) \\
\psi_2(x)
\end{pmatrix} = E
\begin{pmatrix}
\psi_1(x) \\
\psi_2(x)
\end{pmatrix}
\]

and implies a pair of coupled equations

\[
-i \sqrt{v_f} \partial \sqrt{v_f} \psi_1 + (W - iR) \psi_2 = (E - V) \psi_1
\] (3.3)

\[
i \sqrt{v_f} \partial \sqrt{v_f} \psi_2 + (W + iR) \psi_1 = (E - V) \psi_2
\] (3.4)

To tackle these equations, we make use of the so-called Nikiforov-Uvarov (NU) method [37]. The procedure is described in detail in the Appendix A. We choose the following set of transformations to map the spinor wavefunction \( \Psi(x) \) to a new set of representation \( \Sigma(x) \), \( \Sigma(x) = (\xi_1(x) \quad \xi_2(x))^T \), where the elements are

\[
\xi_1(x) = \frac{\sqrt{v_f(x)} \psi_1(x)}{W(x) - iR(x)} \quad \text{and} \quad \xi_2(x) = \frac{\sqrt{v_f(x)} \psi_2(x)}{W(x) + iR(x)}
\] (3.5)
\(\xi_1\) and \(\xi_2\) also satisfy another pair of coupled equations but can be uncoupled easily following the approach of [35]. For our need, we write down the second-order differential equation for \(\xi_1(z)\)

\[
\dddot{\xi}_1 + \frac{\dot{v}_f - i f}{v_f} \dot{\xi}_1 + \frac{i v_f (V' - f') + E^2 + E(f - 2V) - (W^2 + R^2) + V^2 - Vf}{v_f^2} \xi_1 = 0
\]  

(3.6)

where \(f\), function of \(x\), is given by

\[
f(x) = i v_f(x) \frac{W'(x) - i R'(x)}{W(x) - i R(x)}
\]  

(3.7)

and the primes now denote derivatives with respect to \(x\). Note that a similar differential equation also exists for \(\xi_2\).

To facilitate comparison with the NU-equation as given in (A.1) we rewrite (3.6) in the following form

\[
\dddot{\xi}_1 + \left(\frac{\dot{v}_f + f}{v_f}\right) \ddot{\xi}_1 + \frac{W^2 + R^2 - V^2 - Vf - v_f (V - f) - E^2 - E(f - 2V)}{v_f^2} \xi_1 = 0
\]  

(3.8)

where the dot stands for the derivative with respect to \(z\) and \(z\) is defined by \(z = -ix\), as was done in [41, 42]. The function \(f\) is transformed to

\[
f(z) = v_f(z) \frac{W(z) - i \dot{R}(z)}{W(z) - i \dot{R}(z)}
\]  

(3.9)

Equation (3.8) is the central equation to be explored for application to specific models.

4 Applications

4.1 \(\mathcal{PT}\)-symmetric Case: Linear LFV and Linear Vector potential

As a simple illustration, we choose the function \(R(z)\) to be zero and take pseudoscalar and vector potentials to be

\[
W(z) = \omega \quad \text{and} \quad V(z) = a + bz
\]  

(4.1)

where the constants \(\omega, a\) and \(b\) are real. We assume for the LFV to be the linear form

\[
v_f(z) = 1 + \gamma z
\]  

(4.2)

To be \(\mathcal{PT}\)-symmetric, the coordinate-dependent Fermi velocity, and the different potentials in (2.5) need to fulfill the conditions

\[
v_f^*(x) = v_f(-x), \quad S^*(x) = S(-x), \quad V^*(x) = V(-x), \quad W^*(x) = -W(-x)
\]  

(4.3)

The possibility of the scalar potential \(S(x)\) to be complex has been considered in the literature [27, 43]. In our case we have from (2.5) the following constraint

\[
S_R(x) = \frac{\gamma^2 x^2 - 1}{2\gamma x} S_I(x)
\]  

(4.4)
where $S_R$ and $S_I$ are the real and imaginary components of $S(x)$. The above restriction holds for any arbitrary mass function $m(x)$ which may be chosen appropriately. These choices make the $f$-function to be zero i.e $f(z) = 0$ and $\xi_1$ satisfying the simple differential equation

$$\xi_1 + \frac{\gamma}{(1 + \gamma z)} \xi_1 + \frac{-b^2 z^2 - cz - d}{(1 + \gamma z)^2} \xi_1 = 0$$

(4.5)

where the quantities $c$ and $d$ are

$$c = 2ab + b\gamma - 2bE, \quad d = E^2 + a^2 + b - 2aE - \omega^2$$

(4.6)

Comparing (4.5) with the NU-equation (A.1) we have the correspondences

$$\tilde{\tau}(z) = \gamma, \quad \sigma(z) = 1 + \gamma z, \quad \tilde{\sigma}(z) = -b^2 z^2 - cz - d$$

(4.7)

while the function $\pi(z)$ appearing in equation (A.10) is reduced to

$$\pi(z) = \pm \sqrt{\left(bz + \frac{c + k\gamma}{2b}\right)^2 + \left[k + d - \frac{(c + k\gamma)^2}{4b^2}\right]}$$

(4.8)

We can fix the value of $k$ such that the second term inside the square root appearing in the square-parenthesis of (4.8) becomes zero leading to the following values of $k_\pm$

$$k_\pm = \frac{2b^2 - b\gamma(2a - 2E + \gamma) \pm 2b\sqrt{(b - a\gamma + E\gamma)^2 - \gamma^2\omega^2}}{\gamma^2}$$

(4.9)

The requirement of negative derivative of $\tau(z)$ implies that we need to consider the negative sign in the above and hence focus on $k_+$. Thus we arrive at the forms

$$\pi(z) = -bz - \frac{c + k\gamma}{2b}, \quad \tau(z) = -2bz - \frac{c + k\gamma}{b} + \gamma$$

(4.10)

The eigenvalues can be obtained from (A.11) and are given by

$$E = (n + 1)\frac{\gamma}{2} + \frac{\omega^2}{2(n + 1)\gamma} \text{ where } n = 0, 1, 2...$$

(4.11)

The above result is new and of interest. It represents a combination of the harmonic oscillator’s energies and a contribution coming from the linear vector potential.

For completeness, let us furnish the results for the $\theta(z)$ and the weight function $\rho(z)$ defined in (A.4) and (A.13). These are given by

$$\theta(z) = e^{-az}(1 + \gamma z)^{\frac{\delta_0}{\gamma}}, \quad \rho(z) = e^{-2az}(1 + \gamma z)^{\frac{2\delta_0}{\gamma}}$$

(4.12)

where $\delta_0 = a - \frac{c + k\gamma}{2b}$. Therefore with the help of Rodrigues formula (A.12) the function $y_{1n}(z)$ turns out to be

$$y_{1n}(z) = B_n e^{az}(1 + \gamma z)^{-\frac{\delta_0}{\gamma}} \frac{d^n}{dz^n} \left[e^{-2az}(1 + \gamma z)^{\frac{2\delta_0 + n}{\gamma}}\right]$$

(4.13)

Therefore the total solution of equation (4.5), derived by $\xi_{1n}(z) = \theta(z)y_{1n}(z)$ from (A.2), reads as

$$\xi_{1n}(z) = B_n e^{az}(1 + \gamma z)^{-\frac{\delta_0}{\gamma}} \frac{d^n}{dz^n} \left[e^{-2az}(1 + \gamma z)^{\frac{2\delta_0 + n}{\gamma}}\right]$$

(4.14)
this solution can be rewritten in terms of associated Laguerre Polynomials $L_n^\mu(s)$

$$\xi_{1n}(z) = B_n \gamma^n n! e^{-az} (1 + \gamma z)^{\frac{\mu}{\gamma}} L_n^{\frac{\mu}{\gamma}} \left( \frac{2a}{\gamma} (1 + \gamma z) \right)$$  \quad (4.15)

where $M^{\mu}_n(s) = \frac{s - \mu}{n} \frac{d^n}{ds^n} \left[ s^{n+\mu} e^{-s} \right]$. Returning to $x$-space the above turns out to be

$$\xi_{1n}(x) = B_n \gamma^n n! e^{iax} (1 - i\gamma x)^{\frac{\mu}{\gamma}} \left( \frac{2a}{\gamma} (1 - i\gamma x) \right)$$  \quad (4.16)

Finally we can write the complete upper component of the spinor wave function $\psi_{1n}(x)$, by using (3.5), as follows

$$\psi_{1n}(x) = B_n \gamma^n n! e^{iax} (1 - i\gamma x)^{\frac{\mu}{\gamma}} \left( \frac{2a}{\gamma} (1 - i\gamma x) \right)$$  \quad (4.17)

and the lower component derived from (3.3)

$$\psi_{2n}(x) = B_n \gamma^n n! e^{iax} (1 - i\gamma x)^{\frac{\mu}{\gamma}} \left( \frac{2a}{\gamma} (1 - i\gamma x) \right) - 4a L_{n-1}^{2\alpha + \gamma} \left( \frac{2a}{\gamma} (1 - i\gamma x) \right)$$  \quad (4.18)

with the above forms for $\psi_{1n}(x)$ and $\psi_{2n}(x)$ it can be shown that the Dirac spinor $\Psi(x)$ is normalizable.

4.2 Non-$\mathcal{PT}$ symmetric Case: Linear LFV and Linear Scalar potential

Let us employ the relationship $V(z) = f(z)$ as proposed in [26], and choose again a linear form of the LFV

$$\nu_R(z) = 1 + \gamma z$$  \quad (4.19)

where $\gamma$ is a real parameter. Assuming pseudoscalar and scalar potentials to be given by

$$W(z) = \alpha, \quad R(z) = i\beta z$$  \quad (4.20)

where the couplings $\alpha$ and $\beta$ are real, we note that in the $x$-space, $\nu_R(x)$ and $R(x)$ read

$$\nu_R(x) = 1 - i\gamma x, \quad R(x) = \beta x$$  \quad (4.21)

implying that we have at hand a non-$\mathcal{PT}$ problem since $R(x)$ is entirely real although $\nu_R(x)$ is $\mathcal{PT}$-symmetric.

Using (4.20) and (4.21), we can exploit the relation (2.5) to write down a set of consistent equations involving the mass function $m(x)$

$$S_R(x) = \beta x - (1 - \gamma^2 x^2) m(x), \quad S_I(x) = 2\gamma x m(x)$$  \quad (4.22)

where $S_R$ and $S_I$ are the real and imaginary components of the scalar potential $S(x)$. These in turn provide the relationship

$$S_R(x) = \beta x + \frac{\gamma^2 x^2 - 1}{2\gamma x} S_I(x)$$  \quad (4.23)
Using specific forms of $S_R$ and $S_I$ we can generate a variety of forms of $m(x)$. For instance, if we take $m(x) = 0$ as in the case of graphene, then the scalar function turns out to be an entirely real function.

The form (3.9) implies that the f-function, as well as the vector potential, is constant

$$f(z) = \gamma = 2V(z)$$

(4.24)

Equation (3.8) then takes the form

$$\dot{\xi}_1 + \frac{2\gamma}{(1+\gamma z)} \xi_1 + \frac{\epsilon^2 - \beta^2 z^2}{(1+\gamma z)^2} \xi_1 = 0$$

(4.25)

where $\epsilon^2 = \alpha^2 + \frac{\gamma^2}{4} - E^2$

Comparing with the NU-equation (A.1) gives

$$\tilde{\tau}(z) = 2\gamma, \quad \sigma(z) = 1 + \gamma z, \quad \tilde{\sigma}(z) = -\beta^2 z^2 + \epsilon^2$$

(4.26)

As a result, the corresponding representations $\pi(z)$ and $\tau(z)$ are given by

$$\pi(z) = -\frac{\gamma}{2} \pm \sqrt{\frac{\gamma^2}{4} - (\epsilon^2 - \beta^2 z^2) + \epsilon(z + \gamma z)}, \quad \tau(z) = \tilde{\tau}(z) + 2\pi(z)$$

(4.27)

From the condition discussed in the appendix the possible values of $k$, for which the expression under the square root sign becomes square of a polynomial, appear as

$$k_\pm = 2\alpha^2 \pm 2\alpha E$$

(4.28)

To get a negative derivative of $\tau(x)$ we need to restrict only to the negative sign of the square root appear in (4.27). Further, keeping to $k_+$ value is relevant. This leads to the forms

$$\pi(z) = -\beta z - \frac{k_+}{2\alpha} - \frac{\gamma}{2}, \quad \tau(z) = -2\beta z - \frac{k_+}{\alpha} + \gamma$$

(4.29)

The energy eigenvalues can be obtained from (A.11) and are

$$E_n = (n + \frac{1}{2})\gamma - \alpha, \quad n = 0, 1, 2...$$

(4.30)

We can easily identify the above energy levels with that of a harmonic oscillator with a constant shift. Thus we find real eigenvalues for the non-$\mathcal{PT}$ potential $R(x)$ why this example is one of our important findings where we started with an non-$\mathcal{PT}$ symmetric potentials but still we have real eigenvalues.

The functions $\theta(z)$ and $\rho(z)$ read, from (A.4) and (A.13),

$$\theta(z) = e^{-\alpha z}(1 + \gamma z)^{\frac{k_1}{\alpha}}, \quad \rho(z) = e^{-2\alpha z}(1 + \gamma z)^{\frac{k_1}{2\alpha}}$$

(4.31)

where $\delta_1 = \alpha - \frac{k_1}{2\alpha} - \frac{\gamma}{2}$ and $\delta_2 = 2\alpha - \frac{k_1}{\alpha}$. Concerning the function $\gamma_{1n}(z)$ defined in the Appendix A, Rodrigues formula (A.12) provides us with

$$\gamma_{1n}(z) = A_n (1 + \gamma z)^{-\frac{\delta_1}{\alpha}} e^{2\alpha z} \frac{d^n}{dz^n} (1 + \gamma z)^{n + \frac{\delta_2}{2\alpha}} e^{-2\alpha z}$$

(4.32)

Hence, $\xi_{1n}(z)$, as given by $\theta(z)\gamma_{1n}(z)$ (see A.2), assumes the form

$$\xi_{1n}(z) = A_n (1 + \gamma z)^{\frac{k_{1n}}{\alpha}} e^{\alpha z} \frac{d^n}{dz^n} (1 + \gamma z)^{n + \frac{\delta_2}{2\alpha}} e^{-2\alpha z}$$

(4.33)
The above can be rewritten in terms of the associated Laguerre Polynomials $L_\mu^\eta(s)$

$$\xi_{1n}(z) = A_n \gamma^n n! (1 + \gamma z)^{\frac{\delta_1}{\gamma}} e^{-\alpha z} L_\frac{\delta_2}{\gamma} \left( \frac{2\alpha}{\gamma} (1 + \gamma z) \right)$$  \hspace{1cm} (4.34)

where $L_\mu^\eta(s) = \frac{e^{s \frac{\mu - \eta}{\gamma}}}{n! \gamma^n} \left[ s^{\eta + \mu} e^{-s} \right]$. In terms of the x-variable, the above form transforms to

$$\xi_{1n}(x) = A_n \gamma^n n! (1 - i\gamma x)^{\frac{\delta_1}{\gamma}} e^{i\alpha x} L_\frac{\delta_2}{\gamma} \left( \frac{2\alpha}{\gamma} (1 - i\gamma x) \right)$$  \hspace{1cm} (4.35)

and we have the full expression for the upper component $\psi_{1n}(x)$

$$\psi_{1n}(x) = A_n \alpha \gamma^n n! (1 - i\gamma x)^{\frac{2\delta_1 + \gamma}{\gamma}} e^{i\alpha x} L_\frac{\delta_2}{\gamma} \left( \frac{2\alpha}{\gamma} (1 - i\gamma x) \right)$$  \hspace{1cm} (4.36)

For completeness we give the expression of the lower component $\psi_{2n}(x)$

$$\psi_{2n}(x) = A_n \gamma^n n! e^{i\alpha x} (1 - i\gamma x)^{\frac{2\delta_1 + \gamma}{\gamma}} n! \left[ \left( \gamma + n\gamma + \alpha(2 - i\gamma x) + \delta_1 \right) \frac{\delta_1}{\gamma} L_\frac{\delta_2}{\gamma} \left( \frac{2\alpha}{\gamma} (1 - i\gamma x) \right) \right.$$  
$$- 2\alpha(1 - i\gamma x) L_\frac{\delta_2}{\gamma} \left( \frac{2\alpha}{\gamma} (1 - i\gamma x) \right) \bigg]$$  \hspace{1cm} (4.37)

as determined from (3.3).

5 Summary

To sum up, we explored a class of 1-dimensional non-hermitian Dirac Hamiltonian against the background of spatially-dependent mass and Fermi velocity. We took the Dirac equation in the standard form that exists in the literature and carried out its decoupling so that a particular type of the coupled pair could be compared with NU-form. The resultant consistency equation involved the superpotential which is the basic equation we sought to explore. In search of a viable solution we made use of the NU-method by making a suitable transformation of the spinor wave function. As applications we applied our procedure to two types of potentials, one being $\mathcal{PT}$ and the other of a non-$\mathcal{PT}$ type. For the LFV we adopted a linear form. In the first case a combination of the harmonic oscillator and a linear vector potential emerges as a viable solution while in the second example, the solution of a shifted oscillator is the outcome. In the second case because its spectrum is all-real, we could conclude that $\mathcal{PT}$-symmetry is not a necessary condition for a nonhermitian system to exhibit real spectra. In both the cases we derived closed-form solutions of the wave functions as given by the associated Lagurre polynomials. Finally, the techniques of NU-method has been outlined in the Appendix A.
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A Nikiforov-Uvarov Technique

Here we will provide some technical details of the technique [44] we used. We have a Schrödinger type equation in some coordinate which is given by

\[
\frac{d^2 \Sigma}{dz^2} + \frac{\bar{\tau}(z)}{\sigma(z)} \frac{d \Sigma}{dz} + \frac{\bar{\sigma}(z)}{\sigma^2(z)} \Sigma = 0 \tag{A.1}
\]

where \(\bar{\tau}(z)\) is first degree polynomial of \(z\) while \(\sigma(z)\) and \(\bar{\sigma}(z)\) are at most second degree polynomial. Most interesting thing is that \(z, \bar{\tau}(z), \sigma(z)\) and \(\bar{\sigma}(z)\) can be real as well as complex variable. By splitting \(\Sigma(z)\) into two independent functions

\[
\Sigma(z) = \theta(z) y(z) \tag{A.2}
\]

After replacing the above we have (A.1) as in the form

\[
\frac{d^2 y}{dz^2} + \left( 2 \frac{\theta'}{\theta} + \frac{\bar{\tau}}{\sigma} \right) \frac{dy}{dz} + \left( \frac{\theta''}{\theta} + \frac{\theta' \bar{\tau}}{\theta \sigma} + \frac{\bar{\sigma}}{\sigma^2} \right) y = 0 \tag{A.3}
\]

Now we introduce \(\pi(z)\) as follows

\[
\frac{\theta'(z)}{\theta(z)} = \frac{\pi(z)}{\sigma(z)} \tag{A.4}
\]

and \(\tau(z)\) as

\[
\tau(z) = \bar{\tau}(z) + 2 \pi(z) \tag{A.5}
\]

where \(\pi(z)\) and \(\tau(z)\) are polynomials of degree at most one.

Further, assuming the coefficient of \(y\) of (A.3) as \(\bar{\sigma}(z)\) which can be expressed as

\[
\bar{\sigma}(z) = \bar{\sigma}(z) + \pi^2(z) + \pi(z)(\tau(z) - \sigma'(z)) + \pi'(z) \sigma(z) \tag{A.6}
\]

As a consequence of the algebraic transformations mentioned above, the form of (A.1) is protected in a systematic way and look like

\[
\frac{d^2 y}{dz^2} + \frac{\tau}{\sigma} \frac{dy}{dz} + \frac{\bar{\sigma}}{\sigma^2} y = 0 \tag{A.7}
\]

Now if we can find a suitable function \(\theta(z)\) for which \(\bar{\sigma}(z)\) will be divisible by \(\sigma(z)\) i.e \(\bar{\sigma}(z) = \lambda \sigma(z)\) where \(\lambda\) is just a constant, then the latter will reduced to the form of a hypergeometric differential equation as follows

\[
\sigma(z) \frac{d^2 y}{dz^2} + \tau(z) \frac{dy}{dz} + \lambda y(z) = 0 \tag{A.8}
\]

Putting the value of \(\bar{\sigma}(z)\) into (A.6) we have a quadratic equation in \(\pi(z)\) given by

\[
\pi^2(z) - (\sigma'(z) - \bar{\tau}(z)) \pi(z) + \bar{\sigma}(z) - k \sigma(z) = 0 \text{ where } k = \lambda - \pi'(z) \tag{A.9}
\]

where \(k\) is a constant as \(\pi(z)\) is first degree polynomial as mentioned earlier. Therefore the roots of the above quadratic equation are as follows

\[
\pi(z) = \frac{\sigma'(z) - \bar{\tau}(z)}{2} \pm \left[ \frac{(\sigma'(z) - \bar{\tau}(z))^2 - \bar{\sigma}(z) + k \sigma(z)}{2} \right]^{\frac{1}{2}} \tag{A.10}
\]
Now to get a plausible and physical solution we need to come up with a particular \( \tau(z) \)-function which will have a negative derivative. So, for that we need to fix which root to choose for \( \pi(z) \) which will consequently determine the suitable \( \theta(z) \) function. In that way a common trend is being followed- find the value of \( k \), from (A.10), for which the expression under the square-root becomes a perfect square function of \( z \) and then calculate the polynomials \( \pi(z) \) and \( \tau(z) \).

After fixing these functions we return to (A.8) to calculate \( y(z) \) and \( \lambda \) [37, 44, 45]. Here we use a property of hypergeometric functions, to evaluate \( \lambda \), which tells that all higher order derivative of a hypergeometric function is also a hypergeometric function. Therefore the solution of (A.8) can be generalized and it dictates the \( \lambda \) as follows

\[
\lambda = k + \pi'(z) = \lambda_n = -n\pi'(z) - \frac{n(n-1)}{2}\sigma''(z) \tag{A.11}
\]

where \( n = 0, 1, 2, \ldots \) while the solution (which is a hypergeometric function) namely \( y(z) \) is given by in terms of Rodrigues formula

\[
y_n(z) = \frac{a_n}{\rho(z)} \frac{d^n}{dz^n}[\sigma^n(z)\rho(z)] \tag{A.12}
\]

where \( a_n \) is the normalization constant and the weight function \( \rho(z) \) suffices the relation \( (\sigma(z)\rho(z))' = \tau(z)\rho(z) \) which can be rewritten as

\[
\frac{\rho'(z)}{\rho(z)} = \frac{\tau(z) - \sigma'(z)}{\sigma(z)} \tag{A.13}
\]

And finally we can write the full solution for the equation (A.1) as \( \Sigma(z) = y_n(z)\theta(z) \).

B Data availability statement

All data supporting the findings of this study are included in the article.
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