ISETAuto: Detecting vehicles with depth and radiance information
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ABSTRACT Autonomous driving applications use two types of sensor systems to identify vehicles - depth sensing LiDAR and radiance sensing cameras. We compare the performance (average precision) of a ResNet for vehicle detection in complex, daytime, driving scenes when the input is a depth map \((D = d(x,y))\), a radiance image \((L = r(x,y))\), or both \([D,L]\). (1) When the spatial sampling resolution of the depth map and radiance image are equal to typical camera resolutions, a ResNet detects vehicles at higher average precision from depth than radiance. (2) As the spatial sampling of the depth map declines to the range of current LiDAR devices, the ResNet average precision is higher for radiance than depth. (3) For a hybrid system that combines a depth map and radiance image, the average precision is higher than using depth or radiance alone. We established these observations in simulation and then confirmed them using real-world data. The advantage of combining depth and radiance can be explained by noting that the two type of information have complementary weaknesses. The radiance data are limited by dynamic range and motion blur. The LiDAR data have relatively low spatial resolution. The ResNet combines the two data sources effectively to improve overall vehicle detection.

INDEX TERMS LiDAR, Camera, Sensor fusion, Autonomous driving, Object detection, Convolutional neural network.

I. INTRODUCTION

PEOPLE can detect vehicles using only a single eye (monocular), and people with monocular vision are permitted to drive. Moreover, people can accurately recognize objects from 2D images that contain no binocular (stereo) information. These simple observations raise a practical question: Given the high accuracy of vehicle detection using monocular information or 2D images, how much will stereo information improve accuracy?

The reverse formulation of this question is also interesting. Bats, the second largest order of mammals after rodents, include many species that navigate through complex environments using depth sensing \cite{11, 12}. There are several clear advantages to using depth sensing. Under low illumination conditions, such at night and in caves, radiance data are unreliable. Further, depth sensing avoids some of the challenging aspects of radiance measurements, such as non-uniform illumination and shadows. How well can a system perform using only depth information?

This paper assesses the value of explicit depth information such as one might obtain from LiDAR systems in an automotive application. This assessment has practical significance because obtaining and using accurate depth information can be expensive. At present, LiDAR sensors for automotive imaging are a significant part of the cost of an automotive object identification system and has increases the complexity of the system. Before committing to explicit depth measurements from LiDAR, it seems sensible to quantify the benefits.

We refer to the depth information from LiDAR as explicit depth information to distinguish it from the wealth of implicit depth information in monocular images. The implicit depth information is present in the form of object size, occlusion, and texture gradients, and this information is routinely used in human visual perception \cite{4}. The implicit depth information may be used by deep networks that identify objects, such as vehicles, from images.

The simulations reveal great value in explicit depth information for detecting vehicles. This does not suggest that radiance data are not important: some critical driving information (road markings, traffic light status) is available through radiance sensors but not depth sensors. Therefore, we investigated a simple network architecture that combines radiance and depth information, and we explore the network’s performance with the fused sensor data.
II. RELATED WORK
A number of authors have explored the value of depth information on its own or in combination with radiance data. These groups have used neural networks with a variety of architectures. Some authors input explicit depth and imaging data on independent channels that are processed separately through several network layers [3], [15], [22], [25]. After some processing, the depth and radiance channels are fused. This design makes it possible to use either imaging or non-imaging representations of the depth data, such as point clouds.

This design raises the question of which level is best for combining the independent channels; one might expect that the answer depends on both the network and the data. Using a YOLOv2 network, [22] explored how variations in the merge-layer influenced performance. The portions of their analysis most relevant to our work detected vehicles using data obtained from the widely-used KITTI database. The average precision performance for moderately difficult vehicles (77%) was better than depth alone (64%). For their case, the optimal combination was (80%).

Caltagirone et al. used a more complex network architecture involving the cross-fusion of two different input channels for identifying the road surface [2]. They converted explicit depth information from point clouds into depth maps and compared various fusion strategies. Performance on depth maps was slightly higher than performance on the RGB image data, though in this task performance was nearly at the ceiling in most cases.

Additional papers examining architectures that integrate depth and RGB data streams have been explored by multiple authors [14], [17], [30]. These authors report that explicit depth information significantly improves object detection performance.

An alternative conceptualization is provided by [28]. These authors focus on the representation of the depth information, showing that a transformation of the input from depth map images into 3D point cloud representations substantially improves 3D vehicle detection, which is more challenging than 2D image location (IOU). They report obtaining performance vehicle detection on the KITTI dataset improves from 22% to 74%. Note that converting from depth map to point cloud is the opposite of the representation used by Ophoff et al. (2019) [22].

III. CONTRIBUTIONS
In summary, our contributions are:

a) The existing literature relies heavily on the KITTI data set which has unique properties that make it dissimilar to other empirical data sets [18]. We extend the literature by using image system simulation which has better generalization properties and also enables us to sweep out a much larger range of image system designs [19]. We implement an open-source, freely available image systems simulation to model camera images and LiDAR images in relatively complex 3D automotive scenes.

b) Second, we use a ResNet [16] whose performance is generally higher than other networks [24]. We evaluate the ability to perform vehicle detection based on training and testing with depth maps. We further assess how performance depends on the spatial sampling of both depth and radiance information.

c) Third, we evaluate using explicit depth information either in isolation or combined with image radiance data as input to a convolutional neural network. The simplicity and widespread use of the ResNet make it an attractive and practical approach for integrating RGB and depth data at the input layer of a convolutional neural network.

d) Fourth, We validate simulations on a public Waymo data set, finding a close agreement between the simulations and real-world data analyses.

IV. METHODS
A. ISETAUTO SIMULATED DRIVING SCENES
We generated a collection of complex scenes for vehicle detection using open source software, ISET3d [19]. This software allows users to create scene spectral radiance from pre-built or user-assembled three-dimensional scenes rendered with physically based rendering techniques [23]. Lights and surface reflectances are represented as spectral quantities, and the size, position, and movement of assets are defined in physical units based on a driving simulator [1].

We created scenes by randomly sampling assets (e.g. vehicles, buses, trucks, pedestrians, buildings, roads, trees, etc.) from a collection we maintain on a cloud-based database, Flywheel. The asset positions were defined by models of street scenes and the random movements in the driving simulator. Each scene is unique and the collection is designed to maximize the diversity of the images of daytime driving scenes. In previous work, we quantified how well training on the ISETAuto dataset generalizes to real-world datasets, including KITTI, CityScape, Baidu-Apollo, and Berkeley Deep Drive [18]. In this paper we add new comparisons with a Waymo dataset.

1) Simulated Camera (Radiance) dataset
We use open-source software, ISETCam [7], to convert the scene spectral radiance to sensor voltages. We simulate an automotive sensor - MT9V024 sensor manufactured by ON Semiconductor- that provides different color filter array options for automotive vision applications, e.g. monochrome, RGB Bayer, and RCCC color filter arrays. The MT9V024 sensor has 2.5 µm pixels with relatively high light sensitivity, high signal-to-noise and a dynamic range of 55 dB.

2) Simulated LiDAR (Depth) dataset
We generated scene depth maps by tracing rays from each camera pixel into the 3D world. Rays are traced from each pixel through the principal point of the lens. When the ray reaches the surface of an asset, or the environment map, we record the [x, y, z] value. The depth information is stored for every pixel to form the depth map.
3) Real-world dataset (Waymo)

The Waymo dataset consists of 1150 video sequences (20 sec) of different scenes. It comprises well registered LiDAR and camera data. Waymo provides 5 different camera views (Front, front right, front left, side right, side left). In this paper, we collected images from the front camera as the dataset for network training and evaluation. The original spatial resolution of the images is 1920x1280, however, due to the limited vertical field of view of provided LiDAR data, to match the camera and LiDAR data, we cropped the camera images to 1920x743.

The Waymo LiDAR data have a maximum distance of 76 meters. Thus, the LiDAR detection range is smaller than the distance encoded by the RGB images. In the following experiments, we reported the training results only based on the labeled objects up to 76 meters. We picked the images from every 100 images in the Waymo video sequences to create a diverse dataset consisting of 3700 images, 3000 images for training, 350 held-out images for testing, and another 350 held-out images for evaluation.

B. OBJECT DETECTION NETWORK & METRICS

We use Mask R-CNN [10] with a ResNet50 as the backbone for vehicle detection. The performance of a ResNet network is higher than other networks we have tested [24]. The simplicity and widespread use of the ResNet model make it an attractive and practical system for integrating RGB and depth data. Mask R-CNN includes a region proposal network (RPN) that specifies different regions in an image where an object might be found; The fully connected layers is used for bounding box classification and regression.

A detection is considered correct when the area of the intersection of the labeled vehicle bounding box with the proposed region is greater than 50% of the area of the union of the proposed region and the bounding of the vehicle (intersection over union, IoU). Combining the hits and false alarms from this measure, we obtain the average precision of the IoU, a metric that is widely used in machine-learning [5]. Unless indicated otherwise, we use the shorthand AP to describe AP@0.5IoU.

We trained all models from scratch. Training was based on 3000 images which were presented to the network with a batch size of 8 images per training step; model weights were updated after each batch. For example, for the case of 40,000 training steps, a total of 320,000 images were presented and the training set of 3000 images was presented about 106 times (epochs). The model was evaluated and the AP values saved at 16 checkpoints. Model performance was evaluated based on 700 images that were not used in training (held out). We trained and evaluated the model for vehicles and pedestrians using 4 Nvidia P100 GPUs. We performed the same training and evaluation strategy for all experiments in this paper.

V. RESULTS

A. EQUATED FOR SPATIAL RESOLUTION, DEPTH IS BETTER THAN RADIANCE FOR VEHICLE DETECTION IN COMPLEX SCENES.

How much information about the presence or absence of a vehicle is contained in high-quality depth measurements? We addressed this question by simulating pixel-wise depth maps from 3000 different driving scenes. We converted these depth maps into linear gray-scale image values (i.e., a depth map). We trained a ResNet to detect vehicles from a subset of these images and evaluated performance after training using the held-out data (350 images). An example of a simulated RGB image, monochrome image, and depth map are shown in Figure [1]. The simulated depth maps have high spatial resolution, beyond what is typically measured by LiDAR and also beyond the accuracy of explicit depth information that can be obtained from even the best stereo algorithms.

We trained the ResNet using each of these types of simulated inputs and compared the AP@0.5IoU on held-out data after training. The AP based on depth alone is quite high, a little more than 90%, and substantially higher than the AP from either the RGB or monochrome cameras at matched resolution (Figure [1] bar plot). This simulation and many others in this paper show that a high resolution and noise-free depth map contains a great deal of information that can be used to identify the positions of the vehicles.

B. AT LiDAR SPATIAL RESOLUTION, DEPTH IS LESS EFFECTIVE THAN RADIANCE

The scene spatial sampling from a LiDAR sensor is typically lower than the spatial sampling by a camera. In addition, the LiDAR samples are typically matched to the angular resolution that is natural for a beam that sweeps across the scene, which corresponds to the pixel spatial sampling of a pinhole camera. The spatial sampling in a camera depends on the geometric transformation imposed by the camera optics. The examples here used a lens model with relatively little geometric distortion.

Like all physical devices, the LiDAR depth estimates include noise. The amount of noise depends on factors including the distance to the object, the incident angle of rays and the reflectance of the target. In this section, we consider the consequences of obtaining LiDAR data that are at different spatial sampling resolutions and with measurement error in the depth estimate.

1) The dependence on spatial sampling

We calculate the average precision for vehicle detection using spatial sampling patterns that are typical of commercial LiDAR systems [21].

The panels in Figure [2] contain images of a simulated camera along with superimposed spatial sampling patterns for LiDAR systems with different horizontal and vertical resolutions. The image was modeled as if taken by a wide-angle lens; the superimposed LiDAR sample points are those we expect to obtain assuming the LiDAR images correspond to the sampling through pinhole optics model of the same.
FIGURE 1. A simulated scene captured with different types of sensors: RGB, monochrome, and depth. The radiance sensor parameters are modeled on the MT9V024 sensor by ON Semiconductor, which has a $2.5\ \mu m$ pixel, 1920 x 650 resolution for a 64 x 21 deg field of view. The depth data are calculated from the simulated scene - LiDAR maps do not produce such high resolution maps. The bar chart shows the average precision (AP) for vehicle detection on networks trained using each data type. High spatial resolution depth information outperforms the RGB or monochrome sensor data by about 10%.

scene. The lens introduces a small geometric distortion, so there will be a small (1-2 pixel) misalignment between the spatial samples of the LiDAR device and the pixel responses in the camera image.

The chart in Figure 3 compares the AP when networks are trained and then evaluated using only LiDAR data with different spatial sampling resolutions. The densities range from very high, equal to the camera image (AP $\approx 90\%$), to a more realistic density with only 0.2% as many samples (AP $\approx 64\%$). The chart shows that when the LiDAR sampling rate is reduced to only 1.5% of the image sampling density (horizontal = 0.2 deg/sample and vertical = 0.33 deg/sample), performance remains quite high (AP $\approx 87\%$).

2) Depth measurement error

Next, we considered the impact of depth-measurement noise on system performance. First, we discuss the noise model, and then we report on the performance when the simulations include noise in the depth data.

LiDAR systems typically send a sequence of rays with a particular level of energy. As the ray travels from the light source to the object and returns, multiple factors that reduce the returned energy level. The factors include transmission loss in the medium, surface reflectivity, geometry relating the incident ray angle, the surface normal, and the surface bidirectional reflectance distribution function. The main source of noise in the LiDAR signal can be attributed to energy reduction. In many cases, the returned ray is not detected by the LiDAR sensor, which is dropout noise.

This noise can be modeled in three different ways. First, the noise can be simulated by randomly deleting points from the simulated sensor [6]. Second, in principle the noise can be simulated by quantitatively accounting for each of the factors that impact the ray transmission, keeping only the rays whose returned energy exceeds a threshold (physical simulation). This approach is somewhat impractical because so many factors are currently unspecified. Third, some investigators have trained a neural network to delete sensor data based on a set of examples of real data [20].

We use the first approach: we delete a random selection of 20% of the data points from the depth map. We use

FIGURE 2. Illustration of the different LiDAR spatial resolutions used in the simulations. Panels A-C show the sampling resolution for different horizontal and vertical resolutions (deg/sample). Notice that the LiDAR sampling does not extend into upper angles because, at present, there are no flying vehicles. Panel D is a point cloud representation of the view in Panel (A). The point cloud is useful for human visualization; it contains the same information as the depth map.

FIGURE 3. The average precision for detecting vehicles from depth data at different spatial resolutions. The lines connect simulations at a common vertical resolution, and the x-axis measures horizontal resolution. The red symbols indicate the spatial resolution of different commercial sensors. The performance using data from an RGB camera (1920 x 650) is shown by the horizontal dashed line.
When measuring nearby moving targets, the radiance data can include a significant amount of motion blur (Figure 8). An advantage of radiance data is that they are easily obtained at much higher spatial resolution than LiDAR, and the data can be acquired at higher frame rates. In general, the radiance data is effective for detecting distant objects that have a small angular extent. Radiance data is also essential for tasks such as finding road markings or identifying traffic light status.

The complementary strengths of the two types of information suggest that a system that combines radiance and depth data may be particularly effective. In the section "Related Work", we describe a number of papers that explore systems that integrate radiance and depth data. The analyses we have performed suggest that these two types of information can be combined by entering the radiance and depth map in different channels of a standard CNN input.

1) Creating RGD inputs

We created images by combining the R and G channels from a simulated camera with the depth channel from a simulated LiDAR device, the depth channel is normalized (0-1) and converted to 8bit integers (0-255). These RGD images have two channels at relatively high spatial resolution (RG) and one channel at lower spatial resolution (D). In separate experiments, we filled in the missing values in the D channel with zeroes, and in other cases, we used linear interpolation to fill in the missing data. There were no significant differences between these methods.

The RGD data are rendered as color images in Figure 6. The top image shows a simulated driving scene representing using Radiance only (RGB), the middle shows a high resolution RGD (horizontal 0.2 degree and vertical 0.65 degree), and the bottom shows a low resolution RGD (horizontal 0.8 deg/sample and vertical 1.31 deg/sample). The images represent the same scene, but the B color channel is replaced with data from the depth map. When depth is small, the images appear yellow (object is near) and when depth is large blue is large (object is far). Consequently, this image appears to be a gradation of more yellow to less yellow as a function of distance. The RGD images are a convenient representation to use as the input to the ResNet, which is designed for a radiance camera (RGB).

2) Evaluating AP with RGD inputs
The data in Figure 7 show the effect on average precision when the ResNet was trained with simulated data either for a
conventional radiance camera (RGB), depth data (D), or the combination of radiance and depth data (RGD). The average precision was evaluated at two different depth resolutions. In both cases combining radiance and depth outperforms radiance or depth alone. The improvement is particularly significant when combining low-resolution depth data with the radiance image. In that case the depth alone AP is about 75%, the RGB alone is about 81%, and the combination is about 86%.

Figure 8 shows specific examples in which the RGD sensor achieves better results than either radiance or depth alone. Notice that the image includes a nearby vehicle that is moving, and thus its radiance image is blurred. The vehicle is missed in the radiance image (RGB), but it is identified correctly in the depth map. The distant vehicles at small resolution span very few sample points in the depth map and are missed in the depth image, but the high resolution RGB data detect the distant vehicles well. The vehicles are correctly identified in both cases when using the combined (RGD) data.

D. REAL-WORLD DATA

The simulation results are clear: combining radiance and depth information outperforms radiance or depth alone. In this section, we ask whether we find the same pattern of results using publicly available radiance and depth data provided by Waymo [26]. Figure 9 shows renderings of the combined radiance and depth data (RGD) that we constructed from that dataset.

Analyses using the Waymo dataset confirm the simulation findings. Training the ResNet on the RGB radiance data, on a monochrome channel alone, or the depth map alone, resulted in an average precision of around 76% (Figure 10). Combining the radiance and depth information (RGD) increased the average precision to 81%, higher than either radiance or depth alone.

Similarly, as we observed in simulation, the depth map performs well even when its spatial density is relatively low.
The two images at the top are radiance images from the Waymo dataset. The data set includes corresponding depth data. We combined the radiance and depth information into the two RGD images rendered at the bottom.

Calculations using the Waymo dataset confirm the simulations: AP on the combined radiance and depth data is higher than either alone. Training with the RGB data (1920x743) reached an AP of nearly 77%. Simplifying the radiance data to a single luminance channel (MONO) decreases the AP by a little more than 2%. The AP of a network trained on depth alone is similar to the AP of the RGB data, even though the depth data contain many fewer spatial samples. The ResNet trained on the combined radiance and depth information (RGD) exceeds that of the RGB and the depth by about 5%.

In the Waymo dataset the spatial samples of the depth map comprise only 1% of the spatial samples of the radiance (RGB) data. Yet, the average precision levels using the two types of data are almost equal.

The examples in Figure 11 confirm that the increase in performance based on the RGD input arises because the combined ResNet can be trained to detect information in both types of data, radiance and depth, taking advantage of the complementary strengths of the two types of measurements.

VI. DISCUSSION

1) Sensor measurement technologies

The simulations quantify the increase in average precision of a system that combines radiance and depth information compared to a system with either alone. Because the advantages can be significant it is worth considering the practical challenges of developing an integrated sensor that accurately measures co-registered radiance and depth images under driving conditions.

Structured light. Current technologies that simultaneously acquire radiance and depth information often use structured light (e.g., Kinect, Real Sense from Intel; Kinect style RGB-D type cameras). These systems illuminate a scene with a known spatial pattern and measure the returned image, inferring depth from the difference between the known illumination pattern and the measured image. Such technology is effective in certain contexts, but it is not appropriate for typical driving conditions.

Time-of-flight. LiDAR systems typically sweep a laser light through the scene and measure the time-of-flight using a small array of avalanche photodetectors. Single-photon avalanche detectors (SPADs) can be built in CMOS are viable as time-of-flight sensor arrays. Canesta also developed a time-of-flight system based on a special purpose CMOS image sensor. Quantum image sensor technology, also called a ‘jot’, uses a technology that is between the CMOS SPAD and conventional radiance detector. Gated imaging sensor systems also determine depth based on time-of-flight. These systems emit a very brief near-infrared illumination pulse and precisely control (gate) a sequence of very brief electronic exposure times. The duration of the pulse, the distance to the object, and timing of 3-5 exposure pre-determined exposure times produces a pattern of photon absorptions. The relative response from the several exposures can be used to estimate the distance to a scene object.

The circuit requirements for avalanche detectors and specialized time-of-flight circuits differ significantly from the circuits used to make radiance measurements. It might be possible to integrate both circuits on a single dye. With appropriately configured optics, such a chip could provide spatially aligned radiance and depth maps. Prior to implementing such a new detector, it would be possible to evaluate different...
designs using image systems simulation.

**Stereo pairs and camera arrays.** Depth can also be estimated using a stereo pair or array of cameras. This approach relies only on radiance and would not require integrating radiance and time-of-flight technology. But the simulations demonstrate that a key limit of the radiance data include dynamic range and blur, and these problems are not solved by a system based only on radiance cameras. Furthermore, the simulations show that the spatial pattern of the missing depth information matters; when estimating depth from stereo pairs or arrays the spatial pattern of the missing depth information will be highly structured and very different from the missing information using LiDAR systems.

It will be useful to assess whether the same high level of vehicle detection can be obtained using depth derived from stereo. The quality of stereo depth estimation algorithms continues to improve, and it may be that this can be an effective approach [26]. Similarly, the quality of depth information obtained from SPAD arrays has generally been inferior to the data from standard LiDAR using avalanche detectors. There is promising research that seeks to improve the SPAD depth estimation by combining the time-of-flight data with radiance data [27]. The simulations in this paper suggest that low resolution SPAD inputs that are properly aligned to the radiance data may be a useful approach to finding vehicles.

### A. DEPTH AND RADIANCE REPRESENTATIONS

Investigators have used a variety of approaches to represent radiance and depth information. For example, some investigators convert RGB-Depth information into the format of height/horizontal disparity and angle (HHA [14]). Others keep the depth and radiance information separate through multiple input stages, allowing them to converge only many layers deep in the network [3]. Keeping the two sources of data distinct also permits the system to use very different formats for representing the radiance and depth information.

**Point clouds and depth maps.** The depth maps and 3D point cloud formats are equivalent in the sense that there are transformations that convert precisely between them. Yet, for some applications point cloud representations may be advantageous. For example, [28] report that point clouds perform better for determining the 3D bounding box of a vehicle. The task we analyze is identifying 2D bounding boxes, and for this goal the depth map format improves performance significantly. Future experiments should explore how the effectiveness of the RGD representation for identifying 3D bounding boxes.

### B. NEURAL NETWORK ARCHITECTURES FOR DATA FUSION

In prior work, authors developed deep learning architectures to combine radiance and depth information [3, 15, 22, 25]. The literature includes numerous innovative approaches for combining depth maps or point clouds with radiance data (Figure 12A-D). Many of these architectures initiate the network by keeping the two modalities in separate channels and combining information from the distinct channels at layers that are deep within the network. One paper systematically examined which network layer would be optimal for combining the two data streams (Fig 13E) [8] and concluded that performance is quite similar if one chooses early, middle, or late fusion architectures.

The simulations we describe here use modern CNN methods [16] that take aligned depth and radiance images as input. The depth maps are combined with the radiance data at the earliest stage: the CNN input channel. Combining the data at the input, it is very straightforward to add a region proposal network [10]. This architecture has been highly optimized; in some cases such a network performs at levels that reach optimal [24]. At this time, we see no reason to use a more complex architecture.

### VII. CONCLUSION

The analyses of simulations and empirical data quantify the value of depth information for vehicle detection. The results shows that after equating for spatial resolution, depth information is at least as valuable as radiance information. When depth information is only available at the low spatial resolution, combining depth and radiance by inserting the depth map into an image input channel increases the average precision of vehicle detection substantially. We demonstrated this improvement using ISETAuto simulation, and we confirmed the finding using empirical data.

The advantage of combining radiance and depth information can be explained by the fact that the two modalities have complementary weaknesses. The depth information is acquired with extremely short duration exposures that limit the impacts of blur in moving targets. Also, depth information is less vulnerable to the dynamic range limits of cameras. Conversely, cameras have a spatial resolution advantage over LiDAR devices, and they are necessary for measuring some important information such as road markings, signs, and traffic signals. These observations suggest that there may
be performance advantages for an integrated sensor that provides aligned radiance and depth images as an input to a CNN for vehicle detection.
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