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ABSTRACT

This paper investigates methods to effectively retrieve speaker information from the personalized speaker adapted neural network acoustic models (AMs) in automatic speech recognition (ASR). This problem is especially important in the context of federated learning of ASR acoustic models where a global model is learnt on the server based on the updates received from multiple clients. We propose an approach to analyze information in neural network AMs based on a neural network footprint on the so-called Indicator dataset. Using this method, we develop two attack models that aim to infer speaker identity from the updated personalized models without access to the actual users’ speech data. Experiments on the TED-LIUM 3 corpus demonstrate that the proposed approaches are very effective and can provide equal error rate (EER) of 1–2%.
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1. INTRODUCTION

Federated learning (FL) for automatic speech recognition (ASR) has recently become an active area of research [1–6]. To preserve the privacy of the users’ data in the FL framework, the model is updated in a distributed fashion instead of communicating the data directly from clients to a server.

Privacy is one of the major challenges in FL [7–8]. Sharing model updates, i.e., gradient information, instead of raw user data aims to protect user personal data that are processed locally on devices. However, these updates may still reveal some sensitive information to a server or to a third party [9,10]. According to recent research, FL has various privacy risks and may be vulnerable to different types of attacks, i.e., membership inference attacks [11] or generative adversarial network (GAN) inference attacks [12]. Techniques to enhance the privacy in a FL framework are mainly based on two categories [8]: secure multiparty computation [13] and differential privacy [14]. Encryption methods [15,16] such as fully homomorphic encryption [16] and secure multiparty computation perform computation in the encrypted domain. These methods increase computational complexity. In a FL framework, this increase is not so significant compared to standard centralized training, since only the transmitted parameters need to be encrypted instead of large amounts of data, however with an increased number of participants, computational complexity becomes a critical issue. Differential privacy methods preserve privacy by adding noise to users’ parameters [15,17], however such solutions may degrade learning performance due to the uncertainty they introduce into the parameters.

Alternative methods to privacy protection for speech include deletion methods [18] that are meant for ambient sound analysis, and anonymization [19,20] that aims to suppress personally identifiable information in the speech signal keeping unchanged all other attributes. These privacy preservation methods can be combined and integrated in a hybrid fashion into a FL framework.

Despite the recent interest in FL for ASR and other speech-related tasks such as keyword spotting [21,22], emotion recognition [23], and speaker verification [24], there is a lack of research on vulnerability of ASR acoustic models (AMs) to privacy attacks in a FL framework. In this work, we make a step towards this direction by analyzing speaker information that can be retrieved from the personalized AM locally updated on the user’s data. To achieve this goal, we developed two privacy attack models that operate directly on the updated model parameters without access to the actual user’s data. Parameters of neural network (NN) personalized AMs contain a wealth of information about the speakers [25]. In this paper, we propose novel methods to efficiently and easily retrieve speaker information from the adapted AMs. The main idea of the proposed methods is to use an external Indicator dataset to analyze the footprint of AMs on this data. Another important contribution of this work is understanding how the speaker information is distributed in the adapted NN AMs. This paper is structured as follows. Section 2 briefly introduces a considered FL framework for AM training. Section 3 describes the privacy preservation scenario and proposes two attack models. Experimental evaluation is presented in Section 4. We conclude in Section 5.

2. FEDERATED LEARNING FOR ASR ACOUSTIC MODELS

We consider a classical FL scenario where a global NN AM is trained on a server from the data stored locally on multiple remote devices [7]. The training of the global model is performed under the constraint that the training speech data are stored and processed locally on the user devices (clients), while only model updates are transmitted to the server from each client. The global model is learnt on the server based on the updates received from multiple clients. The FL in a distributed network of clients is illustrated in Figure 1. First, an initial global speech recognition AM $W_g$ is distributed to the group of devices of $N$ users (speakers). Then, the initial global model is run on every user $s_i$ ($i \in \ldots N$) device and updated locally on the private user data. The updated models $W_{s_i}$ are then transmitted to the server where they are aggregated to obtain a new global model $W_g'$. Typically, the personalized updated models are aggregated using federated averaging and its variations [13,26]. Then, the updated global model $W_g'$ is shared with the clients. The
process restarts and loops until convergence or after a fixed number of rounds. The utility and training efficiency of the FL AMs have been successfully studied in recent works [1][6], and these topics are beyond the scope of the current paper. Alternatively, we focus on the privacy aspect of this framework.

![Diagram of Federated Learning in a Distributed Network of Clients](image)

Fig. 1. Federated learning in a distributed network of clients: 1) Download of the global model $W_g$ by clients. 2) Speaker adaptation of $W_g$ on the local devices using user private data. 3) Collection and aggregation of multiple personalized models $W_{g1},...,W_{gN}$ on the sever. 4) Sharing the resulted model $W_g^*$ with the clients.

3. ATTACK MODELS

In this section, we describe the privacy preservation scenario and present two attack models.

3.1. Privacy preservation scenario

Privacy preservation is formulated as a game between users who share some data and attackers who access this data or data derived from it and aim to infer information about the users [19]. To preserve the user data, in FL, there is no speech data exchange between a server and clients, only model updates are transmitted between the clients and server (or between some clients). Attackers aim to attack users using information owned by the server. They can get access to some updated personalized models.

In this work, we assume that an attacker has access to the following data:

- An initial global NN AM $W_g$;
- A personalized model $W_s$ of the target speaker $s$ who is enrolled in the FL system. The corresponding personalized model was obtained from the global model $W_g$ by fine-tuning $W_g$ using speaker data. We consider this model as enrollment data for an attacker.
- Other personalized models of non-target and target speakers: $W_{s1},...,W_{sN}$. We will refer to these models as test trial data.

The attacker’s objective is to conduct an automatic speaker verification (ASV) task by using the enrollment data model in the form of $W_s$ and test trial data in the form of models $W_{s1},...,W_{sN}$.

3.2. Attack models

The motivation of the proposed approaches is based on the hypothesis that we can capture information about the identity of speaker $s$ from the corresponding speaker-adapted model $W_s$ and the global model $W_g$ by comparing the outputs of these two neural AMs taken from hidden layers $h$ on some speech data. We will refer to this speech data as Indicator data. Note, that the Indicator data is not related to any test or AM training data and can be chosen arbitrarily from any speakers.

3.2.1. Attack model A1

The ASV task with the proposed attack model is performed in several steps as illustrated in Figure 2. Let denote a set of utterances in the Indicator dataset $I$ as $u_1,...,u_T \in I$; a sequence of vectors in utterance $u_j$ as $\{w_{j,t},...,w_{j,T}\}$; a set of personalized models as $W_{s1},...,W_{sN} \in W$; and an identifier of a hidden layer in the global or personalized AM as $h$.

1. $\forall W_{si} \in W, \forall u_j \in I$ we compute activation values from the layer $h$ for model pairs: $W_{si}(u_j) = \{w_{si,j,t}\}_{t=1}^{T_j}$ and $W_{g,j}(u_j) = \{w_{g,j,t}\}_{t=1}^{T_j}$, and per-frame differences between corresponding outputs:

   $\Delta_{h,t}^{si,j}(u_j) = (\Delta_{h,j}^{s,t})_{t=1}^{T_j}$

   where $\Delta_{h,j}^{s,t} = w_{si,j,t}^{h} - w_{g,j,t}^{h}, \ t \in 1..T_j$

2. For each personalized model, we compute mean and standard deviation vectors for $\Delta_{h,t}^{s,j}$ over all speech frames in the Indicator dataset $I$:

   $\mu^{h,i}_s = \frac{\sum_{t=1}^{T_j} \sum_{s=1}^{T_j} \Delta_{h,j}^{s,t}}{\sum_{j=1}^{T_j} T_j}$

   $\sigma^{h,i}_s = \left( \frac{\sum_{s=1}^{T_j} \sum_{t=1}^{T_j} (\Delta_{h,j}^{s,t} - \mu^{h,i}_s)^2}{\sum_{j=1}^{T_j} T_j} \right)^{\frac{1}{2}}$

3. For a pair of personalized models $W_{si}$ and $W_{s'}$, we compute a similarity score $\rho$ at hidden level $h$ on the Indicator dataset based on the $L_2$-normalised Euclidean distance between the corresponding vector pairs for means and standard deviations:

   $\rho(W_{si}, W_{s'}) = \alpha_{\mu} \frac{\| \mu^{h,i}_s - \mu^{h,i}_{s'} \|_2}{\| \mu^{h,i}_s \|_2 \| \mu^{h,i}_{s'} \|_2} + \alpha_{\sigma} \frac{\| \sigma^{h,i}_s - \sigma^{h,i}_{s'} \|_2}{\| \sigma^{h,i}_s \|_2 \| \sigma^{h,i}_{s'} \|_2}$

   where $\alpha_{\mu}, \alpha_{\sigma}$ are fixed parameters in all experiments.

4. Given similarity scores for all matrix pairs, we can complete a speaker verification task based on these scores.

![Statistic computation for the attack model A1](image)
3.2.2. Attack model A2

For the second attack model, we train a NN model as shown in Figure 3. This NN model uses personalized and global models and the speech Indicator dataset for training. It is trained to predict a speaker identity provided the corresponding personalized model. When the model is trained, we use it in evaluation time to extract speaker embeddings similarly to x-vectors and apply probabilistic linear discriminant analysis (PLDA) \cite{27,28}.

As shown in Figure 3, the model consists of two parts (frozen and trained). The outputs of the frozen part are $\Delta h_s$, sequences of vectors computed per utterance of the Indicator data as defined in Formula 3. For every personalized model $W_{s,h}$, we compute $\Delta h_s$ for all the utterances $u$ of the Indicator corpus; then $\Delta h_s(u)$ is used as input to the second (trained) part of the NN which comprises several time delay neural network (TDNN) layers \cite{29} and one statistical pooling layer.

![Figure 3. Training a speaker embedding extractor for the attack model A2.](image)

4. EXPERIMENTS

4.1. Data

The experiments were conducted on the speaker adaptation partition of the TED-LIUM 3 corpus \cite{30}. This publicly available data set contains TED talks that amount to 452 hours speech data in English from about 2K speakers, 16kHz. Similarly to \cite{31}, we selected from the TED-LIUM 3 training dataset three datasets: Train-G, Part-1, Part-2 with disjoint speaker subsets as shown in Table 1. The Indicator dataset was used to train an attack model. It is comprised of 320 utterances selected from all 32 speakers of test and development datasets of the TED-LIUM 3 corpus. The speakers in the Indicator dataset are disjoint from speakers in Part-1 and Part-2.

4.2. ASR acoustic models

The ASR AMs have a TDNN model architecture \cite{29} and were trained using the Kaldi speech recognition toolkit \cite{31}. 40-dimensional Mel-frequency cepstral coefficients (MFCCs) without cepstral truncation appended with 100-dimensional i-vectors were used as the input into the NNs. Each model has thirteen 512-dimensional hidden layers followed by a softmax layer where 3664 triphone states were used as targets \cite{24}. The initial global model $W_g$ was trained using the lattice-free maximum mutual information (LF-MMI) criterion with a 3-fold reduced frame rate as in \cite{32}. The two types of speech data augmentation strategies were applied for the training and adaptation data: speed perturbation (with factors 0.9, 1.0, 1.1) and volume perturbation, as in \cite{29}. Each model has about 13.8M parameters. The initial global model $W_g$ was trained on the Train-G. Personalized models $W_{s,h}$ were obtained by fine-tuning all the parameters of $W_g$ on the speakers’ data from Part-1 and Part-2 as described in \cite{24}. For all personalized speaker models, we use approximately the same amount of speech data to perform fine-tuning (speaker adaptation) – about 4 minutes per model. For most of the speakers (564 in Part-1, 463 in Part-2) we obtained two different personalized models (per speaker) on disjoint adaptation subsets, for the rest speakers we have adaptation data only for one model.

4.3. Attack models

We investigate two approaches for attack models: A1 – a simple approach based on the comparative statistical analysis of the NN outputs and the associated similarity score between personalized models, and A2 – a NN based approach. For the test target trials, we use comparisons between different personalized models of the same speakers (564 in Part-2 and 1027 in the Part-1+Part-2), and for the non-target trials we randomly selected 10K pairs of models from different speakers in a corresponding dataset.

4.3.1. Attack model A1

The first attack model was applied as described in Section 3.2.1. The parameters $c_s$, $\alpha$ in Formula 3 equal to 1 and 10 respectively. This model was evaluated on two datasets of personalized models corresponding to Part-2 and combined Part-1+Part-2 datasets. The Indicator dataset is the same in all experiments.

4.3.2. Attack model A2

For training the attack model A2, we use 1300 personalized speaker models corresponding to 736 unique speakers from Part-1. When we applied the frozen part of the architecture shown in Figure 3 to the 32-minute Indicator dataset for each speaker model in Part-1, we obtained the training data with the amount corresponding to about 693h (32 × 1300). The trained part of the NN model, illustrated in Figure 3 has a similar topology to a conventional x-vector extractor \cite{27}. However, unlike the standard NN x-vector extractor, that is trained to predict speaker id-s by the input speech segment, our proposed model learns to predict a speaker identity from the $W_{s,h}$ part of a speaker personalized model. We trained 2 attack models corresponding to the two values of parameter $h \in \{1, 5\}$ – a hidden

![Table 1. Data sets statistics](image)

|                      | Train-G | Part-1 | Part-2 | Indicator |
|----------------------|---------|--------|--------|-----------|
| Duration, hours      | 200     | 86     | 73     | 0.5       |
| Number of speakers   | 880     | 736    | 634    | 32        |
| Number of personalized models | —      | 1300   | 1079   | —         |

\[\text{Table 1. Data sets statistics}\]
layer in the ASR neural AMs at which we compute the activations. Values \( h \) were chosen based on the results for the attack model \( A1 \). The output dimension of the frozen part is 512. The frozen part is followed by the trained part that consists of seven hidden TDNN layers and one statistical pooling layer introduced after the fifth TDNN layer. The output is a softmax layer with the targets corresponding to speakers in the pool of speaker personalized models (number of unique speakers in Part-1).

4.4. Results

The attack models were evaluated in terms of equal error rate (EER). Denoting by \( P_{fa}(\theta) \) and \( P_{miss}(\theta) \) the false alarm and miss rates at threshold \( \theta \), the EER corresponds to the threshold \( \theta_{EER} \) at which the two detection error rates are equal, i.e., \( \text{EER} = P_{fa}(\theta_{EER}) = P_{miss}(\theta_{EER}) \).

Results for the attack model \( A1 \) are shown in Figure 4 for Part-2 and combined Part-1 and Part-2 datasets. Speaker information can be captured for all values \( h \) with varying success: EER ranges from 0.86% (for the first hidden layer) up to 20.51% (for the top hidden layer) on Part-2. For the Part-1+Part-2 we observe similar results.

![Graph](image)

Fig. 4. EER, % for the attack model \( A1 \) depending on the hidden layer \( h \) (in \( W_{g} \) and \( W_{s} \)) which was used to compute outputs, evaluated on Part-2 and on the combined Part-1+Part-2 dataset.

To analyze the impact of each component in Formula (4) on the ASV performance, we separately compute similarity score \( \rho \) either using only means \( (\alpha_{\mu} = 0) \) or only standard deviations \( (\alpha_{\sigma} = 0) \). Results on the Part-2 dataset are shown in Figure 5. Black bars correspond to \( \alpha_{\sigma} = 0 \) when only means were used to compute similarity scores \( \rho \) between personalized models. Blue bars represent results for \( \alpha_{\mu} = 0 \) when only standard deviations were used to compute \( \rho \). Orange bars correspond to the combined usage of means and standard deviations as in Figure 5 \((\alpha_{\mu} = 1, \alpha_{\sigma} = 10)\). The impact of each component in the sum changes for different hidden layers. When we use only standard deviations, we observe the lowest EER on the first layer. In case of using only means, the first layer is, on the contrary, one of the least informative for speaker verification. For all other layers, combination of means and standard deviations provided superior results over the cases when only one of these components were used. These surprising results for the first hidden layer could possibly be explained by the fact that the personalized models incorporate i-vectors in their inputs, thus the speaker information can be easily learnt at this level of the NN. We plan to investigate this phenomena in detail in our future research.

We choose two values \( h \in \{1, 5\} \) which demonstrate promising results for the model \( A1 \), and use the corresponding outputs to train two attack models with the configuration \( A2 \). The comparative results for the two attack models are presented in Table 2. For \( h = 5 \), the second attack model provides significant improvement in performance over the first one and reduces EER from 7% down to 2%. For \( h = 1 \), we could not obtain any improvement by training a NN based attack model: the results for \( A2 \) in this case are worse than for the simple approach \( A1 \). One explanation for this phenomenon could be the following. The first layers of the AMs provide highly informative features for speaker classification, however, training the proposed NN model on these features results in overfitting because training criterion of the NN is speaker accuracy, but not the target EER metric, and the number of targets is relatively small, hence, the NN overfits to classify the seen speakers in the training dataset.

| Attack model | \( h=1 \) | \( h=5 \) |
|--------------|-----------|-----------|
| \( A1 \)     | 0.86      | 7.11      |
| \( A2 \)     | 12.31     | 1.94      |

Table 2. EER, % evaluated on Part-2, \( h \) - indicator of a hidden layer

5. CONCLUSIONS

In this work, we focused on the privacy protection problem for ASR AMs trained in a FL framework. We explored to what extent ASR AMs are vulnerable to privacy attacks. We developed two attack models that aim to infer speaker identity from the locally updated personalized models without access to any speech data of the target speakers. One attack model is based on the proposed similarity score between personalized AMs computed on some external Indicator dataset, and another one is a NN model. We demonstrated on the TED-LIUM 3 corpus that both attack models are very effective and can provide EER of about 1% for the simple attack model \( A1 \) and 2% for the NN attack model \( A2 \). Another important contribution of this work is the finding that the first layer of personalized AMs contains a large amount of speaker information that is mainly contained in the standard deviation values computed on Indicator data. This interesting property of NN adapted AMs opens new perspectives also for ASV, and in future work, we plan to use it for developing an efficient ASV system.
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