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Abstract:

The primary objective of this paper is to present an approach for recommender systems that can assimilate ranking to the voters or rankers so that recommendation can be made by giving priority to experts’ suggestion over usual recommendation. To accomplish this, we have incorporated the concept of human-centric aggregation via Ordered Weighted Aggregation (OWA). Here, we are advocating ranked recommendation where rankers are assigned weights according to their place in the ranking. Further, the recommendation process which is presented here for the recommendation of books to university students exploits linguistic data summaries and Ordered Weighted Aggregation (OWA) technique. In the suggested approach, the weights are assigned in a way that it associates higher weights to best ranked university. The approach has been evaluated over eight different parameters. The superiority of the proposed approach is evident from the evaluation results. We claim that proposed scheme saves storage spaces required in traditional recommender systems as well as it does not need users’ prior preferences and hence produce a solution for cold start problem. This envisaged that the proposed scheme can be very useful in decision making problems, especially for recommender systems; in addition, it emphasizes on how human-centric aggregation can be useful in recommendation researches, and also it gives a new direction about how various human specific tasks can be numerically aggregated.
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Introduction:

The recent research in decision making has explored new directions of natural language usuality which has given an emergence to a new perspective of information aggregation that can be termed as ‘human-centric aggregation’. The primary objective of this paper is twofold. First, to incorporate the concept of human-centric aggregation via Ordered Weighted Aggregation (OWA) which is recently presented by J. Kacprzyk, R. Yager and J.M. Merigo in the memorial issue of the reputed IEEE computational Intelligence magazine. Second, to design a recommender systems that can assimilate ranking to the voters or rankers and assign them weights accordingly which in turn may produce recommendation where experts suggestion is given priority over usual recommendation. It is interesting to explore how the human-centric aggregation can be useful in solving real life problem. By human-centric aggregation we mean quantifying those qualitative attributes which are human specific like, judgement, intelligence, intention, and vision etc. The OWA has been extensively used in literature for exploring different aspects of human specific problems [2-6], especially in decision making problems. We have tried to explore its diversity and strength for recommender systems. Although, OWA has been used in recommendation previously; we have modified the weight assignment method for it. The new weight assignment method gives more weightage to the best ranked. We use ‘most preferred first’ linguistic quantifier with OWA, for the purpose.

In this paper, we are intended to recommend top books to universities ‘students by aggregating the suggestion of experts from top ranked institutions. The idea is supported from previous work which uses OWA for book recommendation, however, priority to best ranked university or to experts of the subjects is not adequately provided there [7]. The issue lies with weight assignment with some of the fuzzy linguistic quantifiers which generates zero values to institution which is top ranked. Therefore, we have assigned weights in a way that best ranked university is achieved higher weights in comparison to lower ranked universities. The proposed scheme will also save the space as it does not need to record their prior preferences, which most of the existing recommender systems do.
The results of proposed OWA (most preferred first) is compared with previous positional aggregation based scoring (PAS) technique and OWA with other linguistic quantifiers on 8 different parameters. The results show that proposed scheme has about 17% improved performance with compare to PAS and up to 65% with compare to ordered weighted aggregation where weights are not assigned according to the order of ranking. Further, it is elaborately discussed how the OWA can be perceived as human-centric aggregation. This envisaged that the proposed scheme can be very useful in various decision making problems, especially for recommender systems; in addition, it gives new direction about how various human specific task can be numerically aggregated.

In section 2, perspective of human-centric aggregation including back ground of OWA is discussed. Section 3 explains the proposed scheme of recommendation of books using OWA operators. In Section 4, detail discussion of experiments, dataset and results are given, further, performance evaluation strategy is illustrated with diagram. Finally we conclude in section 5.

1. Human-Centric Aggregation:

In our daily life we have come across number of issues where human perception plays an important role without which decision making becomes difficult. It is obvious that human being is the core for aggregating different opinion to come on one conclusion [8,9]. The example includes all those problems where consensus is required, like decision making, voting results, etc. in the same way, the aggregation of numerical values is important. R. Yager has significantly contributed to the science of aggregation by introducing Ordered Weighted Aggregation (OWA) [4]. We describe OWA in the following section.

1.1. Ordered Weighted Aggregation (OWA)

OWA has been used extensively in the literature especially to handle the uncertainty [8-15]. The authors have used various OWA based applications which include techniques for randomized queries for searching over web [16,17], applying aggregation operators based on fuzzy concepts for recommender systems [18], social networking[19], GIS applications [12] and environments [20-22], and combination of OWA & opinion mining for book recommendation [23]. It is also used for analysing talent and skills of the players for different sports [2]. The frequent use of OWA in multi criteria decision making has
been reported in [24-30] whereas the fuzzy methods are supposed to be very impressive [31-33] in decision making problems too.

Ordered weighted aggregation (OWA) can be termed as function from \( \mathbb{R}^n \rightarrow \mathbb{R} \), where ‘\( W \)’- weight vectors is associated to them in such a way that \( \sum_{k=1}^{n}(W_k) = 1 \) and \( W_k \in [0,1] \). Mathematically it is given as;

\[
OWA (d_1, d_2, \ldots, d_n) = \sum_{k=1}^{n}(W_k \cdot C_k) \quad (1)
\]

where, if we sort \( C_k \), \( k^{th} \) largest element would be \( d_k \). we are primarily intended to incorporate human-specific aggregation for recommendation process (books) with the help of OWA, therefore, the point that must be addressed is about how many books to recommend, how many users are needed to be involved, some, almost all, most, etc. Therefore, we use linguistic quantifiers. For fuzzy linguistic quantifier, we define Function \( Q(r) \) for relative quantifier as:

\[
Q(r) = \begin{cases} 
0 & \text{if } r<a \\
\frac{(r-a)}{(b-a)} & \text{if } a \leq r \leq b \\
1 & \text{if } r>b 
\end{cases} \quad (2)
\]

where \( Q(0) = 0, \exists r \in [0, 1] \) such that \( Q(r) =1 \), and \( a, b \in [0,1] \).

for above condition, we have \( Q: [0, 1] \rightarrow [0, 1] \).

The weights ‘\( W_k \)’ for OWA operator is calculated by following equation [4,17].

\[
W_k = \left\{ Q \left( \frac{k}{m} \right) - Q \left( \frac{(k-1)}{m} \right) \right\}, \quad (3)
\]

where \( k = 1, 2\ldots m \).

Different weights can be obtained with the help of different linguistic quantifier. Like, for ‘Most’ linguistic quantifier, \( a=0.3 \) and \( b=0.8 \), by the use of these quantifiers those books are preferred which are recommended by most of the universities.
Similarly, ‘as many as possible’ and ‘at least half’ are other quantifiers for which values of (a, b) are (0.5, 1) and (0, 0.5) respectively. Graphical representations of these fuzzy linguistic quantifiers are shown for ‘most’, ‘as many as possible’, and ‘at least half’, respectively. Figure 1(a), (b) and (c) represent graph for the above quantifiers.

Now, considering a situation when we need to rank the voters, i.e. rankers are valued and they influence decision making. We suggest OWA with a modification in the weight assignment of equation (3), and term it as OWA (most preferred first). For this, we define weight assignment as –

$$W_k = \frac{u+1-k}{N} \quad \text{----------------- (4)}$$

Where, total no. of universities is given by ‘u’; $N = \sum_{i=1}^{u}(k)$. Also, $W_k \in [0,1]$ and $\sum_{k=1}^{u} W_k = 1$.

OWA (most preferred first) is given as -

$$OWA \text{ (most preferred first)} = \sum_{k=1}^{u}(W_k C_k) \quad \text{----------------- (5)}$$

The application of the above suggested concept can influence human-specific problems where rankers or experts are needed to be assigned weights, i.e., recommendations are given by the experts. These problems may have wide domain including judgement, human intelligence, voting results, and any problem that involves consensus.

2. Proposed Recommendation Strategy using OWA (most preferred first)

Since, we are intended to gives higher weights to best ranked entity. Therefore, if $W_k > W_m$ when $k < m$. i.e. for three ordered ranked universities Univ_1, Univ_2, and Univ_3, we must have $W_1 > W_2 > W_3$. Here, we are aimed at proposing recommendation strategy for books. Thus, we claim, it is important to know the experts ranking and the suggested technique represented by equation 5 can even weights those experts.
too, hence generating more appropriate recommendation. Keeping this concept in view, we proceed for recommendation.

Since, we are intended to recommend books for computer science under-grad students. Initially, all the possible books have been incorporated for the purposes of experiment. But, without any limit and criteria, it would have a huge data and wastages of storage. Therefore, we filtered the data by applying PAS concept [34] and incorporated books from top universities as prescribed in their syllabus. The top Indian University from QS ranking [35] has been taken and top Indian institutes which comes in world top ranking, are being examined for our work. Only ‘computer science’ are taken as a subject of interest as we just intended to show how the human-centric aggregation can perform, once it can happen with a smaller dataset, it can also be easily extended to larger data set. Hence, courses of computer science like, computer network, database concepts, etc. are searched in these institutions and their recommended books are stored. Only 7 Indian Universities got position in QS world ranking, which are listed in Table 1.

Table 1: Top ranked seven Universities of India in QS ranking [35].

| Rank Position | University Name       |
|---------------|-----------------------|
| 1             | IIT, Bombay           |
| 2             | IIT, Delhi            |
| 3             | IIT, Kanpur           |
| 4             | IIT, Madras           |
| 5             | IISc, Bangalore       |
| 6             | IIT, Kharagpur        |
| 7             | IIT, Roorkee          |

The positional aggregation based scoring (PAS) technique has been used to quantify the ranking. Which assign a numerical value corresponding to the rank of the books, for details please see [36].

The PAS technique tries to assign a maximum value to best ranked university, and quantifies every ranking to a numerical value. OWA based approach for Book Recommendation (most preferred first) is shown in Figure 2. Once we find the positional score for books, we assign weights for ranked
Universities. We use equation (4) and (5) for finding final score of books. The sorted value gives the books ranking.

Figure 2. OWA based approach for Book Recommendation (most preferred first)

Table 2: List of computer science’ courses which have been included in the Syllabus at top Universities.

| Sequence | Course Title                     | Univ_1 | Univ_1 | Univ_1 | Univ_1 | Univ_1 | Univ_1 | Univ_1 |
|----------|----------------------------------|--------|--------|--------|--------|--------|--------|--------|
| 1        | Artificial Intelligence          |        |        |        |        |        |        |        |
| 2        | Compiler Design                  |        |        |        |        |        |        |        |
| 3        | Computer Networks                |        |        |        |        |        |        |        |
| 4        | Discrete Mathematics             |        |        |        |        |        |        |        |
| 5        | Data Structure                   |        |        |        |        |        |        |        |
| 6        | Graphics                         |        |        |        |        |        |        |        |
| 7        | Operating Systems                |        |        |        |        |        |        |        |
| 8        | Principles of Database Systems   |        |        |        |        |        |        |        |
| 9        | Software Engineering             |        |        |        |        |        |        |        |
| 10       | Theory of Computation            |        |        |        |        |        |        |        |
Only those courses which are kept in the curriculum by these leading institutions have been taken into consideration for the experiment. A complete list is given in Table 2. Where ‘∅’ shows the course is available and ‘¶’ indicates non-availability.

The universities usually display the recommended books on their websites, and we have sincerely tried to fetch all those books and categorize distinct book differently. For some courses for which books by some particular universities are not displayed, we have contacted in person and by email to gather the required information. Ten (10) different courses have been added in Table 2. It is evident from the table, not all university has published books on a topic at their respective web sites, at the same time not every book has been recommended by all the university. As a result, we have gathered 158 different books for above 10 courses which have been included in experimental procedure. The process of selecting books only from ranked universities serves the purpose of reducing huge amount of the related books available, which makes the procedure easier.

3. Results and Discussions

3.1 Evaluation Metrics:

There are different metrics for evaluations of the recommender systems which have been used in the literature [37-42]. Some of them are veracity measure, i.e. they are used to measure accuracy. The more the value of the measure, the better is the result. On the other hand some of them are fallacy measure, i.e. the minimum resulting value indicates the better performance. We have used four veracity measures and four fallacy measures in our results for deciding the performance of the proposed mechanism. For measures of precision we have used p@10, Mean Average Precision (MAP), Mean Reciprocal Rank (MRR), and Modified Spearman Rank Correlation Coefficient (MSRCC). whereas for the parameters to be termed as fallacy measures, we have used FPR@10, FNR@10, Root Mean Square Error (RMSE) and Mean Absolute Error (MAE). The list and details of the evaluation metrics are given below.

i. P@10

ii. FPR@10

iii. FNR@10
iv. Mean Average Precision (MAP)

v. Mean Absolute Error (MAE)

vi. Mean Reciprocal Rank (MRR)

vii. Root Mean Square Error (RMSE)

viii. Modified Spearman rank Correlation Coefficient (MSRCC)

3.1.1 \( P@10 \)

We denote the precision at top-10 positions as \( P@10 \) and define it for our purpose as:

\[
P@10 = \frac{\text{Number of books endorsed by user as well as recommended in top 10 position}}{10}
\]  

--- (6)

\( P@10 \) is obtained by comparing the ranking that comes out by applying OWA (most preferred first) techniques with the experts ranking. These values are shown in Figure 3(a).

3.1.2 \( FPR@10 \)

\( FPR@10 \) denotes false positive rate for top 10 positions which is defined as follows:

\[
FPR@10 = \frac{\text{Number of books that comes in top 10 position which is not liked by customer}}{10}
\]  

--- (7)

The “false positive” is a case when recommended items are different from users’ preferred items. This situation leads to irritation of the customer and hence treated as the worst scenario. It may cause to damage in business as it may block the customers from further buying.

\( FPR@10 \) is obtained by the comparison of the ranked-position that comes out by applying OWA (most preferred first) techniques with the experts ranking. These values are shown in Figure 3(b).

3.1.3 \( FNR@10 \)

The false negative rate is the error that gives the idea about a situation when the recommendation technique misses out to recommend items which are preferred by customers. The false negative rate for top 10 positions is denoted as \( FNR@10 \). In the context of our problem, we define it as follows:

\[
FNR@10 = \frac{\text{Number of books which is not recommended but liked by customers in top 10}}{10}
\]  

--- (8)
FNR@10 is shown in Figure? These values are obtained by comparing the ranking that comes out by applying OWA with linguistic quantifier techniques with the experts ranking.

### 3.1.4 Mean Average Precision

Mean Average Precision (MAP) is mathematically defined as:

\[
\text{Mean Average Precision} = \frac{1}{n} \sum_{i=0}^{n} p(C_i) \quad (9)
\]

\(p(C_i)\) represent precision for \(i^{th}\) customer where ‘\(n\)’ is the total number of customers concerned in the experiment.

### 3.1.5 Mean Absolute Error

The Mean Absolute Error (MAE) tells how close the outcome with actual result is. It is given by;

\[
\text{Mean Absolute Error} = \frac{1}{n} \sum_{i=1}^{n} (|O_i - A_i|) \quad (10)
\]

In the above equation – (10) the observed values and actual values are represented as \(O_i\) and \(A_i\) respectively where \(n\) symbolizes the number of observation.

### 3.1.6 Mean Reciprocal Rank

Let ‘\(r\)’ denotes the rank of a product in the proposed approach (which is based on OWA (most preferred first) technique). In the ranking of the products as suggested by the proposed scheme in the paper, we aimed at finding the ranked-position of an item when it is known that it has ranked first in the system ranking. Reciprocal Rank (RR) is given as:

\[
\text{RR} = \frac{1}{r}
\]

Mean Reciprocal Rank (MRR) is calculated for first ranked product of all the items. Mathematically it is given by;

\[
\text{Mean Reciprocal Rank} = \frac{1}{n} \sum_{i=1}^{n} (\text{RR}_i) \quad (11)
\]

Where ‘\(n\)’ represents total number of items and ‘\(i\)’ represents \(i^{th}\) items, respectively. Mean Reciprocal Rank (MRR) measures how relevant is the product for a customer as it suggests the best item. If the position of first ranked item by the experts as well as by the proposed scheme coincides,
it simply indicates the item is of great interest. Since, the MRR comes out to be 1, which implies best case.

### 3.1.7 Root Mean Square Error

The root mean square error is used to measure error value. It is defined as;

\[ \text{Root Mean Square Error} = \sqrt{(1/n) \sum_{k=0}^{n} (Y_i - y_i)^2} \quad (12) \]

\(Y_i\) and \(y_i\) indicate two different entities, one represents actual ranking whereas another stands for outcomes of the ranking by experiments. In the above equation, actual ranking is basically expert’s recommendation which is denoted by ‘\(Y_i\)’ whereas ‘\(y_i\)’ denotes system’s prediction.

### 3.1.8 Modified Spearman rank Correlation Coefficient

The modified spearman rank correlation coefficient is suggested after the spearman correlation coefficient proved incapable of producing correct result for partial list. The mathematical definition of the modified spearman rank correlation coefficient is given as-

\[ r_s' = 1 - \frac{\sum_{i=1}^{m} (i-V_j)^2}{m \left( \left[ \max_{j=1}^{m} V_j \right]^2 - 1 \right)} \quad (13) \]

where full list and partial list is given by \([1, 2 \ldots m]\) and \([v_1, v_2 \ldots v_m]\) respectively.

### 3.2 Experimental Results

The methods discussed in the section 3 are illustrated here. Since, the procedure is same for all the books of each course; therefore, we have demonstrated the examples considering only books of one course only. For the sake of simplicity, the books on ‘Data structure’ are considered. As different ranked university has different ranking of books in which there may be same book repeated everywhere, or may be only one book which is included in the ranking of the respective universities. The respective university wise ranking of the books on data structure is listed in Table 3. The books on Data Structure (DS) are represented by code, ‘DS1’, ‘DS2’ etc. we can easily find that the book DS1 is placed in 1st rank by Univ_1. At the same time no two universities has recommended same book on first rank, even no two books have been included in the ranking of more than two universities. Only books DS1 and DS3 are included twice in top ranked universities ranking.
Table 3: Ranking of books on ‘Data Structure’ by top universities.

| Rank position | U₁   | U₂   | U₃   | U₄   | U₅   | U₆   | U₇   |
|---------------|------|------|------|------|------|------|------|
| 1ˢᵗ           | DS1  | DS2  | DS4  | DS9  | DS12 | DS9  | DS15 |
| 2ⁿᵈ           | x    | DS3  | DS5  | DS1  | DS8  | DS14 | DS16 |
| 3ʳᵈ           | x    | x    | DS6  | DS10 | DS13 | DS16 | x    |
| 4ᵗʰ           | x    | x    | x    | DS7  | DS11 | DS3  | x    | x    |
| 5ᵗʰ           | x    | x    | x    | x    | x    | x    | x    |
| 6ᵗʰ           | x    | x    | x    | x    | x    | x    | x    |
| 7ᵗʰ           | x    | x    | x    | x    | x    | x    |
| 8ᵗʰ           | x    | x    | x    | x    | x    | x    |
| 9ᵗʰ           | x    | x    | x    | x    | x    | x    |
| 1₀ᵗʰ          | x    | x    | x    | x    | x    | x    |

A total of 16 books on data structure have been included in the ranking of top 7 universities where the first ranked university has only one book in their prescribed syllabus. The Positional aggregation technique based score has been obtained by the procedure as stated in section 3. For the sake of simplicity and to save the space, we have represented final score of the books of one course (data structure) only, which is given in Table 4. Here, in the paper we are intended to show how the human centric aggregation can perform, and how the change in weight assignment will enhance the aggregation for a problem which incorporate human-specific decisions. Therefore the results which have been obtained by applying OWA (most preferred first) are shown. The method for a single book is illustrated below. Here we have termed criteria as selection of books by a university; therefore we have classified seven criteria of selection, which is basically total number of universities under consideration. The weight assignment formula as suggested in equation (4) is used to calculate weights for seven (7) criteria. The weights for OWA (most preferred first) are given in Table 5.

Further, the existing strategies have been compared with the proposed mechanism which will be discussed in the subsequent section. The final values for positional score, OWA (at least half), OWA (as many as possible), OWA (most) and OWA (most preferred first) for books on data structure (DS) is shown in Table 6. The tabulated score tells which method to be reckoned as the best for the books concerned.

The procedure for calculation of OWA (most preferred first) using positional score is as follows:

Let the positional scores (for DS1) are represented as:
\[ C_k = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0.9375 \\ 0 \\ 0 \\ 0 \end{pmatrix} \]

Table 4: Quantified Positional Score for books on Data Structure.

| Book Code | U₁ | U₂ | U₃ | U₄   | U₅ | U₆ | U₇ |
|-----------|----|----|----|------|----|----|----|
| DS.1      | 1  | 0  | 0  | 0.9375 | 0  | 0  | 0  |
| DS.2      | 0  | 1  | 0  | 0    | 0  | 0  | 0  |
| DS.3      | 0  | 0.9375 | 0  | 0    | 0.8125 | 0  | 0  |
| DS.4      | 0  | 0  | 1  | 0    | 0  | 0  | 0  |
| DS.5      | 0  | 0  | 0.9375 | 0  | 0  | 0  | 0  |
| DS.6      | 0  | 0  | 0  | 0.875 | 0  | 0  | 0  |
| DS.7      | 0  | 0  | 0  | 0.8125 | 0  | 0  | 0  |
| DS.8      | 0  | 0  | 0  | 0.75  | 0  | 0.9375 | 0  |
| DS.9      | 0  | 0  | 0  | 0    | 1  | 0  | 0  |
| DS.10     | 0  | 0  | 0  | 0.875 | 0  | 0  | 0.875 |
| DS.11     | 0  | 0  | 0  | 0    | 0.8125 | 0  | 0  |
| DS.12     | 0  | 0  | 0  | 0    | 0    | 1  | 0  |
| DS.13     | 0  | 0  | 0  | 0    | 0.875 | 0  | 0  |
| DS.14     | 0  | 0  | 0  | 0    | 0    | 0  | 0.9375 |
| DS.15     | 0  | 0  | 0  | 0    | 0    | 0  | 1  |
| DS.16     | 0  | 0  | 0  | 0    | 0    | 0  | 0    | 0.9375 |

Table 5: Weights assigned to Universities by using OWA (most preferred first)

| Ranked University | Weights assigned |
|-------------------|------------------|
| Univ_1            | W₁=0.25          |
| Univ_2            | W₂=0.21428       |
| Univ_3            | W₃=0.17857       |
| Univ_4            | W₄=0.14285       |
| Univ_5            | W₅=0.10714       |
| Univ_6            | W₆=0.07142       |
| Univ_7            | W₇=0.03571       |

These values are reordered and represented in descending order. Let the order is dₖ. The re-ordered value shall be represented as-
\[ d_k = \begin{pmatrix} 1 \\ 0.9375 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{pmatrix} \]

From equation (4) and (5), we get –

\[ OWA \text{ (most preferred first)} = OWA(d_1, d_2, \ldots, d_n) = \sum_{k=1}^{n} (W_k C_k) \]

Therefore we obtain \( OWA(d_1, d_2, \ldots, d_n) \) as:

\[
\begin{align*}
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Table 6: Final scores and ranked list of books on data structure using OWA (most preferred first)
These scores are calculated for all the books, these scores help in sorting the books which provides a platform for ranking of the books for above method. The final OWA scores with ranking of the respective books for the linguistic quantifier ‘most preferred first’ are shown in Table 6.
The OWA (mot preferred first) score comes out be 0.450813 for DS1 as shown in section 4.2. Similarly values for all books have been calculated. With the help of the proposed mechanism the above scores are calculated which lays a foundation to the ranking of the books by different approaches, the ranking for books on DS for OWA (mot preferred first) is given in Table 6. In the same way we have calculated ranking by all related methods of all books for different courses. In the comparison section all these rankings are considered but we have not shown those scores and ranking here in the table to save the space and avoid the repetition. Thus there are total 158 different books have been filtered from huge amount of books in the process of recommendation, which eases the complexities of the recommendation process. All the related approaches namely PAS, OWA (at least half), OWA (as many as possible) and OWA (most) have been tested for the same number of books and all these values are stored. The OWA with quantifier ‘mot preferred first’ performance for all the books of all the courses with respect to eight different parameters is shown in Figure 3.

3.3 Performance evaluation mechanism

The above methods which have been discussed in the preceding sections, explain the way books are recommended for students on a particular subject. The QS ranking\(^{15}\) is considered as the base of the complete recommendation process. The books recommended at the top ranked Indian Institute at QS world university ranking are taken into account for experiments. Several techniques have been applied previously to filter the huge record for recommending most promising books to readers. These techniques include PAS technique, OWA (at least half), OWA (as many as possible) and OWA (most). These techniques are compared here with the proposed methodology, that incorporates OWA with modified weight assignment formula, which we say is more human-centric and we term it as OWA (mot preferred first). Since PAS technique does not involve any weights to be assigned in its process of recommendation, thus, we say the process is an un-weighted aggregation. The scores are calculated using PAS technique, these scores are assigned fuzzy weights using OWA [(at least half), (most) and (as many as possible)].

In the proposed scheme, we assign weights to the university according to their value which is known by the position they are placed in QS ranking. We claim, by this way, appropriate recommendation can be made as priority-based weight assignment is used which advocates best-get-best philosophy. But who will decide which recommendation process is performing well? Or which is supposed to be the best? Since, there is no such clear protocol to design a recommender system or to judge a better
recommendation process; therefore, we need to evaluate the system, which is, obviously, relative and not absolute. Usually prediction accuracy is considered as the de-facto parameter for the evaluation of recommender systems\textsuperscript{38}. It suggests that how accurately the recommendation has been made by the adopted approach? It is obvious that a more accurate system would be desirable by the user. Generally, accuracy is classified as accuracy of ratings predictions, accuracy of usage predictions, and accuracy of rankings of items.

Figure 4. Performance evaluation scheme for the book recommendation approach

Since we are advocating human centric aggregation, hence, we have taken experts suggestions for evaluation of the proposed system. These experts are senior academician and Computer Scientists familiar with Indian education systems. We have provided the details of books of respective courses to them. We have adopted evaluation scheme which is based on explicit feedback. The experts’ feedbacks for their choice of the books are recorded and these books are ranked, this ranking is compared with the
ranking of the books obtained by aforementioned schemes. Thus, the human evaluation from experts would boost the performance evaluation procedure of the adopted recommendation process. Performance evaluation mechanism is diagrammatically presented in Figure 4.

3.4 Discussion

The comparison is made on the basis of 8 different parameters. These parameters with their details have been mentioned in section 4.1. Four parameters are used as veracity measures and another four are used as fallacy measures. The value of veracity measures are shown in Figure 5. It is very clear from the graph that OWA (most preferred first) has outperformed the other techniques for all these parameters. The OWA with at least half quantifier, is however, has P@10 and MAP same as that of obtained by OWA (mot preferred first), whereas, the value of modified spearman correlation coefficient and mean reciprocal rank is better for OWA (most preferred first) than OWA (at least half).

Figure 5. Comparison of related recommendation approaches for veracity measures including P@10, MAP, MRR and Modified Spearman rank correlation coefficient.

The improvement in performance of OWA (mot preferred first) for Mean Absolute Error (MAE) with respect to OWA (at least half), (as many as possible) and (most) are 6.66%, 28.20% and 23.28% respectively, whereas with respect to PAS there is an improvement of 8.94%. For Root Mean Square Error (RMSE), 14.64% improved results have been achieved with respect to PAS, whereas, while comparing OWA (mot preferred first) with OWA (at least half), (as many as possible) and (most), it is remarkable that percentages of improvements are 4.24%, 33.46% and 24.55% respectively as shown in
In addition to these results, we can say that with the help of ranked weights, the errors can be reduced which leads to more accurate results.

In figure 7, we can easily notice that the FPR@10 and FNR@10 both have same values for all the approaches. It is because we have full list. For partial list, these two parameters may have different values too. Interestingly the result for OWA (at least half) is same as OWA (not preferred first), and these results are par from other operators. The false rate is 36% reduced with respect to OWA (as many as possible) and 17.85% improved than PAS. These improvements clearly indicate how powerful OWA can be when treated according to the human-centric situations and how closely they are related to human perception and aggregation.

**Figure 6.** Comparison of related recommendation approaches for RMSE and MAE

**Figure 7.** Comparison of related recommendation approaches for FPR@10 and FNR@10.
This envisages these quantifiers can be useful for a wide range of applications especially in recommender systems. Also, the human-centric aggregation does not need any prior information of the users’ activity, thus it enhance the approach by reducing time and saving storage spaces which are usually required to acquire these knowledge.

Figure 8. Book recommendation from the perspective of human-centric aggregation approach

Further, with the help of OWA and modified weight assignment formula for OWA (mot preferred first), it is observed that the human-centric terms, like intention, intelligence, judgment and vision have been incorporated in this work. The each step in the procedure is based upon human perception, which we say, is human-centric. Since, the ultimate aim of the paper is to apply human-centric aggregation. Initially, intention of ranked universities is taken by involving their recommended books, and then books recommended by experts are considered, which keeps the vision of those experts. Performance evaluation shows the judgement and finally what we recommend is classified as intelligence. Thus
different aspects of human perceptions have been assimilated. The concept is diagrammatically demonstrated in Figure 8.

4. Conclusion

In this paper, with the proposed methodology, we are intended to incorporate Yager’s perspective of linguistic data summaries to explore how human-centric aggregation can be useful in decision making problems, moreover, to know how effective it would be in designing recommender systems. The proposed OWA (not preferred first), which suggests a modification in weight assignment for OWA operator, has shown improved results with respect to eight parameters over previous OWA with different linguistic quantifiers. The results clearly suggests how powerful human-centric aggregation can be for the above purpose. The presented methodology is envisaged as a platform for future involvement of these aggregation techniques for designing recommender systems. The key in the presented idea is its independence from rating scale, i.e. recommendations have made with more than 78% accuracy, 50% improvement over previous approaches, without exploiting rating scale. One of the considerable contributions of the work is its clarity and also its autonomy from users’ prior preferences which provides solution to cold start issues. The proposed approach not only help the university graduates and student community in finding best book for them but also lays a foundation for designing recommender system by using numerical aggregation from human perspectives.
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