D²LV: A Data-Driven and Local-Verification Approach for Image Copy Detection
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Abstract

Image copy detection is of great importance in real-life social media. In this paper, a data-driven and local-verification (D²LV) approach is proposed to compete for Image Similarity Challenge: Matching Track at NeurIPS’21. In D²LV, unsupervised pre-training substitutes the commonly-used supervised one. When training, we design a set of basic and six advanced transformations, and a simple but effective baseline learns robust representation. During testing, a global-local and local-global matching strategy is proposed. The strategy performs local-verification between reference and query images. Experiments demonstrate that the proposed method is effective. The approach consists of three parts, i.e., pre-training, training, and test. In pre-training, unsupervised pre-training on ImageNet [6] instead of the commonly-used supervised pre-training is performed. Specifically, we empirically find that BYOL [13] pre-training (its Momentum² Teacher version [19]) and Barlow-Twins [37] pre-training are superior to some other unsupervised pre-training methods, and a further ensemble of these two is even better. In training, a strong but simple deep metric learning baseline is designed by combining both the classification loss and the pairwise loss (triplet, in particular). Moreover, to make the sample pairs more informative, a battery of image augmentations is employed to generate training images. Empirically, we find that different augmentations may disturb each other to degrade the performance. Therefore, we use different sets of augmentations to train models separately and then ensemble them. The diversity of augmentations promotes learning robust representation. During testing, a robust global-local and local-global matching strategy is proposed. We observe two hard cases: a) some query images are generated by overlaying a reference image on top of a distractor im-
In summary, the main contributions of this paper are:

1. The paper proposes a data-driven and local-verification approach for image copy detection.
2. The proposed D^2LV approach handles real-life copy detection scenarios in social media well and generalizes well to unseen transformations.
3. Our approach outperforms the baseline models and achieves the state-of-the-art in the Image Similarity Challenge: Matching Track at NeurIPS’21.

2. Related Work

2.1. Copy Detection

Although copy detection plays an important role in social media, the publication of copy detection is not well known because organizations want to keep copy detection techniques obscure, and the researchers often consider that the task is easy [8]. For classical approaches, some methods are used to extract global [16, 32, 12] and local descriptors [1, 3, 15]. For deep learning methods, a descriptor, or known as a feature, is extracted by convolutional neural networks [21, 39]. However, none of them gives a satisfying performance on challenging, large benchmarks like ISC2021.

2.2. Unsupervised Pre-training

The unsupervised pre-trained models are from recent self-supervised learning methods. They are trained to extract image embedding unsupervisedly. MoCo [9] builds a dynamic dictionary with a queue and a moving-averaged encoder to conduct contrastive learning. BYOL [13] and its Momentum^2 Teacher version achieve a new state-of-the-art without negative pairs. Other self-supervised methods, such as Barlow Twins [37], SimSiam [5], and SwAV [4], also show promising performance.

For copy detection in ISC2021, we find that unsupervised pre-trained models show superior performance to their fully-supervised counterparts. That may be because the category defined in unsupervised pre-training is much more similar to that in copy detection than in fully-supervised one.

2.3. Deep Metric Learning

Learning a discriminative feature is a crucial component for many tasks, such as image retrieval [25, 17], face verification [28, 33], and object re-identification [29, 38]. The commonly-used loss functions can be divided into two classes: pair-based [11, 27, 22] and proxy-based [20, 34, 7] losses. Circle loss [28] gives a unified formula for two paradigms.

In our solution to ISC2021, we only use two common losses, *i.e.* triplet loss with hard sample mining and cross-
entropy loss with label smoothing [30]. The two losses are proved to be simple but effective.

3. Proposed Method

In this section, we introduce each important component in the proposed D²LV approach. In the training part, we discuss the built simple but effective baseline and designed different sets of augmentations. In the test part, we discuss the local verification and ensemble methods. The whole approach is shown in Fig. 2.

3.1. Unsupervised Pre-training

In the ISC2021, a category is defined at a very “tight” level, i.e., images generated by exact duplication, near-exact duplication, and edited copy are considered in the same category while two images that belong to the same instance or object are not in the same category. However, when using fully-supervised pre-training on the ImageNet, two images share the same instance or object are in one class. Therefore, the definition of the category is contradicted between the ISC2021 and ImageNet.

Fortunately, the recent research on self-supervised learning provides a new direction. It defines every image as a category and uses invariance to data augmentation as their main training criterion [8]. Although it seems natural to directly adopt a self-supervised learning method to train a model for copy detection, we choose to give up this solution for two reasons. First, the self-supervised learning methods often cost a lot of days to get convergence results. For instance, on ImageNet, BYOL [13] or its Momentum² Teacher version [19] takes about two weeks to pre-train 300 epochs with ResNet-152 [10] backbone using 8 NVIDIA Tesla V100 32GB GPUs. In addition, when using sophisticated transformations online, the time becomes much longer, which is unaffordable. Second, even if the resource is unlimited, we do not get a satisfying performance only trained by self-supervised learning methods, which may be because that the hyper-parameters are not adjusted carefully.

As a result, we choose to use BYOL [13] (its Momentum² Teacher version [19]) and Barlow-Twins [37] to get the pre-trained model on ImageNet. The used augmentations follow the default setting in their original implementations.

3.2. Baseline

We design a simple but effective baseline for ISC2021. Its original version is from DomainMix [35]. The built baseline newly includes GeM [26], WaveBlock [36], a high-dimension projector, two commonly-used losses, and a warming up with cosine annealing learning rate. The backbones selected are ResNet-50 [10], ResNet-152 [10], and ResNet50-IBN [24]. For the design of GeM [26] and WaveBlock [36], please refer to their original papers, and we follow their default hyper-parameters. The high-dimension projector projects a learned 2048-dim feature into 8192-dim via some linear and non-linear connections. We empirically find learning from high dimension space is beneficial for datasets with large-scale categories. The two commonly-used losses are triplet loss with hard sample mining and cross-entropy loss with label smoothing [30]. The 2048-dim feature is used for triplet loss, and the 8192-dim feature is used for classification. The baseline is trained for 25 epochs, and the change of ratio for learning rate is:

\[
\text{ratio} = \begin{cases} 
0.99 \cdot \text{epoch}/5 + 0.01, & 0 \leq \text{epoch} < 5 \\
1.5, & 5 \leq \text{epoch} < 10 \\
0.5 \cdot \left( \cos \left( \frac{\text{epoch}-10}{25} \cdot \pi \right) + 1 \right), & 10 \leq \text{epoch} < 25 
\end{cases}
\]

3.3. Augmentation

In the ISC2021, the data is crucial in our solution. That is why the proposed approach is named “data-driven”. First, we design a set of basic augmentations to transform images.
Figure 4. The six advanced augmentations. They are added into the original set of basic augmentations separately. The first image is the resized original image.

Then, we build six advanced augmentations to provide a supplementary.

The set of basic augmentations includes random resized cropping, random rotation, random pixelization, random pixels shuffling, random perspective transformation, random padding, random image underlay, random color jitter, random blurring, random grayscale, random horizontal flipping, random Emoji overlay, random text overlay, random image overlay, and resizing. A display of using all the basic augmentations on one image is shown in Fig. 3. The first image is the resized original image.

Further, together with the set of basic transformations, we design six advanced augmentations, i.e. super-blur, super-color, super-dark, super-face, super-opaque, and super-occlude. The six augmentations are added into the set of basic augmentations separately. The super-blur augmentation uses enhanced blur augmentation; the super-color augmentation uses enhanced color jitter augmentation; the super-dark augmentation darkens the images; the super-face augmentation adds some face images into training; the super-opaque augmentation overlays one image on another with certain transparency; the super-occlude augmentation adds more occlusion into original images. These six advanced augmentations are shown in Fig. 4. Besides the basic and advanced augmentations, we also employ black-white augmentation. The augmentation changes all the color images into black and white style. Some of the sets, i.e. “basic”, “basic + super-blur”, “basic + super-color”, and “basic + super-face”, use this augmentation. As a result, we have 11 sets containing different augmentations. A pre-trained model is trained 11 times to get 11 trained models.

3.4. Local Verification

During testing, we observe two corner cases: a) some query images are generated by overlaying a reference image on top of a distractor image. b) some queries are cropped from the reference images and thus only contain parts of the reference images. Therefore, we propose a global-local and local-global matching strategy for testing. For global-local matching, it matches the global features of reference images with local features of query images. For local-global matching, it matches the local features of reference images with global features of query images.

Generating local features of query images. We use heuristic and auto-detected bounding boxes to crop local patches from query images. The features of cropped local patches are used as local features of query images. Given a query image, first, rotating and center cropping are used to generate patches. The rotating degrees are $90^\circ$, $180^\circ$, and $270^\circ$. The center cropping crops not only the “exact center” but also the “1/3 center” of an image. The illustration of “exact center” and “1/3 center” is shown in Fig. 5. Together with the original image, now nine patches are generated. Second, selective search [31] is used to generate proposal regions. The features of proposal regions are also regarded as local features of query images. Last, we use YOLOv5 [14] to detect overlay automatically. For training, we just generate some images with overlay augmentations and corresponding bounding boxes automatically from the training dataset. Note that the above-defined “patch” includes the original image and its rotations.

Generating local features of reference images. We only divide reference images into small patches to match locally. First, given a reference image, it is divided into four parts evenly and nine parts evenly. Then, we crop the “ex-
act center” and “1/3 center” of a reference image. Together with the original image, we can extract 19 features from a reference image. Note that the above-defined “patch” also includes the original image.

3.5. Ensemble

First, we introduce two ensemble criteria, i.e., confidence and completeness. Assume that we have a pair of images, e.g., a patch $A$ from a query image and an original reference image $B$, and two models, $f$ and $g$. $f(A, B)$ and $g(A, B)$ stand for the similarity score between $A$ and $B$ using models $f$ and $g$, respectively. Also, two score thresholds are $\alpha$ and $\beta$. When using confidence criterion, the ensemble result is:

$$score = \begin{cases} \max(f(A, B), g(A, B)), & \text{if } f(A, B) > \alpha \text{ and } g(A, B) > \beta, \\ None, others. & \end{cases}$$

(2)

The “None” means both the scores are discarded, i.e. it does not contribute to the final score of the image pair. Under completeness criterion, the ensemble result is:

$$score = \max(f(A, B), g(A, B)).$$

(3)

Both the confidence and completeness criteria can be extended to multi-models by

$$score = \begin{cases} \max(f_0(A, B), f_1(A, B), ..., f_n(A, B)), & \text{if } f_i(A, B) > \alpha_i, \\ None, others, & \end{cases}$$

(4)

and

$$score = \max(f_0(A, B), f_1(A, B), ..., f_n(A, B)).$$

(5)

where: $i$ is from 0 to $n$, $f_0, f_1, ..., f_n$ denotes $n$ different models, and $\alpha_0, \alpha_1, ..., \alpha_n$ denotes $n$ different score thresholds.

Remember that we have three different backbones, when using the global-local matching strategy, the confidence criterion is used for ResNet50 & ResNet152, ResNet50 & ResNet50-IBN, and ResNet152 & ResNet50-IBN. When using the local-global matching strategy, the confidence criterion is used for ResNet50 & ResNet152 & ResNet50-IBN. For any other model ensembles, we use the completeness criterion.

Further, to ensemble different local-global and global-local scores, we repeat the completeness criterion by

$$score = \max(\max(f(A_0, B), f(A_1, B), ..., f(A_l, B)), \max(f(A_0, B_0), f(A_0, B_1), ..., f(A_0, B_m))).$$

(6)

where: $A_0, A_1, ..., A_l$ denotes $l$ different patches of the query image, and $B_0, B_1, ..., B_m$ denotes $m$ different patches of the reference image.

After finishing all models and patches ensemble, the final score represents the similarity between the pair of images.

4. Experiments

4.1. Experimental Settings

In the unsupervised pre-training part, we essentially follow the experimental setting given in Momentum$^2$ Teacher [19] and Barlow-Twins [37]. For Momentum$^2$ Teacher [19], the selected backbone is ResNet152 [10] and ResNet50-IBN [24]. 8 NVIDIA Tesla V100 32GB GPUs are used. When training ResNet152 [10], the batch size is 512, and it is trained for 300 epochs. The training process can be finished in about two weeks. When training ResNet50-IBN [24], the batch size is 1024, and it is also trained for 300 epochs. The training process can be finished in about six days. For Barlow-Twins [37], the selected backbone is ResNet50 [10]. We do not re-train the model, and just use the model supplied by the official implement.

In training, we select 100,000 out of 1000,000 images from the official training set. The criterion is selecting one every 10. Each image is augmented 19 times, and thus for training, each ID has 20 images. We trained 33 models in total. Each training takes about/less than one day on 4 NVIDIA Tesla V100 32GB GPUs (bigger backbone takes
Table 1. Comparison with state-of-the-art methods from the leaderboard in Phase 2. Recall@Precision 90 is a secondary metric provided for information purposes only as an indicator of a model’s recall at a reasonably good precision level, but is not used for ranking purposes. Our results are highlighted in bold.

| Team       | Score | Micro-average Precision | Recall@Precision 90 |
|------------|-------|-------------------------|--------------------|
| Ours       | 0.8329| 0.7309                  |                    |
| separate   | 0.8291| 0.7917                  |                    |
| imgFp      | 0.7882| 0.6715                  |                    |
| forthedream| 0.7667| 0.7218                  |                    |
| titanshiel| 0.7613| 0.7557                  |                    |
| VisonGroup | 0.7169| 0.5963                  |                    |
| mmcf       | 0.7107| 0.5986                  |                    |
| ...        | ...   | ...                     |                    |
| MultiGrain[2] | 0.2761| 0.2023                  |                    |
| GIST [23]  | 0.0526|                      |                    |

longer and smaller backbone takes shorter). Each training batch includes 128 images of 32 IDs. Adam optimizer [18] is used to optimize the networks. The image size is 256 × 256. The model is trained for 25 epochs, and in each epoch, we have 8000 iterations. The basic learning rate is set to $3.5 \times 10^{-4}$.

During testing, for global-local matching, we test the 33 trained models for three scales, i.e., $200 \times 200$, $256 \times 256$, $320 \times 320$, then ensemble them to get the final results. The time for extracting all query patches’ features using 33 NVIDIA Tesla V100 32GB GPUs is about six hours. For local-global matching, we only test the three models trained on the basic augmentations for one scale, i.e., $256 \times 256$. The time for extracting all $19,000,000$ reference patches’ features using 3 NVIDIA Tesla A100 40GB GPUs on a DGX server is less than one day. We apply a PCA dimensionality reduction to decrease dimension from 8192 to 1500 with the code from the competition official. The 1500-dim feature is used for final matching. Besides, some tricks are used to further improve performance. First, when performing local-global strategy, it is inappropriate to divide reference images containing faces into patches. Therefore, when a face detector finds face(s) existing in one reference image, we do not perform the local-global strategy. Second, compared to original images, the partial image in a pair is more likely to be “false positive”, and thus we penalize the corresponding score. Third, we delete generated query patches with too small image size. Fourth, the final ensemble score uses the average of two maximum scores instead of the only one as introduced before.

4.2. Comparison with State-of-the-Arts

To prove the superiority of the $D^2$LV, we compare the proposed model with state-of-the-art methods from the leaderboard in Phase 2. The comparison results are shown in Table 1. In the ISC2021, there are 1103 participants, and 36 teams have submitted their final results. Compared with the strongest official benchmark MultiGrain [2], the proposed $D^2$LV achieves about 56% improvements, which is considerable. Most Micro-average Precisions from other teams are less than 77%, while our approach gives an 83.29% result. It is interesting to mention that, in Phase 1, our result is 90.08%. There is only a less than 7% gap between the two leaderboards for us. However, for some other teams, the gap can be larger than 30%. The superiority performance is attributed to two aspects. First, the sophisticated augmentations give us more generalizability when facing unseen transformations. That is called “Data-Driven”. Second, the global-local and local-global matching strategy provides an exhaustive matching between a pair of images. That is called “Local-Verification”.

4.3. Ablation Studies

The ablation studies are conducted on 25,000 query images in Phase 1 to prove the effectiveness of each component in the $D^2$LV approach. The evaluation metric is Micro-average Precision. The experimental results are displayed in Table 2.

Comparison between supervised pre-training and unsupervised pre-training. First, we discuss the improvement brought by unsupervised pre-training. The experimental results are denoted as “Supervised” and “Unsupervised” in Table 2, respectively. The training images only use the basic augmentations. The matching strategy is only global-to-global. We can find that, instead of supervised pre-training, 2.1% improvement has been obtained by using unsupervised pre-trained models. This phenomenon may be because the definition of category in unsupervised pre-training is similar to that in the task of copy detection.

The improvement from local-verification. In this part, the experimental results are from the ensemble result of the
three backbones. The experimental results are denoted as “Global-local” and “Both” in Table 2, respectively. When only using the global-local matching strategy, the performance can be improved from 70.81% to 82.73%. When we perform global-local and local-global matching strategy, the highest performance, i.e. 83.72%, is achieved. The local-verification plays a very important role in the proposed D$^2$LV.

The improvement from advanced augmentations. To be convenient, we only give the final ensemble experimental results of all the advanced augmentations with the basic ones. The experimental results are denoted as “Adv-Aug” in Table 2. Indeed, each advanced augmentation with the basic one can improve performance separately. Also, the results use local-verification and three backbones. The sophisticated augmentations contribute a lot to Phase 2 where some unseen transformations appear.

The improvement from multi-scale testing and some tricks. The experimental results are denoted as “Multi+Tricks” in Table 2. The performance improved by multi-scale testing and some tricks is not very significant. It is less than 1.5% on 25,000 queries in Phase 1. After finding the huge performance gap between the two phases, we are not quite sure whether these methods really contribute to the final results in Phase 2.

5. Conclusion

In this paper, we introduce our winning solution to Image Similarity Challenge: Matching Track at NeurIPS’21. The proposed D$^2$LV approach uses recent self-supervised learning methods for pre-training instead of traditional supervised ones. Further, we find that exploring data is of great importance, and thus many strong augmentations are designed. Also, the proposed global-local and local-global matching strategy contributes a lot to the final submission. We hope the proposed solution is beneficial for real-life applications including content tracing, copyright infringement, and misinformation.
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