THE SWIFT-HOHENBERG EQUATION ON CONIC MANIFOLDS

NIKOLAOS ROIDOS

Abstract. We consider the Swift-Hohenberg equation on manifolds with conical singularities and show existence, uniqueness and maximal regularity of the short time solution in terms of Mellin-Sobolev spaces. Moreover, we give a necessary and sufficient condition so that the above solution exists for all times. Space asymptotic expansion of the solution near the singularity is also provided and its relation to the local geometry is shown. The same problem is considered on closed manifolds and similar results are obtained by using the above singular analysis theory.

1. Introduction

The Swift-Hohenberg equation is the parabolic evolution equation
\begin{align}
  u'(t) + (\Delta + 1)^2 u(t) &= F(t, u(t)), \quad t \in (0, T), \\
  u(0) &= u_0,
\end{align}
where \( \Delta \) is the Laplace operator in a given domain, \( T > 0 \) is finite and \( F(s, x) \) is a polynomial in \( x \) with \( s \)-dependent complex valued coefficients that are locally Lipschitz continuous in \( s \in \mathbb{R} \). Here \( u \) is regarded as a scalar field. (1.1)-(1.2) has several physical applications; it can model e.g. thermally convecting fluid flows [37], cellular flows [23], phenomena in optical physics [38] etc. It is also well known for its pattern formation under evolution, see, e.g., [5], [20], [21] and [39].

We consider (1.1)-(1.2) on manifolds with conical singularities and employ the theory of cone differential operators together with maximal \( L^q \)-regularity theory for parabolic partial differential equations (PDE). As a first step, in Theorem 3.2 we show \( R \)-sectoriality for the Laplacian on manifolds with possibly warped conical tips. Instead of requiring uniform seminorm boundedness of certain parameter dependent families of cone pseudodifferential operators as in [29, Theorem 5.6], we follow here a direct and independent proof based on a freezing-of-coefficients method. This result then implies maximal \( L^q \)-regularity for the bi-Laplacian in Lemma 3.3. Then, in Theorem 4.1 by applying a theorem of Clément and Li we show existence, uniqueness and maximal \( L^q \)-regularity of a short time solution \( u \) in terms of Mellin-Sobolev spaces. Maximal continuous regularity for \( u \) is also provided.

Next, in Theorem 4.4, we obtain the long time existence of the above solution, by imposing an additional assumption on the right hand side of (1.1), which turns out to be necessary for this property. Namely, we show that if the \( L^q \)-norm on \( (0, T) \) of the term \( F(\cdot, u(\cdot)) \) does not blow up in finite \( T \), then the Banach fixed point argument of the Clément and Li theorem can be repeated successively and hence the well-posed solution exists for all times. The crucial step here is the interpolation space estimate of the solution, see (4.35), which is obtained by using a maximal \( L^q \)-regularity inequality for linear parabolic problems.

As a consequence, information concerning the asymptotic behavior of the above solution close to the singularity is also provided and its relation to the local geometry is established. These space asymptotics are obtained either through the domain of the bi-Laplacian or through the real interpolation space between the bi-Laplacian domain and the underlying space, see (3.17) and Proposition 4.2. In both cases the solution is expressed as a sum of two terms. The first one is a sum of complex powers and logarithmic integer powers of the geodesic distance to the singularity; these powers are determined explicitly by the local geometry around the conical tip, see (3.17). The second one is a remainder that belongs to a Mellin-Sobolev space and close to the singularity it decays to zero faster than each of the components of the previous term; its decay is determined by the local geometry as well as by the initial data.
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Finally, we consider maximal $L^p$-regularity theory for linear and quasilinear parabolic problems.

In this section we present some basic functional analytic machinery related to the property of maximal $L^p$-regularity for linear and quasilinear parabolic problems. Let $X_1 \overset{d}{\rightarrow} X_0$ be a continuously and densely injected complex Banach couple.

**Definition 2.1** (Sectorial operators). Let $\mathcal{P}(K, \theta)$, $K \geq 1$, $\theta \in [0, \pi)$, be the class of all closed densely defined linear operators $A$ in $X_0$ such that $S_\theta = \{ \lambda \in \mathbb{C} \mid |\arg(\lambda)| \leq \theta \}$ and $(1 + |\lambda|)(A + \lambda)^{-1} \in \mathcal{L}(X_0)$ for certain $\rho > 0$. The elements in $\mathcal{P}(\theta) = \cup_{K \geq 1} \mathcal{P}(K, \theta)$ are called (invertible) sectorial operators of angle $\theta$. If $A \in \mathcal{P}(\theta)$ then any $K \geq 1$ such that $A \in \mathcal{P}(K, \theta)$ is called sectorial bound of $A$.

If in the definition of sectoriality we replace the standard boundedness by the Rademacher boundedness, then we obtain the following property.

**Definition 2.2** (R-sectorial operators). Denote by $\mathcal{R}(K, \theta)$, $K \geq 1$, $\theta \in [0, \pi)$, the class of all operators $A \in \mathcal{P}(\theta)$ in $X_0$ such that for any choice of $x_1, \ldots, x_N \in X_0, N \in \mathbb{N}\setminus\{0\}$, we have

$$\| \sum_{k=1}^N \epsilon_k \lambda_k (A + \lambda_k)^{-1} x_k \|_{L^2(0,1;X_0)} \leq K \| \sum_{k=1}^N \epsilon_k x_k \|_{L^2(0,1;X_0)},$$

where $\{\epsilon_k\}_{k=1}^\infty$ is the sequence of the Rademacher functions. The elements in $\mathcal{R}(\theta) = \cup_{K \geq 1} \mathcal{R}(K, \theta)$ are called R-sectorial operators of angle $\theta$. If $A \in \mathcal{R}(\theta)$ then any $K \geq 1$ such that $A \in \mathcal{R}(K, \theta)$ is called R-bound of $A$.

Sectorial operators admit a holomorphic functional calculus defined by the Dunford integral formula, see, e.g., [25, Chapter 3.1.4]. For any $\rho \geq 0$ and $\theta \in (0, \pi)$ denote by $\Gamma_{\rho, \theta}$ the boundary of $S_\theta \cup \{ \lambda \in \mathbb{C} \mid |\lambda| \leq \rho \}$ oriented counterclockwise. Moreover, we denote $\Gamma_{0, \theta}$ simply by $\Gamma_\theta$. Then, given any $A \in \mathcal{P}(\theta)$ we can define its complex powers $A^z$ for $\text{Re}(z) < 0$ by

$$A^z = \frac{1}{2\pi i} \int_{\Gamma_{\rho, \theta}} (-\lambda)^z (A + \lambda)^{-1} d\lambda \in \mathcal{L}(X_0),$$

for certain $\rho > 0$. The above family together with $A^0 = I$ is a strongly continuous holomorphic semigroup on $X_0$, see, e.g., [1, Theorem III.4.6.2] and [1, Theorem III.4.6.5]. The definition can be extended to any $z \in \mathbb{C}$, and for $\text{Re}(z) \geq 0$, $A^z$ are in general unbounded operators, see, e.g., [1, Theorem III.4.6.5]. Of particular interest from the PDE point of view is the case when the purely imaginary powers turn out to be bounded operators.

**Definition 2.3** (Bounded imaginary powers). Let $A \in \mathcal{P}(\theta)$, $\theta \in (0, \pi)$, in $X_0$. We say that $A$ has bounded imaginary powers if there exists some $\varepsilon > 0$ and $\delta \geq 1$ such that $A^t \in \mathcal{L}(X_0)$ and $\|A^t\|_{\mathcal{L}(X_0)} \leq \delta$ for all $t \in [-\varepsilon, \varepsilon]$. In this case, (see, e.g., [1, Corollary III.4.7.2]) $A^t \in \mathcal{L}(X_0)$ for all $t \in \mathbb{R}$ and there exists a $\phi \geq 0$, called power angle of $A$, such that $\|A^t\|_{\mathcal{L}(X_0)} \leq M e^{\phi|t|}$, $t \in \mathbb{R}$, with some $M \geq 1$. We write $A \in BIP(\phi)$.

Next we focus on parabolic PDE. Denote by $L^q(0,T;X_0)$ and $W^{1,q}(0,T;X_0)$, $q \in (1, \infty)$, $T > 0$, the space of the $X_0$-valued $L^q$ and $W^{1,q}$ functions respectively. By starting with the linear theory we recall the following property.

**Definition 2.4** (Maximal $L^q$-regularity). Let $q \in (1, \infty)$, $T > 0$, $-A : \mathcal{D}(A) = X_1 \rightarrow X_0$ be the infinitesimal generator of an analytic semigroup on $X_0$ and consider the Cauchy problem

\begin{align*}
\text{(2.3)} & \quad u'(t) + Au(t) = g(t), \quad t \in (0, T), \\
\text{(2.4)} & \quad u(0) = 0.
\end{align*}

The operator $A$ has maximal $L^q$-regularity if for any $g \in L^q(0,T;X_0)$ there exists a unique $u \in W^{1,q}(0,T;X_0) \cap L^q(0,T;X_1)$ solving \text{(2.3)-(2.4)}, that depends continuously on $g$. 

Note that the above property is $T$-independent and according to a result of G. Dore, also $q$-independent. Moreover, by setting $u(t) = e^{ct}v(t)$, $c > 0$, we can insert a positive shift $c$ to the operator $A$ in (2.3). Finally, we recall the standard embedding of the maximal $L^q$-regularity space, namely

\[(2.5)\quad W^{1,q}(\tau_1, \tau_2; X_0) \cap L^q(\tau_1, \tau_2; X_1) \hookrightarrow C([\tau_1, \tau_2]; (X_1, X_0)_\frac{1}{\tau}, q), \quad 0 \leq \tau_1 < \tau_2 \leq T < \infty,
\]

see, e.g., [3, Theorem III.4.10.2]; note that if we restrict to the subspace of $W^{1,q}(\tau_1, \tau_2; X_0) \cap L^q(\tau_1, \tau_2; X_1)$ consisting of functions $u$ that satisfy $u(0) = 0$, then the norm of the above embedding is independent of $\tau_1, \tau_2 \in [0, T]$, see, e.g., [3, Corollary 2.3]. Here $(X_0, X_1)_{\xi, q}$, $\xi \in (0, 1)$, denotes real interpolation.

All the spaces we consider in the sequel belong to the class of UMD (unconditionality of martingale differences property, see, e.g., [1, Section III.4.4]) spaces. By using the underlying geometric properties of such spaces, we can relate the boundedness of the imaginary powers of an operator to the maximal $L^q$-regularity by the following classical result.

**Theorem 2.5.** (Dore and Venni. [1, Theorem 3.2].) If $X_0$ is UMD and $A \in \mathcal{B}(\phi)$ in $X_0$ with $\phi < \frac{\pi}{2}$, then $A$ has maximal $L^q$-regularity.

However, in UMD spaces the $R$-sectoriality is weaker than the boundedness of the imaginary powers property (see [1, Theorem 4]) and it turns out to be sufficient for maximal $L^q$-regularity; it actually leads to characterization of this property in UMD spaces due to [10, Theorem 4.2].

**Theorem 2.6.** (Kalten and Weis, [13, Theorem 6.5].) If $X_0$ is UMD and $A \in \mathcal{R}(\theta)$ in $X_0$ with $\theta > \frac{\pi}{2}$, then $A$ has maximal $L^q$-regularity.

Next we state the well known version of Theorem 2.5 for non-zero initial data. In comparison to the standard version, Proposition 2.7, whose proof can be seen in the Appendix, contains better information on the constants.

**Proposition 2.7.** Let $A : \mathcal{D}(A) = X_1 \to X_0$ such that $A \in \mathcal{P}(K, \theta) \cap \mathcal{R}(R, \theta)$, for certain $K, R \geq 1$ and $\theta \in (\frac{\pi}{2}, \pi)$. Assume that $X_0$ is UMD and let $g \in \cap_{\tau > 0} L^q(0, \tau; X_0)$ and $u_0 \in (X_1, X_0)_{\frac{1}{\tau}, q}$, for some $q \in (1, \infty)$. Then, for any $T > 0$ the Cauchy problem

\[(2.6)\quad u'(t) + Au(t) = g(t), \quad t \in (0, T),
\]

\[(2.7)\quad u(0) = u_0
\]

has a unique solution $u \in W^{1,q}(0, T; X_0) \cap L^q(0, T; X_1)$ and the following estimate holds

\[(2.8)\quad \|u\|_{W^{1,q}(0, T; X_0)} + \|u\|_{L^q(0, T; X_1)} \leq C\|g\|_{L^q(0, T; X_0)} + \|u_0\|_{(X_1, X_0)_{\frac{1}{T}, q}},
\]

with some constant $C > 0$ that only depends on $A, R, \theta, \text{ and } q$.

If in addition $g \in \cap_{\tau > 0} L^\infty(0, \tau; (X_0, X_1)_{\phi, q})$ for some $\phi \in (0, 1)$ and $\eta \in (1, \infty)$, then $u(t) \in X_1$ for each $t > 0$, and for any $\alpha \in (0, \phi)$ and $\beta \in (-1, -\frac{1}{\eta})$ the following estimate holds

\[(2.9)\quad \|u(t)\|_{X_1} \leq M t^\alpha \|g\|_{L^\infty(0, t; (X_0, X_1)_{\phi, q})} + Lt^\beta \|u_0\|_{(X_1, X_0)_{\frac{1}{T}, q}}, \quad t > 0,
\]

with some constants $M > 0$ and $L > 0$ that only depend on $A, K, \theta, \phi, \eta, \alpha$ and $A, K, \theta, \beta$ respectively. Moreover, if $g \in C([0, \infty); (X_0, X_1)_{\phi, q})$, then

\[(2.10)\quad u \in C^1((0, \infty); X_0) \cap C((0, \infty); X_1).
\]

**Corollary 2.8.** Let the assumptions of Proposition 2.7 be satisfied with $A$ replaced by $A + c$, for a certain $c \geq 0$. Then, for any $T > 0$ the Cauchy problem (2.6), (2.7) has a unique solution $u \in W^{1,q}(0, T; X_0) \cap L^q(0, T; X_1)$ and the following estimate holds

\[(2.11)\quad \|u\|_{W^{1,q}(0, T; X_0)} + \|u\|_{L^q(0, T; X_1)} \leq Ce^{cT} \|g\|_{L^q(0, T; X_0)} + \|u_0\|_{(X_1, X_0)_{\frac{1}{T}, q}},
\]

with some constant $C > 0$ that only depends on $A, R, \theta, q, \text{ and } c$.

**Proof.** Follows by setting $u(t) = e^{ct}f(t)$ in (2.6), (2.7) and then applying Proposition 2.7 and (2.8) to the resulting problem. \qed
We regard (1.1), (1.2) as a quasilinear parabolic equation. Hence, we consider problems of the form
\[ u'(t) + A(u(t))u(t) = G(t, u(t)) + g(t), \quad t \in (0, T), \]
\[ u(0) = u_0. \]

We end this section with the following well known short time maximal \( L^q \)-regularity result.

**Theorem 2.9.** (Clément and Li, \[3, Theorem 2.1\].) Let \( u_0 \in (X_1, X_0)_{\frac{1}{q}, q} \) for some \( q \in (1, \infty) \) and let \( U \subset (X_1, X_0)_{\frac{1}{q}, q} \) be an open set such that \( u_0 \in U \) Assume that:

1. \( A(u) : X_1 \to X_0 \) has maximal \( L^q \)-regularity.
2. \( A(\cdot) \in C^1(U; \mathcal{L}(X_1, X_0)) \).
3. \( G(\cdot, \cdot) \in C^{1,-1}([0, T_0] \times U; X_0) \) for certain \( T_0 > 0 \).
4. \( g \in L^q(0, T_0; X_0) \).

Then, there exists a \( T \in (0, T_0) \) and a unique \( u \in W^{1,q}(0, T; X_0) \cap L^q(0, T; X_1) \) solving the equation
\[ \frac{\partial}{\partial t} u + A(u)u = G(t, u) + g, \quad t \in (0, T), \]
\[ u(0) = u_0. \]

3. The Laplacian on manifolds with conical singularities

Let \( \mathcal{B} \) be an \((n + 1)\)-dimensional, \( n \geq 1 \), smooth compact connected manifold with possibly disconnected boundary \( \partial \mathcal{B} \). We endow \( \mathcal{B} \) with a Riemannian metric \( g \) such that when it is restricted to the collar neighborhood \([0, 1] \times \partial \mathcal{B}\) of the boundary, in local coordinates it admits the warped product form
\[ g\big|_{[0,1] \times \partial \mathcal{B}} = dx^2 + x^2 h(x), \]
where \( x \in [0, 1) \), and the map \( x \mapsto h(x) \) is a smooth up to \( x = 0 \) family of Riemannian metrics on the cross section \( \partial \mathcal{B} \). We call \( \mathcal{B} = (\mathcal{B}, g) \) conic manifold or manifold with conical singularities, which are identified with the subset \( \{0\} \times \partial \mathcal{B} \) of \( \mathcal{B} \). If \( h \) is independent of \( x \) when \( x \) is close to zero, then we have straight conical tips. Denote \( \partial \mathcal{B} = (\partial \mathcal{B}, h(0)) \) and \( \partial \mathcal{B} = \cup_{i=1}^{k_B} \partial \mathcal{B}_i \), for certain \( k_B \in \mathbb{N} \setminus \{0\} \), where \( \partial \mathcal{B}_i \) are smooth, closed and connected.

The naturally appearing differential operators on a conic manifold belong to the class of cone differential operators or Fuchs type operators. An \( \mu \)-th order cone differential operator \( A, \mu \in \mathbb{N} \), is an \( \mu \)-th order differential operator with smooth coefficients in the interior \( \mathcal{B}^0 \) of \( \mathcal{B} \) such that near the boundary, e.g., on the collar neighborhood \((0, 1) \times \partial \mathcal{B}\), it admits the following form \( A = x^{-\mu} \sum_{k=0}^{\mu} a_k(x) (x \partial_x)^k \), where \( a_k \in C^\infty((0, 1]; \text{Diff}^{\mu-k}(\partial \mathcal{B})) \). For details concerning the associated pseudodifferential theory, that is called cone calculus, we refer to \(8, 9, 10, 18, 29, 30, 31, 32, 33, 34, 35 \) and \(36\). In the sequel we recall some basic facts focussing more on the theory of the Laplacian.

Cone differential operators preserve the scales of weighted Mellin-Sobolev spaces \( \mathcal{H}_p^{\mu, \gamma}(\mathcal{B}) \), \( p \in (1, \infty), s, \gamma \in \mathbb{R} \), i.e. such an operator \( A \) of order \( \mu \) induces a bounded map from \( \mathcal{H}_p^{s+\mu, \gamma+\mu}(\mathcal{B}) \) to \( \mathcal{H}_p^{\mu, \gamma}(\mathcal{B}) \). Let \( \omega \) be a fixed cut-off function near \( \{0\} \times \partial \mathcal{B} \), i.e. a smooth non-negative function \( \omega \) on \( \mathcal{B} \) such that \( \omega = 1 \) near \( \{0\} \times \partial \mathcal{B} \) and \( \omega = 0 \) outside \([0, 1) \times \partial \mathcal{B} \); for simplicity we choose \( \omega \) to be only \( x \)-dependent. If we denote by \( C_c^\infty \) the space of smooth compactly supported functions, then we have the following.

**Definition 3.1.** (Mellin-Sobolev spaces.) For any \( \gamma \in \mathbb{R} \) consider the map \( M_\gamma : C^\infty_c(\mathbb{R}_+ \times \mathbb{R}^n) \to C^\infty(\mathbb{R}^{n+1}) \) defined by \( u(x, y) \mapsto e^{(\gamma - \frac{1}{2} n) y} u(e^{-y} x, y) \). Furthermore, take a covering \( \kappa_i : U_i \subset \partial \mathcal{B} \to \mathbb{R}^n, i \in \{1, \ldots, N\}, N \in \mathbb{N} \setminus \{0\} \), of \( \partial \mathcal{B} \) by coordinate charts and let \( \{\phi_i\}_{i \in \{1, \ldots, N\}} \) be a subordinated partition of unity. For any \( p \in (1, \infty) \) and \( s \in \mathbb{R} \) let \( \mathcal{H}_p^{s, \gamma}(\mathcal{B}) \) be the space of all distributions \( u \) on \( \mathcal{B}^0 \) such that
\[ \|u\|_{\mathcal{H}_p^{s, \gamma}(\mathcal{B})} = \sum_{i=1}^{N} \|M_\gamma(1 \otimes \kappa_i)_* (\omega \phi_i u)\|_{\mathcal{H}_p^{s}(\mathbb{R}^{n+1})} + \|(1 - \omega) u\|_{\mathcal{H}_p^{s}(\mathcal{B})} \]
is defined and finite, where \( * \) refers to the push-forward of distributions.

Up to norm equivalence, \( \mathcal{H}_p^{s, \gamma}(\mathcal{B}) \) is independent of the choice of the covering \( \{\kappa_i\}_{i \in \{1, \ldots, N\}} \), the partition \( \{\phi_i\}_{i \in \{1, \ldots, N\}} \) and the cut-off function \( \omega \). Moreover, since the usual Sobolev spaces are
UMD, by \cite[Theorem III.4.5.2]{1}, the Mellin-Sobolev spaces are also UMD. In addition, if \( s \in \mathbb{N} \), then \( \mathcal{H}_p^{s,\gamma}(\mathbb{B}) \) is the space of all functions \( u \) in \( H^{p,\text{loc}}_s(\mathbb{B}) \) such that, near the boundary
\[
x_n^{s+1-\gamma}(x\partial_x)^k \partial_x^\gamma \omega(x)u(x,y)) \in L^p([0,1) \times \partial \mathcal{B}, \sqrt{\det[h(x)] \frac{dx}{x} dy}, \ k + |\alpha| \leq s.
\]

We regard a cone differential operator \( A \) of order \( \mu \geq 1 \) as an unbounded operator in \( \mathcal{H}_p^{s,\gamma}(\mathbb{B}) \) with domain \( C^\infty_c(\mathbb{B}) \). If \( A \) is \( \mathbb{B} \)-elliptic, see \cite[Definition 2.1]{31}, then the domain of its minimal extension (i.e. its closure) \( \mathcal{A}_{\text{min}} \) differs from the domain of the maximal extension \( \mathcal{A}_{\text{max}} \) of \( A \), which is defined as usual by \( D(\mathcal{A}_{\text{max}}) = \{ u \in \mathcal{H}_p^{s,\gamma}(\mathbb{B}) \mid Au \in \mathcal{H}_p^{s,\gamma}(\mathbb{B}) \} \), by an \( s \)-independent finite-dimensional space \( \mathcal{E}_{A,\gamma} \). The space \( \mathcal{E}_{A,\gamma} \), which is called asymptotics space, consists of smooth functions on \( \mathbb{B}^* \) that vanish on \( \mathbb{B}' \smallsetminus ([0,1) \times \partial \mathcal{B}) \) and in local coordinates on \([0,1) \times \partial \mathcal{B} \) they are linear combinations of functions of the form \( \omega(x)c(y)x^{-\gamma} \log^n(x) \), where \( c \in C^\infty(\mathbb{B}) \), \( p \in \mathbb{C} \), and \( \gamma \in \mathbb{N} \).

The exponents \( \rho \) lie in the strip \( I_\gamma \) of \( \gamma \). Theorem 3.2. Theorem 3.2. Let \( \gamma \) be the realization of \( \Delta \) in \( \mathcal{E}_{A,\gamma} \). Theorem 3.2. Let \( \gamma \) be the realization of \( \Delta \) in \( \mathcal{E}_{A,\gamma} \) and \( \mathcal{E}_{A,\gamma} \) be the associated Laplacian. Note that \( \Delta \) and \( \Delta \gamma \) have the same conormal symbol of \( \Delta \), i.e. of the map \( \mathbb{C} \ni \lambda \mapsto \lambda^2 - (n-1)\lambda + \Delta(0) \in \mathcal{L}(H^2_0(\partial \mathcal{B}), \mathcal{H}^2_0(\partial \mathcal{B})) \), see, e.g., \cite[Section 2.1]{32} for definition, that lies in the strip \( I_\gamma,2 \). In this situation \( \mathcal{E}_\omega \) is a subspace of \( \mathcal{E}_{A,\gamma} \). Such a realization can satisfy the property of maximal \( L^p \)-regularity as we can see in the following result.

**Theorem 3.2.** Let \( p \in (1, \infty), s \geq 0 \) and
\[
\lambda_1 = \frac{n-3}{2} < \gamma < \frac{1}{2} \left( 1 + \sqrt{\left( \frac{n-1}{2} \right)^2 - \lambda_1} \right),
\]
where \( \lambda_1 \) is the greatest non-zero eigenvalue of the boundary Laplacian \( \Delta(0) \). Consider the closed extension \( \mathcal{A}_\gamma \) of \( \Delta \) in \( X_0^s = \mathcal{H}_p^{s,\gamma}(\mathbb{B}) \) with domain
\[
D(\mathcal{A}_\gamma) = X_0^\gamma = \mathcal{H}_p^{s+2,\gamma+2}(\mathbb{B}) \oplus \mathcal{E}_\omega.
\]

Then, for any \( \theta \in [0, \pi) \) there exists \( a > 0 \) such that \( c - \mathcal{A}_\omega \in \mathcal{R}(\theta) \).

**Proof.** The result can be recovered by \cite[Theorem 5.6]{29}. However, we outline here an alternative proof inspired by the proof of \cite[Theorem 6.1]{33} which we follow.

Recall that \( \mathbb{B} = (\mathbb{B}, g) \), and consider another Riemannian metric \( g_0 \) on \( \mathbb{B} \) such that \( g_0|_{(0,\xi) \times \partial \mathcal{B}} = \partial x^2 + x^2 h(0) \) and \( g_0 = g \) on \( \mathbb{B}' \smallsetminus ([0,1) \times \partial \mathcal{B}) \), for some fixed \( \xi \in [0,1) \). Denote \( \mathcal{B}_0 = (\mathbb{B}, g_0) \) and let \( \Delta_{g_0} \) be the associated Laplacian. Note that \( \Delta \) and \( \Delta_{g_0} \) have the same conormal symbol. Let \( \Delta_{g_0,0} \) be the realization of \( \Delta_{g_0} \) in \( \mathcal{H}_p^{s,\gamma}(\mathbb{B}_0) \) with domain \( \mathcal{H}_p^{s+2,\gamma+2}(\mathbb{B}_0) \otimes \mathcal{E}_\omega \).

Assume first that \( s = 0 \). Let \( \mathcal{A}_0 \) be the realization of \( \Delta_{g_0} \) in \( X_0^0 \) with domain \( X_0^\gamma \). By the choice of the domain of \( \Delta_{g_0,0} \), from \cite[Theorem 2.9]{31}, \cite[Remark 2.10]{31}, \cite[Theorem 5.6]{31} and \cite[Theorem 5.7]{31} we have that \( \Delta_{g_0,0} \) satisfies the ellipticity condition (E1), (E2) and (E3) of \cite[Section 3.2]{31}. Hence, since \( \Delta_{g_0,0} \) and \( \Delta_{g_0} \) have the same model cone operator (see \cite[Section 2.4]{31} for definition), we deduce that (E1), (E2) and (E3) are also fulfilled by \( \mathcal{A}_0 \). Therefore, by \cite[Theorem 4.3]{31}, for any \( \phi \in (0, \pi) \) there exists \( s \geq 0 \) such that \( c - \mathcal{A}_0 \in \mathcal{R}(\phi) \). As a consequence, since \( X_0^0 \) is UMD, by \cite[Theorem 4]{1} there exists some \( c > 0 \) such that \( c - \mathcal{A}_0 \in \mathcal{R}(\phi) \).

Take a cut-off function \( \tilde{\omega} \) on \( \mathbb{B} \) with values in \([0,1] \) satisfying \( \tilde{\omega} = 1 \) on \( [0,\sigma] \times \partial \mathcal{B} \) and \( \tilde{\omega} = 0 \) on \( \mathbb{B}' \smallsetminus ([0,2\sigma] \times \partial \mathcal{B}) \), where \( \sigma \in (0, \frac{1}{2}) \). Consider the operator \( \mathcal{A}_1 = \tilde{\omega} \Delta_{g_0} + (1 - \tilde{\omega}) \mathcal{A}_0 \) with domain \( X_0^\gamma \) in \( X_0^0 \). By taking \( \sigma \) sufficiently small, we can make the \( \mathcal{L}(X_0^\gamma, X_0^0) \)-norm of \( \tilde{\omega}(\Delta_{g_0} - \mathcal{A}_0) \) arbitrary.
small. Hence, by the relation $\mathbf{d}_1 = \mathbf{d}_0 + c(x_0 - \mathbf{d}_0)$ and the perturbation result [14, Theorem 1], there exists some $\sigma \in (0, \frac{1}{2})$ such that $c - \mathbf{d}_0 \in \mathcal{R}(\theta)$.

Endow $\mathcal{B}$ with a metric $g_2$ such that $g_{2\|}[0,\eta) \times \partial \mathcal{B} = dx^2 + x^2\mathfrak{h}(0)$ and $g_2 = g$ on $\mathcal{B} \setminus ([0, 2\eta] \times \partial \mathcal{B})$, where $\eta \in (0, \frac{1}{2})$. Denote by $\Delta g_2$ the Laplacian associated with $(\mathcal{B}, g_2)$ and by $\mathbf{d}_0$, its realization in $X_0^\delta$. Similarly to $\mathbf{d}_0$, there exists some $c > 0$ such that $c - \mathbf{d}_0 \in \mathcal{R}(\theta)$.

Take a smooth function $\phi_0$ on $\mathcal{B}$ such that $\text{supp}(\phi_0) \subset [0, \sigma) \times \partial \mathcal{B}$ and $\phi_0 = 1$ in $[0, 2\eta + \delta) \times \partial \mathcal{B}$, for some $\delta \in (0, \sigma - 2\eta)$. Assume that $\phi_0$ depends only on the variable and let $\phi_2 = 1 - \phi_0$. Furthermore, let $\psi_1, \psi_2$ be two smooth functions on $\mathcal{B}$ such that $\text{supp}(\psi_1) \subset [0, \sigma) \times \partial \mathcal{B}$, $\text{supp}(\psi_2) \subset \mathcal{B} \setminus ([0, 2\eta) \times \partial \mathcal{B})$, $\psi_1 = 1$ on $\text{supp}(\phi_1)$ and $\psi_2 = 1$ on $\text{supp}(\phi_2)$. Then, we can proceed similarly to [30 (6.5)] and [30 (6.7)] and construct respectively a left and right inverse of $\lambda - \mathbf{d}_0$ for large $|\lambda|$ with $\lambda \in S_\theta$. For such $\lambda$ this construction provides the following resolvent representation, namely $(\lambda - \mathbf{d}_0)^{-1} = \sum_{k=0}^{\infty} (-1)^k Q^k(\lambda) R(\lambda)$, where $R(\lambda) = \sum_{i=1}^{\infty} \psi_i(\lambda - \mathbf{d}_0)^{-1} \phi_i$ and $Q(\lambda) = \sum_{i=1}^{\infty} \psi_i(\lambda - \mathbf{d}_0)^{-1} |\mathbf{d}_0|$, see also [30 (6.8)]. From the above representation, $R$-sectoriality for $c - \mathbf{d}_0$, with $c > 0$ sufficiently large can be shown as in [30 (6.9)]-[31 (6.12)].

Consider now the case $s > 0$. By Step 1 in the proof of [29, Theorem 3.3] we have that $\rho(\mathbf{d}_0) \subset \rho(\mathbf{d}_0)$ and that the resolvent of $\mathbf{d}_0$ for $s > 0$ is the restriction of the resolvent of $\mathbf{d}_0$ to $X_0^s$. Then, we can first treat the case of $s \in \mathbb{N}$ by induction as in [30 (6.13)]. Finally, the case when $s > 0$ is not an integer follows by interpolation by [31, Lemma 3.7], [12, Theorem 3.19] and [30, Lemma 2.6].

Next we focus on the bi-Laplacian $\Delta^2$ associated with the Laplacian $\Delta_0$, from [5,10]. The domain of $\Delta^2$, defined as usual by $D(\Delta^2) = \{u \in D(\Delta_0) \mid \Delta_0 u \in D(\Delta_0)\}$, has the following form

$$D(\Delta^2) = D(\Delta^2_{\text{min}}) \oplus C_\omega \oplus \mathcal{F}_{\Delta_0, \gamma}.$$

Here for the minimal domain we have that $D(\Delta^2_{\text{min}}) \subset \mathcal{H}_p^{4+\gamma, 4+\gamma}(\mathbb{B})$, for any $\epsilon > 0$. Moreover, the asymptotics space $\mathcal{F}_{\Delta_0, \gamma}$ is an $s$-independent finite dimensional space that consists of smooth functions on $\mathbb{B}^\epsilon$ that vanish on $\mathcal{B} \setminus ([0, 1) \times \partial \mathcal{B})$ and in local coordinates on the collar part $(0, 1) \times \partial \mathcal{B}$ they are linear combinations of functions of the form $\omega(x) c(y) x^{-p} \log^k x$, $k \in \{0, 1, 2, 3\}$, where $c \in C^\infty(\partial \mathcal{B})$ and the exponents $\rho$ lie in the strip $\{\lambda \in \mathbb{C} \mid \text{Re}(\lambda) \in \left[\frac{n-2}{2} - \gamma, \frac{n-2}{2} - \gamma\right]\}$. In particular, we have $\mathcal{F}_{\Delta_0, \gamma} \subset \mathcal{H}_p^{2+2\gamma, 2+2\gamma}(\mathbb{B})$.

We end this section by showing that the above bi-Laplacian satisfies the property of $L^p$-regularity.

**Lemma 3.3.** Let $p \in (1, \infty)$, $s \geq 0$, $\gamma$ be chosen as in [5,15] and $\Delta_0$ be the Laplacian [5,10]. Then, for any $\theta \in [0, \pi)$ there exists a $c > 0$ such that $\Delta^2 + c \in \mathcal{R}(\theta)$.

**Proof.** By Theorem 3.2 there exists a $c_0$ such that $\phi_0 - \Delta_0 \in \mathcal{R}(\frac{n+2}{2})$. Hence, for any $\lambda_1, \ldots, \lambda_N \in S_\theta \setminus \{0\}$ and $x_1, \ldots, x_N \in X_0^s$, $N \in \mathbb{N} \setminus \{0\}$, we have that

$$\|\sum_{i=1}^{N} \epsilon_i \lambda_i ((c_0 - \Delta_0)^2 + \lambda_i) - \lambda_i^{-1} x_i \|_{L^p(0, 1; X_0^s)}$$

$$= \|\sum_{i=1}^{N} \epsilon_i \frac{\lambda_i}{21 \lambda_i} ((c_0 - \Delta_0 - i \sqrt{\lambda_i})^{-1} - (c_0 - \Delta_0 + i \sqrt{\lambda_i})^{-1}) x_i \|_{L^p(0, 1; X_0^s)}$$

$$\leq C_1 \|\sum_{i=1}^{N} \epsilon_i x_i \|_{L^p(0, 1; X_0^s)},$$

for a suitable constant $C_1 > 0$. Therefore, $(c_0 - \Delta_0)^2 \in \mathcal{R}(\theta)$. Furthermore, for any $c > 0$, by [30, Lemma 2.6] we also have that $(c_0 - \Delta_0)^2 + c \in \mathcal{R}(\theta)$ and its $R$-bound can be chosen uniformly bounded in $c$.

Next, we write

$$\|((c_0 - 2c_0 \Delta_0) ((c_0 - \Delta_0)^2 + c)^{-1} \|_{L^p(X_0^s)}$$

$$\leq \|((c_0 - 2c_0 \Delta_0) (c_0 - \Delta_0)^{-1} \|_{L^p(X_0^s)} ||(c_0 - \Delta_0)^2 + c)^{-1} \|_{L^p(X_0^s)},$$

so that $\|((c_0 - 2c_0 \Delta_0) (c_0 - \Delta_0)^2 + c)^{-1} \|_{L^p(X_0^s)} \to 0$ as $c \to \infty$ due to [30, Corollary 2.4] (with $A = (c_0 - \Delta_0)^2$, $\phi = \frac{1}{2}$, $\eta \in (0, \frac{1}{2})$ and $z = c$) and [31, Lemma 3.6] (with $A = c_0 - \Delta_0$, and $z = \frac{1}{2}$).
Hence the result follows from \( \Delta^2 + c = (c_0 - \Delta_0)^2 + c - c_0 + 2c_0 \Delta_0 \), by perturbation, see [13] Theorem 1].

4. The Swift-Hohenberg equation on manifolds with conical singularities

In this section we consider the problem (1.1)- (1.2) on a conic manifold \( \mathcal{B} \). We show existence and regularity results for solutions by applying the theory of Section 2 to the Laplacian (3.16). In order to treat the non-linearity, we put some further restriction on the Mellin-Sobolev space data. Recall that \( \lambda_1 \) denotes the greatest non-zero eigenvalue of the boundary Laplacian \( \Delta_{\mathcal{B}(0)} \), i.e. the Laplacian induced on \( \partial \mathcal{B} \) by the metric \( h(0) \) from (3.14). Let \( p, q \in (1, \infty) \) such that

\[
\frac{2}{q} < -\frac{n - 1}{2} + \sqrt{\left(\frac{n - 1}{2}\right)^2 - \lambda_1} \quad \text{and} \quad \frac{2}{q} + \frac{n + 1}{p} < 2,
\]

and the weight \( \gamma \) be chosen as

\[
\frac{n - 3}{2} + \frac{2}{q} < \gamma < \min \left\{ -1 + \sqrt{\left(\frac{n - 1}{2}\right)^2 - \lambda_1}, \frac{n + 1}{2} \right\}.
\]

We start with the short time existence and space asymptotics result. According to the data chosen above, we denote \( X^+_2 = D(\Delta^2_0) \) and \( X^*_2,q = (X^+_2, X^0_2)_{\frac{1}{q},q} \).

**Theorem 4.1** (Short time solution). Let \( s \geq 0 \) and \( p, q, \gamma \) be chosen as in (4.19)-(4.20). Then, for any \( u_0 \in (D(\Delta^2_0), H^{s,\gamma}_p(\mathcal{B}))_{\frac{1}{q},q} \) there exists a \( T > 0 \) and a unique

\[
\begin{aligned}
&u 
\in W^{1,q}(0,T; H^{s,\gamma}_p(\mathcal{B})) \cap L^q(0,T; D(\Delta^2_0)) \\
&\text{solving the problem (1.1)-(1.2) on } [0,T] \times \mathcal{B}, \text{ where the bi-Laplacian domain is described in (3.14).}
\end{aligned}
\]

In addition \( u \) satisfies

\[
\begin{align*}
&u \in C^1((0,T); H^{s,\gamma}_p(\mathcal{B})) \cap C((0,T); D(\Delta^2_0)).
\end{align*}
\]

**Proof.** We will apply the theory of Clément and Li to (1.1)-(1.2) with \( A = (\Delta_0 + 1)^2 \), \( G(t,u) = F(t,u) \) and the Banach couple \( X^+_2, X^0_2 \). By Theorem 2.2 let \( c_0 > 0 \) such that \( c_0 - \Delta_0 \in \mathcal{P}(\theta) \), for some \( \theta \in (\frac{\pi}{2}, \pi) \). Denote \( c_1 = \max\{0, c_0^2 \tan^2(\theta) - 1\} \) and note that \( c > c_1 \) implies \( -c_0 \pm i\sqrt{1 + c} \in \mathcal{S}_0 \). Therefore with \( c > c_1 \) sufficiently large, by the sectoriality of \( c_0 - \Delta_0 \), we can make the \( L(X^0_2) \)-norm of

\[
2\Delta_0 (\Delta^2_0 + 1 + c)^{-1} = 2\Delta_0 (c_0 - \Delta_0 - c_0 + i\sqrt{1 + c})^{-1} (c_0 - \Delta_0 - c_0 - i\sqrt{1 + c})^{-1}
\]

arbitrary small. Hence, by Lemma 3.3, [39] Lemma 2.6] and [13] Theorem 1], there exists some \( c > 0 \) such that

\[
A + c = \Delta^2_0 + 2\Delta_0 + 1 + c \in \mathcal{R}(\theta).
\]

Thus, the condition (H1) of Theorem 2.2 is satisfied.

Concerning the real interpolation space \( (X^+_2, X^0_2)_{\frac{1}{q},q} \), by [39] Lemma 5.2] we estimate

\[
(X^+_0, X^0_2)_{1-\frac{1}{q},q} \hookrightarrow (X^+_0, D(\Delta_0))_{1-\frac{1}{q},q} \hookrightarrow \bigcap_{\epsilon > 0} H^{s+2-\frac{\epsilon}{q} - \gamma + 2 - \frac{\epsilon}{q} - \epsilon}_p(B) \oplus C_\omega.
\]

Let \( U \subset X^*_2,q \) be an open bounded set such that \( u_0 \in U \). Moreover, take \( u_1, u_2 \in U \) and \( t_1, t_2 \in [0, T_0] \), for certain \( T_0 > 0 \). Recall that

\[
F(t,u) = \sum_{k=0}^m \alpha_k(t) u^k,
\]

for some \( m \in \mathbb{N} \) and a collection of locally Lipschitz on \( \mathbb{R} \) complex valued functions \( \{\alpha_k\}_{k \in \{0, \ldots, m\}} \). If we denote by \( L_{\alpha_k} \) the Lipschitz bound of \( \alpha_k|_{[0,T_0]} \), by [39] Corollary 3.3] and [4.24] we estimate
\[ \|F(t_1, u_1) - F(t_2, u_2)\|_{X^s} \leq \| \sum_{k=0}^{m} \alpha_k(t_1)(u_k^1 - u_k^2)\|_{X^s} + \| (\sum_{k=0}^{m} (\alpha_k(t_1) - \alpha_k(t_2))u_k^2)\|_{X^s} \]
\[- \leq C_1 \max_{k \in \{1, \ldots, m\}} \sup_{t \in [t_0, T]} |\alpha_k(t)| (\sum_{k=0}^{m} \sum_{i=0}^{k-1} \|u_1\|_{X^{2-s+i-q}} \|u_2\|_{X^{2-s+i-q}}) \|u_1 - u_2\|_{X^{s}} \]
\[ (4.26) \]
\[ + C_1 |t_1 - t_2| (\max_{k \in \{1, \ldots, m\}} L_{\alpha_k}) \sum_{k=0}^{m} \|u_2\|_{X^{s}}^q, \]

for some constant \( C_1 > 0 \) depending only on \( s, p, q \) and \( \gamma \). Therefore, the condition (H3) of Theorem 2.1 is also satisfied and thus we find a solution \( u \) of \([1.1]-[1.2]\) on \([0, T] \times \mathcal{B} \) satisfying \( 4.21 \), for some \( T \in (0, T_0] \).

Let us now verify \( 4.22 \). To this end consider the linear equation
\[ v'(t) + ((\Delta + 1)^2 + c)v(t) = e^{-ct}F(t, u(t)), \quad t \in (0, T), \]
\[ v(0) = u_0. \]

Clearly, the above equation has a solution
\[ e^{-ct}u \quad \text{in} \quad W^{1,q}(0, T; X^0) \cap L^q(0, T; X^2). \]

By [2.5], [4.24] and [30, Lemma 3.2], for each \( k \in \mathbb{N} \) we have that
\[ u^k \in \bigcap_{\varepsilon > 0} C([0, T]; \mathcal{H}^{s+2-\frac{2}{q} - \varepsilon, \gamma+2-\frac{2}{q} - \varepsilon} (\mathcal{B}) \oplus \mathcal{C}_\omega). \]

Thus, by \([4.20]\) we obtain that
\[ F(\cdot, u(\cdot)) \in \bigcap_{\varepsilon > 0} C([0, T]; \mathcal{H}^{s+2-\frac{2}{q} - \varepsilon, \gamma+2-\frac{2}{q} - \varepsilon} (\mathcal{B}) \oplus \mathcal{C}_\omega). \]

Hence, by extending \( F(\cdot, u(\cdot)) \) to \((T, \infty)\) by constant, from Proposition \([4.21]\) the problem \([4.21]-[4.23]\) has a unique solution \( v \in W^{1,q}(0, T; X^0) \cap L^q(0, T; X^2) \), which by \([4.29]\) satisfies \( v = e^{-ct}u \).

Since \( c_0 - \Delta \) is sectorial, by [30, Lemma 5.2], [11, (1.2.5.2)] and [11, (1.2.9.6)] we have that
\[ \mathcal{H}^{s+2-\frac{2}{q} - \varepsilon, \gamma+2-\frac{2}{q} - \varepsilon} (\mathcal{B}) \oplus \mathcal{C}_\omega \]
\[- \hookrightarrow (X^0_0, D(c_0 - \Delta_0))_{1-\varepsilon, q} \hookrightarrow (X^0_0, (D(c_0 - \Delta_0)^2))_{1-\varepsilon, q}, \]
for all \( \varepsilon > 0 \) sufficiently small. Therefore, by [11, (1.2.5.2)] and reiteration [11, (1.2.8.4)] we obtain
\[ \mathcal{H}^{s+2-\frac{2}{q} - \varepsilon, \gamma+2-\frac{2}{q} - \varepsilon} (\mathcal{B}) \oplus \mathcal{C}_\omega \hookrightarrow (X^0_0, X^2_0)_{\frac{1}{2}, 1-\varepsilon, q}, \]
for all \( \varepsilon > 0 \) small enough. By the above embedding and \([4.29]\) we find that \( F(\cdot, u(\cdot)) \in C([0, T]; (X^0_0, X^2_0)_{\frac{1}{2}, 1-\varepsilon, q}) \), for all \( \varepsilon > 0 \) sufficiently small. Then \([4.22]\) follows by Proposition \([2.7]\) applied to \([4.27]-[4.28]\). \( \square \)

Space asymptotics for the solution \( u \) of Theorem 1.1 close to the singularity are provided by \[3.1 \text{a}, \text{b}, c\], where the interplay with the local geometry can be seen. In addition, we have the following.

**Proposition 4.2** (Local asymptotics). Let \( s \geq 0 \) and \( p, q, \gamma \) be chosen as in \([4.19]-[4.20]\). Then, for the unique solution \( u \) of Theorem 1.1 we have that
\[ u \in C([0, T]; (X^2_0, X^0_0)_{\frac{1}{2}, q}) \hookrightarrow \bigcap_{\varepsilon > 0} C([0, T]; \mathcal{H}^{s+2-\frac{2}{q} - \varepsilon, \gamma+2-\frac{2}{q} - \varepsilon} (\mathcal{B}) \oplus \mathcal{C}_\omega) \hookrightarrow C([0, T]; C(\mathcal{B})). \]

If in addition \( q > 2 \), then
\[ (X^2_0, X^0_0)_{\frac{1}{2}, q} \hookrightarrow \mathcal{H}^{s+2, \gamma+2} (\mathcal{B}) \oplus \mathcal{C}_\omega \hookrightarrow C(\mathcal{B}). \]

In both cases, the asymptotic behavior of the solution close to the singularity can be seen by [30, Lemma 3.2] and [4.20].
Proof. The first embedding follows by \cite{25} combined with \cite{123} and \cite{130} Lemma 3.2. For the second embedding, let $c_0 > 0$ such that by Theorem \cite{123} and Lemma \cite{33} both $c_0 - \Delta_u$ and $\Delta^2 + c_0$ are sectorial. We have that $X_s^* = \mathcal{D}((c_0 - \Delta_u)^2)$ with equivalence to the respective norms. Therefore, by \cite{11} (I.2.5.2) and \cite{11} (I.2.9.6) we obtain
\[(X_s^* , X_0^*)_{\frac{1}{1-q}} = (X_0^* , X_s^*)_{1 - \frac{1}{q}} \hookrightarrow (\mathcal{D}((c_0 - \Delta_u)^2))_{1 - \frac{1}{q}} \hookrightarrow \mathcal{D}(c_0 - \Delta_u).\]

\[\square\]

Remark 4.3. If the metric $h(x)$ is independent of $x$ when $x$ is close to zero, then by \cite{27} Theorem 3.3 we have more information concerning the contribution of the asymptotics space $F_{\Delta, \gamma}$ defined in \cite{41} to the interpolation space $(X_s^* , X_0^*)_{\frac{1}{1-q}}$. In this case \cite{43} provides sharper asymptotics.

Next we proceed to the main result of this section by showing that under a suitable condition, the solution given by Theorem \cite{41} exists for all times. We follow a direct proof by estimating all the parameters determining the Banach fixed point step in Theorem \cite{29}. For an alternative approach by using the maximal $L^q$-regularity property we refer to \cite{25} Corollary 5.1.2.

Theorem 4.4 (Long time solution). Let $s \geq 0$, $p$, $q$, $\gamma$ be chosen as in \cite{129} - \cite{130}, $u_0 \in (\mathcal{D}(\Delta^s), H^p_{\gamma}(B))_{\frac{1}{1-q}}$ with $D(\Delta^s)$ described in \cite{34}, and $u$, $T$ be given by Theorem \cite{47} Consider the following condition:
\[(4.33) \quad \left\{ \begin{array}{l}
\text{There exists a positive function } K(\cdot) \in \mathcal{C}(\mathbb{R}) \text{ such that } \\
\|F(\cdot, u(\cdot))\|_{L^{q}(0,T; H^s_{\gamma}(B))} \leq K(T) \text{ for all } T \text{ as above.}
\end{array} \right.\]

Then, $T$ can be taken arbitrary large if and only if \cite{128} holds.

Proof. From the proof of Theorem \cite{41} we recall \cite{125} and the fact that \cite{127} - \cite{128} has a unique solution $v = e^{-ct}u$ in $W^{1,q}(0,T; X_0^*) \cap L^q(0,T; X_s^*)$.

Assume that \cite{133} holds. By extending $F(\cdot, u(\cdot))$ to $(T, \infty)$ by constant, from \cite{28} and \cite{130} applied to \cite{127} - \cite{128} we estimate
\[
\|u\|_{W^{1,q}(0, \infty; X_s^*)} + \|u\|_{L^q(0, \infty; X_0^*)} 
\leq e^cT (\|v\|_{W^{1,q}(0, T; X_s^*)} + \|v\|_{L^q(0, T; X_0^*)}) 
\leq C_1 e^cT (\|e^{-ct}F(t, u(t))\|_{L^{q}(0, T; X_0^*)} + \|u_0\|_{(X_s^*, X_0^*)_{\frac{1}{1-q}}}) 
\leq C_1 e^cT (K(T) + \|u_0\|_{(X_s^*, X_0^*)_{\frac{1}{1-q}}}),
\]
for some positive constant $C_1$ independent of $T$. Thus, due to the embedding \cite{25}, if $T > \delta$, for some fixed $\delta > 0$, then there exists a positive function $K_1(\cdot) \in \mathcal{C}(\mathbb{R})$ such that
\[(4.35) \quad \|u\|_{C([0,T];(X_s^*, X_0^*)_{\frac{1}{1-q}})} \leq K_1(T).\]

By \cite{123}, \cite{123}, \cite{31}, \cite{32} and \cite{134}, together with the Banach algebra property of the space $H_p^{s+2 - \frac{1}{q} - \gamma, s+2 - \frac{1}{q} - \gamma} (\mathbb{R}) \ominus \mathcal{C}_\omega$ for $\varepsilon > 0$ small enough provided by \cite{33} Lemma 3.2], we obtain for such $\varepsilon > 0$ that $F(\cdot, u(\cdot)) \in L^\infty(0, T; (X_s^*, X_0^*)_{\frac{1}{1-q} - \varepsilon, q})$ and furthermore
\[(4.36) \quad \|F(\cdot, u(\cdot))\|_{L^\infty(0, T; (X_s^*, X_0^*)_{\frac{1}{1-q} - \varepsilon, q})} \leq K_2(T),
\]
for some positive function $K_2(\cdot) \in \mathcal{C}(\mathbb{R})$. Therefore, Proposition \cite{27} applied to \cite{127} - \cite{128} implies
\[u(t) \in X_s^* \text{ for each } t \in [\delta, T] \text{ and } \|u(t)\|_{X_s^*} \leq K_3(T), \quad t \in [\delta, T],\]
for some positive function $K_3(\cdot) \in \mathcal{C}(\mathbb{R})$ independent of $t$.

Let $\tau \in [\delta, T]$ and consider the following linear equation,
\[(4.38) \quad h'(t) + (\Delta_u + 1)^2 h(t) = F(t, u(\tau)), \quad t > 0,
(4.39) \quad h(0) = u(\tau).
\]
By letting $h(t) = e^{ct}g(t)$, we obtain
\[g'(t) + ((\Delta_u + 1)^2 + c)g(t) = e^{-ct}F(t, u(\tau)), \quad t > 0,
(4.40) \quad g(0) = u(\tau).
\]
By [30] Lemma 3.2 and (1.24), for each $T_1 > 0$ we have that
\[ F(\cdot, u(\tau)) \in \bigcap_{\varepsilon > 0} C([0, T_1]; \mathcal{H}_p^{2, -\frac{3}{2}, \gamma + 2 - \frac{3}{2} - \varepsilon}(\mathbb{R}) \oplus \mathbb{C}_w) \hookrightarrow L^q(0, T_1; X_0^q). \]

Hence, by Proposition 2.7, there exists a unique $g \in W^{1,q}(0, T_1; X_0^q) \cap L^q(0, T_1; X_2^q)$ solving (4.10) - (4.11). Moreover, the function $w(t) = g(t) - e^{-tA}\phi(u(\tau))$ satisfies
\[
\begin{align*}
w'(t) + ((\Delta_0 + 1)^2 + c)w(t) &= e^{-tA} F(t, u(\tau)), \quad t > 0, \\
\phi(w(0)) &= 0,
\end{align*}
\]
where $A$ is defined in (1.23).

Fix $T_2 > 0$ and assume that $T_1 \in (0, T_2]$. By (2.5), (2.8) and (4.37), we obtain that
\[
\|e^{-tA} - I\|u(\tau))\|_{C([0, T_1]; (X_2^q, X_0^q))} \leq K_4(T) T_1^\frac{r}{q},
\]
for some positive function $K_4(\cdot) \in C(\mathbb{R})$ independent of $\tau, T$ and $T_1$.

Returning to the solution of (4.38) - (4.39) we estimate
\[
\phi(T_1) = \|h(\cdot) - u(\tau))\|_{C([0, T_1]; (X_2^q, X_0^q))} \quad \leq \quad e^{cT_1}\|h(\cdot) - e^{-c}u(\tau))\|_{C([0, T_1]; (X_2^q, X_0^q))} \quad \leq \quad e^{cT_1}\|h(\cdot)\|_{C([0, T_1]; (X_2^q, X_0^q))} + e^{cT_1}\|e^{-c}A - I\|u(\tau))\|_{C([0, T_1]; (X_2^q, X_0^q))},
\]
Therefore, by (1.35), (1.42) and (1.35) we find that $\phi(T_1) \to 0$ as $T_1 \to 0$ uniformly in $\tau \in [\delta, T]$ and $T$ lying in a bounded set.

We further estimate
\[
\psi(T_1) = \|h\|_{W^{1,q}(0, T_1; X_0^q) \cap L^q(0, T_1; X_2^q)} \quad \leq \quad C_5 e^{cT_1}\|h\|_{W^{1,q}(0, T_1; X_0^q) \cap L^q(0, T_1; X_2^q)} + \|e^{-c}A u(\tau))\|_{L^q(0, T_1; X_2^q))} \quad \leq \quad C_5 e^{cT_1}\|h\|_{W^{1,q}(0, T_1; X_0^q) \cap L^q(0, T_1; X_2^q)} + \|e^{-c}A u(\tau))\|_{L^q(0, T_1; X_2^q))} + \|A u(\tau))\|_{L^q(0, T_1; X_2^q))},
\]
for some constant $C_5 > 0$ independent of $\tau, T$ and $T_1$. Therefore, by (1.35), (1.37), (1.42) and Lemma 6.1 we also find that $\psi(T_1) \to 0$ as $T_1 \to 0$ uniformly in $\tau \in [\delta, T]$ and $T$ lying in a bounded set.

Fix $r_0 > 0$ and assume that $r \in (0, r_0]$. Denote by $\Sigma_{r, T_1}$ the set of functions $a \in W^{1,q}(0, T_1; X_0^q) \cap L^q(0, T_1; X_2^q)$ satisfying $a(0) = u(\tau)$ and $\|a - h\|_{W^{1,q}(0, T_1; X_0^q) \cap L^q(0, T_1; X_2^q))} \leq r$. Furthermore, let the map $\gamma_{r, T_1} : \Sigma_{r, T_1} \to \Sigma_{r, T_1}$ be defined by $\gamma_{r, T_1}(a) = b$, where $b$ is the unique in $W^{1,q}(0, T_1; X_0^q) \cap L^q(0, T_1; X_2^q) \cap L^q(0, T_1; X_2^q)$ solution of
\[
\begin{align*}
b'(t) + ((\Delta_0 + 1)^2 + c)b(t) &= F(t, u(t)), \quad t \in (0, T_1), \\
b(0) &= u(\tau),
\end{align*}
\]
Note that the existence of $b$ follows since $F(\cdot, a(\cdot)) \in L^q(0, T_1; X^q_0)$ due to \textbf{[4.2]} and \textbf{[4.32]}. The proof of Theorem \textbf{[4.4]} is based on the Banach fixed point theorem applied to $\gamma_T$. Namely, it is shown that for sufficiently small $r$ and $T_1$, $\gamma_T$ becomes a well defined map which is also a contraction. The constant bounds that determine the above two properties of $\gamma_T$ are estimated in \textbf{[3]} (2.11) and \textbf{[3]} (2.14) and are given by \textbf{[3]} (2.13) and \textbf{[3]} (2.17) respectively; note that in our case \textbf{[3]} (2.13) and \textbf{[3]} (2.17) are simplified due to the semilinearity. In general, they are determined by the following five parameters, namely: (i) the maximal $L^q$-regularity bound $M$ from \textbf{[3]} Corollary 2.3, (ii) the Lipschitz bound $L$ in \textbf{[3]} (2.9)-(2.10), (iii) the initial data $u(0)$ in $(X^q_2, X^q_0)_{\rho,T}$, (iv) the decay of $\phi(z)$ as $z \to 0$ and (v) the decay of $\psi(z)$ as $z \to 0$.

Take $u(\tau)$ as initial data for \textbf{[4.1]} \textbf{[4.2]} with $\tau$ sufficiently close to $T$. Denote by $T_{\max}$ the supremum of all possible $T$ and assume that $T_{\max} < \infty$. The bound $M$ in our case is determined by \textbf{[4.1]} applied to the operator $(\Delta + 1)^2$, as well as by the norm of the embedding, and hence stays uniformly bounded in $\tau$, $T$ and $T_1$. The constant $\|u(\tau)\|_{(X^q_2, X^q_0)_{\rho,T}}$ also stays uniformly bounded in $\tau$, $T$ and $T_1$ due to \textbf{[4.35]}. Furthermore, by \textbf{[4.26]}, the Lipschitz constant $L$ is determined by the $(X^q_2, X^q_0)_{\rho,T}$-norm of the solution $u$, and hence it is uniformly bounded in $\tau$, $T$ and $T_1$ as well. Next, the right hand side of \textbf{[3]} (2.8) becomes arbitrary small uniformly in $\tau$, $T$ and $T_1$, by taking $r_0$ and $T_2$ sufficiently small. Finally, both $\phi(T_1)$ and $\psi(T_1)$ become arbitrary small uniformly in $\tau$ and $T$, by taking the new time step $T_1$ sufficiently small.

Therefore, by taking $T$ sufficiently close to $T_{\max}$, we can repeat the Clément-Li Banach fixed point step of Theorem \textbf{[4.1]} in order to obtain a $W^{1,q}(T_{\max} - \rho, T_{\max} + \rho; X^q_0) \cap L^q(T_{\max} - \rho, T_{\max} + \rho; X^q_0)$ solution of \textbf{[4.1]}, for some $\rho \in (0, T_{\max})$. The restriction of such a solution is also unique in $W^{1,q}(T_{\max} - \rho, T_{\max} - \eta; X^q_0) \cap L^q(T_{\max} - \rho, T_{\max} - \eta; X^q_0)$ for each $\eta \in (0, \rho)$, and therefore it coincides with $u$ in $(T_{\max} - \rho, T_{\max})$, which contradicts the maximality of $T_{\max}$.

Now if $T$ in Theorem \textbf{[4.1]} can be taken arbitrary large, then \textbf{[4.33]} holds due to \textbf{[4.30]}. □

5. The Swift-Hohenberg equation on closed manifolds

In this section we study the Swift-Hohenberg equation on closed manifolds by employing the singular analysis results described in the previous sections. The main idea of this approach is based on geodesic polar coordinates. Let $\mathcal{M}$ be a smooth closed connected $(n+1)$-dimensional manifold, endowed with a Riemannian metric $\mathfrak{f}$. Denote $\hat{\mathcal{M}} = (\mathcal{M}, \mathfrak{f}), \mathbb{S}^n = \{z \in \mathbb{R}^{n+1} | |z| = 1\}$ the unit sphere, and let $o \in \mathcal{M}$ be an arbitrary point. If $z \in \mathcal{M} \setminus \{o\}$, let $x = d(o, z)$ be the geodesic distance between $o$ and $z$, where $d$ is the metric distance induced by $\mathfrak{f}$. Then, there exists an $r > 0$ such that $(x,y) \in (0, r) \times \mathbb{S}^n$ are local coordinates around $o$ and the metric in these coordinates admits the structure $f = dz^2 + x^2 f_{\mathfrak{f}}(x)$, where $x \mapsto f_{\mathfrak{f}}(x)$ is a smooth family of Riemannian metrics on $\mathbb{S}^n$, see, e.g., \textbf{[22]} Lemma 5.5.7). Assume that $x \mapsto f_{\mathfrak{f}}(x)$ is smooth up to $x = 0$.

According to the above setting we consider the problem \textbf{[4.1]} \textbf{[4.2]} on the conic manifold $\mathbb{B} = ((\mathcal{M} \setminus \{o\}) \cup \{0\} \times \mathbb{S}^n), \mathfrak{f})$. Denote by $u$ the unique short (respectively long) time solution on $[0, T] \times \mathbb{B}, T > 0$, subject to appropriate initial data $u_0$, given by Theorem \textbf{[4.1]} (respectively Theorem \textbf{[4.3]}). By the embedding, we obtain the following.

Corollary 5.1. The above solution satisfies $u \in C([0, T]; C(\mathbb{M}))$ and moreover there exist some $\alpha \in C([0, T]; \mathbb{C})$ and $C > 0$ that only depend on $o$, $u_0$ and $o$, $u_0$, $n$, $T$, $r$ respectively, such that

$$|u(x, y, t) - o(t)| \leq C x^\alpha, \quad x \in (0, r), y \in \mathbb{S}^n, t \in [0, T],$$

for some $\beta > 0$ that only depends on $u_0$, $n$, and $\lambda_1$, where $\lambda_1$ is the greatest non-zero eigenvalue of the Laplacian on $\mathbb{S}^n$ induced by the metric $f_{\mathfrak{f}}(0)$.

For the dependence of $\lambda_1$ on the local geometry we refer to \textbf{[15]}, \textbf{[16]} and \textbf{[17]}. Moreover, $\beta$ can be chosen arbitrary close to 2 provided that $-\lambda_1$ is large enough, as it can be seen by the following.

Example 5.2. Assume that in Corollary \textbf{[5.1]} the initial data $u_0$ and the greatest non-zero eigenvalue $\lambda_1$ satisfy $u_0 = constant$ on $\mathcal{M}$ and $-\lambda_1 \geq 2(n+1)$ respectively. Then, for any $\beta < 2$ there exists a $C > 0$ such that \textbf{[5.46]} holds.

Proof. For any $\epsilon \in (0, 1)$ in Theorem \textbf{[4.1]} (respectively Theorem \textbf{[4.3]}), we can choose $s \geq 0$ arbitrary, $\gamma = \frac{n+1}{2} - \epsilon$, $p = \frac{n+1}{2 - \gamma}$ and $q > \frac{r}{2}$ arbitrary. □
6. Appendix

We include here the proof of Proposition 2.7. We start with the following elementary boundedness property of holomorphic semigroups, that can be found in [1 Section IV.2.1].

**Lemma 6.1.** Let \( A \in \mathcal{P}(K, \theta) \) in \( X_0 \) for certain \( K \geq 1 \) and \( \theta > \frac{\pi}{2} \). Then, \( A \) generates a bounded holomorphic semigroup \( \{e^{-sA}\}_{s \in \mathbb{R}_+} \) on \( X_0 \), where \( \phi \in [0, \theta - \frac{\pi}{2}] \). Furthermore, for any \( a \in [0, 1) \) we have that \( t \mapsto e^{-tA} \in C((0, \infty); \mathcal{L}(X_0, \mathcal{D}(A^a))) \) and

\[
\|A^a e^{-tA}\|_{\mathcal{L}(X_0)} \leq Ct^{-a}, \quad t > 0,
\]

for some constant \( C > 0 \) that only depends on \( K, \theta, \) and \( a \).

**Proof of Proposition 2.7.** Consider the following two linear parabolic problems

\[
\begin{align*}
  u'_1(t) + Au_1(t) &= g(t), \quad t \in (0, T), \\
  u_1(0) &= 0
\end{align*}
\]

and

\[
\begin{align*}
  u'_2(t) + Au_2(t) &= 0, \quad t \in (0, T), \\
  u_2(0) &= u_0.
\end{align*}
\]

For any \( T > 0 \), by Theorem 2.8 the problem \((6.46)-(6.47)\) admits a unique solution \( u_1 \in W^{1,q}(0, T; X_0) \cap L^q(0, T; X_1) \). More precisely, let us denote again by \( A \) the natural extension of \( A \) from \( X_0 \) to \( L^q(0, T; X_0) \), i.e. \( (Af)(t) = A(f(t)) \) for almost all \( t \). By Kahane’s inequality, \( A \) with domain \( L^q(0, T; X_1) \) in \( L^q(0, T; X_0) \) is also \( R \)-sectorial of angle \( \theta \).

Let \( B : u \mapsto \partial_t u \) with domain \( \mathcal{D}(B) = \{ u \in W^{1,q}(0, T; X_0) \mid u(0) = 0 \} \) in \( L^q(0, T; X_0) \). Recall that \( \sigma(B) = 0 \) and for each \( \lambda \in \mathbb{C} \)

\[
(B + \lambda)^{-1}g(t) = \int_0^t e^{(s-t)\lambda}g(s)ds, \quad g \in L^q(0, T; X_0).
\]

Since our underline Banach space fulfills the UMD property, by [10] Theorem 8.5.8], for any \( \phi \in (0, \frac{\pi}{2}) \) the operator \( B \) has bounded \( H^\infty \)-calculus of angle \( \phi \) (see, e.g., [25] Definition 3.3.12 for the definition of this property). Furthermore, if in the definition formula for the \( H^\infty \)-calculus for \( B \) (see, e.g., [24] (3.29)) we replace \((B + \lambda)^{-1}g(t) = \int_0^t e^{(s-t)\lambda}g(s)\psi_{0,T}(s)ds, \) where \( \psi_{0,T} \) denotes the characteristic function on \([0, T]\), then by [10] Corollary 8.5.3 (a)] we find that the \( H^\infty \)-bound of \( B \) (i.e. the constant bound in [25] (3.60)) for arbitrary \( T \), is smaller than the \( H^\infty \)-bound of \( B \) for the case of \( T = \infty \). Therefore, we conclude that the \( H^\infty \)-bound of \( B \) is uniformly bounded in \( T \in (0, \infty) \).

The operators \( A \) and \( B \) are resolvent commuting in the sense of [1] (III.4.9.1). Hence, by [13] Theorem 6.3 the sum \( A + B \) with domain \( W^{1,q}(0, T; X_0) \cap L^q(0, T; X_1) \) in \( L^q(0, T; X_0) \) is closed and invertible. By [9] Theorem 3.7] (or alternatively by [28] Theorem 2.1)] its inverse is given by

\[
(A + B)^{-1} = \frac{1}{2\pi i} \int_{\Gamma_\theta} (A + \lambda)^{-1}(B - \lambda)^{-1}d\lambda \in \mathcal{L}(X_0).
\]

Furthermore, by the estimates in the proof of [13] Theorem 4.4 [alternatively see [11] Theorem 2.1] or the proof of [24] Theorem 3.1] or [25] Lemma 3.4]), the \( \mathcal{L}(L^q(0, T; X_0)) \)-norm of \( (A + B)^{-1} \) can be estimated by the \( H^\infty \)-bound of \( B \) and the \( R \)-bound of \( A \), and hence it is uniformly bounded in \( T \). Therefore we have

\[
\|u_1\|_{W^{1,q}(0, T; X_0)} + \|u_1\|_{L^q(0, T; X_1)} \leq C_1\|g\|_{L^q(0, T; X_0)},
\]

for some constant \( C_1 > 0 \) that only depends on \( A, R, \theta, \) and \( q \).

Concerning the problem \((6.48)-(6.49)\), by characteristic [2] Theorem 3.7.11], \(- A \) generates a bounded holomorphic semigroup on \( X_0 \) which on the positive real semiaxis is given by the formula [2] (3.46)]. Since the integral \( \int_{\Gamma_\theta} e^{\lambda t}A(A + \lambda)^{-1}d\lambda \), \( t > 0 \), converges absolutely, by [2] (3.46) we have that \( e^{-tA}, t > 0, \) maps \( X_0 \) to \( \mathcal{D}(A) \) and moreover by the dominated convergence theorem

\[
Ae^{-tA} = \frac{1}{2\pi i} \int_{\Gamma_\theta} e^{\lambda t}A(A + \lambda)^{-1}d\lambda \in C((0, \infty); \mathcal{L}(X_0)).
\]
Therefore, if \( w \in (X_1, X_0)_{\frac{1}{2}, q} \) and \( \sigma = \frac{q-1}{2n} \), by \([1] \) (I.2.5.2), \([1] \) (I.2.9.6) and \([1] \) Theorem III.4.6.5 we have that \( A e^{-tA}w = A^{1-\sigma} e^{-tA^{\sigma}}w. \) Thus, for any \( \tau > 1 \) by Lemma \([6.34]\) we estimate
\[
\|Ae^{-tA}w\|_{L^q(0, t; X_0)} \leq \left\| A^{1-\sigma} e^{-tA^{\sigma}}w \right\|_{L^q(1, \tau; X_0)} \leq C_2(1 - \tau^{-\frac{1-q}{2n} \frac{2}{\tau}}) \|w\|_{(X_1, X_0)_{\frac{1}{2}, q}},
\]
with some constant \( C_2 > 0 \) that only depends on \( A, K, \theta, \) and \( q. \)

Let the space \( D_\lambda(1 - \frac{1}{q}, \eta) = \{ w \in X_0 | t \mapsto A e^{-tA}w \in L^q(0, 1; X_0) \} \) endowed with the norm
\[
\|w\|_{D_\lambda(1 - \frac{1}{q}, \eta)} = \|w\|_{X_0} + \|A e^{-tA}w\|_{L^q(0, 1; X_0)}.
\]
By the characterization result \([19, \text{Proposition 2.2.2}] \), we have that \( D_\lambda(1 - \frac{1}{q}, \eta) = (X_1, X_0)_{\frac{1}{2}, q} \) up to norm equivalence. Hence, there exists some constant \( C_3 > 0 \) depending only on \( A, q \) such that
\[
\|A e^{-tA}w\|_{L^q(0, 1; X_0)} \leq C_3 \|w\|_{(X_1, X_0)_{\frac{1}{2}, q}}
\]
for any \( w \in (X_1, X_0)_{\frac{1}{2}, q}. \)

By \([6.54]\) and \([6.55]\) we conclude that \( t \mapsto u_2(t) = e^{-tA}u_0 \) is a \( W^{1,q}(0, T; X_0) \cap L^q(0, T; X_1) \)-solution of (6.48)-(6.49) and moreover
\[
\|u_2\|_{W^{1,q}(0, T; X_0)} + \|u_2\|_{L^q(0, T; X_1)} \leq C_4 \|u_0\|_{(X_1, X_0)_{\frac{1}{2}, q}},
\]
for some constant \( C_4 > 0 \) that only depends on \( A, K, \theta, \) and \( q. \)

Returning to the original problem, note that \( u = u_1 + u_2 \) is a \( W^{1,q}(0, T; X_0) \cap L^q(0, T; X_1) \)-solution of (2.6) and the required estimate follows by (6.52) and (6.55), together with the fact that \( 2 \max\{ B, \sup_{A \in S_0} \|A\|_{L^1} \} \) is a sectorial bound of \( A. \) The uniqueness of \( u \) follows by the injectivity of \( A + B. \)

Concerning the estimate (2.3), if \( \alpha \in (0, 1) \), by \([6.31]\), \([1] \) (III.4.7.13)], Cauchy’s theorem and Fubini’s theorem we find that
\[
(A + B)^{-1} A^{-\alpha} = \frac{1}{2\pi i} \int_{\Gamma_\alpha} (\lambda - \lambda)^{-\alpha} (A + \lambda)^{-1} (B - \lambda)^{-1} d\lambda,
\]
see also \([28] \) (2.3)). Moreover, if \( g \in \cap_{\tau > 0} L^\infty(0, \tau; (X_0, X_1)_{\alpha, 0}) \) for some \( \alpha \in (0, 1) \) and \( \eta \in (1, \infty) \), then by restricting \( \alpha \in (0, \phi) \) and taking into account \([1] \) (I.2.5.2) and \([1] \) (I.2.9.6) we have that \( g \in \cap_{\tau > 0} L^\infty(0, \tau; D(A^{\alpha})) \). Therefore, by writing \( u_1 = (A + B)^{-1} A^{-\alpha} A^{\alpha} g, \) from (6.57), (6.50) and Fubini’s theorem, after changing variables we obtain
\[
\int_{\Gamma_\alpha} (\lambda - \lambda)^{-\alpha} e^\zeta (A + \frac{\zeta}{\rho})^{-1} d\zeta \text{ converges absolutely uniformly in } \rho > 0 \text{, by the resolvent formula and the dominated convergence theorem we deduce that the map } \rho \mapsto \int_{\Gamma_\alpha} (\lambda - \lambda)^{-\alpha} e^\zeta A^{\alpha} (A + \frac{\zeta}{\rho})^{-1} d\zeta \text{ belongs to } C((0, \infty); L^\infty(0, \tau; L^\infty(0, \tau; L^\infty(0, \tau; (X_0, X_1)_{\alpha, 0}))). \)
\]
Therefore, \([6.58]\) implies
\[
u \in (X_1, X_0)_{\alpha, 0} \text{ for each } t > 0 \text{ and moreover}
\]
\[
\|Au_1(t)\|_{X_0} \leq C_5 t^\alpha \|g\|_{L^\infty(0, t; (X_0, X_1)_{\alpha, 0})},
\]
for some constant \( C_5 > 0 \) depending only on \( A, K, \theta, \phi, \eta \) and \( \alpha. \)
Concerning the part $u_2$, by (6.53) we have $u_2 \in C((0, \infty); X_1)$. By taking $\gamma \in (0, 1 - \frac{1}{q})$, due to $\|\sqrt{A^*}u_0\| \leq C_0\gamma^{-1}\|u_0\|_{(X_1, X_0)_{\gamma, q}}$, we have $\|u_2(t)\|_{X_0} \leq C_0\gamma^{-1}\|u_0\|_{(X_1, X_0)_{\gamma, q}}$, $t > 0$, for some constant $C_0 > 0$ depending only on $A, K, \theta, q,$ and $\gamma$, so that (6.46) follows by (6.50).

If $g \in C([0, \infty); (X_0, X_1)_{\theta, q})$, then $\|\sqrt{A^*}\| \leq C_0\gamma^{-1}\|u_0\|_{(X_1, X_0)_{\gamma, q}}$ imply $g \in C([0, \infty); D(A^{\gamma}))$. Hence, by (6.53) we deduce $u_1 \in C((0, \infty); X_1)$ and (2.10) follows by (2.5).
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