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Abstract. Lidar sensors have proved to be very beneficial in the wind energy industry. They can be used for yaw correction, feed-forward pitch control and load verification. However, the current lidars are expensive. One way to reduce the price is to use lidars with few measurement points. Finding the best configuration of an inexpensive lidar in terms of number of measurement points, the measurement distance and the opening angle is the subject of this study. In order to solve the problem, a lidar model is developed and used to measure wind speed in a turbulence box. The effective wind speed measured by the lidar is compared against the effective wind speed on a wind turbine rotor both theoretically and through simulations. The study provides some results to choose the best configuration of the lidar with few measurement points.

1. Introduction
Lidar sensors have proved to be very beneficial in the wind energy industry for different applications such as yaw corrections [5], pitch control [13, 6, 9] and power and loads verifications [4]. There are different issues with lidar measurements. Lidars measure the line of sight (LOS) wind speed. This means that measuring off-center of the rotor disc, assuming lidar is mounted on the nacelle, provides measurements that are taking into account wind speed components parallel to the rotor disc. This is especially problematic in lidars with few measurement points and when the opening angle of the lidar is increased. In this case the effect of the transverse wind speed components (v and w components where u component is perpendicular to the rotor disc) becomes significant. Lidars also measure along a line instead of a focus point and this leads to a weighted average of the wind speed over the measurement line (see also eq. 2). As the measurement distance increases the focus area expands and the effect of wind speeds off the focus point increases. Besides, measuring very close to the rotor disc means that the effect of the induction zone is prominent in the measurements. Taking the factors mentioned above into account makes coming up with the best lidar configuration not a trivial task. In this paper an analysis on the best configuration of a lidar with a few number of measurement points is given. The analysis includes the optimum number of measurement points as well as the location of them, taking into account the trade-off between increased accuracy of the effective wind speed measurement and increased cost of adding more measurement points. The basic configuration of the lidar in the case of four beams is shown in figure 1. The lidar is not focussed at a point but rather in a pencil thin many meters long volume [11, 1].

The paper presents two analysis methods. In the first method, explained in section 2 a theoretical analysis is given based on the Mann spectral tensor [7]. A similar approach based on statistics was used in [12], but it was based on auto-spectra and exponential coherences [3],
Figure 1. Geometry of the rotor and lidars. The $x$-axis is in the mean wind direction. $N = 4$ lidar beams point upwind in the directions determined by the unit vectors $n_i$. The beams are focussed at a distance $d_f$ from the instrument at the center of the rotor, and their weighting functions has full width at half maximum $z_R$, see (3).

not a spectral tensor.

The second method, explained in section 3, is based on analysis of the time series obtained through simulations. In this method several turbulence boxes also using the Mann model are produced. A lidar model is developed in which the different physics and limitations of the instrument is implemented. Then the lidar is used to measure the effective wind speed in the turbulence box. The rotor effective wind speed is also measured and compared against the lidar measurements.

2. Theoretical analysis
The lidar is assumed to be mounted close to the center of the rotor with $N$ beams pointing in various directions.

The wind field is described by a vector field $u(x)$ where the time argument is eliminated because Taylor’s frozen turbulence hypothesis is assumed [10]. The mean value of the homogeneous velocity field is $\langle u(x) \rangle = (U, 0, 0)$, so the coordinate $x_1$ is in the mean wind direction. In other words the wind field as a function of space and time can be written as

$$u(x, t) = u(x_1 - U t, x_2, x_3)$$

The origo of the coordinate system is at the center of the rotor (at time zero), which coincides with the position of the lidar.

The lidar beams are focussed at some distance $d_f$ from the instrument and the $i$’th beam is pointing the the direction defined by the unit vector $n_i$. The first coordinate $n_{i1}$ of $n_i$ will always be negative because the beam are pointing upwind of the rotor. The lidar is not focussed at a point but rather in a pencil thin many meters long volume [11, 1]. The velocity measured by the $i$’th lidar beam may be approximated by

$$v_i(x) = \int_{-\infty}^{\infty} n_i \cdot u(s n_i + x) \phi(s - d_f) ds,$$
where the weighting function for a continuous-wave lidar typically is approximated by

$$\phi(s) = \frac{1}{\pi \frac{z_R}{z^2} + s^2}$$

(3)

with $z_R$ being the Rayleigh length [14]. The argument $x$ in (2) is the position of the lidar with a first component decreasing with time as $-U/t$ using Taylor’s hypothesis.

The instantaneous longitudinal wind speed derived from the lidar is a linear combination of the $N$ line-of-sight velocities (2). If $\mathbf{m}$ is a vector of length $N$ with the weights of the linear combination, then the lidar estimated longitudinal wind speed is

$$u_L = \mathbf{m} \cdot \mathbf{v}$$

(4)

The purpose of the analysis is to find the combination of unit vectors $\mathbf{n}_i (i = 1, ..., N)$ and focus distances $d_f$, which typically do not differ from beam to beam, that minimizes the difference between $u_L$ and the rotor averaged longitudinal wind speed

$$u_R(x) = \frac{1}{\pi R^2} \int_{\text{rotor}} u_1 (x + (0, x_2', x_3')) dx_2' dx_3',$$

(5)

where $R$ is the radius of the rotor. One could also choose not to weight the wind speed evenly over the rotor, but to put less emphasis on hub and the tip regions.

If $\Delta x$ is the positive distance between the vertical plane with the lidar beam foci and the rotor plane (which for simplicity is also assumed to be vertical), then we want to minimize error variance

$$\sigma_e^2 = \left\langle \left( u_L(x + (\Delta x, 0, 0)) - u_R(x) \right)^2 \right\rangle,$$

(6)

or equivalently

$$\sigma_e^2 = \left\langle \left( u_L(x) - u_R(x - (\Delta x, 0, 0)) \right)^2 \right\rangle.$$

(7)

The separation $\Delta x$ is equivalent to delaying the measurements from the lidar a time period $t = \Delta x/U$.

2.1. Mean squared error expressed by a spectral tensor

The wind field can be written as a Fourier integral

$$u(x) = \int u(k) e^{ik \cdot x} dk \Leftrightarrow u(k) = \frac{1}{(2\pi)^3} \int u(x) e^{-ik \cdot x} dx$$

(8)

where we are a bit slack and do not use the more rigorous Fourier-Stieltjes notation [2, 8]. The ensemble average of the absolute squared Fourier coefficients is the spectral tensor

$$\langle u_i^*(k) u_j(k') \rangle = \Phi_{ij}(k) \delta(k - k')$$

(9)

and it is according to the Wiener-Khinchin theorem related to the covariance tensor $R_{ij}(r) \equiv \langle u_i(x) u_j(x + r) \rangle$ by

$$\Phi_{ij}(k) = \frac{1}{(2\pi)^3} \int R_{ij}(x) e^{-ik \cdot x} dx$$

(10)

Since $u^*(k) = u(-k)$ (9) can also be written as

$$\langle u_i(k) u_j(k') \rangle = \Phi_{ij}(k) \delta(k + k')$$

(11)
2.1.1. Rotor averaged wind speed

Substituting (8) into the rotor averaged wind speed (5) and changing the order of integration gives

\[ u_R(x_1,0,0) = \frac{1}{\pi R^2} \int u_1(k)e^{ik_1x_1} \int \int_{\text{rotor}} e^{i(k_2x_2+k_3x_3)} dx_2 dx_3 dk \]

where \( \kappa = \sqrt{k_2^2 + k_3^2} \) and \( J \) is the Bessel function of the first kind. We have also assumed that the rotor center is on the \( x_1 \)-axis \((x_2 = x_3 = 0)\).

2.1.2. Lidar velocity

Substituting (8) into the line-of-sight velocity measured by a single beam (2) and reversing the order of integration gives

\[ v_i = \int n_i \cdot u(k)e^{ik_1x_1} \int_{-\infty}^{\infty} e^{isk} \phi(s - d_f) ds dk \]

\[ = \int n_i \cdot u(k)e^{ik_1x_1} e^{id_fk} \exp (-z_R |k \cdot n_i|) dk. \]

Again we assume that the lidar instrument is on the \( x_1 \)-axis.

2.1.3. Squared error variance

Expanding the right hand side of (7) gives three terms. The simplest is

\[ \langle u_R^2(x - \Delta x e_1) \rangle \]

\[ = \int \int u_1(k)e^{ik_1(x-\Delta x)} \frac{2J_1(\kappa R)}{\kappa R} dk \int u_1(k')e^{ik_1'(x-\Delta x)} \frac{2J_1(\kappa' R)}{\kappa' R} dk' \]

\[ = \int \int \delta(k + k')\phi_{11}(k)e^{ik_1(x-\Delta x)} \frac{2J_1(\kappa R)}{\kappa R} e^{ik_1'(x-\Delta x)} \frac{2J_1(\kappa' R)}{\kappa' R} dk' dk \]

\[ = \int \frac{4J^2_R(\kappa R)}{\kappa^2 R^2} \phi_{11}(k) dk \]

using the definition of the spectral tensor (11). The other squared term in (7) is

\[ \langle v_i^2 \rangle = \langle m_i v_i m_j v_j \rangle = m_i \langle v_i v_j \rangle m_j \]

so we need to calculate the covariances between the lidar beam velocities. These are

\[ \langle v_i v_j \rangle = \int n_{ik} \phi_{kj} n_{ji} \exp [id_fk \cdot (n_i - n_j)] - z_R (|k \cdot n_i| + |k \cdot n_j|)] dk \]

Finally, the cross-term

\[ \langle u_L(x) u_R(x - \Delta x e_1) \rangle \]

calls for an evaluation of the covariance between the \( i \)th lidar beam velocity and the rotor average

\[ \langle v_i(x) u_R(x - \Delta x e_1) \rangle \]

\[ = \int n_{ik} \phi_{jj} n_{ji} e^{id_fk_1n_i + k_1\Delta x} \frac{2J_1(\kappa R)}{\kappa R} \exp (-z_R |k \cdot n_i|) dk, \]

where (12) and (13) are combined with (11). Now the error variance (7) can be calculated from (14), (16) and (18) by expanding (7) as

\[ \sigma_e^2 = \langle u_R^2 \rangle + m_i \langle v_i v_j \rangle m_j - 2m_i \langle v_i(x) u_R(x - \Delta x e_1) \rangle. \]
Figure 2. The mean squared difference of the rotor averaged wind speed and the lidar derived as a function of focus distance for the four-beam configuration shown in figure 1 and a two beam configuration with horizontal beams. The diameter of the rotor is 52 m and the half opening angle is 30°.

2.2. A few results from the theory

The squared difference between the rotor averaged wind speed and the one derived from the lidar can now be easily calculated as an integral over the spectral tensor and many beam configurations can be investigated rapidly. An example is shown in figure 2. It can be seen that the four beam configuration has a significantly smaller difference than the two-beam configuration. The minima obtained around a focus distance of 30 m are a consequence of the opposing effects of the focus volume increasing quadratically with \( d_f \) and an improved alignment of the beams with the mean wind direction with increasing \( d_f \). We can also show that adding more beams to the system has diminishing value beyond four to six beams. The model can also be used to position the beam optimally within the rotor area.

It should be emphasized that the model use Taylor’s hypothesis and thus does not take into account the mutation of turbulence as it travels from the lidar measurement volumes to the rotor. This effect will in general put the optimal focus distance closer to the rotor than predicted by the theory.

3. Numerical simulations

In this section numerical simulations are used to find the optimum configuration of the lidar. Mann turbulence model [7] is used to produce the turbulence box. The parameters of the turbulence box are chosen to be \( \alpha \varepsilon^{2/3} = 1 \), \( L = 42 \) m and \( \Gamma = 3.9 \).

A lidar model is developed based on the physics of the lidar device. The weighting function is given in (3) in which \( z_R \) (the Rayleigh length) is defined as:

\[
z_R = \frac{\lambda r^2}{\pi \alpha_0^2}
\]

where \( \lambda \) is the wavelength of the emitted radiation, \( r \) is the focus distance and \( \alpha_0 \) is the effective radius of telescope used for emitting and receiving the laser signal. The numerical values for the parameters are chosen to be: \( \lambda = 1.565 \mu m \) and \( \alpha_0 = 0.02 \) m.
Figure 3. Minimum achievable standard deviation as function of number of measurement points

For the comparison purpose, it is assumed that perfect measurement of the wind speed on the rotor for all the grid points is available. This means the effect of the wind speed on the rotor can be calculated by proper weighting of the point wind speeds:

$$v_e = \int_0^{2\pi} \int_0^R v(r, \theta) r dr d\theta / \int_0^{2\pi} \int_0^R r dr d\theta$$  \hspace{1cm} (21)

in which $R = 63m$ is the rotor radius. Time series of the wind speed from the lidar model ($v_L$) is compared against the effective wind speed ($v_e$) calculated from equation 21. The error between the two time series is calculated neglecting the advection time as $e = v_L - v_e$. The measurements for the rotor effective wind speed and the lidar are done on the same plane in the turbulence box and the plane is moved along the turbulence box. It can be shown that the error has a Gaussian distribution. The standard deviation of the error is used as a measure of performance of the lidar.

4. Results

In this section the results of the two methods explained in sections 2 and 3 are presented and compared. Figure 3 shows the minimum achievable standard deviation for different number of measurement points. The results show that the best achievable performance drops significantly between the first 3 points and after the 4th point the performance does not increase very much. Based on this result and also the extra cost of adding more measurement points, it was decided to use a lidar with 4 measurement points.

Figures 4 and 5 show the contour curves of the standard deviation of the error as a function of the location of the measurement point in the $x - y$ plane. The results are for the lidar with 4 measurement points. $x$ is along the horizontal line, upstream the wind turbine and apposite to the wind direction. $y$ is the lateral distance of the measurement point from the center of the rotor. Figure 5 shows the results based on the theoretical method explained in section 2 and figure 4 shows the results obtained using numerical simulations. The results are slightly different. One reason for the difference can be that the simulation is done only for one turbulence box while it needs to be done for several turbulence boxes with different seed numbers in order to have better statistics. From the obtained results it is possible to find the best configuration for the 4-beam lidar. For the theoretical analysis, the best configuration is to focus the lidar at $2.75R$ upstream and $0.55R$ off the center of the rotor. The simulation results show that the best configuration is to focus the lidar at $3.25R$ upstream and $0.6R$ off the center of the rotor. From these results the half opening angle $\theta$ and the LOS measurement distances $L_{los}$ can be calculated. For the theoretical case they are: $\theta = 11.3$ degrees and $L_{los} = 2.8R$ and for the simulation case they are: $\theta = 10.4$ degrees and $L_{los} = 3.30R$. 


5. Conclusion
The paper presents two approaches for analyzing and optimally selecting best configurations for a lidar with limited number of measurement points. First it was shown how the measurement accuracy changes with different number of measurement points and argued that a good trade-off between the cost of adding more measurement points and accuracy of measurements can be achieved for a lidar with 4 measurement points. Later it was shown through both theoretical and simulation analysis how to configure the focus distance and half opening angle of the lidar.
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