SCAM! Transferring humans between images with Semantic Cross Attention Modulation
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Abstract. A large body of recent work targets semantically conditioned image generation. Most such methods focus on the narrower task of pose transfer and ignore the more challenging task of subject transfer that consists in not only transferring the pose but also the appearance and background. In this work, we introduce SCAM (Semantic Cross Attention Modulation), a system that encodes rich and diverse information in each semantic region of the image (including foreground and background), thus achieving precise generation with emphasis on fine details. This is enabled by the Semantic Attention Transformer Encoder that extracts multiple latent vectors for each semantic region, and the corresponding generator that exploits these multiple latents by using semantic cross attention modulation. It is trained only using a reconstruction setup, while subject transfer is performed at test time. Our analysis shows that our proposed architecture is successful at encoding the diversity of appearance in each semantic region. Extensive experiments on the iDesigner, CelebAMask-HD and ADE20K datasets show that SCAM outperforms competing approaches; moreover, it sets the new state of the art on subject transfer.
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1 Introduction

Being able to perform subject transfer between two images is a key challenge for many applications, from post-processing in game or art industries to software addressing the needs of the public. For instance, in film industries, one could replace a stunt performer by the main actors, thus alleviating the need of finding a look-alike performer; hence, increasing the filmmakers freedom. Similarly, it could enable finishing a film when an actor is indisposed.

Given a source and a target subject, the idea of subject transfer is for the source subject to replace the target subject in the target image \textit{seamlessly}. The target image should keep the same background, the same interactions between
Fig. 1: **Subject transfer with the proposed SCAM.** We first encode the desired subject with the encoder E and get the subject latent codes. Then, we encode the background and the semantic mask for the pose and background reference. Finally, the generator G synthesizes an image, where the subject is transferred with the desired background and pose. Pictures taken from the Internet.

subject and objects, and the same spatial configuration, to account for possible occlusions. Figure 1 illustrates this. Note, in contrast to faces, buildings, or landscapes, human bodies are malleable with high morphological diversity, thus casting the task hard to model.

Most methods focus either on pose transfer [49,2,44], where the pose changes, or on style transfer [54,31], where the pose remains fixed but the subject’s styling changes. These are limited and cannot be used out of the box for our task, as they are: (1) restrictive; they only work on uniform backgrounds, failing in complex ones (PISE [49], SEAN [54], [44]), and (2) expensive; they require hard training [44] or training one model per human (Everybody Dance Now [2]). Instead, subject transfer changes both the pose and the style/identity of the subject. Thus, a successful system is decoupled in both pose and style transfer and performs both tasks simultaneously.

Semantic editing is a related task, consisting in controlling the output of a generative network by a segmentation mask. Indeed, subject transfer can be performed with semantic editing by using the mask of the target subject with the style of the source. However, modern methods cannot handle complex layout and rich structure (like full-bodies) with in the wild backgrounds. For instance, SPADE [31] fails to control each region style independently, while SEAN [54] fails to handle complex, detailed scenes, such as multiple background objects.
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Kate Moss picture by JB Villareal/Shoot Digital, Natalia Vodianova picture by Karl Prouse/Catwalking.
To this end, we propose the **Semantic Cross Attention Modulation system (SCAM)**, a semantic editing model that accounts for all aforementioned challenges relevant to subject transfer. SCAM captures fine image details inside the semantic region by having multiple latents per semantic regions. This enables capturing unsupervised semantic information inside the semantic labels, which allows for better handling coarse semantic labels, such as background. Our model can generate more complex backgrounds than previous methods and outperforms SEAN [54] both on the subject transfer and semantic reconstruction tasks.

We propose three architectural contributions: First, we propose the Semantic Cross Attention (SCA) that performs attention between a set of latents (each linked to a semantic region) and an image feature map. SCA constrains the attention, such as the latents only attend the regions on the image feature map that correspond to the relevant semantic label. Secondly, we introduce the SAT operation and encoder (Semantic Attention Transformer) that relies on cross attention to decide which information to gather in the image and for which latent, thus allowing for richer information to be encoded. Third, we propose the SCAM-Generator (after which SCAM is named) that modulates the feature maps using the SCAM-Operation, which allows every pixel to attend to the semantically meaningful latents. Note, the whole architecture is trained using a reconstruction setup only, and subject transfer is performed at test time.

## 2 Related Work

**Image to Image synthesis with GANs.** GANs [10] generate images by processing a random vector sampled from a predefined distribution with a dedicated network [3, 2, 18]. A major improvement is StyleGAN [19, 20] that allows to modulate the feature map at each resolution according to a given style vector. Typically, unconditional GANs allow for minimal control over the generator’s output. For more flexibility, Pix2Pix [14, 15] trains a generator coupled to an encoder, allowing for output control with multiple modalities (sketches, keypoints). One of its drawbacks is the need for data pairs, which can be hard to collect (drawings). To tackle this, CycleGAN [53] uses unpaired data by enforcing cycle consistency across domains. However, acquiring paired data is feasible when leveraging external models, such as semantic masks from segmentation models. In our case, we do not have access to ground-truth images where the subject has been transferred as it would require both the subject and the reference to have exactly the same pose and occlusion. We circumvent this by training on a reconstruction proxy task and performing subject transfer at test time.

**Semantic Image Generation.** Even if Pix2Pix [14, 15] manage to control the output image with a segmentation mask, it suffers from a semantic information washing-up. SPADE [31] propose to fix this problem by introducing layer-wise semantic conditioning. CLADE [38] propose a more efficient version of SPADE to reduce runtime complexity. Other approaches such as [46, 25, 36, 40, 38, 7, 11] propose improvements over spade. However, these approaches work well generating images from semantic information, but they do not focus on the case...
where we want to re-generate a given image to then be able to edit it. To do so, the style of the image must be carefully encoded and move from the single style vector used in SPADE and its variants. SEAN\cite{54} propose to introduce a single style vector per semantic label by performing average pooling on the encoder CNN features. GroupDNet\cite{56} propose to solve this by encoding each semantic region separately using grouped convolution. INADE\cite{37} propose to use instance conditioned convolution to extract a single style code per instance. Although this allows better control of the output and richer representation, it still has two problems: (1) it is limited when handling coarse labels with diverse objects, (2) it creates a single vector per semantic region. In our approach, SCAM, we solve this by introducing the SAT-Encoder which can extract rich representation from images and is able to output multiple and diverse latents per semantic region. In turn, the SEAN-Generator modulates the output by both the semantic mask and the extracted style. This, however, modulates each pixel of a semantic region with the same style vector. Instead, our SCAM-Generator, uses attention to leverage different tokens to interact with, leading to different modulations per pixel, and hence enabling the emergence of unsupervised semantic structure in the semantic regions. Other approaches propose to use diffusion process approaches\cite{30} to perform this editing process. However, these diffusion approaches are very expensive to sample from.

**Attention in Computer Vision.** Despite their remarkable success\cite{4,33,34,1}, transformers suffer from a quadratic complexity problem, which makes it hard to use. To tackle this, most vision methods\cite{6,41,28} subdivide images into patches, resulting in losing information. Instead, the recent Perceiver\cite{16,15} tackles this complexity issue by replacing self attention by cross attention. The image pixels are attended by a significantly smaller set of learned tokens.
Attention in GANS. It has shown great progress over the past years. GANsformer [13] leverages cross attention to exploit multiple style codes between style vectors and feature maps. These architectures use attention for unconditional generation; however, they do not focus on subject transfer. Instead, our proposed SCA improves upon GANsformer’s duplex attention for semantically constrained generation by assigning latents to semantic regions.

Pose Transfer. Using keypoints for pose transfer typically results in coarse representation of bodies. To tackle this, some methods use semantic masks [12,50]. These, however, focus only on pose transfer, which does not alter the background. Instead, we aim at subject transfer, where preserving the background is crucial. Most methods are limited to simple backgrounds. [2] overfit a GAN to a video and regenerate the background; hence, it cannot be used for dynamic scenes. [44] address this by adapting the weights of the generator, but this ties the subject to the background, not allowing for subject transfer. Here, we focus on subject transfer that changes both pose and background.

3 Method

Our goal is to perform semantic editing with a focus on subject transfer. We propose the SCAM method (Semantic Cross Attention Modulation, Figure 2). It relies on SCA (Semantic Cross Attention), i.e. a novel mechanism that masks the attention according to segmentation masks, thus encoding semantically meaningful latent variables (Section 3.1). SCAM consists of: (a) SAT-Encoder (Semantic Attention Transformer) that relies on cross attention to decide which information to gather in the image and for which latent (Section 3.2); and (b) SCAM-Generator (Semantic Cross Attention Modulation) that captures rich semantic information in an unsupervised way (Section 3.3).

Notation. Let \( X \in \mathbb{R}^{n \times C} \) be the feature map with \( n \) the number of pixels, and \( C \) the number of channels. Let \( Z \in \mathbb{R}^{m \times d} \) be a set of \( m \) latents of dimension \( d \) and \( s \) the number of semantic labels. Each semantic label is attributed \( k \) latents, such that \( m = k \times s \). Each semantic label mask is assigned \( k \) copies in \( S \in \{0; 1\}^{n \times m} \).

Motivation. Since many regions of the image have visually diverse content (e.g., the background), we propose to encode this varied information in several complementary latents. Motivated by the findings of Gansformers [13], we use attention to introduce both a constraint on which part of the image a latent can get information from and a competing mechanism between latents attending the same region so as to specialize them. Reciprocally, using duplex attention, we introduce the same strategy by limiting the latents that the feature map can attend to and introduce a competition between parts of a semantic region that can attend the same latent.

3.1 Semantic Cross Attention (SCA)

Definition. The goal of SCA is two-fold depending on what is the query and what is the key. Either it allows to give the feature map information from a
semantically restricted set of latents or, respectively, it allows a set of latents to retrieve information in a semantically restricted region of the feature map. It is defined as:

$$SCA(I_1, I_2, I_3) = \sigma \left( \frac{QK^T \odot I_3 + \tau (1 - I_3)}{\sqrt{d_{in}}} \right) V,$$

where $I_1, I_2, I_3$ the inputs, with $I_1$ attending $I_2$, and $I_3$ the mask that forces tokens from $I_1$ to attend only specific tokens from $I_2$. $Q = W_QI_1$, $K = W_KI_2$ and $V = W_VI_2$ the queries, keys and values, and $d_{in}$ the internal attention dimension.

We use three types of SCA. (a) SCA with pixels $X$ attending latents $Z$: $SCA(X, Z, S)$, where $W_Q \in \mathbb{R}^{n \times d_{in}}$ and $W_K, W_V \in \mathbb{R}^{m \times d_{in}}$. The idea is to force the pixels from a semantic region to attend latents that are associated with the same label. (b) SCA with latents $Z$ attending pixels $X$: $SCA(Z, X, S)$, where $W_Q \in \mathbb{R}^{m \times d_{in}}$, $W_K, W_V \in \mathbb{R}^{n \times d_{in}}$. The idea is to semantically mask attention values to enforce latents to attend semantically corresponding pixels. (c) SCA with latents $Z$ attending themselves: $SCA(Z, Z, M)$, where $W_Q, W_K, W_V \in \mathbb{R}^{n \times d_{in}}$. We denote $M \in \mathbb{N}^{m \times m}$ this mask, with $M_{\text{latents}(i, j)} = 1$ if the semantic label of latent $i$ is the same as the one of latent $j$; 0 otherwise. The idea is to let the latents only attend latents that share the same semantic label.

### 3.2 SAT-Encoder

Following [16], our SAT-Encoder relies on cross attention. It consists of $L_E$ consecutive layers of SAT-Blocks, where the input of the $i+1$-th one is the output of the $i$-th one (Figure 2 (left)). Given a set of learned queries $Z_0$ (i.e., parameters updated with gradient descent using back-propagation), it outputs latents $Z_{L_E}$ that have encoded the input image. This allows to create multiple latents per semantic region resulting in specialized latents for different part of each semantic region of the image. The encoder is also flexible enough to easily assign a different number of latent for each semantic region, allowing to optimize the representation power given to each semantic region. At each layer, the latent code retrieves information from the image feature maps at different scales.

The SAT-Block is composed of three components: two SAT-Operations and a strided convolution. SAT-Operations are transformer-like [43] operations, replacing self-attention by our proposed SCA. They are defined as:

$$SAT(I_1, I_2, S) = LN(f(LN(SCA(I_1, I_2, S) + I_1)) + I_1),$$

with $LN$ the layer norm and $f$ a simple 2-layer feed forward network. The first SAT-Operation, SAT($X, Z, S$), let the latents retrieve information from the image feature map (case (b) from [3.1]). The second SAT-Operation, SAT($Z, Z, M$), is refining the latents using SCA in a self attention setup where the latents attend themselves, keeping the semantic restriction (case (c) from [3.1]). The strided convolution encode the previous layer image feature map, reducing its spatial
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4 The attention values requiring masking are filled with $-\infty$ before the softmax. (In practice $\tau = -10^9$)
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Implementation details and reference code about SAT-Blocks and SAT-Operation are in the supplementary material.

3.3 SCAM-Generator

Definition and Architecture. SCAM-Generator takes as an input the latent codes $Z'_0 (= Z_{LE}$ encoder’s output) and the segmentation mask $S$ and outputs the generated image $Y'_L$. It consists of $L_G$ SCAM-Blocks (Figure 2 (right)). The input latent of the generator is given by the encoder’s output, whereas the input latents of each block within the generator are the output latents of previous blocks. Similarly, the input feature maps of each block are the feature map outputs at each resolution, while for the first features, we encode the segmentation with a convolutional layer following [31,54].

The SCAM-Block has a progressive growing architecture similar to the one of StyleGAN2 [20] and consists of 3 SCAM-Operations (See Figure 2 (right)). 2 SCAM-Operations process the generator feature-map, with an upscaling operation between the two, while a parallel SCAM-operation retrieves information from the feature maps and generate the image in the RGB space. Implementation details and reference code are in the supplementary.

SCAM-Operation. It aims at exchanging information between pixels/features and latents of the same semantic label and is depicted in Figure 3. Each SCAM-Operation has inputs: (1) the set of input latents $Z'_{in}$, (2) the input feature map $X'_{in}$, and (3) the segmentation mask $S$. Its outputs are: (1) the output latents $Z'_{out}$, and (2) the output feature map $X'_{out}$. SCAM-Operation consists of three parts: (a) the latent SAT, (b) the feature SCA, (c) the Modulation operation.

(a) The latent SAT. It uses a SAT operation to update the current latents $Z'_{in}$ based on the current feature map: $Z'_{out} := SAT(Z'_{in}, X'_{in}, S)$. This allows for latent refinement while enforcing the latents semantic constraint thanks to the SCA operation inside SAT.

(b) The feature SCA performs latent to image attention: it incorporates the latent information to the pixels/features using SCA. Given $X'_{in}$, the output la-
tents from the SAT-Operation $Z'_\text{out}$ and the mask $S$, it outputs $X'_{\text{SCA}}$:

$$X'_{\text{SCA}} = \text{SCA}(X'_\text{in}, Z'_\text{out}, S) .$$  \hspace{1cm} (3)

(c) **The Modulation operation** takes as input the $X'_\text{in}$ maps and the $X'_{\text{SCA}}$ from SCA, and outputs features that are passed through a convolution layer $g(.)$ to produce the final output image features $X'_\text{out}$. It is defined as:

$$X'_\text{out} = g(\gamma(X'_{\text{SCA}}) \odot \text{IN}(X'_\text{in}) + \mu(X'_{\text{SCA}}) + N) .$$  \hspace{1cm} (4)

It consists of the $\gamma(.)$ and $\mu(.)$ operators that determine the scale and bias factor for the modulation operation. We use Instance Normalization (IN) [42] to perform the feature map normalization. Following [19,20], we also add noise $N \in \mathbb{R}^{n \times C}$, with $N \sim N(0, \sigma^2 I_{n \times C})$, and $\sigma$ learned parameter. This encourages the modulation to account for stochastic variation.

**Discussion.** SCAM-Operation outputs both the modulated feature map and the updated latents. Thus, the information from the previous maps is propagated to the latents and to the feature maps. This brings several advantages: first, it preserves the semantic constraint; second, it provides finer refinement within the semantic mask by attending to multiple latents; and third it allows each pixel to choose which latent to use for modulation.

### 3.4 Training losses

We train SCAM with GAN and reconstruction losses. We denote by $D$ the discriminator, $G$ the generator and $E$ the encoder. For the discriminator, we follow [14,45,45,31] and use PatchGAN, as it discriminates for patches of the given image instead of the global image. For the GAN loss, we use Hinge GAN loss [29]: $L_{\text{EG},\text{GAN}}, L_{\text{D},\text{GAN}}$. For the reconstruction loss, we use the perceptual loss $L_{\text{perc}}$ as in [54] and the $L_1$ between the input and the reconstructed input. The final losses are $L_{\text{EG}} = L_{\text{EG},\text{GAN}} + \lambda_{\text{perc}}L_{\text{perc}} + \lambda_1L_1$ and $L_{\text{D}}=L_{\text{D},\text{GAN}}$ with $\lambda_{\text{perc}}$ and $\lambda_1$ hyperparameters. We use $\lambda_{\text{perc}}=\lambda_1=10$ in our experiments. Training details are in the supplementary.

### 3.5 Subject transfer

Once SCAM is trained for reconstruction, at test time we perform subject transfer. Given two images $X_A, X_B$ with their respective segmentation masks $(S_A, S_B)$, we retrieve their latent codes as $Z_A$ and $Z_B$ using the SAT-Encoder. To transfer the subject from $X_B$ to the context of $X_A$, we create $Z_{\text{mix}}$, where the style codes related to the background come from $Z_A$ and the remainder codes come from $Z_B$. Then, we retrieve $Y'_\text{mix} = G(Z_{\text{mix}}, S_B)$. See Figure 1.

### 4 Experiments

We now present experimental results for SCAM. More results and ethical impacts are discussed in supplementary.
Implementation details. We train all models for 50k steps, with batch size of 32 on 4 Nvidia V100 GPUs. We set \( k \) latents per label of dim \( d = 256 \). We generate images of resolution 256px.

4.1 Datasets and metrics

**iDesigner** \[35\] contains images from designer fashion shows, including 50 different designers with 50k train and 10k test samples. We segment human parts with \[24\] and then merge the labels to end up with: face, body and background labels.

**CelebAMask-HQ** \[21\] contains celebrity faces from CelebA-HQ \[18\] with 28k train and 2k test images labelled with 19 semantic labels of high quality.

**ADE20K** \[52\] contains diverse scenes images with 20k train and 2k test images. The images are labelled with 150 semantic labels of high quality.

**Metrics.** We use PSNR, reconstruction FID (R-FID), and swap FID (S-FID). R-FID is computed as the FID between the train set and the reconstructed test set, while S-FID is between the test set and a set of subject transfer images computed on the test set. We introduce REIDAcc and REIDSim, computed in the latent space of a re-identification network \[9\]. REIDSim computes the average cosine similarity between the subject image and the subject transfer image. REIDAcc accounts for the proportion of images where the cosine similarity of the transferred subject is higher with the subject than with the background.

4.2 Comparison to the state of the art

We first compare our proposed SCAM to INADE \[37\], SEAN \[54\], CLADE \[38\], SEAN-CLADE \[38\] and SPADE \[31\]. We reproduce all the methods and provide code for our implementations in the supplementary material.

**Results on iDesigner** are shown in Table 1 (left). Overall, SCAM outperforms competing approaches for all metrics. Specifically, for PSNR it outperforms SEAN-CLADE by approximately +5.9dB, whereas it reaches 13.2 R-FID vs 33.0 for INADE. These major boosts show that our reconstructed images better preserve the details of the initial images, meaning the representation power of SCAM is higher than that of other approaches. The difference is also notable for S-FID, with INADE reaching 33.9 vs 26.9 for SCAM, showing that our method
We examine the effectiveness of our encoder and generator by modifying either the SAT-Encoder or the SCAM-Generator with baseline versions and report the results on iDesigner in Table 2. The first row (i) corresponds to our SCAM. We benchmark some variants of our SAT-Encoder: Conv denotes whether we use convolutions in SAT or not. SA denotes whether we use self-attention SAT block or not. The results show that overall convolutions in the SAT-Encoder provide a big encoding advantage. This is especially true for the complex iDesigner dataset. Indeed (i) outperforms (ii, iv, vi) by a high margin on iDesigner e.g., by -13.1 R-FID and -7.0 S-FID for (ii), which validates our use of multiple resolutions in the encoder.

We also examine a variation of the generator by removing the SAT block in the -7.0 S-FID for (ii), which validates our use of multiple resolutions in the encoder.

**4.3 Ablations**

Here, we perform several ablations to validate the effectiveness of all components of SCAM. We denote by — experiments that do not converge.

**Ablations of SAT-Encoder and SCAM-Generator.** We examine the effectiveness of our encoder and generator by modifying either the SAT-Encoder or the SCAM-Generator with baseline versions and report the results on iDesigner in Table 2. The first row (i) corresponds to our SCAM. We benchmark some variants of our SAT-Encoder: Conv denotes whether we use convolutions in SAT or not. SA denotes whether we use self-attention SAT block or not. The results show that overall convolutions in the SAT-Encoder provide a big encoding advantage. This is especially true for the complex iDesigner dataset. Indeed (i) outperforms (ii, iv, vi) by a high margin on iDesigner e.g., by -13.1 R-FID and -7.0 S-FID for (ii), which validates our use of multiple resolutions in the encoder.

We also examine a variation of the generator by removing the SAT block in the

**Table 2: Ablation study on iDesigner [35] and CelebAMask-HQ [21]**

| Encoder | Generator | Losses | iDesigner | CelebAMask-HQ |
|---------|-----------|--------|-----------|---------------|
| Conv    | SAT       | $L_{	ext{GAN}}$ | PSNR ↑ $\Delta$ R-FID ↓ $\Delta$ S-FID ↓ $\Delta$ | PSNR ↑ $\Delta$ R-FID ↓ $\Delta$ S-FID ↓ $\Delta$ |
| i       | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | 21.0 | 21.1 | -7.0 | 22.1 | 0.1 | 15.5 | 0.2 | 20.9 | 0.5 |
| ii      | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | 19.2 | -1.8 | 26.3 | -3.1 | 34.1 | -7.0 | 22.1 | 0.1 | 15.5 | 0.2 | 20.9 | 0.5 |
| iii     | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | 21.3 | +0.3 | 12.7 | +0.5 | 26.1 | +1.0 | 22.0 | 0.0 | 16.5 | -0.0 | 25.0 | 0.7 |
| iv      | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | 18.5 | -2.5 | 24.8 | -3.6 | 29.8 | -2.7 | 19.8 | -2.2 | 19.0 | -3.3 | 21.6 | -0.9 |
| v       | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | 21.1 | +0.1 | 15.6 | -2.4 | 27.7 | -0.6 | 21.8 | -0.2 | 15.6 | +0.1 | 21.7 | -1.0 |
| vi      | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | 17.7 | -3.3 | 29.8 | -3.6 | 55.9 | -29.8 | 20.2 | -1.8 | 21.7 | -6.0 | 25.3 | -4.6 |
| vii     | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | 21.0 | 0.0 | 16.7 | -3.5 | 32.3 | -5.2 | 21.4 | -0.6 | 16.7 | -1.0 | 21.8 | -1.1 |
| viii    | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | 19.5 | -1.5 | 16.1 | -2.9 | 30.7 | -3.6 | - | - | - | - | - | - |
| ix      | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | 22.9 | +1.9 | 43.2 | -30.0 | 91.3 | -64.2 | - | - | - | - | - | - |
| x       | SEAN SCAM | ✓ ✓ ✓ ✓ | 17.5 | -3.5 | 27.6 | -14.4 | 32.7 | -5.6 | 17.6 | -2.4 | 28.4 | -5.3 | 24.2 | -3.5 |
SCAM block. Having SAT in SCAM leads to better results; such as -2.4 in R-FID, and -0.6 in S-FID for (v) on iDesigner. Similar results can be observed in (vi and vii).

In (x), we use the same encoder as in SEAN and the SCAM generator. To manage to have multiple latents per semantic latent, we split the SEAN encoding in 8 smaller latents for each semantic latent. We observe here that our SAT-Encoder is better than the SEAN encoder at extracting information from images. Indeed, we obtain better R-FID and S-FID (-14.4/-5.6) with our encoder than the SEAN encoder.

Ablation of Losses. Table 2 (i, vii, ix) ablates the three $L_1$, $L_{Perc}$, $L_{GAN}$ losses used in SCAM. The full combination (i) reaches the best results. Interestingly, removing $L_{Perc}$ (ix) results in the best PSNR point (22.9db) while having among the worst R-FID and S-FID (43.2, 91.3, respectively). This is expected, as removing the perceptual loss makes the generator rely only on the $L_1$ loss, and may artificially increase PSNR at the cost of realism.

Number $k$ of latents per semantic label. We’ve studied the impact of the number of latents $k$ per semantic label on the performance of the model. We tested $k \in [4, 8, 16, 32]$ on iDesigner [35]. We find that the R-FID increase with the number of latents where the S-FID decreases. Indeed for $k = 4$ we have R-FID of 15.9 and a S-FID of 27.3. For $k = 32$, we have R-FID of 9.7 and a S-FID of 30.3. We settle for $k = 8$ in our experiments since it offers the best trade-off between S-FID and R-FID. We also privilege a smaller $k$ since the time complexity of our model is $O(k)$.

Visualization of the attention matrix. To investigate how using multiple latents per region is handled by SCAM, we visualize in Figure 4 the last SCAM layer attention matrix. We colour each pixel according to the corresponding latent with the highest attention value. Overall, we observe that for each semantic region, the latents attend to different subregions, capturing semantic information without supervision. The first example (a) shows that even without specialized segmentation labels, SCAM specializes some latents to reconstruct the complex face pattern (eyes, mouth, and hair) and others for the different body parts (dress and shoes). The second row displays an interesting case: SCAM is capable of assigning different latents to the humans in the background even if they are not labelled as such.

Fig. 4: (a) SCAM specializes latents on complex patterns (shirt, eyes, shoes); (b) it learns semantic information on its own inside the semantic labels (background people).
4.4 Qualitative results on reconstruction

Overall, we observe that the reconstruction quality of SCAM is superior to competing approaches. Figure 5 displays the input images, their masks (first two columns) and the reconstructions by SPADE [31], CLADE [38], SEAN [54], SEAN-CLADE [38], INADE [37] and SCAM (last six columns). The first two rows are samples from iDesigner, the third is from CelebAMask-HQ and the last row from ADE20K.

**Subject reconstruction on iDesigner.** SCAM reconstructs more structure than SEAN, both in the background and the human. INADE, CLADE and SPADE tend to generate images that doesn’t match the style of the original image. For the background, we observe that the curtains and window frame of the second row are well-reconstructed by SCAM, in contrast to SEAN that includes colors but no other frame-cues. This highlights the rich generation capabilities of SCAM-Generator, which manage to generate complex backgrounds where competing approaches fail. For the subject, SCAM results in finer reconstructions compared to other approaches. For instance, in the first row SCAM reconstructs coherent clothes, while SEAN generate a blurred out version of the clothes.

**Reconstruction on CelebAMask-HQ.** Overall, SCAM generates crisper and more realistic results than competing approaches. For instance, in the third row, SEAN fails entirely to reconstruct the background by producing an averaged texture. Our method does a better job at this, figuring out a better positioning for the logo and capturing better colors and shapes. On the subject, we also observe that SEAN fails to capture small details such as eye colors.

**Reconstruction on ADE20K.** SCAM has a more reliable reconstruction than competing approaches. In the fourth row, we observe that SCAM is the only approach that manage to reconstruct some texture on the chimney wall. We
4.5 Qualitative results on subject transfer

Figure 5 displays the subject and background images and the segmentation mask of the pose (first three columns). Then we show the subject transfer for SPADE [31], CLADE [38], SEAN [54], SEAN-CLADE [38], INADE [37] and SCAM (last six columns). The first three rows are samples from iDesigner, the fourth is from CelebAMask-HQ and the last one is on ADE20K. Overall, amongst all methods, SCAM is the one to successfully preserve all components of subject transfer: subject appearance, background appearance and pose.

**Subject transfer on iDesigner.** SCAM leads to superior subjects (e.g., washed out colors in SEAN vs coherent structured clothing in SCAM in the first row) and background reconstruction (i.e., global background structure, positioning of people on the sides and colors) than SEAN. For instance, in the first row, SEAN completely fails to reconstruct the background, while SEAN-CLADE reconstructs some texture but lacks detail. Similarly, in the second row, SCAM captures the model in the background whereas other approaches miss it; note also the precise people reconstruction in the left part of the catwalk for SCAM compared to competing approaches. In the third row, we have a very hard case, where the subject has a completely different pose than the pose reference. While other approaches fail to rotate the subject, SCAM does succeed in doing, even if...
the quality of the generated image is low. Overall, subjects have better appearance in SCAM than in other methods, like details in clothes, shoes, or faces. **Subject transfer on CelebAMask-HQ.** The fourth row shows that SCAM recovers more details in the transferred image, such as the colour of the skin or facial expression. Notably, SCAM does capture the bicolor separation of the hair, while SEAN, SEAN-CLADE and INADE display an averaged hair color. **Subject transfer on ADE20K.** In the fifth row, we consider the house as the subject we want to transfer. We can see that SCAM does transfer the hut like appearance of the subject, whereas competing approaches fail to do so. We also observe that most approaches have difficulties with the person generation, only SCAM generates a human that is coherent with the background reference.

4.6 User Study on iDesigner

We perform an user study on iDesigner. We compare 3 models one against each other: INADE, SEAN and SCAM. We have asked 38 different people to select among 20 reconstruction images which method in their opinion had the best reconstruction. We denote the percentage of best pick for each method as R-UP (Reconstruction User Preference). Similarly, we have the same people asked to select among 20 subject transfer images which method performed the best subject transfer in their opinion. Participant were asked to take into account image quality and quality of transfer. We denote the percentage of best pick for each method as ST-UP (Subject Transfer User Preference).

We observe that our method, SCAM, outperforms competing methods by a high margin. Indeed, 98.4% of users chose SCAM as the best image reconstruction technique, 1.5% picked SEAN and 0.1% for INADE. As for subject transfer 92.8% of users preferred SCAM, 5.0% chose SCAM and 2.2% INADE.

5 Conclusion

We introduced SCAM that performs semantic editing and in particular subject transfer in images. The architecture contributions of SCAM are: first, the semantic cross attention (SCA) mechanism performing attention between features and a set of latents under the constraint that they only attend to semantically meaningful regions; second, the Semantic Attention Transformer Encoder (SAT) retrieving information based on a semantic attention mask; third, the Semantic Cross Attention Modulation Generator (SCAM) performing semantic-based generation. SCAM sets the new state of the art by leveraging multiple latents per semantic region and by providing a finer encoding of the latent vectors both at encoding and decoding stages.
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