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Abstract—The intent of this paper is to discuss the history and origins of Lagrangian hydrodynamic methods for simulating shock driven flows. The majority of the pioneering research occurred within the Manhattan Project. A range of Lagrangian hydrodynamic schemes were created between 1943 and 1948 by John von Neumann, Rudolf Peierls, Tony Skyrme, and Robert Richtmyer. These schemes varied significantly from each other; however, they all used a staggered-grid and finite difference approximations of the derivatives in the governing equations, where the first scheme was by von Neumann. These ground-breaking schemes were principally published in Los Alamos laboratory reports that were eventually declassified many decades after authorship, which motivates us to document the work and describe the accompanying history in a paper that is accessible to the broader scientific community. Furthermore, we seek to correct historical omissions on the pivotal contributions made by Peierls and Skyrme to creating robust Lagrangian hydrodynamic methods for simulating shock driven flows. Understanding the history of Lagrangian hydrodynamic methods can help explain the origins of many modern schemes and may inspire the pursuit of new schemes.

I. PROLOGUE

We will start by providing an overview of the history surrounding the hydrodynamic methods work between 1943 and 1948 to establish context and communicate the sequence of events that occurred over that time frame to yield a suite of Lagrangian hydrodynamic methods. Subsequent sections in the paper will provide further details on the governing formulations and the four distinct numerical methods by John von Neumann, Rudolf Peierls, Tony H.R Skyrme, and then Robert Richtmyer.

Researchers at Los Alamos seemed surprisingly ready in early 1944 to numerically solve the partial differential equations for shock hydrodynamics. Looking back to 1940 through 1943, this readiness is not surprising. With the advent of World War II (WWII) the effects of the blast from bombs and artillery became of intense interest. Blast waves are described by a set of non-linear, time-dependent, partial differential equations. Further, the shock wave in an inviscid fluid has a discontinuous solution. These equations can only be solved analytically for a few very special cases, in general the solution requires numerical methods. Exploration of blast wave effects were organized in both the United States (U.S.) and the United Kingdom (U.K.).

In the U.S., the National Defense Research Committee (NDRC) was established in June 1940. Section B concerned “Bombs, Fuels, Gases, and Chemical Problems”. When the NDRC was superseded by the Office of Scientific Research and Development (OSRD) in June 1941, parts of the NDRC Section B became Division 2, “Effects of Impact and Explosion”, and Division 8, “Explosives”. Vannevar Bush was the chairman of OSRD with James B. Conant as chairman of NDRC.

In May 1942 OSRD Division 8 issued a report on the “general conditions for the existence of shock waves” by Hans Bethe, endorsed by George B. Kistiakowsky, Chairman of Section B-1. Hans Bethe was also exploring the pressure wave generated by underwater explosions. von Neumann published a series of OSRD reports on high explosive detonation waves and shock waves in 1942 and 1943. See the Division 2 summary for the many reports on explosion effects.

Meanwhile in England, William G. Penney was carrying out research on shock waves due to explosions, summarized in 1950, and also on the effects of blast waves during the London Blitz. Geoffrey I. Taylor was a member of the British delegation with long experience in hydrodynamics, shock waves, and explosives. Peierls was also working on the effects of blasts, corresponding with Taylor and Kistiakowsky. Peierls brought his assistants Klaus Fuchs and Skyrme to Los Alamos as members of the British delegation. Skyrme would make significant discoveries that enabled robust and accurate hydrodynamic calculations with strong shocks. By the time Project Y, the Los Alamos branch of the Manhattan Project, was formed in 1943 there was broad experience with shock hydrodynamics by the senior staff of both the U.S. and U.K.
During the summer of 1943 Robert Serber and Edward Teller derived an analytic approach to solve the shock hydrodynamics problem. A set of IBM Punch Card Accounting Machines (PCAM) had been ordered in January 1944 for use by Stanley Frankel and Eldred Nelson to solve the gun bomb neutronics problem. In March 1944 the tasking of Frankel and Nelson was changed to numerically solve a range of problems, including hydrodynamics problems. See the companion ANS article for a discussion of the PCAM and the computing facility.

In March 1944, Hans Bethe reorganized T-Division, with the IBM calculations in Group T-2 under Serber. T-1, “Hydrodynamics of Implosion, Super”, Edward Teller
T-2, “Diffusion Theory, IBM Calculations, and Experiments”, Robert Serber
T-3, “Experiments, Efficiency Calculations, Radiation Hydrodynamics”, Victor Weisskopf
T-4, “Diffusion Problems”, Richard Feynman
T-5, “Computations”, Donald Flanders

Peierls moved to Los Alamos in June 1944, replacing Teller as T-1 Group Leader. Skyrme joined Los Alamos in July 1944. The stage was now set for researchers at Los Alamos to create hydrodynamic methods to simulate problems with strong shocks.

II. HISTORY

After von Neumann visited Los Alamos in September and October 1943, he studied how to numerically solve the shock hydrodynamics equations. The first 1D Lagrangian hydrodynamic method was a staggered-grid finite difference method, created by von Neumann, and was published in an OSRD report, AMP 108.1R, in March 1944. This first scheme was for 1D Cartesian coordinates and has not been well discussed in the broader literature, yet it is the foundation that most Lagrangian hydrodynamic methods are built upon. Soon thereafter von Neumann extended his method to 1D spherical coordinates, but that scheme was never published beyond Los Alamos laboratory reports.

Von Neumann tested the method on a radially-outward propagating blast wave using the IBM PCAM at the Army Ballistics Research Laboratory (BRL) at Aberdeen Maryland in early 1944. Von Neumann’s early finite difference scheme suffered from oscillations at the shock front. At the time, there was much debate over the physical correctness and source of the oscillations. Several alternate approaches would later be pursued to address the oscillations. Section III. describes von Neumann’s previously unpublished spherical coordinate hydrodynamic method.

Meanwhile Peierls visited Los Alamos in February 1944. In his autobiography, Peierls recounts how he had tried to solve the blast wave equation numerically: “I tried a step-by-step method, in which you take the initial state as known at a chain of points a certain distance apart, and then determine approximately the state of affairs a certain time interval later. One can then repeat the process”. Peierls described his attempt to numerically solve the blast wave equations using the step-by-step method to the Los Alamos staff. The Los Alamos theoretical staff had been trying to solve the equations analytically. On February 14, 1944 J. Robert Oppenheimer wrote to General Groves about Peierls’ visit. He noted that Peierls had explained the “British methods” for integrating the blast wave equations in great detail. Oppenheimer was “not satisfied with the adequacy of the methods now in use in this laboratory” for solving the shock hydrodynamics equations.

Peierls clearly did not know about the Courant stability condition he re-discovered it empirically. The Los Alamos staff also did not know of the Courant stability condition, so at first they referred to it as the “Peierls” stability condition. Von Neumann clearly did know of the Courant stability condition, he discussed it in his March 1944 paper. By 1945 Los Alamos was referring to it as the Courant condition.

Peierls sent a letter to Oppenheimer on March 15, 1944 that described “a new form of the shock wave equations which was suggested by Skyrme”, see appendix A to read the original letter. These equations are simpler than the ones Peierls described during his February 1944 visit to Los Alamos. Peierls approach required knowledge about the material conditions ahead of the shock, which Skyrme’s method did not.

Peierls and Skyrme proposed coupling internal boundary conditions to the underlying hydrodynamic method to remove oscillations at a shock front. With these shock-fitting methods, a higher-order central difference Lagrangian hydrodynamic method were used on either side of the shock, and then the discontinuous solutions on each side of the shock were coupled together with Rankine-Hugoniot jump conditions. The first shock-fitting Lagrangian hydrodynamic method was created by Peierls and is briefly described by Skyrme and alluded to in a letter that he sent von Neumann in March 1944. The Peierls scheme was viewed unfavorably at the time. Skyrme says, “The main disadvantage of this method ... was that a cycle (n+1) could not be completed until the positions of the points (i-1) etc., behind the shock had been found by numerical integration”.

Skyrme created an alternative shock-fitting Lagrangian hydrodynamic method that accurately captured a discontinuous solution at a shock and evolved it across the mesh. The method by Skyrme required an iterative solver to find
the shock states. That scheme appeared to have similarities to the one by Peierls, but the details on the Peierls’ scheme are limited in the available records. It is important to recognize that the shock fitting methods by Peierls and Skyrme were quite different from and predate the artificial viscosity based method by von Neumann and Richtmyer.\textsuperscript{24,27} By mid-March 1944, researchers at Los Alamos had at least four approaches available to solve the shock hydrodynamics equations: schemes by Serber, von Neumann, Peierls, and Skyrme.

Incorporating Rankine-Hugoniot jump conditions into a numerical scheme was revolutionary for that time period. Beyond the work by Skyrme and Peierls, there was just one other shock fitting scheme at that time. Howard Emmons\textsuperscript{28,29} published in 1944 a method for steady transonic flows over surfaces that arise in aeronautic applications. Emmons created an Eulerian approach that combined a stream-function based method for the subsonic region with a separate method for supersonic region. The method by Emmons differed significantly from the Lagrangian method by Skyrme and the one by Peierls that were designed for transient shock dynamics. Shock-fitting schemes similar to Peierls’ and Skyrme’s were not published until many decades later, for example see the work by Maurizio Di Giacinto and Mauro Valorani,\textsuperscript{30} the shock-fitting method implemented in the Los Alamos FRONTIER code,\textsuperscript{31–33} the recent shock fitting book by Onofri and Paciorri,\textsuperscript{34} or the modern moving Discontinuous Galerkin method with interface condition enforcement by Corrigan et. al.\textsuperscript{35,36} The schemes by Peierls and Skyrme were never published in a journal so they remained somewhat lost to time and unknown to the broader scientific community. The details on Skyrme’s shock-fitting scheme were documented in multiple laboratory reports and letters during and after the Manhattan Project. These were declassified many decades after authorship and have since been made available to the public. Details on Peierls’ shock-fitting method have not been found in the available records. Skyrme’s shock fitting scheme is described in Section V.

Frankel, Nelson, and Naomi Livesay developed a hydrodynamics computer program at Los Alamos for the soon-to-arrive IBM PCAM in March 1944. The program was tested in March 1944 on the Marchant calculators with the assistance of Richard Feynman and Nicholas Metropolis.\textsuperscript{21,37} The hydrodynamics code being discussed had no name, it was just referred to as the IBM code or IBM problems. The IBM PCAM arrived in Los Alamos on April 4, 1944. A hydrodynamic calculation was started on the IBM PCAM “within a week of arrival” in early April 1944.\textsuperscript{21,38} See the companion ANS article on the PCAM and the computing facility.\textsuperscript{16} The calculation used von Neumann’s spherical coordinate hydrodynamic method. Note that this method is not the method normally associated with von Neumann. The method that von Neumann and Richtmyer published in 1950 is based on artificial viscosity, and is quite different from the original method by von Neumann that was used in 1944.\textsuperscript{24}

The internal boundary conditions with Skyrme’s approach was too complicated for the IBM PCAM and had to be performed by hand using Marchant calculators, with the results inserted into the IBM hydrodynamic calculation at the appropriate position and time. This motivated research into alternative Lagrangian hydrodynamic methods.

As an alternative to a shock-fitting approach, Peierls suggested to von Neumann in a March 28, 1944 letter that he should add a dissipative mechanism to his hydrodynamic scheme\textsuperscript{25} to remove the spurious oscillations near a shock. Peierls said, “Incidentally, have you thought at all about the following alternative way of avoiding discontinuity. In actual fact, the shock front has a finite width because of the viscosity and thermal conductivity of the medium. But artificially, assuming a viscosity very much larger than the actual, you can obtain instead of the discontinuity a front of a finite width, and as long as this width is small compared to the scale of the phenomenon, this should otherwise give no trouble.”\textsuperscript{25} Appendix A provides the original letter from Peierls.

In 1948, Richtmyer\textsuperscript{27} said, “For strong shocks it has been customary to interrupt the normal calculating routine at the discontinuity and perform a special calculation (“shock-fitting”) based on the Rankine-Hugoniot theory.” In that report, Richtmyer advocated for a new approach to simulate shocks using viscosity (real or fictitious) to smear the shock and achieve robust solutions without explicitly fitting the shock. He said, “It was pointed out by von Neumann that what is clearly needed is to take into account in the equations the dissipative mechanisms that operate in a physical shock to convert mechanical energy irreversibly into heat. This is the basis of the second proposal.” With this approach, “shocks are automatically taken care of by ... introducing a (real or fictitious) dissipation term...” Richtmyer\textsuperscript{27} provided an analysis to show the Rankine-Hugoniot jump conditions were satisfied using an artificial viscosity. Using artificial viscosity had the advantage of simplicity and could be readily implemented on the computers of that time.

By 1948, Richtmyer had developed a shock capturing scheme that incorporated artificial viscosity.\textsuperscript{24,27,39} Richtmyer added an artificial viscosity term to Peierls and Skyrme’s Lagrangian hydrodynamic scheme (without the shock-fitting boundary conditions) that was in terms of
The initial coordinates. He also proposed a new scheme to solve the internal energy evolution equation, which included evaluating the EOS in terms of specific volume and temperature rather than entropy.\textsuperscript{27} $p = p(v, T)$. He also presented an approach to solve the entropy evolution equation. The methods by Richtmyer to evolve internal energy and entropy, along with some of his derivations,\textsuperscript{27} were not discussed in the paper that von Neumann and he later published in 1950;\textsuperscript{24} likewise, that paper did not discuss the earlier work on hydrodynamic methods by von Neumann, Peierls, and Skyrme. We present the details on Richtmyer’s 1948 scheme in Section VI.

The von Neumann and Richtmyer artificial viscosity scheme published in 1950\textsuperscript{24} used a new staggered time integration method with a staggered spatial discretization that was in terms of the initial coordinates, where the latter came from the hydrodynamic scheme by Peierls and Skyrme, and the spatially staggered-grid approach came from earlier work by von Neumann.\textsuperscript{18} The origins of many modern Lagrangian hydrodynamic schemes can be traced to the pioneering work by Richtmyer and von Neumann, and the impact of that work will be discussed further in the Conclusions section.

II.A. Historical documentation

Thoroughly understanding the specifics of the early Lagrangian hydrodynamic methods is somewhat challenging for a range of reasons. There are a limited set of historical reports that document the work, and these reports were not necessarily intended to educate an outside audience. The authors were inventing the syntax to describe the numerical approaches, so at times, their syntax differs from what is used in many journal papers and textbooks; likewise, many descriptions in the report centered around the IBM PCAM e.g., punch cards, which is quite foreign to modern-day readers. The documents also contain typographical errors. The Los Alamos staff at the time were experimenting with various methods of handling the shocks so many options were reported. They were also pioneering the transition from classical analytic methods to numeric methods, so many of the reports discuss both. The rest of this paper seeks to decipher this complicated story of the first numerical methods to simulate shock dynamics.

III. JOHN VON NEUMANN’S METHODS

von Neumann derived the Lagrange equations in terms of mass coordinates for the case of compressible, non-viscous, non-conductive hydrodynamics in his March 1944 paper.\textsuperscript{18} In that paper, the position at time $t$ is $x = x(a, t)$ where “the substance contained in the interval $a, a + da$ has the mass $da$.”\textsuperscript{18} For the rest of the paper, we will use the syntax by Skyrme, Peierls, and Richtmyer for consistency purposes, which deviates from what was used by von Neumann in his paper.\textsuperscript{16} Using the alternate syntax, the Lagrange evolution equations for a position $X$ in 1D Cartesian coordinates is

$$\frac{\partial^2 X}{\partial t^2} = -\frac{\partial p}{\partial m}$$  \hspace{1cm} (1)

where the pressure is $p$ and the mass is $m$. The current position is $X$, which deviates from today’s commonly used convention that denotes variables in the initial coordinates with capital letters, and the current coordinates with lower-case letters. The specific volume in 1D Cartesian coordinates is

$$v = \frac{\partial X}{\partial m} = \frac{1}{\rho}$$  \hspace{1cm} (2)

von Neumann presented a finite difference approach (based on central differences) to solve these governing equations numerically on a staggered-grid. This is the origin of the staggered-grid approach to solve the Lagrange hydrodynamics equations that is still in use today. The focus of von Neumann’s original paper was on 1D Cartesian coordinates, but at the end of his paper, a short discussion was given on extending the scheme to spherical coordinates.

We will now shift the focus to von Neumann’s work to extend his original scheme to spherical coordinates that was documented in laboratory reports such as the one by Skyrme.\textsuperscript{19} Shortly after arriving at Los Alamos, Skyrme adapted his shock-fitting treatment, mentioned in Peierls’ March 15, 1944 letter,\textsuperscript{25} to work with von Neumann’s hydrodynamic method,\textsuperscript{18} and he documented the method in LAMS-562.\textsuperscript{19} In what follows, we will adopt the notation of LAMS-562.\textsuperscript{19}

The Lagrange evolution equation for the radius $R$ in 1D spherical coordinates is

$$\frac{\partial^2 R}{\partial t^2} = -3R^2 \frac{\partial p}{\partial m}$$  \hspace{1cm} (3)

Here $m$ is the mass coordinate of an individual Lagrangian mass-point, “equal to $(\frac{2V}{4\pi})$ times the mass enclosed within the spherical shell corresponding to any point”,\textsuperscript{19} The position of a mass element at a particular time, $t$, is defined as $R$. The specific volume, $v$, is defined as

$$v = \frac{\partial R^3}{\partial m} = \frac{1}{\rho}$$  \hspace{1cm} (4)

von Neumann presented a staggered-grid finite difference method to solve the governing evolution equations. If the time cycle is labeled by a superscript $n$, and the mass-points are labeled by a subscript $i$, the discrete equation to be solved is
The discrete specific volume is

\[ v^n_{i + \frac{1}{2}} = \frac{\left(R^n_{i+1}\right)^3 - \left(R^n_{i}\right)^3}{m_{i+1} - m_i} \]  

(9)

Because the pressure could be calculated from the entropy and specific volume there was no need to solve the energy equation. The pressure was calculated at the mid-points between the mass-points, this was a staggered-grid Lagrangian formulation.

von Neumann pointed out the Courant time stability condition. Peierls had empirically found the same condition. Skyrme terms it the ‘L-condition’ in his report. Defining the local sound speed,

\[ c = \sqrt{\left. \frac{\partial p}{\partial S} \right|_T} \]  

(10)

were the partial derivative is taken with entropy \( S \) remaining constant, and should not be confused with the subscript \( s \) that is used later in the paper to denote a quantity at a shock. The Courant limit is

\[ L = \frac{c \Delta t}{\Delta R} = \left| \frac{3R^2 p c \Delta t}{\Delta m} \right| < 1 \]  

(11)

A value of \( L = 1/2 \) is reported to be used. As noted above, the equation of state (EOS) is needed to solve the difference equation. The final form of the EOS was determined so as to limit the number of punch cards required, from LA-1058.

\[ p(v, S) = F_1 \frac{v}{a} + b F_2 \frac{v}{a} \]  

(12)

Here \( F_1 \) and \( F_2 \) are constants for a material, \( v \) is the specific volume, and the coefficients \( a \) and \( b \) are known functions of \( S \), the entropy. The entropy was calculated from the specific volume. One thousand punch cards were used to tabulate all possible values of \( v/a \) and \( b \). This completes the hydrodynamics equations that were used with von Neumann’s 1D spherical coordinate method.

von Neumann proposed using this method for treating shocks by just letting the hydro deal with it, i.e., “completely ignoring the possibility of shocks”. He visualized the problem as a set of mass points connected by springs. He believed that the above hydrodynamic equations would allow good approximations of a shock, but with oscillations behind the shock. “As soon as a shock has been crossed such oscillations must develop, and they have a perfectly good physical significance. They represent the thermic agitation caused by the degradation of energy through the shock”. Only the average hydrodynamic values were valid behind the shock. The test problems von Neumann carried out on the BRL PCAM in early 1944 were air blasts that had weak shocks. The approach of letting an inviscid hydrodynamic method calculate the shocks, especially weak shocks will be referred to as the von Neumann method in this paper. When tried on strong shocks, von Neumann’s method created more violent oscillations than expected. Peierls showed that von Neumann’s method was only valid for weak shocks. The conclusion was that von Neumann’s method could not be used for strong shocks, and lead to them using shock-fitting methods.

**IV. RUDOLF PEIERLS’ SHOCK-FITTING METHOD**

Peierls proposed an approach in his March 28, 1944 letter to von Neumann that treated the “shock wave classically”. This method required extrapolating the shock position to the next time step. Metropolis worked out the numerics of Peierls shock method in April 1944. Skyrme described Peierls’ shock fitting method in LAMS-562. Skyrme stated that the “main disadvantage of this method, apart from the fact that it introduced undesirable fluctuations behind the shock, was that a cycle \((n+1)\) could not be completed until the positions of the points \((i-1)\) etc. behind the shock had been found by numerical integration. This introduced a delay between cycles”. This is
the same weakness as the extrapolation method Peierls described in his March 28, 1944 letter.25

For strong shock problems, the pressure found in the “classical calculation” with Peierls’ method agreed closely with the average pressure calculated using von Neumann’s method. However, the classical method showed that the high pressures from von Neumann’s method on strong shock problems were spurious.

V. TONY SKYRME’S SHOCK-FITTING METHOD

Neither von Neumann’s nor Peierls’ shock methods were really satisfactory. Peierls’ classical method required information ahead of the shock, and von Neumann’s method was only valid for weak shocks.19,20 This, coupled with the observation of the constant in space pressure behind the shock, lead to the use of a third method for handling strong shocks that also reduced the “undesirable fluctuations behind the shock”.

Skyrme dramatically increased the sophistication of handling shocks with the intent of doing the best possible simulation. The shock-fitting method is documented in LAMS-56219 and in LA-1058.26 LAMS-562 was published in 1947 after Skyrme left Los Alamos, but it appears to have been written in December 1944 or January 1945. Similarly, LA-1058 was published in June 1949, but it contains a chapter written by Skyrme that thoroughly described his shock-fitting hydrodynamic method.

In both LAMS-562 and LA-1058, Skyrme described a novel iterative approach to impose the Rankine-Hugoniot jump conditions at the shock front within a Lagrangian hydrodynamic calculation. Skyrme also presented a new Lagrangian staggered-grid hydrodynamic method based on the initial coordinates that is also referred to in an early letter by Peierls in 1944.25 Skyrme’s hydrodynamic scheme was applied everywhere on the mesh in LA-1058, whereas in the case of LAMS-562, his hydrodynamic method was only used near the shock and von Neumann’s method was used everywhere else.19

For strong shocks, Peierls’ shock fitting method was replaced with the shock fitting approach of Skyrme.19 Skyrme’s method shown in LAMS-56219 has 63 steps! The “procedure used in computing the position of the shock is so complicated that it is impractical to use the I.B.M. machines for it, but it can be done satisfactorily with an ordinary calculating machine”.26 Even so, the shock procedure on the Marchant for a time step could be completed in about the same time it took the IBM PCAM to calculate a single hydro cycle.26,40

By March 1945 a standard shock procedure was in place, Skyrme’s shock-fitting approach, combined with von Neumann’s hydrodynamic method, was used for the strong shocks.19 The weak shocks were treated using only von Neumann’s method.19 By the late 1940’s, researchers had switched to using Skyrme’s Lagrangian hydrodynamic method (which is in terms of the initial coordinates) in place of von Neumann’s method (which used mass coordinates) but still with the shock-fitting approach.

The remainder of this section will focus on describing the key equations used with the shock-fitting scheme by Skyrme. We will present the key parts for the scheme documented in LA-1058 as it is the most complete. There appears to be only one minor change between the scheme documented in LAMS-562 and LA-1058, which will be highlighted. The method in LA-1058 assumes an initial mesh that is at rest with a single outward propagating shock starting at the origin (akin to the Sedov blast wave problem41,42); the presentation that follows adheres to this assumption. As a note of caution to the reader, the original manuscripts by Skyrme contained typographical errors such as placing a minus sign on an equation, omitting a superscript on a variable, or not including a square root sign on a term. As such, the equations presented in this paper will in a few cases deviate slightly from what was printed in the original manuscripts.

V.A. Governing Lagrangian hydrodynamic equations

The shock fitting hydrodynamic methods by both Peierls and Skyrme solved the governing analytic Lagrangian hydrodynamic equations in terms of the position in the initial spatial coordinates \( r \), which are termed total Lagrangian methods in modern literature. The position in current spatial coordinates is \( R \). We follow the naming convention used by Peierls and Skyrme. The specific volume of the material in the initial coordinates is \( v_0 \) and the pressure is \( p \). The evolution of a position in the current spatial coordinates is,

\[
\frac{d^2 R}{dt^2} = -v_0 R^2 \frac{dp}{dr} \tag{13}
\]

The specific volume at time \( t \) is

\[
v = v_0 \frac{\partial R^3}{\partial r^3} \tag{14}
\]

It is reasonable to assume that the flow is adiabatic i.e., there is no time for heat to transfer away. A continuous flow will be isentropic. The only change in entropy is across the shock; as such, the rate of change of the entropy with respect to time away from a shock is zero.

V.B. Rankine-Hugoniot jump relations

This subsection presents the Rankine-Hugoniot relations used in the scheme by Skyrme.19,26 The velocity of the shock is
\[
\frac{dr_s}{dt} = v_0 \sqrt{\frac{p_s - p_0}{v_0 - v_s}}
\]

The pressure at the shock is \( p_s \) and the specific volume of the shock is \( v_s \). The shock pressure is a function of the specific volume and entropy, \( p_s = \psi(v_s, S_s) \). The material velocity at the shock is

\[
u_s \equiv \left( \frac{\partial R}{\partial t} \right)_s = \sqrt{(p_s - p_0)(v_0 - v_s)}
\]

The acceleration of the shock is

\[
\frac{d^2 r_s}{dt^2} = \frac{v_0}{2u_s} \frac{dv_s}{dt} \left(W^2 - u^2\right)
\]

where

\[
w \equiv \sqrt{\frac{-\partial p}{\partial v}} \quad \text{and} \quad W \equiv \frac{p_s - p_0}{v_0 - v_s}
\]

The pressure at the shock is calculated using an equation of state that is a function of \( v_s^n \) and entropy \( S \), which is constant away from a shock. See Figure 3 for a diagram showing the variable locations with a notional shock profile.

The finite difference equation shown in Eq. 21 will give rise to large oscillations near strong shocks. To correct these oscillations, Skyrme proposed a shock-fitting approach that introduces a discontinuity with boundary conditions to the finite difference equation. At a shock, the pressure gradient behind the shock is based on the shock pressure instead of the neighboring pressure at \( p_{i+\frac{1}{2}} \).

\[
R_s^{n+1} = 2R_i^n - R_i^{n-1} - (\Delta t^2) v_0 \frac{\partial p_s}{\partial r_s} \left( \frac{p_s^{n+\frac{1}{2}} - p_{i-\frac{1}{2}}^{n+\frac{1}{2}}}{r_s^{n+\frac{1}{2}} - r_{i-\frac{1}{2}}^{n+\frac{1}{2}}} \right)
\]

As mentioned earlier, the shock is moving in the positive direction relative to node \( R_s \). The shock pressure \( p_s^n \) is a function of \( v_s^n \) through an equation of state. The shock pressure and the specific volume for the shock are unknowns and must be calculated using an iterative method and the Rankine-Hugoniot jump equations. The entropy only changes across the shock, so the flow is isentropic away from the shock.

V.D. Solving the jump equations

This subsection discusses how to calculate \( v_s^n \), which in turn is used to calculate \( p_s^n \) through an equation of state. The shock pressure \( p_s^n \) is used to evolve the position of the nodes \( R_i^n \) in the current coordinate system and the shock position in the initial coordinate \( r_s^n \). The goal is to calculate the specific volume of the shock \( v_s^n \) iteratively using

\[
v_s^n = v_s^{n-1} + \frac{\Delta t}{2} \left[ \left( \frac{dv_s}{dt} \right)_s^n + \left( \frac{dv_s}{dt} \right)_s^{n-1} \right]
\]

where \( \left( \frac{dv_s}{dt} \right)_s^n \), see Eq. 19, is a function of the unshocked state \((p_0^n, v_0^n)\), a function of the current shock position \( r_s^n \), and \( \partial v / \partial r \) and \( \partial v / \partial s \) at the shock. These latter spatial derivatives are calculated using

\[
\left( \frac{\partial v}{\partial r} \right)_s = \frac{v_s - v_{i-\frac{1}{2}}}{r_s - r_{i-\frac{1}{2}}} \quad \text{and} \quad \left( \frac{\partial p}{\partial r} \right)_s = \frac{p_s - p_{i-\frac{1}{2}}}{r_s - r_{i-\frac{1}{2}}}
\]

Eq. 23 is iteratively solved until \( v_s^n \) on the left side is equal to the \( v_s^n \) that is used to calculate \( \left( \frac{dv_s}{dt} \right)_s^n \) on the right side.

The shock position at the next time step is calculated using
The first derivative of the shock position with respect to time, see Eq. 15, is a function of $v_s$. The second derivative of the shock position with respect to time, see Eq. 17 is a function of $v_s$ and $d r_s / dt$. Skyrme found that calculating $r_s^{n+1}$ using

$$r_s^{n+1} = 2 r_s^n - r_s^{n-1} + \frac{\Delta t^2}{2} \left( \frac{d^2 r_s}{dt^2} \right)^n$$  \hfill (25)

The artificial viscosity coefficient $\alpha$ is derived based on studying the Rankine-Hugoniot jump relations.

$$\alpha = \frac{\gamma + 1}{2} \frac{l_s^2}{v_0^2 v_s}$$  \hfill (29)

where $l_s$ is the shock thickness and $v_s$ is the specific volume of shocked state. As an approximation, Richtmyer proposed to use the non-shocked value of specific volume $v_0$ in place of $v_s$. The specific volume $v$ is calculated using

$$v = v_0 \frac{\partial X}{\partial x}$$  \hfill (30)

References:

[25] von Neumann made this the standard method for handling shocks in Lagrangian hydrodynamic codes with their 1950 journal paper. This is known as a smeared shock method or shock capturing method. Use of artificial viscosity allowed the intrinsic treatment of strong shocks without undue smearing of the weak shocks. The details on Richtmyer’s scheme will now be discussed.

The staggered-grid hydrodynamic scheme by Richtmyer solves the governing equations in 1D Cartesian coordinates in terms of the initial spatial coordinates $x$. His approach builds on the one by Skyrme (subsection V.A.), and includes an artificial viscosity term and solves the specific internal energy evolution equation. This is the first recorded instance of solving the specific internal energy evolution equation with a hydrodynamics method, which is now the standard practice. The pressure is calculated using the specific volume $v$ and temperature $T$, so $p = p(v, T)$. The prior hydrodynamic methods calculated the pressure in terms of the entropy $S$. The evolution equations for the position in the current coordinate system $X$ (in 1D Cartesian coordinates) and specific internal energy $\epsilon$ are as follows,

$$\frac{d \epsilon}{dt} = \frac{d v}{dt} \frac{\partial \epsilon}{\partial v} + 2 \alpha \left| \frac{\partial v}{\partial x} \right| \frac{\partial^2 v}{\partial x^2}$$  \hfill (27)

$$\frac{d \epsilon}{dt} = -\rho \frac{\partial v}{\partial t} + \alpha \left| \frac{\partial v}{\partial t} \right|^3$$  \hfill (28)

where $l_s$ is the shock thickness and $v_s$ is the specific volume of shocked state.
These governing equations are discretized using a staggered arrangement and central difference approximations of the derivatives.

\[
\frac{1}{v_0} \frac{X_i^{n+1} - 2X_i^n + X_i^{n-1}}{(\Delta t)^2} = -\frac{p_i^{n+1} - p_i^n}{\Delta x} + 2\alpha \frac{(v_i^{n+1/2} + v_i^{n-1/2}) - (v_i^{n+1/2} - v_i^{n-1/2})}{2\Delta t} \left( \frac{v_i^{n+1/2} - v_i^{n-1/2} - v_i^{n+1/2} + v_i^{n-1/2}}{\Delta x \Delta t} \right) 
\]

(31)

\[
\frac{\epsilon_i^{n+1} - \epsilon_i^{n+1/2}}{\Delta t} = -\frac{p_i^{n+1/2} - p_i^{n-1/2}}{\Delta t} + \alpha \left| \frac{v_i^{n+1/2} - v_i^{n-1/2}}{\Delta t} \right|^3 
\]

(32)

\[
\frac{X_i^{n+1} - X_i^{n+1/2}}{\Delta T} = \frac{v_i^{n+1/2} - v_i^{n+1/2}}{\Delta t} 
\]

(33)

The pressure is calculated using \( p_i^{n+1/2} = p(v_i^{n+1/2}, T_i^{n+1/2}) \). Richtmyer also presented an alternate entropy-based approach that evolves specific entropy in place of the specific internal energy.

\[
T_i^{n+1/2} = T_i^n - \frac{s_i^{n+1/2} - s_i^{n+1/2}}{\Delta T} 
\]

(34)

In 1953, a code was implemented on the IBM Model II CPC. It employed both the method by von Neumann and Richtmyer that used an artificial viscosity for shocks, and also Skyrme’s shock-fitting method, but some hand fitting was still required. By the mid-1950’s, the shock fitting method of Skyrme was fully automated, and the successor code had the option to use either shock-fitting or smeared shock methods for simulating strong shocks.

VII. CONCLUSION

The intent of this paper was to inform the broader community on the pioneering work by von Neumann, Peierls, Skyrme, and Richtmyer to create robust hydrodynamic methods to simulate shock drive flows. These researchers developed multiple Lagrangian hydrodynamic schemes between 1943 and 1948, and most of these schemes were never published beyond laboratory reports. These early foundational advances led to subsequent, important computational hydrodynamic methods created by researchers at Lawrence Livermore, Los Alamos, and Sandia National Laboratories, and at laboratories and universities in the UK, France, and other countries.

We discussed the original, 1D Cartesian coordinate staggered-grid Lagrangian scheme by von Neumann that was published in 1944, but garnered little attention by the broader community after it was published. That 1D scheme used central difference approximations for the derivatives. Soon thereafter, von Neumann proposed a 1D spherical coordinate Lagrangian hydrodynamic method, based on his earlier 1D scheme, to simulate a radially-outward propagating shock wave (akin to the Sedov blast wave problem) on the BRL IBM PCAM machine. We believe this was the first shock hydrodynamics code, but that scheme was prone to spurious oscillations near a strong shock, often with amplitudes twice the mean pressure. von Neumann’s original method was only suitable for weak shocks.

At Los Alamos, von Neumann’s hydrodynamic method was implemented in a computer program by Frankel, Nelson, and Livesey, who also directed a cadre of IBM PCAM operators. These efforts resulted in the Los Alamos IBM code, which would become the first hydrodynamics code to accurately and robustly simulating strong shocks.

The spurious oscillations in von Neumann’s method motivated Peierls and Skyrme to investigate shock-fitting methods. We presented the details on a novel, essentially unknown shock-fitting Lagrangian hydrodynamic method created by Skyrme in 1944. It explicitly represented a shock discontinuity on a discrete mesh and coupled together two separate higher-order solutions with the Rankine-Hugoniot jump conditions. With this approach, higher-order accuracy is achieved without spurious oscillations on problems with discontinuities. The scheme by Skyrme was an improvement over an earlier shock-fitting scheme by Peierls. The challenge with Skyrme’s shock-fitting method was that it required an iterative solve to impose the shock boundary conditions, so it was not well suited for the IBM PCAM. Instead, the shock fitting was performed by hand using Marchant calculators with the results inserted into the IBM hydrodynamic calculation at the appropriate position and time. The scheme by Skyrme was fully automated on a computer by the mid-1950’s.

The shock-fitting approaches by Peierls and Skyrme were used with a staggered-grid Lagrangian hydrodynamic method that was in terms of the initial coordinates. That formulation quickly replaced Von Neumann’s mass coordinate formulation. Since that time, a range of Lagrangian hydrodynamic schemes have been proposed that use the initial coordinates (or fixed reference coordinates), examples include the discontinuous Galerkin hydrodynamic method, the finite element hydrodynamic method, and the residual distribution hydrodynamic method. Skyrme also introduced a strong mass conservation equation that has been used in many subsequent schemes.

After WWII, researchers at Los Alamos were motivated to...
to create a robust Lagrangian hydrodynamic scheme to simulate strong shocks and that could be fully run on the computers at that time. The alternative to the Skyrme shock-fitting scheme was a shock capturing scheme that used artificial viscosity to smear the shock over several cells. The use of artificial viscosity for shock capturing was first suggested in a letter by Peierls to von Neumann on March 28, 1944.\textsuperscript{25} Richtmyer developed the quadrature formulation of artificial viscosity in 1948, calling it a “fictitious” addition to the hydrodynamics equations.\textsuperscript{27,39} Richtmyer added the artificial viscosity to Peierls’ and Skyrme’s finite difference scheme that was in terms of the initial coordinates. Likewise, he introduced the now standard practice of solving the internal energy evolution equation, which included evaluating the EOS as a function of specific volume and temperature,\textsuperscript{27} whereas prior works used specific volume and entropy.

The artificial viscosity approach was introduced to the broader hydrodynamics community, using Peierls’ artificial viscosity nomenclature, in the well known 1950 paper by von Neumann and Richtmyer.\textsuperscript{24} That paper presented a new staggered time integration method with a spatially staggered discretization that was in terms of the initial coordinates. Peierls and Skyrme were the first to create a Lagrangian hydrodynamic scheme in terms of the initial coordinates following the staggered-grid approach from von Neumann in 1944.\textsuperscript{18} The staggered-grid discretization combined with artificial viscosity is the basis of most Lagrangian hydrodynamic schemes.\textsuperscript{56–62} In 1955 at Los Alamos, Rolf Landshoff added a linear term to the artificial viscosity,\textsuperscript{53,64} and Marshall Rosenbluth suggested turning off the artificial viscosity during expansion.\textsuperscript{65} These additions to artificial viscosity were first publicly discussed in the 1957 edition of Richtmyer and Morton.\textsuperscript{65} Peter Lax and Burt Wendroff put the shock capturing method into conservative form in the 1960s.\textsuperscript{65–70} In 1964, Mark Wilkins published the artificial viscosity in the form that is most widely used.\textsuperscript{71} In the same volume, William Schulz described a tensor viscosity for use with a two-dimensional Lagrangian code.\textsuperscript{72} The stability analysis techniques and convergence theory of partial differential equations were established by von Neumann, Richtmyer, and Lax.\textsuperscript{24,73,74} See Maattsson and Rider for a review of the development of artificial viscosity.\textsuperscript{75}

The creation of shock capturing schemes facilitated the development of two-dimensional Lagrangian shock hydrodynamics codes,\textsuperscript{43,55,71,72,76,77} and eventually three-dimensional codes.\textsuperscript{39,60} Modern staggered-grid Lagrangian and artificial viscosity methods have evolved from the pioneering work of the 1940’s,\textsuperscript{61,78–84} The first cell-centered Lagrangian hydrodynamic method was proposed by Sergei Godunov.\textsuperscript{85,86} Research at LANL on cell-centered Lagrangian hydrodynamic methods in the early 1980’s resulted in the CAVEAT code,\textsuperscript{87,88} which was followed by a myriad of work on cell-centered schemes in the 2000’s.\textsuperscript{89–99} The cell-centered work has led to notable improvements in the staggered-grid methods.\textsuperscript{100–105}

This history shows the vital contributions made to the hydrodynamic methods theory by von Neumann, Peierls, Skyrme, and Richtmyer. It certainly justifies Hans Bethe’s statement that the “collaboration of the British Mission absolutely was essential”\textsuperscript{106} and Norris Bradbury’s statement that “the British Mission supplied the major portion of experience in the field of theoretical hydrodynamics... It might also be pointed out that the United States was largely lacking in personnel experienced in this field of classical physics”.\textsuperscript{106} This paper sought to correct historical omissions and to communicate the complicated story on the origins of Lagrangian hydrodynamic methods for simulating shock dynamics.
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A ORIGINAL LETTERS

This appendix provides the original letters sent by Rudolf Peierls to J.R. Oppenheimer and J. von Neumann in March 1944. These letters were declassified and approved for unlimited release, LA-UR-20-28408. Peierls made his first visit to Los Alamos on February 8, 1944, and subsequently moved to Los Alamos in June 1944 to lead the implosion theory group. The letters are the result of the discussions during that first visit to Los Alamos. These letters were found in the archives of the Manhattan Project held at the Los Alamos National Laboratory National Security Research Center.

The first four letters are to J.R. Oppenheimer.

- March 9, 1944 discusses neutronics and hydrodynamics.
- March 15, 1944 mainly discusses hydrodynamics, giving the shock wave equations worked out by T.H.R. Skyrme. Skyrme joined Los Alamos on July 31, 1944 and was a key member of the hydrodynamics modeling effort.
- March 21, 1944 discusses neutronics by Davison.
- March 24, 1944 discusses neutronics by Wilson.

The last letter is to J. von Neumann on March 28, 1944 discussing Peierls’ method for handling shock waves. The last paragraph of this letter is remarkable because Peierls suggests to von Neumann to use artificial viscosity to smear out shocks in hydrodynamics calculations.
Dr. J. R. Oppenheimer,  
P. O. Box 1663,  
Santa Fe, New Mexico.

Dear Oppenheimer,

I can now give you answers to some of the questions that I put to Wilson as a result of our recent discussions.

(a) Perturbation Theory for Small Deviations from Spherical Shape.

Wilson has looked into this and is writing up the theory. I understand from Mr. Skyrme, who has just arrived here from Birmingham, that Wilson considers this a very easy problem and, in fact, was in doubt whether there was not some more subtle point in our minds when we made the request, since the method he suggests to solve the problem is fairly obvious. I hope to get an account of this method from him shortly and shall, of course, then forward it to you at once. We can then see whether this takes care of the problem Bethe was anxious to get solved.

(b) Numerical Method for the Shock Wave Problem.

The present state of affairs is as follows: Most of the time lately has been spent on attempting to solve the equations for small deviations from the Neuman case to a high order of approximation, but it turned out that the equations for all but the first order become unmanageable. We believe, however, that a solution up to first order should give a sufficiently good basis for starting numerical integration and this had just started again when Mr. Skyrme left. It was, however, too early to say what further difficulties might be encountered. In the meantime work has been done on finding an analytical form for the equation of state of air in the range concerned. This work was almost completed when Skyrme left but as he was working on this himself his departure may have caused some delay. I assume that, regardless of the fate of the numerical integration, this work on the equation of state should be pushed ahead as it would also be of use for Bethe's approximate method of solution. It is difficult to judge the time scale for this integration process as it may be fairly rapid if there are no snags. Our interpretation is that it should easily be completed in a time of the order of six months if everything runs smoothly, but it is quite possible that further difficulties may cause an appreciable delay.
(c) New Form of the Equations for Numerical Work.

Mr. Skyrme has developed an alternative form of the equations in which the variables are $r$ and $r/Y$ where $Y$ is the shock wave radius. This leads to fairly simple equations and to boundary conditions which are easier than the usual ones. Skyrme will write down the equations which I will then send on to you. I don't believe that this method will be of particular interest in connection with your integration problem but it might give some improvement for the latter stages after part of the material has started moving outwards and when there is a definite shock wave.

I hope you have in the meantime received the latest reports from Wilson to which I referred in a previous letter. These were transmitted to your Washington Office on February 9th. You may know that Chadwick has a full list of British Reports handed over, together with the dates when they were passed on. He may be able to give you information that would help to chase up any particular reports.

Yours sincerely,

R. Peierls
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RP: jeg. c.c. Dr. Webster
15th March, 1944.

Dr. J. R. Oppenheimer,  
P. O. Box 1663,  
Santa Fe, New Mexico.

Dear Oppenheimer,

I have received an advance copy of the February Progress Report of the Birmingham Group. This, of course, will eventually reach you through official channels but as the final copy of the January Report does not even seem to have reached this country, these are evidently very slow and I want to mention to you 2 items that may interest you.

On the shock wave problem, numerical integration has been resumed and led at first to disappointing results as the accuracy obtained seemed poor. They have stopped to investigate the reason for this and will report to us any further results. In the meantime, work on the equation of state for air is continuing. They have worked out the general theory of a hemisphere completely surrounded by an infinite scattering container and the results are now being evaluated numerically. I would welcome some indication on whether you think this problem at all of interest and whether it should be pressed with any urgency.

Dirac reports that his calculations on efficiency have now been generalized to include the scattering in the container and extensive numerical work is now starting on this. This report is dated about two weeks after I cabled to Dirac, warning him about the error which Bethe has found in his method and I am not quite clear whether in the numerical work now beginning this has been corrected for. In any case I think it would be very helpful indeed if we could before long have the notes which Bethe promised to write up on this point.

I mentioned in my last letter the new form of the shock wave equations which was suggested by Skyrme. We have looked into the question of their suitability for numerical work and come to the conclusion that for purposes of numerical equations they are completely equivalent to the old ones. It is, however, of some interest that, in the variables Skyrme uses, the equations are rather simpler than I would have expected and I enclose a note on the form of the equations for what it is worth.

Yours sincerely,

R. Pauks

VERIFIED UNCLASSIFIED
An alternative form of the equation of a spherical shock wave

In the usual notation

\[ R \] is position of particle initially at \( r \) at time \( t \).

\( p, \rho \) are pressure and density

\( \rho_0 \) is initial density outside disturbance

The equations are then

\[ \frac{\partial^2 R}{\partial t^2} = - \frac{R^2}{r^2} \frac{\partial \rho}{\partial r} \]  \hspace{1cm} (1)

\[ g = \frac{R^2}{r^2} \frac{\partial R}{\partial r} \]  \hspace{1cm} (2)

where

\[ \Pi = \frac{\rho}{\rho_0}; \quad g = \frac{\rho}{\rho_0} \]  \hspace{1cm} (3)

Boundary conditions; when \( r = 0 \); \( R = \dot{R} = 0 \) \hspace{1cm} (4)

when \( R = r = \gamma(t) \)

\[ \Pi = \gamma u \]  \hspace{1cm} (5)

\[ \dot{\gamma} u = \gamma - u \]  \hspace{1cm} (6)

\[ \frac{2E}{\Pi \dot{g}} = \frac{\dot{g}}{g} - 1 \]  \hspace{1cm} (7)

and \( u = \frac{\partial R}{\partial t} \) \hspace{1cm} (8)

Take as variable instead of \( t \), \( z = r/\gamma \)

In terms of \( z \) & \( r \)

\[ \frac{\partial}{\partial t} = \frac{\partial z}{\partial t} \frac{\partial}{\partial z} = - \frac{\dot{\gamma}}{\gamma} z \frac{\partial}{\partial z} \]  \hspace{1cm} (9)

\[ r \frac{\partial}{\partial r} = z \frac{\partial}{\partial z} + r \frac{\partial}{\partial r} \]  \hspace{1cm} (10)

Write

\[ R = \gamma F_z (z, r) \]

\[ \Pi = \gamma^2 P_z (z, r) \]

\[ g = \gamma (z, r) \]

\[ u = \dot{\gamma} H (z, r) \]  \hspace{1cm} (12)
Then \( u = \frac{\partial R}{\partial z} \) becomes

\[
\dot{\gamma} H = \dot{\gamma} F^{r} + H \left( -z \frac{\dot{\gamma} F^{r}}{\gamma z} \right) 
\]

or

\[
H = F^{r} - z \frac{\partial F^{r}}{\partial z} 
\]

(13)

and \( \dot{u} = -\frac{R^{2}}{r^{2}} \frac{\partial R}{\partial r} \) becomes

\[
\gamma^{\prime} H + \frac{\gamma}{z} \frac{\gamma}{\frac{\partial F^{r}}{\partial z}} = -\frac{\gamma^{3}}{r^{3}} \frac{1}{r} \dot{\gamma}^{2} \left( z \frac{\partial P}{\partial z} + r \frac{\partial R}{\partial r} \right) 
\]

or

\[
\left( z \frac{\partial}{\partial z} + r \frac{\partial}{\partial r} \right) P = z^{3} F^{r} \left( z \frac{\partial H}{\partial z} - \frac{\gamma^{2}}{\gamma} H \right) 
\]

(14)

and

\[
\frac{R^{2}}{r^{2}} \frac{\partial R}{\partial r} \] becomes

\[
\frac{\gamma^{2}}{r^{3}} \frac{\gamma}{r} \left( z \frac{\partial F^{r}}{\partial z} + r \frac{\partial R}{\partial r} \right) 
\]

or

\[
\left( z \frac{\partial}{\partial z} + r \frac{\partial}{\partial r} \right) F^{r} = z^{3} \frac{\gamma}{r^{2}} 
\]

(15)

Write now

\[
x = ln z = ln r \gamma 
\]

(16)

and put

\[
\gamma^{\prime} Y = \text{func} \{ \frac{Y}{s} \} = \omega(s) 
\]

(17)

where

\[
s = y - x = ln y 
\]

(18)

Then

\[
\frac{d ln \omega}{ds} = \frac{\gamma}{\omega} \frac{d \omega}{dy} = -\frac{\gamma^{\prime} Y}{\gamma^{2}} 
\]

(19)

Our equations are now

\[
H = F^{r} - \frac{\partial F^{r}}{\partial x} 
\]

(20)

\[
\left( \frac{\partial}{\partial x} + J \frac{\partial}{\partial y} \right) P = \frac{\gamma^{3}}{r^{3}} \left[ \frac{\partial H}{\partial x} + \frac{d ln \omega}{ds} H \right] 
\]

(21)

\[
\left( \frac{\partial}{\partial x} + J \frac{\partial}{\partial y} \right) F^{r} = \frac{\gamma^{2}}{r^{3}} \frac{\gamma}{Y} 
\]

(22)

Boundary conditions

At origin \( R = \dot{R} = 0 \)

or \( R = 0, \frac{\partial R}{\partial x} = 0 \) when \( y = 0 \)

(23)

At shock-wave

when \( x = 0, z = 1, F = 1 \)

(6) becomes

\[
\dot{\gamma}^{3} P = \dot{\gamma}^{2} H 
\]

or

\[
P = H 
\]

(24)

(25)
\( \dot{y}_2 = \dot{y} - \dot{y}_H \)
\[ \text{or} \quad y = 1 - H \quad (26) \]

and \( \dot{y}_2 \) becomes
\( \frac{2E}{y^2} \dot{p} = \dot{y}_2 - 1 \)
\[ \text{or} \quad 2E = \dot{y}^2 (1 - y) \dot{p} \]
so
\( (1 - y) \dot{p} = H^2 = 2 \omega^2 \dot{E} \quad (27) \)
21st March, 1944

Dr. J.R. Oppenheimer,
P.O. Box 1539,
Santa Fe, New Mexico.

Dear Oppenheimer,

I enclose a copy of some notes by Davison on the boundary condition in the case of 2 media of different mean free path in case they are of interest to your group. I ought to explain that this is unfinished work - Davison abandoned this work temporarily at the time I left England and I took with me some manuscript notes of his which have been typed out here. You will see that he does not arrive at any very definite answer, but nevertheless the methods he uses may be of interest.

Yours sincerely,

R. Peierls
Dr. R. Peierls

RP:rg
Enc.
cc. Dr. Webster
24th March, 1944.

Dr. J.R. Oppenheimer,
P.O. Box 1539,
Santa Fe, New Mexico.

Dear Oppenheimer,

I enclose a report by Wilson on the question of nearly spherical bodies which he wrote up at my request, following my conversation with Bethe on this point. I see that he has used diffusion theory. I believe it is not surprising that with the "elementary boundary condition" he obtains a very poor result because the effect will largely depend on the undisturbed density near the surface, which with the elementary boundary condition is zero.

I had hoped Wilson's calculations would include a general formula based on perturbation theory applied directly to the integral equation, which would be rather similar to Dirac's perturbation method. It is a fairly easy matter to do so, but I am reluctant to go into the details of this as this would involve first looking into the point that Bethe made, namely, that Dirac's method is incomplete and has to be supplemented by further terms. This no doubt would apply also to the present case.

The enclosed copy of Wilson's report is our only copy and I would be grateful if you could have it returned to me when in due course you receive an official copy from Washington.

I find that we did not at first obey the letter of the regulations by which receipts were to be sent with all SECRET letters. I would therefore be grateful if some time you could check that you have received my letters dated 15th February, 21st February, 9th March, which were sent without receipts.

Yours sincerely,

Dr. R. Peierls

RP:rg
Enc.
cc: Dr. Webster

[Signature]
Dear von Neumann,

Following our recent conversation I am writing to give you the procedure used in our case to solve the boundary conditions in the case of a shock wave advancing into a stationary gas. I believe the method can be applied without much trouble to the more general case.

I shall assume, for simplicity, that $r$, $t$ are the independent variables, and that the intervals chosen are equidistant both in space and time. Further I shall assume that, at a given time, the position of the shock wave coincides with the end of one of the intervals which we use. Then, at that instant, we can describe our state of knowledge by diagram 1. The variables known at each point from previous integration are indicated. $\mathbf{R}$ is the actual position, $p$ the pressure, $u$ the velocity. Note that $u$ at $t = n + 1$ cannot be obtained directly because of the discontinuity.

Now assume a value for the position of the shock wave at $t = n + 1$, say $y_{n+1}$. Then, since the medium to the right is undisturbed, we have $\mathbf{R} = y_{n+1}$ for $t = n + 2$, $r = y_{n-1}$.

This is related to the shock wave velocity $\nu_{n+1}$ by

$$2 \nu_{n+1} = y_{n+1} - y_n$$

(1)

correct to second order inclusive, $\epsilon$ being the time interval. Next we can find the density at a point half-way between $r_{n-1}$ and $y_{n-1}$, which is denoted by $\nu^*$ in diagram 2:

$$\nu^* = \frac{1}{4} (y_{n+1} + y_{n-1})$$

(2)

The density is given by

$$\frac{\rho_o}{\rho^*} = \frac{R(\nu^*)^3 - y_{n+1}^3}{(\nu^*)^3 - y_{n+1}^3}$$

Unfortunately, the document contains some handwritten corrections and annotations which may affect the readability of certain parts. However, the main content is clearly transcribed here.
where \( \rho \) is atmospheric density. Equation (3) is again correct up to terms of second order in the numerator.

We compare this with the density behind the shock-wave at \( t = n + 1 \) which is \( \bar{\rho}(n + 1, y_{n+1}) \). The difference between this and \( \rho^* \) is a small correction of first order and need therefore be known only to first order of accuracy. Now note that the line from \( (n + 2, m - 3) \) to \( (n, m - 1) \) is parallel to, and twice as long as, the line from \( (n + 2, \tau^*) \) to \( (n + 1, \gamma_{n+1}) \) hence to first order we can write

\[
\rho^* - \bar{\rho}(n + 1, y_{n+1}) = \frac{1}{2}[\bar{\rho}(n + 2, m - 2) - \bar{\rho}(n, m - 1)]
\] (4)

The accuracy of this can, if necessary, be improved by computing also \( \bar{\rho}(n + 2, m - 3) \) etc. and extrapolating towards the shock wave.

The density at the shock wave \( \rho(n + 1, y_{n+1}) \) is a function of \( V_{n+1} \) by the usual boundary condition. Since by means of (1) (3) and (4) we can express this density as a function of \( V_{n+1} \) we obtain an equation which can be solved for \( y_{n+1} \).

DOE ARCHIVES

Having obtained \( V_{n+1} \), and hence \( y_{n+1} \), we can also obtain \( u \) and \( p \) at the shock wave. By interpolation we obtain \( R(m, n + 2) \) and \( u(m, n + 1) \) which are needed for continuing the integration process. From the value of \( p \) at the boundary we can obtain the entropy and hence define the adiabatic which this point will follow in future. By interpolation we obtain the entropy for the point \( n - 1 \). The interpolation requires the knowledge of the actual position \( y_{n+1} \) of the shock wave at \( t = n + 1 \). This can be obtained with sufficient accuracy from values for previous times, together with the knowledge of \( V_{n+1} \).

The process then repeats, except that the shock wave will not now coincide with the end of an interval and hence some slight modification of the method of extrapolation has to be used.

If the shock wave advances into a medium which is itself in motion, we have to know the values of the variables \( u, p, \bar{\rho} \) ahead of the shock front, in order to define the boundary conditions. It is probable that no trouble will be caused if one obtains these quantities by extrapolation, refining the process where necessary. For example, it is quite convenient to get the density ahead of the shock wave by substantially the same process as described above for the other side.

It is necessary for this approximation to have some knowledge of the point \( y_{n+1} \), since one has to extrapolate to this point, but probably this point can be predicted with sufficient accuracy beforehand. Otherwise a correction may have to be applied after the point has been found.

I am afraid these notes are very sketchy, but my main object is to show that, if one can afford to take reasonably small intervals so that terms of higher order are indeed small, there is
nothing very terrible about having to introduce a discontinuity.

Since this can be done for the correct thermodynamic properties of the medium, I think it has an advantage over the process that you described. One question on that process. Behind the shock front, this will involve fairly high-period oscillations. In order to avoid appreciable errors, one must therefore use very small time intervals. Did you find this in practice an inconvenience, and how would the loss of time caused by this compare with the gain owing to avoiding the discontinuity?

Incidentally, have you thought at all about the following alternative way of avoiding discontinuity. In actual fact, the shock front has a finite width because of the viscosity and thermal conductivity of the medium. But artificially, assuming a viscosity very much larger than the actual, you can obtain instead of the discontinuity a front of a finite width, and as long as this width is small compared to the scale of the phenomenon, this should otherwise give no trouble. You pay for this by increasing the order of the equation as regards space derivatives, but the higher derivatives will be negligible except near the shock front. This is a macroscopic way of avoiding the discontinuity as opposed to your atomistic one. It is more complicated than yours but you can put in arbitrary heats and equation of state for the medium.

Yours sincerely,

Dr. R. Peierls

RP:rg
cc: Dr. Oppenheimer
