Individual dynamic prediction and prognostic analysis for long-term allograft survival after kidney transplantation
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Abstract

Background: Predicting allograft survival is vital for efficient transplant success. With dynamic changes in patient conditions, clinical indicators may change longitudinally, and doctors’ judgments may be highly variable. It is necessary to establish a dynamic model to precisely predict the individual risk/survival of new allografts.

Methods: The follow-up data of 407 patients were obtained from a renal allograft failure study. We introduced a landmarking-based dynamic Cox model that incorporated baseline values (age at transplantation, sex, weight) and longitudinal changes (glomerular filtration rate, proteinuria, hematocrit). Model performance was evaluated using Harrell’s C-index and the Brier score.

Results: Six predictors were included in our analysis. The Kaplan–Meier estimates of survival at baseline showed an overall 5-year survival rate of 87.2%. The dynamic Cox model showed the individual survival prediction with more accuracy at different time points (for the 5-year survival prediction, the C-index = 0.789 and Brier score = 0.065 for the average of all time points) than the static Cox model at baseline (C-index = 0.558, Brier score = 0.095). Longitudinal covariate prognostic analysis (with time-varying effects) was performed.

Conclusions: The dynamic Cox model can utilize clinical follow-up data, including longitudinal patient information. Dynamic prediction and prognostic analysis can be used to provide evidence and a reference to better guide clinical decision-making for applying early treatment to patients at high risk.
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Introduction

Chronic kidney disease (CKD) is a major public health issue with increasing attention and prevalence worldwide [1]. Kidney transplantation is well recognized as the best treatment option for patients with end-stage renal disease [2]. However, there are still a substantial number of kidney transplantation failures due to various causes, such as rejection, infection and recurrence of glomerulonephritis. Failure after transplantation is a burden on the transplant system, health care system, and even the patient’s quality of life [3]. Therefore, predicting renal allograft survival is vital for efficient transplant success.

During long-term performance after kidney transplantation, a great deal of information, ranging from lab results such as glomerular filtration rate (GFR) to patients’ conditions such as blood pressure, is measured...
repeatedly in patients over time during observational studies and clinical trials or simply as patients undergo routine monitoring [4]. The loss of kidney function (renal allograft failure) is often defined as an interesting end point in clinical research [5, 6]; thus, the time from baseline to the events of clinical interest is usually collected alongside these longitudinal data.

In recent years, several prediction models (e.g., the Cox regression model) for post-kidney transplantation have been developed and validated [7–15]. However, most studies were limited to making static predictions at a fixed time point and with fixed covariates, such as the “static prediction” shown in Fig. 1. With the follow-up of kidney transplant patients over time, it is necessary to assess various biomarkers at periodic follow-up visits and to ensure that patients’ conditions are stable. These biomarkers are usually defined as longitudinal time-dependent covariates whose values may change over time [16]. For example, the GFR is a clinical sign of renal function for patients in whom it is measured multiple times. An increase in the GFR means that the patient’s renal function is gradually returning to normal. Therefore, longitudinal information should be used to predict the risk of kidney transplant failure.

With the development of precision medicine, building a predictive model with strong performance to achieve accurate predictions for individuals is one essential aspect [7]. Prediction models for precision medicine can be used to guide clinical decision-making on diagnosis and treatment, which has important clinical implications for personalized kidney transplant monitoring based on the risk of transplant failure. For example, anticipating therapy for patients with a high risk of losing renal function is key to improving allograft survival. Thus, the predicted risk of allograft failure determines who should receive early treatment and when it should be applied. Therefore, the longitudinal information obtained during follow-ups should be used to predict patient survival and aid in clinical decision-making, which enables more precise and dynamic individual predictions.

Therefore, we need to build a “dynamic” prediction model. The method of adding patients’ changing information (longitudinal time-dependent covariates) to the prediction model and updating the prediction results at different prediction times (both at the baseline and at later time points) is called “dynamic prediction” [17, 18]. As shown in Fig. 1, dynamic prediction can yield...
the survival probabilities of patients in the next \( w \) years (\( w = 5 \) or \( w = 10 \)) at different prediction time points.

At present, one of the commonly used methods to achieve dynamic prediction is the landmarking method. This method constructs a prediction dataset with the information of patients at risk at specific landmark times \( s_l \). The Cox model employing the landmarking method can utilize updated survival data to construct a prediction model that spans multiple landmark time points to obtain a dynamic survival probability. Therefore, such a Cox model can capture the development of time-dependent covariates, and this model is called the dynamic Cox model [18–20].

In this study, we introduced a dynamic Cox model based on the landmarking approach and applied it to a example data from observational studies after kidney transplantation. The dynamic change performance outcomes of the prediction model were assessed, and specific patient examples were used to illustrate how the predicted survival probabilities of new allografts change at different prediction times during follow-up.

**Materials and methods**

**Example data**

In a renal allograft failure study [5], 407 patients with CKD underwent kidney transplantation in the hospital of the Catholic University of Leuven in Belgium between January 1983 and August 2000 and were followed until renal allograft failure or censorship. The outcome of this analysis was overall survival, which was calculated in years as the time from transplantation to renal allograft failure. Patients whose allografts were still functioning at the last follow-up were censored. Six predictors were selected for the analysis, including age at transplantation, sex, and weight measured at baseline. The three longitudinal time-varying covariates were hematocrit, proteinuria and GFR, and these biomarkers were measured regularly during follow-ups to check the allograft condition of the patients.

**Statistical methods**

Descriptive statistics are reported as the means ± standard deviations for continuous variables and the number of patients for categorical variables. A landmark analysis was performed to make dynamic predictions.

**Landmarking approach**

The basic idea of the landmarking method is to predetermine a series of meaningful time points and assess the statuses of patients at these moments. As shown in Fig. 1, we defined landmark time points \( s_l \) on the expected prediction interval \( [0, s_{\text{max}}] \), where \( s_{\text{max}} \) is the maximum prediction time of interest, to estimate the survival of new allografts in the next \( w \) years (prediction window \( w = 5 \) or \( w = 10 \)) at different prediction time points \( s_l \). For each \( s_l \) (\( l = 0, 1..., L \)), we selected individuals who were still at risk (still alive and undergoing follow-up) at time point \( s_l \) and neglected any event after \( s_l + w \) to construct a corresponding landmark dataset \( R_l \).

**Dynamic Cox model**

As shown in Fig. 1, we constructed the dataset \( R \) by stacking all landmark datasets \( R_l \) together and fitting a Cox model on \( R \). This model had an effect function \( \beta(s_l) = \beta_0 + \beta_1 s_l + \beta_2 s_l^2 \) for covariates \( Z \) at different prediction time points \( s_l \), where \( \beta_0, \beta_1, \beta_2 \) are parameters, and a time function \( \theta(s_l) = \theta_1 s_l + \theta_2 s_l^2 \), where \( \theta_1 \) and \( \theta_2 \) are parameters. We built a dynamic Cox model as follows:

\[
h(t|Z,s_l) = h_0(t) \exp \left(Z^T (s_l) \cdot \beta(s_l) + \theta(s_l)\right), s_l \leq t \leq s_l + w
\]

**Predictive performance assessment**

The measures used to evaluate the performance of predictive models are usually divided into discrimination and calibration measures. Harrell's C-index is generally used for discrimination [21]. The higher the C-index is, the better the consistency, which means that the predicted survival probability is more consistent with the patient's real survival time. The Brier score is a calibrated metric that calculates the squared difference between the probability predicted by the prediction model and the observed result [22]. A smaller Brier score indicates a higher accuracy of prediction by the model. The process of Monte Carlo cross-validation with 200 iterations is shown in Supplementary Fig. S1 and was used to avoid overfitting. Then, the average C-index and Brier score values were calculated to assess the performance of the two models.

**Dynamic analysis**

We aimed to construct a dynamic prediction model that could provide patients with dynamic survival predictions for new allografts. Compared with the static Cox model, the dynamic Cox model can update the survival of new allografts at different prediction time points. After fitting the dynamic Cox model, the predicted \( w \)-year dynamic survival probability at landmark time point \( s_l \) was calculated:

\[
S(t|w,s_l,Z) = P(T > s_l + w|T > s_l,Z) = \exp \left(- \int_{s_l}^{s_l+w} h(t,Z,s_l)dt \right)
\]

To perform precise individual prediction, several patients were selected from the data, and we could dynamically predict the conditional survival probabilities
and real-time survival rate of new allografts for these patients in the next \( w \) years. For numeric stability, the landmark time point \( s_l \) was standardized using \( s_l/(s_L-s_0) \), which ranged from 0 to 1, to calculate the dynamic hazard ratio (HR). Then, the \( w \)-year dynamic HR could be calculated as follows:

\[
HR^w(s_l) = \exp \left( \beta_0 + \beta_1 \times (s_l/(s_L-s_0)) + \beta_2 \times (s_L/(s_L-s_0))^2 \right)
\]

### Results

#### Data description

All 407 patients were included in the analysis. The median follow-up time was 11.86 years (range: 1.04~19.22 years). The baseline characteristics of the study population are depicted in Table 1. Supplementary Fig. S2 shows the Kaplan–Meier estimates of survival at prediction time point \( s = 0 \) (baseline), with an overall 5-year survival rate of 87.2% (95% confidence intervals: 84.0%~90.5%) and an overall 10-year survival rate of 77.9% (95% confidence intervals: 74.0%~82.0%).

#### Model construction

According to the patients' median follow-up time of 11.86 years, we defined the \( s_{max} \) as 10 years, and selected the prediction interval as \([0,10]\). From the completion of kidney transplantation as the initial time point \( s_0=0 \) to the 10th year after transplantation \( s_{40}=10 \), we selected 41 landmark time points \( s_l \in \{s_0,s_1,\ldots,s_{40}\} \) in every 3 months. To obtain dynamic survival predictions for the next \( w \) years, prediction windows of \( w=5 \) and \( w=10 \) were selected, which are more reasonable for a long-term observation process [23]. The detailed results of the static Cox model and dynamic Cox model \((w=5)\) are depicted in Table 1. We built the static Cox model based on the baseline values of six covariates; however, five covariates did not show significant \( P \) values \((P>0.05)\). In contrast, the dynamic Cox model showed that age, weight, hematocrit, proteinuria and GFR had significant results. The time function and three time-dependent covariates (hematocrit, proteinuria and GFR) with time functions also had significant \( P \) values and were included to adjust the model. Taking hematocrit as an example, \( \beta(s_l) = 0.256 - 1.498(s_l/10) \) means that per 0.1% increase in hematocrit, the risk of renal allograft failure increased by 0.256, and as the prediction time \( s_l \) increased, the effect of hematocrit decreased. \( \beta(s_l) = 8.444(s_l/10) - 1.957(s_l/10)^2 \) is the change in the baseline HR \( h_0(t) \) with increasing prediction time \( s_l \).

#### Model assessment

The model assessment measures were calculated according to the 5-year \((w=5)\) and 10-year \((w=10)\) survival rates derived from each landmark time point \( s_l \). Figure 2 shows the prediction measures of the two models. We found that compared with the static Cox model, the dynamic Cox model was better in terms of both the C-index and Brier score as the prediction time \( s \) increased. The changing trends of the C-index and Brier score corresponded to this finding; when the dynamic Cox model had higher discrimination, its calibration was better.

### Table 1 Baseline characteristics and results from the static Cox model and the dynamic Cox model \((w=5)\)

| Variables | Mean ± SD | Static Cox model | Dynamic Cox model \((w=5)\) |
|-----------|-----------|------------------|-----------------------------|
|           | Coef      | SE (coef) | \( P \) value | Time function | Coef | SE (coef) | \( P \) value |
| Age       | 4.160 ± 1.278 | -0.212    | 0.079 | 0.007 | 1 | -0.447 | 0.023 | <0.001 |
| Sex       | 220 (male) | 0.206    | 0.210 | 0.325 | \ \ \ \ \ \ | \ \ | \ \ | \ \ |
| Weight    | 6.381 ± 1.142 | 0.126    | 0.090 | 0.162 | 1 | 0.603 | 0.026 | <0.001 |
| Hematocrit| 2.951 ± 0.620 | 0.148    | 0.146 | 0.310 | 1 | 0.256 | 0.083 | 0.143 |
| GFR       | 0.891 ± 0.549 | 0.133    | 0.128 | 0.298 | \ \ \ \ \ \ | \ \ | \ \ | \ \ |
| Proteinuria| 2.409 ± 3.583 | -0.032   | 0.041 | 0.433 | \ \ \ \ \ \ | \ \ | \ \ | \ \ |
| \( \beta(s_l) \) | \ \ \ \ \ \ | \ \ | \ \ | \ \ | \ \ | \ \ | \ \ |

\( Coef, \) coefficient; \( SE, \) standard error; \( age, \) age at transplantation (per 10 years); \( sex \) (male = 0, female = 1); \( weight, \) weight (per 10 kg); \( hematocrit, \) hematocrit (per 0.1%); \( GFR, \) glomerular filtration rate (per 10 ml/min); \( proteinuria, \) proteinuria (per 1 g/24 hours)

\( Time \) function: \( \beta(s_l) = \beta_0 + \beta_1(s_l/10) + \beta_2(s_l/10)^2 \); \( \beta(s_l) = \theta_0(s_l/10) + \theta_1(s_l/10)^2 \).
Dynamic analysis

**Individual survival prediction**

Three patients were selected for individual prediction ($w=5$), and detailed information is shown in Supplementary Table S1. The prediction results regarding the individuals are shown in Fig. 3. During the period from kidney transplantation to the first year, as the GFR value of patient A gradually increased and the proteinuria level returned to zero, the conditional survival probability of patient A gradually improved (Fig. 3A1). After the first year, patient A’s condition stabilized, the real-time survival curve gradually tended to be horizontal, and almost all survival rates were greater than 0.95 (Fig. 3A2). In contrast, patient B maintained his condition during 0–7 years of follow-up. However, the situation changed at 7.5 years, when the GFR presented a downward trend, while the proteinuria level gradually increased; at this time, his conditional survival probability declined from over 0.9.
Fig. 3  Individual dynamic prediction. Note: A1-C1 show the 5 year conditional survival probability at each prediction time point; A2-C2 show the real-time survival rate from each prediction time point to the next 5 years.
to 0.5 (Fig. 3B1), and the survival curve also showed a similar result (Fig. 3B2). The condition of patient C deteriorated from \( s = 0 \). Figure 3C1-C2 shows that her conditional survival probabilities and real-time survival curves gradually decreased, and patient C died at 5.17 years.

The static Cox model, which only considered the information at baseline \( (s = 0) \), predicted that the survival probabilities of these patients would gradually decrease over time, and it could not reflect real-time patient survival probabilities with their longitudinal information.

**Prognostic analysis**

The dynamic Cox model could also be used to conduct a prognostic analysis with the covariates with time-varying effects, while the static Cox model can only obtain the HR from baseline. The dynamic Cox model for predicting 5-year \( (w = 5) \) survival showed the significance of hematocrit, proteinuria and GFR with time-varying effects (Fig. 4). Taking hematocrit as an example, Fig. 4A shows that the dynamic HR of hematocrit gradually decreased as the prediction time increased and the impact of hematocrit on patients gradually diminished. However, the static Cox model could only show the HR at baseline and with no significant result (95% confidence interval included 0).

Supplementary Appendix S1 illustrates how the static Cox model and the dynamic Cox model can be carried out in practice with the R code.

**Discussion**

Precision medicine aims to improve the quality of health care by individualizing the health care process to the uniquely evolving health status of each patient [24]. Dynamic prediction is a method that uses updated follow-up information to predict the individual survival or risk of a disease in real time [25]. Currently, the diagnosis and early treatment of diseases after kidney transplantation are expected to enter an era of individualization. It is important to make dynamic and precise survival predictions for individuals to guide clinical decision-making (such as adjusting immunosuppression, returning to dialysis, or re-enrolling in the transplant waiting list) based on the patients’ longitudinal follow-up information.

Monitoring the survival of renal allografts is a long-term process. During this process, patients want to know the survival probabilities of their allograft at each stage. Patients can learn the condition of their allograft in real time through the use of dynamic prediction models instead of static prediction models. For example, we used the baseline information of kidney transplant patients to build a static prediction model that could only predict the survival of the patients when they entered the study. After a period of time, each patient returned to the hospital for a follow-up, and the values of the covariates were changed. The static prediction model is not suitable for patients who have survived for a period of time after transplantation. In contrast, a dynamic prediction model can use both baseline and follow-up information to predict the survival probabilities of new allografts for patients who have been alive for a period of time after transplantation.

In our study, we selected a landmarking approach to make dynamic predictions that can handle more limitations than joint modeling methods. Many studies have shown that the joint modeling method will have lower predictive performance than the landmarking approach when the model is not specified correctly [26]. Moreover, landmarking the dynamic Cox model can also use the covariates with time-varying effects to make prognoses and predictions [18] at different selected landmark time points and predict the next few years’ survival for patients, so that patients can know their conditions in real time and early treatment can be applied to patients with predicted high risk of allograft failure.

It is indeed challenging for doctors to integrate baseline and posttransplantation clinical information to dynamically predict the risk of renal allograft failure. However, some studies have shown that clinical decisions based on only clinical data and doctors’ judgments are often not accurate and are highly variable between doctors [27]. Therefore, dynamic risk/survival prediction for individuals is important in clinical decision-making. For instance, it may be possible for a patient to consider an earlier return to dialysis or re-enrollment in the transplant waiting list for retransplantation if the predicted risk is very high within a shorter prediction window of an early landmark time point. Thus, when applying the dynamic prediction model based on the landmarking approach, the selection of landmark time points and prediction windows could also be important.

When we apply the landmarking approach, some detailed settings are necessary. First, the prediction window \( w \) depends on the disease duration or the duration of follow-up. For severe cancers, \( w = 1 \) or \( w = 2 \) is relevant, but for some clinical research with a long duration of follow-up, such as that after kidney transplantation, we choose a window of prediction of 5 years as a relevant time horizon to provide middle-term prognoses [28]. Furthermore, the selection of the landmark time point \( s_L \) is independent of the actual event time, which implicitly defines the weighting of the prediction time. The simplest method is to use an equidistant grid of points on the prediction interval \([s_0, s_L]\) from the time to clinical research entry \( s_0 \) to \( s_L \), and the number of time points between 20 and 100 is sufficient [23]. In addition, the length of \([s_0, s_L]\) may affect the results, usually selecting the time
to clinical research entry as $s_0$ and the median follow-up time as the maximum prediction time of interest $s_L$. For example, in this article, the landmark dataset $R$ contained only those patients’ longitudinal information from the time point after kidney transplantation to 10 years after transplantation. Finally, the functional form of time-varying effects $\beta(s)$ and the baseline hazard changing $\theta(s)$, the most commonly used quadratic functions and spline functions should also be chosen in practice.

There are two limitations to our study. First, existing models for predicting the survival of renal allografts also include predictors such as donor information, primary kidney disease, comorbidities, supportive therapies, and immunization therapies, which we did not include in our

Fig. 4 Dynamic HRs and 95% confidence intervals. Note: For example, A shows that the dynamic HR of hematocrit at the prediction time point of 0 years ($s = 0$) is 1.292 (hematocrit increase per 0.1%) with no statistical significance (95% confidence intervals includes HR = 1). However, when the prediction time point is 4 years ($s = 4$), the HR changes to 0.736 and is statistically significant (95% confidence intervals excludes HR = 1)
Conclusions
In summary, dynamic Cox prediction models can solve the problem that static Cox models can perform “static prediction” only after kidney transplantation, and they can realize dynamic survival prediction by utilizing updated clinical follow-up data. Based on our study, the use of a dynamic Cox model can provide an updated, dynamic and more accurate prediction for patients and may provide evidence and a reference to better guide clinical decision-making for applying early treatment to patients at high risk of allograft failure.

Abbreviations
CKD: Chronic kidney disease; GFR: Glomerular filtration rate; HR: Hazard ratio.

Supplementary Information
The online version contains supplementary material available at https://doi.org/10.1186/s12882-022-02996-0.

Additional file 1: Table S1. Basic information about the patients. Fig. S1. Monte Carlo cross validation process. Fig. S2. Survival Curve for all patients. Appendix S1. R code for building a static Cox model and a dynamic Cox model.

Acknowledgements
We thank the editor, and three reviewers for helpful comments on an earlier draft of the article.

Authors’ contributions
Conception and design: Zheng Chen, Baoyi Huang; Acquisition of data: Zheng Chen; Analysis and interpretation of data: Baoyi Huang, Zheng Chen; Writing, review, and revision of the manuscript: Baoyi Huang, Mingli Huang, Chengfeng Zhang, Zhiyin Yu, Yawen Hou, Yun Miao, Zheng Chen; All authors provided final approval of the version to be published.

Funding
This work was supported by the National Natural Science Foundation of China [grant number 82173622, 81903411, 81673268, 82070770], and the Guangdong Basic and Applied Basic Research Foundation [grant number 2022A1515011525, 2019A1515011506, 2020A1515010674].

Availability of data and materials
The dataset supporting the conclusions of this article is extracted from the published article “Rizopoulos D, Ghosh P A Bayesian semiparametric multivariate joint model for multiple longitudinal outcomes and a time-to-event. Stat Med. 2011;30(12):1366-80. doi: https://doi.org/10.1002/sim.4205” and the data of this article is available publicly from https://gangli.faculty.biostat.ucla.edu/jm-book-data.

Declarations
Ethics approval and consent to participate
Not applicable. The example data in this study is available publicly. No new clinical data was gathered or used. There is thus no need for the ethical approval and consent to participate.

Consent for publication
Not applicable. The example data in this study is available publicly. No new clinical data was gathered or used.

Competing interests
The authors declare that they have no competing interests.

Author details
1 Department of Biostatistics, School of Public Health (Guangdong Provincial Key Laboratory of Tropical Disease Research), Southern Medical University, Guangzhou 510515, China. 2 Department of Transplantation, Nanfang Hospital, Southern Medical University, Guangzhou 510515, China. 3 Department of Statistics, School of Economics, Jinan University, Guangzhou 510632, China.

Received: 14 July 2022 Accepted: 2 November 2022
Published online: 07 November 2022

References
1. Zhang QL, Rothenbacher D. Prevalence of chronic kidney disease in population-based studies: systematic review. BMC Public Health. 2008;8:117. https://doi.org/10.1186/1471-2458-8-117.
2. Purnell TS, Auguste P, Crews DC, Lamprea-Monteagle J, Olufade T, Greer R, et al. Comparison of life participation activities among adults treated by hemodialysis, peritoneal dialysis, and kidney transplantation: a systematic review. Am J Kidney Dis. 2013;62(3):953–73. https://doi.org/10.1053/j.ajkd.2013.03.022.
3. Topuz K, Zengul FD, Dag A, Almehmi A, Yildirim MB. Predicting graft survival among kidney transplant recipients: a Bayesian decision support model. Decis Support Syst. 2018;106:97–109. https://doi.org/10.1016/j.dss.2017.12.004.
4. Chersnaye NC, Tripedi G, Dekker FW, Zoccali C, Zwinderman AH, Jager KJ. An introduction to joint models—applications in nephrology. Clin Kidney J. 2020;13(2):143–9. https://doi.org/10.1093/cykj/fsaa024.
5. Rizopoulos D, Ghosh P A Bayesian semiparametric multivariate joint model for multiple longitudinal outcomes and a time-to-event. Stat Med. 2011;30(12):1366–80. https://doi.org/10.1002/sim.4205.
6. Lubetzky M, Tantisattamo E, Molnar MZ, Lentine KL, Basu A, Parsons RF, et al. The failing kidney allograft: a review and recommendations for the care and management of a complex group of patients. Am J Transplant. 2021;21(9):2937–49. https://doi.org/10.1111/ajt.16717.
7. Kaboré R, Haller MC, Harambat J, Heinze G, Leffondré K. Risk prediction models for graft failure in kidney transplantation: a systematic review. Nephrol Dial Transplant. 2017;32(suppl_2):i68–76. https://doi.org/10.1093/ndt/gfw400.

8. Loupy A, Aubert O, Orandi BJ, Naesens M, Bouatou Y, Raynaud M, et al. Prediction system for risk of allograft loss in patients receiving kidney transplants: international derivation and validation study. BMJ. 2019;366:l4923. https://doi.org/10.1136/bmj.l4923.

9. Udomkarnjananun S, Tounmachi N, Kerr SJ, Tasanarong A, Noppakun P, Lumpaopong A, et al. Development and validation of a risk index to predict kidney graft survival: the kidney transplant risk index. BMC Med Res Methodol. 2021;21(1):127. https://doi.org/10.1186/s12874-021-01319-5.

10. Miller G, Ankerst DP, Kattan MW, Hüser N, Vogelaar S, Tieken I, et al. Kidney Transplantation Outcome Predictions (KTOP): A Risk Prediction Tool for Kidney Transplants from Brain-dead Deceased Donors Based on a Large European Cohort. Eur Urol. 2022 (In Press). https://doi.org/10.1016/j.eururo.2021.12.008.

11. Hernández D, Rufino M, Bartolomei S, Lorenzo V, González-Rinne A, Torres A. A novel prognostic index for mortality in renal transplant recipients after hospitalization. Transplantation. 2005;79(3):337–43. https://doi.org/10.1097/01.tp.0000151749.97275.b5.

12. van Walraven C, Austin PC, Knoll G. Predicting potential survival benefit of renal transplantation in patients with chronic kidney disease. CMAJ. 2010;182(7):666–72. https://doi.org/10.1503/cmaj.091661.

13. Senanayake S, Kularatna S, Healy H, Graves N, Baboolal K, Sypek MP, et al. Development and validation of a risk index to predict kidney graft survival: the kidney transplant risk index. BMC Med Res Methodol. 2021;21(1):127. https://doi.org/10.1186/s12874-021-01319-5.

14. Hernández D, Rufino M, Bartolomei S, Lorenzo V, González-Rinne A, Torres A. A novel prognostic index for mortality in renal transplant recipients after hospitalization. Transplantation. 2005;79(3):337–43. https://doi.org/10.1097/01.tp.0000151749.97275.b5.

15. Chhabra D, Grafals M, Skaro AI, Parker M, Gallon L. Impact of anemia after hospitalization on mortality in adult renal allograft recipients: prevalence and predictors. Transplantation. 2006;81(8):1112–8. https://doi.org/10.1097/01.tp.0000205174.97275.b5.

16. Dekker FW, Mutsert R, van Dijk PC, Zoccali C, Jager KJ. Survival analysis: a cervical cancer study. BMJ Open. 2020. 01. 009.

17. Van Houwelingen HC, Putter H. Dynamic prediction by landmarking in event history analysis. Scand J Stat. 2007;34(1):70–85. https://doi.org/10.1111/j.1467-9469.2006.00529.x.

18. Van Houwelingen HC. Dynamic prediction by landmarking in event history analysis. Scand J Stat. 2007;34(1):70–85. https://doi.org/10.1111/j.1467-9469.2006.00529.x.

19. Harrell FE Jr, Lee KL, Mark DB. Multivariable prognostic models: issues in developing models, evaluating assumptions and adequacy, and measuring and reducing errors. Stat Med. 1996;15(4):361–87. https://doi.org/10.1002/(sic)1097-0258(19960229)15:4<361::AID-SIM168>3.0.CO;2-4.

20. Graf E, Schmoor C, Sauerbrei W, Schumacher M. Assessment and comparison of prognostic classification schemes for survival data. Stat Med. 1999;18(17–18):2529–45. https://doi.org/10.1002/(sic)1097-0258(19990915)18:17<2529::AID-SMIM274>3.0.CO;2-5.

21. Van Houwelingen HC, Putter H. Dynamic prediction in clinical survival analysis. Boca Raton: CRC Press; 2012.

22. Halperin MS, Fatima R, Farooq H, Maham SN. Hemoglobin, ferritin levels and RBC indices among children entering school and study of their correlation with one another. J Pak Med Assoc. 2020;70(9):1582–6. https://doi.org/10.5455/JPMA.15046.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.