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Abstract—Nowadays, target recognition technique plays an important role in many fields. However, the current target image information based methods suffer from the influence of image quality and the time cost of image reconstruction. In this paper, we propose a novel imaging-free target recognition method combining ghost imaging (GI) and generative adversarial networks (GAN). Based on the mechanism of GI, a set of random speckles sequence is employed to illuminate target, and a bucket detector without resolution is utilized to receive echo signal. The bucket signal sequence formed after continuous detections is constructed into a bucket signal array, which is regarded as the sample of GAN. Then, conditional GAN is used to map bucket signal array and target category. In practical application, the speckles sequence in training step is employed to illuminate target, and the bucket signal array is input GAN for recognition. The proposed method can improve the problems caused by conventional recognition methods that based on target image information, and provide a certain turbulence-free ability. Extensive experiments show that the proposed method achieves promising performance.

Index Terms—Ghost imaging, generative adversarial networks, target recognition.

I. INTRODUCTION

HOST imaging (GI) has been regarded as a new imaging method since it was proposed [1], [2], [3], [4], [5], [6], [7], [8], [9]. GI utilizes a series of random speckle patterns to illuminate target, and a bucket detector without resolution to collect echo signal containing target information. The correlation between bucket pattern and target can obtain target image. Due to its lens-less imaging capability, turbulence-free imaging and high detection sensitivity, GI has received lots of attentions in recent years and made some results [10], [11], [12], [13], [14].

Moreover, GI has been extended to microwave band [15], [16], [17], [18], [19], [20].

However, the poor trade-off of image quality and imaging time limits the application of GI. Nowadays, target recognition technique is an important approach, whether for economy or military [21], [22], [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37], [38], [39].

Conventional recognition technique is mostly based on target image information. The quality of target image determines the recognition accuracy and time, which restricted by the means of acquisition and processing target information. Target image information is obtained mainly by image acquisition (direct video or photo) or reconstruction. Video or photo quality will be seriously degraded in some special environments, and the image reconstruction consumes extra time. Recently, generative adversarial networks (GAN) was proposed by Goodfield in 2014 as a new framework, which includes generative model and discriminative model [40]. Generative model is used to acquire the distribution of the input data and generate new data. Discriminative model is used to discriminate whether the data is real data or generated by the generator. GAN is one of the methods with high attention in unsupervised learning field. Compared with other traditional deep learning methods, GAN is a flexible design framework. When the probability density can not be calculated, the traditional model which depends on the natural interpretation of data can not be learned and applied. However, GAN introduces the training mechanism of internal confrontation, it can approach some objective functions which are not easy to calculate. Simultaneously, GAN provides a powerful algorithm framework for unsupervised learning.

In this paper, a novel target recognition method combining GI and GAN is proposed, which can recognize multiple categories of targets by bucket signal array, and regardless of state and attitude of targets. Based on the mechanism and architecture of GI, a set of random speckles sequence are utilized to illuminate target. In training step, the bucket signals formed by multiple illuminations are constructed into a bucket signal array and used as training set. Different targets mean different bucket signal arrays, so we input different bucket signal arrays generated by different targets into network for training. Noteworthy, different sets of speckles sequence represent different bucket signal arrays. Therefore, in practical application, the same set of speckles sequence in training step is employed to illuminate target. Then, potential targets will be recognized quickly. Handwritten target recognition experiments of numbers and letters are carried out to demonstrate the proposed. Further validation experiments such as target recognition under different attitudes or turbulence-free conditions are demonstrated. Finally, a physical experiment at distance of 20m is carried out on different targets. Extensive experiments above show that the proposed method achieves promising performance.

The main contributions of this work can be summarized as...
follows:

1) To improve the bottleneck problem brought by the traditional target recognition technique that based on target image information, we propose a novel imaging-free target recognition method combining GI and GAN. On the premise of fixed random speckles sequence, through training based on GAN, the mapping relationship between bucket signal array and target is established.

2) The proposed method can recognize multiple categories of targets, and regardless of the state and attitude of targets. Extensive experiments show that the proposed method achieves promising performance on different testing data sets.

3) Since the proposed method is based on GI mechanism and architecture, it can provide certain turbulence-free ability. The method also can achieve accurate recognition of target in the presence of disturbance.

The rest of this paper is organized as follows. Section II provides a brief survey of related work. Section III presents a comprehensive introduction to the Generative-Adversarial-Networks-based ghost recognition is provided. In Section IV, the proposed method is compared and verified by extensive experiments. The paper is concluded in Section V.

II. RELATED WORK

A. Ghost Imaging

GI was first experimentally demonstrated by Pittman and Shih with entangled source [1]. In subsequent studies, researchers found that various of sources can achieve GI. In 2008, computational ghost imaging (CGI) was proposed [10], which provide a practical scheme for GI. CGI employs calculation instead of measurement to obtain reference signal. The proposed method is based on the scheme of CGI. Similarly, CGI utilizes a series of random speckles to illuminate target, and the restoration process of the target image can be expressed as

\[ g^{(2)} = \frac{\langle I_{\text{bucket}} \cdot I(x, y) \rangle}{\langle I_{\text{bucket}} \rangle \langle I(x, y) \rangle} \]  

(1)

where \( g^{(2)} \) denotes the second-order correlation function, \( \langle \cdot \rangle \) is the ensemble average, \( I_{\text{bucket}} \) is the bucket signal and \( I(x, y) \) is the reference signal. The above method and their derivations are widely used in GI. Because the lens and detector with spatial resolution are omitted, GI possesses many advantages and attracts researchers’ attention. However, GI still faces the challenge of low detection signal-to-noise ratio (SNR) and image peak-signal-to-noise ratio (PSNR). GI can not simultaneously meet the requirements of high quality image result and short imaging time at present. Consequently, the application scenarios of GI are limited. Recently, artificial intelligence (AI) methods are increasingly introduced into GI. GAN, which has attracted much attention in the field of deep learning in recent years, is also considered to develop the application scenarios of GI.

B. Conditional Generative Adversarial Networks

The basic idea of GAN can be expressed as: The generator network \( G \) generates the forged image according to the random noise, and the discriminator network \( D \) judges whether the image is true or false. The goal of discriminator \( D \) is to judge the real image as true as possible and the forged image of generator \( G \) as false, so as to improve the accuracy of judging the true and false. The goal of generator \( G \) is to make the forged image look true as much as possible and reduce the accuracy of discriminator \( D \). When discriminator \( D \) cannot judge whether the image is a real image or generated by generator \( G \), the model training is completed. The objective function of GAN can be expressed as:

\[
\min_G \max_D V(D, G) = \mathbb{E}_{x \sim P_{\text{data}}(x)} [\log D(x)] + \mathbb{E}_{z \sim P_z(z)} [\log (1 - D(G(z)))]
\]

(2)

where \( x \) represents the real image, and \( z \) represents the input of the generator \( G \). The right side of the above formula is divided into two terms. The first term indicates the probability of discriminator \( D \) judging the real image as true, the closer to 1, the better. In the second term, \( G(z) \) represents the image generated by generator \( G \), the task of generator \( G \) is to make the image generated close to the real image, the better the performance of \( G \) is, the greater the \( D(G(z)) \). The second term represents the probability of discriminator \( D \) judging whether the image generated by generator \( G \) is a real image, the better the performance of \( D \), the smaller the \( D(G(z)) \), and there is a process of game.

The most important feature of GAN is game competition, so that it does not need to model in advance, and only needs to sample the distribution to approximate the real data. GAN does not need to rely on a priori assumption like the traditional complex generation model, that is, assuming that the data obey a certain distribution, and then using maximum likelihood to estimate the data distribution. Although GAN is effective, it also has some disadvantages, it is too free to control the output of the generator. To solve this problem, Montreal proposes generative adversarial networks with constraints, named conditional generative adversarial networks (CGAN) [41]. In CGAN, conditional variable is added to generator and discriminator to guide the data generation process. CGAN has been proved to be effective and widely used. Fig. 1 shows the schematic diagram of CGAN.

![Schematic diagram of CGAN.](image-url)
1) Sample real data, obtain the corresponding label $y$ and send it to discriminator, and update the parameters according to the output results.

2) Generate random noise, enter generator with the label $y$ in step (1), and generator generates data.

3) Sent the data generate in step (2) and label $y$ to discriminator.

4) Generator adjusts the parameters according to the output of discriminator.

5) Repeat until generator and discriminator reach Nash equilibrium.

In this paper, CGAN is employed to match bucket signal array and target category.

III. THE PROPOSED TARGET RECOGNITION METHOD

A. Principle

Combining CGI and CGAN, we propose a imaging-free target recognition technique based on bucket signal array. Fig. 2 shows the architecture of the proposed method.

As shown in Fig. 2, a series of different random speckles are utilized to illuminate target respectively, and the echo signal is continuously received by a bucket detector without spatial resolution. Therefore, what the bucket detector receives is a specific value. After multiple samplings, we transform this set of signals into a two-dimensional array. This two-dimensional random array is regarded as one sample of CGAN. Meanwhile, each two-dimensional bucket signal array represents one label of target. When changing target, if we still utilize the same set of random speckles to illuminate, different bucket signal array will be generated. Obviously, different bucket signal arrays represent different target labels. The bucket signal arrays of different targets are regarded as real samples and sent to discriminator. Significantly, for same target, one set of random speckles sequence corresponds to one bucket signal array. Therefore, if the random speckles sequence in training stage is utilized to illuminate target in application, we can recognize the target according to the bucket signal array.

The objective function consists of two parts, log likelihood of real bucket signal array samples $L_s$ and log likelihood of real bucket signal class labels $L_c$. The goal of discriminator is to find a suitable value to maximize $L_s + L_c$, and the goal of generator is to find a suitable value to maximize $L_s - L_c$. When discriminator can not distinguish whether the input data is real or not, the network reaches equilibrium, and the probability distribution of output is 0.5. By introducing the bucket signal array class label as a condition variable, the uncontrollable shortcoming of the traditional GAN training process is improved. Finally, the label control generator of the bucket signal array can generate the corresponding category of bucket signal data. Simultaneously, the discriminator also learns the data feature distribution of real samples in the process of confrontation to judge whether the input is real or generated.

B. Network Architecture

In this paper, the construction of CGAN is based on Multilayer Perceptron (MLP), which is a deep artificial neural network. A MLP neural network generally contains multiple perceptrons, including an input layer to receive input data and an output layer to classify or predict input data. There are usually many hidden layers between the input layer and the output layer. The calculation process of MLP is completed in the hidden layer. The schematic diagram of the network architecture of the proposed method is shown in Fig. 3, where $b$ is the size of batch and $n$ is the number of bucket signal labels.

The generator network includes seven layers (one input layer, one flatten layer, four fully connected layers, and one output layer), which used to generate images of the same type as the target. The number of nodes in fully connected layer third to sixth is 256, 512 and 1024 respectively. The output layer reconstructs the output of the previous layer to generate image, which type is same as the input. Similarly, the discriminator is based on MLP, the network also includes seven layers (one input layer, one flatten layer, three fully connected layers and two output layers), which used to identify the category of the input image. In the flatten layer, the input image is tiled into 784 nodes. The third to fifth layer is fully connected layer, and the number of output nodes is 512. The sixth and seventh layer are the output layer of the discriminator. The sixth layer uses sigmoid function to normalize the output of the upper layer, and the output of sixth layer is the authenticity of the training sample image. In the seventh layer, the output of the upper layer is normalized by softmax function, and the output of seventh layer is the category of the training sample image. The three fully connected layers in discriminator are normalized, and all the excitation functions use leakyReLU function. The output of fully connected layers is the probability of target categories corresponding to the input samples and the authenticity of the training samples. The cross entropy between the output of the training samples and the label is taken as the training loss function. The output of the training samples is compared with the label, and the optimizer Adam is used to control the change of the learning rate. Finally, the operation to reduce the loss is defined for the confrontation training.

The steps can be summarized as:

1) Prepare training and testing sets. According to CGI mechanism, using a set of random speckles sequence to illuminate potential targets several times, and the bucket signal arrays collected as training set.

2) Build network. Based on tensorflow-gpu 1.13, keras version 2.1.5, using pycharm, three models are built: generator model, discriminator model and confrontation training model.

3) Train network. In the loop, the images in training set and their corresponding categories are input, and the generator and discriminator model are trained simultaneously.

4) Test network. The same speckles sequence as in training is used to illuminate, and the bucket signal array is sent to the network to recognize the target.

IV. EXPERIMENTAL RESULTS

A. Training Settings

Under the architecture of CGI, the training data comes from bucket signal after multiple samplings of target based on a set
of fixed random speckles sequence. The size of speckle and target is both 28*28. Each pixel of the target is sampled once, and 784 bucket signal values are formed. We construct the bucket signal sequence into a bucket signal array as an input of CGAN. Consequently, the size of bucket signal array is 28*28. In the following description, each input of CGAN is formed after a complete round of sampling, that is, 784. The targets in our experiment are handwritten letters and numbers. Letter targets include 10 categories of "A, B, C, D, E, F, G, H, I, J", and number targets include 10 categories of "0, 1, 2, 3, 4, 5, 6, 7, 8, 9". We trained four networks using 5000, 10000, 20000 and 60000 samples, and each category of target contains 500, 1000, 2000 and 5000 in four networks, respectively. Meanwhile, 500, 1000, 2000 and 5000 epochs are performed in each network. Table I shows the correlation coefficient between bucket signal arrays of different target. We can conclude that the correlation between these bucket signal arrays is low, and we can train the network according to these differences. Then, we randomly select 10 samples from test set (containing 100 samples that not in the training set) for testing. The recognition results are shown in Table II. Table II shows that with the increase of the number of samples, the recognition accuracy eventually reaches an ideal level. Similarly with letter targets, Fig. 6 shows the bucket signal arrays for 10 categories of targets in number experiment.

B. Results on Letters and Numbers Targets

Firstly, we test the proposed method on the letter handwriting targets set. No matter which method of target recognition, it is based on the different characteristics of the target to distinguish and complete the recognition, the proposed method is no exception. We convert the received bucket signals sequence into array, which is used as training and testing samples. Fig. 5 shows the bucket signal arrays for 10 categories of targets in letter experiment.

These 10 categories in Fig. 5 respectively represent the bucket signal array formed by 10 letter targets after 784 times of illumination. Obviously, different categories of targets have different forms of bucket signal arrays. Then, we compare the correlation between each two bucket signal arrays for letter targets for quantitative.

Table II shows the correlation coefficient between bucket signal arrays of different target. We can conclude that the correlation between these bucket signal arrays is low, and we can train the network according to these differences. Then, we randomly select 10 samples from test set (containing 100 samples that not in the training set) for testing. The recognition results are shown in Table II.

Table II shows that with the increase of the number of samples, the recognition accuracy eventually reaches an ideal level. Similarly with letter targets, Fig. 6 shows the bucket signal arrays for 10 categories of targets in number experiment.

As can be seen from Fig. 6, the arrays formed by the bucket signals sequence of different targets are different. Based
TABLE I

Correlation Coefficient Between Bucket Signal Arrays For Letter Targets.

|   |       |       |       |       |       |
|---|-------|-------|-------|-------|-------|
| B0-B1 | 0.1153 | 0.2088 | 0.3155 | 0.1529 | 0.2754 |
| B0-B6 | 0.2101 | 0.1779 | 0.4078 | 0.2003 | 0.1364 |
| B1-B3 | 0.2037 | 0.0956 | 0.1702 | 0.2906 | 0.1057 |
| B1-B6 | 0.2101 | 0.2167 | 0.2406 | 0.1896 | 0.1364 |
| B2-B5 | 0.2066 | 0.0876 | 0.2801 | 0.2036 | 0.1198 |
| B3-B6 | 0.3928 | 0.3880 | 0.2260 | 0.3525 | 0.1786 |
| B4-B5 | 0.1831 | 0.1819 | 0.2436 | 0.2277 | 0.1379 |
| B5-B6 | 0.2998 | 0.1768 | 0.3192 | 0.2994 | 0.2013 |
| B6-B9 | 0.3066 | 0.2358 | 0.1728 | 0.3154 | 0.2238 |

Fig. 6. Bucket signal arrays of different kinds of number targets. (a) 0. (b) 1. (c) 2. (d) 3. (e) 4. (f) 5. (g) 6. (h) 7. (i) 8. (j) 9.

on this, we test the proposed method on four networks with different sizes and epochs, and Table III shows the results.

C. Same Random Speckles Sequence

In the experiments above, two different speckle sequences are used for training and testing on letter and number targets. In this section, we try to train letters and numbers targets with one set of random speckle sequence, and so do the test. Similarly, the size of one speckle is 28*28, and these 784 random speckles are different and spatial independence. We randomly select one random speckle and show in Fig. 7.

Fig. 7. Speckle.

Then, the bucket signal array formed by 784 illuminations is taken as one sample. We use 5000 and 10000 samples to train two networks, each with 2000 and 5000 epochs, respectively. Table IV lists the testing results.

Table IV shows that the proposed method achieves promising performance.

D. Results on Different Attitudes

In practical applications, the attitude and position of objects are often changing. Target needs to be successfully recognized in different attitudes. Therefore, we try this task with the proposed method. Fig. 8 shows the different attitudes of letter target A.

Fig. 8. Attitudes.

We test the recognition performance of 10 different attitudes, including 0°, 30°, -30°, 50°, -50°, 60°, -60°, 90°, -90°, 180°. Table V shows the results of different attitudes of letter target A.

Table V shows that regardless the target attitude, the recognition rate of the proposed method is considerable.

E. Turbulence-free Experiment

Traditional recognition technology based on target image information will seriously affect the accuracy of recognition when there is turbulence disturbance in the scene. GI is based on correlation detection, so it has certain turbulence-free characteristics. The imaging process expression of GI can be expressed as:

\[ B_{\text{bucket}} = S_{\text{speckle}} \cdot T_{\text{target}} \]  (3)

where \( B_{\text{bucket}} \) represents bucket signal, \( S_{\text{speckle}} \) represents speckle sequence and \( T_{\text{target}} \) represents target information. The speckle sequence is known and the bucket signal is received, so we can obtain the information of target. When there is turbulence, \( S_{\text{speckle}} \) is polluted, which is different from the projected speckle information. The imaging process becomes:

\[ B'_{\text{bucket}} = S'_{\text{speckle}}(t) \cdot T_{\text{target}} \]  (4)

where \( S'_{\text{speckle}}(t) \) represents the polluted speckles which change over time, and we can not obtain it accurately. Consequently, the bucket signal is also polluted and becomes \( B'_{\text{bucket}} \). The mapping between \( B_{\text{bucket}} \) and target category is destroyed. However, when recognition time is less than
the change rate of turbulence, we can think of turbulence as unchangeable. If the relationship between $B_{bucket}$ and target category can be mapped through training, we can recognize the target.

The 'XJTU' of handwriting are set as target.

We add a set of fixed random noise (The size is 28*28) to bucket signal array of each category of targets. The polluted bucket signal arrays are used as training samples. We employ 4000 and 8000 samples to train two networks, respectively, and each network contains 2000 and 5000 epochs. Experiment results are shown in Table [VII]. The results show that the proposed method can achieve target recognition in the presence of noise.

Furthermore, we test the recognition ability of the proposed method under fixed noise level. Different from random noise, the training samples of fixed noise level are bucket signal

### Table II
Recognition Results for Letter Targets.

| Samples  | 5000   | 10000  | 20000  | 5000   | 10000  | 20000  | 5000   | 10000  | 20000  |
|----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Epoch    | 500    | 1000   | 2000   | 5000   | 500    | 1000   | 2000   | 5000   | 500    |
| Target_A | 90%    | 100%   | 100%   | 100%   | 90%    | 100%   | 100%   | 90%    | 100%   |
| Target_B | 80%    | 100%   | 100%   | 100%   | 80%    | 100%   | 100%   | 80%    | 100%   |
| Target_C | 100%   | 100%   | 100%   | 80%    | 70%    | 90%    | 100%   | 80%    | 100%   |
| Target_D | 100%   | 100%   | 90%    | 100%   | 100%   | 100%   | 90%    | 100%   | 100%   |

### Table III
Recognition Results For For Number Targets.

| Samples | 5000   | 10000  | 20000  | 5000   | 10000  | 20000  | 5000   | 10000  | 20000  |
|---------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Epoch   | 500    | 1000   | 2000   | 5000   | 500    | 1000   | 2000   | 5000   | 500    |
| Target_0| 90%    | 100%   | 100%   | 100%   | 90%    | 100%   | 100%   | 90%    | 100%   |
| Target_1| 100%   | 70%    | 100%   | 100%   | 100%   | 100%   | 70%    | 100%   | 90%    |
| Target_2| 90%    | 100%   | 100%   | 100%   | 90%    | 100%   | 100%   | 70%    | 100%   |
| Target_3| 90%    | 100%   | 100%   | 100%   | 90%    | 100%   | 100%   | 70%    | 100%   |
| Target_4| 100%   | 100%   | 100%   | 100%   | 90%    | 100%   | 100%   | 70%    | 100%   |
| Target_5| 100%   | 100%   | 100%   | 100%   | 90%    | 100%   | 100%   | 70%    | 100%   |
| Target_6| 100%   | 100%   | 100%   | 100%   | 90%    | 100%   | 100%   | 70%    | 100%   |
| Target_7| 90%    | 100%   | 100%   | 100%   | 90%    | 100%   | 100%   | 70%    | 100%   |
| Target_8| 90%    | 100%   | 80%    | 90%    | 90%    | 100%   | 80%    | 90%    | 100%   |

### Table IV
Testing Results on Letter and Number Targets with Same Speckles Sequence.

| Samples | 5000   | 10000  | 20000  | Samples | 5000   | 10000  |
|---------|--------|--------|--------|---------|--------|--------|
| Epoch   | 2000   | 5000   | 2000   | Target_A | 100%   | 100%   |
| Target_B | 100%   | 100%   | 80%    | Target_3 | 90%    | 100%   |
| Target_C | 80%    | 100%   | 90%    | Target_5 | 100%   | 100%   |
| Target_D | 100%   | 90%    | 100%   | Target_6 | 100%   | 100%   |
| Target_E | 90%    | 100%   | 90%    | Target_7 | 100%   | 100%   |
| Target_F | 100%   | 80%    | 100%   | Target_8 | 100%   | 100%   |
| Target_G | 0%     | 100%   | 100%   | Target_9 | 100%   | 100%   |
| Target_H | 100%   | 100%   | 100%   | Target_J | 100%   | 100%   |
| Target_I | 100%   | 100%   | 100%   | Target_K | 100%   | 100%   |

### Table V
Testing Results on Different Attitudes of Target A.

| Samples | 10000 | 20000 |
|---------|-------|-------|
| Epoch   | 2000  | 5000  |
| Attitude_A | 100%  | 100%  |
| Attitude_B | 100%  | 100%  |
| Attitude_C | 100%  | 100%  |
| Attitude_D | 100%  | 100%  |
| Attitude_E | 100%  | 100%  |
| Attitude_F | 100%  | 100%  |
| Attitude_G | 100%  | 100%  |
| Attitude_H | 100%  | 100%  |
| Attitude_I | 100%  | 100%  |

Fig. 9. 'XJTU' target.
arrays without noise. In testing, we add different fixed levels of noise to the bucket signal array. We carry out this experiments under 9 different levels of SNR, 14dB, 8dB, 4dB, 2dB, 0dB, -1dB, -3dB, -4dB and -5dB, respectively. The target is also handwriting of 'XJTU'. The training set contains 6000 samples and the epoch is 5000.

Table VII show that complex fonts, such as 'X' and 'U', have higher recognition accuracy when SNR is low. Relatively, for simple fonts, such as 'J' and 'T', the accuracy of recognize different targets in physical experiment, and the recognition decreases with the decrease of SNR evidently.

F. Physical Experiment

Finally, we demonstrated a physical experiment at a distance of 20m. The physical experiment is based on the CGI architecture, and the targets are reflective letters 'LSNZ'. Fig. 10 shows the physical experimental light path.

In training, a 10*10 bucket signal array (one sample) is formed through 100 detections for each target. The training set contains 24000 samples (each target contains 6000 samples), and we trained 1000, 6000 and 8000 epochs. In testing, the speckles sequence in training step is employed to illuminate targets. The bucket signal arrays (10*10) are input the trained CGAN for recognition at the same time. The recognition results are shown in the Table VIII.

Table VIII shows that the proposed method can also recognize different targets in physical experiment, and the recognition rate becomes better with the increase of epoch. It took 0.12s to identify 4 targets, with an average of 0.03s for one target.

V. Conclusion

In this paper, we proposed a novel imaging-free target recognition method, which based on GI mechanism and combined with the approach of GAN. We utilize a set of random speckles sequence to illuminate target, and one bucket detector is employed to received echo signal continuously. Then, the bucket signal sequence is constructed into a bucket array, which is regarded as one sample of GAN. After multiple illuminations using this set of speckle sequences, the training sample set is formed. Meanwhile, we use CGAN method to mapping target category and bucket signal array. In practical application, the set of speckles sequence in training is still employed to illuminate target, and the bucket signal array is input GAN for recognition. Extensive experiments show that the proposed method achieves promising performance on letters testing data set, numbers testing data set and different attitudes testing data set. Moreover, the proposed method can provide a certain turbulence-free ability. Finally, a physical experiment at distance of 20m is carried out to demonstrate the proposed method on different targets. The proposed method can improve the impact on recognition speed and accuracy, which caused by image acquisition means and quality in the traditional recognition method based on target image information.

References

[1] T. B. Pittman, Y. H. Shih, D. V. Strekalov, and A. V. Sergienko, “Optical imaging by means of two-photon quantum entanglement.” Physical Review A, vol. 52, no. 5, 1995.

[2] A. F. Abourrady, B. E. A. Saleh, A. V. Sergienko, and M. C. Teich, “Role of entanglement in two-photon imaging.” Physical Review Letters, vol. 87, no. 12, p. 123602, 2001.

[3] R. S. Bennink, S. J. Bentley, and R. W. Boyd, “Two-photon coincidence imaging with a classical source.” Physical Review Letters, vol. 89, no. 11, pp. 113601–113601, 2002.

[4] A. Gatti, E. Brambilla, M. Bache, and L. A. Lugiato, “Ghost imaging with thermal light: comparing entanglement and classical correlation.” Physical Review Letters, vol. 93, no. 9, p. 93602, 2004.

[5] R. S. Bennink, S. J. Bentley, R. W. Boyd, and J. C. Howell, “Quantum and classical coincidence imaging.” Physical Review Letters, vol. 92, no. 3, pp. 33601–33601, 2004.

[6] A. Valencia, G. Scarcelli, M. D’Angelo, and Y. Shih, “Two-photon imaging with thermal light.” Physical Review Letters, no. 94, pp. 63601, 2005.

[7] F. Ferri, D. Magatti, A. Gatti, M. Bache, E. Brambilla, and L. A. Lugiato, “High-resolution ghost image and ghost diffraction experiments with thermal light.” Physical Review Letters, vol. 94, no. 18, p. 183602, 2005.

[8] L. Basano and P. Ottonello, “Experiment in lensless ghost imaging with thermal light.” Applied Physics Letters, vol. 89, no. 9, p. 91109, 2006.

[9] G. Scarcelli, V. Berardi, and Y. Shih, “Can two-photon correlation of chaotic light be considered as correlation of intensity fluctuations?” Physical Review Letters, vol. 96, no. 6, p. 63602, 2006.

[10] J. H. Shapiro, “Computational ghost imaging.” Physical Review A, vol. 78, no. 6, p. 61802, 2008.

[11] O. Katz, Y. Bromberg, and Y. Silberberg, “Compressive ghost imaging.” Applied Physics Letters, vol. 95, no. 13, p. 131110, 2009.

[12] R. E. Meyers, K. S. Deacon, and Y. Shih, “Turbulence-free ghost imaging.” Applied Physics Letters, vol. 98, no. 11, p. 111115, 2011.

[13] D. Pelliccia, A. Rack, M. Scheel, V. Cantelli, and D. M. Paganin, “Experimental x-ray ghost imaging.” Physical Review Letters, vol. 117, no. 11, pp. 113902–113902, 2016.

[14] Y. He, G. Wang, G. Dong, S. Zhu, H. Chen, A. Zhang, and Z. Xu, “Ghost imaging based on deep learning.” Scientific Reports, vol. 8, no. 1, p. 6469, 2018.

[15] D. Li, X. Li, Y. Qin, Y. Cheng, and H. Wang, “Radar coincidence imaging: an instantaneous imaging technique with stochastic signals.” IEEE Transactions on Geoscience and Remote Sensing, vol. 52, no. 4, pp. 2261–2277, 2014.

[16] S. Zhu, A. Zhang, Z. Xu, and X. Dong, “Radar coincidence imaging with random microwave source.” IEEE Antennas and Wireless Propagation Letters, vol. 14, pp. 1239–1242, 2015.

[17] Y. Cheng, X. Zhou, X. Xu, Y. Qin, and H. Wang, “Radar coincidence imaging with stochastic frequency modulated array.” IEEE Journal of Selected Topics in Signal Processing, vol. 11, no. 2, pp. 414–427, 2017.
TABLE VII  
TESTING RESULTS ON DIFFERENT LEVELS OF SNR.

| SNR  | 14dB | 8dB  | 6dB  | 2dB  | 0dB  | -1dB | -3dB | -5dB |
|------|------|------|------|------|------|------|------|------|
| **Target_A** | 100% | 100% | 100% | 100% | 100% | 100% | 90%  | 70%  |
| **Target_B** | 100% | 100% | 100% | 70%  | 10%  | 10%  | 10%  | 10%  |
| **Target_C** | 100% | 90%  | 80%  | 60%  | 60%  | 30%  | 10%  | 10%  |
| **Target_U** | 100% | 100% | 100% | 100% | 100% | 80%  | 60%  | 50%  |

TABLE VIII  
PHYSICAL EXPERIMENTAL RESULTS.

| Target  | Epoch  |
|---------|--------|
| **Target_L** | 60% 70% 100% |
| **Target_S** | 90% 100% 100% |
| **Target_X** | 50% 80% 100% |
| **Target_J** | 90% 100% 100% |

[18] Y. He, S. Zhu, G. Dong, S. Zhang, A. Zhang, and Z. Xu, “Resolution analysis of spatial modulation coincidence imaging based on reflective surface,” IEEE Transactions on Geoscience and Remote Sensing, vol. 56, no. 7, pp. 3762–3771, 2018.

[19] S. Zhu, Y. He, H. Shi, A. Zhang, Z. Xu, and X. Dong, “Mixed mode radar coincidence imaging with hybrid excitation radar array,” IEEE Transactions on Aerospace and Electronic Systems, vol. 54, no. 4, pp. 1589–1604, 2018.

[20] S. Zhu, Y. He, X. Chen, C. Guo, H. Shi, J. Li, X. Dong, and A. Zhang, “Resolution threshold analysis of the microwave radar coincidence imaging,” IEEE Transactions on Geoscience and Remote Sensing, vol. 58, no. 3, pp. 2232–2243, 2020.

[21] S. Xiao, G. Guo, Z. Zhuang, and M. Luo, “Radar target modeling and recognition based on scattering centers,” in Proceedings of National Aerospace and Electronics Conference (NAECON’94), 1994, pp. 80–85.

[22] S. Der and R. Chellappa, “Probe-based automatic target recognition in infrared imagery,” IEEE Transactions on Image Processing, vol. 6, no. 1, pp. 92–102, 1997.

[23] H. Ren, Q. Du, J. Wang, C.-I. Chang, J. Jensen, and J. Jensen, “Automatic target recognition for hyperspectral imagery using high-order statistics,” IEEE Transactions on Aerospace and Electronic Systems, vol. 42, no. 4, pp. 1372–1385, 2006.

[24] C. Gronwall, F. Gustafsson, and M. Millnert, “Ground target recognition using rectangle estimation,” IEEE Transactions on Image Processing, vol. 15, no. 11, pp. 3400–3408, 2006.

[25] D.-Y. Chen, K. Cannons, H.-R. Tyan, S.-W. Shih, and H.-Y. Liao, “Spatiotemporal motion analysis for the detection and classification of moving targets,” IEEE Transactions on Multimedia, vol. 10, no. 8, pp. 1578–1591, 2008.

[26] K. M. Iftekharuddin, “Transformation invariant on-line target recognition,” IEEE Transactions on Neural Networks, vol. 22, no. 6, pp. 906–918, 2011.

[27] Z. Guo and Z. J. Wang, “An unsupervised hierarchical feature learning framework for one-shot image recognition,” IEEE Transactions on Multimedia, vol. 15, no. 3, pp. 621–632, 2013.

[28] J. A. Garzon-Guerrero, D. P. Ruiz, and M. C. Carrion, “Classification of geometrical targets using natural resonances and principal components analysis,” IEEE Transactions on Antennas and Propagation, vol. 61, no. 9, pp. 4881–4884, 2013.

[29] X. Li, X. Meng, X. Yang, Y. Yin, Y. Wang, X. Peng, W. He, G. Dong, and H. Chen, “Multiple-image encryption based on compressive ghost imaging and coordinate sampling,” IEEE Photonics Journal, vol. 8, no. 4, pp. 1–11, 2016.

[30] Z. J. Wang, J. Deng, and A. Nallanathan, “Moving target recognition based on transfer learning and three-dimensional over-complete dictionary,” IEEE Sensors Journal, vol. 16, no. 14, pp. 5671–5678, 2016.

[31] A. I. Karjalainen, R. Mitchell, and J. Vazquez, “Training and validation of automatic target recognition systems using generative adversarial networks,” in 2019 Sensor Signal Processing for Defence Conference (SSPD), 2019.

[32] X. Bai, X. Zhou, F. Zhang, L. Wang, R. Xue, and F. Zhou, “Robust pol-isar target recognition based on st-mc-dcnn,” IEEE Transactions on Geoscience and Remote Sensing, vol. 57, no. 12, pp. 9912–9927, 2019.

[33] N. M. Nasrabadi, “Deeptarget: An automatic target recognition using deep convolutional neural networks,” IEEE Transactions on Aerospace and Electronic Systems, vol. 55, no. 6, pp. 2687–2697, 2019.

[34] X. Jiang, Y. Lai, S. Wang, and Y. Song, “Using polarization-diverse wave-coefficients for aerospace target recognition,” IEEE Access, vol. 8, pp. 143 033–143 041, 2020.

[35] L. Tao, Y. Zhou, X. Jiang, X. Liu, and Z. Zhou, “Convolutional neural network-based dictionary learning for sar target recognition,” IEEE Geoscience and Remote Sensing Letters, pp. 1–5, 2020.

[36] X. Yang, X. Nan, and B. Song, “D2n4: A discriminative deep nearest neighbor neural network for few-shot space target recognition,” IEEE Transactions on Geoscience and Remote Sensing, vol. 58, no. 5, pp. 3667–3676, 2020.

[37] C. Mao, L. Huang, Y. Xiao, F. He, and Y. Liu, “Target recognition of sar image based on cn-gan and cnn in complex environment,” IEEE Access, pp. 1–1, 2021.

[38] Y. Guo, L. Du, D. Wei, and C. Li, “Robust sar automatic target recognition via adversarial learning,” IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing, vol. 14, pp. 716–729, 2021.

[39] M. Ngo, S. Karagozu, and T. Gevers, “Self-supervised face image manipulation by conditioning gan on face decomposition,” IEEE Transactions on Multimedia, pp. 1–1, 2021.

[40] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, and Y. Bengio, “Generative adversarial nets,” in Advances in Neural Information Processing Systems 27, vol. 27, no. 5, 2014, pp. 2672–2680.

[41] M. Mirza and S. Osindero, “Conditional generative adversarial nets,” arXiv preprint arXiv:1411.1784, 2014.