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Abstract: It is well known that the inherent instability of wind speed may jeopardize the safety and operation of wind power generation, consequently affecting the power dispatch efficiency in power systems. Therefore, accurate short-term wind speed prediction can provide valuable information to solve the wind power grid connection problem. For this reason, the optimization of feedforward (FF) neural networks using an improved flower pollination algorithm is proposed. First of all, the empirical mode decomposition method is devoted to decompose the wind speed sequence into components of different frequencies for decreasing the volatility of the wind speed sequence. Secondly, a back propagation neural network is integrated with the improved flower pollination algorithm to predict the changing trend of each decomposed component. Finally, the predicted values of each component can get into an overlay combination process and achieve the purpose of accurate prediction of wind speed. Compared with major existing neural network models, the performance tests confirm that the average absolute error using the proposed algorithm can be reduced up to 3.67%.
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1. Introduction

Natural energy sources like oil, coal and gas used for power generation are usually environmentally destructive in their harvesting to produce usable energy. They are gone forever when they are used up. Therefore, natural and renewable energy resources from the earth are highly desired. In recent years, wind power has become a new sustainable and renewable alternative to burning fossil fuels, which has a much smaller impact on the environment. With the rapid increase in large-scale wind farms, wind power generation continues to rise in the power industry [1]. For example, renewable energy has generated 72,896 kW power during 2018 in China, with wind power accounting for 25.3% of all this renewable energy capacity [2]. However, the stochasticity and intermittent nature of wind speed may result in an obvious disturbance to the power system and thus affect the power quality. Accordingly, the security and stability of power systems are facing more challenges than before [3]. If the prediction of wind speed can be more accurate, distribution and reserve capacity can be more effectively rationalized through wind turbines. Accordingly, the electricity power spare capacity can be reduced considerably so that smart grids can be achieved [4–7].

Physical or statistical methods were usually used for wind speed prediction [8–10]. In the physical method, for instance, based on the numerical weather prediction model (NWP), a Kalman filter is
added for wind speed prediction [11]. However, it requires a large amount of calculations and has a low precision. In [12], the combining of a fuzzy system with a cuckoo search (CS) algorithm was proposed. Compared with the NWP model, this kind of model requires less computation, is faster and more convenient to use. Alternatively, statistical methods, such as time series, support vector machine (SVM) and artificial neural network (ANN), can present a simpler way than the physical methods, but the complexity process of wind speed generation was not fully considered [13]. ANN may suffer from a trapped local optimum and slow convergence speed. Its convergence efficiency may also affect the accuracy of wind speed forecast. On the other hand, a SVM model was reported to improve the function of fluctuating wind speed forecast [14]. Its generalization ability, however, was not enough for the wind speed prediction performance. In [15], the SVM was modified by a new algorithm to reduce the limitations of the model. However, the wavelet basis still has difficulty to achieve an ideal decomposition in the wind speed sequence [16]. In [17], the gray correlation analysis method connected with V-Support Vector Machine (V-SVM) was applied for wind speed prediction. This method has a strong ability for nonlinear fitting, which can realize the wind speed prediction. However, the accuracy is sensitive to the selection of useful fluctuation information from the wind turbine generators. In [18], the LSSVM model predicted the wind speed by integrating the particle swarm optimization (PSO) and gravity search algorithms. A great number of data was demanded to implement the proposed model. In [19], the output and actual situation for wind speed forecast in view of different neural networks were studied and compared. Although the generalization abilities of various models were analyzed, the suitability for different wind farms was not sufficiently unveiled. In [20], the instability of wind speed forecast brought very great difficulty. In this model, a regression model is devoted to predict wind speed, but its forecasting accuracy is still insufficient. In [21], the wind speed sequence is decomposed by the empirical mode decomposition method before prediction. However, the mode aliasing phenomenon may occur and result in an incomplete decomposition.

In the second section of this paper, the principles of feedforward (FF) neural networks and the flower pollination algorithm are introduced. Further, the improved flower pollination algorithm (IFPA) is proposed by adding dynamic inertia weight. Based on IFPA, FF is optimized, and its convergence performance is improved. In Section 3, the ensemble empirical mode decomposition (EEMD) algorithm is presented to deal with the wind speed data. Consequently, the EEMD–IFPA–FF prediction model is established. The forecasting results from EEMD–IFPA–FF, EEMD–FPA–FF and IFPA–FF models are also discussed and compared for details. The conclusions are given in Section 4.

2. Establishment of Forecasting Model

2.1. The Fundamentals of the FF Model

The feedforward (FF) neural network used in this paper is based on a multi-layer feedforward network, which is composed of three layers [22,23]. It can efficiently train the network using a gradient-based optimization algorithm. The network weights and thresholds that connect the input layer and output layer keep updating iteratively to reduce the error until it reaches the desired task for which it is being trained. The procedures to implement the FF model are shown as follows:

1. Initialize all connection weight $w$ and threshold $b$ using small random numbers.
2. Determine the structure of the FF model, input training samples and predictive output samples.
3. Calculate the outputs of the hidden layer under Equation (1) and the output layer under Equation (2) based on the forward propagation process.

$$\theta_j^i = f\left(\sum_j v_{ji}^i x_i + b_j^i\right), j = 1, 2, \ldots S_1 \tag{1}$$
\[ \theta_k^2 = g \left( \sum_{j} v_{kj}^2 x_j + b_k^2 \right), \] where \( \theta_j^1 \) is the output of the hidden layer; \( f \) is the transfer function of the hidden layer; \( v_{ji}^1 \) is the connection weight; \( x_i \) is the node of the input layer; \( b_j^1 \) is the threshold of the hidden layer; \( S_1 \) is the number of hidden layers; \( \theta_k^2 \) is the output layer; \( g \) is the transfer function of the output layer; \( v_{kj}^2 \) is the connection weight; \( x_j \) is the node of the hidden layer; \( b_k^2 \) is the threshold of the output layer; and \( S_2 \) is the number of output layers.

(4) Update weights and thresholds using the back–propagation process, as shown in Equation (3):

\[ n(i + 1) = n(i) + \beta P(i) \]

where \( n(i + 1) \) and \( n(i) \) are the weights and thresholds at the \( i + 1 \) and \( i \) iteration, respectively; \( \beta \) is a learning rate, and \( P(i) \) is the negative gradient of the output error at the \( i \) iteration, that is, the fastest direction in gradient.

(5) Repeat Steps (3) and (4) until the mean square error (E) reaches the predefined value:

\[ E = \frac{1}{2} \sum_{k} \left( t_k - \theta_k^2 \right)^2 \]

where \( S_2 \) is the number of output layers; \( t_k \) is the target value; and \( \theta_k^2 \) is the output value.

As above, FF may suffer from a weak global search ability, i.e., liable to be trapped into a local minimum. To solve this problem, some algorithms such as extreme learning machines, support vector machines, particle swarms and genetic algorithms are usually used to improve FF [24,25]. In this study, the improved flower pollination algorithm (IFPA) is developed to optimize the FF neural network.

2.2. The Principle of IFPA

The IFPA is developed from the base of the flower pollination algorithm (FPA). Usually, the FPA is performed under the following assumptions: (1) Biological allogamy is a pollinator flying through Levy to achieve a global pollination effect; (2) Self-pollination hypothesis is a local pollination procedure; (3) The reproduction rate of flowers is proportional to the rate of pollination; and (4) The transition between global pollination and local pollination is determined by physical factors, such as distance between flowers or wind speed. This conversion is represented in the algorithm by the conversion probability [26]. The FPA main steps are described below:

(1) Initializing the parameters, such as the number of flower population \( N \), the transformation probability parameters \( P \) and a random number \( rand \in (0,1) \) in FPA.
(2) Finding the global optimal solution by comparing the values of the fitness of each solution.
(3) If the conversion rate is \( p > rand \) (a predefined value), the solution is updated, and the transboundary process is implemented in the light of Equation (5):

\[ u_{t+1}^i = u_t^i + L \left( g^* + u_t^i \right) \]

where \( u_{t+1}^i \) and \( u_t^i \) represent the solutions of the \( (t + 1)th \) and \( (t)th \) generation, separately; \( g^* \) is the global optimum solution; \( L \) is the step length produced by pollen propagator Levyflying; and \( L \) obeys the Levy distribution, and its value is substituted into Equation (6):

\[ L \sim \frac{\lambda \Gamma(\lambda) \sin(\pi \lambda/2)}{\pi^{\lambda+1}} \]
where \( s >> s_0 > 0 \), \( s \) is the step dimension, and \( s_0 \) is the minimum step dimension; \( \Gamma(\lambda) \) is the standard Gamma function, and select \( \lambda = 1.5 \); and the Leavy flight step \( L \) is generated under Mantegna’s algorithm [26].

(4) If the conversion rate is \( p \leq \text{rand} \), the solution is updated, and the transboundary process is implemented according to Equation (7):

\[
u_{t+1}^i = u_t^i + \gamma (u_t^j + u_t^q)
\]

(7)

where \( \gamma \) is a random number on \([0,1]\); and \( u_t^j \) and \( u_t^q \) are pollen of flowers of the same plant species.

(5) Compute Steps (3) and (4) to get the fitness of the data processing. Judge whether the fitness of the new solution reaches the optimal position. If yes, the fitness and solution is updated. Otherwise, the current fitness and solution remains unchanged.

(6) If the fitness value of the global optimal is larger than the fitness value of the new solution value, then set a new solution as the global optimal solution.

(7) Judge whether the end qualification is satisfied. If the conditions are met, the output is certified as the optimal value. Otherwise, return to Step (3).

The principle of FPA indicates that the optimization solution mainly depends on the interaction between pollen individuals, which can be easily trapped into a local minimum. To resolve this problem, the inertia weight \( \omega \) is introduced into the pollen position. The new position is updated using Equation (8):

\[
u_{t+1}^i = \omega \cdot u_t^i + L (g^* + u_t^i)
\]

(8)

At the beginning of the iteration, the larger weight of the previous generation pollen in FPA has a greater impact on the current pollen movement. The attraction between pollen is also smaller. Contrastively, the smaller inertia weight in the later iteration can make the attraction between pollen larger. In this situation, the local search power becomes stronger, while the global search power weakens. To avoid a repeated oscillation near the extreme point from a larger moving step size [26–29], four inertia weights, i.e., \( \omega_1 \), \( \omega_2 \), \( \omega_3 \) and \( \omega_4 \), are selected to improve FPA, where \( \omega_1 \) is a fixed inertia weight, \( \omega_2 \) is a linear inertia weight, \( \omega_3 \) is an exponential decreasing inertia weight and \( \omega_4 \) is a dynamic inertia weight. Each inertia weight is shown as follows:

\[
\omega_1 = 0.6
\]

(9)

\[
\omega_2 = \omega_{\max} - \frac{\omega_{\max} - \omega_{\min}}{i_{\max}} \times i
\]

(10)

\[
\omega_3 = \omega_{\min} + (\omega_{\max} - \omega_{\min}) e^{-(4i/i_{\max})^2}
\]

(11)

\[
\omega_4 = \omega_{\max} - \left( \frac{i}{i_{\max}} \right)^3 \times (\omega_{\max} - \omega_{\min})
\]

(12)

where \( \omega_{\max} \) is the biggest inertia weight; \( \omega_{\min} \) is the minimum inertia weight; \( i \) is the current value of iterations; and \( i_{\max} \) is the maximum value of iterations. When the inertial weight varies from 0.9 to 0.4, the optimal searching effect can achieve the best solution [30]. For this reason, select \( \omega_{\max} = 0.9 \), \( \omega_{\min} = 0.4 \) and \( i_{\max} = 200 \). The variation of four inertial weights vs. iteration number is shown in Figure 1.

2.3. Convergence of IFPA

In the study, there are four inertia weights, i.e., \( \omega_1 \), \( \omega_2 \), \( \omega_3 \) and \( \omega_4 \), added to IFPA. Rastrigin and Griewank functions are chosen for testing the global optimization performance. The population number, iteration number and conversion probability were set as 20, 200 and 0.8, respectively [31,32]. The parameter settings environment is shown in Table 1. As shown in Table 2, the performance results
are based on the average of 20 independent tests. It indicates that the optimal solution can be achieved by choosing $\omega_4$ in either a Rastrigin or Griewank function.

![Variation of four inertial weights vs. iteration number.](image)

**Figure 1.** Variation of four inertial weights vs. iteration number.

| Objective Function | Range   | Optimal Value |
|--------------------|---------|---------------|
| Rastrigin          | $x \in [-5,5]$ | 0             |
| Griewank           | $x \in [-8,8]$ | 0             |

**Table 1.** Parameter settings.

| Objective Function | Inertial Weight | Optimal Convergence Value | Worst Convergence Value | Average Convergence Value |
|--------------------|----------------|---------------------------|-------------------------|--------------------------|
| Rastrigin          | $\omega_1$    | 0.0001                    | 0.0265                  | 0.0265                   |
|                    | $\omega_2$    | 0.0219                    | 0.0313                  | 0.0271                   |
|                    | $\omega_3$    | $2.613 \times 10^{-10}$  | 0.0003                  | $2.623 \times 10^{-08}$ |
|                    | $\omega_4$    | 0                         | 0                       | 0                        |
| Griewank           | $\omega_1$    | 0.0742                    | 0.7001                  | 0.0826                   |
|                    | $\omega_2$    | 0.0213                    | 0.1301                  | 0.0213                   |
|                    | $\omega_3$    | $3.6665 \times 10^{-10}$ | 0.2881                  | $2.42 \times 10^{-10}$  |
|                    | $\omega_4$    | 0                         | 0                       | 0                        |

**Table 2.** Test results.

In Figure 2, the Rastrigin function is taken as the objective function. When the inertia weight is $\omega_4$, the optimal value is obtained in the 162th generation. In Figure 3, the Griewank function is taken as the objective function. When the inertia weight is $\omega_4$, the optimal value is obtained in the 101th generation. Moreover, it proves that $\omega_4$ can reach the fastest convergence speed among all parameters.
Figure 2. Iterative convergence curve from the Rastrigin function.

Figure 3. Iterative convergence curve from the Griewank function.

2.4. Optimization of the FF Model Based on IFPA

In this study, the IFPA is integrated with FF neural network to improve the optimization of FF weights and thresholds in the network. The Levy flight characteristics in IFPA are fully utilized for the global searching. Accordingly, the initial weight matrix and bias vector can be found and then given to FF neural network for the training procedure. Figure 4 shows the flow of IFPA–FF, and it is illustrated as follows:

(1) Initialize FF. Set input layer, hidden layer and output layer, initial network weight \( v \) and initial thresholds \( b \).
(2) Set the population number, the initial value of variation factor and network learning parameters, the maximum number of iterations and training end condition in IFPA algorithm.
(3) The initial weight \( v \) and initial threshold \( b \) in FF neural network are encoded into individual pollens \( u \), where each pollen represents the FF neural network structure.
(4) The speed and position of all pollens are initialized, and the objective function of each pollen is kept computing until the minimum fitness value is reached.

(5) A random value of \(\text{rand}\) is generated and compared with the conversion probability \(p\). According to Equations (5) and (7) in FPA, the solution is kept being updated until the global optimal solution is reached.

(6) If the termination condition of IFPA is met, proceed to the next step. Otherwise, return to Step (5).

(7) The optimal pollen individual \(u_i\) is decoded, and the decoded weights \(v_i\) and \(b_i\) are used as connection weight \(v\) and threshold \(b\) for FF.

(8) If the ending condition of FF training is satisfied, the optimal network structure is thus obtained for further prediction. Otherwise, go back to Step (7).

Figure 4. Flowchart of the improved flower pollination algorithm–feedforward (IFPA–FF) prediction model.

Figure 5. Iterative convergence curve from the Schaffer function.

Schaffer and Ackley are used as objective functions to test the convergence performance in the IFPA and the FPA. The parameter settings environment is shown in Table 3. The population number, iteration number and conversion probability were set as 20, 200 and 0.8, which are the same as the
parameter settings in the above IFPA. The performance results shown in Table 4 are based on the average value from 20 independent tests.

Table 3. Parameter settings.

| Objective Function | Range      | Optimal Value |
|--------------------|------------|---------------|
| Schaffer           | $x \in [-5,5]$ | 0             |
| Ackley             | $x \in [-8,8]$ | 0             |

Table 4. Test results.

| Objective Function | Model | Optimal Convergence Value | Worst Convergence Value | Average Convergence Value |
|--------------------|-------|---------------------------|-------------------------|--------------------------|
| Schaffer           | IFPA  | $3.3621 \times 10^{-79}$   | 0.0119                   | $1.0221 \times 10^{-65}$ |
|                    | FPA   | $1.1867 \times 10^{-15}$   | 0.0661                   | 0.0001                   |
| Ackley             | IFPA  | $2.5426 \times 10^{-74}$   | 0.0379                   | $3.7926 \times 10^{-59}$ |
|                    | FPA   | $2.1884 \times 10^{-55}$   | 0.0661                   | 0.0661                   |

The iterative convergence curves using Schaffer and Ackley functions are shown in Figures 5 and 6, respectively. It can be seen that the IFPA model presents the best convergence performance in both of functions.

![Figure 5. Iterative convergence curve from the Schaffer function.](image-url)
3. Analysis of Wind Speed Forecasting

3.1. Preprocessing of Wind Speed Data

The EEMD is an improved EMD model [33]. Based on EMD, a set of Gaussian white noise with normal distribution is added, which effectively improves the aliasing and discontinuity of signals at different scales and avoids the mode aliasing caused by EMD decomposition process [34–36]. The flowchart of EEMD is shown in Figure 7, illustrated as follows:

1. A normal white Gaussian noise sequence \( v(t) \) was added to the original sequence \( g(t) \) to generate a new sequence \( u(t) = v(t) + g(t) \).
2. Find the maximum and minimum values in \( x(t) \) and fit the upper envelope \( l_{\text{max}}(t) \) and the lower envelope \( l_{\text{min}}(t) \) of \( u(t) \).
3. Calculate the average envelope \( m(t) \left( = \frac{l_{\text{min}}(t) + l_{\text{max}}(t)}{2} \right) \), and subtract it from the noise sequence \( u(t) \) to form a new sequence \( p(t) \ (= u(t) - m(t)) \).
4. Justify if \( p(t) \) satisfies the IMF. If yes, the IMF, denoted as \( h_1(t) \), is confirmed. Otherwise, repeat Steps (1) and (2) until it is satisfied.
5. The \( h_1(t) \) is subtracted from the original sequence \( u(t) \), and the residual component \( r_1(t) \ (= u(t) - h_1(t)) \) is obtained.
6. Repeat the same process from the first step until \( r_k(t) \), as shown in Equation (13), becomes a monotone function.
7. Finally, \( u(t) \) is decomposed into \( k \) IMFs with different oscillation modes, as shown in Equation (14).

\[
\begin{align*}
    r_2(t) &= r_1(t) - h_2(t) \\
    r_3(t) &= r_2(t) - h_3(t) \\
    r_4(t) &= r_3(t) - h_4(t) \\
    & \vdots \\
    r_k(t) &= r_{k-1}(t) - h_k(t) \\
    u(t) &= \sum_{i=1}^{k} h_i(t) + r_k(t)
\end{align*}
\]  

Figure 6. Iterative convergence curve from the Ackley function.
The data used in this study comes from the Sotavento wind farm in Galicia, Spain, and it is taken from 1 March to 13 March 2018. The wind speed statistics data is shown in Table 5. Sampling interval of wind speed data was 10 min, as shown in Figure 8.

**Table 5.** Wind speed statistics data.

| Maximum (m/s) | Minimum (m/s) | Mean (m/s) | Mode (m/s) | Mid-Value (m/s) | Standard Deviation (m/s) |
|---------------|---------------|------------|------------|-----------------|--------------------------|
| 15.18         | 2.28          | 7.47       | 8.82       | 7.51            | 2.59                     |
From Table 5, it is seen that the real wind speed data is highly volatile and unpredictable. Based on the EEMD, it can be decomposed into several relatively stable series under different characteristic scales. The decomposition results are shown in Figure 9.

Figure 8. Raw data of wind speed.

Figure 9. Data from EEMD decomposition.
As shown in Figure 9, the frequency of each component is, in turn, from high to low, and the large fluctuation of high frequency component is the random influence part of wind speed. The low frequency component has the characteristics of a sinusoidal wave and is generally considered as the periodic component of wind speed. The symbol “RES” represents the trend component, indicating the long-term trend of wind speed. There are 10 decomposed sequences (IMF1, IMF2, ..., IMF9, RES) input into the IFPA–FF model for training. After the training process is completed, these 10 predicted components are superimposed to obtain the final prediction value for comparison with the real value. The flowchart of the prediction model is shown in Figure 10.

![Flowchart of the prediction model](image)

**Figure 10.** Flowchart of the prediction model.

### 3.2. Wind Speed Forecasting Employed EEMD–IFPA–FF Model

There are three error functions, i.e., MAE, RMSE and MAPE applied to evaluate the effectiveness of the proposed model. Besides, an indicator $R^2$ is employed for calculating the fitness of the model.

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |x_i - x'_i| \tag{15}
\]

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - x'_i)^2} \tag{16}
\]

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{x_i - x'_i}{x_i} \right| \times 100\% \tag{17}
\]
\[ R_{\text{Squared}} = 1 - \frac{\sum_i^n (x_i - x'_i)^2}{\sum_i^n (x_i - \bar{x}_i)^2} \]  \hspace{1cm} (18)

where \( n \) is the forecast sample number; \( x_i \) is the value speed at time \( i \); \( x'_i \) is the forecasted value at time \( i \); and \( \bar{x}_i \) is the average of the true value at time \( i \).

The initial parameters in this experiment were chosen from References [32,35]. Note that 10 tests were carried out to determine the optimal parameter values in FF and FPA models, concluded in Table 6. The neural network has 15 inputs, 10 neurons in the first hidden layer, 5 neurons in the second hidden layer and one output.

### Table 6. Parameter Settings.

|               | FF                           | FPA                         |
|---------------|------------------------------|------------------------------|
| Input Layer   | Neurons: 5                   | Population Number: 20        |
| Hidden Layer  | Neurons: 10–5                | Dimension: 10               |
| Output Layer  | Neurons: 1                   | Iterations: 200              |
|               |                              |                              |
|               | Iterations: 200              |                              |
|               |                              | Target Error: 0.001          |
|               |                              | Learning Rate: 0.01          |
|               |                              |                              |
|               |                              | Transition Probability: 0.8  |

From 1 March to 13 March, a total of 1872 samples were used for model implementation. After EEMD decomposition, 1772 samples of each IMF and RES were trained, and the last 100 samples were used to judge the prediction efficiency. Three models, i.e., EEMD–IFPA–FF, EEMD–FPA–FF and IFPA–FF, were evaluated and compared using the same wind speed data. The comparison between the predicted wind speeds and actual ones on 13 March is shown in Figure 11. It reveals that the predicted curve from EEMD–IFPA–FF model is relatively closer to the actual one than others.

![Figure 11. Wind speed prediction on 13 March.](image)

Similarly, the performance test outcomes carried out on 13 February and 13 April can be seen in Figures 12 and 13, respectively. By comparing Figures 11–13, the wind speed data in February
is relatively stable with less fluctuation and lower amplitude. As a result, each model was more accurate in February than in other months. This implies that the fluctuation of the wind speed and the magnitude is the major factor that may affect the prediction accuracy. The comparison of training samples with existing models is concluded in Table 7. The comparison of testing samples with existing models is concluded in Table 8.

![Figure 12. Wind speed prediction on 13 February.](image1)

![Figure 13. Wind speed prediction on 13 April.](image2)

Comparing the error results of Tables 7 and 8, the error of the test set slightly increases compared to the error of the training set. In both training and the test results analysis, the error from the IFPA–FF model performance can reach the smallest value, presenting a certain generalization ability. As shown in Figures 11–13, it is found that the wind speed trend prediction using IFPA–FF model has a lag behind the actual speed due to its randomness characteristics. On the other hand, the wind speed series predicted by EEMD–FPA–FF model and EEMD–IFPA–FF model are almost the same as the actual ones without any lag. In Table 8, the maxima errors appeared on 4.13 among three-days collected data. At this day, the MAE, RMSE and MAPE for IFPA–FF model is up to 0.75 m·s\(^{-1}\), 0.89 m·s\(^{-1}\), and 14.67%, respectively. In the EEMD–FPA–FF model, however, the MAE, RMSE and MAPE are down to below 0.51 m·s\(^{-1}\), 0.68 m·s\(^{-1}\) and 10.74%, respectively. In the EEMD–IFPA–FF model, the MAE, RMSE and
MAPE are further improved to 0.37 m·s\(^{-1}\), 0.43 m·s\(^{-1}\) and 8.33%, respectively. Compared with the two other existing models, the MAE, RMSE and MAPE are reduced by more than 0.21 m·s\(^{-1}\), 0.30 m·s\(^{-1}\) and 3.67%, respectively. By investigating R\(^2\), it is confirmed that the EEMD–IFPA–FF reaches the highest fitness and achieves a better prediction. In conclusion, it is obvious that the prediction accuracy is considerably improved and relatively stable using the EEMD–IFPA–FF model.

### Table 7. Error comparison of training samples with existing models.

| Time      | Model            | MAE (m/s) | RMSE (m/s) | MAPE       | R-Squared |
|-----------|------------------|-----------|------------|------------|-----------|
| 13 February | EEMD–IFPA–FF     | 0.1988    | 0.2097     | 6.0071%    | 0.8772    |
|           | EEMD–FPA–FF      | 0.3067    | 0.4077     | 7.1021%    | 0.6912    |
|           | IFPA–FF          | 0.3982    | 0.5131     | 9.0831%    | 0.3144    |
| 13 March  | EEMD–IFPA–FF     | 0.2119    | 0.3019     | 6.7411%    | 0.8038    |
|           | EEMD–FPA–FF      | 0.4028    | 0.5257     | 9.2269%    | 0.5981    |
|           | IFPA–FF          | 0.5229    | 0.6941     | 11.8581%   | 0.4719    |
| 13 April  | EEMD–IFPA–FF     | 0.3102    | 0.3931     | 7.7103%    | 0.7963    |
|           | EEMD–FPA–FF      | 0.4262    | 0.5733     | 9.7835%    | 0.5492    |
|           | IFPA–FF          | 0.7038    | 0.8291     | 13.2210%   | 0.4045    |

### Table 8. Error comparison of testing samples with existing models.

| Time      | Model            | MAE (m/s) | RMSE (m/s) | MAPE       | R-Squared |
|-----------|------------------|-----------|------------|------------|-----------|
| 13 February | EEMD–IFPA–FF     | 0.2287    | 0.2584     | 6.2094%    | 0.8594    |
|           | EEMD–FPA–FF      | 0.3871    | 0.4440     | 7.4302%    | 0.6246    |
|           | IFPA–FF          | 0.4199    | 0.5670     | 9.9741%    | 0.2049    |
| 13 March  | EEMD–IFPA–FF     | 0.3079    | 0.3695     | 7.2433%    | 0.7789    |
|           | EEMD–FPA–FF      | 0.4390    | 0.5728     | 9.8365%    | 0.5479    |
|           | IFPA–FF          | 0.5926    | 0.7802     | 12.9114%   | 0.3942    |
| 13 April  | EEMD–IFPA–FF     | 0.3699    | 0.4303     | 8.3257%    | 0.7436    |
|           | EEMD–FPA–FF      | 0.5128    | 0.6817     | 10.7430%   | 0.5017    |
|           | IFPA–FF          | 0.7519    | 0.8924     | 14.6718%   | 0.3370    |

### 4. Conclusions

In this paper, the proposed EEMD–IFPA–FF prediction model has been well established for an optimization achievement. The FPA is enhanced by incorporating dynamic inertia weights in the IFPA algorithm. Therefore, a faster convergence speed can be achieved. Besides, the FF global search capability is improved to reach a global solution by integrating the IFPA. Moreover, the wind speed data was decomposed using the EEMD method to increase the prediction accuracy. Accordingly, it is obvious that the proposed model provides a better performance than other existing models in both convergence speed and prediction error no matter how small or large the wind speed fluctuates. Apart from the above, the R\(^2\) value further verifies the EEMD–IFPA–FF model presents the highest fitness value among existing models.
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