Multi-Scale User Behavior Network for Entire Space Multi-Task Learning

ABSTRACT
Modelling the user’s multiple behaviors is an essential part of modern e-commerce, whose widely adopted application is to jointly optimize click-through rate (CTR) and conversion rate (CVR) predictions. Most of existing methods are designed to encode the dependence between the behavior paths “observation → click” and “click → conversion” by combining the two-tower architecture with multi-task learning techniques to optimize multiple ranking objectives. However, such systems overlook the effect of two key characteristics of the user’s behaviors: for each item list, (i) contextual dependence refers to that the user’s behaviors on any item are not purely determined by the item itself but also are influenced by the user’s previous behaviors (e.g., clicks, purchases) on other items in the same sequence; (ii) multiple time scales means that users are likely to click frequently but purchase periodically. To this end, we develop a new multi-scale user behavior network named Hierarchical Recurrent Ranking On the Entire Space (HEROES) which incorporates the contextual information to estimate the user multiple behaviors in a multi-scale fashion. Concretely, we introduce a hierarchical framework, where the lower layer models the user’s engagement behaviors while the upper layer estimates the user’s satisfaction behaviors. The proposed architecture can automatically learn a suitable time scale for each layer to capture the dynamic user’s behavioral patterns. Besides the architecture, we also introduce the Hawkes process to form a novel recurrent unit which can not only encode the items’ features in the context but also formulate the excitation or discouragement from the user’s previous behaviors. We further show that HEROES can be extended to build unbiased ranking systems through combinations with the survival analysis technique. Extensive experiments over three large-scale industrial datasets demonstrate the superiority of our model compared with the state-of-the-art methods.
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1 INTRODUCTION
Implicit feedbacks from the user’s behaviors are much important data sources for any personalized online service in information systems [34]. Such information systems often need to optimize multiple objectives at the same time [17]. For example, when recommending videos to a user, the user is expected to not only click and watch the video but also to purchase it. Specifically, these behaviors can be categorized into two classes: (i) engagement behaviors, such as the user’s observations and clicks; (ii) satisfaction behaviors, such as the user’s watch time and purchases. As Figure 1 shows, a user would like to click and eventually purchase an observed item, which indicates a typical behavior path “observation → click → conversion” (i.e., “engagement behaviors → satisfaction behaviors”) [18, 30]. We call it entire space behavior path.
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Inference Space
Another line to design an effective feature sharing (i.e., “observation → click”), which can not only encode the contextual item from the user’s past behaviors. By applying HEROES units into features but also model the excitation or discouragement brought by its following items. This influence would be either excitation or discouragement. One example is that if a teen has purchased a hat, she then might not be interested in other hats.

Figure 1: Top diagram shows the pipeline information systems, which consists of a ranking system and the user multiple behaviors. Bottom figure illustrates the entire space behavior path “observation → click → conversion”.

Recent researches are mainly developed based on the existing multi-task learning techniques [2] to simultaneously learn multiple types of user behaviors, which can be roughly categorized into two directions. One direction [18, 20, 30, 33] is to leverage the behavior decomposition which constructs the user’s micro-actions as auxiliary information to promote the CTR and CVR predictions. Another line [17, 26, 34] is to design an effective feature sharing strategy among the CTR and CVR prediction models. However, when modelling the user’s multiple behaviors, almost all the existing papers have not well used, even may not be aware of, the following key characteristics of user behavior patterns:

- There exists contextual dependence among the multiple behaviors in one list: a user’s behaviors on an item may affect her behaviors on its following items. This influence would be either excitation or discouragement. One example is that if a teen has purchased a hat, she then might not be interested in other hats.
- Different behavior paths trigger with multiple time scales. For example, in Taobao e-commerce platform1, the average time interval of clicks is 12.23, while that of purchases is 32.08, which indicates that the behavior paths “observation → click” and “click → conversion” happen with different time scales.

An illustrated example of the above characteristics is provided in Figure 2. To this end, we propose a novel framework called Hierarchical rEcurrent Ranking On the Entire Space (HEROES) to formulate the entire space user behavior path (i.e., “observation → click → conversion”) in a multi-scale fashion. Concretely, as shown in Figure 4(Left), HEROES establishes a hierarchical architecture: the lower layer (i.e., CTR layer) estimates the engagement behaviors (i.e., “observation → click”), while the upper layer (i.e., CVR layer) estimates the satisfaction behaviors (i.e., “click → conversion”). We tweak the design of gates in [3] and allocate them both within and between two layers, which allows HEROES to automatically learn a suitable time scale for each layer. Besides the architecture, we then incorporate the neural Hawkes process [19] into the recurrent unit [3] to form a new unit (called HEROES unit, as shown in Figure 4(Right)), which can not only encode the contextual item features but also model the excitation or discouragement brought from the user’s past behaviors. By applying HEROES units into the hierarchical architecture, HEROES is able to simultaneously model all the top-down contextual contents (including the item features and the user’s behaviors) and learn appropriate time scales (as Figure 3 depicts) for the entire space behavior path “observation → click → conversion”.

Furthermore, we also show that HEROES can be seamlessly applied to the unbiased learning-to-rank task by incorporating with the survival analysis technique [12].

The major contributions of this paper can be outlined as follows.

- We propose a novel paradigm named HEROES, where we model the multiple user behaviors on entire space (i.e., “observation → click → conversion”) in a multi-scale manner.
- We design a novel recurrent unit to take both the contextual items and the user’s previous behaviors into consideration.
- We show that our approach can be seamlessly used for unbiased ranking by incorporating with survival analysis technique.

We conduct the comprehensive experiments on three industrial datasets, whose results exhibit that our method can learn an effective ranker over multiple objectives. To our knowledge, this work is the first work that simultaneously models the user’s multiple behaviors in a multi-scale fashion.

2 PRELIMINARY

2.1 Learning-to-Rank with Multiple Objectives

The fundamental goal of learning-to-rank (LTR) scenarios is to learn a ranker \( f \), which assigns a score to the item according to its feature. Then, the item list concerning a query \( q \) is provided in the descending order of their scores. Let \( D_q \) denote the set of items associated with \( q \), \( d_i \) denote the \( i \)-th item in \( D_q \) and \( x_i \) denote the feature vector of \( d_i \). Let \( b_i \) represent the score of \( d_i \). For simplicity, we only consider the binary score here, i.e., \( b_i = 0 \) or \( b_i = 1 \). One can easily extend it to the multi-level scores. We can describe the risk function as

\[
R(f) = \sum_{q} \sum_{d_i \in D_q} L(f(x_i), b_i),
\]

where \( f \) denotes a ranker, and \( L(f(x_i), b_i) \) denotes a loss function. The goal of LTR is to find the optimal ranker \( f^* \) that minimizes the loss function. In the CTR prediction, the ranker is learned with implicit feedbacks containing click labeled data (i.e., the score \( b_i \) of \( d_i \) in Eq. (1) is replaced by its click signal \( c_i \)); while in the CVR prediction, \( b_i \) of \( d_i \) in Eq. (1) is replaced by its conversion signal \( v_i \). Here \( v_i \) is a binary value that denotes whether the conversion event occurs at \( d_i \).

The goal in this paper is to jointly optimize the CTR and CVR predictions. Formally, the input is \( D_q \) organized as a set of data samples \( \{(x, c, v, l)\} \), where \( x \) is the item features, \( l \) is the length of the item list, \( c \) is the click signal, and \( v \) is the conversion signal. The output is the predictions of click and conversion probabilities of each item \( d_i \) (i.e., \( P(c_i = 1|x_i) \) and \( P(v_i = 1|x_i) \)).

2.2 Relevance for Behavior Dependence

Note that the user’s multiple behaviors naturally have dependence among each other (a.k.a., behavior path “observation → click → conversion”). Hence, instead of separately modelling the click and
conversion, the current prevailing approaches introduce the post-click relevance (denoted as $r^c_i$ for $d_i$) so called the post-view conversion rate \cite{18, 30}, which is defined as

$$P(r^c_i = 1|x_i) = P(v_i = 1|c_i = 1; x_i) = \frac{P(v_i = 1|x_i)}{P(c_i = 1|x_i)}, \quad (2)$$

which allows the model to first separately estimate $P(c_i = 1|x_i)$ and $P(r^c_i = 1|x_i)$ and then recover $P(v_i = 1|x_i)$ by computing the production.

As the post-click relevance (i.e., $r^c_i$ for $d_i$) is built based on the behavior path “click $\rightarrow$ conversion”, we can similarly define the prior-click relevance (denoted as $r^p_i$ for $d_i$) as

$$P(r^p_i = 1|x_i) = P(v_i = 1|c_i = 1; x_i) = \frac{P(c_i = 1|x_i)}{P(v_i = 1|x_i)}, \quad (3)$$

which reflects a simple fact that a user clicks ($c_i = 1$) the item $d_i$ only when it is both observed ($v_i = 1$) and perceived as prior-click relevant ($r^p_i = 1$). Eq. (3) has been widely used in unbiased LTR researches \cite{1, 12, 14, 27, 28}, whose goal is to discover the prior-click relevance from the biased click data. In contrast, biased LTR refers to directly regarding the click as the prior-click relevance, where the prior-click relevance is defined as

$$P(r^p_i = 1|x_i) := P(c_i = 1|x_i). \quad (4)$$

3 HEROES

In this section, we present the HEROES in the context of the biased LTR (i.e., using Eq. (4)) where we first describe our architecture design and then introduce the proposed HEROES unit to construct the architecture. Finally, we show the loss function for biased LTR.

3.1 HEROES Architecture

In HEROES, we first divide the entire space behavior path into two layers: “observation $\rightarrow$ click” in the CTR layer and “click $\rightarrow$ conversion” in the CVR layer, and then model the user’s multiple behaviors both within and between two layers.

We begin by introducing the definition of the inherent relevance:

**Definition 1. (Inherent Relevance)** For each item $d_i$, we define a binary variable $r_i$ as the inherent relevance. Specifically, $r^c_i$ and $r^p_i$ are the inherent relevance to motivate a user to click and purchase $d_i$ respectively, both of which are solely determined by the item.

In contrast, we call $r^c_i$ in Eq. (2) and $r^p_i$ in Eq. (3) **behavioral relevance** for conversion and click of $d_i$ respectively, which are affected by the external factors. To estimate $r_i$ and $r^c_i$ for each item $d_i$, we further introduce $h_i$ and $r_i$ which are defined as

$$\tilde{h}_i := P(r^c_i = 1), \quad h^c_i := P(r^c_i = 1); \quad h^p_i := P(r^p_i = 1). \quad (5)$$

**Intra-Layer Behavior Modelling.** In each layer (i.e., behavior path), since the user’s behaviors on each item $d_i$ (i.e., $h_i$) can be either excited or discouraged by the user’s previous behaviors, we apply the Hawkes process \cite{6, 9} to formulate the behavioral relevance as

$$h_i := \tilde{h}_i + \sum_{j \leq i} \lambda_j \exp(\lambda_j(t_i - t_j)), \quad (6)$$

where $\lambda_j \in \mathbb{R}$ is the learnable degree to which the user’s behaviors (e.g., click or conversion) on item $d_j$ initially excite (when $\lambda_j > 0$) or discourage (when $\lambda_j < 0$) that on item $d_i$, and $\delta_j > 0$ is the learnable decay rate of the excitation or discouragement. In other words, when studying $d_i$, as the time interval $t_i - t_j$ increases, its behavioral relevance $h_i$ might both rise and fall (conditioned on the effects from the intermediate items, i.e., $(\lambda_j)_{j \leq i}$), but eventually approach its inherent relevance $\tilde{h}_i$, as the influences from previous behaviors on $d_j$ will decay toward 0 at rate $\delta_j > 0$. Here, $t_i, t_j$ are the behavior occurrence time in continuous space and can be roughly approximated by $i$ and $j$ in discrete time space.

Note that Eq. (6) can be regarded as a conceptual formulation, as it can not guarantee $\tilde{h}_i, h_i \in [0, 1]$. We will later introduce our HEROES unit design which implements Eq. (6) to the contextual item feature modelling in Section 3.2.

**Inter-Layer Behavior Modelling.** As introduced above, for each item $d_i$, there are two behavioral factors: the prior-click relevance $h^c_i$ representing how likely the user would click $d_i$ after observing it in the CTR layer, and the post-click relevance $h^p_i$ representing how likely the user would purchase $d_i$ after clicking it in the CVR layer. We explicitly model the correlations across these layers as follows:

$$h^p_i = \phi(h^c_i), \quad h^p_{i+1} = \psi(h^p_i), \quad (7)$$

\footnote{For simplicity, we use $r_i$ to denote both $r^c_i$ and $r^p_i$, and similar notations for $r_i, h_i, f_0, z$.}
We illustrate how $f$ where $x$ via "observation→click" in the CTR layer; and $q$ conversion" in the CVR layer.

The latter equation shows the case where a user finds and purchases a favored item (i.e., $h^p_i$), and then it is likely for the user to stop browsing and not click its following items (i.e., $h^s_i$). According to Eq. (7), we introduce a hierarchical architecture, whose formulation can be written as

$$h^c_i, h^h_i = f^c(h^c_{i-1}, h^p_{i-1}, h^h_{i-1}, x_q);$$

$$h^c_i, h^h_i = f^h(h^c_i, h^c_{i-1}, h^h_{i-1}, h^s_{i-1}, x_q),$$

where $f^c$ and $f^h$ are the recurrent functions in the CTR and CVR layers that take the contextual information $x_q$ as the input, and output $h^c_i$, $h^h_i$ and $h^h_i$, $h^s_i$.

**Gate Mechanism.** Besides the aforementioned intra- and inter-layer behaviour modelling which are proposed to incorporate the contextual information, we further introduce a gate mechanism to explicitly discover the hidden structure. Specifically, the CTR layer is expected to model the contextual information in each segment following the behavior path “observation→click” (i.e., starting at a user observing an item and ending at the user clicking an item). Similarly, the CVR layer is expected to model the contextual information in each segment following the behavior path “click→conversion” (i.e., starting at a user clicking an item and ending at the user purchasing an item).

To this end, we define $g_i$ as a boundary detector as

$$g_i = \begin{cases} 1, & \text{if } P(c_i = 1) > 0.5 \\ 0, & \text{otherwise} \end{cases},$$

We illustrate how $g_i$ influences the hierarchical structure in Figure 3: If there is no click at $d_i$ (i.e., $g_i = 0$), then the contextual information of $d_i$ should pass through the behavior path “observation→click” in the CTR layer; otherwise (i.e., $g_i = 1$), the contextual information of $d_i$ should be summarized in the CTR layer and pass through the behavior path “click→conversion” in the CVR layer.

For each recurrent unit for $i$-th document $d_i$, we concatenate the one-hot embedding vector of its position (i.e., $i$) and its document feature (i.e., $x$) as the input. Considering that recurrent network will encode all the contextual information in query $q$ (i.e., $D_q$), we use $x_q$ for simplicity.

### 3.2 HEROES Unit

For each item $d_i$, HEROES unit models model inherent relevance $h_1$ and behavioral relevance $h_2$ in a recurrent fashion which incorporate the contexts both within (i.e., intra-layer) and across (i.e., inter-layer) the CTR and CVR layers.

**Intra-Layer Mechanism.** Let $s$ and $t$ denote the unit states in each cell which correspond to $h_1$ and $h_2$. To achieve the gate mechanism in Figure 3, we first recursively compute the states in the CTR layer as

$$s^c_i = \begin{cases} h^c_i \otimes s^c_{i-1} + h^c_i \otimes s^s_{i-1}, & (1) \\ h^c_i \otimes s^c_{i-1}, & (2) \end{cases},$$

where $\otimes$ denotes element-wise product operation. (1)(2) respectively denote the conditions: $g_{i-1} = 0, g_{i-1} = 1$. Here, $f_i$ (i.e., $f^c_i, f^h_i$, $h^s_{i-1}$, $s^c_{i-1}$) is a gate mechanism to explicitly discover the hidden structure. Specifically, the CTR layer is expected to model the contextual information in each segment following the behavior path “observation→click” (i.e., starting at a user observing an item and ending at the user clicking an item). Similarly, the CVR layer is expected to model the contextual information in each segment following the behavior path “click→conversion” (i.e., starting at a user clicking an item and ending at the user purchasing an item).

$$s^c_i = \begin{cases} h^c_i \otimes s^c_{i-1} + h^c_i \otimes s^s_{i-1} + t^c_i \otimes s^c_{i-1} + t^c_i \otimes s^s_{i-1}, & (3) \\ h^c_i \otimes s^c_{i-1}, & (4) \end{cases},$$

where (3)(4) respectively denote the conditions: $g_{i-1} = 1, g_{i-1} = 0$. We call the operation under (3) update, and it under (4) sumarize. When there is no click at $d_{i-1}$, then there should be no contextual information from $d_{i-1}$ passing to $d_i$, and thus update operation will update the states at $d_i$. Otherwise (i.e., there is a click at $d_{i-1}$), sumarize operation will sumarize the contextual information in the current segment to update it in the CVR layer (see Eq. (13)) and reinitialize the state for the next segment.

In update operation, we introduce $s^c(t)$ to formulate the Hawkes process in Eq. (6) as

$$s^c(t) = s^c_{i+1} + s^c_i \exp (\Delta t),$$

where $\Delta t = \delta_{i+1}(t - t_i)$ for $t_i < t_{i+1}$. (11) Here, $\delta_{i+1} = f_i (\text{MLP}(y_{i+1} \| h^c_{i+1}))$ where $y_{i+1}$ is a multi-hot embedding vector representing the user’s behavior on item $d_{i+1}$, and $\| \text{denotes the concatenation operation.}$ If $y_{i+1}$ is not available in some cases, we can directly apply $\delta_{i+1} = f_i (\text{MLP}(h^c_{i+1}))$ instead. Here, we follow [19] to define $f_i(x)$ as $f_i(x) = \gamma \text{log}(1+\exp(x/\gamma))$ where $\gamma$ is set as 5 in our experiment.

Then, the hidden states $h^c_i$ and $h^s_i$ can be calculated by

$$h^c_i = \text{tanh}(s^c_i), h^s_i = \text{tanh}(s^s_i).$$

Similar as Eq. (10), the states in the CVR layer are recursively updated following

$$s^c_i = \begin{cases} h^c_i \otimes s^c_{i-1} + h^c_i \otimes s^c_{i-1} + h^c_i \otimes s^c_{i-1} + t^c_i \otimes s^c_{i-1}, & (3) \\ s^c_{i-1}, & (4) \end{cases},$$

where (3)(4) respectively denote the conditions: $g_{i-1} = 1, g_{i-1} = 0$. We call the operation under (3) update, and it under (4) copy. When there is a click at $d_i$, then there should be the contextual information passed from the CTR layer, and thus update operation will update the states at $d_i$. Otherwise (i.e., there is no click at $d_i$), then copy operation will simply copy the states and hidden states of the previous timestep without fusing any information. The hidden states $h^c_i$ and $h^s_i$ can be computed via

$$h^c_i = \text{tanh}(s^c_i), h^s_i = \text{tanh}(s^s_i).$$

For each document $d_i$, we concatenate the one-hot embedding vector of its position (i.e., $i$) and its document feature (i.e., $x$) as the input. Considering that recurrent network will encode all the contextual information in query $q$ (i.e., $D_q$), we use $x_q$ for simplicity.
Inter-Layer Mechanism. $i_t$, $o_t$, $g_t$ are designed to encode the top-down contextual formation. Formally, for each item $d_i$, their values are updated as follows:

$$f_i = \text{sigmoid} \left( \text{MLP}(s_j) \right), \quad i_t = \text{sigmoid} \left( \text{MLP}(s_j) \right), \quad g_t = \tanh \left( \text{MLP}(s_j) \right),$$

(15)

where $s_j$ is the top-down state, computed as

$$s_i^f = [(1 - g_{i-1}) \cdot U_{i-1}^f \cdot h_{i-1}^f + g_{i-1} \cdot U_i^f \cdot h_i^f],$$

$$s_i^v = [(1 - g_{i-1}) \cdot h_{i-1}^v + g_{i-1} \cdot W_i^f \cdot h_i^f],$$

(16)

where $U_{i-1}^f, U_i^f, h_{i-1}^f$ and $W_i^f$ are trainable weights.

Note that the above operations in Eqs. (12), (14), (15), (16) implicitly force the CVR layer to absorb the summary information from the CTR layer according to the top-down contexts. Also, these operations are not assigned with a fixed update intervals, and thus can be adaptively adjusted corresponding to different contexts.

3.3 Loss Function

Considering that both click and conversion signals are binary, we adopt binary cross entropy (BCE) loss as

$$L = L_e + \alpha \cdot L_o,$$

(17)

where $b$ can denote either click $c$ or conversion $v$.

4 HEROES FOR UNBIASED LTR

In this section, we extend the HEROES architecture into unbiased LTR (i.e., using Eq. (3)). We first describe how to use the HEROES to model the user’s multiple behavior through the entire space behavior path, and then present the corresponding loss function.

4.1 Behavior Modelling on the Entire Space

Note that the HEROES introduced in Section 3 that does not explicitly model the behavior path "observation→click". However, as stated in Section 2, unbiased LTR requires the HEROES to use Eq. (3) and learn the multiple user behaviors through the entire space behavior path "observation→click→conversion".

To this end, we introduce the survival analysis technique [12, 23] to simultaneously estimate the user’s observations, clicks, conversions. The main assumption of the survival analysis technique is that a patient will keep survival until she leaves the hospital or meets death, which follows the path "survival→death".

Analogously, we can use it to formulate the user’s multiple behaviors, which are similar but hierarchical: In the CTR layer, a user will keep observing until she leaves due to the lost interest or clicks an item to check its detailed information, which follows the path "observation→click"; where in the CVR layer, a user will keep clicking to search for a worthwhile item until she leaves due to mismatching between the user requirement and the current item or purchases an item due to success in finding a favorite item, which follows the path "click→conversion".

Based on the analysis above, we can define the probability density function (P.D.F.) of a user behavior occurring at $i$-th item $d_i$ as

$$P(c_i = 1) = P(z ≥ i), \quad P(v_i = 1) = P(z^v = i),$$

(19)

where $z^c$ and $z^v$ represent the click and conversion behaviors respectively, and $z = i$ means that the behavior occurs in $d_i$ and $z ≥ i$ means that the behavior occurs after $d_i$.

From the analogy between "survival→death" and "observation→click", "click→conversion", we can find that when studying the click behavior $z^c$ in the CTR layer, the CDF in this case (i.e., $P(z^c ≥ i)$) denotes the observation probability, since a user will keep browsing until she finds an interesting item and clicks to check details. Similarly, if studying the conversion behavior $z^v$ in the CVR layer, the CDF here (i.e., $P(z^v ≥ i)$) denotes the click probability since a user will always keep clicking the items until she eventually purchases a favored one. Thus, we have

$$P(o_i = 1) = P(z^c ≥ i), \quad P(c_i = 1) = P(z^v ≥ i).$$

(20)

We then can derive the prior-click relevance $r_i^c$ and the post-click relevance $r_i^v$ by the conditional click probability $h_i^c$ and the conditional conversion probability $h_i^v$, which can be formulated as

$$h_i^c := P(r_i^c = 1) = \frac{P(c_i = 1)}{P(o_i = 1)} = \frac{P(z^c = i)}{P(z^c ≥ i)},$$

(21)

$$h_i^v := P(r_i^v = 1) = \frac{P(v_i = 1)}{P(c_i = 1)} = \frac{P(z^v = i)}{P(z^v ≥ i)}.$$
which also indicates the probability that the click behavior $z^c$ (or conversion behavior $z^p$) lies at $d_i$ given the condition that $z^c$ (or $z^p$) is larger than the last observation (or click) boundary. For each layer, according to Eqs. (20), (21) and (22), we can derive that

$$
P(z \geq i|x_q, \theta) = P(z \neq 1, z \neq 2, \ldots, z \neq i - 1|x_q, \theta) = \prod_{\tau < i} (1 - P(z = \tau|z \geq \tau, x_q, \theta)) = \prod_{\tau < i} (1 - h_\tau).$$ (23)

Here, we use the probability chain rule to calculate the observation probability $P(i \leq z^c)$ (or the click probability $P(i \leq z^p)$) at $d_i$ through multiplying the conditional unclick probability $1 - h^c_\tau$ (or the conditional conversion probability $1 - h^p_\tau$). Combining Eqs. (21), (22) and (23) together, we have

$$
P(z = i|x_q, \theta) = h_i \cdot \prod_{\tau < i} (1 - h_\tau).$$ (24)

Based on above description, we can express all the user’s behaviors including observation $P(o_i = 1)$, click $P(c_i = 1)$, conversion $P(v_i = 1)$ on $d_i$ by $h_i$.

One straightforward approach to estimate $h_i$ is directly applying Eq. (8). However, it might cause incompatibility issue: Eq. (8) uses the Hawkes process to model the user’s multiple behaviors (i.e., Eq. (6)), while Eq. (21) is derived from the survival analysis. Therefore, another way is to first tweak the HEROES unit by replacing $z^c(t_{i-1})$ by $s^c_{i-1}$ in Eq. (10), and then employ HEROES (i.e., Eq. (8)) to obtain $h_i$. We will later establish an empirical investigation of the performance of these two approaches.

### 4.2 Loss Function on the Entire Space

The first type of loss is based on the PDF. In the CTR and CVR layers, we aim to minimize the negative log-likelihood of the clicked or purchased item $d_j$ (i.e., $z = j$) as

$$
L_{pdf} = -\log \prod_{(x_q, z) \in D_q} P(z = j|x_q, \theta) = -\sum_{(x_q, z) \in D_q} \log h_j + \sum_{\tau < j} \log (1 - h_\tau),
$$ (25)

The second type of loss is based on the CDF. Let $I$ denote the length of the item list. There are two cases: (i) for those lists where there is a click occurring in the CTR layer or a conversion occurring in the CVR layer (i.e., $z \leq I$), we have

$$
L_{occurrence} = -\log \prod_{(x_q, I) \in D_{occur}} P(I \geq z|x_q, \theta) = -\sum_{(x_q, I) \in D_{occur}} \log \left[1 - \prod_{\tau < I} (1 - h_\tau)\right],
$$ (26)

where $D_{occur}$ is the dataset of the above lists. For the other lists, there is no click occurring in the CTR layer or no conversion occurring in the CVR layer (i.e., $z > I$), we have

$$
L_{non-occurrence} = -\log \prod_{(x_q, I) \in D_{non-occur}} P(z > I|x_q, \theta) = -\sum_{(x_q, I) \in D_{non-occur}} \sum_{\tau < I} \log (1 - h_\tau),
$$ (27)

where $D_{non-occur}$ is the dataset of the above lists, and $D_q = D_{occur} \cup D_{non-occur}$.

Combining all the objective functions (i.e., C.D.F. and P.D.F. losses), our goal is to minimize the negative log-likelihood over all the data samples as

$$
L_b = L_{pdf} + \beta \cdot L_{occur} = L_{non-occurrence} + L_{occur},
$$ (28)

where all these losses are computed over the behavior $z^b$ (where $b$ can either denote $c$ or $v$), and the hyper-parameter $\beta$ balances P.D.F. and C.D.F. losses at the same level to stabilize the model training. The overall loss $L$ can be derived by applying Eq. (28) into Eq. (17).

For unbiased LTR, for each item $d_i$, according to Eq. (24), the estimation of its click is $P(c_i = 1) = P(z^c = i) = h^c_i \cdot \prod_{\tau < i} (1 - h^c_\tau)$, and it conversion is $P(v_i = 1) = P(z^p = i) = h^p_i \cdot \prod_{\tau < i} (1 - h^p_\tau)$.

### 4.3 Overall Algorithm

We show the overall algorithm in Algorithm 1. It is not hard to see that the main components of HEROES are the hierarchical recurrent neural network. Let $l_{max}$ denote the maximal length of document lists. Then, the calculation of each HEROES unit $f_d$ will run for maximal $2l_{max}$ times. We assume the average case time performance of $f_d$ is $O(l_{max})$. The subsequent calculation is to obtain the multiplication results of $h_i$ 1 or $h_i$ to form the losses, whose complexity is $O(l_{max})$. Then, the overall time complexity is $O(2C_{l_{max}} + O(l_{max})) = O(2C_{l_{max}})$.

Note that we use behavioral relevance $r_i$ for training to mine its latent inherent relevance $r_i$ for inference. Take the HEROES for biased LTR as an example. During training, we compute the loss in Eq. (18) using $P(c_i = 1) = P(r^c_i = 1) = h^c_i$ for the CTR prediction and $P(v_i = 1) = P(c_i = 1) \cdot P(r^v_i = 1) = h^c_i \cdot h^v_i$ for the CVR prediction. During inference, we use $P(c_i = 1) = P(r^c_i = 1) = h^c_i$ for the CTR estimation and $P(v_i = 1) = P(c_i = 1) \cdot P(r^v_i = 1) = h^c_i \cdot h^v_i$ for the CVR estimation. Comparing to the existing pipeline (e.g., [34]) using $h^c_i$ and $h^v_i$ for both training and inference, the proposed pipeline is able to encode the effect from the user’s previous behaviors and recover the true inherent relevance.

### 5 EXPERIMENT

#### 5.1 Dataset Description and Evaluation Flow

We use three large-scale real-world datasets for the evaluations, where the first two are public benchmark datasets and the last one is created by our own:
Table 3: Comparison of unbiased LTR and biased LTR version of HEROES under click generation model PBM.

| Ranker       | Task       | Criteo E-Commerce (PBM) | Taobao E-Commerce | Diantao Live Broadcast |
|--------------|------------|-------------------------|-------------------|------------------------|
|              | AUC        | LogLoss                 | NDCG              | AUC                    | LogLoss                 | NDCG              | AUC                    | LogLoss                 | NDCG              |
| Relevance Data (HEROES) |            |                         |                   |                        |                         |                   |                        |                         |                   |
| CVR          | 0.7602     | 0.5703                  | 0.7738            | 0.7672                 | 0.5748                  | 0.7033             | 0.7492                 | 0.5893                  | 0.7692             |
| HEROES<sup>*</sup><sup>-</sup>_comb | CVR | 0.7463 | 0.5368 | 0.7110 | 0.7463 | 0.5368 | 0.7110 | 0.7463 | 0.5368 | 0.7110 |

- Criteo dataset<sup>4</sup> is formed of Criteo live traffic data in a period of 30 days. It consists of more than 5.5 million impressions with 2.3 million clicks and 438 thousand conversions. Since the query signal is not available, following [22], we incorporate the user ID and conversion ID to divide the full dataset into several sequential data. In this way, we can obtain 2.2 million item lists (i.e., queries).
- Taobao E-Commerce dataset<sup>5</sup> is collected from the traffic logs of Taobao’s recommender system. It contains the logs of 444 thousand users browsing 85 million items under 1,614 thousand queries. In these queries, there are sequential user behaviors, including 3,317 thousand click labels and 17 thousand conversion signals.
- Diantao Live Broadcast Recommendation dataset is collected from the user interaction logs of Diantao App which shares the same database of users and anchors with Taobao App. It contains more than 44 million logs of 905 thousand users’ browsing histories over 527 thousand items in 9,305 thousand queries. Features of the user include age, gender, city, etc., and features of the document include title, time, etc. In each query, we regard the items

<sup>4</sup>https://ailab.criteo.com/resources/

<sup>5</sup>https://tianchi.aliyun.com/datalab/dataSet.html?dataId=408
whose playtime more than 7s as the clicked ones. And we further treat the clicked items that are liked or commented on by the user as the purchased ones.

For each dataset, we split the users’ sequential historical records by queries into training/validation/test datasets at a ratio of 6:2:2. In order to evaluate the above methods, for each method, we choose Area under the ROC Curve (AUC), LogLoss, Normalized Distributed Cumulative Gain (NDCG) as evaluation measures. Specifically, we calculate NDCG over the whole ranking list. Namely, we compute NDCG@K where K is the length of the ranking list.

5.2 Experimental Configuration

As we conduct the experiments in terms of the CTR and CVR predictions, the most related existing baselines are those originally proposed for multi-task learning, including DUPN [21], ESMM [18], ESM2 [30], MMoE [17]. We further extend the existing methods originally designed for the CTR prediction into these multi-task setting by using two individual models independently learning and predicting for the CTR and CVR tasks respectively. As one of the main contributions in the paper is to design a novel sequential unit, thus, we mainly include the following sequential models here: LSTM [10], RRN [31], NARM [15], STAMP [16], DRSR [12], NHP [19].

Besides these baselines, we introduce several variants of HEROES as ablations. More specifically, in order to further investigate the effect from each component, we design the following three variants:

- HEROES \_intra: we adopt a MLP, instead of our sequential model to model the correlations within each layer in Section 3.1.
- HEROES \_inter: we train the CTR and CVR layers independently without modeling the correlations across two layers in Section 3.1.
- HEROES \_unit: we adopt a standard LSTM unit instead of one introduced in Section 3.2.

For further evaluation in the different settings, we clarify the use of HEROES in the context of biased LTR and unbiased LTR as follows:

- HEROES is the HEROES for biased LTR setting, where we follow Section 3.3 to produce the loss and the CTR and CVR predictions.
- HEROES\_comb is the HEROES with unbiased LTR setting, where we follow Section 4.2 to produce the loss and the CTR and CVR predictions.
- HEROES\_is a variant of HEROES\_comb where we tweak the HEROES unit by replacing \(s(t_{i-1})\) with \(s_{i-1}\) in Eq. (10).

5.3 Performance Comparison of CTR and CVR

Table 2 summarizes the results. The major findings from our experiments are summarized as follows:

- The performance of HEROES is significantly better than the multi-task learning methods (including DUPN, ESMM, ESM2, MMoE). One explanation is that although DUPN uses LSTM to encode the sequential data and MMoE incorporates mixture-of-expert structure, their performances are still limited by treating the multiple behaviors with the same time scales. HEROES significantly outperforms the baselines (including LSTM, RRN, NARM, STAMP, Time-LSTM, DRSR, NHP). A potential reason is that although NHP uses the Hawkes process and Time-LSTM incorporates the time intervals into the LSTM, they do not consider the correlations among the user’s multiple behaviors.
- Generally speaking, the conversions are harder to predict than the clicks, as the conversion signals are usually much sparser in the real-world scenarios. However, Table 2 shows the opposite. We provide three possible explanations as follows. (i) For those multi-task learning models (e.g., HEROES, DUPN), the CVR prediction can not only benefit from the conversion signals but also can promote the predictions of the click signals. (ii) There are usually less noises in the conversion signals than the click ones. (iii) For these three datasets, we observe that purchased items are often located at the end of the sequences, as users are likely to keep browsing until finding the favorite items.

In order to deeply analyze the model design and its superiority, we conduct the following ablation studies on the Criteo dataset.

Effect of Architecture. We investigate the effect of our hierarchical architecture design by comparing our model to HEROES\_intra and HEROES\_inter. As Table 2 shows, MLP is not capable to encode the sequential patterns which verifies HEROES using sequential module for modelling intra-layer correlations. Also, we can see that the correlations across the layers can also benefit the CTR and CVR predictions, which verifies the necessity of building a up-down channel across the CTR and CVR layers.

Effect of Unit. In order to specific the performance gain from HEROES unit design, we introduce HEROES\_unit, which keeps the hierarchical architecture but uses a standard LSTM unit. Results reported in Table 2 demonstrates the improvements of the unit.

Effect of Loss Function Weight. In order to study the influence of choosing different weights for CTR and CVR losses, we assign different values to \(\alpha\) in Eq. (17), where \(\alpha = \alpha/1\) represents the ratio of CTR and CVR weights. Result depicted in Figure 5(a) indicates both of these losses play an important role for the final performance.

Robustness Analysis. We investigate the robustness of HEROES with different amounts of training data. We first randomly select a subset of training data (i.e., 20% - 100%) to generate click data and then use these datasets to train HEROES model. Figure 5(b) shows that HEROES can still work well even with limited training data.

Complexity Analysis. We study the time complexity of HEROES against baseline methods LSTM, RRN, Time-LSTM, NHP which are the sequential models. From Figure 5(c), we observe that during training, NHP and HEROES are the most time-consuming methods as they incorporate the Hawkes process in the recurrent networks; while their inference time are comparable to the other methods.

5.4 Performance Comparison of Unbiased LTR

In order to verify whether HEROES can work in the context of the unbiased LTR, we follow the click data generation process from [1, 11, 12] to introduce the position bias, and conduct the experiment on Taobao E-Commerce data. First, we train a Rank SVM model using 1% of the training data with relevance labels. Next, we use the trained model to create an initial ranked list for each query. Then, we simulate the user browsing processes and sample clicks from the initial list. Position-based Model (PBM) [24] simulates the user browsing behavior based on the assumption that the bias
of an item only depends on its position, which can be formulated as $P(\alpha) = \rho_i^\tau$, where $\rho_i$ represents position bias at position $i$ and $\tau \in [0, +\infty]$ is a parameter controlling the degree of position bias. The position bias $\rho_i$ is obtained from an eye-tracking experiment in [13] and the parameter $\tau$ is set as one by default. It also assumes that a user decides to click a item $d_i$ according to the probability $P(d_i) = P(\alpha_i) \cdot \rho_i$. Since there is no typical investigation of the position bias on the behavior path “click→conversion”, we simply operate on the conversion signals by assigning $\rho = 0$ for those items with no click (i.e., $c = 0$) and keep the original values for those clicked items. We regard the initial lists as the relevance data (i.e., unbiased data) and generated lists as the click data (i.e., biased data). As Table 3 shows, our unbiased version, denoted as HEROES$, outperforms the biased one, denoted as HEROES, which shows that HEROES can mitigate the position bias. HEROES and HEROES$ achieve comparable results, which indicates that incorporating the Hawkes process into the survival analysis process would not cause much difference.

Visualization Analysis. Here, we investigate whether the performance gain of HEROES$ indeed owes to the reduction of position bias. We compare the ranking list given by the debiased ranker against the initial ranker. Specifically, we first identify the items at each position given by the initial ranker. Then we calculate the average positions of the items at each original position after re-ranking. We also calculate their average positions after re-ranking their relevance labels, which is regarded as the ground truth. Ideally, the average positions produced by the debiasing methods should be close to the average position by relevance labels. We summarize the results in Figure 6(a). The curve of HEROES$ (in red with "•") is the closest to the relevance label curve (in purple with mark "O"), indicating that the performance enhancement of HEROES$ is indeed due to effective debiasing.

Robustness Analysis. We evaluate the robustness of HEROES$ under different degrees of position bias. In the above experiments, we only test the performance of HEROES$ with click data generated from click models with a given degree of position bias, i.e., $\tau = 1$ in Taobao E-Commerce (PBM). Therefore, we set the hyper-parameters for each click generation model to five values and examine whether HEROES$ is still equally effective. Figure 6(b) shows the AUC results as the degree of position bias increases; the results in terms of other measures follow similar trends.

Figure 5: (a) Performance change of HEROES against the ratio of CVR and CTR loss weights. (b) Performance change of HEROES against click data with different amounts of training data. (c) Training/inference time comparisons of HEROES against the sequential models.

Figure 6: (a) Average position after re-ranking of the item at each original position. (b) Performance change of HEROES$ against click data with different degrees of position bias.

6 RELATED WORK

There are mainly two directions of existing works on behavior awareness and multi-task information systems. One line of the research [18, 20, 29, 30, 32, 33] is to investigate the behavior decomposition to learn and estimate multiple types of the user behaviors over all the samples. The other direction of the research [4, 5, 6, 7, 8, 17, 21, 25, 26, 34, 34] aims to explicitly learn the task relationship and design an effective feature sharing technique. For instance, However, all the above previous literature do not explicitly capture, or even are not aware of, the natural multi-scale characteristics of the user’s multiple behaviors. Instead, our work establishes a hierarchical architecture which can incorporate the contextual information to automatically find a specific time scale for each behavior path (i.e., “observation→click”, “click→conversion”).

7 CONCLUSION AND FUTURE WORK

In this paper, we propose a paradigm named HEROES, which can automatically discover the user’s multi-scale browsing patterns to model the user’s engagement and satisfaction behaviors. We further show that HEROES learn over the entire space behavior path “observation→click→conversion”, and can be extended to unbiased LTR task. It would be interesting to investigate modelling more complex user behaviors (e.g., adding the items into the wish list or cart) in future work.
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