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ABSTRACT

Visual surveillance aims to reliably extract foreground objects. Traditional algorithms usually use a background model image which is generated through the probabilistic modeling of changes over time and space. They detect foreground objects by comparing a background model image with a current image. Hard shadows, illumination changes, camouflage, camera jitter, and ghost object motion make the robust detection of foreground objects difficult in visual surveillance. Recently, various methods based on deep learning have been applied to visual surveillance. It has been shown that deep learning approaches can stably extract salient features, and they give a superior result compared to traditional algorithms. However, they show a good performance only for scenes that are similar to a scene used in training. Without retraining on a new scene, they give a worse result compared to traditional algorithms. In this paper, we propose a stable foreground object detection algorithm through the integration of a background model image used in traditional methods and deep learning methods. A background model image generated by SuBSENSE and multiple images are used as the input of a fully convolutional network. Also, it is shown that it is possible to improve a generalization power by training the proposed network using diverse scenes from an open dataset. We show that the proposed algorithm can have a superior result compared to deep learning-based and traditional algorithms in a new scene without retraining the network. The performance of the proposed algorithm is evaluated using various datasets such as the CDnet 2014, SBI, LASEISTA, and our own datasets. The proposed algorithm shows improvement of 17.5%, 8.9%, and 4.3%, respectively, in FM score compared to three deep learning-based algorithms.
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I. INTRODUCTION

Visual surveillance aims to find foreground objects that are distinct from a static background. Traditional approaches in visual surveillance usually first get a background model image, and it is compared to a current image to detect foreground objects. They consist of many steps, including initialization, representation, maintenance of a background model image, and foreground detection operation [1]–[3]. Hard shadows, illumination changes, camouflage, camera jitter, and ghost object motion, make the robust detection of foreground objects difficult in visual surveillance. Many researches have been done to cope with these problems in diverse directions. Recently, deep learning-based approaches have also been adopted in visual surveillance. Most deep learning-based algorithms train a network in end-to-end which require ground truth label of foreground objects, while most traditional algorithms do not require training samples. Visual surveillance algorithms based on deep learning have shown a huge improvement like other domains of image classification, detection, and recognition. However, deep learning-based approaches in visual surveillance require further improvements in two directions. One is that they need an improved generalization power in scenes that are different...
from trained environments. Domain transfer algorithms [48] are a good candidate to cope with this problem. The other is that they should require much less ground truth labels than current deep learning-based algorithms. In visual surveillance, ground truth labels of foreground objects require a designation per pixel, which require a more time compared to the case of image classification and object detection. Zero-shot learning [49] is a good candidate for solving this problem.

In this paper, we propose an algorithm to partially solve these two problems. First, the proposed algorithm integrates the advantage of traditional and deep-learning based algorithms. Traditional algorithms provide a background model image that is the abstraction of input images through a spatio-temporal analysis. Deep learning-based algorithms can extract more diverse features than traditional algorithms on images. Proposed algorithm uses a background model image from traditional approaches and multiple images including a current image as the input of a fully convolutional network. Second, the proposed algorithm is trained using multiple ground truth labels across different scenes while most deep learning-based approaches separately train a network for each scene. The proposed algorithm gives an improved performance than deep learning-based and traditional approaches, which is shown by experiments using diverse datasets such as CDnet 2014 [25], SBI [45], and LASIESTA [46].

II. RELATED RESEARCH

Many approaches including background subtraction and foreground objects detection for visual surveillance have been proposed. Good surveys are available [5]–[8]. We divide them into two groups, namely, approaches that do not use deep learning and those that are based on deep learning.

A. EARLIER APPROACHES: NON DEEP LEARNING BASED

Stauffer and Grimson [9] proposed an algorithm called mixture of Gaussian (MOG) that represent the brightness value of each pixel as the combination of multiple Gaussian distributions. The expectation and maximization (EM) algorithm [10] is used to determine the number of the Gaussian mixture and each parameter of Gaussian distribution. No special initialization is required because it adapts their parameters as a sequence goes on. Pixels are considered as background when their brightness values belong to the Gaussian mixture model, otherwise, they are considered as foreground.

Elgammal et al. [11] proposed a probabilistic non-parametric method using kernel density estimation. Barnich et al. [1] introduced a sample based method in background modeling. Samples from previous predefined frames are used in background modeling. If there is a predefined number of samples that are close to the current pixel, then it is considered as background, otherwise, it is considered as foreground. Kim et al. [12] proposed a method that uses a codebook. At the initial stage, codewords from intensity, color and temporal features are constructed. They build up a codebook for later segmentation. The current frame’s pixel values of intensity and color are compared to those of the codewords in the code book. Finally, a foreground or background label is assigned to each pixel by comparing the distance with codewords in the codebook. In the case of a background pixel, the matching codeword is updated. Oliver et al. [13] proposed a method based on principal component analysis, which is called the eigenbackground. The mean and the covariance matrix are computed using a predefined number of images. Here, N eigenvectors are chosen corresponding to the N largest eigenvalues, and they are used as the background model. Incoming images are projected into those eigenvectors, and their distance in those spaces are used to identify the foreground and background.

Wang et al. [14] proposed an algorithm that uses a Gaussian mixture model for the background and uses single Gaussian for the foreground. They employed a flux tensor [15] that can explain variations of optic flow within a local 3D spatio-temporal volume, and it is used in detecting blob motion. Foreground and background models are integrated to find moving and static foreground objects with information from blob motion. Also, edge matching [16] is used to classify static foreground objects as ghosts or intermediate motions. Varadarajan et al. [3] proposed a method that applies a region-based mixture of Gaussians for foreground object segmentation to cope with the sensitivity of the dynamic background. Chen et al. [18] proposed an algorithm that uses a mixture of Gaussians in a local region. At each pixel level, the foreground and background are modeled using a mixture of Gaussians. Each pixel is determined to be foreground or background by finding the highest probability of the center pixel among N x N region.

Sajid and Cheung [19] proposed an algorithm to cope with sudden illumination changes by using multiple background models through single Gaussians and different color representations. K-means clustering is used to classify the pixels of input images. For each pixel, K models are compared, and the group that shows the highest normalized cross-correlation is chosen. An RGB and YCbCr color frame is used, and segmentation is done for each color which yields six segmentation masks. Finally, background segmentation is performed by integrating all available segmentation masks. Hofmann et al. [20] proposed an algorithm that improves Barnich et al. [1]. They replace the global threshold R with an adaptive threshold R(x) that depends on the pixel location and a metric of the background model which is called background dynamics. The threshold R(x) and the model update rate are determined by a feedback loop using the additional information from the background dynamics. They showed that it can cope with a dynamic background and highly structured scenes. Tiefenbacher et al. [21] proposed an algorithm that improves the algorithm introduced by Hofmann et al. [20] by controlling the updates of the pixel-wise thresholds using a PID controller. St-Charles et al. [2] also proposed an improved algorithm by using local binary similarity patterns [23] as additional features of pixel intensities and slight
modification of the update mechanism of the thresholds and the background model.

B. DEEP LEARNING-BASED

Wang et al. [27] proposed multi-scale convolutional neural networks with cascade structure for background subtraction. Also, they trained a network for each video in the CDnet 2014 dataset. More recently, Lim et al. [28] proposed an encoder decoder type neural network for foreground segmentation called FgSegNet. It uses a pre-trained convolutional network of VGG-16 [29] as the encoding part with a triplet network structure. In the decoding part, a transposed convolutional network is used. Their network is trained by randomly selecting some training samples for each video in CDnet 2014.

Zeng et al. [30] proposed a multi-scale fully convolutional network architecture that takes advantage of various layer features for background subtraction. Zheng et al. [31] proposed an algorithm that combines traditional background subtraction and semantic segmentation [32]. The output of semantic segmentation is used to update the background model through feedback. Their result shows that it achieves the best performance among unsupervised algorithms in CDnet 2014. Sakkos et al. [33] presented a robust model that consists of a triple multi-task generative adversarial network (GAN) that can detect foreground even in exceptionally dark or bright scenes and in continuously varying illumination. They generate low and high brightness image pairs using the gamma function from a single image and use them in training by simultaneously minimizing GAN loss and segmentation loss.

The following algorithms are similar to the proposed algorithm in that they use multiple images as input to a convolutional neural network.

Varghese et al. [35] investigated visual change aiming to accurately identify variations between a reference image and a new test image. They proposed a parallel deep convolutional neural network for localizing and identifying the changes between image pairs. Patil et al. [34] proposed a motion saliency foreground network (MSFgNet) to estimate the background and to find the foreground in video frames. Original video frames are divided into a number of small video streams, and the background is estimated for each divided video stream. The saliency map is computed using the current video frame and the estimated background. Finally, an encoder decoder network is used to extract the foreground from the estimated saliency maps. Akilan et al. [36] proposed a 3D convolutional neural network with long short-term memory (LSTM) to include temporal information in a deep learning framework for background subtraction. Braham and Droogenbroeck [24] proposed the first scene specific convolutional neural network (CNN)-based algorithm for background subtraction. A fixed background model is generated by a temporal median operation over the first 150 video frames. Then, image patches centered on each pixel are extracted from both the current and background model images. The combined patches are used as the input of the trained CNN, and it outputs the probability of foreground. They evaluated their algorithm on the 2014 ChangeDetection.net dataset (CDnet 2014) [25]. The CNN requires training for each scene in the CDnet 2014 dataset. It requires a long computation time because patches from each pixel are required to pass the CNN, and it is similar to the sliding window approach in object detection. Babaee et al. [26] proposed a method that uses CNN to perform the segmentation of foreground objects, and they use a background model image which is generated by SuBSENSE [2] and Flux Tensor [14] algorithm. Spatial-median filtering is used for the post-processing of network outputs. The proposed algorithm use only SuBSENSE for the generation of a background model image, and it uses multiple images consisted of a background model image, a current image and past images as the input of a fully convolutional network. Yang et al. [22] proposed an algorithm that apply multiple images to fully convolutional networks (FCN). When selecting multiple input images, images close to a current image are selected more. Unlike Yang et al. [22], the proposed algorithm uses a background model image as well as multiple images while Yang et al. [22] only uses multiple images as the input of a network.

III. PROPOSED METHOD

Before explaining the proposed method, we investigate problems that occurs in traditional visual surveillance algorithms which use a background model image. Figure 1 shows generated background model images by SuBSENSE [2], PAWCS [47], and temporal median filtering using scenes in the CDnet 2014 dataset. For the temporal median filtering method, 150 input images were used. SuBSENSE and PAWCS are one of the best performing methods among traditional visual surveillance methods, and they automatically generate a background model image.

In most cases, SuBSENSE and PAWCS generate a background model image which is suitable for detecting foreground objects, as shown in Figure 1. In the case of the temporal median filtering method, the duration time of foreground objects directly affect the generation of a background model image. In the case of winterDriveway, all three algorithms gives a wrong background model image. If a generated background model image is perfect, detecting foreground objects can be solved without difficulty. However, it is difficult to generate a proper background model image due to difficulties caused by a change in lighting conditions, a varying moving speed of foreground objects, and a time dependence of changes. We can conclude that traditional background modeling algorithms cannot cope with all variations that occur during visual surveillance. The proposed algorithm solve these difficulties by integrating traditional background modeling approaches with recent deep learning methods. Deep learning-based methods have demonstrated that they are efficient in extracting meaningful spatial features on a given input image. In the case of visual surveillance, it is necessary to extract not only spatial features but also temporal...
features that are latent on changes over time. To this end, the proposed algorithm integrates the power of traditional background modeling algorithms and recent deep learning-based algorithms. We use a background model image and multiple original images as the input of a fully convolutional network. The modeling power of a background model image and the detecting ability of spatio-temporal variation on image sequence by deep learning are integrated in a.
unified fashion using the fully convolutional network. Also, we show the generalization power of the proposed algorithm by applying to scenes not used in the training.

We use a background model image and multiple original images including a current image as input to the fully convolutional network. A background model image by SuBSENSE and PAWCS typically have multiple samples per pixel. In this paper, we adopt SuBSENSE to generate a background model image, and 50 samples are used in the generation of a background model image. Figure 2 shows the structure of the proposed algorithm. Three inputs with different characteristics are stacked, and they are used as the input of the fully convolutional network. Figure 3 shows the structure of a fully convolutional neural network for the detection of foreground objects, which adopt U-Net [40] structure. SuBSENSE is run in parallel to the proposed algorithm as shown in Figure 2. SuBSENSE alone can’t cope with the diverse variation which occurs during visual surveillance. The proposed algorithm makes it possible to cope with errors which might be included in a background model image generated by SuBSENSE using not only a background model image, but also a current image and past images as input to the network. A total of six images composed of one background model image and five original images are stacked, and they are used as the input of fully convolutional network. A background model image, a current image and past images are converted to gray image. The size of input image to the network is 320(W)×240(H)×6(C). The size of output image by the network is 320(W)×240(H)×1(C), which corresponds to a segmentation map. The kernel window size of 3×3 is used for all layers, and ReLU is used as an activation function except the last output. Batch normalization is applied before the activation function. Sigmoid is used as the activation function in the last output stage which generate an output between 0 and 1, and we interpret it as the probability of foreground objects.

IV. EXPERIMENTAL RESULTS

Experiments are done using various public dataset for visual surveillance with ground truth foreground maps, which makes it possible to quantitatively evaluate visual surveillance algorithms. We used the CDnet 2014 dataset, SBI dataset, and LASIESTA dataset in experiments. Also, we test the proposed algorithm using images acquired ourselves.

Binary cross entropy is used as loss and Adam optimizer [43] was used for finding a solution. He initialization [42] was used as a kernel initializer. The initial value of a learning rate was set to 0.001. If a validation loss does not decrease more than 5 times, a learning rate
is halved. Training is terminated when a learning rate does not decrease more than 10 times. The proposed algorithm is implemented using Keras [41]. The proposed model consists of 31,061,957 parameters, of which 31,048,261 are learnable parameters. The size of a model was chosen by considering the requirement that visual surveillance could operate in 30 fps. Computation time is 24ms in Intel i7-7820X, NVIDIA RTX 2080 Ti environment, and it takes 32ms in Intel i7-7700K, NVIDIA GTX 1080 environment.

A variety of metrics that are widely used in visual surveillance, namely, recall, precision, F-measure (FM), and percentage of wrong classification (PWC) are used to evaluate a performance. Precision, recall, FM, and PWC are defined as follows:

\[
\text{Precision} = \frac{TP}{TP + FP} \\
\text{Recall} = \frac{TP}{TP + FN} \\
\text{FM} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \\
\text{PWC} = \frac{FP + FN}{TP + TN + FP + FN} \times 100
\]

where TP, TN, FP, FN each means true positive, true negative, false positive and false negative. TP means that a ground truth foreground pixel is detected as a foreground one. TN means that a ground truth background pixel is detected as a background one. FP means that a ground truth background pixel is detected as a foreground one. FN means that a ground truth foreground pixel is detected as a background one.

The CDnet 2014 dataset consists of 53 scenes under 11 categories. In the CDnet 2014 dataset, images of the PTZ category were acquired during the movement of a camera, and it deviates from a fixed camera which is usual in visual surveillance. Therefore, in this paper, experiments were done except for the PTZ category. The proposed algorithm as well as other algorithms also show significantly a low performance for the PTZ category. The evaluation of the proposed algorithm is done by using scenes not used in training. After training using CDnet 2014 dataset, it was applied to the SBI dataset and LASIESTA dataset without retraining using those scenes, and it was done to see the generalization ability of the proposed algorithm.

The entire experiments can be categorized as follows.

1. Comparison with three deep learning-based visual surveillance algorithms
2. Comparison with two traditional visual surveillance algorithms
3. Investigation of generalization power: Training using one dataset and applying it to different datasets without retraining

### A. HYPER-PARAMETERS SELECTION

Experiments are done to choose a suitable background modeling algorithm for the proposed algorithm. First, we present experimental results only using a background model image and a current image as the input of the network. Three algorithms such as SuBSENSE [2], PAWCS [47], and temporal median filtering are considered as candidates of a background model image generation. For temporal median filtering method, 150 images were used for a background model image generation.

Training was done using some scenes in the CDnet 2014 dataset, and test statistics for comparison was obtained by applying them to scenes not used in training. Among total 53 scenes in the CDnet 2014 dataset, 25 scenes are used in training. We used 200 images from each scene, which amount to 5,000 images in total. Among the 5,000 images, 4,000 images were used as training images and remaining 1,000 images were used for validation during training. After training, test statistics are obtained using remaining 24 scenes in the CDnet 2014 dataset which are not used in training. Table 1 shows comparison result according to a different background model generation method. As shown in Table 1, SuBSENSE shows the best performance while temporal median filtering gives the worst performance. SuBSENSE algorithm was chosen for the generation of the background model image by reflecting experimental results.

**Table 1. Comparison of FM score according to different background generation method.**

| CDnet 2014 Category | Current + SuBSENSE BG | Current + PAWCS BG | Current + Median BG |
|---------------------|-----------------------|-------------------|---------------------|
| FM                  | 0.9622                | 0.9712            |
| Camera Jitter       | 0.6330                | 0.5202            | 0.6012              |
| Bad Weather         | 0.9399                | 0.8796            | 0.8978              |
| Dynamic BG          | 0.7381                | 0.7101            | 0.6053              |
| Int. Obj. Motion    | 0.6498                | 0.6077            | 0.5484              |
| Low Frameate        | 0.9489                | 0.9237            | 0.9323              |
| Night               | 0.8292                | 0.8166            | 0.8372              |
| Shadow              | 0.9500                | 0.9044            | 0.7667              |
| Thermal             | 0.8676                | 0.7978            | 0.7264              |
| Turbulence          | 0.9402                | 0.9115            | 0.8034              |
| Average             | 0.8374                | 0.7961            | 0.7557              |

Next, we show experimental results according to different types of input images to the network. Table 2 shows comparison results by three cases. The first one is the proposed algorithm which uses stacked images of a background model image and current image as the input of the network.
image, a current image and past images as the input of the network. The second one uses a background model image and a current image as the input of the network. The third one uses a current image and multiple past images as the input of the network. In experiments, four past images which are selected under 25 frame intervals are used. Only using multiple images as the input of the network gives the worst result among three cases. The proposed algorithm gives the best result as shown in Table 2. Figure 4 shows the comparison result of loss of three cases. Figure 4(a) shows a training loss and Figure 4(b) shows a validation loss. All three methods show a similar tendency.

From experimental results of Table 1 and Table 2, we showed that the proposed algorithm which uses inputs from different domains could cope with diverse variations occur in visual surveillance. If we use only a background model image and a current image as the input of the network, experimental result shows that it has a margin for improvement. Finally, adding multiple previous images in addition to a background model image and a current image as the input of the network gives a dramatic improvement. We can conclude that spatio-temporal features are well reflected in the proposed algorithm.

The number of previous images and the spacing between images are hyper-parameters, and they are chosen through experiments. Table 3 shows FM values according to an interval between two consecutive images. When using the CDNet 2014 dataset, 25 frame intervals provided the best result. Table 4 shows experimental results according to the number of past images under the same interval of 25 frames. Setting the number of past images as 4 shows the best performance. Through these experiments, in the case of the proposed algorithm, the interval between input images was set as 25 frames.

TABLE 3. The comparison result by the interval between two images (FM score).

| CDNet 2014 Category       | 1     | 2     | 5     | 10    | 25    | 50    | 100   |
|---------------------------|-------|-------|-------|-------|-------|-------|-------|
| Baseline                  | 0.9439| 0.9474| 0.9511| 0.9565| 0.9625| 0.9685| 0.9647|
| Camera Jitter             | 0.7089| 0.7224| 0.7223| 0.6925| 0.6990| 0.6655| 0.6365|
| Bad Weather               | 0.8991| 0.8805| 0.8852| 0.9235| 0.9417| 0.9319| 0.9501|
| Dynamic BG                | 0.8280| 0.8616| 0.8423| 0.8613| 0.8767| 0.8584| 0.8312|
| Intermittent Obj Motion   | 0.6105| 0.6042| 0.6113| 0.6228| 0.6163| 0.6321| 0.6466|
| Low Framerate             | 0.8943| 0.9108| 0.9212| 0.9304| 0.9422| 0.9434| 0.9498|
| Night                     | 0.8333| 0.8446| 0.8457| 0.8409| 0.8400| 0.8249| 0.8535|
| Shadow                    | 0.9500| 0.9446| 0.9515| 0.9558| 0.9576| 0.9600| 0.9563|
| Thermal                   | 0.8297| 0.7902| 0.8069| 0.8511| 0.8775| 0.8651| 0.8736|
| Turbulence                | 0.9292| 0.9215| 0.9274| 0.8924| 0.9107| 0.9402| 0.9497|
| Average                   | 0.8365| 0.8380| 0.8409| 0.8473| 0.8558| 0.8523| 0.8508|

TABLE 4. The comparison result by number of PAST images to the network (FM score).

| CDNet 2014 Category       | 1       | 2       | 3       | 4       | 6       | 8       | 10      | 12      |
|---------------------------|---------|---------|---------|---------|---------|---------|---------|---------|
| Baseline                  | 0.9663  | 0.9652  | 0.9620  | 0.9625  | 0.9614  | 0.9665  | 0.9621  | 0.9608  |
| Camera Jitter             | 0.6765  | 0.6964  | 0.6882  | 0.6990  | 0.6955  | 0.7088  | 0.7122  | 0.7134  |
| Bad Weather               | 0.9481  | 0.9152  | 0.9148  | 0.9417  | 0.9297  | 0.9122  | 0.9301  | 0.9209  |
| Dynamic BG                | 0.7886  | 0.8256  | 0.8315  | 0.8767  | 0.8427  | 0.8600  | 0.8192  | 0.8168  |
| Intermittent Obj Motion   | 0.6426  | 0.6336  | 0.6204  | 0.6163  | 0.6270  | 0.6198  | 0.6372  | 0.6032  |
| Low Framerate             | 0.9506  | 0.9344  | 0.9350  | 0.9422  | 0.9377  | 0.9383  | 0.9431  | 0.9236  |
| Night                     | 0.8381  | 0.8377  | 0.8328  | 0.8400  | 0.8402  | 0.8427  | 0.8298  | 0.8404  |
| Shadow                    | 0.9548  | 0.9616  | 0.9557  | 0.9576  | 0.9562  | 0.9552  | 0.9572  | 0.9566  |
| Thermal                   | 0.8817  | 0.8485  | 0.8851  | 0.8775  | 0.8586  | 0.8582  | 0.8381  | 0.7797  |
| Turbulence                | 0.9428  | 0.9284  | 0.9357  | 0.9107  | 0.9295  | 0.9347  | 0.9231  | 0.8634  |
| Average                   | 0.8501  | 0.8480  | 0.8468  | 0.8558  | 0.8507  | 0.8529  | 0.8478  | 0.8323  |
and the total number of past images was set to be 4. Results in Table 3 and Table 4 are obtained by averaging scores after we train the network using different initial values in three times.

**B. COMPARISON WITH THREE DEEP LEARNING-BASED ALGORITHMS**

The proposed algorithm is compared to three deep learning-based visual surveillance algorithms [24], [26], [44]. All three methods trained networks using multiple scenes in the CDnet 2104 dataset. The proposed algorithm was trained using the same scenes specified in each paper for comparison, and test statistics described in papers were used.

Patil et al. [44] proposed MsEDNet consists of two steps of a background model image generation by a temporal histogram technique and applying an encoder-decoder network to detect foreground objects. They first generate a saliency map using a background model image, and it is fed into the encoder-decoder network to produce a foreground segmentation map, while the proposed algorithm directly uses a
background model image and multiple original images as the input of the network.

An algorithm proposed by Braham and Droogenbroeck [24] is one of earlier approaches which adopt deep learning in visual surveillance. They generate a background model image by a temporal median filtering, and image patches and corresponding background patches centered on each pixel are used as the input of a network to yield foreground objects probability per pixel.

Babaei et al. [26] used a background model image and a current image as the input of a network similar to the proposed algorithm. The proposed algorithm additionally use multiple past images. Also, the network structure of Braham and Droogenbroeck [24] and Babaei et al. [26] is similar to the LeNet-5 [17] which includes a fully connected layer, while the proposed algorithm adopts the network structure of a fully convolutional network.

First, the proposed algorithm is compared to Babaei et al. [26], which used 39 scenes in the CDNet 2014 dataset for training. For each scene, 150 and 20 images are used for training and validation, respectively. After training, test statistics are obtained using 53 scenes in the CDNet 2014 dataset. Table 5 shows the comparison result by the proposed method and Babaei et al. [26]. The proposed algorithm gives an improved result in all categories in the CDNet 2014 dataset. The proposed algorithm gives FM score of 0.8871 while Babaei et al. [26] gives FM score of 0.7548, which amounts to 17.5% improvement. Figure 5 shows comparison results by the proposed algorithm, Babaei et al [26],
and SuBSENSE [2]. The CDnet 2014 dataset provides the ground truth labels of foreground maps only for some images. In Figure 5, images which do not have the ground truth label are shown as a gray image.

Second, the proposed algorithm is compared to Patil et al. [44]. It trained a network using 5,500 training images and 12,384 images are used for validation from 11 categories in the CDnet 2014 dataset. The proposed algorithm was trained using different number of training images. One is trained using the same number of images like Patil et al. [44], and the other is trained using a fewer number of images compared to Patil et al. [44]. Table 6 shows the comparison result. Proposed algorithm shows a comparable FM score only using 980 images for training while Patil et al. [44] uses 5500 images for training. In the case of using a similar number of images for training, the proposed algorithm gives FM score of 0.9788 compared to FM score of 0.8988 by Patil et al. [44], which amounts to 8.9% improvement.

| CDnet 2014 Category | Proposed (980 Train, 245 Val) | Proposed (5,390 Train, 4,410 Val) | MeEDNET [44] (5,500 Train, 12,834 Val) |
|---------------------|-------------------------------|----------------------------------|---------------------------------------|
| FM                  | FM                            | FM                              | FM                                    |
| Baseline            | 0.9622                        | 0.9895                          | 0.9368                                |
| Camera Jitter       | 0.8588                        | 0.9716                          | 0.9173                                |
| Bad Weather         | 0.9050                        | 0.9727                          | 0.9055                                |
| Dynamic BG          | 0.8817                        | 0.9675                          | 0.9068                                |
| Intermittent Obj Motion | 0.7933                   | 0.9825                          | 0.8187                                |
| Shadow              | 0.9450                        | 0.9903                          | 0.9196                                |
| Thermal             | 0.8254                        | 0.9765                          | 0.8825                                |
| Average             | 0.8816                        | 0.9788                          | 0.8988                                |

Third, comparison was performed to Braham and Droogenbroeck [24]. It trained a network using the first half of the ground truth images provided by the CDnet.
2014 dataset, and evaluation was done using the other half of ground truth images. The proposed algorithm is trained and tested using the same scenes noted in Braham and Droogenbroeck [24]. Table 7 shows a comparison result by the proposed algorithm and Braham and Droogenbroeck [24]. For all scenes except the dynamic background, the proposed algorithm gives superior result than Braham and Droogenbroeck [24]. The FM score by the proposed algorithm and Braham and Droogenbroeck [24] is 0.9433 and 0.9046, which amounts to 4.3% improvement.

### C. COMPARISON WITH TRADITIONAL ALGORITHMS

We compared the proposed algorithm to SuBSENSE [2] and PAWCS [47], which show a top performance among traditional visual surveillance algorithms. Table 8 shows scenes used for training and scenes used for testing in the CDnet 2014 dataset. 160 and 40 images are used for training and validation per each scene. In total, 4000 images are used for training and 1000 images are used for validation. The test statistics are obtained using scenes not used in training. Table 9 shows comparison results by the proposed algorithm and two classic algorithms. The proposed algorithm was
TABLE 8. The scenes in CDnet 2014 dataset used for the training of the proposed algorithm.

| Category              | Scenes used in training | Scenes used in test |
|-----------------------|-------------------------|---------------------|
| Baseline              | Office, PETS2006        | Highway, Pedestrians |
| Camera Jitter         | Badminton, Sidewalk     | Traffic, Boulevard   |
| Bad Weather           | Wet snow, Blizzard     | Skating, Snowfall   |
| Dynamic Background    | Boats, Canoe, Fountain1 | Fountain2, Fall, Overpass |
| Intermittent Object Motion | Street light, Parking, Winter drive way | Abandoned box, Sofa, Train stop |
| Low Frame Rate        | Port_0_17 fps, Tunnel exit 0_35fps | Tram crossroad_1fps, Turnpike_0_5fps |
| Night Videos          | Bridge entry, Busy boulevard, Fluid highway | Street corner at night, Tram station, Winter street |
| Shadow                | Copy machine, Bungalows, Bus station | Back door, Cubicle, People in shade |
| Thermal               | Corridor, Library, Lakeside | Dining room, Park |
| Turbulence            | Turbulence0, Turbulence1 | Turbulence2, Turbulence3 |

trained using 25 scenes shown in Table 8, and test statistics in Table 9 was obtained by applying to 28 scenes not used for training. We can notice that the proposed algorithm gives a slightly improved result compared to two classic algorithms. The proposed algorithm can reach the performance of classical algorithms by training using only 5% data in the CDnet 2014 dataset.

D. EVALUATION OF GENERALIZATION POWER

We present experimental results by applying proposed algorithm trained using the CDnet 2014 dataset to the SBI [45] and LASIESTA [46] datasets without retraining. Throughout this experiment, we want to investigate the generalization power of the proposed algorithm. Since the introduction of deep learning methods in visual surveillance, it is generally known that they provide a superior result compared to traditional methods. However, many training images having ground truth labels are required in order to guarantee such an improved performance. In the case of visual surveillance, ground truth label requires to be specified per pixel whether it is a foreground or a background, which is a time consuming operation. The advantage of traditional non-deep learning algorithms is that they do not require these training images. In the case of the proposed algorithm, after training using CDnet 2014 dataset, it is applied to other environments such as the SBI, LASIESTA, and self-obtained dataset without retraining to check a generalization power.

The proposed algorithm was trained using 36 scenes in 7 categories, excluding camera jitter, PTZ, thermal, and turbulence categories in the CDnet 2014 dataset. The total number of images used for training was 61593. Among them, 49261 images were used for training and 12332 images were used for validation. In the case of the Toscana scene of the SBI dataset, it consists of only six images that are not continuous in time, so it is very different from general visual surveillance dataset composed of continuous images over time. Therefore, the Toscana scene was excluded from the evaluation of the SBI dataset. Also, we do not consider a situation where a camera is moving. Therefore, in the LASIESTA dataset, results were compared only in 20 scenes where a camera is fixed, excluding scenes where a camera is moving.

TABLE 10. The comparison result by the proposed algorithm and traditional algorithms using SBI dataset [45].

| SBI Scene | Proposed | PAWCS [47] | SuBSENSE [2] |
|-----------|----------|------------|--------------|
| Board     | 0.9291   | 0.7798     | 0.5777       |
| CIVIAR1   | 0.9656   | 0.8589     | 0.9144       |
| CIVIAR2   | 0.9268   | 0.6772     | 0.8714       |
| CaVignal  | 0.4489   | 0.3697     | 0.3980       |
| Candela   | 0.7374   | 0.8725     | 0.5356       |
| Hall & Monitor | 0.9741 | 0.7411     | 0.7758       |
| Highway1  | 0.9266   | 0.7015     | 0.5523       |
| Highway2  | 0.9633   | 0.9031     | 0.8937       |
| Human Body2 | 0.9396 | 0.7013     | 0.8346       |
| IBM TEST2 | 0.9789   | 0.9386     | 0.9390       |
| People & Foliage | 0.6191 | 0.3162     | 0.2660       |
| Snellen   | 0.4699   | 0.0344     | 0.1403       |
| Foliage   | 0.5198   | 0.1153     | 0.1435       |
| Average   | 0.7999   | 0.6161     | 0.6033       |

Table 10 and Table 11 show a comparison result by the proposed algorithm and two classical algorithms using the SBI dataset and LASIESTA dataset, respectively. The SBI dataset and LASIESTA dataset were not used in the training of the proposed algorithm. We can notice that the proposed algorithm provides a better performance than two classical algorithms even without retraining using new scenes in the SBI and LASIESTA dataset.

Figure 6 and Figure 7 show a comparison result on the SBI dataset and LASIESTA dataset, respectively. From Figure 6, we can notice that SuBSENSE [2] generates a background model image having partial errors in Board #180, Hall & Monitor #220, and Highway1 # 122. Nevertheless, the proposed algorithm gives an improved foreground map. Also, traditional algorithms detect hard shadow regions as foreground objects as shown in highway1 #122 while the proposed algorithm gives an improved foreground map. But, the proposed algorithm cannot cope with ghost objects as
in the case of cavignal #200 where SuBSENSE [2] gives a wrong background model image. From Figure 7, we can notice that the proposed algorithm gives an improved result although SuBSENSE [2] gives background model images having partial foreground objects in I_BS_01 #78, I_CA_01 #307, and I_CA_02 #248. The proposed algorithm gives a more accurate detection than traditional algorithms using the same background model image in I_CA_01 and I_CA_02 of Figure 7 which correspond to camouflage. Also, the proposed algorithm gives a more stable detection that traditional algorithms using the same background model image in I_IL_01 of Figure 7 which has illumination changes. In O_SU_01, O_SU_02 of Figure 7, the proposed algorithm can cope with shadow more stable way than traditional algorithms. For LASIESTA dataset, the proposed algorithm cannot cope with ghost objects when SuBSENSE gives a wrong background model image as in the case of SBI dataset. The proposed algorithm gives a more stable result in hard shadow, illumination changes, and camouflage than traditional algorithms, as shown in Figure 6 and Figure 7.

Lastly, the performance of the proposed algorithm was compared using images taken ourselves. Two outdoor scenes and three indoor scenes are acquired, and they are used for comparison. An indoor scene is acquired from a laboratory and a corridor. The manual adjustment of lighting inside a laboratory was done to vary illumination. Figure 8 and Figure 9 show a comparison result by the proposed algorithm, SuBSENSE, and PAWCS using indoor and outdoor video sequences acquired ourselves. The ground truth foreground map are manually acquired for some images to compare

### TABLE 11. The comparison result by the proposed algorithm and traditional algorithms using LASIESTA dataset [46].

| LASIESTA scene | Proposed | PAWCS [47] | SuBSENSE [2] |
|----------------|----------|------------|--------------|
| I BS 01        | 0.8360   | 0.6568     | 0.6140       |
| I BS 01        | 0.7688   | 0.7062     | 0.6819       |
| I CA 01        | 0.9006   | 0.9600     | 0.9412       |
| I CA 02        | 0.9056   | 0.7596     | 0.7992       |
| I_SI 01        | 0.9673   | 0.9413     | 0.9238       |
| I_SI 02        | 0.9796   | 0.9554     | 0.8934       |
| I IL 01        | 0.9538   | 0.6649     | 0.2413       |
| I IL 02        | 0.9645   | 0.7334     | 0.6957       |
| I MB 01        | 0.9392   | 0.9627     | 0.9607       |
| I MB 02        | 0.9233   | 0.9011     | 0.8799       |
| I OC 01        | 0.9881   | 0.9593     | 0.9176       |
| I OC 02        | 0.9696   | 0.9528     | 0.9321       |
| O_RA 01        | 0.9449   | 0.9296     | 0.8718       |
| O_RA 02        | 0.9803   | 0.9384     | 0.8794       |
| O_CL 01        | 0.9858   | 0.9821     | 0.9555       |
| O_CL 02        | 0.9877   | 0.9620     | 0.8754       |
| O_SN 01        | 0.9885   | 0.9161     | 0.8813       |
| O_SN 02        | 0.8822   | 0.4544     | 0.7036       |
| O_SU 01        | 0.9683   | 0.8397     | 0.7947       |
| O_SU 02        | 0.9805   | 0.8506     | 0.7890       |
| Average        | 0.9429   | 0.8513     | 0.8113       |
results in qualitative manner. The result by the proposed algorithm was obtained using training result on the CDNet 2014 dataset without retraining it using new sequences. The proposed algorithm gives stable detection of foreground objects, in particular, in the case of indoor illumination change, as shown in Figure 8, while SuBSENSE and PAWCS algorithms fail in detecting foreground objects.

V. CONCLUSION

In this paper, a visual surveillance algorithm is proposed which combines a traditional and a recent deep learning-based algorithm. A fully convolutional network which uses a background model image, a current image, and multiple past images as the input of the network is proposed. A background model image is updated using SuBSENSE algorithm. We could have an improved performance by combining images having different characteristics as the input of a network. Also, training was done using diverse scenes from public dataset, while most conventional deep learning-based algorithms train a network for each scene. From these two factors, the proposed algorithm could have an improved performance in unknown scenes compared to deep learning-based and traditional algorithms without retraining the network. Experimental results using public dataset such as the CDNet 2014, SBI, LASIESTA and self-obtained images support the improvement by the proposed algorithm. The proposed algorithm gives a more stable detection in hard shadow, illumination change, and camouflage than traditional algorithms. But, the proposed algorithm gives a poor detection in ghost objects, which is caused by a wrong background model by SuBSENSE. For further study, we are planning to generate a background model image by deep learning.
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