A PARAMETER-ROBUST ITERATIVE METHOD FOR STOKES-DARCY PROBLEMS RETAINING LOCAL MASS CONSERVATION*

Wietse M. Boon

Abstract. We consider a coupled model of free-flow and porous medium flow, governed by stationary Stokes and Darcy flow, respectively. The coupling between the two systems is enforced by introducing a single variable representing the normal flux across the interface. The problem is reduced to a system concerning only the interface flux variable, which is shown to be well-posed in appropriately weighted norms. An iterative solution scheme is then proposed to solve the reduced problem such that mass is conserved at each iteration. By introducing a preconditioner based on the weighted norms from the analysis, the performance of the iterative scheme is shown to be robust with respect to material and discretization parameters. By construction, the scheme is applicable to a wide range of locally conservative discretization schemes and we consider explicit examples in the framework of Mixed Finite Element methods. Finally, the theoretical results are confirmed with the use of numerical experiments.
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1. INTRODUCTION

The coupled interaction between free flow and porous medium flow forms an active area of research due to their appearance in a wide variety of applications. Examples include biomedical applications such as blood filtration, engineering situations such as air filters and PEM fuel cells, as well as environmental considerations such as the drying of soils. In all mentioned applications, it is essential to properly capture the mutual interaction between a free, possibly turbulent, flow and the creeping flow inside the porous medium.

We consider the simplified setting in which the free-flow regime is described by Stokes flow and we let Darcy’s law govern the porous medium flow. Moreover, we only consider the case of stationary, single-phase flow and assume a sharp interface between the two flow regimes. These considerations are simplifications of a more general framework of models coupling free flow with porous medium flow. Such models have been the topic of a variety of scientific work in recent years, with focuses including mathematical analysis, discretization methods, and iterative solution techniques. Different formulations of the Stokes-Darcy problem have been analyzed in [9, 18, 23]. Examples in the context of discretization methods include the use of Finite Volume methods [15, 20, 27, 28, 34, 36] and (Mixed) Finite Element methods, both in a coupled [12, 19, 23, 32] and in a
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unified [2,21] setting. Moreover, iterative methods for this problem are considered in e.g. \cite{8,10,11,13,16,17}. We refer the reader to the works \cite{9,12,33} and references therein for more comprehensive overviews on the results concerning the Stokes-Darcy model.

In order to distinguish this work from existing results, we formulate the following objective:

The goal of this work is to create an iterative numerical method that solves the stationary, Stokes-Darcy problem with the following three properties:

1. The solution retains local mass conservation, after each iteration. Since mass balance is a physical conservation law, we emphasize its importance over all other constitutive relationships in the model. Hence, the first aim is to produce a solution that respects local mass conservation and use iterations to improve the accuracy of the solution with respect to the remaining equations. Importantly, we aim to obtain a conservative flow field in the case that the iterative scheme is terminated before reaching convergence.

   We present two main ideas to achieve this. First, we limit ourselves to discretization methods capable of ensuring local mass conservation within each flow regime. Secondly, we ensure that no mass is lost across the Stokes-Darcy interface by introducing a single variable describing this interfacial flux. Our contribution in this context is to pose and analyze the Stokes-Darcy problem using function spaces that ensure normal flux continuity (Section 2.1), both in the continuous (Section 3) and discretized (Section 5) settings. Our approach is closely related to the “global” approach suggested in \cite[Remark 2.3.2]{9} which we further develop in a functional setting. We moreover note that our construction is, in a sense, dual to the more conventional approach in which a mortar variable representing the interface pressure is introduced, see e.g. \cite{19,23}.

2. The performance of the iterative solution scheme is robust with respect to physical and mesh parameters. In this respect, the first aim is to obtain sufficient accuracy of the solution within a given number of iterations that is robust with respect to given material parameters such as the permeability of the porous medium and the viscosity of the fluid. This will allow the scheme to handle wide ranges of material parameters that arise either from the physical problem or due to the chosen non-dimensionalization.

   Robustness with respect to mesh size is advantageous from a computational perspective. If the scheme reaches sufficient accuracy within a number of iterations on a coarse grid, then this robustness provides a prediction on the necessary computational time on refined grids. We note that the analysis in this work is restricted to shape-regular meshes, hence the typical mesh size $h$ becomes the only relevant mesh parameter.

   To attain this goal, we pay special attention to the influence of the material and mesh parameters in the a priori analysis of the problem. We derive stability bounds of the solution in terms of functional norms weighted with the material parameters. One of the main contributions is thus the derivation of a properly weighted norm for the normal flux on the Stokes-Darcy interface, presented in equation (4.5). In turn, this norm is used to construct an optimal preconditioner a priori.

3. The method is easily extendable to a wide range of discretization methods for the Stokes and Darcy subproblems. Aside from compliance with aim (1), we impose as few restrictions as possible on the underlying choice of discretization methods, thus allowing the presented iterative scheme to be highly adaptable. Moreover, the scheme is able to benefit from existing numerical implementations that are tailored to solving the Stokes and Darcy subproblems efficiently. This work employs a conforming Mixed Finite Element method, keeping in mind that extensions can readily be made to other locally conservative methods such as e.g. Finite Volume Methods or Discontinuous Galerkin methods.

   In order to achieve this third goal, we first derive the properties of the problem in the continuous setting and apply the discretization afterward. The key strategy here is to reformulate the problem into a Steklov-Poincaré system concerning only the normal flux across the interface, similar to the strategy presented in \cite[Sec. 2.5]{9}. We then propose a preconditioner for this problem that is independent of the chosen discretization methods for the subproblems.
Our formulation and analysis of the Stokes-Darcy problem therefore has three distinguishing properties. Most importantly, we consider a mixed formulation of the coupled problem using a function space that strongly imposes normal flux continuity at the interface. In contrast, existing approaches often use a primal formulation for the Darcy subproblem [9] or enforce flux continuity using Lagrange multipliers [23]. In the context of Mixed Finite Element Methods, this directly leads to different choices of discrete spaces. Secondly, our analysis employs weighted norms and we derive an estimate for the interface flux that has, to our knowledge, not been exploited in existing literature. Third, we propose a preconditioner in Section 6.2 that is entirely local to the interface and does not require additional subproblem solves, in contrast to more conventional approaches such as the Neumann-Neumann method presented in Section 7.2. The construction of this preconditioner does, however, require solving a generalized eigenvalue problem, which is done in the a priori, or “off-line”, stage. As an additional feature, our set-up does not require choosing any acceleration parameters.

The article is structured as follows. Section 2 introduces the coupled Stokes-Darcy model and its variational formulation as well as the notational conventions used throughout this work. Well-posedness of the model is shown in Section 3 with the use of weighted norms. Section 4 shows the reduction to an interface problem concerning only the normal flux defined there. A conforming discretization is proposed in Section 5 with the use of the Mixed Finite Element method. Using the ingredients of these sections, Section 6 describes the proposed iterative scheme and the optimal preconditioner it relies on. The theoretical results are confirmed numerically in Section 7. Finally, Section 8 contains concluding remarks.

2. THE COUPLED STOKES-DARCY MODEL

Consider an open, bounded domain $\Omega \subset \mathbb{R}^n$, $n \in \{2, 3\}$, decomposed into two disjoint, Lipschitz subdomains $\Omega_S$ and $\Omega_D$. Here, and throughout this work, the subscript $S$ or $D$ is used on subdomains and variables to denote its association to the Stokes or Darcy subproblem, respectively. Let the interface be denoted by $\Gamma := \partial\Omega_S \cap \partial\Omega_D$ and let $n$ denote the unit vector normal to $\Gamma$ oriented outward with respect to $\Omega_S$. An illustration of these definitions is given in Figure 1.
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**Figure 1.** Decomposition of the domain into $\Omega_S$ and $\Omega_D$.

We introduce the model problem following the description of [23]. The main variables are given by the velocity $\mathbf{u}$ and pressure $p$. A subscript denotes the restriction of a variable to the corresponding subdomain. The model is formed by considering Stokes flow for $(\mathbf{u}_S, p_S)$ in $\Omega_S$, Darcy flow for $(\mathbf{u}_D, p_D)$ in $\Omega_D$, and mass conservation laws for $\mathbf{u}$ in both subdomains:

\begin{align*}
-\nabla \cdot \sigma(\mathbf{u}_S, p_S) &= f_S, & \nabla \cdot \mathbf{u}_S &= 0, \quad & \text{in } \Omega_S, \quad (2.1a) \\
\mathbf{u}_D + K \nabla p_D &= 0, & \nabla \cdot \mathbf{u}_D &= f_D, \quad & \text{in } \Omega_D. \quad (2.1b)
\end{align*}

In this setting, $K$ is the hydraulic conductivity of the porous medium. For simplicity, we assume that $K$ is homogeneous and isotropic and thus given by a positive scalar. On the right-hand side, $f_S$ represents a body
force and \( f_D \) corresponds to a mass source. In the governing equations for Stokes flow, let the strain \( \varepsilon \) and stress \( \sigma \) be given by

\[
\varepsilon(u_S) := \frac{1}{2} \left( \nabla u_S + (\nabla u_S)^T \right), \quad \sigma(u_S, p_S) := \mu \varepsilon(u_S) - p I.
\]

The parameter \( \mu > 0 \) is the viscosity.

Next, we introduce two coupling conditions on the interface \( \Gamma \) that describe mass conservation and the balance of forces, respectively:

\[
\begin{align*}
n \cdot u_S &= n \cdot u_D, & \text{on } \Gamma, \\
n \cdot \sigma(u_S, p_S) \cdot n &= -p_D, & \text{on } \Gamma.
\end{align*}
\]

As remarked in the introduction, we keep a particular focus on conservation of mass. To ensure that no mass is lost across the interface, we will prioritize condition (2.1c) at a later stage.

To close the model, we consider the following boundary conditions. First, for the Stokes subproblem, we impose the Beavers-Joseph-Saffman condition on the interface \( \Gamma \), given by

\[
n \cdot \sigma(u_S, p_S) \cdot \tau = -\beta \tau \cdot u_S, & \text{on } \Gamma.
\]

Here, we define \( \beta := \alpha \frac{\mu}{\sqrt{\kappa} \cdot \tau} \) with \( \kappa := \mu K \) the permeability and \( \alpha \) a proportionality constant to be determined experimentally. Moreover, the unit vector \( \tau \) is obtained from the tangent bundle of \( \Gamma \). Thus, for \( n = 2 \), equation (2.1e) corresponds to a single condition on the one-dimensional interface \( \Gamma \) whereas for \( n = 3 \), it describes two separate coupling conditions.

The boundary of \( \Omega \) is decomposed in the disjoint unions \( \partial \Omega \setminus \Gamma = \partial_u \Omega_S \cup \partial_s \Omega_S \) and \( \partial \Omega_D \setminus \Gamma = \partial_u \Omega_D \cup \partial_p \Omega_D \). The subscript denotes the type of boundary condition imposed on that portion of the boundary. Specifically, we set

\[
\begin{align*}
u_S &= 0, & \text{on } \partial_u \Omega_S, \\
n \cdot \sigma(u_S, p_S) &= 0, & \text{on } \partial_s \Omega_S, \\
n \cdot u_D &= 0, & \text{on } \partial_u \Omega_D, \\
p_D &= g_p, & \text{on } \partial_p \Omega_D,
\end{align*}
\]

with \( g_p \) a given pressure distribution.

In the following, we assume that the interface \( \Gamma \) touches the portion of the boundary \( \partial \Omega_S \) where homogeneous flux conditions are imposed, i.e. \( \partial \Gamma \subseteq \partial_u \Omega_S \). We note that this assumption excludes the case in which \( \Omega_D \) is completely surrounded by \( \Omega_S \). Moreover, we assume that \( |\partial_s \Omega_S \cup \partial_p \Omega_D| > 0 \) to ensure unique solvability of the coupled problem and we focus on the case in which \( |\partial_s \Omega_S| > 0 \).

2.1. Functional Setting

In this section, we introduce the function spaces in which we search for a weak solution of problem (2.1). We start by considering the space for the velocity variable \( u \). With the aim of deriving mixed formulations for both subproblems, we introduce the following spaces:

\[
\begin{align*}
V_S &:= \{ v_S \in (H^1(\Omega_S))^n : v_S|_{\partial_u \Omega_S} = 0 \}, \\
V_D &:= \{ v_D \in H(\text{div}, \Omega_D) : n \cdot v_D|_{\partial_u \Omega_D} = 0 \}.
\end{align*}
\]

Note that these spaces incorporate the boundary conditions (2.1f) on \( \partial_u \Omega \) which become essential boundary conditions in our mixed formulation. Similarly, the normal flux continuity across \( \Gamma \) (2.1c) needs to be incorporated as an essential boundary condition. For that, we introduce a single function \( \phi \in \Lambda \), defined on \( \Gamma \) to
represent the normal flux across the interface. The next step is then to define the following three function spaces:

\[
V^0_S := \{ v_S \in V_S : \n \cdot v_S |_{\Gamma} = 0 \}, \\
\Lambda := H^{1/2}_{00}(\Gamma), \\
V^0_D := \{ v_D \in V_D : \n \cdot v_D |_{\Gamma} = 0 \}.
\] (2.3a, 2.3b, 2.3c)

We note that \( \Lambda \) is the normal trace space of \( V \). Examples of continuous extension operators can be found in [30, Sec. 4.1.2]. The notation \( \| \cdot \|_{s,\Omega} \) as short-hand notation for the norm on \( H^s(\Omega) \). With this notation, the continuity of \( R_i \) implies that the following inequalities hold

\[
\| R_S \varphi \|_{1,\Omega_S} \lesssim \| \varphi \|_{\frac{1}{2},\Gamma}, \quad \| R_D \varphi \|_{0,\Omega_D} + \| \nabla \cdot R_D \varphi \|_{0,\Omega_D} \lesssim \| \varphi \|_{\frac{1}{2},\Gamma}.
\] (2.5)

Examples of continuous extension operators can be found in [30, Sec. 4.1.2]. The notation \( A \lesssim B \) implies that a constant \( c > 0 \) exists, independent of material parameters and the mesh size \( h \) such that \( A \leq cB \). The relationship \( \gtrsim \) is defined analogously.

These definitions allow us to create a function space \( V \) containing velocities with normal trace continuity on \( \Gamma \). Let this function space be defined as

\[
V := \{ v \in (L^2(\Omega))^n : \exists (v^0_S, v^0_D) \in V^0_S \times \Lambda \times V^0_D \text{ such that } v|_{\Omega_i} = v^0_i + R_i \varphi, \text{ for } i \in \{ S, D \} \}.
\] (2.6)

Second, the function space for the pressure variable is given by \( W := L^2(\Omega) \) and we define \( W_S := L^2(\Omega_S) \) and \( W_D := L^2(\Omega_D) \).

As before, we use the subscript \( i \in \{ S, D \} \) to denote the restriction to a subdomain \( \Omega_i \). Thus, for \( (v, w) \in V \times W \), we have

\[
v_i := v|_{\Omega_i} \in V_i, \quad w_i := w|_{\Omega_i} \in W_i, \quad i \in \{ S, D \}.
\] (2.7)

Despite the fact that each function in \( V \) can be decomposed into components in \( V_S \) and \( V_D \), we emphasize that \( V \) is a strict subspace of \( V_S \times V_D \) due to the continuity of normal traces on \( \Gamma \).

A key concept in our functional setting is to consider a decomposition of \( V \) comprising of a function with zero normal trace on \( \Gamma \) and an extension of the normal flux distribution. For that purpose, let \( V^0 \) be the subspace of \( V \) consisting of functions with zero normal trace over \( \Gamma \):

\[
V^0 := \{ v^0 \in V : \exists (v^0_S, v^0_D) \in V^0_S \times V^0_D \text{ such that } v^0|_{\Omega_i} = v^0_i, \text{ for } i \in \{ S, D \} \}.
\] (2.8)

Secondly, we define the composite extension operator \( R : \Lambda \rightarrow V \) such that \( R \varphi|_{\Omega_i} = R_i \varphi \) for \( i \in \{ S, D \} \). Combined with the subspace \( V^0 \), we obtain the decomposition

\[
V = V^0 \oplus R\Lambda.
\] (2.9)
It is important to emphasize that the function space $V$ is independent of the choice of extension operators. On the other hand, each choice of $\mathcal{R}$ leads to a specific decomposition of the form (2.9).

2.2. Variational Formulation

With the function spaces defined, we continue by deriving the variational formulation of (2.1). The first step is to consider the Stokes and Darcy flow equations. We test these with $v \in V$ and integrate over the corresponding subdomain. Using $(\cdot, \cdot)_\Omega$ to denote the $L^2$ inner product on $\Omega$, we apply integration by parts and use the boundary conditions to derive

$$
-(\nabla \cdot \sigma(u_S, p_S), v_S)_{\Omega_S} =
(\sigma(u_S, p_S), \nabla v_S)_{\Omega_S} - (n \cdot \sigma(u_S, p_S), v_S)_\Gamma =
(\mu \varepsilon(u_S), \varepsilon(v_S))_{\Omega_S} - (p_S I, \nabla v_S)_{\Omega_S} + (\beta \tau \cdot u_S, \tau \cdot v_S)_\Gamma + (p_D, n \cdot v_S)_\Gamma = (f_S, v_S)_\Omega.
$$

On the other hand, we test Darcy’s law in the porous medium $\Omega_D$ and use similar steps to obtain

$$(K^{-1} u_D, v_D)_{\Omega_D} - (p_D, \nabla \cdot v_D)_{\Omega_D} - (p_D, n \cdot v_D)_\Gamma - (g_p, n \cdot v_D)_{\partial \Omega_D} = 0.
$$

The normal trace continuity imposed in the space $V$ gives us $(p_D, n \cdot v_S)_\Gamma - (p_D, n \cdot v_D)_\Gamma = 0$.

In turn, after supplementing the system with the equations for mass conservation, we arrive at the following variational formulation:

Find the pair $(u, p) \in V \times W$ that satisfies

$$(\mu \varepsilon(u_S), \varepsilon(v_S))_{\Omega_S} + (\beta \tau \cdot u_S, \tau \cdot v_S)_\Gamma + (K^{-1} u_D, v_D)_{\Omega_D}
-(p_S, \nabla \cdot v_S)_{\Omega_S} - (p_D, \nabla \cdot v_D)_{\Omega_D} = (f_S, v_S)_{\Omega_S} + (g_p, n \cdot v_D)_{\partial \Omega_D},
\forall v \in V,
(\nabla \cdot u_S, w_S)_{\Omega_S} + (\nabla \cdot u_D, w_D)_{\Omega_D} = (f_D, w_D)_{\Omega_D},
\forall w \in W. \tag{2.10a}
$$

We note that this system has a characteristic saddle-point structure, allowing us to rewrite the problem as:

Find the pair $(u, p) \in V \times W$ that satisfies

$$a(u, v) + b(v, p) = f_u(v),
\forall v \in V,
(2.11a)
$$

$$b(u, w) = f_p(w),
\forall w \in W. \tag{2.11b}
$$

The bilinear forms $a : V \times V \to \mathbb{R}$ and $b : V \times W \to \mathbb{R}$, and the functionals $f_u : V \to \mathbb{R}$ and $f_p : W \to \mathbb{R}$ are given by

$$a(u, v) := (\mu \varepsilon(u_S), \varepsilon(v_S))_{\Omega_S} + (\beta \tau \cdot u_S, \tau \cdot v_S)_\Gamma + (K^{-1} u_D, v_D)_{\Omega_D},
\tag{2.12a}
$$

$$b(u, w) := -(\nabla \cdot u_S, w_S)_{\Omega_S} - (\nabla \cdot u_D, w_D)_{\Omega_D},
\tag{2.12b}
$$

$$f_u(v) := (f_S, v_S)_{\Omega_S} + (g_p, n \cdot v_D)_{\partial \Omega_D},
\tag{2.12c}
$$

$$f_p(w) := -(f_D, w_D)_{\Omega_D}. \tag{2.12d}
$$

3. Well-Posedness Analysis

In this section, we analyze problem (2.11) with the use of weighted norms. The main goal is to show that a unique solution exists that is bounded in norms that depend on the material parameters. Consequently, this result allows us to construct an iterative method that is robust with respect to material parameters. We start by deriving the appropriate norms, for which we first make two assumptions on the material parameters.
First, the constant $\beta$ in the Beavers-Joseph-Saffman condition (2.1e) is assumed to be bounded as

$$\beta = \alpha \frac{\mu}{\sqrt{\tau} \cdot \kappa \cdot \tau} \lesssim \mu. \quad (3.1a)$$

In the special case of $\alpha = 0$, this condition is trivially satisfied.

Second, we assume that the permeability $\kappa := \mu K$ is bounded from above in the sense that

$$\mu K \lesssim 1. \quad (3.1b)$$

We are now ready to define the weighted norms for $v \in V$ and $w \in W$, respectively, given by

$$\|v\|_V^2 := \|\mu^{\frac{1}{2}} v_S\|_{1, \Omega_S}^2 + \|K^{-\frac{1}{2}} v_D\|_{0, \Omega_D}^2 + \|\nabla \cdot v_D\|_{0, \Omega_D}^2 \quad (3.2a)$$

$$\|w\|_W^2 := \|\mu^{-\frac{1}{2}} w_S\|_{0, \Omega_S}^2 + \|K^{\frac{1}{2}} w_D\|_{0, \Omega_D}^2. \quad (3.2b)$$

The next step is to analyze the problem using these norms. For that purpose, we recall the identification of (2.11) as a saddle-point problem. Using saddle-point theory [5], well-posedness is shown by proving the four sufficient conditions presented in the following lemma.

**Lemma 3.1.** The bilinear forms defined in (2.12) satisfy the following inequalities:

- For $u, v \in V$:
  $$a(u, v) \lesssim \|u\|_V \|v\|_V. \quad (3.3a)$$

- For $(v, w) \in V \times W$:
  $$b(v, w) \lesssim \|v\|_V \|w\|_W. \quad (3.3b)$$

- For $v \in V$ with $b(v, w) = 0 \forall w \in W$:
  $$a(v, v) \gtrsim \|v\|_V^2. \quad (3.3c)$$

- For $w \in W$, $\exists v \in V$ with $v \neq 0$, such that:
  $$b(v, w) \gtrsim \|v\|_V \|w\|_W. \quad (3.3d)$$

**Proof.** Using the Cauchy-Schwarz inequality, the assumptions (3.1), and a trace inequality for $H^1$, we obtain the continuity bounds (3.3a) and (3.3b):

$$a(u, v) \lesssim \|\mu^{\frac{1}{2}} u_S\|_{1, \Omega_S} \|\mu^{\frac{1}{2}} v_S\|_{1, \Omega_S} + \|\nabla \cdot u_D\|_{0, \Omega_D} \|\nabla \cdot v_D\|_{0, \Omega_D} \lesssim \|u\|_V \|v\|_V, \quad (3.4a)$$

$$b(v, w) \lesssim \|\mu^{\frac{1}{2}} v_S\|_{0, \Omega_S} \|\mu^{-\frac{1}{2}} w_S\|_{0, \Omega_S} + \|\nabla \cdot v_D\|_{0, \Omega_D} \|\nabla \cdot w_D\|_{0, \Omega_D} \lesssim \|v\|_V \|w\|_W. \quad (3.4b)$$

For the proof of inequality (3.3c), we first note that if $b(v, w) = 0$ for all $w \in W$, then $\nabla \cdot v_D = 0$. Combining this observation with Korn’s inequality gives us:

$$a(v, v) \gtrsim \|\mu^{\frac{1}{2}} v_S\|_{1, \Omega_S}^2 + \|\nabla \cdot v_D\|_{0, \Omega_D}^2 \gtrsim \|v\|_V^2 \quad (3.5)$$

Inequality (3.3d) is the inf-sup condition relevant for this formulation. For a given $w = (w_S, w_D) \in W$, let us construct $v = (v_S^0, \phi, v_D^0) \in V$ in the following manner. First, let the interface function $\phi \in H^1_0(\Gamma)$ solve the following, constrained minimization problem:

$$\min_{\phi \in H^1_0(\Gamma)} \frac{1}{2} \|\phi\|_{1, \Gamma}^2, \quad \text{subject to } (\phi, 1)_\Gamma = (K w_D, 1)_{\Omega_D}. \quad (3.6)$$
The solution $\phi$ then satisfies the two key properties:

\[
\|\phi\|_{1,\Gamma} \lesssim \|K w_D\|_{0,\Omega_D}, \quad (3.7a)
\]

\[
(\nabla \cdot R_D \phi, 1)_{\Omega_D} = (\n - \n \cdot R_D \phi, 1)_{\Gamma} = (\phi, 1)_{\Gamma} = -(K w_D, 1)_{\Omega_D}. \quad (3.7b)
\]

Bound (3.7a) can be deduced by constructing a function $\psi \in H^1_0(\Gamma)$ that satisfies the constraint in (3.6) and is bounded in the sense of (3.7a). It then follows that the minimizer $\phi$ satisfies (3.7a) as well.

Next, we construct $v_i^0 \in V_i^0$ for $i \in \{S, D\}$. For that, we first introduce $p_S \in H^2(\Omega_S)$ as the solution to the following auxiliary problem

\[
-\nabla \cdot \nabla p_S = \mu^{-1} w_S + \nabla \cdot R_S \phi, \quad (3.8a)
\]

\[
p_S|_{\partial\Omega_S} = 0, \quad (3.8b)
\]

\[
(\n \cdot \nabla p_S)|_{\partial\Omega_S \setminus \partial\Omega_S} = 0. \quad (3.8c)
\]

Similarly, we define $p_D \in H^2(\Omega_D)$ such that

\[
-\nabla \cdot \nabla p_D = K w_D + \nabla \cdot R_D \phi, \quad (3.9a)
\]

\[
(\n \cdot \nabla p_D)|_{\partial\Omega_D} = 0. \quad (3.9b)
\]

We note that (3.9) is a Neumann problem. We therefore verify the compatibility of the right hand side by using (3.7b) in the following derivation:

\[
(K w_D + \nabla \cdot R_D \phi, 1)_{\Omega_D} = (K w_D - K w_D, 1)_{\Omega_D} = 0.
\]

Let $v_S^0 := \nabla p_S$ and $v_D^0 := \nabla p_D$. From the elliptic regularity of the auxiliary problems, see e.g. [14], we obtain the bounds

\[
\|v_S^0\|_{1,\Omega_S} \lesssim \|\mu^{-1} w_S\|_{0,\Omega_S} + \|\n \cdot R_S \phi\|_{0,\Omega_S}, \quad (3.10a)
\]

\[
\|v_D^0\|_{1,\Omega_D} \lesssim \|K w_D\|_{0,\Omega_D} + \|\n \cdot R_D \phi\|_{0,\Omega_D}. \quad (3.10b)
\]

Next, we set $v_S := v_S^0 + R_S \phi$ and $v_D := v_D^0 + R_D \phi$. Combining the bounds on $v_S^0$ and $\phi$ with the continuity of the extension operators from (2.5) and the material parameter bounds (3.1), we derive

\[
\|\mu^{-\frac{1}{2}} v_S\|_{1,\Omega_S} \leq \|\mu^{-\frac{1}{2}} v_S^0\|_{1,\Omega_S} + \|\mu^{-\frac{1}{2}} R_S \phi\|_{1,\Omega_S}
\]

\[
\lesssim \|\mu^{-\frac{1}{2}} w_S\|_{0,\Omega_S} + \|\mu^{-\frac{1}{2}} \n \cdot R_S \phi\|_{0,\Omega_S} + \|\mu^{-\frac{1}{2}} R_S \phi\|_{1,\Omega_S}
\]

\[
\lesssim \|\mu^{-\frac{1}{2}} w_S\|_{0,\Omega_S} + \|\mu^{-\frac{1}{2}} \phi\|_{\Gamma, \Gamma}
\]

\[
\lesssim \|\mu^{-\frac{1}{2}} w_S\|_{0,\Omega_S} + \|\mu^{\frac{1}{2}} K w_D\|_{0,\Omega_D}
\]

\[
\lesssim \|\mu^{-\frac{1}{2}} w_S\|_{0,\Omega_S} + \|K^{\frac{1}{2}} w_D\|_{0,\Omega_D}. \quad (3.11a)
\]

Similarly, $v_D$ is bounded in the following sense:

\[
\|K^{-\frac{1}{2}} v_D\|_{0,\Omega_D} + \|K^{-\frac{1}{2}} \n \cdot v_D\|_{0,\Omega_D} \leq \|K^{-\frac{1}{2}} v_D^0\|_{0,\Omega_D} + \|K^{-\frac{1}{2}} R_D \phi\|_{0,\Omega_D} + \|K^{\frac{1}{2}} w_D\|_{0,\Omega_D}
\]

\[
\lesssim \|K^{-\frac{1}{2}} \n \cdot R_D \phi\|_{0,\Omega_D} + \|K^{-\frac{1}{2}} R_D \phi\|_{0,\Omega_D} + \|K^{\frac{1}{2}} w_D\|_{0,\Omega_D}
\]

\[
\lesssim \|K^{-\frac{1}{2}} \phi\|_{\frac{1}{2}, \Gamma} + \|K^{\frac{1}{2}} w_D\|_{0,\Omega_D}
\]

\[
\lesssim \|K^{\frac{1}{2}} w_D\|_{0,\Omega_D}. \quad (3.11b)
\]
In the final step, we have used that $H^1(\Gamma) \subseteq H^{-\frac{1}{2}}(\Gamma)$ and (3.7a).

By construction, $\mathbf{v}$ now satisfies the following two properties:

\[
\|\mathbf{v}\|_V = (\|\mu^{-\frac{1}{2}} \mathbf{v}_S\|_{\Omega_s}^2 + \|K^{-\frac{1}{2}} \mathbf{v}_D\|_{0,\Omega_D}^2 + \|K^{-\frac{1}{2}} \nabla \cdot \mathbf{v}_D\|_{0,\Omega_D}^2)^{\frac{1}{2}} \lesssim \|\mathbf{w}\|_W, \tag{3.12a}
\]
\[
b(\mathbf{v}, \mathbf{w}) = -(\nabla \cdot \mathbf{v}_S, \mathbf{w}_S)_{\Omega_s} - (\nabla \cdot \mathbf{v}_D, \mathbf{w}_D)_{\Omega_D} = \|\mu^{-\frac{1}{2}} \mathbf{w}_S\|_{0,\Omega_s}^2 + \|K^{-\frac{1}{2}} \mathbf{w}_D\|_{0,\Omega_D}^2 = \|\mathbf{w}\|_W^2. \tag{3.12b}
\]

The proof is concluded by gathering (3.12).

In the special case of $|\partial_p \Omega_D| > 0$, the Darcy subproblem is itself well-posed. This can be used to our advantage in the proof of (3.3d). In particular, the construction of $\phi \in \Lambda$ becomes obsolete, as shown in the following corollary.

**Corollary 3.1.** If $|\partial_p \Omega_D| > 0$, then for each $\mathbf{w} \in W$, there exists $\mathbf{v}^0 \in V^0$ with $\mathbf{v}^0 \neq 0$ such that

\[
b(\mathbf{v}^0, \mathbf{w}) \gtrsim \|\mathbf{v}^0\|_V \|\mathbf{w}\|_W.
\]

**Proof.** We follow the same arguments as for (3.3d) in Lemma 3.1. The main difference is that we now set $\phi = 0$ and solve auxiliary Poisson problems to obtain $(\mathbf{v}_S^0, \mathbf{v}_D^0) \in V_S^0 \times V_D^0$ such that

\[
-\nabla \cdot \mathbf{v}_S^0 = \mu^{-1} \mathbf{w}_S, \quad -\nabla \cdot \mathbf{v}_D^0 = K \mathbf{w}_D,
\]

\[
(n \cdot \mathbf{v}_S^0)_{|\partial \Omega_S \setminus \partial_p \Omega_S} = 0, \quad (n \cdot \mathbf{v}_D^0)_{|\partial \Omega_D \setminus \partial_p \Omega_D} = 0.
\]

Since both $\partial_p \Omega_S$ and $\partial_p \Omega_D$ have positive measure, these two subproblems are well-posed and the statement follows by elliptic regularity.

We are now ready to present the main result of this section, namely that problem (2.11) is well-posed with respect to the weighted norms of (3.2).

**Theorem 3.1.** Problem (2.11) is well-posed, i.e. a unique solution $(\mathbf{u}, p) \in V \times W$ exists satisfying

\[
\|\mathbf{u}\|_V + \|p\|_W \lesssim \|\mu^{-\frac{1}{2}} \mathbf{f}_S\|_{-1,\Omega_s} + \|K^{-\frac{1}{2}} \mathbf{f}_D\|_{0,\Omega_D} + \|K^{-\frac{1}{2}} g_p\|_{\frac{1}{2},\partial_p \Omega_D}. \tag{3.13}
\]

**Proof.** With the inequalities from Lemma 3.1, it suffices to show continuity of the right-hand side. Let us therefore apply the Cauchy-Schwarz inequality followed by a trace inequality:

\[
\begin{align*}
f_u(\mathbf{v}) + f_p(w) &= (\mathbf{f}_S, \mathbf{v}_S)_{\Omega_s} + (\mathbf{f}_D, \mathbf{w}_D)_{\Omega_D} + (g_p, n \cdot \mathbf{v}_D)_{\partial_p \Omega_D} \\
&\leq \|\mu^{-\frac{1}{2}} \mathbf{f}_S\|_{-1,\Omega_s} \|\mu^{\frac{1}{2}} \mathbf{v}_S\|_{1,\Omega_s} + \|K^{-\frac{1}{2}} \mathbf{f}_D\|_{0,\Omega_D} \|K^{\frac{1}{2}} \mathbf{w}_D\|_{0,\Omega_D} \\
&\quad + \|K^{\frac{1}{2}} g_p\|_{\frac{1}{2},\partial_p \Omega_D} \|K^{-\frac{1}{2}} n \cdot \mathbf{v}_D\|_{-\frac{1}{2},\partial_p \Omega_D} \\
&\lesssim \left(\|\mu^{-\frac{1}{2}} \mathbf{f}_S\|_{-1,\Omega_s} + \|K^{-\frac{1}{2}} \mathbf{f}_D\|_{0,\Omega_D} + \|K^{\frac{1}{2}} g_p\|_{\frac{1}{2},\partial_p \Omega_D}\right) (\|\mathbf{v}\|_V + \|w\|_W).
\end{align*}
\]

With the continuity of the right-hand shown, all requirements are satisfied to invoke standard saddle point theory [5], proving the claim.
4. The Steklov-Poincaré System

The strategy is to introduce the Steklov-Poincaré operator Σ and reduce the system (2.11) to a problem concerning only the interface flux φ. The reason for this is twofold. First, since the interface is a lower-dimensional manifold, the problem is reduced in dimensionality and is therefore expected to be easier to solve. Second, we show that the resulting system is symmetric and positive-definite and hence amenable to a large class of iterative solvers including the Minimal Residual (MinRes) and the Conjugate Gradient (CG) method.

We start with the case in which both the pressure and stress boundary conditions are prescribed on a part of the boundary with positive measure, i.e. we assume that |∂pΩS| > 0 and |∂pΩD| > 0. The cases in which one, or both, of the subproblems have pure Neumann boundary conditions are considered afterward.

In order to construct the reduced problem, we use the bilinear forms and functionals from (2.12) and the extension operator R from Section 2.1 and define the operator Σ : Λ → Λ* and χ ∈ Λ* as

\[
\langle \Sigma \phi, \varphi \rangle := a(u^0_s + R \phi, R \varphi) + b(R \varphi, p_s), \quad \langle \chi, \varphi \rangle := f_u(R \varphi) - a(u^0_s, R \varphi) - b(R \varphi, p_0),
\]

in which \( \langle \cdot, \cdot \rangle \) denotes the duality pairing on \( \Lambda^* \times \Lambda \). Here, the pair \( (u^0_s, p_s) \in V^0 \times W \) satisfies

\[
a(u^0_s, v^0) + b(v^0, p_s) = -a(R \phi, v^0), \quad \forall v^0 \in V^0, \quad (4.2a)
\]
\[
b(u^0_s, w) = -b(R \phi, w), \quad \forall w \in W. \quad (4.2b)
\]

and the pair \( (u^0_0, p_0) \in V^0 \times W \) is defined such that

\[
a(u^0_0, v^0) + b(v^0, p_0) = f_u(v^0), \quad \forall v^0 \in V^0, \quad (4.3a)
\]
\[
b(u^0_0, w) = f_p(w), \quad \forall w \in W. \quad (4.3b)
\]

With the above definitions, we introduce the reduced interface problem as:

Find \( \phi \in \Lambda \) such that

\[
\langle \Sigma \phi, \varphi \rangle = \langle \chi, \varphi \rangle, \quad \forall \varphi \in \Lambda. \quad (4.4)
\]

Note that setting \( u := u^0_s + u^0_0 + R \phi \) and \( p := p_s + p_0 \) yields the solution to the original problem (2.11). Hence, if this problem admits a unique solution, then (4.4) and (2.11) are equivalent.

Similar to the analysis of problem (2.11) in Section 3, we require an appropriate, parameter-dependent norm on functions \( \varphi \in \Lambda \) in order to analyze (4.4). Let us therefore define

\[
\| \varphi \|^2_{\Lambda} := \| \mu^{1/2} \varphi \|^2_{L^2} + \| K^{-1/2} \varphi \|^2_{\frac{1}{2}, \Gamma}.
\]

(4.5)

We justify this choice by proving two bounds with respect to \( \| \cdot \|_V \) in the following lemma. These results are then used in a subsequent theorem to show that Σ is continuous and coercive with respect to \( \| \cdot \|_{\Lambda} \).

**Lemma 4.1.** Given \( \phi \in \Lambda \), then the following bounds hold for any \( u^0 \in V^0 \):

\[
\| \phi \|_{\Lambda} \lesssim \| u^0 + R \phi \|_V, \quad \| R \phi \|_V \lesssim \| \phi \|_{\Lambda}. \quad (4.6)
\]

**Proof.** We apply trace inequalities in \( H^1(\Omega_S) \) and \( H(\text{div}, \Omega_D) \):

\[
\| \phi \|_{\Lambda}^2 = \| \mu^{1/2} \phi \|^2_{L^2} + \| K^{-1/2} \phi \|^2_{\frac{1}{2}, \Gamma} \\
\lesssim \| \mu^{1/2} (u^0_S + R_S \phi) \|^2_{L^1(\Omega_S)} + \| K^{-1} (u^0_D + R_D \phi) \|^2_{0, \Omega_D} + \| K^{-1/2} \nabla \cdot (u^0_D + R_D \phi) \|^2_{0, \Omega_D} = \| u^0 + R \phi \|^2_V.
\]
Thus, the first inequality is shown. On the other hand, the continuity of $R_i$ for $i \in \{S, D\}$ from (2.5) gives us
\[
\|R\phi\|_V^2 \leq \|\mu^\frac{1}{2} R_S \phi\|^2_{\Omega_S} + \|K^{-\frac{1}{2}} R_D \phi\|^2_{\Omega_D} + \|K^{-\frac{1}{2}} \nabla \cdot R_D \phi\|^2_{\mathring{\Omega}_D} \\
\lesssim \|\mu^\frac{1}{2} \phi\|^2_{\frac{1}{2}, \Gamma} + \||K^{-\frac{1}{2}} \phi\|^2_{-\frac{1}{2}, \Gamma} = \|\phi\|^2_\Lambda.
\]

\[\Box\]

**Theorem 4.1.** The operator $\Sigma : \Lambda \to \Lambda^*$ is symmetric, continuous, and coercive with respect to the norm $\|\cdot\|_\Lambda$.

**Proof.** We first note that the auxiliary problem (4.2) is well-posed by Lemma 3.1, Corollary 3.1, and saddle point theory. Moreover, the right-hand side is continuous due to (3.3a) and (3.3b). For given $\phi$, the pair $\left(u^\star_\phi, p_\star\right)$ therefore exists uniquely and satisfies
\[
\|u^\star_\phi\|_V + \|p_\star\|_W \lesssim \|R\phi\|_V. \tag{4.7}
\]

Symmetry is considered next. Let $\left(u^\phi_\star, p_\star\right)$ be the solution to (4.2) with data $\phi$. By setting $\left(v^0, w\right) = \left(u^\phi_\star, p_\star\right)$ in the corresponding problem, it follows that
\[
a(u^\phi_\star, u^\phi_\star) + b(u^\phi_\star, p_\star) + b(u^\phi_\star, p_\star) = -a(R\phi, u^\phi_\star) - b(R\phi, p_\star)
\]
Substituting this in definition (4.1a) and using the symmetry of $a$, we obtain
\[
\langle \Sigma \phi, \varphi \rangle = a(R\phi, R\varphi) + a(u^\phi_\star, R\varphi) + b(R\varphi, p_\star) = a(R\phi, R\varphi) - a(u^\star_\phi, u^\phi_\star) - b(u^\star_\phi, p_\star) - b(u^\phi_\star, p_\star). \tag{4.8}
\]
and symmetry of $\Sigma$ is shown.

We continue by proving continuity of $\Sigma$. Employing (3.3a) and (3.3b) once again, it follows that
\[
\langle \Sigma \phi, \varphi \rangle \lesssim (\|u^\phi_\star\|_V + \|\phi\|_V) \|\phi\|_V \lesssim \|\phi\|_V \|\phi\|_V \lesssim \|\phi\|_\Lambda \|\phi\|_\Lambda \tag{4.9}
\]
in which the second and third inequalities follow from (4.7) and Lemma 4.1, respectively.

It remains to show coercivity, which we derive by setting $\varphi = \phi$ and $\left(v^0, w\right) = \left(u^\star_\phi, p_\star\right)$ in (4.2):
\[
\langle \Sigma \phi, \phi \rangle = a(u^\star_\phi + R\phi, R\phi) + b(R\phi, p_\star) = a(u^\star_\phi + R\phi, R\phi) + a(u^\star_\phi + R\phi, u^\star_\phi) = a(u^\star_\phi + R\phi, u^\star_\phi + R\phi). \tag{4.10}
\]
Next, we observe that (4.2b) gives us $b(u^\star_\phi + R\phi, w) = 0$ for all $w \in W$. Thus, we use (3.3c) and Lemma 4.1 to conclude that
\[
\langle \Sigma \phi, \phi \rangle \gtrsim \|u^\star_\phi + R\phi\|_V^2 \gtrsim \|\phi\|_\Lambda^2. \tag{4.11}
\]
\[\Box\]

**Corollary 4.1.** Problem (4.4) is well-posed and the solution $\phi \in \Lambda$ satisfies
\[
\|\phi\|_\Lambda \lesssim \|\mu^{-\frac{1}{2}} f_s\|_{-1, \Omega_S} + \|K^{-\frac{1}{2}} f_D\|_{0, \Omega_D} + \|K^{-\frac{1}{2}} g_p\|_{\frac{1}{2}, \partial_p \Omega_D}. \tag{4.12}
\]

**Proof.** As shown in Theorem 4.1, $\Sigma$ is symmetric and positive-definite. Therefore, (4.4) admits a unique solution. We then set $u = u^\phi_\star + u^\star_\phi + R\phi$ and $p = p_\star + p_0$ and note that $(u, p)$ is the solution to (2.11). By employing Lemma 4.1, we note that $\|\phi\|_\Lambda \lesssim \|u\|_V + \|p\|_W$ and the proof is concluded using the result from Theorem 3.1. \(\Box\)
4.1. Neumann Problems

In this section, we consider the case in which one, or both, of the subproblems have flux boundary conditions prescribed on the entire boundary. In other words, the cases in which \(|\partial_{\sigma}\Omega_{S}| = 0\) or \(|\partial_{\sigma}\Omega_{D}| = 0\). We first introduce the setting in which one of the subdomains corresponds to a Neumann problem, followed by the case of \(|\partial_{\sigma}\Omega_{S}| = |\partial_{\sigma}\Omega_{D}| = 0\).

4.1.1. Single Neumann Subproblem

Let us consider \(|\partial_{p}\Omega_{D}| = 0\) and \(|\partial_{\sigma}\Omega_{S}| > 0\), noting that the converse case follows by symmetry. The complication in this case is that solving the Darcy subproblem results in a pressure distribution that is defined up to a constant. Thus, several preparatory steps need to be made before the interface problem can be formulated and solved.

The key idea is to pose the interface problem on the subspace of \(\Lambda\) containing functions with zero mean. This is done by introducing a function \(\varphi^{\ast}\) that balances the source term in \(\Omega_{D}\) and subtracting this from the problem. The modified interface problem produces a pressure distribution with zero mean in \(\Omega_{D}\) and we obtain the true pressure average obtained afterwards.

Let us first define the subspace \(\Lambda_{0} \subset \Lambda\) of functions with zero mean, i.e.

\[
\Lambda_{0} := \{\varphi_{0} \in \Lambda : (\varphi_{0}, 1)_{\Gamma} = 0\}. \quad (4.13)
\]

We continue by constructing \(\varphi^{\ast} \in \Lambda \setminus \Lambda_{0}\). For that, we follow [30, Sec. 5.3] and introduce \(\zeta \in \Lambda\) as an interface flux with non-zero mean. For convenience, we choose \(\zeta\) such that \((\zeta, 1)_{\Gamma} = 1\). \((4.14)\)

Any bounded \(\zeta\) with this property will suffice for our purposes. As a concrete example, we uniquely define \(\zeta\) by solving a minimization problem in \(H_{0}^{1}(\Gamma)\) with (4.14) as a constraint, similar to the construction (3.6) in Lemma 3.1.

Next, we test the mass conservation equation (2.11b) with \(w = 1_{\Omega_{D}}\), the indicator function of \(\Omega_{D}\). Due to the assumption \(|\partial_{p}\Omega_{D}| = 0\), the divergence theorem gives us

\[
f_{p}(1_{\Omega_{D}}) = -(f_{D}, 1)_{\Omega_{D}} = -(\nabla \cdot (u_{0}^{D} + R_{D}\phi), 1)_{\Omega_{D}} = (\phi, 1)_{\Gamma}.
\]

Using this observation, we define the function \(\phi^{\ast} \in \Lambda \setminus \Lambda_{0}\) such that \((\phi^{\ast}, 1)_{\Gamma} = (\phi, 1)_{\Gamma}\) by setting

\[
\phi^{\ast} := \zeta f_{p}(1_{\Omega_{D}}). \quad (4.15)
\]

The next step is to pose the interface problem, similar to (4.4), in this subspace: Find \(\varphi_{0} \in \Lambda_{0}\) such that

\[
\langle \Sigma \varphi_{0}, \varphi_{0} \rangle = \langle \chi, \varphi_{0} \rangle, \forall \varphi_{0} \in \Lambda_{0}, \quad (4.16)
\]

with \(\Sigma : \Lambda \rightarrow \Lambda^{*}\) and \(\chi \in \Lambda^{*}\) redefined as

\[
\langle \Sigma \varphi_{0}, \varphi_{0} \rangle := a(u_{0}^{0} + R_{0}\varphi_{0}) + b(R_{0}\varphi_{0}, p_{0}), \quad (4.17a)
\]

\[
\langle \chi, \varphi_{0} \rangle := f_{u}(R_{0}\varphi_{0}) - a(u_{0}^{0} + R_{0}\varphi_{0}, R_{0}\varphi_{0}) - b(R_{0}\varphi_{0}, p_{0}). \quad (4.17b)
\]

The construction of the pairs \((u_{0}^{\ast}, p^{\ast})\) and \((u_{0}^{0}, p_{0})\) now require solving the Darcy subproblem with pure Neumann conditions. We emphasize that due to the nature of these problems, the pressure distributions are defined up to a constant and we therefore enforce \(p^{\ast}\) and \(p_{0}\) to have mean zero with the use of Lagrange multipliers.
In particular, let \((u_0^0, p_0, r_0) \in V^0 \times W \times \mathbb{R}\) satisfy the following:

\begin{align}
  a(u_0^0, v^0) + b(v^0, p_0) &= -a(R\phi_0, v^0), & \forall v^0 \in V^0, \\
  (r_0, w)_{\Omega_D} + b(u_0^0, w) &= -b(R\phi_0, w), & \forall w \in W, \\
  (p_0, s)_{\Omega_D} &= 0, & \forall s \in \mathbb{R}.
\end{align}

Similarly, we let \((u_*^0, p_*, r_*) \in V^0 \times W \times \mathbb{R}\) solve

\begin{align}
  a(u_*^0, v^0) + b(v^0, p_*) &= -a(R\phi_*, v^0) + f_u(v^0), & \forall v^0 \in V^0, \\
  (r_*, w)_{\Omega_D} + b(u_*^0, w) &= -b(R\phi_*, w) + f_p(w), & \forall w \in W, \\
  (p_*, s)_{\Omega_D} &= 0, & \forall s \in \mathbb{R}.
\end{align}

We emphasize that setting \(w = 1_{\Omega_D}\) in the conservation equations \((4.18b)\) and \((4.19b)\) yields \(r_* = r_0 = 0\). Hence, these terms have no contribution to the mass balance.

The solution to problem \((4.16)\) allows us to construct the velocity distribution:

\[ u := u_0^0 + u_*^0 + R(\phi_0 + \phi_*). \]

The next step is to recover the correct pressure average in \(\Omega_D\). For that, we presume that the pressure solution is given by \(p = p_0 + p_* + \bar{p}\) with \(\bar{p} := c_D 1_{\Omega_D}\) for some \(c_D \in \mathbb{R}\). In other words, \(\bar{p}\) is zero in \(\Omega_S\) and a constant \(c_D\) on \(\Omega_D\), to be determined next.

Using \(\zeta\) from \((4.14)\), we substitute this function in \((2.11a)\) and choose the test function \(v = R\zeta\):

\[ a(u, R\zeta) + b(R\zeta, p_0 + p_* + \bar{p}) = f_u(R\zeta). \]

Using this relationship and the divergence theorem, we make the following two observations:

\begin{align}
  b(R\zeta, \bar{p}) &= f_u(R\zeta) - a(u, R\zeta) - b(R\zeta, p_0 + p_*) = \langle \chi - \Sigma\phi_0, \zeta \rangle, \\
  b(R\zeta, \bar{p}) &= -(\nabla \cdot R\zeta, \bar{p})_{\Omega_D} = c_D(\zeta, 1)_{\Gamma} = c_D.
\end{align}

Combining these two equations yields \(c_D = \langle \chi - \Sigma\phi_0, \zeta \rangle\) and we set

\[ \bar{p} := \langle \chi - \Sigma\phi_0, \zeta \rangle 1_{\Omega_D}. \]

Finally, by setting \(p := p_0 + p_* + \bar{p}\), we have obtained \((u, p) \in V \times W\), the solution to \((2.11)\). We remark that the well-posedness of \((4.16)\) follows by the same arguments as in Theorem 4.1.

4.1.2. Coupled Neumann Problems

In this case, we have flux conditions prescribed on the entire boundary, i.e. \(\partial\Omega = \partial_n\Omega_S \cup \partial_n\Omega_D\). We follow the same steps as in Section 4.1.1, and highlight the differences required to treat this case.

Let us consider a slightly more general case than \((2.12)\) by including a source function \(f_S\) in the Stokes subdomain. In other words, the right-hand side of the mass balance equations is given by

\[ f_p(w) := -(f_S, w)_{\Omega_S} - (f_D, w_D)_{\Omega_D}. \]

By compatibility of the source function with the boundary conditions, it follows that \(f_p(1) = 0\) and therefore

\[ f_p(1_{\Omega_D}) = (f_D, 1)_{\Omega_D} = -(f_S, 1)_{\Omega_S} = -f_p(1_{\Omega_S}). \]
Let $\Lambda_0 \subset \Lambda$ be defined as in (4.13) and $\zeta$ as in (4.14). Using the same arguments as in the previous section, we define
\[ \phi_* := \zeta f_p(1_{\Omega_D}) = -\zeta f_p(1_{\Omega_S}). \] (4.25)

The operators $\Sigma$ and $\chi$ are defined as in (4.17) with the only difference being in the pairs of functions $(u_0^0, p_0)$ and $(u_*^0, p_*)$. As before, these pairs are constructing by solving the separate subproblems. Since these correspond to Neumann problems, it follows that the pressure distributions $p_0$ and $p_*$ are defined up to a constant in each subdomain. We therefore enforce zero mean of these variables in each subdomain with the use of a Lagrange multiplier $s \in S$. Let $S$ be the space of piecewise constant functions given by
\[ S := \text{span}\{1_{\Omega_S}, 1_{\Omega_D}\}. \] (4.26)

We augment problem (4.18) to:
Find $(u_0^0, p_0, r_0) \in V_0 \times W \times S$ such that
\[
\begin{align*}
    a(u_0^0, v^0) + b(v^0, p_0) &= -a(R\phi_0, v^0), \quad \forall v^0 \in V^0, \quad (4.27a) \\
    (r_0, w)_\Omega + b(u_0^0, w) &= -b(R\phi_0, w), \quad \forall w \in W, \quad (4.27b) \\
    (p_0, s)_\Omega &= 0, \quad \forall s \in S. \quad (4.27c)
\end{align*}
\]

Problem (4.19) is changed analogously to produce $(u^0_*, p_*, r_*) \in V^0 \times W \times S$. After solving the interface problem, all ingredients are available to construct the velocity $u$ as in (4.20).

In the construction of the pressure $p$, we compute $c_D = \langle \chi - \Sigma \phi_0, \zeta \rangle$ using the same arguments as in (4.21). Since the pressure is globally defined up to a constant, we ensure that the pressure distribution has mean zero on $\Omega$ by setting
\[ \bar{p} := \langle \chi - \Sigma \phi_0, \zeta \rangle \left(1_{\Omega_D} - \frac{|\Omega_D|}{|\Omega|}\right). \] (4.28)
As before, we set $p := p_0 + p_* + \bar{p}$ and obtain the solution $(u, p)$ of the original problem (2.11).

5. DISCRETIZATION

This section presents the discretization of problem (2.11) with the use of the Mixed Finite Element method. By introducing the interface flux as a separate variable, we derive a mortar method reminiscent of [6, 29], presented in the context of fracture flow. The focus in this section is to introduce this flux-mortar method for the coupled Stokes-Darcy problem and show its stability.

Let $\Omega_{S,h}, \Omega_{D,h}, \Gamma_h$ be shape-regular tessellations of $\Omega_S$, $\Omega_D$, and $\Gamma$, respectively. Let $\Omega_{S,h}$ and $\Omega_{D,h}$ be constructed independently and consist of simplicial or quadrangular (hexahedral in 3D) elements. Similarly, $\Gamma_h$ is a simplicial or quadrangular mesh of dimension $n - 1$, constructed according to the restrictions mentioned below.

We impose the following three restriction on the Mixed Finite Element discretization:

1. For the purpose of structure preservation, the finite element spaces are chosen such that
\[
\begin{align*}
    V_{S,h} &\subset V_S, \quad V_{D,h} \subset V_D, \quad \Lambda_h \subset \Lambda, \quad (5.1a) \\
    W_{S,h} &\subset W_S, \quad W_{D,h} \subset W_D. \quad (5.1b)
\end{align*}
\]
It is convenient, but not necessary, to define $\Gamma_h$ as the trace mesh of $\Omega_{S,h}$ and $\Lambda_h = (n \cdot V_{S,h})|_{\Gamma}$. In this case, it follows that $\Lambda_h \subset H^1_0(\Gamma) \subset H^{1/2}_0(\Gamma) = \Lambda$. We moreover define

$$V_{S,h}^0 := V_{S,h} \cap V_0, \quad V_{D,h}^0 := V_{D,h} \cap V_0.$$  \hfill (5.2)

The Mixed Finite Element spaces $V_{i,h} \times W_{i,h}$ with $i \in \{S, D\}$ are chosen to form stable pairs for the Stokes and Darcy (sub)systems, respectively. In particular, bounded interpolation operators $\Pi_V$ exist for $i \in \{S, D\}$ such that for all $v \in V \cap H^s(\Omega)$ with $s > 0$:

$$\Pi_{W_S} \nabla \cdot ((I - \Pi_V) v_S) = 0, \quad \nabla \cdot (\Pi_V v_D) = \Pi_{W_D} \nabla \cdot v_D.$$  \hfill (5.3)

in which $\Pi_{W_S}$ is the $L^2$-projection onto $W_{i,h}$. Moreover, to ensure local mass conservation, we assume that the space of piecewise constants ($P_0$) is contained in $W_h$.

Examples for the Stokes subproblem include $P_2 - P_0$ in the two-dimensional case as well as the Bernardi-Raugel pair [4]. For the Darcy subproblem, stable choices of low-order finite elements include the Raviart-Thomas pair $RT_h - P_0$ [31] and the Brezzi-Douglas Marini pair $BDM_1 - P_0$ [7]. For more examples of stable Mixed Finite Element pairs, we refer the reader to [5].

(3) For $\phi_h \in \Lambda_h$, let the discrete extension operators $R_{i,h} : \Lambda_h \to V_{i,h}$ with $i \in \{S, D\}$ satisfy

$$\langle \phi_h - n \cdot R_{i,h} \phi_h, n \cdot v_{i,h} \rangle_{\Gamma} = 0, \quad \forall v_{i,h} \in V_{i,h}.$$  \hfill (5.4)

The extension operators are continuous in the sense that for $\phi_h \in \Lambda_h$, we have

$$\|R_{S,h} \phi_h\|_{1, \Omega_S} \lesssim \|\phi_h\|_{1, \Gamma}, \quad \|R_{D,h} \phi_h\|_{0, \Omega_D} \lesssim \|\nabla \cdot R_{D,h} \phi_h\|_{0, \Omega_D} \lesssim \|\phi_h\|_{1, \Gamma}.$$  \hfill (5.5)

We define $R_h \phi = R_{S,h} \phi \oplus R_{D,h} \phi$. Let the mesh $\Gamma_h$ and function space $\Lambda_h$ be chosen such that the kernel of $R_h$ is zero:

$$R_h \phi_h = 0 \text{ if and only if } \phi_h = 0.$$  \hfill (5.6)

We remark that this is a common restriction encountered in mortar methods (see e.g. [1]) and can be satisfied by choosing $\Gamma_h$ sufficiently coarse or constructing $\Lambda_h$ using polynomials of lower order.

With the above restrictions in place, we define the discretizations of the combined spaces $V$ and $W$ as

$$V_h := \{ v_h : \exists (v_{S,h}^0, \varphi_h, v_{D,h}^0) \in V_{S,h}^0 \times \Lambda_h \times V_{D,h}^0 \text{ such that } v_h|_{\Omega_i} = v_{i,h}^0 + R_{i,h} \varphi_h, \text{ for } i \in \{S, D\}\}, \quad (5.7a) \quad W_h := W_{S,h} \times W_{D,h}.$$  \hfill (5.7b)

As in the continuous case, the function space $V_h$ is independent of the choice of extension operators. We remark that in the case of non-matching grids or if different polynomial orders are chosen for $V_{S,h}$ and $V_{D,h}$, we have $V_h \not\subseteq V$ due to the weaker property of $R_{\Gamma}$ in (5.4) as opposed to $R$ defined by (2.4). Nevertheless, a normal flux continuity is imposed in the sense that the normal trace of $v_{S,h}$ and $v_{D,h}$ are $L^2$ projections of a single variable $\phi_h$.

Again, the subscript $i \in \{S, D\}$ distinguishes the restrictions of $(v, w) \in V_h \times W_h$ to the different subdomains:

$$v_{i,h} := v_{i,h}^0 + R_{i,h} \varphi_h \in V_{i,h}, \quad w_{i,h} := w_h|_{\Omega_i} \in W_{i,h}.$$  \hfill (5.8)

We finish this section by formally stating the discrete problem:

Find the pair $(u_h, p_h) \in V_h \times W_h$ such that

$$a(u_h, v_h) + b(u_h, p_h) = f(u), \quad \forall v_h \in V_h, \quad \text{ (5.9a)}$$

$$b(u_h, w_h) = f_p(w_h), \quad \forall w_h \in W_h.$$  \hfill (5.9b)
Moreover, by the boundedness of these interpolation operators, we have the commutative properties, we obtain

If the three conditions presented at the beginning of this section are satisfied, then the discretization method is stable, i.e. a unique solution \((u_h, p_h) \in V_h \times W_h\) exists for (5.9) satisfying

Moreover, by the boundedness of these interpolation operators, we have

proving the final inequality (5.10d).

**Theorem 5.1.** If the three conditions presented at the beginning of this section are satisfied, then the discretization method is stable, i.e. a unique solution \((u_h, p_h) \in V_h \times W_h\) exists for (5.9) satisfying

**Proof.** This result follows from Lemma 5.1, the continuity of the right-hand side from Theorem 3.1, and saddle point theory.
6. Iterative Solution Method

With well-posedness of the discrete system shown in the previous section, we continue by constructing an efficient solution method to solve the coupled system in an iterative manner. The scheme is introduced according to three steps. We first present the discrete Steklov-Poincaré system that we aim to solve using a Krylov subspace method. Second, a parameter-robust preconditioner is introduced for the reduced system. The third step combines these two ideas to form an iterative method that respects mass conservation at each iteration.

6.1. Discrete Steklov-Poincaré System

Similar to the continuous case in Section 4, we reduce the problem to the interface flux variables \( \phi_h \in \Lambda_h \). The reduced system is a direct translation of (4.4) to the discrete setting:

\[
\langle \Sigma_h \phi_h, \varphi_h \rangle = \langle \chi_h, \varphi_h \rangle, \quad \forall \varphi_h \in \Lambda_h. \tag{6.1}
\]

To ease the implementation of the scheme, we focus particularly on the structure of the operator \( \Sigma_h \). For that, we note that the space \( V_h^0 \) can be decomposed orthogonally into \( V_{S,h}^0 \times V_{D,h}^0 \) and a similar decomposition holds for \( W_h \). The aim is to propose a solution method which exploits this property. For brevity, the subscript \( h \) is omitted on all variables and operators, keeping in mind that the remainder of this section concerns the discretized setting.

Let us rewrite the bilinear forms \( a \) and \( b \) in terms of duality pairings, thereby revealing the matrix structure of the problem. For that, we group the terms according to the subdomains and let the operators \( A_i : V_{i,h} \rightarrow V_{i,h}^* \) and \( B_i : V_{i,h} \rightarrow W_{i,h}^* \) be defined for \( i \in \{S, D\} \) such that

\[
\langle A_i u_S, v_S \rangle = (\mu \varepsilon(u_S), \varepsilon(v_S))_{\Omega_S} + (\beta \sigma \cdot u_S, \sigma \cdot v_S)_{\Gamma},
\]

\[
\langle A_D u_D, v_D \rangle = (K^{-1} u_D, v_D)_{\Omega_D},
\]

\[
\langle B_S u_S, w_S \rangle = - (\nabla \cdot u_S, w_S)_{\Omega_S},
\]

\[
\langle B_D u_D, w_D \rangle = - (\nabla \cdot u_D, w_D)_{\Omega_D}.
\]

Let \( A_{i,0} \) and \( B_{i,0} \) be the respective restrictions of the above to the subspace \( V_{i,h}^0 \). With these operators and the decomposition \( u_i = u_i + R_i \phi \) for the trial and test functions, problem (2.11) attains the following matrix form:

\[
\begin{bmatrix}
A_{S,0} & B_{S,0}^T \\
B_{S,0} & A_{S,R_S} & B_{S,R_S} \\
A_{D,0} & B_{D,0}^T & A_{D,R_D} & B_{D,R_D} \\
B_{D,0} & B_{D,R_D} & A_{D,R_D} & B_{D,R_D}
\end{bmatrix}
\begin{bmatrix}
U_S^0 \\
U_D^0 \\
\phi
\end{bmatrix}
= \begin{bmatrix}
f_{S,a} \\
f_{S,p} \\
f_{D,a} \\
f_{D,p}
\end{bmatrix}. \tag{6.2}
\]

In practice, the discrete extension operators are chosen to only have support in the elements adjacent to \( \Gamma \), leading to a favorable sparsity pattern. We moreover note that the final row corresponds to test functions \( \varphi \in \Lambda_h \). The right-hand side of (6.2) is defined such that

\[
\langle f_{S,a}, v_S^0 \rangle + \langle f_{S,p}, w_S \rangle + \langle f_{D,a}, v_D^0 \rangle + \langle f_{D,p}, w_D \rangle + \langle f_\phi, \varphi \rangle = f_a(v) + f_p(w), \quad \forall (v, w) \in V_h \times W_h. \tag{6.3}
\]
The discrete Steklov-Poincaré system is obtained by taking a Schur-complement of this system. In particular, we obtain \( \Sigma_h \) and the right-hand side \( \chi_h \) as

\[
\Sigma_h := \sum_{i \in \{S,D\}} \mathcal{R}_i^T A_i \mathcal{R}_i - \mathcal{R}_i^T [A_i B_i^T]^{-1} [A_i B_i], \tag{6.4a}
\]

\[
\chi_h := f - \sum_{i \in \{S,D\}} \mathcal{R}_i^T [A_i B_i^T]^{-1} [A_i B_i^T]^{-1} \begin{bmatrix} f_u, i \\ f_p, i \end{bmatrix}. \tag{6.4b}
\]

We employ a Krylov subspace method to solve (6.1) iteratively, thereby avoiding the computationally costly assembly of \( \Sigma_h \). In order to obtain a parameter-robust iterative method, the next step is to introduce an appropriate preconditioner, as presented in the next section.

6.2. Parameter-Robust Preconditioning

In this section, we construct the preconditioner such that the resulting iterative method is robust with respect to the material parameters (\( K \) and \( \mu \)) and the mesh size (\( h \)). For that, we use the parameter-dependent norm \( \| \cdot \|_\Lambda \) from (4.5) and follow the framework presented by [26] to form a norm-equivalent preconditioner. In particular, we use the following result from that work:

**Lemma 6.1.** Given a bounded, symmetric, positive-definite operator \( \Sigma : \Lambda \to \Lambda^* \) and a symmetric positive definite operator \( \mathcal{P} : \Lambda^* \to \Lambda \). If the induced norm \( \| \phi \|_{\mathcal{P}^{-1}}^2 := \langle \mathcal{P}^{-1} \phi, \phi \rangle \) satisfies

\[
\| \phi \|_\Lambda^2 \lesssim \| \phi \|_{\mathcal{P}^{-1}}^2 \lesssim \| \phi \|_\Lambda^2,
\]

(6.5)

then \( \mathcal{P} \) is a robust preconditioner in the sense that the condition number of \( \mathcal{P} \Sigma \) is bounded independent of the material and mesh parameters.

Note that symmetry of \( \Sigma_h \) is apparent from (6.4a). Positive definiteness follows using the same arguments as in Theorem 4.1. The next step is therefore to create an operator \( \mathcal{P}^{-1} \) that generates a norm which is equivalent to \( \| \cdot \|_\Lambda \) on \( \Lambda_h \). Recall from (4.5) that \( \| \cdot \|_\Lambda \) is composed of fractional Sobolev norms. The key idea is to introduce a matrix \( H(s) \) that induces a norm which is equivalent to \( H^s(\Gamma) \) for \( s = \pm \frac{1}{2} \). We apply the strategy explained in [22] to achieve this, of which a short description follows.

For given basis \( \{ \phi_i \}_{i=1}^{n_\Lambda} \in \Lambda_h \) with \( n_\Lambda \) the dimension of \( \Lambda_h \), let the mass matrix \( M \) and stiffness matrix \( A \) be defined such that

\[
M_{ij} := (\phi_j, \phi_i)_\Gamma, \quad A_{ij} := (\nabla_\Gamma \phi_j, \nabla_\Gamma \phi_i)_\Gamma. \tag{6.6}
\]

Then, a complete set of eigenvectors \( v_i \in \mathbb{R}^{n_\Lambda} \) and eigenvalues \( \lambda_i \in \mathbb{R} \) exist solving the generalized eigenvalue problem

\[
A v_i = \lambda_i M v_i. \tag{6.7}
\]

The eigenvectors satisfy \( v_i^T M v_j = \delta_{ij} \) with \( \delta_{ij} \) the Kronecker delta function. Let the diagonal matrix \( \Lambda := \text{diag}(\lambda_i)_{i=1}^{n_\Lambda} \) and let \( V \) be the matrix with \( v_i \) as its columns. The following eigendecomposition then holds:

\[
A = (MV)\Lambda (MV)^T. \tag{6.8}
\]

Using the matrices \( M, V, \) and \( \Lambda \), we define the operator \( H : \mathbb{R} \to \mathbb{R}^{n_\Lambda \times n_\Lambda} \) as

\[
H(s) = (MV)\Lambda^s (MV)^T. \tag{6.9}
\]
An advantage of this construction is that its inverse can be directly computed as $H(s)^{-1} = VΛ^{-s}V^T$ due to $V^T MV = I$. Next, we emphasize that $H(0) = M$ and $H(1) = A$, i.e. the discrete $L^2(Γ)$ and $H^1(Γ)$ norms on $Λ_h$ are generated for $s = 0$ and $s = 1$, respectively. As a generalization, the norm induced by the matrix $H(s)$ is equivalent to the $H^s(Γ)$ norm on the discrete space $Λ_h$ [22]. In other words,

$$
\|\phi\|^2_{s,Γ} \lesssim (\pi \phi)^T H(s)(\pi \phi) \lesssim \|\phi\|^2_{s,Γ}, \quad (6.10)
$$

in which $\pi$ is the representation operator in the basis $\{ϕ_i\}_{i=1}^{nΛ}$.

Next, we use these tools to define our preconditioner following the strategy of [26]. The operator $P^{-1}: \mathbb{R}^{nΛ} → \mathbb{R}^{nΛ}$ is defined according to the norm $\|\cdot\|_{Λ}$ from (4.5):

$$
P^{-1} := \mu H(\frac{1}{2}) + K^{-1} H (-\frac{1}{2}) . \quad (6.11)
$$

Defining $P^{-1} := \pi^T P^{-1} \pi$, we obtain the equivalence relation (6.5) by construction. In turn, the inverse operator $P$ is an optimal preconditioner for the system (6.1). The matrix $P$ is explicitly computed using the properties of $V$ and $M$:

$$
P = (\mu H(\frac{1}{2}) + K^{-1} H (-\frac{1}{2}))^{-1} = V \left( \mu Λ \right)^{1/2} + K^{-1} Λ^{-1/2} \right) V^T . \quad (6.12)
$$

### 6.3. An Iterative Method Respecting Mass Conservation

The Steklov-Poincaré system from section 6.1 and the preconditioner from section 6.2 form the main ingredients of the iterative scheme proposed next. As mentioned before, we aim to use a Krylov subspace method on the reduced system (6.1). We turn to the Generalized Minimal Residual (GMRes) method [35] and propose the scheme we refer to as Algorithm 1, described below.

**Algorithm 1**

1. Set the tolerance $ε > 0$, choose an initial guess $φ_0^h ∈ Λ_h$, and construct the right-hand side $χ_h$ from (6.4b) and $P$ from (6.12).
2. Using $P$ as a preconditioner, apply GMRes to the discrete Steklov-Poincaré system (6.1) until the relative, preconditioned residual is smaller than $ε$. This involves solving a Stokes and a Darcy subproblem in (6.4a) at each iteration.
3. Construct $(u_{S,h}, p_{S,h}) ∈ V_{S,h} × W_{S,h}$ and $(u_{D,h}, p_{D,h}) ∈ V_{D,h} × W_{D,h}$ by solving the independent Stokes and Darcy subproblems with $ϕ_h$ as the normal flux on $Γ$.
4. In the case of Neumann problems, reconstruct the mean of the pressure in $Ω_D$ using (4.22) or (4.28).

We make three observations concerning this algorithm. Most importantly, the solution $(u_h, p_h)$ produced by Algorithm 1 conserves mass locally, independent of the number of GMRes iterations. In particular, the definition of the space $V_h$ ensures that no mass is lost across the interface. Moreover, with the flux $ϕ_h$ given on the interface, the reconstruction in step (3) ensures that mass is conserved in each subdomain.

Secondly, we emphasize that the solves for the Stokes and Darcy subproblems in step 2 can be performed in parallel by optimized solvers. Moreover, the preconditioner is local to the interface and is agnostic to the choice of extension operators and chosen discretization methods. In turn, this scheme is applicable to a wide range of well-established “legacy” codes tailored to solving Stokes and Darcy flow problems.

Third, we have made the implicit assumption that obtaining $P$ by solving (6.7) is computationally feasible. This is typically the case if the dimension of the interface space $Λ_h$ is sufficiently small. The generalized eigenvalue problem is solved once in an a priori, or “off-line”, stage and the assembled matrix $P$ is then applied in each iteration of the GMRes method.
7. Numerical Results

In this section, we present numerical experiments that verify the theoretical results presented above. By setting up artificial coupled Stokes-Darcy problems in two dimension, we investigate the dependency of Algorithm 1 on physical and discretization parameters in Section 7.1. Afterward, Section 7.2 presents a comparison of the proposed scheme to a Neumann-Neumann method.

7.1. Parameter Robustness

Let the subdomains be given by $\Omega_S := (0, 1) \times (0, 1)$, $\Omega_D := (0, 1) \times (-1, 0)$, and $\Gamma := [0, 1] \times \{0\}$. Two test cases are considered, defined by different boundary conditions. The first concerns the setting in which both the Stokes and Darcy subproblems are well-posed. On the other hand, test case 2 illustrates the scenario in which a pure Neumann problem is imposed on the porous medium.

For test case 1, let $\partial_s \Omega_S$ be the top boundary ($x_2 = 1$) and $\partial_s \Omega_D$ the bottom boundary ($x_2 = -1$). The remaining portions of the boundary $\partial \Omega$ form $\partial_r \Omega_S$ and $\partial_r \Omega_D$. On $\partial_r \Omega_S$, zero velocity is imposed as described by (2.1f). The pressure data is set to $g_p(x_1, x_2) := x_2$ on $\partial_p \Omega_D$ to stimulate a flow field that infiltrates the porous medium.

Test case 2 simulates parallel flow over a porous medium. We impose no-flux conditions on $\partial \Omega_D \setminus \Gamma$, thereby ensuring that all mass transfer to and from the porous medium occurs at the interface $\Gamma$. The flow is stimulated by prescribing the velocity at the left and right boundaries of $\Omega_S$ using the parabolic profile $u_S(x_1, x_2) := [0, x_2(2 - x_2)]$. As in test case 1, the top boundary represents $\partial_s \Omega_S$, at which a zero stress is prescribed.

Both test cases consider zero body force and mass source, i.e. $f_S := 0$ and $f_D := 0$. Moreover, we set the parameter $\alpha$ in the Beavers-Joseph-Saffman condition to zero for simplicity.

The meshes $\Omega_{S,h}$ and $\Omega_{D,h}$ are chosen to be matching at $\Gamma$ and we set $\Gamma_h$ as the coinciding trace mesh. Following Section 5, we choose the Mixed Finite Element method in both subdomains, implemented with the use of FEniCS [25]. The spaces are given by a vector of quadratic Lagrange elements ($P_2$) for the Stokes velocity $V_{S,h}$ and lowest order Raviart-Thomas elements ($RT_0$) for the Darcy velocity $V_{D,h}$. The pressure space $W_h$ is given by piecewise constants ($P_0$). The interface space $\Lambda_h$ is chosen to be the normal trace of $V_{S,h}$ on $\Gamma_h$, and therefore consists of quadratic Lagrange elements.

For the sake of efficiency, the matrices $V$ and $A$ used in the preconditioner $P$ are computed a priori. Moreover, we pre-compute the LU-decompositions of the Darcy and Stokes subproblems. These decompositions serve as surrogates for optimized “legacy” codes. The iterative solver is terminated when a relative residual of $\epsilon = 10^{-6}$ is reached, i.e. when the ratio of Euclidean norms of the preconditioned residual and the preconditioned right-hand side is smaller than $\epsilon$.

We first consider the dependency of the iterative solver on the mesh size. We set unit viscosity and permeability and start with a coarse mesh with $h = 1/8$. The mesh is refined four times and at each refinement, the number of iterations in Algorithm 1 is reported. The results for both test cases are shown in Table 1.

The results show that the number of iterations is robust with respect to the mesh size. Moreover, the second and third columns indicate the reduction from a fully coupled problem of size $n_{total}$ to a significantly smaller interface problem of size $n_{\Lambda}$.

We investigate the robustness of Algorithm 1 with respect to physical parameters by varying both the (scalar) permeability $\kappa$ and the viscosity $\mu$ over a range of eight orders of magnitude. The number of iterations is reported in Table 2.

It is apparent that the scheme is robust with respect to both parameters, reaching the desired tolerance within a maximum of eleven iterations for the two test cases. Minor deviations in the iteration numbers can be observed for low permeabilities. The scheme may require an extra iteration in that case due to the higher sensitivity of the Darcy subproblem on flux boundary data.
Table 1. The number of iterations necessary to reach the given tolerance with respect to the mesh size. The material parameters are given by $\kappa = \mu = 1$.

| $1/h$ | $n_{\text{total}}$ | $n_{\Lambda}$ | Case 1 | Case 2 |
|-------|------------------|---------------|--------|--------|
| 8     | 1,042            | 15            | 8      | 6      |
| 16    | 4,002            | 31            | 9      | 8      |
| 32    | 15,682           | 63            | 8      | 9      |
| 64    | 62,082           | 127           | 8      | 9      |
| 128   | 247,042          | 255           | 8      | 8      |

Table 2. Number of iterations necessary to reach the tolerance with respect to the physical parameters. For both cases, the mesh size is set to $h = 1/64$.

| Case 1 | $\log_{10}(\mu)$ | $\log_{10}(\kappa)$ |
|--------|------------------|----------------------|
|        | $-4$  $-2$  $0$  $2$  $4$ | $-4$  $-2$  $0$  $2$  $4$ |
|        | 4     8     8     8     8     | 4     9     9     9     9     |
|        | 2     8     8     8     8     | 2     9     9     9     9     |
|        | 0     8     8     8     8     | 0     9     9     9     9     |
|        | $-2$  7     7     7     7     | $-2$  9     9     9     9     |
|        | $-4$  7     7     7     7     | $-4$  11    11    11    11    10 |

| Case 2 | $\log_{10}(\mu)$ | $\log_{10}(\kappa)$ |
|--------|------------------|----------------------|
|        | $-4$  $-2$  $0$  $2$  $4$ | $-4$  $-2$  $0$  $2$  $4$ |
|        | 4     9     9     9     9     | 4     9     9     9     9     |
|        | 2     9     9     9     9     | 2     9     9     9     9     |
|        | 0     9     9     9     9     | 0     9     9     9     9     |
|        | $-2$  9     9     9     9     | $-2$  9     9     9     9     |
|        | $-4$  11    11    11    11    10 | $-4$  11    11    11    11    10 |

7.2. Comparison to a Neumann-Neumann Method

In order to compare the performance of Algorithm 1 to more conventional domain decomposition methods, we consider the closely-related Neumann-Neumann method. This method, as remarked in [13, Remark 3.1], solves the Steklov-Poincaré system (6.1) in the following, iterative manner. Given the current residual, we solve the Stokes and Darcy subproblems by interpreting this residual as a normal stress, respectively pressure, boundary condition. The computed fluxes normal to $\Gamma$ then update $\phi$ through the following operator:

$$P_{\text{NN}} := \Sigma_{S,h}^{-1} + \Sigma_{D,h}^{-1},$$

with $\Sigma_{S,h} + \Sigma_{D,h} = \Sigma_h$ the decomposition in (6.4a).

Noting that $P_{\text{NN}}$ is an approximation of $\Sigma_h^{-1}$, we define the Neumann-Neumann method by replacing the preconditioner $P$ by $P_{\text{NN}}$ in Algorithm 1. Moreover, we choose the same Krylov subspace method (GMRes) and stopping criterion, in order to make the comparison as fair as possible.

We consider the numerical experiment from [10, 13] posed on $\Omega := (0, 1) \times (0, 2)$ with $\Omega_S := (0, 1) \times (1, 2)$, $\Omega_D := (0, 1) \times (0, 1)$, and $\Gamma = (0, 1) \times \{1\}$. The solution is given by $u_S := [(x_2 - 1)^2, x_1(x_1 - 1)]$, $p_S = \mu(x_1 + x_2 - 1) + (3K)^{-1}$, and $p_D = (x_1(1 - x_1)(x_2 - 1) + \frac{1}{2}x_2^3 - x_2^2 + x_2) K^{-1} + \mu x_1$. The boundary conditions are chosen to comply with this solution and we impose the pressure on $\partial\Omega_D \setminus \Gamma$, the normal stress on the top boundary, and the velocity on the remaining boundaries of $\Omega_S$. Finally, the Beavers-Joseph-Saffman condition is replaced by a no-slip condition for the tangential Stokes velocity on $\Gamma$.

Using the same Mixed Finite Element discretization as in the previous section, we vary the material and discretization parameters and report the number of iterations necessary to reach a relative residual of $\epsilon = 10^{-6}$ to the preconditioned problem. The results are presented in Table 3.

We observe that the two methods behave opposite as the mesh size decreases. Whereas the Neumann-Neumann method requires more iterations for finer grids, the performance of our proposed scheme appears to improve, requiring only eight iterations in all cases on the finest levels.

In general, Algorithm 1 outperforms the Neumann-Neumann method in terms of robustness, with the only deviation occurring in the case of a low permeability and a coarse grid. The Neumann-Neumann method appears
Table 3. Iteration counts of the proposed scheme compared to a Neumann-Neumann method. The initial mesh has $h_0 = 1/7$ and each refinement is such that $h_{i+1} = h_i/2$.

| log$_{10}(\mu)$ | log$_{10}(K)$ | Neumann-Neumann | Algorithm 1 |
|------------------|---------------|------------------|-------------|
|                  |               | $h_0$ $h_1$ $h_2$ $h_3$ $h_4$ | $h_0$ $h_1$ $h_2$ $h_3$ $h_4$ |
| 0                | 0             | 3 3 3 3 3       | 8 8 8 8 8  |
|                  | −1            | 5 5 5 5 5       | 8 8 8 8 8  |
|                  | −2            | 7 7 8 8 8       | 7 7 7 8 8  |
| −1               | 0             | 5 5 5 5 5       | 8 8 8 8 8  |
|                  | −1            | 7 7 8 8 8       | 7 7 7 8 8  |
|                  | −2            | 8 9 12 16 13    | 10 9 8 7 7 |
| −2               | 0             | 7 7 8 8 8       | 7 7 7 8 8  |
|                  | −1            | 8 9 12 16 13    | 10 9 8 7 7 |
|                  | −2            | 14 9 18 25 29   | 13 14 12 8 7 |

more sensitive to both material and discretization parameters and only converges faster for material parameters close to unity.

In terms of computational cost, we emphasize that our proposed scheme requires an off-line computation to construct the preconditioner and contains a solve for the Stokes and Darcy subproblems at each iteration. On the other hand, the Neumann-Neumann method requires an additional solve for the subproblems in the preconditioner $P_{NN}$. These additional solves will likely become prohibitively expensive for finer grids, since each solve is more costly and more iterations become necessary. Thus, if the preconditioner $P$ can be formed efficiently, then Algorithm 1 forms an attractive alternative for such problems.

Although these results do not allow for a thorough, quantitative comparison with the Robin-Robin methods presented in [13], we do make an important, qualitative observation. In particular, our proposed method does not require setting any acceleration parameters and its performance is a direct consequence of the constructed preconditioner. This is advantageous because finding the optimal values for such parameters can be a non-trivial task.

8. Conclusion

In this work, we proposed an iterative method for solving coupled Stokes-Darcy problems that retains local mass conservation at each iteration. By introducing the normal flux at the interface, the original problem is reduced to a smaller problem concerning only this variable. Through a priori analysis with the use of weighted norms, a preconditioner is formed to ensure that the scheme is robust with respect to physical and discretization parameters.

Future research will focus on four main ideas. First, we are interesting in investigating the application of this scheme on different discretization methods, including the pairing of a MPFA finite volume method with the MAC-scheme as in [36].

Secondly, we note that the use of non-matching grids forms another natural extension. In that case, we aim to investigate how such a mismatch affects the discretization error. However, such analysis heavily depends on the chosen discretization method and is therefore reserved as a topic for future investigation.

Third, the generalization of these ideas to non-linear problems forms another area of our interest. By considering the Navier-Stokes equations in the free-flow subdomain, for example, the reduction to an interface problem will inherit the non-linearity. An iterative method that solves this reduced problem may benefit from a similarly constructed preconditioner.

Finally, as remarked in Section 6.3, we are under the assumption that the generalized eigenvalue problem (6.7) can be solved efficiently. However, if the assembly of $P$ is too costly, then more efficient, spectrally
equivalent preconditioners are required. A promising example may be to employ the recent work on multi-grid preconditioners for fractional diffusion problems [3].

To conclude, we have presented this iterative method in a basic setting so that it may form a foundation for a variety of research topics that we aim to pursue in future work.

The author expresses his gratitude to Prof. Rainer Helmig, Prof. Ivan Yotov, Dennis Gläser, and Kilian Weishaupt for valuable discussions on closely related topics.
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