Do graph neural networks learn traditional jet substructure?
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Abstract

At the CERN LHC, the task of jet tagging, whose goal is to infer the origin of a jet given a set of final-state particles, is dominated by machine learning methods. Graph neural networks have been used to address this task by treating jets as point clouds with underlying, learnable, edge connections between the particles inside. We explore the decision-making process for one such state-of-the-art network, ParticleNet, by looking for relevant edge connections identified using the layerwise-relevance propagation technique. As the model is trained, we observe changes in the distribution of relevant edges connecting different intermediate clusters of particles, known as subjets. The resulting distribution of subjet connections is different for signal jets originating from top quarks, whose subjets typically correspond to its three decay products, and background jets originating from lighter quarks and gluons. This behavior indicates that the model is using traditional jet substructure observables, such as the number of prongs—energetic particle clusters—within a jet, when identifying jets.

Introduction

The CERN LHC is an enormous data generation machine: producing about one petabyte of sensor-level collision data per second [1]. This collision data passes a series of online (and offline) filtering through complex trigger systems optimized for data reduction to achieve reasonable storage capacity for further analyses. Machine learning (ML) algorithms are implemented throughout the entire LHC workflow, from the early steps of data reduction and compression at the level-1 trigger for online filtering [2–4] to full-scale physics analyses [5]. In particular, graph neural networks (GNNs) are found to be performant for a wide variety of tasks at the LHC [6, 7] since collider data can be optimally described, in many cases (for instance when it comes to jets), as a point cloud. Jets are showers of particles initiated by quarks and gluons, and jet substructure [8, 9] studies the radiation pattern of those jets. A particular observable of interest when identifying jets is the number of prongs—energetic clusters of particles—within a jet. For example, it is common for a hadronically decaying top quark jet to exhibit a three-prong substructure.

Examples of jet tasks that can be addressed with GNNs include jet simulation [10], jet clustering [11–13], jet mass regression [14], and jet classification (or jet tagging) [15–18], which is the subject of this paper. ParticleNet [17] is a state-of-the-art GNN developed to address the problem of jet tagging by treating jets as point clouds with underlying, learnable, edge connections between the particles.

ML algorithms are often referred to as black boxes because their behavior is not easily interpretable. A collection of techniques, called explainable artificial intelligence (XAI) [19], attempt to explain the decision-making of ML models. One such technique is layerwise relevance propagation (LRP) [20, 21], which relies on computing and assigning relevancy (R) scores to neurons of an ML model to measure their influence on the prediction. Explaining ParticleNet with LRP is interesting as we can assign R scores to the learned edges connecting the particle nodes in the point cloud. These edge R...
At its core, the LRP technique relies on simple operations that systematically redistribute the output scores. These scores highlight particular connections between particles that were found to be the most influential on the final output, as the model learns to discriminate jets. This helps us understand the extent to which the model is utilizing the physics we know, for example the number of prongs, when identifying jets.

Related Work ML models implemented at the LHC tend to lack physics-informed inductive bias that are built into alternative algorithms, which makes interpretability studies on such models especially important [22–24]. Ref. [25] attempts to explain the machine-learned particle-flow [26,27] algorithm, which is a GNN developed for the task of particle-flow reconstruction in CMS. We build upon this work to extend the LRP technique for ParticleNet, which makes use of specific graph convolutions.

At its core, the LRP technique relies on simple operations that systematically redistribute the output prediction of an ML model over neurons in each layer. The result of the redistribution is an $R$ score per neuron that reflects its importance to the overall prediction. GNNs naturally impose a challenge to the application of LRP due to their inherent complexity. The attempts to adapt LRP for GNNs include the GNN-LRP [28] and GLRP methods [29]. Since each GNN model realizes different, and possibly unique, operations, it is hard to find an implementation that fits all.

LRP applied to ParticleNet We train a ParticleNet model on the benchmark top quark jet tagging dataset [30] found on the Zenodo platform [31] under the CC BY 4.0 license. Our code is also publicly available under the MIT license [32]. We choose top quark jets as our signal in particular because such jets are known to have distinct features. For example, we investigate whether the model makes use of the three-pronged substructure of top quark jets to distinguish them from lighter quark or gluons jets (collectively referred to as quantum chromodynamic (QCD) jets), which are typically single-pronged [8,9,33].

The dataset is composed of jets from 14 TeV collisions, corresponding either to hadronically decaying top quarks for signal or QCD dijets for background. The dataset is generated using PYTHIA 8 [34] and simulated using the DELPHES [35] without multiple parton interactions and without pileup. Particle-flow entries are clustered using the anti-$k_T$ algorithm [36] implemented in the FASTJET package [37] with a radius parameter of $R = 0.8$. Jets with transverse momentum ($p_T$) between 550 and 650 GeV are selected. All top quark jets are matched to a parton-level top quark within a distance of $\Delta R = 0.8$, and to all top quark decay partons within $\Delta R = 0.8$. Jets are required to have $|\eta| < 2$. The 200 $p_T$-leading jet constituent four-momenta are accessible, sorted by decreasing $p_T$, and are fed as input to our ParticleNet model. We build the model in PyTorch Geometric (PyG) [38] which has the advantage of handling variable sized graphs. This means that our input jets can have an arbitrary number of jet constituents. For example, a jet with 60-constituents will correspond to an input with dimensions [60,4], containing the four-momenta $(p_x, p_y, p_z, E)$ of each constituent.

The ParticleNet model primarily makes use of the EdgeConv block consisting of dynamic graph convolutions proposed in Ref. [39] to learn the graph structure. Following the same choice proposed in the ParticleNet paper, we choose to have three EdgeConv blocks in our model. The EdgeConv block builds a graph using the $k$-nearest neighbor (kNN) technique. The model then invokes a fully-connected deep neural network to learn edge weights to be assigned to each edge connection. This is followed by a message-passing step where node features are updated using a pooling operation on the learned edge weights, followed by a pooling operation on all nodes, and lastly, a final fully-connected neural network layer. The model outputs a single number, followed by a sigmoid activation function.

From the LRP standpoint, the operations involved in the EdgeConv block can all be cast as matrix operations that imitate a basic multilayer perceptron operation. This makes it straightforward to use the standard LRP rules after some minimal manipulations. In Figure 1 we illustrate how the redistribution of $R$ scores occurs from a single node to the surrounding edges to obtain the edge $R$ scores. The edge $R$ score $R_{ijk}$ for a given edge $e_{ijk}$ connecting node $x_i$ with its $k$th neighboring node $x_{jk}$ is computed using the formula:

$$R_{ijk} = \frac{e_{ijk}}{\sum_{k'} e_{i k'}} R_i$$

where $K'$ denotes the number of neighbors of node $x_i$.

Results We train a ParticleNet model for further LRP tests (see Appendix A for details on the training parameters). We run the LRP evaluation on 10,000 jet samples that were reserved for testing
during the ParticleNet model training. The evaluation takes 2.5 hours on an Apple M1 Pro chip. In addition, we also run the LRP code on 10 randomly initialized untrained models for baseline comparison with the trained model. For each jet, we propagate the $R$ score of the output node backwards, and are able to obtain an intermediate relevancy-graph for each graph constructed in an EdgeConv block. We refer to these as “edge $R$ graphs”.

**Edge $R$ graphs** The edge $R$ graph represents the jet constituents as nodes in $(\eta, \phi)$ space and interconnections as edges, whose intensities correspond to the respective edge $R$ score. Each node’s intensity corresponds to the relative $p_T$ of the corresponding particle. In principle, we can propagate $R$ scores backwards until we reach the input layer, but we find this unnecessary because we focus on the GNN’s learned graph connectivity. Edge $R$ graphs can be constructed for each EdgeConv block. Note that every block constructs a new graph using the kNN technique, so we expect the adjacency matrix to change with each block.

Looking at sample edge $R$ graphs, we observe that by the last EdgeConv block, the model is learning to connect nodes farther apart in $(\eta, \phi)$ space. This happens more often for top quark than for QCD jets, and such connections have high edge relevancy scores. We present sample edge $R$ graphs in Appendix B for both top quark and QCD jets. We aggregate over many jets by exploring how the distribution of the $\Delta R$ of the five most relevant edges in the last EdgeConv block changes as the model trains. From Figure 2, we see that the model learns to emphasize higher $\Delta R$ edges for top quark jets compared to QCD jets. The results shown for the randomly initialized untrained models act as a baseline to compare with the trained model [40]. If the LRP method depends on the learned parameters of the model, we expect its output to differ substantially between the two cases, indicating what the model has learned. Moreover, since the top quark and QCD distributions for an untrained model are nearly identical, there is nothing intrinsic in the dataset that biases the model toward connecting differently-separated edges between the two classes.

This raises the question of whether the model is learning jet substructure, and whether it is using observables such as the number of prongs within a jet, when identifying top quark jets. We attempt to answer this question by looking at the fraction of relevant edges that connect particles from different intermediate clusters, or *subjets*. We use the Cambridge–Aachen (CA) algorithm [41, 42] to decluster the jets into exactly three subjets. We choose the CA algorithm because the metric it uses to cluster particles relies purely on their spatial positions and not their momenta. It has also been used in previous studies of top quark jets [43]. We use the FASTJET Python package to first recluster each jet inclusively using the CA algorithm with a radius parameter of $R = 0.8$. Then, we trace backward through the history of the sequential combinations until we find exactly three subjets, i.e. the final subjets to be combined by the CA algorithm.

In Figure 3, we observe that with each learned graph at each EdgeConv block, the model learns to rely more on edges connecting different subjets when discriminating top quark from QCD. For the first EdgeConv block in Figure 3 (left), only the nearest neighbors in $(\eta, \phi)$ space are connected, while for the third EdgeConv block in Figure 3 (right) more long-distance connections between the different CA subjets are present.

To aggregate over many jets and extract a statistically meaningful result, we explore the fraction of edges connecting different subjets $N_{edges}$ among the $N$ most relevant edges $N_{edges}$.
Figure 2: We present the distribution of the $\Delta R$ of the five most relevant edges for top quark jets (blue) versus QCD jets (orange) for an untrained ParticleNet model (left) and the learned distribution by a trained ParticleNet model (right). The result for the untrained model is an average over 10 randomly initialized models.

Figure 3: The three edge $R$ graphs for a true top quark jet corresponding to the three graphs learned with each EdgeConv block. The jet constituents are represented as nodes in $(\eta, \phi)$ space with interconnections as edges, whose intensities correspond to the connection’s edge $R$ score. Each node’s intensity corresponds to the relative $p_T$ of the corresponding particle. Constituents belonging to the three different CA subjets are shown in blue, red, and green in descending $p_T$ order. We observe that by the last EdgeConv block the model learns to rely more on edge connections between the different subjets.

We scan different values of $\mathcal{N}$ and we test this for 10 untrained ParticleNet models, and a trained ParticleNet model. The results are shown in Figure 4.

From Figure 4, we can see that an untrained model treats both top quark and QCD jets the same, however, as it trains, it learns to connect and rely more on edges connecting different subjets when it is identifying top quark jets compared to QCD. This indicates that the model is learning the difference in the respective substructure, and is learning to use observables such as the number of prongs, when identifying jets.

Summary  We attempt to explain the decision-making process of the ParticleNet model for top quark jet tagging, and find that the model learns different graph connectivity for discriminating top quark jets from QCD background. We observe that, on average, the most relevant edges learned for top quark jets have larger $\Delta R$ separation than for QCD jets. This motivates us to further explore the distribution of relevant edges connecting different subjets. We find that as the model trains, it learns to rely more on edges connecting different subjets when classifying top quark jets compared to QCD jets, indicating that the model is learning the difference in the respective substructure, and is learning to use observables such as the number of prongs, when identifying jets. This simple result motivates us to further explore how the relevant edges correspond to known jet substructure variables, like $N$-subjettiness [33], energy correlation functions [44,45], and energy flow polynomials [46].
Figure 4: The fraction of edges connecting different subjets $N_{\text{edges between subjets}}$ among the $N$ most relevant edges $N_{\text{edges}}$, for different values of $N$. Results are shown averaged over 10 randomly initialized untrained ParticleNet models (left) and for the trained ParticleNet model (right).

Limitations. One potential limitation is to what degree the results shown in this work depend on the chosen subjet finding algorithm. Another matter of concern is the robustness of the model, since LRP (and most XAI techniques) rely on sensitive changes to the input and their effect on the output. Works such as Ref. [47] have previously shown that it is mathematically impossible to have both attribution-based explanations (that provide recourse) and robustness at the same time. Nevertheless, it is still valuable to explore the interpretability of widely used models.

Broader Impact. Attempts to explain and interpret ML algorithms are useful in general to increase confidence in the model prediction as well as to gain insights on making models more performant and robust. Interpretability studies are especially important for ML models implemented at the LHC because such models tend to lack physics-informed inductive bias that are built into alternative algorithms. This effort explores the application of an XAI method on a state-of-the-art GNN model developed for jet tagging at the LHC, and attempts to show that the model is indeed learning useful physics that is already being exploited in physics-designed alternatives. This opens the door for potentially extracting information and relationships exploited by the ML model that may not be fully utilized by such alternative algorithms.
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8
A ParticleNet training

The ParticleNet model is implemented in PyTorch Geometric. We choose $k = 12$, instead of $k = 16$ which was proposed by the ParticleNet paper, as the number of nearest neighbors to perform kNN. We also choose EdgeConv blocks with two (instead of three) fully-connected deep neural network linear layers, each followed by a batch normalization layer and a ReLU activation function. We believe these changes will decrease the computation cost and should not change the conclusions.

We perform the training over 1.2 M events, with an additional 400 k events used for validation, and 400 k events used for testing. We run a training for 40 epochs with early stopping on a single Nvidia GTX 1080Ti graphics processing unit (GPU). The training converges after 27 epochs which takes about 3 hours. We use the Adam optimizer with a learning rate of $10^{-4}$. The training performance is shown in Figure 5.

![Figure 5: Training and performance of the ParticleNet model. A decreasing, convergent loss plot is presented (left) and the classification accuracy is presented in the form of a receiver operating characteristic (ROC) curve (right). We can see that the model stops learning after 27 epochs.](image-url)
We present sample edge $R$ graphs for top quark (QCD) jets in Fig. 6 in the upper (lower) panel. We observe that by the last EdgeConv block, the model is learning to connect nodes farther apart in $(\eta, \phi)$ space.

Figure 6: Sample edge $R$ graphs for top quark (upper 9 graphs) and QCD jets (lower 9 graphs).