QuickFlex: a Fast Algorithm for Flexible Region Construction for the TSO-DSO Coordination
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Abstract—Most of the new technological changes in power systems are expected to take place in distribution grids. The enormous potential for distribution flexibility could meet the transmission system’s needs, changing the paradigm of generator-centric energy and ancillary services provided to a demand-centric one, by placing more importance on smaller resources, such as flexible demands and electric vehicles. For unlocking such capabilities, it is essential to understand the aggregated flexibility that can be harvested from the large population of new technologies located in distribution grids. Distribution grids, therefore, could provide aggregated flexibility at the transmission level. To date, most computational methods for estimating the aggregated flexibility at the interface between distribution grids and transmission grids have the drawback of requiring significant computational time, which hinders their applicability. This paper presents a new algorithm, coined as QuickFlex, for constructing the flexibility domain of distribution grids. Contrary to previous methods, a priori flexibility domain accuracy can be selected. Our method requires few iterations for constructing the flexibility region. The number of iterations needed is mainly independent of the distribution grid’s input size and flexible elements. Numerical experiments are performed in four grids ranging from 5 nodes to 123 nodes. It is shown that QuickFlex outperforms existing proposals in the literature in both speed and accuracy.

Index Terms—QuickFlex, Flexibility Region, TSO/DSO interface, PQ region, Active Distribution Grids

I. INTRODUCTION

Distributed energy resources (DERs) connected to the distribution grid have seen a fast widespread in recent years, such as electric vehicles (EVs), inverted-based distributed generators (e.g., photovoltaic power plants and micro wind turbines), and heat pumps [1]. However, on the one hand, transmission system operators (TSOs) have minor, or no knowledge about the capacity, type, characteristics, and generation and consumption patterns of the DERs connected to the distribution level [2]. Lack of information leads to load, and generation forecasting errors, affecting the overall system operation [3]. In several power markets, distribution system operators (DSOs) are responsible for managing and collecting all information from DERs and are therefore able to assess their potential flexibility capabilities, which can be in turn be offered to the TSO [4]. Increased interaction between DSOs and TSOs improves system flexibility, reducing and delaying investments in network reinforcement [5].

A. Literature Review

An approach for the representation of the flexibility available at the DSO/TSO interface, that has gained interest in recent years, has been the use of flexible operating regions [6]–[9]. The feasible operating region in a distribution network indicates the region where active and reactive power exchanges can be operated without violating the steady-state network’s grid limits [10]. Information about the flexibility operation region at any time can be used to provide ancillary services. Thus, a flexible operation region would help balance the entire system by employing all connected resources more efficiently [11].

To date, different computation methods have been proposed to estimate the feasible operating region at the DSO/TSO interface [12]. Methods based on random sampling (Monte Carlo), point-wise sum of feasible regions (Minkowsky), and iterative optimization-based algorithms are the main methodological directions employed for the aggregation of operational flexibility in distribution networks. Some of the methodological gaps from these methods are: 

(i) Monte Carlo methods are unable to efficiently recover the feasibility region [6], [8]. Their accuracy depends on the size of the random input vector for the operation points, which grow rapidly with the number of connected DERs. Previous works have reported orders of millions of sampling points [12]. (ii) Methods based on the Minkowsky addition (point-wise) sum the feasible operation regions of individuals system’s resources. They can be computationally demanding [11]. Besides, operational constraints, such as line and voltage limits, are not generally considered, so there is no accurate representation of the flexibility available that recognizes power flow constraints and technical grid limits resulting in overoptimistic flexible regions. (iii) Finally, iterative optimization-based methods have gained popularity for building flexible regions [4], [9], [13]. These methods solve a sequence of optimization problems to recover the boundary of the flexible operating regions. They have embedded the operational grid limits and the power flow equations. These methods may have higher computational costs in the calculation of the flexibility region.

B. Paper Contributions and Organization

This paper aims to discuss the coordination between TSO and DSO driven by the flexible resources located in distribution networks. Thus, this paper focuses on determining the
feasible operation region of distribution networks with flexible elements that can be coordinated. We propose an algorithm for the fast calculation of the flexibility region at the TSO/DSO interface that considers distribution grid operational limits and Kirchoff’s physic laws. The proposed algorithm is coined as QuickFlex. The QuickFlex provides an error bound at each iteration step on the accuracy of the constructed flexibility region. The main contributions of our work are listed as follows:

(i) We propose the QuickFlex algorithm for computing the feasible region at the TSO/DSO interface. It generates feasible regions with few iterations and with measurable accuracy. Additionally, we empirically show that QuickFlex’s iterations required are independent of the number of DERs connected to the network.

(ii) We evaluate the impact of using power flow relaxations and approximations in the computation of the feasibility. In particular, we considered using a DistFlow formulation, a second-order cone relaxation of the DistFlow, and linear approximation to the power flow equations.

(iii) We evaluate the proposed method on four test distribution networks over a set of three power grids. The QuickFlex algorithm is also compared against the Monte Carlo method [6], [8], epsilon-constrained method [4], [9], and radial reconstruction method [13].

The remainder of the paper is organized as follows. Section II corresponds to the modeling of the networks and the OPF. Section III describes the methodology and the proposed algorithm. Section IV shows the case study. Finally, Section V presents the conclusions.

II. GRID-AWARE AGGREGATOR MODELING

A. The AC Optimal Power Flow

In its basic form, the optimal power flow (OPF) consists of dispatching a series of generators for satisfying electric load demands while considering constraints that model the power grid physic laws and operational limits imposed on the grid and dispatchable elements. The objective function in the OPF is typically an active power loss minimization, or generation cost minimization [14].

Model 1 summarizes the optimal power flow formulation where (1a) is a linear function for active power generation costs. Constraints (1b) and (1c) impose the generator output and line flow limits. Constraints (1d) and (1e) capture the voltage magnitude limits. Finally, constraints (1f) and (1g) capture the power flow’s physical properties through Kirchoff’s current laws and Ohm’s Law. Note that the AC OPF is a non-linear and non-convex optimization problem.

B. DistFlow. A specialized AC-OPF model for radial grids

Typical distribution systems are centrally operated, ensuring a radial topology that provides power from a feeder to sequentially connected customers. The feeder or point of common coupling (PCC) interfaces with the transmission system. A specialized AC-OPF for radial distribution grids is the so-called DistFlow formulation depicted in Model 2. It can be obtained by replacing the line flow equation (1g) with three expressions based on the distribution system’s radial structure [15]. First, the line losses are represented as (2a). Secondly, the voltage difference between nodes (2b) is set. Thirdly, the absolute square property of the apparent power is used to derive expression (2c). Note that the DistFlow model is also a non-linear and non-convex optimization problem.

C. A SOC DistFlow relaxation

Convex relaxations of the power flow equations have brought a great deal of interest in recent years. These relaxations are attractive because they are computationally efficient and produce a feasible solution to the original non-convex problem. One of such relaxations is the second-order cone (SOC) relaxation of the DistFlow formulation [16].

The SOC power flow model is presented in Model 3. The nodal balance constraints, generator operating limits, and transmission line thermal limits are the same as in the DistFlow, while w substitutes the product of the voltage variables. Therefore, constraint (2d) captures the line power

### Model 1 AC Optimal Power Flow [NLP]

**Variables:**

\[
\begin{align*}
    s^q_k & \quad k \in G \quad \text{Generator complex power} \\
    v_i & \quad i \in N \quad \text{Node complex voltage} \\
    s_{ij} & \quad (i, j) \in L \quad \text{Branch complex power flow}
\end{align*}
\]

**Objective:**

\[
\min \sum_{k \in G} C_{1k} \Re(s^q_k) + C_{0k} \quad (1a)
\]

**Subject to:**

\[
\begin{align*}
    s^q_k & \leq s^u_k \leq s^l_k & \quad k \in G \quad (1b) \\
    |s_{ij}| & \leq s^u_{ij} & \quad (i, j) \in L \quad (1c) \\
    |v_r| & = 1 & \quad r \in R \quad (1d) \\
    V^l_i & \leq |v_i| \leq V^u_i & \quad i \in N \quad (1e) \\
    s^q_i - s^d_i & = \sum_{(i,j) \in L} s_{ij} & \quad i \in N \quad (1f) \\
    s_{ij} & = (Y_{ij} + Y_{ij}^c)^* |v_i|^2 - Y_{ij}^* v_i v_j^* & \quad (i, j) \in L \quad (1g)
\end{align*}
\]

### Model 2 DistFlow [NLP]

**Variables:**

\[
\begin{align*}
    s^q_k, v_i, s_{ij} & \quad \text{where } (1a) \text{ a linear function for active power generation costs.}
\end{align*}
\]

**Objective:**

\[
\min \sum_{i,j} C_{1i} \Re(s^q_{ij}) + C_{0ij} \quad (1a)
\]

**Subject to:**

\[
\begin{align*}
    s_{ij} + s_{ij} & = Z_{ij} l_{ij} & \quad (i,j) \in L \quad (2a) \\
    v_i^2 - v_j^2 & = (Z_{ij}^* s_{ij} + Z_{ij} s_{ij}^*) - |Z_{ij}|^2 l_{ij} & \quad (i,j) \in L \quad (2b) \\
    |s_{ij}|^2 & = |v_i|^2 l_{ij} & \quad (i,j) \in L \quad (2c)
\end{align*}
\]

### Model 3 SOC DistFlow [NLP]

**Objective:**

\[
\min \sum_{k \in G} C_{1k} \Re(s^q_k) + C_{0k} \quad (1a)
\]

**Subject to:**

\[
\begin{align*}
    s^q_k & \leq s^u_k \leq s^l_k & \quad k \in G \quad (1b) \\
    |s_{ij}| & \leq s^u_{ij} & \quad (i, j) \in L \quad (1c) \\
    |v_r| & = 1 & \quad r \in R \quad (1d) \\
    V^l_i & \leq |v_i| \leq V^u_i & \quad i \in N \quad (1e) \\
    s^q_i - s^d_i & = \sum_{(i,j) \in L} s_{ij} & \quad i \in N \quad (1f) \\
    s_{ij} & = (Y_{ij} + Y_{ij}^c)^* |v_i|^2 - Y_{ij}^* v_i v_j^* & \quad (i, j) \in L \quad (1g)
\end{align*}
\]
flow in the $w$-space and (3a) sets the voltage constraints. Finally, constraint (3b) enforces the relaxation of the line flow as a second-order cone constraint of the product of the square of the voltage and current. The resulting formulation is non-linear but convex.

**Model 3 SOC DistFlow**

Variables: $s_k^v$, $s_{ij}$, $l_{ij}$

$w_i \ i \in N \quad \text{Node complex voltage}$

Objective: (1a)

Subject to: (1b)-(1d), (1f), (2a)

$$w_i - w_j = (Z_{ij}^s s_{ij} + Z_{ij}^* s_{ij}^*) - |Z_{ij}|^2 l_{ij} \ (i, j) \in L \ (2d)$$

$$|s_{ij}|^2 \leq w_i l_{ij} \ (i, j) \in L \ (3b)$$

**D. LinDistFlow. A linear DistFlow approximation**

A linearized version of the DistFlow model, coined as LinDistFlow by the authors, was proposed in [15]. The LinDistFlow formulation, presented in Model 4, assumes no losses and the branch voltage drops linearly dependant on the branch power flow. Constraint (4a) decouples the components of the thermal line limits, while (4c) is the reformulation of the branch voltage drop. Constraint (4b) represents the lack of power losses.

**Model 4 LinDistFlow**

Variables: $s_k^q$, $s_{ij} = p_{ij} + jq_{ij}$, $w_i$

Objective: (1a)

Subject to: (1b), (1d), (1f), (3a)

$$\Re(s_{ij}) \leq p_{ij}^u, \ \Im(s_{ij}) \leq q_{ij}^u \ (i, j) \in L \ (4a)$$

$$s_{ij} + s_{ji} = 0 \ (i, j) \in L \ (4b)$$

$$w_i - w_j = (Z_{ij}^s s_{ij} + Z_{ij}^* s_{ij}^*) \ (i, j) \in L \ (4c)$$

**III. Methodology**

This section describes a new algorithm for the fast construction of TSO/DSO feasible regions. It is named QuickFlex because of its similarity with the QuickHull\(^1\) algorithm for building a convex hull from a set of data points [18].

**A. QuickFlex Algorithm**

We define $F$ as the feasible operation region based on the AC-OPF formulation with no particular objective function, i.e., $F = \{(1b) - (1g)\}$. Alternatively, other OPF formulations, namely DistFlow, SOC DistFlow, and LinDistFlow, can be used in the same context for identifying the operational feasible set of a distribution grid.

\(^1\)QuickHull algorithm is, at the same time, inspired in the Quicksort algorithm for ordering vectors [17].

Next, we define $R$ as the two-dimensional PQ-space characterizing the aggregated flexibility at the TSO/DSO interface. The region $R$ is a convex hull containing all feasible operating points of the distribution grid, $R = \{(p_1, q_1) \ | \ (p_1, q_1) \in F\}$, at TSO/DSO interface. Alternatively, we can represent $R$ as the collection of operating points describing the boundary on the convex hull, i.e., $R = \{(p_1^k, q_1^k), | \ (p_1^k, q_1^k) \in F, \ \forall k = 1, \ldots, K\}$, where $K$ is the total number operational points forming its boundary. When not all the $K$ boundary operational points can be recovered, but only $k$ of them, we use $R_k$ to denote an approximation of $R$ with $k$ points.

![QuickFlex](image)

Figure 1: Illustrative step-by-step QuickFlex execution for flexible region construction.

The idea of the QuickFlex algorithm is to iteratively find new points forming the boundary of the convex hull. The steps of the QuickFlex is illustrated in the Fig. 1 and summarized as follows:

**Step 0. Initialization.** Read data from grid and available flexibilities. Initialize feasible region $R_0 = \emptyset$, and set the tolerance error $\epsilon$.

**Step 1. Initial convex hull of $R$.** Find the minimum and maximum active and reactive power at the TSO/DSO interface that satisfy operational feasibility. Solutions of those four problems stated in (5), represent an initialization of the convex hull $R$ formed by four vertices.

$$R_1 \leftarrow R_0 \cup (p_1^{s1}, q_1^{s1}) = \arg\min\ p_1 \quad \forall (p_1, q_1) \in F \quad (5a)$$

$$R_2 \leftarrow R_1 \cup (p_1^{s2}, q_1^{s2}) = \arg\max\ p_1 \quad \forall (p_1, q_1) \in F \quad (5b)$$

$$R_3 \leftarrow R_2 \cup (p_1^{s3}, q_1^{s3}) = \arg\min\ q_1 \quad \forall (p_1, q_1) \in F \quad (5c)$$

$$R_4 \leftarrow R_3 \cup (p_1^{s4}, q_1^{s4}) = \arg\max\ q_1 \quad \forall (p_1, q_1) \in F \quad (5d)$$

**Step 2. Sequential update of $R$.** For every facet of the current convex hull, visited in the clockwise direction, we find a new point that maximizes the perpendicular distance, $d(\cdot)$, from that segment. The new optimal point $(p_1^{k}, q_1^{k})$ creates two new segments (facets) $(p_1^k, q_1^k) - (p_1^k, q_1^k)$ and
The distribution system’s true region is a reference polygon highlighting that for the IEEE 37-node case, the convexified area overestimate the flexibility region at the PCC for the three systems, we have evaluated the QuickFlex algorithm using the DistFlow formulation (exact solution), the SOC DistFlow formulation (convexified solution), and the LinDistFlow formulation (linearized solution). We have evaluated the feasibility region with a tolerance error of $\varepsilon = 10^{-3}$ for iteration area change. Fig. 3 shows the feasibility regions obtained in each test system and the power flow models employed. We can observe that the relaxation/approximations overestimate the flexibility region at the PCC for the three distribution networks.

The QuickFlex algorithm’s performance is summarized in Table I. The first column, $k$, represents the total number of points computed. Each point has required to solve an optimization problem that considers feasible operational constraints $\mathcal{F}$. The second column, $\varepsilon_k$, is the area increase measured between the region computed in step $k-1$ and $k$ as a difference of areas. The third column provides the total time taken to solve the region computed in step $k$. The fourth column, Rel. Err. Area (%), summarizes the relative area error between different power flow formulations using the DistFlow as a reference.

As expected, computation time is lower when using the SOC DistFlow and LinDistFlow formulations. However, in both cases, the feasibility region is overestimated. It is worth highlighting that for the IEEE 37-node case, the convexified

IV. NUMERICAL ANALYSIS

In this section, we analyze the proposed QuickFlex algorithm. Its performance is considered in several grids. We use the IEEE 5-node, IEEE 13-node, IEEE 37-node, and IEEE 123-node distribution test networks [19] to construct the feasibility regions at the TSO/DSO interface. For these networks, we have made two modifications. First, we have taken the balanced equivalents of these networks. Second, the network’s flexible elements (DGs) are connected at the farthest from the PCC. In the IEEE 13-node network, we have added four flexibility elements with an aggregated capacity of 150% of the total installed demand. In the IEEE 37-node network, we have added six flexibility elements with a total installed capacity of twice the system demand. In the IEEE 123-node network, we have added 15 flexibility elements with a total installed capacity of twice the demand.

The computational experiments were implemented\footnote{Source code is available at github.com/Skoltech-PACO} in Julia with JuMP and executed on an Intel(R) Xeon(R) Gold 6148, CPU 2.40GHz, 2394 Mhz, 20 Core(s), 256 GB of RAM.

A. Illustrative IEEE 5-node System

To illustrate the QuickFlex algorithm, we first describe the algorithm in the IEEE 5-node test network [20].

Fig. 2 shows the result of applying the QuickFlex algorithm. We have plotted on the same frame the state of the constructed region at different iterations. In iteration four, we have information on the maximum and minimum limits of active and reactive power supplied by the PCC. In iteration 16, we have a good estimate of the distribution system’s feasibility region.

The distribution system’s true region is a reference polygon when 100 points have been obtained in QuickFlex.

Figure 2: Flexible regions for the IEEE 5-node case study.

B. Comparative Analysis on Power Flow Formulations

For each of the IEEE 13-node, IEEE 37-node, and IEEE 123-node systems, we have evaluated the QuickFlex algorithm using the DistFlow formulation (exact solution), the SOC DistFlow formulation (convexified solution), and the LinDistFlow formulation (linearized solution). We have evaluated the feasibility region with a tolerance error of $\varepsilon = 10^{-3}$ for iteration area change. Fig. 3 shows the feasibility regions obtained in each test system and the power flow models employed. We can observe that the relaxations/approximations overestimate the flexibility region at the PCC for the three distribution networks.

The QuickFlex algorithm’s performance is summarized in Table I. The first column, $k$, represents the total number of points computed. Each point has required to solve an optimization problem that considers feasible operational constraints $\mathcal{F}$. The second column, $\varepsilon_k$, is the area increase measured between the region computed in step $k-1$ and $k$ as a difference of areas. The third column provides the total time taken to solve the whole feasibility region. Finally, the fourth column, Rel. Err. Area (%), summarizes the relative area error between different power flow formulations using the DistFlow as a reference.

As expected, computation time is lower when using the SOC DistFlow and LinDistFlow formulations. However, in both cases, the feasibility region is overestimated. It is worth highlighting that for the IEEE 37-node case, the convexified
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\[R_k \leftarrow R_{k-1} \cup (p_1^{k}, q_1^{k}), \text{ where:} \]

\[\left\{ \begin{array}{l}
R_k \leftarrow R_{k-1} \cup (p_1^{k}, q_1^{k}) \\
(p_1^{k}, q_1^{k}) = \text{arg max}_{(p_i,q_i) \in \mathcal{F}} d(p_i^{n}, q_i^{n}, p_1^{n+1}, q_1^{n+1})
\end{array} \right. \]

\[\epsilon_k = A_k - A_{k-1} \]
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Figure 3: Feasible regions at the TSO/DSO interface with different power flow formulations and distribution networks: (left) IEEE 13-node, (center) IEEE 37-node, and (right) IEEE 123-node systems.

TABLE I: QuickFlex performance on three distribution grids and power flow formulations

| System  | k  | $\varepsilon^A$ (pu) | time (s) | Rel. Err. Area (%) |
|---------|----|----------------------|---------|--------------------|
| IEEE 13-node | DistFlow | 28 | $0.35 \cdot 10^{-3}$ | 27.6 | - |
|          | SOC DistFlow | 28 | $0.91 \cdot 10^{-3}$ | 20.3 | 153.1 |
|          | LinDistFlow | 29 | $0.22 \cdot 10^{-3}$ | 17.5 | 146.1 |
| IEEE 37-node | DistFlow | 18 | $0.49 \cdot 10^{-3}$ | 155.1 | - |
|          | SOC DistFlow | 19 | $0.11 \cdot 10^{-3}$ | 54.5 | 470.1 |
|          | LinDistFlow | 19 | $0.13 \cdot 10^{-3}$ | 49.6 | 204.9 |
| IEEE 123-node | DistFlow | 23 | $0.37 \cdot 10^{-3}$ | 292.2 | - |
|          | SOC DistFlow | 25 | $0.68 \cdot 10^{-3}$ | 126.7 | 181.3 |
|          | LinDistFlow | 27 | $0.44 \cdot 10^{-3}$ | 93.2 | 150.9 |

SOC DistFlow and the LinDistFlow formulations, respectively, provide almost five and two times flexible areas than the true one. The QuickFlex method does not depend on the size of the network neither does it depend on the number of flexible elements. The number of points ($k$) depends on the geometry of the region. A natural continuation of this research work is to investigate alternative formulations of power flow linearization for distribution networks [21], [22]. We leave this analysis for future work.

Finally, Fig. 4 shows the error evolution of the feasibility region throughout the QuickFlex iterations. In the y-axis, in log-scale, it is represented feasible area increase between iterations. The iteration number is on the x-axis. We can see that the QuickFlex algorithm quickly reduces the area gains in the first few iterations. It is mainly independent of the size of the system as well as the number of flexible recourses.

C. Comparative Analysis with Existing Methods

In this section, we compare the QuickFlex algorithm against three other popular methods. In doing so, we first find the feasible TSO/DSO region with a given tolerance. Three distribution networks are used, the IEEE 13-node, IEEE 37-node, and IEEE 123-node grids. The feasible region is constructed based on the exact DistFlow formulation (2) for all cases. The methods used for comparison are:

- **QF QuickFlex Method.** It is solved with a tolerance error of $\varepsilon = 10^{-3}$. The number of explored operating points $k$ is used as a reference in the other methods.
- **MC Monte Carlo Method** [6], [8]. In this case, we generate $k$ random samples from the flexible generators assuming a uniform distribution defined by their operational limits.
- **EC Epsilon-constrained Method** [4], [9]. Based on the multiobjective optimization epsilon-constrained method, a sequence of maximization and minimization problems are solved where the active and reactive powers are fixed. The accuracy of the region depends on the granularity of the selected values. We divide the negative and positive axis in $\lceil k/4 \rceil$ equidistant values.
- **RR Radial Reconstruction** [13]. A sequence of problems is solved where the objective function is set to maximize a direction (fixed angle) in the PQ plane. The angle intervals between search directions are set by $360^\circ/k$.

Table II summarizes the area of the TSO/DSO feasible region recovered by the MC, EC, and RR methods

| Method | IEEE 13-node | IEEE 37-node | IEEE 123-node |
|--------|--------------|--------------|---------------|
| k      | 28           | 18           | 23            |
| MC     | 50.88        | 52.33        | 20.17         |
| EC     | 89.25        | 74.82        | 77.03         |
| RR     | 96.53        | 87.97        | 91.25         |

Finally, Fig. 4 shows the error evolution per iteration.
Figure 5: Comparison of the obtained flexibility regions by the proposed QuickFlex vs existing methods for the IEEE 123-node case study.

given as a relative area using the QuickFlex area as reference. The MC method has the worst performance on computing the flexibility region for the three case studies, while the RR has the better performance after the QF (see Fig. 5). However, the EC method is not competitive, recovering only 75% of the true area in some cases for the same number of explored points. We want to highlight, once again, that the QF is the only method that can set an a priori error bound.

V. CONCLUSIONS

We proposed the QuickFlex algorithm to construct the equivalent aggregated flexibility region of a distribution network at the TSO/DSO interface. The QuickFlex algorithm has been proved to be effective in calculating the feasibility regions of medium-sized networks with a tolerance of less than 1% with less than 10 points and tolerance of less than 0.1% with less than 30 points. The SOC DistFlow relaxation and the LinDistFlow approximation used in modeling distribution network power flows greatly overestimate the feasible flexibility regions up to five and two times more than the true region, respectively. These overestimates can lead to misleading assumptions about the flexibility of the distribution system. We compared the QuickFlex algorithm with three existing methods in the literature, evaluating the area calculated by the methods in the same number of computations. The computational studies show that the QuickFlex method presented higher accuracy than the existing methods.
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