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ABSTRACT. This paper deals with the Darcy-Forchheimer problem with two kinds of boundary conditions. We discretize the system by using the finite element methods and we propose two iterative schemes to solve the discrete problems. The well-posedness and the convergence of the corresponding iterative problems are then proven. Finally, several numerical experiments are performed to validate the proposed numerical schemes.

1. INTRODUCTION

Darcy’s law describes the creeping flow of Newtonian fluids in porous media. It gives the following linear relationship between the velocity of creep flow and the gradient of pressure

\[
\frac{\mu}{\rho} K^{-1} u + \nabla p = f.
\]

A theoretical derivation of Darcy’s law can be found in [13, 18]. Forchheimer [7] conducted flow experiments in sandpacks and recognized that when the velocity is higher and the porosity is nonuniform, Darcy’s law is not adequate. He proposed the following nonlinear equation:

\[
\frac{\mu}{\rho} K^{-1} u + \frac{\beta}{\rho} |u|_2 u + \nabla p = f.
\]

A theoretical derivation of Forchheimer’s law can be found in [16].

A mixed element for Forchheimer equation (or called Darcy-Forchheimer equation sometimes) was introduced by Girault and Wheeler [8]. They proved the existence and uniqueness of a weak solution for the Forchheimer equation. At the discrete level, they approximated velocity by piecewise constants and pressure by Crouzeix-Raviart element. They also proposed an alternating directions iterative method to solve the system of nonlinear equations obtained by finite element discretization. The convergence of both the iterative algorithm and the mixed element scheme are presented, and the error estimate of the mixed element scheme is demonstrated too. Lopez et al. [10] carried out numerical tests of the methods studied in [8] in order to corroborate the results presented there. Furthermore, another mixed finite element space was proposed in which the approximation to the pressure is smoother than the one obtained with the space proposed in [8]. In [11], the authors proposed a mixed element approximation: the Raviart-Thomas mixed element, Brezzi-Douglas-Marini mixed element. They demonstrated the existence and uniqueness of the weak solution, and gave the corresponding error estimate. They also introduced an iterative algorithm, without the study of the corresponding convergence, and showed numerical tests. Salas J. et al. [17] presented a theoretical study of the mixed finite element space, as proposed in [10], and showed the discrete solution’s existence and uniqueness, its convergence and an error estimate.

Let \( \Omega \) be a bounded subset of \( \mathbb{R}^d \) \((d = 2, 3)\) with Lipschitz continuous boundary \( \Gamma = \partial \Omega \). We consider the Darcy-Forchheimer equation

\[
\frac{\mu}{\rho} K^{-1} u + \frac{\beta}{\rho} |u|_2 u + \nabla p = f \quad \text{in} \quad \Omega,
\]
with the divergence constraint
\[ \text{div } u = b \quad \text{in } \Omega, \quad (1.2) \]
and the boundary condition
\[ u \cdot n = g_u \quad \text{on } \partial \Omega, \quad (1.3) \]
or
\[ p = g_p \quad \text{on } \partial \Omega. \quad (1.4) \]

Here \( u \) represents the velocity, \( p \) represents the pressure, \( n \) is the unit exterior normal vector to \( \Gamma \), \( |.| \) denotes the Euclidean norm, \( |u|^2 = u \cdot u \). The parameters \( \rho, \mu \) and \( \beta \) represent the density of the fluid, its viscosity and its dynamic viscosity, respectively. \( \beta \) is also referred as Forchheimer number when it is a scalar positive constant. \( K \) is the permeability tensor, assumed to be uniformly positive definite and bounded such that there exists two positive real numbers \( K_m \) and \( K_M \) such that
\[ 0 < K_m x \cdot x \leq (K^{-1}(x)x) \cdot x \leq K_M x \cdot x. \quad (1.5) \]

It should be noted that \( K_m \) could be very close to zero and \( K_M \) could be very large.

We denote by Problem \((P_1)\) the system of equations \(((1.1), (1.2), (1.3))\), and by Problem \((P_2)\) the system of equations \(((1.1), (1.2), (1.4))\). For the compatibility, we suppose that \( b \) and \( g_u \) verify the following compatibility condition:
\[ \int_{\Omega} b(x) dx = \int_{\Gamma} g_u(s) ds. \]

In this paper we consider Problems \((P_1)\) and \((P_2)\) and recall corresponding discrete schemes introduced in [17] and [11]. Two discrete iterative schemes are proved and their corresponding convergences are showed. The technique of the convergence is inspired from [2]. We also introduce numerical results of validation. This paper is organised as follow:

- Section 2 describes the problem and the weak formulations.
- Section 3 is devoted to study of the discretisation and the convergence of the proposed iterative schemes.
- Section 4 is devoted to the numerical results.

\section*{2. Notations and weak formulations}

In order to introduce the variational formulations, we recall some classical Sobolev spaces and their properties.

Let \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_d) \) be a \( d \)-uple of non negative integers, set \( |\alpha| = \sum_{i=1}^{d} \alpha_i \), and define the partial derivative \( \partial^\alpha \) by
\[ \partial^\alpha = \frac{\partial^{|\alpha|}}{\partial x_1^{\alpha_1} \partial x_2^{\alpha_2} \ldots \partial x_d^{\alpha_d}}. \]

Then, for any positive integer \( m \) and number \( q \geq 1 \), we recall the classical Sobolev space
\[ W^{m,q}(\Omega) = \{ v \in L^q(\Omega); \forall |\alpha| \leq m, \partial^\alpha v \in L^q(\Omega) \}, \quad (2.1) \]
equipped with the seminorm
\[ |v|_{W^{m,q}(\Omega)} = \left\{ \sum_{|\alpha|=m} \int_{\Omega} |\partial^\alpha v|^q dx \right\}^{\frac{1}{q}} \quad (2.2) \]
and the norm
\[ \|v\|_{W^{m,q}(\Omega)} = \left\{ \sum_{0 \leq k \leq m} |v|^q_{W^{k,q}(\Omega)} \right\}^{\frac{1}{q}}. \quad (2.3) \]

When \( q = 2 \), this space is the Hilbert space \( H^m(\Omega) \). In particular, the scalar product of \( L^2(\Omega) \) is denoted by \( (.,.) \). Furthermore, we recall the following standard spaces for Darcy’s equations:
\[ L^2_0(\Omega) = \{ v \in L^2(\Omega); \int_{\Omega} v dx = 0 \}. \]
The definitions of these spaces are extended straightforwardly to vectors, with the same notation, but with the following modification for the norms in the non-Hilbert case. Let $\mathbf{v}$ be a vector valued function and we define the norm
\[
\|\mathbf{v}\|_{L^q(\Omega)} = \left( \int_{\Omega} |\mathbf{v}|^q \, dx \right)^{\frac{1}{q}},
\] where $|\cdot|$ denotes the Euclidean vector norm.

We recall the following standard space
\[
H(\text{div}, \Omega) = \{ \mathbf{v} \in L^2(\Omega)^d; \ \text{div}(\mathbf{v}) \in L^2(\Omega) \},
\] equipped with the norm
\[
\|\mathbf{v}\|_{H(\text{div}, \Omega)}^2 = \|\mathbf{v}\|_{L^2(\Omega)}^2 + \|\text{div}(\mathbf{v})\|_{L^2(\Omega)}^2.
\]

Let us now introduce the following technical lemma:

**Lemma 2.1.** For all $x, y \in \mathbb{R}$ and $q \in \mathbb{R}^+$, the following bound holds:
\[
(x^q - y^q)(x - y) \geq 0.
\]

### 2.1. Variational formulation of the first problem.
We refer to [8] for all the properties and the details of the weak formulation corresponding to Problem $(P_1)$ presented in this section. Let us introduce the spaces:
\[
X_u = L^3(\Omega)^d,
\]
\[
M_u = W^{1,\frac{3}{2}}(\Omega) \cap L_0^2(\Omega),
\]
which satisfy the following inf-sup condition (see [8] for the proof)
\[
\inf_{q \in M_u} \sup_{\mathbf{v} \in X_u} \frac{\int_{\Omega} \nabla q \cdot \mathbf{v} \, dx}{\|\nabla q\|_{L^3(\Omega)} \|\mathbf{v}\|_{L^3(\Omega)}} = 1.
\]
The velocity $\mathbf{u}$ and pressure $p$ of Problem $(P_1)$ are considered respectively in $X_u$ and $M_u$, therefore $b$ and $g_u$ are assumed to be respectively in $L^{3d/(d+3)}(\Omega)$ and $L^{3(d-1)/d}(\Gamma)$ (see [8] for details).

Problem $(P_1)$ is equivalent to the following variational formulation: Find $(\mathbf{u}, p) \in X_u \times M_u$ such that
\[
\begin{cases}
\forall \mathbf{v} \in X_u, & \frac{\mu}{\rho} \int_{\Omega} \mathbf{K}^{-1} \mathbf{u} \cdot \mathbf{v} \, dx + \frac{\beta}{\rho} \int_{\Omega} |\mathbf{u}|^2 \mathbf{u} \cdot \mathbf{v} \, dx + \int_{\Omega} \nabla p \cdot \mathbf{v} \, dx = \int_{\Omega} \mathbf{f} \cdot \mathbf{v} \, dx, \\
\forall q \in M_u, & \int_{\Omega} \nabla q \cdot \mathbf{u} \, dx = -\int_{\Omega} b q \, dx + \int_{\Gamma} g_u q \, ds.
\end{cases}
\] (2.7)

It can be demonstrated that, for all $b \in L^{3d/(d+3)}(\Omega)$ and $g_u \in L^{3(d-1)/d}(\Gamma)$, there is only one $\mathbf{u}_l \in L^3(\Omega)^d/V_u$ such that
\[
\forall q \in M_u, \quad \int_{\Omega} \nabla q \cdot \mathbf{u}_l \, dx = -\int_{\Omega} b q \, dx + \int_{\Gamma} g_u q \, ds,
\]
and
\[
\|\mathbf{u}_l\|_{L^3(\Omega)^d/V_u} \leq C \left( \|b\|_{L^{3d/(d+3)}(\Omega)} + \|g_u\|_{L^{3(d-1)/d}(\Gamma)} \right),
\]
where
\[
V_u = \{ \mathbf{v} \in X_u; \forall q \in M_u, \int_{\Omega} \nabla q \cdot \mathbf{v} \, dx = 0 \},
\]
and $C$ is a constant depending only on $\Omega$ and $d$. We have from [8] that Problem $(P_1)$ is equivalent to (2.7) which admits a unique solution in $(\mathbf{u}, p) \in X_u \times M_u$ satisfying the relations
\[
\|\mathbf{u}\|_{L^3(\Omega)} \leq C \left( \|\mathbf{u}\|_{L^3(\Omega)}^3 + \|\mathbf{u}_l\|_{L^3(\Omega)}^3 + \|\mathbf{f}\|_{L^2(\Omega)}^3 \right)^{1/3},
\]
\[
\|\nabla p\|_{L^{3/2}(\Omega)} \leq C \left( \|\mathbf{u}\|_{L^{3/2}(\Omega)} + \|\mathbf{u}_l\|_{L^3(\Omega)} + \|\mathbf{f}\|_{L^2(\Omega)} \right).
\] (2.8)
2.2. Variational formulation of the second problem. In this section, we consider \( g_p = 0 \) for the simplicity and refer to [11] for all the properties and the details of the weak formulation corresponding to Problem \((P_2)\) presented in this section. Let us introduce the spaces \( M_p = L^2(\Omega) \) and
\[
X_p = \{ v \in L^3(\Omega)^d, \text{div}(v) \in L^2(\Omega) \},
\]
equipped with the norm
\[
||v||_{X_p} = ||v||_{L^3(\Omega)} + ||\text{div}(v)||_{L^2(\Omega)}.
\]
The spaces \( X_p \) and \( M_p \) satisfy the following inf-sup condition: there exists a positive constant \( \gamma \) such that
\[
\inf_{q \in M_p} \sup_{v \in X_p} \frac{\int_{\Omega} q \text{div}(v) \, dx}{||q||_{M_p} ||v||_{X_p}} \geq \gamma.
\]
In this case, we assume \( f = \nabla Z \in L^2(\Omega)^d \) the gradient of the depth function \( Z \in H^1(\Omega) \) and \( b \in L^2(\Omega) \) (see [11] for details).

Problem \((P_2)\) is equivalent to the following variational formulation: Find \((u, p) \in X_p \times M_p\) such that
\[
\begin{cases}
\forall v \in X_p, & \frac{\mu}{\rho} \int_{\Omega} K^{-1} v \cdot u \, dx + \frac{\beta}{\rho} \int_{\Omega} |u| v \cdot u \, dx - \int_{\Omega} p \text{div}(v) \, dx = \int_{\Omega} f \cdot v \, dx, \\
\forall q \in M_p, & \int_{\Omega} q \text{div}(u) \, dx = \int_{\Omega} b q \, dx.
\end{cases}
\]
(2.9)
We have from [11] that Problem \((P_2)\) is equivalent to (2.9) which admits a unique solution in \((u, p) \in X_p \times M_p\) satisfying the relations
\[
\begin{align*}
||u||_{L^2(\Omega)}^2 + ||u||_{L^2(\Omega)}^2 + ||\text{div}(u)||_{L^2(\Omega)}^2 & \leq C(||b||_{L^2(\Omega)}^2 + ||b||_{L^2(\Omega)}^2 + ||f||_{L^2(\Omega)}^2), \\
||p||_{L^2(\Omega)}^2 & \leq C(||b||_{L^2(\Omega)}^2 + ||b||_{L^2(\Omega)}^2 + ||f||_{L^2(\Omega)}^2 + ||f||_{L^2(\Omega)}^2).
\end{align*}
\]
(2.10)

3. Finite element discretization and convergence

From now on, we assume that \( \Omega \) is a polygon when \( d = 2 \) or polyhedron when \( d = 3 \), so it can be completely meshed. For the space discretization, we consider a regular (see Ciarlet [4]) family of triangulations \((\mathcal{T}_h)_h\) of \( \Omega \) which is a set of closed non degenerate triangles for \( d = 2 \) or tetrahedra for \( d = 3 \), called elements, satisfying,

- for each \( h, \Omega \) is the union of all elements of \( \mathcal{T}_h \);
- the intersection of two distinct elements of \( \mathcal{T}_h \) is either empty, a common vertex, or an entire common edge (or face when \( d = 3 \));
- the ratio of the diameter \( h_\kappa \) of an element \( \kappa \in \mathcal{T}_h \) to the diameter \( \rho_\kappa \) of its inscribed circle when \( d = 2 \) or ball when \( d = 3 \) is bounded by a constant independent of \( h \): there exists a positive constant \( \sigma \) independent of \( h \) such that
\[
\max_{\kappa \in \mathcal{T}_h} \frac{h_\kappa}{\rho_\kappa} \leq \sigma.
\]
(3.1)

As usual, \( h \) denotes the maximal diameter of all elements of \( \mathcal{T}_h \). To define the finite element functions, let \( r \) be a non negative integer. For each \( \kappa \) in \( \mathcal{T}_h \), we denote by \( P_r(\kappa) \) the space of restrictions to \( \kappa \) of polynomials in \( d \) variables and total degree at most \( r \), with a similar notation on the faces or edges of \( \kappa \). For every edge (when \( d = 2 \)) or face (when \( d = 3 \)) \( e \) of the mesh \( \mathcal{T}_h \), we denote by \( h_e \) the diameter of \( e \).

We shall use the following inverse inequality [5]: for any dimension \( d \), there exists a constant \( C_I \) such that for any polynomial function \( v_h \) of degree \( r \) on \( \kappa \),
\[
||v_h||_{L^3(\kappa)} \leq C_I h_\kappa^{\frac{d}{2}} ||v_h||_{L^2(\kappa)}.
\]
(3.2)
The constant \( C_I \) depends on the regularity parameter \( \sigma \) of (3.1), but for the sake of simplicity this is not indicated.
3.1. Discretization of the first variational problem. In this section we follow the discretizations introduced in [8, 10, 17]. In fact, the authors in [8] introduce a discrete variational formulation corresponding to (2.7) based on the piecewise constant velocities and nonconforming piecewise $P_1$ pressures (Crouzeix-Raviart element). They prove the existence and uniqueness of the exact and discrete solutions, and propose an alternating-directions algorithm inspired by the Peaceman-Rachford algorithm (see [12]), for solving the nonlinear system. In [10], the authors carried out numerical tests of the methods studied in [8] and propose another mixed finite element spaces in which the approximation to the pressure is more smooth. Next, the work [17] presented theoretical and numerical studies of the mixed finite element space, as proposed in [10].

Let $X_{u,h} \subset X_u$ and $M_{u,h} \subset M_u$ the discrete spaces corresponding to the velocity and the pressure. We assume that they satisfy the following inf-sup condition:

$$\forall q_h \in M_{u,h}, \quad \sup_{v_h \in X_{u,h}} \frac{\int_{\Omega} \nabla q_h \cdot v_h \, dx}{\|v_h\|_{X_u}} \geq \beta_u \|q_h\|_{M_{u,h}},$$

(3.3)

where $\beta_u$ is a positive constant independent of $h$.

Problem (2.7) can be discretized as following:

$$\begin{align*}
\forall v_h \in X_{u,h}, & \quad \int_{\Omega} K^{-1} u_h \cdot v_h \, dx + \frac{\mu}{\rho} \int_{\Omega} |u_h| u_h \cdot v_h \, dx + \int_{\Omega} \nabla p_h \cdot v_h \, dx = \int_{\Omega} f \cdot v_h \, dx, \\
\forall q_h \in M_{u,h}, & \quad \int_{\Omega} \nabla q_h \cdot u_h \, dx = - \int_{\Gamma} b_{q_h} \, dx + \int_{\Gamma} g_{q_h} \, ds.
\end{align*}$$

(3.4)

In the following, we will consider for instance the discrete spaces introduced in [17] given by:

$$\begin{align*}
X_{u,h} &= \{ v_h \in L^2(\Omega)^d; \quad \forall \kappa \in T_h, \quad v_h|_{\kappa} \in P_0^d \}, \\
M_{u,h} &= \{ q_h \in C^0(\Omega); \quad \forall \kappa \in T_h, \quad q_h|_{\kappa} \in P_1 \} \cap L^2(\Omega), \\
V_{u,h} &= \{ v_h \in X_{u,h}; \forall q_h \in M_{u,h}, \int_{\Omega} \nabla q_h \cdot v_h \, dx = 0 \}.
\end{align*}$$

(3.5)

It is shown in [17] that there exists a unique $u_{h,i} \in X_{u,h}$ such that

$$\forall q_h \in M_{u,h}, \quad \int_{\Omega} \nabla q_h \cdot u_{h,i} \, dx = - \int_{\Omega} b_{q_h} \, dx + \int_{\Gamma} g_{q_h} \, ds,$$

(3.6)

and $u_{h,i}$ verifies the following bound,

$$\|u_{h,i}\|_{L^2(\Omega)^d/v_{u,h}} \leq C_1 \left( \|b\|_{L^{\frac{3d}{d-1}}(\Omega)} + \|g_u\|_{L^{\frac{3(d-1)}{d-1}}(\Gamma)} \right).$$

(3.7)

It is also shown in [17] that Problem (3.4) admits a unique solution $(u_{h,i}, p_{h,i}) \in X_{u,h} \times M_{u,h}$ satisfying exactly similar bounds as (2.8). Also the solutions $(u, p)$ of (2.7) and $(u_{h,i}, p_{h,i})$ of (3.4) verify the following a priori error:

If $(u, p) \in W^{1,4}(\Omega)^d \times W^{2,3/2}(\Omega)$, then there exists a constant $C$ independent of $h$ such that

$$\|u - u_h\|_{L^2(\Omega)} \leq C h,$$

$$\|\nabla (p - p_h)\|_{L^{3/2,\Omega}} \leq C h.$$  

(3.8)

An iterative algorithm: In order to approximate the solution of the non-linear problem (3.4), we introduce the following iterative algorithm: For a given initial guess $u_{h,0}^i \in X_{u,h}$ and having $u_{h}^i$ at each iteration $i$, we compute $(u_{h}^{i+1}, p_{h}^{i+1})$ solution of

$$\begin{align*}
\forall v_h \in X_{u,h}, & \quad \int_{\Omega} \alpha (u_{h}^{i+1} - u_{h}^i) \cdot v_h \, dx + \frac{\mu}{\rho} \int_{\Omega} K^{-1} u_{h}^{i+1} \cdot v_h \, dx + \frac{\beta}{\rho} \int_{\Omega} |u_{h}^{i+1}| u_{h}^{i+1} \cdot v_h \, dx \\
& \quad + \int_{\Omega} \nabla p_{h}^{i+1} \cdot v_h \, dx = \int_{\Omega} f \cdot v_h \, dx, \\
\forall q_h \in M_{u,h}, & \quad \int_{\Omega} \nabla q_h \cdot u_{h}^{i+1} \, dx = - \int_{\Omega} b_{q_h} \, dx + \int_{\Gamma} g_{q_h} \, ds,
\end{align*}$$

(3.9)
where \( \alpha \) is a given positive parameter.

In the following, we investigate the convergence of Scheme (3.9).

**Theorem 3.1.** Problem (3.9) admits a unique solution \((u_h^{i+1}, p_h^{i+1})\) in \(X_{u,h} \times M_{u,h}\). Furthermore, if the initial value \(u_h^0\) satisfies the condition

\[
\|u_h^0\|_{L^2(\Omega)}^2 \leq L_1(f, u_{h,0}),
\]

(3.10)

where

\[
L_1(f, u_{h,0}) = \frac{\mu K_m}{2\rho} \left( \frac{3\rho}{2\mu K_m} + \frac{1}{2} \|f\|_{L^2(\Omega)}^2 + \|u_{h,0}\|_{L^2(\Omega)}^2 + \frac{4\beta}{3\rho} \|u_{h,0}\|_{L^2(\Omega)}^2 \right),
\]

and if \( \alpha \) satisfies the condition

\[
\frac{\alpha}{4} > \frac{3\beta^2}{2\rho K_m} C_1 \left( \frac{3\rho}{2\mu K_m} + \frac{1}{2} \|f\|_{L^2(\Omega)}^2 + \|u_{h,0}\|_{L^2(\Omega)}^2 + \frac{4\beta}{3\rho} \|u_{h,0}\|_{L^2(\Omega)}^2 \right),
\]

where

\[
L_2(f, \eta) = \frac{1}{\sqrt{\alpha}} \left( \frac{3\rho}{2\mu K_m} \|f\|_{L^2(\Omega)}^2 + \frac{3\mu K_m}{2\rho K_m} \|\eta\|_{L^2(\Omega)}^2 + \frac{3\beta^2}{2\rho K_m} C_1 \eta \right)^{1/2},
\]

then the solution of Problem (3.9) satisfies the estimates

\[
\|u_h^{i+1}\|_{L^2(\Omega)}^2 \leq L_1(f, u_{h,0})
\]

(3.11)

and

\[
\|u_h^{i+1}\|_{L^2(\Omega)}^3 \leq \frac{3\rho}{\mu K_m} \left( \frac{\alpha}{2} + \frac{\rho}{2} \right) L_1(f, u_{h,0}).
\]

(3.12)

**Proof.** To prove the existence and uniqueness of the solution of Problem (3.9) which is a square linear system in finite dimension, it suffices to show the uniqueness. For a given \(u_h^0\), let \((u_{h1}^{i+1}, p_{h1}^{i+1})\) and \((u_{h2}^{i+1}, p_{h2}^{i+1})\) two different solutions of Problem (3.9) and let \(w_h = u_{h1}^{i+1} - u_{h2}^{i+1}\) and \(\xi_h = p_{h1}^{i+1} - p_{h2}^{i+1}\), then \((w_h, \xi_h)\) is the solution of the following problem:

\[
\begin{cases}
\forall v_h \in X_{u,h}, \quad \int_{\Omega} \alpha w_h \cdot v_h \, dx + \frac{\mu}{\rho} \int_{\Omega} K^{-1} w_h \cdot v_h \, dx + \frac{\beta}{\rho} \int_{\Omega} |u_h^i| w_h \cdot v_h \, dx + \int_{\Omega} \nabla \xi_h \cdot v_h \, dx = 0, \\
\forall q_h \in M_{u,h}, \quad \int_{\Omega} \nabla q_h \cdot w_h \, dx = 0.
\end{cases}
\]

By taking \((v_h, q_h) = (w_h, \xi_h)\) and by remarking that \(\frac{\beta}{\rho} \int_{\Omega} |u_h^i| w_h^2 \, dx \geq 0\), we obtain by using the properties of \(K^{-1}\) the following bound:

\[
(\alpha + \frac{K_m \mu}{\rho}) \|w_h\|_{L^2(\Omega)}^2 \leq 0.
\]

Thus, we deduce that \(w_h = 0\). The inf-sup condition (3.3) deduces that \(\xi_h = 0\) and then, we get the uniqueness of the solution of Problem (3.9).

To prove the bound (3.11), we need first to bound the error \(\|u_h^{i+1} - u_h^i\|_{L^2(\Omega)}\) with respect to the previous value \(u_h^i\). The second equation of Problem (3.9) allows us to deduce the relation

\[
\forall q_h \in M_{u,h}, \quad \int_{\Omega} \nabla q_h \cdot (u_h^{i+1} - u_h^i) \, dx = 0.
\]

(3.13)

Then, the first equation of (3.9) with \(v_h = u_h^{i+1} - u_h^i\) gives

\[
\alpha \|u_h^{i+1} - u_h^i\|_{L^2(\Omega)}^2 + \frac{\mu}{\rho} \int_{\Omega} K^{-1} |u_h^{i+1} - u_h^i|^2 \, dx + \frac{\beta}{\rho} \int_{\Omega} |u_h^i| |u_h^{i+1} - u_h^i| \, dx = \int_{\Omega} f \cdot (u_h^{i+1} - u_h^i) \, dx.
\]

By inserting \(\pm u_h^i\) in the second and the third terms of the last equation we get

\[
\alpha \|u_h^{i+1} - u_h^i\|_{L^2(\Omega)}^2 + \frac{\mu}{\rho} \int_{\Omega} K^{-1} |u_h^{i+1} - u_h^i|^2 \, dx + \frac{\beta}{\rho} \int_{\Omega} |u_h^i| |u_h^{i+1} - u_h^i|^2 \, dx
\]

\[
= \int_{\Omega} f \cdot (u_h^{i+1} - u_h^i) \, dx - \frac{\mu}{\rho} \int_{\Omega} K^{-1} |u_h^i|^2 \, dx - \frac{\beta}{\rho} \int_{\Omega} |u_h^i|^2 \, dx.
\]
By using the properties of $K$, the Cauchy-Schwartz inequality and Relation (3.2), we get, by remarking that the third term of the last equation is non-negative, the bound

$$\alpha \| u_h^{i+1} - u_h^i \|_{L^2(\Omega)}^2 + \frac{\mu K_m}{\rho} \| u_h^{i+1} - u_h^i \|_{L^2(\Omega)}^2 + \frac{\mu K_M}{\rho} \| u_h^i \|_{L^2(\Omega)} \| u_h^{i+1} - u_h^i \|_{L^2(\Omega)}$$

and then the following bound

$$\| u_h^{i+1} - u_h^i \|_{L^2(\Omega)} \leq \mu K_m \frac{\| u_h^i \|_{L^2(\Omega)} \| u_h^{i+1} - u_h^i \|_{L^2(\Omega)}}{\rho}$$

and we obtain:

$$\forall q_h \in M_{u,h}, \quad \int_\Omega \nabla q_h \cdot u_{h,0}^{i+1} dx = 0.$$
We deduce by using the relation (3.2), that for any positive numbers \( \varepsilon_i, i = 1 \ldots, 4 \) and \( \delta_j, j = 1, 2 \), we have the following bound:

\[
\alpha \frac{1}{2} \| u_h^{i+1} \|_{L^2(\Omega)}^2 + \alpha \frac{1}{2} \| u_h^i \|_{L^2(\Omega)}^2 + \frac{\alpha}{2} \| u_h^{i+1} - u_h^i \|_{L^2(\Omega)}^2 + \frac{\mu K_m}{\rho} \| u_h^{i+1} \|_{L^2(\Omega)}^2 + \frac{\beta}{\rho} \| u_h^{i+1} \|_{L^2(\Omega)}^3 \\
\leq \frac{1}{2\varepsilon_1} \| f \|_{L^2(\Omega)}^2 + \frac{1}{2\varepsilon_2} \| u_h^{i+1} \|_{L^2(\Omega)}^2 + \frac{1}{2} \| f \|_{L^2(\Omega)}^2 + \frac{1}{2} \| u_h, i \|_{L^2(\Omega)}^2 \\
+ \frac{\alpha}{2\varepsilon_2} \| u_h^i \|_{L^2(\Omega)}^2 + \frac{\alpha}{2\varepsilon_2} \| u_h, i \|_{L^2(\Omega)}^2 + \frac{\mu^2}{2\rho^2\varepsilon_3} K^2 \| u_h, i \|_{L^2(\Omega)}^2 + \frac{1}{2} \varepsilon_4 \| u_h^{i+1} \|_{L^2(\Omega)}^2 \\
+ \frac{\beta}{2\rho^2} \| u_h^i \|_{L^2(\Omega)}^2 \| u_h, i \|_{L^2(\Omega)}^2 + \frac{\mu^2}{2\rho^2\varepsilon_3} K^2 \| u_h, i \|_{L^2(\Omega)}^2 + \frac{1}{2} \varepsilon_4 \| u_h^{i+1} \|_{L^2(\Omega)}^2 \\
+ \frac{\beta}{3\rho} \left( (\frac{1}{\delta_1})^3 C^0 h^{-d} \| u_h^{i+1} - u_h^i \|_{L^2(\Omega)}^2 + 2\delta_1^{3/2} \| u_h^{i+1} \|_{L^2(\Omega)}^3 \right) \\
+ \frac{\beta}{3\rho} \left( (\frac{1}{\delta_2})^3 \| u_h, i \|_{L^2(\Omega)}^2 + 2\delta_2^{3/2} \| u_h^{i+1} \|_{L^2(\Omega)}^3 \right)
\]

We choose \( \varepsilon_1 = \varepsilon_2 = \varepsilon_4 = \frac{\mu K_m}{3\rho}, \varepsilon_2 = 2, \delta_1 = \delta_2 = (\frac{1}{2})^{2/3} \) and we denote

\[
C_1(\| u_h^i \|_{L^2(\Omega)}) = \frac{\alpha}{4} - \frac{3\beta^2}{2\rho^2 K_m} C^0 h^{-d} \| u_h, i \|_{L^2(\Omega)}^2 - \frac{4\beta}{3\rho} C^0 h^{-d} \| L_2(f, u_h^i) \|_{L^2(\Omega)},
\]

which is not necessarily positive at this level. By using the bound (3.14) , we get

\[
C_1(\| u_h^i \|_{L^2(\Omega)}) \leq \frac{\alpha}{4} - \frac{3\beta^2}{2\rho^2 K_m} C^0 h^{-d} \| u_h, i \|_{L^2(\Omega)}^2 - \frac{4\beta}{3\rho} C^0 h^{-d} \| u_h^{i+1} - u_h^i \|_{L^2(\Omega)}
\]

and then we conclude the following bound

\[
\frac{\alpha}{2} \| u_h^{i+1} \|_{L^2(\Omega)}^2 + \frac{\alpha}{2} \| u_h^i \|_{L^2(\Omega)}^2 + C_1(\| u_h^i \|_{L^2(\Omega)}) \| u_h^{i+1} - u_h^i \|_{L^2(\Omega)}^2 + \frac{\mu K_m}{2\rho} \| u_h^{i+1} \|_{L^2(\Omega)}^2 + \frac{\beta}{3\rho} \| u_h^{i+1} \|_{L^2(\Omega)}^3 \\
\leq (\frac{3\rho}{2\rho^2 K_m} + \frac{1}{2}) \| f \|_{L^2(\Omega)}^2 + (\frac{1}{2} + \alpha + \frac{2\mu K^2}{3\rho K_m}) \| u_h, i \|_{L^2(\Omega)}^2 + \frac{4\beta}{3\rho} \| u_h, i \|_{L^2(\Omega)}^3 \\
\leq \frac{2\rho}{\mu K_m} L_1(f, u_h, i).
\]

We now prove Estimate (3.11) by induction on \( i \) under some conditions on \( \alpha \). Starting with the relation (3.10), we suppose that we have

\[
\| u_h^i \|_{L^2(\Omega)} \leq L_1(f, u_h, i).
\]

We are in one of the following two situations :

- We have \( \| u_h^{i+1} \|_{L^2(\Omega)} \leq \| u_h^i \|_{L^2(\Omega)} \). We obviously deduce the bound

\[
\| u_h^{i+1} \|_{L^2(\Omega)}^2 \leq L_1(f, u_h, i)
\]

from the induction hypothesis.
- We have \( \| u_h^{i+1} \|_{L^2(\Omega)} \geq \| u_h^i \|_{L^2(\Omega)} \). By using the induction condition (3.17), we chose

\[
\alpha > \frac{3\beta^2}{2\rho^2 K_m} C^0 h^{-d} \| u_h, i \|_{L^2(\Omega)}^2 + \frac{4\beta}{3\rho} C^0 h^{-d} L_2(f, L_1(f, u_h, i)) \\
> \frac{3\beta^2}{2\rho^2 K_m} C^0 h^{-d} \| u_h, i \|_{L^2(\Omega)}^2 + \frac{4\beta}{3\rho} C^0 h^{-d} L_2(f, \| u_h^i \|_{L^2(\Omega)}),
\]

to get \( C_1(\| u_h^i \|_{L^2(\Omega)}) > 0 \) and then to deduce that

\[
\| u_h^{i+1} \|_{L^2(\Omega)}^2 \leq L_1(f, u_h, i).
\]
whence we deduce the relation (3.11). The bound (3.12) is a simple consequence of Equation (3.16) and Relation (3.11).

The next theorem shows the convergence of the solution \((u_h^i, p_h^i)\) of Problem (3.9) in \(L^2(\Omega)^d \times L^2(\Omega)\) to the solution \((u_h, p_h)\) of Problem (3.4).

**Theorem 3.2.** Assume that there exists \(\beta_0 > 0\) such that, for every element \(\kappa \in T_h\), we have

\[ h_\kappa \geq \beta_0 h, \]

(which means that the family of triangulations is uniformly regular). Under the assumptions of Theorem 3.1 and if \(\alpha\) satisfies also the condition

\[ \alpha > C_1 h^{-d}, \quad (3.18) \]

where

\[ C_1 = \frac{\rho C^2}{Km\mu} \quad \text{and} \quad C = \frac{\beta}{\rho} C_j^3(L_1(f, u_h, i))^{1/2}, \]

then the sequence of solutions \((u_h^i, p_h^i)\) of Problem (3.9) converges in \(L^2(\Omega)^d \times L^2(\Omega)\) to the solution \((u_h, p_h)\) of Problem (3.4).

**Proof.** We take the difference between the equations (3.9) and (3.4) with \(v_h = u_h^{i+1} - u_h\) and we obtain the equation

\[ \frac{\alpha}{2} \|u_h^{i+1} - u_h\|^2_{L^2(\Omega)} - \frac{\alpha}{2} \|u_h^i - u_h\|^2_{L^2(\Omega)} + \frac{\alpha}{2} \|u_h^{i+1} - u_h^i\|^2_{L^2(\Omega)} + \frac{Km\mu}{\rho} \|u_h^{i+1} - u_h\|^2_{L^2(\Omega)} + T_2 \leq |T_1| \]

\[ \leq \frac{\beta}{\rho} \int |u_h^{i+1} - u_h^i| |u_h^{i+1}||u_h^{i+1} - u_h|dx \]

\[ \leq \frac{\beta}{\rho} \|u_h^{i+1} - u_h^i\|_{L^2(\Omega)} \|u_h^{i+1}\|_{L^2(\Omega)} \|u_h^{i+1} - u_h\|_{L^2(\Omega)} \]

\[ \leq \frac{\beta}{\rho} C_j^3 h^{-d} \|u_h^{i+1} - u_h^i\|_{L^2(\Omega)} \|u_h^{i+1}\|_{L^2(\Omega)} \|u_h^{i+1} - u_h\|_{L^2(\Omega)} \]

\[ \leq \frac{\beta}{\rho} C_j^3 h^{-d} (L_1(f, u_h, i))^{1/2} \|u_h^{i+1} - u_h^i\|_{L^2(\Omega)} \|u_h^{i+1}\|_{L^2(\Omega)} \|u_h^{i+1} - u_h\|_{L^2(\Omega)}. \]

We denote by \(C = \frac{\beta}{\rho} C_j^3(L_1(f, u_h, i))^{1/2}\) and we use the inequality \(ab \leq \frac{1}{2\varepsilon} a^2 + \frac{\varepsilon}{2} b^2\) (with \(\varepsilon = \frac{Km\mu}{\rho}\)) to obtain the following bound

\[ \frac{\alpha}{2} \|u_h^{i+1} - u_h\|^2_{L^2(\Omega)} - \frac{\alpha}{2} \|u_h^i - u_h\|^2_{L^2(\Omega)} + \frac{\alpha}{2} \|u_h^{i+1} - u_h^i\|^2_{L^2(\Omega)} + \frac{Km\mu}{2\rho} \|u_h^{i+1} - u_h\|^2_{L^2(\Omega)} \]

\[ \leq \frac{\rho C^2}{2Km\mu} h^{-d} \|u_h^{i+1} - u_h^i\|_{L^2(\Omega)}. \]

We choose \(\alpha > \frac{\rho C^2}{2Km\mu} h^{-d}\), denote by \(C_1 = \frac{1}{2}(\alpha - \frac{\rho C^2}{Km\mu} h^{-d})\) and obtain

\[ \frac{\alpha}{2} \|u_h^{i+1} - u_h\|^2_{L^2(\Omega)} - \frac{\alpha}{2} \|u_h^i - u_h\|^2_{L^2(\Omega)} + C_1 \|u_h^{i+1} - u_h^i\|^2_{L^2(\Omega)} + \frac{\mu K_m}{2\rho} \|u_h^{i+1} - u_h\|^2_{L^2(\Omega)} \leq 0. \]

(3.19)

We deduce that, for all \(i \geq 1\), we have (if \(\|u_h^i - u_h\|_{L^2(\Omega)} \neq 0\)
and we deduce the convergence of the sequence \((u_h^{i+1} - u_h)\) in \(L^2(\Omega)^d\) and then the convergence of the sequence \(u_h^i\) in \(L^2(\Omega)^d\). By taking the limit of (3.19) and remarking that \(T_2 \geq 0\), we get

\[
\lim_{i \to +\infty} \left( ||u_h^{i+1} - u_h||^2_{L^2(\Omega)} \right) = 0.
\]

We deduce then that \(||u_h^{i+1} - u_h||_{L^2(\Omega)}\) converges to 0 and \(u_h^{i+1}\) converges to \(u_h\) in \(L^2(\Omega)^d\).

For the convergence of the pressure, We take the difference between the equations (3.9) and (3.4) and we obtain for all \(v_h \in X_{u,h}\) the equation

\[
\int_{\Omega} \nabla (p_h^{i+1} - p_h) v_h \, dx = -\alpha \int_{\Omega} (u_h^{i+1} - u_h) v_h \, dx + \frac{\mu}{\rho} \int_{\Omega} K^{-1} (u_h - u_h^{i+1}) v_h \, dx \\
+ \frac{\beta}{\rho} (||u_h||^2 |u_h^i| v_h, v_h) + \frac{\beta}{\rho} (||u_h^i|| (u_h - u_h^{i+1}), v_h).
\]

We get by using the inverse inequality (3.2) the following:

\[
\frac{\int_{\Omega} \nabla (p_h^{i+1} - p_h) v_h \, dx}{||v_h||_{L^2(\Omega)}} \leq \left( \frac{\alpha ||u_h^i - u_h^{i+1}||_{L^2(\Omega)}}{||u_h - u_h^{i+1}||_{L^2(\Omega)}} + \frac{\mu K_m}{\rho} ||u_h - u_h^{i+1}||_{L^2(\Omega)} \right) ||v_h||_{L^2(\Omega)} \\
+ \frac{\beta}{\rho} C_i h^{-\frac{d}{2}} ||u_h - u_h^i||_{L^2(\Omega)} (||u_h||_{L^2(\Omega)} + ||u_h^i||_{L^2(\Omega)}).
\]

Owning the inf-sup condition (3.3), we deduce the relation

\[
||\nabla (p_h^{i+1} - p_h)||_{L^{3/2}(\Omega)} \leq \frac{1}{\beta_a} \left( \alpha ||u_h^i - u_h^{i+1}||_{L^2(\Omega)} + ||u_h||_{L^2(\Omega)}^{1/6} h K_m \rho ||u_h - u_h^{i+1}||_{L^2(\Omega)} \\
+ \frac{\beta}{\rho} C_i h^{-\frac{d}{2}} ||u_h - u_h^i||_{L^2(\Omega)} (||u_h||_{L^2(\Omega)} + ||u_h^i||_{L^2(\Omega)}) \right).
\]

Thus for a given mesh (given \(h\)), the strong convergence of \(u_h^i\) to \(u_h\) in \(L^2(\Omega)^d\) deduces the strong convergence of \(\nabla p_h^i\) to \(\nabla p_h\) in \(L^2(\Omega)\). Furthermore, the fact that \(p_h^i\) and \(p_h\) are in the discrete space of \(P_1\) finite elements \(M_{a,h} \subset L^2_0(\Omega)\) defined in (3.5) allows us to deduce the strong convergence of \(p_h^i\) to \(p_h\) in \(L^2(\Omega)\).

**Remark 3.3.** The condition (3.10) supposes that the initial values of the algorithms are small related to the data. We can for example take \(u_h^0 = 0\).

**Remark 3.4.** As I mentioned in the introduction, the works [5,7,12] (except the alternating-directions algorithm in [5]) present iterative schemes without studying the corresponding convergence. In this work, I introduce and study convergence of the numerical scheme (3.9) which can be applied to all the discrete variational formulations presented in the above references. Theorems 3.2 and 3.1 require that \(\alpha > C h^{-d}\) to get the convergence of the numerical scheme (3.9), where the constant \(C\) is not easy to compute practically, especially for the numerical investigations. In fact, this result of convergence states that for a given mesh (for a given \(h\)), the iterative solution \((u_h^i, p_h^i)\) converges to \((u_h, p_h)\) when \(i \to +\infty\) for \(\alpha > C h^{-d}\). Of course in this case, we can see clearly that this convergence depends on \(h\). If we are interested to study this convergence when \(h\) is very small or \(h\) goes to 0, we need to take \(\alpha\) depending on \(h\) in Scheme (3.9) such that it verifies the condition \(\alpha > C h^{-d}\) introduced in Theorems 3.2 and 3.1. Otherwise, Theorems 3.2 and 3.1 show a necessary condition (\(\alpha > C h^{-d}\)) for the convergence, but perhaps it is not a sufficient one for the convergence. This is the best we can do till now and we are trying to get a more suitable convergence condition which will be less restrictive to this one.

Furthermore, we refer to Remark 4.2 in Section 4.1 for the discussion of the practical choice of \(\alpha\) for the numerical investigations.
3.2. Discretization of the second variational problem. In this section we follow the discretization introduced in [11]. In fact, the authors in [11] introduce a discrete variational formulation corresponding to (2.9) based on the mixed elements such as the Raviart-Thomas mixed element [15] and Brezzi-Douglas-Marini mixed element [3]. They also introduce an iterative scheme without studying the corresponding convergence, and show numerical investigations testifying the convergence of the finite element approximation.

In this section, we consider the discrete variational formulation, introduce a new corresponding numerical algorithm and show the convergence of the corresponding iterative solution.

Let \( X_{p,h} \subset X_p \) and \( M_{p,h} \subset M_p \) the discrete spaces corresponding to the velocity and the pressure. We assume that they satisfy the following inf-sup condition:

\[
\forall q_h \in M_{p,h}, \quad \sup_{v_h \in X_{p,h}} \frac{\int_{\Omega} q_h \, \text{div}(v_h) \, dx}{\|v_h\|_{X_p}} \geq \beta_p \|q_h\|_{M_{p,h}},
\]

where \( \beta_p \) is a positive constant independent of \( h \).

Problem (2.9) can be discretized as following:

\[
\begin{cases}
\forall v_h \in X_{p,h}, \quad \frac{\mu}{\rho} \int_{\Omega} K^{-1} u_h \cdot v_h \, dx + \frac{\beta}{\rho} \int_{\Omega} |u_h| u_h \cdot v_h \, dx - \int_{\Omega} p_h \, \text{div}(v_h) \, dx = \int_{\Omega} f \cdot v_h \, dx,
\end{cases}
\]

In the following, we will consider for instance the Raviart-Thomas RT0 mixed element [15] given by:

\[
X_{p,h} = \{ v_h \in X_p; \; v_h(x) = a_v x + b_v, a_v, b_v \in \mathbb{R}, \forall \kappa \in T_h \},
\]

\[
M_{p,h} = \{ q_h \in L^2(\Omega); \; \forall \kappa \in T_h, \; q_h|_\kappa \text{ is constant} \}.
\]

It is also shown in [11] that there exists a unique \( u_{h,p} \in X_{p,h} \) such that

\[
\forall q_h \in M_{p,h}, \quad \int_{\Omega} q_h \, \text{div}(u_{h,p}) \, dx = \int_{\Omega} b q_h \, dx,
\]

and \( u_{h,p} \) verifies the following bound,

\[
\|u_{h,p}\|_{X_p} \leq C_{12} \|b\|_{L^2(\Omega)}.
\]

It is shown in [11] that Problem (3.21) admits a unique solution \((u_h, p_h) \in X_{p,h} \times M_{p,h}\) satisfying exactly similar bounds as (2.10). Also the solutions \((u, p)\) of (2.9) and \((u_h, p_h)\) of (3.21) verify the following a priori error:

If \((u, p) \in W^{1,3}(\Omega)^d \times W^{1,3/2}(\Omega)\), then there exists a constant \( C \) independent of \( h \) such that

\[
\|u - u_h\|_{L^2(\Omega)} + \|u - u_h\|_{L^2(\Omega)}^2 \leq Ch^2,
\]

\[
\|p - p_h\|_{L^2(\Omega)} \leq Ch.
\]

An iterative algorithm: In order to approximate the solution of the non-linear problem (3.21), we introduce the following iterative algorithm: For a given initial guess \( u^0_h \in X_{p,h} \) and having \( u_i^h \) at each iteration \( i \), we compute \((u_{i+1}^h, p_{i+1}^h)\) solution of

\[
\begin{cases}
\forall v_h \in X_{p,h}, \quad \alpha \int_{\Omega} (u_{i+1}^h - u_h) v_h + \frac{\mu}{\rho} \int_{\Omega} K^{-1} u_{i+1}^h \cdot v_h \, dx + \frac{\beta}{\rho} \int_{\Omega} |u_{i+1}^h| u_{i+1}^h \cdot v_h \, dx \\
\quad \quad \quad \quad - \int_{\Omega} p_{i+1}^h \, \text{div}(v_h) \, dx = \int_{\Omega} f \cdot v_h \, dx,
\end{cases}
\]

\[
\forall q_h \in M_{p,h}, \quad \int_{\Omega} q_h \, \text{div}(u_{i+1}^h) \, dx = \int_{\Omega} b q_h \, dx,
\]

where \( \alpha \) is a positive parameter.

In the following, we investigate the convergence of the scheme (3.26).
Let us now prove the bound
\[ \|u^0\|^2_{L^2(\Omega)} \leq L_1(f, u_{h,p}), \] (3.27)
where
\[ L_1(f, u_{h,p}) = \frac{\mu K_M}{2\rho} \left( \frac{3\rho}{2\mu K_m} + \frac{1}{2} \|f\|_{L^2(\Omega)}^2 + \left( \frac{1}{2} + \frac{2\mu K_m^2}{3\rho K_m} \right) \|u_{h,p}\|_{L^2(\Omega)}^2 + \frac{4\beta}{3\rho} \|u_{h,p}\|^3_{L^2(\Omega)} \right), \]
and if \( \alpha \) satisfies the condition
\[ \frac{\alpha}{4} > \frac{3\beta^2}{2\mu \rho K_m} C_4^3 h^{-2d} \|u_{h,p}\|^2_{L^2(\Omega)} + \frac{4\beta}{3\rho} C_4^3 h^{-d} L_2(f, L_1(f, u_{h,p})), \]
then the solution of Problem (3.26) satisfies the estimates
\[ \|u^{-1}_{h,p}\|^2_{L^2(\Omega)} \leq L_1(f, u_{h,p}) \] (3.28)
and
\[ \|u^{+1}_{h,p}\|^3_{L^2(\Omega)} \leq \frac{3\rho}{\beta} \left( \frac{2\rho}{\mu K_m} + \frac{\alpha}{2} \right) L_1(f, u_{h,p}). \]

**Proof.** Problem (3.26) is a square linear system in finite dimension. Then to prove the existence and uniqueness of the corresponding solution, it suffices to prove the uniqueness. For a given \( u_{h,p}^0 \), let \((u^{+1}_{h,p}, p^{+1}_{h,p})\) and \((u^{-1}_{h,p}, p^{-1}_{h,p})\) two different solutions of Problem (3.26) and \( w_h = u^{-1}_{h,p} - u^{+1}_{h,p} \) and \( \xi_h = p^{+1}_{h,p} - p^{-1}_{h,p} \). Then \((w_h, \xi_h)\) is the solution of the following problem:

\[
\begin{align*}
\forall v_h \in X_{p,h}, \quad & \alpha \int_{\Omega} w_h v_h + \frac{\mu}{\rho} \int_{\Omega} K^{-1} w_h \cdot v_h \, dx + \frac{\beta}{\rho} \int_{\Omega} |u^+_h| w_h \cdot v_h \, dx - \int_{\Omega} \xi_h \div (v_h) \, dx = 0, \\
\forall q_h \in M_{p,h}, \quad & \int_{\Omega} q_h \div (w_h) \, dx = 0,
\end{align*}
\]

By taking \((v_h, q_h) = (w_h, \xi_h)\) and by remarking that \( \frac{\beta}{\rho} \int_{\Omega} |u^+_h| w_h^2 \, dx \geq 0 \), we obtain by using the properties of \( K^{-1} \) the following bound:

\[ \left( \alpha + \frac{K_m \rho}{\mu} \right) \|w_h\|^2_{L^2(\Omega)} \leq 0. \]

Thus, we deduce that \( w_h = 0 \). The inf-sup condition (3.20) deduces that \( \xi_h = 0 \) and then, we get the uniqueness of the solution of Problem (3.26).

Let us now prove the bound (3.28). We need first to bound the error \( \|u^{+1}_{h,p} - u^{-1}_{h,p}\|_{L^2(\Omega)} \) with respect to the previous value \( u^0_{h,p} \). The second equation of Problem (3.26) allows us to deduce the relation

\[ \forall q_h \in M_{u,h}, \quad \int_{\Omega} q_h \div (u^{+1}_{h,p} - u^{-1}_{h,p}) \, dx = 0. \]

Then, the first equation of (3.26) with \( v_h = u^{+1}_{h,p} - u^{-1}_{h,p} \) gives

\[ \alpha \|u^{+1}_{h,p} - u^{-1}_{h,p}\|^2_{L^2(\Omega)} + \frac{\mu}{\rho} \int_{\Omega} K^{-1} (u^{+1}_{h,p} - u^{-1}_{h,p}) \cdot (u^{+1}_{h,p} - u^{-1}_{h,p}) \, dx + \frac{\beta}{\rho} \int_{\Omega} |u^+_h| (u^{+1}_{h,p} - u^{-1}_{h,p}) \, dx = \int_{\Omega} f \cdot (u^{+1}_{h,p} - u^{-1}_{h,p}) \, dx. \]

This last equation can be treated exactly as its analogue one in the proof of Theorem 3.1 to get the following bound:

\[ \|u^{+1}_{h,p} - u^{-1}_{h,p}\|_{L^2(\Omega)} \leq L_2(f, \|u^+_h\|^2_{L^2(\Omega)}), \] (3.30)

where
\[ L_2(f, \eta) = \frac{1}{\sqrt{\alpha}} \left( \frac{3\rho}{2\mu \rho K_m} \|f\|^2_{L^2(\Omega)} + \frac{3\mu K_m^2}{2\rho K_m} \eta + \frac{3\beta^2}{2\mu \rho K_m} C_4^3 h^{-d} \eta^2 \right)^{1/2}. \]
Now, Relation (3.30) allows us to show (3.28). In fact, Property (3.23) allows us to deduce that the term \( u_{h,0}^i = u_{h}^{i+1} - u_{h,p} \) is in \( X_{p,h} \) and verifies
\[
\forall q_h \in M_{p,h}, \quad \int_{\Omega} q_h \, \text{div}(u_{h,0}^{i+1}) \, dx = 0.
\]
We consider the first equation of (3.26) with \( v_h = u_{h,0}^{i+1} = u_{h}^{i+1} - u_{h,p} \) and we obtain:
\[
\alpha \int_{\Omega} (u_{h}^{i+1} - u_h^i) \cdot v_h + \frac{\rho}{\alpha} \int_{\Omega} K^{-1}|u_h^{i+1}|^2 \, dx + \frac{\beta}{\alpha} \int_{\Omega} |(u_{h}^{i+1} - |u_h^i|)|u_h^{i+1}|^2 \, dx
\]
\[+ \frac{\alpha}{\rho} \int_{\Omega} (u_{h}^{i+1} - u_h^i) \cdot u_{h,p} \, dx + \frac{\beta}{\rho} \int_{\Omega} |(u_{h}^{i+1} - |u_h^i|)|u_h^{i+1}|^2 \, dx
\]
\[+ \frac{\beta}{\rho} \int_{\Omega} |(u_{h}^{i+1} - |u_h^i|)|u_h^{i+1} \cdot u_{h,p} \, dx.
\]
From now on, the steps are identical to those used in the proof of Theorem 3.1 and it is useless to rewrite them. Then we get the bounds (3.28) and (3.29).

The next theorem treats the convergence of the scheme (3.26).

**Theorem 3.6.** Assume that there exists \( \beta_0 > 0 \) such that, for every element \( \kappa \in \mathcal{T}_h \), we have
\[h_\kappa \geq \beta_0 h,
\]
(which means that the family of triangulations is uniformly regular). Under the assumptions of Theorem 3.5 and if \( \alpha \) satisfies also the condition
\[\alpha > C_1 h^{-d}, \quad (3.31)
\]
where
\[C_1 = \frac{\rho C^2}{K_n \mu} \quad \text{and} \quad C = \frac{\beta}{\rho} C_2 L_1(f, u_{h,p})^{1/2},
\]
then the sequence of solutions \((u_h^i, p_h^i)\) of Problem (3.26) converges in \( L^2(\Omega)^d \times L^2(\Omega) \) to the solution \((u_h, p_h)\) of Problem (3.21).

**Proof.** We take the difference between the equations (3.21) and (3.26) with \( v_h = u_{h}^{i+1} - u_h^i \) and we follow similar steps of the proof of Theorem 3.2 to get the convergence of \( u_h^i \) to \( u_h \) in \( L^2(\Omega)^d \). In fact, it is useless to rewrite the corresponding details as they are strictly the same.

Now, we prove the convergence of the iterative pressure. We take the difference between the equations (3.21) and (3.26) and we obtain for all \( v_h \in X_{p,h} \) the equation
\[\int_{\Omega} (p_{h}^{i+1} - p_h^i) \, \text{div}(v_h) \, dx = \alpha \int_{\Omega} (u_{h}^{i+1} - u_h^i) \, v_h \, dx - \frac{\mu}{\rho} \int_{\Omega} K^{-1}(u_h^{i+1} - u_h^i) \, v_h \, dx
\]
\[+ \frac{\beta}{\rho} \int_{\Omega} (|(u_{h}^{i+1} - |u_h^i|)u_h^{i+1}|, v_h) - \frac{\beta}{\rho} \int_{\Omega} (|(u_{h}^{i+1} - |u_h^i|)u_h^{i+1}|, v_h).
\]
We get by using the inverse inequality (3.2) the following:
\[
\left| \int_{\Omega} (p_{h}^{i+1} - p_h^i) \, \text{div}(v_h) \, dx \right| \leq \left( \alpha^h_{\kappa} \right) \left( u_h^i - u_h^{i+1} \right) \cdot L^2(\Omega)^d + \frac{\mu K_m}{\rho} \left( u_h^i - u_h^{i+1} \right) \cdot L^2(\Omega)^d \left( \frac{\|v_h\|_{L^2(\Omega)}}{\|v_h\|_{X_p}} \right)
\]
\[+ \frac{\beta}{\rho} C_1 h^{-d} \left( u_h^i - u_h^{i+1} \right) \cdot L^2(\Omega)^d \left( \frac{\|v_h\|_{L^2(\Omega)}}{\|v_h\|_{X_p}} \right).
\]
As we have \( \|v_h\|_{L^2(\Omega)} \leq \|v_h\|_{X_p} \) and \( \|v_h\|_{L^2(\Omega)} \leq \|\Omega\|^{1/6} \|v_h\|_{L^2(\Omega)} \), we deduce by using the inf-sup condition (3.20), the following relation
\[
\|p_{h}^{i+1} - p_h^i\|_{L^2(\Omega)} \leq \frac{1}{\beta p} \left( \alpha^h_{\kappa} \right) \left( u_h^i - u_h^{i+1} \right) \cdot L^2(\Omega)^d + \|\Omega\|^{1/6} \frac{h K_m}{\rho} \left( u_h^i - u_h^{i+1} \right) \cdot L^2(\Omega)^d
\]
\[+ \frac{\beta}{\rho} C_1 h^{-d} \left( u_h^i - u_h^{i+1} \right) \cdot L^2(\Omega)^d \left( \frac{\|v_h\|_{L^2(\Omega)^d}}{\|v_h\|_{L^2(\Omega)^d}} \right).
\]
Thus, the strong convergence of \( u_h^i \) to \( u_h \) in \( L^2(\Omega)^d \) deduces the strong convergence of \( p_h^i \) to \( p_h \) in \( L^2(\Omega) \).
4. Numerical results

In this section, we present numerical experiments for our nonlinear problem. These simulations have been performed using the code FreeFem++ due to F. Hecht and O. Pironneau, see [9].

We consider the domain $\Omega = [0,1]^2 \subset \mathbb{R}^2$, each edge is divided into $N$ equal segments so that $\Omega$ is divided into $N^2$ equal squares and finally into $2N^2$ equal triangles. For simplicity, we take $\mu = \rho = 1$ and $K = I$.

We will show in this section numerical investigations corresponding to Problems (3.9) and (3.26). In both cases, we use for the convergence the stopping criterion $Err_L \leq \varepsilon$ where $\varepsilon$ is a given tolerance considered in this work equal to $10^{-5}$ and $Err_L$ is defined by

$$Err_L = \sqrt{\frac{||u_h^{i+1} - u_h^i||_2(\Omega)^2 + ||p_h^{i+1} - p_h^i||_2(\Omega)^2}{||u_h^i||_2(\Omega)^2 + ||p_h^i||_2(\Omega)^2}}.$$

In both Algorithms (3.9) and (3.26), the initial guess $u_h^0$ is considered in one of this two situations:

1. $u_h^0 = 0$.
2. $u_h^0$ is calculated by using the Darcy’s problem which corresponds to $\beta = \alpha = 0$.

We will see later that the second case where $u_h^0$ is the solution of Darcy’s problem improved the convergence of the algorithms.

We consider also the error

$$Err = \sqrt{\frac{||u_h^i - u_h^i||_2(\Omega)^2 + ||p_h^i - p_h^i||_2(\Omega)^2}{||u_h^i||_2(\Omega)^2 + ||p_h^i||_2(\Omega)^2}}$$

which describes the convergence of the algorithms (3.9) and (3.26).

4.1. First discrete scheme (3.9). In this section we consider the scheme (3.9) and show numerical corresponding tests. In fact, to compute the solution of the iterative problem (3.9), we use the penalty method (see [9]) which consists to solve the following problem:

$$\begin{aligned}
\forall v_h \in X_{u_h}, \quad & \int_{\Omega} \alpha(u_h^{i+1} - u_h^i) \cdot v_h \, dx + \frac{\mu}{\rho} \int_{\Omega} K^{-1}u_h^{i+1} \cdot v_h \, dx + \frac{\beta}{\rho} \int_{\Omega} |u_h^i|_L^2 \cdot v_h \, dx \\
& + \int_{\Omega} \nabla p_h^{i+1} \cdot v_h \, dx = \int_{\Omega} f \cdot v_h \, dx, \\
\forall q_h \in M_{u_h}, \quad & \int_{\Omega} \nabla q_h \cdot u_h^{i+1} \, dx - \varepsilon \int_{\Omega} p_h^{i+1} q_h \, dx = - \int_{\Omega} b q_h \, dx + \int_{\Gamma} g q_h \, ds,
\end{aligned}$$

where $\varepsilon$ is very small penalty coefficient. Here we choose $\varepsilon = 10^{-8}$.

We consider the two following examples:

1. First example:

$$\begin{aligned}
p(x, y) = \cos(\pi x) \cos(\pi y), \quad & u(x, y) = \gamma(\exp(x) \sin(y)) \frac{1}{\pi} \exp(x) \cos(\pi y))^T, \\
& b = 0, \\
& f = u + \beta |u| u + \nabla p, \\
\text{and } u \cdot n = -\frac{\gamma}{\pi} e^x \text{ for } y = 0, 1; \quad u \cdot n = \gamma \sin(\pi y) \text{ for } x = 0; \quad u \cdot n = \gamma e \sin(\pi y) \text{ for } x = 1.
\end{aligned}$$

2. Second example:

$$\begin{aligned}
p(x, y) = xy^2 - yx^2, \quad & u(x, y) = \gamma(x \exp(\pi y), y \exp(\pi x))^T, \\
& b = \gamma(\exp(\pi x) + \exp(\pi y)), \\
& f = u + \beta |u| u + \nabla p, \\
\text{and } u \cdot n = 0 \text{ for } y = 0 \text{ and } x = 0; \quad u \cdot n = \gamma e^{\pi x} \text{ for } y = 1; \quad u \cdot n = \gamma e^{\pi y} \text{ for } x = 1.
\end{aligned}$$
Here, $\gamma$ is a parameter.

To study the dependency of the convergence with the parameter $\alpha$, we consider $N = 60$, $\beta = 20$, $\gamma = 20$, and for each $\alpha$, we stop the algorithm (3.9) when the error $\text{Err}_{L^1} < 10^{-3}$. We consider that the algorithms don’t converge if this condition is not reached after 10000 iterations.

Tables 1 and 2 show, for $u^0_h = 0$, the error $\text{Err}$ and the number of iterations $\text{Nbr}$ which describe the convergence of Algorithm (3.9) with respect to $\alpha$ and for each example. We remark that Algorithm (3.9) always converges for Example (4.1) and the best convergence is for $\alpha = 100$, while it converges for $\alpha > 100$ for Example (4.2) and the best convergence is for $\alpha = 1000$.

| $\alpha$ | 0.001 | .01 | .1 | 1 | 10 | 100 | 1000 |
|----------|-------|-----|----|---|----|-----|------|
| $\text{Nbr}$ | 9562 | 9225 | 8513 | 3461 | 500 | 554 | 62 |
| $\text{Err}$ | -1.6137 | -1.6137 | -1.6137 | -1.6137 | -1.6137 | -1.6137 | -1.61367 |

Table 1. Error $\text{Err}$ (in logarithmic scale) and number of iterations $\text{Nbr}$ for $u^0_h = 0$ and for each $\alpha$ associated to Example (4.1) with Algorithm (3.9). ($\beta = 20$, $\gamma = 20$).

| $\alpha$ | 0.001 | .01 | .1 | 1 | 10 | 100 | 1000 |
|----------|-------|-----|----|---|----|-----|------|
| $\text{Nbr}$ | >10000 | >10000 | >10000 | >10000 | 5002 | 550 | 51 |
| $\text{Err}$ | div | div | div | div | -0.568261 | -0.56826 | -0.568258 |

Table 2. Error $\text{Err}$ (in logarithmic scale) and number of iterations $\text{Nbr}$ for $u^0_h = 0$ and for each $\alpha$ associated to Example (4.2) with Algorithm (3.9). ($\beta = 20$, $\gamma = 20$).

Tables 3 and 4 show, for $u^0_h$ computed with the Darcy’s problem, the error $\text{Err}$ and the number of iterations $\text{Nbr}$. We remark that Algorithm (3.9) always converges and the best convergence in both cases is for $\alpha = 1000$. The main advantage in this case where $u^0_h$ computed with the Darcy’s problem is that the algorithms (3.9) converge for all considered values of $\alpha$ and the number of iterations $\text{Nbr}$ is less than that obtained with $u^0_h = 0$. We can deduce that in these examples, the convergence condition $\alpha > Ch^{-d}$ with the initial guess $u^0_h = 0$ can be balanced and compensated by using the initial guess $u^0_h$ computed with the Darcy problem.

| $\alpha$ | 0.001 | .01 | .1 | 1 | 10 | 100 | 1000 |
|----------|-------|-----|----|---|----|-----|------|
| $\text{Nbr}$ | 5046 | 4979 | 4216 | 1738 | 261 | 30 | 28 |
| $\text{Err}$ | -1.6137 | -1.6137 | -1.6137 | -1.6137 | -1.6137 | -1.6137 | -1.61368 |

Table 3. Error $\text{Err}$ (in logarithmic scale) and number of iterations $\text{Nbr}$ for $u^0_h$ solution of Darcy problem and for each $\alpha$ associated to Example (4.1) with Algorithm (3.9). ($\beta = 20$, $\gamma = 20$).

| $\alpha$ | 0.001 | .01 | .1 | 1 | 10 | 100 | 1000 |
|----------|-------|-----|----|---|----|-----|------|
| $\text{Nbr}$ | 2761 | 2730 | 2417 | 1250 | 321 | 59 | 13 |
| $\text{Err}$ | -0.568261 | -0.568261 | -0.568261 | -0.568261 | -0.568261 | -0.568261 | -0.568262 |

Table 4. Error $\text{Err}$ (in logarithmic scale) and number of iterations $\text{Nbr}$ for $u^0_h$ solution of Darcy problem and for each $\alpha$ associated to Example (4.2) with Algorithm (3.9). ($\beta = 20$, $\gamma = 20$).

For further study, we take $N = 60$, $\beta = 10$, $\gamma = 1$, and we consider the initial guess $u^0_h$ computed with the Darcy problem. Tables 5 and 6 show the error $\text{Err}$ and the number of iterations $\text{Nbr}$. We notice that the best convergence (in term of number of iterations) is not obtained for $\alpha = 1000$ as in the previous results but it is obtained for $\alpha = 10$ for Example (4.1) and for $\alpha = 100$ for Example (4.2).

Figures 1 shows, for $\alpha = 10$ and $\gamma = 1$ and $\beta = 10$, in logarithmic scale the error $\text{Err}$ with respect to $h = \frac{1}{N}$, $N = 60,\ldots, 200$, for the algorithm (3.9) (first example in the left and second example in the right). The slopes of the error lines are 1.001 for the first example and 1.05 for the second one.
Table 5. Error $Err$ (in logarithmic scale) and number of iterations $Nbr$ for each $\alpha$ associated to Example (4.1) of Algorithm (3.9). ($\beta = 10$, $\gamma = 1$).

| $\alpha$ | 0.001 | .01 | 1 | 10 | 100 | 1000 |
|----------|-------|-----|---|----|-----|------|
| Nbr      | 138   | 136 | 116 | 47 | 11  | 44   |
| $Err$    | -1.85606 | -1.85606 | -1.85606 | -1.85606 | -1.85606 | -1.85567 |

Table 6. Error $Err$ (in logarithmic scale) and number of iterations $Nbr$ for each $\alpha$ associated to Example (4.2) of Algorithm (3.9). ($\beta = 10$, $\gamma = 1$).

| $\alpha$ | 0.001 | .01 | 1 | 10 | 100 | 1000 |
|----------|-------|-----|---|----|-----|------|
| Nbr      | 738   | 727 | 620 | 272 | 47  | 22   |
| $Err$    | -1.15854 | -1.15854 | -1.15854 | -1.15854 | -1.15854 | -1.15837 |

Figure 1. The $a$ priori error for the algorithm (3.9) with respect to $h = 1/N$: left (first example) and right (second example). ($\beta = 10$, $\gamma = 1$).

**Remark 4.1.** The first discrete scheme (3.9) corresponds to problem (P1). We can list the following comments:

1. The boundary condition must be on the normal component of the velocity (boundary condition (1.3)).
2. Tables 1, 2, 3, 4, 5 and 6 show that for the considered examples, the number of iterations is relatively small when $\alpha$ is large. The disadvantage of this scheme is that we can not determine in advance the optimal value of $\alpha$ which leads to the minimal number of iterations. Furthermore, the initial guess $u_{h}^0$ computed with Darcy problem gives better results then the initial guess $u_{h}^0 = 0$.
3. The slopes of the curves presented in Figure 1 are close to the theoretical one (equal to 1).

**Remark 4.2.** Theorems 3.1 and 3.2 show the convergence of Scheme (3.9) for $\alpha > Ch^{-d}$ where $C$ can not be practically computable. Tables 1, 2, 3 and 4 show that the initial guess computed with the Darcy problem gives better results. Furthermore, all the above tables allow us to deduce that for a given mesh (given $h$), we can consider in practice consider $\alpha \geq 10$ to test the convergence of the algorithm and we adjust the value of $\alpha$ in case of non-convergence.

4.2. Second discrete scheme (3.26). In this section we consider the scheme (3.26) and we show numerical results. In fact, to compute the solution of the iterative problem (3.26), we use the penalty
method (see [9]) which consists to solve the following problem:
\[
\begin{align*}
\forall v_h \in X_{p,h}, & \quad \int_{\Omega} \alpha (u_{h+1} - u_h) \cdot v_h \, dx + \frac{\rho}{\rho_i} \int_{\Omega} K^{-1} u_{h+1} \cdot v_h \, dx + \frac{\beta}{\beta_i} \int_{\Omega} |u_h| |u_{h+1}| \cdot v_h \, dx \\
& - \int_{\Omega} p_{h+1} \text{div}(v_h) \, dx = \int_{\Omega} f \cdot v_h \, dx,
\end{align*}
\]
\[
\forall q_h \in M_{p,h}, \quad \int_{\Omega} q_h \text{div}(u_{h+1}) \, dx + \varepsilon \int_{\Omega} p_{h+1} q_h \, dx = \int_{\Omega} b_{q_h} \, dx,
\]
where \( \varepsilon = 10^{-8} \).

We propose the following two examples:

(1) First example:
\[
\begin{align*}
p(x,y) &= 10 \sin(\pi x) \sin(\pi y), & \quad u(x,y) &= \gamma (\exp(x) \sin(\pi y), \frac{1}{\pi} \exp(x) \cos(\pi y))^T, \\
b &= 0, & \quad f &= u + \beta |u| u + \nabla p,
\end{align*}
\]
(4.3)

(2) Second example:
\[
\begin{align*}
p(x,y) &= 10(x - x^2)(y - y^2), & \quad u(x,y) &= \gamma (x \exp(\pi y), y \exp(\pi x))^T, \\
b &= \gamma (\exp(\pi x) + \exp(\pi y)), & \quad f &= u + \beta |u| u + \nabla p,
\end{align*}
\]
(4.4)

Where \( \gamma \) is a parameter.

With this scheme (3.26), we repeat the same numerical tests as in the previous section for the scheme (3.9). We consider \( \alpha = 60, \beta = 20 \) and \( \gamma = 20 \) and for each \( \alpha \), we stop the algorithm (3.26) when \( \text{Err}_L < 1 \varepsilon^{-5} \).

Tables 7 and 8 show for \( u_h^0 = 0 \) the error \( \text{Err} \) which describes the convergence of Algorithm (3.26) with respect to \( \alpha \) and for each example. We remark that Algorithm (3.26) converges for Example (4.3) for all the considered values of \( \alpha \) and the best convergence is for \( \alpha = 1000 \) while it converges for \( \alpha > 10 \) for Example (4.4) and the best convergence is for \( \alpha = 1000 \).

| \( \alpha \) | 0.001 | 0.01 | .1 | 1 | 10 | 100 | 1000 |
|---|---|---|---|---|---|---|---|
| Nbr | 8799 | 8666 | 7376 | 3020 | 487 | 61 | 45 |
| Err | -1.4309 | -1.4309 | -1.43091 | -1.43091 | -1.43089 | -1.43089 | -1.43096 |

Table 7. Error \( \text{Err} \) (in logarithmic scale) and number of iterations \( \text{Nbr} \) for \( u_h^0 = 0 \) and for each \( \alpha \) associated to Example (4.3) of Algorithm (3.26). (\( \beta = 20 \) and \( \gamma = 20 \)).

| \( \alpha \) | 0.001 | 0.01 | .1 | 1 | 10 | 100 | 1000 |
|---|---|---|---|---|---|---|---|
| Nbr | -10000 | -10000 | -10000 | -10000 | 3518 | 512 | 69 |
| Err | div | div | div | div | div | -0.366231 | -0.366231 | -0.366229 |

Table 8. Error \( \text{Err} \) (in logarithmic scale) and number of iterations \( \text{Nbr} \) for \( u_h^0 = 0 \) and for each \( \alpha \) associated to Example (4.4) of Algorithm (3.26). (\( \beta = 20 \) and \( \gamma = 20 \)).

Tables 9 and 10 show, for \( u_h^0 \) computed with the Darcy’s problem, the error \( \text{Err} \) which describes the convergence of Algorithm (3.26) with respect to \( \alpha \) and for each example. In this case, we remark also that Algorithm (3.26) converges always and the best convergence is \( \alpha = 100 \) for Example (4.1) and \( \alpha = 1000 \) for Example (4.2). The main advantage in this case where \( u_h^0 \) computed with the Darcy’s problem is that the number of iterations \( \text{Nbr} \) is less than that obtained with \( u_h^0 = 0 \).

For further study, we take \( N = 60, \beta = 10, \gamma = 1 \), and we consider the initial guess computed with the Darcy problem. Tables 11 and 12 show the error \( \text{Err} \) and the number of iterations denoted by \( \text{Nbr} \) (for the convergence) for each \( \alpha \) and each example. We notice that the best convergence (in term of number of iterations) is obtained for \( \alpha = 1000 \) for Example (4.3) and for \( \alpha = 100 \) for Example (4.4).
### Table 9
Error $\text{Err}$ (in logarithmic scale) and number of iterations $\text{Nbr}$ for $u_h^0$ solution of Darcy problem and for each $\alpha$ associated to Example (4.1) of Algorithm (3.9). ($\beta = 20$ and $\gamma = 20$).

| $\alpha$ | 0.001 | .01 | .1 | 1 | 10 | 100 | 1000 |
|----------|-------|----|----|---|----|-----|------|
| $\text{Nbr}$ | 7618 | 7526 | 6781 | 3632 | 868 | 149 | 25   |
| $\text{Err}$  | -1.4309 | -1.4309 | -1.4309 | -1.4309 | -1.4309 | -1.4309 | -1.4309 |

### Table 10
Error $\text{Err}$ (in logarithmic scale) and number of iterations $\text{Nbr}$ for $u_h^0$ solution of Darcy problem and for each $\alpha$ associated to Example (4.2) of Algorithm (3.9). ($\beta = 20$ and $\gamma = 20$).

| $\alpha$ | 0.001 | .01 | .1 | 1 | 10 | 100 | 1000 |
|----------|-------|----|----|---|----|-----|------|
| $\text{Nbr}$ | 26 | 26 | 22 | 9 | 4 | 4 | 2   |
| $\text{Err}$  | -1.72478 | -1.72477 | -1.72477 | -1.72478 | -1.72481 | -1.7252 |

### Table 11
Error $\text{Err}$ (in logarithmic scale) and number of iterations $\text{Nbr}$ for each $\alpha$ associated to Example (4.3) of Algorithm (3.26). ($\beta = 10$ and $\gamma = 1$).

| $\alpha$ | 0.001 | .01 | .1 | 1 | 10 | 100 | 1000 |
|----------|-------|----|----|---|----|-----|------|
| $\text{Nbr}$ | 490 | 481 | 376 | 181 | 40 | 17 | 59   |
| $\text{Err}$  | -0.96343 | -0.96345 | -0.96345 | -0.96347 | -0.96331 | -0.964411 | -0.963548 |

### Table 12
Error $\text{Err}$ (in logarithmic scale) and number of iterations $\text{Nbr}$ for each $\alpha$ associated to Example (4.4) of Algorithm (3.26). ($\beta = 10$ and $\gamma = 1$).

Figures 2 shows, for $\alpha = 10$ and $\gamma = 1$ and $\beta = 10$, in logarithmic scale the error $\text{Err}$ with respect to $h = \frac{1}{N}$, $N = 60, \ldots, 200$, for the algorithm (3.26) (first example in the left and second example in the right). The slopes of the error lines are 0.983 for the first example and 1.10 for the second one.
In order to study the dependence of Scheme (3.26) with respect to the permeability tensor \( K \), we will consider the discontinuous tensor \( K_{\epsilon} \) (see [14, 6]):

\[
K(x) = K_{\epsilon}(x) = \begin{cases} 
\varepsilon I & \text{for all } x \in \Omega_0, \\
I & \text{for all } x \in \Omega \setminus \Omega_0,
\end{cases}
\]

where \( I \) is the identity matrix, \( \Omega_0 = [0.25, 0.5] \times [0.25, 0.75] \subset \Omega \), and \( \varepsilon = 10^{-6} \) or \( 10^6 \).

To study the dependency of the convergence with the parameter \( \alpha \), we consider \( f = 0, b = 1, N = 60 \) and \( \beta = 10 \). Tables 13 (respectively 14) shows the convergence and the number of iterations of Scheme (3.26) with respect to \( \alpha \) for \( \varepsilon = 10^6 \) and for \( u_h^0 = 0 \) (respectively for \( u_h^0 \) computed with Darcy’s problem). We remark that the algorithm, with \( u_h^0 = 0 \), does not converge for \( \alpha = .0001 \) and converges for the other considered values of \( \alpha \), while with \( u_h^0 \) solution of Darcy problem, it converges always and the number of iterations is smaller for all the considered values of \( \alpha \). Furthermore, Tables 15 (respectively 16) shows the convergence and the number of iterations of Scheme (3.26) with respect to \( \alpha \) for \( \varepsilon = 10^{-6} \) and for \( u_h^0 = 0 \) (respectively for \( u_h^0 \) computed with Darcy’s problem). In this case, we remark that Algorithm (3.26) converges always and the number of iterations is the same for the two cases of the initial guess \( u_h^0 \).

| \( \alpha \) | 0.001 | .01 | .1 | 1 | 10 | 100 | 1000 |
|-----------|-------|-----|----|---|----|-----|-----|
| Nbr       | 660   | 272 | 34 | 8 | 37 | 184 | 712 |

Table 13. \( \varepsilon = 10^6 \) and \( u_h^0 = 0 \). Number of iterations \( Nbr \) for each \( \alpha \) of Algorithm (3.26).

| \( \alpha \) | 0.001 | .01 | .1 | 1 | 10 | 100 | 1000 |
|-----------|-------|-----|----|---|----|-----|-----|
| Nbr       | 20    | 17  | 8  | 23| 124| 592 |

Table 15. \( \varepsilon = 10^{-6} \) and \( u_h^0 = 0 \). Number of iterations \( Nbr \) for each \( \alpha \) of Algorithm (3.26).

| \( \alpha \) | 0.001 | .01 | .1 | 1 | 10 | 100 | 1000 |
|-----------|-------|-----|----|---|----|-----|-----|
| Nbr       | 19    | 19  | 16 | 7 | 22 | 123 | 591 |

Table 16. \( \varepsilon = 10^{-6} \) and \( u_h^0 \) solution of Darcy. Number of iterations \( Nbr \) for each \( \alpha \) of Algorithm (3.26).

**Remark 4.3.** The second discrete scheme (3.26) corresponds to problem (P2) where the boundary condition is (1.4) (Dirichlet for the pressure). In this case, the same remarks given in Remarks 4.1 and 4.2 are also valid.

**Conclusion 4.4.** In this paper, we treat the Darcy-Forchheimer problem completed with two kinds of boundary conditions. We introduce two numerical schemes and show the corresponding convergences. We end this work with numerical investigations of validation.

**Data availability statement** Data sharing is not applicable to this article.
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