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Abstract
Using the generalized entropies which depend on two parameters we propose a set of quantitative characteristics derived from the Information Geometry based on these entropies. Our aim, at this stage, is modest, as we are first constructing some fundamental geometric objects. We first establish the existence of a two-parameter family of probability distributions. Then using this family we derive the associated metric and we state a generalized Cramer-Rao inequality. This gives a first two-parameter classification of complex systems. Finally computing the scalar curvature of the information manifold we obtain a further discrimination of the corresponding classes. Our analysis is based on the two-parameter family of generalized entropies of Hanel and Thurner (2011).
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1. Introduction

The problem of characterization and classification of complex systems

Complex Systems are ubiquitous in nature and in man made systems. They are objects of study in natural sciences, in social and economic models and in mathematical and information constructions. But despite this extensive activity there is still lacking a universal consensus of the meaning of the word "complex". And though it is understood that complex is different from complicated there is no generally accepted definition of "complex systems" let alone quantitative characterization and qualitative classification. There are many "system approaches" and few "axiomatic approaches". In the first, in the framework of a particular discipline and concrete examples there is an abstraction which encapsulates some common and definite properties. Typical examples are the Theory of Dynamical Systems, Neuroscience and Financial Markets. This is a case study approach which cannot cover all systems qualified as complex [6, 15, 12]. The axiomatic approaches, certainly emanating from case studies, go further to identify universal properties [10, 8, 9]. In the system approaches there exist some quantitative measures, computable or mainly non-computable, but cover a particular area. In the abstract approaches there are qualitative characterizations but no algorithmic definition. But there is a common concept that plays a fundamental role in this activity. This is the stochasticity and the statistical behavior. Since it is not the purpose of this work to review and comment on definitions of complexity we focus on the possibility to use statistical tools quantitatively. A well established framework is based on the concept of entropy and its various generalizations. There is an extensive literature on the use of entropy in connection to case studies of complex systems [14, 11, 13, 16, 17, 18, 24, 28, 29]. But there is a particular generalization of entropy that it is assumed to classify complex systems, the so called (c,d)- entropies of Hanel and Thurner [1]. Our approach is the use of this entropy to construct particular Information Manifolds. From these we construct geometric quantities with which we classify complex systems. There have been similar constructions of Information Geometry, but they are based on single parameter generalizations of entropy [5, 7, 19, 20, 21, 22, 23, 27, 26, 25, 31, 30].

Generalized Entropies

The development of Statistical Mechanics and its associated thermodynamic limit was based on the thermodynamic behavior of physical systems
with short range forces. The fundamental tool for the theoretical analysis is the Boltzman-Gibbs Entropy. Inherent in this formalism is the Legendre structure which incorporates the duality between extensive and intensive thermodynamic quantities. Shannon and later Khinchin were the first to deal with entropy in a rigorous way. This is based on four axioms which uniquely determine the well known functional form of the entropy. Key concepts are the extensivity and additivity properties which for the Boltzman-Gibbs entropy coincide. After Renyi’s non standard entropy functional, Tsallis [17, 18] proposed a one-parameter entropy functional which it is more suitable for systems with long range forces. This entropy does not satisfy the property of additivity. After that there has been a host of different entropic functionals, constructed under particular assumptions and satisfying certain conditions supposed to hold for particular systems. We are interested on the two-parameter entropy functional of Hanel and Thurner [1] because it is proposed as a mathematical tool for the classification of complex systems. Now for a given entropy functional one can obtain the probability distribution function that minimizes this functional under the Maximum Entropy Principle. But in any variational procedure one needs the escorting conditions that enter with their Lagrange multipliers. All these entropies produce their associated probability distributions, uniform, exponential and so on. In this part of our work we use the distribution associated with the two-parameter entropy of Hanel and Thurner [1, 2, 3] to construct our information geometric quantities.

Information Geometric tools

Information Geometry emerged as a practical geometric framework in the theory of parameter estimation in mathematical statistics [5]. For a given statistical model, that is a given class of probability measures there is associated an information manifold and a Riemannian metric. This metric enters in the estimation procedure through the Cramer-Rao inequality giving the possible accuracy of an estimator of the parameters of the model. Further on, one may define non-Riemannian connections which offer a deeper analysis of the estimation procedure. Our work is based on the geometric quantities emerging in the Information Geometry which is based on the two-parameter entropy functional of Hanel and Thurner [1]. In this paper we construct the information manifold, we prove the appropriate properties of the distribution function and use the Cramer-Rao Inequality and the scalar curvature to construct certain plots that differentiate between various classes of complex systems. In a subsequent paper we make a similar classification using different objects of the information geometry. This classification seems to be more discriminating but fails for certain parameter values, a problem that seems
not to be of a mere technical origin.

In Paragraph 2 we introduce in a minimal way the necessary definitions and geometric quantities of Information Geometry. We present the Cramer-Rao Inequality which we use for our classification, as well as the connection used to compute the scalar curvature that quantifies our classes. In Paragraph 3 we present the main forms of the proposed generalized entropies in the literature with a short discussion and comments on their nature and applicability. Then the generalized entropy of Hanel and Thurner [1] is introduced with few comments on its derivation and properties. In Paragraph 4 we present our results. First we state some theorems which prove the appropriateness of the generalized distribution function. Then we compute the Riemannian metric for the $(c,d)$-entropy and present the dependence of the Cramer-Rao bound on the values of $c$ and $d$. Our graphs indicate the differences between various classes. Finally we compute the scalar curvature which clearly indicates that various classes of complex systems have differences in their information manifolds. In the last Paragraph we discuss our approach and comment on its applicability and possible extension. In the Appendix some extra formulas are given and the proofs of the theorems.

2. Basic concepts of Information Geometry

2.1. Geometry from probability distributions and the Cramer-Rao Inequality

Here we present only the necessary concepts in order to establish the notation. We refer to the bibliography for the details [5, 7]. Let

$$S = \{ p_\xi = p(x; \xi) | \xi = [\xi_1, ..., \xi_n] \in \Xi \}$$

be a parametric family of probability distributions on $X$. This is an $n$-dimensional parametric statistical model. Given the $N$ observations $x_1, ..., x_N$ the Classical Estimation Problem concerns the statistical methods that may be used to detect the true distribution, that is to estimate the parameters $\xi$. To this purpose, an appropriate estimator is used for each parameter. These estimators are maps from the parameter space to the space of the random variables of the model. The quality of the estimation is measured by the variance -covariance matrix $V_\hat{\xi} = [v^{ij}_\xi]$ where

$$v^{ij}_\xi = E_\xi[(\hat{\xi}(X) - \xi^i)(\hat{\xi}(X) - \xi^j)]$$

Suppose that the estimators are unbiased, namely

$$E_\xi[\hat{\xi}(X)] = \xi, \quad \forall \xi \in \Xi$$
Then a lower bound for the estimation error is given by the Cramer-Rao inequality
\[ V_\xi(\hat{\xi}) \geq G(\xi)^{-1} \] (4)
where \( G(\xi) = [g_{ij}(\xi)] \)
\[ g_{ij}(\xi) = \mathbb{E}_\xi[\partial_i l(x; \xi) \partial_j l(x; \xi)] \] (5)
the Classical Fisher Matrix with
\[ l_\xi = l(x; \xi) = \ln p(x; \xi) \] (6)
the score function. As it has been shown the Fisher Matrix provides a metric on the manifold of classical probability distributions. This metric, according to the theorem of Cencov [4], is the unique metric which is monotone under the transformations of the statistical model. This means that if the map \( F : \mathcal{X} \rightarrow \mathcal{Y} \) induces a model \( S_F = \{ q(y; \xi) \} \) on \( \mathcal{Y} \) then
\[ G_F(\xi) \leq G(\xi) \] (7)
That is, the distance of the transformed distributions is smaller than the original distributions. Thus monotonicity of the metric is intuitively related to the fact that in general we lose distinguishability of the distributions from any transformation of the information.

The metric defined in this way is the ordinary Fisher metric. Using the Levi-Civita connection the corresponding Riemannian structure is constructed. In this geometry the scalar curvature is a quantification of the information manifolds. But there is a further development connected with the existence of connections different from Levi-Civita. These are certain pairs of connections satisfying a duality property with respect to the Fisher metric and playing a fundamental role in the estimation theory. An important case is the dually flat connections.

2.2. Geometry from Divergencies

A further extension is the derivation of the differential structure from relative entropies or divergence functions. These are quasi-distances and particular cases have been used with various names. Let \( p, q \) be distribution functions considered as points in an information manifolds. A divergence \( D(p\|q) \) satisfies the property
\[ D(p\|q) \geq 0 \quad \text{and} \quad D(p\|q) = 0 \quad \text{iff} \quad p = q \] (8)
Now considering the function $D(p\|p + dp)$ and expanding to third order we get a metric and a connection characterized by $D$:

$$g_{ij}^D = -\partial_i \partial_j' D(p\|p')|_{p' = p}$$

$$\Gamma_{ij,k}^D = -\partial_i \partial_j \partial_k' D(p\|p')|_{p' = p}$$

where $\partial_i = \frac{\partial}{\partial \xi^i}$ and $\partial_i' = \frac{\partial}{\partial \xi'^i}$. A fundamental concept of great practical usefulness in the estimation theory is the duality. Given a metric and two connections $(g, \nabla, \nabla^*)$ the connections are dual with respect to the metric if

$$\partial_k g_{ij} = \Gamma_{ki,j} + \Gamma_{kj,i}^*$$

holds. From the geometry coming from a divergence a dual structure is obtained by defining $\Gamma_{ij,k}^D = -\partial_k \partial_j \partial_i' D(p\|p')|_{p' = p}$. There is a general family of divergences, the so called f-divergences, which are generalizations of the known Kullback-Leibler divergence. In the statistical applications a special role is played by the dually flat connections. In this case there exist dual coordinate systems on the manifold, $[\theta^i]$, $[\eta^i]$ and functions $\psi$ and $\phi$ such that

$$\theta^i = \partial^i \phi$$
$$\eta_i = \partial_i \psi$$
$$g_{ij} = \partial_i \partial_j \psi$$
$$g^{ij} = \partial^i \partial^j \phi$$

This is a Legendre Transformation with the corresponding potential function $\psi$ and $\phi$.

There is a canonical divergence which is uniquely defined for dually flat manifolds

$$D(p\|q) \equiv \psi(p) + \phi(q) - \theta^i(p)\eta_i(q)$$

Exponential families have an inherent dually flat structure. And this offers a natural root to construct geometries for generalized exponentials which are related to generalized entropies. [5]

3. Generalized Entropies and Complex Systems

3.1. Generalized Entropies

Assuming the four Shannon-Khimchin axioms it is proved that there exists a unique entropy functional, the Boltzmann-Gibbs Entropy

$$S[p] = -\sum_{j \in J} p(j) \ln p(j)$$
$$\sum_{j \in J} p(j) = 1$$
These axioms are plausible assumptions abstracted from the typical behavior of thermodynamic systems and the role of thermodynamic entropy. But after the statistical foundation of thermodynamics and the association of entropy with information theory, it became necessary to look for other functionals which were thought to cover more general systems than the simple ones like perfect gases, and more generally systems with long range interactions. And though it is expected that in the thermodynamic limit to have functionals with a universal form, it is evident that for small systems one needs functionals dependent on parameters. These parameters, not having always a transparent connection with the empirical properties of the systems, nevertheless, offered a minimal parametric generalization of the Boltzmann-Gibbs functional as an information theoretic tool. One of the earliest generalizations is the Renyi’s Entropy

$$S_q[p] = \frac{1}{1-q} \ln(\sum_j p(j)^q)$$ (15)

Later on Tsallis[16, 17, 18], in relation to the theory and practice of fractals introduced his entropy

$$S_{tsallis}^q[p] = \frac{1}{1-q} (\sum_j p(j)^q - 1)$$ (16)

a form that had been introduced earlier for mathematical reasons. Thereafter a host of other forms of entropic functionals were introduced associated with particular properties of complex statistical systems. All these entropies, assuming a form of Maximal Entropy Principle give rise to probability distributions which depend on the parameter of entropy. In general these are generalized exponentials which are the inverse functions of generalized logarithms. These generalized exponentials, assumed to be particular exponentials of probability distributions may be used to construct information geometric objects. In this work we use the two-parameter entropic functional of Hanel and Thurner to construct our geometric tools.

3.2. A two-parameter Generalized Entropy and Complex Systems

Given the fact that the four Shannon-Khinchin Axioms impose a unique form for the entropy, which is the Boltzmann-Gibbs functional, Hanel and Thurner, seeking a generalization to the case of a functional not satisfying additivity had to abandon the relevant axiom. Their analysis produced a two-parameter entropic functional of the form
\[ S_{c,d}[p] = \frac{e^{\sum_i W \Gamma(d + 1, 1 - c \ln p_i)}}{1 - c + cd} - \frac{c}{1 - c + cd} \] (17)

where W is the number of potential outcomes and \( \Gamma(a, b) = \int_0^\infty dt t^{a-1} e^{b-t} \) the incomplete Gamma-function. The Boltzmann-Gibbs entropy is recovered for \((c,d) = (1,1)\), while for the Tsallis entropy we have \((c,d) = (c,0)\).

The maximizing distribution function is the generalized exponential

\[ \mathcal{E}_{c,d,r}(x) = e^{-\frac{d}{r_x}[W_k(B(1-x/r)\frac{1}{1-c}) - W_k(B)]} \] (18)

where \( r = (1 - c + cd)^{-1} \) and \( B = \frac{(1-c)r}{1-(1-c)r} e^{\frac{(1-c)r}{1-(1-c)r}} \). The function \( W_k \) is the k-th branch of the Lambert W function which is a solution of the equation \( x = W(x) e^{W(x)} \). This generalized exponential is the inverse function of the generalized logarithm (under appropriate conditions)

\[ \Lambda_{c,d,r}(x) = r - rx^{c-1}[1 - \frac{1-(1-c)r}{rd} \ln x]^d \] (19)

4. Results

4.1. The \((c,d)\)-exponential family

Amari and Ohara [7] studied the geometry of q-exponential family of probability distributions. We repeat this analysis for the \((c,d)\)-exponential family. First it is easily seeing that for \( x \in (0,1] \) and \( c,d,r \) real if \( \frac{1-(1-c)r}{dr} \geq 0 \) then the generalized logarithm \( \Lambda_{c,d,r}(x) \) is a real function. This is connected to the conditions given by Hanel and Thurner

\[ d > 0 : \quad r < \frac{1}{1-c} \] (20)
\[ d = 0 : \quad r = \frac{1}{1-c} \] (21)
\[ d < 0 : \quad r > \frac{1}{1-c} \] (22)

Now the distribution \( \mathcal{E}_{c,d,r}(x) \) is characterized as exponential family if \( p(x, \theta) = \mathcal{E}_{c,d,r}(x, \theta^t - \psi(\theta)) \) or equivalently \( \Lambda_{c,d,r}(p(x, \theta)) = x_i \theta^t - \psi(\theta) \). That this distribution is exponential is proved in our first theorem

**Theorem 1**

The family with the discrete distribution \( p = (p_0, p_1, ..., p_n) \) with
\( p_i = \text{Prob}(x = x_i) \) and \( p_0 = 1 - \sum_{i=1}^{n} p_i \) has the structure of a \((c,d)\) exponential family with

\[
\theta^i = r p_0^{c-1} \left[ 1 - \frac{1 - (1 - c)r}{dr} \ln p_0 \right]^d - r p_i^{c-1} \left[ 1 - \frac{1 - (1 - c)r}{dr} \ln p_i \right]^d
\]  
(23)

\[
x_i = \delta_i(x) = \begin{cases} 
1 & x = x_i \\
0 & x \neq x_i 
\end{cases} \quad i = 1, \ldots, n
\]  
(24)

\[
\psi(\theta) = -\Lambda_{c,d,r}(p_0)
\]  
(25)

Let the function

\[
\Delta(x) = \frac{1}{r(1 - c)} \mathcal{E}_{c,d,r}(x) \frac{W(B(1 - x/r)^{1/d})}{1 + W(B(1 - x/r)^{1/d})} (1 - x/r)^{-1}
\]  
(26)

We get

\[
\frac{\partial \psi}{\partial \theta^i} \equiv \partial_i \psi = \frac{\int x \Delta(x, \theta^j - \psi(\theta)) dx}{\Delta(x, \theta^j - \psi(\theta)) dx}
\]  
(27)

From this we have

**Theorem 2**

The function \( \psi(\theta) \) is convex for the values of \( c,d,r \) for which

\[
\Delta(x, \theta^j - \psi(\theta)) \geq 0 \quad , \quad \Delta'(x, \theta^j - \psi(\theta)) \geq 0
\]  
(28)

4.2. The \((c,d)\)-information metric

We define the functions

\[
K(x) = x^{c-1} \left( 1 - \frac{1 - (1 - c)r}{rd} \ln x \right)
\]  
(29)

so that

\[
\Lambda_{c,d,r}(x) = r - r K^d(x)
\]  
(30)

and

\[
h(p) = \int \Delta(\Lambda(p(x, \theta))) dx \equiv \int \Delta(x, \theta^j - \psi(\theta)) dx
\]  
(31)

For a discrete distribution we have

\[
h(p) = \sum_{i=0}^{n} p_i \left. \frac{1}{r(1 - c)} \frac{W(BK(p_i))}{1 + W(BK(p_i))} K^{-d}(p_i) \right)
\]  
(32)
We define the \((c,d)\)-divergence as a canonical divergence

\[
D_{c,d,r}(p(x, \theta_1), p(x, \theta_2)) = \psi(\theta_2) - \psi(\theta_1) - [\partial_i \psi(\theta_1)](\theta_2^i - \theta_1^i)
\]

(33)

Then we have

**Theorem 3**

For two discrete distributions \(p = (p_0, p_1, \ldots, p_n)\), \(q = (q_0, q_1, \ldots, q_n)\) we have for the \((c,d)\)-divergence the expression

\[
D_{c,d,r}(p, q) = \frac{1}{(1 - c)h(p)} \sum_{i=0}^{n} \frac{p_i W(BK(p_i))}{1 + W(BK(p_i))} (K^{-d}(p_i)K^d(q_i) - 1)
\]

(34)

Finally defining the metric for a discrete distribution

\[
g_{ij}(p) = \frac{\partial^2}{\partial q_i \partial q_j} D_{c,d,r}(p, q)|_{q=p}
\]

(35)

we have

**Theorem 4**

\[
g_{ij}(p) = \frac{1}{(1 - c)h(p)} (H(p_i) + \delta_{ij} H(p_j))
\]

(36)

where

\[
H(x) = x \frac{W(BK(x))}{1 + W(BK(x))} (d(d - 1)K^{-2}(x)[K'(x)]^2 + dK^{-1}(x)K''(x))
\]

(37)

It can be seen that this metric for \(d=1\) and \(c \to 1\) gives the Fisher metric.

**4.3. Cramer-Rao Inequalities for Complex Systems**

Here we follow the analysis of Nauds[19, 20]. A new information metric can be defined using two distributions \(P_\theta = P_\theta(x, \theta)\) and \(p_\theta = p_\theta(x, \theta)\)

\[
\tilde{g}_{ij}(\theta) = \int_{\omega} d\mu(x) \frac{1}{P_\theta(x)} \frac{\partial p_\theta}{\partial \theta^i} \frac{\partial p_\theta}{\partial \theta^j}
\]

(38)

For the discrete distribution we get

\[
\tilde{g}_{ij}(\theta) = \frac{1}{P_i} + \delta_{ij} \frac{1}{P_i}
\]

(39)

The following theorem holds
Theorem (Nauds [19, 20])

Let two families of probability distributions $P_\theta = P_\theta(x, \theta)$ and $p_\theta = p_\theta(x, \theta)$ and the corresponding expectations $F_\theta$ and $E_\theta$. Let $c$ be an estimator of $p_\theta = p_\theta(x, \theta)$ with scale function $F$, that is $E_\theta[c_k] = \frac{\partial}{\partial \theta} F(\theta)$. Assume the regularity condition

$$F_\theta \left[ \frac{1}{P_\theta(x)} \frac{\partial}{\partial \theta^k} p_\theta \right] = 0 \quad (40)$$

holds. Let the metric $\tilde{g}_{ij}(\theta)$ introduced above. Then for all $u, v$ in $\mathbb{R}^n$

$$\frac{u^k v^l [F_\theta[c_k c_l] - F_\theta[c_k] F_\theta[c_l]]}{[u^k v^l \frac{\partial^2}{\partial \theta^k \partial \theta^l} F(\theta)]^{\frac{1}{2}}} \geq \frac{1}{N(p)v^k v^l \tilde{g}_{ij}(\theta)} \quad (41)$$

We apply this theorem, which gives a generalization of the classical Cramer-Rao inequality using the $(c,d)$-information metric with the associated escort distribution. For the latter we choose

$$P_i = \frac{1}{N(p)} \left( 1 - c \right) h(p) \quad (42)$$

where

$$N(p) = \sum_{i=0}^{n} \left( 1 - c \right) h(p) \quad (43)$$

the normalization factor. With this choice the theorem gives

$$\frac{u^k v^l [F_\theta[c_k c_l] - F_\theta[c_k] F_\theta[c_l]]}{[u^k v^l \frac{\partial^2}{\partial \theta^k \partial \theta^l} F(\theta)]^{\frac{1}{2}}} \geq \frac{1}{N(p)v^k v^l \tilde{g}_{ij}(\theta)} \quad (44)$$

Now for a first indication of the dependence of the generalized Cramer-Rao bound on the parameters of various complexity classes (a la Hanel and Thurner), we compare this bound with the corresponding classical one given by the Fisher metric, for the simplest case of $n=1$. Then we have an one dimensional manifold with coordinate the probability $p_1$. Of course $p_0 = 1 - p_1$. Then we have

$$f(c, d, p_1) \equiv \frac{1}{N(p) g(p)} = \frac{1}{\frac{1}{\pi(p_0)} + \frac{1}{\pi(p_1)}} \left( H(p_0) + H(p_1) \right) \quad (45)$$

The corresponding function for the Fisher metric is

$$f_{\text{Fisher}}(p_1) = \frac{1}{g_{\text{Fisher}}} = \frac{1}{p_0 + p_1} \quad (46)$$
We make the Hanel-Thurner choice for \( r \) namely

\[
    r = \frac{1}{1 - c + cd} \quad (47)
\]

Our elementary first "visual" classification is made with 2d and 3d graphs depending on \( c, d, p_1 \). The "classifying quantity" is the difference between the \((c,d)\) bound and the Fisher bound. But some classes have fixed values of one or both of \( c,d \) and others are connected with intervals of values. For this reason we plot the function

\[
    I_{\text{mean}} = \text{mean}_{p_1,c,d} \{ f(p_1) - f_{\text{Fisher}}(p_1) \} \quad (48)
\]

where "mean" means average over the corresponding non-constant parameters \( c,d \). In the figure captions it is explained over which parameter is the average. In the figures we show how the Cramer-Rao bound differs from the one given by the Fisher metric for various classes of complex systems.

Figure 1: 1st class : \( c = 1, d = 1 \)

Figure 2: 2nd class : \((c,d) = (0,0), (0.3,0), (0.6,0), (1,0)\)
Figure 3: 3rd class: \((c,d) = (1,0)\)

Figure 4: 4th class: \((c,d) = (1,0), (1,2.5), (1,5), (1,10)\)

Figure 5: 5th class: \((c,d) = (0,1), (0.3,1), (0.6,1), (1,1)\)
Figure 6: 2nd class: \( I(c,d,p_1) = f(c,d,p_1) - f_{\text{Fisher}}(p_1) \), \( d = 0 \), \( 0 < c < 1 \)

Figure 7: 3rd class: \( I(c,d,p_1) = f(c,d,p_1) - f_{\text{Fisher}}(p_1) \), \( c = 1 \), \( d = 0 \)

| class | c       | d       | \( I_{\text{mean}} \) |
|-------|---------|---------|------------------------|
| 1st   | 1       | 1       | 0                      |
| 2nd   | 0 < c < 1 | 0       | 0.0000                 |
| 3rd   | 1       | 0       | -0.0184                |
| 4th   | 1       | \( d > 0 \) | 0.0465                |
| 5th   | 0 < c < 1 | 1       | 0.0012                 |

Table 1: \( I_{\text{mean}} \) is the average value of the difference between the Cramer-Rao bound for the Fisher metric and that of the \((c,d)\)-metric. The average is over the values of the parameters that are not fixed but belong to given intervals. The table is meant to give a more quantitative differentiation between the 5 classes. In the 4th class the value of \( I_{\text{mean}} \) is approximate.
Figure 8: 4th class : $I(c,d,p_1) = f(c,d,p_1) - f_{Fisher}(p_1)$, $c = 1$, $d > 0$

Figure 9: 5th class : $I(c,d,p_1) = f(c,d,p_1) - f_{Fisher}(p_1)$, $0 < c < 1$, $d = 1$
4.4. Scalar Curvature Characterization

For the discrete distribution the connection coefficients computed from the (c,d)-divergence turn out to be identically zero. This means that we have, as expected, dually flat manifolds for all values of the parameters c,d. But the Levi-Civita connection and the resulting curvatures are not in general zero. We computed this curvature for the manifold point where all the $p'_i$s are equal and plotted the ratio of this with the corresponding curvature given by the Fisher metric. Our diagrams show a clear dependence on the values of the c,d parameters. In the Hanel and Thurner papers it is stressed that their classification concerns the corresponding thermodynamic limits. This would mean that our information manifolds would be of infinite dimension. This is a very interesting challenge and we are working on this questions. Here we are very modest. In the Cramer-Rao analysis we investigate the behavior of very small systems, something provocatively far from the Hanel and Thurner assumption. But, as it turned out even in this hopeless case of small systems we do observe non trivial dependence on the c,d parameters. In the case of scalar curvature we try to be closer to their thesis. We have plotted the scalar curvature ratios for increasing dimensionality. We observe a form of saturation. Of course this is only a hope that the number 12 say, is close to the infinity of the thermodynamic limit. Nevertheless the plots do differentiate between various classes in a clear way. We hope to obtain some asymptotic analytic estimates.

\[ \text{Figure 10: 1st class : Ratio of (c,d) scalar curvature over Fisher scalar curvature} \]

5. Discussion

We posed the question whether the generalized (c,d)-entropy of Hanel and Thurner [1, 2, 3], and the corresponding generalized exponential may give
Figure 11: 2nd class : Ratio of $(c,d)$ scalar curvature over Fisher scalar curvature

Figure 12: 3rd class : Ratio of $(c,d)$ scalar curvature over Fisher scalar curvature

Figure 13: 4th class : Ratio of $(c,d)$ scalar curvature over Fisher scalar curvature
information manifolds that show clear dependence on these parameters. We proved four theorems following the analysis of Amari [5, 7] and Naudts [19, 20]. We analyzed the dependence of the Cramer-Rao bounds and of the Levi-Civita scalar curvatures. For the bounds, to obtain a visual classification, we studied the extreme case of one-dimensional manifold which, of course, is ‘infinitely’ far from the thermodynamic limit of Hanel and Thurner, but still offers a first impression of the classification. Indeed the 2d diagrams and the associated Table show this (more or less). The 3d diagrams are more informative. The classification is more obvious. Further on increasing the dimensionality of the manifolds we observe a tendency which is characteristic for the different classes in the diagrams of the scalar curvature. Here the differentiation between the classes is more revealing. Concerning the interpretation of these information theoretic quantities and their relevance for the classification of complex systems we have to appeal to the estimation theory. It might mean that various classes of complex systems (a la Hanel and Thurner) present differences in the estimation procedures of their parameters. We understand that this is a very strong statement given the fact that we study here very small systems, but we believe that we see a trend. We need further analysis and some rigorous inequalities related to the thermodynamic limit. The results for the curvature seem to be more safe with respect to the dimensionality, but the statistical use of the curvature is not very clear to us. We are analyzing this issue presently.

6. Appendix

The proofs of the theorems are straightforward algebraic manipulations of properly defined functions. We repeat the definitions of the main text for convenience. We present only the necessary details.

Theorem 1
Proof. For a discrete distribution we have $p(x) = \sum_{i=0}^{n} p_i \delta_i(x)$. Then for an arbitrary function $f(x)$ we get $f(p(x)) = f(\sum_{i=0}^{n} p_i \delta_i(x)) = \sum_{i=0}^{n} f(p_i) \delta_i(x)$. Thus for $f(x) = \Lambda_{c,d,r}(p(x))$

\[
\Lambda_{c,d,r}(p(x)) = r - r \left[ p_0^{-1} \left( 1 - \frac{1 - (1 - c)r}{dr} \ln p_0 \right)^d \right] \delta_0(x) \\
- r \sum_{i=1}^{n} \left[ p_i^{-1} \left( 1 - \frac{1 - (1 - c)r}{dr} \ln p_i \right)^d \right] \delta_i(x)
\]

Using $\delta_0(x) = 1 - \sum_{i=1}^{n} \delta_i(x)$ we have

\[
\Lambda_{c,d,r}(p(x)) = r - r \left[ p_0^{-1} \left( 1 - \frac{1 - (1 - c)r}{dr} \ln p_0 \right)^d \right] \\
+ \sum_{i=1}^{n} \left\{ r \left[ p_i^{-1} \left( 1 - \frac{1 - (1 - c)r}{dr} \ln p_i \right)^d \right] \\
- r \left[ p_i^{-1} \left( 1 - \frac{1 - (1 - c)r}{dr} \ln p_i \right)^d \right] \delta_i(x) \right\} \\
\equiv \sum_{i=1}^{n} x_i \theta_i - \psi(\theta)
\]

\(\square\)

Theorem 2

Proof. We define the function

\[
\Delta(x) = \frac{1}{r(1 - c)} \frac{\mathcal{E}_{c,d,r}(x)}{\mathcal{W}(B(1 - x/r)^{1/d})} \frac{W(B(1 - x/r)^{1/d})}{1 + W(B(1 - x/r)^{1/d})} \left( 1 - \frac{x}{r} \right)^{-1} \quad (49)
\]

Differentiating w.r.t. $\theta$ we get

\[
\frac{\partial \psi}{\partial \theta^i} \equiv \partial_1 \psi = \frac{\int x_i \Delta(x_j \theta^j - \psi(\theta)) dx}{\int \Delta(x_j \theta^j - \psi(\theta)) dx} \quad (50)
\]

and

\[
\partial_k \partial_i \psi(\theta) = \frac{\int \Delta'(x_j \theta^j - \psi(\theta))(x_k - \partial_k \psi)(x_i - \partial_i \psi) dx}{\int \Delta(x_j \theta^j - \psi(\theta)) dx} \quad (51)
\]

From the latter expression it follows that $\psi(\theta)$ is convex for the stated conditions on $\Delta$ and $\Delta'$. \(\square\)
Theorem 3

Proof. Defining the function
\[ K(x) = x^{\frac{c-1}{d}} \left( 1 - \frac{1 - (1-c)r}{rd} \log x \right) \] (52)
so that \( \Lambda_{c,d,r}(x) = r - rK^d(x) \) and the function
\[ h(p) = \int \Delta(\Lambda(p(x,\theta)))dx \equiv \int \Delta(x_i\theta^i - \psi(\theta))de \] (53)
we get
\[ h(p) = \sum_{i=0}^{n} p_i \frac{1}{r(1-c)} \frac{W(BK(p_i))}{1 + W(BK(p_i))} K^{-d}(p_i) \] (54)
The canonical (c,d)-divergence is
\[ D_{c,d,r}(p,\theta_1, p,\theta_2) = \psi(\theta_2) - \psi(\theta_1) - \partial_i\psi(\theta_1)(\theta_2^i - \theta_1^i) \] (55)
For discrete distributions, namely \( x_i = \delta_i(x) \) and \( p(x,\theta_1) = (p_1, ..., p_n) \), \( p(x,\theta_2) = (q_1, ..., q_n) \) we have
\[ \partial_i\psi = \frac{\Delta(\theta^i - \psi(\theta))}{h(p)} \] (56)
and the divergence becomes
\[
D_{c,d,r}(p, q) = -\Lambda_{c,d,r}(q_0) + \Lambda_{c,d,r}(p_0) - \sum_{i=1}^{n} \frac{\Delta(\theta_1^i) - \psi(\theta_1)}{h(p)} (\theta_2^i - \theta_1^i) \\
= -r + r q_0^{c-1} \left( 1 - \frac{1 - (1-c)r}{dr} \log q_0 \right)^d \\
+ r - r p_0^{c-1} \left( 1 - \frac{1 - (1-c)r}{dr} \log p_0 \right)^d \\
- \sum_{i=1}^{n} \frac{\Delta(\theta_1^i - \psi(\theta_1))}{h(p)} (\theta_2^i - \theta_1^i) 
\]
Using Theorem 1 we have after some substitutions for discrete distributions
\[
D_{c,d,r}(p, q) = r K^d(q_0) - r K^d(p_0) \\
- \frac{1}{r(1-c)} \frac{1}{h(p)} \sum_{i=1}^{n} p_i \frac{W(BK(p_i))}{1 + W(BK(p_i))} K^{-d} \\
\times \left\{ rK^d(q_0) - rK^d(q_i) - rK^d(p_0) + rK^d(p_i) \right\} 
\]
We obtain the required result by extending the sum to \( i = 0 \). \( \square \)
Theorem 4

Proof. The metric is derived from the expansion of the divergence

\[ g_{ij} (p) = \frac{\partial^2}{\partial q_i \partial q_j} D_{c,d,r} (p,q) \bigg|_{q=p} \]  

(57)

The result is obtained by a series of simple manipulations of the expressions defined in the previous theorems. \( \square \)
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