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Abstract
We introduce a new class of discrete-time models that explicitly recognize the impact of news arrival. The distribution of returns is governed by three factors: dynamics volatility and two Poisson compound processes, one for negative news and one for positive news. We show in a model-free environment that the arrival of negative and positive news has an asymmetric effect on oil futures returns and volatility. Using the first 12 futures contracts, our empirical results confirm that the effects of negative and positive news are described by different processes, a significant proportion of volatility is explained by news arrival and the impact of negative news is larger than that of positive news.

Introduction
Oil is an essential commodity for the US economy, and in consequence, there are well-developed oil derivative markets. To price and hedge derivative contracts written on oil, it necessary to understand the price dynamics. The derivative pricing literature for oil is relatively sparse compared to the existing literature on equity derivatives. Casassus and Collin-Dufresne (2005)1 and Christoffersen et al. (2016) argue that allowing for jumps is crucial for modeling crude oil futures. In Casassus et al, where parameters are assumed to be constant, two jumps are found to be significant. In Christoffersen et al, the conditional variance of the normal innovation is governed by GARCH-type dynamics. A single jump process is assumed. The arrival intensity of the jump process is assumed to be proportional to the conditional variance of the normal innovation. In both papers, the arrival intensities are endogenous.2

Press (1967) argued that to accommodate the random arrival of information events, the price change over an interval can be represented as a normal innovation and a Poisson compound process. The compound process represents the impact of major information events, and the normal innovation represents normal information events.3 There is a large literature that starts with the premise that information events affect asset prices; however, lacking access to news data banks, some form of proxy is used for the intensity of the arrival of information events.4

With the collection and analysis of large data banks detailing different types of news articles,5 there is a growing

---

1 This paper nests the models of Gibson and Schwartz (1990) and Schwartz (1997), who also use crude oil futures.
2 Trolle and Schwartz (2009) do not consider jumps. Christoffersen and Pan (2015) use options on crude oil futures to infer state price densities to study the impact of speculation. Hamilton and Wu (2014) use crude oil futures to estimate changes on oil futures risk premiums.
3 This interpretation is used in Merton (1976).
4 See, for example, Bates (2000), Pan (2002), Eraker (2004), Maheu and McCurdy (2004), Santa-Clara and Yan (2010), Lee (2012), Christoffersen et al. (2012) and Christoffersen et al. (2016).
5 See, for example, Dow Jones Newswire, Factiva, RavenPack, and Thomson Reuters News Analytics.
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amount of empirical evidence that the arrival of information affects asset prices—see, for example, Tetlock et al. (2008), Heston and Sinha (2004), Borovkova and Lamiman (2015), Boudoukh et al. (2019), Sinha (2016) and Fisher et al. (2020). This has important implications for the modeling of asset pricing dynamics, as it is now possible to directly incorporate the impact of information events. This paper introduces a new description of asset pricing dynamics that explicitly considers the arrival of different types of news information. News information is taken from the Thomson Reuters News Analytics database (TRNA), which collects time-stamped news feeds. For each news article, a linguistic analysis is performed, and an assessment is made of the relative importance of the news article. Following Press (1967), we allow for asymmetric responses, by dividing the news items into major news and normal (nonmajor) news. We give an operational definition of what constitutes major news later in the paper. Sensitive to the growing evidence of an asymmetric response to negative and positive news, we further divide major news into two separate groups: major negative news (futures prices decrease) and major positive news (futures prices increase).

In a preliminary analysis of oil futures prices, we show in a model-free setting that negative (positive) news items are associated with lower (higher) returns and higher (lower) realized variance. Employing the methodology described in Engle et al. (2012), we show that for oil futures information, arrival plays a role in explaining volatility clustering. However, unlike Engle et al., who aggregate all news items, we show that negative news plays a more important explanatory role than positive news. We find that the term structure of futures prices is impacted by negative and positive news. The effects are asymmetric and decrease in magnitude with increased time to maturity, consistent with the Samuelson (1965) hypothesis.

In our pricing model, we describe the conditional variance of the normal innovations using a standard GARCH model. For the major innovations, two Poisson compound processes are introduced: one for important negative news and one for important positive news. The number of news articles varies over time; there are quiet periods and busy periods. Major information events typically generate news articles lasting over several periods and may generate new information events. We count the number of negative and positive important news items each period. The arrival processes are autocorrelated, implying that all the moments for the return distribution will also vary over time. It also implies that for major news periods, volatility clustering is more likely to occur. To the best of our knowledge, this is the first study that explicitly considers how the dynamics of information flow and the different types of information directly influence the price dynamics.

Our paper differs from extant literature in four ways. First, we show in a model-free framework that negative (positive) net news is associated with low (high) returns. This is not surprising. A finding that is of more interest is that negative (positive) net news is associated with higher (lower) realized variance. Second, we explicitly model the impact of news items on futures prices dynamics. Unlike extant literature that assumes the arrival intensities of jump processes are endogenous, in our model the intensities of the news arrival processes for jumps are exogenous. This difference is important. Our model naturally incorporates quiet periods, such as weekends and holidays, when news flows decrease; it incorporates the impact of major information events that can often generate many news articles. Third, the two Poisson compound processes are important in describing the price dynamics, consistent with the finding of Casassus and Collin-Dufresne (2005). The arrival intensities are positive and statistically significant and their prices of risk statistically significant. The moments of the distribution of returns vary with the cycle of news items, and our model does a reasonably job in predicting the fluctuations in sign of the moments of the return distribution. Fourth, the distributions describing the impact of negative and positive news are different and the autoregressive news arrival processes are different for each type of news. These results are consistent with our model-free results that show an asymmetry in response to negative and positive news. Our results offer a possible explanation of the asymmetric response in volatility to positive and negative price shocks found in Christoffersen et al. (2016). They did not explicitly consider the impact of news but rather modeled exogenous price shocks, independent of an underlying source.7

A growing number of empirical studies examine how soft information and hard information affect asset prices and volatility. Two approaches have evolved in the analysis of news data: a bag of words and machine learning. In the bag-of-words approach, a dictionary of words is compiled, and the words are classified as conveying either positive or negative meaning.8 The second approach and one that is employed in this study formalize the techniques used in the

---

7 Asymmetric impact of news on futures markets is also discussed in Clements and Todorova (2016) and Phan and Zarbruegg (2020).

8 For example, Tetlock (2007) employs textual analysis based on the Harvard-IV-4 dictionary of words (see also Tetlock et al. 2008; García 2013). Loughran and McDonald (2011) refine the Harvard-IV-4 dictionary to include financial terms that convey either positive or negative news about a company.

---

6 There is a large body of literature examining the impact of news during trading and nontrading periods. See, for example, Fama (1965), French and Roll (1986), Harvey and Huang (1991) and Fleming et al. (2006).
bag-of-words approach by employing machine learning and using a training set to calibrate what is neutral, negative or positive news. This database is created by applying a neural network methodology based on name entity recognition and part-of-speech tagging to produce measures of the relevance and the sentiment of news data. For each news item, TRNA estimates the probability that the item has negative, neutral and positive sentiment.\(^9\) Heston and Sinha (2004) compare the performance of the Harvard-IV-4 dictionary of words, the financial dictionary used by Loughran and McDonald (2011) and the TRNA neural network methodology. In all cases, there is evidence that news has some predictive power for stock returns over event windows of one to four days. When portfolios are formed on a weekly basis, the TRNA data outperform the other methodologies by predicting positive returns up to 13 weeks after a news story release.

A machine learning approach has generated some criticism because the way it classifies documents in a nontransparent fashion can lead to greater misspecification—Boudoukh et al. (2019). It is far from clear why using neural networks for classification leads to a greater misspecification. Misspecification will occur in any approach for a variety of reasons: for example, poor initial training set or failure to interpret words within context. For the bag-of-words approach, the training set is the list of words used to identify meaning. Given that the algorithm has been calibrated using a training sample, if the new sample is very different from the training sample, then misclassification will occur. This will in general mitigate against finding statistical significance. Interpreting words within the correct context is essential. For example, news about a firm cutting its dividend is usually interpreted as bad news. However, during a recession, such news might be interpreted as good news, as it shows the firm is conserving cash. Simple bag-of-words approaches fail to consider the context.

The choice of oil futures brings benefits and challenges. Unlike an equity stock, at any date there is a term structure of contracts (oil futures contracts that mature at different dates). Over the sample horizon, there were periods when the term structure was upward sloping and periods when it was downward sloping. Fitting the whole term structure makes the estimation more challenging than separately estimating the dynamics of individual contracts. The estimation facilitates investigating how news affects the dynamics of the different contracts, issues that are important for pricing, hedging and risk management—see Samuelson (1965) and Trolle and Schwartz (2009).

The evidence of the impact of news on commodity prices is relatively small compared to equity and fixed income markets. Dreibus (2014) documents that wheat futures prices increased following a February 10, 2014, US Department of Agriculture report that forecasted an increase for US wheat exports. Wexler (2014) reports that prices of Arabica coffee bean futures increased by 9.1%, the largest one-day price increase since November 2004, following news that a forecasted weekend rainfall was not realized. The importance of oil to the US economy suggests that it should be sensitive to the impact of macroeconomic announcements. However, the evidence is mixed. Roache and Rossi (2010), Kilian and Vega (2011) and Chatrath et al. (2012) find little evidence of oil prices responding to announcements. In contrast, Elder et al. (2013), Amengual and Xiu (2018), Scrimgeour (2014) and Heath (2018) find that macroeconomic announcements can have an impact on oil prices and volatility.

Borovkova and Lamminan (2015) use the TRNA data to construct a daily sentiment index, characterizing negative and positive news, for all news items that refer to crude oil. An event study methodology is used to study the days when the news sentiment index occupies the extreme percentiles. They find that returns increase (decrease) for positive (negative) news. However, there is an asymmetric response to positive and negative news. The losses are larger for negative news compared to the gains from positive news.

The remainder of the paper proceeds as follows. "Data" section describes the data. "Preliminary analysis" section describes the results from the model-free preliminary analysis. In "Model" section, the model is described. "Estimation" section discusses the estimation and results. "Robustness" section describes different robustness tests, and in "Summary" section, a summary is given.

Data

Futures data

We use a dataset of Light Sweet Crude oil futures (symbol WTI) contracts traded on the Chicago Mercantile Exchange (CME). We have daily settlement prices, trading volume and open interest from January 5, 2004, to December 28, 2012. There are 2261 trading days in our sample.\(^{10}\) Contracts mature approximately three weeks into the delivery month, and delivery can take place no earlier than the first calendar date.\(^{10}\)

\(^{9}\) The TRNA data are used in Healy and Lo (2011), Dzielski and Hasseltoft (2013), Groß-Klußmann and Hautsch (2011), Hadzic et al. (2015), Borovkova and Lamminan (2015).

\(^{10}\) The settlement price is the volume weighted average price over the last two minutes of trading. http://www.cmegroup.com/confluence/display/EPICSANDBOX/NYMEX+Crude+Oil #NYMEXCrudeOil- NormalDailySettlement
day of the delivery month. Consecutive months are listed for the current year and the next five years. From information provided by the CME, the first six months tend to be the most liquid. For contracts with maturities greater than six months, trading is concentrated in contracts expiring March, June, September and December. (See Trolle and Schwartz (2009) for a discussion of these issues.)

We roll futures contracts before they have less than one month to maturity (approximately 22 business days), following Gorton et al. (2013). We define maturity as the first day of the delivery month. This avoids the delivery period. According to the CME, trading ceases on the third business day prior to the twenty-fifth calendar day of the month preceding the delivery month.

---

**Table 1** Crude oil futures data

| Daily returns | Variance | Normalized skewness | Excess kurtosis | Average daily |
|---------------|----------|---------------------|-----------------|--------------|
|               | Mean     |                     |                 | Volume       | Open interest |
| **Panel A: Term structure of returns and trading activity** |          |                     |               |              |
| F1            | 4.41e-04 | 5.32e-04            | -0.056          | 3.188        | 56048        | 114751       |
| F2            | 4.50e-04 | 4.85e-04            | -0.125          | 2.940        | 26227        | 72855        |
| F3            | 4.61e-04 | 4.53e-04            | -0.143          | 2.839        | 14970        | 55654        |
| F4            | 4.71e-04 | 4.30e-04            | -0.155          | 2.807        | 10321        | 47289        |
| F5            | 4.80e-04 | 4.10e-04            | -0.154          | 2.778        | 7814         | 41068        |
| F6            | 4.89e-04 | 3.93e-04            | -0.158          | 2.767        | 6062         | 36993        |
| F7            | 4.95e-04 | 3.79e-04            | -0.157          | 2.767        | 5033         | 34414        |
| F8            | 5.01e-04 | 3.66e-04            | -0.161          | 2.769        | 4190         | 30590        |
| F9            | 5.05e-04 | 3.54e-04            | -0.166          | 2.763        | 3278         | 27763        |
| F10           | 5.08e-04 | 3.43e-04            | -0.170          | 2.753        | 2725         | 26619        |
| F11           | 5.12e-04 | 3.33e-04            | -0.173          | 2.757        | 2538         | 24633        |
| F12           | 5.15e-04 | 3.25e-04            | -0.176          | 2.731        | 2305         | 22333        |

This table reports summary statistics for crude oil futures returns and trading activity. Variables are daily close-to-close returns, daily trading volume and daily open interest. Daily return is defined as \( \ln(F_{t+1,T})/F_{t,T} \), where \( F_{t,T} \) is the time \( t \) settlement price of the contract that matures at time \( T \). The \( F1 \) contract is the contract closest to maturity. The mean, variance, normalized skewness and excess kurtosis are calculated using the definitions recommended by Joanes and Gill (1998) for skewed distributions. Panel A reports statistics for the term structure of futures contracts, \( F1 \) to \( F12 \), where \( Fn \) is the \( n \)th nearest to maturity contract. Panel B reports the summary statistics for \( F1 \) for each year of the sample period. The sample period is January 5, 2004, to December 28, 2012 (2261 trading days).

---

11 We do not use futures prices in the delivery month to avoid price dynamics, including negative prices, related to possible physical delivery upon maturity of the futures contract. While these price dynamics can be related to evolving market fundamentals, these fundamentals can be better captured in longer-dated futures contracts that are not as sensitive to possible physical delivery.

12 According to the CME, trading ceases on the third business day prior to the twenty-fifth calendar day of the month preceding the delivery month.

13 Trolle and Schwartz (2009) roll 15 days prior to maturity, while Christoffersen et al. (2016) roll 14 days prior to maturity.
Christoffersen et al. (2016). Panel B considers the nearest to maturity contract and provides the first four moments for each year in our sample. There is variability in all four moments over the nine-year period with normalized skewness and excess kurtosis fluctuating in sign. Note that the kurtosis for year 2012 is 4.021, up from 1.770 in the previous year. This increase is attributable to one observation on June 29, when oil increased by 3.2% following positive US manufacturing data.

We employ the Zhang et al. (2005) methodology to estimate the daily realized volatility for the nearest to maturity contract using tick data provided by TickData. In Fig. 1, we plot price, returns, the price ratio of the sixth contract in the futures maturity term structure to the nearest to maturity contract (F6/F1) and realized volatility. Panel A shows a doubling in oil prices over the period from December 1, 2007, to January 30, 2009, followed by a collapse. Khan (2009) describes the run-up in prices as an oil bubble. Not surprisingly, there are large fluctuations in returns (Panel B). For most of the period, the term structure of futures is upward sloping (in contango), as captured by the F6/F1 ratio being greater than one. (Panel C). Realized volatility is shown in Panel (D). During the collapse of the oil bubble period, there was a sustained period of high volatility.
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Figure 2, Panel A (Panel B), plots the daily settle price (returns) for the nearby contract over the period December 3, 2007, to June 30, 2009. In Panel B, we identify the five largest positive (negative) returns. The table below the panels (a) provides the date of the large return; (b) identifies news events for each of these days that can explain the direction of the return; and (c) provides the returns over three days prior to the spike in the return. For example, on December 11, 2008, Saudi Arabia announced a big oil production cut. This is consistent with the spike P2 in Fig. 2. Panel B. On January 7, 2009, the US Energy Information Administration reported a large increase in oil inventories, consistent with drop in prices denoted by spike N4.

Figure 3 provides a similar analysis for realized volatility. Panel A plots the realized volatility during the bubble period, and Panel B identifies the five largest positive changes in volatility. The table below the panels identifies the major news event from the time of the change and provides the level of realized volatility just prior to the jump in volatility. In all cases, the level of volatility more than doubles on the arrival of major news information.

Interest rate data

We use 3-month Treasury bill interest rate data from the Federal Bank of St. Louis Web site. Table 2 provides summary statistics for these data. Interest rates varied greatly over our sample period, as the Federal Reserve increased rates from 2004 to mid-2007 and, in response to the credit...
crisis, dropped rates quickly in 2008. See Table 2, Panel A. (We discuss below the estimation results provided in Panel B.)

**News data**

We obtain news data from the Thomson Reuters News Analytics (TRNA) database for the period January 5, 2004, to December 28, 2012. Each news item has a time stamp indicating the day and time the news was published. TRNA uses an algorithm to analyze each news item. With each news item, it associates a probability $p^+$ that the news has positive sentiment, a probability $p^-$ that it has negative sentiment and a probability $1 - p^+ - p^-$ the news has neutral sentiment. The analysis also generates a relevance score defined between zero and one. It is calculated by comparing the relative number of occurrences of the asset and the number of occurrences of other organizations and commodities. If the asset is mentioned in the headlines, the relevance is set equal to one. The news items are classified as alerts, articles, append or overwrite.

In order to focus only on major oil news, we filter the dataset to retain only news items with relevance equal to one. In an effort to focus on news that might affect oil prices rather than on reporting about oil prices, we delete any news items with price in the title. Each news item is classified as positive (negative, neutral) if $p^+$ ($p^-, 1 - p^+ - p^-$) is greater than the other two probabilities.

We compare the distribution of unfiltered news with the distribution of our filtered news. See Table 3 Panel A for summary statistics. The numbers in parenthesis indicate the percentage of news items in each category as a percentage of the total number under the current filtering condition. The

---

**Fig. 3** Extreme realized variance daily changes and associated major news event around oil bubble peak. Panel A plots daily realized variance, $\sigma^2_t$, and Panel B plots daily realized variance changes, $\Delta \sigma^2_t = \sigma^2_t - \sigma^2_{t-1}$, for the nearest to maturity futures contract, F1. The five largest positive (P1 through P5) realized variance change days are labeled on Panel B. The table provides the realized variance changes, $\Delta \sigma^2_t$, on these extreme days, the realized variance change of the previous day, $\Delta \sigma^2_{t-1} = \sigma^2_{t-1} - \sigma^2_{t-2}$, and the contemporaneous and lag 1 and lag 2 realized variances, $\sigma^2_{t-2}, \sigma^2_{t-1}, \sigma^2_t$ and the associated major news event(s). IEA is the International Energy Agency, and EIA is the US Energy Information Administration. The time period is December 1, 2007, to June 30, 2009 (397 trading days).

| Label | Date       | $\Delta \sigma^2_{t-1}$ | $\Delta \sigma^2_{t}$ | $\sigma^2_{t-2}$ | $\sigma^2_{t-1}$ | $\sigma^2_t$ | News                                                                                       |
|-------|------------|--------------------------|------------------------|-----------------|-----------------|------------|--------------------------------------------------------------------------------------------|
| P1    | 2008-07-17 | -0.23                    | 0.70                   | 0.36            | 0.13            | 0.83       | Bernanke sounded bleak note on the growth of the U.S. economy (Dow down 697 points)       |
| P2    | 2008-10-16 | -0.14                    | 0.39                   | 0.28            | 0.15            | 0.54       | EIA reports crude stocks up 5.6 million barrels vs forecast of 1.9 million                 |
| P3    | 2008-11-13 | -0.05                    | 0.27                   | 0.25            | 0.20            | 0.47       | IEA cuts world oil demand forecast on weak economy                                          |
| P4    | 2008-12-10 | -0.05                    | 0.47                   | 0.32            | 0.27            | 0.74       | EIA predicts world oil demand to fall for first time in decades                            |
| P5    | 2008-12-31 | -0.14                    | 0.47                   | 0.37            | 0.23            | 0.70       | EIA reports crude stock up 500,000 barrels vs forecast of 1.5 million                     |

14 For details, see Thomson Reuters News Analytics (2013).
Table 2  Interest rate data

Panel A: Summary statistics for 3-month Treasury rate

| Year | Mean | Median | SD  | Max  | Min  | ACF(1) | ACF(3) | ACF(5) |
|------|------|--------|-----|------|------|--------|--------|--------|
| 2004 | 0.0140 | 0.0134 | 0.0045 | 0.0226 | 0.0087 | 0.26 | 0.04 | 0.15 |
| 2005 | 0.0322 | 0.0315 | 0.0052 | 0.0408 | 0.0231 | 0.23 | 0.14 | 0.26 |
| 2006 | 0.0485 | 0.0492 | 0.0024 | 0.0513 | 0.0416 | 0.20 | 0.10 | 0.23 |
| 2007 | 0.0447 | 0.0484 | 0.0071 | 0.0519 | 0.0287 | 0.10 | 0.16 | 0.22 |
| 2008 | 0.0139 | 0.0155 | 0.0081 | 0.0327 | 0.0000 | 0.26 | 0.16 | 0.32 |
| 2009 | 0.0015 | 0.0016 | 0.0007 | 0.0032 | 0.0002 | 0.11 | 0.14 | 0.23 |
| 2010 | 0.0014 | 0.0015 | 0.0003 | 0.0018 | 0.0004 | 0.21 | 0.07 | 0.05 |
| 2011 | 0.0005 | 0.0003 | 0.0005 | 0.0016 | 0.0000 | 0.31 | 0.22 | 0.19 |
| 2012 | 0.0009 | 0.0009 | 0.0002 | 0.0014 | 0.0001 | 0.20 | 0.08 | 0.07 |

Full sample period  Oil bubble period  Post-bubble period

Panel B: Interest rate process parameter estimates

| Parameter | Full sample period | Oil bubble period | Post-bubble period |
|-----------|--------------------|-------------------|-------------------|
| $a$       | 1.2127 (0.1789)    | 1.6062 (0.3180)   | 0.5824 (0.5004)   |
| $m$       | 0.0167 (0.0027)    | 0.0275 (0.0033)   | 0.0016 (0.0010)   |
| $\sigma_r$| 0.0099 (0.0001)    | 0.0124 (0.0002)   | 0.0019 (0.0000)   |

Panel A reports the mean, median, standard deviation, maximum, minimum and lag 1, 3 and 5 autocorrelations for the 3-month Treasury rate for each year in the sample period. Panel B reports parameter estimates of a mean-reverting process fit to the interest rate data: $r_{t+1} - r_t = a(m - r_t)\Delta + \epsilon_{t+1}^{(r)}$ where $\epsilon_{t+1}^{(r)} \sim N(0, \Delta \sigma_r^2)$. Standard errors are in parentheses. The model is estimated for the full sample period (January 5, 2004 through December 28, 2012; 2661 trading days), the bubble period (January 5, 2004, through June 30, 2009; 1378 trading days) and the post-bubble period (July 1, 2009, through December 28, 2012; 883 trading days)
Table 3  News data with relevance filter

| Year | Total | $n^+$ | $n^0$ | $n^−$ | Total | $n^+$ | $n^0$ | $n^−$ |
|------|-------|-------|-------|-------|-------|-------|-------|-------|
| 2004 | 277   | 127 (46%) | 40 (14%) | 111 (40%) | 207   | 94 (45%) | 31 (15%) | 82 (40%) |
| 2005 | 319   | 159 (50%) | 49 (15%) | 110 (35%) | 199   | 91 (46%) | 35 (17%) | 73 (37%) |
| 2006 | 416   | 216 (52%) | 61 (15%) | 139 (34%) | 229   | 104 (45%) | 35 (15%) | 89 (39%) |
| 2007 | 409   | 214 (53%) | 61 (15%) | 133 (32%) | 229   | 106 (47%) | 38 (17%) | 84 (37%) |
| 2008 | 430   | 213 (49%) | 59 (14%) | 158 (37%) | 254   | 110 (43%) | 39 (15%) | 105 (42%) |
| 2009 | 363   | 174 (47%) | 57 (16%) | 133 (37%) | 218   | 94 (43%) | 40 (18%) | 85 (39%) |
| 2010 | 316   | 125 (40%) | 62 (19%) | 130 (41%) | 227   | 86 (38%) | 50 (22%) | 91 (40%) |
| 2011 | 373   | 139 (37%) | 74 (20%) | 159 (43%) | 283   | 102 (36%) | 62 (22%) | 119 (42%) |
| 2012 | 315   | 110 (35%) | 70 (22%) | 135 (43%) | 222   | 74 (33%) | 55 (25%) | 93 (42%) |
| Average | 358 | 164 (45%) | 59 (17%) | 134 (38%) | 230 | 96 (42%) | 43 (19%) | 91 (40%) |

Panel A: Average daily news count

Panel B: Explanatory power of news for returns and changes in realized variance

|          | All news n=2661 | News with relevance score of 1 n=2661 |
|----------|---------------|-----------------------------------|
| $R^2_A$ (%) | 0.14 19.99 | 0.14 19.99 |
| $R^2_{AN}$ (%) | 6.56 20.33 | 9.34 20.42 |
| $\Delta_{AN}$ | 6.42*** 0.35** | 9.20*** 0.44*** |
| $W_{+N}$ | 79.04 6.42 | 116.17 7.68 |
| $R^2_{AL}$ (%) | 0.02 20.01 | 0.06 19.96 |
| $\Delta_{AL}$ | −0.12 0.02 | −0.08 −0.03 |
| $W_{+L}$ | 0.18 1.78 | 0.54 1.09 |

Panel A provides the average daily count for total, positive ($n^+$), neutral ($n^0$) and negative ($n^−$) news items for each year in the sample period for all news items and for news items with relevance score of 1. The percentage of news items in each category is provided in parentheses. Panel B provides diagnostic statistics for an AR(1) regression model of daily returns and daily log change in realized variance for the nearby futures contract (F1) for all news and for news with relevance score of 1. $R^2_A$ is the adjusted $R^2$ for the basic AR(1) model: $z_t = a_0 + a_1 z_{t-1} + \varepsilon_t$. $R^2_{AN}$ is the adjusted $R^2$ for an AR(1) model that includes contemporaneous positive and negative news counts: $z_t = a_0 + a_1 z_{t-1} + b^+ n^+_t + b^- n^-_t + \varepsilon_t$, $R^2_{AL}$ is the adjusted $R^2$ for an AR(1) model that includes lagged positive and negative news counts: $z_t = a_0 + a_1 z_{t-1} + b^+ n^+_t + b^- n^-_{t-1} + \varepsilon_t$. $\Delta_{AN}$ ($\Delta_{AL}$) is the percentage change in the adjusted $R^2$ when contemporaneous (lagged) news variables are included in the model. $W_{+N}$ ($W_{+L}$) is the Wald test statistic for adding the contemporaneous (lagged) news variables, with degrees of freedom (2, 2257). *** (*) indicates significance at 0.001 (0.01) level. The sample period is January 5, 2004, to December 28, 2012 (2661 trading days).
unfiltered news has 808,958 items in total (358 per day), with 370,990 (164 per day) positive news items and 303,701 (134 per day) negative news items; after filtering, we have 519,877 (230 per day) news items, with 216,185 (96 per day) positive news items and 206,432 (91 per day) negative news items. Filtering has a substantial impact on the size of the dataset.

Table 3 Panel B evaluates how filtering the news affects its explanatory power on returns and realized variances. We compare unfiltered news with news filtered for relevance. The column names denote the dependent variables (Zt), either the daily returns or daily log change in realized variance. The row names indicate the adjusted $R^2$ and diagnostic statistics with different explanatory variables structures: $R^2_{AR}$ is the $R^2$ measure of the basic AR(1) model: $Z_t = a_0 + a_1Z_{t-1} + \epsilon_t$. Next, we add the number of contemporaneous positive and negative news items in a given day: $Z_t = a_0 + a_1Z_{t-1} + b^n n_{t-1}^+ + b^- n_{t-1}^- + \epsilon_t$. The adjusted $R^2$ is denoted by $R^2_{AR^N}$. The change in the $R^2$ compared to the AR(1) base case, denoted by the term, $\Delta_{AR^N}$, is positive for both return and realized variance. The Wald statistic ($W_{+N}$) tests whether the effect of adding the news factors is positive or negative and is described by an $F$ distribution with degrees of freedom (2, $N_{Obv} - 3$), where $N_{Obv}$ is the number of observations. The Wald statistic is positive and statistically significant at the 1% level for both the return and realized variances, implying that the news terms are important explanatory variables. The term $R^2_{AR^L}$ denotes the adjusted $R^2$ with the lagged news, $Z_t = a_0 + a_1Z_{t-1} + b^n n_{t-1}^+ + b^- n_{t-1}^- + \epsilon_t$. The change, $\Delta_{AR^L}$, in the $R^2$ compared to the AR(1) base case, is negative for returns and positive for realized variance. Lagged news seems to have little predictability for returns and a small impact on realized variance. The Wald statistics ($W_{+L}$) are positive for both return and realized variances but are not significant.

Many news items have little real news content. To avoid being overwhelmed with noise, we apply a probability threshold filter. We only classified a news item as having positive (negative) tone if the probability value is greater than or equal to a specified threshold, $p^+ \geq \pi (p^- \geq \pi)$. In Table 4 Panel A, we investigate the impact of this filter. We report the daily average number of news items in each category for various sentiment probability thresholds. Because the TRNA algorithm assigns to each news item a nonzero probability that the item is negative, neutral or positive, the maximum value of each of these probabilities is less than one. In each of these columns, the number in parenthesis is the ratio of the number of news items in that category relative to the number of news items in the same category for the unfiltered data (provided in the first row).

For example, when the threshold is set at 0.45, the number of positive news items is reduced to 93% of the original number and the number of negative news items reduced to 92% of the original number. By picking a large value for the threshold, we are left with a sample of news items with a high probability of being either a major positive or major negative news item. If the threshold is set at 0.75, there are 31 (33) major positive (negative) news items per day, on average. The Spearman correlation between the positive and negative news time series, reported in the final column, becomes statistically insignificant from zero when the threshold is greater than 0.55, implying orthogonality.

The consequences of increasing the threshold are analyzed further in Panels B and C. To provide a benchmark, we draw upon the results reported in the first row of Table 3 Panel B, where we estimate a simple AR(1) process with no news terms included, $Z_t = a_0 + a_1Z_{t-1} + \epsilon_t$. In Table 4 Panels B and C, we consider the impact of news using $Z_t = a_0 + a_1Z_{t-1} + b^n \tilde{n}_{t-1}^+ + b^- \tilde{n}_{t-1}^- + \epsilon_t$, where $\tilde{n}^+_t (\tilde{n}^-_t)$ is the number of positive (negative) news items, given a threshold $\pi$. As the threshold increases, implying that we are filtering out more noise, the $R^2$ increases for the returns, and the Wald statistic, $W_{+N}$, increases in size and is statistically significant. Similar results are seen in Panel C for the realized variance, although the $R^2$ does not increase after the threshold reaches 0.65. The regression results are insensitive to the threshold when lagged news items are used.

Based on this analysis, we use a threshold of $\pi = 0.75$ to identify major news data. With $\pi = 0.75$, we have 69, 173 (31 per day) positive news items and 73, 821 (33 per day) negative news items. Summary statistics are provided in Table 5 Panel A. Looking at the 50th quantile in Panel A, from 2004 to 2007, there is more positive than negative oil news. From 2010 to 2012, there is more negative than positive oil news. In Robustness section, we examine the implications of using a lower threshold of $\pi = 0.65$. The estimation results provided in Panel B are discussed below.

**Preliminary analysis**

Each day a random number of news items occur. We want to measure only major news and determine whether the aggregate over the day has been positive or negative. We define Net News over day $t$ as...
Table 4 News data with sentiment filter

| \( \pi \) | \( \tilde{R}_{\pi}^+ \) | \( \tilde{R}_{\pi}^0 \) | \( \tilde{R}_{\pi}^- \) | Corr(\( \tilde{R}_{\pi}^+, \tilde{R}_{\pi}^- \)) |
|---|---|---|---|---|
| None | 96 | 43 | 91 | 0.30 (0.04) |
| 0.45 | 89 (93%) | 57 (133%) | 84 (92%) | 0.24 (0.04) |
| 0.55 | 68 (72%) | 96 (224%) | 65 (72%) | 0.09 (0.04) |
| 0.65 | 54 (56%) | 130 (302%) | 47 (51%) | 0.01 (0.04) |
| 0.75 | 31 (32%) | 167 (387%) | 33 (36%) | 0.00 (0.04) |

Panel A: Average daily news count

| \( \pi \) | \( R_{\pi}^2 \) (%) | \( \Delta_N \) | \( W_{\pi} \) | \( R_{\pi}^2 \) (%) | \( \Delta_{+L} \) | \( W_{+L} \) |
|---|---|---|---|---|---|---|
| 0.45 | 9.77 | 9.63*** | 122.1 | 0.06 | −0.08 | 0.6 |
| 0.55 | 9.71 | 9.57*** | 121.3 | 0.07 | −0.07 | 0.7 |
| 0.65 | 10.00 | 9.86*** | 125.2 | 0.09 | −0.05 | 1.0 |
| 0.75 | 10.57 | 10.43*** | 133.2 | 0.14 | 0.00 | 1.5 |

Panel B: Return regression (\( R_{\pi}^2 \) (%) = 0.14)

| \( \pi \) | \( R_{\pi}^2 \) (%) | \( \Delta_{+L} \) | \( W_{+L} \) | \( R_{\pi}^2 \) (%) | \( \Delta_{+L} \) | \( W_{+L} \) |
|---|---|---|---|---|---|---|
| 0.45 | 20.48 | 0.49*** | 8.4 | 19.96 | −0.11 | 1.0 |
| 0.55 | 20.61 | 0.62*** | 10.3 | 19.96 | −0.11 | 1.1 |
| 0.65 | 20.99 | 1.00*** | 15.9 | 19.93 | −0.13 | 0.7 |
| 0.75 | 20.84 | 0.85*** | 13.7 | 19.97 | −0.10 | 1.2 |

Panel C: Realized variance regression (\( R_{\pi}^2 \) (%) = 19.99)

Panel A provides the average daily count for positive (\( \tilde{R}_{\pi}^+ \)), neutral (\( \tilde{R}_{\pi}^0 \)) and negative (\( \tilde{R}_{\pi}^- \)) news items with relevance score of 1 for a range of sentiment probability thresholds (\( \pi \)). For threshold value \( \pi \), positive news items have \( p^+ \geq \pi \), where \( p^+ \) is positive sentiment probability, and negative news items have \( p^- \geq \pi \), where \( p^- \) is negative sentiment probability. All remaining news items are categorized as neutral news. The first row of data in the panel is for the news data with no sentiment filter applied. In the remaining rows, the number in parenthesis is the ratio of the number of news items in that category relative to the number of news items in the same category for the unfiltered data. Corr(\( \tilde{R}_{\pi}^+, \tilde{R}_{\pi}^- \)) is the Spearman correlation between positive and negative news count time series. The standard error is provided in parenthesis. Panel B (Panel C) provides diagnostic statistics for an AR(1) regression model of daily returns (daily log change in realized variance) for the nearby futures contract (F1) for news with relevance score of 1 for a range of values for \( \pi \). In each panel, \( R_{\pi}^2 \) is the adjusted \( R^2 \) for an AR(1) model that includes contemporaneous positive and negative sentiment-filtered news counts: \( z_t = a_0 + a_1 z_{t-1} + b^+ \tilde{R}_{\pi}^+ + b^- \tilde{R}_{\pi}^- + \epsilon_t \). \( R_{\pi}^2 \) is the adjusted \( R^2 \) for an AR(1) model that includes lagged positive and negative sentiment-filtered news counts: \( z_t = a_0 + a_1 z_{t-1} + b^+ \tilde{R}_{\pi-1}^+ + b^- \tilde{R}_{\pi-1}^- + \epsilon_t \). \( \Delta_N \) is the percentage change in the adjusted \( R^2 \) when contemporaneous (lagged) sentiment-filtered news variables are included in the model. \( W_{\pi} \) (\( W_{+L} \)) is the Wald test F statistic for adding the contemporaneous (lagged) sentiment-filtered news variables, with degrees of freedom (2, 2257). ***indicates significance at 0.001 level. The sample period is January 5, 2004, to December 28, 2012 (2661 trading days).
### Table 5 Major news data

| Year | Positive Mean $\bar{n}^+$ | Positive SD $\bar{n}^+$ | Positive 25th Quantile $\bar{n}^+$ | Positive 50th Quantile $\bar{n}^+$ | Positive 75th Quantile $\bar{n}^+$ | Neutral Mean $\bar{n}^0$ | Neutral SD $\bar{n}^0$ | Neutral 25th Quantile $\bar{n}^0$ | Neutral 50th Quantile $\bar{n}^0$ | Neutral 75th Quantile $\bar{n}^0$ | Negative Mean $\bar{n}^-$ | Negative SD $\bar{n}^-$ | Negative 25th Quantile $\bar{n}^-$ | Negative 50th Quantile $\bar{n}^-$ | Negative 75th Quantile $\bar{n}^-$ |
|------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 2004 | 28              | 153             | 15              | 18              | 25              | 35              | 27              | 21              | 30              | 39              | 37              | 58              | 21              | 15              | 22              | 35              |
| 2005 | 31              | 163             | 12              | 21              | 30              | 43              | 28              | 17              | 43              | 43              | 37              | 58              | 21              | 15              | 22              | 43              |
| 2006 | 35              | 166             | 12              | 21              | 30              | 43              | 28              | 17              | 43              | 43              | 37              | 58              | 21              | 15              | 22              | 43              |
| 2007 | 37              | 178             | 13              | 26              | 33              | 43              | 32              | 20              | 43              | 43              | 37              | 58              | 21              | 15              | 22              | 43              |
| 2008 | 32              | 158             | 11              | 25              | 30              | 43              | 28              | 17              | 43              | 43              | 37              | 58              | 21              | 15              | 22              | 43              |
| 2009 | 28              | 166             | 10              | 20              | 27              | 43              | 22              | 15              | 34              | 43              | 37              | 58              | 21              | 15              | 22              | 43              |
| 2010 | 30              | 178             | 12              | 21              | 28              | 43              | 22              | 15              | 28              | 43              | 37              | 58              | 21              | 15              | 22              | 43              |
| 2011 | 21              | 165             | 8               | 15              | 19              | 43              | 17              | 13              | 27              | 43              | 37              | 58              | 21              | 15              | 22              | 43              |
| 2012 | 31              | 167             | 13              | 21              | 29              | 43              | 22              | 15              | 29              | 43              | 37              | 58              | 21              | 15              | 22              | 43              |

Panel A provides the mean, standard deviation and 25th, 50th and 75th quantiles for average daily count for positive ($\bar{n}^+$), neutral ($\bar{n}^0$) and negative ($\bar{n}^-$) news items with relevance score of 1 and sentiment threshold of 0.75 for each year of the sample period and the full sample period.

Panel B provides parameter estimates for the major news arrival model: $\lambda_t^j = y_{0j}^j + y_{1j}^j n_t^j$, where $j \in (+, -)$, $n_t^j$ is the day $t$ news count and $\lambda_t^j$ is the Poisson process intensity at time $t$. The model is estimated for the full sample period (January 5, 2004, through December 28, 2012; 2661 trading days), the bubble period (January 5, 2004, through June 30, 2009; 1378 trading days) and the post-bubble period (July 1, 2009, through December 28, 2012; 883 trading days).
where the summation is over all major news items that arrived during day $t$. We can separate Net News into aggregate positive news and negative news. Using the nearest-to-maturity futures contract, we examine how return and realized volatility are affected by Net News. In Fig. 4 Panels A1-A3, we examine how the distribution of returns varies with Net News using box plots.  

\[ \text{Net News}_t \equiv \sum_j 1(p_j^{+} \geq x_t) - 1(p_j^{-} \geq x_t) \]  

(1)

where the summation is over all major news items that arrived during day $t$. We can separate Net News into aggregate positive news and negative news. Using the nearest-to-maturity futures contract, we examine how return and realized volatility are affected by Net News. In Fig. 4 Panels A1-A3, we examine how the distribution of returns varies with Net News using box plots.  

Due to outliers, we only display the distribution over a truncated range. See Fig. 4 for precise details.

Fig. 4 Contemporaneous daily return and realized volatility versus daily net major news quantiles. This figure plots the distribution of daily return (Panels A1, A2 and A3) and realized volatility (Panels B1, B2 and B3) for the nearest to maturity futures contract (F1) versus daily net major news count quantiles for the full sample period, the bubble period and the post-bubble period. Daily return is $\ln(F_{t+1,T})/(F_{t,T})$, where $F_{t,T}$ is the time $t$ settlement price of the contract that matures at time $T$. Realized variance is calculated using intraday price data as described in the text. Boxplots give the 25th (Q1) and 75th (Q3) percentile of net major news count with upper and lower end of the whiskers representing min(max(data), $Q_3 + 1.5IQR$) and max(min(data), $Q_1 - 1.5IQR$), respectively, and $IQR = Q_3 - Q_1$. The full sample period is January 5, 2004, through December 28, 2012 (2661 trading days), the bubble period is January 5, 2004, through June 30, 2009 (1378 trading days), and the post-bubble period is July 1, 2009, through December 28, 2012 (883 trading days).
largest and the fourth quartile median, 0.0501, is the smallest. For the oil bubble period, panel B2, the first quartile median, 0.0824, is largest and the fourth quartile median, 0.0530, the smallest. For the post-bubble period, panel B3, the first quartile median, 0.0456, is the largest and the third quartile median, 0.0365, the smallest. These results suggest a negative correlation between Net News and realized variance. The support of the distribution for the first quartile is greater than the other quartiles, indicating that there were some large values of realized variance. Negative Net News appears to be associated with higher realized variance than positive Net News, suggesting an asymmetric response of realized variance to positive and negative news. Panels A and B suggest that the impact of positive and negative Net News on returns and volatility is asymmetric. Borovkova and Lammiman (2015) find asymmetric responses in oil futures returns and volatility to positive and negative news. Amengual and Xiu (2016) find that negative jumps in volatility, often occurring due to policy changes, play an important role in equity markets.

**Volatility clustering**

We address the question of whether persistence in volatility is affected by adding measures of news arrival. We use as a benchmark an autoregressive model and then compare it to an autoregressive model with contemporaneous news. Our analysis is similar to that used by Engle et al. (2012), with one important difference: we distinguish between positive and negative news, rather than aggregating all news. If information arrival is clustered, then this will lead to clustering in volatility, reducing the persistence of past volatility.

Table 6 shows how news can help explain volatility clustering, by checking the half-life of impulse response function. First, we check the basic autoregressive models on daily realized variance: \( R_{V_t} = \sum_{i=1}^{5} a_i R_{V_{t-i}} + \varepsilon_t \) for lagged major news and \( k = t - 1 \) for contemporaneous major news and \( k = t \) for lagged major news. \( R_A^2 \) is the adjusted \( R^2 \). The half-life is the time (days) it takes for the cumulative impulse response to diminish after a unit shock (\( \varepsilon_t = 1 \)) and no subsequent shock (\( \varepsilon_{i} = 0, i = 2, 3, \ldots \)). \%ΔHf is the percentage change in the half-life when the news variable is added to basic AR(5) model. Log-likelihood is the converged log-likelihood from the maximum likelihood estimation. Corrected AIC is the Akaike Information Criterion corrected for additional variables. LR test \( p \)-value is the \( p \) value from a likelihood ratio test between the two nested models. The sample period is January 5, 2004, to December 28, 2012 (2661 trading days)

| Table 6 Realized variance clustering and major news |
|-----------------------------------------------|
|                      | AR(5) model | AR(5) plus contemporaneous news | AR(5) plus lagged news |
|                      | +   | −   | +/− | +   | −   | +/− |
| \( R_A^2 \)         | 66.8 | 66.8 | 67.4 | 67.4 | 66.8 | 66.9 | 66.9 |
| Half-life           | 36  | 36  | 33  | 33  | 36  | 35  | 35  |
| %ΔHf               | 0.0 | − 8.3 | −8.3 | 0.0 | −2.8 | −2.8 |
| Log-likelihood      | 3838.4 | 3838.5 | 3860.9 | 3861.0 | 3838.5 | 3842.5 | 3842.7 |
| Corrected AIC       | −7664 | −7663 | −7707 | −7705 | −7663 | −7671 | −7669 |
| LR test p-value     | 0.80 | 0.00 | 0.00 | 0.93 | 0.05 | 0.14 |

This table provides statistics for the impulse response function for daily realized variance of the return on the nearby futures contract (F1) for an autoregressive model with five lags, \( R_{V_t} = \sum_{i=1}^{5} a_i R_{V_{t-i}} + \varepsilon_t \) and for an AR(5) model with major news added, \( R_{V_t} = \sum_{i=1}^{5} a_i R_{V_{t-i}} + b R_n^t + \varepsilon_t \) where \( j \in (+, −, or \ non-adj−) \) indicates positive, negative and both positive and negative major news and \( k = t \) for contemporaneous major news and \( k = t - 1 \) for lagged major news. \( R_A^2 \) is the adjusted \( R^2 \). The half-life is the time (days) it takes for the cumulative impulse response to diminish after a unit shock (\( \varepsilon_t = 1 \)) and no subsequent shock (\( \varepsilon_{i} = 0, i = 2, 3, \ldots \)). %ΔHf is the percentage change in the half-life when the news variable is added to basic AR(5) model. Log-likelihood is the converged log-likelihood from the maximum likelihood estimation. Corrected AIC is the Akaike Information Criterion corrected for additional variables. LR test \( p \)-value is the \( p \) value from a likelihood ratio test between the two nested models. The sample period is January 5, 2004, to December 28, 2012 (2661 trading days)

\[ \Delta H_f = \ln(0.5)/\ln(a_t \cdot j) \]

For an AR(1) process, the half-life is \( \Delta H_f = \ln(0.5)/\ln(a_t \cdot j) \). The larger the coefficient \( a_t \), the longer the half life, implying the initial shock is more persistent.
Table 7  Major news and price movement correlations

| Positive news | Neutral news | Negative news |
|---------------|--------------|---------------|
|              | Versus return | Versus Sq return | Versus return | Versus Sq return | Versus return | Versus Sq return |
| Positive news | 0.137 (0.026) | 0.069 (0.028) | 0.037 (0.019) | 0.048 (0.023) | −0.296 (0.027) | 0.129 (0.030) |
| Neutral news  | 0.136 (0.027) | 0.066 (0.027) | 0.036 (0.019) | 0.053 (0.022) | −0.299 (0.026) | 0.133 (0.030) |
| Negative news | 0.134 (0.027) | 0.066 (0.027) | 0.034 (0.019) | 0.054 (0.022) | −0.300 (0.026) | 0.131 (0.031) |

Panel A: Correlations between major news and futures returns and squared returns

| Positive news | Neutral news | Negative news |
|---------------|--------------|---------------|
|              | Versus return | Versus Sq return | Versus return | Versus Sq return |
| Positive news | 0.133 (0.026) | 0.067 (0.026) | 0.034 (0.019) | 0.053 (0.023) | −0.299 (0.026) | 0.130 (0.031) |
| Neutral news  | 0.133 (0.027) | 0.066 (0.027) | 0.035 (0.019) | 0.050 (0.022) | −0.298 (0.027) | 0.127 (0.031) |
| Negative news | 0.130 (0.026) | 0.067 (0.027) | 0.034 (0.019) | 0.050 (0.022) | −0.297 (0.026) | 0.125 (0.031) |

Panel B: Correlations across positive, neutral and negative major news

| Positive news | Neutral news | Negative news |
|---------------|--------------|---------------|
| Positive news | 0.129 (0.026) | 0.067 (0.028) | 0.036 (0.020) | 0.050 (0.023) | −0.293 (0.027) | 0.121 (0.031) |
| Neutral news  | 0.129 (0.026) | 0.065 (0.027) | 0.036 (0.020) | 0.049 (0.023) | −0.292 (0.027) | 0.118 (0.031) |
| Negative news | 0.128 (0.026) | 0.065 (0.028) | 0.037 (0.020) | 0.048 (0.023) | −0.290 (0.027) | 0.115 (0.031) |

Panel A provides bootstrapping test results for the contemporaneous Pearson correlations between the positive, neutral and negative major news count time series and the returns and squared returns for futures contracts from F1, the nearest-to-maturity contract, to F12, the 12th contract in the futures maturity term structure. Panel B provides the contemporaneous correlations between the three major news times series. Bootstrapped standard errors are provided in parenthesis. The bootstrap samples are of size 5000. The sample period is January 5, 2004, to December 28, 2012 (2661 trading days).
by 8.3%. For lagged positive news, there is no change, and for lagged negative news, half-life is reduced by 2.8%.

Our results suggest that volatility clustering is related to information arrival and that the failure to include news effects in standard volatility models results in overestimated persistence. This is not surprising, given the results in Goodhart et al. (1993), Andersen and Bollerslev (1998) and Engle et al. (2012). However, unlike extant literature, we show that the impact of news on persistence in volatility depends on whether the news is positive or negative.

**Term structure effects**

The impact of news on both return and variance should depend on the maturity of the futures contract. We examine possible term structure effects in Table 7. Panel A reports the Pearson correlation between the number of news items and the return and the squared return for the futures contracts F1 to F12. The standard errors are given in parenthesis. For positive news, the correlations for return and squared return are positive and significant. For negative news, the correlations for return are negative and significant and those for squared return are positive and significant. The correlations tend to decrease in absolute magnitude as contract maturity increases. This is consistent with the Samuelson’s (1965) hypothesis that short-term contracts are more affected by news than long-term contracts. Comparing the orders of magnitude, the correlations for negative news are approximately twice the size of the correlations for positive news. For neutral news, the correlations for either returns or squared returns are positive, though insignificant. These results affirm the conclusion that there is an asymmetric response to positive and negative news.

In Panel B, we estimate the Pearson correlation between positive, neutral and negative news. The correlation between positive and negative news is insignificant from zero. These findings are consistent with the results in Table 4 Panel A. The correlation between both positive (negative) and neutral news is positive and significant.

**Model**

In the previous sections, we show, in a model-free environment, that 1) negative (positive) news is associated with lower (higher) returns and higher (lower) realized variance, 2) information arrival, especially negative news, plays a role in explaining volatility clustering and 3) the term structure of futures prices is impacted, asymmetrically, by negative and positive news with decreasing magnitude as contract maturity increases. In this section, we develop a reduced-form model that incorporates these findings to price oil futures.

We consider the pricing of futures contracts in a discrete-time economy. Over a horizon \([0, T]\), we consider \(m\) intervals of length \(\Delta\), where \(m\Delta = T\).\(^{19}\) The commodity spot price is denoted by \(S_t\), and we define \(X_t = \ln(S_t)\). The dynamics of \(X_t\) under the natural probability measure \(P\) are described by\(^{20}\)

\[
X_{t+1} - X_t = (r_t - \delta_t)\Delta - \frac{\lambda}{2}\Delta + e^X_{t+1}
\]

(2)

where \(X_{t+1}\) represents the value of \(X\) at time \(t + \Delta\), \(r_t\) denotes the instantaneous risk-free rate of interest, \(\delta_t\) the convenience yield and \(\exp(l) \equiv \exp(\exp(l))\), with the expectation under the pricing measure \(Q\). The random variable \(e^X_{t+1}\) is defined below. Expression (2) implies

\[
E_t^Q[S_{t+1}] = S_t\exp((r_t - \delta_t)\Delta)
\]

(3)

This is the discrete-time equivalent of the continuous-time expression (4) in Casassus and Collin-Dufresne (2005).

Each day a random number of major news items arrive. Some major news items are more important than others; that is, they have a greater impact on price. Ideally, we would like to incorporate this type of filtering by having separate processes for the different types of information events. Due to the challenges of estimation, we decided to leave this type of filtering to future research. During any period, say \([t - 1, t)\), there are \(n^+ (n^-)\) positive (negative) news items. Define the set \(A \equiv (+, -)\), where the elements refer to positive and negative news, respectively. Following Press (1973), we model the structure of asset returns as being a mixture of a conditional normal distribution and two Poisson compound processes, one for positive news and one for negative news. The arrival processes of the Poisson distributions are taken as exogenous. A direct implication of the compound processes is that the volatility of the return is directly affected by the frequencies of the arrival processes (see Clark 1973; Ross 1989 and Andersen 1996). The results in Engle et al. (2012) are consistent with this type of model. We assume that for the conditional normal process, the variance is described by a GARCH process. Our model differs from the model described in Christoffersen et al. (2016). They assume a normal distribution with variance governed by a GARCH process and a single Poisson compound process. The arrival

\(^{19}\) We are using daily data. Information is very quickly incorporated into prices—see Groß-Klußmann and Hautsch (2011) and Martineau (2019).

\(^{20}\) This specification is similar to the models described in Gibson and Schwartz (1990), Schwartz (1997), Maheu and McCurdy (2004).
The variance, \( h_{t+1} \), is described by a \textit{GARCH}(1, 1) process, following Heston and Nandi (2000),
\[
h_t = w_h + b_h h_{t-1} + a_h (\bar{\varepsilon}_t^V - c_h \sqrt{h_{t-1}})^2
\]
where \( w_h, b_h, a_h \) and \( c_h \) are constants. Note this incorporates mean reversion of the volatility as a special case. Define
\[
U_j^t = \sum_{k=1}^{n_j} \theta_k^j, \ j \in A, \text{ so that}
\]
\[
e_t^j = U^+_t + U^-_t.
\]
This implies that the net impact of negative and positive news stories will impact the distribution of returns. This is consistent with the model in Engle et al. (2012), who assume that the effect of past news on volatility is due to investors taking time to process extant public information.

The dynamics of the convenience yield are described by
\[
\delta_{t+1} - \delta_t = [\kappa (\mu - \delta_t) + \psi_h \bar{X}_t + \psi_h h_t] \Delta + \varepsilon_t^{s^t}
\]
where \( \kappa, \mu, \psi_h \) and \( \psi_h \) are constants and \( \varepsilon_t^s = \beta_h^s \varepsilon_t^{'V} + \beta_i^s \varepsilon_t^{'I} + \varepsilon_t^{'s}, \ v_t^s \sim N(0, \Delta \sigma^2) \) and \( \beta_h^s \) and \( \beta_i^s \) are assumed to be constants. The term \( \beta_h^s \) measures the sensitivity to the shocks affecting the asset price. From the work of Liu and Tang (2011), who present evidence of heteroskedasticity in the convenience yield for oil, we would expect the coefficient \( \beta_h^s \) to be positive and statistically significant.

When storage is near its lower bound, the spot price and convenience yield should be high, implying that the coefficient \( \beta_h^s \) should be positive (see Casassus and Collin-Dufresne 2005). If the volatility \( h_t \) increases, as might be the case if storage is low, the convenience yield will increase if \( \psi_h \) is positive, implying that the spot price increases relative to the futures price. Geman and Nguyen (2005) use a similar specification.

The dynamics of the spot interest rate, \( r_t \), are described by
\[
r_{t+1} - r_t = a (m - r_t) \Delta + \varepsilon_t^{r^t}
\]
where \( a \) and \( m \) are parameters and \( \varepsilon_t^r \sim N(0, \Delta \sigma^2) \). A similar specification is used in Schwartz (1997).

A summary of the covariances between the spot price, convenience yield and spot interest rate is given below
\[
\begin{align*}
\bar{\varepsilon}_t^r &= \bar{\varepsilon}_t^r \\
\varepsilon_t^r &= \beta_h^s \varepsilon_t^{'V} + \beta_i^s \varepsilon_t^{'I} + \varepsilon_t^{'s} \\
e_t^s &= \varepsilon_t^{'V} + \varepsilon_t^{'I}
\end{align*}
\]
where \( \bar{\varepsilon}_t^r, \varepsilon_t^r, \bar{\varepsilon}_t^r \) and \( \varepsilon_t^r \) are assumed to be independent. We need to derive results under the pricing measure \( Q \). Following Le et al. (2010), the Radon–Nikodym derivative is assumed to be
\[ \Delta Q \Delta P = \frac{\exp(-\Lambda v_{t+1})}{L(\Lambda, v_t)} \]  
(11)

where \( L(\Lambda, v_t) = E^r_t[\exp(-\Lambda v_{t+1})]; \) \( v_t = (\epsilon^y_t, \bar{\epsilon}^y_t, U^+_t, U^-_t) \) is a \((5, 1)\) vector of error terms and \( \Lambda \) is a \((5, 1)\) vector of prices of risk, assumed constant.

Consider a futures contract that matures at time \( T \). At time \( t (t \leq T) \) with \( n \) intervals to the maturity date, the futures price \( F(t, T) \) is given by

\[
F(t, T) = E^Q_t[S_T] \\
= \exp \left( B_n + D^X_n X_t + D^r_n r_t - D^\delta_n \delta_t + G^h_n h_t + \sum_{j \in A} D^j_n n_j^t \right) 
\]  
(12)

See "Appendix 1" for the derivation and the definitions of the coefficients. Unlike the jump model described in Casas and Collin-Dufresne (2005), where the effects of jumps only appear in the constant term, in (12), the impact of jumps appear both in the constant term and with the state variables \( \{n_j^t\} \). Given the asymmetric response to positive and negative news, see Borovkova and Lamminen (2015), one would expect \( D^X_n > D^r_n \). The coefficient \( D^r_n \) is positive if \( \alpha \leq 1 \). In Schwartz (1997), interest rates have a positive effect on futures prices. The coefficient \( D^X_n \) is positive if \( \kappa \leq 1 \). One would also expect the coefficient \( D^1_n \) to be positive.

To examine the factors that affect the variance of the spot price at time \( t \), we use \( X_t = \ln (S_t) \), so that

\[
\text{var}(X_{t+1}) = h_t \Delta + \sum_{j \in A} (\mu_j^2 + \sigma_j^2) \lambda_j^t \Delta 
\]

The spot volatility depends on the volatility \( h_t \) and the frequency of the different jumps and the distribution describing the jumps. To examine the variance of the future prices, consider \( \text{ln}(F(t, T)) \), so that

\[
\text{var}(R_{t+1}) = 2(G^h_n a_n h_t \epsilon_{n-1}^u - u_{n-1}^v \sqrt{\Delta})^2 \\
+ (D^X_{n-1})^2 \sigma_1^2 \Delta + (D^\delta_{n-1})^2 \sigma_2^2 \Delta \\
+ \sum_{j \in A} \lambda_j^t \Delta [ (D^j_{n-1} + \mu_j u_{n-1}^j)^2 + (\sigma_j u_{n-1}^j)^2 ] 
\]  
(13)

where \( u_{n-1}^v = D^v_{n-1} - \beta^v_1 D^v_{n-1} \) and \( u_{n-1}^\delta = D^\delta_{n-1} - \beta^\delta_1 D^\delta_{n-1} \). All derivations are given in "Appendix 2." If \( \alpha \leq 1 \) and \( \kappa \leq 1 \), the coefficients \( D^X_n \) and \( D^\delta_n \) will decrease in magnitude as \( n \) increases. An inverse relation between variance and maturity is consistent with Samuelson’s (1965) hypothesis that volatility of futures prices decreases with maturity. Here, the net effect will depend on the stochastic volatility term \( h_t \) and the frequency and size of the jumps. Both \( h_t \) and \( \lambda_j^t = (\gamma_j^t + \rho_j^t n_j^t) \) vary stochastically over time. In high news periods, the variance is expected to increase in magnitude. A similar comment applies to kurtosis. For skewness, the net effect depends on the relative magnitude of the number of negative news articles and their impact on return (\( \mu_- \)) compared to the number of positive news articles and their impact on the return (\( \mu_+ \)). "Appendix 2" provides expressions for these higher moments.

**Estimation**

In this section, we describe the steps in the estimation of the model. To simplify the estimation process and reduce the number of parameters, we need to simultaneously estimate using Kalman filtering, we separately estimate, under the \( P \) probability measure, the interest rate process and the news arrival processes. The total number of parameters that must be estimated for the full model is 20. To reduce the number of parameters and aid empirical identification, we set the coefficient \( \psi^y_t \) and \( \psi^\delta_t \) to zero in the expression for the convenience yield. The parameters of the interest rate (9) were estimated using maximum likelihood. These estimation results are provided in Table 2 Panel B. For the full sample and the first subperiod, all coefficients are positive and statistically significant. For the post-bubble period, from July 1, 2009, to December 28, 2012, the Treasury rate was relatively flat and the only statistically significant coefficient is the volatility.

For the intensities of the arrival processes for negative and positive news, we count the number of positive news items \( n_j^t \) over the period \( [t-\Delta, t) \), \( j \in A \). The intensity is described by

\[
\lambda_j^t = \gamma_j^t + \rho_j^t n_j^t 
\]

where \( \gamma_j^t \) and \( \rho_j^t \) are constants. Maximum likelihood is used to estimate the coefficients under the \( P \) measure. The results are shown in Table 5 Panel B. All the coefficients are positive and highly significant over the full sample period and both subperiods. The fact that the coefficients \( \gamma_j^t \), \( j \in A \) are significant implies that the number of news items arriving in any given period directly affects the futures prices (see expression (12)) and all the moments of the return distribution. From the summary statistics in Table 4 Panel A, on average there are 31 positive news items per day and 33 negative news items. It follows that on average over the full sample period, the average intensity of positive news is

\[
\lambda_+^t = 20.225 + (0.339)(31) = 30.734
\]

and of negative news is

\[
\lambda_-^t = 18.573 + (0.424)(33) = 32.546.
\]

This implies that on average there is a higher probability of negative news arrival than positive news.
The remaining parameters, including prices of risk for the interest rate and compound processes, were estimated under the $Q$ probability measure using Kalman filtering. The precise details of the Kalman filter are described in "Appendix 3." To describe the evolution of the variance $\{h_t\}$, we need to either estimate $\{e_t^r\}$, see (6) or directly estimate the variance. In addition, we also need to estimate parameters for the two compound processes. To aid

| Table 8 Futures pricing model estimation |
|--------------------------|--------------------------|
| **Panel A: Parameter estimates (%)** | **No news** | **With news** |
| **GARCH parameters** | | |
| $\nu_h$ | 0.063 (1.558e−02)** | 0.020 (2.127e−03)** |
| $\alpha_h$ | 1.545e−06 (7.907e−06) | 1.001e−06 (1.272e−05) |
| $\beta_h$ | 0.537 (0.135)** | 0.780 (2.204e−02)** |
| $\phi_h$ | 8.033 (1.537)** | 16.906 (1.740)** |
| **Convenience yield parameters** | | |
| $\kappa$ | 1.495 (3.501e−02)** | 1.558 (2.675e−02)** |
| $\alpha$ | −0.089 (0.052)* | −0.022 (3.577e−02) |
| $\sigma_\delta$ | 0.160 (2.898e−03)** | 0.127 (2.133e−03)** |
| $\beta^V$ | 1.635 (2.477e−02)** | 1.446 (1.788e−02)** |
| $\beta^J$ | 2.226 (2.634e−02)** | |
| **Jump size parameters** | | |
| $\mu^+$ | 1.0007e−05 (1.028e−05) | |
| $\sigma^+$ | 1.6342e−03 (6.569e−06)** | |
| $\mu^-$ | −2.3047e−05 (1.091e−05)** | |
| $\sigma^-$ | 1.6857e−03 (9.698e−06)** | |
| **Market price of risk parameters** | | |
| $\Lambda^h$ | −0.620 (0.290)** | −0.191 (0.101)* |
| $\Lambda^e$ | 1.848 (8.486) | 1.109 (>10) |
| $\Lambda^r$ | 7.476 (>10) | 99.543 (>10) |
| $\Lambda^+$ | 39.090 (1.756)** | |
| $\Lambda^-$ | −44.944 (3.302)** | |
| **Model diagnostics** | | |
| Log-likelihood | 92297.5 | 93374.3 |
| Corrected AIC | −184577 | −186708 |
| LR test $p$ Value | 0 | |
| Average RMSE | 0.00521 | 0.00496 |
| F1 RMSE | 0.01278 | 0.01188 |
| F3 RMSE | 0.00398 | 0.00306 |
| F6 RMSE | 0.00313 | 0.00351 |
| F12 RMSE | 0.00471 | 0.00479 |
| **Panel B: Volatility contributions (%)** | | |
| Unconditional | 0.368 | 0.305 |
| All news | 19.56 | |
| Positive news | 9.19 | |
| Negative news | 10.37 | |

This table provides parameter estimates for the futures pricing model with and without news variables. The model is estimated using all futures contracts, F1 to F12, where $F_n$ is the $n$th nearest-to-maturity contract. See the text for the full model and estimation strategy. Log-likelihood is the converged log-likelihood from the maximum likelihood estimation. Corrected AIC is the Akaike Information Criterion corrected for additional variables. LR test $p$ value is the $p$ value from a likelihood ratio test between the two nested models. The average root-mean-squared error (RMSE) is reported for returns on all futures contracts and individually for F1, F3, F6 and F11. The final section provides the unconditional volatility and the average percentage of conditional variance explained by all news and by positive and negative news, separately. Standard errors are provided in parentheses. *** (**) (*) indicates significance at 0.001 (0.01) (0.05) level. The sample period is January 5, 2004, to December 28, 2012 (2661 trading days).
identification, we assume that for the nearest-to-maturity futures contract, which is the most liquid contract, we can estimate the variance of the return without error. Let $\sigma^2_{t-F1}$ denote the realized variance of the return for contract F1, then by assumption

$$\text{var}(R_{t+1}) = \sigma^2_{t-F1}.$$  

Using expression (13), given the parameter values and $\lambda^+_t$ and $\lambda^-_t$, we can solve for $h_t$.

The estimation results are shown in Table 8. We first estimate a model ignoring the impact of news arrival, labeled No News, and then estimate a model that includes the effects of news, labeled With News. The constant $\omega_h$ and the autoregression coefficient, $h_t$, for the GARCH process are statistically significant. The $\alpha_k$ coefficient is not statistically significantly different from zero. The unconditional volatility is 0.368, similar in magnitude to values reported in the literature. The volatility $\sigma^2$ and speed of mean reversion $\kappa$ of the convenience yield process are statistically significant. The covariance term $\phi^Y$ is positive and statistically significant, implying that innovations in the (logarithm) of the spot price are positively correlated with innovations in the convenience yield.

If the random arrival of news items impacts prices, we would expect the GARCH process to play a less significant role when news information is included. This is indeed the case: the unconditional variance decreases to 0.305 from 0.368. The incorporation of news explains approximately 19.56% of the variance of return; negative news explains 10.37% of the variance and positive news explains 9.19% of the variance. News arrival does affect the price dynamics in a nontrivial way. It affects all the moments of the distribution and consequently hedging ratios.

The expected jump size for positive news, $\mu^+$, is positive though not statistically significant. For negative news, the expected jump size $\mu^-$ is negative and statistically significant. In absolute terms, the expected jump size and standard deviation for negative news are larger than those for positive news. These results are also consistent with the finding in Fig. 4 Panel A, which suggest that the mean for positive (negative) news should be positive (negative). Our results show that negative news and positive news have an asymmetric impact on returns. This is apparent when we calculate the means and volatilities of the two compound processes. 22 The sum of the means of the negative and positive news compound processes is −0.1130, implying that over the estimation period, news had on average a negative impact. The mean of the compound process reported in Christoffersen et al. (2016) is of similar magnitude, −0.07953. 23

Both Poisson compound processes affect the distribution of returns, with negative news playing a more significant role. In Fig. 4, Panel B, there is evidence of negative correlation between the net number of news articles and volatility. These two results are consistent with results in Trolle and Schwartz (2009) who find volatility and futures returns are

---

21 For a compound process $Y = \sum_{i=1}^{N} \theta_i$, where $\theta_i$ is normally distributed with mean $\mu$ and volatility $\sigma$, and $N$ is a Poisson random variable with intensity $\lambda$, then $E(Y) = \lambda \mu$ and $\text{var}(Y) = \lambda (\mu^2 + \sigma^2)$.

22 These results are expressed on a per-year basis, having been multiplied by 252.

23 We estimated this value using figures in Exhibit 4, Christoffersen et al. (2016).
We examine the impact of news on volatility using the estimates in Table 8. Using the No News model, we estimate the conditional variance due to GARCH using filtered values and compare this to the conditional variance due to GARCH estimated in the using the With News model. The No News model neglects the impact of news, and consequently, the GARCH process would be expected to increase (relative to the With News model), if the impact of news articles is important. This difference will increase as the variance generated by the arrival of important news increases. We did the analysis for all 12 contracts (F1, ..., F12). The results were similar for all contracts, so we randomly picked F3 for reporting. The results are shown in Fig. 5 Panel A. The estimates from the No News model are larger than those of the With News Model, implying that news arrival does affect volatility.

In Panel B, we compute the total conditional variance (see expression (13)) for the two models. The conditional variance from the interest rate process is the same for both models. With the No News model, we must estimate the conditional variance of the convenience yield. For the With News model, we must estimate the conditional variance of the convenience yield and the news processes. In Panel B, it is seen that the total variance of the With News model can be larger than the total variance of the No News model. This will occur if the variance generated from the arrival of news information is relatively large, as the variance of the convenience yield is similar for both models. If the conditional variance of the No News model is relatively large, it is seen that there is little difference between the conditional variances of the two models.

In summary, the takeaway in Fig. 5 is that news is an important determinant of volatility. Engle et al. (2012) find similar results for equity returns.

In Table 9, we examine the ability of the model to reproduce the summary statistics of the data sample shown in Table 1. In Panel A, we compare the first four moments of the returns across the term structure of futures prices. For the first moment, the model estimate is very close to the values reported in Table 1 Panel A. For the second moment, the model overestimates for the first three contracts and underestimates for the remaining contracts. On average, it underestimates. For skewness, the model tends to underestimate. For kurtosis, the model overestimates for the first seven contracts and underestimates for the remaining contract.

In Panel B, we estimate the first four moments of the nearest to maturity contract, F1, for each year in the 9-year period of 2004 to 2012. From Table 1, signs for normalized skewness and excess kurtosis vary over this period. The model tends to overestimate the variance. For skewness, the model correctly predicts the sign for all years except year

| Table 9 Modeled crude oil futures prices |
|-----------------------------------------|
| Mean | Variance | Normalized Excess | Kurtosis |
|------|----------|-------------------|----------|
| F1   | 4.44e-04 | 6.32e-04          | -0.100   | 5.313   |
| F2   | 4.56e-04 | 5.44e-04          | -0.115   | 4.868   |
| F3   | 4.66e-04 | 4.74e-04          | -0.141   | 4.395   |
| F4   | 4.75e-04 | 4.18e-04          | -0.163   | 3.958   |
| F5   | 4.82e-04 | 3.72e-04          | -0.177   | 3.565   |
| F6   | 4.89e-04 | 3.36e-04          | -0.192   | 3.206   |
| F7   | 4.95e-04 | 3.06e-04          | -0.202   | 2.904   |
| F8   | 5.00e-04 | 2.82e-04          | -0.210   | 2.641   |
| F9   | 5.04e-04 | 2.62e-04          | -0.220   | 2.410   |
| F10  | 5.08e-04 | 2.46e-04          | -0.224   | 2.226   |
| F11  | 5.11e-04 | 2.32e-04          | -0.227   | 2.080   |
| F12  | 5.14e-04 | 2.21e-04          | -0.232   | 1.946   |
| Average | 4.87e-04 | 3.60e-04          | -0.169   | 4.907   |

Panel A: Modeled futures term structure of returns

Panel B: Modeled returns for nearby futures contract (F1)

This table provides summary statistics for the modeled crude oil futures daily close-to-close returns. The modeled daily return is \( \ln(F_{t+1}/F_t) \), where \( F_t \) is the time \( t \) estimated price of the contract that matures at time \( T \). The mean, variance, normalized skewness and excess kurtosis are calculated using the definitions recommended by Joanes and Gill (1998) for skewed distributions. Panel A reports statistics for the modeled term structure of futures contracts, F1 to F12, where \( F_n \) is the \( n \)th nearest-to-maturity contract. Panel B reports the summary statistics for F1 for each year of the sample period. The sample period is January 5, 2004, to December 28, 2012 (2261 trading days).

negatively correlated and the existence of two unspanned volatility factors.

The log-likelihood for the model With News is larger than the likelihood for the model with No News, and the difference is statistically significant with a \( p \) value approximately equal to zero. The inclusion of news decreases the Akaike Information Criterion (corrected for additional variables), implying a better fit.\(^{24}\)

\(^{24}\) Following Trolle and Schwartz (2009), we reformulated the model in terms of net carrying costs. The empirical results were very similar to those reported in Table 8 and consequently are not reported.
Table 10 Futures pricing model subsample estimation

| Parameter                        | Oil bubble period | Post-bubble period |
|----------------------------------|-------------------|--------------------|
|                                  | No news           | With news          | No news           | With news          |
| **GARCH parameters**             |                   |                    |                   |                    |
| $w_h$                            | 0.037 (1.328e-03)** | 0.035 (7.874e-03)** | 0.034 (2.335e-03)** | 0.035 (1.829e-02)* |
| $a_h$                            | 1.003e-06 (1.479e-09)** | 1.002e-06 (3.542e-06) | 1.009e-06 (2.075e-06) | 1.013e-06 (8.7e-05) |
| $b_h$                            | 0.885 (9.975e-05)** | 0.832 (3.745e-02)** | 0.872 (1.09e-03)** | 0.850 (0.056)** |
| $c_h$                            | 27.894 (> 10)     | 16.915 (1.412)**   | 18.866 (3.197)**   | 18.872 (4.012)**  |
| **Convenience yield parameters**|                   |                    |                   |                    |
| $\kappa$                         | 1.391 (0.057)**   | 1.468 (2.103e-02)**| 1.822 (0.058)**   | 2.000 (2.569e-02)**|
| $\alpha$                         | $-0.023 (0.054)$  | $-0.040 (0.051)$   | $-8.865e-03 (4.46e-02)$ | $-0.018 (0.053)$ |
| $\sigma^v$                       | 0.153 (2.489e-03)** | 0.137 (2.502e-03)** | 0.149 (3.771e-03)**| 0.129 (3.095e-03)** |
| $\beta^v$                        | 1.542 (2.723e-02)** | 1.397 (1.627e-02)** | 1.735 (3.929e-02)**| 1.642 (2.193e-02)** |
| $\beta^l$                        | 2.095 (2.122e-02)** |                    |                    |                    |
| **Jump size parameters**         |                   |                    |                   |                    |
| $\mu^+$                          | 1.001e-05 (1.566e-05) |                    | 1.000e-05 (3.006e-05) |                    |
| $\sigma^+$                       | 1.851e-03 (4.191e-05)** |                    | 1.718e-03 (5.340e-05)** |                    |
| $\mu^-$                          | $-2.186e-05 (2.025e-05)$ |                    | $-1.000e-05 (2.354e-05)$ |                    |
| $\sigma^-$                       | 2.092e-03 (1.429e-05)** |                    | 1.449e-03 (5.271e-05)** |                    |
| **Market price of risk parameters**|                  |                    |                   |                    |
| $\Lambda^b$                      | 0.143 (0.073)**   | 0.230 (0.105)**    | 1.642 (0.106)**   | 0.203 (0.055)**    |
| $\Lambda^d$                      | 1.087 (> 10)     | 1.330 (> 10)      | $-0.099 (4.631)$  | 1.126 (8.962)      |
| $\Lambda^r$                      | 32.136 (> 10)    | 20.177 (> 10)     | 79.400 (> 10)     | 18.029 (> 10)      |
| $\Lambda^+$                      | 39.588 (3.451)**  | 39.092 (2.557)**   |                    |                    |
| $\Lambda^-$                      | $-44.717 (3.490)** |                    | $-44.944 (5.755)** |                    |
| **Model diagnostics**             |                   |                    |                   |                    |
| Log-likelihood                   | 54902.7           | 55711.6            | 37541.8           | 38081.6            |
| Corrected AIC                    | $-109787$         | $-111382$          | $-75605$          | $-76122$           |
| LR test p value                  | 0                 | 0                  | 0                 | 0                 |
| Average RMSE                     | 0.00583           | 0.00535            | 0.00448           | 0.00407            |
| F1 RMSE                          | 0.01428           | 0.01281            | 0.01032           | 0.00922            |
| F3 RMSE                          | 0.00491           | 0.00321            | 0.00404           | 0.00316            |
| F6 RMSE                          | 0.00318           | 0.00381            | 0.00245           | 0.00275            |
| F12 RMSE                         | 0.00504           | 0.00491            | 0.00413           | 0.004              |
| **Volatility contributions (%)** |                   |                    |                   |                    |
| Unconditional                    | 0.569             | 0.459              | 0.515             | 0.485              |
| All news                         | 24.29             |                    | 18.87             |                    |
| Positive news                    | 11.40             |                    | 9.58              |                    |
| Negative news                    | 12.89             |                    | 9.30              |                    |

This table provides parameter estimates for the futures pricing model with and without news variables for two subsample periods. The model is estimated using all futures contracts, F1 to F12, where $F^n$ is the nth nearest-to-maturity contract. See the text for the full model and estimation strategy. Log-likelihood is the converged log-likelihood from the maximum likelihood estimation. Corrected AIC is the Akaike Information Criterion corrected for additional variables. LR test p value is the p value from a likelihood ratio test between the two nested models. The average root-mean-squared error (RMSE) is reported for returns on all futures contracts and individually for F1, F3, F6 and F11. The final section provides the unconditional volatility and the average percentage of conditional variance explained by all news and by positive and negative news, separately. Standard errors are provided in parentheses. ***(***) indicates significance at 0.001 (0.01) (0.05) level. The bubble period is January 5, 2004, through June 30, 2009 (1378 trading days), and the post-bubble period is July 1, 2009, through December 28, 2012 (883 trading days).
2006. For kurtosis, the model incorrectly predicts the sign twice and there is overestimation over the whole period.

Robustness

We consider three robustness tests: 1) subperiod estimation, 2) sensitivity of the estimation results to the probability threshold value used to define major negative and positive news and 3) the ability of our model to estimate futures prices out of sample.

Subperiod estimation

The price of oil was below $40 a barrel at the beginning of our sample period; within 5 years, it was over $140 and then fell to below $50 and was trading around $80 a barrel at the end of the sample period. (See Fig. 1 Panel A.) The slope of the term structure of futures prices (Fig. 1 Panel C) also varied. It was downward sloping during 2004 to mid-2005 and upward sloping for most of the remaining period. We examine how this price variation affects parameter estimation.

In Table 10, the model is estimated over the two subperiods: the oil bubble period (January 5, 2004, to June 30, 2009) and the post-bubble period (July 1, 2009 to December 28, 2012). From Fig. 1 Panel A, the oil bubble period is characterized by raising oil prices and a dramatic drop at the end of the period. It is also observed in Fig. 1 Panel D that this turbulent period is a period of high variance clustering. During the post-bubble period, oil prices trend upward and there is lower clustering.

Comparing the No News model over the two periods, the $w_k$ coefficient of the GARCH is larger during the oil bubble period than in the post-bubble period. The unconditional variance over the first period is 0.569 and during the second period 0.515. For the With News model, the autoregressive coefficient $b_h$ increases during the second period. The unconditional volatility increases from 0.459 to 0.484 during the second period. The change in the flow of negative and positive news items is reflected in the changes in the coefficients for the intensities for the arrival of negative and positive news during these periods—see Table 5 Panel B. During the bubble period, the average arrival intensity for positive news is slightly larger than that of negative news. In the post-bubble period, the average arrival intensities undergo a substantial decrease. The average arrival intensity for negative news is larger than that for positive news. In Table 5, Panel A, it is observed that on average there are more negative than positive news items. The expected jump size $\mu^+$ and volatility $\sigma^+$ for positive news are slightly larger in magnitude during the oil bubble period than in the post-bubble period. The reverse occurs for negative news: the expected jump size for negative news $\mu^-$ and volatility $\sigma^-$ are substantially larger in absolute magnitude during the oil bubble period than in the post-bubble period. The expected value (variance) of the sum of the compound processes for negative and positive news is $-0.0812 (0.0625)$ during the oil bubble period and $-0.0278 (0.0309)$ during the post-bubble period. News explains 24.29 percent of the annual volatility during the oil bubble period and 18.87 in the post-bubble period. For both the No News and With News models, the RMSE for all contracts is larger during the oil bubble period than in the post-bubble period. In both periods, the RMSE is smaller for the With News model compared to the No News model.

Major news filter

We consider the sensitivity of the parameter estimates to a lower probability threshold, namely 0.65. As seen in Table 4 Panel A, this lower threshold substantially increases the number of news items classified as major negative or major positive news and, consequently, the number neutral news items decreases. The increase in the number of news items now classified as major news implies that these news items have a lower probability of actually being major news. This will likely reduce the absolute magnitude of the mean jump sizes, and the intensities for the arrival processes for negative and positive news should increase. With fewer news items classified as noise, the unconditional volatility of the GARCH process might be expected to decrease. The effect on the other model parameters should be small.

The results are shown in Table 11. From Table 4 Panel A, the correlation between negative and positive news is still zero with a threshold of 0.65. We make the stronger assumption of independence. The parameters ($y_0$ and $y_1$) for the arrival processes for the negative and positive news increase, as expected. For positive news, the mean jump size $\mu^+$ decreases in magnitude as the threshold decreases. Similarly, for negative news, the absolute magnitude of the mean jump size $\mu^-$ decreases. The expected value of the compound process for positive news increases from 0.0775 to 0.0812, even though the mean of the jump size decreases.25 This is because the average number of positive news items increases from 31 to 54 as the threshold decreases. This increase, however, is insufficient to increase the variance of the compound process.

For negative news items, the magnitude of the expected value of the compound process decreases from 0.1904 to 0.0856, in absolute value. The increase in the number of negative news items from 33 to 47 is insufficient to offset the decrease in absolute value of the mean of the jump size. Volatility also decreases. The expected value of the sum

25 See footnote 17 for expressions for the first and second moments of compound processes.
Table 11 Futures pricing model estimation for different sentiment probability thresholds

| Parameter                  | $\pi = 0.65$                          | $\pi = 0.75$                          |
|----------------------------|---------------------------------------|---------------------------------------|
| GARCH parameters           |                                       |                                       |
| $w_h$                      | 0.010 (1.923e-03)***                  | 0.020 (2.127e-03)***                  |
| $\alpha_h$                 | 1.005e-06 (1.813e-05)                 | 1.001e-06 (1.272e-05)                 |
| $b_h$                      | 0.769 (4.16e-02)***                   | 0.780 (2.204e-02)***                  |
| $c_h$                      | 17.023 (3.315)***                     | 16.906 (1.740)***                     |
| Convenience yield parameters|                                       |                                       |
| $\kappa$                   | 1.555 (2.726e-02)***                  | 1.558 (2.675e-02)***                  |
| $\alpha$                   | -0.044 (3.559e-02)                    | -0.022 (3.577e-02)                    |
| $\sigma_0$                 | 0.106 (1.969e-03)***                  | 0.127 (2.133e-03)***                  |
| $\beta^+$                  | 1.480 (1.742e-02)***                  | 1.446 (1.788e-02)***                  |
| $\beta^-$                  | 2.439 (1.732e-02)***                  | 2.226 (2.634e-02)***                  |
| Jump size parameters       |                                       |                                       |
| $\mu^+$                    | 6.0062e-06 (7.232e-06)                | 1.0007e-05 (1.028e-05)                |
| $\sigma^+$                 | 9.9417e-04 (1.686e-05)***             | 1.6342e-03 (6.569e-06)***             |
| $\mu^-$                    | -7.2996e-06 (8.751e-06)               | -2.3047e-05 (1.991e-05)*              |
| $\sigma^-$                 | 1.1847e-03 (2.083e-05)***             | 1.6857e-03 (9.698e-06)***             |
| News arrival intensity parameters |                                           |                                       |
| $y_{0}^+$                  | 32.060 (0.427)***                     | 20.225 (0.296)***                     |
| $y_{1}^+$                  | 0.402 (7.869e-03)***                  | 0.339 (9.424e-03)***                  |
| $y_{0}^-$                  | 26.419 (0.357)***                     | 18.801 (0.269)***                     |
| $y_{1}^-$                  | 0.432 (7.586e-03)***                  | 0.424 (8.105e-03)***                  |
| Market price of risk parameters |                                           |                                       |
| $\Lambda^+$                | 0.102 (0.069),                        | -0.191 (0.101)*                      |
| $\Lambda^-$                | 1.317 (> 10)                          | 1.109 (> 10)                         |
| $\Lambda'$                 | 97.278 (> 10)                         | 99.543 (> 10)                        |
| $\Lambda^+                  | 43.508 (5.277)***                    | 39.090 (1.756)***                    |
| $\Lambda^-$                | -44.537 (2.497)***                   | -44.944 (3.302)***                   |
| Model diagnostics          |                                       |                                       |
| Log-likelihood             | 93343.7                               | 93374.3                               |
| Corrected AIC              | -186727                               | -186708                               |
| Average RMSE               | 0.00496                               | 0.00496                               |
| F1 RMSE                    | 0.01199                               | 0.01188                               |
| F3 RMSE                    | 0.00319                               | 0.00306                               |
| F6 RMSE                    | 0.0034                                | 0.00351                               |
| F12 RMSE                   | 0.00472                               | 0.00479                               |
| volatility contributions (%)|                                       |                                       |
| Unconditional              | 0.211                                 | 0.305                                 |
| All news                   | 14.92                                 | 19.56                                 |
| Positive news              | 6.70                                  | 9.19                                  |
| Negative news              | 8.23                                  | 10.37                                 |

This table provides parameter estimates for the futures pricing model with news variables with a sentiment threshold ($\pi$) of 0.65 applied to identify positive and negative news. The estimates for $\pi = 0.75$ provided in Table 8 are repeated here. The model is estimated using all futures contracts, F1 to F12, where Fn is the nth nearest-to-maturity contract. See the text for the full model and estimation strategy. Log-likelihood is the converged log-likelihood from the maximum likelihood estimation. Corrected AIC is the Akaike Information Criterion corrected for additional variables. LR Test $p$ value is the $p$ value from a likelihood ratio test between the two nested models. The average root-mean-squared error (RMSE) is reported for returns on all futures contracts and individually for F1, F3, F6 and F11. The final section provides the unconditional volatility and the average percentage of conditional variance explained by all news and by positive and negative news, separately. Standard errors are provided in parentheses. *** (**) (*) indicates significance at 0.001 (0.01) (0.05) level. The bubble period is January 5, 2004, through June 30, 2009 (1378 trading days), and the post-bubble period is July 1, 2009, through December 28, 2012 (883 trading days).
of the two compound processes changes from -0.1130 to -0.0046, when the threshold decreases. The proportion of variance explained by the news drops from 19.56 to 14.92%.

For the GARCH process, the unconditional volatility decreases from 0.305 to 0.211. The average RMSE remains approximately constant but there are small changes in the RMSE across the term structure of prices. In summary, the changes in the parameters estimates are as expected.

| Table 12 Futures pricing model estimation using different futures contracts |
|---------------------------------------------------------------|
| **GARCH parameters** |
| $w_h$ | 0.020 (2.127e-03)**| 0.020 (7.855e-03)** |
| $a_h$ | 1.001e-06 (1.272e-05) | 1.001e-06 (1.808e-05) |
| $b_h$ | 0.780 (2.204e-02)** | 0.781 (0.080)** |
| $c_h$ | 16.906 (1.740)** | 16.929 (4.562)** |
| **Convenience yield parameters** |
| $\kappa$ | 1.558 (2.675e-02)** | 1.739 (4.117e-02)** |
| $\alpha$ | −0.022 (3.577e-02) | −0.008 (4.046e-02) |
| $\sigma_\delta$ | 0.127 (2.133e-03)** | 0.166 (1.215e-02)** |
| $\beta^V$ | 1.446 (1.788e-02)** | 1.357 (2.585e-02)** |
| $\beta^\ell$ | 2.226 (2.634e-02)** | 2.252 (0.073)** |
| **Jump size parameters** |
| $\mu^+$ | 1.0007e-05 (1.028e-05) | 10002e-05 (1.651e-05) |
| $\sigma^+$ | 1.6342e-03 (6.569e-06)** | 1.5109e-03 (5.847e-05)** |
| $\mu^-$ | −2.3047e-05 (1.091e-05)** | −1.2192e-05 (1.781e-05) |
| $\sigma^-$ | 1.6857e-03 (9.698e-06)** | 1.5357e-03 (3.577e-05)** |
| **Market price of risk parameters** |
| $\Lambda^h$ | −0.191 (0.101)* | 0.249 (0.155). |
| $\Lambda^\ell$ | 1.109 (> 10) | 1.441 (> 10) |
| $\Lambda^+$ | 99.543 (> 10) | 21.442 (> 10) |
| $\Lambda^−$ | 39.090 (1.756)** | 39.226 (> 10) |
| $\Lambda^−$ | −44.944 (3.302)** | −44.880 (5.276)** |
| **Model diagnostics** |
| Log-likelihood | 93374.3 | 92519.3 |
| Corrected AIC | −186708 | −184998 |
| Volatility contributions (%) |
| Unconditional | 0.305 | 0.302 |
| All news | 19.56 | 14.51 |
| Positive news | 9.19 | 6.92 |
| Negative news | 10.37 | 7.59 |

This table provides parameter estimates for the futures pricing model with news variables using only odd-term futures contracts: $F_n$ where $n \in (1, 3, 5, 7, 9, 11)$ and $F_n$ is the $n$th nearest-to-maturity contract. The estimates using all futures contracts, $F_1$ to $F_{12}$, provided in Table 8, are repeated here. See the text for the full model and estimation strategy. Log-likelihood is the converged log-likelihood from the maximum likelihood estimation. Corrected AIC is the Akaike Information Criterion corrected for additional variables. LR test $p$ value is the $p$ value from a likelihood ratio test between the two nested models. The average root-mean-squared error (RMSE) is reported for returns on all futures contracts and individually for $F_1$, $F_3$, $F_6$ and $F_{11}$. The final section provides the unconditional volatility and the average percentage of conditional variance explained by all news and by positive and negative news, separately. Standard errors are provided in parentheses. *** (**) (*) indicates significance at 0.001 (0.01) (0.05) level. The bubble period is January 5, 2004, through June 30, 2009 (1378 trading days), and the post-bubble period is July 1, 2009, through December 28, 2012 (883 trading days).
Out-of-sample estimation

In Table 12, we examine the ability of the model to estimate futures prices for a sample not used in the estimation. The results from Table 8 are reproduced in Table 12 Panel A, second column. We refer to this model, estimated using all contracts, as odd plus even. We then estimate the model using only odd month contracts. These results are provided in the third column. We refer to this model as odd. A comparison indicates that there are small changes in the coefficient estimates.

In Table 13, we report, for each model, the RMSE for the odd contracts and the RMSE for even contracts. We first consider odd contracts. Using the odd plus even model, the average RMSE is 0.00575. For the odd model, the average RMSE is slightly lower, 0.0055. We compute the 95% confidence interval using a bootstrap sample size of 5000 and infer that statistically, there is no difference in the results.

For both models, we then compute the average RMSE for the even contracts. For the odd model, the even month contracts are out of sample. It is not unreasonable to expect the results to be inferior compared to odd plus even model. This is the case, though the differences are small and generally statistically insignificant. The results provide strong support for the model’s out-of-sample performance.

Summary

This paper examines the impact of news on CME oil futures returns. In a model-free environment, we show that negative and positive news items have an asymmetric impact on returns and volatility. The magnitude of the impact depends on the maturity of the futures contracts, decreasing as maturity increases, consistent with Samuelson’s (1965) hypothesis. We show that persistence in the volatility of oil returns is affected by news arrival. Engle et al. (2012) found a similar result for equity returns.

To the best of our knowledge, there are no arbitrage-free models that consider the explicit impact of news on the price dynamics of oil futures. We incorporate our model-free results into a new reduced-form model that formally recognizes the impact of news, to price oil futures. Two independent Poisson compound processes represent the impact of important negative and positive news. The parameters of the model are estimated and show, consistent with our model-free results, that the effects of negative and positive news are described by different processes, that a significant proportion of volatility is caused by news arrival and that the impact of negative news is larger than the impact of positive news. Christoffersen et al. (2016) also found that price shocks have an asymmetric impact on volatility. They did not, however, consider the flow of news information as a source of those shocks.

Our model, incorporating the intensity of news arrival, is estimated over periods of high and low oil prices and high and low volatility, and the results have important implications for modeling and understanding asset pricing dynamics. To make price and volatility predictions, one needs to estimate the number of negative and positive news items. If the number of positive or negative news items is expected to increase, both the return and volatility will be impacted and the effect of negative news on returns and volatility will be greater in absolute terms than positive news. In our sample period, this relationship was observed in the 2009 and 2014 oil price collapses. Anecdottally, this is also true during the 2020 extreme oil price collapse and volatility spike: a high intensity of negative news items was observed.

Table 13 RMSE analysis from estimation results using different contracts

| Properties               | Using all contracts       | Using odd contracts       |
|--------------------------|--------------------------|--------------------------|
| All contracts            | 0.00496 (0.00481,0.00511)| 0.00482 (0.00469,0.00495)|
| Odd contracts            | 0.00575 (0.0055,0.006)   | 0.0055 (0.00529,0.00571) |
| F1                       | 0.0119 (0.0112,0.0126)   | 0.011 (0.0104,0.0115)    |
| F3                       | 0.00306 (0.00279,0.00332)| 0.00276 (0.00251,0.00301)|
| F5                       | 0.00316 (0.00303,0.00328)| 0.0036 (0.00345,0.00374)|
| F7                       | 0.00363 (0.00346,0.0038) | 0.00396 (0.00377,0.00415)|
| F9                       | 0.00328 (0.00305,0.00351)| 0.00322 (0.003,0.00344)  |
| F11                      | 0.00377 (0.00335,0.00404)| 0.00375 (0.00335,0.004)  |
| Even contracts           | 0.00402 (0.00393,0.00414)| 0.00403 (0.00392,0.00413)|
| F2                       | 0.00563 (0.00528,0.00598)| 0.00498 (0.00466,0.0053) |
| F4                       | 0.00267 (0.00249,0.00285)| 0.00294 (0.00278,0.0031) |
| F6                       | 0.00351 (0.00337,0.00365)| 0.00395 (0.00378,0.00412)|
| F8                       | 0.00349 (0.00329,0.0037)| 0.00364 (0.00343,0.00385)|
| F10                      | 0.00326 (0.00302,0.00351)| 0.00311 (0.00288,0.00333)|
| F12                      | 0.00479 (0.00449,0.00509)| 0.00504 (0.00476,0.00532)|

This table reports average root-mean-squared error (RMSE) for all contracts, odd contracts, even contracts and the RMSE for each individual contract for modeled futures returns obtained using all contracts and using only odd contracts. The 95% confidence interval for the RMSE is in parentheses. Confidence intervals are based on bootstrap samples of size 5000.
Our analysis also provides a rich menu for future research. We applied a threshold to filter news items into distinct groups. This approach can be refined to consider the quality of information, recognizing that some sources of information are more important than others. Announcements of macroeconomic conditions and political events impact oil prices, as shown by Heath (2018). News reporting of these changes implies that the intensity of news arrival and the impact of the news may be state dependent. The arrival of these types of news events could be modeled separately, though the estimation burden increases.
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Appendix 1: Futures price

The spot commodity price is denoted by $S_t$, Let $S_t = \exp(X_t)$. 

$$X_{t+1} - X_t = (r_t - \delta)_t \Delta_t - I_t + \epsilon_{t+1}$$

(15)

where $E_t^Q[\exp(\epsilon_{t+1})] = \exp(l_t)$. Therefore,

$$E_t^Q[X_{t+1} - X_t] = \exp[(r_t - \delta)_t \Delta_t]$$

(16)

which can be rewritten in the form

$$E_t^Q[S_{t+1}] = S_t \exp[(r_t - \delta)_t \Delta_t]$$

This is the discrete-time equivalent of the continuous-time expressions (4) and (36) used by Casassus and Collin-Dufresne (2005). We need to derive results under the pricing measure $Q$. The Radon–Nikodym derivative is

$$\frac{\Delta Q}{\Delta P} = \frac{\exp(-\Lambda X_{t+1})}{L(\Lambda; v_t)}$$

(17)

where $L(\Lambda; v_t) = E_t^Q[\exp(-\Lambda X_{t+1})]$; $v_t = (\epsilon_t, \tilde{\epsilon}_t, \tilde{\delta}_t, U^+_t, U_t, U^-_t)$ is a $(6, 1)$ vector of error terms and $\Lambda$ is a $(6, 1)$ vector of prices of risk, assumed constant. For $\epsilon_{t+1}$, under the $Q$ measure,

$$E_t^Q[\exp(-u\epsilon_{t+1})] = \frac{E_t^P[\exp(-\Lambda V + u)e^{\gamma V_{t+1}}]}{E_t^P[\exp(-\Lambda V e^{\gamma V_{t+1}}}]}$$

$$= \exp\left[\left(1/2 u^2 + u\Lambda V\right)h_t\Delta_t\right]$$

(18)

The Laplace transform of the jump size is given by

$$E_t^Q[\exp(-u\epsilon_j)] = \exp\left(-u \mu_j + 1/2 u^2 \sigma_j^2\right) \equiv \phi^j(u)$$

(19)

where $u$ is a real constant and $j \in A$. Let $U^j_t = \sum_{k=1}^{N^j_t} \theta^j_k$, so that the Laplace transform

$$E_t^Q[\exp(-uU^j_t)] = \exp[-(1 - \phi^j(u))\Delta t]$$

(20)

where $\phi^j(u)$ is defined by expression (19). Under the $Q$ measure, the Laplace transform of $U^j_{t+1}$ is given by

$$E_t^Q[\exp(-uU^j_{t+1})] = \frac{\exp[-(1 - \phi^j(N^j_t + u))\Delta t]}{\exp[-(1 - \phi^j(N^j_t))\Delta t]}$$

$$= \exp[(\phi^j(N^j_t + u) - \phi^j(N^j_t))\Delta t]$$

(21)

$j \in A$.

Therefore, given $\exp(l_{t-1}) = E_{t-1}^Q[\exp(\epsilon^X_t)]$, then

$$l_{t-1} = \left(1/2 + \Lambda V\right)h_{t-1}\Delta_t$$

+ $\sum_{j \in A} \left(\phi^j(N^j_t) - \phi^j(N^j_t)\right)\Delta t$

At time $T - 1$, using (16), we have

$$E_{T-1}^Q[S_T] = S_{T-1} \exp[(r_{T-1} - \delta_{T-1})\Delta_t]$$

$$= \exp[D^X_t X_{T-1} + D^I_t r_{T-1} - D^\delta_t \delta_{T-1}]$$

(22)

where

$$B_t = 0$$

$$D^1_t = 1$$

$$D^I_t = \Delta$$

$$D^\delta_t = \Delta$$

$$D^1_t = 0, \quad j \in A$$

$$G_t^I = 0$$

Now

26 The terms $B_t$, $D^I_t$ and $G^I_t$ are added to be consistent with the tables presented later.
\[ D_1^0 X_{t-1} + D_1^0 r_{t-1} - D_1^0 \bar{\delta}_{t-1} = D_1^0 [X_{t-2} + (r_{t-2} - \delta_{t-2})\Delta - l_{t-2} + e_{t-1}^X] + D_1^0 r_{t-2} + a(m - r_{t-2})\Delta + e_{t-1}^r \]

where \( E_{T-2}^Q[\exp(e_{t-1}^X)] = \exp(l_{t-2}) \). Now using (10)

\[ D_1^0 e_{t-1}^Y + D_1^0 e_{t-1}^r - D_1^0 e_{t-1}^\delta = u_1^Y e_{t-1}^Y + u_1^r e_{t-1}^r + D_1^0 e_{t-1}^\delta - D_1^0 e_{t-1}^\delta \]

where

\[ u_1^Y = D_1^0 - D_1^0 \beta_\delta^Y \text{ and } u_1^r = D_1^0 - D_1^0 \beta_\delta^r \]

First, consider

\[ E_{T-2}^Q[\exp(D_1^0 e_{t-1}^Y)] = \exp \left( \frac{1}{2} (D_1^0)^2 \Delta \sigma_1^2 \right) \]

so that

\[ E_{T-2}^Q[\exp(D_1^0 e_{t-1}^\delta)] = \frac{E_{T-2}^P[\exp(\Delta \beta_\delta^\delta + \Delta \beta_\delta^r)]}{E_{T-2}^P[\exp(\Delta \beta_\delta^\delta)]} \]

\[ = \exp \left( \frac{1}{2} (D_1^0)^2 - 2D_1^0 \Lambda \Delta \sigma_1^2 \right) \]

and second

\[ E_{T-2}^Q[\exp(-D_1^0 e_{t-1}^\delta)] = \exp \left( \frac{1}{2} (D_1^0)^2 + 2D_1^0 \Lambda \Delta \sigma_1^2 \right) \]

Next,

\[ E_{T-2}^Q[\exp(u_1^r e_{t-1}^r)] = \exp \left[ \left( \frac{1}{2} (u_1^r)^2 - u_1^r \Lambda \right) h_{t-2} \Delta \right] \]

and from (21)

\[ E_{T-2}^Q[\exp(u_1^r U_{t-1}^j)] = \exp \left[ \phi'(\Lambda' - u_1^r) \phi'(\Lambda') \Delta_{t-2} \right] \]

where \( j \in A \), implying

\[ l_{t-2} = \left( \frac{1}{2} - \Lambda \right) h_{t-2} \Delta + \sum_{j \in A} \phi'(\Lambda' - u_1^r) \Delta_{t-2} \]

Therefore, after substituting for \( l_{t-2} \), we have

\[ E_{T-2}^Q[S_T] = \exp[X_{t-2} - D_2^0 + r_{t-2} - D_2^0 \delta_{t-2}] \]

\[ - D_1^0 \left( \frac{1}{2} - \Lambda \right) h_{t-2} \Delta \]

\[ - D_1^0 \sum_{j \in A} \phi'(\Lambda' - u_1^r) \phi'(\Lambda') \Delta_{t-2} \Delta \]

\[ + D_1^0 a(m - r_{t-2})\Delta + e_{t-1}^r \]

\[ + \left( \frac{1}{2} (u_1^r)^2 - u_1^r \Lambda \right) h_{t-2} \Delta + \frac{1}{2} (D_1^0)^2 - 2D_1^0 \Lambda \Delta \sigma_1^2 \Delta \]

\[ + \frac{1}{2} (D_1^0)^2 + 2D_1^0 \Lambda \Delta \sigma_1^2 \Delta + B_1 \]

Remembering that \( \Lambda_{t-2}^{(i)} = \Lambda_{t-2}^{(i)} \Delta - \Lambda_{t-2}^{(i)} \Lambda_{t-2} \Lambda_{t-2} \), then the above expression can be written

\[ E_{T-2}^Q[S_T] = \exp \left( B_2 \right) \text{ where } B_2 = B_1 + \frac{1}{2} (D_1^0)^2 - 2D_1^0 \Lambda \Delta \sigma_1^2 \Delta \]

\[ - D_1^0 \Lambda \Delta + \frac{1}{2} (D_1^0)^2 + 2D_1^0 \Lambda \Delta \sigma_1^2 \Delta \]

\[ + \sum_{j \in A} \phi'(\Lambda' - u_1^r) \phi'(\Lambda') \Delta_{t-2} \Delta \]

\[ + \left( \frac{1}{2} (u_1^r)^2 - u_1^r \Lambda \right) h_{t-2} \Delta + \frac{1}{2} (D_1^0)^2 - 2D_1^0 \Lambda \Delta \sigma_1^2 \Delta \]

\[ + \frac{1}{2} (D_1^0)^2 + 2D_1^0 \Lambda \Delta \sigma_1^2 \Delta + B_1 \]

At time \( T = 3 \), consider
This is a minor extension of the result given in Heston and Nandi (2000, P619). Let \( A \equiv \frac{G(\alpha)}{h_{T-3}} \), so that

\[
\frac{E_D^p\{\exp[A(e^V - \gamma)^2]\}}{E_D^p\{\exp(-A\gamma e^V)\}} = \exp \left[ \frac{A\gamma^2}{(1 - 2Ah_{T-3})} - \frac{1}{2} \ln(1 - 2Ah_{T-3}) - \frac{1}{2} A_h^2 h_{T-3} \Delta \right]
\]

Let \( \gamma = \bar{h}_{T-3} \sqrt{\Delta} \). Now \( Ah_{T-3} \Delta = G^2 a_h \) and \( A\gamma^2 = G^2 a_h\bar{h}_{T-3} \Delta \), so that

\[
\frac{E_D^p\{\exp(uV e^V - G^2 a_h(\bar{e}^V - c_h \bar{h}_{T-3})^2)\}}{E_D^p\{\exp(-A\gamma e^V)\}} = \exp \left[ \frac{G^2 a_h}{(1 - 2G^2 a_h)} \left( c_h - \frac{\bar{u}_2 \Delta}{4G^2 a_h} \right) \right]
\]

Note we require that \( 1 - 2G^2 a_h > 0 \).

Let \( Z_{T-2} = D^2 e^V - u^V e^V_D + c_h \bar{u}_2 U^V_{T-2} \), so that the Laplace transform is

\[
E_D^p\{\exp(-uZ_{T-2})\} = \exp[(-1 - \hat{\phi}_2(u))\lambda_{T-3} \Delta]
\]

where \( \hat{\phi}_2(u) \equiv \exp(-uD^2) \phi(u) u^2 \).

\[
\frac{E_D^p\{\exp(-uZ_{T-2})\}}{E_D^p\{\exp(-\lambda_{T-3} \Delta)\}} = \exp[(\hat{\phi}_2(u) + \lambda_{T-3} \Delta) \Delta]
\]

Setting \( u = -1 \),

\[
E_D^p\{\exp(Z_{T-2})\} = \exp[(\hat{\phi}_2(-1) + \lambda_{T-3} \Delta) \Delta]
\]

We need to consider

\[
E_D^p\{\exp(D^2 e^V_{T-2})\} = \exp \left( \frac{1}{2} [(D^2)^2 - 2D^2 \Lambda_e \sigma^2] \Delta \right)
\]

and second

\[
E_D^p\{\exp(D^2 e^{(V)}_{T-2})\} = \exp \left( \frac{1}{2} [(D^2)^2 - 2D^2 \Lambda_e \sigma^2] \Delta \right)
\]

Finally, we need to compute

\[
\exp(\lambda_{T-3}) = E_D^p\{\exp(e^V_{T-2})\}
\]

Given the assumption of independence,

\[
E_D^p\{\exp(u e^V_{T-2})\} = E_D^p\{\exp(u e^V_{T-2})\} E_D^p\{\exp(u U^V)\}
\]

First, we have
After this point, the analysis repeats itself. Therefore, at time $t$, interval $n$, the futures price is given by

$$F(t, T) = E^Q_T[S_T] = \exp \left( B_n + D^X_n X_T + D^r_n r_T - D^n \delta_t + G^n h_n + \sum_{j \in A} D^j n^j \right)$$

where

$$B_n = B_{n-1} + D^r_{n-1} \alpha \Delta + \frac{1}{2} \left[ (D^r_{n-1})^2 - 2D^r_{n-1} \Lambda h \right] \sigma^2 \Delta$$

$$D^X_n = D^X_{n-1} \psi \Delta$$

$$D^r_n = D^r_{n-1} \Delta + D^r_{n-1} (1 - \alpha \Delta)$$

$$D^n = D^r_{n-1} \Delta + D^r_{n-1} (1 - \kappa \Delta)$$

$$G^n b_n + \frac{G^n a_h}{(1 - 2G^n a_h)} \left( c_h - \frac{\bar{a}_2 \sqrt{\Delta} - \bar{u}_2 \Delta / (4G^n a_h)}{2G^n a_h} \right) - \frac{1}{2} \Lambda^2 \Delta$$

$$D^j = (\bar{u}_2^j - \Lambda h) \Delta - D^j \psi \Delta$$

$$\hat{\phi}^j_n (u) = \exp \left( -uD^j \phi / (\bar{u}_2^j \Delta) \right)$$

$$\bar{u}_2^j = (-\Lambda h + u_2^j \sqrt{\Delta})$$

Casassus and Collin-Dufresne (2005) describe a three-jump model (see Appendix F). Direct comparison of the solutions is difficult due to different assumptions.

### Appendix 2: Variance of return

Let $R_{t+1} = \ln(F(t+1, T)/F(t, T))$, so that the variance is given by
The transition equation is

\[
\begin{pmatrix}
X_{t+1} \\
\delta_{t+1}
\end{pmatrix} = \begin{pmatrix}
D^X_t \\
D^\delta_t
\end{pmatrix} + \begin{pmatrix}
1 & -\Delta & \Delta \\
0 & 0 & 1 - a\Delta - \kappa\Delta
\end{pmatrix}
\begin{pmatrix}
X_t \\
\delta_t \\
r_t
\end{pmatrix}
\]

(23)

where

\[
c_{T_t} = B_{n_{t_1}} + D_{n_{t_1}}^+ n_{t_1}^+ + D_{n_{t_1}}^- n_{t_1}^- + G_{h_{n_{t_1}}}
\]

\[
G_t^2 = \text{Diag}[(\sigma_t^1)^2, \ldots, (\sigma_t^2)^2]
\]

(24)

Similar arguments give

\[
d^X_t = -l_0^+ \sum_{j=1}^{n^+_i} \mu_j^+ + \sum_{j=1}^{n^-_i} \mu_j^-
\]

(25)

and

\[
d^\delta_t = (\kappa \alpha + \psi h_i) \Delta
\]

(26)

and

\[
\text{Appendix 3}
\]

Conditional on the news arrival process, both parameter estimates and observed counts, maximum likelihood estimates for the remaining parameters are obtained using Kalman filtering to evaluate the likelihood. Following the Koopman et al. 1999 notation, the measurement equation is

\[
\begin{pmatrix}
\ln(F(t, T_1)) \\
\vdots \\
\ln(F(t, T_n))
\end{pmatrix} = \begin{pmatrix}
c_{T_1} \\
\vdots \\
c_{T_n}
\end{pmatrix} + \begin{pmatrix}
D^X_{n_{t_1}} \\
\vdots \\
D^X_{n_{t_n}}
\end{pmatrix} - \begin{pmatrix}
D^\delta_{n_{t_1}} \\
\vdots \\
D^\delta_{n_{t_n}}
\end{pmatrix} r_t
\]

(22)

Therefore,

\[
\begin{align*}
\text{var}(R_{t+1}) &= 2(G_{h_{n_{t_1}}}^2) + h_i(2G_{h_{n_{t_1}}}^2 a_{h_{n_{t_1}}} c_{h_{n_{t_1}}} - u_{n_{t_1}}^V \sqrt{\Delta})^2 \\
&\quad + \sum_{jA} \lambda_{t}^j \Delta [((D'_{n_{t_1}} + \mu_j u_{n_{t_1}}^j)^2 + (\sigma_j u_{n_{t_1}}^j)^2]
\end{align*}
\]

Similar arguments give the skewness to be

\[
\begin{align*}
2(G_{h_{n_{t_1}}}^2 a_{h_{n_{t_1}}}^2) + 3(2G_{h_{n_{t_1}}}^2 a_{h_{n_{t_1}}} c_{h_{n_{t_1}}} - u_{n_{t_1}}^V \sqrt{\Delta})^2 h_i \\
&\quad + \sum_{jA} \lambda_{t}^j \Delta [((D'_{n_{t_1}} + \mu_j u_{n_{t_1}}^j)^2 + (\sigma_j u_{n_{t_1}}^j)^2]
\end{align*}
\]

\[
\begin{align*}
&\quad + (D'_{n_{t_1}} + \mu_j u_{n_{t_1}}^j)^2)
\end{align*}
\]

and kurtosis

\[
\begin{align*}
48(G_{h_{n_{t_1}}}^2 a_{h_{n_{t_1}}}^2) + (2G_{h_{n_{t_1}}}^2 a_{h_{n_{t_1}}} c_{h_{n_{t_1}}} - u_{n_{t_1}}^V \sqrt{\Delta})^2 h_i \\
&\quad + \lambda_{t}^j \Delta [3(\sigma_j u_{n_{t_1}}^j)^4 + 6(D'_{n_{t_1}} + \mu_j u_{n_{t_1}}^j)^2(\sigma_j u_{n_{t_1}}^j)^2] \\
&\quad + (D'_{n_{t_1}} + \mu_j u_{n_{t_1}}^j)^2)
\end{align*}
\]
where
\[ \sigma_X^2 = n_j^2 (\sigma_j^+)^2 + n_j^- (\sigma_j^-)^2 + h_i \Delta \]
\[ \sigma_\delta^2 = \left( \rho_{\delta j}^2 \right) h_i \Delta + \left( \rho_\delta^2 \right) [n_j^2 (\sigma_j^+)^2 + n_j^- (\sigma_j^-)^2] + \sigma_\delta^2 \Delta \]
and the error terms \((\tilde{e}_{t+1}, \tilde{e}_{t+1}, \tilde{e}_{t+1})\) are defined in "Model" section.

The futures price is given by:
\[
F(t, T) = \exp \left( B_n + D_n^2 X_t + D_n^2 r_t - D_n^2 \delta_i \right) + D_n^2 n_t^+ + D_n^2 n_t^- + \mathcal{G}_n^2(h_j) 
\]

To compute the half-life, construct an array \(A\) with dimension \(N \times 5 \times 5\), with \(A[i, 1] = B'\) and \(N\) very large, e.g., 1000.

The half-life is then calculated as:
\[
\text{HL} = \sum_{i=1}^{N} \left( \frac{\text{Cumulative sum}[A[i, 1]]}{\sum_{j=1}^{N} A[i, 1]} < 0.5 \right) + 1
\]
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