Boundary conditions for the quantum Hall effect
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Abstract
We formulate a self-consistent model of the integer quantum Hall effect on an infinite strip, using boundary conditions to investigate the influence of finite-size effects on the Hall conductivity. By exploiting the translation symmetry along the strip, we determine both the general spectral properties of the system for a large class of boundary conditions respecting such symmetry, and the full spectrum for (fibered) Robin boundary conditions. In particular, we find that the latter introduce a new kind of states with no classical analogues, and add a finer structure to the quantization pattern of the Hall conductivity. Moreover, our model also predicts the breakdown of the quantum Hall effect at high values of the applied electric field.
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1. Introduction
Since its discovery, dating back to 1980 \cite{1}, the quantum Hall effect (QHE) has generated huge interest in the scientific community, both from the theoretical and experimental perspective. The quantization of the Hall conductivity, and in particular its surprising robustness (i.e. its independence from the details of the experimental setup), has stimulated many theoretical physicists to find a compelling explanation of the phenomenon.

\* Author to whom any correspondence should be addressed.
A large number of approaches have been indeed considered, ranging from the phenomenological description of edge currents [2, 3], to the application of topology concepts in both lattice and continuous models [4–7], to random Hamiltonians [8] and effective quantum field theories [9, 10]. Besides, the QHE can be surely considered as the progenitor of topological matter, a subject nowadays very active that has recently expanded in many interesting directions [11, 12]. An exhaustive survey of the literature is well beyond our scopes, and we refer the reader to the reviews [13, 14], as well as to the books [15, 16] and to the lecture notes [17]. For the experimental context, see also [1, 18–23].

In this work we formulate a self-consistent model of the integer QHE, describing a bounded quantum Hall system by using suitable boundary conditions, instead of resorting to a confining potential, as it is usually done. Boundary conditions have already been applied in the past for the description of the QHE, with a focus on finite-size effects and on the phenomenology of the edge states [24–29], but their influence on the quantization of the Hall conductivity is still scarcely investigated. For our purposes boundary conditions provide a simple effective framework to describe the QHE, reducing the latter to its key ingredients: a charged particle, a bounded two-dimensional system, and a strong magnetic field. Despite its simplicity, our model will prove remarkably powerful, as we will predict both the quantization of the Hall conductivity as well as its breakdown at high values of the applied electric field. Moreover, as we will extensively discuss, novel phenomena appear in the quantum regime when certain (impedance) boundary conditions are applied.

More generally, boundary conditions represent a versatile tool which allows one to model the interaction between the bulk of a system and its boundary, also providing a clear physical intuition of what is going on. In recent years, quantum boundary conditions have accordingly attracted an increasing interest in different branches of quantum physics, such as for the description of the Casimir effect [30–33], topology change [34, 35], geometric phases [36], topological insulators and QCD [37], isospectrality and inverse spectral problems [38, 39], and other phenomena such as spontaneous symmetry breaking, quantum anomalies [40], and entanglement generation [41].

The present paper is organized as follows. We start with an extensive theoretical study of the model: in section 2 we introduce the Hall Hamiltonian with fibered, but otherwise arbitrary, boundary conditions. In section 3 we present some general results regarding the general structure of the spectrum and its asymptotic properties. In section 4 we then move to transport properties, defining the velocity operator and deriving a formula to compute the Hall conductivity of the system.

Armed with these instruments, in section 5 we complete the discussion of the model. We first identify a family of self-adjoint extensions, related to the Robin boundary conditions, which turns out to be relevant for the description of the QHE. We then determine the spectrum of the system and its dependence on the external fields and on boundary conditions, propose a semi-classical picture, and investigate the finite-size effects on the quantization of the Hall conductivity.

2. Quantum Hall Hamiltonian with fibered boundary conditions

By a closed quantum Hall system we denote an ensemble of electrons confined in an effective two-dimensional substrate, the Hall device, that is kept at a sufficiently low temperature and is subjected to a magnetic field, perpendicular to the device, and to a (possibly vanishing) electric field perpendicular to the magnetic one. For our purposes, we will assume the electrons to be non-relativistic and non-interacting. For strong enough magnetic fields, all conducting
electrons are in the first Landau level and electron-electron repulsive interactions cannot be neglected, giving rise to the fractional Hall effect \([42, 43]\). However, for the moderate magnetic field regime that we are interested in, these interactions can be neglected \([15, 16]\). On the other hand, relativistic effects do actually play a role in some quantum Hall systems like graphene monolayers, where the effective dispersion relation resembles that of relativistic fermions \([44–49]\). However, for the sake of simplicity, we will restrict ourselves to the case where the effective theory is non-relativistic. Moreover, for the same reasons we will ignore spin modes of electrons, although spin can be added to our model without substantial effort.

By neglecting the mutual interaction between the electrons, the properties of the total Hamiltonian can be easily derived from those of the single-particle Hamiltonian \(H\), which can be written as \(H = H_{\text{fields}} + V_{\text{device}}\), with \(H_{\text{fields}}\) and \(V_{\text{device}}\) describing the interaction of the electron with the external fields and with the Hall device, respectively. In particular, the latter term contains information on both the microscopical (lattice) structure of the Hall device and its macroscopic shape. In the following we are going to consider a coarse-grained and hard-wall model, by assuming i.e. that \(V_{\text{device}}\) vanishes inside the Hall device and is (formally) infinite on its exterior. In this way, electrons are effectively constrained in a certain region \(\Omega\) of the plane, which macroscopically corresponds to the geometry of the Hall device, and the microscopic details of \(V_{\text{device}}\) are encoded into suitable boundary conditions. Further details about some possible spectral effects of \(V_{\text{device}}\) are given in C.3.

### 2.1. The Hall Hamiltonian

Consider a non-relativistic spinless particle with mass \(m\) and negative electric charge \(q = -e\), constrained in an infinite strip of width \(W > 0\),

\[\Omega_s \equiv \{(x, y) \in \mathbb{R} \times I_W \subset \mathbb{R}^2, \quad I_W \equiv (-W/2, W/2)\},\]

and subjected to the external fields

\[B = (0, 0, B) = B \hat{z}\quad \text{and} \quad \mathcal{E} = (0, \mathcal{E}, 0) = \mathcal{E} \hat{y},\]

i.e. to a uniform magnetic field orthogonal to the surface of the strip and to a uniform transversal electric field. This setup, which we will hereafter denote as aHall strip, is depicted in figure 1. The Hamiltonian of the system, which will be referred to as the Hall Hamiltonian, takes thus the form

\[H_A \equiv -\frac{\hbar^2}{2m} \nabla_A^2 + e\mathcal{E} y,\]
where $\hbar \equiv h/(2\pi)$ is the reduced Planck constant,

$$\nabla A \equiv \nabla + i\frac{e}{\hbar}A = \left( \frac{\partial}{\partial x} + i\frac{e}{\hbar}A_x, \frac{\partial}{\partial y} + i\frac{e}{\hbar}A_y \right)$$  \hspace{1cm} (4)$$

denotes the covariant derivative, and $A = (A_x, A_y)$ is a (suitably regular) vector field satisfying

$$B = \frac{\partial A_y}{\partial x} - \frac{\partial A_x}{\partial y},$$  \hspace{1cm} (5)$$

and represents the vector potential associated with the magnetic field $B = B\hat{z}$. Since the electron is constrained in the strip $\Omega_s$, the Hamiltonian $H_A$ acts on the Hilbert space $L^2(\Omega_\eta)$ of complex square-integrable functions on $\Omega_\eta$, endowed with the scalar product

$$\langle \psi | \phi \rangle = \int_{\Omega_\eta} \overline{\psi}(x, y) \phi(x, y) \, dx \, dy$$  \hspace{1cm} (6)$$

and its associated norm, $||\psi||^2 = \langle \psi | \psi \rangle$.

For later use, we note that, since $\Omega_\eta = \mathbb{R} \times I_W$ is a Cartesian product, $L^2(\Omega_\eta)$ naturally decomposes into the tensor product

$$L^2(\Omega_\eta) \cong L^2(\mathbb{R}) \otimes L^2(I_W).$$  \hspace{1cm} (7)$$

The vector potential $A$ is not completely fixed by the relation (5): as a matter of fact, this introduces a gauge freedom, i.e. an ambiguity in the choice of the Hamiltonian. Despite the fact that many physically observable quantities, such as the spectrum of $H_A$, are independent of the gauge choice [50], such a choice is needed in order to perform calculations. More importantly, one should be aware that, generally, even boundary conditions depend on the gauge choice: see [51] for a detailed discussion. For the Hall strip (1)–(2), a profitable choice is the Landau gauge

$$A = (-B_y, 0),$$  \hspace{1cm} (8)$$

which clearly satisfies equation (5). In this gauge, the Hall Hamiltonian reads

$$H = H(B, E) = -\frac{\hbar^2}{2m} \left( \frac{\partial}{\partial x} - i\frac{e}{\hbar}B_y \right)^2 - \frac{\hbar^2}{2m} \frac{\partial^2}{\partial y^2} + eEy,$$  \hspace{1cm} (9)$$

and it is invariant under longitudinal translations, i.e. we formally have that

$$[p_x, H] = 0,$$  \hspace{1cm} (10)$$

where $p_x$ is the first component of the momentum operator $p = -i\hbar \nabla$. A precise meaning of the above equation is given in appendix C.

Notice that equation (9) (as well as equation (3)) does not suffice to define an operator on $L^2(\Omega_\eta)$, since the formal expression $H\psi$ does not give a square-integrable function for each $\psi \in L^2(\Omega_\eta)$. Accordingly, the specification of a domain is needed in order to have a well-defined unbounded operator on $L^2(\Omega_\eta)$. Besides, in order to correspond to a physical observable and to generate a unitary evolution, the Hall Hamiltonian must be a (essentially) self-adjoint operator on the chosen domain. For differential operators, as in our case, a domain specification substantially corresponds to a proper choice of boundary conditions. Physic-
ally, no legitimate observable can indeed be obtained without specifying the behavior of wavefunctions at the boundary. The following strategy is usually applied when dealing with such operators:

- first, a suitable domain $D_0$ of smooth functions that vanish in a neighborhood of the boundary is chosen for the operator, thus obtaining a symmetric, but not self-adjoint operator, which is referred to as the \textit{minimal realization};
- then, one computes its adjoint, which is the \textit{maximal realization} of the operator, and imposes suitable boundary conditions on the domain of the latter.

In this paper we will follow a slightly different route that, while less general, will fully enable us to describe the physical situation that we have in mind. Our construction will crucially rely on the decomposition of $H$ into the direct integral of a certain family of operators (fibers), each of them acting on the reduced Hilbert space $L^2(I_W)$. This will allow us to reduce a two-dimensional problem to a continuous family of one-dimensional problems, which can be individually solved and then glued back together. As a matter of fact this procedure drastically simplifies both the search for a suitable domain which renders the full Hamiltonian $H$ self-adjoint and the computation of its spectrum. It will be indeed sufficient to analyze the self-adjointness and the spectrum of each fiber operator separately.

From a physical point of view, the direct integral decomposition is essentially a consequence of the translational invariance of the system we are studying: indeed, boundary conditions ensuring this decomposition are \textit{all and only} those preserving this invariance, as explicitly shown in appendix C. This symmetry is in turn ensured both by our gauge choice and by a suitable choice of boundary conditions: not all the self-adjoint extensions of $H$ do indeed satisfy the invariance encoded in equation (10), as its right-hand side depends nontrivially on the actual domain of $H$. In other words, boundary conditions can eventually break the translational symmetry of the system. Accordingly, in the following we will only consider boundary conditions (and thus self-adjoint extensions) which preserve the translational symmetry, being thus compatible with the direct integral decomposition: we shall refer to them as \textit{fibered} boundary conditions.

### 2.2. Minimal realization and its fibers

We start by defining $H$ on the minimal domain

$$D_0 \equiv \mathcal{S}(\mathbb{R}) \otimes C_c^\infty(I_W) \subset L^2(\mathbb{R}) \otimes L^2(I_W).$$

(11)

Here $C_c^\infty(I_W)$ is the space of smooth functions compactly supported on the segment $I_W$, and thus vanishing in a neighborhood of the boundary $\partial I_W$, whereas $\mathcal{S}(\mathbb{R})$ denotes the Schwartz space of rapidly decreasing smooth functions. As it turns out, $H$ is symmetric but not self-adjoint when defined on $D_0$ (see e.g. [52]).

Recall that any function $\psi \in \mathcal{S}(\mathbb{R})$ admits a Fourier transform,

$$\mathcal{F}_x(\psi)(k) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-ikx} \psi(x) \, dx,$$

(12)

where $k$, the Fourier conjugate of $x$, represents the \textit{wavenumber}. Physically, it is equal to $1/\hbar$ times the momentum of the particle $p_x$. Moreover:

- $\mathcal{F}_x : \mathcal{S}(\mathbb{R}) \rightarrow \mathcal{S}(\mathbb{R})$ is bijective and isometric;
- $\mathcal{F}_x$ can be extended to an unitary operator on the whole space $L^2(\mathbb{R})$. 


In the following, we will write $\mathcal{F}_x \mathcal{S}(\mathbb{R}) = \mathcal{S}(\hat{\mathbb{R}})$ when we need to emphasize the distinction between the position representation ($\mathbb{R}$) and the momentum one ($\hat{\mathbb{R}}$). Besides, we implicitly extend $\mathcal{F}_x$ to $\mathcal{F}_x \otimes 1$ when acting on (subsets of) the full Hilbert space $L^2(\mathbb{R}) \otimes L^2(I_W)$. In this case, it corresponds to a partial Fourier transform.

To take advantage from the translational invariance, it is convenient to switch from the original ($x$, $y$)-representation to the mixed ($k$, $y$)-representation:

$$S(\mathbb{R}) \subset \mathcal{C}_0^\infty(I_W) \xrightarrow{\mathcal{F}_x} \mathcal{S}(\hat{\mathbb{R}}) \otimes \mathcal{C}_0^\infty(I_W).$$

In the $(k, y)$-representation, $H$ acts as the unitarily equivalent operator

$$\hat{H} \equiv \mathcal{F}_x H \mathcal{F}_x^{-1},$$

which is thus defined on

$$\mathcal{F}_x \mathcal{D}_0 = \mathcal{S}(\hat{\mathbb{R}}) \otimes \mathcal{C}_0^\infty(I_W).$$

Moreover, as it is customary to do, we henceforth canonically identify the tensor product space $L^2(\mathbb{R}) \otimes L^2(I_W)$ with $L^2(\mathbb{R}; L^2(I_W))$. Recall that $L^2(\mathbb{R}; L^2(I_W))$ is defined as the space of (equivalence classes of) functions $\psi: \hat{\mathbb{R}} \to L^2(I_W)$ which are strongly measurable and such that

$$\int_{\mathbb{R}} \left\| \psi(k) \right\|_{L^2(I_W)}^2 \, dk < \infty,$$

see [53] for more details. At this point, it is easy to show that $\hat{H}$ acts fiber-wise as

$$(\hat{H}\psi)(k) = h(k)\psi(k)$$

on every component $\psi(k) = \psi_k(\cdot) \in \mathcal{C}_0^\infty(I_W)$ of $\psi \in \mathcal{F}_x \mathcal{D}_0 \subset L^2(\mathbb{R}; L^2(I_W))$, each fiber operator $h(k)$ being defined on $\mathcal{C}_0^\infty(I_W)$ and having the expression

$$h(k) = h(k; B, E) = -\frac{\hbar^2}{2m} \frac{d^2}{dy^2} + V_k(y),$$

where the potential $V_k(y)$ is given by

$$V_k(y) \equiv \frac{1}{2} m \omega_B^2 (y - kl_B)^2 + eEy$$

and where the quantities $\omega_B \equiv eB/m$ and $l_B \equiv \sqrt{\hbar/eB}$ are respectively known as the cyclotron frequency and the magnetic length [17]. The physical significance of the fiber operator $h(k)$ will be clarified in section 3.2.

2.3. Self-adjoint extensions of the fibers

Again, each fiber $h(k)$ is symmetric but not self-adjoint on $\mathcal{C}_0^\infty(I_W)$ (as it must be since it is defined on a domain of functions vanishing near the boundary). The Schrödinger operator $h(k)$ represents a very particular case of a second-order differential strongly elliptic operator. Self-adjoint realizations of such operators can be completely characterized in terms of boundary conditions [54–56]. In general, such characterization is subjected to non-trivial technical intricacies, involving e.g. the introduction of Sobolev spaces of negative order and the definition of suitable trace operators.
Luckily, however, the discussion is greatly simplified when taking into account differential operators on one-dimensional regions (and in particular when \( \Omega \) is a finite interval), which is precisely the case of each fiber \( h(k) \) of the Hall Hamiltonian. In this case, indeed, the boundary \( \partial \Omega \) is just given by the points \( \{ -W/2, W/2 \} \), and the boundary data are then completely encoded in two \( C^2 \) vectors
\[
\Psi \equiv \begin{pmatrix} \psi(-W/2) \\ \psi(W/2) \end{pmatrix} \quad \text{and} \quad \Psi' \equiv I_0 \begin{pmatrix} -\psi'(-W/2) \\ \psi'(W/2) \end{pmatrix},
\]
where \( I_0 > 0 \) is an arbitrary reference length. Moreover, for all \( k \in \mathbb{R} \), the adjoint \( h^\dagger(k) \) of the operator \( h(k) \) is defined on the larger (common) domain
\[
\mathcal{D}(h^\dagger(k)) = H^2(I_W),
\]
i.e. on the Sobolev space of second order on the segment \( I_W \) (see e.g. proposition 2.3.20 of [57]). The following result can then be proved [58, 59]; see also theorem 7.2.9 of [57].

**Proposition 2.1.** For each \( k \in \mathbb{R} \), all self-adjoint extensions of \( h(k) \) are in one-to-one correspondence with the set of \( 2 \times 2 \) unitary matrices \( U(k) \) as follows: the matrix \( U(k) \) defines a self-adjoint extension of \( h(k) \) via the restriction
\[
h_U(k) \equiv h^\dagger(k) \big|_{\mathcal{D}(h_U(k))},
\]
where
\[
\mathcal{D}(h_U(k)) \equiv \left\{ \psi \in H^2(I_W) : i(I + U(k))\psi = (I - U(k))\psi' \right\}
\]
and where \( I \) denotes the \( 2 \times 2 \) identity matrix.

In other words, each matrix \( U(k) \) implements the boundary condition
\[
i(I + U(k))\psi = (I - U(k))\psi',
\]
which in turn prescribes a linear relation between the boundary data \( \Psi \) and \( \Psi' \). For example, \( U(k) = I \) corresponds to Dirichlet boundary conditions \( \Psi = 0 \), while \( U(k) = -I \) describes Neumann boundary conditions \( \Psi' = 0 \). See equation (20). In general, since any \( 2 \times 2 \) unitary matrix can be parametrized by four real angles, all admissible boundary conditions for \( h(k) \) will be parametrized by certain \( k \)-depending angles, say \( \{ \theta_i(k) \}_{i=1,\ldots,4} \). We stress that, in general, every self-adjoint realization of \( h(k) \) will depend on the parameter \( k \) both via its expression, given by equation (18), and via its domain, through the boundary condition.

### 2.4. Direct integral and fibered boundary conditions

Up to now, we have shown that each fiber \( h(k) \) can be made a self-adjoint operator by choosing a suitable boundary condition. This property, together with equation (17), will enable us to associate a self-adjoint extension of \( H \) (and thus of \( H^0 \)) with each suitably regular function
\[
\mathbb{R} \ni k \mapsto U(k) \in U(2).
\]
The notion of direct integral will be of primary importance here. We thus recall some basic notions, referring e.g. to [60] for more details.

**Definition 2.1.** Let \( \mathcal{H} \) be a Hilbert space and \( \{ a(k) \}_{k \in \mathbb{R}} \) a collection of self-adjoint operators on \( \mathcal{H} \), each with domain \( \mathcal{D}_{a} \), such that the function
\[
\mathbb{R} \ni k \mapsto (a(k) + i)^{-1} \in \mathcal{B} (\mathcal{H})
\]
is weakly measurable. The direct integral
\[ A = \int_{\mathbb{R}} a(k) \, dk \]  
(27)
is defined as an operator on \( L^2(\mathbb{R}; \mathcal{H}) \) with domain
\[ \mathcal{D}(A) = \left\{ \psi \in L^2(\mathbb{R}; \mathcal{H}) : \psi(k) \in \mathcal{D}_k \text{ for a.e. } k \in \mathbb{R}, \int_{\mathbb{R}} \|a(k)\psi(k)\|^2 d\mathcal{H} < \infty \right\} \]  
(28)
and such that \((A\psi)(k) = a(k)\psi(k)\) for almost every \( k \in \mathbb{R} \).

In particular, the following properties hold (see theorem XIII.85 of [60]).

**Proposition 2.2.** The direct integral \( A \) of a family of self-adjoint operators \( \{a(k)\}_{k \in \mathbb{R}} \) on \( \mathcal{H} \) is a self-adjoint operator on \( L^2(\mathbb{R}; \mathcal{H}) \). Moreover, its spectrum is given by
\[ \sigma(A) = \left\{ \lambda \in \mathbb{R} : \forall \epsilon > 0, \mu(\{k \in \mathbb{R} : \sigma(a(k)) \cap (\lambda - \epsilon, \lambda + \epsilon) \neq \emptyset\}) > 0 \right\} \]  
(29)
where \( \mu(\cdot) \) denotes the Lebesgue measure.

At this point, we are finally ready to attack our problem.

**Proposition 2.3.** Let \( \{U(k)\}_{k \in \mathbb{R}} \) be a family of \( 2 \times 2 \) unitary matrices such that the function \( \hat{R} \ni k \mapsto U(k) \in \mathbb{U}(2) \)  
(30)
is continuous, and let \( \{h_U(k)\}_{k \in \mathbb{R}} \) be the family of self-adjoint operators defined by equations (22) and (23). Then the direct integral
\[ \hat{H}_U = \int_{\mathbb{R}} h_U(k) \, dk \]  
(31)
is a self-adjoint extension of the operator \( \hat{H} \) on \( \mathcal{F}_x\mathcal{D}_0 \subset L^2(\mathbb{R}; L^2(I_W)) \).

**Proof.** By definition 2.1, the direct integral (31) is well-defined as long as the function
\[ \hat{R} \ni k \mapsto (h_U(k) + i)^{-1} \in B(L^2(I_W)) \]  
(32)
is weakly measurable; as we prove in appendix B, a sufficient condition for this is the continuity of the function \( k \mapsto U(k) \), which holds by assumption. Moreover, by proposition 2.2, \( \hat{H}_U \) is also self-adjoint. To prove that the latter is actually an extension of \( \hat{H} \), just notice that its domain
\[ \mathcal{D}(\hat{H}_U) = \left\{ \psi \in L^2(\mathbb{R}; L^2(I_W)) : \psi(k) \in \mathcal{D}(h_U(k)) \text{ for a.e. } k \in \mathbb{R}, \int_{\mathbb{R}} \|h_U(k)\psi(k)\|^2 d(L^2(I_W)) < \infty \right\} \]  
(33)
clearly contains the minimal domain \( \mathcal{F}_x\mathcal{D}_0 \) of \( \hat{H} \), so that the fiber-wise action expressed by equation (17) still holds (for almost every \( k \in \mathbb{R} \)) by replacing each operator with its corresponding extension.

The continuity request for \( k \mapsto U(k) \) means that, loosely speaking, we are requiring the boundary conditions to depend ‘sufficiently nicely’ on the parameter \( k \); this is indeed the case in all
physically realistic situations. A fortiori, the claim also holds if $U(k) = U_0$ does not depend on $k$, i.e. if we impose the same boundary condition, associated with the unitary matrix $U_0$, on all the fibers; such are the classes of boundary conditions that we will ultimately analyze in section 5, and which are the ones of interest for the description of the QHE.

In any case, once a choice for all the $U(k)$ has been made, we can in principle go back to the position representation by taking

$$D(H_U) = F^{-1}_x D(H_U)$$

as the domain of the Hall Hamiltonian. This procedure may be in general non-trivial, see appendix E for a simple example. However, as long as we are interested in the spectral properties of $H_U$, we can take advantage of the fact that $H_U$ and $\hat{H}_U$, being unitarily equivalent, share the same spectrum.

### 3. General spectral properties

We devote this section to understand some general properties of the spectrum $\sigma(H_U)$; while the particular features of this spectrum depend on the choice of the boundary conditions, its general structure and some asymptotic properties are independent of this choice. Note that hereafter we will always require the function $k \mapsto U(k)$ to be continuous, so that proposition 2.3 applies.

#### 3.1. Band structure of the spectrum

We now show that, under our assumptions, the spectrum of $H_U$ exhibits a band structure. A first important observation is the following: for all $k \in \hat{R}$, all self-adjoint extensions of $h(k)$ have a purely discrete spectrum, see e.g. theorem 10.6.1 of [61]. We can thus write

$$\sigma(h_U(k)) = \{E_n(k)\}_{n \in \mathbb{N}}$$

with $E_n(k)$ to be obtained by solving the $k$-dependent eigenvalue problem

$$[h_U(k) - E_n(k)] \psi_n(k;y) = 0,$$

where $\psi_n(k;y) \in D(h_U(k))$ denotes the $n$th eigenfunction of $h_U(k)$.

**Proposition 3.1.** Let the function $\hat{R} \ni k \mapsto U(k) \in U(2)$ be continuous. Then the spectrum of $H_U$ is given by

$$\sigma(H_U) = \bigcup_{n \in \mathbb{N}} \Delta_n,$$

each $\Delta_n$ being defined as the union of the $n$th eigenvalues of each fiber $h_U(k)$:

$$\Delta_n \equiv \{E_n(k) : k \in \hat{R}\}.$$

**Proof.** Recall that the eigenvalues of an operator can be characterized as the set of isolated singularities of its resolvent. By the regularity result presented in appendix B and the continuity of $k \mapsto U(k)$, the resolvent of $h_U(k)$ is clearly a continuous function of $k$ and thus so are its poles: this means that, for all $n$, the map $k \mapsto E_n(k)$ is everywhere continuous (except at most

---

\[^4\text{In order to lighten our notations, we drop the dependence of } E_n(k) \text{ (and of related quantities) on the boundary conditions, as the latter will always be clear from the context.}"

---
on sets of vanishing measure). Now, by proposition 2.2, the spectrum of a direct integral can be characterized via equation (29), which in our case reads

$$
\sigma(H_U) = \left\{ \lambda \in \mathbb{R} : \forall \epsilon > 0, \mu\left(\{ k \in \hat{\mathbb{R}} : \sigma(h_U(k)) \cap (\lambda - \epsilon, \lambda + \epsilon) \neq \emptyset \}\right) > 0 \right\}
$$

$$
= \bigcup_{n \in \mathbb{N}} \left\{ \lambda \in \mathbb{R} : \forall \epsilon > 0, \mu\left(\{ k \in \hat{\mathbb{R}} : \{E_n(k)\} \cap (\lambda - \epsilon, \lambda + \epsilon) \neq \emptyset \}\right) > 0 \right\}
$$

$$
= \bigcup_{n \in \mathbb{N}} \left\{ \lambda \in \mathbb{R} : \forall \epsilon > 0, \mu\left(\{ k \in \hat{\mathbb{R}} : |E_n(k)| < \epsilon \}\right) > 0 \right\}
$$

$$
= \bigcup_{n \in \mathbb{N}} \text{ess.im.}(E_n(\cdot))
$$

where \( \text{ess.im.}(E_n(\cdot)) \) represents the (Lebesgue-)essential range of the function \( k \mapsto E_n(k) \), and in the last step we used the continuity of the latter.

The above result shows that, even at the spectral level, self-adjoint extensions of the Hall Hamiltonian \( H \) via fibered boundary conditions are particularly easy to work with: their spectral properties can be inferred by solving a continuous family of one-dimensional eigenvalue equations.

### 3.2. Scaling properties and electric spectrum

By our previous discussion, each fiber \( h_U(k) \) takes the form of a one-dimensional Schrödinger operator

$$
h_U(k) = -\frac{\hbar^2}{2m} \frac{d^2}{dy^2} + \frac{1}{2} m \omega_B^2 (y - k_B^2)^2 + eE y
$$

$$
= -\frac{\hbar^2}{2m} \frac{d^2}{dy^2} + \frac{1}{2} m \omega_B^2 \left(y - k_B^2 + \frac{mE}{eB^2}\right)^2 + \hbar k \frac{E}{B} - \frac{1}{2} \frac{mE^2}{B^2}.
$$

Therefore, \( h_U(k) \) represents the Hamiltonian of a quantum harmonic oscillator constrained in a one-dimensional cavity with some boundary conditions, the external fields \( B \) and \( E \) controlling the width of the harmonic potential and the location of its minimum, see figure 2. Also notice that the wave-number \( k \) influences the location of the potential minimum: accordingly, the spectrum of \( h_U(k) \) depends on both the boundary conditions and on the three parameters \( k \), \( B \) and \( E \).

Hereafter, when we need to stress the dependence on the external fields, rather than on the boundary conditions, we just write \( h(k;B,E) \) and \( E_n(k;B,E) \) instead of \( h_U(k) \) and \( E_n(k) \). For later convenience, we will also recast all the parameters in terms of the dimensionless quantities

$$
k \equiv kW, \quad B \equiv \frac{eBW^2}{\hbar}, \quad E \equiv \frac{emEW^3}{\hbar^2}, \quad \epsilon \equiv \frac{2mEW^2}{\hbar^2}.
$$
Figure 2. Effective harmonic potential $V_k(y)$ inside the one-dimensional cavity $l_W$: its (indicative) width $\Delta V$ and the location $(y_m, E_m)$ of its minimum are determined by $k, B$ and $\mathcal{E}$ or, equivalently, by the corresponding dimensionless quantities, see equation (41).

Since $h(k; B, \mathcal{E})$ and $h(k - m\mathcal{E}/(eB); B, 0)$ only differ by a constant term, every energy band in the presence of a non-vanishing electric field is formally linked to the corresponding band at $\mathcal{E} = 0$ via the relation

$$E_n(k; B, \mathcal{E}) = E_n\left(k - \frac{m\mathcal{E}}{eB}; B, 0\right) + \hbar k \frac{\mathcal{E}}{B} - \frac{m \mathcal{E}^2}{2 B^2},$$

which, in the rescaled units (41), reads

$$\epsilon_n(k; B, \mathcal{E}) = \epsilon_n\left(k - \frac{\mathcal{E}}{B}; B, 0\right) + 2k \frac{\mathcal{E}}{B} - \frac{\mathcal{E}^2}{B^2}.$$  

This means that, as long as we apply the same boundary conditions to each fiber $h(k)$, the spectrum of the system in the presence of a non-vanishing electric field $\mathcal{E}$ can be exactly computed in terms of the non-electric spectrum via equations (42) and (43).

When the electric field vanishes, another interesting relation can be found: introducing the unitary operator $\mathcal{P}_y$ which inverts the sign of the coordinate $y$, we formally have

$$\mathcal{P}_y h(k; B, 0) \mathcal{P}_y^\dagger = h(-k; B, 0).$$  

Therefore, if $\sigma_x U(k) \sigma_x = U(-k)$, $\sigma_x$ being the first Pauli matrix, then $\mathcal{P}_y \mathcal{D}(h_U(k)) = \mathcal{D}(h_U(-k))$, and the non-electric spectrum does not depend on the sign of $k$:

$$E_n(k; B, 0) = E_n(-k; B, 0).$$

3.3. Asymptotic behavior of the spectrum at zero electric field

A little more can be said in general about the non-electric fiber $h(k; B, 0)$, observing that it can be interpreted as a two-mode system $[62]$. When $\mathcal{E} = 0$, the maximal value $E_c(k)$ of the harmonic potential $V_k(y)$ inside the cavity is given by the expression

$$E_c \equiv \frac{1}{8} m \omega_0^2 W^2 \left(1 + 2 \frac{|k| l_0^2}{W}\right)^2.$$
Heuristically, such an energy is expected to play the role of a critical energy in the asymptotic behavior of the spectrum $\sigma(h_U(k))$, so that eigenvalues much greater than $E_c$ ‘decouple’ from those lying at the bottom of the spectrum. In the high-energy regime ($E \gg E_c$) the eigenvalues, as well as their corresponding eigenstates, are indeed expected to be nearly independent of the harmonic potential, thus being uniquely determined by the boundary conditions on the cavity. As such, they can be perturbatively evaluated from the ones of a free particle in a box with the inherited boundary condition. For a related example, see [62].

On the other hand, eigenvalues in the low-energy regime $E \ll E_c$ may be expected not to ‘feel’ the boundary conditions, since the wavefunctions are confined far from the boundary by the harmonic potential (when the latter is sufficiently narrow). This regime is actually more involved, since, in this case, $\sigma(h_U(k))$ heavily depends on both $k$ and $B$, as can be seen by inspecting equation (40). Some remarkable particular cases, pictorially sketched in figure 3, are discussed in the following.

- When $|k/B| \approx 1/2$, i.e. when the minimum of $V_k(y)$ lies in the middle of the interval, the lowest eigenvalues are close to the ones of an unconstrained harmonic oscillator:

$$E_n \approx E_n^{\text{H}} = \hbar \omega B \left( n + \frac{1}{2} \right), \quad n \in \mathbb{N}. \tag{47}$$

This holds independently of the boundary condition, since the potential $V_k(y)$ confines the less energetic states far from the boundary. The number $N$ of such ‘nearly harmonic states’ (which may be as well zero!) depends on the value of $B$: it can be estimated by using $E_n^{\text{H}} \approx E_c$, from which it follows $N \lesssim \frac{1}{8}(B - 4)$.

- When $|k/B| \approx 1/2$, i.e. when the minimum of $V_k(y)$ lies close to an edge of cavity, the lowest eigenvalues are asymptotic to the ones of ‘half’ a harmonic oscillator, whose spectrum coincides, for some boundary conditions, with a subset of $\{E_n^{\text{H}} \}_{n \in \mathbb{N}}$: for instance, for Dirichlet and Neumann boundary conditions (to be introduced later in the text), it is given by equation (47) with $n$ restricted to odd and even integers, respectively.

- Finally, when $|k/B| \gg 1/2$, the part of $V_k(y)$ inside the square well is an arc of parabola that can be approximated by a straight line, at least near the boundary: in this case the
asymptotic spectrum approximately corresponds to the Airy spectrum [63], i.e. the spectrum of a Schrödinger operator with a linear potential.

Naturally, for arbitrary values of $k$ and $B$ and for intermediate energies $E \approx E_c$, we expect the energy levels to interpolate between these asymptotic regimes, with the particular features of such an interpolation depending on the particular choice of boundary conditions.

4. General transport properties

Another class of properties of the Hall Hamiltonian that can be discussed in generality are its transport properties, which will be analyzed in this section. In section 4.1 we introduce the quantum observable describing the group velocity (and hence the electric current) associated with the eigenstates, while in section 4.2 we describe how to evaluate the Hall conductivity of a quantum system.

4.1. Velocity operator

Let us momentarily consider our problem at the classical level. Since the system is confined in the $y$ direction and we are interested in local boundary conditions (as we will discuss in the next section), there can be no net transversal current; accordingly, we only have to examine the longitudinal current $I_x(x)$ flowing across a transversal section of the strip. Moreover, since with the chosen boundary conditions the system is invariant under longitudinal translations, such a current does not depend on the $x$ coordinate. For our purposes it is convenient to study the longitudinal velocity $v_x$, which is related to the current $I_x$ by

$$I_x = -e n_{\text{surf}} W v_x,$$

where $n_{\text{surf}}$ denotes the surface electron density. Applying the opportune Hamilton equation to (the classical counterpart of) $H$ reveals the well-known relation, in the Landau gauge (8), between the kinematic momentum $m v_x$ and the canonical momentum $p_x$:

$$m v_x = p_x - e By.$$

This relation, which is independent of the electric field $E$, is the starting point to define the longitudinal velocity at the quantum level, i.e. as an operator on the Hilbert space $L^2(\Omega_s)$. Let us introduce the operator

$$v_x \equiv -\frac{1}{m} \left( i \hbar \frac{\partial}{\partial x} \otimes 1 + 1 \otimes e By \right),$$

initially acting on the minimal domain $\mathcal{D}_0 = S(\mathbb{R}) \otimes \mathcal{C}_c^\infty(I_W)$ introduced in equation (11). By following an approach analogous to that in section 2, we can decompose (the unique self-adjoint extension of) $v_x$, up to a unitary transformation, as the direct integral

$$\hat{v}_x \equiv \mathcal{F}_x v_x \mathcal{F}_x^{-1} = \int_{\mathbb{R}_T} v(k) dk,$$

the fiber $v(k)$ simply being the multiplication operator

$$v(k) \equiv \frac{1}{m} (\hbar k - e By).$$

Indeed, since each fiber $v(k)$ is bounded and symmetric, it can be automatically extended to a self-adjoint operator on the whole $L^2(I_W)$. Moreover, the function $k \mapsto (v(k) + i)^{-1}$ is
continuous and hence measurable. Accordingly, by an analogous argument as in proposition 2.3, the direct integral operator $\hat{v}_s$ is shown to be well-defined and self-adjoint on the domain

$$\mathcal{D}(\hat{v}_s) = \left\{ \psi \in L^2(\mathbb{R}; L^2(I_W)) : \int_{\mathbb{R}} ||v(k)\psi(k)||^2_{L^2(I_W)} dk < \infty \right\}.$$  \hfill (53)

In order to investigate the transport properties of the system, we are interested in computing the expectation values of $\hat{v}_s$, and thus of each of its fibers, on each eigenfunction $\psi_n(k; y)$ corresponding to the eigenvalue $E_n(k)$ of $h_U(k)$:

$$v_s(k) \equiv \langle \psi_n(k; \cdot) | v(k)\psi_n(k; \cdot) \rangle_{L^2(I_W)}.$$ \hfill (54)

For the sake of simplicity, we slightly tighten our assumptions. Let us assume that:

- the family of operators $\{ h_U(k) \}_{k \in \mathbb{R}}$ is defined on a common domain, say $\mathcal{D}_{U_0}$; this condition holds if we choose the same self-adjoint extension (that is the same boundary condition) for each fiber $h(k)$, setting thus $U(k) = U_0$ for all $k \in \mathbb{R}$;
- each eigenvalue $E_n(k)$ is simple, i.e. non-degenerate.

An immediate calculation shows that the following equation holds in the weak sense:

$$\frac{1}{\hbar} \frac{d h_{U_0}(k)}{dk} = v(k),$$ \hfill (55)

that is, for all $\phi, \psi \in \mathcal{D}_{U_0}$,

$$\frac{1}{\hbar} \frac{d}{dk} \langle \phi | h_{U_0}(k) \psi \rangle_{L^2(I_W)} = \langle \phi | v(k)\psi \rangle_{L^2(I_W)}.$$ \hfill (56)

Therefore, under the above two conditions, the Hellmann–Feynman equation holds [64, 65] and we can write

$$v_n(k) = \frac{1}{\hbar} \frac{d E_n}{dk} = \frac{1}{\hbar} E_n'(k).$$ \hfill (57)

The relation (42) between the electric spectrum $E_n(k; B, \mathcal{E})$ and the non-electric one can be applied also to the group velocity $v_n(k)$, yielding:

$$v_n(k; B, \mathcal{E}) = v_n \left( k - \frac{m \mathcal{E}}{\hbar B} B, 0 \right) + \frac{\mathcal{E}}{B},$$ \hfill (58)

Interestingly, the mean velocity in the presence of the electric field only differs by a constant term, which thus coincides with a constant drift velocity in agreement with classical mechanics.

We conclude by observing that one may also define the local velocity operator

$$v_s(y_0) \equiv v_s \delta(y - y_0),$$ \hfill (59)

where $v_s$ is the operator of equation (50). Repeating the same steps as above one finds the corresponding fiber $v(k; y_0) \equiv \frac{1}{m}(\hbar k - eBy_0) \delta(y - y_0)$, so that its expectation values are given by
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where the second line is in terms of the dimensionless quantities introduced in equation (41).

\[ \nu_n(k; y_0) \equiv \langle \psi_n(k; \cdot) | v(k; y_0) \psi_n(k; \cdot) \rangle_{L^2(\Omega)} \]
\[ = -\omega_B (y_0 - kB) |\psi_n(k; y_0)|^2. \]

Note that this quantity vanishes either when \( y_0 = kB \) (which corresponds to the center of the non-electric harmonic potential, see figure 2) and in correspondence of the wavefunction nodes.

### 4.2. Hall conductivity

Let us start by considering again the problem at the classical level. For a Hall system, the conductivity tensor \( \sigma \), defined by the expression

\[ J = \sigma \mathcal{E} \]

with \( J = -env \) being the current density, can be classically evaluated using the Drude theory [16]. In particular, when there is no scattering (adiabatic limit), its diagonal components \( \sigma_{xx} \) and \( \sigma_{yy} \) vanish while the Hall conductivity \( \sigma_{xy} \), which relates the longitudinal current \( J = J_x \) with the transversal electric field \( \mathcal{E} = \mathcal{E}_y \), is given by

\[ \sigma_{xy} = \frac{ne}{B}. \]

This classical expression can be adapted for a quantum system by substituting the macroscopic electron density \( n \) with the number of states per unit volume up to a certain Fermi energy \( E_F \), that is, the cumulative density of states. Its expression, in the zero-temperature limit which we are interested in, is given by the expression

\[ \frac{N(E_F; B; \mathcal{E})}{V} \equiv \frac{1}{V} \sum_{n=0}^{+\infty} \int_{-\infty}^{+\infty} \delta(E - E_n(k; B; \mathcal{E})) \frac{L}{2\pi} dk \]
\[ = \frac{1}{V} \sum_{n=0}^{+\infty} \int_{-\infty}^{+\infty} \theta(E_F - E_n(k; B; \mathcal{E})) \frac{L}{2\pi} dk \]
\[ = \frac{1}{V} \sum_{n=0}^{+\infty} \int_{-\infty}^{+\infty} \theta \left( E_F - \hbar k \mathcal{E}_y \frac{2}{B^2} - E_n(k; B, 0) \right) \frac{L}{2\pi} dk, \]

where \( \theta(x) \) denotes the Heaviside step function. Note that the length \( L \), which is formally infinite for the strip \( \Omega_s \), actually simplifies with the volume \( V \) leaving the (finite) cross section \( A = V/L \).

For our purposes, it will be convenient to consider the conductance

\[ G_{xy} \equiv \frac{A \sigma_{xy}}{W}, \]

which differs from \( \sigma_{xy} \) merely by a geometric factor but does not depend on the cross section \( A \). Recall that the unit of measure of \( G_{xy} \) is the conductance quantum \( e^2/h \), the latter being, in turn, the reciprocal of the von Klitzing constant \( R_K \approx 2.58 k\Omega \). By plugging the quantum density (65) in the classical expression (63), we readily obtain

\[ G_{xy}(E_F; B; \mathcal{E}) = \frac{e^2}{h} \sum_{n=0}^{+\infty} \int_{-\infty}^{+\infty} \theta \left( E_F - \hbar k \mathcal{E}_y \frac{2}{B^2} - E_n(k; B, 0) \right) dk \]
\[ = \frac{e}{h} \sum_{n=0}^{+\infty} \int_{-\infty}^{+\infty} \theta (\epsilon_F - \epsilon_n(k; B; \mathcal{E})) \frac{dk}{B}. \]

where the second line is in terms of the dimensionless quantities introduced in equation (41).
This simple result can be obtained also by quantizing directly the definition (62), thus avoiding to refer to the (classical) Drude theory and in particular to the expression (63). We give some details of this approach in appendix D.

Interestingly, the quantum conductance $G_{xy}(E_F; B, \mathcal{E})$ is actually a non-linear function of the applied electric field $\mathcal{E}$, since we are not relying on the linear response theory, i.e. the celebrated Kubo formula [15], as it is usually done in many alternative models of the QHE. This full dependence of $G_{xy}$ on $\mathcal{E}$ will allow us to predict the breakdown of the QHE at a sufficiently strong electric field, the latter being a well-know experimental phenomenon, see e.g. [18, 19]. Instead, at low values of $\mathcal{E}$, one expects to recover the results given by the Kubo formula.

We point out that a similar result has been already obtained for the simpler case in which the electron is free to move in the whole plane $\Omega = \mathbb{R}^2$ [66, 67], and thus there are no complications involved in the selection of a self-adjoint extension (indeed in such a case the Hall Hamiltonian has a unique self-adjoint extension on $C_0^\infty(\mathbb{R}^2) \subset L^2(\mathbb{R}^2)$, see e.g. theorem 2 of [50]). In these works the authors explain how to generalize the result in order to account for the electron spin, for the scattering and for finite-temperature effects. In [67], in particular, they compare their theoretical results with some experiments, obtaining a surprisingly good agreement which thus validates the potentiality of our model.

The aim of the remaining part of this paper is therefore to complete the analysis of this model, understanding how boundary conditions and finite-size effects influence the quantization of the Hall conductivity.

5. Boundary conditions for the quantum Hall effect

Proposition 2.3 allows us to describe all possible fibered boundary conditions for $H$ on the Hall strip. However, not all such conditions may be relevant for the description of the QHE. As a matter of fact, we will now restrict our attention to boundary conditions satisfying the following requests.

(a) We will limit our considerations to fibered boundary conditions which are independent of $k$, i.e. we will select the same self-adjoint extension for all the fiber operators $h(k)$, which will hence be defined, for a given $U_0 \in U(2)$, on the common domain

$$\mathcal{D}_{U_0} = \{ \psi \in H^2(I_W) : i(I + U_0)\psi = (I - U_0)\psi \} , \quad (70)$$

see equations (20) and (21). However, we mention that boundary conditions with non-trivial dependence on $k$ may play a role for the description of the QHE [25, 26], see also appendix E for a simple example.

(b) We will exclude all non-local boundary conditions, i.e. we will only consider boundary conditions not mixing the values of the wavefunction and its derivative at the two edges $y = \pm W/2$, thus keeping the original topology of the strip $\Omega$. See [24], however, for other interesting models of the QHE in which non-local boundary conditions are employed.

(c) We will only consider boundary conditions which preserve the symmetry under the transversal reflection $P_y$ (mapping $y$ to $-y$); from the physical point of view this should be understood as a property of the Hall device itself, i.e. we are assuming that both its edges are made of, say, the same material; by contrast, the whole Hall system (1) and (2) is actually not $P_y$-invariant, as $P_y H(B, \mathcal{E}) P_y^{-1} = H(-B, -\mathcal{E})$. 
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These requests greatly reduce the number of free parameters describing the allowed boundary conditions on the strip. The first assumption (a) guarantees that all fibers satisfy the same boundary condition, accordingly associated with a single unitary matrix $U_0$, as in equation (70). The locality condition (b) implies that $U_0$ is a diagonal matrix, so that the components of $\Psi$ and $\Psi'$ in equation (24) do not mix:

$$U_0 = \begin{pmatrix} e^{i\theta_1} & 0 \\ 0 & e^{i\theta_2} \end{pmatrix}, \quad \theta_1, \theta_2 \in [0, 2\pi).$$

Finally, the last condition (c) can be readily shown to be satisfied if and only if $\theta_1 = \theta_2 \equiv \theta$. As a result, the assumptions (a)–(c) are only satisfied by a one-parameter group of fibered boundary conditions, indexed by a parameter $\theta \in \mathbb{R}$.

$$\psi(k; \pm) = l_0 (1 \pm e^{i\theta}) \psi\prime(k; \pm),$$

where for compactness we have set

$$\psi^{(i)}(k; \pm) \equiv \psi^{(i)}(k; \pm W/2)$$

and where $\psi(k; \gamma) \in H^2(I_W) \subset L^2(I_W)$ as in equation (36). Such conditions are well-known in the literature, as we now explain with some details.

5.1. Fibered Robin boundary conditions

It is customary to exploit the Cayley transform, a well-known bijection between the unit circle $S^1$ and the extended real line $\mathbb{R} = \mathbb{R} \cup \{\infty\}$, namely

$$[0, 2\pi) \ni \theta \mapsto \alpha \equiv \frac{1}{l_0} \frac{1 + e^{i\theta}}{1 - e^{i\theta}} = -\frac{1}{l_0} \cot \left( \frac{\theta}{2} \right) \in \mathbb{R},$$

in order to rewrite equation (72) more compactly as

$$\psi\prime(k; -) = -\alpha \psi(k; -) \quad \text{and} \quad \psi\prime(k; +) = +\alpha \psi(k; +).$$

This condition represent a special case of a Robin (or mixed) boundary condition on the segment, the most general case being the one with two different parameters $\alpha_{\pm}$ on the two edges [68]; $\alpha$ will be called the Robin parameter. Before going on, let us mention that these fibered Robin conditions do actually correspond to global Robin conditions in the position representation, see appendix E.

Two peculiar cases are obtained for $\alpha = \infty$ or $\alpha = 0$: in the former case, equation (75) reduces to

$$\psi(k; -) = 0 \quad \text{and} \quad \psi(k; +) = 0,$$

that is, to a Dirichlet boundary condition at both the extremal points of $I_W$. In the latter case, we get

$$\psi\prime(k; -) = 0 \quad \text{and} \quad \psi\prime(k; +) = 0,$$

corresponding to a Neumann boundary condition. While both Dirichlet and Neumann boundary conditions are just special cases of Robin conditions, we will often stress their role by writing explicitly all equations in the cases $\alpha = \infty$, and $\alpha = 0$ together with the general case.

The sign of $\alpha$ has an interesting physical interpretation, when linked to the corresponding eigenfunctions: Robin conditions either ‘repel’ or ‘attract’ wavefunctions at the boundary.
Figure 4. Squared modulus of some ground-state eigenfunctions of the free Laplacian on the segment line \((-L, L)\), subjected to Robin boundary conditions \(\psi'(\pm L) = \pm \alpha \psi(\pm L)\); it can be seen that the boundary conditions have a repulsive effect when \(\alpha < 0\) and an attractive one when \(\alpha \geq 0\).

respectively in the cases \(\alpha < 0\) or \(\alpha \geq 0\), as pictorially shown in figure 4. In particular, we will henceforth focus on three different values of the dimensionless parameter \(\alpha W\), that is:

- \(\alpha W = \infty\), i.e. Dirichlet boundary condition;
- \(\alpha W = 0\), i.e. Neumann boundary condition;
- \(\alpha W = 10\), i.e. an intermediate case between Dirichlet and Neumann which, for the sake of simplicity, we will simply refer to as the Robin boundary condition.

Our choice for the third boundary condition reflects the fact that positive Robin conditions are known to enhance the appearance of edge states, i.e. states that are localized in a neighborhood of the boundary; these states, at least in the absence of the magnetic field \(B\), are associated with negative energy levels. Conversely, Robin conditions with a negative parameter merely constitute an interpolation between Dirichlet and Neumann conditions, apparently without any additional feature.

Now, in order to concretely obtain the energy levels and the associated eigenfunctions, we have to solve the eigenvalue problem (36) for each boundary condition; we will also omit the dependence of the energy \(E(k)\) on the wave-number \(k\) where no ambiguity rises. By appropriately rescaling the variables, the eigenvalue equation can be easily recast as the Weber differential equation: see appendix A for details. For every energy \(E\), this equation admits a two-dimensional space of solutions, any pair of independent generators being expressible in terms of the confluent hypergeometric function: by denoting the elements of such a pair as \(u_1\) and \(u_2\), the general solution of equation (36) for an arbitrary \(E\) is therefore given by

\[
\psi_E(k; y) \equiv c_1 u_1^E(k; y) + c_2 u_2^E(k; y), \quad c_1, c_2 \in \mathbb{C}.
\]  

(78)

Three constraints have to be imposed on this expression: the normalization constraint

\[
\int_{-L}^{L} |\psi_E(k; y)|^2 \, dy = 1
\]  

(79)

and the boundary condition at the two edges of the segment line. As a consequence, \(c_1\) and \(c_2\) are fixed (up to a global phase) and the admissible energy values are quantized, as they correspond to the real roots of a suitable spectral function \(F_k(E)\) [52]. A direct calculation
To understand the raising of the energy bands at large values of \( n \) for all the above-mentioned boundary conditions, we also plotted the solutions have to be evaluated numerically, and this will be the aim of the next subsection. Some of the eigenfunctions corresponding to the first energy band.

Since the equation \( F_k(E) = 0 \) is generally transcendental (and involve some special functions), its solutions have to be evaluated numerically, and this will be the aim of the next subsection.

5.2. Dispersion diagram

As already discussed, the spectrum of \( H_U \) generally consists of many energy bands depending on the wave-number \( k \); these bands can be obtained by finding the roots of the spectral function \( F_k(E) \) for different values of \( k \). The result of this operation, in the non-electric case (\( E = 0 \)) and for some value of the magnetic field \( B \), is shown in figure 5 for all the above-mentioned boundary conditions. In this figure we plotted the so-called dispersion diagrams, which show the dependence of the energy levels \( E_n(k) \) on the wave-number \( k \); the dashed lines represent the Landau levels \( E_n^{\text{HO}} = \hbar \omega_R (n + 1/2) \), which constitute the spectrum of the Hamiltonian \( H(B, E = 0) \) when the electron is free to move in the whole plane. For completeness, in figure 6 we also plotted some of the eigenfunctions corresponding to the first energy band.

Different features of these dispersion diagrams have long been qualitatively known [2, 3]; to the best of our knowledge, however, only the dispersion diagram for Dirichlet conditions was quantitatively computed [29, 69]. In particular, Neumann and Robin spectra display interesting new features, related to the edge currents, which, to our knowledge, have never been accounted for in the existing literature. We list here some comments.

- If the magnetic field is sufficiently high, the energy bands have a common behavior which is independent of the boundary conditions: they are flat for \( |k/B| \ll 1/2 \), mimicking the Landau levels, but rise when \( |k/B| \gg 1/2 \). The role of the boundary condition becomes indeed relevant only at intermediate values of \( k \), i.e. when \( |k/B| \approx 1/2 \). Physically, eigenvalues with small values of \( k \), i.e. small momenta, depend negligibly on the behavior at the boundary and are hence close to the corresponding Landau levels. As shown in figure 6, this property has an immediate counterpart at the level of the eigenstates: the ones with small \( k \) are largely concentrated in the bulk, whereas states with large momentum concentrate near one edge of the strip. For this reason, states with small and large values of \( k \) (or better of \( k/B \)) will be respectively referred to as bulk and edge states.
- To understand the raising of the energy bands at large values of \( k \), we can think of a classical gas in a box: when the volume of the box is reduced, the energy of the gas increases. Note that this argument is not just a classical analogy: as showed explicitly in [70], if the wall of...
Figure 5. Dispersion diagrams in the rescaled variables $E/(\hbar \omega_B)$ and $k/B$ for different values of the magnetic field and for different boundary conditions: from left to right: $B = 50, 100, 1000$; from top to bottom: Dirichlet, Neumann and Robin boundary conditions.

Figure 6. Squared modulus of the eigenfunctions $\psi_0(k; y)$ belonging to the first energy band, for $B = 50$ and for different values of $k$: from left to right: Dirichlet, Neumann and Robin boundary conditions.
Figure 7. Dispersion diagrams in the rescaled variables $E/(\hbar \omega_0)$ and $k/B$ for Robin boundary conditions with different values of the parameter $\alpha W$. 

the box are moved the energy of the system changes also at the quantum level. In our case, an electron in the bulk is contained in an effective box of length $l_B$; when instead $|k/B| \approx 1/2$, which means that the center of the quadratic potential lies near an edge (recall figure 3), the box width shrinks to $l_B/2$, and it is further reduced when $|k/B|$ goes over $1/2$. This localization effect is again reflected by the shape of the eigenfunctions.

- As for the dependence of the dispersion diagrams on the magnetic field $B$, the width of the flat region (bulk) of the diagram increases as $B$ increases, i.e. as the magnetic length $l_B = \sqrt{\hbar/eB}$ decrease. Remarkably, this behavior is again independent of the boundary conditions.

- In the case of Neumann and (positive) Robin conditions, a novel phenomenon is visible in the dispersion diagrams: before rising in correspondence of $|k/B| \approx 1/2$, the energy bands $E_n(k)$ fall developing a characteristic negative bump, its width being again related to the magnetic length $l_B$. Interestingly, because of these bumps, the ground energy of the system is no longer given by $E_0(k = 0) = \hbar \omega_0/2$ as in the case of the Dirichlet spectrum. This energy lowering may be due to the fact that Neumann and (positive) Robin conditions do not repel the wavefunctions from the boundary, unlike the Dirichlet condition. As we will argue in the following section, the states corresponding to (a part of) the bumps have properties which are halfway between those of bulk and edge states, and have thus no classical analogues.

- The Robin boundary conditions interpolate between Neumann ($\alpha = 0$) and Dirichlet ($\alpha = \pm \infty$) boundary conditions. The bumps persist for any finite value of $\alpha$. However, despite the fact that the limit $\alpha \to -\infty$ is very regular and the bumps are continuously decreasing till they disappear, the limit $\alpha \to +\infty$ is quite singular [58]. As $\alpha$ grows to $+\infty$ the size of the bumps increases, meaning that edge states reach very high negative energies at the same time that they modify the central part of the bulk spectrum (see figure 7). The states responsible for this anomalous behavior are very localized at the edge and become delta-like in the extreme limit $\alpha \to +\infty$, which means that they disappear from the spectrum as it corresponds to the Dirichlet case.

Summing up, a Hall strip with local, fibered and symmetry-preserving boundary conditions is characterized by a dichotomy between bulk states (with small momentum and mostly localized in the bulk of the strip) and edge states (with large momentum and mostly localized at one edge of the strip). Besides, in the presence of attractive boundary conditions, such as the Neumann and positive Robin ones, a third kind of states appears. To better understand the physical differences between these states, we devolve the next two subsections to the analysis of their transport properties.
Figure 8. Effect of different boundary conditions on the first energy band $E_0(k)$ (top row) and on the associated group velocity $v_0(k)$ (bottom row); left column: $B = 500$ and $E = 0$; right column: $B = 500$ and $E = 1000$.

5.3. Bulk-edge dichotomy

In figure 8 we plotted, both for the cases $E = 0$ and $E > 0$, the dispersion diagram of the first energy band $E_0(k)$ and its associated group velocity $v_0(k)$, comparing Dirichlet, Neumann and Robin conditions.

Let us first discuss the velocity diagram when $E = 0$, which corresponds to the bottom left panel. Since bulk states are associated with a flat (i.e. constant) energy dispersion, these states do not propagate, independently of the boundary conditions; conversely, edge states develop a finite group velocity, either positive or negative, even in the absence of an applied electric field! However, note that, since the non-electric group velocity $v_n(k; B, E = 0)$ is an odd function, the net electric current vanishes, as expected.

We note that the edge states propagation is already predicted at the classical level, although only in the case of a non-vanishing electric field, where it is usually explained in terms of skipping orbits at the two edges of the strip [16]. Interestingly, however, at the quantum level novel phenomena may appear, depending on the boundary conditions. The situation is sketched in figure 9, where states are represented in a semi-classical manner, and described in detail in the following.

---

6 The Robin spectrum is non-degenerate for every choice of the Robin parameter $\alpha$ (see e.g. [71]), so the assumptions leading to the Hellmann–Feynman equation (57) actually hold.
In the Dirichlet case, the direction of propagation depends exclusively on the sign of $k/B$, and hence on the sign of $k$; since, for a sufficiently high magnetic field, the eigenfunctions with $|k/B| \geq 1/2$ are localized on a neighborhood of $y = Wk/B$, edge states on the upper part of the strip propagate to the right while those on the bottom one move to the left; as such, we can associate to them a negative (i.e. orbital clockwise) chirality [16, 26]. Contrarily, bulk states have a positive chirality, as one can deduce by evaluating their local velocity (61). Therefore, we can conclude that Dirichlet conditions exactly respect the classical bulk-edge dichotomy, i.e. bulk and edge states have always opposite chiralities.

The classic dichotomy is not, instead, respected for Neumann and Robin conditions, since the corresponding spectra present a new kind of states whose features are intermediate between the bulk and the edge ones. These states belong to the part of the negative bumps that is closest to the bulk: although they have a well-defined group velocity, their chirality is positive. Accordingly, carrying on the idea of classifying bulk and edge states solely by means of their chirality, we will denote such states as improper bulk states. Interestingly, improper bulk states may play a fundamental role in the appearance of anomalies in the integer Hall effect in wedge-shaped samples, see e.g. [72].

Neumann and Robin spectra have another interesting feature: they display a clear separation between bulk states (both proper and improper) and edge ones, such a distinction being somewhat arbitrary for the Dirichlet spectrum. Setting $\mathcal{H} = L^2(\Omega_s)$, let us define the $n$th band space $\mathcal{H}_n$ as the $H$-invariant subspace of $\mathcal{H}$ containing all the (generalized) eigenstates associated with the $n$th energy band $E_n(k)$. For each energy band we further denote with $k_n$ the (positive) wave-number associated with the minimum of the negative bump present in the Neumann and Robin spectra. In this way, by defining $\mathcal{H}_{b,n}$ and $\mathcal{H}_{e,n}$ as the subspaces of $\mathcal{H}_n$ which are respectively invariant under the Hamiltonians

$$H_{b,n} \equiv \int_{|k| \leq k_n} h(k) \, dk \quad \text{and} \quad H_{e,n} \equiv \int_{|k| > k_n} h(k) \, dk,$$

(81)
(with the appropriate boundary conditions) and by setting
\[ H_b \equiv \bigoplus_{n=0}^{+\infty} H_{b,n} \quad \text{and} \quad H_e \equiv \bigoplus_{n=0}^{+\infty} H_{e,n}, \]  
we can sharply distinguish the bulk states from the edge ones, that is:
\[ H = H_b \oplus H_e. \]  
Consequently, in each subspace the wavefunctions have the same chirality, which is positive for the bulk space $H_b$ and negative for the edge space $H_e$. Note that a similar decomposition has been proposed also for the Dirichlet extension \[27\] which, however, suffers from the aforementioned problems. See also \[26\], where a clear splitting is induced by introducing a chiral boundary condition.

Before moving on to the analysis of the Hall conductivity in the next subsection, let us briefly discuss the effects of the transversal electric field $E$ on the spectra and on the eigenstates propagation. As shown in the right panels of figure 8, the electric field breaks the $k$-parity of the spectra, so that now the two edges behave differently: in particular, for $E > 0$, the energy of the states at the bottom of the strip is lowered, while that of the states at the top of the strip is raised. Furthermore, since the bulk dispersion energy is no longer flat, all bulk states acquire a (positive) drift velocity, as in the classical case. This drift velocity is acquired also by the edge states, and it is added to their intrinsic velocity $v_n(k; B, E=0)$. As a matter of fact, in this case the group velocity $v_n(k)$ is no longer an odd function, and the net current acquires a non-vanishing value.

5.4. Boundary effects for the Hall conductivity

In the left panel of figure 10(a) we plotted the Hall conductance $G_{xy}$ as a function of the magnetic field and for different boundary conditions. For completeness, in the right panel we also show the same plot for the Hall resistance $R_{xy} = 1/G_{xy}$. Note that in each case we set $E = 0$. In order to perform the numerical calculation, we truncated the sum appearing in the expression \[69\] to the first five energy bands: as highlighted in the figure, this unavoidable approximation only affects the low-field behavior of $G_{xy}$, the latter being in turn associated with the classical regime.

As expected, for sufficiently high values of the magnetic field the conductance decreases, as $B$ increases, in quantized steps: this behavior appears to be nearly independent of the boundary conditions, since it is related to the bulk spectrum. However, as we switch from Dirichlet to Neumann or Robin conditions, a finer structure arise in each transition region between two plateaux. As a matter of fact, this transition region can indeed be controlled by suitably tuning the boundary conditions. In particular, in the case of Neumann boundary conditions the different spectral contributions to the conductance (namely $\Delta G_{xy,\text{bulk}}$, $\Delta G_{xy,\text{bumps}}$ and $\Delta G_{xy,\text{edges}}$) are emphasized in figure 10(b).

The quantization of $G_{xy}$, i.e. its bulk structure, is particularly manifest in the phase diagram of figure 11(top row), where the conductance is plotted as a function of both the Fermi energy $E_F$ and the magnetic field $B$, but setting again $E = 0$. Conversely, in these plots the edge-structure of $G_{xy}$ is barely noticeable, being a finer effect of lower magnitude. In order to highlight this finer structure, in the bottom row of the same figure we have plotted another phase diagram associated with the fractional part of $G_{xy}$, that is the quantity $G_{xy} - \lfloor G_{xy} \rfloor$, where $\lfloor x \rfloor$ denotes the floor of $x$, that is the largest integer less or equal to $x$. In this case the difference between Dirichlet and Neumann boundary conditions is much more evident, the latter showing wider transition regions.
Figure 10. (a) Effect of different boundary conditions on the Hall conductance $G_{xy}$ (left) and on the Hall resistance $R_{xy}$ (right), both plotted as a function of the rescaled magnetic field $B$ and setting $\epsilon_F = 2000$ and $E = 0$. (b) Left: different contributions to the Hall conductance $G_{xy}$ for Neumann boundary conditions. Right: dispersion diagrams associated with the points $A$, $B$, $C$ of the left panel, where the shaded regions correspond to energies below $E_F$.

To conclude the numerical analysis, in figure 12 we plotted the Hall conductance as a function of the magnetic field, fixing Dirichlet boundary conditions but varying respectively the strip width $W$, with respect to a reference width $W_0 \equiv [\hbar^2 \epsilon_F / (2mE_F)]^{1/2}$, and the electric field $E$. The left panel of the figure shows how the finite (transversal) size of the Hall system affects the quantization of the conductance: as the width of the strip increases, the slope of each nearly-flat plateau decreases, ultimately becoming flat in the limit $W \to \infty$ when the strip expands to the whole plane. On the other side, remarkably, the quantization of $G_{xy}$ is almost lost when...
Figure 11. Phase diagram of the Hall conductance $G_{xy}$ in units of $e^2/h$ (top row) and of its fractional part $G_{xy} - \lfloor G_{xy} \rfloor$ (bottom row) in the $\epsilon_F B$-plane and for Dirichlet (left column) and Neumann (right column) boundary conditions; the arrow highlights the fine structure associated with Neumann boundary conditions, whereas the solid white lines represent the Landau levels $\epsilon_n^H = (2n + 1)B$.

Figure 12. Finite-size (left) and electric (right) effects for the Hall conductance $G_{xy}$; the reference width in the left figure is $W_0 = [\hbar^2 \epsilon_F / (2mE_F)]^{1/2}$, whereas the plane limit ($W = \infty$) has been adapted from [66].
$W$ is sufficiently small. Our result is in good agreement with experimental observations, see e.g. [18, 19].

The right panel of the figure shows another interesting phenomenon, that is, the breakdown of the QHE at large values of the electric field: when $E$ increases, indeed, the width of each plateau decreases, ultimately recovering the classical Hall regime in which $G_{xy}$ is inversely proportional to $B$. The breakdown of the QHE has been quite extensively studied in the experimental literature [20, 21]: we observe an interesting agreement with the experimental data, at least qualitatively. A quantitative comparison would require the analysis of the longitudinal conductivity $\sigma_{xx}$, which vanishes at zero temperature. Nevertheless, by following [66, 67], temperature effects can be incorporated in our model, allowing for the computation of $\sigma_{xx}$ and for a direct comparison with experiments.

6. Conclusions

In this work we formulated a self-consistent model of the integer QHE, with different boundary conditions to investigate finite-size effects associated with the Hall conductivity. By assuming the invariance with respect to longitudinal translations, we were able to characterize the general spectral properties of the system. Then we focused on the case of (fibered) Robin boundary conditions, which have been identified for physical reasons, i.e. locality and translational invariance, and turn out to keep the problem tractable. By determining the spectrum (and the related velocity eigenvalues) corresponding to the selected boundary conditions, we have been able to predict a new kind of states with no classical analogues. The latter have a finite propagation velocity as classical edge states, but their chirality is the same of classical bulk states. Since experimental techniques allowing to observe edge states do actually exist, see e.g. [22, 23], our predictions can potentially be observed using appropriate materials and devices.

The boundary conditions of planar conducting materials are, indeed, strongly dependent on their microscopic structure, the characteristics of their boundary, and their surrounding materials. In particular, the Robin boundary conditions considered in this paper are also known in the literature as ‘impedance boundary conditions’ and appear in two-dimensional electron gases located at the interface between two heterostructures. Experimental setups where the quantum Hall effect has been observed involve samples with different sizes and different materials, including for example GaAs/AlGaAs, Ge/Ge$_{1-x}$Si$_x$ heterostructures, and silicon MOSFETs. In many cases, the structure of the edge of these samples is given by impedance boundary conditions. It is in those cases where the analysis carried out throughout this paper becomes very relevant. Indeed, depending on the sign of the Robin parameter $\alpha$, the boundary of the Hall strip behaves as an attracting or repulsing mirror, giving rise to different electronic transport properties at the edge of the samples.

Remarkably, boundary conditions also turned out to add a finer structure to the quantization pattern of the Hall conductivity: the integer plateau are substantially preserved, but a transition region between two consecutive plateaux appears, smoothly controlled by the boundary conditions. Although this finer structure should in principle be observable, we expect the boundary conditions needed for a proper description of a real-case experiment to depend on the particular properties of the experimental device, and a detailed analysis of samples of varying qualities would be thus desirable. Moreover, one expects that the smoothing of the transition region between two plateaux, induced by boundary conditions, may be masked in a real experiment by a non-vanishing temperature, which has indeed similar effects on the behavior of the Hall conductivity. Besides, since we derived a formula for the Hall conductivity which depends
exactly on the applied electric field, we also predicted the breakdown of the QHE, in accordance with experimental observations.

This work could be extended in different directions, which we may consider in the future. The first one regards the weakening of our assumptions leading to the fibered Robin conditions, and in particular the assumption of $k$-independent boundary conditions. In this more general setting, one should e.g. consider a modified Hellmann–Feynman formula which keeps trace of the $k$-depending domain [64]. One may also address the challenge of implementing the boundary conditions considered in this paper in real materials, in order to control experimental setups where our predictions can be quantitatively tested.

Finally, our analysis can be extended to relativistic models related to the Dirac equation, like graphene monolayers where the Hall effect has been observed [46–49]. In such a case, the boundary conditions are dictated by the way the boundary cuts the hexagonal lattice of carbon atoms, giving rise to zigzag, armchair or chiral boundary conditions. The analysis carried out in this paper also applies to some of these boundary conditions. Although the continuum effective quantum theory of graphene is given by a Dirac operator, the spectral behavior can be obtained from the square of that operator, which is given, up to a spectral shift, by the Hamiltonian (3) with appropriate boundary conditions [73]. A detailed characterization of the latter aspect will be the object of future research.
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Appendix A. The Weber differential equation

In this appendix we report some standard choices of pair of independent solutions for the Weber differential equation and we explicitly show its relation with the fiber operator $h(k)$.

A.1. Independent pairs of solutions

The Weber equation is a second order differential equation given as follows:

$$y''(x) - \left(a + \frac{x^2}{4}\right)y(x) = 0,$$

(A.1)
\( x \) being a real variable; its solutions are known as \textit{parabolic cylinder} functions or \textit{Weber–Hermite} functions \cite{74}. An alternative expression which often appears in the literature is immediately recovered by setting \( \nu = -a - \frac{1}{2} \):

\[
y''(x) + \left( \nu + \frac{1}{2} - \frac{x^2}{4} \right) y(x) = 0. \tag{A.2}
\]

A simple pair of linearly independent solutions of equation (A.1) having definite parity (respectively even and odd) is the following:

\[
y_1(a,x) = e^{-\frac{1}{4}x^2}\, _1F_1\left(\frac{a}{2} + \frac{1}{4}, \frac{1}{2}; \frac{x^2}{2}\right) \quad \text{(even)} \tag{A.3}
\]

\[
y_2(a,x) = xe^{-\frac{1}{4}x^2}\, _1F_1\left(\frac{a}{2} + \frac{3}{4}, \frac{3}{2}; \frac{x^2}{2}\right) \quad \text{(odd)} \tag{A.4}
\]

where \( _1F_1(a,c;x) \) is the \textit{confluent hypergeometric} function, defined as

\[
_1F_1(a,c;x) \equiv \sum_{n=0}^{+\infty} \frac{\Gamma(a+n)}{\Gamma(a)} \frac{x^n}{n!}, \tag{A.5}
\]

\( \Gamma(x) \) being Euler’s Gamma function. However, the solutions (A.3) and (A.4) display similar asymptotic behaviors at infinity; this phenomenon may complicate numerical computations for large arguments. Another independent pair of solutions is

\[
U(a,x) = \frac{1}{\sqrt{2^{a}\pi}} \left[ \cos(b\pi)\Gamma\left(\frac{1}{2} - b\right)y_1 - \sqrt{2}\sin(b\pi)\Gamma(1-b)y_2 \right] \tag{A.6}
\]

\[
V(a,x) = \frac{1}{\sqrt{2^{a}\pi}} \left[ \sin(b\pi)\frac{\Gamma\left(\frac{1}{2} - b\right)}{\Gamma\left(\frac{1}{2} - a\right)}y_1 + \sqrt{2}\cos(b\pi)\frac{\Gamma(1-b)}{\Gamma\left(\frac{1}{2} - a\right)}y_2 \right] \tag{A.7}
\]

where for compactness we have set \( b = \frac{a}{2} + \frac{1}{4} \), see \cite{75}; their asymptotic behavior for \( x \gg |a| \) is given by

\[
U(a,x) \sim e^{-\frac{1}{4}x^2}x^{-a-\frac{1}{2}} \quad \text{and} \quad V(a,x) \sim \left(\frac{2}{\pi}\right)^{\frac{1}{4}} e^{\frac{1}{4}x^2}x^{-a-\frac{1}{2}}, \tag{A.8}
\]

thus avoiding the aforementioned numerical problem. Note that, as long as \( a \) is real, all the above solutions are real; in particular if \( \nu = -a - \frac{1}{2} \) is a positive integer \( n \) then \( U(a,x) \) and \( V(a,x) \) can be expressed in terms of the \textit{Hermite polynomials} \( H_n(x) \):

\[
U\left(-n - \frac{1}{2}, x\right) = \frac{e^{-\frac{1}{4}x^2}}{\sqrt{2^n}} H_n(x/\sqrt{2}), \tag{A.9}
\]

\[
V\left(n + \frac{1}{2}, x\right) = \frac{e^{\frac{1}{4}x^2}}{\sqrt{2^n}} (-i)^n H_n(ix/\sqrt{2}). \tag{A.10}
\]

The Weber equation in the alternative form (A.2) admits

\[
D_\nu(x) = U\left(-\nu - \frac{1}{2}, x\right), \tag{A.11}
\]

the so-called \textit{Whittaker} function, as a solution. There are two main possibilities to construct a pair of independent solutions starting from \( D_\nu(x) \) \cite{74}. The first pair is \( D_\nu(x) \) and \( D_{-\nu-1}(ix) \): they are always independent, but since \( D_\nu(x) \) is real, \( D_{-\nu-1}(ix) \) in general is complex. The
other pair is given by $D_\nu(x)$ and $D_\nu(-x)$: these solutions are always real, but are linearly independent only if $\nu$ is not an integer.

### A.2. Weber equation from the eigenvalue equation

As we have shown in section 2, in the Landau gauge the Hall Hamiltonian $H$ defined on the strip $\Omega_h$ can be decomposed as a direct integral, each fiber operator $h(k)$ representing an effective one-dimensional Hamiltonian. Since under our assumptions the spectrum of $h(k; B, E)$ can be readily obtained from that of $h(k; B, 0)$ by using equation (42), we only need to solve the eigenvalue equation (36) in the non-electric case, namely:

$$[h(k; B, 0) - E(k; B, 0)] \psi(k; y) = 0. \quad (A.12)$$

Multiplying by $-2mW^2/h^2$ and scaling $y$ to $\zeta \equiv y/W$, we obtain:

$$\left[ \frac{d^2}{d\zeta^2} - B^2 \left( \zeta - \frac{k}{B} \right)^2 + \epsilon \right] \varphi(\zeta) = 0, \quad (A.13)$$

where we have introduced the dimensionless parameters

$$B \equiv \frac{eBW^2}{\hbar}, \quad k \equiv kW \quad \text{and} \quad \epsilon \equiv \frac{2mEW^2}{\hbar^2}, \quad (A.14)$$

and we have set $\varphi(\zeta) \equiv \psi(W\zeta)$ (omitting the dependence on $k$). Notice that the rescaled wavefunction $\varphi(\zeta)$ is now confined in the unitary interval $(-1/2, 1/2)$. As a last step, we further divide equation (A.13) by $2B$ and rescale $\zeta$ to $\tilde{\zeta} \equiv \sqrt{2B}(\zeta - k/B)$, thus obtaining

$$\left[ \frac{d^2}{d\tilde{\zeta}^2} - \frac{\tilde{\zeta}^2}{4} + \frac{\epsilon}{2B} \right] \tilde{\varphi}(\tilde{\zeta}) = 0, \quad \tilde{\varphi}(\tilde{\zeta}) \equiv \varphi \left( \frac{\tilde{\zeta}}{\sqrt{2B}} + \frac{k}{B} \right), \quad (A.15)$$

which is the Weber equation (A.1) with parameter $a = -\epsilon/(2B)$. At this point, denoting with $u_1(a, x)$ and $u_2(a, x)$ a suitable pair of independent solutions of the Weber equation, the general solution is given by

$$\tilde{\varphi}(\tilde{\zeta}) = c_1 u_1(a, \tilde{\zeta}) + c_2 u_2(a, \tilde{\zeta}), \quad (A.16)$$

$c_1$ and $c_2$ being two complex constants. The original non-rescaled wavefunction $\psi(k; y)$ which solves equation (A.12) accordingly reads

$$\psi(k; y) = \sum_{i=1}^{2} c_i u_i \left( \frac{-\epsilon}{2B}, \sqrt{\frac{2B}{W}} \left( \frac{k}{B} - \frac{y}{W} \right) \right) \quad (A.17)$$

$$= \sum_{i=1}^{2} c_i u_i \left( \frac{-E}{\hbar \omega_B}, \sqrt{\frac{2}{B}} \left( \frac{y - kl_B^2}{l_B} \right) \right). \quad (A.18)$$

Note that the above solution is actually independent of $W$: such dependence is indeed introduced only when one imposes the boundary conditions.

### Appendix B. Regularity of the fiber resolvent

In this appendix we prove a regularity result involving the resolvent of $h_U(k)$. In particular, given a family $\{U(k)\}_{k \in \mathbb{R}}$ of unitary matrices such that the function

$$\tilde{\mathbb{R}} \ni k \mapsto U(k) \in U(2) \quad (B.1)$$
is measurable, we will prove that the function
\[ \mathbb{R} \ni k \mapsto (h_U(k) - z)^{-1} \in B(L^2(I_W)) \]  
(B.2)
is strongly measurable (and thus also weakly measurable) for all \( z \in \mathbb{C} \setminus \mathbb{R} \).

We will achieve this result by using the following Krein formula [76]
\[ (h_U(k) - z)^{-1} = (h_I(k) - z)^{-1} - K(k; z), \]  
(B.3)
where \( K(k; z) \) is a bounded operator to be defined in the following; this equation, which holds for each \( k \in \mathbb{R} \) and \( z \in \mathbb{C} \setminus \mathbb{R} \), relates the resolvent of the (arbitrary) self-adjoint extension \( h_U(k) \) with the resolvent of the Dirichlet extension \( h_I(k) \).

### B.1. Krein formula

For each \( \psi \in H^2(I_W) \), let us define the trace operators
\[ \Gamma_1 \psi \equiv \begin{pmatrix} \psi(-W/2) \\ \psi(W/2) \end{pmatrix} \quad \text{and} \quad \Gamma_2 \psi \equiv i_0 \begin{pmatrix} -\psi'(-W/2) \\ \psi'(W/2) \end{pmatrix}, \]  
(B.4)
respectively corresponding to the quantities \( \Psi \) and \( \Psi' \) of equation (20), and the related operators
\[ \gamma(k; z) : \mathbb{C}^2 \to H^2(I_W), \quad \gamma(k; z) \equiv (\Gamma_1|_{\ker(h^+(k) - z)})^{-1} \]  
(B.5)
and
\[ Q(k; z) : \mathbb{C}^2 \to \mathbb{C}^2, \quad Q(k; z) \equiv \Gamma_2 \gamma(k; z). \]  
(B.6)

Then, given a matrix \( U(k) \in U(2) \) for each \( k \in \mathbb{R} \), we also define the related matrices
\[ A(k) \equiv i(I + U(k)) \quad \text{and} \quad B(k) \equiv I - U(k). \]  
(B.7)

At this point, the operator \( K(k; z) \) of equation (B.3) can be expressed as
\[ K(k; z) \equiv \gamma(k; z)(B(k)Q(k; z) - A(k))^{-1}B(k)\gamma^+(k, z^*), \]  
(B.8)
see equation (8) of [76].

### B.2. Resolvent regularity

As follows from the Krein formula, the regularity of \( k \mapsto (h_U(k) - z)^{-1} \) depends on the regularity of both
\[ k \mapsto (h_I(k) - z)^{-1} \quad \text{and} \quad k \mapsto K(k; z). \]  
(B.9)

For what concerns the Dirichlet resolvent, accordingly to equation (23) the operator \( h_I(k) \) is defined, for each \( k \in \mathbb{R} \), on the common domain (core)
\[ \mathcal{D}_I \equiv \{ \psi \in H^2(I_W) : \psi = 0 \}. \]  
(B.10)

Therefore, since the potential \( V_I(y) \) appearing in the expression of \( h(k) \) is a continuous function of \( k \), the strong continuity (and hence measurability) of the resolvent \( (h_I(k) - z)^{-1} \) is a straightforward corollary of lemma 6.36 of [77].

Moving to the operator \( K(k; z) \), we preliminary observe that
\[ \psi \in \ker(h^+(k) - z) \iff \psi(y) = c_1 u_1^1(k; y) + c_2 u_2^2(k; y), \]  
(B.11)
where \( c_1, c_2 \in \mathbb{C} \) and where \( u_1^1(k; y) \) and \( u_2^2(k; y) \), being two suitable independent solutions of the Weber equation, are regular functions of \( k \) (see the previous appendix). Therefore, by
computing the action of the operators $\gamma(k; z)$ and $Q(k; z)$, we find that they are regular functions of $k$.

The only remaining terms are thus the matrices $A(k)$ and $B(k)$ which, however, trivially inherit the regularity of $k \mapsto U(k)$; this completes the claim.

**Appendix C. Translational symmetry and fibered boundary conditions**

In this appendix we show that fibered boundary conditions for the Hall Hamiltonian $H$ emerge as a natural consequence of a symmetry request: indeed, a realization of $H$ turns out to be decomposable as a direct integral of self-adjoint fibers if and only if it is invariant under longitudinal translations, in a sense that will be shortly clarified.

**C.1. Commuting self-adjoint operators**

Let us consider two (possibly) unbounded operators $A, B$ on a Hilbert space $\mathcal{H}$. Since we are dealing with unbounded operators, the equation

$$[A, B] = 0$$

is generally ill-defined. Luckily, for self-adjoint operators, a proper notion of commutativity with all desired implications does exist (see chapter VIII.5 of [78]): two self-adjoint unbounded operators $A, B$ are said to commute whenever their projection-valued measures commute, and thus, for all bounded Borel functions $f, g : \mathbb{R} \to \mathbb{C}$, we have

$$[f(A), g(B)] = 0.$$  \hspace{1cm} (C.2)

Let us recall here a useful property:

**Proposition C.1 ([78], theorem VIII.13).** Let $A, B$ be two self-adjoint unbounded operators. The following conditions are equivalent:

(a) $A$ and $B$ commute;
(b) for all $s, t \in \mathbb{R}$,

$$e^{-isA}, e^{-itB} = 0;$$  \hspace{1cm} (C.3)

(c) for all $z, w \in \mathbb{C}$ with $\text{Im} z, \text{Im} w \neq 0$,

$$[(A - z)^{-1}, (B - w)^{-1}] = 0.$$  \hspace{1cm} (C.4)

For our purposes, it will be useful to state a slightly different equivalence:

**Proposition C.2.** $A$ and $B$ commute if and only if, for all bounded Borel functions $f : \mathbb{R} \to \mathbb{C}$,

$$[f(A), (B + i)^{-1}] = 0.$$  \hspace{1cm} (C.5)

**Proof.** If $A$ and $B$ commute, all bounded functions of them commute and thus equation (C.5) holds a fortiori. Conversely, if equation (C.5) holds, then we also have

$$[f(A), (B - w)^{-1}] = 0$$  \hspace{1cm} (C.6)

for all $w$ with $\text{Im} w \neq 0$, as can be shown by expressing $(B - w)^{-1}$ as a power series in $w$ around $i$; since equation (C.6) holds for every bounded Borel function $f$, equation (C.4) holds as a particular case, and so proposition C.1 implies the claim.

Obviously, the roles of $A$ and $B$ in the above proposition are completely interchangeable.
C.2. Commutation and longitudinal invariance

Coming back to our original problem, let $H_\mathcal{D}$ be a (not necessarily fibered) self-adjoint extension of the Hall Hamiltonian on some domain $\mathcal{D} \subset L^2(\mathbb{R}) \otimes L^2(I_w)$. Besides, let $p_x$ be the momentum operator on the real line,

$$p_x = -i\hbar \frac{d}{dx}, \quad (C.7)$$

which is itself a self-adjoint operator if we choose the first Sobolev space $H^1(\mathbb{R})$ as its domain. Recall that $p_x$ is the generator of translations on the real line, that is, for every $a \in \mathbb{R}$ and $\psi \in L^2(\mathbb{R})$, we have

$$(e^{-i p_x a} \psi) (x) = \psi(x-a). \quad (C.8)$$

Consequently, $P_x \equiv p_x \otimes I$ represents the generator of longitudinal translations on the strip $\Omega_s$: for every $a \in \mathbb{R}$ and $\psi \in L^2(\mathbb{R}) \otimes L^2(I_w)$,

$$(e^{-i m p_x a} \psi)(x, y) = \psi(x-a, y). \quad (C.9)$$

We shall prove that $H_\mathcal{D}$ and $P_x$ commute, in the sense previously discussed, if and only if $H_\mathcal{D}$ can be written, up to a unitary transformation, as a decomposable operator, i.e. if it admits a direct integral representation:

$$H_\mathcal{D} \cong \int_{\mathbb{R}} h(k) \, dk, \quad (C.10)$$

with $\{h(k)\}_{k \in \mathbb{R}}$ being a certain family of self-adjoint operators on $L^2(I_w)$. First of all, as discussed in the main text, it will be convenient to switch from the $(x, y)$-representation to the $(k, y)$-representation; by performing a partial Fourier transform, the operator $P_x$ is mapped in the operator $\hat{P}_x$, which simply acts as the multiplication by $k$,

$$(\hat{P}_x \psi)(k, y) = k \psi(k, y), \quad (C.11)$$

while $H_\mathcal{D}$ is mapped in the operator $H_\mathcal{D}$ with domain $\mathcal{F}_x \mathcal{D}$, on which it acts as

$$(H_\mathcal{D} \psi)(k, y) = -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial y^2} \psi(k, y) + V_g(y) \psi(k, y), \quad (C.12)$$

where $V_g(y) \equiv \frac{i}{2} m \omega_y^2 (y - kL_y^2) + e \mathbf{E} \cdot \mathbf{y}$, see equation (17). Both operators act on the Hilbert space $L^2(\mathbb{R}) \otimes L^2(I_w)$, which is naturally isomorphic to the Bochner space $L^2(\mathbb{R}; L^2(I_w))$: the function

$$\hat{\mathbb{R}} \times I_w \ni (k, y) \mapsto \psi(k, y) \in \mathbb{C} \quad (C.13)$$

is indeed naturally associated with the $L^2(I_w)$-valued function

$$\hat{\mathbb{R}} \ni k \mapsto \psi_k \in L^2(I_w) \quad (C.14)$$

by defining $\psi_k(y) = \psi(k, y)$ for all $k \in \hat{\mathbb{R}}$ and $y \in I_w$. With this identification, the operator $\hat{P}_x$ is thus decomposable as a direct integral:

$$\hat{P}_x = \int_{\hat{\mathbb{R}}} k dk. \quad (C.15)$$

The operator $H_\mathcal{D}$ can be interpreted, as well, as an operator on $L^2(\hat{\mathbb{R}}; L^2(I_w))$: in general, however, it is not guaranteed to be decomposable since its domain $\mathcal{F}_x \mathcal{D}$ (i.e. its boundary conditions) is not guaranteed to be compatible with the direct integral structure. We now show that, indeed, this holds if and only if the invariance under longitudinal translations holds.
Proposition C.3. $H_D$ commutes with $P_x$ if and only if $\hat{H}_D$ is decomposable.

**Proof.** By theorem XIII.85(b) of [60], $\hat{H}_D$ is decomposable if and only if $(\hat{H}_D + i)^{-1}$ is decomposable; in turn, by theorem XIII.84 of [60], the latter is decomposable if and only if it commutes with all bounded decomposable operators on $L^2(\mathbb{R}; L^2(I_W))$ whose fibers are multiple of the identity, i.e. with all operators that can be written as

$$\int_{\mathbb{R}} f(k) \, dk \quad (C.16)$$

for some bounded Borel function $f$; by construction, however, such an operator is nothing but the multiplication operator on $L^2(\mathbb{R}; L^2(I_W))$ associated with $f$, which means that the operator in equation (C.16) is in fact $f(\hat{P}_x)$. Consequently, theorem XIII.84 of [60] can be restated as follows: $\hat{H}_D$ is decomposable if and only if, for all bounded Borel functions $f$,

$$[f(\hat{P}_x), (\hat{H}_D + i)^{-1}] = 0; \quad (C.17)$$

this, by proposition C.2, holds if and only if $\hat{H}_D$ and $\hat{P}_x$ commute, and thus if and only if $H_D$ and $P_x$ commute. \hfill \square

C.3. Floquet theorem and Bloch sectors

In real systems the effects of the metal structure can be encoded by a perturbation of the Hamiltonian (3) which in the case of perfect crystalline structure is given by a periodic potential $V$. This periodicity is, however, naturally broken for devices of finite size. If we neglect the effect of this perturbation only in the transverse direction, having thus in mind the Hall strip (1), the new Hamiltonian reads

$$H_{A,V} \equiv -\frac{\hbar^2}{2m} \nabla_A^2 + eE_y + V(x), \quad (C.18)$$

where $V$ is a one-dimensional periodic function

$$V(x-a) = V(x), \quad (C.19)$$

$a$ being the distance between crystal nodes. The residual translation invariance of the Hamiltonian (C.18) implies

$$[H_{A,V}, T_a] = 0, \quad (C.20)$$

where $T_a$ is the operator

$$T_a \psi(x) = \psi(x-a), \quad (C.21)$$

that generates discrete translations. The set of these translations $T_a = \{T^n_a, n \in \mathbb{Z}\}$ is thus an abelian symmetry group of the Hamiltonian (C.19).

Since $T_a$ is abelian, its irreducible unitary representations are one-dimensional and can be parametrized by a phase factor

$$T_a \psi(x) = e^{i\kappa} \psi(x) = e^{i\kappa x/a} \psi(x), \quad (C.22)$$

where $\kappa \in [\pi/a, \pi/a] = [B_a, B_a]$ being the Brillouin domain of the Bloch phase $\kappa$.

Thus, all energy levels of the Hamiltonian (C.18) can be decomposed into irreducible representations of $T_a$ satisfying the pseudoperiodic boundary conditions (C.22).
Proposition C.4. The Floquet theorem establishes that any self-adjoint extension of the Hall Hamiltonian \((C.18)\) defined on some domain \(\mathcal{D} \subset L^2(\mathbb{R}) \otimes L^2(I_W)\) can be decomposed as a fibered sum of Hamiltonians \(h_{\mathcal{D},a}\)
\[
H_{A,V}^D \simeq \int_{\mathcal{R}} h_{\mathcal{D},a}(e) \, dk,
\]
defined on \(L^2(S^1) \otimes L^2(I_W)\) by the boundary conditions of \(H_{A,V}^D\) and equation \((C.22)\).

The fibered sum of Hamiltonians is associated with energy bands. Usually, the spectral structure is given by these continuous bands separated by spectral gaps which give rise to the insulator regime. However, in the special case \(V = 0\) considered in the previous appendix, the period \(a\) is arbitrary and there is no gaps between the Bloch bands associated with the Floquet decomposition, i.e. the spectrum of \(H_{A,V}^D\) contains the half-line \([E_0, \infty)\), with the value \(E_0\) depending on the boundary conditions.

Appendix D. Quantum Hall conductivity

In this appendix we give an alternative derivation of the formula for the conductance \((69)\) which does not make use of Drude theory.

When the electric field is given by \(\mathcal{E} = (0, \mathcal{E}, 0)\), the Hall conductivity is defined by the ratio \(\sigma_{xy} = \partial J_x / \partial \mathcal{E}, J = -en \mathcal{E}\) being the longitudinal current density. The current density of a quantum system can be computed by summing the velocity of each state below the Fermi energy \(E_F\), that is,
\[
J(E_F) \equiv -\frac{e}{V} \sum_{n=0}^{+\infty} \left( \int_{-\infty}^{+\infty} -\frac{e}{2\pi} \int_{-\infty}^{+\infty} \delta(E - E_n(k)) \nu_n(k) \frac{L}{2\pi} dk \right) 
\]
\[
= -\frac{e}{V} \sum_{n=0}^{+\infty} \int_{-\infty}^{+\infty} \theta \left( E_F - \hbar k \frac{\mathcal{E}}{B} - \frac{m \mathcal{E}^2}{2B^2} - E_n(k) \right) \nu_n(k) \frac{L}{2\pi} dk ,
\]
where \(\nu_n(k) = dE_n/\hbar dk\) is the \(n\)th band velocity defined in equation \((57)\). Note that this current density depends on \(\mathcal{E}\) through both \(E_n(k)\) and \(\nu_n(k)\). Thus,
\[
J(E_F) = -\frac{e}{V} \sum_{n=0}^{+\infty} \int_{-\infty}^{+\infty} \theta \left( E_F - \hbar k \frac{\mathcal{E}}{B} - \frac{m \mathcal{E}^2}{2B^2} - E_n(k) \right) \frac{\partial E_n}{\partial k} \frac{L}{2\pi} dk 
\]
\[
= -\frac{eL}{hV} \sum_{n=0}^{+\infty} \left( E_n(k_{n,+}) - E_n(k_{n,-}) \right) = \frac{eL}{2\pi VB} \sum_{n=0}^{+\infty} \mathcal{E} \Delta k_n ,
\]
where \(k_{n,\pm}\) are the solutions of the equation
\[
E_n(k_{n,\pm}) = E_F - \hbar \frac{\mathcal{E}}{B} k_{n,\pm} - \frac{m \mathcal{E}^2}{2B^2} \]
and
\[
\Delta k_n = k_{n,+} - k_{n,-} .
\]

The Hall conductivity is then given by
\[
\sigma_{xy} = \frac{\partial J}{\partial \mathcal{E}} = \frac{eL}{2\pi VB} \sum_{n=0}^{+\infty} \Delta k_n + \mathcal{O}(\mathcal{E})
\]

35
Appendix E. Fibered boundary conditions in the position representation

In this appendix we sketch how fibered Robin boundary conditions with a $k$-independent Robin parameter $\alpha$ actually correspond to global Robin boundary conditions (in the position representation), also discussing the less trivial case in which $\alpha = \alpha(k)$ depends linearly on $k$.

For a suitably regular function $\psi(x, y)$ living on the strip $\Omega_\alpha = \mathbb{R} \times I_W$, let us introduce the chiral boundary condition
\[
\pm \frac{\partial \psi}{\partial y}(x, y) \bigg|_{y = \pm W/2} = \alpha_0 \psi(x, \pm W/2) - i \alpha_1 \frac{\partial \psi}{\partial x}(x, \pm W/2),
\]
where $\alpha_0, \alpha_1 \in \mathbb{R}$ (see e.g. [51] for a discussion of its physical significance); note in particular that chiral conditions reduce to Robin conditions if $\alpha_1 = 0$. The above expression is manifestly invariant under longitudinal translations, which are indeed generated by the longitudinal momentum operator $p_x = -i \hbar \partial / \partial x$. Therefore, we expect chiral boundary conditions to be associated with some fibered boundary conditions, in the mixed $(k, y)$-representation. To show this, let us take
\[
\psi(x, y) = (\mathcal{F}_x^{-1} \phi)(x, y) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \psi(k, y) \, dk.
\]
By plugging this in equation (E.1), we get the following boundary condition for $\phi(k, y)$:
\[
\pm \frac{\partial \phi}{\partial y}(k, y) \bigg|_{y = \pm W/2} = (\alpha_0 + \alpha_1 k) \phi(k, \pm W/2).
\]
This boundary condition can thus be understood as a fibered Robin condition with an effective Robin parameter $\alpha(k) = \alpha_0 + \alpha_1 k$ depending linearly on $k$; in particular, it reduces to the $k$-independent fibered Robin condition (75) when $\alpha_1 = 0$, as expected.

Appendix F. Robin boundary conditions

In this appendix we derive the expression of the eigenfunctions $\psi_E(k; y)$ and of the spectral function $F_E(k)$ for the Robin boundary conditions, namely
\[
\psi'(k; -) = -\alpha \psi(k; -) \quad \text{and} \quad \psi'(k; +) = +\alpha \psi(k; +),
\]
which have been introduced in section 5. We recall that, for every energy value $E$, the eigenvalue equation (36) admits a two-dimensional space of solutions; by denoting the latter as $u^I$ and $u^R$, the general solution is given by
\[
\psi_E(k; y) = c_1 u_E^I(k; y) + c_2 u_E^R(k; y), \quad c_1, c_2 \in \mathbb{C}.
\]
Let us start with the Dirichlet case: by imposing the boundary conditions $\psi(k; \pm) = 0$ in equation (F.2), we obtain the two equations
\[
c_1 u_E^I(k; -) + c_2 u_E^R(k; -) = 0 \quad \text{and} \quad c_1 u_E^I(k; +) + c_2 u_E^R(k; +) = 0
\]
which represent a homogeneous linear system of equations in the variables $c_1, c_2$. The latter admits non-trivial solutions only if the matrix of coefficients has a vanishing determinant, that is,

$$\det \begin{pmatrix} u^1_E(k; -) & u^2_E(k; -) \\ u^1_E(k; +) & u^2_E(k; +) \end{pmatrix} = u^1_E(k; -)u^2_E(k; +) - u^2_E(k; -)u^1_E(k; +) = 0. \quad (F.5)$$

The above expression is nothing but the Dirichlet spectral function:

$$F^D_k(E) = u^1_E(k; -)u^2_E(k; +) - u^2_E(k; -)u^1_E(k; +). \quad (F.6)$$

Moreover, equation (F.3) can be solved by setting

$$c_1 = u^1_E(k; -) \quad \text{and} \quad c_2 = -u^2_E(k; -), \quad (F.7)$$

so that the Dirichlet eigenfunctions are given by

$$\psi^D_E(k; y) = u^2_E(k; -)u^1_y(k; y) - u^1_E(k; -)u^2_y(k; y). \quad (F.8)$$

We repeat the same calculation for the Robin case (which reduce to the Neumann case for $\alpha = 0$). By imposing the boundary conditions (F.1) in equation (F.2), we obtain the homogeneous system

$$c_1 \left( u^{1'}_E(k; -) + \alpha u^1_E(k; -) \right) + c_2 \left( u^{2'}_E(k; -) + \alpha u^2_E(k; -) \right) = 0 \quad (F.9)$$

$$c_1 \left( u^{1'}_E(k; +) - \alpha u^1_E(k; +) \right) + c_2 \left( u^{2'}_E(k; +) - \alpha u^2_E(k; +) \right) = 0, \quad (F.10)$$

whose non-trivial solutions are obtained by requiring that

$$F^R_k(E) = \det \begin{pmatrix} u^{1'}_E(k; -) + \alpha u^1_E(k; -) & u^{2'}_E(k; -) + \alpha u^2_E(k; -) \\ u^{1'}_E(k; +) - \alpha u^1_E(k; +) & u^{2'}_E(k; +) - \alpha u^2_E(k; +) \end{pmatrix} = f^R_k(E, \alpha) - f^R_k(E, \alpha) = 0, \quad (F.11)$$

where

$$f^R_k(E, \alpha) \equiv \left| u^{1'}_E(k; \mp \pm \mp) \pm \alpha u^1_E(k; \mp \pm \mp) \mp \alpha u^2_E(k; \mp \mp \mp \mp), \quad (F.13)$$

see equation (80). For what concerns the eigenfunctions, equation (F.9) is solved by

$$c_1 = u^{2'}_E(k; -) + \alpha u^2_E(k; -) \quad \text{and} \quad c_2 = u^{1'}_E(k; -) + \alpha u^1_E(k; -), \quad (F.14)$$

which, upon setting $C_E(k, \alpha) \equiv u^{1'}_E(k; -) + \alpha u^1_E(k; -)$, give the Robin eigenfunction

$$\psi^R_E(k; y) = C^2_E(k, \alpha)u^1_y(k; y) - C^1_E(k, \alpha)u^2_y(k; y). \quad (F.15)$$
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