Modular Anomalies in (2 + 1) and (3 + 1)-D Edge Theories
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The classification of topological phases of matter in the presence of interactions is an area of intense interest. One possible means of classification is via studying the partition function under modular transforms, as the presence of an anomalous phase arising in the edge theory of a D-dimensional system under modular transformation, or modular anomaly, signals the presence of a (D + 1)-D non-trivial bulk. In this work, we discuss the modular transformations of conformal field theories along a (2 + 1)-D and a (3 + 1)-D edge. Using both analytical and numerical methods, we show that chiral complex free fermions in (2 + 1)-D and (3 + 1)-D are modular invariant. However, when an external magnetic field is minimally coupled to the edge, the resultant Weyl modes show that a modular anomaly arises in the (3 + 1)-D edge theory indicating the presence of (4 + 1)-D quantum Hall effect. We further show using modular transformations that the edge theory of (4 + 1)-D insulators with spacetime inversion symmetry\((P \ast T)\) and fermion number parity symmetry for each spin becomes modular invariant when 8 copies of the edges exist.

To begin, consider a relativistic conformal field theory (CFT) defined in a \((1 + 1)\)-D compact space manifold \(T^1 \times T^1\) where \(T^1\) is a torus (a circle in 1D). On such a space, the theory can exhibit invariance at a classical level under modular transformations. However, interesting cases arise when theories are not invariant under modular transformations resulting in the accumulation of an additional anomalous phase. The resultant anomaly is referred to as a large gravitational anomaly in the sense that it cannot be generated via continuous deformation of the original action. The modular group is defined as the group of linear fractional transformations of the upper half of the complex plane in which \(\tau = L_0/L_1\) where \(L_0\) and \(L_1\) are the periods of the space and time coordinates respectively. \(\tau\) transforms under the modular transformation:

\[
\tau' = \frac{a\tau + b}{c\tau + d},
\]

where \(a, b, c, d\) are integers satisfying \(ad - bc = 1\). The modular group is isomorphic to the projective special linear group \(PSL(\mathbb{Z}, 2)\). In \((1 + 1)\)-D, the generators of the group are \(S : \tau \rightarrow -1/\tau\) and \(T : \tau \rightarrow \tau + 1\). \(S\) and \(T\) act on the periods of each coordi-
nate by $S : (L_0, L_1) \rightarrow (L_1, L_0)$ and $T : (L_0, L_1) \rightarrow (L_0 + L_1, L_1)$. To generalize modular transformation to higher dimensions, we consider the group generated by two generators, which they act on the periods of each coordinate as, $S : (L_0, L_1, L_2) \rightarrow (L_1, L_2, L_0)$, $T : (L_0, L_1, L_2) \rightarrow (L_0 + L_1, L_1, L_2)$ in (2 + 1)-D, and $S : (L_0, L_1, L_2, L_3) \rightarrow (-L_1, L_2, L_3, L_0)$ and $T : (L_0, L_1, L_2, L_3) \rightarrow (L_0 + L_1, L_1, L_2, L_3)$ in (3 + 1)-D. In this case, the generalized modular transformation is then isomorphic to PSL$(\mathbb{Z}, d)$ (See Appendix A). With these definitions, we consider the action of the modular group on the partition function in (1 + 1)-D, which is well-known to possess an anomaly. The most direct method to see the anomaly under the modular transformation is to calculate the partition function explicitly and apply the transformation. The partition function of (1 + 1)-D edge can be obtained in a well-regularized form as (for detailed calculation, see Appendix B)

$$Z_{\lambda_0, \lambda_1} = \left[ e^{2\pi i (1/2 - \lambda_0)/(1 - \lambda_1)} q^{(\lambda_1^2 - \lambda_1 + 1/6)/2} \right] \times \left\{ (1 - \omega) \prod_{n_1 = 1}^{\infty} (1 - \omega q^{n_1}) (1 - \omega^{-1} q^{n_1}) \right\}$$

where $\omega = q^{1/2} e^{2\pi i \lambda_0}, q = e^{2\pi i \tau}$. $\lambda_0, \lambda_1 = 0(1/2)$ refers to the periodic (anti-periodic) boundary condition of the time and space coordinate directions respectively. By explicitly applying the modular transform, one derives the modular anomaly\cite{23}

$$T[Z(\tau)_{\lambda_0, \lambda_1}] = e^{i\pi (\lambda_1^2 - \lambda_1 + 1/6)} Z(\tau)_{\lambda_0', \lambda_1'}$$

$$S[Z(\tau)_{\lambda_0, \lambda_1}] = e^{i2\pi (\lambda_1 - 1/2)/(\lambda_0 - 1/2)} Z(\tau)_{\lambda_0', \lambda_1'}$$

$\lambda'$ is the transformed boundary conditions under the modular transformation(See Appendix A). The sign of anomalous phase flips if the chirality of the (1 + 1)-D mode is reversed. Therefore, the combination of two edges of opposite chirality achieves modular invariance\cite{24}. This result is consistent with the fact that two opposite chiral edges can be gapped out by adding mass term. However, it is also possible to achieve modular invariance with finite copies of the same chirality\cite{23}.

Now we wish to elucidate higher dimensional gapless edges, thus we examine (2 + 1)-D and (3 + 1)-D edge theories where the action is given by

$$S = \int d^4x \bar{\psi} (\partial_\tau + \sigma \cdot k) \psi$$

In contrast to (1 + 1)-D, we cannot simply perform the transformation of the partition function since an expression of the well-regularized partition function is not available. We can understand the failure of the regularization more clearly by applying the zeta function regularization method\cite{24,23} to higher dimensional edge theories. In given edge theory, the expression of the unregularized partition function contains a summation of the energy eigenvalues over all states. In (2 + 1)-D, we have $\sum_{k_x, k_y} \sqrt{k_x^2 + k_y^2}$ and in (3 + 1)-D, $\sum_{k_x, k_y, k_z} \sqrt{k_x^2 + k_y^2 + k_z^2}$. When the sum is divergent, a successful zeta function regularization should utilize analytic continuation to assign a finite value to the divergent sum. Unfortunately, this is difficult since the Epstein-Hurwitz zeta (EZ) functions in (3 + 1)-D, $\zeta(\epsilon) = \sum_{n_1, n_2, n_3} (n_1^2 + n_2^2 + n_3^2)^{-\epsilon}$, and (2 + 1)-D, $\sum_{n_1, n_2} (n_1^2 + n_2^2)^{-\epsilon}$, are meromorphic at $\epsilon = -1/4$ which forbids assigning a finite value to the summation of energy eigenvalues. To circumvent this issue, we instead focus on the change of path integral measure\cite{25,26}.

The calculation of the change of the measure only requires EZ function at $\epsilon = 0$ and $\epsilon = -1$, which have well defined finite values (See Appendix C).

To calculate the change of measure, we work on the Fourier transformed field basis:

$$\psi(\lambda, x, s) = \sum_{n, \lambda} a_{n, \lambda} \Phi_{n+\lambda}(x) \chi_s$$

$\mathbf{n} = (n_0, n_1, n_2, n_3)$ are integers, which $n_i$ refers the frequency of $i$-th direction in the Fourier transformed basis. $\lambda = (\lambda_0, \lambda_1, \lambda_2, \lambda_3)$ are the boundary conditions, which $\lambda_i = 0(1/2)$ refers to the periodic (anti-periodic) boundary condition. We simplify the notations by defin-
\[ \Phi(x) = e^{2\pi i \sum \lambda_s \chi_s} \]  

and \( \chi_s = (s = \pm) \) is a two component spinor such that \( \chi_+ = (1, 0)^T, \chi_- = (0, 1)^T \). By following the transformation rule in Appendix A, we represent the change of coefficient \( a' \) under modular transformation as,

\[ a'_{n,s} = \int d^4x \Phi_{n,s}^\dagger(\chi_{s})\Phi_{n+s}(n, \chi_{s})a_{n,s}, \]  

where \( A \) is the matrix representations of the generators. The above equation leads us to define the transformation matrix \( C \) between \( a_{n,s} \) and \( a'_{n,s} \).

\[ C'_{n,s}' = \int d^d x \Phi_{n,s}^\dagger(x)\Phi_{n+s}(n, x)\chi_{s}' a_{n,s}, \]  

In terms of Fourier transformed field basis, the change of path integral measure is given by,

\[ D\psi D\bar{\psi} = Da'D\bar{\psi} = Da Da' \det(C)^{-2} \]  

We treat \( \psi \) and \( \bar{\psi} \) independently, hence we obtain an additional contribution of \(-2\) sign from the Grassman algebra. In (3+1)-D, each momentum mode \( \Phi \) transforms under modular transformation by (Appendix A),

\[ T[\Phi_{n_0, n_1, n_2, n_3}] = \Phi_{n_0+n_1, n_1, n_2, n_3}, \]

\[ S[\Phi_{n_0, n_1, n_2, n_3}] = \Phi_{-n_0, n_1, n_2, n_3}. \]

To calculate \( \det(C) \), we select a basis that diagonalizes \( C \). We define the basis as linear combinations of modes under successive applications of \( T \) and \( S \) as,

\[ |\theta, n\rangle \eta_{s,n} = \Phi_\lambda \sum_{n_0=0}^{n} \sum_{j=-\infty}^{\infty} e^{2\pi i (\tilde{\eta} n + n j)} \theta \eta^j \Phi_{n_0, n}, \]

\[ |\phi, n\rangle \chi_s = \Phi_\lambda \sum_{j=0}^{N-1} e^{2\pi i jN/n} S^j \Phi_{n+1/2} \chi_s, \]

where \( \tilde{\eta} \) is the vector of the frequencies in spatial directions. \( N \) is the order of \( S \) such that \( \Phi_{n_0, n_1, n_2, n_3} \) returns to the original mode under \( N \) application of \( S \). In (1+1), (2+1), (3+1)-D, \( N = 4, 3, 8 \) respectively, except for modes \( \Phi_{n_0, n_0, n_0} \) in (2+1)-D, \( \theta \in [0, 1) \) and \( \phi \in \{(-N^2/2, \ldots , N^2/2) \} \). To avoid double counting of the basis for \( S \), we restrict the momentum indices to \( n_0, n_1 \geq 0 \) in (1+1)-D, \( n_0 \geq n_1 \geq n_2 \) in (2+1)-D, and \( n_0, n_1, n_2 \geq 0 \) in (3+1)-D. \( \eta \) is the spinor which diagonalizes the Hamiltonian simultaneously. Then the basis satisfies

\[ T[\theta, \tilde{\eta} \lambda] \phi_s = e^{2\pi i \eta \dot{\theta}} \theta \tilde{\eta} \lambda \]  

In (2+1)-D, the C matrix, using the new basis for \( T \) and \( S \), is a diagonal matrix given by

\[ C_{T, \theta, n_1, n_2, n_3}^{2D} = (e^{2\pi i \eta \dot{\theta}})^2 \delta(\theta - \theta') \delta_{n_1, n_1'}, \]

To regulate the determinant of \( C \), we use the Epstein-Hurwitz type zeta function regulator that has the same form as energy dispersion, \( |p|^{-\epsilon} \), where \( \epsilon \), in this instance, is a scale which cuts off the high energy states. In (2+1)-D, we find the phase of the regulated determinants of \( C_S \) and the submatrix of \( C_T \) with positive momenta \( (n_1, n_2 > 0) \) to be (See Appendix C):

\[ \arg(\det(C_S^{2D})) = 0 \]

\[ \arg(\det(C_T^{2D}, n_1, n_2 > 0)) = -\frac{\pi L_x}{2} \theta \xi, E_2(-1, \lambda_1, \lambda_2). \]

In Eq. (14), \( E_2(\epsilon, \lambda_1, \lambda_2) = \sum_{n_1, n_2 > 0} (n_1^2 + n_2^2)^{-\epsilon} \) is the 2D EZ function of positive integer plane. We can expand the sum to full integer momentum sectors by using following identity of EZ(Appendix C),

\[ \sum_{n_1, n_2 = -\infty}^{\infty} (n_1^2 + n_2^2)^{-\epsilon} = \frac{E_2(s, c_1, c_2)}{E_2(s, c_1, c_2)} \]

From Eq. (14) and Eq. (15), \( \arg(\det(C_S^{2D})) \) of negative momentum sector exactly cancels the contribution of positive momentum sector resulting in modular invariance of the (2+1)-D edge theory. We confirm our result numerically in Fig. 1(a) via a calculation of the Casimir energy (see Appendix D). The cancellation of the modular anomaly is not surprising as one may represent a gapless theory in (2+1)-D on a lattice indicating that a higher dimensional bulk is not required to regularize a (2+1)-D theory. Further, this indicates that (2+1)-D gapless theory can be generically gapped out without time-reversal symmetry. However, by adding symmetry constraints, a modular anomaly can be found\(^{27}\).

In contrast to (2+1)-D, the Nielsen-Ninomiya (NN) theorem in (3+1)-D suggests that the chiral edge of even dimension cannot be written without the aid of bulk theory\(^{28}\). Therefore, it is natural to expect an anomalous contribution in even dimensions even without symmetry projection. In a similar manner with (2+1)-D, the modular transformations, \( S \) and \( T \), of the transformation matrix, \( C \), in (3+1)-D are given by (See Appendix C),

\[ C_{T, \theta, n_1, n_2, n_3}^{3D} = (e^{2\pi i \eta \dot{\theta}})^3 \delta(\theta - \theta') \delta_{n_1, n_1'}, \]

The determinants of \( C_S \) and a submatrix of \( C_T \) with
positive momenta \((n_1, n_2, n_3 > 0)\) are given by,

\[
\text{arg}(\text{det}(C^{3D})) = -2\pi(1/2 - \lambda_0) \sum_{\epsilon=\pm} E_3(0, \lambda_1, \lambda_2, c_3)
\]

\[
\text{arg}(\text{det}(C^{3D}_{T,(n_1, n_2, n_3 > 0)})) = -\frac{\pi L_x^2}{2} \partial_{\lambda_1} E_3(-1, \lambda_1, \lambda_2, \lambda_3)
\]

(17)

where \(E_3(\epsilon, \lambda_1, \lambda_2, \lambda_3) = \sum_{n_1, n_2, n_3 = 0} (\vec{n}_1^2 + \vec{n}_2^2 + \vec{n}_3^2)^{-\epsilon}\) is the 3D EZ function on the positive integer plane. By expanding the sum to the full integer plane (See Appendix C), we again find the anomalous phase contribution cancels out and that we find that free gapless fermions in \((3+1)\)-D are modular invariant. To confirm our result, we numerically calculate the Casimir energy of our \((3+1)\)-D edge theory (See Fig. (1b)) to again find the modular invariance of \((3+1)\)-D Weyl fermions in agreement with the result obtained via the change in transformation matrix.

While chiral free fermions in \((3+1)\)-D are modular anomaly free, attaching a background \(U(1)\) gauge field changes the situation. Consider the chiral edge under a uniform magnetic field pointing out-of-plane in the \(z\) direction thereby breaking the periodicity of the in-plane \(x\) and \(y\) coordinates. Therefore, the full modular transformation that is isomorphic to \(PSL(\mathbb{Z}, 4)\) is no longer a good symmetry of the action, Eq. (16). However, we can still safely consider \(PSL(\mathbb{Z}, 2)\) acting on both \(z\) and the time component as a subgroup of the original \(PSL(\mathbb{Z}, 4)\). We write the Hamiltonian for this situation as,

\[
H = \left(\vec{k} + \vec{A}\right) \cdot \vec{\sigma},
\]

(18)

with magnetic vector potential \(A\) written in the Landau gauge, \(A = (0, -Bx, 0)\). This Hamiltonian has two types of solutions. \(E_W(D)\) is gapless (gapped) Landau level (LL).

\[
E_W(k_3) = k_3, E_D(n, k_3) = \pm \sqrt{Bn + k_3^2}.
\]

(19)

where \(k_3 = 2\pi(n_3 + \lambda_3)/L_z\) and \(n\) is an integer. We can write the unregularized partition function to be

\[
Z_{\lambda_0, \lambda_3} = \prod_{k_3} (1 - e^{2\pi i \lambda_0 - \beta E_W(k_3)})
\]

(20)

\[
\times \prod_{n, k_3} (1 - e^{2\pi i \lambda_0 + \beta E_D(n, k_3)}(1 - e^{2\pi i \lambda_0 - \beta E_D(n, k_3)}))^N_\phi,
\]

where \(N_\phi\) is the level degeneracy and \(\omega = q^{\lambda_3} e^{2\pi i \lambda_0}\).

After regularization, we find that the chiral modes contribute to the anomaly while gapped landau levels do not contribute as they are massive (See Appendix E). This reflects the fact that the regularized Casimir energy has no contribution from gapped states. Therefore, the modular transforms of the partition function of a \((3+1)\)-D edge theory coupled to a \(U(1)\) gauge field are

\[
T[Z_\lambda] = e^{i N_{\phi} \pi (\lambda_3^2 - \lambda_3 - 1/6)} Z_\lambda
\]

\[
S[Z_\lambda] = e^{i N_{\phi} 2\pi (\lambda_3 - 1/2)(\lambda_0 - 1/2)} Z_\lambda
\]

(21)

and clearly contain a modular anomaly that is proportional to \(N_\phi\), which counts the number of \((1+1)\)-D chiral modes. To confirm, we again look at the numerical calculation of the Casimir energy in Fig. (1c) where we find that the anomalous phase value under \(T\) transformation reproduces the transformation rules given in Eq. (21). Thus, the \((3+1)\)-D chiral edge, when coupled to a background gauge field, contains a modular anomaly. In contrast to \((1+1)\)-D, \((3+1)\)-D chiral edge has charge pumping but only in conjunction with the magnetic field, in analogy to the chiral anomaly.

Therefore, we conclude the presence of modular anomaly when \(N_\phi \neq 0\), is a direct manifestation of quantum Hall effect of \((4+1)\)-D.

Using the \((3+1)\)-D chiral edge result enables us to extend our analysis to \((4+1)\)-D insulators with the following two symmetries: the fermion parity of each spin component is preserved and the system is invariant under \((x, y, z, w, t) \rightarrow (-x, -y, -z, w, -t)\). Consider an open \((3+1)\)-D surface with \(w = \text{const}\), the second symmetry is equivalent to \(P \ast T\), where \(P\) is parity in 3D. The first symmetry, in the non-interacting case, ensures the decoupling between spin-up and spin-down sectors, so each sector is itself a \((4+1)\)-D quantum Hall state with \(\lambda^U\) \((\lambda^D)\) Weyl nodes on the surface. \(P \ast T\) on the surface ensures that \(N^T = N^{\phi} \equiv N_{\text{edge}}\), as it maps (i) spin-up to spin-down and (ii) a positive monopole to a negative monopole. The topological classification without interaction is hence \(\mathbb{Z}\). Since the fermion parity of each spin is separately conserved, the total partition function is \(Z_{\text{total}} = Z_{N_{\phi}}\) (See Appendix F),

\[
Z_{\text{total}} = |\sum_{\lambda_0, \lambda_3 = 0, 1/2} Z_{N_{\phi, \lambda_0, \lambda_3}}|^2.
\]

(22)

It is found that \(Z_{\text{total}}\) is modular invariant under both \(S\) and \(T\) only when \(N_{\text{edge}} = 8/\gcd(N_{\phi}, 8)\). As \(N_{\phi}\) can be any integer, the complete cancellation of the modular anomaly occurs when \(N_{\text{edge}} = 8\).

In conclusion, we have generalized modular transformation in \((1+1)\)-D CFT to higher dimensional edge theory with use of \(PSL(\mathbb{Z}, d)\) group supported by numerical calculations of the Casimir energies. We have shown the gapless free fermion theories in \((2+1)\)-D and \((3+1)\)-D are modular invariant. We find a modular anomaly in \((3+1)\)-D when the edge theory is coupled to a \(U(1)\) gauge field resulting in a \((4+1)\)-D quantum Hall effect. Moreover, we find that the edge theory of \((4+1)\)-D insulator with spacetime inversion symmetry \((P \ast T)\) and fermion number parity symmetry for each spin achieves modular invariant when \(N_{\text{edge}} = 8\).
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Appendix A: General Properties of the Modular Transformation

In this section, we consider the general properties of the modular transformation, $A$, on the $d$-dimensional torus, $T^d$, written as

$$\hat{L}'_\mu = A_{\mu\nu} \hat{L}_\nu,$$

(A1)

where $A \in PSL(d, \mathbb{Z})$ and $\hat{L}_\mu$ is the period of the torus along the $\mu$-th direction. The period of the torus is a vector within the torus of which a separate coordinate vector, $x$, satisfies

$$x = x + n_\mu \hat{L}_\mu,$$

(A2)

where $n_\mu$ is an integer. In $(1+1)$-D, we can express $\hat{L}_\mu$ utilizing simple complex coordinates, however, in $(2+1)$-D and $(3+1)$-D, we must express the period in quaternion coordinates. A vector, $x$, on the torus may be parameterized using $x_\mu \in [0,1]$ as,

$$x = x_\mu \hat{L}_\mu.$$

(A3)

As we are interested in the modular transformations within $(2+1)$-D and $(3+1)$-D systems, it is important to identify the relevant generators within the relevant $PSL(d, \mathbb{Z})$ group. Therefore, we identify the generators of the group $PSL(3, \mathbb{Z})$ that are given by

$$S = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, T = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

(A4)

and the generators of the group $PSL(4, \mathbb{Z})$ are given by

$$S = \begin{pmatrix} 0 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \end{pmatrix}, T = \begin{pmatrix} 1 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}.$$  

(A5)

By applying the matrices shown in Eq. (A4) and Eq. (A5) on Eq. (A1), we see that the generators $S$ and $T$ act on the modular parameter in the same manner as that of the modular transformation in higher dimensions, namely: $S : (L_0, L_1, L_2, L_3) \rightarrow (-L_1, L_2, L_3, L_0)$ and $T : (L_0, L_1, L_2, L_3) \rightarrow (L_0 + L_1, L_1, L_2, L_3).$ In $(2+1)$-D, $S : (L_0, L_1, L_2) \rightarrow (L_1, L_2, L_0)$ and $T : (L_0, L_1, L_2) \rightarrow (L_0 + L_1, L_1, L_2))$

We now explore action of the modular transform by imposing that the coordinate vector $x$ is invariant under the following transformation,

$$x = x_\mu \hat{L}_\mu = x_\mu A^{-1}_{\mu\nu} \hat{L}_\nu,$$

(A6)

This allows one to show that the components of the coordinate vector, $x$, transform as

$$x'_\mu = (A^{-1})^T_{\mu\nu} x_\nu.$$  

(A7)

Meanwhile, derivatives transform as,

$$\partial'_\mu = \frac{\partial x'_\nu}{\partial x_\mu} \frac{\partial}{\partial x_\nu} = A^{-1}_{\mu\nu} \partial'_{\nu}.$$  

(A8)

and the various fermionic fields transform via,

$$\psi'_\lambda(x') := \psi_\lambda(x).$$  

(A9)

It then follows that we may write the transformed fermionic fields as,

$$\psi'_\lambda(x) = \psi_\lambda(A^T_{\mu\nu} x).$$  

(A10)

It is necessary to define the relevant boundary conditions for the corresponding fermionic fields. In $(2+1)$-D, the corresponding boundary conditions, $\lambda_{2D} = (\lambda_0, \lambda_1, \lambda_2)$, and $(3+1)$-D, $\lambda_{3D} = (\lambda_0, \lambda_1, \lambda_2, \lambda_3)$, may be defined as,

$$\psi_\lambda(x_\nu \hat{L}_\nu + \hat{L}_\mu) = e^{2\pi i \lambda_\mu} \psi_\lambda(x_\nu \hat{L}_\nu).$$  

(A11)
By using Eq. (A9) and Eq. (A11), we find the modular transformation of the boundary conditions to be,

\[ e^{2\pi i \lambda_\mu} \psi_\lambda(x_\mu \hat{L}_\mu) = \psi_\lambda(x_\mu \hat{L}_\mu + \hat{L}_\mu) \]

\[ = \psi'_\lambda(x'_\mu \hat{L}'_\mu + (A^{-1})^{\mu}_{\rho} \hat{L}'_\rho) = e^{2\pi i \lambda_\mu (A^{-1})_{\mu}^{\rho} \psi'_\lambda(x'_\mu \hat{L}')}. \]  

(A12)

By equating the two phases on the left and right hand sides of Eq. (A12), the boundary conditions transform as,

\[ \lambda'_\mu = A_{\mu\nu} \lambda_\nu. \]  

(A13)

Finally, we must consider the how the Lagrangian transforms under the modular transformation. This can be accomplished through,

\[ \mathcal{L}[\psi_\lambda(x), L^{-1}_\mu \partial_\mu \psi_\lambda(x)] = \mathcal{L}[\psi'_\lambda(x'), L^{-1}_\mu A^{-1}_{\mu\nu} \partial_\nu \psi'_\lambda(x')]. \]  

(A14)

**Appendix B: Calculation of the Partition Function in (1 + 1)-D**

We begin the calculation of the partition function in (1 + 1)-D by writing the unregularized partition function of the (1 + 1)-D action. For a chiral (1 + 1)-D edge with the dispersion \( E(k) = k \), the temperature \( \beta = \frac{\pi}{k} \) and the length \( L \) in \( x \) direction, we have the action that may be defined as,

\[ S_{\lambda_{0}, \lambda_{1}}[\bar{\psi}, \psi_{\lambda}] \]

\[ = -\beta \int_{0}^{1} dx \int_{0}^{1} d\tau [\bar{\psi}(\tau, x)_{\lambda}(\partial_{\tau} - \beta + (-i \partial_{x}/L))\psi_{\lambda}(\tau, x)] \]

\[ = - \int_{0}^{1} dx \int_{0}^{1} d\tau \bar{\psi}(\tau, x)_{\lambda}(L \partial_{\tau} - i \beta \partial_{x})\psi(\tau, x), \]  

where \( \lambda_{0,1} \) denotes the boundary condition of the fermionic field \( \psi_{\lambda} \) as either periodic or anti-periodic respectively. Under a modular transformation, \( A_{\mu\nu} \), the action transforms as shown in Eq. (A14).

\[ S_{\lambda_{0}, \lambda_{1}}[\bar{\psi}, \psi] = - \int_{0}^{1} dx \int_{0}^{1} d\tau \bar{\psi}(\tau, x)_{\lambda}(L_{0} A_{22} \partial_{\tau} - A_{12} \partial_{x}) - i \beta (A_{11} \partial_{x} - A_{21} \partial_{\tau})\psi(\tau, x)_{\lambda} \]

\[ = - \int_{0}^{1} dx \int_{0}^{1} d\tau \bar{\psi}(\tau, x)_{\lambda}(L_{0} \partial_{\tau} - L_{0} \partial_{x})\psi(\tau, x), \]  

(B2)

where \( L_{0} = A_{11} i \beta + A_{12} L \) and \( L_{1} = A_{21} i \beta + A_{22} L \) are the periods of the torus, as defined in Appendix A. After the Fourier transformation along the time and the space directions, the action becomes

\[ S_{\lambda_{0}, \lambda_{1}}[\bar{a}, a] = - \sum_{n_{0}, n_{1}} a_{n_{0}, n_{1}} (2\pi L_{1}(n_{0} + \lambda_{0}) - 2\pi L_{0}(n_{1} + \lambda_{1})) a_{n_{0}, n_{1}}. \]  

(B3)

Given the action, it is then a simple task to find the corresponding partition function that is given as,

\[ Z_{\lambda_{0}, \lambda_{1}} = \prod_{n_{0}, n_{1} = -\infty}^{\infty} \frac{1}{L_{1}} (2\pi i L_{1}(n_{0} + \lambda_{0}) - 2\pi i L_{0}(n_{1} + \lambda_{1})) \]

\[ = \prod_{n_{0}, n_{1} = -\infty}^{\infty} (2\pi i (n_{0} + \lambda_{0}) - 2\pi i (n_{1} + \lambda_{1})), \]  

(B4)

where \( \tau = \frac{L_{1}}{L_{0}} \). The factor \( \frac{1}{L_{1}} \) comes from the normalization factor of the path integral integrand. Using the Matsubara summation formula, we obtain a more simplified expression for the partition function,

\[ Z_{\lambda_{0}, \lambda_{1}} = \prod_{n_{1} = -\infty}^{\infty} (1 - e^{2i\pi \tau(n_{1} + \lambda_{1}) + 2i\pi \lambda_{0}}), \]  

(B5)
With the definition of the partition function, we now regularize the partition function as

\[ Z_{\lambda_0, \lambda_1} = \prod_{n_1 = -\infty}^{\infty} (1 - e^{2i\pi \tau(n_1 + \lambda_1) + 2i\pi \lambda_0}) \]  

(B6)

\[ = \prod_{n_1 = -\infty}^{\infty} \prod_{n_1 = 0}^{\infty} (1 - e^{2i\pi \tau(n_1 + \lambda_1) + 2i\pi \lambda_0}) \]  

(B7)

\[ = \prod_{n_1 = -\infty}^{\infty} -(1 - e^{-2i\pi \tau(n_1 + \lambda_1) - 2i\pi \lambda_0})e^{2i\pi \tau(n_1 + \lambda_1) + 2i\pi \lambda_0} \prod_{n_1 = 0}^{\infty} (1 - e^{2i\pi \tau(n_1 + \lambda_1) + 2i\pi \lambda_0}) \]  

(B8)

\[ = \prod_{n_1 = -\infty}^{\infty} e^{-2\pi i(1/2 - \lambda_0)}e^{2\pi i \tau(n_1 + \lambda_1)}(1 - \omega) \prod_{n_1 = 1}^{\infty} (1 - \omega q^{n_1})(1 - \omega^{-1} q^{n_1}) \]  

(B9)

\[ = \prod_{n_1 = -\infty}^{\infty} e^{-2\pi i(1/2 - \lambda_0)}e^{2\pi i \tau(n_1 + \lambda_1)}(1 - \omega) \prod_{n_1 = 1}^{\infty} (1 - \omega q^{n_1})(1 - \omega^{-1} q^{n_1}) \]  

(B10)

\[ = \prod_{n_1 = -\infty}^{\infty} e^{-2\pi i(1/2 - \lambda_0)}e^{2\pi i \tau(n_1 + \lambda_1)}(1 - \omega) \prod_{n_1 = 1}^{\infty} (1 - \omega q^{n_1})(1 - \omega^{-1} q^{n_1}) \]  

(B11)

where \( q = e^{2\pi i \tau}, \omega = e^{2\pi i \lambda_0 q^{\lambda_1}} \). In order to complete the proof, we use the Hurwitz zeta function that is defined as,

\[ \zeta(-1, \lambda_1) = \sum_{n_1 = 0}^{\infty} (n_1 + \lambda_1) = -\frac{1}{2}(\lambda_1^2 - \lambda_1 + 1/6) \]  

(B12)

\[ \zeta(0, \lambda_1) = \sum_{n_1 = 0}^{\infty} (n_1 + \lambda_1)^0 = (1/2 - \lambda_1). \]  

(B13)

By using the following identities, we change the above summations from those over positive integers to a summation covering negative integers so as to complete the above summations by using following identities:

\[ \sum_{n_1 = -\infty}^{-1} (n_1 + \lambda_1) = - \sum_{n_1 = 0}^{\infty} (n_1 + 1 - \lambda_1) = -\zeta(-1, 1 - \lambda_1) = \frac{1}{2}(\lambda_1^2 - \lambda_1 + 1/6) \]  

(B14)

and,

\[ \sum_{n_1 = -\infty}^{-1} (n_1 + \lambda_1)^0 = \sum_{n_1 = 0}^{\infty} (n_1 + 1 - \lambda_1)^0 = \zeta(0, 1 - \lambda_1) = -(1/2 - \lambda_1). \]  

(B15)

By substituting the above summations into the expression of the partition function found in (B6), the final form of the (1 + 1)-D regularized partition function is given by

\[ Z = [e^{2\pi i(1/2 - \lambda_0)(1/2 - \lambda_1)} q^{(\lambda_1^2 - \lambda_1 + 1/6)/2}](1 - \omega) \prod_{n_1 = 1}^{\infty} (1 - \omega q^{n_1})(1 - \omega^{-1} q^{n_1})]. \]  

(B16)

Appendix C: Assigning the Determinant of the \( C \) Matrix

1. \( C \) matrix under the \( T \) transformation

We begin by reproducing the modular anomaly of (1 + 1)-D chiral edge. The basis which diagonalizes the transformation matrix, \( C \), under the \( T \) transformation is given according to Eq. (11) in the main text.

\[ |\theta, n_1\rangle_{\lambda_0, \lambda_1} = \Phi_{\lambda_0, \lambda_1} \sum_{n_0 = 0}^{n_1 - 1} \sum_{j = -\infty}^{\infty} e^{2\pi i (\tilde{n}_0 + n_1 j) \theta} T^j [\Phi_{n_0, n_1}], \]  

(C1)
where $\theta \in [0, 1)$. Application of the $T$ transformation to $\bra{\theta, n_1} \lambda_0, \lambda_1$ is given as,

$$
T[\theta, n_1] \lambda_0, \lambda_1 = T[\Phi_{\lambda_0, \lambda_1} \sum_{n_0=0}^{n_1} \sum_{j=-\infty}^{\infty} e^{2\pi i (\tilde{n}_0 + n_1 j) \theta} T^j [\Phi_{n_0, n_1}]]
$$

\hspace{1cm} (C2)

$$
= T\left[ \sum_{n_0=0}^{n_1-1} \sum_{j=-\infty}^{\infty} e^{2\pi i (\tilde{n}_0 + n_1 j) \theta} \Phi_{n_0 + j n_1 + \lambda_0, \lambda_1} \right]
$$

\hspace{1cm} = \sum_{n_0=0}^{n_1-1} \sum_{j=-\infty}^{\infty} e^{2\pi i (\tilde{n}_0 + n_1 j) \theta} \Phi_{n_0 + j n_1 + \lambda_0, \lambda_1}

$$
= e^{-2\pi i (n_1 + \lambda_1) \theta} \Phi_{\lambda_0 + \lambda_1, \lambda_1} \sum_{n_0=0}^{n_1-1} \sum_{j=-\infty}^{\infty} e^{2\pi i ((\tilde{n}_0 + \lambda_1) + j n_1 + \lambda_1) \theta} \tau^{j+1} [\Phi_{n_0, n_1}]
$$

\hspace{1cm} = e^{-2\pi i (n_1 + \lambda_1) \theta} \bra{\theta, n_1} \lambda_0 + \lambda_1, \lambda_1.

As a result, the newly selected basis diagonalizes $C_T^{1D}$ matrix resulting in Eq. (13) of the main text, namely

$$
C_T^{1D}(\theta, n_1, \theta', n_1') = (e^{-2\pi i (n_1 + \lambda) \theta}) \delta(\theta - \theta') \delta_{n_1, n_1'}.
$$

\hspace{1cm} (C3)

After the diagonalization of $C_T^{1D}$ matrix, the determinant is given as the product of the diagonal entries. We divide the partition function of the path integral form into the anomalous divergent contribution, $Z_A$, and the regular contribution, $Z_R$, with the total partition function, $Z_{total} = Z_A Z_R$. In the calculation of the total partition function, we note that the anomalous contribution, $Z_A$, is the path integral of the negative dispersion modes only. The regular contribution to the total partition function, $Z_R$, is invariant under the $T$ transformation, $Z_{R, \lambda}(\tau + 1) = \prod_{n_1=0}^{\infty} (1 - e^{2\pi i (n_1 + \lambda_1) + 2\pi (\lambda_0 + \lambda_1)}) = Z_{R, \lambda'}$ indicating that the contribution to the modular anomaly under the $T$ transformation comes entirely from $Z_A$. In other words, the regularized form of the total partition function transforms under the $T$ transformation as

$$
Z_{total, \lambda}(\tau + 1) = [Z_{A, \lambda}(\tau + 1)] [Z_{R, \lambda}(\tau + 1)] = [C_T^{1D} Z_{A, \lambda'}(\tau)] [Z_{R, \lambda'}(\tau)].
$$

\hspace{1cm} (C4)

Therefore, we regularize the change of the measure of $Z_A$, which restricts the $C$ matrix to the negative momentums. Then, the anomalous phase of $C_T^{1D}$ is given by

$$
\text{arg}(\text{det}(C_T^{1D})) = -2\pi \int_0^1 d\theta \{ -\sum_{n_1=-\infty}^{n_1=1} (n_1 + \lambda) \} = -\pi \frac{1}{2} (\lambda^2 - \lambda + 1/6).
$$

\hspace{1cm} (C5)

To extend the calculation beyond (1+1)-D, we use the matrices given by Eq. (13) and (16) of the main text to extend to (2+1)-D and (3+1)-D respectively. With the addition of the requisite extra dimensional momentum indices, we can write the phases of $\text{det}(C)$ in the same form as of Eq. (C5) for both (2+1)-D and (3+1)-D cases as,

$$
\text{arg}(\text{det}(C_T^{2D})) = -2\pi \sum_{n_1, n_2 \in \mathbb{Z}} \int_0^1 d\theta (n_1 + \lambda_1)
$$

\hspace{1cm} (C6)

\hspace{1cm} = -\pi \sum_{n_1, n_2 \in \mathbb{Z}} (n_1 + \lambda_1) = -\sum_{n_1, n_2 \in -\infty}^{\infty} \frac{L_2}{8\pi} \partial \lambda_1 \langle F_2 \rangle^2.

$$
\text{arg}(\text{det}(C_T^{3D})) = -2\pi \sum_{n_1, n_2, n_3 \in \mathbb{Z}} \int_0^1 d\theta (n_1 + \lambda_1)
$$

\hspace{1cm} (C7)

\hspace{1cm} = -\pi \sum_{n_1, n_2, n_3 \in \mathbb{Z}} (n_1 + \lambda_1) = -\sum_{n_1, n_2, n_3 \in -\infty}^{\infty} \frac{L_2}{8\pi} \partial \lambda_1 \langle F_3 \rangle^2,
where \( F_2 = 2\pi \sqrt{\tilde{n}_1^2/L_z^2 + \tilde{n}_2^2/L_y^2} \) is the dispersion in (2 + 1)-D and \( F_3 = 2\pi \sqrt{\tilde{n}_1^2/L_z^2 + \tilde{n}_2^2/L_y^2 + \tilde{n}_3^2/L_z^2} \) is the dispersion in (3 + 1)-D. In order to evaluate the above summations, we must define the following Epstein-Zeta functions in which we use the variable \( \epsilon \) to denote the scale that cuts off the high energy states:

\[
E_2(\epsilon, c_1, c_2, a_1, a_2) \equiv \sum_{n_1, n_2=0}^{\infty} (a_1(n_1 + c_1)^2 + a_2(n_2 + c_2)^2)^{-\epsilon},
\]

\[
E_3(\epsilon, c_1, c_2, c_3, a_1, a_2, a_3) \equiv \sum_{n_1, n_2, n_3=0}^{\infty} (a_1(n_1 + c_1)^2 + a_2(n_2 + c_2)^2 + a_3(n_3 + c_3)^2)^{-\epsilon},
\]

\[
G_2(\epsilon, c_1, c_2, a_1, a_2) \equiv \sum_{n_1, n_2=-\infty}^{\infty} (a_1(n_1 + c_1)^2 + a_2(n_2 + c_2)^2)^{-\epsilon},
\]

\[
G_3(\epsilon, c_1, c_2, c_3, a_1, a_2, a_3) \equiv \sum_{n_1, n_2, n_3=-\infty}^{\infty} (a_1(n_1 + c_1)^2 + a_2(n_2 + c_2)^2 + a_3(n_3 + c_3)^2)^{-\epsilon}.
\]

We substitute previous summations over the dispersion relations, \( F \), into the newly defined Zeta function expressions to obtain the anomalous phase resulting from the application of the \( T \)-transform in higher dimensions as

\[
\text{arg}(\det(G^{2D}_T)) = -\frac{\pi}{2} L_z^2 \frac{\partial}{\partial \lambda_1} G_2(-1, \lambda_1, \lambda_2, 1/L_z^2, 1/L_y^2)
\]

in (2 + 1)-D and

\[
\text{arg}(\det(G^{3D}_T)) = -\frac{\pi}{2} L_z^2 \frac{\partial}{\partial \lambda_1} G_3(-1, \lambda_1, \lambda_2, \lambda_3, 1/L_z^2, 1/L_y^2, 1/L_y^2)
\]

in (3 + 1)-D. In fact, in order to perform the divergent summations that arise within both the \( S \) and \( T \) transformations in the (2 + 1)-D and (3 + 1)-D cases, we use following recursion equation:\n
\[
E_N(\epsilon, c_1...c_N, a_1,...a_N) = \frac{1}{\Gamma(\epsilon)} \sum_{m=0}^{\infty} \frac{(-1)^m}{m!} a_1^m \zeta(-2m, c_1) \Gamma(\epsilon + m) E_{N-1}(\epsilon + m, c_2...c_N, a_2,...a_N)
+ \frac{1}{2} \sqrt{\frac{\pi}{a_1}} \frac{\Gamma(\epsilon - \frac{1}{2})}{\Gamma(\epsilon)} E_{N-1}(\epsilon - \frac{1}{2}, c_2...c_N, a_2,...,a_N)
+ \sqrt{\frac{\pi}{a_1}} \cos(2\pi c_1) \frac{1}{\Gamma(\epsilon)} \sum_{n_1,...,n_N=0}^{\infty} \sum_{n_1,...,n_N=0}^{\infty} \int_0^{\infty} t^{-3/2} \exp[-\frac{\pi^2 n_1^2}{a_1^2 t}] - t \sum_{j=1}^{N} a_1^2 (n_j + c_j)^2 dt.
\]

In (C15), the gamma function \( \Gamma(n) \) is given by \( \Gamma(n) = (n-1)! \) when \( n \) is positive integer and the function is divergent at \( n = 0, -1, -2... \). We additionally make use of the well-known gamma function identity \( \Gamma(x + 1) = x \Gamma(x) \) when evaluating the recursion relationship. In order to make (C15) more tractable, we break the right hand side of the equation into distinct terms and label each of the terms as \( E_A, E_B, \) and \( E_C \). The first of these terms, \( A \), is given by

\[
E_A = \zeta(0, c_1) E_{N-1}(\epsilon + 0, c_2...c_N, a_2,...,a_N) - \frac{\Gamma(\epsilon + 1)}{\Gamma(\epsilon)} a_1^m \zeta(-2m, c_1) E_{N-1}(\epsilon + 1, c_2...c_N, a_2,...,a_N) + \frac{1}{2} \frac{\Gamma(\epsilon)}{\sqrt{a_1}} \sum_{m=2}^{\infty} \frac{(-1)^m \Gamma(\epsilon + m)}{m!} a_1^m \zeta(-2m, c_1) E_{N-1}(\epsilon + m, c_2...c_N, a_2,...,a_N),
\]
where we have expanded out the $m = 0$ and $m = 1$ terms for clarity. We notice that we may immediately eliminate the last term in the integral due to the divergent denominator. The second of these terms is $E_B$ that is defined as

$$E_B = \frac{1}{2} \sqrt{\frac{\pi}{a_1}} \frac{\Gamma(\epsilon - \frac{1}{2})}{\Gamma(\epsilon)} E_{N-1}(\epsilon - \frac{1}{2}, c_2, \ldots, c_N, a_2, \ldots, a_N).$$

It is clear that $E_B$ vanishes by inspection as the denominator is divergent while the numerator remains finite. The integral expression of $E_C$ can be rewritten from its form in (C15) to a more simplified form as,

$$E_C = \int_0^\infty dt t^{-3/2} \exp[-\frac{\pi^2 n_1^2}{a_1 t} - t \sum_{j=1}^N a_j^2 (n_j + c_j)^2]$$

$$= \sqrt{\pi} \frac{-2\sqrt{\frac{\pi^2 n_1^2 \sum_j a_j^2 (n_j + c_j)^2}{a_1}}}{\sum_{j=1}^N a_j^2 (n_j + c_j)^2}. \quad (C18)$$

when $\epsilon = 0$ and in which $E_C$ becomes

$$= \sqrt{\pi} \left(1 + 2\sqrt{\frac{\pi^2 n_1^2 \sum_j a_j^2 (n_j + c_j)^2}{a_1}}\right) \exp[-2\sqrt{\frac{\pi^2 n_1^2 \sum_j a_j^2 (n_j + c_j)^2}{a_1}}] \frac{2(\pi^2 n_1^2)^{3/2}}{(C19)}$$

when $\epsilon = -1$. In the previous expressions for $E_C$ we observe that the integral expressions are exponentially decaying, therefore the entire numerator of $C$ is finite thereby resulting in a vanishing contribution from $E_C$.

Therefore, we conclude that when $\epsilon = -1, 0$,

$$E_N(\epsilon, c_1, \ldots, c_N, a_1, \ldots, a_N) = A$$

$$= \zeta(0, c_1) E_{N-1}(\epsilon + 0, c_2, \ldots, c_N, a_2, \ldots, a_N) - \frac{\Gamma(\epsilon + 1)}{\Gamma(\epsilon)} a_1 \zeta(-2, c_1) E_{N-1}(\epsilon + 1, c_2, \ldots, c_N, a_2, \ldots, a_N). \quad (C20)$$

The final recursion relation in Eq. (C20) is evaluated for the $(2+1)$-D case ($N = 2$) at $\epsilon = -1$ and $\epsilon = 0$ in conjunction with the expression $E_1(\epsilon, c_1, a_1) = a_1^{-c} \zeta(2c, c_1)$, taken from its definition, to find that for the $(2+1)$-D case,

$$E_2(-1, \lambda_1, \lambda_2, a_1, a_2) = a_2 \zeta(0, \lambda_1) \zeta(-2, \lambda_2) + a_1 \zeta(-2, \lambda_1) \zeta(0, \lambda_2)$$

$$= \frac{\lambda_2}{3} (\lambda_1 - 1/2) (\lambda_3 - 3/2) (\lambda_2^2 + 1/2) \lambda_2 + \frac{a_1}{3} (\lambda_2 - 1/2) (\lambda_3 - 3/2) (\lambda_1^2 + 1/2) \lambda_1$$

$$= -\frac{1}{3} (\lambda_1 - 1/2) (\lambda_2 - 1/2) (a_1 \lambda_1 (1 - \lambda_1) + a_2 \lambda_2 (1 - \lambda_2)) \quad \zeta(0, \lambda_1) \zeta(0, \lambda_2) = (1/2 - \lambda_1)(1/2 - \lambda_2). \quad (C21)$$

For the $(3+1)$-D case, we substitute in the expression of $E_2$ to the recursion relation of Eq. (C20) to find that

$$E_3(-1, \lambda_1, \lambda_2, \lambda_3, a_1, a_2, a_3)$$

$$= \zeta(0, \lambda_1) E_2(-1, \lambda_2, \lambda_3, a_2, a_3) + a_1 \zeta(-2, \lambda_1) E_2(0, \lambda_2, \lambda_3, a_2, a_3)$$

$$= \frac{1}{3} (\lambda_1 - 1/2) (\lambda_2 - 1/2) (\lambda_3 - 1/2) (a_1 \lambda_1 (1 - \lambda_1) + a_2 \lambda_2 (1 - \lambda_2) + a_3 \lambda_3 (1 - \lambda_3))$$

$$= \frac{1}{3} (\lambda_1 - 1/2) (\lambda_2 - 1/2) (\lambda_3 - 1/2) (a_1 \lambda_1 (1 - \lambda_1) + a_2 \lambda_2 (1 - \lambda_2) + a_3 \lambda_3 (1 - \lambda_3)) \quad (C23)$$

$$E_3(0, \lambda_1, \lambda_2, \lambda_3, a_1, a_2, a_3) \quad (C24)$$

$$= \zeta(0, \lambda_1) E_2(0, \lambda_2, \lambda_3, a_2, a_3) = (1/2 - \lambda_1)(1/2 - \lambda_2) (1/2 - \lambda_3).$$
To complete the calculation of the $C$ matrix under $T$-transform, we must calculate $G$, corresponding to the summation over all complex numbers $\mathbb{Z}$, from the expression of the recursion relation, $E$, as the zeta function contained within $E$ is defined as the summation over positive integers. To accomplish this, we use the following identity:

\[ G_1(\epsilon, \lambda) \equiv \sum_{n=-\infty}^{n=\infty} ((n + \lambda)^2 - \epsilon) = (\sum_{n=-\infty}^{n=-1} + \sum_{n=0}^{n=\infty})((n + \lambda)^2 - \epsilon) \]

\[ = \sum_{n=0}^{n=\infty} ((n + 1 - \lambda)^2 - \epsilon) + \sum_{n=0}^{n=\infty} ((n + \lambda)^2 - \epsilon) = E_1(\epsilon, \lambda) + E_1(\epsilon, 1 - \lambda). \]

When considering the $(2 + 1)$-D version of Eq. (C25), we learn that

\[ G_2(\epsilon, \lambda_1, \lambda_2) = E_2(\epsilon, \lambda_1, \lambda_2) + E_2(\epsilon, 1 - \lambda_1, \lambda_2) + E_2(\epsilon, \lambda_1, 1 - \lambda_2) + E_2(\epsilon, 1 - \lambda_1, 1 - \lambda_2). \]

Finally, for the $(3 + 1)$-D version of Eq. (C25), the result may be written as

\[ G_3(\epsilon, \lambda_1, \lambda_2, \lambda_3) = E_3(\epsilon, \lambda_1, \lambda_2, \lambda_3) + E_3(\epsilon, 1 - \lambda_1, \lambda_2, \lambda_3) + E_3(\epsilon, \lambda_1, 1 - \lambda_2, \lambda_3) + E_3(\epsilon, 1 - \lambda_1, 1 - \lambda_2, \lambda_3). \]

Nonetheless, when $\epsilon = 0$ or $\epsilon = -1$, then the calculated expressions of the Epstein-Zeta functions in Eq. (C21) and Eq. (C23), namely $E_2$ and $E_3$, may be simplified to satisfy

\[ E_2(\epsilon, \lambda_1, \lambda_2) = -E_2(\epsilon, 1 - \lambda_1, \lambda_2) = -E_2(\epsilon, \lambda_1, 1 - \lambda_2), \]

and

\[ E_3(\epsilon, \lambda_1, \lambda_2, \lambda_3) = -E_3(\epsilon, 1 - \lambda_1, \lambda_2, \lambda_3) = -E_3(\epsilon, \lambda_1, 1 - \lambda_2, \lambda_3) = -E_3(\epsilon, 1 - \lambda_1, 1 - \lambda_2, \lambda_3), \]

which yields the final sum over the complex numbers

\[ G_2(\epsilon, \lambda_1, \lambda_2) = G_3(\epsilon, \lambda_1, \lambda_2, \lambda_3) = 0. \]

Finally, using (C30) and substituting the result into Eq. (C13) and Eq. (C14), we find that the contributions to the modular anomaly from the $T$ modular transformation in $(2 + 1)$-D is

\[ arg(det(C_{2D}^T)) = 0, \]

meanwhile, in $(3 + 1)$-D, the contribution is

\[ arg(det(C_{3D}^T)) = 0. \]

2. $C$ matrix under the $S$ transformation

We again start from the modular anomaly of a $(1 + 1)$-D edge. According to Eq. (11) in the main text, the basis that diagonalizes the $C$ matrix is given by

\[ \langle \phi, n_0, n_1 \rangle_{\lambda_0, \lambda_1} = \Phi_{\lambda_0 - 1/2, \lambda_1 - 1/2}(\Phi_{n_0 + 1/2, n_1 + 1/2} + e^{2\pi i \phi/4} \Phi_{n_0 + 1/2, n_1 + 1/2}) \]

\[ + e^{2\pi i 2\phi/4} \Phi_{n_0 + 1/2, -n_1 + 1/2} + e^{2\pi i 3\phi/4} \Phi_{n_0 + 1/2, -n_0 + 1/2} \]

Where $\phi \in \{-1, 0, 1, 2\}$. The application of the $S$ transformation to $\langle \phi, n_0, n_1 \rangle$ is given as

\[ \langle S| \phi, n_0, n_1 \rangle_{\lambda_0, \lambda_1} \]

\[ = S(\Phi_{n_0 + \lambda_0, n_1 + \lambda_1} + e^{2\pi i \phi/4} \Phi_{n_0 + \lambda_0, n_1 + \lambda_1} + e^{2\pi i 2\phi/4} \Phi_{n_0 + \lambda_0, n_1 + \lambda_1} + e^{2\pi i 3\phi/4} \Phi_{n_0 + \lambda_0, n_1 + \lambda_1}) \]

\[ = \Phi_{-\lambda_1, \lambda_0}(\Phi_{n_1, n_0} + e^{2\pi i 2\phi/4} \Phi_{n_1, n_0} + e^{2\pi i 3\phi/4} \Phi_{n_1, n_0}) \]

\[ = e^{-2\pi i \phi/4} \Phi_{-\lambda_1, \lambda_0}(e^{2\pi i 2\phi/4} \Phi_{n_1, n_0} + e^{2\pi i 3\phi/4} \Phi_{n_1, n_0}) = e^{-2\pi i \phi/4} \Phi_{-\lambda_1, \lambda_0} \]

\[ = e^{-2\pi i \phi/4} \Phi_{-\lambda_1, \lambda_0} \]

Finally, in $(3 + 1)$-D, the contribution is

\[ arg(det(C_{3D}^T)) = 0. \]
The $C$ matrix is then a diagonal matrix given by the expression,

$$C^{1D}_{S, \phi, n_0, n_1, \phi', n_0', n_1'} = (e^{-2\pi i \phi/N}) \delta_{\phi, \phi'} \delta_{n_0, n_0'} \delta_{n_1, n_1'}.$$  \hspace{1cm}  (C35)

As the determinant of diagonal matrix is the product of the diagonal entries, we have the unregulated phase of the $C$ matrix under the $S$-transform

$$\arg(det(C^{1D}_S)) = -2\pi \sum_{\phi=-1,0,1,2} \phi/4 \left[ \sum_{n_0=0}^{\infty} (n_0 + \lambda_0)^0 \sum_{n_1=0}^{\infty} (n_1 + \lambda_1)^0 \right]$$

$$= -\pi \zeta(0, \lambda_0) \zeta(0, \lambda_1) = -\pi (1/2 - \lambda_0) (1/2 - \lambda_1)$$  \hspace{1cm}  (C36)

We regularize the above sum by attaching the following regulator.

$$-2\pi \sum_{\phi=-1,0,1,2} \phi/4 \left[ \sum_{n_0=0}^{\infty} (n_0 + \lambda_0)^0 \sum_{n_1=0}^{\infty} (n_1 + \lambda_1)^0 \right]$$

$$= -\pi \zeta(0, \lambda_0) \zeta(0, \lambda_1) = -\pi (1/2 - \lambda_0) (1/2 - \lambda_1)$$

To extend the calculation into higher dimensions, we use the matrices given by Eq. (13) and (16) of the main text. Using these, we write the phase of $det(C_S)$ in $(2 + 1)$-D and $(3 + 1)$-D as,

$$\arg(det(C^{2D}_S)) = -4\pi \sum_{\phi=-1,0,1} \phi/3 \left[ \sum_{n_0 \geq n_1 \geq n_2} 1 \right]$$

$$\arg(det(C^{3D}_S)) = -4\pi \sum_{\phi=-3, -2, \ldots} \phi/8 \left[ \sum_{n_0, n_1, n_2 = 0}^{\infty} 1 \right]$$  \hspace{1cm}  (C37)

Without requiring the complete summation of the modes, we immediately see that $\arg(det(C^{2D}_S)) = 0$ from the summation of $\phi$. To calculate $C^{3D}_S$, we again use the EZ zeta function recursion relation calculated in Eq. (C20),

$$\arg(det(C^{3D}_S)) = -2\pi \sum_{n_0 = 0}^{\infty} \sum_{n_1, n_2 = 0}^{\infty} (n_0 + \lambda_0)^0 (F_3)^0,$$  \hspace{1cm}  (C38)

The connection between the determinant of the transformation matrix, $det(C^{3D}_S)$, and the EZ zeta function is given by

$$\arg(det(C^{3D}_S)) = -2\pi (1/2 - \lambda_0) g_3(0, \lambda_1, \lambda_2, \lambda_3, a_1, a_2, a_3),$$  \hspace{1cm}  (C39)

We derive the expression of $g_3$ from the expansion method used in Eq. (C25), we find

$$g_3(0, \lambda_1, \lambda_2, \lambda_3, a_1, a_2, a_3)$$

$$= E_3(0, \lambda_1, \lambda_2, \lambda_3, a_1, a_2, a_3) + E_3(0, 1 - \lambda_1, \lambda_2, \lambda_3, a_1, a_2, a_3) + E_3(0, \lambda_1, 1 - \lambda_2, \lambda_3, a_1, a_2, a_3) + E_3(0, 1 - \lambda_1, 1 - \lambda_2, \lambda_3, a_1, a_2, a_3) = 0.$$  \hspace{1cm}  (C40)

As a result, the contribution of $g_3$ from $C^{3D}_S$ vanishes and we conclude that the contributions to the modular anomaly resulting from the $S$ transformation in $(2 + 1)$-D to be

$$\arg(det(C^{2D}_S)) = 0,$$  \hspace{1cm}  (C41)

and in $(3 + 1)$-D

$$\arg(det(C^{3D}_S)) = 0.$$  \hspace{1cm}  (C42)
Appendix D: Numerical Calculation of the Casimir Energy

Within this section, we introduce a numerical regularization scheme to calculate the Casimir energy in order to place our analytical regularization contained within the main text on a solid foundation. We start from the action of (2 + 1)-D theory given as

$$S_{\lambda_0, \lambda_1, \lambda_2}[\bar{\psi}, \psi] = -\beta L_x L_y \int_0^1 \int_0^1 dx dy d\tau \bar{\psi}_\lambda [\sigma_0 \partial_\tau / \beta - i \sigma_x \partial_x / L_x - i \sigma_y \partial_y / L_y] \psi_\lambda$$

(D1)

Under a modular transform $A_{\mu \nu}$ defined in Eq. (A14), we have

$$S_{\lambda_0, \lambda_1, \lambda_2}[\bar{\psi}_\lambda, \psi_\lambda] = - \int_0^1 \int_0^1 dx dy d\tau \bar{\psi}_\lambda [\sigma_0 L_x L_y, i \sigma_x L_y, i \sigma_y L_x] (\partial_\tau, -\partial_x, -\partial_y)^T \psi_\lambda.$$  

(D2)

The partition function of Eq. (D2), after having been diagonalized, is given as

$$Z_{\lambda_0, \lambda_1, \lambda_2} = \prod_{n_0, n_1, n_2 = -\infty}^\infty \det[1/L^3 (2\pi i L (n_0 + \lambda_0) - 2\pi i L_1 (n_1 + \lambda_1) - 2\pi i L_2 (n_2 + \lambda_2))]

= \prod_{n_1, n_2 = -\infty}^\infty \det[I_2 - \exp(i 2\pi [z_1 (n_1 + \lambda_1) + z_2 (n_2 + \lambda_2)] + \lambda_0)]

= \prod_{n_1, n_2 = -\infty}^\infty (1 - e^{2i\pi (z_{10} n_1 + z_{20} n_2 + \lambda_0) + 2\pi E(n_1, n_2)})(1 - e^{2i\pi (z_{10} n_1 + z_{20} n_2 + \lambda_0) - 2\pi E(n_1, n_2)}),$$

where $z_i = z_{i0} I_2 + i \sum_{j=1}^2 z_{i j} \sigma_j \equiv \frac{L_j}{\lambda_i}$, $\vec{n}_i = n_i + \lambda_i$ and $E_2(n_1, n_2) = \sqrt{\sum_{i=1,2,3}^3 [z_{1i} n_1^\ast + z_{2i} n_2^\ast]^2}$, and $I_2$ is the 2x2 identity matrix.

In (3 + 1)-D, we just add $z$-directional momentum. Similarly, we have

$$Z_{\lambda_0, \lambda_1, \lambda_2, \lambda_3} = \prod_{n_1, n_2, n_3 = -\infty}^\infty (1 - e^{2i\pi (\lambda_0 + z_{10} n_1 + z_{20} n_2 + z_{30} n_3) + 2\pi E_3(n_1, n_2, n_3)})

\times (1 - e^{2i\pi (\lambda_0 + z_{10} n_1 + z_{20} n_2 + z_{30} n_3) - 2\pi E_3(n_1, n_2, n_3)}),$$

where $E_3(n_1, n_2, n_3) = \sqrt{\sum_{i=1,2,3}^3 [z_{1i} n_1^\ast + z_{2i} n_2^\ast + z_{3i} n_3^\ast]^2}$.

In (2 + 1)-D and (3 + 1)-D, we extract the divergent part of the partition function so that we may use numerical regularization to find the anomalous contribution. In (2 + 1)-D, the divergent part is represented as

$$F_A^2 = \sum_{n_1, n_2} 2i\pi (z_{10} n_1 + z_{20} n_2) + 2\pi E_2(n_1, n_2)$$

(D5)

and, in (3 + 1)-D, the contribution is

$$F_A^3 = \sum_{n_1, n_2, n_3} 2i\pi (z_{10} n_1 + z_{20} n_2 + z_{30} n_3) + 2\pi E_3(n_1, n_2, n_3).$$

(D6)

In general, we can evaluate the sum of a divergent function, $F^A = \sum_m f_A(m)$, using following identity

$$F^A = \lim_{\epsilon \to 0} \frac{\partial}{\partial \epsilon} \sum_m e^{-f_A^\epsilon},$$

(D7)
that may be numerically evaluated using \( \sum_{m} e^{-f(x|m)} \). Therefore, from the numerical regularization, we extract the value of \( O(\epsilon) \) by fitting the curve as a function of \( \epsilon \) to evaluate \( F_\lambda \). From Eq. \( [D7] \), we find that the coefficient of \( O(\epsilon) \) is the regularized Casimir energy. Nonetheless, as this quantity diverges when \( \epsilon \to 0 \), it has poles of different orders in the expansion of \( 1/\epsilon \). For the sake of numerical stability, we need to subtract the divergent part of the partition function by calculating the analytical form of the poles. To calculate the divergent part analytically, we use the Euler-Maclaurin formula to change the sum \( \sum_{m} e^{-f(x|m)} \) to an integral. The Euler-Maclaurin formula states that we can express a sum, \( \sum_{i=m+1}^{n} f(i) \), by

\[
\sum_{i=m+1}^{n} f(i) = \int_{m}^{n} dx f(x) + B_1(f(n) - f(m)) + \sum_{k=1}^{p} \frac{B_{2k}}{(2k)!} (f^{(2k-1)}(n) - f^{(2k-1)}(m)) + R.
\]

where \( B_n \) is the \( n \)-th Bernoulli number \( (B_1 = 1/2) \) and \( R \) is an error term which becomes smaller in higher \( p \)-th order approximations. Consider \( (2 + 1)-D \), all other terms except the integral can contribute the positive orders of \( \epsilon \). The pole only comes from the integral.

\[
\sum_{n_1, n_2 = -\infty}^{\infty} e^{-2\pi i((z_{10} n_1 + z_{32} n_2) + E_2(n_1, n_2))} = \sum_{n_1, n_2 = -\infty}^{\infty} \int_{-\infty}^{\infty} dx e^{-2\pi i((z_{10} x + z_{32} n_2) + E_2(x, n_2))} = \int_{-\infty}^{\infty} dx dy e^{-2\pi i((z_{10} x + z_{32} y) + E_2(x, y))} = \frac{1}{\epsilon^2} \int_{-\infty}^{\infty} dx dy e^{-2\pi i((z_{10} x + z_{32} y) + E_2(x, y))}.
\]

Finally, in \( (2 + 1)-D \), the integral expression which contributes to the pole is given by

\[
S_{2D} = \frac{1}{\epsilon^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dy dz e^{-2\pi i(E_2(x, y) + i(z_{10} x + z_{32} y))}.
\]

The above numerical regularization procedure may then be repeated with by adding in an additional coordinate so that, in \( (3 + 1)-D \), we have

\[
S_{3D} = \frac{1}{\epsilon^3} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dy dz dx' e^{-2\pi i(E_2(x, y, z) + i(z_{10} x + z_{32} y + z_{30} z))}.
\]

We calculate the integral part to evaluate the pole. In general, the expression for the integral in \( (d + 1)-D \) is given by

\[
\frac{1}{\epsilon^d} \int_{-\infty}^{\infty} d^d x' e^{-2\pi i(E(x) + i \sum_{j=1}^{d} z_{ij} x_j)} = \frac{1}{\epsilon^d \sqrt{\det(V)}} \int_{-\infty}^{\infty} d^d x' e^{-2\pi i(\sum_{j=1}^{d} x'_j)^2 + i \sum_{j,k=1}^{d} w_{jk} x'_j x'_k},
\]

where \( x'_j = \sum_{j=1}^{d} z_{ij} x_j \) and \( w_{ij} \) is the matrix component of the inverse matrix of \( z_{ij} \) when \( i, j \) are positive integers. We change to the polar coordinate to solve the above integral expression.

\[
\frac{1}{\epsilon^d \sqrt{\det(V)}} \int_{0}^{\infty} dr \int_{0}^{\pi} d\theta S_{d-2r} d^{d-1} sin^{d-2} \theta e^{-2\pi r (1 + i \sum_{j,k=1}^{d} z_{ij} w_{jk} x_j z_{ij} \cos \theta)}
\]

\[
= \frac{1}{\epsilon^d \sqrt{\det(V)}} \int_{0}^{\pi} d\theta S_{d-2} \Gamma(d) \int_{0}^{\pi} d\theta \frac{\sin^{d-2} \theta}{(1 + i \sqrt{V} \cos \theta)^d}
\]

\[
= \frac{1}{(2\pi \epsilon)^d \sqrt{\det(V)}} S_{d-2} \Gamma(d) \int_{-1}^{1} dx \frac{(1 - x^2)^{(d-3)/2}}{(1 + i \sqrt{V} x)^d},
\]
where \( V_{ij} = \sum_{k=1}^{d} z_{ik}z_{jk} \) and \( b_i = z_{i0} \). When \( d = 2 \), we find

\[
\frac{1}{(2\pi)^{d} \sqrt{\det(V)}} S_{d-2}(d) \frac{\pi}{(1 + b^T V^{-1} b)^{3/2}}
\]

and when \( d = 3 \), we find

\[
\frac{1}{(2\pi)^{d} \sqrt{\det(V)}} \left( \frac{2}{(1 + b^T V^{-1} b)^{2}} \right) \frac{1}{\pi^{2} e^{3} \sqrt{\det(V)} (1 + b^T V^{-1} b)^{2}}
\]

When a magnetic field is coupled to \((3 + 1)\)-D edge, as seen in Eq. (20) in the main text, the divergent part of the unregularized free energy is given as,

\[
F_A = \sum_{n \leq 0} 2\pi \frac{\nu \beta}{L_z} (n_z + \lambda_3) + \sum_{n_z = -\infty, n=1}^{\infty} 2\pi \frac{\nu \beta}{L_z} \sqrt{(n_z + \lambda_3)^2 + \alpha n}.
\]

where \( \alpha = B_{\text{field}} \left( \frac{\pi}{2} \right)^2 \), \( B_{\text{field}} \) is the magnetic field and \( \nu \) is the Landau level degeneracy. We again write the expression of \( \sum_m e^{-f_A(m)\epsilon} \) as done in the case of the free fermions in \((2 + 1)\)-D and \((3 + 1)\)-D to calculate the divergent component. The first term results in the exponential expression

\[
S_1 = \sum_{n_z < 0} e^{-2\pi \frac{\nu \beta}{L_z} (n_z + \lambda_3)},
\]

while the second term gives

\[
S_2 = \sum_{n_z, n} e^{-2\pi \frac{\nu \beta}{L_z} \sqrt{(n_z + \lambda_3)^2 + \alpha n}}.
\]

We change both \( S_1 \) and \( S_2 \) to integral forms and get the expressions of the poles.

\[
\text{Integral}_1 = \int_{-\infty}^{-1} dx e^{-2\pi \frac{\nu \beta}{L_z} (n_z + \lambda_3)} = -\frac{1}{2\pi \epsilon \frac{\nu \beta}{L_z}} e^{-2\pi \frac{\nu \beta}{L_z} (\lambda_3 - 1)},
\]

\[
\text{Integral}_2 = \int_{-\infty}^{\infty} dx \int_{0}^{\infty} dy e^{-2\pi \frac{\nu \beta}{L_z} \sqrt{x^2 + \alpha y}} = \frac{8}{\alpha (2\pi \epsilon \frac{\nu \beta}{L_z})^3}.
\]

Appendix E: Regularization of gapped Landau level

Starting from the partition function of Eq. (20) in the main draft, we find the divergent part of the free energy of gapped Landau levels is given by

\[
F_{A,D} = \sum_{n_3 = -\infty, n=0}^{\infty} (Bn + B + \left( \frac{2\pi (n_3 + \lambda_3)}{L_z} \right)^{1/2}).
\]

By using the Hurwitz-Zeta function, defined by

\[
\zeta_H(\epsilon, a) = \sum_{n=0}^{\infty} (n + a)^{-\epsilon}.
\]

We can rewrite the above divergent contribution to the partition function as,

\[
F_{A,Dirac} = \sum_{n_3 = -\infty}^{\infty} \sqrt{B} \zeta_H(-1/2, (2\pi (n_3 + \lambda_3)/L_z)^2/B + 1).
\]
Using the following Hurwitz-Zeta function identity,

$$\zeta_H(\epsilon, x + y) = \sum_{k=0}^{\infty} \frac{\Gamma(\epsilon + k)}{\Gamma(\epsilon)} \frac{\Gamma(\epsilon + k + 1)}{\Gamma(k + 1)} \zeta_H(\epsilon + k, x)(-y)^k,$$

(E4)

We may represent the divergent contribution as

$$\zeta_H(-1/2, 1 + \frac{(2\pi\eta_3 + \lambda_3)/L_z}{B}) = \sum_{k=0}^{\infty} \frac{\Gamma(k - 1/2)}{\Gamma(-1/2)\Gamma(k + 1)} \zeta(-1/2 + k, 1)(\frac{2\pi\eta_3}{L_z})^2 \zeta_H(-1/2, 1 + \frac{(2\pi\eta_3 + \lambda_3)/L_z}{B}).$$

(E5)

Then, we rewrite the divergent part of the partition function of the gapped Landau levels as,

$$F_{A,D} = \sum_{n_3=-\infty}^{\infty} \sum_{k=0}^{\infty} \frac{B^{1/2-k}\Gamma(k - 1/2)}{\Gamma(-1/2)\Gamma(k + 1)} \zeta(-1/2 + k, 1)(\frac{2\pi\eta_3}{L_z})^2 \eta_3^{2k}$$

$$= \sum_{k=0}^{\infty} \frac{B^{1/2-k}\Gamma(k - 1/2)}{\Gamma(-1/2)\Gamma(k + 1)} \zeta(-1/2 + k, 1)(\frac{2\pi\eta_3}{L_z})^2 \sum_{n_3=-\infty}^{\infty} \eta_3^{2k}$$

(E6)

From Eq. (C25), we find that

$$\sum_{n_3=-\infty}^{\infty} \eta_3^{2k} = G_1(-k, \lambda_3) = E_1(-k, \lambda_3) + E_1(-k, 1 - \lambda_3) = \zeta_H(-2k, \lambda_3) + \zeta_H(-2k, 1 - \lambda_3) = -\frac{B_{2k+1}(\lambda_3) + B_{2k+1}(1 - \lambda_3)}{2k+1} = 0.$$

Therefore, we conclude that the divergent part of the partition function is regularized to be zero.

### Appendix F: Symmetry Projection

We consider $N_{\text{edge}}$ copies of the Weyl fermions with positive monopole and negative monopole with the magnetic field. When the Weyl fermions with each monopole conserve the fermion number parity. We can consider the partition function of a sector labeled with a definite fermion number parity. This is accomplished by projecting the Hilbert space with the symmetry projection operator, $P$. The symmetry projection operator is given as

$$P = \frac{(1 + (-1)^{N_f})(1 + (-1)^{N_i})}{4}$$

(F1)

where $N_f^{(i)}$ refers the fermion number operator of positive(negative) monopole. $P$ returns 1 only if $N_f$ and $N_i$ are even integers, thus $P$ projects the Hilbert space into one of the sectors with a definite fermion number parity. Now the partition function with a definite fermion number parity can be expressed as

$$Z_{\text{total}, \lambda_3} = Tr(P e^{i\tau H_1} e^{i\tau H_i})$$

$$= \frac{1}{4} Tr[(1 + e^{i\pi N_f}) e^{i\tau H_1}] Tr[(1 + e^{i\pi N_i}) e^{i\tau H_i}] = \frac{Z^{+}_{\lambda_3} Z^{-}_{\lambda_3}}{4}.$$  

(F2)

where $Z^{+}_{\lambda_3}$ is given as

$$Z^{+}_{\lambda_3} \equiv Tr[(1 + e^{i\pi N_f}) e^{i\tau H_1}] = [Z_{\lambda_3=0, \lambda_3}]^{N_{\text{edge}}} + [Z_{\lambda_3=1/2, \lambda_3}]^{N_{\text{edge}}},$$

(F3)

where $H_1^j$ refers the Hamiltonian of the edge with $j$-th flavor and we have used the fact that $Z_{\lambda_3=0, \lambda_3} = Tr(e^{-2\pi i N_f \lambda_3 e^{i\tau H_1}})$. We consider the general case of the partition function, which is a linear combination of the periodic, $Z_{\lambda_3=0}$, and anti-periodic, $Z_{\lambda_3=1/2}$, boundary conditions, namely

$$Z^{+} = \sum_{\lambda_0=0,1/2,\lambda_3=0} [Z_{\lambda_0, \lambda_3}]^{N_{\text{edge}}} + s \sum_{\lambda_0=0,1/2,\lambda_3=1/2} [Z_{\lambda_0, \lambda_3}]^{N_{\text{edge}}},$$

(F4)
where \( s \) is the relative phase between the periodic and antiperiodic sector. From Eq. (21) from the main text, we find that the partition function under the application of the \( T \)-transformation to be,

\[
T[Z] = e^{iN_\phi N_{\text{edge}}\pi/6} \sum_{\lambda_0=0,1/2,\lambda_3=0} [Z_T[\lambda]]^{N_{\text{edge}}} N_{\text{edge}}/12 \sum_{\lambda_0=0,1/2,\lambda_3=1/2} [Z_T[\lambda]]^{N_{\text{edge}}}. 
\]

Similarly, under the \( S \) transformation, we find

\[
S[Z] = \sum_{(\lambda_0,\lambda_3)=(0,1/2),(1/2,1/2)} [sZS[\lambda]]^{N_{\text{edge}}} + e^{i\pi N_\phi N_{\text{edge}}/2}[ZS[\lambda=(0,0)])^{N_{\text{edge}}} + [ZS[\lambda=(1/2,0)]^{N_{\text{edge}}}}. 
\]

This allows us to conclude, as we have done in the main text, that to achieve modular covariance(\( T[Z] = e^{iN_\phi N_{\text{edge}}\pi/6} Z \) and \( S[Z] = Z \) \( N_\phi N_{\text{edge}} \) must be multiples of 8. Therefore, the modular covariance is achieved when \( N_{\text{edge}} = 8/gcd(N_\phi, 8) \). When \( Z \) has modular covariance, \( Z_{\text{total}} \) has modular invariance.