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Abstract
In this paper, we study the skew mean curvature flow. The results are threefold. First, we prove the global regularity of solutions with initial data which are small perturbations of planes in Sobolev spaces. Second, we prove the modified scattering and the existence of wave operators for small data, which completely determines the set of asymptotic states. Third, we study the Cauchy problem for arbitrary large data.
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1 Introduction
In view of geometric flows, the skew mean curvature flow (SMCF) evolves a codimension 2 submanifold along its binormal direction with a speed given by its mean curvature. Precisely speaking, assume that \( \Sigma \) is an \( n \)-dimensional oriented manifold and \((M, h)\) is an \((n + 2)\)-dimensional oriented Riemannian manifold, then SMCF is a family of time-dependent immersions \( F : \mathbb{I} \times \Sigma \to M \), which satisfies

\[
\begin{align*}
\frac{\partial_t F}{\partial t} &= J(F)H(F), \quad (t, x) \in \mathbb{I} \times \Sigma \\
F(0, x) &= F_0(x)
\end{align*}
\]  

(1.1)

where for each given \( t \in \mathbb{I} \), \( H(F) \) denotes the mean curvature vector of the submanifold \( \Sigma_t := F(t, \Sigma) \). Here, \( J(F) \), which denotes the naturally induced complex structure for the normal bundle \( N \Sigma_t \), can be simply defined as rotating a vector in the normal space by \( \frac{\pi}{2} \) positively (notice that \( N \Sigma_t \) is of rank 2).
For $n = 1$, the 1-dimensional SMCF in $\mathbb{R}^3$ is the vortex filament equation $\partial_t v = \partial_s v \times \partial^2_s v$ for $v : (s, t) \in \mathbb{R} \times \mathbb{R} \longmapsto v(s, t) \in \mathbb{R}^3$, where $t$ denotes time, $s$ denotes the arc-length parameter of the curve $v(t, \cdot)$, and $\times$ denotes the cross product in $\mathbb{R}^3$. The vortex filament equation describes the free motion of a vortex filament, see Da Rios [3], Hasimoto [6]. For $n \geq 2$, SMCF was deduced by both physicists and mathematicians. The physical motivations are the localized induction approximation (LIA) of high-dimensional Euler equations and asymptotic dynamics of vortices in superconductivity and superfluidity, see Lin [19], Jerrard [8], Shashikanth [27], Khesin [14], and Arnold–Khesin [1]. SMCF also appears in various mathematical problems, see Terng [32], Marsden–Weinstein [21], and Haller–Vizman [7].

Let us recall the non-exhaustive list of works on SMCF for $n \geq 2$. Song–Sun [29] proved local existence of SMCF for $F : \Sigma \rightarrow \mathbb{R}^4$ with compact oriented surface $\Sigma$. This was generalized by Song [30] to $F : \Sigma \rightarrow \mathbb{R}^{n+2}$ with compact oriented surface $\Sigma$ for all $n \geq 2$, and [30] proved uniqueness and continuous dependence of solution on initial data for arbitrary oriented manifold $\Sigma$. Khesin–Yang [15] constructed an example showing that the SMCF can blow up in finite time. In the PDE view, Gomez [4] proposed a way to write SMCF as a quasilinear Schrödinger equation system different from ours. For the small data global theory and local well-posedness theory on general quasilinear Schrödinger equations, see the pioneer works of [16] and [10–12,22,23], respectively.

It is remarkable that SMCF has a deep relationship with Schrödinger map flow (e.g., [33]), in fact, [28] proved that the Gauss map of an $m$-dimensional SMCF in $\mathbb{R}^{m+2}$ fulfills a Schrödinger map flow equation. This property also plays an important role in the proof of uniqueness and continuous dependence on initial data of [30].

The small data global regularity problem for SMCF was initiated in our previous work [20] where we proved Euclidean planes are stable under SMCF for small transversal perturbations in some $W^{2,q} \cap H^k$ space with some $q \in (1, 2)$. In this work, our first aim is to remove the $W^{2,q}$ smallness and transversal assumption of [20] when $n \geq 3$. Our second aim is to provide a complete picture of long-time dynamics of small solutions, especially determining what the set of asymptotic states is. The main theorem is as follows:

Let $E : \mathbb{R}^n \rightarrow \mathbb{R}^{n+2}$ denote the plane

$$E(x) = (x_1, \ldots, x_n, \xi_1 \cdot x + a_1, \xi_2 \cdot x + a_2), \quad (1.2)$$

where $\{\xi_i\}_{i=1}^2 \subset \mathbb{R}^n$ are given constant vectors, and $a_1, a_2 \in \mathbb{R}$ are given constants. Let $H^k_E$ be maps $F : \mathbb{R}^n \rightarrow \mathbb{R}^{n+2}$ which satisfy

$$\|F(x) - E(x)\|_{H^k(\mathbb{R}^n)} < \infty.$$

**Theorem 1.1** Assume that $n \geq 3$, $k \in \mathbb{Z}_+$, $k \geq n + 4$. There exists a sufficiently small constant $\epsilon_* > 0$ such that if $F_0 \in H^k_E$ satisfies

$$\|F_0(x) - E(x)\|_{H^k} \leq \epsilon_*,$$  \quad (1.3)
then there exists a global unique solution $F \in C([-T, T]; H^k_E)$ for all $T > 0$ to SMCF with initial data $F_0$. Moreover, there exist an orthogonal transformation $B \in O(n+2)$, a constant vector $e \in \mathbb{R}^{n+2}$, a sufficiently smooth homeomorphism $\tilde{\Phi} : \mathbb{R}^n \rightarrow \mathbb{R}^n$, and time-independent complex-valued functions $\phi_{\pm} \in H^k$ for which

$$B F_0(\tilde{\Phi}(x)) - e = (x, 0, 0), \ \forall x \in \mathbb{R}^n,$$

and

$$\lim_{t \rightarrow \pm \infty} \left\| (B F - e)^{n+1}(t, \tilde{\Phi}(x)) + i(B F - e)^{n+2}(t, \tilde{\Phi}(x)) - e^{it\Delta} \phi_{\pm} \right\|_{H^k} = 0,$$

(1.4)

where $k_n$ is the smallest integer that is bigger than or equal to $\frac{n}{2} + 1$. Furthermore, if $F_0 \in \cap_{\sigma \geq 0} H^\sigma_E$, then $F(t)$ is smooth and belongs to $C([-T, T]; H^\sigma_E)$ for all $T > 0, \sigma \geq 0$.

Moreover, there exists $\varepsilon_* > 0$ sufficiently small so that the following holds: For any given $\phi_\infty \in H^k$ with $\|\phi_\infty\|_{H^k} \leq \varepsilon_*$, there exists initial data $F_0$ satisfying

$$\|F_0 - (x, 0, 0)\|_{H^k} \leq C \varepsilon_*,$$

so that the corresponding solution of SMCF fulfills

$$\lim_{t \rightarrow \infty} \|F^{n+1}(t, x) + iF^{n+2}(t, x) - e^{it\Delta} \phi_\infty\|_{H^k} = 0.$$  

(1.5)

**Remark 1.2** Theorem 1.1 indeed includes three results, i.e., the global regularity of SMCF with small data in Sobolev spaces, the long-time behaviors of the solution, and the existence of wave operators.

**Remark 1.3** Theorem 1.1 still holds with (1.3) replaced by $\|F_0 - E\|_{\dot{H}^1 \cap \dot{H}^k} \leq \varepsilon_*$, $F_0 - E \in L^2$. The main arguments of this paper with more detailed analysis could low down the regularity index $k$ of Theorem 1.1, but it seems that some basic new ideas are needed for the critical regularity index $\frac{n}{2} + 1$.

Let us describe the main idea in proving Theorem 1.1. The whole proof is divided into four steps. The first step is to choose suitable coordinates for $\Sigma$ and appropriate frames for $N^\Sigma_t$ to simplify the equation. The immersions $\{F(t)\}$ under the new coordinates and frames are distorted to be a complex-valued function $\phi(t, x)$, which satisfies a quasilinear Schrödinger equation. Second, applying Keel–Tao’s endpoint Strichartz estimates to the quasilinear Schrödinger equation of $\phi$ gives spacetime bounds for the second fundamental form. Third, spacetime bounds and energy estimates of the second fundamental form yield its uniform Sobolev norm bounds. Forth, the Sobolev norms of the map $F$ can be then controlled by that of second fundamental forms, and thus proving uniform bounds of Sobolev norms of $F$. This road map with a bootstrap argument finishes the proof of global regularity. The long-time dynamics and existence of wave operators can be reduced to spacetime bounds of $F$ as well. In the view of PDE, the proof here is an endpoint refinement of Klainerman–Ponce [16]’s method.
[30] raised the open problem of proving global theory of SMCF with certain small energy. Our previous work [20] studied this problem for initial data which are small perturbations of Euclidean planes in non-$L^2$ Sobolev spaces. From the geometric view, it is natural to use $L^2$ Sobolev norms of second fundamental forms as the realization of “certain small energy.” Theorem 1.1 considered initial data of small $H^k$ norms, and we remark that this is indeed almost equivalent to studying data of small second fundamental forms in Sobolev spaces up to diffeomorphisms in $\Sigma$. On the other side, as far as we know very few quasilinear dispersive PDEs have small data global theory in $H^k$ spaces. In fact, most results assume data are small in weighted Sobolev spaces or in non-$L^2$ Sobolev spaces. Here in Theorem 1.1, for the highly quasilinear SMCF, we only assume the data are small in $H^k$ spaces.

In Sect. 7, we study the local Cauchy problem for arbitrary large data in $H^k_E$, see Theorem 7.1 and Corollary 7.2. The local Cauchy problem for arbitrary large data is not trivial since SMCF is a quasilinear equation. Moreover, to deal with large data it is generally necessary to impose Mizohata’s integrability condition [24–26]. For SMCF, the geometric structure of the flow and geometric energy methods enable us to compensate the derivative loss, and no additional integrability conditions are needed. In addition, we study not only the intrinsic geometric quantities but also norms of the extrinsic immersion $F$, which largely simplifies the compactness argument and provides the existence of strong solutions besides classic solutions.

The paper is organized as follows. In Sect. 2, we reduce SMCF to a quasilinear Schrödinger equation by choosing suitable coordinates and frames. In Sect. 3, we recall the local well-posedness and high order energy estimates. In Sect. 4, we prove the global regularity and long-time dynamics. In Sect. 5, we prove the existence of wave operators. In Sect. 7, we study the local Cauchy problem for arbitrary large data in $H^k_E$.

**Notations** We denote $A \lesssim B$ if there exists some universal constant $C > 0$ such that $A \leq CB$. The notation $C_{\alpha_1, \ldots, \alpha_j}$ denotes some constant depending on the parameters $\alpha_1, \ldots, \alpha_j$, and it generally may vary from line to line. Denote $\langle x \rangle = \sqrt{1 + |x|^2}$. The Fourier transform $f \mapsto \hat{f}$ is defined by

$$\hat{f}(\eta) = \int_{\mathbb{R}^n} f(x) e^{-i\eta \cdot x} dx.$$ 

The usual $L^2$ type Sobolev spaces $H^s$ on $\mathbb{R}^n$ are defined by

$$\|f\|_{H^s} = \|\langle \eta \rangle^s \hat{f}(\eta)\|_{L^2_\eta}.$$ 

Define $H^\infty = \cap_{s=0}^{\infty} H^s$. And for $k \in \mathbb{Z}_+$, $p \in [1, \infty]$, the $L^p$ type Sobolev spaces $W^{k,p}$ on $\mathbb{R}^n$ are defined by

$$\|f\|_{W^{k,p}} = \sum_{l=0}^{k} \|D^l f\|_{L^p}.$$ 

For $p, q \in [1, \infty]$ and $\mathbb{J} \subset \mathbb{R}$, denote

\[ Z. Li \]
\[ \|f\|_{L^p L^q_t (\mathbb{R}^n \times \mathbb{R}^n)} = \left( \int_J \left( \int_{\mathbb{R}^n} |f|^q \, dx \right)^{\frac{p}{q}} \, dt \right)^{\frac{1}{p}} \]

with standard modifications if either \( p \) or \( q \) equals \( \infty \).

### 2 Master Equation

#### 2.1 Invariant Transformations of SMCF

Let \( F : \Sigma \to \mathbb{R}^{n+2} \) be a 2-codimensional immersion and \( H \) be the mean curvature vector. Then

\[ \Delta_g F = H, \]

where \( \Delta_g \) denotes the Laplacian on \( \Sigma \) of the induced metric \( g \) given by

\[ g_{ij} = \partial_{x_i} F \cdot \partial_{x_j} F. \]

Therefore, SMCF reduces to

\[ \partial_t F = J(F)(\Delta_g F), \quad g_{ij} = \partial_{x_i} F \cdot \partial_{x_j} F. \quad (2.1) \]

**Lemma 2.1** Let \( \Sigma \) be an \( n \)-dimensional oriented manifold and \( F : \Sigma \times [0, \tau] \to \mathbb{R}^{n+2} \) be a solution to SMCF. Then, given a diffeomorphism \( \chi : \Sigma \to \Sigma \), \( F(\chi(x), t) \) is still a solution to SMCF. Moreover, for any given transform \( B \in SO(n+2) \) and constant vector \( b \in \mathbb{R}^{n+2} \), \( BF(x, t) + b \) solves SMCF as well. And if \( S \in O(n+2) \) with \( \det(S) = -1 \), then \( \tilde{F} := SF(x, t) + b \) solves

\[ \partial_t \tilde{F} = -J(\tilde{F})H(\tilde{F}). \]

**Proof** The fact that SMCF is invariant under diffeomorphisms of \( \Sigma \) follows from the invariance of \( H \) under coordinate transformations of \( \Sigma \). Given a transform \( B \in SO(n+2) \) and constant vector \( b \in \mathbb{R}^{n+2} \), denote \( \tilde{F}(x, t) = BF(x, t) + b \). Then one has

\[ \partial_t \tilde{F} = B \partial_t F, \quad \partial_i \tilde{F} \cdot \partial_j \tilde{F} = \partial_i F \cdot \partial_j F \]

\[ \Delta_{\tilde{g}} \tilde{F} = B \Delta_g F. \]

Given \( t \in \mathbb{I} \), denote \( \tilde{\Sigma}_t = \tilde{F}(t)(\Sigma) \). Then the corresponding normal bundle and tangent bundle of \( \tilde{\Sigma}_t \) at \( x \) now are \( B(N \Sigma_t) \) and \( B(T \Sigma_t) \), respectively. Since \( B \) preserves both the orientation and the metric of \( \mathbb{R}^{n+2} \), we see

\[ J(\tilde{F}) B \eta = BJ(F) \eta, \quad \forall \eta \in N \Sigma_t. \quad (2.2) \]
Thus (2.1) shows $\tilde{F}$ solves SMCF as well.

It remains to consider $S \in O(n+2)$ with $\det(S) = -1$. Observe that it suffices to replace (2.2) by $J(\tilde{F}) S \eta = - SJ(\tilde{F}) \eta$, for any $\eta \in N \Sigma_t$. □

2.2 Reduction to Graph Solutions

We first do an orthogonal transformation to put vectors $\xi_1, \xi_2$ in (1.3) and (1.2) to be zero. In fact, there exists an orthogonal transformation $B \in O(n+2)$ such that the $(n+1)$-th and $(n+2)$-th components of $B E(x)$ are constants, i.e.,

$$
(B E(x))^{n+1} = \tilde{a}_1, \quad (B E(x))^{n+2} = \tilde{a}_2, \quad \forall x \in \mathbb{R}^n
$$

$$
(B E(x))^1, \ldots, (B E(x))^n = Ax + b, \quad \forall x \in \mathbb{R}^n,
$$

for some $\tilde{a}_1, \tilde{a}_2 \in \mathbb{R}$, $A \in GL(n)$, and $b \in \mathbb{R}^n$. Then (1.3) now reads as

$$
\| B F_0 - (A x + b, \tilde{a}_1, \tilde{a}_2) \|_{H^k(\mathbb{R}^n)} \leq \epsilon_\ast.
$$

Set

$$
F_0(x) = B F_0(A^{-1} x) - (b, \tilde{a}_1, \tilde{a}_2).
$$

(2.3)

Thus

$$
\| F_0(x) - (x, 0, 0) \|_{H^k(\mathbb{R}^n)} \lesssim \epsilon_\ast.
$$

(2.4)

Second, we choose suitable coordinates for $\Sigma$. Implicit function theorem and Sobolev embedding give

Lemma 2.2 Let $n \geq 1$, $e \in \mathbb{N}$, $e > \frac{n}{2} + 1$. Assume that $F_0$ satisfies

$$
\| F_0(x) - (x_1, \ldots, x_n, 0, 0) \|_{H^e} \leq \epsilon.
$$

If $\epsilon > 0$ is sufficiently small depending on $n$, then there exists a homeomorphism $\Phi : \mathbb{R}^n \rightarrow \mathbb{R}^n$ such that

$$
(F_0^1(\Phi(x)), \ldots, F_0^n(\Phi(x))) = (x_1, \ldots, x_n), \quad \forall x \in \mathbb{R}^n,
$$

and $\Phi$ is near the identity map in the sense that

$$
\| \Phi - I \|_{C^0} + \| \Phi - I \|_{\dot{H}^1 \cap \dot{H}^e} \lesssim \epsilon.
$$

(2.5)

Proof Let $F_0 : \mathbb{R}^n \rightarrow \mathbb{R}^n$ be

$$
F_0(x) = (F_0^1(x), \ldots, F_0^n(x)).
$$
By Sobolev embedding
\[ \|F_0 - I\|_{C^1(R^n)} \lesssim \varepsilon. \]

By implicit function theorem, for \( \varepsilon \) sufficiently small, there exists a unique \( C^1 \) map \( \Phi : \mathbb{R}^n \to \mathbb{R}^n \) such that
\[ F_0(\Phi(x)) = x, \forall x \in \mathbb{R}^n. \]

Formally one has
\[ D^j \Phi = (D F_0)^{-1} \left( D^{l-1} I - \sum_{j+i=l+1} c_{j,i} D^j F_0 D^i \Phi \right). \] (2.6)

So by induction, the inequality (2.5) follows by (2.6) and the fact that \( H^\varepsilon \) is an algebra. \( \square \)

Let \( F_0 \) satisfy (2.4). Set
\[ \tilde{x}_1 = F^1_0(x), \ldots, \tilde{x}_n = F^n_0(x). \] (2.7)

Define the map \( \tilde{F}_0 : \mathbb{R}^n \to \mathbb{R}^{n+2} \) by
\[ \tilde{F}_0(\tilde{x}) = \left( \tilde{x}_1, \ldots, \tilde{x}_n, \tilde{F}^{n+1}_0(\tilde{x}), \tilde{F}^{n+2}_0(\tilde{x}) \right), \] (2.8)

where \( \{\tilde{F}^j_0(\tilde{x})\}_{j=n+1}^{n+2} \) are defined by
\[ \tilde{F}^j_0(\tilde{x}) = F^j_0(\Phi(\tilde{x})). \] (2.9)

Thus, because of the transformation invariance in Lemma 2.1, it suffices to study graph-like initial data as (2.8). To be precise, let us state a parallel result.

**Theorem 1.1’** Let \( n \geq 3 \) and \( k \) be an integer such that \( k \geq n + 4 \). There exists a sufficiently small constant \( \varepsilon > 0 \) so that if \( F_0 \in H^k_E \) satisfies
\[ F_0(x) = \left( x_1, \ldots, x_n, u^1_0(x), u^2_0(x) \right), \forall x \in \mathbb{R}^n \]
\[ \|u^1_0\|_{H^k_E} + \|u^2_0\|_{H^k_E} \leq \varepsilon, \]

then there exists a global unique solution to SMCF of the form
\[ F(x, t) = (x_1, \ldots, x_n, u_1(x, t), u_2(x, t)) \]
with initial data $F_0$ so that $u_1, u_2 \in C([-T, T]; H^k)$ for all $T > 0$. Moreover, there exist time-independent complex-valued functions $\phi_\pm \in H^{kn}$ such that

$$\lim_{t \to \pm \infty} \|u^1(t, x) + iu^2(t, x) - e^{it\Delta} \phi_\pm\|_{H^k} = 0,$$  \hspace{1cm} (2.10)$$

where $k_n$ is the smallest integer that is bigger than or equal to $\frac{n}{2} + 1$. In addition, if $F_0 \in H^\infty_E$, then $F(t)$ is smooth and belongs to $C([-T, T]; H^\sigma_E)$ for all $T > 0$, $\sigma \geq 0$.

**Lemma 2.3** Theorem 1.1’ implies the global regularity result and asymptotic behavior result (1.4) in Theorem 1.1.

**Proof** Given $F_0$ satisfying conditions of Theorem 1.1, we have seen there exist $B \in O(n + 2), A \in GL(n), \tilde{a}_1, \tilde{a}_2 \in \mathbb{R}, b \in \mathbb{R}^n$ such that (2.4) holds for the $F_0$ defined in (2.3). Without loss of generality, we assume $\det(B) = 1$, otherwise, it suffices to redefine the complex structure $J$. Furthermore, Lemma 2.2 shows there exists a homeomorphism $\Phi_1 : \mathbb{R}^n \to \mathbb{R}^n$ such that claims in Lemma 2.2 hold. Define

$$u_0^1(\tilde{x}) := F_0^n(\Phi_1(\tilde{x})), \quad u_0^2(\tilde{x}) := F_0^{n+2}(\Phi_1(\tilde{x})).$$  \hspace{1cm} (2.11)$$

Then Lemma 2.2 implies $u_0^1, u_0^2$ satisfy

$$\|u_0^1\|_{H^k} + \|u_0^2\|_{H^k} \lesssim \epsilon.$$  

Thus Theorem 1.1’ shows there exists a global unique solution to SMCF with initial data $(\tilde{x}_1, \ldots, \tilde{x}_n, u_0^1, u_0^2)$ in $C([-T, T]; H^k_E)$ for all $T > 0$. Moreover, there exist time-independent complex-valued functions $\phi_\pm \in H^{kn}$ such that (2.10) holds. Denote this solution by $F(\tilde{x}, t)$. Define $F(x, t)$ by

$$F(x, t) = B^{-1}F(\Phi^{-1}Ax, t) + B^{-1}e, \quad \forall (x, t) \in \mathbb{R}^n \times \mathbb{R},$$  \hspace{1cm} (2.12)$$

where $e = (b, \tilde{a}_1, \tilde{a}_2)$ in (2.3). Then $F$ solves the SMCF equation with initial data $F_0$. Moreover, (1.4) follows by (2.10). In addition, if $F_0 \in H^\infty_E$, then $\Phi$ in Lemma 2.2 is a diffeomorphism. And thus $F(x, t)$ is smooth and belongs to $C([-T, T]; H^\sigma_E)$ for all $T > 0$, $\sigma > 0$ by Theorem 1.1’.

In the rest of Sects. 2, 3, and Section 4.1 to Section 4.2, we prove Theorem 1.1’. If Theorem 1.1’ is done, the first two claims of Theorem 1.1 follow as a corollary of Lemma 2.3. In the Sect. 5, we prove the existence of wave operators.

### 2.3 Reduction to Quasilinear Schrödinger Equations

Let us consider the case when $F$ is represented by a graph, i.e., $F(x, t) = (x_1, \ldots, x_n, u_1, u_2)$, where $u_1, u_2$ are functions of $x, t$. Then our previous work [20]
implies (1.1) indeed reduces to

\[
\begin{align*}
\partial_t u_1 &= -\frac{1}{\Lambda \sqrt{1 + |\partial_x u_1|^2}} s^{ij} \partial^2_{xixj} u_2, \\
\partial_t u_2 &= \frac{1}{\Lambda \sqrt{1 + |\partial_x u_2|^2}} s^{ij} \partial^2_{xixj} u_1,
\end{align*}
\]  

(2.13)

where we denote

\[
\Lambda = \left( \left| \partial_x u_2 - \frac{\partial_x u_2 \cdot \partial_x u_1}{1 + |\partial_x u_1|^2} \partial_x u_1 \right|^2 + \left| \frac{\partial_x u_1 \cdot \partial_x u_2}{1 + |\partial_x u_1|^2} \right|^2 + 1 \right)^{\frac{1}{2}}.
\]

(2.14)

Here, \(\partial_x f = (\partial_{x_1} f, \ldots, \partial_{x_n} f)\), and \(|\partial_x f|\) denotes its Euclidean norm in \(\mathbb{R}^n\). Letting \(\phi = u_1 + i u_2\), one observes that (2.13) is indeed a quasilinear Schrödinger equation:

\[
i \partial_t \phi + \Delta \phi = G(\partial^2_x \phi^\pm, \partial_x \phi^\pm),
\]

(2.15)

where \(\phi^+\) and \(\phi^-\) denote \(\phi\) and \(\bar{\phi}\), respectively. The RHS of (2.15) can be written as

\[
\sum a_{iji'} \partial^2_{xixj} \phi^\pm \partial_x \phi^\pm + \mathcal{R},
\]

(2.16)

where \(a_{iji'}\) are universal constants and the remainder \(\mathcal{R}\) point-wisely fulfills

\[
|\partial^j_x \mathcal{R}| \leq C_j \sum_{1 + i_1 + \cdots + i_m \leq j, 4 \leq m \leq 2^{10j}} |\partial^{i_1}_x \partial^2_x \phi^\pm| |\partial^{i_2}_x \partial_x \phi^\pm| \cdots |\partial^{i_m}_x \partial_x \phi^\pm|.
\]

(2.17)

for any \(j \geq 0\) if \(\|\partial_x \phi^\pm\|_{L^\infty_{t,x}}\) is sufficiently small.

**Remark 2.4** The orthogonal transformation \(B\) in (2.3) is important. Observe that if one directly chooses a diffeomorphism \(\tilde{\chi} : \mathbb{R}^n \to \mathbb{R}^n\) so that \(F_j(\tilde{\chi}(x)) = x_j\) for all \(j = 1, \ldots, n\), the appropriate unknown function shall be

\[
\tilde{\phi}(x, t) = (F^{n+1}(\tilde{\chi}(x), t) - \xi_1 \cdot \tilde{\chi}(x) - a_1) + i(F^{n+2}(\tilde{\chi}(x), t) - \xi_2 \cdot \tilde{\chi}(x) - a_2).
\]

Then \(\tilde{\phi}\) satisfies a quasilinear Schrödinger equation

\[
i \partial_t \tilde{\phi} + \sum A_{ij}(x) \partial^2_{ij} \tilde{\phi} + \sum b_j(x) \partial_j \tilde{\phi} = \tilde{G}(\partial^2_x \tilde{\phi}^\pm, \partial_x \tilde{\phi}^\pm, x),
\]

whose linear part is a Schrödinger operator with variable coefficients and the non-linear part is quadratic in \(\tilde{\phi}\). But observe that the linear part of (2.15) is purely the free Schrödinger operator and the non-linear part is cubic in \(\phi\). Comparing these two different master equations, we see the orthogonal transformation \(B\) in (2.3) essentially simplifies the whole issue. This also reveals the importance of gauge invariance.
3 Local Cauchy Theory and Energy Estimates

Let $F : \mathbb{I} \times \Sigma \to \mathbb{R}^n$ be an immersion. For each $t \in \mathbb{I}$, let $g = g(t)$ denote the induced metric on $\Sigma$, and denote $d\mu = d\mu(t)$ the corresponding volume form on $\Sigma$. The pullback bundle $F^* T \mathbb{R}^n$ defined over the base manifold $\mathbb{I} \times \Sigma$ naturally splits into the “spatial” subbundle and the normal bundle. Pulling back the metric and connection of $\mathbb{R}^n$ naturally induces a metric $g_N$ and connection $\nabla_N$ defined on the normal bundle. For simplicity, we write $\nabla$ instead of $\nabla_N$. See Sect. 7.2 for a detailed presentation.

Assume that $F : \mathbb{I} \times \Sigma \to \mathbb{R}^n$ is an immersion given by

$$F(t, x_1, \ldots, x_n) = (x_1, \ldots, x_n, u_1(t, x_1, \ldots, x_n), u_2(t, x_1, \ldots, x_n)). \quad (3.1)$$

Denote $A$ the associated second fundamental of $\Sigma_t := \text{Graph}(u)$. Define the Sobolev norm of $A$ by

$$\|A\|_{H_{m,p}} = \left( \sum_{i=0}^m \int_{\Sigma} |\nabla^i A|_g^p d\mu \right)^{\frac{1}{p}}.$$

Let $D^2$ denote the common Hessian operator in $\mathbb{R}^n$. And define the usual Sobolev norm of $D^2 u$ by

$$\|D^2 u\|_{W_{m,p}} = \left( \sum_{j=0}^m \int_{\Sigma} |D^j D^2 u|_g^p dx \right)^{\frac{1}{p}}.$$

We recall the energy estimates obtained by Song–Sun [29] and Song [30] in the following lemma.

**Lemma 3.1** [29,30] Let $F : \mathbb{I} \times \mathbb{R}^n \to \mathbb{R}^{n+2}$ be of the form (3.1). With above notations, we have

$$|A|^2_g \leq |D^2 u|^2 \leq (1 + |Du|^2)^3 |A|^2_g, \quad \forall (t, x) \in \mathbb{I} \times \Sigma. \quad (3.2)$$

Moreover, given integer $j \geq 0$ there exists a polynomial $P_j$ depending only on $j$ such that

$$|\nabla^j A|_g \leq |D^{j+2} u| + P_j(|Du|) \sum |D^{i_1+1} u| \cdots |D^{i_m+1} u| \quad (3.3)$$

$$|D^{j+2} u| \leq (1 + |Du|^2)^{\frac{j+1}{2}} |\nabla^2 A|_g + P_j(|Du|) \sum |D^{i_1+1} u| \cdots |D^{i_m+1} u| \quad (3.4)$$

where the summations are taken over the indices $(i_1, \ldots, i_m)$ fulfilling

$$i_1 + \cdots + i_m = j + 1, \quad i_1 \geq i_2 \geq \cdots \geq i_m, \quad j \geq i_1 \geq i_m \geq 1.$$
Assume that $|Du| \leq \gamma$, then for any $j \geq 0$,

$$
\|A\|_{H^{j,2}} \leq C \gamma \sum_{m=1}^{j+1} \|D^2u\|_{W^{j,2}}^m.
$$

(3.5)

If $\|Du\|_{L^\infty} \leq \gamma_1$, $\|D^2u\|_{L^\infty} \leq \gamma_2$, then for any $j \geq 0$,

$$
\|D^2u\|_{W^{j,2}} \leq C_{\gamma_1, \gamma_2} \left( \sum_{i=1}^{j} \|A\|_{H^{j,2}}^i + \sum_{i=2}^{j} \|D^2u\|_{W^{j,2}}^i \right).
$$

(3.6)

Let $F(t, x)$ be a smooth solution of SMCF. Then one has

$$
\frac{d}{dt} \int_\Sigma |\nabla^l A|^2_g d\mu \leq C \max_\Sigma \|A\|_{g}^2 \int_\Sigma |\nabla^l A|^2_g d\mu.
$$

(3.7)

Our previous work [20] has studied local Cauchy problem for graph solutions. We restate the results as follows for reader’s convenience.

**Lemma 3.2** Given $n \geq 2$, let $s \in \mathbb{R}$, $s > \frac{n+5}{2}$. There exists a small constant $\varepsilon > 0$ depending only on $n$, $s$ such that if

$$
\|u_0^1\|_{H^s} + \|u_0^2\|_{H^s} \leq \varepsilon,
$$

then there exists a unique local solution $F$ to SMCF of the form

$$
F(t, x) = (x_1, \ldots, x_n, u_1(t, x), u_2(t, x)), \ (u_1, u_2) \big|_{t=0} = (u_0^1, u_0^2),
$$

(3.8)

such that $u_1, u_2 \in C([-1, 1]; H^s)$. Moreover, the continuous dependence of solutions on initial data in $H^s$ and the regularity persistence hold as well.

The following lemma states a conditional global regularity.

**Lemma 3.3** Let $n \geq 2$. Assume that $u_0^1(x), u_0^2(x) \in H^\infty$. Then the solution of SMCF of the form (3.8) with initial data $u_0^1, u_0^2$ belongs to $C([0, T]; H^\sigma_{E})$ for all $\sigma \geq 0$ as long as

$$
\sup_{t \in [0, T]} \|A(t)\|_{H^{0, \infty}} < \infty.
$$

**Proof** By Lemma 3.9 of [20], there exists a $T' > 0$ depending only on $\|u_0\|_{H^{\frac{n+3}{2}}}$ such that $u_0$ evolves to a unique solution of SMCF fulfilling $u \in C([0, T'); H^\infty)$. Moreover, Corollary 3.8 of [20] implies that if $u$ fails to belong to $C([0, T_\ast]; H^\infty)$ for some $T_\ast > 0$ then $\lim_{\tau \to T_\ast} \sup_{t \in [0, \tau]} \|A(t)\|_{H^{0, \infty}} = \infty$. Combining these two facts proves our lemma.
4 Proof of Main Theorem in $n \geq 3$

The following is the Strichartz estimates for linear Schrödinger equations.

**Lemma 4.1** (c.f. [9]) Let $n \geq 1$. We call $(a, b)$ an $L^2$ admissible pair if

$$\frac{2}{a} + \frac{n}{b} = \frac{n}{2}, \quad 2 \leq a, b \leq \infty, \quad (a, b, n) \neq (2, \infty, 2). \quad (4.1)$$

Assume that $v$ solves

$$\begin{cases}
(i \partial_t + \Delta)v = G, \\
v(0, x) = v_0(x).
\end{cases} \quad (4.2)$$

Let $(a, b)$ and $(m, z)$ be any $L^2$ admissible pairs, and denote $m'$, $z'$ the conjugate of $m$ and $z$, respectively. Then there exists a constant $C > 0$ depending only on $a, b, n, m, z$ such that

$$\|v\|_{L_t^q L_x^r(\mathbb{R}^n)} \leq C \left( \|v_0\|_{L_x^2} + \|G\|_{L_t^{m'} L_x^{z'}(\mathbb{R}^n)} \right)$$

for any interval $J$ containing $0$.

The following lemma provides some elementary arithmetic facts we need below.

**Lemma 4.2** Let $n \in \mathbb{Z}_+$, $n \geq 2$. If $n$ is even, then

$$\left| \partial_x^{\frac{n}{2} + 1} R \right| \leq C_n \sum_{i_1 + \cdots + i_m \leq \frac{n}{2} + 1.4, m \leq 2^{10n}} \left| \partial_x^{i_1} \partial_x^{i_2} \phi \pm \right| \left| \partial_x^{i_3} \partial_x \phi \pm \right| \cdots \left| \partial_x^{i_m} \partial_x \phi \pm \right| \quad (4.3)$$

$$\left| \partial_x^{\frac{n}{2} + 1} \left( \partial_x^2 \phi \pm \partial_x \phi \pm \partial_x \phi \pm \right) \right| \leq C_n \sum_{i_1' + \cdots + i_m' \leq \frac{n}{4} + 1.3, m \leq 4n} \left| \partial_x^{i_1'} \partial_x^{i_2'} \phi \pm \right| \left| \partial_x^{i_3'} \partial_x^{i_4'} \phi \pm \right| \cdots \left| \partial_x^{i_m'} \partial_x \phi \pm \right|. \quad (4.4)$$

For each term in the sum of (4.3) there exist at least two $i_1$ in $\{i_1\}_{1=1}^m$ such that $1 \leq i_1 \leq \frac{n}{4} + 2$. And for each term in the sum of (4.4) there exist at least two $i_1'$ in $\{i_1\}_{1=1}^m$ such that $1 \leq i_1' \leq \frac{n}{4} + 2$.

If $n$ is odd, then

$$\left| \partial_x^{\frac{n+1}{2} + 1} R \right| \leq C_n \sum_{i_1 + \cdots + i_m \leq \frac{n+1}{2} + 1.4, m \leq 2^{10n}} \left| \partial_x^{i_1} \partial_x^{i_2} \phi \pm \right| \left| \partial_x^{i_3} \partial_x \phi \pm \right| \cdots \left| \partial_x^{i_m} \partial_x \phi \pm \right| \quad (4.5)$$

$$\left| \partial_x^{\frac{n+1}{2} + 1} \left( \partial_x^2 \phi \pm \partial_x \phi \pm \partial_x \phi \pm \right) \right| \leq C_n \sum_{i_1' + \cdots + i_m' \leq \frac{n+1}{4} + 1.3, m \leq 4n} \left| \partial_x^{i_1'} \partial_x^{i_2'} \phi \pm \right| \left| \partial_x^{i_3'} \partial_x^{i_4'} \phi \pm \right| \cdots \left| \partial_x^{i_m'} \partial_x \phi \pm \right|. \quad (4.6)$$

For each term in the sum of (4.5) there exist at least two $i_1$ in $\{i_1\}_{1=1}^m$ so that $1 \leq i_1 \leq \frac{n+1}{4} + 2$. And for each term in the sum of (4.6) there exist at least two $i_1'$ in $\{i_1\}_{1=1}^m$ such that $1 \leq i_1' \leq \frac{n+1}{4} + 2$. 
**Proof**  This follows by the Leibnitz rule and direct calculations. □

### 4.1 Proof of Global Regularity

By Duhamel principle, the solution of (2.15) can be expressed by

$$\phi(t) = e^{i\Delta t} \phi_0 - i \int_0^t e^{i(t-s)\Delta} G(\partial_x^2 \phi^\pm, \partial_x \phi^\pm)(s) ds.$$  

Then Strichartz estimates give

$$\|\phi(t)\|_{L_t^2 W_x^{j,b}} \lesssim \|\phi_0\|_{H^l \times \mathbb{R}^n} + \|G(\partial_x^2 \phi^\pm, \partial_x \phi^\pm)\|_{L_t^2 W_x^{j,\frac{2n}{n+2}}}$$  \hspace{1cm} (4.7)

for any $L^2$ admissible pair $(a, b)$ and any $l \geq 0$.

#### 4.1.1 $n \geq 4$ is Even

Let us consider the case when $n \geq 4$ and is even.

**Step 1. Setup of bootstrap.** Given $T \geq 0$, define

$$\|\phi\|_{X_T} = \|\phi\|_{L_t^\infty W_x^{\frac{n}{2}+1,2}([-T, T] \times \mathbb{R}^n)} + \|\phi\|_{L_t^2 W_x^{\frac{n}{2}+\frac{2n}{n+2}}([-T, T] \times \mathbb{R}^n)}$$

$$\|\phi\|_{X_T} = \|\phi\|_{X_T} + \|\phi\|_{L_t^\infty H_x^l([-T, T] \times \mathbb{R}^n)}.$$  

Let $T$ be the maximal time such that

$$\sup_{T \in [0, T]} \|\phi\|_{X_T} \leq C_0 \epsilon.$$  \hspace{1cm} (4.8)

By local theorem in Lemma 3.2 and Sobolev embedding, one has $T > 0$ for some $C_0 > 0$.

**Step 2. Leading non-linear term.** Letting $l = \frac{n}{2} + 1$ in (4.7), from Lemma 4.2 we obtain by Hölder inequality and Sobolev embeddings that

$$\|\partial_x^2 \phi | \partial_x \phi |^2\|_{L_t^2 W_x^{j,\frac{2n}{n+2}}} \lesssim \sum_{3 \leq m \leq 4l} \sum_{1 \leq j_1, \ldots, j_m \leq \frac{n}{2}+1} \sum_{1 \leq j_1, \ldots, j_m \leq \frac{n}{2}+2} \|\partial_x^{j_1} \phi\|_{L_t^2 L_x^{j_1}}$$

$$\|\partial_x^{j_2} \phi\|_{L_t^\infty L_x^{j_2}} \cdots \|\partial_x^{j_m} \phi\|_{L_t^\infty L_x^{j_m}}$$

$$\|\phi\|_{L_t^\infty W_x^{\frac{n}{2}+1,\frac{2n}{n+2}}} \|\phi\|_{L_t^\infty W_x^{\frac{n}{2}+1,\frac{2n}{n+2}}} \cdots \|\phi\|_{L_t^\infty L_x^{j_m}} \|\partial_x^{j_m} \phi\|_{L_t^\infty L_x^{j_m}}.$$  \hspace{1cm} (4.9)
We have several remarks for (4.9): Since \( j_3, \ldots, j_m \leq \frac{n}{2} + 3, j_1, j_2 \leq \frac{n}{4} + 2 \), there holds
\[
\max_{i=3, \ldots, m} \left| j_i + \frac{n}{4} - 1 \right| \leq n + 2, \quad \max_{i=1, 2} \left| j_i + \frac{n}{4} - 1 \right| \leq \frac{n}{2} + 1,
\]
which enables us to apply \( k \geq n + 4 \) to dominate \( \|\phi\|_{L_t^\infty W_x^{l+\frac{n}{4}+1, 2}} \), \( \|\partial_x^j \phi\|_{L_t^{\infty} W_x^{l, \frac{n}{4} - 1, 2}, i = 3, \ldots, m} \), by \( \|\phi\|_{L_t^\infty H_x^k} \), and to absorb \( \|\phi\|_{L_t^2 W_x^{l+\frac{n}{4}+1, 2n}} \) into \( \|\phi\|_{X_T} \). Thus we have proved
\[
\|\partial_x^2 \phi \| \|\partial_x \phi\| \|\phi\|_{L_t^2 W_x^{2+\frac{n}{4}+1, \frac{2n}{n+2} \cup (-T, T) \times \mathbb{R}^n}} \lesssim \|\phi\|^3_{X_T}.
\]

**Step 3. Remainder non-linear terms.** Similarly for \( l = \frac{n}{2} + 1 \) one obtains from Lemma 4.2 that
\[
\|\mathcal{R}\|_{L_t^2 W_x^{l+\frac{n}{4}+1, \frac{2n}{n+2}}} \lesssim \sum_{4 \leq m \leq 2^l 1^l} \sum_{1 \leq i_1, i_2 \leq \frac{n}{4} + 2} \sum_{1 \leq i_3, \ldots, i_m \leq \frac{n}{2} + 3} \|\partial_x^j \phi\|_{L_t^{\infty} W_x^{l, \frac{n}{4} - 1, 2}} \|\partial_x^m \phi\|_{L_t^{\infty} H_x^k}.
\]
Therefore,
\[
\|\mathcal{R}\|_{L_t^2 W_x^{2+\frac{n}{4}+1, \frac{2n}{n+2}}} \lesssim \sum_{j \geq 4} C_n \|\phi\|_{X_T}^j.
\]

**Step 4. Close bootstrap of \( X_T \) norm.** Now, by (4.7) we summarize Step 2 and Step 3 as
\[
\|\phi\|_{X_T} \lesssim \|\phi_0\|_{H_x^k} + \sum_{l=3}^{C_n} \|\phi\|_{X_T}.
\]
Thus for \( T \in [0, T) \) one has
\[
\|\phi\|_{X_T} \leq C_n \|\phi_0\|_{H_x^k} + C_n^3 (C_0 \epsilon)^3.
\]

**Step 5. Close bootstrap of \( H_x^k \) norm.**
By Sobolev inequality and the definition of \( X_T \) norm, we see
\[
\|\phi(t)\|_{L_t^2 W_x^{2, \infty}([-T, T] \times \mathbb{R}^n)} \lesssim \|\phi\|_{L_t^2 W_x^{2+\frac{n}{4}+1, \frac{2n}{n+2}}([-T, T] \times \mathbb{R}^n)} \lesssim \|\phi\|_{X_T}.
\]
Hence, for any $t \in [0, T]$ we obtain

$$\int_0^t \|\phi(t)\|^2_{W^{2,\infty}} ds \lesssim \epsilon^2. \quad (4.12)$$

By (3.2) and (4.12), for $t \in [0, T]$, we thus get

$$\int_0^t \max_{\Sigma} |A|^2_g(s) ds \lesssim \epsilon^2.$$

Then for any $t \in [0, T]$, $j \in \mathbb{N}$, (3.7) and Gronwall’s inequality yield

$$\int_{\Sigma} |\nabla^j A|^2_g(t) d\mu \leq 2 \int_{\Sigma} |\nabla^j A|^2_g(0) d\mu,$$

provided $0 < \epsilon \ll 1$. Therefore, (3.5) implies for any $t \in [0, T]$, $0 \leq j \leq k$,

$$\int_{\Sigma} |\nabla^j A|^2_g(t) d\mu \lesssim \epsilon. \quad (4.13)$$

Noticing that the RHS of (3.6) with $j = k - 2$ is quadratic in $\|D^2 u\|_{W^{k-2,2}}$, and $\|D^2 u\|_{W^{k-2,2}}$ is small by bootstrap assumption, (4.13) further yields for any $t \in [0, T]$,

$$\|D^2 u(t)\|_{W^{k-2,2}} \leq C_1 \|\phi_0\|_{H^k} \quad (4.14)$$

for some $C_1 > 0$ if $0 < \epsilon \ll 1$. (4.14) has given admissible bounds of $\|\phi\|_{H^j}$ with $2 \leq j \leq k$. By the definition of $X_T$ and (4.10), we see

$$\|\phi(t)\|_{H^k_x} \leq \|\phi\|_{X_T} \leq C_n (C_0 \epsilon)^2 + C_n \|\phi_0\|_{H^k}. \quad (4.15)$$

Hence, (4.14) and (4.15) yield

$$\|\phi\|_{L^\infty_t H^k_x} \leq C_n (C_0 \epsilon)^2 + C_n \|\phi_0\|_{H^k}.$$

**Step 6. Close bootstrap.** As a summary of Step 4 and Step 5, we have obtained

$$\|u(t)\|_{X_T} \leq C_n (C_0 \epsilon)^2 + C_n \|\phi_0\|_{H^k}. \quad (4.16)$$

for some $C_n > 0$ and any $T \in [0, T]$. (The inverse direction $t \in [-T, 0]$ follows by a time reflection and defining $J(F)$ as the opposite direction rotation.) Set $C_0$ to fulfill

$$C_0 > 10 + 4C_n,$$

then choose $\epsilon > 0$ to be sufficiently small such that

$$C_n C_0^2 \epsilon \leq \frac{1}{100}.$$
By (4.16) and bootstrap, we have proved (4.8) holds with $C_0\epsilon$ replaced by $\frac{1}{2}C_0\epsilon$.

4.1.2 $n \geq 3$ is Odd

Let us consider the case when $n \geq 3$ and is odd.

Step 1’. Setup of bootstrap. Given $T \geq 0$, define

$$
\|\phi\|_T = \|\phi\|_{L^\infty_t W^\frac{n+1}{2}([T,T] \times \mathbb{R}^n)} + \|\phi\|_{L^\infty_t W^\frac{n+1}{2}([T,T] \times \mathbb{R}^n)}
$$

$$
\|\phi\|_{X_T} = \|\phi\|_{X_T} + \|\phi\|_{L^\infty_t H^k([T,T] \times \mathbb{R}^n)}.
$$

Let $T$ be the maximal time such that

$$
\sup_{T \in [0,T]} \|\phi(t)\|_{X_T} \leq C_0\epsilon.
$$

Step 2’. Leading term. Take $l = \frac{n+1}{2}+1$ in (4.7). Then from Lemma 4.2 we obtain by Hölder inequality and Sobolev embeddings that

$$
\|\partial_x^2 \phi \partial_x \phi\|^2_{L^2_t W^\frac{n+1}{2} \mathbb{R}^n} \lesssim \sum_{3 \leq m \leq 4l} \sum_{1 \leq j_1, j_2 \leq \frac{n+1}{2}+2} \|\partial_x^{j_1} \phi\|_{L^\infty_t L^\frac{8n}{2m+1} \mathbb{R}^n} \|\partial_x^{j_2} \phi\|_{L^\infty_t L^\frac{8n}{2m+1} \mathbb{R}^n} \|\partial_x^m \phi\|_{L^\infty_t \mathbb{R}^n}
$$

$$
\lesssim \sum_{3 \leq m \leq 4l} \sum_{1 \leq j_1, j_2 \leq \frac{n+1}{2}+2} \|\phi\|_{L^\infty_t W^j \mathbb{R}^n} \|\phi\|_{L^\infty_t W^j \mathbb{R}^n} \|\phi\|_{L^\infty_t W^j \mathbb{R}^n} \|\phi\|_{L^\infty_t H^k \mathbb{R}^n}.
$$

(4.17)

(4.18)

Since $j_1, j_2 \leq \frac{n+1}{4}+2$, there holds

$$
\max_{i=1,2} |j_i + \frac{n+1}{4} - 1| \leq \frac{n+1}{2} + 1,
$$

which enables us to dominate $\|\phi\|_{L^\infty_t W^{j_2+\frac{n+1}{4}-1, \frac{2n}{2m+2} \mathbb{R}^n}}$ by $\|\phi\|_{L^\infty_t W^{\frac{n+3}{2}, \frac{2n}{2m+2} \mathbb{R}^n}}$. Thus we obtain that

$$
\|\partial_x^2 \phi \partial_x \phi\|^2 \lesssim \|\phi\|_{X_T} \|\phi\|_{L^\infty_t H^k \mathbb{R}^n}.
$$

Step 3’. Remainder non-linear terms. Similarly we get

$$
\|\mathcal{R}\|_{L^\infty_t W^{\frac{n+1}{2}+1, \frac{2n}{2m+2} \mathbb{R}^n}} \lesssim \sum_{l \geq 4} \|\phi\|_{X_T}.
$$
Step 4’ to Step 5’ Close Bootstrap. The rest steps are the same as even \( n \). Notice that for odd \( n \geq 3 \) the key estimate (4.11) shall be replaced by
\[
\| \phi(t) \|_{L^2_t W^{2,\infty}_x([-T,T] \times \mathbb{R}^n)} \lesssim \| \phi \|_{L^2_t W^{n+1,\frac{2n}{n+2}}_x([-T,T] \times \mathbb{R}^n)} \lesssim \| \phi \|_{X_T}.
\]
Thus \( T = \infty \).

4.2 Long-Time Dynamics

(1.4) is indeed a modified scattering type result.

Lemma 4.3 Let \( k_n = \frac{n}{2} + 1 \) for even \( n \) and \( k_n = \frac{n+1}{2} + 1 \) for odd \( n \). There exist \( \phi_{\pm} \in H^{k_n} \) such that
\[
\lim_{t \to \pm \infty} \| \phi - e^{it\Delta} \phi_{\pm} \|_{H^{k_n}} = 0. \tag{4.19}
\]

**Proof** It is standard to deduce (4.19) from
\[
\| G(\partial^2_x \phi_{\pm}, \partial_x \phi_{\pm}) \|_{L^2_t W^{k_n, \frac{2n}{n+2}}_x} \lesssim 1. \tag{4.20}
\]

(4.20) has been proved in Sect. 4.1. So our lemma follows. \( \square \)

4.3 From Graph Solution to the Original Solution

Lemma 2.3 has shown under the orthogonal transformation \( \mathcal{B} \) and coordinate transform \( \Phi_1 \), it suffices to consider graph solutions. Transforming (4.19) back to the original coordinates gives (1.4) in Theorem 1.1. Furthermore, if \( F_0 \in H^E_\infty \), by Lemma 3.3, to prove \( F(t) \in C([-T,T]; H^E_\sigma) \) for all \( \sigma \geq 0 \) and \( T > 0 \), it suffices to notice that the homeomorphism \( \Phi \) in Lemma 2.2 now is a diffeomorphism and there holds
\[
\sup_{t \in \mathbb{R}} \| A(t) \|_{H^{0,\infty}} \lesssim C(\| D\phi \|_{L^\infty_{t,x}}) \| D^2 \phi \|_{L^\infty_{t,x}} \lesssim \| \phi \|_{L^\infty_{t,x} H^k_x} \lesssim 1.
\]

5 Existence of Wave Operators

In this section, we always assume \( F \) is a graph solution, i.e., \( F(x,t) = (x, u_1(x,t), u_2(x,t)) \). Recall that \( (u_1, u_2) \) satisfies (2.13), and \( \phi = u_1 + iu_2 \) fulfills (2.15), i.e.,
\[
i \partial_t \phi + \Delta \phi = G(\partial^2_x \phi_{\pm}, \partial_x \phi_{\pm}), \tag{5.1}
\]
where \( G \) is an explicit function of \( \partial^2_x \phi^+, \partial^2_x \phi^-, \partial_x \phi^+, \partial_x \phi^- \).
Let \( \phi_\infty \in H^k \) be a given function with \( \| \phi_\infty \|_{H^k} \leq \varepsilon_* \ll 1 \). Given \( L > 0 \), consider the equation

\[
\phi_L(t) = e^{it\Delta} \phi_\infty - i \int_t^L e^{i(t-s)\Delta} G(\partial^2_x \phi_L^\pm(s), \partial_x \phi_L^\pm(s)) ds. \tag{5.2}
\]

Observe from (5.2) that

\[
\phi_L(L) = e^{i\Delta L} \phi_\infty
\tag{5.3}
\]

\[
i \partial_t \phi_L + \Delta \phi_L = G(\partial^2_x \phi_L^\pm, \partial_x \phi_L^\pm). \tag{5.4}
\]

Then define \( F_L(t) : \mathbb{R}^n \to \mathbb{R}^{n+2} \) to be

\[
F_L(x, t) = (x, \Re \phi_L(x, t), \Im \phi_L(x, t)).
\]

We see \( F_L(t) \) now solves SMCF. By Section 4, we find the initial data \( F_L(L) \) which satisfies

\[
F_L(L) = (x, \Re \phi_L(x, L), \Im \phi_L(x, L)) = (x, \Re e^{iL\Delta} \phi_\infty, \Im e^{iL\Delta} \phi_\infty)
\]

\[
\|F_L(L) - (x, 0, 0)\|_{H^k_x} \leq \varepsilon_* \ll 1,
\]

evolves to a global solution \( F_L(t) \) of SMCF for \( t \in \mathbb{R} \) satisfying

\[
\|F_L(t) - (x, 0, 0)\|_{L_t^\infty H^k_x \cap L_t^2 W_x^{k_n, \frac{2n}{n-2}}} + \|\partial_t F_L(t)\|_{L_t^\infty H^{k-2}_{L_t^k} \cap L_t^2 W_x^{k_n-2, \frac{2n}{n-2}}} \leq C \varepsilon_*, \tag{5.5}
\]

for some universal constant \( C > 0 \) depending only on \( n \). Moreover, applying arguments of Section 4 to (5.2), we have the following spacetime bounds:

\[
\|\phi_L\|_{L_t^2 W_x^{k_n, \frac{2n}{n-2}} (L, \infty) \times \mathbb{R}^n} \leq C \|e^{it\Delta} \phi_\infty\|_{L_t^2 W_x^{k_n, \frac{2n}{n-2}} (L, \infty) \times \mathbb{R}^n} + C \varepsilon_* \|\phi_L\|_{L_t^2 W_x^{k_n, \frac{2n}{n-2}} (L, \infty) \times \mathbb{R}^n}
\]

\[
\|\phi_L\|_{L_t^2 W_x^{k_n, \frac{2n}{n-2}} ([M, \infty) \times \mathbb{R}^n)} \leq C \|e^{it\Delta} \phi_\infty\|_{L_t^2 W_x^{k_n, \frac{2n}{n-2}} ([M, \infty) \times \mathbb{R}^n)} + C \varepsilon_* \|\phi_L\|_{L_t^2 W_x^{k_n, \frac{2n}{n-2}} ([M, \infty) \times \mathbb{R}^n)}, \forall M < L,
\]

for some universal constant \( C > 0 \) depending only on \( n \). Thus for \( \varepsilon_* \) sufficiently small one has

\[
\|\phi_L\|_{L_t^2 W_x^{k_n, \frac{2n}{n-2}} ([M, \infty) \times \mathbb{R}^n)} \leq C \|e^{it\Delta} \phi_\infty\|_{L_t^2 W_x^{k_n, \frac{2n}{n-2}} ([M, \infty) \times \mathbb{R}^n)}, \forall M \leq L. \tag{5.6}
\]
By (5.5) there exists a sequence $L_j \to \infty$ such that $F_{L_j}(t)$ converges weakly in $L_t^\infty H_x^k \cap L_t^2 W_x^{k_n} \to F^0(t)$. By compact Sobolev embedding, $F_{L_j}(t)$ converges to $F^0(t)$ strongly in localization of $C^0_t H_x^{k-1}$. Since $k \geq n + 4$, $F^0(t)$ solves SMCF with regularity smoother than $C^2$. Let $\varphi \in C_c(\mathbb{R}^n)$ be a test function, then (5.2) implies

$$
\langle \phi_L(t), \varphi \rangle_{L_x^2} = \langle e^{it\Delta} \phi_\infty, \varphi \rangle_{L_x^2} - i \left( \int_t^M e^{i(t-s)\Delta} G(\partial_x^2 \phi_L^\pm(s), \partial_x \phi_L^\pm(s)) ds, \varphi \right)_{L_x^2} \tag{5.7}
$$

$$
= \langle e^{it\Delta} \phi_\infty, \varphi \rangle_{L_x^2} - i \left( \int_t^M G(\partial_x^2 \phi_L^\pm(s), \partial_x \phi_L^\pm(s)), e^{-i(t-s)\Delta} \varphi \right)_{L_x^2} ds \tag{5.8}
$$

$$
- i \left( \int_t^L e^{i(t-s)\Delta} G(\partial_x^2 \phi_L^\pm(s), \partial_x \phi_L^\pm(s)) ds, \varphi \right)_{L_x^2}. \tag{5.9}
$$

Note that the last line can be dominated as

$$
\left| \left( \int_t^L e^{i(t-s)\Delta} G(\partial_x^2 \phi_L^\pm(s), \partial_x \phi_L^\pm(s)) ds, \varphi \right)_{L_x^2} \right| \leq \nu. \tag{5.10}
$$

The second term in the RHS of (5.8) splits into

$$
\left( \int_t^M G(\partial_x^2 \phi_L^\pm(s), \partial_x \phi_L^\pm(s)), e^{-i(t-s)\Delta} \varphi \right)_{L_x^2} ds = \int_t^M \int_{|x| \leq R_1} ... dx ds + \int_t^M \int_{|x| \geq R_1} ... dx ds := I_1 + I_2.
$$
For given $R_1 > 0$, $I_2$ satisfies
\[
|I_2| \leq \frac{1}{R_1} \int_t^M \int_{|x| \geq R_1} \|G(\partial_x^2 \phi_L^\pm(s), \partial_x \phi_L^\pm(s))\|_{L^2_x} \|e^{-i(t-s)}|\phi_L^\pm|\|_{L^2_t} ds
\leq \frac{1}{R_1} \int_t^M \int_{|x| \geq R_1} \|G(\partial_x^2 \phi_L^\pm(s), \partial_x \phi_L^\pm(s))\|_{L^2_t} \|e^{-i(t-s)}|\phi_L^\pm|\|_{L^2_t} ds
\]
(5.11)
where we applied Lemma 6.1 in the last line. Since $F_L(t)$ converges to $F^b(t)$ strongly in localization of $L^\infty_t H^{k-1}$, for any $R_1 > 0$, $M$, $I_1$ converges to
\[
\left\langle \int_t^M \int_{|x| \leq R_1} G(\partial_x^2 \phi^b\pm(s), \partial_x \phi^b\pm(s))\right\rangle_{L^2_t} \leq \nu.
\]
Here, we denote $\phi^b(t)$ the associated complex-valued function with $F^b(t)$, and $\phi^b,\pm = \phi^b, \phi^b,\mp = \phi^b$.

Therefore, given $t \geq 0$ and $Q \in C^{\infty}_c(\mathbb{R}^n)$, for any given sufficiently small $\nu > 0$, firstly choosing $M$ sufficiently large, secondly taking $R_1 > 0$ large enough, for $L \geq M$, we infer from (5.7)–(5.9), (5.11), and (5.10) that
\[
\left\langle \phi^b(t), Q \right\rangle_{L^\infty_t} \leq \nu.
\]

Hence, we get
\[
\phi^b(t) = e^{it\Delta} \phi_\infty - i \int_t^\infty e^{i(t-s)\Delta} G(\partial_x^2 \phi^b\pm(s), \partial_x \phi^b\pm(s)) ds, \phi^b,
\]
which together with the bounds (5.5) shows
\[
\|\phi^b(t) - e^{it\Delta} \phi_\infty\|_{L^\infty_t H^{k_n}([M,\infty) \times \mathbb{R}^n)} \leq \nu.
\]

So we conclude
\[
\lim_{t \to \infty} \|\phi^b(t) - e^{it\Delta} \phi_\infty\|_{H^{k_n}} = 0.
\]

Until now, for any given $\phi_\infty \in H^k$ with $\|\phi_\infty\|_{H^k} \leq \varepsilon_* \ll 1$, we have found an initial data $F_0$ satisfying $\|F_0 - (x, 0, 0)\|_{H^k} \leq \varepsilon_*$, such that
\[
\lim_{t \to \infty} \|F^{n+1}(t) + i F^{n+2}(t) - e^{it\Delta} \phi_\infty\|_{H^{k_n}} = 0.
\]
The whole proof of Theorem 1.1 is now completed.

6 Supplementary Materials

Lemma 6.1 Let $f \in H^1(\mathbb{R}^n)$ with $\|f(x)\|_{L^2_{\chi}} < \infty$. Then there holds

$$\|\langle x \rangle e^{it\Delta} f\|_{L^2_{\chi}} \lesssim t\|f\|_{H^1_{\chi}} + \|f(x)\|_{L^2_{\chi}}.$$  

Proof Since $\mathbb{L}_j := (x_j + 2it\partial_{x_j})$ commutes with $i\partial_t + \Delta$, one has by the mass conservation law that

$$\|(x_j + 2it\partial_{x_j})e^{it\Delta} f\|_{L^2_{\chi}} = \|x_j f\|_{L^2_{\chi}}.$$  

Then the desired result follows from the fact $\|e^{it\Delta} f\|_{H^1_{\chi}} = \|f\|_{H^1_{\chi}}$. \hfill $\Box$

We now recall the notion of $(r, \alpha)$-immersion originally introduced by [18] and generalized by [2]. Let $\Sigma$ be an $n$-dimensional oriented manifold. Given $q \in \Sigma$ and an immersion $F : \Sigma \to \mathbb{R}^{n+2}$, let $B_q : \mathbb{R}^{n+2} \to \mathbb{R}^{n+2}$ be an Euclidean isometry which takes the origin to $F(q)$ and maps the subspace $\mathbb{R}^n \times \{0\} \subset \mathbb{R}^n \times \mathbb{R}^2$ onto the tangent bundle $TF(\Sigma)$. Let $\pi : \mathbb{R}^{n+2} \to \mathbb{R}^n$ be the standard projection onto the first $n$ coordinates. Define $U_{r,q} \subset \Sigma$ to be the $q$-component of the set $(\pi \circ B_{-1} q \circ F)^{-1}(B_r)$, where $B_r$ denotes the ball in $\mathbb{R}^n$ centered at origin of radius $r$.

For $r, \alpha > 0$, we call an immersion $F : \Sigma \to \mathbb{R}^{n+2}$ an $(r, \alpha)$-immersion, if for each point $q \in \Sigma$, $B_{-1} q F(U_{r,q})$ is the graph of a $C^1$ function $f : B_r \to \mathbb{R}^2$ satisfying $\|\nabla f\|_{L^\infty} \leq \alpha$.

[18] and [2] proved the following result.

Lemma 6.2 Let $\Sigma$ be an $n$-dimensional oriented manifold, $p > n$, $0 < \alpha \leq 1$, and assume that $F \in W^{2,p}_{loc}(\Sigma; \mathbb{R}^{n+2})$ is an immersion. Then $F$ is an $(r, \alpha)$-immersion for all $r$ satisfying

$$r^{1-n/p} \leq \frac{\alpha c}{\|A\|_{H^{0,p}}},$$

where $c > 0$ is a constant depending only on $n$.

The following was obtained by Hamilton [5, Sect. 14].

Lemma 6.3 Let $g_{ij}$ be a time-dependent metric on Riemannian manifold $M$ for $0 \leq t < T \leq \infty$. Assume that

$$\int_0^T \sup_M |\partial_t g|_{L^2}^2 dt \leq C < \infty.$$  

Then the metrics $g$ for all $t \in [0, T]$ are equivalent in the sense that

$$e^{-\frac{1}{2} \int_{s_1}^{s_2} \sup_M |\partial_t g|_{L^2}^2 dt} \leq \frac{|X|_{g(s_2)}^2}{|X|_{g(s_1)}^2} \leq e^{\frac{1}{2} \int_{s_1}^{s_2} \sup_M |\partial_t g|_{L^2}^2 dt}.$$
for any \( 0 \leq s_1 \leq s_2 \leq T \) and any \( X \in TM \).

The following is Hamilton’s interpolation inequality proved in [5, Sect. 12].

**Lemma 6.4** Let \( T \) be any Tensor defined on manifold \( \Sigma \). For \( 1 \leq j \leq i - 1 \), there exists a constant \( C \) depending only on dimension of \( \Sigma \) and \( i \), which is independent of the metric \( g \) and connection such that

\[
\int_{\Sigma} |\nabla^j T|^\frac{2}{j} d\mu \leq C \max_{\Sigma} |T|^{2} \int_{\Sigma} |\nabla^i T|^2 d\mu.
\]  

(6.1)

We also need a corollary of Lemma 6.3.

**Lemma 6.5** Let \( g_{ij} \) be a time-dependent metric on \( \mathbb{R}^n \) for \( 0 \leq t < T \leq \infty \). Assume that

\[
\int_{0}^{T} \sup_{x} |\partial_t g|^{2} dt \leq C < \infty.
\]

Let \( \rho(0) \) denote the smallest eigenvalue of \( (g_{ij}(t)) \) at \( t = 0 \). Then for all \( t \in [0, T] \) there hold

\[
\det(g_{ij}(t)) \geq e^{-\frac{n}{2} \int_{0}^{t} \sup_{x} |\partial_t g|^{2} dt} \rho^n(0),
\]

\[
\max_{ij} |g^{ij}(t)| \leq C(g(t = 0))e^{c \int_{0}^{t} \sup_{x} |\partial_t g|^{2} dt}
\]

for some \( c > 0 \) depending only on \( n \).

**Proof** By the variational formula of eigenvalues for symmetric matrices, Lemma 6.3 shows the smallest eigenvalue denoted by \( \rho(t) \) of \( (g_{ij}(t)) \) satisfies

\[
\rho(t) \geq e^{-\frac{1}{2} \int_{0}^{t} \sup_{x} |\partial_t g|^{2} dt} \rho^n(0).
\]

Then the determinant of \( (g_{ij}(t)) \) has a lower bound:

\[
\det(g_{ij}(t)) \geq \rho^n(t) \geq e^{-\frac{n}{2} \int_{0}^{t} \sup_{x} |\partial_t g|^{2} dt} \rho^n(0).
\]

Then using the expression of inverse via adjoint matrix and determinant, we conclude

\[
|g^{ij}| \leq \frac{1}{\rho^n(t)} C_n \max_{ij} |g_{ij}|^{n-1} \leq C_n \max_{ij} |g_{ij}(0)|^{n-1} \frac{e^{c \int_{0}^{t} \sup_{x} |\partial_t g|^{2} dt}}{\rho^n(0)},
\]

where \( c > 0 \) depends only on \( n \). \( \square \)
7 The Cauchy Problem of SMCF

The local Cauchy problem of SMCF for arbitrary large data and non-compact $\Sigma$ is open. This is the problem what we aim to solve in this section. Let us consider the case $\Sigma = \mathbb{R}^n$, $\mathcal{M} = \mathbb{R}^{n+2}$. Since $\mathbb{R}^n$ is non-compact, it is convenient to set the data $F_0$ to coincide with some stationary solutions at $|x| = \infty$. This was widely adopted in the study of dispersive geometric PDEs. For SMCF, the possibly most natural way is to use the space $\|u\|_{H^s_E}$. Let $E : \mathbb{R}^n \to \mathbb{R}^{n+2}$ be the plane defined in (1.2). And let $H^\infty_E := \cap_{\sigma=0}^\infty H^\sigma_E$.

Our main theorem of this part is as follows:

**Theorem 7.1** Let $n \geq 2$, $\gamma_n = 2[\frac{n}{2}] + 2$. Given an immersion $F_0 : \mathbb{R}^n \to \mathbb{R}^{n+2}$ belonging to $H^\infty_E$, there exists a $T > 0$ depending only on $\|A_0\|_{H^2_2 + \Gamma_1 H^{0,\gamma_n}}$ such that SMCF has a unique smooth solution in $t \in [-T, T]$ with initial data $F_0$. Moreover, one has the bound

$$
\|F(t)\|_{C([-T, T]; H^\sigma_E)} \leq C(\sigma, T, \sup_{x, y \in \mathbb{R}^n, |y|=1} |dF_0(x)y|^{-1}, \|F_0\|_{H^\sigma_E}), \forall \sigma \in \mathbb{Z}_+,
$$

(7.1)

where $K_\sigma$ is an integer depending only on $\sigma, n$. And we have the estimates of second fundamental form:

$$
\|A(t)\|_{C([-T, T]; H^{\sigma,2})} \leq C(\sigma)\|A_0\|_{H^{\sigma,2}}, \forall \sigma \in \mathbb{Z}_+ \tag{7.2}
$$

$$
\|A(t)\|_{C([-T, T]; H^{0,\infty})} \leq C(\|A_0\|_{H^{2,1}_{2} + \Gamma_1 H^{0,\gamma_n}}) \tag{7.3}
$$

Moreover, if the forward lifespan of $F(t)$ is $0 < T_* < \infty$, then there holds

$$
\lim_{T \to T_*} \sup_{t \in [0, T]} \|A(t)\|_{H^{0,\infty}} = \infty. \tag{7.4}
$$

By density arguments, Theorem 7.1 also yields an existence of strong solutions if the initial data lie in sufficiently regular $H^\sigma_E$ space.

**Corollary 7.2** Let $n \geq 2$, $\gamma_n = 2[\frac{n}{2}] + 2$, $s \in \mathbb{Z}_+$, $s \geq 2n + 2$. Given an immersion $F_0 \in H^\sigma_E \cap C^s(\mathbb{R}^n; \mathbb{R}^{n+2})$, there exists a $T > 0$ depending only on $\|A_0\|_{H^{2,1}_{2} + \Gamma_1 H^{0,\gamma_n}}$ such that SMCF with initial data $F_0$ has a solution $F \in C([-T, T]; C^s(\mathbb{R}^n))$ for $\beta_s = [\frac{1}{2}(2s - 4)] - 1$. Moreover, the continuous dependence on initial data in a geometric distance holds if $s$ is large.

**Remark 7.3** Similar arguments can also give Theorem 7.1 and Corollary 7.2 for oriented Riemannian manifold $\mathcal{M}$ and complete oriented Riemannian manifold $\Sigma$ on which usual Sobolev embeddings for functions hold. We take $\Sigma = \mathbb{R}^n$ and $\mathcal{M} = \mathbb{R}^{n+2}$ for simplicity.

**Remark 7.4** In the small data case, different from Corollary 7.2, $s > \frac{1}{2}(n + 5)$ is sufficient to solve the local Cauchy problem, see Lemma 3.2 of this work. The restriction
\( s \geq 2n + 2 \) in Corollary 7.2 is just to ensure \( \beta_s \geq 3 \). The other parts of proof to Corollary 7.2 only assume \( s \geq \frac{n}{2} + 3 \).

**Remark 7.5** [30] proved the continuous dependence on initial data in a geometric distance if the corresponding second fundamental forms belong to \( L_t^\infty H^{3,\infty} \).

**Remark 7.6** Although Theorem 7.1 assumes smooth data, it is enough for most applications, e.g., the global regularity problem. The most important part of Theorem 7.1 is the blow-up criterion (7.4). In fact, one can always start with a smooth initial data and use the blow-up criterion (7.4) to test whether it evolves to a global solution. This strategy was widely adopted in the literature of geometric flows, and it still works even if one considers critical spaces. Note that (7.4) coincides with blow-up criterion of the mean curvature flow which is the parabolic analogy of SMCF.

**By discussions in Lemma 2.1, it suffices to consider** \( E(x) = (x, 0, 0) \). **So in the rest of this paper, we always assume** \( E(x) = (x, 0, 0) \) **for all** \( x \in \mathbb{R}^n \).**

### 7.1 The Perturbed Flow

Given a 2-codimensional immersion \( F: \Sigma \to \mathbb{R}^{n+2} \), the mean curvature vector \( \mathbf{H} \) is given by

\[
\Delta_g F = \mathbf{H},
\]

where \( \Delta_g \) denotes the Laplacian on \( \Sigma \) of the induced metric \( g \) given by

\[
g_{ij} = \partial_{x_i} F \cdot \partial_{x_j} F. \tag{7.5}
\]

Let us consider the perturbed flow

\[
\begin{cases}
\partial_t F = J(F) \mathbf{H}(F) + \lambda \mathbf{H}(F), \\
F(0, x) = F_0(x), \ x \in \Sigma
\end{cases} \tag{7.6}
\]

where \( \lambda > 0, F_0 \in H_{E}^{\infty} \) is an immersion.

Using the De Turck trick one can prove the local existence of solutions to (7.6). We present it in the following lemma. The new problem which might require attention is that \( F_0 \) lies in \( H_{E}^{\infty} \) that differs from the classic Sobolev spaces.

**Lemma 7.7** For each \( \lambda > 0 \), given an immersion \( F_0 \in H_{E}^{\infty} \), there exists \( T_\lambda > 0 \) such that (7.6) has a unique smooth solution \( u \in C([0, T_\lambda]; H_{E}^{\infty}) \).

**Proof** Consider the modified flow

\[
\begin{cases}
\partial_t \tilde{F} = J(\tilde{F}) \mathbf{H}(\tilde{F}) + \lambda \mathbf{H}(\tilde{F}) + \lambda d \tilde{F}(g^{ij} \tilde{\Gamma}^k_{ij} \partial_{x_k}) \frac{\partial}{\partial x_k}, \\
\tilde{F}(0, x) = F_0(x), \ x \in \Sigma
\end{cases} \tag{7.7}
\]
where \( \tilde{g} \) denotes the metric induced by \( \tilde{\mathcal{F}} \), and \( \{ \tilde{\Gamma}_{ij}^k \} \) denote the corresponding connection coefficients. Define \( \mathbb{R}^{n+2} \)-valued function \( G \) to be

\[
G^1 = \tilde{F}^1 - x_1, \ldots, G^n = \tilde{F}^n - x_n, \quad G^{n+1} = \tilde{F}^{n+1}, \quad G^{n+2} = \tilde{F}^{n+2}.
\]  

Then \( G \) solves

\[
\begin{aligned}
\partial_t G^i &= J(\tilde{\mathcal{F}}) \left[ \tilde{g}^{ij} \frac{\partial^2 G^i}{\partial x_i \partial x_j} - \frac{\partial}{\partial x_i} \left( \tilde{g}^{km} \frac{\partial^2 \tilde{F}^m}{\partial x_k \partial x_l} \tilde{\Gamma}_{il}^j \right) \right] + \lambda \tilde{g}^{ij} \frac{\partial}{\partial x_i} \frac{\partial^2 G^i}{\partial x_j}, \\
G(0, x) &= F_0(x) - (x, 0, 0), \quad x \in \Sigma.
\end{aligned}
\]  

(7.8)

Write the RHS of (7.9) as

\[
A^{ij}(t, x, G, D^1_x G) \partial^2_{ij} G + B(t, x, G, D^1_x G),
\]

where \( A^{ij} \) is defined by

\[
A^{ij} = J(\tilde{\mathcal{F}}) \Pi^N_{\tilde{\mathcal{F}}} \tilde{g}^{ij} + \lambda \tilde{g}^{ij} \mathbb{I}_{n+2},
\]

among which \( \Pi^N_{\tilde{\mathcal{F}}} \) denotes the orthogonal projection from \( \mathbb{R}^{n+2} \) onto the normal bundle of \( \tilde{\mathcal{F}}(\Sigma) \) for given \( t \), and \( \mathbb{I}_{n+2} \) denotes the identity matrix. Now, let us verify the strong parabolic hypothesis, i.e.,

\[
-(A(\xi) + A^*(\xi)) \geq C|\xi|^2 \mathbb{I}_{n+2}, \quad \forall \xi \in \mathbb{R}^n,
\]  

(7.10)

where \( A(\xi) \) is a \((n + 2) \times (n + 2)\) matrix defined by

\[
A(\xi) := \sum_{i, j} A^{ij} \xi_i \xi_j.
\]

In fact, for each given \( G \), the matrix \( J(\tilde{\mathcal{F}}) \Pi^N_{\tilde{\mathcal{F}}} \) satisfies

\[
J(\tilde{\mathcal{F}}) \Pi^N_{\tilde{\mathcal{F}}} = -(J(\tilde{\mathcal{F}}) \Pi^N_{\tilde{\mathcal{F}}})^*,
\]

and there holds

\[
\lambda \sum_{i, j} \tilde{g}^{ij} \xi_i \xi_j \mathbb{I}_{n+2} \geq C|\xi|^2,
\]

for some constant \( C > 0 \) provided that

\[
\| \nabla_x (G(t) - G_0) \|_{L^\infty_t L^\infty_x} \leq \alpha
\]  

(7.11)

for some sufficiently small constant \( \alpha > 0 \) depending on \( G_0 \). Therefore, (7.10) holds for some \( C > 0 \) if (7.11) holds.

Then using standard arguments of Garding inequality and Friedrichs smoothing techniques (see e.g., Chapter 8, [31]) and a bootstrap assumption like (7.11), we deduce that for \( G_0 \in H^s \) with \( s > \frac{n}{2} + 2 \), there exists a unique solution \( G \in \mathbb{R}^{n+2} \).
Second, we estimate the difference of \( \tilde{l} \) for some sufficiently small \( T_\lambda > 0 \). Moreover, (7.11) holds in \( t \in [0, T_\lambda] \). And the regularity of solution propagates as long as \( \|G\|_{L^2_c T^2 + \gamma} < \infty \) for some \( \gamma > 0 \). From these facts, we conclude that there exists a unique solution \( G \in C([0, T_\lambda], H^\infty(\mathbb{R}^n)) \) for some small \( T_\lambda > 0 \).

It remains to recover the solution \( F \) for (7.6) from \( G \). Consider the ODE problem

\[
\begin{align*}
\partial_t \Psi &= X(\Psi) \\
\Psi(0, x) &= x, \quad x \in \Sigma, 
\end{align*}
\]

where we define the vector field \( X := \tilde{g}^{ij} \tilde{\Gamma}_{ij}^k \frac{\partial}{\partial x_k} \). Then \( \tilde{F} := \tilde{F} \circ \Psi^{-1} \) solves (7.6). It remains to check what spaces \( F \) belongs to.

For this purpose, we first bound \( \partial_t \tilde{g}^{ij} \) and \( \partial_t \tilde{g}^{ij} \). Note that by \( \tilde{g}^{ij} = \partial_i \tilde{F} \cdot \partial_j \tilde{F} \), it is easy to verify

\[
\| \partial_t \tilde{g}^{ij} \|_{L^2_T L^2_x \cap L^\infty_x ([0, T_\lambda] \times \mathbb{R}^n)} \leq C(l), \quad \forall \ l \geq 1. \tag{7.13}
\]

Let \( \tilde{\rho}(t) \) denote the smallest eigenvalue of \( (\tilde{g}^{ij}(t)) \). Then (7.11) implies there exists a constant \( \tilde{\rho}_0 > 0 \) independent of \( t \in [0, T_\lambda] \) such that \( \tilde{\rho}(t) \geq \tilde{\rho}_0 \). Hence using the expression of inverse matrix by adjoint matrix and determinant, one has

\[
\| \partial_t \tilde{g}^{ij} \|_{L^2_T L^2_x \cap L^\infty_x ([0, T_\lambda] \times \mathbb{R}^n)} \leq C(l, \tilde{\rho}_0), \quad \forall \ l \geq 0. \tag{7.14}
\]

Second, we estimate the difference of \( \Psi \) and the identity map. Using (7.12) and the expressions of \( \{\tilde{\Gamma}_{ij}^k\} \) by \( G \), one obtains by (7.13) and (7.14) that

\[
\| \Psi - I \|_{L^\infty_T H^l_x ([0, T_\lambda] \times \mathbb{R}^n)} \leq T_\lambda C(l), \quad \forall \ l \geq 0. \tag{7.15}
\]

Thus, for \( T_\lambda \) sufficiently small, we get

\[
\| \tilde{F} \circ \Psi^{-1} - (x_1, \ldots, x_n, 0, 0) \|_{L^\infty_T H^m_x ([0, T_\lambda] \times \mathbb{R}^n)} \leq C(m)
\]

for any integer \( m > \frac{n}{2} \). Therefore, we conclude that \( F := \tilde{F} \circ \Psi^{-1} \) solves (7.6) and belongs to \( C([0, T_\lambda]; H^\infty_E) \).

\[\square\]

### 7.2 Review of Evolutions of Related Geometric Quantities

Let \( \Sigma \) be an \( n \)-dimensional oriented manifold, \( (\mathcal{M}, h) \) be a Riemannian manifold. Suppose that \( F : \mathbb{I} \times \Sigma \rightarrow \mathcal{M} \) is a family of time-dependent 2-codimensional immersions. Recall that for each \( t \in \mathbb{I} \), \( g = g(t) \) denotes the induced metric on \( \Sigma \), i.e., \( g(X, Y) = h(F_*(X), F_*(Y)) \) for \( X, Y \in T \Sigma \). Denote the associated Riemannian connection and volume form on \( (\Sigma, g) \) by \( \nabla \) and \( d\mu = d\mu(t) \), respectively. The second fundamental form \( A \) is defined by \( A(X, Y) = D_X F_*(Y) - F_*(\nabla_X Y) \), where \( D \) denotes the induced connection on \( F^* TM \). The mean curvature vector \( H \) is given by the trace \( H = \sum_i A(e_i, e_i) \), where \( \{e_i\} \) is any orthonormal basis of \( T \Sigma \). And we have the normal connection \( \nabla^\Sigma_t \) defined by \( \nabla^\Sigma_t \eta = (\nabla_X \eta)^\perp \), i.e., the projection of \( \Sigma\).
∇_X \eta \text{ onto the normal bundle } NF(\Sigma), \text{ where } \eta \text{ is a normal vector field along } F. \text{ For simplicity, we denote all these connections by } \nabla.

The energy estimate of [29,30] has been recalled in (3.7) of Lemma 3.1. Along the perturbed flow, (3.7) also holds. We also need the evolution equations of induced metrics and volumes.

**Lemma 7.8** [29,30] Let \( g_{ij} = \frac{\partial F}{\partial x_i} \cdot \frac{\partial F}{\partial x_j} \) be the induced metric under the coordinates \((x_1, \ldots, x_n)\) for \( \Sigma = \mathbb{R}^n \). And denote \( A_{ij} = A(\frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_j}) \). Then along the perturbed flow, one has

\[
\frac{d}{dt} g_{ij} = -2\langle J\mathbf{H}, A_{ij} \rangle - 2\lambda \langle \mathbf{H}, A_{i,j} \rangle \tag{7.16}
\]

and

\[
\frac{d}{dt} d\mu = -\lambda |\mathbf{H}|^2 d\mu.
\]

### 7.3 Blow-Up Criterion and Uniform Sobolev Norm Estimates

The main result of this subsection is the following blow-up criterion for the perturbed flow (7.6).

**Proposition 7.9** If \( F_0 \in H^\infty_E \) and the corresponding solution \( F(t) \) to perturbed flow (7.6) in \( t \in [0, \tau] \) satisfies

\[
\sup_{t \in [0, \tau]} \| A(t) \|_{H^0,E} \leq D, \tag{7.17}
\]

then for each \( j \geq 0 \) there holds

\[
\| F \|_{C([0, \tau]; H^j_E)} \leq C_1(j, F_0) \tag{7.18}
\]

for some constant \( C_1(j, F_0) > 0 \) depending only on \( j, n, D, \rho_0, \| \partial_x F_0 \|_{L^\infty}, \sum_{j=0}^L \| \partial_x^j \Gamma_0 \|_{L^p_t \cap L^2_x} \) and \( \| A_0 \|_{H^{l,2}} \) with \( L, P \) depending only on \( n, j \). Here, \( \rho_0 \) denotes the smallest eigenvalue of \( (g_{ij}(t)) \) at \( t = 0 \), \( \Gamma_0 \) denotes the Christoffel symbols associated with \( F_0 \).

The proof of Proposition 7.9 will be divided into several lemmas.

First, we bound second fundamental forms.

**Lemma 7.10** Assume that \( F_0 \in H^\infty_E \) and the corresponding solution \( F(t) \) to the perturbed flow (7.6) in \( t \in [0, \tau] \) satisfies (7.17). Then for any \( l \in \mathbb{N} \)

\[
\sup_{t \in [0, \tau]} \| A(t) \|_{H^l_x} \lesssim \| A(0) \|_{H^l_x}. \tag{7.19}
\]
Moreover, for each \( l \geq 0, \, p \geq 2 \), there holds
\[
\sup_{t \in [0, \tau]} \| A(t) \|_{H^l_x, p} \lesssim C \left( \| A(0) \|_{H^l_x, p} \right),
\] (7.20)
where we define
\[
L_{l, p} = \left[ \frac{lp}{2} \right] + 1.
\] (7.21)

The implicit constants in (7.19) and (7.20) depend only on \( D, n, l, p \).

**Proof** By (7.17) and (3.7), we deduce from Gronwall’s inequality that
\[
\sup_{t \in [0, \tau]} \| A(t) \|_{H^l_x, 2} \lesssim \exp(\tau \| A \|_{L^\infty_x}) \| A(0) \|_{H^l_x, 2}
\]
for any integer \( l \geq 0 \). So (7.19) follows by (7.17). The remainder (7.20) follows by (7.19) and Hamilton’s interpolation inequality (see (6.4)). \( \square \)

Second, we bound the induced metrics. (7.16) shows
\[
|\partial_t g| \leq \| A \|_{H^{0, \infty}}^2.
\]
Then, by (7.17), Lemma 6.3, we see \( (g_{ij}(t)) \) are equivalent to each other for different \( t \in [0, \tau] \) in the sense that
\[
\left| \ln \frac{|X_{g(t)}|}{|X_{g(0)}|} \right| \leq C(n) \tau D^4, \; \forall X \in T \Sigma,
\] (7.22)
for some \( C(n) > 0 \) depending only on \( n \).

Particularly, the volume \( d\mu(t) \) is comparable to the standard Euclidean measure \( dx \) with constants depending only on \( n, D, \rho_0, \| \partial_x F_0 \|_{L^\infty_x} \), where \( \rho_0 \) denotes the smallest eigenvalue of \( (g_{ij}(t)) \) at \( t = 0 \). So in the following, the norms \( L^p(\mathbb{R}^n, dx) \) and \( L^p(\mathbb{R}^n, d\mu) \) are all denoted by \( L^p_t \) for convenience. It suffices to keep in mind that an implicit constant depending only on \( n, D, \rho_0, \| \partial_x F_0 \|_{L^\infty_x} \) occurs when one changes from one norm to the other.

Since \( g_{ij} = \partial_i F \cdot \partial_j F \), (7.22) shows
\[
\| \partial_x F \|_{L^\infty_x([0, \tau] \times \mathbb{R}^n)} \leq \| \partial_x F_0 \|_{L^\infty_x} e^{C(n)\tau D^4}.
\] (7.23)
And directly applying the perturbed flow equation yields
\[
\frac{1}{2} \frac{d}{dt} \| F(t) - E \|_{L^2_x}^2 \leq \| H \|_{L^\infty_t x} \| F(t) - E \|_{L^2_x} \leq D \| F(t) - E \|_{L^2_x},
\]
which gives the bound of \( \| F - E \|_{L^2_x} \):

\[
\| F(t) - E \|_{L^\infty_t L^2_x}^2 \leq C(D, \| F_0 \|_{L^2_x}). \tag{7.24}
\]

Moreover, we introduce a notation for convenience. Given a tensor \( \mathbb{T} \) on \( \Sigma_t \), let \( \mathbb{T}^\alpha_1, \ldots, \alpha_s \) denote its components under the standard coordinates \((x_1, \ldots, x_n)\) of \( \mathbb{R}^n \), and denote

\[
\partial_{x_j} \mathbb{T} = \left( \partial_{x_j} x_1 \right) \frac{\partial}{\partial x_{\alpha_1}} \otimes \cdots \otimes \frac{\partial}{\partial x_{\alpha_r}} \otimes dx_{\beta_1} \otimes \cdots \otimes dx_{\beta_r}. \tag{7.25}
\]

We remark that the Christoffel symbols \( \Gamma \) can be viewed as a tensor by subtracting a reference connection. Since \( \Sigma_t \) has natural global coordinates \((x_1, \ldots, x_n)\), one can put the reference connection to be the trivial one. Thus, in the following, we view Christoffel symbols \( \Gamma \) as a tensor.

Third, we bound \( \| \partial^l_t F \|_{L^2_x} \) with \( l \geq 2 \). The rest of this subsection closely follows from Section 4 of Kuwert–Schätzle \[17\] with some refinements. We shall need to interchange the derivatives of multilinear forms on \( \Sigma \) having normal values along \( F \). If \( \eta, \eta' \) are forms of this type, we denote by \( \eta \ast \eta' \) any normal-valued, multilinear form depending on \( \eta \) and \( \eta' \) in a universal, bilinear way.

The equivalence of \( (g_{ij}(t)) \) and the identity \( \nabla J = 0 \) will be frequently used in the rest of this subsection without emphasis. By Lemma 7.8, (7.17), and (7.20), for \( p \geq 2, l \geq 0 \) one has

\[
\| \nabla_l \partial_t g \|_{L^\infty_t L^p_x \cap L^2_x ([0, T^*_x] \times \mathbb{R}^n)} \leq C \left( l, p, D, \| A_0 \|_{H^{l+1, 2p, 2}_x} \right),
\]

where \( L^{l, p} \) is defined in (7.21). And the derivatives of the Levi-Civita connection, i.e., the Christoffel symbols, are schematically written as

\[
\partial_t \nabla = \nabla A \ast S_\lambda H + A \ast S_\lambda \nabla H, \tag{7.26}
\]

where we denote \( S_\lambda = J + \lambda I \) for simplicity. So we again obtain for \( p \geq 2, l \geq 0 \) that

\[
\| \nabla^l (\partial_t \nabla) \|_{L^\infty_t L^p_x \cap L^2_x} \leq C \left( l, p, D, \| A_0 \|_{H^{l+1, 2p, 2}_x} \right). \tag{7.27}
\]

For any tensor \( \mathbb{T} \), one has

\[
\nabla^l \mathbb{T} = \partial^l \mathbb{T} + \sum_{m=1}^l \sum_{l_1 + \cdots + l_m + k \leq l - 1} \partial^{l_1} \Gamma \cdots \partial^{l_m} \Gamma \cdot \partial^k \mathbb{T}.
\]
Hence, by induction, for \( p \geq 2 \) we get
\[
\| \partial^l T \|_{L^p_x} \leq \| \nabla^l T \|_{L^p_x} + C \left( \| \Gamma \|_{L^p_x L^2_p} \cdots \| \partial^{l-1} \Gamma \|_{L^p_x L^2_p} \right) \left( \| \partial^{l-1} T \|_{L^p_x L^p_x L^{p-1}_x} \right) + \cdots \| T \|_{L^2_p L^p_x},
\]
where the implicit constant depends only on \( l, n, p, D, \rho_0, \| \partial_x F_0 \|_{L^\infty_x} \).

The following lemma bounds \( \partial^l \Gamma \).

**Lemma 7.11** Assume that (7.17) holds. Then there hold
\[
\| \partial^l (\partial_t \Gamma) \|_{L^\infty_t L^p_x ([0, \tau] \times \mathbb{R}^n)} \leq C(l, p, F_0), \forall l \geq 0 \quad (7.29)
\]
\[
\| \partial^l \Gamma \|_{L^\infty_t L^p_x ([0, \tau] \times \mathbb{R}^n)} \leq C(l, p, F_0), \forall l \geq 0, \quad (7.30)
\]
where the implicit constant \( C(l, p, F_0) \) depends only on
\[
l, n, p, D, \rho_0, \| \partial_x F_0 \|_{L^\infty_x}, \sum_{j=0}^{L} \| \partial^j \Gamma_0 \|_{L^p_x L^p_x}, \| A_0 \|_{H^{L,2}}
\]
with \( L, P \) depending only on \( n, p, l \).

**Proof** By (7.27), one obtains bounds of \( \nabla^l (\partial_t \Gamma) \) for \( l \geq 0 \). Integrating (7.26) with respect to \( t \), by (7.17)–(7.20), we get
\[
\| \Gamma(t) \|_{L^\infty_t L^p_x ([0, \tau] \times \mathbb{R}^n)} \leq C(0) \| \Gamma \|_{L^p_x} + C(\| A_0 \|_{H^{L,2, p, 2}}). \quad (7.31)
\]
Then (7.29), (7.30) follow by applying (7.28) to \( T = \partial_t \Gamma \), the inequality
\[
\frac{d}{dt} \| \partial^l \Gamma \|_{L^p_x} \leq \| \partial^l \partial_t \Gamma \|_{L^p_x} + \| \partial^l \Gamma \|_{L^p_x},
\]
(7.20), (7.27), and induction. \( \square \)

Now, we are ready to deal with bounds of \( |\partial^l F| \) and \( |\partial^l \nabla A| \) in \( L^p \) spaces. [17] proved the point-wise inequality
\[
\partial^m \nabla^i A - \nabla^{j+1} A = \sum_{l=1}^{m} \partial^{l-1} (\nabla^{m+i-l} A \ast A \ast \partial F), \quad m + i = j + 1 \quad (7.32)
\]
\[
\partial^2 F = A + \partial F \cdot \Gamma. \quad (7.33)
\]
Then we obtain by (7.30), (7.20), (7.23), and induction that
\[
\| \partial^l F \|_{L^\infty_t L^p_x ([0, \tau] \times \mathbb{R}^n)} \leq C(l, p, F_0), \forall l \geq 2, p \geq 2 \quad (7.34)
\]
\[
\| \partial^l \nabla^m A \|_{L^\infty_t L^p_x ([0, \tau] \times \mathbb{R}^n)} \leq C(l, p, m, F_0), \forall l, m \geq 0, p \geq 2. \quad (7.35)
\]
(We remark that the \( \partial F \) term in the RHS of (7.33) only belongs to \( L^p_{t,x} \) with \( p = \infty \).) Therefore, (7.34) now leads to

\[
\|F\|_{C([0,\tau]; H^l_E)} \leq C_1(j, F_0), \ \forall \ j \geq 2,
\]

for some constant \( C_1(j, F_0) > 0 \) depending only on

\[
j, n, D, \rho_0, \|\partial_x F_0\|_{L^\infty}, \sum_{l=0}^L \|\partial^l \Gamma_0\|_{L^p_{E} \cap L^2_{E}}, \|A_0\|_{H^{l,2}},
\]

with some \( L, p \) depending only on \( n, j \). Using (7.24) to bound \( \|F\|_{L^2_E} \), we finally get

\[
\|F\|_{C([0,\tau]; H^l_E)} \leq C_1(j, F_0), \ \forall \ j \geq 0. \quad (7.36)
\]

This proves Proposition 7.9.

### 7.4 Proof of Theorem 7.1

Using Lemma 6.2, one can prove the following result:

**Lemma 7.12** If \( F_0 \in H^\infty_E \) and the corresponding solution \( F(t) \) to perturbed flow (7.6) in \( t \in [0, \tau] \) satisfies

\[
\sup_{t \in [0, \tau]} \|A\|_{H^{0,p}} \leq \theta,
\]

for some \( p > n, \theta > 0 \). Fix \( \alpha \in (0, 1) \). Then there exists a constant \( r > 0 \) depending only on \( \alpha, \theta, n \) so that the following holds: Given \( t \in [0, \tau] \), there exist a covering of \( \mathbb{R}^n \) by \( \{U_r,q_i\}_{i=1}^\infty \), and a sequence of isometries \( \{B_i(t)\}_{i=1}^\infty \) in \( \mathbb{R}^{n+2} \), so that \( B_i^{-1} \circ F(t)(U_r,q_i) \) is a graph of a differentiable function \( f_i : B_r \subset \mathbb{R}^n \rightarrow \mathbb{R}^2 \) with

\[
f_i(t, 0) = 0, \ Df_i(t, 0) = 0, \|Df_i\|_{C^0(B_r)} \leq \alpha \ \forall i \geq 0. \quad (7.37)
\]

We also need a localized version of Lemma 3.4 in our previous work [20].

**Lemma 7.13** Given \( r > 0 \), assume that \( u : B(0, r) \subset \mathbb{R}^n \rightarrow \mathbb{R}^{n+2} \) is a graph, \( u(x) = (x, u^1(x), u^2(x)) \), \( x \in B(0, r) \). Denote \( B_1(y) \) to be the ball of radius 1 in \( \mathbb{R}^{n+2} \) centered at \( y \in \mathbb{R}^{n+2} \). Let \( \Sigma = u(B(0, r)) \), and denote the induced metric, measure, the second fundamental form, the mean curvature vector associated with the immersion \( u \) by \( g, \mu, A, \text{ and } H \), respectively. View \( \mu \) as a measure in \( \mathbb{R}^{n+2} \) with support in \( \Sigma \). If \( \mu(B_1(\tilde{y}) \cap \Sigma) + \|H\|_{L^{n+\gamma}(d\mu)} \leq D \) for any \( \tilde{y} \in \mathbb{R}^{n+2} \) and some \( D > 0, \gamma > 0 \), then given \( p > n \), for every covariant tensor \( T \) there holds

\[
\max_{\Sigma} |T|_g \leq C \left( \left( \int_{\Sigma} |\nabla T|_g^p d\mu \right)^{\frac{1}{p}} + \left( \int_{\Sigma} |T|_g^p d\mu \right)^{\frac{1}{p}} \right).
\]
where $C$ depends only on $d$, $p$, $\gamma$, $D$.

Combining Lemma 7.12 with Lemma 7.13, we get

**Lemma 7.14** If $F_0 \in H^\infty_E$ and the corresponding solution $F(t)$ to the perturbed flow in $t \in [0, \tau]$ satisfies

$$
\sup_{t \in [0, \tau]} [\|A(t)\|_{H^0, p} + \|H(t)\|_{H^0, p}] \leq \theta,
$$

(7.38)

for some $p > n$, $\theta > 0$, then for $\Sigma_t = F(t)(\Sigma)$ and every covariant tensor $T$ there holds

$$
\max_{\Sigma_t} |T|_g \leq C(n, p, \theta) \left( \left( \int_{\Sigma_t} |\nabla T|^p g \, d\mu \right)^{\frac{1}{p}} + \left( \int_{\Sigma_t} |T|^p g \, d\mu \right)^{\frac{1}{p}} \right),
$$

(7.39)

where $C$ depends only on $n$, $p$, $\theta$.

**Proof** Since Lemma 7.14 aims to bound the $L^\infty$ norm (rather than $L^p$ norms with finite $p$), it is convenient to work in a small neighborhood of any given point on $\Sigma_t$. Let $\alpha \in (0, 1)$ be given. Lemma 7.12 has shown that for given $t \in [0, \tau]$, $x \in \Sigma$, there exists an open set $U_{r, \alpha} \subset \Sigma$ containing $x$ and an Euclidean isometry $B$ such that $B^{-1} \circ F(U_{r, \alpha}) \subset \mathbb{R}^{n+2}$ is a graph of some differential function $f : B(0, r) \subset \mathbb{R}^n \rightarrow \mathbb{R}^2$ with $\|Df\|_{C^0(B(0, r))} \leq \alpha$. Since $T$ is a covariant tensor, and (7.38), (7.39) are independent of coordinates, it suffices to assume $F(U_{r, \alpha})$ is of the form

$$
\{B(y, f^1(y), f^2(y)) : |y| < r\}.
$$

By (7.37), the induced metric $g_{ij}$ in the new coordinates $y$ satisfies

$$
|g_{ij}| \leq 2.
$$

Thus $\mu(F(U_{r, \alpha}) \cap B_1(\tilde{y})) \leq C(r, n)$ for all $\tilde{y} \in \mathbb{R}^{n+2}$. Then applying Lemma 7.13 to $F(U_{r, \alpha})$, one obtains the bound of $|T|_g$ at the given points $t$ and $x$. Since the LHS of (7.39) is $L^\infty$ norm, Lemma 7.14 follows by repeating the above arguments for every $t$ and $x$. \qed

Let $T_\lambda > 0$ be the lifespan of the perturbed flow. Let $T^*_\lambda > 0$ be the maximal time in $[0, \min(1, T_\lambda))$ such that

$$
\sup_{t \in [0, T^*_\lambda]} \|A(t)\|_{H^0, \infty} \leq C_0,
$$

(7.40)

where $C_0 > 0$ is a constant to be determined later.

By Lemma 7.14 here and some modifications of arguments in Lemma 3.9 of our previous work [20], one can prove

 Springer
Lemma 7.15 Assume that $F_0 \in H^\infty_E$ and (7.40) holds. For well-chosen constants $C_0$, $T$ depending only on $n$ and $\|A_0\|_{H^{\frac{3}{2}+1.2}}$, $\|A_0\|_{H^{0,\gamma_n}, \gamma_n = 2[\frac{n}{2}]+2}$, the solution of perturbed flow (7.6) satisfies

$$\sup_{t \in [0,T]} \|A(t)\|_{H^{0,\infty}} \leq \frac{1}{2} C_0.$$

(7.41)

Proof We sketch the proof. Use (3.7) and (7.40) to get

$$\sup_{t \in [0,T]} \|A(t)\|_{H^{\frac{3}{2}+1.2}} \leq \|A_0\|_{H^{\frac{3}{2}+1.2}} e^{T^* C_0^2}.$$

(7.42)

By the equation

$$\frac{d}{dt} \|A\|_{H^{0,\gamma}}^\gamma \leq C(\gamma) \left( \|\nabla A\|_{H^{0,\gamma}}^\gamma + \|A\|_{H^{0,\infty}}^2 \|A\|_{H^{0,\gamma}}^\gamma \right),$$

(7.43)

and the bound (by Hamilton’s interpolation inequality)

$$\|\nabla A\|_{H^{\frac{3}{2}+1.2}}^{2[\frac{3}{2}]+2} \lesssim \|A\|_{H^{\frac{3}{2}+1.2}}^2 \|A\|_{H^{0,\infty}}^{2[\frac{3}{2}]+1},$$

(7.44)

we obtain for $\gamma_n = 2[\frac{n}{2}]+2 > n$ that

$$\|A\|_{H^{0,\gamma_n}}^{\gamma_n} \leq C_n e^{T^* C_0^2} \|A_0\|_{H^{0,\gamma_n}}^{\gamma_n} + T^* e^{T^* C_0^2} \left( C_n C_0^{2[\frac{n}{2}]} \|A_0\|_{H^{\frac{3}{2}+1.2}}^2 e^{2T^* C_0^2} \right),$$

(7.45)

where we applied (7.42), (7.40) to bound the RHS of (7.44) while using Gronwall’s inequality. Assume that $T^*$ satisfies

$$T^* C_0^2 + T^* \left( C_n C_0^{2[\frac{n}{2}]} \|A_0\|_{H^{\frac{3}{2}+1.2}}^2 e^{2T^* C_0^2} \right) \leq \frac{1}{4}.$$  

(7.46)

Then Lemma 7.14 shows

$$\sup_{t \in [0,T^*]} \|A(t)\|_{H^{0,\infty}} \leq \mathcal{C}(n, \gamma_n, 2C_n \|A_0\|_{H^{0,\gamma_n}} + 1) \left( \|\nabla A\|_{H^{0,\gamma_n}} + \|A\|_{H^{0,\gamma_n}} \right) + \mathcal{C}(n, \gamma_n, 2C_n \|A_0\|_{H^{0,\gamma_n}} + 1) \left( C_n \|A\|_{H^{\frac{3}{2}+1.2}}^{\frac{2}{n}} \|A\|_{H^{\frac{3}{2}+1.2}}^{\frac{2[\frac{n}{2}]}{n}} \right),$$

which further gives

$$\sup_{t \in [0,T^*]} \|A(t)\|_{H^{0,\infty}} \leq \left[ C_n \mathcal{C}(n, \gamma_n, 2C_n \|A_0\|_{H^{0,\gamma_n}} + 1) \right]^{\frac{2n}{n}} \|A\|_{H^{\frac{3}{2}+1.2}}^{\frac{2}{n}} \|A\|_{H^{\frac{3}{2}+1.2}}^{\frac{2[\frac{n}{2}]}{n}} \|A_0\|_{H^{\frac{3}{2}+1.2}}^{\frac{2[\frac{n}{2}]}{n}} e^{T^* C_0^2}.$$  
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Therefore, taking $C_0 > 0$ to be sufficiently large to verify

$$C_0 \geq 2 \left[ C_n C(n, \gamma_n, 2C_n \|A_0\|_{H^{0,\gamma_n}} + 1) \right]^{\frac{2}{n}} e^2 \|A_0\|_{H^{\frac{n}{2},1,2}},$$

and letting $T > 0$ be sufficiently small to fulfill

$$TC_0^2 + T \left( C_n C_0^{2\left(\frac{n}{2}\right)} \|A_0\|_{H^{\frac{n}{2},1,2}}^2 e^{2C_0^2} \right) \leq \frac{1}{4},$$

(note that this corresponds to (7.46)) we see

$$\sup_{t \in [0, T]} \|A(t)\|_{H^{0,\infty}} \leq \frac{1}{2} C_0.$$

So (7.41) follows, and $T$ depends only on $\|A_0\|_{H^{0,\gamma_n}}, \|A_0\|_{H^{\frac{n}{2},1,2}}$ as desired. \(\Box\)

Let us review what has been done. Let $\lambda \in (0, 1)$. Consider the flow (7.6). Define $T^*_{\lambda} \in [0, \min(1, T_\lambda))$ to be the maximal time such that (7.40) holds. We have shown $T^*_{\lambda} \geq T$ for some $T, C_0 > 0$ depending only on $n, \|A_0\|_{H^{\frac{n}{2},1,2}}, \|A_0\|_{L^{\gamma_n}}$. Then by Proposition 7.9 and (7.41) one has

$$\|F_\lambda\|_{C([0, T]; H^j_E)} \leq C(F_0, T, j) \forall j \geq 0. \quad (7.47)$$

Then selecting a subsequence $\lambda_m \to 0$, there exists a smooth map $F \in H^\infty_E$ such that $F_{\lambda_m} \to F$ locally in $C([0, T]; H^j_E)$ for any $j \in \mathbb{Z}_+$. So $F$ solves SMCF with initial data $F_0$. The continuous dependence on initial data in geometric distance has been proved in [30].

### 7.5 Improved Uniform Bounds and Non-smooth Data

In this subsection, we first prove the bound (7.1).

**Lemma 7.16** Let $L \in \mathbb{Z}_+, P \geq 2$, and $F_0 \in H^{L+[\frac{P}{2}]+1}_E$ be a 2-codimensional immersion. Then

$$\sum_{j=0}^{L} \|\partial^j \Gamma_0\|_{L^p_{+} \cap L^2_{\mathbb{R}}} + \|F_0\|_{L^2_{E}} + \|\partial_x F_0\|_{L^\infty_{\mathbb{R}}} + \|A_0\|_{H^{L,2}}$$

$$\leq C \left( \|F_0\|_{H^L_E + \frac{P}{2} + 1}, \sup_{x \in \mathbb{R}^n} \max_{y \in \mathbb{R}^n, |y| = 1} |dF_0(x) y|^{-1} \right).$$

**Proof** Let $g$ denote the induced metric. Observe that the $\{\partial^j_x s_{ij}\}_{i=0}^L$ and $\{\partial^j_x F_0\}_{i=0}^L$ involved parts are easy to dominate by $\|F_0\|_{H^L_E + \frac{P}{2} + 1}$. The relatively troublesome part
is to bound \( \| \partial^l g_{ij} \|_{L^\infty} \) for \( l = 0, 1, \ldots, L \). Using the expression of inverse matrix via adjoint matrix and determinant, it reduces to bound

\[
\frac{1}{\det((g_{ij}))}.
\]

Let \( \rho \) denote the smallest eigenvalue of \((g_{ij})\), and denote \( \frac{\partial F_0}{\partial \alpha} = \sum_{i=1}^n \alpha_i \partial_i F_0 \), then

\[
\rho = \min_{\alpha \in \mathbb{R}^n, |\alpha| = 1} \sum_{i,j} \alpha_i g_{ij} \alpha_j = \min_{\alpha \in \mathbb{R}^n, |\alpha| = 1} \left| \frac{\partial F_0}{\partial \alpha} \right|^2.
\]

Since \( F_0 \) is an immersion, the kernel of \( dF_0(x) \) is \{0\}. Thus there exists \( \beta(x) > 0 \) such that

\[
\min_{\alpha \in \mathbb{R}^n, |\alpha| = 1} \left| \frac{\partial F_0}{\partial \alpha} \right|^2 \geq \beta^2(x). \quad (7.48)
\]

Let \( \iota : \mathbb{R}^n \to \mathbb{R}^{n+2} \) denote the immersion \( \iota(x) = (x, 0, 0) \). By \( F_0 \in H^{[2]+2}_E \), there exists \( R > 0 \) sufficiently large such that

\[
\|dF_0 - \iota\|_{L^\infty(|x| \geq R)} \leq \frac{1}{100}, \quad (7.49)
\]

from which one obtains

\[
\inf_{|x| \geq R} \min_{\alpha \in \mathbb{R}^n, |\alpha| = 1} \left| \frac{\partial F_0}{\partial \alpha} \right|^2 \geq \frac{1}{4}. \quad (7.50)
\]

Thus applying (7.48) in \( \{x \in \mathbb{R}^n : |x| \leq R\} \) and (7.50) in \( \{x \in \mathbb{R}^n : |x| \geq R\} \), respectively, we infer from the continuity of \( dF_0 \) that

\[
\inf_{x \in \mathbb{R}^n} \min_{\alpha \in \mathbb{R}^n, |\alpha| = 1} \left| \frac{\partial F_0}{\partial \alpha} \right|^2 \geq \beta^2 \quad (7.51)
\]

for some \( \beta > 0 \). Therefore, one has

\[
\frac{1}{\det((g_{ij}))} \leq \frac{1}{\rho^n} \leq \beta^{-2n}.
\]

This together with Sobolev embeddings dominates \( \partial^l \Gamma_0 \). And writing \( \nabla^l A_0 \) via \( \partial^n F_0 \) and \( \partial^l \Gamma_0 \) yields bounds of \( \|A_0\|_{H^{l,2}} \). So our lemma follows. \( \square \)

Hence, (7.1) follows by Proposition 7.9, Lemmas 7.15 and 7.16, and Theorem 7.1 has been done.
7.6 Proof of Corollary 7.2

Finally, let us consider non-smooth data. Given \( L \geq \left\lceil \frac{n}{2} \right\rceil + 2 \), let \( F_0 \in H^L_E \) be a 2-codimensional immersion. We aim to find a family of smooth immersions \( F_0^\delta \) such that

\[
\sup_{\delta \in (0, 1)} \| F_0^\delta \|_{H^L_E} \leq C(F_0) \tag{7.52}
\]

\[
\sup_{\delta \in (0, \delta^*)} \sup_{x \in \mathbb{R}^n, ||x|| = 1} \max_{\alpha \in \mathbb{R}^n, ||\alpha|| = 1} |dF_0^\delta(x)|^{-1} \leq C(F_0), \tag{7.53}
\]

where \( \delta^* > 0 \) is some sufficiently small constant.

Recall \( \eta(x) = (x, 0, 0) \). Let \( F_0^\delta \) be \( F_0 \ast \eta_\delta \), where \( \eta_\delta = \delta^{-n} \eta(\frac{x}{\delta}) \), and \( \eta \) is the standard modifier in \( \mathbb{R}^n \). Then

\[
\| F_0^\delta \|_{H^L_E} \leq \| F_0 \ast \eta_\delta - \iota \|_{H^l} \leq \| (F_0 - \iota) \ast \eta_\delta \|_{H^l} + \| \iota(x) \ast \eta_\delta - \iota \|_{H^l} = \| (F_0 - \iota) \ast \eta_\delta \|_{H^l} \leq C_n \| F_0 \|_{H^l_E},
\]

where in the last equality we used

\[
\int_{\mathbb{R}^n} y \eta_\delta(y) dy = 0, \quad \int_{\mathbb{R}^n} x \eta_\delta(x) dy = x.
\]

Hence (7.52) has been done.

Given \( z \in \mathbb{R}^n \) with \( |z| = 1 \) with \( || = 1 \), by (7.51) there must exist some \( \beta > 0 \) independent of \( x \), such that \( |dF_0(x)z| > \beta \) for all \( x \in \mathbb{R}^n \). Meanwhile, by the support of \( \eta_\delta \) and \( \eta_\delta \ast x = x \), one has

\[
1_{|x| \geq 2R}(x)[dF_0^\delta(x) - d\iota] = 1_{|x| \geq 2R}(x) \int_{\mathbb{R}^n} \eta_\delta(y) 1_{|x - y| \geq R}(y) (dF_0 - d\iota)(x - y) dy
\]

for \( R \geq 4 \). Thus, for \( R \) sufficiently large, (7.49) shows

\[
\sup_{\delta \in (0, 1)} \| dF_0^\delta(x) - d\iota \|_{L^\infty(|x| \geq R)} \leq \frac{1}{10},
\]

where \( \iota(x) = (x, 0, 0) \). In the ball \( B_R := \{ x \in \mathbb{R}^n : |x| \leq R \} \), the continuity of \( dF_0 \) implies that \( dF_0^\delta(x)\alpha \) converges to \( dF_0(x)\alpha \) uniformly for \( x \in B_R \) and all \( \alpha \in \mathbb{R}^n \) of unit length. Combining these two facts, we conclude that there exists \( \delta^* > 0 \) sufficiently small and some \( \beta' > 0 \) so that

\[
\inf_{\delta \in (0, \delta^*)} \inf_{x \in \mathbb{R}^n} \min_{\alpha \in \mathbb{R}^n, ||\alpha|| = 1} |dF_0^\delta(x)\alpha| \geq \beta' > 0.
\]

Therefore, we have verified (7.53).

We also need the following lemma.
Lemma 7.17 Let $n \geq 2$, $\gamma_n = 2\lceil \frac{n}{2} \rceil + 2$, $l \in \mathbb{Z}_+$ with $l \geq \lceil \frac{n}{2} \rceil + 2$. If the immersion $F_0 \in C^l(\mathbb{R}^n, \mathbb{R}^{n+2})$ and $F_0 \in H^2_E$, then the associated $F_0^\delta$, second fundamental form $A_0^\delta$ satisfy

$$\sup_{\delta \in (0, \delta_*)} \| A_0^\delta \|_{H^{l-2, \infty}} + \sup_{\delta \in (0, \delta_*)} \| A_0^\delta \|_{H^{l-2,2}} + \sup_{\delta \in (0, \delta_*)} \| A_0^\delta \|_{H^{0, \gamma_n}} \leq C(F_0).$$

Proof First, it is easy to verify $F_0^\delta \in C^l(\mathbb{R}^n, \mathbb{R}^{n+2})$ with bounds independent of $\delta$. Denote $\delta^\delta g$ the corresponding induced metric to $F_0^\delta$. Second, the derivatives $|\partial_x^m \delta^\delta g_{ij}|$ are uniformly bounded in $x \in \mathbb{R}^n$ for all $0 \leq m \leq l - 1$ independent of $\delta$. As before, using $\delta$ independent bound of the smallest eigenvalue of $(\delta^\delta g_{ij})$, the derivatives $|\partial_x^m \delta^{ij}|$ are uniformly bounded in $x \in \mathbb{R}^n$ for all $0 \leq m \leq l - 1$. Third, writing $\nabla^j A^\delta$ via $\partial_x^m F_0^\delta$, $\delta^\delta g$, and $\delta_x^j \delta^\delta g$ yields uniform bounds of $\| A_0^\delta \|_{H^{l-2, \infty}}$. Finally, with these $C^j$ norms in hand, we get the desired $L^2_{\infty}$ norms by $F_0 \in H^2_E$. The $H^{0, \gamma_n}$ bound follows by Hölder inequality.

Now, assume that $F_0$ is a given immersion fulfilling the conditions in Corollary 7.2.

Step 1 For each $\delta \in (0, \delta_*)$, since $F_0^\delta \in H^\infty_E$, Theorem 7.1 yields a smooth solution $F^\delta(x, t)$ to SMCF in $C([-T_\delta, T_\delta]; H^\infty_E)$. By Lemma 7.17 and the fact that $T_\delta > 0$ can be chosen to depend only on $n$, $\| A_0^\delta \|_{H^{l+1}_x}$, $\| A_0^\delta \|_{L^\infty}$, we see there exists $T > 0$ independent of $\delta \in (0, \delta_*)$ such that $F^\delta(x, t)$ is smooth w.r.t $x \in \mathbb{R}^n$ for all $t \in [-T, T]$. Moreover, Theorem 7.1 and Lemma 7.17 give

$$\sup_{\delta \in (0, \delta_*)} \left[ \| A^\delta(t) \|_{C([-T, T]; H^{0, \infty})} + \| A^\delta(t) \|_{C([-T, T]; H^{l-2,2})} \right] \leq C(F_0),$$

(7.54)

which combined with Hamilton’s interpolation theorem (e.g., Lemma 6.4) implies there exists some $p > n$

$$\sup_{\delta \in (0, \delta_*)} \| A^\delta(t) \|_{C([-T, T]; H^{m, p})} \leq C(F_0), \forall 0 \leq m < \frac{2s - 4}{n}. \quad (7.55)$$

Using the point-wise equations

$$|\partial_t F^\delta| \leq \| H^\delta \|_{L^\infty_x}$$

$$|\partial_t \delta^\delta g_{ij}| \leq \| A^\delta \|_{H^{0, \infty}} \| \delta^\delta g_{ij} \|,$$

(see (7.16)) we deduce that

$$\sup_{\delta \in (0, \delta_*)} \| F^\delta \|_{C([-T, T]; C^1(\mathbb{R}^n))} \leq C(F_0).$$

(7.56)

By Lemma 7.14, (7.55) and the conservation of local volume along the SMCF, we further obtain

$$\sup_{\delta \in (0, \delta_*)} \| A^\delta(t) \|_{C([-T, T]; H^{l, \infty})} \leq C(F_0), \forall 0 \leq j < \frac{2s - 4}{n} - 1. \quad (7.57)$$
Step 2 From Lemma 6.5 and (7.54), the metrics $\delta g(t)$ are equivalent up to a uniform ratio constant depending only on $F_0, n$. By (7.26), we get

$$\sup_{\delta \in (0, \delta_*)} \| \partial_t^\delta \Gamma \|_{H^j, \infty} \leq C(F_0), \quad \forall 0 \leq j < \frac{2s - 4}{n} - 2.$$  \hspace{1cm} (7.58)

Integrating (7.26) with respect to $t$, one has

$$\sup_{\delta \in (0, \delta_*)} \| \delta^{\frac{\Gamma}{\delta}} \|_{H^{0, \infty}} \leq C(F_0).$$  \hspace{1cm} (7.59)

Meanwhile, similar to (7.28), for any tensor $T$, one has

$$\| \partial^l T \|_{L^\infty} \leq C(F_0) \| \nabla^l T \|_{L^\infty} + \sum_{m=0}^{l-1} \| \partial^m \Gamma \|_{L^\infty} + \| \partial^m T \|_{L^\infty}.$$  \hspace{1cm} (7.60)

By (7.58), (7.59), (7.60), and induction, we obtain

$$\sup_{\delta \in (0, \delta_*)} \| \partial_j (\partial_t^\delta \Gamma) \|_{C([-T, T]; C^0(\mathbb{R}^n))} \leq C(F_0), \quad \forall 0 \leq j < \frac{2s - 4}{n} - 2.$$  

Then by (7.56), the two identities in (7.33), and induction, one deduces

$$\sup_{\delta \in (0, \delta_*)} \| \partial^2 F^\delta \|_{C([-T, T]; C^l(\mathbb{R}^n))} \leq C(F_0), \quad \forall 0 \leq l < \frac{2s - 4}{n} - 2,$$

$$\sup_{\delta \in (0, \delta_*)} \| F^\delta \|_{C([-T, T]; C^l(\mathbb{R}^n))} \leq C(F_0).$$

Therefore, we conclude

$$\sup_{\delta \in (0, \delta_*)} \| F^\delta \|_{C([-T, T]; C^l(\mathbb{R}^n))} \leq C_l(F_0), \quad \forall 0 \leq l < \frac{2s - 4}{n}. \hspace{1cm} (7.61)$$

It follows from (7.61) that there exists a sequence $\delta_m \to 0$ such that $F^{\delta_m}$ converges to $F$ in $C([-T, T]; C^{\beta}(\mathbb{R}^n))$ for any $\beta \in [0, \beta_s)$ with $\beta_s = \left[\frac{2s-4}{n}\right] - 1$. Since $s \geq 2n + 2$, $F^{\delta_m}$ must converge in $C^2$. Thus $F \in C([-T, T]; C^{\beta_s}(\mathbb{R}^n))$ solves SMCF point-wisely. The continuous dependence claimed in Corollary 7.2 follows by [30]. Therefore, Corollary 7.2 has been proved.

Acknowledgements The author owes sincere gratitude to the referees for the insightful comments which largely improved the presentation of this work. This work is partially supported by NSF-China Grant-1200010237 and Grant-11631007.
References

1. Arnold, V., Khesin, B.: Topological Methods in Hydrodynamics. Appl. Math. Sci., vol. 125. Springer, New York (1998)
2. Breuning, P.: Immersions with bounded second fundamental form. J. Geom. Anal. 25, 1344–1386 (2015)
3. Da Rios, L.: On the motion of an unbounded fluid with a vortex filament of any shape. Rend. Circ. Mat. Palermo 22, 117–135 (1906)
4. Gomez, H.: Binormal motion of curves and surfaces in a manifold, Ph.D. thesis, University of Maryland (2004)
5. Hamilton, R.: Three-manifolds with positive Ricci curvature. J. Differ. Geom. 17(2), 255–306 (1982)
6. Hasimoto, H.: A soliton on a vortex filament. J. Fluid Mech. 51, 477–485 (1972)
7. Haller, S., Vizman, C.: Non-linear Grassmannians as coadjoint orbits. Math. Ann. 329(4), 771–785 (2004)
8. Jerrard, R.: Vortex filament dynamics for Gross-Pitaevsky type equations. Ann. Sc. Norm. Super. Pisa Cl. Sci. 1(4), 733–768 (2002)
9. Keel, M., Tao, T.: Endpoint Strichartz estimates. Am. J. Math. 120(5), 955–980 (1998)
10. Kenig, C.E., Ponce, G., Roulung, C., Vega, L.: The general quasilinear ultrahyperbolic Schrödinger equation. Adv. Math. 196(2), 402–433 (2005)
11. Kenig, C.E., Ponce, G., Vega, L.: Small solutions to nonlinear Schrödinger equations. Ann. Inst. H. Poincaré Anal. Non Linéaire, 10, 255–288 (1993)
12. Kenig, C.E., Ponce, G., Vega, L.: Smoothing effects and local existence theory for the generalized nonlinear Schrödinger equations. Invent. Math. 134, 489–545 (1998)
13. Kenig, C.E., Ponce, G., Vega, L.: The Cauchy problem for quasi-linear Schrödinger equations. Invent. Math. 158, 343–388 (2004)
14. Khesin, B.: Symplectic structures and dynamics on vortex membranes. Mosc. Math. J. 12(2), 46–462 (2012)
15. Khesin, B., Yang, C.: Higher-dimensional Euler fluids and Hasimoto transform: counterexamples and generalizations. Nonlinearity 34(3) (2021)
16. Klainerman, S., Ponce, G.: Global small amplitude solutions to nonlinear evolution equations. Commun. Pure Appl. Math. 36, 133–141 (1983)
17. Kuwert, E., Schatzle, R.: Gradient flow for the Willmore functional. Commun. Anal. Geom. 10(2), 307–340 (2002)
18. Langer, J.: A compactness theorem for surfaces with Lp-bounded second fundamental form. Math. Ann. 270, 223–234 (1985)
19. Lin, F.: Complex Ginzburg-Landau equations and dynamics of vortices, filaments, and codimension-2 submanifolds. Commun. Pure Appl. Math. 51, 385–441 (1998)
20. Li, Z.: Global transversal stability of Euclidean planes under skew mean curvature flow evolutions. Calc. Var. 60, 57 (2021)
21. Marsden, J., Weinstein, A.: Coadjoint orbits, vortices, and Clebsch variables for incompressible fluids. Physica D 7(1–3), 305–323 (1983)
22. Marzuola, J.L., Metcalfe, J., Tataru, D.: Quasilinear Schrödinger equations I: small data and quadratic interactions. Adv. Math. 231(2), 1151–1172 (2012)
23. Marzuola, J.L., Metcalfe, J., Tataru, D.: Quasilinear Schrödinger equations II: small data and cubic nonlinearities. Kyoto J. Math. 54(3), 179–190 (2012)
24. Mizohata, S.: Some remarks on the Cauchy problem. J. Math. Kyoto Univ. 1, 109–127 (1961)
25. Mizohata, S.: Sur quelques equations du type Schrödinger. Journees Equations aux derivees partielles, Saint-Jean de Monts (1981)
26. Mizohata, S.: On the Cauchy Problem. Notes and Reports in Mathematics in Science and Engineering, vol. 3. Science Press and Academic Press (1985)
27. Shashikanth, B.N.: Vortex dynamics in $R^4$. J. Math. Phys. 53, 013103 (2012)
28. Song, C.: Gauss map of the skew mean curvature flow. Proc. Am. Math. Soc. 145(11), 4963–4970 (2017)
29. Song, C., Sun, J.: Skew mean curvature flow. Commun. Contemp. Math. 21(1), 1750090 (2019)
30. Song, C.: Local existence and uniqueness of skew mean curvature flow. J. Reine Angew Math. 776, 1–26 (2021)
31. Taylor, M.: Partial Differential Equations III, Nonlinear Equations, 2nd edn., Applied Mathematical Sciences, vol. 117. Springer, New York (2011)
32. Terng, C.: Dispersive geometric curve flows. In: Surveys in Differential Geometry: Regularity and Evolution of Nonlinear Equations. Surveys in Differential Geometry, vol. 19, pp. 179–229. International Press, Somerville, MA (2014)
33. Terng, C., Uhlenbeck, K.: Schrödinger flows on Grassmannians. In: Integrable Systems, Geometry, and Topology, AMS/IP Studies in Advanced Mathematics, vol. 36, pp. 235–256. American Mathematical Society, Providence, RI (2006). See also arxiv preprint (1999)

**Publisher's Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.