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Spin current—a flow of the spin degree of freedom in matter—has vital importance in spintronics. Propagation of the spin current ranges over a whole momentum space; however, generated spin currents are mainly detected in the long-wavelength limit. To facilitate practical uses of spintronics and magnonics, microscopic understanding of the spin current is necessary. We here address yttrium iron garnet, which is a well-employed ferrimagnet for spintronics, and review in re the momentum- and energy-resolved characteristics of its magnetism. Using unpolarized neutrons, we refined its detailed crystal and magnetic structure, and examined magnetic excitations through four decades (10 μeV–100 meV) using chopper spectrometers in J-PARC, Japan. We also measured mode-resolved directions of the precessional motion of the magnetic moment, i.e., magnon polarization, which carries the spin current in insulators through polarized neutron scattering, using a triple-axis spectrometer in ILL, France. The magnon polarization is a hitherto untested fundamental property of magnets, affecting the thermodynamic properties of the spin current. Our momentum- and energy-resolved experimental findings provide an intuitive understanding of the spin current and demonstrate the importance of neutron scattering techniques for spintronics and magnonics.

1. Introduction

Spintronics, aiming at utilizing the spin degree of freedom instead of or in addition to the charge one of an electron, has attracted much attention recently. Creation, annihilation, and control of the spin current—a flow of the spin degree of freedom—have been the main topics in this research field. Spin currents can be generated electromagnetically,1–5 optically,6 and thermally,7–9 and their propagation spans the whole momentum (Q) space. However, the detection has been limited to the long-wavelength limit (Q = 0) by voltage measurement through the inverse spin Hall effect.10–13 The measured voltage is the macroscopic sum of the induced spin currents; hence, only the relative intensity and overall propagation direction can be discriminated. To gain microscopic views of the spin current including the diffusion length, lifetime, and quantitative signal strength with the effects of thermal activation, information at the characteristic momentum/energy points will be needed. In this review, we tackle the microscopic view of the spin current from the (Q, E)-resolved information via neutron scattering techniques using the quintessential ferrimagnet yttrium iron garnet.

Yttrium iron garnet (YIG) with the chemical composition of Y₃Fe₅O₁₂ is an insulator with a complex structure. It is an essential material for microwave and optical technologies14 and also for basic research in spintronics, magnonics, and quantum information.15 This is owing to the highest quality magnetization dynamics among the known magnets, yielding long magnon lifetimes.16 The unit cell in YIG contains Fe³⁺ local moments with spin S = 5/2 in tetragonal (24d Wyckoff position) and octahedral (16a Wyckoff position) oxygen ligands with opposite spin projections in a ratio of 3:2, giving a net magnetization. There are two major magnon dispersions, acoustic and optical modes. The gap separating the optical and acoustic modes is on the order of the thermal energy at room temperature. At low temperatures, YIG behaves like a simple ferromagnet with an approximately quadratic magnon dispersion. At higher temperatures, non-parabolicities become apparent, and optical modes start to become occupied.

Neutron scattering is the unrivaled method of choice to measure the magnon dispersion across large areas of reciprocal space, enabling the magnon dispersion in magnets to be unambiguously determined. Here, we review the crystal/magnetic structure and magnon dispersion relations of YIG in a wide (Q, E)-regime and the mode-resolved direction of the precessional motion of the magnetic moments, i.e., magnon polarization. Results are mainly based on both unpolarized17,18 and polarized19 neutron scattering experiments. We find negatively polarized optical modes over the exchange gap, as well as the positively polarized acoustic mode, confirming the ferrimagnetic character in YIG, and that thermal excitation of the optical mode will limit the amplitude of the induced spin current.19

This review is structured as follows. We first discuss the detailed crystal and magnetic structure of YIG. We then show magnetic excitations in YIG ranging from high (100 meV) to ultralow (10 μeV) energy with macroscopic magnetization and specific heat results. Next, we move on to polarized neutron scattering results, starting with a review of the magnon polarization as the spin current carrier. Cross sections as a function of the direction of neutron polarization are then explained, which are needed to follow the results of the polar-
ized neutron scattering. Finally, the mode-resolved magnon polarization is explicitly determined through the chiral term detection. The authors wrote Section 5 together and separately wrote other Sections: Y. N. is responsible for Sects. 1, 4, and 6, and S. S. is responsible for Sects. 2 and 3.

2. Crystal and Magnetic Structure

Recent detailed studies of the longitudinal spin Seebeck effect (LSSE) on YIG have revealed the importance of the basic parameters of YIG under magnetic fields. Here, the crystal and magnetic structure is discussed in detail. In a sub-unit cell of this ferrimagnet with five Fe spins, as shown in Fig. 1, there are three up spins and two down spins, corresponding to the three positive and two negative polarization modes, respectively. A large number of basic properties of YIG have been historically reported. The crystal and magnetic structures were studied by using a powder sample. The crystal structure of YIG was distorted from cubic to trigonal symmetries under a magnetic field of 0.2 T. For precise crystal and magnetic structure refinements, a magnetic field is required to remove the magnetic domain walls from a single crystal. Such a measurement was carried out at about 295 K under a magnetic field (B ≈ 0.1 T) along [111]hexagonal with a pair of permanent magnets. The magnetic field at the sample position was measured using a Hall effect sensor. Single crystals were grown by a traveling solvent floating zone method with an image furnace with four halogen lamps (FZ-T-4000-H-II-S-TS, Crystal Systems Co., Ltd.). This method allows us to grow impurity-free crystals. Under a magnetic field, the demagnetization effect can become large for a ferromagnet, depending on the shape. In our neutron scattering experiments, each rod crystal was grown along each magnetic field to reduce the demagnetization effect.

Nuclear and magnetic Bragg reflections were measured at BL18 SENJU of J-PARC MLF. Their intensities were refined with a trigonal space group (R3). The magnetic moment alignment along each magnetic field to reduce the demagnetization effect. The magnetic field at the sample position was measured using a Hall effect sensor. Single crystals were grown by a traveling solvent floating zone method with an image furnace with four halogen lamps (FZ-T-4000-H-II-S-TS, Crystal Systems Co., Ltd.). This method allows us to grow impurity-free crystals. Under a magnetic field, the demagnetization effect can become large for a ferromagnet, depending on the shape. In our neutron scattering experiments, each rod crystal was grown along each magnetic field to reduce the demagnetization effect.
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though the obtained magnetic moments under $B \approx 0.1$ T are smaller than $4.47 \pm 0.04 \mu_B$ and $4.02 \pm 0.05 \mu_B$, the total magnetization of $3.1(6) \mu_B$/f.u. agrees with the magnetization of $3.05 \mu_B$/f.u. under $B = 1$ T. In the previous study, magnetic domain walls may have remained in the powder sample, resulting in these discrepancies. The slightly larger trigonal lattice distortions observed here compared with the previous ones reduce the observed magnetic moments in the present analysis due to the overlapping of Bragg peaks. This result suggests that it is important to determine the crystal structure of YIG together with the estimation of the magnetic moments under a magnetic field. Regardless of the atomic distortions from cubic to trigonal symmetries, the following magnon dispersions are discussed in the cubic symmetry of $Ia\overline{3}d$ (No. 230) for simplicity.

3. Inelastic Unpolarized Neutron Scattering

3.1 High-energy spin-wave excitations

According to detailed studies of LSSE on YIG, LSSE depends on the detailed structure of the magnon density of states (MDOS, $D_M$). The magnetic field produces a Zeeman energy gap in the ferromagnetic dispersion, resulting in the reduction of thermally excited spin current. The theoretical model is based on a simple quadratic magnon dispersion of YIG measured by previous inelastic neutron scattering (INS) measurements. The magnon dispersion relations of YIG were first studied up to 55 meV by INS measurements. The exchange integrals of YIG have been estimated under the energy limitation. Owing to high-efficiency INS spectrometers at pulsed-neutron sources, it has become possible to access high energies above 55 meV even with a small crystal. A recent detailed magnon study was still limited to about 80 meV. A measurement covering the full range of the energy of interest of YIG was first carried out by Shamoto’s group. The theory of YIG magnons for LSSE emphasizes the importance of the mode mixing for the lowest-E branches. For an antiferromagnet, the lowest-E dispersion is known to have doubly degenerate modes. For this ferrimagnetic YIG, however, the lowest-E dispersion is theoretically predicted to have only a single mode of positive polarization. The mode number can be verified from the MDOS if we measure it on an absolute scale. Because of the estimation difficulties, there has been no report of the absolute MDOS for YIG so far. For the MDOS estimation, we introduce an approximated dynamical structure factor and effective reciprocal space volume to simplify the absolute estimation. In addition, we performed the numerical calculation of absorption coefficients. The INS probability on a magnet can be expressed by Fermi’s golden rule, including the MDOS of the final states. This is the same as the phonon density of states for the phonon dispersions, which is often measured by INS. By using this method, the MDOS of YIG was estimated from the observed scattering intensity. For the inelastic magnetic scattering, the sum of the $q$-integrated scattering function $S(E)$ after energy integration is well known to be proportional to $S(S + 1)$. Therefore, the $q$-integrated dynamical spin susceptibility $\chi'(E)$ normalized by $g^2\mu_B^2 S(S + 1)$ gives the MDOS at $T = 0$ K, where the energy integration becomes unity. The simple quadratic dispersion model at low energies below 14 meV has been successfully used to estimate the MDOS, suggesting the validity of our estimation. The observed lowest-E dispersion was fitted by a simple quadratic dispersion with a stiffness constant $D$. The fitted parameter $D$ can also be verified by the exchange integrals obtained from the whole magnon spectrum in our experiment. Thus, the relation between the MDOS and $\chi'(E)$ is discussed quantitatively on the basis of the stiffness constant $D$.

Here, the Heisenberg Hamiltonian of the spin system in YIG is written as

$$\mathcal{H} = -2 \sum_{ij} J_{ij} S_i S_j + g \mu_B B \sum_i S_i + \sum_i K S_i^2,$$

where $S = 5/2$, $g = 2$ for the Fe$^{3+}$ spins, $B$ is the magnetic field, and $K$ is the anisotropy coefficient. Although complex models with a large number of parameters have been intensively studied, a minimum model has three nearest-
neighbor exchange integrals, \( J_{ad} \), \( J_{aa} \), and \( J_{dd} \), where the subscripts \( a \) and \( d \) refer to the Fe 16a (octahedral) and 24d (tetrahedral) sites in the cubic symmetry \( Ia3d \), respectively. The spin Hamiltonian was diagonalized using the spinW software package\(^{34} \) based on the linear spin-wave theory with the Holstein–Primakoff approximation. The spin-wave spectra were drawn by using the Horace software package.\(^{35} \)

A magnon excitation in YIG is observed at \( q \) in a reciprocal space deviating from the \( \Gamma \) point at a finite energy transfer \( E \) by using the BL01 4SEASONS,\(^{30} \) BL14 AMATERAS\(^{37} \) with the multi-\( E \) option,\(^{38} \) and BL02 DNA\(^{39} \) spectrometers at J-PARC MLF. The data sets were analyzed by using the Ussesmt software package.\(^{40} \) It forms a three-dimensional (3D) spherical shell at \( E \) in the reciprocal \( Q \)-space due to the nearly isotropic 3D interactions of localized spins as shown in Fig. 4. Here, we define the scattering wave vector \( Q \) as \( Q = q + G \), where \( Q = Q_a(2, -1, -1) + Q_b(1, 1, 1) + Q_c(0, -1, 1) \), \( q = q_a(2, -1, -1) + q_b(1, 1, 1) + q_c(0, -1, 1) \) in the crystal-setting as below Brillouin zone, and \( G \) is a reciprocal lattice vector such as \( (2, 2, 0), Q_a, Q_b, Q_c, q_a, q_b, \) and \( q_c \) are in reciprocal lattice units (r.l.u.). The crystal was aligned in the \((Q_a, Q_b, 0)\) zone as a scattering plane. This crystal-setting Brillouin zone with 1 r.l.u.\(^{3} \) is six times larger than the original Brillouin zone. The \( q \)-integrated magnon intensity in the Brillouin zone was obtained through the integration of one 3D spherical-shell excitation. Note that phonons were not observed in the low-\( Q \) region.

The magnons of YIG extended up to 86 meV as shown in Fig. 5. The strong magnetic excitations at about 73 and 100 meV were nearly \( Q \)-independent in the dispersions. In the middle-\( E \) range below 55 meV, the dispersions become a broad band down to 30 meV due to the overlapping of many dispersions. Three nearest-neighbor exchange integrals, \( J_{aa} \), \( J_{ad} \), and \( J_{dd} \), were estimated step by step by comparing with the simulation with \( gS=3 \mu_B \) using spinW software\(^{34} \) as follows.

\( J_{ad} \) was determined from the whole magnon bandwidth. A strong positive correlation was found between \( J_{ad} \) and \( J_{aa} \), which was sensitive to the second-highest magnon energy at \( P \sim 70 \) meV. \( J_{ad} \) was determined by the magnon energy at \( P \sim 45 \) meV with positive polarization in the middle-\( E \) range. The three nearest-neighbor exchange integrals, \( J_{aa} \), \( J_{ad} \), and \( J_{dd} \), became \( 0.00 \pm 0.05, -2.90 \pm 0.07 \), and \( -0.35 \pm 0.08 \) meV, respectively. The minus sign means that the couplings are antiferromagnetic in the definition of Eq. 1. The errors of integrals correspond to the largest energy shift of up to 2 meV in the dispersion energies, typically at the \( P \) point. The calculated dispersion relations are shown in Fig. 5. The present three exchange integrals agree with reported values \((J_{aa} \sim 0, J_{ad} = -2.78, J_{dd} = -0.28 \) meV\) estimated from the magnetic susceptibility above 750 K\(^{41} \) with the temperature dependence correction of the lattice constant. \( J_{aa} \) is estimated to be less than \(-0.03 \) meV based on the study of the garnet compound \( \text{Ca}_{3}\text{Fe}_{5}\text{Si}_{12} \) with only 16a \( \text{Fe}^{3+} \) sites.\(^{41, 42} \) In the previous measurement below 55 meV,\(^{29} \) \( J_{aa}, J_{ad}, \) and \( J_{dd} \) were \(-0.69, -3.43, \) and \(-0.69 \) meV, respectively. After detailed refinement of the same magnon data, \( J_{aa}, J_{ad}, \) and \( J_{dd} \) became \(-0.33, -3.43, \) and \(-1.16 \) meV, respectively.\(^{22} \) The magnon dispersion relations simulated with these integrals seem consistent with those below 55 meV, but deviate largely from the present observed dispersions above 55 meV. To verify the validity of our exchange integrals, observed and simulated constant-\( E \) cuts at various energies are compared in Fig. 6. They are consistent with each other even in the middle-\( E \) range from 30 to 50 meV. Precise fittings with more param-
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**Fig. 4.** (Color online) One of the magnon excitations of YIG at (220) ((\(Q_x, Q_y, Q_z\))=(1/3, 4/3, -1)) in the \( E \) range from 5 to 20 meV measured with \( E_i = 45.3 \) meV. (a) \( Q_x-Q_y \) contour map of \(-1.05 < Q_x < -0.95 \). (b) \( Q_x-Q_z \) contour map of \(0.3 < Q_x < 0.4 \). (c) \( Q_y-Q_z \) contour map of \(1.3 < Q_y < 1.4 \). White areas are regions not covered by the detector. The color bars are in the unit of mbarn sr\(^{-1}\)meV\(^{-1}\)r.l.u.\(^{-3}\). Reprinted with permission from Shamoto et al.\(^{17} \)© 2018 The American Physical Society.

**Fig. 5.** (Color online) Wide-\( E \)-range magnon dispersions in the \( Q_x-E \) space. Left: observed pattern as a function of \( Q_x \) measured with \( E_i = 150.0 \) meV in the range of \(-0.5 < Q_x < 3 \) and \(1 < Q_y < 3 \). Right: magnon dispersion relations along the same direction calculated from the \( \Gamma \) to \( P \) point at (123) by spinW with the three nearest-neighbor exchange integrals estimated here. The brown (blue) coloring denotes the positive (negative) polarization mode. The color bar is in the unit of mbarn sr\(^{-1}\)meV\(^{-1}\)r.l.u.\(^{-3}\). Reprinted with permission from Shamoto et al.\(^{17} \)© 2018 The American Physical Society.)
The nearly isotropic low-energy dispersion was observed above 86 meV as shown in Fig. 5. The calculated dispersions with exchange integrals are also shown by pale blurry lines in the same Q–E space. Brown (blue) denotes the positive (negative) polarization mode. Reprinted with permission from Shamoto et al.\(^\text{(17)}\) (© 2018 The American Physical Society).

3.2 Magnon density of states

The imaginary part of the dynamical spin susceptibility $\chi''(\mathbf{q}, E)$ is estimated from the following equation of the magnetic differential scattering cross section:

$$
\left( \frac{d^2\sigma}{dQdE} \right)_M = \frac{(\gamma r_j)^2 k_r}{\pi g^2\mu_B^2} f^2(Q) f^2(Q) \left[ 1 + (\hat{\mathbf{r}} \cdot \hat{\mathbf{q}})^2 \right]_{\text{av}}
$$

$$
\times \left[ 1 + n(E) \right] \chi''(Q, E),
$$

where the constant value $(\gamma r_j)^2$ is 0.2905 barn sr\(^{-1}\); $g$ is the Landé $g$ factor; $k_r$ and $k_f$ are the incident and final wavenumbers, respectively; the isotropic magnetic form factor $f^2(Q)$ of Fe\(^{3+}\) at (220) is 0.8059 ($Q = 1.44$ Å\(^{-1}\); the dynamic structure factor $f^2(Q)$ is approximated to be the square static magnetic structure factor relative to the full moments, i.e., $f^2(Q)=F^2_a(G)/F^2_{m0}=13/25$; $\hat{\mathbf{r}}$ is the unit vector in the direction of $Q$; $\hat{\mathbf{q}}$ is the unit vector in the mean direction of the spins; the angle-dependent term $[1 + (\hat{\mathbf{r}} \cdot \hat{\mathbf{q}})^2]_{\text{av}}$ is 4/3 due to the domain average without a magnetic field; and $n(E)$ is the Bose factor.

The imaginary part of the q-integrated dynamical spin susceptibility $\chi''(E)$ was obtained, as shown in Fig. 8. The $E$-dependence of $\chi''(E)$ for a quadratic dispersion case becomes a square-root function of energy.\(^{47}\) In the case of ferromagnetic Fe, the constant-$E$ scan intensity of magnons with a certain $E$ width is inversely proportional to the slope of the dispersion $(\propto 1/\sqrt{E})$.\(^{47}\) This leads to excitation at a finite energy $E$ at a $q$ position deviating from the $\Gamma$ point. The excitation forms a spherical shell in the 3D reciprocal $Q$-space. For the 3D spherical shell, the surface area ~ $4\pi q^2$ is proportional to the energy for a ferromagnet. The multiplication of $E$ by $1/\sqrt{E}$ results in $\sqrt{E}$ for the $q$-integrated intensity.

Fig. 7. (Color online) Lowest-$E$ magnon dispersion along the $\Lambda$ and $\Sigma$ directions measured at ~20 K. The solid line is the fitting of the quadratic function of Eq. 2. The calculated dispersions with exchange integrals are also shown by pale blurry lines in the same $Q$–$E$ space. Brown (blue) denotes the positive (negative) polarization mode. Reprinted with permission from Shamoto et al.\(^\text{(17)}\) (© 2018 The American Physical Society).

Fig. 6. (Color online) Constant-$E$ cuts of magnon spectra in the $Q_x$–$Q_z$ plane with 10 meV $E$ intervals. Left and right plots show observed and simulated patterns, respectively. The transfer energies are (a) 12, (b) 25, and (c) 33 meV for $E_1 = 45.3$ meV and (d) 40, (e) 50, (f) 60, (g) 70, and (h) 85 meV for $E_1 = 150.0$ meV. The corresponding $h$ values in (2h, −h, −h) are about 0.2, 0.9, 1.7, 0.65, 0.95, 1.25, 1.6, and 1.9, respectively. The color bars are for observed spectra in unit of mBarn sr\(^{-1}\)meV\(^{-1}\)l.u.\(^{-1}\). Reprinted with permission from Shamoto et al.\(^\text{(17)}\) (© 2018 The American Physical Society).
of a constant-$E$ scan. The same $E$-dependence of $\chi''(E)$ is expected in this YIG around the $\Gamma$ point because of the quadratic dispersion as follows:

$$\chi''(E) = \chi_0'' \sqrt{E - E_g},$$

where $\chi_0''$ is a constant value. Although the data in Fig. 8 were obtained under five different conditions with three spectrometers, all the values follow the same trend below 14 meV, which can be reproduced by Eq. 6 at $E_g = 0$. The fitted value of $\chi_0''$ below 14 meV in Fig. 8 was $88 \pm 4 \mu_B eV^{-1}Fe^{-1}$. On the basis of the good fitting of the MDOS, the validity of the theoretical simple model of LSSE is proved. \(20\) Under this condition, the MDOS, $D_M$ in our simple model, can be described by the stiffness constant $D$ at $n(E) = 0$. Moreover, the MDOS is also proportional to the normalized $\chi''(E)$ obtained for the lowest-$E$ branch as follows:

$$D_M(E) = \frac{n_{\text{mode}} D^{3/2}}{(2\pi)^2} \sqrt{E - E_g}$$

$$= \frac{A \chi_0''}{g^2 \mu_B^2 S(S + 1)} \sqrt{E - E_g},$$

where $A$ is a constant value and 40 is the number of Fe sites in the crystallographic unit cell with a cubic lattice parameter $a = 12.36$ Å. The value $g^2 \mu_B^2 S(S + 1) = 35 \mu_B^2 Fe^{-1}$ for Fe$^{3+}$. However, there are only 20 Fe sites in the magnetic unit cell, where the MDOS is only proportional to the volume per Fe site. In the calculation by the srsW software, \(21\) 20 Fe sites result in 20 modes in the first Brillouin zone. Here, we focus on the lowest-$E$ acoustic magnon mode with $+$ polarization.

The constant value $A$ is basically unity because of the sum rule for $\chi''(E)$ in the $E$-integration at $n(E) = 0$. Based on our experimentally obtained stiffness constant of 633 meVÅ$^2$, the constant value $A$ became $0.94 \pm 0.02$ at $n_{\text{mode}} = 1$ (single-mode case). Thus, we confirmed the single mode for the lowest-$E$ magnon branch from the absolute intensity estimation.

Equation 7 can be regarded as a Debye model of magnons. The difference of the constant value from unity may come from our experimental errors and our simplified model.

Above 14 meV, however, the magnon dispersion deviates from the quadratic function, resulting in the upturn of $\chi''(E)$ in Fig. 8, which is schematically shown as a dashed line in Fig. 8.

What is the meaning of the single mode? Our result suggests that the mode is only a single polarization, as expected theoretically, although the present inelastic unpolarized neutron scattering cannot distinguish two polarizations. This contrasts with doubly degenerate modes in the lowest-$E$ magnon dispersion of an anti-ferromagnet, which often split in $Q$ due to the Dzyaloshinskii–Moriya interaction. \(48\) The two types of polarization modes in YIG are split in energy. In Sect. 4, results from inelastic polarized neutron scattering will be shown to elucidate the polarization of each magnon mode. \(19\)

According to theoretical calculations on YIG, \(33\) there are 20 modes in the first magnetic Brillouin zone, where 12 modes have $+ polarization and the other 8 modes have $- polarization. These correspond to $\chi'''$ and $\chi''''$, respectively. The two types of modes in YIG are split in energy corresponding to the energy splitting of up and down spins. The total number of magnon modes corresponds to the number of Fe in the magnetic unit cell. This means that the magnetic moment has only one degree of freedom. On the other hand, a phonon has three degrees of freedom per atom. They are two transverse modes and one longitudinal mode simultaneously dispersing from the $\Gamma$ point.

Here, we obtained the relation between the magnon dispersion and the dynamical spin susceptibility in the quadratic dispersion case around the $\Gamma$ point. The validity of the relation may not be limited to only around the $\Gamma$ point nor to the quadratic dispersion. As far as the dynamic structure factor can be approximated, the dynamical spin susceptibility should be proportional to the MDOS. Alternatively, if one knows the dynamic structure factor in the $Q-E$ space that one wants to study, the present relation can be universally applied. As an example, the present relation is used to study the ultralow-energy dispersion in the following subsection.

### 3.3 Ultralow-energy spin-wave excitations

LSSE depends on the detailed structure of the MDOS, $D_M$, including the Zeeman energy gap. \(20, 21\) The Zeeman energy gap in the ferromagnetic dispersion results in the reduction of thermally excited spin current. Therefore, it is important to determine the Zeeman energy gap directly by INS. Ultralow-energy magnon excitation of YIG below 45 $\mu$eV has been measured, as shown in Fig. 9 using the inverted-geometry spectrometer BL02 DNA \(20\) at J-PARC. A pulse-shaping chopper with a 3 cm slit rotating at a speed of 225 Hz results in a fine energy-resolution of 3.44 ± 0.02 $\mu$eV at $E = 0$ meV. Along the vertical $q$-direction, the $Q$-resolution is about 0.02 Å$^{-1}$. It is usually difficult to obtain the dispersion at such a low energy by a constant-$E$ or constant-$Q$ scan. Instead, we estimated the magnon dispersion from the energy dependence of the dynamical spin susceptibility $\chi''(E)$ on an absolute scale by assuming the quadratic dispersion of Eq. 2 described in the previous subsection. Here, a magnetic field of about 0.1 T was applied along [111]$_{\text{cubic}}$. This direction is parallel to the growth direction of the rod-shaped crystal, leading to the removal of magnetic domain walls under a magnetic field.
where 40 is the number of Fe sites in the crystal unit cell.

In Eq. 2, the latter anisotropy term was 0.9 ± 0.5 µeV, estimated from the zero-field INS measurement in Fig. 10. Because the total gap was 11.0 ± 0.5 µeV under a magnetic field, the Zeeman energy gap becomes 10.1 ± 0.7 µeV, suggesting the applied magnetic field \( B \) of 0.088 ± 0.006 T. This value agrees with 0.1 ± 0.01 T measured by a Gauss meter. The magnetic intensity will weaken under a magnetic field normal to the \( Q \)-vector by a factor of 4/3 due to the angle-dependent term. The solid lines with the fixed ratio in Fig. 10(a) reproduce the intensities very well. This suggests that the magnetic domain walls are fully removed from the crystal under the magnetic field of 0.1 T, whereas the magnetic domains are randomly oriented under zero magnetic field. Figure 10(b) shows the temperature dependence of the dynamical spin susceptibility \( \chi''(E) \). The fitted parameters are shown in Fig. 10(c). The Zeeman energy gap nearly closed at 10 K. The observed intensity at 10 K was weak because of the small Bose factor, resulting in the data scattering of \( \chi''(E) \) in Fig. 10(b). Because of the large errors at 10 K in Fig. 10(c), ambiguity remains in the fitting. This gap closure at 10 K is confirmed by specific heat measurement under a magnetic field of 0.1 T along [111]cubic. The value at 10 K is smaller than our previous result of 633 ± 17 meVÅ² at ~20 K obtained from the magnon dispersion in the energy range from 2 to 14 meV. The present result is opposite to the standard expectation that a magnon is hardened with decreasing temperature. The softening is also observed below 150 K via the microwave spin-wave resonance of YIG under a magnetic field along [111]cubic. The stiffness constant is estimated assuming that a relevant phonon velocity is constant. The stiffness constant \( D \) decreases by about 5% due to the magnon softening, which is well reproduced by the random phase approximation with sublattice magnetizations \( M_a \) and \( M_d \) at the \( a \) and \( d \) sites, respectively. \( D \) is not proportional to the total magnetization \( M \) but is expressed in terms of \( M_a \) and \( M_d \) as follows:\(^{49}\)

\[
D = B \frac{-8J_{aa}M_a^2 - 3J_{dd}M_d^2 + 5J_{ad}M_aM_d}{3M_d - 2M_a},
\]

where \( B \) is a constant value. This magnon softening corresponds to an 8% increase in \( \chi''_0 \). This is not large enough for the enhancement of about 13%. Although our magnetic structure refinement at about 295 K does not show any spin canting, the result suggests that the spins cant at low temperatures below 150 K, as discussed in the next subsection.
3.4 Magnetization and specific heat results

The observed magnetic anomaly below 150 K was examined by investigating the magnetization and specific heat of YIG. The results will be compared with INS results. Figures 11(a) and 11(b) show the temperature dependence of magnetization under a magnetic field cooling of 0.5 T along [001]cubic and [111]cubic, respectively. For these measurements, non-cylindrical small crystals were used due to the limitation of these measurements. A magnetic field of 0.5 T, larger than 0.1 T, was applied in Fig. 11, because of the crystral shapes having the ambiguity of the demagnetization effect. To confirm the difference by the demagnetization, the magnet field dependence was measured from 0.1 to 0.5 T as shown in the insets of Figs. 11(c) and 11(d). They show that 0.1 T is not large enough for the full magnetization of YIG owing to the small demagnetization effect of the crystals. The magnetization at low temperatures is usually decreased by the magnon excitation with increasing temperature, where the temperature dependence is expressed by the Bloch $T^{3/2}$ rule. In the present case, however, the Bloch rule can be applied to the magnetization only above 150 K as shown in Figs. 11(a) and 11(b). The fittings lead to similar values of $\zeta$.

Specific heat measurement has also been performed to observe the anomalous behavior at 25 K as shown in Figs. 12(a) and 12(b). A 3D ferromagnet/ferrimagnet magneton without a gap is expected to show a specific heat proportional to $T^{3/2}$. Figure 12(a) shows the specific heat over a wide temperature range from 150 to 350 K. Enlarged temperature dependences of the heat capacities for [001]cubic (red open circles) and [111]cubic (black closed circles) magnetic fields at low temperatures below 14 K. The difference becomes large below $T=9$ K (-25 K$^{1/2}$). The linear solid lines are fitted results within the range, extrapolated to the ends. Reprinted with permission from Shamoto et al. (© 2020 The American Physical Society).
temperature range. The specific heat capacities under the two magnetic field directions start to deviate from each other below around 150 K, suggesting that the magnon anomaly may have already started by 150 K. This corresponds to the non-Bloch-type temperature dependence of magnetization below 150 K. The anomaly corresponds to the magnon softening observed below 150 K by microwave spin-wave resonance.\(^{29}\) In addition, the first-order anisotropy constant anomalously increases below 150 K in a ferromagnetic resonance study of YIG,\(^{51}\) suggesting different origins from a simple sublattice magnetization effect such as spin canting. Figure 12(b) shows the same data at temperatures below 14 K. The slope corresponds to the Debye temperature \(\theta_D\), whereas the extrapolation to the \(y\)-axis leads to the stiffness constant \(D_a\), which is expected to be common for all the plots in Fig. 12(b). However, both parameters below 9 K (\(\sim 25 K^{3/2}\)) are different between the two conditions. In the case of \(B\) along [001]\(_{\text{cubic}}\), \(A\) becomes \(-2.8 \pm 0.2 \times 10^{-4} \text{ J/mole/K}^{5/2}\), whereas \(A\) is \(8.17 \pm 0.02 \times 10^{-3} \text{ J/mole/K}^{3/2}\) at \(B\) along [111]\(_{\text{cubic}}\). The former negative \(A\) value can be regarded as an artifact coming from the assumed magnon excitation without a gap in the narrow temperature range from 5.0 to 8.8 K. The latter finite magnon contribution to the specific heat suggests that the magnon energy gap disappears under \(B\) along [111]\(_{\text{cubic}}\).

The stiffness constant \(D_a\) obtained from the \(A\) value at the magnetic field along [111]\(_{\text{cubic}}\) was 312 meVÅ\(^2\). This value is fairly consistent with 383 \(\pm 76\) meVÅ\(^2\) obtained from the ultralow-energy magnon at 10 K. However, these values are much smaller than our previous result of 633 \(\pm 17\) meVÅ\(^2\) estimated at \(-20\) K.

In the magnetic field along [001]\(_{\text{cubic}}\), the Debye temperature was 195.8 K, whereas it became 277.0 K in the magnetic field along [111]\(_{\text{cubic}}\). The Debye temperature seems to change depending on the magnetic field direction. This lattice hardening can be seen below 9 K in Fig. 12(b).

We did not observe any peaks in the temperature dependence of specific heat in the whole range of the measured temperature, suggesting no appreciable phase transition. This suggests that this anomaly may originate from a crossover from a ferrimagnet to a canted ferrimagnet.

We observed a new crossover at 25 K below the precursor anomaly at 150 K. Regarding the precursor anomaly, the deviation from the Bloch rule below 150 K in Fig. 11(a) reaches 3.6\% \((H \parallel[001]_{\text{cubic}})\) and 4.0\% \((H \parallel[111]_{\text{cubic}})\) at the lowest temperature of 2.5 K. The amount of suppression corresponds to about 15.4 and 16.3 degrees in the canting angles of magnetic moments, respectively. The spin canting is expected to increase the INS intensity due to the angle-dependent term \((1 + (\hat{\tau} \cdot \hat{\eta})^2)_{\text{int}}\) in Eq. 5. The canting of 15.4 degrees leads to a 7\% enhancement of the intensity, which is smaller than the enhancement of about 13\% in Fig. 10(c). However, the remaining part can be explained by the magnon softening based on the microwave spin resonance result.\(^{49}\) The summation of these two components is about 15\%, which is fairly close to the total enhancement of about 13\%.

Regarding the magnetization peak at 25 K in Fig. 11(d), this magnetization anomaly accompanies the Zeeman energy-gap closure. The dielectric relaxation anomaly also exhibits the same temperature and the same magnetic field direction dependence,\(^{52}\) suggesting the same origin as the magnetization anomaly. In this temperature range, the lattice must strongly couple with the spin via spin-orbit coupling.

The crystal structure of YIG is trigonally distorted at room temperature.\(^{17}\) The symmetry axis [111]\(_{\text{cubic}}\) coincides with the magnetic field direction along [111]\(_{\text{cubic}}\), which is also the magnetic easy axis. However, it is difficult to understand why the dielectric property appears at low temperatures as a crossover transition. One possible scenario is that thermally activated itinerant Fe\(^{2+}\) impurities are frozen out at low temperatures.\(^{53}\) Impurity Fe\(^{2+}\) centers provide large spin-orbit coupling effects.\(^{53}\) Therefore, the observed magnetic anomaly may appear through the spin-orbit coupling effect due to the localization of Fe\(^{2+}\) centers below 150 K.

Based on the magnon anomaly appearing under a magnetic field along [111]\(_{\text{cubic}}\), we may expect the low-temperature spin Seebeck effect to reflect this anomaly. So far, no experiments under this condition have been reported.

It is necessary to investigate how the spin Seebeck effect changes depending on the magnetic field direction relative to the crystal axis. Although the \(\chi''_0\) polarization mode may change the magnon character with the spin canting in the low-lying acoustic magnon mode, the Zeeman energy gap closure may increase the spin current, especially at low temperatures. This type of experiment may provide further information about the enhancement of the spin Seebeck effect.

The relationship between the magnon dispersion and the dynamical spin susceptibility \(\chi''(E)\) has been useful for investigating ultralow-energy magnons beyond the \(Q\)-resolution. This method was indispensable for the study of ultralow-energy magnons. By this method, the Zeeman energy gap anomaly was found under a magnetic field along [111]\(_{\text{cubic}}\) in YIG. Magnetization measurement also revealed a similar anomaly under a magnetic field along the same direction. Moreover, specific heat measurement also revealed that the Zeeman energy gap closes at low temperatures. The increase of \(\chi''_0\) was discussed in terms of the following two possibilities. One is that the sublattice magnetization effect softens the ultralow-energy magnon dispersion. The other is that spin canting emerges at low temperatures. The former magnon softening estimated from the previous report\(^{49}\) was an increase of about 8\% in \(\chi''_0\), whereas the latter spin canting of 15.4 degrees estimated from the magnetization contributes to an increase of about 7\%. The large increase of \(\chi''_0\) in Fig. 10(c) was roughly explained by these two effects.

The spin canting anomaly was attributed to the magnetic crossover transition in YIG below 150 K. Although this still remains as a speculation because of the large error bars in \(\chi''_0\) at \(T = 10\) K, this spin canting anomaly may play an important role in enhancing spintronic properties, such as the spin Seebeck and ultrasound spin-pumping effects.

4. Inelastic Polarized Neutron Scattering

4.1 Spin current carrier in insulators

The spin current in insulators can be carried by the precessional motion of the ordered moments. More precisely, the thermal spin motive force, i.e., “spin pumping,” which governs the spin Seebeck signal, is proportional to the product of the integrated energy and the chiral correlation function (transverse component of the magnons).\(^{54}\) We commence this section with a review of the direction of the precessional motion, i.e., magnon polarization.\(^{19}\) The magnon polarization had never been directly measured in any material. According
to the Landau–Lifshitz equation without the Gilbert damping term for simplicity,
\[
\frac{\partial \vec{M}}{\partial t} = -\gamma \vec{M} \times \vec{H}^{\text{eff}},
\]  
(11)
a magnetic moment precesses counterclockwise around the effective magnetic field direction, where \(\gamma\) is the gyromagnetic ratio of the moments. This motion can be defined as “positively” polarized. The collective excitations in single-domain ferromagnets also precess only counterclockwise; hence, all ferromagnetic magnons have a positive polarization (Fig. 13(a)). Simple collinear antiferromagnets have two magnet modes with opposite polarization (Fig. 13(b)), but these are degenerate unless large magnetic fields or Dzyaloshinskii–Moriya interactions are turned on. Simple ferrimagnets have two anti-aligned sublattices and also support two magnon polarizations, but the inter-sublattice exchange field naturally separates the branches of opposite polarization into acoustic and optical modes (Fig. 13(c)). The energy gap between these modes can be large; hence, spectroscopic studies have the potential to observe this character. YIG is a good material for attempting such measurements, since it is well studied and frequently employed for spintronics and magnonics.

The magnon polarization in ferrimagnets for the uniform \((Q = 0)\) modes can be understood with Eq. 11. With \(j \in \{\text{tet}, \text{oct}\}\), the effective magnetic field can be written as
\[
\vec{H}^{\text{eff}}_j = -\frac{\partial U}{\partial \vec{M}_j} = \frac{\partial}{\partial \vec{M}_j} \left( \frac{1}{2} \Lambda_{\text{oct}} M_{\text{oct}}^2 + \frac{1}{2} \Lambda_{\text{tet}} M_{\text{tet}}^2 - \Lambda \vec{M}_{\text{tet}} \cdot \vec{M}_{\text{oct}} \right),
\]  
(12)
with \(\Lambda\) being exchange interaction constants. We respectively divide \(\vec{M}_j\) and \(\vec{H}^{\text{eff}}_j\) into static and dynamic parts, \(\vec{M}_j(t) = \vec{M}_{j0} + \vec{m}_j(t)\) and \(\vec{H}^{\text{eff}}_j(t) = \vec{H}_{j0}^{\text{eff}} + \vec{\epsilon}_j^{\text{eff}}(t)\). After linearization, choosing the quantization axis along \(z\), \(M_{\text{oct}} = M_{\text{oct}}\), \(M_{\text{tet}} = -M_{\text{tet}}\), and \(m_j^z = m_j^x + \text{imaginary part}\), the secular equation reads
\[
\begin{pmatrix}
\pm \omega - \gamma_{\text{tet}} \Lambda M_{\text{oct}} \\
\gamma_{\text{tet}} \Lambda M_{\text{oct}} \\
\end{pmatrix}
\begin{pmatrix}
\frac{\omega}{\gamma_{\text{tet}}} M_{\text{oct}} \\
M_{\text{tet}} \\
\end{pmatrix}
= 0.
\]  
(13)
One of the eigenergies is \(\omega_{\text{acoustic}} = 0\) for the acoustic mode, whereas the other gives \(\omega_{\text{optical}} = \lambda (\gamma_{\text{oct}} M_{\text{tet}} - \gamma_{\text{oct}} M_{\text{oct}})\) corresponding to the optical gap. Eigenoscillations within the \(xy\)-plane can then be easily calculated, where the precession radii give \(m_{\text{oct}}^x/M_{\text{oct}} = -M_{\text{oct}}/M_{\text{oct}}\) and \(\gamma_{\text{tet}}/\gamma_{\text{tet}}\) for the acoustic and optical modes, respectively. The corresponding eigenoscillations are schematically depicted in Fig. 13(c); the acoustic mode is a coherent right-handed circular precession in which \(M_{\text{tet}}\) and \(M_{\text{oct}}\) are exactly antiparallel, whereas the optical mode is a left-handed circular precession with a finite canting angle.

4.2 Polarized neutron scattering cross sections

Polarized neutron scattering—taking into account the neutrons’ spin degree of freedom in the scattering process—gives detailed information of the magnetism.\(^{56}\) It has mainly been used to disentangle the magnetic and nuclear contributions to scattering cross sections.\(^{57}\) The elucidation of the magnetic moment directions, as well as the symmetry of magnetic fluctuations,\(^{58}\) has also been demonstrated. More recently, the “chiral term”\(^{59}\) was used to measure the chiral (handedness of) magnetic order\(^{60}\) and excitations in paramagnetic\(^{61}\) and magnetically ordered phases.\(^{62}\) The chirality observed in these studies is a spatial variation of the non-collinear magnetic moments caused by effects such as geometrical frustration and the Dzyaloshinskii–Moriya interactions. Here, we aim for a different property: the intrinsic polarization of the magnetic excitations in a collinear magnet. The nuclear-magnetic “interference term” has also attracted much attention recently in the context of magnetoelastic coupling.

To detect the magnon polarization, a special coordination of the neutron polarization is required. The neutron polarization direction can be taken as an arbitrary direction, i.e., it is not restricted only to perpendicular to the scattering plane. For a schematic understanding, we adopt a simple orthogonal scattering coordinate \((x, y, z)\) (aka Blume–Maleyev coordination, as in Fig. 14), where \(x \parallel \vec{Q}, y \perp \vec{Q}\), and \(z\) is perpendicular to the horizontal scattering plane with the scattering wave vector \(\vec{Q}\). The observations for each neutron polarization direction are summarized via the following cross-section formulae:\(^{63,64}\)
\[
\sigma_{xx} \propto N,
\]  
(14)
\[
\sigma_{yz} \propto M_x + M_z \propto M_{\text{ch}},
\]  
(15)
\[
\sigma_{yx} \propto N + M_x \pm R_x,
\]  
(16)
\[
\sigma_{yy} \propto M_z,
\]  
(17)
\[
\sigma_{zx} \propto N + M_z \pm R_z,
\]  
(18)
\[
\sigma_{zz} \propto M_z,
\]  
(19)
where the ideal case with perfect performances of neu-
electron spin polarizers and flippers is assumed. The term $\sigma^{\alpha}_{i\omega}$ ($\alpha = x, y, z$) stands for the partial differential scattering cross section $(d^2\sigma/dQdE)^{\alpha}$ with $i$ incoming and $o$ outgoing neutrons with $+/-$ neutron polarization. The nonmagnetic nuclear $N = (N_0N_0)_{\omega}$, in-plane magnetic $M_i = (M_{Qi}M_{Qi})_{\omega}$, out-of-plane magnetic $M_r = (M_{Qi}M_{Qi})_{\omega}$, chiral $(M_{ch} = i(M_{Qi}M_{Qi})_{\omega} - (M_{Qi}M_{Qi})_{\omega})$, and interference $(R_\beta = (N_0M_{Qi})_{\omega} + (M_{Qi}N_0)_{\omega})$ ($\beta = y, z$) terms are included. $(N_0N_0)_{\omega}$ and $(M_{Qi}M_{Qi})_{\omega}$ are the spatiotemporal Fourier transforms of the nuclear-nuclear and spin-spin correlation functions, respectively. The chiral term defines the antisymmetric correlation function within the $yz$-plane, and the interference terms describe the symmetric part of the nuclear-magnetic interference.

Detection of the magnon polarization owing to the chiral term is difficult due to the low scattering intensities. The chiral terms can only be measured when the applied field and magnetization are aligned with the scattering wave vector $\vec{Q}$. Magnetic neutron scattering can only detect the spin components perpendicular to this $\vec{Q}$, and these projections in collinear magnets are considered to be tiny. Moreover, the signal is contaminated by imperfections in the polarizers and flippers, which are needed to select the incident and scattered neutrons (see Fig. 14). Derived analytical formulae for corrections of the neutron polarization are summarized elsewhere.\(^{65}\)

4.1 Å\(^{-1}\), corresponding to final energies of $E_f = 14.7$ and 34.8 meV, respectively.

A YIG single crystal (~8 g) was oriented with (HHL) in the horizontal scattering plane, and put into a cryomagnet supplying a horizontal magnetic field of 0.3 T parallel to the momentum transfer $\vec{Q}$ and temperatures between 10 and 300 K. YIG is a very soft magnet,\(^{52}\) and the external field of 0.3 T was sufficient to fully saturate the magnetization into a single magnetic domain. The obtained fields were homogeneous over a large area around the sample position and were discontinuously connected to the guide fields along the neutron path.

In IN20, the scattered neutrons are recorded in four channels: $\Gamma^+_i, \Gamma^-_i, \Gamma^+_o, \Gamma^-_o$, where $d\sigma^i_o = \omega^2 d\sigma/dQdE^\alpha$ is the intensity of $i$ incoming and $o$ outgoing neutrons with $+/-$ neutron polarization.\(^{50}\) From the four channels, the non-magnetic nuclear $(N)$, magnetic $(M = M_i + M_r)$, and chiral $(M_{ch})$ contributions can be extracted through the following combinations:

$$
N = (N_0N_0)_{\omega} = \frac{1}{2}(I^+_i + I^-_i), \\
M = (M_{Qi}M_{Qi})_{\omega} + (M_{Qo}M_{Qo})_{\omega} = \frac{1}{2}(I^+_o - I^-_o), \\
M_{ch} = i(M_{Qi}M_{Qi})_{\omega} - (M_{Qo}M_{Qo})_{\omega} = \frac{1}{2}(I^+_i - I^-_i).
$$

Phonon and magnon scatterings in YIG have been separated in terms of the nuclear and magnetic spectra.\(^{17,18,29,32}\) The chiral contribution $M_{ch}$ contains new information about the magnon polarization.

Figure 15 summarizes the results of accumulating many scans and their derivations around $Q = (4, 4, -4)$. The nuclear response is very weak (Fig. 15(a)) as intended: the $(4, 4, -4)$ intensity is four orders of magnitude smaller than that of the strongest nuclear Bragg peak $(0, 0, 4)$. Very weak phonon excitations and/or the imperfections of the neutron polarization and flippers may cause the remaining weak signals. The disentangled magnetic response in Fig. 15(b) is basically equivalent to unpolarized neutron scattering. The chiral term $M_{ch}$ is plotted in Fig. 15(c). The dispersion is the same as in the magnetic response, but the sign (color) of the signal distinguishes the polarization of the magnon modes. Note that Fig. 15 summarizes the data obtained at 293 K, which shows softening behavior compared with Fig. 7 obtained at 20 K as explained earlier. The red acoustic mode has the “positive” polarization (counterclockwise with respect to the field), whereas the blue optical mode is the exchange-split mode that precesses in the opposite (clockwise) direction.

We compare the measurements with the polarized neutron partial differential cross section calculated using atomistic spin dynamics with quantum statistics.\(^{57,68}\) The exchange constants are taken from Prinecp et al.\(^{52}\) and scaled by $S^2$ ($S = 5/2$). With the convolution of the approximated instrument resolution, Fig. 15(d) shows excellent agreement with the experiments. Calculation with the parameter set from Ref. 30 also gives good agreement, since both yield almost identical magnon dispersion relation below 35 meV.

We measured a large number of points on the two magnon branches and also measured an optical mode with positive polarization by moving to the $(6, 6, -4)$ Brillouin zone (Fig. 16(a)). Peaks were extracted using resolution-
Fig. 15. (Color online) Derived spectra of (a) the nuclear term $N = \frac{1}{2}(I_x^+ + I_y^-)$, (b) magnetic term $M = M_x + M_y = \frac{1}{2}(I_x^+ + I_y^-)$, and (c) chiral term $M_{ch} = \frac{1}{2}(I_x^+ - I_y^-)$ from mesh scans taken at 293 K. Note that some scans miss the $I^+$ channel, which is approximated by $I^-$. The chiral term is compared with (d) the calculated resolution-convoluted partial differential scattering cross section. Reprinted with permission from Nambu et al. (© 2020 The American Physical Society).

convoluted fits with the recently developed Eckold–Sobolev-type resolution function. We found almost perfect agreement between the experiment and theory for both the nearly flat magnon mode at 50 meV around (6,6,−4) (Fig. 16(a)) and the acoustic and optical modes below 35 meV around (4,4,−4) (Fig. 16(b)). The agreement from a low temperature to room temperature validates the low-temperature parameterization of the exchange coupling constants. The magnon polarization of the localized (flat) mode is positive, in agreement with the calculations, highlighting the ability to measure polarization anywhere in the reciprocal space.

The optical gap is important for the thermodynamic and transport properties of YIG around and above room temperature, including the spin Seebeck effect. Magnon modes are thermally occupied below $E = k_B T$ (shaded area in Fig. 16(c)). At low temperatures, only the acoustic mode is occupied, but at room temperature and above, the optical mode with the opposite polarization becomes occupied. The strength of the spin Seebeck signal is proportional to the product of the integrated energy and the magnon polarization, to which the acoustic and optical modes contribute with opposite signs. The observed maximum of the spin Seebeck voltage in YIG near room temperature has been interpreted in terms of this competition. This is also theoretically illustrated in Fig. 16(d), in which the total spin-pumping signal is clearly not the sum of these from the Fe_{tet} and Fe_{oct} moments, but the spin Seebeck voltage drops much faster than the magnetization with increasing temperature. Whereas a theoretical treatment including interactions on the Pr/YIG interface is not yet available, the optical modes are thus expected to play an important role in the spin Seebeck voltage. The optical modes might also explain the observation of reduced magnon conductivity.

5. Discussion

Both inelastic unpolarized and polarized neutron scattering measurements have been performed to study the magnetic excitation in YIG. Each measurement has its strengths and weaknesses. The magnon polarization for each magnon branch can only be observed by inelastic polarized neutron scattering. However, the polarization of neutrons strongly reduces the count rate and limits the accessible energy range due to the performance of polarization devices. Moreover, the energy resolution is sometimes sacrificed to maximize the neutron flux. Unpolarized neutron scattering, on the other hand, is suitable for studying high-energy and ultralow-energy spin-wave spectra with relatively high resolution. Another typical example is the determination of exchange parameters.

Fittings have been made on inelastic unpolarized neutron scattering results, and representative parameter sets are summarized in Table II. We compared the calculated spin-wave spectra in Fig. 17 and found that they are consistent with each other for two major branches below 40 meV. Differences are, however, visible for higher energy transfers around the maxima of the acoustic and optical modes. The obtained parameters depend on the energy transfer regime used during the fitting. The spin-wave spectrum should be measured in the whole energy range with a reasonably high $E$-resolution for precise fitting. This has been a challenging condition for any inelastic neutron scattering, especially for inelastic polarized neutron scattering. This is due to the limitation of polarizers for high-energy neutron beams. The $^3$He spin filter and dynamic nuclear polarization methods have been developed for the neutron polarization in higher energy transfers.

In the inelastic unpolarized neutron scattering measurement, absolute-scale intensity estimation has played an important role in discoveries. The ultralow-energy spin-wave dispersion with a Zeeman energy gap under an external magnetic field was determined from the energy dependence of the absolute intensity. The magnon mode number of YIG was also determined to be unity at low energies by the intensity estimation. However, it was impossible to determine the polarization mode by this method. The clear demonstration of two different polarizations in the acoustic and optical modes by inelastic polarized neutron scattering measurement shows the importance of two-mode mixing at high temperatures. Although the mixing plays an important role in the spin Seebeck effect, the present detailed study on the spin-wave by inelastic unpolarized neutron scattering reveals various anomalies depending on the magnetic field. These anomalies were overlooked in
Fig. 16. (Color online) (a), (b) Calculated partial differential scattering cross sections overlaid with experimentally estimated peak positions at 293 K. (\(H, H, -L\)) in (a) and (\(H, H, -H\)) in (b) span the ranges (5.5, -3) to (7.7, -5) and (3.3, -3) to (5.5, -5), respectively. (c) Temperature dependence of the estimated optical gap value compared with the calculation and the previous results. The shaded area marks \(E \leq k_B T\). (d) Calculated \(T/T_C\) dependence of the thermal spin pumping from Y\(_3\)Fe\(_5\)O\(_{12}\) by the Fe\(_{tet}\) and Fe\(_{oct}\) sites, and the total. Reprinted with permission from Nambu et al. © 2020 The American Physical Society.

Table II. Reported exchange parameters in the unit of meV for Y\(_3\)Fe\(_5\)O\(_{12}\). \(J_{jk}^n\) stands for the \(n\)th neighbor interaction between the \(j\) and \(k\) sites. Note that \(J_{3j}^a\) and \(J_{3j}^{a'}\) with identical displacement have separate superexchange pathways. The positive and negative signs respectively correspond to antiferromagnetic and ferromagnetic interactions.

|        | \(J_{11}^1\) | \(J_{22}^1\) | \(J_{33}^1\) | \(J_{44}^1\) | \(J_{55}^1\) | \(J_{66}^1\) | \(J_{77}^1\) | \(J_{88}^1\) |
|--------|--------------|--------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Wojtowicz (1964) \(^{31}\) | 5.56 | 0.56 | 0 | 0 | - | - | - | - |
| Plant (1977) \(^{29}\) | 6.86 | 1.38 | 1.38 | 1.38 | 0.46 | 0.28 | 1.5 | - |
| Plant (1983) \(^{30}\) | 6.4 | 0.9 | 0 | 0 | 0.46 | 0.28 | 1.5 | - |
| Cherepanov et al. (1993) \(^{45}\) | 6.87 | 2.3 | 0.65 | 0.65 | - | - | - | - |
| Princep et al. (2017) \(^{32}\) | 6.8(2) | 0.52(4) | 0.0(1) | 1.1(3) | -0.07(2) | 0.47(8) | -0.09(5) | - |
| Xie et al. (2017) \(^{43}\) | 4.774 | 0.308 | 0.144 | 0.144 | 0.326 | 0.358 | 0.008 | - |
| Shamoto et al. (2018) \(^{17}\) | 5.80(14) | 0.70(16) | 0.0(1) | 0.0(1) | - | - | - | - |

Through our first attempts to observe magnon polarization, the magnon polarization was found to be a fundamental property of matter of relevance to spintronic phe-
nomena. Our technique\textsuperscript{19} to resolve the magnon polarization is also applicable for other ferrimagnetic systems. For instance, Gd\textsubscript{3}Fe\textsubscript{5}O\textsubscript{12} shows a sign change in the spin Seebeck voltage,\textsuperscript{71} in which modes with different polarizations are thought to exist close together. A magnon polarization analysis of rare-earth iron garnets could also help to understand the observed magnon spin currents.\textsuperscript{72} In a magnetically soft material such as YIG, the magnon polarization is nearly circular; however, YIG is very amenable to doping, and magnetic anisotropies can also be introduced. Strong anisotropies, as well as local anisotropy in the tetrahedral and octahedral sites, may couple magnons with opposite polarization, thereby causing ellipticity and anticrossings between optical and acoustic modes. This “magnon squeeze”\textsuperscript{73} may be essential for applications of magnets in quantum information and can be measured by this technique.

6. Conclusions

We have studied the basic characteristics of the quintessential magnet YIG using neutrons. Although YIG has been believed to have the space group $Ia\overline{3}d$, our detailed crystal structure refinement showed distortion to the trigonal $R\overline{3}m$.\textsuperscript{17} Unpolarized neutron scattering experiments revealed magnetic excitations\textsuperscript{17,18} ranging from high (100 meV) to ultralow energy (10 $\mu$eV). Through linearized spin-wave analysis, the nearest-neighbor exchange interactions, $J_{ab}, J_{ad}$, and $J_{dd}$, were estimated, and the stiffness constant $D$ was found to be consistent within this approximation.

We also measured the polarization of magnons, which is an important degree of freedom in magnets yet hitherto untapped, in collinear ferrimagnetic YIG and found quantitative agreement with the theory.\textsuperscript{19} The magnon polarization can easily be squeezed by spin anisotropy and/or any mixing between the acoustic and optical modes. Our first attempt to measure the pure polarization using YIG can therefore be a textbook case for magnon polarization observation. We anticipate that valuable information can be gained from similar measurements on other ferrimagnets. Theories discussing the role of magnon polarization in spintronics are now appearing\textsuperscript{74} and our direct measurement of the magnon polarization has thus demonstrated the importance of neutron scattering for the next generation of spintronics and magnonics.
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