EXTENSION COMPLEXITY OF THE CORRELATION POLYTOPE
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ABSTRACT. We prove that for every $n$-vertex graph $G$, the extension complexity of the correlation polytope of $G$ is $2^{O(tw(G)+\log n)}$, where $tw(G)$ is the treewidth of $G$. Our main result is that this bound is tight for graphs contained in minor-closed classes.

1. INTRODUCTION

All graphs in this paper are undirected and simple. Let $G = (V, E)$ be a graph. The correlation polytope of $G$, denoted $\text{COR}(G)$, is the convex hull of the characteristic vectors of induced subgraphs of $G$. More precisely, $\text{COR}(G)$ is the polytope in $\mathbb{R}^{V \cup E}$ which is the convex hull of all vectors of the form $(\chi(X), \chi(E(X)))$ for $X \subseteq V$, where $E(X)$ is the set of edges with both endpoints in $X$, and $\chi$ denotes the characteristic vector of a set. It is closely related to the stable set polytope of $G$, denoted $\text{STAB}(G)$, which is the convex hull of characteristic vectors of stable sets of $G$. There are other equivalent definitions of the correlation polytope, and it arises naturally in many different contexts, including probability theory, propositional logic, and quantum mechanics [17].

More recently, the correlation polytope has also acquired greater prominence in machine learning, where it is more commonly referred to as the marginal polytope. For example, Wainwright and Jordan [24] showed that the maximum a posteriori (MAP) inference problem for graphical models [16, 6, 8, 21] is equivalent to maximizing a linear function over the correlation polytope. This motivates the search for compact descriptions of the correlation polytope. The proper framework for addressing such questions is the theory of extended formulations [11, 4, 5, 20, 27].

A polytope $Q \subseteq \mathbb{R}^p$ is an extension of a polytope $P \subseteq \mathbb{R}^d$ if there exists an affine map $\pi : \mathbb{R}^p \to \mathbb{R}^d$ with $\pi(Q) = P$. The extension complexity of $P$, denoted $\text{xc}(P)$, is the minimum number of facets of any extension of $P$. If $Q$ is an extension of $P$ such that $Q$ has fewer facets than $P$, then it can be advantageous to optimize over $Q$ instead of $P$.

Fiorini, Massar, Pokutta, Tiwary and de Wolf [9] were the first to show that many polytopes associated to classic NP-hard problems, (including the correlation polytope of the complete graph) have exponential extension complexity. Their results do not rely on any complexity assumptions such as $P \neq \text{NP}$ or $\text{NP} \not\subseteq \text{P/poly}$. In this paper, we determine the extension complexity of the correlation polytope almost exactly.

In order to state our main results, we need some graph theoretic definitions. A graph $H$ is a minor of a graph $G$, denoted $H \preceq G$, if $H$ can be obtained from a subgraph of $G$ by contracting edges. A class $\mathcal{C}$ of graphs is minor-closed if $G \in \mathcal{C}$ and $H \preceq G$ implies $H \in \mathcal{C}$. In Observation 5 we note that if $H \preceq G$, then $\text{xc}(H) \leq \text{xc}(G)$. By the graph minor theorem of Robertson and Seymour [18], the property $\text{xc}(\text{COR}(G)) \leq k$ is characterized by a finite set of forbidden minors. For more on the connection between the correlation polytope and graph minors, see [25, 26].

A tree-decomposition of a graph $G$ is a pair $(T, B)$ where $T$ is a tree and $B := \{ B_t \mid t \in V(T) \}$ is a collection of subsets of vertices of $G$ satisfying:

1. $V(G) = \bigcup_{t \in V(T)} B_t$.

---
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for each $uv \in E(G)$, there exists $t \in V(T)$ such that $u, v \in B_t$, and

• for each $v \in V(G)$, the set of all $w \in V(T)$ such that $v \in B_w$ induces a subtree of $T$.

The width of the decomposition $(T, B)$ is $\max\{|B_t| - 1 \mid t \in V(T)\}$. The treewidth of $G$, denoted $tw(G)$, is the minimum width taken over all tree-decompositions of $G$.

Wainright and Jordan [23] proved that for all graphs $G$, the $(tw(G) + 1)$-th level of the Sherali-Adams hierarchy [22] of the LP relaxation of $\text{COR}(G)$ is equal to $\text{COR}(G)$. It follows that $\text{COR}(G)$ has an extended formulation of size $n^{O(tw(G))}$. We now derive an improved upper bound using results of Kolman and Koutecký [14] (see also Bienstock and Munoz [1]).

**Theorem 1.** For every $n$-vertex graph $G$, the extension complexity of $\text{COR}(G)$ is $2^{O(tw(G) + \log n)}$.

**Proof.** Let $G$ be a graph with $n$ vertices and $m$ edges. Note that $\text{COR}(G)$ is the convex hull of all 0/1-vectors $x \in \mathbb{R}^{V \cup E}$ satisfying $x_{uv} = x_u x_v$ for all $uv \in E(G)$. We define the *constraint graph* of $\text{COR}(G)$ to be the graph $G'$ whose vertices are the variables of the above system, where two variables are adjacent in $G'$ if and only if they appear in a common constraint. By [14, Theorem 1], $\text{COR}(G)$ has an extended formulation of size $(n + m)2^{tw(G')}$. Observe that $G'$ is obtained from $G$ by adding a path of length 2 between $u$ and $v$ for all $uv \in E(G)$. It is easy to see that if $tw(G) = 1$, then $tw(G') = 2$ and if $tw(G) \geq 2$, then $tw(G') = tw(G)$. Therefore, $(n + m)2^{tw(G')} = 2^{O(tw(G) + \log n)}$, as required.

Up to the constant factor in the exponent, we conjecture that our upper bound is tight.

**Conjecture 2.** For every $n$-vertex graph $G$, the extension complexity of $\text{COR}(G)$ is $2^{\Omega(tw(G) + \log n)}$.

Göös, Jain and Watson [10] proved that there exists a sequence $(G_n)$ of graphs where each $G_n$ is an $n$-vertex graph and the extension complexity of $\text{STAB}(G_n)$ is $2^{\Omega(n/\log n)}$. If true, our conjecture would improve their bound to $2^{\Omega(n)}$ and it would yield explicit 0/1-polytopes with extension complexity exponential in their dimension, as predicted by the counting argument of Rothvoß [19] (see [27, Problem 7]).

As evidence for the conjecture, we prove that our bound is tight for minor-closed classes of graphs. The following is our main result.

**Theorem 3.** For every proper minor-closed class $\mathcal{C}$, there exists a constant $c > 0$ such that for every $n$-vertex graph $G \in \mathcal{C}$,

$$\text{xc}(\text{COR}(G)) \geq 2^{c(tw(G) + \log n)}.$$  

Actually, the proof of Theorem 3 shows that for every graph $G$, we have $\text{xc}(\text{COR}(G)) \geq 2^{\Omega(h + \log n)}$, where $h$ is the maximum height of a grid that $G$ contains as a minor. In virtue of the polynomial grid-minor theorem of Chekuri and Chuzhoy [2, 3], this implies that $\text{xc}(\text{COR}(G)) \geq 2^{\Omega(tw(G)^{\delta + \log n})}$ for some universal constant $\delta > \frac{1}{207}$.

2. The lower bound

In this section we prove our lower bound. Let $P$ be a polytope. We note the following easy (and folklore) facts. If $A$ is an affine subspace, then $\text{xc}(P \cap A) \leq \text{xc}(P)$, and if $\pi$ is an affine map, then $\text{xc}(\pi(P)) \leq \text{xc}(P)$. Since the extension complexity of a polytope is at least its dimension, we also have the following easy observation.

**Observation 4.** For all $n$-vertex graphs $G$, $\text{xc}(\text{COR}(G)) \geq n$.

We next show that the extension complexity of the correlation polytope is monotone under taking minors.

**Observation 5.** If $H \preceq G$, then $\text{xc}(\text{COR}(H)) \leq \text{xc}(\text{COR}(G))$. 


**Proof.** It is easy to see that $H \precsim G$ if and only if $H$ can be obtained from $G$ by deleting edges, contracting edges, and removing isolated vertices. We show that none of these operations increases the extension complexity of the correlation polytope.

Let $uv \in E(G)$. Then $\text{COR}(G \setminus uv)$ can be obtained from $\text{COR}(G)$ by projecting out $x_{uv}$. Moreover $\text{COR}(G/uv)$ is obtained from $\text{COR}(G)$ by setting $x_u = x_{uv} = x_v$ (this defines a face since $x_{uv} \leq x_u$ and $x_{uv} \leq x_v$ are valid). If $w$ is an isolated vertex of $G$, then $\text{COR}(G - w)$ is obtained from $\text{COR}(G)$ by projecting out $x_w$. \hfill \Box

For $h \in \mathbb{N}$, we let $K_{h,h}$ be the complete bipartite graph with $2h$ vertices and $h^2$ edges, and $G_{h,h}$ be the $h \times h$ grid. Recall that $G_{h,h}$ has vertex set $[h] \times [h]$, where $(a, b)$ is adjacent to $(a', b')$ if and only if $|a - a'| + |b - b'| = 1$.

We now define a modified grid that will appear in the proof of Theorem 6. A *grid with gadgets of height* $h - 1$ *is obtained by modifying the grid* $G_{h,h}$ *as follows. Let* $G_{h,h}^{\circ}$ *be the graph obtained from* $G_{h,h}$ *by subdividing each edge of* $G_{h,h}$. *For each* $i, j \in [h]$, *let* $r_{i,1}, r_{i,2}, r_{i,1}', r_{i,2}', \ldots, r_{i,h-1}', r_{i,h} \in [h]$ *be the vertices of* $G_{h,h}^{\circ}$ *along the* $i$*th row and* $r_{1,j}, r_{1,j}', r_{2,j}, r_{2,j}', \ldots, r_{h-1,j}', r_{h,j}$ *be the vertices of* $G_{h,h}^{\circ}$ *along the* $j$*th column. *The grid with gadgets of height* $h - 1$ *is obtained from* $G_{h,h}^{\circ}$ *by performing the following operations:

- delete $r_{1,1}$ and $r_{h,h}$,
- delete $r_{1,1}', r_{1,2}', \ldots, r_{1,h-1}'$ and $r_{h,1}', r_{h,2}', \ldots, r_{h,h-1}'$,
- for each $i, j \in [h] \setminus \{1, h\}$, delete the edges $r_{i,h-1}', r_{i,h}$ and $r_{h-1,j}', r_{h,j}$,
- for each $i, j \in [h] \setminus \{1, h\}$, add the edge $r_{i,j-1}', r_{i,j}$,
- for each $i, j \in [h] \setminus \{1, h\}$, replace $r_{i,j}$ by a constant-size planar graph which will be defined in the proof of Theorem 6.

See Figure 1 for an illustration.
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**Figure 1.** The grid with gadgets of height 4. The diamond vertices are the vertices to be replaced.

We are now ready to prove our lower bound for minor-closed classes.

**Theorem 6.** For every proper minor-closed class $\mathcal{C}$, there exists a constant $c' > 0$ such that for every $n$-vertex graph $G \in \mathcal{C}$, $\text{xc}(\text{COR}(G)) \geq 2^{c' \text{tw}(G)}$.

**Proof.** As shown by Demaine and Hajiaghayi [7] (see also Kawarabayashi and Kobayashi [13]), since our initial graph $G$ belongs to a proper minor-closed class, $G$ contains $G_{t,t}$ as a minor, where $t = \Omega(\text{tw}(G))$. Moreover, observe that there exists $h = \Omega(t)$ such that if $H$ is the grid with gadgets of height $h$, then $H \precsim G_{t,t}$. Let $H$ be the grid with gadgets of height $h$. Since the extension complexity of the correlation polytope is minor monotone, $\text{xc}(\text{COR}(H)) \leq \text{xc}(\text{COR}(G))$. Therefore, it suffices to show the theorem for $H$.

The idea is to describe a face of $\text{COR}(H)$ which projects to the correlation polytope of the complete bipartite graph $K_{h,h}$. The projection is defined in such a way that the vertices of the
bipartition of $K_{h,h}$ correspond to bottom and left vertices of the grid with gadgets, and the edges of $K_{h,h}$ correspond to the dotted diagonal edges of Figure 1. Roughly speaking, the face is defined in such a way that the value of the variable for each bottom and each left vertex of the grid propagates along the corresponding vertical and horizontal path. The gadgets make sure that propagation along vertical paths does not interfere with propagation along horizontal paths.

The gadget used in the proof is inspired by the crossover gadget of the reduction from 3-SAT to Planar 3-SAT in [15]. In the crossover gadget (see Figure 2b) the square vertices represent the clauses of a SAT formula and the round vertices represent the variables. When a round vertex is adjacent to a square via a blue-dashed (resp. red-dotted) edge, this means that the corresponding variable (resp. negation of the variable) appears in the corresponding clause. The main property of the crossover gadget in Figure 2b is that if all clauses in the crossover gadget are satisfied, then $b$ is true if and only if $t$ is true and $\ell$ is true if and only if $r$ is true.

We simulate each copy of the crossover gadget with a copy of a fixed planar graph, which we call the graph gadget. Each copy is independent from the other copies: all the new vertices and edges that are created in the process are local to the copy. We ensure that the graph gadget behaves exactly like the crossover gadget by restricting to an appropriate face of COR($H$). For each variable $i$ in the crossover gadget, we interpret $i$ as being true or false, according as, the corresponding variable $x_i$ of COR($H$) is equal to 1 or 0. The grid with gadgets $H$ in Figure 1 is obtained by replacing each diamond by the graph gadget.

![Figure 2. Crossover gadget.](image)

To convert the crossover gadget into the graph gadget, we describe replacement rules for the neighbourhood of each square vertex (clause). After all the rules are applied, we obtain just a graph. The rules are described in Figures 3 to 7 together with a set of equations that are to be added to the description of the desired face of COR($H$). The equations we add originate from valid inequalities, hence the set of points of COR($H$) satisfying all of them is indeed a face of COR($H$).

First, consider Figure 3. It specifies that degree-2 square vertices adjacent to two red edges should be replaced by a single edge. Here, we want to simulate the clause $(\neg i \lor \neg j) = \neg (i \land j)$. Thus, we want at most one of $i$ or $j$ to be true, which is equivalent to setting $x_{ij} = 0$.

Next, the replacement described in Figure 4 is to transform paths consisting of one red edge and one blue edge incident to a degree-2 square vertex into a path of the same length. Here, we want to simulate $\neg (i \lor j)$. We claim this is equivalent to adding the following set of equations: $x_i = 0$ and $x_j + x_{ij} - 2x_{ij} = 1$. The first constraint implies that $x_i$ and $x_{ij}$ do not both equal 1, while the second constraint ensures that exactly one of $x_j$ and $x_{ij}$ equals 1. Therefore, at least one of $\neg i$ or $j$ is true.

Finally, we replace the degree-3 square vertices as in Figures 5, 6 and 7. Here, we want to simulate the clauses containing three literals. For instance, consider Figure 5 where we want to simulate $\neg (i \lor \neg j \lor k)$. The replacements in Figure 6 and 7 are similar. We claim this is described
by adding the following set of equations: \( x_{i'} = 0, x_{j'} = 0, x_{k'} = 0, x_k + x_k' - 2x_{k'} = 1 \), and \( x_{i'} + x_{j'} + x_{k'} - 2x_{i'j'} - 2x_{i'k'} - 2x_{j'k'} = 1 \). The last constraint implies that exactly one of \( x_{i'}, x_{j'}, \) or \( x_{k'} \) equals 1. The second constraint implies that exactly one of \( x_k \) and \( x_{k'} \) equals 1. The first constraint implies that at most one of \( x_i \) and \( x_{i'} \) equals 1, at most one of \( x_j \) and \( x_{j'} \) equals 1, and at most one of \( x_k \) and \( x_{k'} \) equals 1. Together, this implies \( x_i = 0 \) or \( x_j = 0 \) or \( x_k = 1 \), as required.

![Figure 3](image3.png)

**Figure 3.** Replacement for \((\lnot i \lor \lnot j)\).

![Figure 4](image4.png)

**Figure 4.** Replacement for \((\lnot i \lor j)\).

![Figure 5](image5.png)

**Figure 5.** Replacement for \((\lnot i \lor \lnot j \lor k)\)

After these replacements we obtain a constant size graph gadget. The above constraints define a face of \( \text{COR}(H) \) such that all clauses inside the crossover gadgets are satisfied. Therefore, by the main property of the crossover gadget (see [15] for a proof), \( x_h = x_l \) and \( x_r = x_r \) (see Figure 2).

If \( ij \) is a vertical or horizontal edge of \( H \) (see the solid green edges in Figure 1), then we set \( x_i = x_j = x_{ij} \) (note that \( x_i \leq x_{ij} \) and \( x_j \leq x_{ij} \) are both valid inequalities). Together with the crossover gadgets, this ensures that if \( i \) is a vertex on the bottom of \( H \), then the value of \( x_i \) propagates vertically. Similarly, if \( j \) is a vertex on the left of \( H \) then the value of \( x_j \) propagates horizontally. It follows that by projecting onto the diagonal dotted edges in Figure 1 the face of \( \text{COR}(H) \) described above projects to \( \text{COR}(K_{h,h}) \). Finally, since \( K_h \) is a minor of \( K_{h,h} \), we have \( \text{xc}(\text{COR}(K_h)) \leq \text{xc}(\text{COR}(K_{h,h})) \). In [12], it is shown that \( \text{xc}(\text{COR}(K_h)) \geq (1.5)^h \). (A weaker exponential bound was given earlier in [9].) Since \( h = \Omega(\text{tw}(G)) \), this completes the proof. □
Proof of Theorem 3. Let $c'$ be the constant from Theorem 6 and set $c$ to be equal to $\min\{c'/2, 1/2\}$. By taking the geometric mean of the bounds in Observation 4 and Theorem 6 we obtain Theorem 3. □
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