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Abstract

In this paper, we propose a conditional gradient method for solving constrained vector optimization problems with respect to a partial order induced by a closed, convex and pointed cone with nonempty interior. When the partial order under consideration is the one induced by the non-negative orthant, we regain the method for multiobjective optimization recently proposed by Assunção et al. (Comput Optim Appl 78(3):741–768, 2021). In our method, the construction of the auxiliary subproblem is based on the well-known oriented distance function. Three different types of step size strategies (Armijo, adaptive and nonmonotone) are considered. Without convexity assumption related to the objective function, we obtain the stationarity of accumulation points of the sequences produced by the proposed method equipped with the Armijo or the nonmonotone step size rule. To obtain the convergence result of the method with the adaptive step size strategy, we introduce a useful cone convexity condition which allows us to circumvent the intricate question of the Lipschitz continuity of Jacobian for the objective function. This condition helps us to generalize the classical descent lemma to the vector optimization case. Under convexity assumption for the objective function, it is proved that all accumulation points of any generated sequences obtained by our method are weakly efficient solutions. Numerical experiments illustrating the practical behavior of the methods are presented.
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1 Introduction

In vector optimization, one considers a vector-valued function \( F : \mathbb{R}^n \to \mathbb{R}^m \), and the partial order defined by a closed, convex and pointed cone \( C \subseteq \mathbb{R}^m \) with nonempty interior, denoted by \( \text{int}(C) \). The partial order \( \preceq_C \) (\( \prec_C \)) induced by \( C \) (\( \text{int}(C) \)) in \( \mathbb{R}^m \) is given by \( y_1 \preceq_C y_2 \) (\( y_1 \prec_C y_2 \)) if and only if \( y_2 - y_1 \in C \) (\( y_2 - y_1 \in \text{int}(C) \)). We are interested in the following vector optimization problem:

\[
\begin{align*}
\min_C & \quad F(x) = (f_1(x), f_2(x), \ldots, f_m(x))^T \\
\text{s.t.} & \quad x \in \Omega,
\end{align*}
\]

where \( \Omega \subseteq \mathbb{R}^n \) is a nonempty set. Note that “\( \min_C \)” represents the optimum with respect to the cone \( C \). A point \( x \in \Omega \) is called a weakly efficient solution of problem (1) if there exists no \( x^* \in \Omega \) such that \( F(x^*) \prec_C F(x) \) (see [1]).

We will refer to (1) as an unconstrained vector optimization problem if \( \Omega = \mathbb{R}^n \). Otherwise, it is a constrained vector optimization problem. When \( m = 1 \) and \( \preceq_C \) is the usual linear order in \( \mathbb{R} \), the problem (1) is called the scalar optimization problem. When \( C = \mathbb{R}^m_+ \), where \( \mathbb{R}^m_+ \) is the non-negative orthant of \( \mathbb{R}^m \), the problem (1) is called the multicriteria or multiobjective optimization problem. Some practical applications of multiobjective optimization can be found in engineering [2], finance [3], environment analysis [4], management science [5], machine learning [6], etc. In recent years, many iterative methods for solving scalar optimization problems have been extended to the multiobjective optimization case, such as steepest descent [7], Newton [8, 9], subgradient [10], quasi-Newton [11], trust region [12] methods, and so on. It is worth mentioning that the vast majority of real-world problems formulated as vector-valued problems cope with the point-wise partial order \( \mathbb{R}^m_+ \). However, as reported in [13–15], there are many others that require preference orders induced by closed convex cones rather than the non-negative orthant. Such cones have been recently analyzed in real-life problems, for instance, the issues concerning portfolio selection in security markets [16, 17], the vector approximation problem and the cooperative \( n \)-player differential games [1]. Therefore, it is necessary to focus our attention on vector optimization problems.

One of the main solution strategies for vector optimization problems is the so-called scalarization method whose core idea is to convert a target vector optimization problem into a scalar one (see [1, 18, 19]), in such a way that the optimal solution of the new problem is also a solution for the original one. Another strategy is the iterative methods, which directly extend the existing scalar and multiobjective optimization methods to the vector optimization case. For example, the proximal point method used in scalar optimization has been successfully extended by Villacorta et al. in [20] to solve vector optimization problems on a non-polyhedral set. Chen [21] proposed a class of generalized viscosity methods to solve a vector optimization problem with a nonsmooth objective function. Bello Cruz [22] considered an extension of the
projected subgradient method to solve convex-constrained vector optimization problems. In [23, 24], the authors proposed some nonlinear conjugate gradient methods for solving unconstrained vector optimization problems. The vector extensions of the Fletcher–Reeves [25], conjugate descent [26], Dai–Yuan [27], Polak–Ribiére–Polyak [28, 29], Hestenes–Stiefel [30] and Hager–Zhang [31] parameters were considered. Graña Drummond et al. [14, 15] provided an extension of the projected gradient method to solve constrained vector optimization problems. In addition, based on Fliege and Svaiter’s work [7], Graña Drummond and Svaiter [13] regained the steepest descent method for solving unconstrained vector optimization problems. Compared with [7], the remarkable feature in [13] is that the subproblem is given with the help of a gauge function, which has a more general form. Note that when $C = \mathbb{R}^m_+$, vector versions of the projected gradient and steepest descent methods are consistent with the ones in [7] and [32], respectively. Following Graña Drummond and Svaiter’s [13] research path, vector versions of the Newton method [33, 34] have been proposed for solving vector optimization problems. It is worth noting that, as far as we know, Chen et al. [35], Chuong and Yao [36], Bonnel et al. [37], Chuong [38], and Boţ and Grad [39] also proposed some extension methods for solving vector optimization problems in infinite-dimensional settings. Based on the above analysis, the use of extensions of the iterative methods in scalar/multiobjective optimization to vector optimization is currently promising research.

We should be noted that most of the aforementioned methods for multiobjective/vector optimization problems are equipped with the monotone line search rule. It is well-known that, in scalar optimization, the enforcing monotonicity of function values makes the corresponding methods converge slower in the minimization process, especially when the iterate is in the bottom of a narrow curved valley, as reported in [40]. To overcome the shortcoming caused by the monotone search rule, numerous nonmonotone line methods were proposed and then verified numerically in the literature (see [40–43], but not limited to them). In recent years, studies on algorithms based on nonmonotone schemes for solving multiobjective optimization problems have attracted more attention. Mita et al. [44] extended the max-type [40] and average-type [41] nonmonotone line searches for scalar optimization to the multiobjective setting and then successfully applied them to multiobjective versions of the steepest descent and Newton methods. In [45], the authors considered a quasi-Newton method based on the nonmonotone line search technique of [41] for an unconstrained multiobjective optimization problem with the strongly convex objective function. Fazzio and Schuverdt [46] and Carrizzo [47] respectively applied the average-type and max-type nonmonotone line searches to the projected gradient method for constrained multiobjective optimization problems. Ramirez and Sottosanto [48] presented a trust region algorithm with the max-type nonmonotone technique for solving an unconstrained multiobjective optimization problem. Numerical experiments in [44, 45, 47, 48] indicate that the nonmonotone line searches tend to be more efficient than monotone ones. So far, to the best of our knowledge, there are few researches about extending the nonmonotone strategy to vector optimization where the partial order is induced by a general cone in $\mathbb{R}^m$. Therefore, it is necessary for us to study the nonmonotone techniques in vector optimization.
Very recently, Assunção et al. [49] introduced a multiobjective version of the classical conditional gradient (also known as Frank-Wolfe) method for constrained multiobjective optimization problems. Convergence analysis and iteration-complexity bounds of the method were detailedly studied under suitable assumptions. Their numerical experiments illustrate the effectiveness of the method. It is noteworthy that, in the conclusion part of [49], Assunção et al. put forward an interesting question:

“A natural question is whether it is possible to analyze the conditional gradient method for vector optimization problems, i.e., when the partial order in $\mathbb{R}^m$ is induced by other underlying cones instead of the non-negative orthant.”

The purpose of this paper is to take a step further on the direction of [49] and give a pertinent solution to the above question. Based on the research lines of literature [13–15, 33, 34, 36, 38], to solve problem (1), we directly and successfully extend the conditional gradient method proposed in [49]. At each iteration of our method, the descent direction is the difference between the current iterate and an optimal solution of an auxiliary subproblem. We should mention that the subproblem in our method is based on the well-known oriented distance function ([50, 51]). When the partial order cone is the non-negative orthant and the norm is the infinite norm, our subproblem’s form turns out to be the very same proposed in [49] for the multiobjective case. Our method considers three different step size strategies. Firstly, an Armijo line search rule is conducted to choose the step size at every iteration and ensures that the sequence of objective function values decreases in the partial order induced by the cone $C$. The convergence property that requires no convexity conditions on the objective function is established. Secondly, we analyze the proposed method with an adaptative step size rule. It is to emphasize that, in convergence analysis, we circumvent the intricate question of Lipschitz continuity of Jacobian for objective function by using an elegant cone convexity condition. The useful condition is inspired by the work of Bauschke et al. [52], and as far as we know, there is no research about extending the condition to vector optimization. Finally, based on the nonmonotone line search given by Gu and Mo [42] in the scalar context, we introduce a new nonmonotone technique in vector optimization and then prove that the line search also guarantees the convergence of our method. When the objective function is $C$-convex, we show that any sequence produced by this method converges to a weakly efficient solution. Finally, numerical experiments on convex and nonconvex multiobjective test problems are performed to illustrate the practical behavior of the method. When the order cone is not the non-negative orthant, we present the computational experiments to show how the method works on two vector optimization problems.

The outline of this paper is as follows. Section 2 presents some basic definitions, notations and auxiliary results which will be used in the sequel. Section 3 gives the general scheme for the conditional gradient method for constrained vector optimization problems. In Sect. 4, we analyze the convergence of the proposed method with three different step size strategies. In Sect. 5, some discussions about the subproblem and the adaptative step size are presented. Section 6 contains numerical experiments illustrating the performance of the proposed method. Finally, in Sect. 7, some conclusions and remarks are given.
2 Preliminaries

For a nonempty set $X \subseteq \mathbb{R}^m$, the boundary of $X$ is denoted by $\text{bd}(X)$. Let $I = \{1, 2, \ldots, m\}$. For a compact set $X$, the diameter of $X$ is given by $\text{diam}(X) = \max_{x, y \in X} \|x - y\|$, where $\| \cdot \|$ denotes the norm in $\mathbb{R}^m$.

We now recall the concept of oriented distance function (also called assigned distance function or Hiriart-Urruty function), which was proposed by Hiriart-Urruty [50] to investigate optimality conditions of nonsmooth optimization problems from the geometric point of view. The oriented distance function has been extensively used in several works, such as scalarization for vector optimization [51, 53], robustness for multiobjective optimization [54], optimality conditions for vector optimization [55] and for set-valued optimization [56], properties on set optimization [57, 58], and so on. Herein, we consider the oriented distance function in $\mathbb{R}^m$.

**Definition 1** [50, 51] Let $A$ be a subset of $\mathbb{R}^m$. The function $\Delta_A : \mathbb{R}^m \to \mathbb{R} \cup \{\pm \infty\}$, defined by

$$\Delta_A(y) = d_A(y) - d_{\mathbb{R}^m \setminus A}(y), \quad \forall y \in \mathbb{R}^m,$$

is called the oriented distance function, where $d_A(y) = \inf\{\|y - a\| : a \in A\}$ stands for the distance function from $y \in \mathbb{R}^m$ to the set $A$.

We give the following example to illustrate the function $\Delta_A$.

**Example 1** (i) If we consider the norm $\|y\|_2 = (\sum_{i=1}^{m} y_i^2)^{1/2}$ in $\mathbb{R}^m$ and $A = \{y \in \mathbb{R}^m : \|y\|_2 \leq 1\}$, then $\Delta_A(y) = \|y\|_2 - 1$.

(ii) Consider the norm $\|y\|_p = (\sum_{i=1}^{m} |y_i|^p)^{1/p}$ with $1 \leq p < \infty$ and $A = -\mathbb{R}_+^m$.

Then it holds that $d_A(y) = \|y^+\|_p$, where $y_i^+ = \max\{y_i, 0\}, i \in I$, and

$$d_{\mathbb{R}^m \setminus A}(y) = \begin{cases} 0, & \text{if } y_i \geq 0 \text{ for some } i, \\ -\max_{i \in I} y_i, & \text{if } y_i < 0. \end{cases}$$

Therefore,

$$\Delta_A(y) = \begin{cases} \|y^+\|_p, & \text{if } y \notin A, \\ \max_{i \in I} y_i, & \text{if } y \in A. \end{cases}$$

(iii) If we take the norm $\|y\|_\infty = \max_{i \in I} |y_i|$ and $A = -\mathbb{R}_+^m$, then $\Delta_A(y) = \max_{i \in I} y_i$.

(iv) Consider the norm $\|y\|_2$ in $\mathbb{R}^2$ and the partial order $C = \{y = (y_1, y_2) \in \mathbb{R}^2 : 0 \leq y_1 + y_2, 0 \leq y_2\}$. Let $A = -C$ and

$$B_1 = \{y = (y_1, y_2) \in \mathbb{R}^2 : y_1 \leq 0, y_2 > 0\},$$
$$B_2 = \{y = (y_1, y_2) \in \mathbb{R}^2 : y_1 - y_2 \leq 0, y_1 > 0\},$$
$$B_3 = \{y = (y_1, y_2) \in \mathbb{R}^2 : y_1 - y_2 > 0, y_1 + y_2 > 0\},$$
$$B_4 = \{y = (y_1, y_2) \in \mathbb{R}^2 : y_1 - y_2 > 0, y_1 + y_2 \leq 0\},$$
$$B_5 = \{y = (y_1, y_2) \in \mathbb{R}^2 : y_1 - y_2 \leq 0, y_2 \leq 0\}.
Clearly, \( A = B_4 \cup B_5 \) and \( \mathbb{R}^2 \setminus A = B_1 \cup B_2 \cup B_3 \). By a direct calculation, we have

\[
d_A(y) = \begin{cases} 
  y_2, & \text{if } y \in B_1, \\
  \|y\|_2, & \text{if } y \in B_2, \\
  |y_1 + y_2|/\sqrt{2}, & \text{if } y \in B_3
\end{cases}
\]

and

\[
d_{\mathbb{R}^2 \setminus A}(y) = \begin{cases} 
  |y_1 + y_2|/\sqrt{2}, & \text{if } y \in B_4, \\
  |y_2|, & \text{if } y \in B_5.
\end{cases}
\]

As pointed out by Ansari et al. [54, Remark 2.1], the oriented distance function can easily be implemented by using the fast marching method, fast sweeping method and level set methods.

In this paper, for our purposes, let \( A = -C \) in Definition 1. For the sake of convenience, in what follows, we will use

\[
\varphi_c(y) = \Delta - C(y), \quad \forall y \in \mathbb{R}^m.
\]  

According to [51, Proposition 3.2] and the fact that \( C \) is a closed, convex and pointed cone with nonempty interior, we immediately have the following properties related to \( \varphi_c \), which will be used in our subsequent analysis.

**Lemma 1** [51] Let \( \varphi_c(\cdot) \) be defined in (2). Then, the following statements hold:

(i) \( \varphi_c \) is a 1-Lipschitzian function;

(ii) \( \varphi_c(y) < 0 \) for any \( y \in -\text{int}(C) \), \( \varphi_c(y) = 0 \) for any \( y \in \text{bd}(-C) \), and \( \varphi_c(y) > 0 \) for any \( y \in \text{int}(\mathbb{R}^m \setminus (-C)) \);

(iii) \( \varphi_c \) is convex;

(iv) \( \varphi_c \) is positively homogeneous;

(v) For all \( y_1, y_2 \in \mathbb{R}^m \), \( \varphi_c(y_1 + y_2) \leq \varphi_c(y_1) + \varphi_c(y_2) \) and \( \varphi_c(y_1) - \varphi_c(y_2) \leq \varphi_c(y_1 - y_2) \);

(vi) Let \( y_1, y_2 \in \mathbb{R}^m \). If \( y_1 \preceq_C (\prec_C) y_2 \), then \( \varphi_c(y_1) \leq (\prec) \varphi_c(y_2) \).

From now on, we assume that \( F \) is a continuously differentiable function and the constraint set \( \Omega \subseteq \mathbb{R}^n \) is nonempty, compact and convex. Given \( x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n \), the Jacobian of \( F \) at \( x \), denoted by \( JF(x) \), is a matrix of order \( m \times n \) whose entries are defined by

\[
(JF(x))_{i,j} = \frac{\partial f_i}{\partial x_j}(x),
\]

where \( i \in I \) and \( j \in \{1, 2, \ldots, n\} \). We may represent it by

\[
JF(x) = [\nabla f_1(x) \ \nabla f_2(x) \ \ldots \ \nabla f_m(x)]^T, \quad x \in \mathbb{R}^n.
\]
A necessary, but not sufficient, first-order optimality condition for problem (1) at \( x \in \Omega \), is
\[
JF(x)(\Omega - x) \cap (-\text{int}(C)) = \emptyset, \tag{3}
\]
where \( JF(x)(\Omega - x) = \{JF(x)(s - x) : s \in \Omega\} \) and
\[
JF(x)(s - x) = ((\nabla f_1(x), s - x), (\nabla f_2(x), s - x), \ldots, (\nabla f_m(x), s - x))^\top.
\]
Obviously, (3) is equivalent to \( JF(x)(s - x) \not\in -\text{int}(C) \) for any \( s \in \Omega \).

**Definition 2** A point \( \hat{x} \in \Omega \) satisfying (3) is called a stationary point of problem (1).

**Remark 1** From Lemma 1(ii), we can obtain an equivalent characterization of a stationary point \( \hat{x} \) of problem (1), i.e.,
\[
\varphi_C(JF(\hat{x})(s - \hat{x})) \geq 0, \quad \forall s \in \Omega.
\]

**Remark 2** (i) If \( m = 1 \) and \( C = \mathbb{R}_+^1 \), then we retrieve the classical stationary condition for constrained scalar optimization problem, i.e., \( (\nabla f_1(\hat{x}), s - \hat{x}) \geq 0 \) for all \( s \in \Omega \).
(ii) If we consider the norm \( \| \cdot \|_\infty \) and \( C = \mathbb{R}_+^m \), then by Remark 1 and Example 1(iii), Definition 2 is the same as the notion presented in [49, pp.744].

**Remark 3** Note that if \( \hat{x} \in \Omega \) is not a stationary point of problem (1), then there exists \( \hat{s} \in \Omega \) such that \( JF(\hat{x})(\hat{s} - \hat{x}) \in -\text{int}(C) \), i.e., \( \varphi_C(JF(\hat{x})(\hat{s} - \hat{x})) < 0 \) from Lemma 1(ii). In this case, as analyzed in [33, pp.665], we can assert that \( \hat{s} - \hat{x} \) is a descent direction for \( F \).

We now recall the concept of \( C \)-convexity of \( F \), which is presented in [1, Definition 2.4]. The objective function \( F \) is called \( C \)-convex on \( \Omega \) if
\[
F(\lambda x + (1 - \lambda)y) \preceq_C \lambda F(x) + (1 - \lambda)F(y),
\]
for all \( x, y \in \Omega \) and all \( \lambda \in [0, 1] \). Since \( F \) is continuously differentiable, an equivalent characterization of \( C \)-convexity of \( F \) is
\[
JF(y)(x - y) \preceq_C F(x) - F(y)
\]
for all \( x, y \in \Omega \) (see [1, Theorem 2.20]).

We conclude this section by giving the relationship between stationary point and weakly efficient solution. The proof of this property can be analogously analyzed from [13, pp.410], and we omit the process here.

**Theorem 1** (i) If \( \hat{x} \in \Omega \) is a weakly efficient solution of problem (1), then \( \hat{x} \in \Omega \) is a stationary point.
(ii) If \( F \) is \( C \)-convex on \( \Omega \) and \( \hat{x} \in \Omega \) is a stationary point of problem (1), then \( \hat{x} \) is a weakly efficient solution.
3 Conditional gradient method for vector optimization

In this section, we propose a general scheme of conditional gradient (for short, CondG) method for the vector optimization problem (1).

For a given \( x \in \Omega \), we introduce a useful auxiliary function \( \psi_x : \Omega \rightarrow \mathbb{R} \) defined by

\[
\psi_x(s) = \varphi_C(JF(x)(s-x)), \quad s \in \Omega.
\] (4)

For \( x \in \Omega \), in order to obtain the descent direction for \( F \) at \( x \), we need to consider the following auxiliary scalar optimization problem:

\[
\min_{s \in \Omega} \psi_x(s).
\] (5)

It follows from Lemma 1(iii) that \( \psi_x \) defined in (4) is a convex function. This, combined with the fact that \( \Omega \) is a nonempty, compact and convex set, gives that problem (5) admits an optimal solution (possibly not unique) on \( \Omega \). We denote the optimal solution of problem (5) by \( s(x) \), i.e.,

\[
s(x) \in \arg\min_{s \in \Omega} \psi_x(s),
\] (6)

and the optimal value of problem (5) is denoted by \( v(x) \), i.e.,

\[
v(x) = \psi_x(s(x)).
\] (7)

According to Remark 3, we formally give the search direction for the objective function \( F \) at \( x \).

**Definition 3** For any given point \( x \in \Omega \), the search direction of the conditional gradient method for \( F \) at \( x \) is defined as

\[
d(x) = s(x) - x,
\]
where \( s(x) \) is given by (6).

The following property gives a characterization of stationarity in terms of \( v(\cdot) \), which is crucial for convergence analysis and the stopping criteria of our algorithm.

**Proposition 2** Let \( v : \Omega \rightarrow \mathbb{R} \) be defined in (7). Then, the following statements hold:

(i) \( v(x) \leq 0 \) for all \( x \in \Omega \);

(ii) \( x \in \Omega \) is a stationary point of problem (1) if and only if \( v(x) = 0 \).

**Proof** (i) Since \( x \in \Omega \), by (6) and (7) and observing that \( \varphi_C(0) = 0 \), we have

\[
v(x) = \min_{s \in \Omega} \psi_x(s) \leq \psi_x(x) = \varphi_C(JF(x)(x-x)) = \varphi_C(0).
\]
(ii) Necessity. Suppose that \( x \in \Omega \) is a stationary point of problem (1). Then, it follows from Remark 1 that \( \varphi_c(JF(x)(s - x)) \geq 0 \) for any \( s \in \Omega \). By (6), we have \( s(x) \in \Omega \). Hence, \( v(x) = \varphi_c(JF(x)(s(x) - x)) \geq 0 \). This, combined with (i), yields that \( v(x) = 0 \).

Sufficiency. Let \( v(x) = 0 \). According to (7), we obtain

\[
0 = v(x) \leq \psi_x(s) = \varphi_c(JF(x)(s - x))
\]

for all \( s \in \Omega \), which implies that \( x \) is a stationary point of problem (1).

\[\square\]

Remark 4 It is obvious from Proposition 2 that \( x \) is not a stationary point of problem (1) if and only if \( v(x) < 0 \).

Proposition 3 Let \( v : \Omega \rightarrow \mathbb{R} \) be defined in (7). Then, \( v \) is continuous on \( \Omega \).

Proof Take \( x \in \Omega \) and let \( \{x^k\} \) be a sequence in \( \Omega \) such that \( \lim_{k \rightarrow \infty} x^k = x \). In order to obtain the continuity of \( v \) on \( \Omega \), it is sufficient to prove that \( \lim_{k \rightarrow \infty} v(x^k) = v(x) \), i.e.,

\[
\limsup_{k \rightarrow \infty} v(x^k) \leq v(x) \leq \liminf_{k \rightarrow \infty} v(x^k). \quad (8)
\]

Since \( s(x) \in \Omega \), using (6) and (7), we can obtain for all \( k \),

\[
v(x^k) = \varphi_c(JF(x^k)(s(x^k) - x^k)) \leq \varphi_c(JF(x^k)(s(x) - x^k)). \quad (9)
\]

Since \( F \) is continuously differentiable and \( \varphi_c \) is continuous as presented in Lemma 1(i), taking \( \limsup_{k \rightarrow \infty} \) on both sides of inequality in (9), we have

\[
\limsup_{k \rightarrow \infty} v(x^k) \leq \varphi_c(JF(x)(s(x) - x)) = v(x).
\]

Let us show that \( v(x) \leq \liminf_{k \rightarrow \infty} v(x^k) \). Obviously, we have

\[
v(x) = \min \{\psi_x(s), s \in \Omega\} \\
\leq \psi_x(s(x^k)) \\
= \varphi_c(JF(x)(s(x^k) - x)) \\
= \varphi_c(JF(x)(s(x^k) - x^k + x^k - x)) \\
= \varphi_c(JF(x)(s(x^k) - x^k) + JF(x)(x^k - x)) \\
\leq \varphi_c(JF(x)(s(x^k) - x^k)) + \varphi_c(JF(x)(x^k - x)),
\]

(10)
where the last inequality follows from Lemma 1(v). Taking \( \liminf_{k \to \infty} \) in (10), we get

\[
v(x) \leq \liminf_{k \to \infty} \varphi_c(JF(x)(s(x^k) - x^k))
= \liminf_{k \to \infty}(v(x^k) + \varphi_c(JF(x)(s(x^k) - x^k)) - \varphi_c(JF(x^k)(s(x^k) - x^k)))
\leq \liminf_{k \to \infty}(v(x^k) + \|JF(x)(s(x^k) - x^k) - JF(x^k)(s(x^k) - x^k)\|)
= \liminf_{k \to \infty}(v(x^k) + \|(JF(x) - JF(x^k))(s(x^k) - x^k)\|)
\leq \liminf_{k \to \infty}(v(x^k) + \|JF(x) - JF(x^k)\|\|s(x^k) - x^k\|),
\]

where the second inequality follows from Lemma 1(i). Since \( s(x^k), x^k \in \Omega \), it follows that \( \|s(x^k) - x^k\| \leq \text{diam}(\Omega) < \infty \). This, combined with the continuously differentiability of \( F \) and (11), we get \( v(x) \leq \liminf_{k \to \infty} v(x^k) \). Altogether, (8) holds. Consequently, \( v \) is continuous on \( \Omega \). \( \square \)

Based on the previous discussions, we are now ready to describe the general scheme of the conditional gradient algorithm for solving problem (1).

**CondG algorithm.**

**Step 0** Choose \( x^0 \in \Omega \). Compute \( s(x^0) \) and \( v(x^0) \) and initialize \( k \leftarrow 0 \).

**Step 1** If \( v(x^k) = 0 \), then **stop**.

**Step 2** Compute \( d(x^k) = s(x^k) - x^k \).

**Step 3** Compute a step size \( t_k \in (0, 1] \) by a step size strategy and set \( x^{k+1} = x^k + t_k d(x^k) \).

**Step 4** Compute \( s(x^{k+1}) \) and \( v(x^{k+1}) \), set \( k \leftarrow k + 1 \), and go to **Step 1**.

At \( k \)-th iteration, we solve problem (5) with \( x = x^k \). Let us call \( s(x^k) \) and \( v(x^k) \) the optimal solution and optimal value of problem (5) at \( k \)-th iteration, respectively. The descent direction at \( k \)-th iteration is computed by \( d(x^k) = s(x^k) - x^k \). If \( v(x^k) \neq 0 \), then we can use \( d(x^k) \) with a step size strategy to look for a new solution \( x^{k+1} \) which improves \( x^k \). For convenience, we can also use \( s^k, v^k \) and \( d^k \) instead of \( s(x^k), v(x^k) \) and \( d(x^k) \), receptively.

Observe that the CondG algorithm can terminate with a stationary point in a finite number of iterations or produce an infinite sequence of nonstationary points. In convergence analysis, we will assume that \( \{x^k\}, \{s^k\}, \{d^k\} \) and \( \{t^k\} \) are infinite sequences. Therefore, using Remark 4, we have \( v^k < 0 \) for all \( k \). An elementary fact that the proposed algorithm generates feasible sequences is given below.

**Remark 5** It is noteworthy that the sequence \( \{x^k\} \) generated by the CondG algorithm contains in \( \Omega \). Indeed, since \( x^0 \in \Omega, s^k \in \Omega \) and \( t_k \in (0, 1] \), it follows from inductive arguments that \( x^k \in \Omega \) for all \( k \).
4 Convergence analysis

It is worth noting that the choice for computing the step size \( t_k \) at Step 3 is crucial. In this section, we establish the main convergence properties of the CondG algorithm with three different step size strategies.

4.1 Analysis of CondG algorithm with Armijo step size

Armijo step size. Let \( \beta \in (0, 1) \) and \( \delta \in (0, 1) \). Choose \( t_k \) as the largest value in \( \{ \delta^0, \delta^1, \delta^2, \ldots \} \) such that

\[
F(x^k + t_k d^k) \preceq C F(x^k) + \beta t_k JF(x^k) d^k. \tag{12}
\]

Other vector optimization methods, including steepest descent, Newton and projected gradient methods, that use the Armijo rule can be found in [13–15, 34, 36, 38]. The following proposition allows us to implement the line search (12) at Step 3 of the CondG algorithm.

**Proposition 4** Let \( \beta \in (0, 1) \) and \( s(x) \) be defined in (6) and \( JF(x)(s(x) - x) \prec_C 0 \). Then, there exists some \( \hat{t} \in (0, 1] \) such that

\[
F(x + t(s(x) - x)) \prec_C F(x) + t\beta JF(x)(s(x) - x),
\]

for any \( t \in (0, \hat{t}] \).

**Proof** It is analogous to the proof of [13, Proposition 2.1]. \( \square \)

We present some properties related to the points which are iterated by the CondG algorithm with the Armijo step size condition (12).

**Proposition 5** For all \( k \), we have

(i) \( F(x^{k+1}) \prec_C F(x^k) \).

(ii) \( \sum_{i=0}^k t_i |v^i| \leq \beta^{-1}(\varphi_C(F(x^0)) - \varphi_C(F(x^{k+1}))) \).

**Proof** (i) follows from (12) and the nonstationarity of \( x^k \).

(ii) For any \( i \), by (12) and Lemma 1(iv)–(vi), we have

\[
\begin{align*}
\varphi_C(F(x^{i+1})) &\leq \varphi_C(F(x^i)) + t_i \beta JF(x^i)(s^i - x^i) \\
&\leq \varphi_C(F(x^i)) + \varphi_C(t_i \beta JF(x^i)(s^i - x^i)) \\
&= \varphi_C(F(x^i)) + t_i \beta \varphi_C(JF(x^i)(s^i - x^i)) \\
&= \varphi_C(F(x^i)) + t_i \beta v^i. \tag{13}
\end{align*}
\]

From (13) and observing that \( v^i < 0 \), we obtain

\[
t_i |v^i| = -t_i v^i \leq \frac{\varphi_C(F(x^i)) - \varphi_C(F(x^{i+1}))}{\beta}.
\]
Summing the above inequality from \( i = 0 \) to \( i = k \), the result is immediately derived. \( \square \)

**Theorem 6** Let \( \{x^k\} \) be a sequence produced by the CondG algorithm with the Armijo step size condition (12). Then, every accumulation point of \( \{x^k\} \) is a stationary point of problem (1).

**Proof** Let \( \hat{x} \in \mathbb{R}^n \) be an accumulation point of the sequence \( \{x^k\} \). Clearly, \( \hat{x} \in \Omega \) follows from Remark 5 and the closedness of \( \Omega \). Then, there exists a subsequence \( \{x^{k_j}\}_j \) of \( \{x^k\} \) such that

\[
\lim_{j \to \infty} x^{k_j} = \hat{x}. \tag{14}
\]

From Proposition 3 and (14), we have \( v(x^{k_j}) \to v(\hat{x}) \) whenever \( j \to \infty \). Here, it is sufficient to show that \( v(\hat{x}) = 0 \) in view of Proposition 2(ii).

Let \( k = k_j \) in Proposition 5(ii). Then

\[
\sum_{i=0}^{k_j} t_i |v(x^i)| \leq \frac{\varphi_c(F(x^0)) - \varphi_c(F(x^{k_j+1}))}{\beta}.
\]

Taking \( \lim_{j \to \infty} \) on both sides of the above inequality, we get \( \sum_{i=0}^{\infty} t_i |v(x^i)| < \infty \), which implies that \( \lim_{k \to \infty} t_k v(x^k) = 0 \), and in particular,

\[
\lim_{j \to \infty} t_{k_j} v(x^{k_j}) = 0. \tag{15}
\]

Since \( t_k \in (0, 1] \) for all \( k \), we have the following two alternatives:

\[
(\text{a}) \quad \limsup_{j \to \infty} t_{k_j} > 0 \quad \text{or} \quad (\text{b}) \quad \limsup_{j \to \infty} t_{k_j} = 0. \tag{16}
\]

We first suppose that (16)(a) holds. Then, there exists a subsequence \( \{t_{k_{j_i}}\}_i \) converging to some \( \hat{t} > 0 \). And from (14), we have \( \lim_{i \to \infty} x^{k_{j_i}} = \hat{x} \). Thus, (15) implies that \( \lim_{i \to \infty} t_{k_{j_i}} v(x^{k_{j_i}}) = 0 \), and furthermore, \( \lim_{i \to \infty} v(x^{k_{j_i}}) = 0 \). This, combined with Proposition 3, gives that \( 0 = \lim_{i \to \infty} v(x^{k_{j_i}}) = v(\hat{x}) \).

Consider (16)(b). Feasibility of \( \hat{x} \) and Proposition 2 gives

\[
v(\hat{x}) \leq 0. \tag{17}\]

Clearly, \( x^{k_j}, s(x^{k_j}) \in \Omega \) and

\[
\|d(x^{k_j})\| = \|s(x^{k_j}) - x^{k_j}\| \leq \text{diam}(\Omega) < \infty
\]

for all \( j \), which implies that the sequence \( \{d(x^{k_j})\}_j \) is bounded. Therefore, we can take subsequences \( \{x^{k_{j_i}}\}_i, \{d(x^{k_{j_i}})\}_i \) and \( \{t_{k_{j_i}}\}_i \) converging to \( \hat{x}, d(\hat{x}) \) and 0, respectively.

\( \square \)
Now, take some fixed but arbitrary $l \in \mathbb{N}$, where $\mathbb{N}$ denotes the set of natural numbers. From $\lim_{i \to \infty} t_{k_{ji}} = 0$, we have $t_{k_{ji}} < \delta^l$ for $i$ large enough. This shows that the Armijo condition (12) is not satisfied at $x^{k_{ji}}$ for $t = \delta^l$, that is,

$$F(x^{k_{ji}} + \delta^l d(x^{k_{ji}})) \not\in C (x^{k_{ji}} + \delta^l \beta J F(x^{k_{ji}})d(x^{k_{ji}})),$$

or, equivalently,

$$F(x^{k_{ji}} + \delta^l d(x^{k_{ji}})) - F(x^{k_{ji}}) - \delta^l \beta J F(x^{k_{ji}})d(x^{k_{ji}}) \not\in -C,$$

which means that

$$F(x^{k_{ji}} + \delta^l d(x^{k_{ji}})) - F(x^{k_{ji}}) - \delta^l \beta J F(x^{k_{ji}})d(x^{k_{ji}}) \in \mathbb{R}^m \setminus (-C)$$

where the equality holds in view of the closedness of $C$. By (18) and Lemma 1(ii), we have

$$\varphi_C (F(x^{k_{ji}} + \delta^l d(x^{k_{ji}})) - F(x^{k_{ji}}) - \delta^l \beta J F(x^{k_{ji}})d(x^{k_{ji}})) > 0. \quad (19)$$

Since $F$ is continuously differentiable and $\varphi_C$ is continuous, taking $\lim_{i \to \infty}$ in (19), we obtain

$$\varphi_C (F(\hat{x} + \delta^l d(\hat{x})) - F(\hat{x}) - \delta^l \beta J F(\hat{x})d(\hat{x})) \geq 0, \quad \forall l \in \mathbb{N}. \quad (20)$$

According to (20), Proposition 4 and Lemma 1(ii), we can obtain $J F(\hat{x})d(\hat{x}) \not\in C 0$, i.e., $J F(\hat{x})d(\hat{x}) \in \mathbb{R}^m \setminus (-\text{int}(C))$. Thus, we have $v(\hat{x}) = \varphi_C (J F(\hat{x})d(\hat{x})) \geq 0$ from Lemma 1(ii). This, combined with (17), yields that $v(\hat{x}) = 0$. 

It follows from Theorems 1 and 6 that the following result holds.

**Theorem 7** If $F$ is $C$-convex on $\Omega$, then the sequence $\{x^k\}$ produced by the CondG algorithm with the Armijo step size condition (12) converges to a weakly efficient solution of problem (1).

### 4.2 Analysis of CondG algorithm with adaptative step size

In this section, we analyze the convergence of the CondG algorithm with an adaptative step size rule. The difference from the work [49] is that we not only consider the general partial order but also do not require the Jacobian $J F$ of the objective function to be Lipschitz continuous.

In this sequel, we let $e = (e_1, e_2, \ldots, e_m)^\top \in \text{int}(C)$. Let us recall the valuable concept that the Jacobian $J F$ of $F$ is Lipschitz continuous with Lipschitz constant $L_F > 0$ on $\Omega$ if

$$\|J F(x) - J F(y)\| \leq L_F \|x - y\| \quad (21)$$
for all \( x, y \in \Omega \). It is notable that the condition (21) was widely used in convergence analysis of algorithms for multiobjective/vector optimization, see, e.g., [23, 24, 49]. In subsequent convergence analysis, we shall use the following condition:

\[(A) \quad \exists \, L > 0 \quad \text{s.t.} \quad \frac{L}{2} \| \cdot \|_2^2 e - F(\cdot) \text{ is } C\text{-convex on } \Omega.\]

Actually, the introduction of this condition is inspired by the Lipschitz-like/convexity (LC) condition proposed by Bauschke et al. in [52].

**Remark 6** Let \( m = 1, C = \mathbb{R}_+ \) and \( e = 1 \). In such case, if we set \( h = \| \cdot \|_2^2 / 2 \) and \( g = f_1 \) in [52], then the condition (A) can be regarded as the LC condition. Although it was assumed that \( g \) is convex in the LC condition [52], the convexity assumption of \( g \) plays no role in the LC condition, and \( g \) can be nonconvex, as already observed in [59]. Therefore, our condition (A) does not require \( C\)-convexity of \( F \).

We will see that, in the following Lemma 2, the mere translation of condition (A) into its first-order characterization immediately gives the new and key vector version of the descent lemma. For convenience, we let

\[
G(\cdot) = (g_1(\cdot), g_2(\cdot), \ldots, g_m(\cdot)) = \frac{L}{2} \| \cdot \|_2^2 e - F(\cdot).
\]

**Lemma 2** The condition (A) is equivalent to

\[
F(y) - F(x) \preceq_C JF(x)(y - x) + \frac{L}{2} \| y - x \|_2^2 e, \quad \forall x, y \in \Omega. \tag{22}
\]

**Proof** For any \( x, y \in \Omega \), the function \( G(\cdot) \) is \( C\)-convex on \( \Omega \) if and only if

\[
JG(x)(y - x) \preceq_C G(y) - G(x). \tag{23}
\]

For \( JG(x)(y - x) \) in (23), by a simple calculation, we have

\[
JG(x)(y - x) = L \langle x, y \rangle e - L \| x \|_2^2 e - JF(x)(y - x). \tag{24}
\]

From the notion of \( G(\cdot) \), (23) and (24), we obtain

\[
F(y) - F(x) \preceq_C JF(x)(y - x) + \frac{L}{2} \| y \|_2^2 e - \frac{L}{2} \| x \|_2^2 e - L \langle x, y \rangle e + L \| x \|_2^2 e
\]

\[
= JF(x)(y - x) + \frac{L}{2} (\| y \|_2^2 + \| x \|_2^2 - 2 \langle x, y \rangle) e
\]

\[
= JF(x)(y - x) + \frac{L}{2} \| y - x \|_2^2 e,
\]

and thus the proof is complete. \( \square \)

From condition (A) and Lemma 2, we have the following some remarks.
Remark 7  
(i) If \( m = 1, C = \mathbb{R}_+ \) and \( e = 1 \), then Lemma 2 becomes [52, Lemma 1] by Remark 6.

(ii) Let \( C = \mathbb{R}_+^m \) and \( e = (1, 1, \ldots, 1)^\top \). In this case, as reported in [49, Lemma 1], by using the same idea in the proof [60, Lemma 2.4.2], we can also obtain (22) with \( L = L_F \) from the Lipschitz continuity of \( JF \). Therefore, the Lipschitz continuity of \( JF \) implies that the condition (A) in view of Lemma 2. However, the following example shows that the reverse relationship does not necessarily hold.

Example 2  Let \( \Omega = [0, 1] \) and

\[
F(x) = \left(1 - \frac{2}{3} x^{3/2}, \left(x - \frac{1}{2}\right)^2\right)^\top, \quad \forall x \in \Omega.
\]

The image of \( F \) is shown in Fig. 1a. Consider \( C = \mathbb{R}_+^2 \) and \( e = (1, 1)^\top \). It is easy to check that for \( L = 2 \), \( G \) is \( \mathbb{R}_+^2 \)-convex on \( \Omega \) (see Fig. 1b). However, \( JF \) is not Lipschitz continuous on \( \Omega \).

Remark 8  For a general partial order \( C \) rather than the non-negative orthant \( \mathbb{R}_+^m \), the relationships between Lipschitz continuity of \( JF \) and condition (A) seem less readily available. But we have the same observation as Remark 7 that the condition (A) does not imply the Lipschitz continuity of \( JF \), the following example shows this case. Therefore, we propose an open question in this paper: How to obtain the relations between them under some suitable assumptions for a general partial order \( C \)?

Example 3  We continue to consider Example 2. Let \( C = \{y \in \mathbb{R}^2 : 0 \leq y_1 + y_2, 0 \leq y_1\} \) and \( e = (1, 1)^\top \). It is easy to check that for \( L = 1 \), \( G \) is \( C \)-convex but fails to be \( \mathbb{R}_+^2 \)-convex on \( \Omega \) (see Figure 1c). However, \( JF \) is not Lipschitz continuous.

Remark 9  Lemma 2 implies that, for any \( x, y \in \Omega \),

\[
\varphi_C(F(y)) - \varphi_C(F(x)) \leq \psi_x(y) + \frac{L}{2} \|y - x\|^2 \varphi_C(e). \tag{25}
\]
Indeed, from (22) and Lemma 1(iv)–(vi), we have
\[
\varphi_c(F(y) - F(x)) \leq \varphi_c(J_F(x) - x) + \frac{L}{2} \|y - x\|_2^2 e \leq \varphi_c(J_F(x) - x) + \frac{L}{2} \|y - x\|_2^2 e \tag{26}
\]
\[
= \varphi_c(J_F(x)(y - x)) + \frac{L}{2} \|y - x\|_2^2 \varphi_c(e).
\]
Obviously, according to Lemma 1(vi), it holds that
\[
\varphi_c(F(y)) - \varphi_c(F(x)) \leq \varphi_c(F(y) - F(x)) \tag{27}
\]
Therefore, it immediately follows from (26), (27) and (4) that (25) holds.

We now give the adaptive step size strategy with the help of condition (A).

**Adaptive step size.** Assume that the condition (A) holds. Define the step size as
\[
t_k = \min \left\{ 1, -\frac{v_k}{L \|d_k\|_2^2} \right\} \tag{28}
\]
Since \(v(x) < 0\) and \(s(x) \neq x\) for nonstationary points, the adaptive step size for the CondG algorithm is well-defined. Before giving our convergence result, we first present an important property that is essential for showing convergence analysis.

**Lemma 3** Let \(e \in \text{int}(C)\) with \(\varphi_c(e) < 2\). Suppose that the condition (A) holds and \(\{x^k\}\) is a sequence produced by the CondG algorithm with the adaptive step size. Then, for all \(k\), it holds that
\[
\varphi_c(F(x^{k+1})) - \varphi_c(F(x^k)) \leq \frac{\varphi_c(e) - 2}{2} \min \left\{ \frac{(v_k)^2}{L(\text{diam}(\Omega))^2}, -v_k \right\}. \tag{29}
\]

**Proof** Let \(x^{k+1} = x^k + t_k d^k\), where \(d^k = s^k - x^k\) and
\[
t_k = \min \left\{ 1, -\frac{v_k}{L \|d_k\|_2^2} \right\}. \tag{30}
\]
Since the condition (A) holds, then by (25) invoked with \(x = x^k\) and \(y = x^{k+1}\), we have
\[
\varphi_c(F(x^{k+1})) - \varphi_c(F(x^k)) \leq \psi_{x^k}(x^k + t_k (s^k - x^k)) + \frac{L}{2} t_k^2 \|d^k\|_2^2 \varphi_c(e)
\]
\[
= t_k \psi_{x^k}(s^k) + \frac{L}{2} t_k^2 \|d^k\|_2^2 \varphi_c(e) \tag{31}
\]
\[
= t_k v_k^k + \frac{L}{2} t_k^2 \|d^k\|_2^2 \varphi_c(e).
\]
where the first equality holds in view of (4) and Lemma 1(iv). According to (30), there are two options:

**Case 1.** Let $t_k = 1$. This, combined with (30), gives

$$L \|d^k\|_2^2 \leq -v^k.$$  

(32)

By (31) and (32), we obtain

$$\varphi_C(F(x^{k+1})) - \varphi_C(F(x^k)) \leq \frac{2 - \varphi_C(e)}{2} v^k.$$  

(33)

**Case 2.** Let $t_k = -\frac{v^k}{(L \|d^k\|_2^2)}$. Clearly, $\|d^k\|_2 = \|x^k - x_k\|_2 \leq \text{diam}(\Omega)$. This, together with (31) and the fact that $\varphi_C(e) < 2$, yields

$$\varphi_C(F(x^{k+1})) - \varphi_C(F(x^k)) \leq \frac{\varphi_C(e) - 2}{2} \frac{(v^k)^2}{L \|d^k\|_2^2} \leq \frac{\varphi_C(e) - 2}{2} \frac{(v^k)^2}{L(\text{diam}(\Omega))^2}.$$  

(34)

Therefore, (29) is directly derived by (33) and (34).

\[\square\]

**Theorem 8** Suppose that all conditions of Lemma 3 hold. Then, every accumulation point of \(\{x_k\}\) is a stationary point of problem (1).

**Proof** From (29) and $\varphi_C(e) < 2$ and observing that $v^k < 0$, we have for all $k$,

$$\varphi_C(F(x^{k+1})) - \varphi_C(F(x^k)) \leq \frac{\varphi_C(e) - 2}{2} \min \left\{ \frac{(v^k)^2}{L(\text{diam}(\Omega))^2}, -v^k \right\} < 0,$$  

(35)

i.e., $\varphi_C(F(x^{k+1})) < \varphi_C(F(x^k))$, which implies that \(\{\varphi_C(F(x^k))\}\) is nonincreasing for all $k$. By Remark 5 and the continuity of $F$, there exits $\bar{F} \in \mathbb{R}^m$ such that $\bar{F} \preceq_C F(x^k)$ for all $k$, it follows from Lemma 1(vi) that $\varphi_C(\bar{F}) \leq \varphi_C(F(x^k))$ for all $k$. Therefore, we conclude that the sequence $\{\varphi_C(F(x^k))\}$ is convergent. This obviously means that

$$\lim_{k \to \infty} (\varphi_C(F(x^{k+1})) - \varphi_C(F(x^k))) = 0.$$  

(36)

Taking $\lim_{k \to \infty}$ in (35), and then combining with (36), we have

$$\lim_{k \to \infty} v(x^k) = 0.$$  

(37)

From Proposition 2(ii), Proposition 3 and (37), we obtain that each accumulation point of $\{x^k\}$ is a stationary point of problem (1).

\[\square\]

**Remark 10** If we consider the norm $\|\cdot\|_\infty$, $C = \mathbb{R}^m_+$ and $e = (1, 1, \ldots, 1) \top \in \text{int}(\mathbb{R}^m_+)$, then $\varphi_C(e) = 1 < 2$, and thus Theorem 8 is an improvement of the corresponding convergence result presented in [49].

\[\square\]
According to Theorems 1 and 8, we have the following result.

**Theorem 9** If \( F \) is \( C \)-convex on \( \Omega \) and all conditions of Theorem 8 hold, then the sequence \( \{x^k\} \) produced by the CondG algorithm with the adaptative step size strategy (28) converges to a weakly efficient solution of problem (1).

### 4.3 Analysis of CondG algorithm with nonmonotone line search

In this section, we extend a nonmonotone line search for scalar optimization proposed in [42] to the vector setting and establish the convergence property of the CondG algorithm with it.

In the sequel, we denote
\[
D^k = (D^k_1, D^k_2, \ldots, D^k_m)^T \in \mathbb{R}^m.
\]

**Nonmonotone line search.** Let \( \beta \in (0, 1), \delta \in (0, 1) \) and \( \eta_{\text{max}} \in [0, 1) \). Choose \( t_k \) as the largest value in \( \{\delta^0, \delta^1, \delta^2, \ldots\} \) such that
\[
F(x^k + t_k d^k) \preceq_C D^k + \beta t_k JF(x^k)d^k,
\]
where
\[
\left\{
\begin{array}{ll}
D^0 = F(x^0) \\
D^k = \eta_k D^{k-1} + (1 - \eta_k) F(x^k), & k \geq 1
\end{array}
\right.
\]
with \( 0 \leq \eta_k \leq \eta_{\text{max}} < 1 \).

**Remark 11** The current nonmonotone term in (38) is a convex combination of the previous nonmonotone term and the current objective function value, which is completely different from the maximum of recent objective function values and an average of the successive objective function values proposed by [44]. Note that \( \eta_k \) controls the degree of nonmonotonicity in \( D^k \). Moreover, (38) may be viewed as a generalization of (12) since the particular choice \( \eta_k = 0 \) recovers (12).

**Lemma 4** Let \( \{x^k\} \) be the sequence generated by the CondG algorithm with the nonmonotone line search (38). If \( JF(x^k)d^k \preceq_C 0 \), then \( F(x^k) \preceq_C D^k \) for all \( k \geq 0 \).

**Proof** We proceed by induction. Obviously, \( F(x^k) = D^k \) for \( k = 0 \). Assume that the conclusion holds for \( k > 0 \). We shall prove that \( F(x^{k+1}) \preceq_C D^{k+1} \). By \( JF(x^k)d^k \preceq_C 0 \) and (38), one has
\[
F(x^{k+1}) \preceq_C D^{k+1}.
\]

By (39), we have \( D^{k+1} = \eta_{k+1} D^k + (1 - \eta_{k+1}) F(x^{k+1}) \). Re-arranging and subtracting \( F(x^{k+1}) \) from both sides of this equality gives
\[
D^{k+1} - F(x^{k+1}) = \eta_{k+1}(D^k - F(x^{k+1})),
\]

\( \square \) Springer
which, combined with (40), yields that \( F(x^{k+1}) \leq C D^{k+1} \). This completes the proof.

In the next proposition, we prove that the CondG algorithm with the nonmonotone line search is well-defined, so that the iterates \( \{x^k\} \) can be generated.

**Proposition 10** Let \( x^k \) be an iterate of the CondG algorithm with the nonmonotone line search (38). If \( JF(x^k) \prec C 0 \), then there exists some \( \hat{t} \in (0, 1] \) such that

\[
F(x^k + t_d^k) \prec C D^k + \beta t_k JF(x^k) d^k, \quad \forall t_k \in (0, \hat{t}].
\]

**Proof** The proof follows from [13, Proposition 2.1] and Lemma 4.

**Lemma 5** Let \( \{x^k\} \) be the sequence generated by the CondG algorithm with the nonmonotone line search (38). Then, the following statements hold:

(i) The sequence \( \{D^k\} \) is monotone decreasing;

(ii) For all \( k \geq 0, x^k \in L \cap \Omega \), where \( L = \{x \in \mathbb{R}^n : F(x) \leq C F(x^0)\} \) and \( x^0 \in \Omega \) is a given initial point.

**Proof** Let us first prove item (i). According to (39) and (40), for all \( k \geq 0 \), we have

\[
D^{k+1} = \eta_{k+1} D^k + (1 - \eta_{k+1}) F(x^{k+1}) \leq C \eta_{k+1} D^k + (1 - \eta_{k+1}) D^k = D^k , \quad (41)
\]

which implies that item (i) holds.

We proceed item (ii) by induction. For \( k = 0, x^0 \in L \cap \Omega \) is clear. Assume that \( x^k \in L \) when \( k \leq l \), that is, \( F(x^k) \leq C F(x^0) \) for all \( k \leq l \). Note that, by Lemma 4 and (41), one has

\[
F(x^{l+1}) \leq C D^{l+1} \leq C D^l \leq \cdots \leq C D^0 = F(x^0),
\]

i.e., \( x^{k+1} \in L \). This, together with Remark 5, gives \( x^k \in L \cap \Omega \).

**Lemma 6** The sequence \( \{D^k\} \) is convergent, and

\[
\lim_{k \to \infty} \varphi_C (F(x^{k+1}) - D^k) = 0. \quad (42)
\]

**Proof** Since \( F \) is continuous, by Lemma 5(ii) and Lemma 4, there exists \( \tilde{F} \in \mathbb{R}^m \) such that \( \tilde{F} \leq C F(x^k) \leq C D^k \), i.e., \( \{D^k\} \) is bounded from below. Hence, it is convergent by Lemma 5(i). From the continuity of \( \varphi_C \), we immediately get \( \{\varphi_C (D^k)\} \) is convergent. Using (39) and (40), we have

\[
D^{k+1} - D^k = (1 - \eta_{k+1})(F(x^{k+1}) - D^k) \leq C (1 - \eta_{\text{max}})(F(x^{k+1}) - D^k) \leq C 0.
\]

(43)

By (43) and Lemma 1(iv)–(vi) and observing that \( \varphi_C (0) = 0 \), we obtain

\[
\varphi_C (D^{k+1}) - \varphi_C (D^k) \leq \varphi_C (D^{k+1} - D^k) \leq (1 - \eta_{\text{max}}) \varphi_C (F(x^{k+1}) - D^k) \leq 0.
\]
Therefore, (42) holds by taking \( \lim_{k \to \infty} \) on the above relation. \( \square \)

**Theorem 11** Let \( \{x^k\} \) be a sequence produced by the CondG algorithm with the nonmonotone line search (38). Then, every accumulation point of \( \{x^k\} \) is a stationary point of problem (1).

**Proof** Let \( \hat{x} \in \mathbb{R}^n \) be a accumulation point of the sequence \( \{x^k\} \). Clearly, the feasibility of \( \hat{x} \) follows from Remark 5 and the closedness of \( \Omega \). Then, there exists a subsequence \( \{x^{k_j}\}_j \) of \( \{x^k\} \) such that \( \lim_{j \to \infty} x^{k_j} = \hat{x} \). According to Proposition 2(ii), it is enough to see that \( v(\hat{x}) = 0 \). By (38) and Lemma 1(iv)–(vi), we have

\[
\varphi_c(F(x^k + t_k d^k) - D^k) \leq \beta t_k \varphi_c(JF(x^k)d^k) \quad (44)
\]

Using (42), (44) and the fact that \( JF(x^k)d^k \prec_C 0 \), as well as Lemma 1(ii), we get

\[
0 = \lim_{k \to \infty} \varphi_c(F(x^k + t_k d^k) - D^k) \leq \lim_{k \to \infty} \beta t_k \varphi_c(JF(x^k)d^k) \leq 0.
\]

Therefore,

\[
\lim_{k \to \infty} t_k v(x^k) = \lim_{k \to \infty} t_k \varphi_c(JF(x^k)d^k) = 0.
\]

We now consider the subsequence \( \{t_{k_j}\}_j \) of \( \{t_k\} \). Taking into consideration that \( t_k \in (0, 1] \) for all \( k \), we have the following two cases:

(a) \( \limsup_{j \to \infty} t_{k_j} > 0 \) or (b) \( \limsup_{j \to \infty} t_{k_j} = 0 \).

Repeating now the corresponding arguments in the proof of Theorem 6, we arrive at

\[
v(\hat{x}) \leq 0, \quad (45)
\]

and the subsequences \( \{x^{k_{ji}}\}_i, \{d(x^{k_{ji}})\}_i \) and \( \{t_{k_{ji}}\}_i \) converging to \( \hat{x}, d(\hat{x}) \) and 0, respectively. Take some fixed but arbitrary positive integer \( l \). Since \( \lim_{i \to \infty} t_{k_{ji}} = 0 \), we have \( t_{k_{ji}} < \delta^l \) for \( i \) large enough, which means that the nonmonotone line search (38) does not hold at \( x^{k_{ji}} \) for \( t = \delta^l \), i.e.,

\[
F(x^{k_{ji}} + \delta^l d(x^{k_{ji}})) \ngeq_C D^{k_{ji}} + \delta^l \beta JF(x^{k_{ji}})d(x^{k_{ji}}).
\]

Equivalently,

\[
F(x^{k_{ji}} + \delta^l d(x^{k_{ji}})) - D^{k_{ji}} - \delta^l \beta JF(x^{k_{ji}})d(x^{k_{ji}}) \notin -C,
\]

which means that

\[
F(x^{k_{ji}} + \delta^l d(x^{k_{ji}})) - D^{k_{ji}} - \delta^l \beta JF(x^{k_{ji}})d(x^{k_{ji}}) \in \mathbb{R}^m \setminus (-C)
\]

\[
= \text{int}(\mathbb{R}^m \setminus (-C)).
\]

\( \square \) Springer
By (46) and Lemma 1(ii), we have
\[
\varphi_C(F(x_{ji}^k + \delta d(x_{ji}^k)) - D^k_{ji} - \delta J F(x_{ji}^k)) > 0.
\] (47)

Since (47) holds for any positive integer \(l\), using Proposition 10 with \(k = k_{ji}\) and Lemma 1(vi), we conclude that \(J F(x_{ji}^k)d(x_{ji}^k) \not\in \mathbb{R}^m \setminus (-\text{int}(C))\). By Lemma 1(ii), it holds that
\[
\varphi_C(J F(x_{ji}^k)d(x_{ji}^k)) \geq 0.
\] (48)

Since \(F\) is continuously differentiable and \(\varphi_C\) is continuous, taking limits in (48) with \(i \rightarrow \infty\), we have \(v(\hat{x}) = \varphi_C(J F(\hat{x})d(\hat{x})) \geq 0\). This, combined with (45), yields that \(v(\hat{x}) = 0\).

5 Further discussions

In this section, we will further discuss several issues concerning the CondG algorithm, including the form of the subproblem (5) used to obtain a descent direction and the adaptive step size rule (28) used to get a step size.

From the CondG algorithm provided in Sect. 3, it is clear that the descent direction depends on the solution of the subproblem (5) at each iteration. However, the subproblem (5) seems mysterious and is not easy to implement from an intuitive point of view. The authors are indebted to the referee for giving some directions on the subproblem (5), which directly stimulates the forthcoming discussion. For any nonempty subset \(M\) of \(\mathbb{R}^m\), we denoted by
\[
S_M = \{\xi \in M : \|\xi\| = 1\}.
\]
The positive polar cone of \(C\) is denoted by
\[
C^* = \{\xi \in \mathbb{R}^m : \langle \xi, y \rangle \geq 0, \forall y \in C\}.
\]

By Corollary 2 in [53], we immediately have the following relation:
\[
\varphi_C(y) = \max_{\xi \in S_{C^*}} \langle \xi, y \rangle, \quad \forall y \in \mathbb{R}^m.
\]

Therefore, the subproblem (5) with \(x = x^k\) at \(k\)-iteration becomes the following general form:
\[
\min_{s \in \Omega} \max_{\xi \in S_{C^*}} \langle \xi, J F(x^k)(s - x^k) \rangle.
\] (49)
which is obviously a min-max optimization problem and has a bilinear objective function. Equivalently, (49) can be expressed as follows:

\[
\begin{aligned}
\min_{\gamma} & \\
\text{s.t.} & \langle \xi, JF(x^k)(s - x^k) \rangle \leq \gamma, & \forall \xi \in S_{C^*}, \\
& s \in \Omega,
\end{aligned}
\]

which can be treated as a semi-infinite optimization problem. Clearly, the specific form of (49) or (50) relies on the set \(S_{C^*}\) determined by the cone \(C\) and the norm \(\| \cdot \|\).

**Form 1.** Consider \(C = \mathbb{R}^m_+\) and the norm \(\| \cdot \|_{\infty}\). Then, we immediately obtain the following optimization problem:

\[
\begin{aligned}
\min & \gamma \\
\text{s.t.} & \langle \nabla f_i(x^k), s - x^k \rangle \leq \gamma, & \forall i \in I, \\
& s \in \Omega,
\end{aligned}
\]

which was considered in [49, 61].

**Form 2.** Consider \(C = \mathbb{R}^m_+\) and the norm \(\| \cdot \|_2\). Then, we get

\[
\begin{aligned}
\min & \gamma \\
\text{s.t.} & \sum_{i=1}^{m} \xi_i \langle \nabla f_i(x^k), s - x^k \rangle \leq \gamma, & \forall \xi \in M, \\
& s \in \Omega,
\end{aligned}
\]

where \(M = \{ \xi \in \mathbb{R}^m : \| \xi \|_2 = 1, \xi_i \geq 0, \forall i \in I \}\).

**Form 3.** Take \(m = 2\), the norm \(\| \cdot \|_{\infty}\) and two polyhedral cones

\[
C_1 = \left\{ y \in \mathbb{R}^2 : y_1 - y_2 \geq 0, y_1 + y_2 \geq 0 \right\},
\]

\[
C_2 = \left\{ y \in \mathbb{R}^2 : y_1 \geq 0, y_1 + y_2 \geq 0 \right\} \supseteq \mathbb{R}^2_+.
\]

Then, one has \(C_{1^*} = C_1\) and \(C_{2^*} = \{ y \in \mathbb{R}^2 : y_1 \geq y_2 \geq 0 \}\). Considering \(C_1\), we have

\[
\begin{aligned}
\min & \gamma \\
\text{s.t.} & \xi_1 \langle \nabla f_1(x^k), s - x^k \rangle + \xi_2 \langle \nabla f_2(x^k), s - x^k \rangle \leq \gamma, & \forall \xi \in \{1\} \times [-1, 1], \\
& s \in \Omega.
\end{aligned}
\]
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Considering $C_2$, we get

$$
\min \gamma \\
\text{s.t. } \xi_1 \langle \nabla f_1(x^k), s - x^k \rangle + \xi_2 \langle \nabla f_2(x^k), s - x^k \rangle \leq \gamma, \quad \forall \xi \in \{1\} \times [0, 1],
$$

(52)

Besides, we can also consider more subproblems by combining norms with polyhedral cones or non-polyhedral cones like the second-order cone $C = \{(x, y, z) \in \mathbb{R}^3 : x \geq \sqrt{y^2 + z^2}\}$ to construct the set $S_{C^*}$ and then derive the corresponding subproblems. Therefore, it is no longer a conceptual scheme for us to establish an intuitive and implementable subproblem by (49) or (50).

One of our purpose in this paper is to propose the adaptative step size and obtain the convergence result of the CondG algorithm with it from the theoretical side. The second issue concerns the choice of parameter $L$ in the adaptative step size, which ensures the $C$-convexity of $G$ on $\Omega$. For some simple functions, we can find $L$ that meets condition (A) by checking the $C$-convexity of $G$. Nevertheless, as in the Lipschitz constant $L_F$ of (21), this parameter $L$ is also not easily estimated for general functions. It is worth mentioning that Bauschke et al. [52] studied some problems with special structures like Poisson linear inverse problems and non-negative linear systems and then obtained the lower bound of parameter $L$ of the LC conditions in scalar optimization. Their work stimulates us to apply the CondG algorithm with adaptative step size to vector optimization problems with special structure so that we can adequately evaluate the parameter $L$ and recognize the potential of this step size rule. This will be an interesting work in future research.

6 Numerical experiments

This section is dedicated to the numerical experiments for verifying the algorithmic performance under two different settings, Form 1 and Form 3. We would like to emphasize that the present numerical experiments mainly focus on the practical behavior of the monotone and nonmonotone line searches under Form 1.

6.1 Numerical tests to Form 1

We first describe some preparations, including the comparison algorithms, test problems, performance profiles and performance metrics. Then we present and discuss the obtained results detailedly.

(a) Comparison algorithms

We compare the proposed method with some existing iterative algorithms that need to compute the descent direction in the literature. Here, we list the following methods in the tests reported:

- CGArm: the CondG algorithm with Armijo step size (12);
- CGNon: the CondG algorithm with nonmonotone linear search (38);
\begin{table}[h!]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
Problem & Source & $m$ & $n$ & Problem & Source & $m$ & $n$ & Problem & Source & $m$ & $n$ \\
\hline
AP3 & [49] & 2 & 2 & JOS1 & [49] & 2 & 50 & PNR & [49] & 2 & 2 \\
Bel1 & [62] & 2 & 2 & & & & & QV1 & [49] & 2 & 10 \\
BNH & [63] & 2 & 2 & KW2 & [49] & 2 & 2 & SCH1 & [64] & 2 & 1 \\
Comet & [65] & 3 & 3 & LE1 & [49] & 2 & 2 & SLC2 & [66] & 2 & 10 \\
CONSTER & [63] & 2 & 2 & Lov2 & [49] & 2 & 2 & & & 2 & 100 \\
DTLZ1 & [65] & 3 & 10 & LTDZ & [49] & 3 & 3 & SP1 & [49] & 2 & 2 \\
Example2a & – & 2 & 1 & MMR1 & [49] & 2 & 2 & VU1 & [49] & 2 & 2 \\
FA1 & [49] & 3 & 3 & MMR3 & [49] & 2 & 2 & VU2 & [49] & 2 & 2 \\
Far1 & [49] & 2 & 2 & MMR4 & [49] & 2 & 2 & ZDT1 & [49] & 2 & 30 \\
FF1 & [49] & 2 & 2 & MOP3 & [49] & 2 & 2 & ZDT2 & [49] & 2 & 30 \\
IKK1 & [49] & 3 & 2 & MOP5 & [49] & 3 & 2 & ZDT3 & [49] & 2 & 30 \\
IM1 & [49] & 2 & 2 & MOP6 & [49] & 2 & 2 & ZDT4 & [49] & 2 & 30 \\
Kita & [63] & 2 & 2 & MOP7 & [49] & 3 & 2 & ZDT6 & [49] & 2 & 10 \\
\hline
\end{tabular}
\caption{List of test problems}
\end{table}

- PGArm: the projected gradient algorithm with Armijo step size (12) (see [14, Section 2.1]);
- PG Ave: the projected gradient algorithm with the vector version of average-type nonmonotone linear search (see [46, Algorithm 2.1]);
- PG Max: the projected gradient algorithm with the vector version of max-type nonmonotone linear search (see [47, Algorithm 1]).

(b) Test problems
Although the CondG method only enjoys global convergence under the convexity assumption, we also want to observe whether it performs well for non-convex problems. Therefore, we choose a set of problems, both convex and nonconvex, to make up the benchmark test problems in our empirical studies, which are summarized in Table 1. The first column contains the names of test problems. The second column shows the corresponding references. The dimensions of objectives and variables of these problems are given in the third and fourth columns, respectively. Note that Bel1, BNH, CONSTER and Kita are general constrained problems, and the rests are box-constrained problems. The lower and upper bounds of variables for SCH1 are set as $-3$ and $3$, respectively. The lower and upper bounds of variables for SLC2 are set as $-10$ and $10$, respectively. The bounds of the remaining problems are configured as described in the given sources.

(c) Implementation details
The experiments were performed by using MATLAB R2020b software on a PC with the specification: Processor Intel i7-10700 and 2.90 GHz, 32.00 GB RAM. We used the solver \texttt{fmincon} to solve the subproblem of the corresponding algorithm. The parameters used in CondG algorithm are $\beta = 10^{-4}$, $\delta = 0.5$ and $\eta_k$ is dynamically updated by the following formula: $\eta_k = 0.9/k$. For the termination criterion (Step 1 of CondG algorithm), we use $|v^k| \leq \epsilon$ with $\epsilon = 10^{-6}$. The maximum number of

\begin{quote}
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allowed outer iterations was set as 1000. The parameters used in PGArm algorithm are $\sigma = 10^{-4}$ and $\hat{\beta} = 1$. The parameters used in PGAve algorithm are $\sigma = 10^{-4}$, $\eta_{\min} = 0.1$, $\eta_{\max} = 0.9$ and $\beta_k = 1$. The parameters used in PGMax algorithm are $\sigma = 10^{-4}$, $\beta_k = 1$ and $M = 10$. For each test problem, we run the algorithm 100 times using initial points from a uniform random distribution belonging to the corresponding feasible region. Note that these algorithms enjoy the same initial points on each problem.

**d) Performance profiles**

To discuss the computational performance needed by an algorithm to solve a problem in scalar optimization, Dolan and Moré [67] proposed an efficient tool called performance profiles. It is worth mentioning that such a tool was also used in multiobjective optimization (see [12, 44, 47, 68]). Therefore, we describe further numerical results using this tool. For completeness, we briefly describe the tool in the sequel. Suppose that there exist $n_s$ solvers and $n_p$ problems. For each solver $s \in S$ and problem $p \in \mathcal{P}$, we denote $t_{p,s}$ by the performance (for example, the number of iterations) of the solver $s$ on the problem $p$. Define the performance ratio $z_{p,s} = t_{p,s} / \min \{t_{p,s} : s \in S\}$ and the cumulative distribution function $\rho : [1, \infty) \rightarrow [0, 1]$ by

$$
\rho(\tau) = \frac{1}{n_p} \left| \{ p \in \mathcal{P} : z_{p,s} \leq \tau \} \right|
$$

Then, the performance profiles are obtained by plotting the graph of the cumulative distribution function $\rho$. The value of $\rho(1)$ is the probability that the solver will win over the rest of the solvers. The robustness related to a solver can be obtained on the extreme right of the graph of $\rho$.

**e) Performance metrics**

To compare the algorithms with respect to their ability to properly generate Pareto frontiers, we use the purity and ($\Gamma$ and $\Delta$) spread metrics, which were presented in [68]. Let $F_{p,s}$ be a solution set found by solver $s \in S$ for problem $p \in \mathcal{P}$. Let $F_p$ be an approximation to the true Pareto front of problem $p$, calculated by first forming $\bigcup_{s \in S} F_{p,s}$ and then removing from this set any dominated points.

- **Purity metric.** This metric measures the number of nondominated points belonging to $F_p$ that a solver is able to compute. Given a solver $s \in S$ and a problem $p \in \mathcal{P}$, it is denoted by the ratio

$$
\bar{t}_{p,s} = \frac{|F_{p,s} \cap F_p|}{|F_p|}.
$$

In order to discuss the Purity metric using the performance profile, we let $t_{ps} = 1/\bar{t}_{ps}$. Therefore, lower values of $t_{ps}$ mean better performance. If $\bar{t}_{ps} = 0$, then we set $t_{ps} = \infty$, meaning that solver $s$ was unable to provide even a single nondominated point for problem $p$.

---

1 The performance profiles were in this paper generated using the MATLAB code perfprof.m freely available in the website https://github.com/higham/matlab-guide-3ed/blob/master/perfprof.m.
• **Spread** metrics. The $\Gamma$ spread metric is designed to measure the maximum size of the “holes” of an approximated Pareto front. The $\Delta$ spread metric indicates how well the points are distributed in an approximated Pareto front. Assume that an approximated Pareto front with $N$ points (i.e., $\{x^1, x^2, \ldots, x^N\}$) is obtained by a solver $s$ on a problem $p$, and that these points are sorted by increasing order for each objective $j \in I$. Let $x^0$ and $x^{N+1}$ be the extreme points obtained from $F_p$. Then, they are defined by

$$
\Gamma_{p,s} = \max_{j \in I} \max_{i \in \{0,1,\ldots,N\}} \delta_{i,j}
$$

and

$$
\Delta_{p,s} = \max_{j \in I} \left( \frac{\delta_{0,j} + \delta_{N,j} + \sum_{i=1}^{N} |\delta_{i,j} - \bar{\delta}_j|}{\delta_{0,j} + \delta_{N,j} + (N-1)\bar{\delta}_j} \right)
$$

where $\delta_{i,j} = |F_j(x^{i+1}) - F_j(x^i)|$ and $\bar{\delta}_j$ ($j \in I$) is the average of the distance $\delta_{i,j}, i = 1, 2, \ldots, N$. In the performance profile, we let $t_{p,s} = \Gamma_{p,s}$ or $t_{p,s} = \Delta_{p,s}$, depending on the metric considered. We refer the readers to [68] for further details and discussions about the purity and spread metrics.

(f) **Numerical results**

As described in the last subsection, we present our numerical results in the form of data and performance profiles. Table 2 reports the average number of iterations ($n_i$) and the average number of function evaluations ($n_f$) for every algorithm on each test problem.

Note that the average number of gradient evaluations is omitted here because it is similar to $n_i$. We now give an overview of the numerical results reported in this table. First, in all compared algorithms, CGNon achieves the best performance on 16 problems in terms of both $n_i$, followed by CGArm, PGMax, PGArm and PGAv. CGArm and CGNon achieve the best performance on 11 problems in terms of both $n_f$, followed by PGAv, PGArm and PGMax. When comparing CGNon to CGArm only, there are 20, 12 and 7 problems where CGNon is respectively better, identical and worse to CGArm in terms of $n_i$, and 19, 12 and 8 problems where CGNon is respectively better, identical and worse to CGArm in terms of $n_f$. This shows that the step size of the nonmonotone line search (38) tends in fact to be larger than that of the monotone line search (12). When comparing the algorithms with Armijo line search, there are 22 and 16 problems where CGArm is respectively better and worse to PGArm in terms of $n_i$ and $n_f$. When comparing CGNon to PGAv and PGMax, which have different nonmonotone line searches, there are

(i) 24 and 17 problems where CGNon is respectively superior to PGAv in terms of $n_i$ and $n_f$;

(ii) 26 and 22 problems where CGNon is respectively superior to PGMax in terms of $n_i$ and $n_f$.

To present the results more intuitively, we use Fig. 2 to give the performance profiles related to the average number of iterations and function evaluations. As we have seen,
| Problem     | CGArm | CGNon | PGArm | PGAve | PGMax |
|-------------|-------|-------|-------|-------|-------|
|             | $n_i/n_f$ | $n_i/n_f$ | $n_i/n_f$ | $n_i/n_f$ | $n_i/n_f$ |
| AP3         | 23    | 23    | 23    | 208.1/164.95 | 121.82/777.24 |
| Bell        | 1.2/4.94 | 1.52/3.28 | 1.2/4.94 | 1.52/3.28 | 1.2/4.94 |
| BSNH        | 109.92/521.9 | 34.9/10.87 | 34.9/10.87 | 34.9/10.87 | 34.9/10.87 |
| Comet       | 3.49/24 | 3.49/24 | 3.49/24 | 3.49/24 | 3.49/24 |
| CONSTER     | 341.66/1224.23 | 475.91/583.32 | 475.91/583.32 | 475.91/583.32 | 475.91/583.32 |
| DTLZ1       | 119.7/2096.94 | 61.87/834.72 | 61.87/834.72 | 61.87/834.72 | 61.87/834.72 |
| example2    | 1.52/3.12 | 3.35/8.53 | 3.35/8.53 | 3.35/8.53 | 3.35/8.53 |
| FA1         | 12.28/87.79 | 12.28/87.79 | 12.28/87.79 | 12.28/87.79 | 12.28/87.79 |
| Far1        | 1.28/109.88 | 12.28/87.79 | 12.28/87.79 | 12.28/87.79 | 12.28/87.79 |
| FF1         | 50.54/722.11 | 50.54/722.11 | 50.54/722.11 | 50.54/722.11 | 50.54/722.11 |
| F1          | 27.14/105.47 | 27.14/105.47 | 27.14/105.47 | 27.14/105.47 | 27.14/105.47 |
| example2    | 1.52/3.12 | 1.52/3.12 | 1.52/3.12 | 1.52/3.12 | 1.52/3.12 |
| IKK1        | 341.66/1224.23 | 475.91/583.32 | 475.91/583.32 | 475.91/583.32 | 475.91/583.32 |
| IMI         | 23.18/5.36 | 23.18/5.36 | 23.18/5.36 | 23.18/5.36 | 23.18/5.36 |
| JOSI        | 230.59/465.98 | 230.59/465.98 | 230.59/465.98 | 230.59/465.98 | 230.59/465.98 |
| Kita        | 141.86/592.72 | 141.86/592.72 | 141.86/592.72 | 141.86/592.72 | 141.86/592.72 |
| KV2         | 76.08/220.24 | 76.08/220.24 | 76.08/220.24 | 76.08/220.24 | 76.08/220.24 |
| LE1         | 18.01/207.29 | 18.01/207.29 | 18.01/207.29 | 18.01/207.29 | 18.01/207.29 |
| Lov2        | 3.37/12.89 | 3.37/12.89 | 3.37/12.89 | 3.37/12.89 | 3.37/12.89 |
| Problem | CGArm \( n_i/n_f \) | CGNon \( n_i/n_f \) | PGArm \( n_i/n_f \) | PGAve \( n_i/n_f \) | PGMax \( n_i/n_f \) |
|--------|-----------------|-----------------|-----------------|-----------------|-----------------|
| LTDZ   | 2/3             | 2/3             | 2.15/3.3        | 2.16/3.32       | 6.88/173.24     |
| MMR1   | 177.29/6162.7   | 171.42/5819.78  | 245.8/8519.61   | 246.31/8602.6   | 235.74/8145.02  |
| MMR3   | 2/3             | 2/3             | 9.35/17.7       | 9.18/17.36      | 15.94/257.66    |
| MMR4   | 2.03/3.06       | 2.03/3.06       | 5.22/9.44       | 4.84/8.68       | 13.49/320.08    |
| MOP3   | 34.3/1024.43    | 8.37/72.4       | 4.47/11.84      | 8.62/20.14      | 20.2/293.16     |
| MOP5   | 1.78/10.87      | 1.73/9.88       | 1.86/2.72       | 1.92/8.92       | 2.07/8.92       |
| MOP6   | 2.72/6.59       | 2.39/4.58       | 2.74/6.16       | 2.54/4.94       | 5.49/118.68     |
| MOP7   | 10.33/86.99     | 14.34/90.65     | 120.43/239.86   | 132.77/264.54   | 137.86/446.42   |
| PNR    | 22.3/329.5      | 21.81/280.72    | 7.37/35.61      | 5.18/19.16      | 9.03/65.95      |
| QV1    | 444.92/6665.38  | 351.27/5471.24  | 535.15/1074.12  | 523.12/1046     | 526.96/1200.35  |
| SCH1   | 1.62/3.48       | 1.62/3.48       | 1.62/2.86       | 1.62/2.86       | 2.97/47.18      |
| SLC2   | 111.59/2962.94  | 37.65/478.71    | 14.43/54.41     | 20.51/59.51     | 32.57/122.86    |
| SP1    | 78.28/1996.05   | 38.3/516.73     | 15.07/48.3      | 26.24/74.36     | 40.74/143.99    |
| VU1    | 100.98/3290.79  | 78.65/2185.55   | 12.63/41.76     | 39.02/121.19    | 747.3/2280.38   |
| RU2    | 253.43/3786.49  | 252.6/3779.61   | 117.56/415.59   | 122.83/414.39   | 105.81/607.09   |
| ZDT1   | 2.28/3.9        | 2.28/3.9        | 4.22/7.4        | 4.2/7.4         | 7.78/136.28     |
| ZDT2   | 451.61/4099.75  | 3695.65         | 587.83/184.5    | 506.58/4412.39  | 77.86/798.61    |
| ZDT3   | 2/3             | 3/2            | 2.35/3.7        | 2.33/6.66       | 7.94/205.62     |
| ZDT4   | 3.78/12.5       | 3.09/7.51      | 25.65/76.91     | 16.31/40.84     | 14.59/200.19    |
| ZDT6   | 13.31/175.41    | 17/211.11      | 11.4/86.72      | 26.04/213.52    | 7.28/74.43      |
the CGNon takes fewer iterations to find stationary points than its competitors on these problems when $\tau \geq 2.4$, while it consumes more function evaluations than PGArm and PGAve when $\tau \geq 1.6$. We can also observe that CGNon performs better than CGArm, which is attributed to the nonmonotone line search.

Until now, we are just concerned with the speed of convergence of the methods. In what follows, it is interesting to see if the methods can generate the Pareto front properly. For this, we choose four problems (BNH, Comet, KW2 and SCH1) from Table 1, plotting the stationary points found by these algorithms. As seen from Fig. 3, the five algorithms can get desirable solutions on BNH, Comet and SCH1. This is because these algorithms can converge to weakly efficient solutions for convex problems. But for nonconvex KW2, the solutions found by these algorithms do not seem good enough.

We further use the performance metrics to present comparisons of these algorithms. The first measure to be considered is the purity. As recommended in [68], we compare the algorithms in pairs when using it. From Fig. 4, we can observe that CGNon performs better than CGArm on our test problems. One reasonable explanation for this occurrence is that the CondG algorithm with the nonmonotone line search (38) can find better stationary points closer to the Pareto front. It can be easily seen from 2 to 7 pictures in Fig. 4 that PGArm, PGAve and PGMax have inferior performance.

For a visual comparison, Fig. 5 plot the final solutions obtained by these algorithms on Lov2, MMR3, ZDT3 and ZDT6. Clearly, from Figs. 3, 4, 5, CGNon is better on KW2, Lov2 and ZDT6 than CGArm because CGNon can achieve more nondominated points. CGArm and CGNon significantly outperform PGArm, PGAve and PGMax on KW2, Lov2 and ZDT3. For MMR3 and ZDT6, PGAve and PGMax equipped with nonmonotone line search perform better than PGArm.

The final step of our numerical results compares the spread metric (i.e., $\Gamma$ and $\Delta$), which are depicted in Fig. 6. For the $\Gamma$ metric, one can observe that CGArm exhibits the best overall performance and that CGNon is slightly more efficient than PGArm and PGAve. For the $\Delta$ metric, PGMax does not seem good enough, and no significant difference among the rest algorithms is noticed.
Fig. 3 The final solutions found by CGArm, CGNon, PGAve and PGM in BNH, Comet, KW2 and SCH1
Fig. 4 Performance profile using the purity metric

Fig. 5 The final solutions found by CGArm, CGNon, PGapm, PGapve and PGapmax on Lov2, MMR3, ZDT3 and ZDT6
6.2 A preliminary attempt to Form 3

This section presents two vector optimization problems to illustrate how the proposed CondG algorithm with Armijo, adaptative and nonmonotone step size rules work under Form 3. To the best of our knowledge, this is the first attempt to directly solve vector optimization problems with an iterative algorithm in the case of $C \neq \mathbb{R}^m_+$. 

Problem 1 The first problem we construct has the following form

$$\min_C F(x) = (x + 1, x^2 - x - 2)^T$$

s.t. $x \in [0, 1]$.

Problem 2 The second problem is the following

$$\min_C F(x) = \left( \frac{1}{n} \sum_{i=1}^{n} x_i^2, \frac{1}{n} \sum_{i=1}^{n} (x_i - 2)^2 \right)^T$$

s.t. $x \in [-2, 2]$,

where the objective functions are selected from JOS1. In the sequel, we set $n = 5$.

Clearly, the two problems are $\mathbb{R}^2_+$-convex on the domains. Problems 1 and 2 are $C_2$-convex but not $C_1$-convex. We discrete the domains and plot all the image points for the two problems. As shown in Figs. 7 and 8, the black points stand for the image points of problems 1 and 2. Thus, they provide good representations of the image space of $F$. To intuitively show the image set of solution sets with respect to the cones $\mathbb{R}^2_+$, $C_1$ and $C_2$, we have marked them in green, red and cyan in Figs. 7 and 8, respectively. It came as no surprise to see they have different shapes.

To solve the subproblems (51) and (52), we used the standard MATLAB subroutine fseminf. In our experiments, we selected 40 random initial points from the domain. The intrinsic parameters for the CondG algorithm with Armijo and nonmonotone step size rules are set the same as in Sect. 6.1(c). For the adaptative step size, we choose $e = (1, 0.5)^T$ and $L = 2$ for the two problems, which make the condition (A) holds.
The computational results obtained by the CondG algorithm under Form 1 and Form 3 are summarized in Table 3. In this table, $n_i$ and $n_f$ stand, respectively, for the average number of iterations and the average number of function evaluations, used by each algorithm. Since CondG algorithm with adaptative step size (CGAda) does not need to evaluate the function values, we use the symbol “−” in this table.

From Table 3, the following observations can be made. First, CGAda needs more iterations and function evaluations than CGArm and CGNon. Second, the performance of CGArm and CGNon is consistent on problem 1. This is probably a consequence of the simplicity of this problem. Third, under Form 3, CGNon performs slightly better than CGArm on problem 2 in terms of the values of $n_i$ and $n_f$, the opposite observation is shown under Form 1.

In order to observe how the iteration points move under Form 1 and Form 3, we depict the trajectories of iteration points, as shown in Figs. 9, 10, 11. In these figures, dashed lines corresponding to the path of iterations of the algorithms, snowflake points corresponding to the initial points, and the circles corresponding to the solutions found by the algorithms. By comparing Figs. 9, 10, 11, we can clearly see that the motion paths of iteration points found by the algorithms are slightly different under different cones. From Figs. 10 and 11, it is observed that, under Form 3, the CondG algorithm is able to identify an approximation of the solution set for the two problems.
Table 3  Average number of iterations and function evaluations for CGArm, CGAda and CGNon on problems 1 and 2

| Problem | Form 1 CGArm $n_i/n_f$ | CGAda $n_i/n_f$ | CGNon $n_i/n_f$ | Form 3 ($C = C_1$) CGArm $n_i/n_f$ | CGAda $n_i/n_f$ | CGNon $n_i/n_f$ | Form 3 ($C = C_2$) CGArm $n_i/n_f$ | CGAda $n_i/n_f$ | CGNon $n_i/n_f$ |
|---------|----------------------|----------------|----------------|-------------------------------|----------------|----------------|-------------------------------|----------------|----------------|
| 1       | 0.53/2.73            | 3.2/-         | 0.53/2.73      | 1/3                           | 51.27/-        | 1/3            | 1/3                           | 51.27/-        | 1/3            |
| 2       | 26.82/311.68         | 233.73/-      | 35.53/370.53   | 18.13/183.8                   | 59.58/-        | 17/187.3       | 38.38/873.8                  | 133.93/-       | 36.02/718.18   |

Fig. 9 The final solutions found by CGArm, CGAda and CGNon on problems 1 and 2 under Form 1.

Fig. 10 The final solutions found by CGArm, CGAda and CGNon on problems 1 and 2 under Form 3 with $C = C_1$. 
Conclusions

In this work, we have proposed a conditional gradient method for solving constrained vector optimization problems. In our method, the auxiliary subproblem used to obtain the descent direction is constructed based on the well-known Hiriart-Urruty’s oriented distance function, and the step sizes are found by Armijo, adaptive and nonmonotone strategies. We proved the sequence generated by the method can converge to a stationary point no matter how bad is our initial point. Moreover, under \( C \)-convexity assumptions of the objective function, the accumulation point of this subsequence is a weakly efficient solution. When \( C = {\mathbb{R}}_+^m \), preliminary numerical experiences on benchmark problems indicate that the proposed method with nonmonotone line search is efficient. We also tried to solve two problems in the case of a given cone \( C \) instead of \( {\mathbb{R}}_+^m \) in Sect. 6.2. Numerical results indicate that our attempt is successful.

Let us mention some remaining problems deserving further investigation, which are raised one by one below. Firstly, it might be interesting to study the open question already mentioned naturally in Remark 8. Secondly, we will continue to explore the works related to the parameter \( L \) mentioned in Section 5. Our numerical experiment in the setting of a polynomial cone rather than non-negative orthant is just a preliminary trial. It seems to be a relevant topic for future research to verify the performance of the CondG algorithm on more vector optimization problems under the case of Form 3 or other forms. We leave addressing this issue as our third research. Finally, a future path we consider applying the proposed nonmonotone line search (38) to other methods like the steepest descent [7], trust region [12] and projected gradient [14] methods.
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