Using a perturbative approach, we investigate the parametric down-conversion process without the semiclassical approximation. A Wigner functional formalism, which incorporates both the spatiotemporal degrees of freedom and the particle-number degrees of freedom is used to perform the analysis. First, we derive an evolution equation for the down-conversion process in the nonlinear medium. Then we use the perturbative approach to solve the equation. The leading order contribution is equivalent to the semiclassical solution. The next-to-leading order contribution provides a solution that includes the evolution of the pump field as a quantum field.
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I. INTRODUCTION

Parametric down-conversion (PDC) is one of the most versatile processes used for preparing quantum states in quantum optics [1–4]. The conservation of momentum and energy in the nonlinear process leads to entanglement in the spatiotemporal degrees of freedom [5–7], which is used in many quantum information applications, ranging from quantum key distribution [8–12], quantum teleportation [13,14], quantum ghost imaging [15,16], and quantum synchronization protocols [17,18].

The PDC process also produces entanglement in the particle-number degrees of freedom, which becomes manifest in the production of squeezed states [19–22]. Applications of squeezed states include continuous variable teleportation [23,24], quantum imaging [25–27], quantum state engineering [28], and quantum metrology [29].

In view of these two different aspects of the PDC process, a comprehensive analysis of the process in terms of both spatiotemporal degrees of freedom and particle-number degrees of freedom would provide a clearer picture of the process and the state it produces [30]. Analyses of this nature often impose a variety of assumptions and approximations to make them tractable [20,21,31,32]. One approximation that features prominently is the semiclassical approximation. A Wigner functional formalism has been developed recently [35–38], and is currently being applied to investigate complex phenomena in quantum optics [39,40].

It is challenging to perform the analysis without the semiclassical approximation, because in such a case, the Hamiltonian interaction term for PDC contains a product of three ladder operators. Commutations of operators consisting of a product of more than two ladder operators increase the number of ladder operators per term in the result. Consequently, such an analysis would involve an endless cascade of products of ladder operators.

In quantum field theory, this issue is mitigated with the aid of perturbation theory [34]. It is assumed that the coupling constant associated with the interaction term is small. Therefore, in theoretical particle physics, one can expand the calculation in progressively more complicated Feynman diagrams representing higher-order contributions to the process under investigation. Unfortunately, in the current context of highly efficient PDC, one cannot assume that the coupling constant is small enough to allow such a perturbative expansion.

Here, we investigate the PDC process under general conditions with the aid of a perturbative approach but using a different expansion parameter. Assuming that the pump is represented by an intense coherent state, one can argue that the representation of the coherent state on phase space gives a minimum uncertainty width that is much smaller than its distance from the origin. We use the relative width of the pump distribution as the expansion parameter in our perturbative analysis. Such a perturbative expansion becomes more accurate as the intensity of the pump increases.

To perform an analysis where both spatiotemporal degrees of freedom and particle-number degrees of freedom are addressed, one requires a more powerful formalism than current methods allow. The incorporation of all these degrees of freedom naturally leads to a functional formalism. Such a functional formalism has been developed recently [35–38] and is currently being applied to investigate complex phenomena in quantum optics [39,40].

Here, we use the Wigner functional formalism [36,37,41] to derive an evolution equation for the spontaneous parametric down-converted state that is produced by pumping a second-order nonlinear medium. We follow the same infinitesimal
propagation approach that was introduced for single-photon states [42–44] and was later extended to multiphoton states in the context of atmospheric scintillation due to turbulence [39]. Here, we apply it in a second-order nonlinear (Pockels) medium.

The paper is organized as follows. We derive the equations for the field operators of the pump and down-converted fields in Sec. II and use them to obtain an expression for the infinitesimal propagation operator in Sec. III. It is then used in Sec. IV to derive a functional evolution equation. In Sec. V, we simplify this equation and in Sec. VI we consider some of its solutions. Applications are discussed generically in Sec. VII. We end with conclusions in Sec. VIII.

II. EQUATIONS OF MOTION

A. Infinitesimal propagation approach

If \( \hat{U}(z) \) represents that unitary evolution operator for the propagation of a state over a distance \( z \) through a (nonlinear) medium and \( \hat{\rho} \) is the density operator for the input state, then the output state is given by

\[
\hat{\rho}(z) = \hat{U}(z)\hat{\rho}(0)\hat{U}^\dagger(z).
\]

For an infinitesimal propagation distance \( \Delta \), we have

\[
\hat{U}(\Delta) \approx 1 - \frac{i\Delta}{\hbar} \hat{P}_\Delta,
\]

where \( \hat{P}_\Delta \) represents the infinitesimal propagation. The negative sign comes from the phase convention: phase increases with time. Hence, it decreases with distance. In the limit \( \Delta \to 0 \), an infinitesimal propagation equation (IPE) is obtained:

\[
i\hbar \frac{d}{dz} \hat{\rho}(z) = [\hat{P}_\Delta, \hat{\rho}(z)].
\]

It resembles the Heisenberg equation and the infinitesimal propagation operator \( \hat{P}_\Delta \) is analogous to the Hamiltonian. However, here the evolution is with respect to propagation distance \( z \) instead of time.

The current application of the infinitesimal propagation approach differs from the way it is used in the context of scintillation [39] in that full knowledge of the infinitesimal propagation operator for the nonlinear medium can be assumed, as opposed to statistical knowledge only for the scintillating medium. As a result, the current analysis does not need an ensemble average. The process remains completely unitary.

B. Nonlinear wave equation

To derive the evolution equation, we need to know the infinitesimal propagation operator. To obtain an expression for it, we start with the classical process.

When light propagates through a medium, the excitation in the medium behaves as a vector field and satisfies the usual wave equation for a linear medium. In a nonlinear medium the refractive index is modified by the strength of the vector field, producing additional nonlinear terms that are added to the linear equation. The leading nonlinear term contains two factors of the vector field contracted on a rank-three tensor representing the second-order nonlinear susceptibility of the medium.

In the analysis, we will employ the paraxial approximation, which requires a monochromatic approximation. It allows us to represent the vector field as a phasor field. Thus, we can express the nonlinear wave equation as

\[
0 = \nabla^2 \mathbf{E}(x, \omega_0) + n^2 k_0^2 \mathbf{E}(x, \omega_0)
+ \frac{3}{2} \frac{k_0^2}{\hbar} \int_0^\infty \mathbf{E}(x, \omega) \cdot \chi \cdot \mathbf{E}(x, \omega_0 - \omega)
+ 2 \mathbf{E}(x, \omega) \cdot \chi \cdot \mathbf{E}^*(x, \omega - \omega_0) \frac{d\omega}{2\pi}.
\]

Here \( \mathbf{E}(x, \omega_0) \) is the electric phasor field in the medium, \( k_0 = \omega_0/c \) is the vacuum wave number, \( n = n(\omega_0) \) is the dispersive refractive index for a given polarization at the given frequency and \( \chi \) is the nonlinear vertex rule. The latter is a rank-three susceptibility tensor with two electric phasor fields contracted on it.

To reduce the complexity in the analysis, we only consider type I phase-matching. It allows us to remove the indices by selecting appropriate polarization components and treat them as scalar fields. Other scenarios can be likewise investigated with only slight modifications.

The two terms under the integral in Eq. (4) represent different processes. The first term represents a spontaneous parametric down-conversion process, while the last term represents difference frequency generation. They are distinguished by the fact the \( \omega_0 \) is either the pump frequency or one of the down-converted frequencies.

Considering evolution along a specific propagation direction (the \( z \) direction), we separate the transverse direction from the longitudinal direction and express the transverse coordinates of the field in the Fourier domain. The result represents the fields as \( z \)-dependent spectral functions. For the paraxial approximation, we also pull out a \( z \)-directed plane wave from all fields. The remaining part of the field is slow varying in \( z \).

These modifications are applied to the fields in Eq. (4) and the second-order \( z \) derivative is discarded. The result is the classical nonlinear paraxial wave equation appropriate for the conditions under investigation.

C. Quantization of the electric field

The expressions of the classical equations can be used as the basis for the development of the quantum theory. First, we convert the classical equations into equations for single-photon states, replacing the classical fields with quantized field operators. The quantized field in a dielectric medium is given by

\[
\hat{\mathbf{E}}(x, t) = \sum_s \int \sqrt{\frac{\pi \hbar}{2}} [-i\eta_s \hat{\alpha}_s(\mathbf{K}, \omega) \exp(i\omega t - i\mathbf{k} \cdot x)
+ \text{H.c.}] \frac{\omega}{2\pi} \frac{d^3k}{(2\pi)^3k_c},
\]

where \( \eta_s \) is the spin vector, with spin index \( s \). The quantized field is expressed in terms of optical beam variables, which are defined in Appendix A.
The expression for the quantized field operator is turned into a scalar field operator by computing the dot-product with a specific polarization vector. Fourier transforms are performed with respect to time and the transverse coordinates. The result is

\[
\hat{E}^{(+)} \rightarrow -i \sqrt{\frac{\hbar}{2\varepsilon_0 k_0}} \hat{a}(\mathbf{K}, \omega_0) \exp(-i k_0 z).
\] (6)

The classical fields already have a factor \(\exp(-i k_0 z)\) removed. So, we do the same in the quantized field. At the same time, we assume that \(k_0 \approx k_0\) under the paraxial approximation. Hence, we define

\[
\hat{G}(\mathbf{K}, \omega_0, z) \equiv -i \sqrt{\frac{\hbar}{2\varepsilon_0 k_0}} \hat{a}(\mathbf{K}, \omega_0),
\] (7)

where the \(z\)-dependence is due to the nonlinearity of the medium. (A plane wave created at \(z\) would generate other plane waves at other values of \(z\) due to coupling.) The Hermitian adjoint gives the creation operator. Their equal-\(z\) commutation relation is

\[
[\hat{G}(\mathbf{K}, \omega_0, z), \hat{G}^{\dagger}(\mathbf{K}', \omega_0', z)] = \frac{\hbar}{2\varepsilon_0} (2\pi)^3 k_0 \delta(\mathbf{K} - \mathbf{K}') \delta(\omega_0 - \omega_0'),
\] (8)

based on the commutation relation for the ladder operators in optical beam variables, given in Eq. (A9).

### D. Paraxial operator equations

The classical scalar, paraxial, slow-varying spectral functions in the nonlinear paraxial wave equation are replaced by \(\hat{G}(\mathbf{K}, \omega_0, z)\) to obtain separate single-photon operator equations for the pump and down-converted fields in the form of nonlinear paraxial wave equations. They are given by

\[
in k_p \hat{a}_p \hat{G}_p(\mathbf{K}, \omega_0, z) = -n_p^2 |K|^2 \hat{G}_p(\mathbf{K}, \omega_0, z) + \frac{d_{ooe} k_p^2}{2\varepsilon_0} \int \hat{G}_d(\mathbf{K}_1, \omega_1, z) \hat{G}_d(\mathbf{K}_2, \omega_2, z) \exp(i\Delta k z) \times (2\pi)^3 \delta(\omega_0 - \omega_1 - \omega_2) \delta(n_p K - n_1 K_1 - n_2 K_2) n_1^2 n_2^2 dK_1 dK_2,
\]

\[
in k_k \hat{a}_d \hat{G}_d(\mathbf{K}_1, \omega_1, z) = -n_1^2 |K_1|^2 \hat{G}_d(\mathbf{K}_1, \omega_1, z) + \frac{d_{ooe} k_k^2}{\varepsilon_0} \int \hat{G}_d(\mathbf{K}_0, \omega_0, z) \hat{G}_d(\mathbf{K}_2, \omega_2, z) \exp(-i\Delta k z) \times (2\pi)^3 \delta(\omega_0 - \omega_1 - \omega_2) \delta(n_0 K_0 - n_1 K_1 - n_2 K_2) n_0^2 n_1^2 dK_0 dK_1 dK_2,
\] (9)

where \(\hat{G}_p(\mathbf{K}, \omega, z)\) and \(\hat{G}_d(\mathbf{K}, \omega, z)\) are the annihilation operators for the pump and down-converted fields, respectively, \(n_p \equiv n\alpha(\omega_0), n_1 \equiv n_\omega(\omega_1), n_2 \equiv n_\omega(\omega_0 - \omega_1)\),

\[
\Delta k \equiv n_p k_p - n_1 k_1 - n_2 k_2,
\] (10)

the integration measure is defined in Eq. (A4), and

\[
d_{ooe} \equiv 3\varepsilon_0 X_{abc}^{(2)}(\omega_0 \eta_0 \eta_c)\eta_a\eta_b(\omega) (\omega)_c
\] (11)

represents the strength of the nonlinear interaction for type I phase-matching.

The general expression for \(\Delta k\) depends on the different frequencies and angles of the down-converted beams. If we can assume that such angles are small enough to ignore, then we can use the expression for collinear, nondegenerate critical phase matching, given by

\[
\Delta k = \left(\frac{\omega_1 \omega_2}{2\omega_0 \omega_0 - \omega_0^2} n_p^2 \right)^{\omega_0 - \omega_0},
\] (12)

where \(\omega_1 = \omega - \omega_0 = \omega_0 - \omega_2\).

### III. INFINITESIMAL PROPAGATION OPERATOR

In analogy to the Heisenberg equation, the IPE in Eq. (3) should apply to any operator, not only the density operator of a state, without any change to the infinitesimal propagation operator \(\hat{P}_\Delta\). Therefore, one can also apply it to the field operators:

\[
i\hbar \partial_t \hat{G}_p(\mathbf{K}', \omega', z) = [\hat{P}_\Delta, \hat{G}_p(\mathbf{K}', \omega', z)],
\]

\[
i\hbar \partial_t \hat{G}_d(\mathbf{K}', \omega', z) = [\hat{P}_\Delta, \hat{G}_d(\mathbf{K}', \omega', z)].
\] (13)
and down-converted fields, respectively. The expressions of these kernel functions, as obtained by comparing Eq. (9) with the results after substituting Eq. (14) into the Eq. (13), are

\[ H_p = \frac{2\epsilon_0}{k} |K|^2, \]

\[ H_d = \frac{2\epsilon_0}{k_1} |K|^2, \]

\[ V = -(2\pi)^2 \mathcal{D}_{\text{osc}} n_0^2 n_0^2 k_1 k_2 k \exp(i\Delta k z) \]

\[ \times \delta(n_0 \mathbf{K} - n_1 \mathbf{K}_1 - n_2 \mathbf{K}_2) \delta(\omega - \omega_1 - \omega_2), \]

where \( k = \omega/c \) is the wave number at the pump frequency and \( n_0 \equiv n_{\text{eff}}(\omega) \) is the effective refractive index for the pump field.

**IV. FUNCTIONAL EVOLUTION EQUATION**

For an investigation that incorporates all the degrees of freedom, it is convenient to consider the IPE in terms of Wigner functionals [36,37,41]. The evolution equation in Eq. (3) can be carried over directly in terms of Wigner functionals where the commutation is expressed in terms of star products, because the quadrature basis elements that are required for the conversion of the operators to Wigner functionals do not depend on \( z \). The variables of these functionals are functions or fields that are here denoted by lower case Greek symbols, such as \( \alpha \) and \( \alpha^* \). The functional variables are here referred to as field variables. They do not depend on \( z \). The \( z \)-dependence is carried in the parameter functions for the state and the kernel function of the PDC vertex.

**A. Functional for the propagation operator**

To compute the Wigner functional for the infinitesimal propagation operator given in Eq. (14), we use a coherent-state-assisted approach, presented in Appendix B. For this purpose, we need to determine what happens when the field operator, defined in Eq. (7), is applied to a coherent state. It gives

\[ \hat{G}(\mathbf{K}, \omega, z|\alpha) = -i \sqrt{\frac{\hbar}{2\epsilon_0}} \hat{a}(\mathbf{K}, \omega) |\alpha\rangle = \frac{\hbar}{2\epsilon_0} \alpha(\mathbf{K}, \omega), \]

where we absorb the \(-i\) in the spectral function \( \alpha(\mathbf{K}, \omega) \). The relationship is valid for a fixed value of \( z \), so that the \( z \)-dependence does not carry over to \( \alpha \).

The overlap of the infinitesimal propagation operator by coherent states for the pump field and the down-converted fields on both sides gives

\[ |\alpha_1\rangle \langle \beta_1| \hat{\mathcal{P}} \rangle \langle \alpha_2| \beta_2 \rangle \]

\[ = \exp(\alpha_1^* \circ \alpha_2 + \beta_1^* \circ \beta_2 - \frac{1}{2} \| \alpha_1 \|^2 - \frac{1}{2} \| \alpha_2 \|^2) \]

\[ - \frac{1}{2} \| \beta_1 \|^2 - \frac{1}{2} \| \beta_2 \|^2 \rangle \]

\[ \langle \alpha_1^* \circ \alpha_2 - \alpha_1 \circ \alpha_2 - \alpha_1^* \circ \beta_2 + \alpha_1 \circ \beta_2 - \beta_1^* \circ \alpha_2 - \beta_1 \circ \alpha_2 - \alpha_1^* \circ \beta_2 + \alpha_1 \circ \beta_2 \rangle, \]

where \( \beta_1 \) and \( \beta_2 \) are associated with the pump field, \( \alpha_1 \) and \( \alpha_2 \) are associated with the down-converted field, and the \( \circ \)-contraction is defined as [41]

\[ \alpha_1^* \circ \alpha_2 \equiv \int \alpha_1^*(\mathbf{k}) \alpha_2(\mathbf{k}) \, d\mathbf{k}. \]

Furthermore,

\[ P_p = \frac{n_0 \hbar}{2\epsilon_0} \hat{P}_p |1\rangle = \frac{n_0 \hbar}{k} |K|^2 |1\rangle, \]

\[ P_d = \frac{n_1 \hbar}{2\epsilon_0} \hat{P}_d |1\rangle = \frac{n_1 \hbar}{k_1} |K|^2 |1\rangle, \]

\[ T = -(2\pi)^2 \mathcal{D}_{\text{osc}} n_0^2 n_0^2 \frac{\hbar}{2\epsilon_0} \frac{1}{\omega_1 \omega_2} \exp(i\Delta k z) \]

\[ \times \delta(n_0\mathbf{K} - n_1\mathbf{K}_1 - n_2\mathbf{K}_2) \delta(\omega - \omega_1 - \omega_2), \]

where

\[ \mathbf{1} \equiv (2\pi)^3 \delta(K - K') \delta(\omega - \omega'), \]

and the cross-section (having the units of an area) for the PDC process is defined by

\[ \sigma_{\text{osc}} = \frac{3}{2\sqrt{c}} \chi^{(2)}(n_1 n_2) \chi^{(2)}(\omega) \chi^{(2)}(\omega) \chi^{(2)}(\omega). \]

To complete the calculation of the Wigner functional, we substitute Eq. (17) into the coherent-state-assisted functional integral expression in Eq. (B5) and evaluate the integrals. The integration process can be alleviated by using a generating functional together with a construction operator. The generating functional is

\[ \hat{G}(\mathbf{K}, \omega, z|\alpha) = -i \sqrt{\frac{\hbar}{2\epsilon_0}} \hat{a}(\mathbf{K}, \omega) |\alpha\rangle \]

\[ = \frac{\hbar}{2\epsilon_0} \alpha(\mathbf{K}, \omega), \]

where \( \mu_1, \mu_2, \eta_1, \) and \( \eta_2 \) are auxiliary fields. The construction operator is defined using functional derivatives

\[ \hat{C} = - \frac{\delta}{\delta \eta_1} \circ T \circ \frac{\delta}{\delta \mu_2} - \frac{\delta}{\delta \mu_1} \circ \frac{\delta}{\delta \mu_2} \circ T \circ - \frac{\delta}{\delta \eta_2} \circ P_p \circ \frac{\delta}{\delta \mu_2} \]

\[ + \frac{\delta}{\delta \eta_1} \circ P_d \circ \frac{\delta}{\delta \mu_2} \circ P_d \circ \frac{\delta}{\delta \mu_2}. \]

When the generating functional is substituted into the coherent-state-assisted functional integral expression in Eq. (B5) and all the functional integrals are evaluated, we obtain a generating functional given by

\[ W = \exp \left( \mu_2^* \circ \alpha + \alpha^* \circ \mu_1 + \eta_2^* \circ \beta + \beta^* \circ \eta_1 \right) \]

\[ - \frac{1}{2} \eta_2^* \circ \eta_1 - \frac{1}{2} \mu_2^* \circ \mu_1. \]

To obtain the Wigner functional for the infinitesimal propagation operator, one would apply the construction operator and...
set the sources to zero. However, it is not convenient to use the expression in this form.

B. Infinitesimal propagation equation

Instead of using the Wigner functional for the infinitesimal propagation operator directly in the expression of the IPE, we find it more convenient to represent it in terms of the propagation operator directly in the expression of the IPE.

\[ \hbar \frac{d}{dz} W_\beta = \hat{C} (\mathcal{W} \star W_\beta - W_\beta \star \mathcal{W}) \bigg|_{(\mu, \nu) = 0} \]  

(25)

where \( W_\beta [\alpha^*, \alpha, \beta^*, \beta] \) is the Wigner functional for the complete photonic state (pump and down-converted field), with \( \alpha \) and \( \beta \) being the field variables associated with the down-converted field and the pump field, respectively, and \( \star \) represents the star product.

We evaluate the functional integrals for the two star products in turn. Two of the functional integrals in each produce Dirac-\( \delta \) functionals, which are removed by the remaining two functional integrals. As a result, we obtain

\[ \mathcal{W} \star W_\beta [\alpha^*, \alpha, \beta^*, \beta] - W_\beta [\alpha^*, \alpha, \beta^*, \beta] \star \mathcal{W} \]

\[ = W_\beta \left[ \alpha^* + \frac{\mu_1}{2}, \alpha - \frac{\mu_1}{2}, \beta^* + \eta - \eta_1, \beta - \frac{\eta_1}{2} \right] \mathcal{W} \]

\[ - W_\beta \left[ \alpha^* - \frac{\mu_1}{2}, \alpha + \frac{\mu_1}{2}, \beta^* - \eta - \eta_1, \beta + \frac{\eta_1}{2} \right] \mathcal{W}. \]  

(26)

We can now substitute these two terms into Eq. (25), apply the construction operator and set the source fields to zero. When the result is expressed in compact notation, the double contractions can be ambiguous. Therefore, we express the evolution equation in terms of integrals over the three-dimensional wave vectors:

\[ \left[ \beta^*(k_1) P_p(k_1, k_2) \frac{\delta W_\beta}{\delta \beta^*(k_2)} - \frac{\delta W_\beta}{\delta \beta(k_1)} P_p(k_1, k_2) \beta(k_2) \right] \]

\[ + \alpha^*(k_1) P_d(k_1, k_2) \frac{\delta W_\beta}{\delta \alpha^*(k_2)} - \frac{\delta W_\beta}{\delta \alpha(k_1)} P_d(k_1, k_2) \alpha(k_2) \]

\[ + \frac{1}{2} \int \delta W_\beta \frac{1}{\delta \beta(k_3)} T(k_1, k_2, k_3, z) \alpha(k_1) \alpha(k_2) - 2\beta^*(k_3) T(k_1, k_2, k_3, z) \alpha(k_1) \frac{\delta W_\beta}{\delta \alpha^*(k_3)} \beta(k_3) \]

\[ - \alpha^*(k_1) \alpha^*(k_2) T^*(k_1, k_2, k_3, z) \frac{\delta W_\beta}{\delta \alpha^*(k_3)} + 2 \frac{\delta W_\beta}{\delta \alpha(k_1)} \alpha(k_2) T^*(k_1, k_2, k_3, z) \beta(k_3) \]

\[ + \frac{1}{4} \int T(k_1, k_2, k_3, z) \frac{\delta^3 W_\beta}{\delta \beta(k_1) \delta \alpha^*(k_1) \delta \alpha^*(k_3)} - \frac{1}{4} T^*(k_1, k_2, k_3, z) \frac{\delta^3 W_\beta}{\delta \alpha(k_1) \delta \alpha(k_3) \delta \beta^*(k_3)} \]  

(27)

The functional differential equation in Eq. (27) is the evolution equation for the complete state during PDC. It is valid for all possible scenarios and can handle situations where the pump is any kind of state, which may become entangled with the down-converted state during the PDC process. However, the complicated expression of the evolution equation makes it challenging to find a general solution for the state.

Since it is linear in the Wigner functional of the state, the solution would be represented in exponential form with a polynomial functional exponent. Unfortunately, as shown below, the terms in the polynomial functional does not close. At every order, the equation generates higher-order terms. Therefore, a general solution would be represented as an exponential function with a polynomial functional of infinite order in its argument.

V. SIMPLIFICATIONS

Having obtained the general equation for the state produced by the PDC process, we are presented by the challenge to solve it. First, we consider some simplifications and approximations that would allow one to find solutions under certain conditions.

A. Reference frame representation

The first simplification is introduced to reduce the number of terms in the equation, by removing those terms that contain \( P_p \) and \( P_d \). Formally, the field variables are transformed as

\[ \alpha \equiv U_d(z) \circ \bar{\alpha}, \]

\[ \alpha^* \equiv \bar{\alpha}^* \circ U_d^*(z), \]

\[ \beta \equiv U_p(z) \circ \bar{\beta}, \]

\[ \beta^* \equiv \bar{\beta}^* \circ U_p^*(z), \]  

(28)

where the barred field variables represent new field variables in terms of which the equation will be expressed and \( U_d(z) \) and \( U_p(z) \) represent unitary kernels for linear propagation of the pump and down-converted fields along \( z \), respectively. The
transformation maps the field space back onto itself. Therefore, the fields won’t change, but the points where they are applied will change. We replace the arguments of the Wigner functional with the transformed fields:

\[ W_p[\alpha^*, \alpha, \beta^*, \beta](z) \]

\[ = W_p[\bar{\alpha}^* \circ U_d^* (z), U_d(z) \circ \bar{\alpha}, \bar{\beta}^* \circ U_p^* (z), U_p(z) \circ \bar{\beta}](z) \]

\[ \equiv \tilde{W}_p[\bar{\alpha}^*, \bar{\alpha}, \bar{\beta}^*, \bar{\beta}](z). \]  

(29)

Then we apply the total derivative with respect to \( z \), leading to

\[ \frac{dW_p}{dz} = \bar{\alpha}^* \circ \partial_z U_d^* (z) \circ \frac{\delta W_p}{\delta \alpha^*} + \frac{\delta W_p}{\delta \alpha} \circ \partial_z U_d(z) \circ \bar{\alpha} \]

\[ + \bar{\beta}^* \circ \partial_z U_p^* (z) \circ \frac{\delta W_p}{\delta \beta^*} + \frac{\delta W_p}{\delta \beta} \circ \partial_z U_p(z) \circ \bar{\beta} + \partial_z W_p. \]  

(30)

A comparison with Eq. (27) indicates that, if

\[ U_p(z) \equiv \exp \left( \frac{i}{\hbar} z P_p \right) = \exp \left( \frac{i z c n_1}{\omega} |K_i|^2 \right) \mathbf{I}, \]

\[ U_d(z) \equiv \exp \left( \frac{i}{\hbar} z P_d \right) = \exp \left( \frac{i z c m_1}{\omega} |K_i|^2 \right) \mathbf{I}, \]  

(31)

then the total derivative with respect to \( z \) would produce the first four terms in Eq. (27). The subscript \( \circ \) indicates a functional whose expansion has a first term given by \( \mathbf{I} \) and all products are represented by \( \circ \) contractions.

The transformation also implies that the functional derivatives become

\[ \frac{\delta W_p}{\delta \alpha^*} = \bar{\alpha}^* \circ U_d^* (z) \circ \frac{\delta \tilde{W}_p}{\delta \alpha^*}, \]

\[ \frac{\delta W_p}{\delta \alpha} = U_d^* (z) \circ \frac{\delta \tilde{W}_p}{\delta \alpha}, \]

\[ \frac{\delta W_p}{\delta \beta^*} = \bar{\beta}^* \circ U_p^* (z) \circ \frac{\delta \tilde{W}_p}{\delta \beta^*}, \]

\[ \frac{\delta W_p}{\delta \beta} = U_p^* (z) \circ \frac{\delta \tilde{W}_p}{\delta \beta}. \]  

(32)

The additional factors of the unitary propagation kernels \( (U_p, U_d \text{ and their Hermitian adjoints}) \) are now attached to the vertex kernel. Therefore, the vertex kernel is transformed as follows:

\[ T(z) \rightarrow \int U_d(k_1, k'_1, z)U_d(k_2, k'_2, z)T(k'_1, k'_2, k, z) \]

\[ \times U_p^*(k', k, z) dk'_1 \, dk'_2 \, dk' \]

\[ = \tilde{T}(k_1, k_2, k, z). \]  

(33)

Applying the transformation to both the fields and the functional derivatives in the evolution equation, we get

\[ i\hbar \partial_z \tilde{W}_p = \int \left[ \frac{\delta \tilde{W}_p}{\delta \beta^* (k_3)} \tilde{T}(k_1, k_2, k_3, z)\bar{\alpha}(k_1)\bar{\alpha}(k_2) \right. \]

\[ - 2\bar{\beta}^* (k_3)\tilde{T}(k_1, k_2, k_3, z)\bar{\alpha}(k_1) \frac{\delta \tilde{W}_p}{\delta \alpha}(k_2) \]

\[ + \frac{1}{4} \tilde{T}(k_1, k_2, k_3, z) \frac{\delta \tilde{W}_p}{\delta \beta^* (k_3)} \]

\[ - \bar{\alpha}^* (k_1)\bar{\alpha}^* (k_2)\tilde{T}^*(k_1, k_2, k_3, z)\bar{\beta}(k_1) \]

\[ - \bar{\alpha}^* (k_1)\bar{\alpha}^* (k_2)\tilde{T}^*(k_1, k_2, k_3, z)\bar{\beta}(k_1) \]

\[ \left. + 2 \frac{\delta \tilde{W}_p}{\delta \alpha} \bar{\alpha}^* (k_2) \tilde{T}^*(k_1, k_2, k_3, z)\bar{\beta}(k_1) \right] \]

\[ \times dk_1 \, dk_2 \, dk_3. \]  

(34)

Since the transformation maps the functional space onto itself, we can revert to the unbarred \( \alpha \)’s and \( \beta \)’s. However, we retain the tildes on \( T \) and \( W \) to indicate that they are “dressed” by the propagation kernels.

### B. Exponential form

The fact that Eq. (34) only contains terms that are linear in the Wigner functional of the state implies solutions that are in exponential form:

\[ \tilde{W}_p[\alpha^*, \alpha, \beta^*, \beta](z) = \exp \{ F[\alpha^*, \alpha, \beta^*, \beta](z) \}. \]  

(35)

Here \( F[\alpha^*, \alpha, \beta^*, \beta](z) \) is a multivariate polynomial functional, with coefficients in the form of \( z \)-dependent kernels. The equation for \( F \) would contain more terms due to the third-order functional derivatives.

### C. Coherent state pump

So far, the simplifications were not restrictive in any way. They retained the full validity of the original equation. Here, we introduce an approximation that is only valid for certain experimental conditions.

In most experimental scenarios, the pump that illuminates the nonlinear crystal is considered to be a coherent state. Here, we assume that it remains a coherent state during the PDC process. It is only the pump’s parameter function \( \xi(z) \) that changes as a function of \( z \). However, since the squared magnitude of the parameter function \( \| \xi(z) \|^2 \) represents the pump power, its evolution includes the possible depletion of the pump power and thus goes beyond the conditions for the semiclassical approximation. Therefore, we substitute

\[ \tilde{W}_p[\alpha, \beta] \rightarrow \mathcal{N}_0 \exp[-2\| \beta - \xi(z) \|^2] W_0[\alpha] \]  

(36)

into Eq. (34), where \( W_0 \) is the Wigner functional for the down-converted part only and evaluate the functional derivatives with respect to \( \beta \). Then, the pump field is factored out and removed, leading to
\[ i\hbar \partial_z W_\beta = 2 \int \left[ \alpha^*(k_1)\alpha^*(k_2)\tilde{T}^*(k_1, k_2, k_3, z)[\beta(k_3) - \xi(k_3, z)]W_\beta + (\delta_1 W_\beta)\alpha^*(k_2)\tilde{T}^*(k_1, k_2, k_3, z)\beta(k_3) \\
+ \frac{1}{4}(\delta_2 W_\beta)\tilde{T}^*(k_1, k_2, k_3, z)[\beta(k_3) - \xi(k_3, z)] - \frac{1}{4}[\beta^*(k_3) - \xi^*(k_3, z)] \tilde{T}(k_1, k_2, k_3, z)(\delta_1^* \delta_2^* W_\beta) \\
- [\beta^*(k_3) - \xi^*(k_3, z)] \tilde{T}(k_1, k_2, k_3, z)\alpha(k_1)\alpha(k_2)W_\beta - \beta^*(k_3) \tilde{T}(k_1, k_2, k_3, z)\alpha(k_1)(\delta_1^* W_\beta) \right] dk_1 dk_2 dk_3 \\
- i2\hbar \int \{[\beta^*(k) - \xi^*(k, z)]\partial_z \xi(k, z) + \partial_z \xi^*(k, z)[\beta(k) - \xi(k, z)]\} dk W_\beta, \quad (37) \]

where
\[ \delta_a \equiv \frac{\delta}{\delta \alpha(k_a)} \quad \delta^*_a \equiv \frac{\delta}{\delta \alpha^*(k_a)}. \quad (38) \]

Equation (37) represents a general expression for the evolution of the down-converted state during PDC.

VI. SOLUTIONS

Using the simpler equation in Eq. (37), we can now consider solutions. First, we reproduce the familiar semiclassical solution. Then we proceed to provide solutions beyond the semiclassical approximation. It includes a solution for an evolving coherent pump state and eventually for the down-converted state with the aid of a perturbative approach.

A. Semiclassical approximation

The equation in Eq. (37) is still rather complicated to solve in general. To simplify it further, we argue that, since \( \beta \) can represent any field, we can set it equal to the parameter function \( \xi(z) \). As such, it samples only one point on the phase space of the pump, namely the point at the peak of the coherent state’s Wigner functional. The substitution effectively converts the pump field into a classical field, and therefore implies a semiclassical approximation. The resulting equation simplifies significantly:
\[ i\hbar \partial_z W_\beta = 2 \int \{[\delta_1 W_\beta]e^*(k_2)\tilde{T}^*(k_1, k_2, k_3, z)[\xi(k_3, z) \\
- \xi^*(k_3, z)] \tilde{T}(k_1, k_2, k_3, z)\alpha(k_1)(\delta^*_1 \delta^*_2 W_\beta) \right] dk_1 dk_2 dk_3. \quad (39) \]

Since the derivative terms for the parameter function of the pump dropped away, the parameter function does not evolve, apart from linear propagation. This situation reproduces the notion of an undepleted pump field, associated with the semiclassical approximation.

\[ A(z) = 1 + \int_0^z \int_0^{z_1} Z[H^*(z_1) \circ H(z_2)]dz_2 \, dz_1 \\
+ \int_0^z \int_0^{z_2} \int_0^{z_3} Z[H^*(z_1) \circ H(z_2) \circ H^*(z_3) \circ H(z_4)]dz_4 \, dz_2 \, dz_3 \, dz_1 + ..., \quad (43) \]

\[ B(z) = \int_0^z H(z_1)dz_1 + \int_0^z \int_0^{z_1} Z[H(z_1) \circ H^*(z_2) \circ H(z_3)]dz_2 \, dz_3 \\
+ \int_0^z \int_0^{z_2} \int_0^{z_3} \int_0^{z_4} Z[H(z_1) \circ H^*(z_2) \circ H(z_3) \circ H(z_4)]dz_5 \, dz_4 \, dz_3 \, dz_2 \, dz_1 + .... \]

To simplify the notation, we incorporate the pump parameter function with the vertex kernel into a bilinear kernel function, which is defined by
\[ H(k_1, k_2, z) = \frac{i4}{\hbar} \int \tilde{T}(k_1, k_2, k, z)\xi^*(k)dk. \quad (40) \]

It allows us to revert to the \( \diamond \)-contraction notation.

We now use the following ansatz, which has the form of the Wigner functional for a squeezed vacuum state
\[ W_\xi = \mathcal{N} \exp \left[-2\alpha^* \circ A(z) \circ \alpha - \alpha \circ B(z) \circ \alpha - \alpha^* \circ B^*(z) \circ \alpha^* \right]. \quad (41) \]

where \( \mathcal{N} \) is a normalization constant, which remains constant with \( z \), and \( A(z) \) and \( B(z) \) are unknown kernel functions to be determined. The kernel function \( A(z) \) is Hermitian and positive definite, and \( B(z) \) is symmetric. After substituting it into Eq. (39) and dividing by \( i\hbar W_\xi \), we obtain an equation that can be separated into three equations. By removing the different combinations of \( \alpha \) and \( \alpha^* \) with the aid of functional derivatives, we obtain
\[ \partial_z A(z) = \frac{i}{2}H^*(z) \circ B(z) + \frac{i}{2}B^*(z) \circ H(z), \]
\[ \partial_z B(z) = \frac{i}{2}H(z) \circ A(z) + \frac{i}{2}A^T(z) \circ H(z), \]
\[ \partial_z A^*(z) = \frac{i}{2}A(z) \circ H^*(z) + \frac{i}{2}H^*(z) \circ A^T(z), \quad (42) \]

where the transpose indicates that the two wave vectors in the argument of \( A \) are interchanged. To solve the equations in Eq. (42), one can follow various approaches. One way is to integrate all the equations with respect to \( z \) and then perform progressive back substitutions to obtain expansions in terms of integrals of contracted \( H \)-kernels. The initial conditions for the expansions are taken as \( A(0) = 1 \) and \( B(0) = 0 \) for the Wigner functional of the vacuum state. The resulting expressions, which satisfy the equations in Eq. (42) are
where $\mathcal{Z}\{\cdot\}$ represents a $z$-symmetrization operation, recursively defined by
\[
\mathcal{Z}\{f_1(z_1) \circ \ldots \circ f_n(z_n)\} = \frac{1}{n!} [f_1(z_1) \circ \mathcal{Z}\{f_2(z_2) \circ \ldots \circ f_n(z_n)\}] + \mathcal{Z}\{f_1(z_1) \circ \ldots \circ f_{n-1}(z_{n-1}) \circ f_n(z_1)\},
\]
with $\mathcal{Z}\{f_1(z_1)\} = f_1(z_1)$.

**B. Bloch-Messiah reduction**

The approach we followed to solve the set of equations in Eq. (42) differs from the more general approach that is often used for PDC. The more general approach is to perform a Bloch-Messiah reduction [45,46] that results in Bogoliubov transformations. Being based on linear algebra, the Bloch-Messiah reduction assumes a finite dimensional system. The kernels are then represented by matrices, which can be diagonalized, reminiscent of a Schmidt decomposition [31,47,49]. Thus, the set of equations in Eq. (42) becomes a decoupled set of ordinary differential equations that can be solved.

To address the case where the kernels are functions instead of matrices, the Bloch-Messiah reduction needs to have a well-defined continuous limit. Hence, the bilinear kernel must be represented by an infinite dimensional Schmidt-like decomposition:
\[
H(k_1, k_2, z) = \sum_{m=0}^{\infty} h_m(z) \Phi_m(k_1, z) \Phi_m(k_2, z),
\]
where $\Phi_m(k, z)$ represents the Schmidt basis. Such a decomposition is represented by Mercer’s theorem [50]. For explicit calculations, one usually needs to determine the expressions for the Schmidt basis, which is a challenging endeavor. Therefore, we do not use the Bloch-Messiah reduction approach here.

The Bloch-Messiah reduction approach often produces semiclassical kernel functions in the form of hyperbolic trigonometric functions [31]. Here, such a result can be reproduced, in the thin crystal limit, where the Rayleigh range of the pump beam is much longer than the length of the nonlinear crystal, which is valid in most experimental scenarios. The expression of $H$ then becomes independent of $z$. Evaluating all the $z$ integrals and summing the terms, we obtain
\[
A(z) \approx \cosh(z H_0),
B(z) \approx i \sinh(z H_0),
\]
where we defined $H(z = 0) \equiv i H_0$. The subscript $\circ$ indicates that these kernels incorporate all the spatiotemporal degrees of freedom.

**C. Coherent pump approximation**

Considering the more general case in Eq. (37), one can assess which terms are necessary in the polynomial functional $F$. If cross-terms (those that contain both $\alpha$’s and $\beta$’s) are needed, then entanglement between the pump and the down-converted state may be inevitable. However, if such cross-terms can be shown to cancel among themselves, then the state would be separable without any entanglement between the pump field and the down-converted field. Since $\alpha$ and $\beta$ are field variables, each combination of them represents an independent equation that would become zero in the separable case. For this purpose, we consider only those cross-terms in Eq. (37) that carry a factor of $\beta^*$. At the very least, the polynomial functional should contain the terms given in the ansatz in Eq. (41). When we substitute them into those terms in Eq. (37) with a factor of $\beta^*$ and extract separate equations for the different combinations of $\alpha$ and $\alpha^*$, we obtain a set of four equations. One of these equations,
\[
0 = \int \tilde{T}(k_1, k_2, k, z) B^*(k_1, k_3, z) \alpha^*(k_1) \times B^*(k_2, k_4, z) \alpha^*(k_3) dk_1 dk_2 dk_3 dk_4,
\]
indicates that the required cancellations cannot work, because we do not expect $B^*$ to be zero.

We conclude that the pump and the down-converted fields are inevitably coupled in the description of the problem, which may imply that they are entangled by the PDC process. (Such entanglement between the pump and down-converted field has been theoretically predicted [51] and experimentally observed [52,53] in optical parametric oscillators.) Moreover, the polynomial functional need to be of infinite order, because at each order, higher-order terms are generated in the equation. Such a situation does not allow us to obtain an exact closed form analytical solution for the equation. As a result, we are forced to use approximations to simplify the problem so that we can find a solution.

Another one of these equations,
\[
0 = -i \hbar \partial_z \xi(z) + \frac{i}{2} \text{tr}[\tilde{T}(z') \circ B^*(z')],
\]
where the trace only involves the down-converted fields’ wave vectors, is an evolution equation for the pump parameter function. The solution is
\[
\xi(z) = \xi(0) + \frac{1}{i \hbar} \int_0^z \text{tr}[\tilde{T}(z') \circ B^*(z')] dz'.
\]
Since $H(z)$, given in Eq. (40), contains $\xi(z)$ and $B^*(z)$ is defined in terms of $H(z)$, it appears that the equation for $\xi(z)$ in Eq. (49) contains multiple factors of $\xi(z)$. The resulting equation would therefore be very difficult to solve. However, since the second term on the right-hand side of Eq. (49) contains an unenhanced vertex, it is suppressed relative to the first term. An enhancement needs an extra factor of the parameter field, as found in $H(z)$. Therefore, up to leading order in this suppression factor, the right-hand side of Eq. (49) only depends on the initial field $\xi(0)$. For this reason, we do not use the full $\xi(z)$ in the definition of $H(z)$, when it is used in the definitions of the semiclassical kernel functions.

**D. Perturbative approach**

Having concluded that approximations are required to solve the IPE in Eq. (37), we employ a perturbative approach, going beyond the semiclassical approximation. However, we use a different expansion parameter instead of the efficiency of the PDC process as the expansion parameter, because the
expansion should be valid under conditions that allow highly efficient PDC.

If the magnitude of the parameter function of the pump beam (the power or average photon number of the pump state) is large enough, then the region on which the Wigner functional of the pump beam is significantly different from zero is small compared to the distance from the origin of phase space. Hence, the contribution is insignificant unless \( \beta \) is close to \( \zeta \).

We now use the ansatz in Eq. (41), but with
\[
\begin{align*}
A(z) &= A_0(z) + A_1(z) \diamond \epsilon + A_1^*(z) \diamond \epsilon^*, \\
B(z) &= B_0(z) + B_1(z) \diamond \epsilon + B_1^*(z) \diamond \epsilon^*, \\
B^*(z) &= B_0^*(z) + B_1^*(z) \diamond \epsilon^* + B_2(z) \diamond \epsilon,
\end{align*}
\]
where \( A_0(z) \) and \( B_0(z) \) are the semiclassical solutions and \( A_1(z), B_1(z), B_2(z) \) represent the first order perturbations to be solved. The different perturbation orders are distinguished by an expansion in the number of \( \epsilon \) factors, after substituting Eq. (41) and Eq. (51) into Eq. (50). As expected, the zeroth-order perturbation produces the same equations as in Eq. (42) for the semiclassical case.

The first-order perturbation can be further separated into eight differential equations, based on the different combinations of \( \{\alpha, \alpha^*\} \). The two equations that are independent of \( \{\alpha, \alpha^*\} \) give the same solution for the pump parameter function that is obtained in Eq. (49). The remaining six equations are
\[
\begin{align*}
\partial_z A_1(z) &= \frac{1}{2} H^*(z) \diamond B_1(z) + \frac{1}{2} B_2(z) \diamond H(z), \\
\partial_z B_1(z) &= \frac{1}{2} H(z) \diamond A_1(z) + \frac{1}{2} A_1^*(z) \diamond H^*(z), \\
\partial_z B_2(z) &= \frac{1}{2} H^*(z) \diamond A_1^*(z) + \frac{1}{2} A_1(z) \diamond H^*(z),
\end{align*}
\]
and their complex conjugates, where the \( \diamond \) contractions are associated with the down-converted fields only, \( E_0(z) \equiv A_0(z) - 1 \) and \( S(z) \equiv i2T^*(z)/\hbar \). The unknown functions all depend on an additional wave vector associated with the pump field, which will eventually be contracted on \( \epsilon(k) \) or \( \epsilon^*(k) \).

To solve these equations, we follow the same approach used for the semiclassical case. We integrate all the equations in Eqs. (42) and (52) with respect to \( z \). Then we perform progressive back substitutions, with the initial conditions \( A_1(0) = B_1(0) = B_2(0) = 0 \) in addition to those for \( A_0(z) \) and \( B_0(z) \). Thus, we obtain expansions in terms of integrals of contracted \( H \)-kernels. The leading order terms for these kernels are given by
\[
\begin{align*}
A_1(z) &= \int_0^z \left[ \int_0^{z_1} Z[H^*(z_2) \diamond H(z_3)] dz_3 \right] dz_2 \diamond S(z_1) \diamond \left[ \int_0^{z_1} H(z_4) dz_4 \right] dz_1, \\
B_1(z) &= \int_0^z \left[ \int_0^{z_1} H(z_1) dz_2 \right] \diamond S(z_1) \diamond \left[ \int_0^{z_1} H(z_3) dz_3 \right] dz_1, \\
B_2(z) &= \int_0^z \left[ \int_0^{z_1} Z[H^*(z_2) \diamond H(z_3)] dz_3 \right] dz_2 \diamond S(z_1) \diamond \left[ \int_0^{z_1} Z[H(z_4) \diamond H^*(z_5)] dz_5 dz_4 \right] dz_1.
\end{align*}
\]
Given the solutions for all these kernel functions, we obtain an expression for the state produced by the PDC process beyond the semiclassical approximation. We substitute Eq. (51) into the ansatz in Eq. (41) and replace \( \epsilon \rightarrow \beta - \zeta \). Then we combine it with the Wigner functional of the pump. The result is the second-order perturbative solution for the Wigner
functional of the total state produce during the PDC process. It reads
\[ W\beta \approx N_0^{2} \exp[-2\|\beta - \zeta(z)\|^2 - \tau(z)] - \gamma(z) \circ [\beta^* - \zeta^*(z)] - [\beta - \zeta(z)] \circ \gamma(z), \] (54)
where the \( \circ \) contractions are with respect to the pump wave vector, and
\[ \tau(z) = 2\alpha^* \circ A_0(z) \circ \alpha + \alpha \circ B_0(z) \circ \alpha + \alpha^* \circ B_0^*(z) \circ \alpha^* , \]
\[ \gamma(z) = 2\alpha^* \circ A_1(z) \circ \alpha + \alpha \circ B_1(z) \circ \alpha + \alpha^* \circ B_2(z) \circ \alpha^* , \] (55)
with the \( \circ \) contractions being with respect to the down-converted wave vectors.

The down-converted state observed in PDC experiments usually does not include the pump. Therefore, we trace out the pump degrees of freedom by performing the functional integration over \( \beta \). In the process, all the terms that explicitly contain the parameter function \( \zeta(z) \) are removed. It remains implicit in the definition of \( H(z) \). The result after the integration is
\[ W\beta = \int W\beta D^\beta[\beta] = N_0 \exp \left(-\tau + \frac{1}{2} \gamma^1 \circ \gamma \right), \] (56)
where the \( \circ \) contraction is with respect to the pump wave vector. The second term in the exponent is fourth order in \( \{\alpha, \alpha^*\} \). Hence, the expression is not in Gaussian form.

**VII. APPLICATIONS**

The formalism presented here is intended for those applications of parametric down-conversion where both the particle-number degrees of freedom and the spatiotemporal degrees of freedom play important roles. Such applications are inevitably of a rather complex nature. While the presented formalism provides the means to incorporate all the relevant degrees of freedom, it does not completely remove the complexity of these calculations. As a result, an explicit example that demonstrates the power of this formalism is beyond the scope of the current paper. However, we present here a symbolic calculation that shows how this formalism would produce results that can go beyond the traditional semiclassical predictions.

Consider an observable \( \hat{X} \) that represents a measurement applied to the down-converted state. If the Wigner functional of the observable is represented by \( W_X[\alpha] \), then the result of the measurement would be given by
\[ \langle \hat{X} \rangle = \text{tr}(\hat{\beta} \hat{X}) = \int W_X[\alpha] W_\beta[\alpha] D^\beta[\alpha], \] (57)
where \( W_\beta[\alpha] \) represents the Wigner functional of the down-converted state. For the sake of tractability, we will use the expression in Eq. (54), prior to the functional integration over the pump field variable \( \beta \).

Often such an observable would consist of **selective number operators**, representing detectors employed to observe single-photons or the photon number of the state at a specific location. The Wigner functional of such a selective number operator is given by a second-order polynomial functional:
\[ W_\beta[\alpha] = \alpha^* \circ D \circ \alpha - \frac{1}{2} \text{tr}(D), \] (58)
where \( D \) is a kernel function that models the experimental conditions imposed by the detector. It also incorporates the model for any optical system that directs the light toward the detector.

Such a second-order polynomial functional can be converted to a generating functional by adding it, multiplied with a generating parameter, to the exponent of the Wigner functional of the state. If there is more than one detector, then their Wigner functionals are included separately, each multiplied by its own generating parameter.) The resulting expression for the measurement becomes
\[ \langle \hat{X} \rangle = \partial_j \int \exp(F + J W_X[\alpha, \beta]) D^\beta[\alpha, \beta] \right|_{J=0}, \] (59)
where \( F \) is the polynomial functional exponent of the complete state. It is second order in \( \{\alpha, \alpha^*\} \). Therefore, one can evaluate the functional integral over \( \alpha \), leading to an expression of the form
\[ \langle \hat{X} \rangle = \int \exp(-2\|\beta - \zeta\|^2) \partial_j P[\beta](\beta) D^\beta[\beta], \] (60)
where \( P[\beta](\beta) \) usually includes a functional determinant in the denominator and where we applied the derivative with respect to the generating parameter and set it to zero. In general, the functional integration over \( \beta \) would not be tractable. However, we can proceed with the same perturbative approach used above to expand \( G[\beta] \) as
\[ G[\beta] = G_0 + (\beta^* - \zeta^*) \circ G_1 + G_1^* \circ (\beta - \zeta) + (\beta^* - \zeta^*) \circ G_2 + (\beta - \zeta) \circ G_2^* + (\beta^* - \zeta^*) \circ G_2^* + \ldots \] (61)
After substituting this expansion into Eq. (60), one can evaluate the functional integration over \( \beta \) to obtain
\[ \langle \hat{X} \rangle \approx G_0 + G_{2a}. \] (62)
The other terms in Eq. (61) fall away. The first term \( G_0 \) is the result that would be obtained from a semiclassical analysis. The second term \( G_{2a} \) represents the contribution beyond the semiclassical approximation. It would be responsible for deviations in the experimental observations when compared to predictions that are purely based on a semiclassical analysis.

**VIII. CONCLUSIONS**

Using a Wigner functional approach, we obtained an evolution equation for the Wigner functional of the state produced during PDC in a second-order nonlinear medium under type I phase matching. For this purpose, we followed an infinitesimal propagation approach, in which the infinitesimal propagation operator is obtained from a comparison between the dynamical equations for the field operators and the commutators of these field operators with an ansatz for
the infinitesimal propagation operator. The Wigner functional of the infinitesimal propagation operator then leads to the evolution equation for the Wigner functional of the state.

We then solved the evolution equation to obtain an expression for the Wigner functional of the state in the form of an exponential with a polynomial functional in its argument. It is done with the aid of a perturbative approach up to subleading order in the expansion parameter. The semiclassical solution is the zeroth-order contribution in the polynomial functional. In this way, we obtained a solution beyond the semiclassical approximation. It allows one to consider the case where the pump suffers depletion during the PDC process. We also provided a generic discussion of applications where measurements are performed on the down-converted state to show how the contribution beyond the semiclassical approximation would affect the measurement results.

The fact that the final expression for the Wigner functional of the state obtained from the perturbative approach is not a Gaussian functional, has detrimental consequences for calculations using this result. However, all the kernel functions involved in the higher-order terms in the exponent are suppressed, because they contain a vertex without the enhancement given by the parameter function. Therefore, one can use the more traditional perturbative approach, based on the low efficiency of the unenhanced PDC process to perform computations with this state. As we showed generically, the expression for the down-converted state can be used with the aid of such perturbative methods to compute the measurement results expected in experiments involving such states. Therefore, we expect these results to be of significant relevance in applications, such as quantum metrology.
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**APPENDIX A: OPTICAL BEAM VARIABLES**

Fourier domain integrals for optical fields run over only three of the four quantities \( \omega, k_x, k_y \) and \( k_z \); by specifying any three of these quantities, the fourth is fixed by the dispersion relation \( \omega = c|k| \). Often, the three integration variables are chosen to be \( k_x, k_y, \) and \( k_z \), which covers the three-dimensional space of propagating plane waves. It gives a symmetric three-dimensional representation of the field suitable for a Lorentz covariance formulation.

However, when dealing with optical beams in experiments, one may find it more convenient to integrated over \( \omega, k_x \) and \( k_y \) and thereby fix \( k_z \) as

\[
k_z = \sqrt{\frac{\omega^2}{c^2} - k_x^2 - k_y^2}.
\]

The set \( \omega, k_x, k_y \) is referred to as the optical beam variables. It allows a natural setting in terms of which one can impose a monochromatic assumption. The spectrum of plane waves is restricted to a half-sphere, centered on the general direction of propagation of the optical beam, which is denoted as the \( z \) axis. The plane waves that form part of the optical beam are those that have positive \( k_z \) components. The transverse part of the wave vector is denoted by

\[
K = k_x \hat{x} + k_y \hat{y}.
\]

Optical beam variables assumes a fixed propagation direction. As such, it breaks Lorentz covariance explicitly, but it is doing so in a way that is consistent with a Lorentz covariance formulation of the theory.

The definitions of all the quantities can be converted into equivalent definitions in terms of optical beam variables by changing the integration variables in the Fourier domain integrals from an integration over \( k_z \) to an integration over \( \omega \), using Eq. (A1). It produces the following transformation of the integration variable

\[
dk_z = \frac{\omega d\omega}{c^2 k_z^2}.
\]

which means that the Fourier domain measure is converted as follows:

\[
\frac{d^3 k}{(2\pi)^3 \omega} \rightarrow \frac{1}{c^2} \frac{d^2 k}{(2\pi)^3 k_z} \equiv \frac{1}{c^2} dk.
\]

The commutation relations of the ladder operators and the orthogonality conditions of the single-photon momentum basis are affected by their redefinitions in terms of optical beam variables. Using the properties of the Dirac-\( \delta \) function, together with Eq. (A3), we have

\[
\delta(k_z - k'_z) = \frac{c^2 k_z^2}{\omega} \delta(\omega - \omega').
\]

Additional factors of the speed of light in vacuum \( c \) appear in Eqs. (A4) and (A5). These factors will appear in all the orthogonality conditions, commutation relations and Fourier domain integrals, unless we redefine the ladder operators and single-photon momentum basis in such a way that these factors of \( c \) cancel. Therefore, we define a momentum-frequency basis in terms of the original momentum basis (ignoring the spin) as

\[
|k\rangle \equiv |K, \omega\rangle c,
\]

removing a factor of \( c \) from these states. The orthogonality condition for the momentum-frequency basis is

\[
\langle K, \omega | K', \omega' \rangle = (2\pi)^3 k_z \delta(K - K') \delta(\omega - \omega').
\]

The mapping from \( |k\rangle \) to \( |K, \omega\rangle \) is one-to-one, provided that \( k_z \geq 0 \) and \( \omega \geq 0 \).

The momentum-frequency basis elements are generated (or destroyed) by associated ladder operators

\[
|K, \omega\rangle = \hat{a}^\dagger (K, \omega)|\text{vac}\rangle,
\]

obeying the commutation relation

\[
[\hat{a}(K, \omega), \hat{a}^\dagger (K', \omega')] = (2\pi)^3 k_z \delta(K - K') \delta(\omega - \omega').
\]
Hence, the momentum-frequency ladder operators are related to the original ladder operators by
\[ \hat{a}^\dagger(k) = e^{i\hat{q}k} \hat{\varphi}^\dagger(K, \omega). \] (A10)

**APPENDIX B: COHERENT-STATE-ASSISTED APPROACH**

It is often convenient to use identity operators resolved in terms of coherent states, as given by
\[ H_{\alpha} = \sum_{k} a_{k} a_{k}^\dagger, \]
\[ H_{\beta} = \sum_{k} b_{k} b_{k}^\dagger, \]
where
\[ a_k = \frac{1}{\sqrt{2\pi}} \int d\omega e^{i\omega k} a_{\omega}, \]
\[ b_k = \frac{1}{\sqrt{2\pi}} \int d\omega e^{i\omega k} b_{\omega}, \]
to compute the Wigner functionals for a state or operator. For the case with an operator \( \hat{A} \), we have
\[ W_{\hat{A}}(q, p) = \int \left( q + \frac{1}{2} x \right) |\alpha| \hat{A} |\alpha\rangle \langle \alpha| q - \frac{1}{2} x \right) \]
\[ \times \exp(-ip \cdot x) D(x) D^\dagger(|\alpha|, |\alpha|), \] (B3)
where \( \alpha_1 \) and \( \alpha_2 \) are the parameter functions of the fixed-spectrum coherent states.

Next, we use
\[ \langle q | \alpha \rangle = \pi^{-\alpha^2/4} \exp \left( -\frac{1}{2} q \cdot q - \frac{1}{2} \alpha^2 \cdot \alpha \right) \]
\[ + \sqrt{2} q \cdot \alpha - \frac{1}{2} \alpha^2 \cdot \alpha \right), \] (B4)
to evaluate the overlaps in Eq. (B3). The functional integration over \( x \) then leads to
\[ W_{\hat{A}}(\alpha) = N_0 \int \exp \left( -2 \alpha^2 - 2 \alpha^2 \cdot \alpha + 2 \alpha^2 \cdot \alpha \right) \]
\[ \times \langle \alpha | \hat{A} |\alpha\rangle D^\dagger(|\alpha|, |\alpha|), \] (B5)
where we expressed the result in terms of \( \alpha(k) \), instead of \( q(k) \) and \( p(k) \), and defined \( N_0 \equiv 2^\alpha \). Evaluating the overlap \( \langle \alpha | \hat{A} |\alpha\rangle \) in Eq. (B5) and performing the functional integrations over \( \alpha_1 \) and \( \alpha_2 \), one can obtain the Wigner functional for an arbitrary operator \( \hat{A} \).

[1] D. N. Klyshko, A simple method of preparing pure states of an optical field, of implementing the Einstein–Podolsky–Rosen experiment, and of demonstrating the complementarity principle, Phys. Usp. 31, 74 (1988).
[2] C. K. Hong and L. Mandel, Theory of parametric frequency down conversion of light, Phys. Rev. A 31, 2409 (1985).
[3] Y. Shih, Entangled biphoton source—Property and preparation, Rep. Prog. Phys. 66, 1009 (2003).
[4] S. P. Walborn, C. H. Monken, S. Pádua, and P. H. Souto Ribeiro, Spatial correlations in parametric down-conversion, Phys. Rep. 495, 87 (2010).
[5] H. H. Arnaud and G. A. Barbosa, Orbital and Intrinsic Angular Momentum of Single Photons and Entangled Pairs of Photons Generated by Parametric Down-Conversion, Phys. Rev. Lett. 85, 286 (2000).
[6] A. Mair, A. Vaziri, G. Weihs, and A. Zeilinger, Entanglement of the orbital angular momentum states of photons, Nature 412, 313 (2001).
[7] J. P. Torres, A. Alexandrescu, and L. Torner, Quantum spiral bandwidth of entangled two-photon states, Phys. Rev. A 68, 050301(R) (2003).
[8] B. Gisin, J. Courtial, M. J. Padgett, M. Vasnetsov, V. Pas’ko, S. M. Barnett, and S. Franke-Arnold, Free-space information transfer using light beams carrying orbital angular momentum, Opt. Express 12, 5448 (2004).
[9] S. Gröblacher, T. Jennewein, A. Vaziri, G. Weihs, and A. Zeilinger, Experimental quantum cryptography with qutrits, New J. Phys. 8, 75 (2006).
[10] S. P. Walborn, D. S. Lemelle, M. P. Almeida, and P. H. Souto Ribeiro, Quantum key Distribution with Higher-Order Alphabets Using Spatially Encoded Qudits, Phys. Rev. Lett. 96, 090501 (2006).
[11] G. Vallone, V. D’Ambrosio, A. Sponselli, S. Slussarenko, L. Marrucci, F. Sciarrino, and P. Villoresi, Free-Space Quantum key Distribution by Rotation-Invariant Twisted Photons, Phys. Rev. Lett. 113, 060503 (2014).
[12] S. K. Goyal, A. Hamadou Ibrahim, F. S. Roux, T. Konrad, and A. Forbes, The effect of turbulence on entanglement-based free-space quantum key distribution with photonic orbital angular momentum, J. Opt. 18, 064002 (2016).
[13] S. Goyal, P. E. Boukama-Dzoussi, S. Ghosh, F. S. Roux, and T. Konrad, Qudit-teleportation for photons with linear optics, Sci. Rep. 4, 4543 (2014).
[14] D. Bouwmeester, J.-W. Pan, K. Mattle, M. Eibl, H. Weinfurter, and A. Zeilinger, Experimental quantum teleportation, Nature 390, 575 (1997).
[15] D. V. Strekalov, A. V. Sergienko, D. N. Klyshko, and Y. H. Shih, Observation of Two-Photon “Ghost” Interference and Diffraction, Phys. Rev. Lett. 74, 3600 (1995).
[16] J. H. Shapiro and R. W. Boyd, The physics of ghost imaging, Quant. Info. Proc. 11, 949 (2012).
[17] V. Giovannetti, S. Lloyd, and L. Maccone, Quantum-enhanced positioning and clock synchronization, Nature 412, 417 (2001).
[18] R. Quan, Y. Zhai, M. Wang, F. Hou, S. Wang, X. Xiang, T. Liu, S. Zhang, and R. Dong, Demonstration of quantum synchronization based on second-order quantum coherence of entangled photons, Sci. Rep. 6, 30453 (2016).
[19] R. Loudon and P. L. Knight, Squeezed light, J. Mod. Opt. 34, 709 (1987).
[20] T. S. Ishkhanyan, I. N. Agafov, M. V. Chekhova, and G. Leuchs, Polarization-Entangled Light Pulses of 10^5 Photons, Phys. Rev. Lett. 109, 150502 (2012).
[21] M. V. Chekhova, G. Leuchs, and M. Züllkowska, Bright squeezed vacuum: Entanglement of macroscopic light beams, Opt. Commun. 337, 27 (2015).
[22] U. L. Andersen, T. Gehring, C. Marquardt, and G. Leuchs, 30 years of squeezed light generation, Phys. Scr. 91, 053001 (2016).
[23] T. C. Zhang, K. W. Goh, C. W. Chou, P. Lodahl, and H. J. Kimble, Quantum teleportation of light beams, Phys. Rev. A 67, 033802 (2003).

[24] S. Pirandola, J. Eisert, C. Weedbrook, A. Furusawa, and S. L. Braunstein, Advances in quantum teleportation, Nat. Photon. 9, 641 (2015).

[25] A. Gatti, L. A. Lugiato, G.-L. Oppo, R. Martin, P. Di Trapani, and A. Berzanskis, From quantum to classical images, Opt. express 1, 21 (1997).

[26] A. Gatti, E. Brambilla, and L. A. Lugiato, Entangled Imaging and Wave-Particle Duality: From the Microscopic to the Macroscopic Realm, Phys. Rev. Lett. 90, 133603 (2003).

[27] S. Lloyd, Enhanced sensitivity of photodetection via quantum illumination, Science 321, 1463 (2008).

[28] F. Dell’Anno, S. De Siena, and F. Illuminati, Multiphoton quantum optics and quantum state engineering, Phys. Rep. 428, 53 (2006).

[29] V. Giovannetti, S. Lloyd, and L. Maccone, Advances in quantum metrology, Nat. Photon. 5, 222 (2011).

[30] P. R. Sharapova, G. Frascella, M. Riabinin, A. M. Pérez, O. V. Tikhonova, S. Lemieux, R. W. Boyd, G. Leuchs, and M. V. Chekhova, Properties of bright squeezed vacuum at increasing brightness, Phys. Rev. Research 2, 013371 (2020).

[31] P. Sharapova, A. M. Pérez, O. V. Tikhonova, and M. V. Chekhova, Schmidt modes in the angular spectrum of bright squeezed vacuum, Phys. Rev. A 91, 043816 (2015).

[32] W. Wasilewski, A. I. Lvovsky, K. Banaszek, and C. Radzewicz, Pulsed squeezed light: Simultaneous squeezing of multiple modes, Phys. Rev. A 73, 063819 (2006).

[33] J. Flórez, J. S. Lundeen, and M. V. Chekhova, Pump depletion in parametric down-conversion with low pump energies, Opt. Lett. 45, 4264 (2020).

[34] M. E. Peskin and D. V. Schroeder, An Introduction to Quantum Field Theory (Addison-Wesley Publishing Company, Reading, MA, 1995).

[35] S. Mrówczyński and B. Müller, Wigner functional approach to quantum field dynamics, Phys. Rev. D 50, 7542 (1994).

[36] F. S. Roux, Combining spatiotemporal and particle-number degrees of freedom, Phys. Rev. A 98, 043841 (2018).

[37] F. S. Roux, Erratum: Combining spatiotemporal and particle-number degrees of freedom [Phys. Rev. A 98, 043841 (2018)], Phys. Rev. A 101, 019903(E) (2020).

[38] J. Berra-Montiel and A. Molgado, Coherent representation of fields and deformation quantization, arXiv:2005.14333 (2020).

[39] F. S. Roux, Evolution equation for multiphoton states in turbulence, J. Phys. A: Math. Theor. 52, 405301 (2019).

[40] F. S. Roux, Quantifying entanglement of parametric down-converted states in all degrees of freedom, Phys. Rev. Research 2, 023137 (2020).

[41] F. S. Roux and N. Fabre, Wigner functional theory for quantum optics, arXiv:1901.07782 (2019).

[42] F. S. Roux, Infinitesimal-propagation equation for decoherence of an orbital-angular-momentum-entangled biphoton state in atmospheric turbulence, Phys. Rev. A 83, 053822 (2011).

[43] F. S. Roux, The Lindblad equation for the decay of entanglement due to atmospheric scintillation, J. Phys. A: Math. Theor. 47, 195302 (2014).

[44] F. S. Roux, T. Wellens, and V. N. Shatokhin, Entanglement evolution of twisted photons in strong atmospheric turbulence, Phys. Rev. A 92, 012326 (2015).

[45] C. Bloch and A. Messiah, The canonical form of an antisymmetric tensor and its application to the theory of superconductivity, Nucl. Phys. 39, 95 (1962).

[46] S. L. Braunstein, Squeezing as an irreducible resource, Phys. Rev. A 71, 055801 (2005).

[47] A. Peres, Higher-order Schmidt decompositions, Phys. Lett. A 202, 16 (1995).

[48] A. V. Thapliyal, Multipartite pure-state entanglement, Phys. Rev. A 59, 3336 (1999).

[49] R. Namiki, Schmidt-number benchmarks for continuous-variable quantum devices, Phys. Rev. A 93, 052336 (2016).

[50] J. Mercer, Functions of positive and negative type, and their connection with the theory of integral equations, Philos. Trans. R. Soc. A 209, 415 (1909).

[51] A. S. Villar, M. Martinelli, C. Fabre, and P. Nussenzveig, Direct Production of Tripartite Pump-Signal-Idler Entanglement in the Above-Threshold Optical Parametric Oscillator, Phys. Rev. Lett. 97, 140504 (2006).

[52] A. S. Coelho, F. A. S. Barbosa, K. N. Cassemiro, A. S. Villar, M. Martinelli, and P. Nussenzveig, Three-color entanglement, Science 326, 823 (2009).

[53] F. A. S. Barbosa, A. S. Coelho, L. F. Muñoz-Martínez, L. Ortiz-Gutiérrez, A. S. Villar, P. Nussenzveig, and M. Martinelli, Hexapartite Entanglement in an Above-Threshold Optical Parametric Oscillator, Phys. Rev. Lett. 121, 073601 (2018).