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Abstract
Numerical simulation based on FEM/IGA methods is the standard approach for the approximated solution of applied physical problems. In this context, the differentiation of the numerical counterpart of mechanical fields is required. Moreover, the differentiated function can have a complicated shape, depend on many variables and change within the process. Many state-of-the-art numerical differentiation methods are not suitable for this kind of applications and the common way is to exploit analytical differentiation. Thus, an on-the-fly differentiation method is desirable particularly when the process is complicated and when new mechanical models are under development. In this paper, a new method is proposed for a precise computation of the gradient and Hessian. This method has been applied to nonlinear analysis of Kirchhoff–Love shells, which can be considered as an appropriate test bench to prove the reliability in relevant physical context. Numerical experiments show the advantages of the proposed techniques with respect to standard approaches.
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1 Introduction

Finite Element Analysis is the standard approach for solving a large number of problems based on partial differential equations. It is typical for applied mathematics and physics due to its simplicity in software implementation on modern computers, which become nowadays faster and faster. Recently Isogeometric analysis (IGA) (see, e.g., [9,42]) has been proposed as an alternative discretization tool allowing one, in connection with CAD, to exactly describe the geometry. IGA is based on interpolation spline functions (like, e.g., B-splines or NURBS), which make it possible to fulfil the continuity requirement easily, particularly suitable for problems which require high order derivatives.

Isogeometric analysis has attracted the attention of many researchers in the context of different applications based on various mechanical models (see, e.g., [27,28,30,33,36,37]). Moreover, interesting industrial applications have been presented recently for the optimization of post-buckling behaviour of aeronautical specimens made of advanced composite materials in [19,34]. In the following we refer to the application of these numerical techniques to structural mechanical problems. Typically, for the numerical solution of mechanical problems, it is required to evaluate the variation of the potential energy which leads to variations of strain measure addressed in the paper. The derivation of the stress with respect to strain is usually required for the linearization in terms of the Newton–Raphson method. Depending on the chosen mechanical model for the analysis, this derivation procedure may be complex and thus cumbersome to compute and implement, sometimes due to their analytical formulae the derivation of the stress with respect to strain.

In particular, the Kirchhoff–Love model is potentially able to furnish the most efficient analysis of shell structures, due to the reduced number of degrees of freedom (DOF) paying for this advantage a more complicated strain measure, compared to solid-shell models (see, e.g., [28]), and a consequent effort for the analytical derivation and the computation
of the discrete quantities, even though, in this respect, more complex applications in multi-physics analysis can be found. The aim of this work is to propose a numerical differentiation tool that is less error prone, for the construction of the numerical problem. Moreover, engineering models of appreciable complexity are typically constructed using multiple surface patches. An efficient proposal for the patch-coupling has been presented in [29] that makes efficient the application to large scale problems in which extra non trivial terms are introduced and make the analytical derivation process much more difficult. For these reasons, the Kirchhoff–Love model is a good candidate to show the effectiveness of the derivation procedure proposed in the present paper.

As it has been already mentioned earlier, the problem of the efficient computation of the first- and second-order derivatives with respect to the strain measure arises. There are different ways to calculate the derivatives with a high accuracy: Automatic differentiation (see, e.g., [4,18,55]), symbolic differentiation (see, e.g., MATLAB symbolic toolbox https://mathworks.com/products/symbolic.html or open source SymPy library for Python https://www.sympy.org/); differentiation using frameworks for working with numerical infinitesimals (see, e.g., [47,52]); differentiation using complex or dual numbers (see, e.g., [26,54,56]), etc. Moreover, there has been proposed a multi-language and multi-environment software tool (called AceGen, see [23,24]) for the automatic code generation using Wolfram Mathematica system as the core. In particular, this tool allows to generate the formulae for the required derivatives by combining Mathematica’s symbolic and algebraic procedures with automatic differentiation and code generation, simultaneous optimization of expressions and theorem-proving via stochastic evaluation of expressions. For these reasons, AceGen can also be successfully used in FEM based analysis.

However, some properties of the function to be differentiated create several difficulties and limitations for these methods. In particular, since the strain measure can be multidimensional with, eventually, high number of variables, then it is required to calculate partial and mixed second-order derivatives for each evaluation point. Second, the objective function depends on additional data and parameters (e.g., current displacements and tensions), which are changed or obtained during the simulation. This leads to the fact that different evaluations of the gradient and Hessian are executed on different functions, which makes it difficult to apply differentiation techniques requiring a pre-processing of the software (e.g., algorithmic (or automatic) differentiation, which requires the construction of the code for the derivatives, or symbolic differentiation, which constructs the formulae for the respective derivatives). For this issue, only differentiation techniques, which do not require an explicit generation of the code or formulae of the derivatives, like the ones using numerical infinitesimals or complex step methods, can be applied for this purpose. Moreover, AceGen described above has also several limitations in this context. First of all, even if it is multi-language and multi-environment, it requires the Mathematica system, which is not currently available for free, while the approach proposed in the present paper is domain-independent, general-purpose and can be easily implemented in any language and environment using available frameworks for working numerically with infinite and infinitesimal numbers. Second, in order to apply this tool, the finite element formulation must be developed using the same programming environment and language (however, not necessarily Mathematica) by developing all the manipulations required by the chosen model starting from the expressions of shape functions, that are usually simple polynomial formulae in case of standard FEMs. It is a bit different in case of NURBS based analysis, for which the shape functions and their derivatives are evaluated at a point by using procedures [32], while their analytical expression is, often, not explicitly given. However, it should be noted that AceGen can also be used in IGA analysis (see, e.g., the AceFEM package http://symech.fgg.uni-lj.si/ and https://www.wolfram.com/products/applications/acefem/) representing so an alternative available software solution in this context.

There exist several differentiation techniques using numerical infinitesimals in the literature. In [47], there has been proposed the method for differentiation of a univariate function. However, it has been constructed for univariate derivatives only and has not been implemented for the gradient or Hessian. Multidimensional differentiation techniques have been also proposed in [20,21], but they are applicable only for Lie derivatives embedded in initial value problems. In [52], there has been proposed the method for higher-order mixed differentiation. However, the method from [52] requires a numerical solution to ill-conditioned linear systems (or inversion of the respective matrix), the dimension of which grows significantly, if the objective function has many variables and dimensions. In particular, it requires to solve the \( l \times l \) ill-conditioned linear system for finding the Hessian, where \( l = \frac{m(m+1)}{2} \) and \( m \) is the number of variables, leading so to both higher computational costs (e.g., inverting and multiplying matrices or solving linear systems of a high dimension) and lower accuracy (since the respective linear system can become ill-conditioned). To overcome the issues described above, a new method for computation of both the gradient and Hessian is proposed in this paper. This method is suitable for the frameworks for working with infinite and infinitesimal numbers. It is shown that the proposed method is simple, efficient and easily parallelizable, allowing one to calculate the required derivatives on-the-fly with a high precision and not involving ill-conditioned linear systems even if the objective function is changing within an iterative process. Numerical simulation results show the advantages of the proposed method with its direct competitors.
Proposed differentiation method is based on the efficient computation of the derivatives for a univariate function. In this paper, the frameworks for working numerically with infinite and infinitesimal quantities: see, e.g., [48] for the Infinity Computer, [52] for the Levi-Civita fields, [44] for the Non-Standard Analysis, [5] for labeled sets and numerosities, etc. In this paper, the Infinity Computer (see, e.g., [46,48] for its complete description and the patents [45] for technical implementation details) is used for this purpose, since it has already been successfully used in different applications, where a high precision computation of the derivatives is involved (see, e.g., [13,20,21,47,51]). Moreover, it has been also successfully used in many other different applied fields, e.g., in optimization [7,8,11,12], in ordinary differential equations [2,50], in handling ill-conditioning and high precision computations [1,17,49], numerical simulation and modeling [13,14], etc. However, it should be noted that the method proposed and described in this paper does not depend explicitly on the structure of the objective function and its derivatives, sub- stantiating so the necessity of an efficient differentiation method.

The rest of the paper is organized as follows. Section 2 briefly describes the Kirchhoff–Love shell model. Section 3 presents the differentiation techniques and briefly describes the chosen framework for working with infinite and infinitesimal numbers. Sect. 4 presents the results of the numerical comparison of the proposed methods with their direct competitors on several benchmark test problems. Section 5 presents the numerical experiments and obtained results. Section 6 concludes the paper. Finally, analytical strain variations are presented in Appendix in order to show the complex structure of the objective function and its derivatives, substantiating so the necessity of an efficient differentiation method.

2 Kirchhoff–Love shells in large deformation

Kirchhoff–Love theory assumes that transverse shear strains are negligible, for this reason the model well adapts thin shells widely used in industrial applications. In this case, the shell kinematics is described in terms of displacement variables only and second order derivatives appear in the governing variational equations of the Kirchhoff–Love theory. This implies the necessity of $C^1$-continuous approximation functions, which has always been a major obstacle for the development of efficient finite element formulations for thin shells, which have been overcome by using Spline based interpolations [3,22].

2.1 Kirchhoff–Love shell kinematics

The model described in this section has been presented in [22], to which the reader is invited to refer for a deeper discussion. Herein, we use a Total Lagrangian formulation to identify material points on the middle surface of the current configuration in terms of their position vector $X(\xi, \eta)$ in the reference configuration and the displacement field $u(\xi, \eta)$, as follows

$$x(\xi, \eta) = X(\xi, \eta) + u(\xi, \eta),$$

where $\xi = [\xi, \eta]$ denotes convective curvilinear shell coordinates with $(\xi, \eta)$ representing in-plane coordinates. The middle surface covariant basis vectors in the undeformed and actual configuration are by definition, respectively

$$G_i = X_{,i}, \quad g_i = x_{,i} = G_i + u_{,i} \quad \text{with} \quad i = 1, 2,$$

where the symbol $(,)_i$ is used to denote the partial derivation with respect to the $i$-th component of $\xi$, while the unit normal ones are

$$G_3 = G_1 \times G_2, \quad A_3 = \frac{G_3}{\|G_3\|},$$

$$g_3 = g_1 \times g_2, \quad a_3 = \frac{g_3}{\|g_3\|}.$$  

This is sufficient to impose the Kirchhoff–Love (KL) shell constraint: the director remains straight and normal to the mid-surface during deformation and the Green–Lagrange strain tensor reduces to

$$E = \bar{E}_{ij} G^i \otimes G^j \quad i, j = 1, 2,$$  

where $\bar{E}_{ij}$ are the covariant strain components. Assuming the strain to vary linearly through the thickness, it is splitted into a membrane (constant) a bending (linear) part respectively. The covariant strain coefficients are

$$\bar{E}_{ij} = \bar{e}_{ij} + \zeta \bar{\kappa}_{ij} = \frac{1}{2} (g_{ij} - G_{ij}) + \zeta (B_{ij} - b_{ij})$$

with $i, j = 1, 2,$

$$\bar{e}_{ij} = \bar{e}_{ij},$$

with $\zeta \in [-t/2, t/2]$ and $t$ being the thickness of the shell. The curvature tensor coefficients are defined as $[22]$

$$B_{ij} = -\frac{1}{2} (G_{i} \cdot A_{3,j} + G_{j} \cdot A_{3,i}) = G_{i,j} \cdot a_{3},$$

$$b_{ij} = -\frac{1}{2} (g_{i} \cdot a_{3,j} + g_{j} \cdot a_{3,i}) = g_{i,j} \cdot a_{3}.$$
Following the isoparametric concept, geometry and displacement fields are approximated, over the element, as follows

\[
X(\xi, \eta) = N_u(\xi, \eta)X_e, \quad u(\xi, \eta) = N_u(\xi, \eta)d_e,
\]

where \( X_e \) and \( d_e \) collect the element control points and the element control displacements, respectively. The matrix \( N_u(\xi, \eta) \) collects bivariate NURBS functions [9]. Adopting Voigt’s notation, the covariant strain components in (5) are collected in the vector \( \bar{\varepsilon} = [\bar{\varepsilon}_{\xi\xi}, \bar{\varepsilon}_{\eta\eta}, 2\bar{\varepsilon}_{\xi\eta}]^T \), that, exploiting (6), becomes

\[
\bar{\varepsilon} = \bar{\varepsilon} + \zeta \bar{\chi},
\]

with \( \bar{\varepsilon} = [\bar{\varepsilon}_{\xi\xi}, \bar{\varepsilon}_{\eta\eta}, 2\bar{\varepsilon}_{\xi\eta}]^T \) and \( \bar{\chi} = [\bar{\chi}_{\xi\xi}, \bar{\chi}_{\eta\eta}, 2\bar{\chi}_{\xi\eta}]^T \). The generalized covariant strain vector \( \tilde{\varepsilon} \equiv [\bar{\varepsilon}, \bar{\chi}]^T \) by exploiting the isogeometric approximation, \( \check{\varepsilon} \) becomes

\[
\check{\varepsilon} = \check{D}(\xi, \eta, d_e)d_e,
\]

where \( \check{D} \) depends on the displacement DOFs. The map between parametric and physical domain [31] allows to obtain their Cartesian expression as

\[
e = D(\xi, \eta, d_e)d_e.
\]

The mapping between the parametric and the physical domains and the homogenized constitutive matrix \( C_e \) necessary to construct coherently the mechanical model are given in [31] and \( \sigma = C_e \varepsilon \).

### 2.2 Nonlinear analysis framework

The equilibrium of slender elastic structures subject to conservative loads \( f \) amplified by a proportionality factor \( \lambda \) is expressed by the virtual work equation

\[
\Phi(u')\delta u - \lambda f \delta u = 0, \quad u \in \set{U}, \quad \delta u \in \set{T},
\]

where \( u \in \set{U} \) is the field of configuration variables, \( \Phi(u) \) denotes the strain energy, \( \set{T} \) is the tangent space of \( \set{U} \) at \( u \) and \( ()' \) is used to express the Fréchet derivative with respect to \( u \). \( \set{U} \) is a linear manifold so that its tangent space \( \set{T} \) is independent of \( u \). The discrete counterpart of (10) is

\[
r(d, \lambda) = s(d) - \lambda f = 0, \quad \text{with} \quad \begin{cases} 
    s^T \delta d & \equiv \Phi'(u)\delta u \\
    f^T \delta d & \equiv f \delta u,
\end{cases}
\]

where \( r: \mathbb{R}^{N+1} \rightarrow \mathbb{R}^N \) is a nonlinear vectorial function of the vector \( z \equiv \{ d, \lambda \} \in \mathbb{R}^{N+1} \), collecting the configuration \( d \in \mathbb{R}^N \) and the load multiplier \( \lambda \in \mathbb{R} \), \( s(d) \) is the internal force vector, and \( f \) the reference load vector. (11) represents a system of \( N \) equations and \( N+1 \) unknowns and its solutions define the \textit{equilibrium paths} as curves in \( \mathbb{R}^{N+1} \). The Riks’ approach [43] can be used to trace these curves step-by-step from a known initial configuration \( d_0 \) corresponding to \( \lambda = 0 \). At each step some Newton iterations are needed to solve (11). To this end, we also define the tangent stiffness matrix as

\[
\delta d^T K(d) \delta d = \Phi''(u)\delta u \delta u, \quad \forall \delta d, \delta d,
\]

where \( \delta u \) and \( \tilde{u} \) are generic variations of the configuration field \( u \) and \( \delta d \) and \( \tilde{d} \) the corresponding discrete vectors.

In displacement-based formulations, the strain energy can be expressed as a sum of element contributions \( \Phi_e(u) = \sum_e \Phi_e(u) \)

\[
\Phi_e(u) = \int_{\Omega_e} \left( \frac{1}{2} \varepsilon^T \sigma \right) \, d \Omega_e,
\]

where \( \Omega_e \) is the element domain. The first variation of the generalized strains in (9) can be written as

\[
\delta \varepsilon = B(d_e) \delta d_e,
\]

and, then, the first variation of the strain energy is

\[
\Phi_e(u)\delta u = \int_{\Omega_e} \left( \delta \varepsilon^T \sigma \right) \, d \Omega_e
= \delta d_e^T \int_{\Omega_e} \left( B(d_e)^T \sigma \right) \, d \Omega_e
= \delta d_e^T \sigma_s(d_e),
\]

where \( \sigma_s(d_e) \) is the element internal force vector. The second variation of the strain measure is

\[
\delta \tilde{\varepsilon} = Q(d_e, \tilde{d}_e) \delta d_e = Q(d_e, \delta d_e) \tilde{d}_e,
\]

and its \( k \)-th component can be evaluated, introducing the symmetric matrix \( \Psi_k(d_e) \), as

\[
\delta \tilde{\varepsilon}_k = \tilde{d}_e^T \Psi_k(d_e) \delta d_e.
\]

Letting \( \sigma(d_e) = C_e \varepsilon(d_e) \), the following expression holds

\[
\sigma^T \delta \tilde{\varepsilon} \equiv \sum_k \sigma_k \delta \tilde{\varepsilon}_k = \tilde{d}_e^T \mathcal{G}(d_e, \sigma(d_e)) \delta d_e,
\]

with

\[
\mathcal{G}(d_e, \sigma(d_e)) = \sum_k \sigma_k \Psi_k(d_e).
\]

The second variation of the strain energy is

\[
\Phi_e''(u)\delta u \tilde{u} = \int_{\Omega_e} \left( \delta \varepsilon^T \sigma + \tilde{\varepsilon}^T \sigma \right) \, d \Omega_e
\]
\[ \delta \mathbf{d}_e^T \mathbf{K}_e(\mathbf{d}_e) \delta \mathbf{d}_e, \]  
\[ \text{with the element tangent stiffness matrix defined as} \]
\[ \mathbf{K}_e(\mathbf{d}_e) \equiv \int_{\Omega_e} \left( \mathbf{B}(\mathbf{d}_e)^T \mathbf{C}_e \mathbf{B}(\mathbf{d}_e) + \mathbf{G}(\mathbf{d}_e, \sigma(\mathbf{d}_e)) \right) \, d\Omega_e. \]  

The discrete operators involved in the evaluation of the internal force vector and stiffness matrix are defined by means of the strain derivatives. In order to avoid locking, the patch-wise reduced integration proposed in [31] is used to evaluate the integrals in (15) and (19). The proposed derivation technique is used to evaluate the derivatives \( \delta \mathbf{e} \) and \( \delta \mathbf{e}^T \) of the discrete strain measure \( \mathbf{e} \) with respect to the input vector \( \mathbf{d} \). As it is shown in Appendix, the formulae for the analytical evaluation of \( \delta \mathbf{e} \) and \( \delta \mathbf{e}^T \) using (14) and (16) can be complicated as well as their explicit generation. Moreover, these functions can depend not only on the input \( \mathbf{d} \) but on the additional parameters and structures changing during the execution. For these reasons, an efficient tool for computation of these derivatives is required.

The isogeometric shell model described in this section with the patch-wise reduced integration rule proposed in [31] is accurate and efficiently solved exploiting the so-called Mixed Integration Point strategy [16,35], proposed in order to overcome the inefficiency of standard displacement-based finite element problems and then extended and tested in displacement-based isogeometric formulations [28,38,39].

### 3 Differentiation techniques

#### 3.1 General considerations

The following Proposition reformulates the multidimensional differentiation problem of computation of the gradient and Hessian to the computation of the respective univariate derivatives.

**Proposition 1** Let \( f(\mathbf{x}) \) be a scalar-valued function, at least twice continuously differentiable at \( \mathbf{x}^0 = (x_1^0, x_2^0, \ldots, x_m^0) \). Let also \( y_i(t) \) and \( y_{ij}(t) \), \( i, j = 1, \ldots, m \), be univariate functions defined as follows:

\[ y_i(t) = f(\mathbf{x}^0 + t \mathbf{e}_i), \]  
\[ y_{ij}(t) = f(\mathbf{x}^0 + t (\mathbf{e}_i + \mathbf{e}_j)), \]

where \( \mathbf{e}_i \) is the \( i \)-th column of the \( m \)-dimensional identity matrix, \( t, t \in \mathbb{R} \), is an auxiliary univariate variable. Then, the following equations are valid:

\[ \nabla_i f(\mathbf{x}^0) = y'_i(0), \]  
\[ H_{ii}(\mathbf{x}^0) = y''_i(0), \]  
\[ H_{ij}(\mathbf{x}^0) = \frac{1}{2} \left[ y''_{ij}(0) - H_{ii}(\mathbf{x}^0) - H_{jj}(\mathbf{x}^0) \right], \]  

where \( \nabla_i f(\mathbf{x}^0), H_{ii}(\mathbf{x}^0), \) and \( H_{ij}(\mathbf{x}^0) \) are the \( i \)-th component of the gradient \( \nabla f(\mathbf{x}^0) \), \( i \)-th diagonal entry and \( (i, j) \)-th non-diagonal entry of the Hessian matrix \( \mathbf{H}(\mathbf{x}^0) \).

**Proof** In order to prove this Proposition, let us consider the following Taylor expansion of \( f(\mathbf{x}) \) around \( \mathbf{x}^0 \):

\[ f(\mathbf{x}) = f(\mathbf{x}^0) + (\mathbf{x} - \mathbf{x}^0)^T \nabla f(\mathbf{x}^0) \]
\[ + \frac{1}{2!} (\mathbf{x} - \mathbf{x}^0)^T \mathbf{H}(\mathbf{x}^0) (\mathbf{x} - \mathbf{x}^0) \]
\[ = f(\mathbf{x}^0) + \sum_{i=1}^{m} f_{,i}(\mathbf{x}^0)(x_i - x_i^0) \]
\[ + \frac{1}{2!} \sum_{i=1}^{m} \sum_{j=1}^{m} f_{,ij}(\mathbf{x}^0)(x_i - x_i^0)(x_j - x_j^0) + \ldots \]  
\[ (25) \]

On the one hand, substituting \( \mathbf{x} = \mathbf{x}^0 + t \mathbf{e}_i \) in (25), one can obtain that

\[ y_i(t) = f(\mathbf{x}^0 + t \mathbf{e}_i) = f(\mathbf{x}^0) + f_{,i}(\mathbf{x}^0)t \]
\[ + \frac{1}{2!} f_{,ii}(\mathbf{x}^0)t^2 + \ldots, \]  
\[ (26) \]

being the Taylor expansion of \( y_i(t) \) around \( t = 0 \). It should be noted that \( \mathbf{x} = \mathbf{x}^0 + t \mathbf{e}_i \) differs from \( \mathbf{x}^0 \) at only one \( i \)-th component \( x_i^0 \), while all the remaining components coincide. Thus, the first- and second-order derivatives \( f_{,i}(\mathbf{x}^0) \) and \( f_{,ii}(\mathbf{x}^0) \) are equal to \( y'_i(0) \) and \( y''_i(0) \), respectively, i.e., Eqs. (22)–(23) hold.

On the other hand, substituting \( \mathbf{x} = \mathbf{x}^0 + t(\mathbf{e}_i + \mathbf{e}_j) \) in (25), one can also obtain that

\[ y_{ij}(t) = f(\mathbf{x}^0 + t(\mathbf{e}_i + \mathbf{e}_j)) \]
\[ = f(\mathbf{x}^0) + [f_{,i}(\mathbf{x}^0) + f_{,j}(\mathbf{x}^0)]t \]
\[ + \frac{1}{2!} [f_{,ii}(\mathbf{x}^0) + 2f_{,ij}(\mathbf{x}^0) + f_{,jj}(\mathbf{x}^0)]t^2 + \ldots, \]  
\[ (27) \]

being the Taylor expansion of \( y_{ij}(t) \) around \( t = 0 \). Thus, the second-order derivative \( y''_{ij}(0) \) is equal to \( f_{,ii}(\mathbf{x}^0) + 2f_{,ij}(\mathbf{x}^0) + f_{,jj}(\mathbf{x}^0) \), from where it is easy to see that (24) is also satisfied. \( \square \)

One can see from (22), (23), and (24) that both the gradient and Hessian can be successfully calculated using differentiation techniques for a univariate function. It is shown in the following sections how to apply these techniques for the computation of the gradient and Hessian on the Infinity Computer—a framework for working numerically with infinite and infinitesimal numbers, which can be used for computation of the respective univariate derivatives.
3.2 Differentiation on the infinity computer

The Infinity Computer is based on using of the positional numeral system with the infinite radix $\hat{\Xi}$ (called grossone, see, e.g., [45,48] for details). A number $X$ in this framework can be represented as follows:

$$X = c_0\hat{\Xi}^{p_0} + c_1\hat{\Xi}^{p_1} + c_2\hat{\Xi}^{p_2} + \cdots + c_N\hat{\Xi}^{p_N}, \quad (28)$$

where $c_i$, $i=0,\ldots,N$, are finite (positive or negative) floating-point numbers, while $p_i$, $i=0,\ldots,N$, can be finite, infinite, and infinitesimal of the form (28) and ordered in a decreasing order, $p_0 > p_1 > \cdots > p_N$. In this paper, a software simulator with only finite powers $p_i$ is used, since they are sufficient for the differentiation purposes. Thus, it is supposed that $p_i$, $i=0,\ldots,N$, are also finite floating-point numbers. The number $N$ is the maximum number of powers used in computations and represents the precision: results of arithmetic operations are truncated after $N$ powers of $\hat{\Xi}$ or, in other words, after $N$ items in (28).

In the Infinity Computing framework, the number $\hat{\Xi}$ possesses all properties of a natural number, including $\hat{\Xi}^0 = 1$. Thus, the item $c_i\hat{\Xi}^{p_i}$, where $p_i = 0$, represents the finite part of (28) (if there is no such an item in (28), then the finite part is equal to zero). The number $X$ having at least one finite positive power $p_i$ in (28) is called infinite, while the number having only negative finite powers is called infinitesimal. Finally, the number $X = c\hat{\Xi}^0$, i.e., having only the power of $\hat{\Xi}$ equal to zero, is called purely finite. A more detailed description of the Infinity Computer including its technical implementation information can be found, e.g., in [14,21,45].

In different papers, there have been already proposed several methods for computation of the first- and second-order derivatives of a purely finite univariate function $y(t)$ (i.e., a function not depending explicitly on $\hat{\Xi}$ and having only purely finite values at any purely finite $t$) at the purely finite point $z$ using numerical infinitesimals, for example, the Taylor-based method on the Infinity Computer proposed in [47] and extended in [13] for Simulink. This method is based on the Taylor expansion of $y(t)$:

$$y(t) = y(z) + y'(z)(t - z) + \frac{y''(z)}{2}(t - z)^2 + \frac{y'''(z)}{6}(t - z)^3 + \cdots, \quad (29)$$

As it was shown in [47], in order to find the derivatives of $y(t)$ at the point $z$ numerically, the value $y(z + h)$ is calculated, where $h$ is infinitesimal (the value $h = \hat{\Xi}^{-1}$ was used in [47], but this method is valid for other infinitesimals as well):

$$y(z + h) = c_0 + c_1h + c_2h^2 + c_3h^3 + \cdots, \quad (30)$$

where $c_k$, $k = 0, 1, 2, \ldots$, are purely finite numbers. It should be noted that the result in (30) is written down in powers of $h$ instead of the powers of $\hat{\Xi}$ as in (28) just for simplicity: all computations are performed in the form (28), while the coefficients of $h$ in (32) can be easily calculated from the coefficients of $\hat{\Xi}$ in (28). Moreover, if, e.g., $h = \hat{\Xi}^{-1}$ is chosen, then the coefficients of $h^i$, $i = 0, 1, \ldots, i$ in (32) are equal to the coefficients of $\hat{\Xi}^{-i}$, $i = 0, 1, \ldots, i$ in (28).

As it has been shown in [47], the finite part $c_0$ in (30) corresponds to the purely finite value $y(z)$. Moreover, the coefficients $c_k$, $k = 1, 2, \ldots$, give us the $k$-th derivatives of $y(t)$ at $z$ up to machine precision:

$$y^{(k)}(z) = k!c_k. \quad (31)$$

It should be noted that, since the Infinity Computer uses numerical and not symbolic infinitesimals, all computations are performed using floating-point arithmetic. For this reason, the error in the computation of the respective coefficients $c_k$ is equivalent to the machine precision.

The algorithms proposed in the following are described in terms of the different forms of the Infinity Computer framework. However, it is easy to see that these methods can also be used with any other similar framework, e.g., using Levi-Civita field ([52]) or hyper-dual numbers ([54]). However, one can easily see that the Infinity Computer with finite powers of $\hat{\Xi}$ (which is used in the present paper) can be simply considered as a particular implementation of the Levi-Civita field substituting the Levi-Civita’s generic infinitesimal $\varepsilon$ by a concrete $\hat{\Xi}$-based infinitesimal, e.g., $\hat{\Xi}^{-1}$ (but a detailed comparison of these two methodologies is out of scope for the present paper).

On the other hand, the concepts of the hyper-dual numbers allow to work only with finite and infinitesimal numbers without possibility of working with infinite numbers in the same framework. However, it has been shown in several papers that the possibility of working with infinite numbers can be very important from the practical point of view: e.g., in penalty functions and optimization (see, e.g., [10]), handling ill-conditioning ([17,49]), truncated characteristic polynomial for quadratic matrices ([41]), etc. For these reasons, a general-purpose framework like the Infinity Computer or Levi-Civita field is more appropriate for a complex analysis of real-life processes instead of hyper-dual numbers. Moreover, the hyper-dual numbers use different number of “axis” w.r.t. the proposed approach. The algorithms for the computation of the scalar-valued second-order derivatives on the Infinity Computer (31) use only 3 axis being the powers 0, 1, and 2 of $h$ in (30). The hyper-dual numbers, instead, use different infinitesimals $\varepsilon_1$ and $\varepsilon_2$, so each computation of the scalar-valued second-order derivatives requires 4 axis: the finite (real) part of the result, the “imaginary” parts (the powers 1 of $\varepsilon_1$ and $\varepsilon_2$, respectively, being the first order
derivatives) and the term $\varepsilon_1 \varepsilon_2$ representing the second-order derivative. So the evaluations used in the proposed approach are expected to be lighter than those required by the hyper-
dual numbers. However, their fair comparison requires an
efficient software implementation of the Infinity Computer,
which is absent at this moment and its realization requires
vast scientific and software development contributions (out
of scope of the current paper).

3.3 Computation of the gradient

Let us modify the method from [13,47] for computation of
the gradient $\nabla f(x^0)$ using (22). First, the function $y_i(t) = f(x^0 + t e^i)$ can be defined according to (20), where $e^i$ is
the $i$-th column of the $m$-dimensional identity matrix. Then,
its first-order derivative can be easily calculated at $t = 0$
using (30) as follows. The function $f$ is evaluated at
the point $x^0 + h e^i$, where $h$ is a numerical infinitesimal of
the form (28):

$$f(x^0 + h e^i) = a_0 + a_1 h + a_2 h^2 + \ldots,$$

(32)

where $a_k$, $k = 0, 1, \ldots$, are purely finite numbers.

As it has been shown previously, the finite part $a_0$ in (32)
corresponds to the purely finite value $f(x^0)$, while the
coefficient $a_1$ corresponds to the first-order derivative:

$$f_{,i}(x^0) = a_1 = (f(x^0 + h e^i) - f(x^0)) h^{-1} + O(h),$$

(33)

where the error in computation of $f_{,i}(x^0)$ is an infinitesimal
of order $O(h)$, so the finite part of $(f(x^0 + h e^i) - f(x^0)) h^{-1}$
gives us the required first partial derivative up to machine
precision. However, since for a purely finite $x^0$, the value
$f(x^0)$ is also purely finite, so $f(x^0) h^{-1}$ is infinitesimal
(or equal to zero if $f(x^0) = 0$). Thus, the finite part of
$(f(x^0 + h e^i) - f(x^0)) h^{-1}$ is simply equal to the finite part
of $(x^0 + h e^i) h^{-1}$, which gives us exactly the required
first-order partial derivative (being also the $i$-th component
$\nabla_i f(x^0)$ of the gradient $\nabla f(x^0)$):

$$\nabla_i f(x^0) = f_{,i}(x^0) = \text{FinitePart}(f(x^0 + h e^i) h^{-1}),$$

(34)

where $\text{FinitePart}[x]$ is the finite part of the number $x$, i.e.,
the coefficient of $\Xi_0$ in (28). In other words, the $i$-th partial
derivative $f_{,i}(x^0)$ (being the $i$-th component of $\nabla f(x^0)$) is
the coefficient of the infinitesimal $h$ in $f(x^0 + h e^i)$ given
in the form (28): if, e.g., $h = \Xi_0^{-1}$, then the $i$-th component
of the gradient can be calculated extracting the coefficient of
$\Xi_0^{-1}$ from $f(x^0 + \Xi_0^{-1} e^i)$. Formally, the algorithm for the
computation of the gradient is presented below:

Algorithm 1 Computation of the gradient of the purely finite
function $f(x)$, $f : \mathbb{R}^m \rightarrow \mathbb{R}$, at the purely finite point
$x^0 = (x_{10}, x_{20}, \ldots, x_{m0})$

1: Fix the infinitesimal $h$ in form (28).
2: for $i \leftarrow 1$ to $m$
3: \quad Calculate $f(x^0 + h e^i)$ according to (32),
4: \quad Extract the coefficient $a_1$ from (32) using, e.g., (34),
5: \quad Assign $\nabla_i f(x^0) \leftarrow a_1$.
6: end for
7: return $\nabla f(x^0)$

One can see that the Algorithm 1 is simple and easily
parallelizable along the main “for” loop in case of large
dimensions $m$. An example of the application of the Algo-
rithm 1 is presented below.

Example 1 Let us calculate the gradient of the function
$$f(x) = \frac{x_1^2 + x_2^2}{x_1 + x_2 - 2x_3}$$

at $x^0 = (1, 2, 0)$. First, let us fix the
infinitesimal $h$, e.g., equal to the simplest infinitesimal of
the form (28): $h = \Xi_0^{-1}$. Thus, $\nabla f(x^0) = (f_{,1}(x^0), f_{,2}(x^0))$.

Let us first calculate $f(x^0 + h e^1)$:

$$f(x^0 + h e^1) = f(1 + \Xi_0^{-1}, 2)$$

$$= ((1 + \Xi_0^{-1})^2 + 2^2)/(1 + 2 \cdot (1 + \Xi_0^{-1}) + 2)$$

$$= -5\Xi_0^0 + 13\Xi_0^{-1} - 40\Xi_0^{-2} + 120\Xi_0^{-3} + \ldots$$

(35)

Let us now extract the coefficient of $h = \Xi_0^{-1}$ from (35):

$$f_{,1}(x^0) = 13.$$

Second, let us calculate $f(x^0 + h e^2)$:

$$f(x^0 + h e^2) = f(1, 2 + \Xi_0^{-1})$$

$$= (1^2 + (2 + \Xi_0^{-1})^2)/(1 + 2 \cdot (2 + \Xi_0^{-1}))$$

$$= -5\Xi_0^0 + 10\Xi_0^{-1} - 20\Xi_0^{-2} + 20\Xi_0^{-3} + \ldots$$

(36)

Let us now extract the coefficient of $h = \Xi_0^{-1}$ from (36):

$$f_{,2}(x^0) = 1.$$

Finally, $\nabla f(x^0) = (f_{,1}(x^0), f_{,2}(x^0)) = (13, 1)$.

In Sect. 5, the proposed algorithm is applied for the com-
putation of the first variation $\delta e$ of the strain measure from
(14).

3.4 Computation of the Hessian

Let us first calculate the diagonal entries $H_{ii}(x^0)$, $i = 1, \ldots, m$, of the Hessian $H(x^0)$ from the second-order deri-
vatives of the function $y_i(t) = f(x^0 + t e^i)$ at $t = 0$ accord-
ing to (23). Again, the value $f(x^0 + h e^i)$ is calculated according
to (32). Then, the second-order partial derivative $f_{,ii}(x^0)$
(being the \(i\)-th diagonal entry \(H_{ij}(x^0)\) of the Hessian matrix \(H(x^0)\)) can be calculated extracting the coefficient \(a_2\) of \(h^2\):

\[
H_{ii}(x^0) = f_{,ii}(x^0) = 2a_2 \\
= 2 \text{FinitePart}[f(x^0 + he^i)h^{-2}],
\]

(37)

where \(e^i\) is the \(i\)-th column of the \(m\)-dimensional identity matrix, \(h\) is a numerical infinitesimal of the form (28), \(\text{FinitePart}[\cdot]\) is the finite part of the number \(x\), i.e., the coefficient of \(h^0\) or \(\Theta^0\) in (28). In other words, the \(i\)-th second-order partial derivative \(f_{,ii}(x^0)\) (being the \(i\)-th diagonal entry of \(H(x^0)\)) is the coefficient (multiplied by 2) of the infinitesimal \(h^2\) of the value \(f(x^0 + he^i)\) given in the form (28); if, e.g., \(h = \Theta^{-1}\), then the \(i\)-th diagonal entry of the Hessian can be calculated extracting the coefficient of \(\Theta^{-2}\) from \(f(x^0 + \Theta^{-1}e^i)\). An example of the computation of the derivatives in this way is presented below.

**Example 2** Let us calculate the second-order derivatives \(f_{,11}(x^0)\) and \(f_{,22}(x^0)\) of the function \(f(x) = \frac{x_1^2 + x_2^2}{x_1 + x_2 - 2x_1x_2}\) at \(x^0 = (1, 2)\). Let us fix the infinitesimal \(h\), e.g., equal to the simplest infinitesimal of the form (28): \(h = \Theta^{-1}\).

Let us first calculate \(f(x^0 + he^1)\):

\[
f(x^0 + he^1) = f(1 + \Theta^{-1}, 2) \\
= ((1 + \Theta^{-1})^2 + 2^2)/((1 + \Theta^{-1}) + 2) \\
= -5\Theta^{-1} + 13\Theta^{-2} - 40\Theta^{-3} + 120\Theta^{-4} + \ldots
\]

(38)

Let us now extract the coefficient of \(h^2 = \Theta^{-2}\) from (38):

\[
f_{,11}(x^0) = 2!(-40) = -80.
\]

Second, let us calculate \(f(x^0 + he^2)\):

\[
f(x^0 + he^2) = f(1, 2 + \Theta^{-1}) \\
= (1^2 + (2 + \Theta^{-1})^2)/(1 + (2 + \Theta^{-1})) \\
= -2\Theta^{-1} - 2\Theta^{-2} + 2\Theta^{-3} + \ldots
\]

(39)

Let us now extract the coefficient of \(h^2 = \Theta^{-2}\) from (39):

\[
f_{,22}(x^0) = 2!(-2) = -4.
\]

Let us now calculate the mixed second-order derivative \(f_{,ij}(x^0), \ i \neq j\), using the respective univariate derivatives of the function \(y_{ij}(t) = f(x^0 + te^i + te^j)\) at \(t = 0\) from (24). First, the value \(f(x^0 + he^i + he^j)\) is calculated:

\[
f(x^0 + he^i + he^j) = b_0 + b_1h + b_2h^2 + \ldots
\]

(40)

where \(b_k, \ k = 0, 1, \ldots\), are purely finite numbers. It should be noted that the coefficients \(b_k\) in (40) can be different from the coefficients \(a_k\) in (32), except \(a_0 = b_0 = f(x^0)\).

Second, the coefficient \(b_2\) is extracted from (40) and the second-order mixed derivative \(f_{,ij}(x^0)\) (being the \((i, j)\)-th entry \(H_{ij}(x^0)\) of the Hessian matrix \(H(x^0)\)) is calculated as follows:

\[
H_{ij}(x^0) = f_{,ij}(x^0) = b_2 - \frac{1}{2}[f_{,ii}(x^0) + f_{,jj}(x^0)] \\
= \text{FinitePart}[f(x^0 + he^i + he^j)h^{-2}] \\
= -\frac{1}{2}[H_{ii}(x^0) + H_{jj}(x^0)].
\]

(41)

Formally, the full algorithm for computation of the Hessian matrix is presented below.

**Algorithm 2** Computation of the Hessian matrix of the purely finite function \(f(x), \ f : \mathbb{R}^m \rightarrow \mathbb{R}\), at the purely finite point \(x^0 = (x_1^0, x_2^0, \ldots, x_m^0)\).

1: Fix the infinitesimal \(h\) in form (28).
2: for \(i = 1, 2, \ldots, m\) do
3: Calculate \(f(x^0 + he^i)\) according to (32),
4: Extract the coefficient \(a_2\) from (32),
5: Calculate \(H_{ii}(x^0)\) according to (37),
6: for \(j = 1, 2, \ldots, i - 1\) do
7: Calculate \(f(x^0 + he^i + he^j)\) according to (40),
8: Extract the coefficient \(b_2\) from (40),
9: Calculate \(H_{ij}(x^0) = H_{ji}(x^0)\) according to (41),
10: end for
11: end for
12: return \(H(x^0)\)

One can see that the Algorithm 2 is also easy to implement and parallelizable in different ways (e.g., along the \(i\)-based outer loop or along the \(j\)-based inner loop). Moreover, all partial derivatives \(f_{,jj}(x^0), \ j = 1, 2, \ldots, i\), used in the inner \(j\)-loop by (41) are known, since the inner \(j\)-loop calculates the \(i\)-th column of \(H(x^0)\) only up to the \(i\)-th row, i.e., using only known derivatives \(f_{,jj}(x^0)\). An example of the application of the algorithm is presented below.

**Example 3** Let us again consider the function \(f(x) = \frac{x_1^2 + x_2^2}{x_1 + x_2 - 2x_1x_2}\) and \(x^0 = (1, 2)\). Let us calculate the Hessian \(H(x^0)\) using \(h = \Theta^{-1}\).

The diagonal entries \(H_{ii}(x^0), \ i = 1, 2\) have been already calculated in the previous example: \(H_{11}(x^0) = -80\), \(H_{22}(x^0) = -4\).

In order to calculate the mixed derivative \(H_{12}(x^0) = f_{,12}(x^0)\), let us first calculate the value \(f(x^0 + he^1 + he^2) = f(1 + \Theta^{-1}, 2 + \Theta^{-1})\):

\[
f(x^0 + he^1 + he^2) = f(1 + \Theta^{-1}, 2 + \Theta^{-1})
\]
Remark 1 It should be noted that the Algorithms 1 and 2 require the computation of \( f \) within the same loop and using the same value \( f \).\dagger\ The gradient and the Hessian can be also calculated simultaneously if only the gradient is required, then \( f(x^0 + h e^i) \) can be calculated using only the powers of \( h \) up to 1 truncating all the powers greater than 1. If the Hessian is required, then \( f(x^0 + h e^i) \) (as well as \( f(x^0 + h e^j + h e^i) \)) should be calculated using the powers of \( h \) up to 2 truncating all the powers greater than 2.

Remark 2 One can also note that the gradient and the diagonal entries of the Hessian require different coefficients from the same value \( f(x^0 + h e^i) \) in (32). For this reason, the gradient and the Hessian can be also calculated simultaneously within the same loop and using the same value \( f(x^0 + h e^i) \) for both the \( i \)-th entry of the gradient and the \( i \)-th diagonal entry of the Hessian, if it is required to calculate them both. In this case, \( f(x^0 + h e^i) \) should be calculated using the powers of \( h \) up to 2 and no additional computation of \( f \) is required to complete the gradient.

Remark 3 Since \( H_{ij}(x^0) \) is calculated in (41) using subtractions, then the obtained values are calculated with a lower than the machine precision, if \( f(x) \) with its derivatives is ill-conditioned. For example, if the values \( H_{ii}(x^0) \) are too small, while \( H_{ij}(x^0) \) are large (or vice versa), then, due to ill-conditioning and limitations of the floating-point arithmetic, the results can lose significant digits. However, since the presented method does not use small finite stepsizes \( h \) (unlike standard finite difference schemes), then the obtained accuracy is still acceptable.

In Sect. 5, the proposed algorithm is applied for the computation of the second variation \( \delta \xi \) of the strain measure from (16).

4 Numerical results on benchmark problems

In this section, the proposed methodology for computation of the gradient and the Hessian is compared with several state-of-the-art methods on several widely used \( m \)-dimensional benchmark test problems from [40]: Shubert function (function \( f_1(x) \), \( m = 2 \)), Shekel function (function \( f_2(x) \), \( m = 4 \)) and Griewank functions (functions \( f_3(x) - f_5(x) \) with the dimensions \( m = 2, 4, 8, 16, 32, 64 \) and 128) over the interval \([1, 10]^m\) (the interval has been chosen in order to guarantee the twice continuous differentiability of the functions). The parameters of the functions and their implementation have been taken from the Virtual Library of Simulation Experiments http://www.sfu.ca/~ssurjano/.

- \( f_1(x) = \left( \sum_{i=1}^{5} \cos((i + 1)x_1 + i) \right) \),
- \( f_2(x) = \left( \sum_{i=1}^{10} \left( \sum_{j=1}^{4} (x_j - C_{ji})^2 + \beta_i \right) \right)^{-1} \),
- \( f_k(x) = \sum_{i=1}^{m} \frac{x_i^2}{4000} - \prod_{i=1}^{m} \cos \left( \frac{x_i}{\sqrt{i}} \right) + 1, \quad k = 3, 4, \ldots, 9. \) (45)

The following methods have been applied for differentiation of the functions given above:

- Adi—Automatic differentiation tool called “Adigator” from [55];
- TIC—The proposed method using the Infinity Computer for dealing with infinitesimals;
- Mat—The method based on the solution of a system of linear equations from [52] (the Infinity Computer was used for computation of the univariate derivatives up to machine precision);
- IS—Imaginary step method from [25].

As the automatic differentiation technique Adi is already exploited in the numerical experiments, the use of the software AceGen, discussed in the introduction, is not compared as it is based on automatic differentiation too and, thus, it will not improve the quality of results. Moreover, it requires the Wolfram Mathematica software adding so additional costs and difficulties for the authors of the present paper.

Numerical experiments have been carried out in MATLAB R2016b. For each test problem, symbolic derivatives have been calculated as reference values for the comparison of the algorithms. The infinitesimal perturbation for TIC has been set equal to the simplest infinitesimal \( \xi^{-1} \). The stepsize parameter \( h \) of the IS method has been set equal to \( 10^{-20} \) for the gradients according to [25], since this choice allows to calculate the gradient up to machine precision due to absence...
of cancellations. However, the computation of the Hessian using IS requires a more specific setting of $h$, since it involves subtractions and numerical cancellation for small $h$. For this reason, a parametric study of the impact of different values of the characteristic parameter $h$ (from $10^{-4}$ to $10^{-5}$) of the IS algorithm for computation of the Hessian is also carried out.

For each test function $f_k(x)$, $k = 1, \ldots, 9$, 50 trial points $x^i$, $i = 1, \ldots, 50$, have been generated randomly in the hyper-interval $[1, 10]^n$. The respective gradients $\nabla f_k(x^i)$ and Hessians $H_j f_k(x^i)$ have been calculated at $x^i$ by the algorithm $met$, $met \in \{Adi, TIC, Mat, IS\}$. The relative errors with respect to the symbolic derivatives $\nabla f_k(x^i)$ and $H(x^i)$ have been calculated componentwise as follows:

$$E_{grad}^{grad}(x^i) = \frac{|\nabla f_k(x^i) - \nabla f_k(x^i)|}{1 + |\nabla f_k(x^i)|}, \quad j = 1, \ldots, m.$$  

$$E_{hess}^{hess}(x^i) = \frac{|H_j f_k(x^i) - H_j f_k(x^i)|}{1 + |H_j f_k(x^i)|}, \quad j = 1, \ldots, m.$$  

The average relative errors have been calculated:

$$E_{avg}^{grad} = \frac{1}{50} \sum_{i=1}^{50} ||E_{grad}^{grad}(x^i)||_2, \text{ and } E_{avg}^{hess} = \frac{1}{50} \sum_{i=1}^{50} ||E_{hess}^{hess}(x^i)||_2.$$  

The obtained results are presented in Tables 1 and 2 for the gradients and Hessians, respectively.

One can see from Tables 1 and 2 that the proposed TIC algorithm allows to obtain the same accuracy as the automatic differentiation technique Adi: the obtained average relative error on the first test problem coincides for these two algorithms (being higher than the Machine precision due to the presence of small values in the derivatives), while the errors on the remaining functions are smaller than the machine precision for both the algorithms (the difference between $10^{-36}$ and $10^{-21}$ on the last function for the Hessian is non significant, since it is much smaller than the machine precision).

On the other hand, the algorithm Mat from [52] is able to obtain a high accuracy only on the problems with a relatively small dimension (functions 1–5 with the dimensions not higher than 8). It can be also seen that the accuracy of the method Mat decreases with the dimension of the function to be differentiated, while the accuracy of the proposed algorithm TIC does not depend on the dimensionality of the problem. Thus, the proposed algorithm TIC can be considered as an improvement of the “Mat” method showing so the desirable accuracy without concerns about the dimensionality of the problem.

Finally, the IS algorithm shows the same accuracy as Adi and TIC for the gradient, but lower accuracy for the Hessian. One can see that the accuracy of the IS method does not depend on the dimensionality of the problem as well as the TIC and Adi algorithms, but it involves numerical cancellation issues related to the finite step size $h$.

For the above mentioned reasons, the algorithms Adi and TIC produce equivalent accuracies. However, they are different from the computational point of view. The Adi algorithm overrides the arithmetic operations in the software code of the function $f(x)$ in order to construct the code for the respective derivatives. It is well-known that the generation of the code by Adi requires additional execution time, which increases with the complexity of the function to be differentiated (see, e.g., [21]). Consecutive evaluations of the derivatives depend on the complexity of the function $f(x)$ and its code. For complicated real-life examples where the function to be differentiated can change during the simulation, application of an automatic differentiation algorithm can require re-generation of the code for the derivatives every time when the function is changed. For this reason, its application requires not only temporal resources for the execution, but the resources for generation and storing of the respective derivatives.

In its turn, TIC algorithm does not involve generation of the code, but it uses the overridden operations similarly to the Adi algorithm. However, it does not require any additional space resources. For this reason, it does not re-generate the derivatives if the function changes. The latter property allows one to calculate the derivatives on-the-fly with the highest accuracy. A detailed comparison between TIC and Adi is not presented here, since it requires a fair implementation of both the methods. The Adi algorithm has been implemented in MATLAB for an efficient work with the matrices and vectors allowing vectorized operations, while TIC requires an efficient implementation of the framework for working with infinite and infinitesimal numbers. However, at this moment, only a preliminary non-optimized version of the Infinity Computer is available. This software simulator does

| # | Adi   | TIC   | Mat   | IS    |
|---|-------|-------|-------|-------|
| 1 | 2.0e−14 | 2.0e−14 | 4.2e−14 | 2.0e−14 |
| 2 | 1.8e−17 | 1.6e−17 | 4.8e−16 | 1.6e−17 |
| 3 | 1.2e−16 | 1.2e−16 | 2.0e−15 | 1.2e−16 |
| 4 | 1.1e−16 | 1.1e−16 | 1.4e−15 | 1.1e−16 |
| 5 | 2.9e−17 | 2.9e−17 | 5.5e−15 | 2.6e−17 |
| 6 | 1.6e−18 | 1.6e−18 | 2.3e−14 | 1.8e−18 |
| 7 | 1.4e−18 | 1.4e−18 | 1.4e−13 | 1.7e−18 |
| 8 | 5.2e−19 | 5.2e−19 | 2.5e−12 | 2.3e−18 |
| 9 | 8.6e−19 | 8.6e−19 | 5.0e−11 | 4.0e−18 |
Moreover, since the Infinity Computer with finite powers of 1 is analyzed and compared with its competitors. Studied where the computational performance of the Infinity Computer is proven to be “unstable” on the dimensions higher than 5.

Accurate similar to TIC, while the Mat algorithm has been involved in this section, since it produces results with the simulation. It should be noted that the Adi method is not adequate in the computation of the Hessian using IS requires a more accurate Hessian still enable the convergence but with a lower rate.

Instead, the IS method has been chosen for the comparison, since it uses only one additional framework being the complex numbers, which is well-implemented in different programming languages and environments (e.g., MATLAB or Python). Meanwhile, the accuracy of the IS algorithm for the gradient is high enough, while it can also be acceptable using “good” values of h for the Hessian. For these reasons, the IS algorithm can also be applicable for solving difficult real-life problems, so it is important to study the limits of its successful usage. Simulations using exact analytical formulae for the derivatives (AF) are also added as a reference solution for the comparison.

For each test problem, the parameter h of the IS method has been set equal to 10−20 for the gradients according to [25], since this choice allows to calculate the gradient up to machine precision due to absence of cancellations. However, the computation of the Hessian using IS requires a more specific setting of h, since it involves subtractions and numerical cancellation for small h (see Table 2). For this reason, a parametric study of the impact of different values of the characteristic parameter h of the IS algorithm for computation of the Hessian is also carried out. In this context, two numerical tolerances, 10−4 and 10−5, respectively, in solving the nonlinear equations are considered. The solution method is implemented in a predictor–corrector scheme based on a linear extrapolation of the previous solution step. Its length is modulated on the basis of the number of iterations required to reach the convergence. Then, if the step is correctly solved, the step-length grows along the less nonlinear part of the equilibrium path and decreases where the path is strongly nonlinear. When the discrete operators are affected by errors slowness in the nonlinear process can be observed.

### 5 Numerical results on computational mechanics

In this section, the efficiency of the proposed methodology for computation of the gradient and the Hessian of the nonlinear equations governing the static analysis of structures in large deformation problems is studied on several physical applications. Isogeometric Kirchhoff–Love shell model with C2 NURBS interpolation and patch-wise integration schemes from [31] is employed as a physical context of application. In this model, the accuracy of the simulation depends on the computation of the gradient involved in the evaluation of the structural response expressed by (10). The accuracy of the computation of the Hessian affects the convergence speed of the Newton algorithm. Small deviations with respect to the exact Hessian still enable the convergence but with a lower rate.

The proposed TIC methods are compared with the IS algorithm in terms of both the accuracy and the efficiency of the simulation. It should be noted that the Adi method is not involved in this section, since it produces results with the accuracy similar to TIC, while the Mat algorithm has been proven to be “unstable” on the dimensions higher than 5.

#### 5.1 Cantilever beam under compression

The first example is the simple Euler Beam test from [6,31]. The simple cantilever beam depicted in Fig. 1 is analyzed for different values of the slenderness parameters k = L/t,

### Table 2 Average relative errors in Hessians on 9 benchmark test functions

| #   | Adi      | TIC      | Mat      | IS, h |
|-----|----------|----------|----------|-------|
|     |          |          |          | 10−1  | 10−2  | 10−3  | 10−4  | 10−5  |
| 1   | 2.7e−14  | 2.7e−14  | 5.6e−12  | 1.9e+00| 1.8e−02| 1.8e−04| 1.8e−06| 4.6e−07|
| 2   | 2.6e−17  | 2.2e−17  | 1.5e−11  | 5.1e−04| 5.1e−06| 5.1e−08| 2.7e−08| 2.4e−06|
| 3   | 1.2e−16  | 1.2e−16  | 1.2e−13  | 9.4e−04| 9.4e−06| 9.4e−08| 2.2e−08| 2.0e−06|
| 4   | 1.4e−16  | 1.4e−16  | 6.2e−11  | 1.4e−03| 1.4e−05| 1.4e−07| 4.3e−08| 4.6e−06|
| 5   | 4.9e−17  | 5.1e−17  | 3.2e−10  | 6.6e−04| 6.6e−06| 6.6e−08| 9.7e−08| 9.2e−06|
| 6   | 1.9e−18  | 2.3e−18  | 6.9e−09  | 4.2e−05| 4.2e−07| 5.3e−09| 1.8e−07| 2.0e−05|
| 7   | 1.0e−19  | 1.3e−18  | 5.8e−08  | 1.9e−10| 3.9e−11| 1.8e−09| 2.8e−07| 5.0e−05|
| 8   | 2.6e−20  | 6.2e−19  | 2.6e−05  | 6.6e−13| 1.2e−10| 2.0e−09| 1.4e−06| 1.0e−04|
| 9   | 6.8e−36  | 2.4e−21  | 2.8e−02  | 1.9e−12| 4.6e−10| 4.0e−09| 3.2e−06| 2.1e−04|

![Image](image_url)
where $L$ and $t$ are the length and the thickness of the beam, respectively. A very small shear imperfection load ($\epsilon = 0.01$) is added to avoid the jump of the bifurcation as shown in [31].

The equilibrium path for different slenderness ratios, structural models, and values of $h$ of the IS method, are reported in Figs. 2, 3 and 4 for the $C^2$ NURBS. The load factor is normalized with respect to the analytical buckling load $\lambda_b$. The obtained iteration numbers for each model are presented in Table 3.

As it can be seen from Figs. 2, 3 and 4 and Table 3, the simulation using both AF and TIC gives always the lowest number of iterations keeping so the highest convergence speed of the Newton algorithm. However, since the IS calculates the Hessian using the finite stepsize $h$, its value influences significantly the performance of the IS algorithm in computation of the Hessian. In particular, one can see that the gradient is always calculated correctly, since the shape of the path obtained by IS in Figs. 2, 3 and 4 coincides with the shape obtained by TIC and AF. However, one can also see that different values of $h$ lead to different accuracies in Hessian for IS. In particular, for small values of $h$ (e.g., $h \leq 10^{-6}$), the simulation generates much more iterations, than the higher precision methods like TIC or AF, due to large errors in computation of the Hessian. In the case of $h = 10^{-6}$, the IS method is not usable and it is possible to observe that the behavior of the algorithm is optimal only at the beginning of the equilibrium path where the nonlinear aspects are not relevant yet. For this issue, the results obtained by IS with $h = 10^{-6}$ are presented in Figs. 2, 3 and 4 only for the case of tol $= 10^{-4}$ where it is also evident that for $L/t = 10$ the process is not able to track the whole equilibrium path.

It can be also noted that the IS method with bigger values of $h$ allows to obtain the same solution as AF or TIC for large values of $k = \frac{L}{t}$, while it generates more iterations for $k = 10$ also in this case. One can see that the results obtained by TIC coincide with the AF, since the proposed methods allow to calculate both the gradient and Hessian with a higher precision.

![Fig. 1 Euler beam: geometry and loads](image1)

![Fig. 2 Euler beam: equilibrium path for $L/h=10$ and $tol=1e-4$ (left) and $tol=1e-8$ (right). A part of the graph is zoomed in to improve the readability of the figures. The results coincide for AF (red points and dashed line) and TIC (red squares and red solid line) in both the cases; IS generates the same iterations only using $h = 1e-4$ (black triangles and lines) for $tol = 1e-4$ (left figure), while it generates different iterations w.r.t. AF using other values of $h$: IS with $h = 1e-2$ (blue triangles and lines) and $1e-3$ (green triangles and lines) and $1e-4$ with $tol = 1e-8$ don’t coincide with the analytical values obtained by AF; using $h = 1e-6$ (brown triangles and lines) it generates so many and too dense iterations even for $tol = 1e-4$, so it hasn’t been launched for $tol = 1e-8$. (Color figure online)](image2)
Fig. 3 Euler beam: equilibrium path for $L/h=100$ and $tol = 1e^{-4}$ (left) and $tol = 1e^{-8}$ (right). A part of the graph is zoomed in to improve the readability of the figures. The results coincide for AF (red points and dashed line) and TIC (red squares and red solid line) in both the cases; IS generates the same iterations only using $h = 1e^{-3}$ and $h = 1e^{-4}$ (green and black triangles and lines, respectively), while it generates different iterations w.r.t. AF using other $h = 1e^{-2}$ (blue triangles and lines) for $tol = 1e^{-8}$ and significantly more iterations using $h = 1e^{-6}$ (brown triangles and lines) even for $tol = 1e^{-4}$, so it hasn’t been launched for $tol = 1e^{-8}$. (Color figure online)

Fig. 4 Euler beam: equilibrium path for $L/h=1000$ and $tol = 1e^{-4}$ (left) and $tol = 1e^{-8}$ (right). A part of the graph is zoomed in to improve the readability of the figures. The results coincide for AF (red points and dashed line) and TIC (red squares and red solid line) in both the cases; IS generates the same iterations only using $h = 1e^{-3}$ and $h = 1e^{-4}$ (green and black triangles and lines, respectively), while it generates different iterations w.r.t. AF using other $h = 1e^{-2}$ (blue triangles and lines) for $tol = 1e^{-8}$ and significantly more iterations using $h = 1e^{-6}$ (brown triangles and lines) even for $tol = 1e^{-4}$, so it hasn’t been launched for $tol = 1e^{-8}$. (Color figure online)
Table 3  Euler beam: total number of iterations

| Method | tol $10^{-4}$ | tol $10^{-8}$ |
|--------|---------------|---------------|
|        | $L = 10$     | $L = 100$     | $L = 1000$ |
| AF     | 104           | 121           | 121        |
| TIC    | 104           | 121           | 121        |
| IS, $h$|               |               |            |
| $10^{-2}$ | 130           | 121           | 121        |
| $10^{-3}$ | 108           | 121           | 121        |
| $10^{-4}$ | 104           | 121           | 121        |
| $10^{-6}$ | 1217          | 196           | 187        |

Table 4  Composite shallow roof: material properties

| $E_{11}$ | $E_{22} = E_{33}$ | $v_{12} = v_{13} = v_{23}$ | $G_{12} = G_{13}$ | $G_{23}$ |
|----------|-----------------|----------------|----------------|---------|
| 3300     | 1100            | 0.25           | 660            | 440     |

5.2 Hinged cylindrical shallow roof

The benchmark depicted in Fig. 5 is analyzed in the multi-layered cases [0/90/0] and [90/0/90] with the material properties reported in Tab. 4 and thickness $t = 12.7$ (see [31] for details). The pointwise force is applied at the apex of the shell (point A). This test is particularly popular due to the snapping behaviour and because of that at some intermediate state, the tangential global stiffness matrices become singular with a subsequent unstable character. For this reason this test is a good candidate to check the accuracy in the evaluation of the second order derivatives.

In Figs. 6 and 7, the equilibrium paths are shown in terms of the load parameter $\lambda$ and $w_A$ for both the considered stacking sequences. The total number of iterations is also presented for each model in Table 5.

Also in this case, the results obtained by TIC coincide with the AF. However, one can also see that the IS gives acceptable results in this case without significant loss in efficiency, but still for small values of the parameter $h$ the method is neither accurate nor efficient. One can also see from Fig. 7(right) that the results obtained by IS with $h = 10^{-4}$ can differ from AF and TIC starting from some moment due to numerical errors in computation of the Hessian. Moreover, IS with $h = 10^{-6}$ generated too many iterations, so the analysis has not been completed due to the difficulties of the numerical solution process. Also in this case, the results of IS with $h = 10^{-6}$ are presented in Figs. 6 and 7 only for the case of tol $= 10^{-4}$ for the same reasons as previously stated.

Table 5  Composite shallow roof: total number of iterations

| Method | tol $10^{-4}$ | tol $10^{-8}$ |
|--------|---------------|---------------|
|        | [0/90/0]      | [90/0/90]     | [0/90/0]      | [90/0/90] |
| AF     | 97            | 64            | 298           | 141      |
| TIC    | 97            | 64            | 298           | 141      |
| IS, $h$| $10^{-2}$     | 97            | 64            | 298      | 141      |
| $10^{-3}$ | 97            | 64            | 298           | 141      |
| $10^{-4}$ | 97            | 64            | 298           | 141      |
| $10^{-6}$ | 4031          | 3868          | –             | –        |

Table 6  Clamped semi-cylinder: total number of iterations

| Method | tol $10^{-4}$ | tol $10^{-8}$ |
|--------|---------------|---------------|
| AF     | 138           | 762           |
| TIC    | 138           | 762           |
| IS, $h$| $10^{-2}$     | 138           | 762           |
| $10^{-3}$ | 138           | 762           |
| $10^{-4}$ | 164           | 926           |
| $10^{-6}$ | > 5000        | –             |

5.3 Clamped semi-cylinder

In Fig. 8, the geometry and the boundary conditions of another classical benchmark test from [53] are reported. The structure is a semi-cylinder loaded by a concentrated force at the middle of one of the curved edges (point A), while the other one is clamped. The vertical displacement of the straight edges is constrained. Due to its symmetry, only a half of the structure is analyzed. A composite multi-layered
Fig. 6 Composite shallow roof: equilibrium path for [0/90/0] $tol = 1e^{-4}$ (left) and $tol = 1e^{-8}$ (right). A part of the graph is zoomed in to improve the readability of the figures. The results coincide for AF (red points and dashed line) and TIC (red squares and red solid line) in both the cases; IS generates the same iterations only using the values of $h$ up to $1e^{-4}$, while it generates significantly more iterations using $h = 1e^{-6}$ (brown triangles and lines) even for $tol = 1e^{-4}$, so it hasn’t been launched for $tol = 1e^{-8}$. (Color figure online)

Fig. 7 Composite shallow roof: equilibrium path for [90/0/90] and $tol = 1e^{-4}$ (left) and $tol = 1e^{-8}$ (right). A part of the graph is zoomed in to improve the readability of the figures. The results coincide for AF (red points and dashed line) and TIC (red squares and red solid line) in both the cases; IS generates the same iterations only using the values of $h$ up to $1e^{-3}$, while it generates different iterations using $h = 1e^{-4}$ for $tol = 1e^{-8}$ and significantly more iterations using $h = 1e^{-6}$ (brown triangles and lines) even for $tol = 1e^{-4}$, so it hasn’t been launched for $tol = 1e^{-8}$. (Color figure online)
material is considered. The local reference system, used for defining the material properties, has the direction 1 aligned with the $y$ axis of the global system and the direction 3 is the normal to the surface from inside out. The stacking sequence of the laminated material is $[0/90/0]$, measured with respect to the direction 1 of the local reference system and the material properties are $E_1 = 2068.50$, $E_2 = E_3 = 517.125$, $v_{12} = v_{23} = v_{13} = 0.3$ and $G_{12} = G_{23} = G_{13} = 759.58$. This test is of interest in the shell context of analysis because the deformation is characterized by the development of wrinkles and a loss of accuracy could determine inaccuracy in the description of its nonlinear behaviour.

Also in this case the numerical experiments show that the results obtained by AF and TIC coincide, while the IS gives acceptable results only for large values of $h$. One can also see that inaccuracy in the evaluation of the second derivatives arises already for $h = 10^{-4}$. Moreover, one can see from Tables 3 and 6 that the best value of $h$ for IS depends on the problem and does not guarantee to generate the same solutions as TIC or AF do. For example, the IS using $h = 10^{-4}$ has generated less iterations (being so more efficient) than using other values of $h$ for the Euler Beam problem, while it performed significantly worse for the present example generating more iterations than AF or TIC. Again for smaller values of $h$ (e.g. $h = 10^{-6}$) the IS method is not applicable and with respect to the previous tests it seems particularly pathological. The solution process has been interrupted due to the high number of iterations nevertheless the equilibrium path have been tracked only at early part as it is shown in Fig. 9(left).

The equilibrium path in terms of the load parameter $\lambda$ and $w_A$ being the latter the displacement along $z$ of the point $A$ within the analysis is shown in Fig. 9.
6 Conclusion

A new numerical method for computation of the first and second order derivatives has been proposed within the framework for working numerically with infinite and infinitesimal numbers. The proposed method is simple and efficient allowing one to calculate the required derivatives with a high precision in both sequential and parallel ways. Moreover, it doesn’t require solution to ill-conditioned linear systems and doesn’t involve any small finite stepsize $h$ avoiding the issues related to numerical cancellation, being one of the main limitations for the numerical differentiation using finite differences. The proposed method allows to calculate the derivatives on-the-fly without neither pre-processing of the code nor analytical formulae for the functions. For these reasons, it becomes an effective numerical tool for real scale simulations.

It should be noted that the proposed approach is not limited by the Infinity Computer only and can be successfully used with alternative approaches for dealing with infinite and infinitesimal numbers (e.g., Levi-Civita field or hyper-dual numbers), so the computational effort of the proposed algorithms directly depends on the software implementation of the respective framework.

In particular, the application of this method in numerical analysis of structural behavior as black-box tool is useful due to its high accuracy and less error prone character that allow to avoid the analytical burden during the development of new mechanical models. Its use in other contexts of applied mathematics and physics is also desirable especially in coupled mechanical models. Its use in other contexts of applied mathematics and physics is also desirable especially in coupled mechanical models.

Appendix: Analytical strain variations of the full model

In this section, it is shown the shape of the first and second strain variations. Even though the mechanical model is yet quiet simple it is evident that the derivation process and the optimal shape for their use in a computational framework is not trivial. Since the strain variation of the membrane part is quadratic function of the displacements, only the strain variation of curvature is investigated in this paper. The curvature is expressed in the following convenient format, by using the spin operator $W$

$$\tilde{\chi}_{ij} = \left( \frac{g_{1j}g_{2}^T}{\|g_{1j}g_{2}\|} - G_{iaj}G_{3} \right) \quad \text{with} \quad i, j = 1, 2$$

By defining the following quantities

$$\delta \mathbf{b} = W[g_{1}]\delta \mathbf{d}_{2} - W[g_{2}]\delta \mathbf{d}_{1}$$

$$A_{ij} = \frac{a_{a_{2}}a_{3}}{\sqrt{\mathbf{b}^T\mathbf{b}}} = \frac{\mathbf{b}^T\mathbf{b} - a_{2}\mathbf{b}_{3}}{(\mathbf{b}^T\mathbf{b})},$$

the first variation of the curvature (being the gradient of the respective function) is

$$\delta \chi_{ij} = a_{3}^{T} \delta \mathbf{d}_{ij} + g_{ij}^{T} A_{ij} (W[g_{1}]\delta \mathbf{d}_{2} - W[g_{2}]\delta \mathbf{d}_{1}).$$

The second variation $\delta \tilde{\chi}_{ij}$ (being the Hessian of the respective function), involved in the construction of the iteration matrix of the Newton procedure can be calculated as follows:
\[ \dot{A}_{ij} = -\left(\dot{\mathbf{a}}_3 \dot{a}_3^T + a_3 \dot{\mathbf{a}}_3^T\right)(\mathbf{b}^T \mathbf{b})^{-1/2} - (I - a_3 \dot{\mathbf{a}}_3^T)(\mathbf{b}^T \mathbf{b})^{-3/2}(\mathbf{b}^T \mathbf{b}) \\
= -\frac{(\dot{a}_3 \dot{a}_3^T + a_3 \dot{\mathbf{a}}_3^T)}{\sqrt{\mathbf{b}^T \mathbf{b}}} - \frac{(I - a_3 \dot{\mathbf{a}}_3^T)}{(\mathbf{b}^T \mathbf{b}) \sqrt{\mathbf{b}^T \mathbf{b}}} \\
= -\frac{(\dot{a}_3 \dot{a}_3^T + a_3 \dot{\mathbf{a}}_3^T)}{\sqrt{\mathbf{b}^T \mathbf{b}}} - \frac{(b^T a_3)(I - a_3 a_3^T)}{b^T b}, \]

\[ \xi_{ij} = -\left(\frac{A_{ij} g_{ij}^T a_3^T + (g_{ij}^T a_3^T) A_{ij}}{\sqrt{b^T b}} + \frac{a_3 g_{ij}^T}{b^T b}(I - a_3 a_3^T)\right). \]

\[ \delta \dot{x}_{ij} = \dot{d}_{i}^T W_{g_2} A_{ij} g_{ij}^T \\
- \dot{d}_{j}^T W_{g_2} A_{ij} g_{ij}^T + g_{ij}^T A_{ij} W_{g_1} \delta d_2 \\
- \dot{g}_{ij} A_{ij} W_{g_2} \delta d_2 - \dot{d}_{j}^T W_{g_1} \xi_{ij} W_{g_1} \delta d_2 \\
- \dot{d}_{i}^T W_{g_2} \xi_{ij} W_{g_2} \delta d_2 \\
+ \dot{d}_{j}^T (W_{g_2} \xi_{ij} W_{g_1} - W_{A_{ij} g_{ij}^T}) \delta d_2 \\
+ \dot{d}_{i}^T (W_{g_1} \xi_{ij} W_{g_2} + W_{A_{ij} g_{ij}^T}) \delta d_2. \]
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