Sampling Good Latent Variables via CPP-VAEs: VAEs with Condition Posterior as Prior
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Abstract. In practice, conditional variational autoencoders (CVAEs) perform conditioning by combining two sources of information which are computed completely independently; CVAEs first compute the condition, then sample the latent variable, and finally concatenate these two sources of information. However, these two processes should be tied together such that the model samples a latent variable given the conditioning signal. In this paper, we directly address this by conditioning the sampling of the latent variable on the CVAE condition, thus encouraging it to carry relevant information. We study this specifically for tasks that leverage strong conditioning signals and where the generative models have highly expressive decoders able to generate a sample based on the information contained in the condition solely. In particular, we experiment with the two challenging tasks of diverse human motion generation and diverse image captioning, for which our results suggest that unifying latent variable sampling and conditioning not only yields samples of higher quality, but also helps the model to avoid the posterior collapse, a known problem of VAEs with expressive decoders.
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1 Introduction

Deep generative models offer promising results in generating diverse, realistic samples, such as images, text, motion, and sound, from purely unlabeled data. One example of such successful generative models are variational autoencoders [17] (VAEs), the stochastic variant of autoencoders, which, thanks to strong and expressive decoders, can generate high-quality samples.

VAEs are a family of generative models that utilize neural networks to learn the distribution of the data. To this end, VAEs first learn to generate a latent variable $z$ given the data $x$, i.e., approximate the posterior distribution $q_\phi(z|x)$, where $\phi$ are the parameters of a neural network, the encoder, whose goal is to model the variation of the data. From this latent random variable $z$, VAEs then generate a sample $x$ by learning $p_\theta(x|z)$, where $\theta$ denotes the parameters of another neural network, the decoder, whose goal is to maximize the log likelihood of the data.
Fig. 1. Training and inference for a standard CVAE. (Left) During the training phase, the encoder takes as input the concatenation of the data and the corresponding condition and compresses it into the latent space. The decoder then samples a latent variable from the approximate posterior computed by the encoder, concatenates the latent variable with the conditioning signal, and reconstructs the data. The approximate posterior distribution of all training samples, i.e., for all conditioning signals, is encouraged to match the prior distribution. (Right) During inference, the decoder samples different latent variables from the prior distribution, concatenates them with the condition, and generates samples that all respect the conditioning signal. However, there is no guarantee that the latent variable is sampled from the region of the prior that corresponds to the condition.

These two networks, i.e., the encoder ($q_\phi(z|x)$) and the decoder ($p_\theta(x|z)$), are trained jointly, using a prior over the latent variable. This prior is usually the standard Normal distribution, $\mathcal{N}(0, I)$. Note that VAEs use a variational approximation of the posterior, i.e., $q_\phi(z|x)$, rather than the true posterior. This enables the model to maximize the variational lower bound of the log likelihood with respect to the parameters $\phi$ and $\theta$, given by

$$\log p_\theta(x) \geq \mathbb{E}_{q_\phi(z|x)} \left[ \log p_\theta(x|z) \right] - KL\left(q_\phi(z|x) || p(z) \right),$$

(1)

where the second term encodes the KL divergence between the posterior and the prior distributions. In practice, the posterior distribution is approximated by a Gaussian $\mathcal{N}(\mu, \text{diag}(\sigma^2))$, whose parameters are output by the encoder. Note, $\sigma$ is a vector and we define $\sigma^2$ as a vector whose elements are the squared elements of $\sigma$. To facilitate optimization, the reparameterization trick [17] is used. That is, the latent variable is computed as

$$z = \mu + \sigma \odot \epsilon$$

(2)

where $\epsilon$ is a vector sampled from the standard Normal distribution $\mathcal{N}(0, I)$. As an extension to VAEs, CVAEs use auxiliary information, i.e., the conditioning variable or observation, to generate the data $x$. In the standard setting, both the encoder and the decoder are conditioned on the conditioning variable $c$. That is, the encoder is denoted as $q_\phi(z|x, c)$ and the decoder as $p_\theta(x|z, c)$. Then, the
objective of the model becomes

\[
\log p_\theta(x|c) \geq \mathbb{E}_{q_\phi(z|x,c)} \left[ \log p_\theta(x|z,c) \right] - KL(q_\phi(z|x,c) || p(z|c)). \quad (3)
\]

As illustrated in Fig. 1, in practice, conditioning is typically done by concatenation; the input of the encoder is the concatenation of the data \(x\) and the condition \(c\), i.e., \(q_\phi(z|x,c)\), and that of the decoder the concatenation of the latent variable \(z\) and the condition \(c\), i.e., \(p_\theta(x|z,c)\). Thus, the prior distribution is still \(p(z)\), and the latent variable is sampled independently of the conditioning one. However, given Eq. 3 one should use \(p(z|c)\). This means that it is then left to the decoder to combine the information from the latent and conditioning variables to generate a data sample. We see this as a major limitation when using CVAEs in practice, and, to the best of our knowledge, this problem has never been studied nor addressed in the literature.

In this paper, we introduce an approach to overcome this limitation by explicitly making the sampling of the latent variable depend on the condition. In other words, instead of using \(p(z)\) as prior distribution, we truly use \(p(z|c)\). This not only respects the theory behind the design of CVAEs, but, as we empirically evidence, it leads to generating samples of higher quality, that preserve the context of the conditioning signal. To achieve this, we develop a CVAE architecture that learns a distribution not only of the latent variable but also of the conditioning one. We then use this distribution as a prior over the latent variable, making its sampling explicitly dependent on the condition. As such, we name our method CPP-VAE, for Condition Posterior as Prior.

We empirically show the effectiveness of our approach for problems that are stochastic in nature. In particular, we focus on scenarios where the training dataset is deterministic, i.e., one condition per data sample, and the conditioning signal is strong enough for an expressive decoder to generate a plausible output from it. Thus, the model does not need to see an informative latent variable to generate a sample of high quality. We also show that, by unifying latent variable sampling and conditioning, we can mitigate posterior collapse problem, a known problem of VAEs with expressive decoders. This is mainly due to the fact that the decoder no longer receives two separate sources of information, i.e., the latent variable and the condition, thus, the model is prevented from identifying the latent variable and then ignore it [2].

As a stochastic problem, we evaluate our approach on diverse human motion prediction, that is, forecasting future 3D poses given a sequence of observed ones. In this context, existing methods typically fail to model the stochastic nature of human motion, either because they learn a deterministic mapping from the observations to the output, or because the stochastic latent variables they combine with the observations can be ignored by the model. As an alternative application, we also evaluate our approach on image captioning, i.e., generating diverse and plausible captions describing an image. Our empirical results show that not only does our approach yield a much wider variety of plausible samples than concatenation-based stochastic methods, but it also preserves the semantic information of the condition, such as the type of action performed by the person.
in motion prediction or visual image elements in captioning, without explicitly exploiting this information.

Remark: Relation to the posterior collapse problem. Training conditional generative latent variable models is challenging due to posterior collapse, typically occurring in scenarios when the conditioning signal is strong and the decoder is expressive enough to generate a plausible sample given only the condition. This phenomenon of posterior collapse is even more severe when training on a deterministic dataset, i.e., having one sample per condition. Posterior collapse manifests itself by the KL divergence term becoming zero, which means that, regardless of the input, the approximate posterior distribution is equal to the prior distribution. In other words, there is no semantic connection between the encoder and the decoder, and thus the latent variable drawn from the approximate posterior does not convey any useful information to obtain an input-dependent reconstruction. In this case, the decoder generates samples that approximate the mean of the whole training set, minimizing the reconstruction loss. We found that one of the major reasons behind posterior collapse in the case of conditional VAEs with strong conditioning signals and expressive decoders is rooted in the conventional way of conditioning, i.e., through concatenation of the latent variable and the condition. Concatenation allows the decoder to decouple the latent variable from the deterministic condition, thus allowing the decoder to optimize its reconstruction loss given only the condition.

2 Unifying Sampling Latent Variable and Conditioning

In this section, we introduce our approach as a general framework with a new conditioning scheme for CVAEs that is capable of generating diverse and plausible samples where the latent variables are sampled from an appropriate region of the prior distribution. In essence, our framework consists of two autoencoders, one acting on the conditioning signal and the other on the samples we wish to learn the distribution of. The latent representation of the condition then serves as conditioning variable to generate the desired samples.

As discussed above, we are interested in problems that are stochastic in nature; given one condition, multiple plausible and natural samples are likely. However our training data is insufficiently sampled, in that for any given condition, the dataset contains only a single observed sample, in effect making the data appear deterministic. Moreover, in these cases, the condition provides the core signal to generate a good sample, even in a deterministic model. Therefore, it is highly likely that a CVAE trained for this task learns to ignore the latent variable and rely only on the condition to produce its output (related to the posterior collapse problem in strongly conditioned VAEs [2]). Below, we address this by forcing the sampling of the random latent variable to depend on the conditioning one. By making this dependency explicit, we (1) sample an informative latent variable given the condition, and thus generate a sample of higher quality, and (2) prevent the network from ignoring the latent variable in the presence of a strong condition, thus enabling it to generate diverse outputs.
Fig. 2. Illustration of a CVAE architecture and a CPP-VAE architecture. (Top) On the left, there is the architecture of a standard CVAE where the representation of the conditioning signal is concatenated to the input of the CVAE encoder and decoder. On the right, there is the illustration of the reparameterization trick to sample a latent variable from the approximate posterior. Note the approximate posterior is normally distributed. (Bottom) On the left, there is the architecture of a CPP-VAE where the model not only learns the distribution of the data, but also that of the conditioning signal. The posterior distribution of the condition then acts as the prior to the data posterior. On the right, there is the illustration of our extended reparameterization trick to sample a latent variable from the new approximate posterior. As shown, the latent variable \( z \) is sampled given the condition, i.e., \( z_c \). Note the approximate posterior is not normally distributed anymore.

Note that conditioning the VAE encoder via standard strategies, e.g., concatenation, is perfectly fine, since the two inputs to the encoder are deterministic and useful to compress the sample into the latent space. However, conditioning the VAE decoder requires special care that we focus on below.

2.1 Stochastically Conditioning the Decoder

We propose to make the sampling of the latent variable from the prior/posterior distribution explicitly depend on the condition instead of treating these two variables as independent. To this end, we first learn the distribution of the condition via a simple VAE, which we refer to as CS-VAE because this VAE acts on the conditioning signal. The goal of CS-VAE is to reconstruct the condition given its latent representation. We take the prior of CS-VAE as a standard Normal distribution \( \mathcal{N}(0,I) \). Following [17], this allows us to approximate the CS-VAE posterior with another sample from a Normal distribution \( \epsilon \sim \mathcal{N}(0,I) \). That is,
we write

$$z_c = \mu_c + \sigma_c \odot \epsilon,$$

(4)

where $\mu_c$ and $\sigma_c$ are the parameters of the posterior distribution generated by the VAE encoder.

Following the same strategy for the VAE on the data, called CPP-VAE, translates to treating the conditioning and the data latent variables independently, which we want to avoid. Therefore, as illustrated in Fig. 2 (Right), we instead define the CPP-VAE posterior as not directly normally distributed, but conditioned on the posterior of CS-VAE. To this end, we extend the standard reparameterization as

$$z = \mu + \sigma \odot z_c = \mu + \sigma \odot (\mu_c + \sigma_c \odot \epsilon) = (\mu + \sigma \odot \mu_c) + (\sigma \odot \sigma_c) \odot \epsilon,$$

(5)

where $z_c$ comes from Eq. 4. In fact, $z_c$ in Eq. 4 is a sample from the scaled and translated version of $\mathcal{N}(0, I)$ given $\mu_c$ and $\sigma_c$, and $z$ in Eq. 5 is a sample from the scaled and translated version of $\mathcal{N}(\mu, \text{diag}(\sigma^2))$ given $\mu$ and $\sigma$. Since we have access to the observations during both training and testing, we always sample $z_c$ from the condition posterior. As $z$ is sampled given $z_c$, one expects the latent variable $z$ to carry information about the strong condition, and thus a sample generated from $z$ to correspond to a plausible sample given the condition. This extended reparameterization trick allows us to avoid conditioning the CPP-VAE decoder by concatenating the latent variable with a deterministic representation of the condition, thus mitigating posterior collapse. However, it changes the variational family of the CPP-VAE posterior. In fact, the posterior is no longer $\mathcal{N}(\mu, \text{diag}(\sigma^2))$, but a Gaussian distribution with mean $\mu + \sigma \odot \mu_c$ and covariance matrix $\text{diag}((\sigma \odot \sigma_c)^2)$. This will be accounted for when designing the KL divergence loss discussed below.

### 2.2 Learning

To learn the parameters of our model, we rely on the availability of a dataset $D = \{X_1, X_2, ..., X_N\}$ containing $N$ training samples $X_i$. Each training sample is a pair of condition and desired sample. For CS-VAE, that learns the distribution of the condition, we define the loss as the KL divergence between its posterior and the standard Gaussian prior, that is,

$$L_{\text{CS-VAE prior}}^{\text{CS-VAE}} = KL\left(\mathcal{N}(\mu_c, \text{diag}(\sigma_c^2)) \parallel \mathcal{N}(0, I)\right) = -\frac{1}{2} \sum_j \left(1 + \log(\sigma_c^2) - \mu_c^2 - \sigma_c^2\right).$$

(6)

By contrast, for CPP-VAE, we define the loss as the KL divergence between the posterior of CPP-VAE and the posterior of the CS-VAE, i.e., of the condition. To
Fig. 3. Inference procedure in a CVAE and a CPP-VAE. (Left) Inference of a CPP-VAE: At inference time, since we have access to the conditioning signal, we can use CS-VAE’s encoder to approximate the posterior of each condition. In order to generate a sample given a condition, the CPP-VAE’s decoder then samples a latent variable from the posterior of its condition (rather than a general prior distribution as in CVAEs) and generate a sample. For instance, $\hat{x}_j$ and $\hat{x}_l$ are conditioned on $C_4$ and their corresponding latent variables are sampled from a very similar region. However, $\hat{x}_k$ is generated by a latent variable sampled from a completely different region, i.e., the region corresponds to the approximate posterior of $C_5$.

this end, we freeze the weights of CS-VAE before computing the KL divergence, since we do not want to move the posterior of the condition but that of the data. The KL divergence is then computed as the divergence between two multivariate Normal distributions, encoded by their mean vectors and covariance matrices, as

$$L_{\text{CPP-VAE \ prior}} = KL \left( N(\mu + \sigma \odot \mu_c, \text{diag}((\sigma \odot \sigma_c)^2)) \, \left\| \, N(\mu_c, \text{diag}(\sigma_c^2)) \right\| \right).$$

(7)

Let $\Sigma = \text{diag}(\sigma^2)$, $\Sigma_c = \text{diag}(\sigma_c^2)$, $d$ be the dimensionality of the latent space and $\text{tr}\{\cdot\}$ the trace of a square matrix, the loss in Eq. (7) can be written as

$$L_{\text{CPP-VAE \ prior}} = - \frac{1}{2} \left[ \log \left| \Sigma \right| - d + \text{tr}\{\Sigma\} + (\mu_c - (\mu + \Sigma \mu_c))^T \Sigma_c^{-1} (\mu_c - (\mu + \Sigma \mu_c)) \right].$$

(8)

After computing the loss in Eq. (8) we unfreeze CS-VAE and update it with its previous gradient. Trying to match the posterior of CPP-VAE to that of CS-VAE allows us to effectively use our extended reparameterization trick in Eq. 5. Furthermore, we use the standard reconstruction loss for both CS-VAE and CPP-VAE, minimizing the negative log-likelihood (NLL) or the mean squared error (MSE) of the condition and the corresponding data, given the task. We refer to the reconstruction losses as $L_{\text{rec}}^{\text{CS-VAE}}$ and $L_{\text{rec}}^{\text{CPP-VAE}}$ for CS-VAE and CPP-VAE. Thus, our complete loss is

$$L = \lambda (L_{\text{prior}}^{\text{CPP-VAE}} + L_{\text{prior}}^{\text{CS-VAE}}) + L_{\text{rec}}^{\text{CS-VAE}} + L_{\text{rec}}^{\text{CPP-VAE}}.$$

(9)

1 See Appendix [B] for more details on the KL divergence between two multivariate Gaussians and the derivation of Eq. [8]
In practice, since our VAE appears within a recurrent model, we weigh the KL divergence terms by a function $\lambda$ corresponding to the KL annealing weight of $[5]$. We start from $\lambda = 0$, forcing the model to encode as much information in $z$ as possible, and gradually increase it to $\lambda = 1$ during training, following a logistic curve. We then continue training with $\lambda = 1$.

In short, our method can be interpreted as a simple yet effective framework (designed for CVAEs) for altering the variational family of the posterior such that (1) a latent variable from this posterior distribution is explicitly sampled given the condition, both during training and inference time, and (2) the model is being prevented from posterior collapse by making sure that there is a positive mismatch between the two distributions in the KL loss of Eq. 8.

3 Experiments

In this paper, we mainly focus on stochastic human motion prediction, where given partial observation, the task is to generate diverse and plausible continuations. Additionally, to show that our CPP-VAE generalizes to other domains, we tackle the problem of stochastic image captioning, where given an image representation, the task is to generate diverse yet related captions.

3.1 Diverse Human Motion Prediction

Dataset. To evaluate the effectiveness of our approach on the task of stochastic human motion prediction, we use the Human3.6M dataset [15], the largest publicly-available motion capture (mocap) dataset. Human3.6M comprises more than 800 long indoor motion sequences performed by 11 subjects, leading to 3.6M frames. Each frame contains a person annotated with 3D joint positions and rotation matrices for all 32 joints. In our experiments, for our approach and the replicated VAE-based baselines, we represent each joint in 4D quaternion space. We follow the standard preprocessing and evaluation settings used in [27,11,29,10]. We also evaluate our approach on a real-world dataset, Penn Action [38], which contains 2326 sequences of 15 different actions, where for each person, 13 joints are annotated in 2D space. The results on Penn Action are provided in Appendix F.

Evaluation Metrics. To quantitatively evaluate our approach and other stochastic motion prediction baselines [35],[31],[2], we report the estimated upper bound on the reconstruction error as ELBO, along with the KL-divergence on the held-out test set. Additionally, we also use quality [2] and diversity [36],[37] metrics (which should be considered together), a context metric, and the training KL at convergence. To measure the diversity of the motions generated by a stochastic model, we make use of the average distance between all pairs of the $K$ motions generated from the same observation. To measure quality, we train a binary classifier to discriminate real (ground-truth) samples from fake (generated) ones. The accuracy of this classifier on the test set is inversely proportional to the quality
Table 1. Comparison of CPP-VAE with the stochastic motion prediction baselines on Human3.6M.

| Method        | ELBO (KL) | Diversity (Sampled) | Quality (Sampled) | Context (Sampled) | Training KL |
|---------------|-----------|---------------------|-------------------|-------------------|-------------|
| MT-VAE [35]  | 0.51 (0.06) | 0.26                | 0.45              | 0.42              | 0.08        |
| Pose-Knows [33] | 2.08 (N/A)  | 1.70                | 0.13              | 0.08              | N/A         |
| HP-GAN [4]   | 0.61 (N/A)  | 0.48                | 0.47              | 0.35              | N/A         |
| Mix-and-Match [2] | 0.55 (2.03) | 3.52                | 0.42              | 0.37              | 1.98        |
| CPP-VAE      | 0.41 (8.07) | 3.12                | 0.48              | 0.54              | 6.93        |

of the generated motions. Context is measured by the performance of a good action classifier [22] trained on ground-truth motions. The classifier is then tested on each of the $K$ motions generated from each observation. For $N$ observations and $K$ continuations per observation, the accuracy is measured by computing the argmax over each prediction’s probability vector, and we report context as the mean class accuracy on the $K \times N$ motions. For all metrics, we use $K = 50$ motions per test observation. We also provide qualitative results in Appendix L.

For all experiments related to motion prediction, we use 16 frames (i.e., 640ms) as observation to generate the next 60 frames (i.e., 2.4sec).

Evaluating Stochasticity. In Table 1 we compare our approach (with the architecture described in Appendix H) with the state-of-the-art stochastic motion prediction models [35,2,33,4]. Note that one should consider the reported metrics jointly to truly evaluate a stochastic model. For instance, while MT-VAE [35] and HP-GAN [4] generate high-quality motions, they are not diverse. Conversely, while Pose-Knows [33] generates diverse motions, they are of low quality. On the other hand, our approach generates both high quality and diverse motions. This is also the case of Mix-and-Match [2], which, however, preserves much less context. In fact, none of the baseline can effectively convey the context of the observation to the generated motions properly. As shown in Table 2, the upper bound for the context on Human3.6M is 0.60 (i.e., the classifier [22] performance given the ground-truth motions). Our approach yields a context of 0.54 when given only about 20% of the data. Altogether, our approach yields diverse, high-quality and context-preserving predictions. This is further evidenced by the t-SNE [25] plots of Fig. 5 where different samples of various actions are better separated for our approach than for, e.g., MT-VAE [35]. We refer the reader to the human motion prediction related work section in Appendix C for a brief overview of the baselines. We also encourage reading Appendix D for further discussion of the aforementioned baselines and a deeper insight of their behavior under different evaluation metrics.

Evaluating Sampling Quality. To further evaluate the sampling quality, we evaluate stochastic baselines using the standard mean angle error (MAE) metric in Euler space. To this end, we use the best of the $K = 50$ generated motions for
Fig. 4. Qualitative evaluation of the diversity in human motion. The first row illustrates the ground-truth motion. The first six poses of each row depict the observation (the condition) and the rest are sampled from our model. Each row is a randomly sampled motion (not cherry picked). As can be seen, all sampled motions are natural, with a smooth transition from the observed to the generated ones. The diversity increases as we increase the sequence length.

each observation (aka S-MSE [35]). A model that generates more diverse motions has more chances of generating a motion close to the ground-truth one. As shown in Table 3 this is the case with our approach and Mix-and-Match [2], which both yield higher diversity. However, our approach performs better thanks to its context-preserving latent representation and its higher quality of the generated motions.

In Table 4 we compare our approach with the state-of-the-art deterministic motion prediction models [27,16,12,9,11] using the MAE metric in Euler space. To have a fair comparison, we generate one motion per observation by setting the latent variable to the distribution mode, i.e., \( z = \mu_c \). This allows us to generate a plausible motion without having access to the ground-truth. To compare against the deterministic baselines, we follow the standard setting, and thus use 50 frames (i.e., 2sec) as observation to generate the next 25 frames (i.e., 1sec). Surprisingly, despite having a very simple motion decoder architecture (one-layer GRU network) with a very simple reconstruction loss function (MSE), this motion-from-mode strategy yields results that are competitive with those of the baselines that use sophisticated architectures and advanced loss functions. We argue that learning a good, context-preserving latent representation of human motion is the contributing factor to the success of our approach. This, however, could be used in conjunction with sophisticated motion decoders and reconstruction losses, which we leave for future research.
Fig. 5. t-SNE plots of the posterior mean for 3750 test motions. With MT-VAE [35], all classes are mixed, suggesting that the latent variable carries little information about the input. By contrast, our condition-dependent sampling allows CPP-VAE to better preserve context. Note that some actions, such as discussion and directions, are very hard to identify and are thus spread over other actions. Others, such as walking, walking with dog, and walking together or sitting and sitting down overlap due to their similarity.

Table 2. Comparison of the generated motions with the ground-truth future motion in terms of context. The gap between the performance of the state-of-the-art pose-based action classifier [22] with and without true future motions is 0.22. Using our predictions, this gap decreases to 0.06, showing that our predictions reflect the class label.

| Setting                                    | Obs.         | Future Motion | Context |
|--------------------------------------------|--------------|---------------|---------|
| Lower bound                                | GT           | Zero velocity | 0.38    |
| Upper bound (GT poses as future motion)    | GT           | GT            | 0.60    |
| Ours (sampled motions as future motion)    | GT Sampled from CPP-VAE | 0.54          |

In Appendix [E] we study alternative designs to condition the VAE encoder and decoder.

### 3.2 Diverse Image Captioning

For the task of conditional text generation, we focus on stochastic image captioning. To demonstrate the effectiveness of our approach, we report results on the MSCOCO [23] captioning task with the original train/test splits of 83K and 41K images, respectively. The MSCOCO dataset has five captions per image. However, we make it deterministic by removing four captions per image, yielding a Deterministic-MSCOCO captioning dataset. Note that the goal of this experiment is not to advance the state of the art in image captioning, but rather to explore the effectiveness of our approach on a different task, where we have strong conditioning signal and an expressive decoder in the presence of a deterministic dataset.

A brief review of the recent work on diverse text generation is given in Appendix [J].
Table 3. Comparison with the state-of-the-art stochastic motion prediction models for 4 actions of Human3.6M (all methods use the best of $K = 50$ sampled motions).

| Method               | Walking | Eating |
|----------------------|---------|--------|
|                     | 80 160 320 400 560 1000 | 80 160 320 400 560 1000 |
| MT-VAE [35]          | 0.73 0.79 0.90 0.93 0.95 1.05 | 0.68 0.74 0.95 1.00 1.03 1.38 |
| HP-GAN [4]           | 0.61 0.62 0.71 0.79 0.83 1.07 | 0.53 0.67 0.79 0.88 0.97 1.12 |
| Pose-Knows [33]      | 0.56 0.66 0.98 1.05 1.28 1.60 | 0.44 0.60 0.71 0.84 1.05 1.54 |
| Mix&Match [2]        | 0.33 0.48 0.56 0.58 0.64 0.68 | 0.23 0.34 0.41 0.50 0.61 0.91 |
| CPP-VAE              | 0.22 0.36 0.47 0.52 0.58 0.69 | 0.19 0.28 0.40 0.51 0.58 0.90 |

Table 4. Comparison with the state-of-the-art deterministic models for 4 actions of Human3.6M.

| Method               | Walking | Eating |
|----------------------|---------|--------|
|                     | 80 160 320 400 560 1000 | 80 160 320 400 560 1000 |
| Zero Velocity        | 0.39 0.86 0.99 1.15 1.35 1.32 | 0.27 0.48 0.73 0.86 1.04 1.38 |
| LSTM-3LR [9]         | 1.18 1.50 1.67 1.76 1.81 2.20 | 1.36 1.79 2.29 2.42 2.49 2.82 |
| SRNN [16]            | 1.08 1.34 1.60 1.80 1.90 2.13 | 1.35 1.71 2.12 2.21 2.28 2.58 |
| DAE-LSTM [10]        | 1.00 1.11 1.39 1.48 1.55 1.39 | 1.31 1.49 1.86 1.89 1.76 2.01 |
| GRU [27]             | 0.28 0.49 0.72 0.81 0.93 1.03 | 0.23 0.39 0.62 0.76 0.95 1.08 |
| AGED [11]            | 0.22 0.36 0.55 0.67 0.78 0.91 | 0.17 0.28 0.51 0.64 0.86 0.93 |
| DCT-GCN [26]         | 0.18 0.31 0.49 0.56 0.65 0.67 | 0.16 0.29 0.50 0.62 0.76 1.12 |
| CPP-VAE (z = $\mu_c$) | 0.20 0.34 0.48 0.53 0.57 0.71 | 0.20 0.26 0.44 0.52 0.61 0.92 |

We compare CPP-VAE (with the architecture described in Appendix I) with a standard CVAE and with its autoregressive, non-variational counterpart. For CPP-VAE is agnostic to the choice of data encoder/decoder architecture. Thus, one could use more sophisticated architectures, which we leave for future research.
ground-truth Captions:
1. A big blue two level bus at a bus stop with people.
2. A blue and white double decker bus parked at a bus stop.
3. A blue bus s parked on a curb where people are standing.
4. A blue double decker bus parked on the side of a road.
5. A bus pulls up to a station where people wait.

Caption from Autoregressive:
a blue bus is parked on the side of the road.

Caption from Conditional VAE:
a bus is parked on the side of the road.

Captions from CPP-VAE’s sampling:
1. a large bus is going down the street next to a huge crowd of people.
2. a double decker bus is driving down the street.
3. a blue and white bus on a street next to a building.
4. a bus is driving down the street with a car on the opposite side of the road.
5. a bus is driving down the street with a group of people on the side of it.
6. a street with a lot of people on it and a street sign on it.
7. a group of people standing on a street near a bus.
8. a street sign on a pole with a bus in the background.
9. a bus is parked on the side of the street.

Caption from CPP-VAE’s mode:
a double decker bus is driving down the street in pursuit of passengers.

Table 5. Quantitative evaluation of stochastic image captioning on the MSCOCO Captioning dataset.

| Model          | ELBO (KL)  | Perplexity | Quality | Diversity | Context | Training KL |
|----------------|------------|------------|---------|-----------|---------|-------------|
|                | (Reconstructed) | (Reconstructed) | (Sampled) | (Sampled) | (Sampled) | (Reconstructed) |
| Autoregressive | 3.01 (N/A)  | 20.29      | 0.40    | N/A       | 0.46    | N/A         |
| Conditional VAE | 2.86 (0.00) | 17.46      | 0.39    | 0.00      | 0.44    | 0.00        |
| CPP-VAE        | 0.21 (3.28) | 1.23       | 0.40    | 0.53      | 0.43    | 3.11        |

quantitative evaluation, we report the ELBO (the negative log-likelihood), along with the KL-divergence and the Perplexity of the reconstructed captions on the held-out test set. We also quantitatively measure the diversity, the quality, and the context of sampled captions. To measure the context, we rely on the BLEU1 score, making sure that the sampled captions represent elements that appear in the image. For CVAE and CPP-VAE, we compute the average BLEU1 score for $K = 50$ captions sampled per image and report the mean over the images. To measure the diversity, we measure the BLEU4 score between every pair of $K = 50$ sampled captions per image. The smaller the BLEU4 is, the more diverse the captions are. The diversity metric is then $1$-BLEU4, i.e., the higher
the better. To measure the quality, we use a metric similar to that in our human motion prediction experiments, obtained by training a binary classifier to discriminate real (ground-truth) captions from fake (generated) ones. The accuracy of this classifier on the test set is inversely proportional to the quality of the generated captions. We expect a good stochastic model to have high quality and high diversity at the same time, while capturing the context of the given image. We provide qualitative examples for all the methods in Appendix M. As shown in Table 5, a CVAE learns to ignore the latent variable as it can minimize the caption reconstruction loss given solely the image representation. By doing so, all the generated captions at test time are identical, despite sampling multiple latent variables. This can be further seen in the ELBO and Perplexity of the reconstructed captions. We expect a model that gets as input the captions and the image to have a much lower reconstruction loss compared to the autoregressive baseline (which gets only the image as input). However, this is not the case with CVAE, indicating that the connection between the encoder and the decoder, i.e., the latent variable, does not carry essential information about the input caption. However, the quality of the generated sample is reasonably good. This is also illustrated in the qualitative evaluations in Appendix M. CPP-VAE, on the other hand, is able to effectively handle this situation by unifying the sampling of the latent variable and the conditioning, leading to diverse but high quality captions, as reflected by the ELBO of our approach in Table 5 and the qualitative results in Appendix M. Additional quantitative evaluations and ablation studies for image captioning are provided in Appendix K.

4 Conclusion

In this paper, we have studied the problem of conditionally generating diverse sequences with a focus on scenarios where the conditioning signal is strong enough such that an expressive decoder can generate plausible samples from it only. In standard CVAEs, the sampling of latent variables is completely independent of the conditioning signal. However, these two variables should be tied together such that the latent variable is sampled given the condition. We have addressed this problem by forcing the sampling of the latent variable to depend on the conditioning one. By making this dependency explicit, the model receives a latent variable that carries information about the condition during both training and the test time. This further prevents the network from ignoring the latent variable in the presence of a strong condition, thus enabling it to generate diverse outputs. To demonstrate the effectiveness of our approach, we have investigated two application domains: Stochastic human motion prediction and diverse image captioning. In both cases, our CPP-VAE model was able to generate diverse and plausible samples, as well as to retain contextual information, leading to semantically-meaningful predictions. In the future, we will apply our approach to other problems that rely on strong conditions, such as image inpainting and super-resolution, for which only deterministic datasets are available.
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A Detailed Technical Background on Evidence Lower Bound

To solve the maximum likelihood problem, we would like to have \( p_\theta(x|z) \) and \( p_\theta(z) \). Using Variational Inference, we aim to approximate the true posterior \( p_\theta(z|x) \) with another distribution \( q_\phi(z|x) \). This distribution is computed via another neural network parameterized by \( \phi \) (called variational parameters), such that \( q_\phi(z|x) \approx p_\theta(z|x) \). Using such an approximation, Variational Autoencoders [17], or VAEs in short, are able to optimize the marginal likelihood in a tractable way. The optimization objective of the VAEs is a variational lower bound, also known as evidence lower bound, or ELBO in short. Recall that variational inference aims to find an approximation of the posterior that represents the true one. One way to do this is to minimize the divergence between the approximate and the true posterior using Kullback-Leibler divergence, or KL divergence in short. That is,

\[
D_{KL}[q_\phi(z|x)||p_\theta(z|x)] = \sum_{z \sim q_\phi(z|x)} q_\phi(z|x) \log \frac{q_\phi(z|x)}{p_\theta(z|x)} \quad (10)
\]

This can be seen as an expectation,

\[
D_{KL}[q_\phi(z|x)||p_\theta(z|x)] = \mathbb{E}_{z \sim q_\phi(z|x)} \left[ \log \frac{q_\phi(z|x)}{p_\theta(z|x)} \right] \\
= \mathbb{E}_{z \sim q_\phi(z|x)} \left[ \log q_\phi(z|x) - \log p_\theta(z|x) \right] \quad (11)
\]

The second term above, i.e., the true posterior, can according to Bayes' theorem, be written as \( p_\theta(z|x) = \frac{p(x|z)p(z)}{p_\theta(x)} \). The data distribution \( p_\theta(x) \) is independent of the latent variable \( z \), and can thus be pulled out of the expectation term,

\[
D_{KL}[q_\phi(z|x)||p_\theta(z|x)] = \mathbb{E}_{z \sim q_\phi(z|x)} \left[ \log q_\phi(z|x) - \log p_\theta(x|z) - \log p(z) \right] + \log p_\theta(x) \quad (12)
\]

By shifting the \( \log p_\theta(x) \) term to the right hand side of the above equation, we can write,

\[
D_{KL}[q_\phi(z|x)||p_\theta(z|x)] - \log p_\theta(x) = \mathbb{E}_{z \sim q_\phi(z|x)} \left[ \log q_\phi(z|x) - \log p_\theta(x|z) - \log p(z) \right] \quad (13)
\]

\[
\log p_\theta(x) - D_{KL}[q_\phi(z|x)||p_\theta(z|x)] = \mathbb{E}_{z \sim q_\phi(z|x)} \left[ \log p_\theta(x|z) \right] - \left( \log q_\phi(z|x) - \log p(z) \right) \\
= \mathbb{E}_{z \sim q_\phi(z|x)} \left[ \log p_\theta(x|z) \right] - \mathbb{E}_{z \sim q_\phi(z|x)} \left[ \log q_\phi(z|x) - \log p(z) \right]
\]
The second expectation term in the above equation is, by definition, the KL divergence between the approximate posterior $q_\phi(z|x)$ and the prior $p(z)$ distributions. Thus, this can be written as

$$\log p_\theta(x) - D_{KL} [q_\phi(z|x) || p_\theta(z|x)] = \mathbb{E}_{z \sim q_\phi(z|x)} \left[ \log p_\theta(x|z) \right] - D_{KL} [q_\phi(z|x) || p(z)]$$

(14)

In the above equation, $\log p_\theta(x)$ is the log-likelihood of the data which we would like to optimize. $D_{KL} [q_\phi(z|x) || p_\theta(z|x)]$ is the KL divergence between the approximate and the true posterior distributions, and while not computable, from definition we know that it is non-negative. $\mathbb{E}_{z \sim q_\phi(z|x)} \left[ \log p_\theta(x|z) \right]$ is the reconstruction loss, and $D_{KL} [q_\phi(z|x) || p(z)]$ is the KL divergence between the approximate posterior distribution and a prior over the latent variable. The last term can be seen as a regularizer of the latent representation. Therefore, the intractability and non-negativity of $D_{KL} [q_\phi(z|x) || p_\theta(z|x)]$ only allows us to optimize the lower bound of the log-likelihood of the data,

$$\log p_\theta(x) \geq \mathbb{E}_{z \sim q_\phi(z|x)} \left[ \log p_\theta(x|z) \right] - D_{KL} [q_\phi(z|x) || p(z)]$$

(15)

which we call variational or evidence lower bound (ELBO).

B  **KL Divergence Between Two Gaussian Distributions**

In our approach, the model encourages the posterior of CPP-VAE to be close to the one of the CS-VAE. In general, the KL divergence between two distributions $P_1$ and $P_2$ is defined as

$$D_{KL}(P_1||P_2) = \mathbb{E}_{P_1} \left[ \log \frac{P_1}{P_2} \right]$$

(16)

In a general case, one can have a multivariate Gaussian distribution $\mathcal{N}(\mu, \Sigma)$ in $\mathbb{R}^d$ where $\Sigma = \text{diag}(\sigma^2)$ where $\sigma$ and $\mu$ are predicted by the encoder network of the VAE. The density function of such a distribution is

$$p(x) = \frac{1}{(2\pi)^{d/2} \det(\Sigma)^{1/2}} \exp \left( -\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu) \right)$$

(17)
Thus, the KL divergence between two multivariate Gaussians is computed as

\[
D_{KL}(P_1||P_2) = \frac{1}{2} \mathbb{E}_{P_1} \left[ - \log \det \Sigma_1 - (x - \mu_1)^T \Sigma_1^{-1} (x - \mu_1) + \log \det \Sigma_2 + (x - \mu_2)^T \Sigma_2^{-1} (x - \mu_2) \right]
\]

\[
= \frac{1}{2} \log \frac{\det \Sigma_2}{\det \Sigma_1} + \frac{1}{2} \mathbb{E}_{P_1} \left[ - (x - \mu_1)^T \Sigma_1^{-1} (x - \mu_1) + (x - \mu_2)^T \Sigma_2^{-1} (x - \mu_2) \right]
\]

\[
= \frac{1}{2} \log \frac{\det \Sigma_2}{\det \Sigma_1} + \frac{1}{2} \mathbb{E}_{P_1} \left[ - \text{tr}\{ \Sigma_1^{-1} (x - \mu_1)(x - \mu_1)^T \} + \text{tr}\{ \Sigma_2^{-1} (x - \mu_2)(x - \mu_2)^T \} \right]
\]

\[
= \frac{1}{2} \log \frac{\det \Sigma_2}{\det \Sigma_1} + \frac{1}{2} \mathbb{E}_{P_1} \left[ - \text{tr}\{ \Sigma_1^{-1} \Sigma_1 \} + \text{tr}\{ \Sigma_2^{-1} (x x^T - 2 x \mu_2^T + \mu_2 \mu_2^T) \} \right]
\]

\[
= \frac{1}{2} \log \frac{\det \Sigma_2}{\det \Sigma_1} + \frac{1}{2} \mathbb{E}_{P_1} \left[ \text{tr}\{ \Sigma_2^{-1} \Sigma_1 \} + \text{tr}\{ \Sigma_2^{-1} (2 \mu_2 \mu_2^T - 2 \mu_2 \mu_1^T - 2 \mu_1 \mu_2^T + \mu_1 \mu_1^T) \} \right]
\]

\[
= \frac{1}{2} \mathbb{E}_{P_1} \left[ \text{tr}\{ \Sigma_2^{-1} \Sigma_1 \} + \text{tr}\{ (\mu_2 - \mu_1)^T \Sigma_2^{-1} (\mu_2 - \mu_1) \} \right].
\]

(18)

where \( \text{tr}\{\cdot\} \) is the trace operation. In Eq. (18) the covariance matrix \( \Sigma_1 \) and mean \( \mu_1 \) corresponds to distribution \( P_1 \) and covariance matrix \( \Sigma_2 \) and mean \( \mu_2 \) corresponds to distribution \( P_2 \).

\[
\mathcal{L}_{KL} = \frac{1}{2} \left[ \log \frac{\det \Sigma_2}{\det \Sigma_1} + \text{tr}\{ \Sigma_2^{-1} \Sigma_1 \} + \text{tr}\{ (\mu_2 - \mu_1)^T \Sigma_2^{-1} (\mu_2 - \mu_1) \} \right].
\]

(19)

Given Eq. (19) we can then compute the KL divergence of the CPP-VAE and the posterior distribution with mean \( \mu + \sigma \odot \mu_c \) and covariance matrix \( \text{diag}((\sigma \odot \sigma_c)^2) \). Let \( \Sigma = \text{diag}(\sigma^2) \), \( \Sigma_c = \text{diag}(\sigma_c^2) \), \( d \) the dimensionality of the latent space, and \( \text{tr}\{\cdot\} \) the trace of a square matrix. The loss in Eq. (7) can then be written as

\[
\mathcal{L}_{prior}^{\text{CPP-VAE}} = \frac{1}{2} \left[ \log \frac{\det \Sigma_c}{\det \Sigma} - d + \text{tr}\{ \Sigma_c^{-1} \Sigma \} + (\mu_c - (\mu + \Sigma \mu_c))^T \Sigma_c^{-1} (\mu_c - (\mu + \Sigma \mu_c)) \right].
\]

(20)

Since \( \Sigma_c^{-1} \Sigma_c = I \), \( |\Sigma_c| \) will be cancelled out in the log term, which yields

\[
\mathcal{L}_{prior}^{\text{CPP-VAE}} = -\frac{1}{2} \left[ \log \frac{1}{|\Sigma|} - d + \text{tr}\{ \Sigma \} + (\mu_c - (\mu + \Sigma \mu_c))^T \Sigma_c^{-1} (\mu_c - (\mu + \Sigma \mu_c)) \right].
\]

(21)

\(^3\) See Appendix B for more details on the KL divergence between two multivariate Gaussians.
C Stochastic Human Motion Prediction Related Work

Most motion prediction methods are based on deterministic models \cite{29,28,11,16,27,12,9,10}, casting motion prediction as a regression task where only one outcome is possible given the observation. While this may produce accurate predictions, it fails to reflect the stochastic nature of human motion, where multiple futures can be highly likely for a single given series of observations. Modeling stochasticity is the topic of this paper, and we therefore focus the discussion below on the other methods that have attempted to do so.

The general trend to incorporate variations in the predicted motions consists of combining information about the observed pose sequence with a random vector. In this context, two types of approaches have been studied: The techniques that directly incorporate the random vector into the RNN decoder and those that make use of an additional CVAE. In the first class of methods, \cite{24} samples a random vector $z_t \sim \mathcal{N}(0, I)$ at each time step and adds it to the pose input of the RNN decoder. By relying on different random vectors at each time step, however, this strategy is prone to generating discontinuous motions. To overcome this, \cite{20} makes use of a single random vector to generate the entire sequence. This vector is both employed to alter the initialization of the decoder and concatenated with a pose embedding at each iteration of the RNN. By relying on concatenation, these two methods contain parameters that are specific to the random vector, and thus give the model the flexibility to ignore this information. In \cite{4}, instead of using concatenation, the random vector is added to the hidden state produced by the RNN encoder. While addition prevents having parameters that are specific to the random vector, this vector is first transformed by multiplication with a learnable parameter matrix, and thus can again be zeroed out so as to remove the source of diversity, as observed in our experiments. The second category of stochastic methods introduce an additional CVAE between the RNN encoder and decoder. This allows them to learn a more meaningful transformation of the noise, combined with the conditioning variables, before passing the resulting information to the RNN decoder. In this context, \cite{33} proposes to directly use the pose as conditioning variable. As will be shown in our experiments, while this approach is able to maintain some degree of diversity, albeit less than ours, it yields motions of lower quality because of its use of independent random vectors at each time step. Instead of perturbing the pose, the recent work \cite{35} uses the RNN decoder hidden state as conditioning variable in the CVAE, concatenating it with the random vector. While this approach generates high-quality motions, it suffers from the fact that the CVAE decoder gives the model the flexibility to ignore the random vector, which therefore yields low-diversity outputs. Similar to \cite{35} Mix-and-Match \cite{2} perturbs the hidden states, but replaces the deterministic concatenation operation with a stochastic perturbation of the hidden state with the noise. Through such a perturbation, the decoder is not able decouple the noise and the condition, the phenomenon that happens in concatenation \cite{35}. However, since the perturbation is not learned and is a non-parametric operation, the quality of generated motion is comparably low.
Generating diverse plausible motions given limited observations has many applications, especially when the motions are generated in an action-agnostic manner, as done in our work. For instance, our model can be used for human action forecasting [30,31], where one seeks to anticipate the action as early as possible, where one modality utilized is human motion/poses.

D Further Discussion on the Performance of Stochastic Baselines

The MT-VAE model [35] tends to ignore the random variable $z$, thus ignoring the root of variation. As a consequence, it achieves a low diversity, much lower than ours, but produces samples of high quality, albeit almost identical (see the qualitative comparison of different baselines in the appendix). To further confirm that the MT-VAE ignores the latent variable, we performed an additional experiment where, at test time, we sampled each element of the random vector independently from $\mathcal{N}(50, 50)$ instead of from the prior $\mathcal{N}(0, I)$. This led to neither loss of quality nor increase of diversity of the generated motions. Experiments on HP-GAN model [4] evidences the limited diversity of the sampled motions despite its use of random noise during inference. Note that the authors of [4] mentioned in their paper that the random noise was added to the hidden state. Only by studying their publicly available code did we understand the precise way this combination was done. In fact, the addition relies on a parameteric, linear transformation of the noise vector. That is, the perturbed hidden state is obtained as

$$h_{\text{perturbed}} = h_{\text{original}} + W^{z\rightarrow h} z. \quad (22)$$

Because the parameters $W^{z\rightarrow h}$ are learned, the model has the flexibility to ignore $z$, which leads to the low diversity of sampled motions. Note that the authors of [4] acknowledged that, despite their best efforts, they noticed very little variation between predictions obtained with different $z$ values. Since the perturbation is ignored, however, the quality of the generated motions is high. The other baseline, Pose-Knows [33], produces motions with higher diversity than the aforementioned two baselines, but of much lower quality. The main reason behind this is that the random vectors that are concatenated to the poses at each time-step are sampled independently of each other, which translates to discontinuities in the generated motions. This problem might be mitigated by sampling the noise in a time-dependent, autoregressive manner, as in [19] for video generation. Doing so, however, goes beyond the scope of our analysis. The Mix-and-Match approach [2] yields sampled motions with higher diversity and reasonable quality. The architecture of Mix-and-Match is very close to that of MT-VAE, but replaces the deterministic concatenation operation with a stochastic perturbation of the hidden state with the noise. Through such a perturbation, the decoder is not able decouple the noise and the condition, the phenomenon

\[^{4}\text{https://github.com/ebarsoum/hpgan}\]
that happens in concatenation. However, since the perturbation is not learned and is a non-parametric operation, the quality of the generated motion is lower than ours and of other baselines (except for Pose-Knows). We see Mix-and-Match perturbation as a workaround to the posterior collapse problem while sacrificing the quality and the context in the sampled motions. We also provide a more complete related work on diverse human motion prediction in Appendix C.

E Ablation Study on Different Means of Conditioning

In addition to the experiments in the main paper, we also study various designs to condition the VAE encoder and decoder. As discussed before, conditioning the VAE encoder can be safely done via concatenating two deterministic sources of information, i.e., the representations of the past and the future, since both sources are useful to compress the future motion into the latent space. In Table 6, we use both a deterministic representation of the observation, $h_t$, and a stochastic one, $z_c$, as a conditioning variable for the encoder. Similarly, we compare the use of either of these variables via concatenation with that of our modified reparameterization trick (Eq. 5). This shows that, to condition the decoder, reparameterization is highly effective at addressing posterior collapse. Furthermore, for the encoder, a deterministic condition works better than a stochastic one. When both the encoder and decoder are conditioned via deterministic conditioning variables, i.e., row 2 in Table 6, the model learns to ignore the latent variable and rely solely on the condition, as evidenced by the KL term tending to zero.

Table 6. Evaluation of various architecture designs for a CVAE. A smaller KL value, indicating posterior collapse, leads to less diversity.

| Encoder Conditioning | Decoder Conditioning | CPP-VAE’s Training KL |
|----------------------|----------------------|-----------------------|
| Concatenation ($z_c$) | Reparameterization ($z_c$) | 6.92 |
| Concatenation ($h_t$) | Concatenation ($h_t$) | 0.04 |
| Concatenation ($z_c$) | Concatenation ($z_c$) | 0.61 |
| Concatenation ($h_t$) | Reparameterization ($z_c$) | 8.07 |

F Experimental Results on Penn Action Dataset

As a complementary experiment, we evaluate our approach on the Penn Action dataset, which contains 2326 sequences of 15 different actions, where for each person, 13 joints are annotated in 2D space. Most sequences have less than 50 frames and the task is to generate the next 35 frames given the first 15. Results are provided in Table 7. Note that the upper bound for the Context metric is 0.74, i.e., the classification performance given the Penn Action ground-truth motions.
### Table 7
Quantitative evaluation on the Penn Action dataset. Note, the diversity of 1.21 is reasonably high for normalized 2D joint positions, i.e., values between 0 and 1, normalized with the width and the height of the image.

| Method                        | ELBO (KL) (Reconstructed) | Diversity Quality (Sampled) | Context Training (Sampled) | KL (Sampled) |
|-------------------------------|---------------------------|----------------------------|---------------------------|--------------|
| CPP-VAE                      | 0.034 (6.07)              | 1.21                       | 0.46                      | 0.70         |
| Autoregressive Counterpart   | 0.048 (N/A)               | 0.00                       | 0.46                      | 0.51         |

### G Pseudo-code for CPP-VAE

Here, we provide the forward pass pseudo-codes for both CS-VAE and CPP-VAE.

**Algorithm 1** A forward pass of CS-VAE

```plaintext
1: procedure CS-VAE(condition)  // Human motion up to time t or the source text
2:    h_t = EncodeCondition(x_t)  // Observed motion/source text encoder
3:    µ_c, σ_c = CS-VAE.Encode(h_t)
4:    Sample ϵ ∼ N(0, I)  // Sample from standard Gaussian
5:    z_c = µ_c + σ_c ⊙ ϵ  // Reparameterization
6:    ˆh_t = CS-VAE.Decode(z_c)
7:    ˆx_t = DecodeCondition(ˆh_t, seed)  // CPP-VAE encoder and decoder respectively
8:    return ˆx_t, µ_c, σ_c, h_t, z_c
```

**Algorithm 2** A forward pass of CPP-VAE

```plaintext
1: procedure CPP-VAE(x_T, z_c, h_t)  // Human motion from t to T or the target text
2:    if isTraining then
3:        h_T = EncodeData(x_T)  // Future motion/target sentence encoder
4:        h_{Tt} = Concatenate(h_T, h_t)
5:        µ, σ = CPP-VAE.Encode(h_{Tt})  // Our extended reparameterization
6:        z = µ + σ ⊙ z_c
7:    else
8:        z = z_c
9:        ˆh_T = CPP-VAE.Decode(z)
10:       ˆx_T = DecodeData(ˆh_T, seed)
11:       return ˆx_T, µ, σ
```
H Stochastic Human Motion Prediction Architecture

Our motion prediction model follows the architecture depicted in Fig. 2(a). Below, we describe the architecture of each component in our model. Note that human poses, consisting of 32 joints in case of the Human3.6M dataset, are represented in 4D quaternion space. Thus, each pose at each time-step is represented with a vector of size $1 \times 128$. All the tensor sizes described below ignores the mini-batch dimension for simplicity.

**Observed motion encoder**, or the CS-VAE’s motion encoder, is a single layer GRU [7] network with 1024 hidden units. If the observation sequence has the length $T_{obs}$, the observed motion encoder maps $T_{obs} \times 128$ into a single hidden representation of size $1 \times 1024$, i.e., the hidden state of the last time-step. This hidden state, $h_t$, acts as the condition to the CPP-VAE’s encoder and the direct input to the CS-VAE’s encoder.

**CS-VAE**, similar to any variational autoencoder, has an encoder and decoder. The CS-VAE’s encoder is a fully-connected network with ReLU non-linearities, mapping the hidden state of the motion encoder, i.e., $h_t$, to an embedding of size $1 \times 512$. Then, to generate the mean and standard deviation vectors, two fully connected branches are considered. These map the embedding of size $1 \times 512$ to a vector of means of size $1 \times 128$ and a vector of standard deviation of size $1 \times 128$, where 128 is the length of the latent variable. Note that we apply a ReLU non-linearity to the vector of standard deviations to make sure it is non-negative. We then use the reparameterization trick [17] to sample a latent variable of size $1 \times 128$. The CS-VAE’s decoder consists of multiple fully-connected layers, mapping the latent variable to a variable of size $1 \times 1024$, acting as the initial hidden state of the observed motion decoder. Note that, we apply a Tanh non-linearity to the generated hidden state to mimic the properties of a GRU hidden state.

**Observed motion decoder**, or the CS-VAE’s motion decoder, is similar to its motion encoder, except for the fact that it reconstructs the motion autoregressively. Additionally, it is initialized with the reconstructed hidden state, i.e., the output of CS-VAE’s decoder. The output of each GRU cell at each time-step is then fed to a fully-connected layer, mapping the GRU output to a vector of size $1 \times 128$ which represents a human pose with 32 joints in 4D quaternion space. To decode the motions, we use a teacher forcing technique [34] during training. At each time-step, the network chooses with probability $P_{tf}$ whether to use its own output at the previous time-step or the ground-truth pose as input. We initialize $P_{tf} = 1$, and decrease it linearly at each training epoch such that, after a certain number of epochs, the model becomes completely autoregressive, i.e., uses only its own output as input to the next time-step. Note, at test time, motions are generated completely autoregressively, i.e., with $P_{tf} = 0$.

Note, the future motion encoder and decoder have exactly the same architectures as the observed motion ones. The only difference is their input, where the future motion is represented by poses from $T_{obs}$ to $T_{end}$ in a sequence. In the following, we describe the architecture of CPP-VAE for motion prediction.
CPP-VAE is a conditional variational encoder. Its encoder’s input is a representation of future motion, i.e., the last hidden state of the future motion encoder called \( h_T \), conditioned on \( h_t \). The conditioning is done by concatenation, thus, the input to the encoder is a representation of size \( 1 \times 2048 \). The CPP-VAE’s encoder, similar to CS-VAE’s encoder, maps its input representation to an embedding of size \( 1 \times 512 \). Then, to generate the mean and standard deviation vectors, two fully connected branches are considered, mapping the embedding of size \( 1 \times 512 \) to a vector of means of size \( 1 \times 128 \) and a vector of standard deviations of size \( 1 \times 128 \), where 128 is the length of the latent variable. Note that we apply a ReLU non-linearity to the vector of standard deviations to make sure it is non-negative. To sample the latent variable, we use our extended reparameterization trick, explained in Eq. 5. This unifies the conditioning and sampling of the latent variable. Then, similar to CS-VAE, the latent variable is fed to the CPP-VAE’s decoder, which is a fully connected network that maps the latent representation of size \( 1 \times 128 \) to a reconstructed hidden state of size \( 1 \times 1024 \) for future motion. Note that, we apply a Tanh non-linearity to the generated hidden state to mimic the properties of a GRU hidden state.

I Diverse Image Captioning Architecture

Our diverse image captioning model follows the architecture depicted in Fig. 2 (a). Below, we describe the architecture of each component in our model. Note, all tensor sizes described below ignore the mini-batch dimension for simplicity.

**Image encoder** is, here, ResNet152 [13] pretrained on ImageNet [18]. Given the encoder, the conditioning signal is a \( 1 \times 2048 \) feature representation. Note that, to avoid an undesirable equilibrium in the reconstruction loss of the CS-VAE, we freeze ResNet152 during training.

CS-VAE is a standard variational autoencoder. The encoder of the CS-VAE maps the input representation of size \( 1 \times 2048 \) to an embedded representation of size \( 1 \times 1024 \). Then, to generate the mean and standard deviation vectors, two fully connected branches are considered, mapping the embedding of size \( 1 \times 1024 \) to a vector of means of size \( 1 \times 256 \) and a vector of standard deviations of size \( 1 \times 256 \), where 256 is the length of the latent variable. The decoder of the CS-VAE maps the sampled latent variable of size \( 1 \times 256 \) to a representation of size \( 1 \times 2048 \). The generated representation acts as a reconstructed image representation. During training, we learn the reconstruction by computing the smoothed \( L_1 \) loss between the generated representation and the image feature (of the frozen ResNet152).

**Caption encoder** is a single layer GRU network with the hidden size of 1024. Each word in the caption is represented through a randomly initialized embedding layer that maps each word to a representation of size \( 1 \times 1024 \). The caption encoder gets a caption as input and generates a hidden representation of size \( 1 \times 1024 \).

CPP-VAE is a conditional variational autoencoder. As the input to its encoder, we first concatenate the image representation of size \( 1 \times 2048 \) to the caption rep-
representation of size $1 \times 1024$. The encoder then maps this representation to an embedded representation of size $1 \times 1024$. Then, to generate the mean and standard deviation vectors, two fully connected branches are considered, mapping the embedding of size $1 \times 1024$ to a vector of means of size $1 \times 256$ and a vector of standard deviations of size $1 \times 256$, where 256 is the length of the latent variable. To sample the latent variable, we make use of our extended reparameterization trick, explained in Eq. [5]. This unifies the conditioning and sampling of the latent variable. The CPP-VAE’s decoder then maps this latent representation to a vector of size $1 \times 1024$ through a few fully-connected layers. We then apply a batch normalization [14] on the representation which then acts as the first token to the caption decoder.

The Caption decoder is also a single layer GRU network with a hidden size of 1024. Its first token is the representation generated by the CPP-VAE’s decoder, while the rest of tokens are represented by the words in the corresponding caption. To decode the caption, we use a teacher forcing technique during training. At each time-step, the network chooses with probability $P_{tf}$ whether to use its own output at the previous time-step or the ground-truth token as input. We initialize $P_{tf} = 1$, and decrease it linearly at each training epoch such that, after a certain number of epochs, the model becomes completely autoregressive, i.e., uses only its own output as input to the next time-step. Note, at test time, motions are generated completely autoregressively, i.e., with $P_{tf} = 0$.

J Diverse Text Generation Related Work

There are a number of studies which utilize generative models for language modeling. For instance, [8] uses VAEs and LSTMs in an unconditional language modeling problem where posterior collapse may occur if the VAE is not trained well. To handle the problem of posterior collapse in language modeling, the authors of [8] try to directly match the aggregated posterior to the prior. It is discussed that this can be considered an extension of variational autoencoders with a regularization when maximizing mutual information, addressing the posterior collapse issue. VAEs are also used for language modeling in [21]. It was observed that for language modeling with VAEs it is hard to find a good balance between language modeling and representation learning. To improve the training of VAEs in such scenarios, the authors of [21] first pretrain the inference network in an autoencoder fashion such that the inference network learns a good representation of the data in a deterministic manner. Then, they train the whole VAE while considering a weight for the KL term during training. However, the second step modifies the way VAEs optimize the variational lower bound. The proposed technique also prevents the model from being trained end-to-end.

Unlike these approaches, our method considers the case of conditional sequence (text) generation where the conditioning signal (the image to be captioned in our case) is strong enough such that the caption generator can rely solely on that.
A recent work [6] proposes to separate the diversification from generation when it comes to sequence generation and language modeling. The diversification stage uses a mixture of experts (MoE) to sample different binary masks on the source sequence for diverse content selection. The generation stage uses a standard encoder-decoder model given each selected content from the source sequence. While shown to be effective in generating diverse sequences, it relies heavily on the selection part, where one need to select the information in the source that is more important to generate the target sequence. Thus, the diversity of the generated target sequence depends on the diversity of the selected parts of the source sequence. Similarly, the authors of [32] utilize MoE for the task of diverse machine translation. While this task is considered to be diverse text generation and shown to be highly successful in generating diverse translations of each source sentence, it relies on the availability of the a stochastic dataset, i.e., having access to multiple target sequences for each source sentence during training.

While these approaches are successful in generating diverse sentences given the conditioned sequence, unlike our approach that works with deterministic datasets, they assume having access to a stochastic dataset.

### K Ablation Study on Diverse Image Captioning

In addition to the experiments in the main paper, in Table 8, we also evaluate our approach, as well as the autoregressive baseline and the CVAE, in terms of BLEU score for BLEU1, BLEU2, BLEU3, and BLEU4 of generated captions at test time. For the autoregressive baseline, the model generates one caption per image, thus, it is straightforward to compute the BLEU scores. For the CVAE, we consider the best BLEU score among all $K = 50$ sampled captions according the the best matching ground-truth caption. For our model, we consider the caption from mode, i.e., the one sampled from $z = \mu_c$. Although the caption sampled from CPP-VAE is not chosen based on the best match with the ground-truth caption (similar to CVAE), it shows promising quality in terms of BLEU scores. For the sake of completeness and fairness, we also provide the results with best of $K$ captions for our approach as well.

| Model                                      | BLEU1 | BLEU2 | BLEU3 | BLEU4 |
|--------------------------------------------|-------|-------|-------|-------|
| Autoregressive (deterministic)             | 0.46  | 0.39  | 0.21  | 0.16  |
| Conditional VAE (best of $K$ captions)     | 0.44  | 0.38  | 0.20  | 0.17  |
| CPP-VAE (caption from mode)                | 0.44  | 0.37  | 0.20  | 0.14  |
| CPP-VAE (best of $K$ captions)             | 0.45  | 0.39  | 0.23  | 0.18  |
The results in Table 8 clearly shows the effectiveness of sampling from mode in our approach. In this case, one could simply rely on the mode of the distribution to achieve a reasonably high quality caption.

L Human Motion Prediction Qualitative Results

Here we provide a number of qualitative results on diverse human motion prediction on the Human3.6M dataset. As can be seen in Figures 7 to 12, the motions generated by our approach are diverse and natural, and mostly within the context of the observed motion.

Fig. 7. Qualitative evaluation of the diversity in human motion. The first row illustrates the ground-truth motion. The first six poses of each row depict the observation (the condition) and the rest are sampled from our model. Each row is a randomly sampled motion (not cherry picked). As can be seen, all sampled motions are natural, with a smooth transition from the observed to the generated ones. The diversity increases as we increase the sequence length.

M Diverse Image Captioning Qualitative Results

In this section, we provide a number of qualitative examples of captions generated by our approach. Illustrated in Figures 13 to 19, there are five different ground-truth captions per image. However, as mentioned in the paper, during
training we only utilize one (i.e., training with a deterministic dataset). While captions generated by our approach are diverse, they all describe the image ad-
Fig. 10. Additional qualitative evaluation of the diversity in human motion.

Fig. 11. Additional qualitative evaluation of the diversity in human motion.

equately. Note that it is a feature of our approach to generate a caption from the mode of its distribution, usually achieving a good descriptive caption. This
is also evidenced by the quantitative results in Table 8 where the BLEU scores for the caption from mode is relatively high compared to other baselines. Note that for the conditional VAE, all sampled captions are identical, despite sampling multiple latent variables. Therefore, we provide only one caption for this baseline.
Sampling Good Latent Variables via CPP-VAEs

ground-truth Captions:
1. A big blue two level bus at a bus stop with people.
2. A blue and white double decker bus parked at a bus stop
3. A blue bus s parked on a curb where people are standing.
4. A blue double decker bus parked on the side of a road.
5. A bus pulls up to a station where people wait.

Caption from Autoregressive:
a blue bus is parked on the side of the road.

Caption from Conditional VAE:
a bus is parked on the side of the road.

Captions from CPP-VAE’s sampling:
1. a large bus is going down the street next to a huge crowd of people.
2. a double decker bus is driving down the street.
3. a blue and white bus on a street next to a building.
4. a bus is driving down the street with a car on the opposite side of the road.
5. a bus is driving down the street with a group of people on the side of it.
6. a street with a lot of people on it and a street sign on it.
7. a group of people standing on a street near a bus.
8. a street sign on a pole with a bus in the background.
9. a bus is parked on the side of the street.

Caption from CPP-VAE’s mode:
a double decker bus is driving down the street in pursuit of passengers.

Fig. 13. Qualitative evaluation of the diversity in generated captions. While captions generated by our approach are diverse, they all describe the image properly. The caption from mode also usually achieves a good descriptive caption.

ground-truth Captions:
1. A group of sheep standing in a field.
2. Three sheep in a grassy field with more sheep in the background.
3. A flock of sheep are on a green sloping field.
4. A group of sheep standing in a rocky field of grass.
5. Sheep look towards the camera as the stand in a field.

Caption from Autoregressive:
a group of sheep standing on top of a lush green field.

Caption from Conditional VAE:
a herd of sheep standing on a lush green hillside.

Captions from CPP-VAE’s sampling:
1. a herd of sheep grazing on a lush green hillside.
2. a group of sheep standing around in a field.
3. a herd of sheep standing on top of a grass covered field.
4. a group of sheep are standing in a grassy field.
5. a herd of sheep standing on top of a grass covered hillside.
6. a sheep standing on a hillside with other sheep in the background.
7. a group of sheep grazing in a field.
8. a group of sheep standing on a hill with a view of the grass.
9. a group of sheep standing next to each other.

Caption from CPP-VAE’s mode:
a herd of sheep grazing on a lush green hillside.

Fig. 14. Additional qualitative evaluation of the diversity in generated captions.
Fig. 15. Additional qualitative evaluation of the diversity in generated captions.

---

Fig. 16. Additional qualitative evaluation of the diversity in generated captions.
Sampling Good Latent Variables via CPP-VAEs

ground-truth Captions:
1. A clock and a lamp post on the street with a bridge in the background.
2. A clock sits next to a lamp post on a sidewalk.
3. A street with a lamp post and clock with a bridge behind them.
4. An antique pole clock and street lamp adorn a little cobblestone city plaza near an overpass.
5. A pole with a clock on top standing next to a light pole.

Caption from Autoregressive:
a clock on a pole near a building.

Caption from Conditional VAE:
a clock on the sidewalk near a city street.

Captions from CPP-VAE’s sampling:
1. a clock tower with a clock on it
2. a clock tower with a clock on it’s face.
3. a clock tower with a sky background.
4. a clock on a pole next to a street.
5. a clock on a wall with a plant growing out of it.
6. a clock tower is seen against a blue sky.
7. a clock tower sitting in a garden with a fountain.
8. a clock tower is seen in this picture.
9. a clock tower with a bird on it next to a building.

Caption from CPP-VAE’s mode:
a clock tower is reflected in a clear side of the city.

Fig. 17. Additional qualitative evaluation of the diversity in generated captions.

ground-truth Captions:
1. Some people are sitting at a table and making sandwiches.
2. A group of people sitting around a table with food.
3. A group of people eating together at a table.
4. Group of people sitting down at a table and eating together.
5. A family sits down to a hearty meal.

Caption from Autoregressive:
a group of people sitting around a table eating food.

Caption from Conditional VAE:
a group of people sitting around a table eating.

Captions from CPP-VAE’s sampling:
1. a man is holding a knife and fork over a plate of food.
2. a group of people sitting at a table with food.
3. a man and a woman standing next to each other.
4. a little girl sitting at a table with a plate of food.
5. a group of people sitting around a dinner table.
6. a man and a woman eating a donut and drinking a beverage.
7. a man is holding a plate with a sandwich and a knife.
8. a man and a woman are sitting at a table with a plate of food.
9. a group of people sitting around a table with food and beverages.

Caption from CPP-VAE’s mode:
a group of people sitting around a table eating food.

Fig. 18. Additional qualitative evaluation of the diversity in generated captions.
ground-truth Captions:
1. A woman skiing down a snow covered slope next to two brown dogs.
2. A woman with two dogs skiing cross country.
3. Two yellow dogs are in the snow as a woman is cross country skiing.
4. A woman is cross country skiing along with two dogs in the snow.
5. Two dogs are sitting in the snow with its owner.

Caption from Autoregressive:
a man standing in the snow with his skis.

Caption from Conditional VAE:
a man is walking down a snowy hill with a dog.

Captions from CPP-VAE’s sampling:
1. a woman on a snow board grinds on a snowy hill.
2. a man in a red jacket and hat is skiing down a hill.
3. a group of dog is laying on a snow covered bank.
4. a man in a red jacket and black pants skiing down a hill.
5. a woman on skis in the snow with a dog.
6. a dog with another dog is walking on the snow covered path.
7. a dog is lying down on a snow covered slope.
8. a man is standing in the snow with a snowboard attached to his feet.
9. a dog is walking on the snow with a leash attached to its mouth.

Caption from CPP-VAE’s mode:
a couple of dogs are standing on a snowy hill with a person in the background.

Fig. 19. Additional qualitative evaluation of the diversity in generated captions.