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Abstract

Learning-based model predictive control (MPC) is an approach designed to reduce the computational cost of MPC. In this paper, a constrained deep neural network (DNN) design is proposed to learn MPC policy for nonlinear systems. Using constrained training of neural networks, MPC constraints are enforced effectively. Furthermore, recursive feasibility and robust stability conditions are derived for the learning-based MPC approach. Additionally, probabilistic feasibility and optimality empirical guarantees are provided for the learned control policy. The proposed algorithm is implemented on the Furuta pendulum and control performance is demonstrated and compared with the exact MPC and the normally trained learning-based MPC. The results show superior control performance and constraint satisfaction of the proposed approach.
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Introduction

Model predictive control is an advanced control technique based on optimization while considering system constraints. High computational demand of the nonlinear MPC is a challenge for its wide scalable application. Over the past two decades, various approaches are proposed to solve the scalability challenge. Fast solvers tailored to the structure of the MPC optimization are used in and implemented on embedded systems. In addition, soft constraint formulation is proposed to relax the problem and alleviate computational cost of MPC; however, they are not widely used because of non-strict nature of constraint satisfaction. Explicit MPC (EMPC) technique for linear systems is another approach for reducing computational burden problem. The main idea of EMPC is to pre-compute the control laws offline and use them in online operation. However, computational demand and memory requirement in EMPC rise dramatically as the size of the problem increases. A plausible solution to alleviate this, is to use various approximated EMPC methods.

Recent advances in machine learning techniques, such as DNNs, bring new opportunities to integrate with EMPC. For example, piece-wise affine property of solution to linear MPC is used to show the learnability of linear MPC policies. Deep EMPC for nonlinear systems is also proposed in . Optimality and constraint satisfaction of the learned policy are important concerns of learning-based EMPC. In , probabilistic confidence level for feasibility is proposed based on empirical post validation. The works in use neural network structure properties to guarantee control design feasibility, but are limited to linear time-invariant systems. Furthermore, no explicit method is introduced for imposing constraints on DNN.

To improve constraint satisfaction for deep learning-based EMPC, we consider enforcing constraints during the training process. Up until recently, DNNs output constraints are modeled as soft constraints, namely, adding constraints as a penalty to the loss function. However, it is not straightforward to choose weight factors and constraint satisfaction is not guaranteed. Recently, it became possible to include hard constraints in training DNNs. For example, equality output constraints of DNNs are considered in and the method of Lagrange multiplier is used to train the network. Further, inequality constraints are studied in and a constrained training problem is solved by applying alternating stochastic gradient descent/ascent iteratively.

In some deep EMPC algorithms (e.g.,), no constraint is enforced during training stage. On the other hand, some algorithms use relatively computationally heavy methods to enforce constraints in training or only enforce simple bound constraints on the neural network. In this work, we use constrained DNN to learn MPC policy for nonlinear systems while enforcing constraints during the training. Compared with the existing methods of deep learning-based EMPC, the proposed approach explicitly enforces constraints during the training process. Unlike the method in , the improved constraint satisfaction is achieved without adding extra computational burden in the final learned policy. We also provide recursive feasibility and robust stability analysis for the learned policy. The proposed constrained deep EMPC algorithm is implemented on an underactuated rotary pendulum and its performance and constraint satisfaction are compared with the exact MPC method and the normally trained deep EMPC. The main contribution of this work lies in the new deep...
learning-based EMPC for nonlinear systems with improved constraint satisfaction and guaranteed robust stability.

**Problem Statement**

Consider the following discrete-time nonlinear system,

$$ x^+ = f(x, u) $$

where $x \in \mathbb{R}^n$ is the state variable, $u \in \mathbb{R}^m$ is the control input, $f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n$ is a function representing system dynamics with $f(0, 0) = 0$, and $x^+$ is the state variable at the next time step, respectively. The MPC is formulated, for equation (1), via the following optimization problem

$$ V_N^*(x) = \min_{U} V_N(x, U) $$

s.t. $V_N(x, U) = \sum_{k=0}^{N-1} l(x_k, u_k) + V_f(x_N)$

$$ x_k = \phi(k; x, U), $$

$$ x_k \in X, x_N \in X_f \subseteq \mathbb{R}^n, u_k \in U $$

where $k$ is the time step over control horizon, $x_k$ and $u_k$ are state vector and control input at the $k$th time step of the control horizon with respect to current time step, $U_k = [u_0^T, \ldots, u_{k-1}^T]^T$ is control sequence of length $k$, and $U = U_N$. Functions $l : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}_{\geq 0}$ and $V_f : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ represent stage and terminal cost, respectively. The function $\phi$ denotes the solution of the system in equation (1) at $k$th time step of horizon when $x_0 = x$ and control sequence $U$ is applied. Sets $X \subseteq \mathbb{R}^n$, $X_f$, and $U \subseteq \mathbb{R}^m$ denote state, terminal, and control constraints, respectively.

The MPC problem must be solved at each time step and only first element of optimal control sequence $U^*(x) = [u_0^*(x)^T, \ldots, u_{N-1}^*(x)^T]^T$ is applied to the system, i.e.,

$$ u^*(x) = u_0^*(x) $$

Our main goal is to learn the control policy in equation (3) with a DNN while enforcing constraints of equation (2) during the training process. This way, we obtain a computationally efficient approximate MPC policy with improved constraint satisfaction.

Following standard MPC assumptions

1. are considered in the current work.

**Assumption 1.** System dynamics is locally Lipschitz continuous in its arguments, i.e., for all $x, \dot{x} \in \mathbb{X}$ and $u, \dot{u} \in \mathbb{U}$ there exist some constant $l_f > 0$ such that

$$ \|f(x, u) - f(\dot{x}, \dot{u})\| \leq l_f \|x - \dot{x}\| + l_f \|u - \dot{u}\| $$

**Assumption 2.** Stage and terminal cost are defined by quadratic forms, that is

$$ l(x, u) := x^T Q x + u^T R u $$

$$ V_f(x) := x^T Q x $$

where $Q \succ 0, R \succ 0 \in \mathbb{R}^{n \times n}$ and $Q \succ 0 \in \mathbb{R}^{m \times m}$ are positive definite matrices.

**Assumption 3.** The set $\mathbb{X} := \{x \in \mathbb{R}^n | C_a(x) \leq 0\}$

$$ \mathbb{U} := \{u \in \mathbb{R}^m | C_u(x, u) \leq 0 \text{ for } x \in \mathbb{X}\} $$

where $C_a : \mathbb{R}^n \to \mathbb{R}^n$, and $C_u : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^{n \times n}$ are continuous functions.

**Assumption 4.** For all $x \in X_f$, there exist a locally Lipschitz continuous $u_f \in \mathbb{U}$ such that

$$ f(x, u_f) \in X_f $$

$$ V_f(f(x, u_f)) - V_f(x) \leq -l(x, u_f) $$

$$ V_f(f(x, u_f)) \leq \gamma_f V_f(x) $$

where $\gamma_f \in (0, 1)$ and the terminal set $X_f$ is defined as

$$ X_f := \{x \in \mathbb{X} | V_f(x) \leq c_f\} $$

for some $c_f > 0$.

**Assumption 5.** There exist $K_\infty$ function $\alpha(.)$ such that

$$ V_N^*(x) \leq \alpha(||x||) \quad \forall x \in \mathbb{X}_N $$

where $\mathbb{X}_N$ is defined in the next section.

**Preliminary Background**

DNNs have shown promising potentials in different learning schemes. In this work, deep multilayer perceptron (MLP) is used to approximate the MPC policy in a computationally efficient closed form. A deep MLP can be described in the following form:

$$ N(x; \theta, M, l) = f_{l+1} \circ f_l \circ \cdots \circ f_1(x) $$

where $x \in \mathbb{R}^n$ and $N \in \mathbb{R}^m$ are the network input and output, respectively, $M$ is the number of hidden nodes per layer, $l$ is the number of hidden layers, and $\theta$ is the network parameters. The function $f_i(.)$ is a linear affine map between each layer and $g_i(.)$ is nonlinear activation function, $i = 1, \ldots, l$. The goal in constrained deep learning is to solve the following constrained minimization problem for $\theta$,

$$ \min_{\theta} \mathcal{L}(\theta) = \mathbb{E}[L(y - \hat{y}(x))] $$

s.t. $C(\theta, x, y) \leq 0$

where $L(.)$ is a loss function, $C(.)$ is constraint on network prediction, $y \in \mathbb{R}^m$ is the vector assigned to $x$ by the underlying function, $\hat{y} = N(x; \theta, M, l)$ is the neural network prediction for $y$, and expected value is calculated based on distribution of $x$. The optimization equation (7) is intractable to solve in this form and scenario optimization is one approach to approximately solve equation (7). Therefore, we consider the sampled version of equation (7).

$$ \min_{\theta} \mathcal{L}(\theta) = \frac{1}{N_s} \sum_{i=0}^{N_s} L(y_i - \hat{y}(x_i)) $$

s.t. $C(\theta, x_i, y_i) \leq 0, \; i = 1, \ldots, N_s$
where \( N_s \) is sample numbers.

To compare empirical realization of optimality and constraint satisfaction of the constrained optimization of equation (7), when using solutions of equation (8), following indicators are used,

\[
I_0(x) = \begin{cases} 
1, & \|y - \hat{y}(x)\|_\infty \leq \eta \\
0, & \text{else}
\end{cases}
I_c(x) = \begin{cases} 
1, & C(\theta, x, \tilde{y}) \leq 0 \\
0, & C(\theta, x, \tilde{y}) > 0
\end{cases}
\]

(9)

The following proposition will be used later for empirical statistical analysis of optimality and feasibility of the trained networks.

**Proposition 1.** Let \( I(x) \) be a binary indicator of independently and identically distributed (i.i.d.) random variable \( x \), e.g. indicators given in equation (9). Also, let \( \mu \) be true mean of the given indicator and define

\[
\hat{I} := \frac{1}{N_s} \sum_{i=1}^{N_s} I(x_i)
\]

as its empirical mean over distribution of \( x \). Then using Hoeffding’s inequality\(^{25}\), the following inequality holds.

\[
\Pr\left[\Pr(\hat{I} = 1) > I - \epsilon_h\right] > \delta_h = 1 - e^{-2N_s\epsilon_h^2}
\]

(10)

where \( \Pr(.) \) represents probability of an event.

To provide recursive feasibility and robust stability analysis of the learned policy, the following standard definitions\(^1\) are helpful.

**Definition 1.** Implicit control constraint set. The set

\[
\mathcal{U}_N(x) := \{U|(x, U) \in \mathbb{Z}_N\}
\]

(11)

is called implicit control constraint set for MPC problem defined by equation (2), where \( \mathbb{Z}_N \subset \mathbb{X} \times \mathbb{N} \) is defined as

\[
\mathbb{Z}_N := \{(x, U)|(\phi(k; x, U), u_i)) \in \mathbb{I}, \forall k \in \mathbb{I}_0, N-1, \phi(N; x, U) \in \mathbb{X}_f\}
\]

(12)

**Definition 2.** \( N \)-reachable set. The set

\[
\mathcal{X}_N := \{x \in \mathbb{X}| \mathcal{U}_N \neq \emptyset\}
\]

(13)

is called \( N \)-reachable set for MPC problem in equation (2). In other words, \( \mathcal{X}_N \) is the set of states that the optimization problem in equation (2) has a solution.

Assuming that the assumptions 1 to 5 holds the following theorem can be stated.

**Theorem 1.** Asymptotic stability of origin\(^1\). Suppose that assumptions 1 to 5 hold. Then

a. There exist constants \( c_2 > c_1 > 0 \) such that for all \( x \in \mathcal{X}_N \), we have

\[
c_1\|x\|^2 \leq \mathcal{V}_N^*(x) \leq c_2\|x\|^2
\]

\[
\mathcal{V}_N^*(f(x, \mathcal{U}^*(x))) - \mathcal{V}_N^*(x) \leq -c_1\|x\|
\]

b. The origin is asymptotically stable in \( \mathcal{X}_N \) for the closed loop system, that is defined by \( x^* = f(x, \mathcal{U}^*(x)) \).

c. The following inequality holds,

\[
\mathcal{V}_N^*(x^*) \leq \gamma \mathcal{V}_N^*(x)
\]

where \( \gamma = (1 - c_1/c_2) \in (0, 1) \).

---

**Proposed Constrained Deep EMPC**

In the proposed learning-based MPC, only learning \( u^* \) of equation (3) is considered. So one has

\[
\hat{u}^* = \mathcal{N}(x; \theta, M, l)
\]

(14)

This has two benefits in comparison to learning the whole optimal control sequence, as in some of the referenced literature. First, it makes learning easier due to the smaller learning space. Second, constraint learning reduces to simple single-step constraint checks that facilitates nonlinear constraint learning. That being said, as it will be shown in the next section, it does not have any effect on the feasibility and robustness of the system. Assuming that \( x_0 = x \) is a feasible initial state for equation (2), then the parametric single step constraint can be calculated by considering the collection of constraints on first state and control transition in MPC horizon,

\[
C(\theta, x, \tilde{u}^*) \leq 0
\]

(15)

where \( C(\theta, x, \tilde{u}^*) \in \mathbb{R}^{n_c} \) is defined as

\[
C(\theta, x, \tilde{u}^*) := [C_x(x^*)^T, C_u(x, \tilde{u}^*)]^T
\]

(16)

In this way, learning-based MPC problem using the deep neural network can be written as

\[
\min_{\theta} \; \mathcal{L}(\theta) = \frac{1}{N_s} \sum_{i=0}^{N_s} \mathcal{L}(u^*(x_i) - \hat{u}^*(x_i))
\]

s.t. \( C_r(\theta, x_i, \tilde{u}^*_i) \leq 0, \; r \in [1, \ldots, n_c] \)

(17)

where \( C_r \) refers to \( r_{th} \) row of inequality (15). In the above problem one needs to deal with \( N_s \times n_c \) inequality constraints. This is not yet tractable, moreover inequality constraints cannot be handled with method of Lagrange multiplier in an straightforward manner. Here, we adopt a method introduced in\(^{27}\) for constraint conversion and constrained network training. In this regard, note that \( C_r(\theta, x, \tilde{u}) \leq 0 \) and \( ReLU(\mathcal{C}_r(\theta, x, \tilde{u})) = 0 \) are equivalent, where \( ReLU(x) = \text{max}(x, 0) \) is applied element-wise. Therefore, we can write (17) with equality constraints.

Furthermore, because of non-negativeness of \( ReLU(.) \) function, \( \frac{1}{N_s} \sum_{i=0}^{N_s} ReLU(C_r(\theta, x_i, \tilde{u})) = 0 \), is equivalent to \( ReLU \left( \sum_{i=1}^{N_s} C_r(\theta, x_i, \tilde{u}) \right) = 0, \forall i \in N_s \). Thus, number of constraints will be reduced effectively through this process. This can be summarized as

\[
\min_{\theta} \; \mathcal{L}(\theta) = \frac{1}{N_s} \sum_{i=0}^{N_s} \mathcal{L}(u^*(x_i) - \hat{u}^*(x_i))
\]

s.t. \( C_r(\theta) = 0, \; r \in [1, \ldots, n_c] \)

(18)

where \( C_r(\theta) \) is defined as

\[
C_r(\theta) = \frac{1}{N_s} \sum_{i=1}^{N_s} ReLU(C_r(\theta, x_i, \tilde{u})) \quad \forall r \in n_c
\]

(19)

Now, let us introduce a Lagrange multiplier \( \Lambda = [\lambda_1, \ldots, \lambda_{n_c}]^T \) and convert the constrained minimization of equation (18) to the following maxmin problem,

\[
\max_{\Lambda} \min_{\theta} \mathcal{L}(\theta, \Lambda) := \mathcal{L}(\theta) + \sum_{r=1}^{n_c} \lambda_r C_r(\theta)
\]

(20)
Algorithm 1:

Input: Training data and hyper-parameters $i_o$, $d$, $\eta$, $\alpha$, $\alpha_A^0$, and threshold.
Output: Trained neural network.
Initialize: $\theta$ randomly, $\lambda_t = 0$, $\forall t \in n_c$;
Warm up training:
for $i_o$ do
  Update $\theta$ using equation (21);
end
Constraint training:
while $\|\Lambda_{t_o}-\Lambda_{t_o-1}\|_\infty > \text{threshold}$ do
  Update $\Lambda$ using equation (22);
  Increment $t_o = t_o + 1$;
  for $s$ steps do
    Update $\theta$ using equation (21);
    Increment $t = t + 1$;
  end
Update $s = s + d$;
Update learning rate using $\alpha_A = \alpha_A^0 \frac{1}{1 + \eta s}$;
end

The optimization problem of equation (20) can be solved with a two-step alternating approach, that is minimization on $\theta$ and maximization on $\Lambda$. Let us define the following update rules

$$\theta_{t+1} = \theta_t - \alpha \Delta \theta_t(\theta, \Lambda)$$
$$\Lambda_{t+1} = \Lambda_t + \alpha_A \Delta \Lambda_t(\theta, \Lambda)$$

where $t$ and $t_o$ are training steps and $\alpha$ and $\alpha_A$ are learning rates. The terms $\Delta \theta(\theta, \Lambda)$ and $\Delta \Lambda(\theta, \Lambda)$ are network weight and Lagrange multiplier update increment, respectively. Any gradient-based algorithm can be used in equation (21), however, only first order gradient-based algorithms can be implemented in equation (22). Algorithm 1 can be used to train the neural network using the given update rules iteratively.

Robustness and Feasibility

In this section, we provide robustness and recursive feasibility guarantees of the learned policy. To do this, we use arguments from nominal robustness of standard nonlinear MPC as in $^1$. In the sequel, $\mathcal{R}_c$ is defined as the largest level set of $V_N(x)$ that is contained in $\mathcal{X}_N$, that is

$$\mathcal{R}_c := \{ \max_e \{ \min_{\mathcal{X}_N} \} \} \in \mathcal{X}_N$$

where $\min_{\mathcal{X}_N} \{ V_N^* \} = \{ x \in \mathcal{X}_N \}$. Also, $\mathcal{R}_b$ denotes to the smallest level set of $V_N(x)$ that contains $\mathcal{X}_N$, that is

$$\mathcal{R}_b := \{ \min_e \{ \min_{\mathcal{X}_N} \} \}$$

Further, $x^*$ and $\hat{x}^*$ are defined as $x^* := f(x, u^*(x))$ and $\hat{x}^* := f(x, \hat{u}^*(x))$, respectively. Also, $\phi(k; x) := \phi(k; x, U^*(x))$ denotes to the optimal state at $k$th time step of MPC horizon. Additionally, $\hat{U}$ and $\hat{V}_f(x, U)$ are defined as

$$\hat{U} := [u_1^T(x), \ldots, u_{N-1}^T(x), u_f^T(x)]$$
$$\hat{V}_f(x, U) := V_f(\phi(N; x, U)).$$

Remark 1. Supposing that assumptions 1, 2 and 4 hold, it directly follows (from their construction) that $V_N(x, U)$ and $\hat{V}_f(x, U)$ are locally Lipschitz continuous. That is, for all $x, \hat{x} \in \mathcal{X}$ and $U, \hat{U} \in \mathcal{U}$ there exist $\alpha, \alpha_f > 0$ such that

$$V_N(x, U) - V_N(\hat{x}, \hat{U}) \leq \alpha \|x - \hat{x}\| + \alpha_f \|U - \hat{U}\|$$
$$\hat{V}_f(x, U) - \hat{V}_f(\hat{x}, \hat{U}) \leq \alpha_f \|x - \hat{x}\| + \alpha_f \|U - \hat{U}\|$$

Lemma 1. Feasibility with learned policy. Suppose that $x \in \mathcal{R}_c$, assumptions 1 to 5 hold and $\|\hat{u}^*(x) - u^*(x)\| \leq \epsilon$ for all $x \in \mathcal{R}_c$ and that $\alpha_f \epsilon f \leq (1 - \gamma_f) c_f$. Then, the MPC problem remains feasible using the learned policy, that is the MPC optimization is feasible for $\hat{x}^*$ for all $x \in \mathcal{R}_c$.

Proof. In order to prove the lemma we need to show that $\phi(N; \hat{x}^*) \in \mathcal{X}_N$ holds. Using equation (24) one can write

$$\hat{V}_f(\hat{x}^*, \hat{U}) \leq \hat{V}_f(x^*, \hat{U}) + \alpha_f \|\hat{x}^* - x^*\|$$

Substituting equation (4) into second term in right hand side of equation (25) and using $\|\hat{u}^*(x) - u^*(x)\| \leq \epsilon$ per assumption, one has

$$\hat{V}_f(\hat{x}^*, \hat{U}) \leq \hat{V}_f(x^*, \hat{U}) + \alpha_f \epsilon f$$

Using assumption 3, definition of $\hat{V}_f(\hat{x}^*), \hat{U})$, and the fact that $\phi(N; x) \in \mathcal{X}_N$ one has

$$\hat{V}_f(\hat{x}^*, \hat{U}) = V_f(f(\phi(N; x), u_f(\phi(N; x)))) \leq \gamma_f c_f$$

Considering definition of $\hat{V}_f(\hat{x}^*), \hat{U})$, and equations (26) and (27) one has

$$V_f(\phi(N; \hat{x}^*), \hat{U}) \leq \gamma f c_f + \alpha_f \epsilon f$$

Using $\alpha_f \epsilon f \leq (1 - \gamma_f) c_f$ in equation (28), we can write

$$\hat{V}_f(\phi(N; \hat{x}^*), \hat{U}) \leq \gamma f$$

which means that $\phi(N; \hat{x}^*) \in \mathcal{X}_N$. By this we showed that the control sequence $\hat{U}$ takes $\hat{x}^*$ to set $\mathcal{X}_N$ is $N$ steps. Therefore the MPC problem is feasible for $\hat{x}^* = f(x, \hat{u}^*(x))$.

Lemma 2. Robust invariance of $\mathcal{R}_c$ under the learned policy. Suppose that $x \in \mathcal{R}_c$, assumptions 1 to 5 hold, $\|\hat{u}^*(x) - u^*(x)\| \leq \epsilon$ for all $x \in \mathcal{R}_c$, $\alpha_f \epsilon f \leq (1 - \gamma_f) c_f$, and $\alpha_f \epsilon f \leq (1 - \gamma) c_f$. Then, the set $\mathcal{R}_c$ is robust invariant under the learned policy, that is $\hat{x}^* \in \mathcal{C}_c$.

Proof. Using equation (23), one can write

$$V_N(\hat{x}^*, \hat{U}) \leq V_N(x^*, \hat{U}) + \alpha \|\hat{x}^* - x^*\|$$

Substituting equation (4) into second term in right hand side of equation (30) and using $\|\hat{u}^*(x) - u^*(x)\| \leq \epsilon$ per assumption, one has

$$V_N(\hat{x}^*, \hat{U}) \leq V_N(x^*, \hat{U}) + \alpha \epsilon f$$

From proof of theorem 1, one can write $V_N(x^*, \hat{U}) \leq V_N^*(x) - c_1 \|x\|^2$. Substituting this in equation (31) and
using feasibility of MPC problem for $\dot{x}^*$ one can write
\[
V_N^*(\dot{x}^*) \leq V_N(\dot{x}^*, \bar{U}) \leq V_N^*(x) - c_1\|x\|^2 + \alpha_lfe \tag{32}
\]
Using $V_N^*(x) \leq c_2\|x\|^2$ and $\gamma = 1 - c_1/c_2$ in the above expression one has
\[
V_N^*(\dot{x}^*) \leq \gamma V_N^*(x) + \alpha_lfe \tag{33}
\]
Considering that $x \in \mathcal{R}_c$, definition of $\mathcal{R}_c$, and $\alpha_lfe \leq (1 - \gamma)c$ in equation (33), results in
\[
V_N^*(\dot{x}^*) \leq \gamma c + \alpha_lfe \leq c \tag{34}
\]
The equation (34) means that $\dot{x}^* \in \mathcal{R}_c$. In other words, $\mathcal{R}_c$ is forward invariant under the learned policy when assumptions of the lemma 2 hold.

**Remark 2.** Lemmas 1 and 2 denote that recursive feasibility of MPC is preserved in $\mathcal{R}_c$ under the learned policy.

**Lemma 3.** Robust invariance of $\mathcal{R}_b$ under the learned policy. Suppose that $x \in \mathcal{R}_b$, assumptions 1 to 5 hold, $\|\tilde{u}^*(x) - u^*(x)\| \leq \epsilon$ for all $x \in \mathcal{R}_c$, $\alpha_lfe \leq (1 - \gamma)\epsilon f$, and $\alpha_lfe \leq (1 - \gamma)b$ then, the set $\mathcal{R}_b$ is robust invariant under the learned policy, that is $\dot{x}^* \in \mathcal{R}_b$.

**Proof.** The proof is similar to proof of lemma 2.

**Lemma 4.** Decent property of $V_N^*(\cdot)$ in the set $\mathcal{R}_c \setminus \mathcal{R}_b$. Suppose that $x \in \mathcal{R}_c \setminus \mathcal{R}_b$, assumptions 1 to 5 hold, $\|\tilde{u}^*(x) - u^*(x)\| \leq \epsilon$ for all $x \in \mathcal{R}_c$, $\alpha_lfe \leq (1 - \gamma)\epsilon f$, and $\alpha_lfe \leq (1 - \gamma)b$ for some $\gamma^* \in (\gamma, 1)$. Then using the learned policy, $V_N^*(\cdot)$ exponentially decreases along the trajectory, that is, $V_N^*(\dot{x}^*) \leq \gamma^* V_N^*(x)$.

**Proof.** Under the assumptions, lemmas 1 and 2 hold. Then by using $\alpha_lfe \leq (\gamma^* - \gamma)b$ in equation (33), one has
\[
V_N^*(\dot{x}) \leq \gamma V_N^*(x) + (\gamma^* - \gamma)b \tag{35}
\]
Noting that $V_N^*(x) > b$ for $x \in \mathcal{R}_c \setminus \mathcal{R}_b$, equation (35) can be written as
\[
V_N^*(\dot{x}) \leq \gamma V_N^*(x) + (\gamma^* - \gamma)V_N^*(x) = \gamma^* V_N^*(x) \tag{36}
\]
This means that the function $V_N^*(\cdot)$ exponentially decreases for closed loop system with learned policy in the set $\mathcal{R}_c \setminus \mathcal{R}_b$.

**Theorem 2.** Robust stability\textsuperscript{29} of learned policy. Suppose that assumptions 1 to 5 hold, $\|\tilde{u}^*(x) - u^*(x)\| \leq \epsilon$ for all $x \in \mathcal{R}_c$, $\alpha_lfe \leq (1 - \gamma)\epsilon f$, and $\alpha_lfe \leq (\gamma^* - \gamma)b$ for some $\gamma^* \in (\gamma, 1)$. Then, the closed loop system is locally robustly stable for all $x \in \mathcal{R}_c$.

**Proof.** Because of the assumption, lemmas 1 to 4 hold. Due to this, all trajectories starting in $\mathcal{R}_c \setminus \mathcal{R}_b$ ends up in $\mathcal{R}_b$ and stay there. Thus, the closed loop system under the learned policy is locally robustly stable\textsuperscript{29} in $\mathcal{R}_c$.

**Results**

The proposed algorithm is implemented on the Furuta pendulum benchmark system. Quanser\textsuperscript{TM} experimental setup is used in the experiments. The Furuta pendulum, can be seen in figure 1, is introduced in\textsuperscript{30} and is commonly used as a benchmark for control algorithms\textsuperscript{31}. Furuta pendulum is chosen as a benchmark, because of its fast dynamic behavior that makes constraint satisfaction challenging. Further, unlike existing literature, MPC is used as the sole control for the swing-up and stabilization of the system.

The proposed method is compared with the normally trained DNN, e.g. proposed in\textsuperscript{23,24}. Additionally, exact MPC is used as the baseline of comparison in closed-loop control performance. The goal for the learning-based control policy is to perform as closely as possible to the exact MPC, quantitatively and qualitatively.

**Constrained learning MPC**

MPC parameters are chosen as $Q = diag(8, 3, 2, 1)$, $R = 0.1$, and $N = 10$, based on fine tuning on the experimental setup. $Q_I$ is also chosen as the solution of infinite horizon discrete-time Riccati equation for the given $Q$, $R$ and linearized dynamics of the system around origin. The MPC constraints are $\|v\| \leq 6$, $|q_1| \leq 1$, $|\dot{q}_1| \leq 6$, and $|\dot{q}_2| \leq 15$.

A deep MLP, with $g(x) = \tanh(x)$ activation function in hidden units, is used. The network has $l = 8$ layers with $M = 30$ nodes in each hidden layer as in equation (6). By this configuration, the network has 5,760 learnable parameters.

To train both networks, 100,000-point and 10,000-point data sets are collected from trajectories with random initial states and lengths for training and testing, respectively. PyTorch\textsuperscript{TM} is used for neural network training. For the normally trained network, the L-BFGS\textsuperscript{32} method is used for 2,000 epochs after which error plateaus. To train the constrained network, Algorithm 1 is implemented. A warmup training with 1,200 epochs was conducted using the L-BFGS method. Then, this is followed by 700 epochs of constraint training with combination of L-BFGS and gradient ascent methods. The training completes with 100
epochs of fine-tuning. In this way, total epochs of training are the same for both neural networks.

**Statistical analysis of learned policies**

Empirical analysis of optimality and constraint satisfaction of the trained policies is done on 100,000 data set. Table 1 summarizes the comparison results between the normal and the proposed training approaches. It is clear that the proposed training significantly outperforms the normal training process in various criteria as shown in the table.

Empirical confidence levels are calculated using proposition 1. Choosing $\eta = 0.3$, representing five percent of maximum voltage, and $\epsilon_h = 0.01$, we have $\delta_h \approx 0.99$.

Empirical averages $\bar{I}_o(x) = 98.8\%$ and $\bar{I}_c(x) = 90.3\%$ are achieved for the normally trained network. Using these values in Proposition proposition 1, we obtain the following statements with 99% confidence levels

Normal training:  
\[
\begin{align*}
\Pr (I_o(x) = 1) &> 0.978 \\
\Pr (I_c(x) = 1) &> 0.893
\end{align*}
\]

Similarly, $\bar{I}_o(x) = 98.6\%$ and $\bar{I}_c(x) = 99.1\%$ are achieved for proposed constraint trained network. Using these values in Proposition proposition 1, we obtain the following statements with 99% confidence levels

Constraint training:  
\[
\begin{align*}
\Pr (I_o(x) = 1) &> 0.9786 \\
\Pr (I_c(x) = 1) &> 0.981
\end{align*}
\]

It is clear that using the constraint learning algorithm increases constraint satisfaction guarantees while maintaining the suboptimality achieved by the normal training.

Deep learning-based MPC has already been proved to be dramatically more computationally efficient than exact MPC even for simple problems\(^{18,20,22}\). The final structure of the constraint trained network is the same as the normally trained network and thus, they have the same online computational cost. We calculated the average computational time using Matlab\textsuperscript{TM} functions on a personal Core i7\textsuperscript{TM} laptop with 16 GB RAM. The exact MPC takes on average 5 ms, while the deep learning-based MPC takes on average 0.1 ms. This estimation indicates the deep learning-based controller approximately achieves 50 times faster than the normal training MPC. This result is compatible with that presented in\(^{18}\).

**Experimental closed loop results**

In this section, control performance of the proposed method is compared with normally trained deep MPC and exact MPC on Quanser\textsuperscript{TM} experimental setup. In the test, the pendulum’s initial condition is considered as $x_0 = [-1, \pi, 0, 0]$. The results can be seen in figures 2 to 4. As it can be seen in the figures, the proposed constraint training approach has less constraint violations than the normally trained MPC. Furthermore, the amplitude of constraint violation is lesser with the proposed approach, see figure 2. Additionally, there is a difference between the performance of the normally trained network when the arm reaches its angular velocity constraints at 0.2 and 1.6 s. As it is evident in figures 2 and 3 the constraint trained network continues to perform closely to exact MPC, but the normally trained network has a shift in its response after meeting and violating the constraint. To further compare the proposed method, the experiment was repeated 30 times and the constraint violations statistics are summarized in table 2. Based on this, the proposed approach has five times less constraint violations. Further, the maximum amplitude of constraint violations is 40 times lesser than that of normally trained deep MPC.
Conclusion

In this work, a constrained deep learning based MPC is proposed. Additionally, conditions for feasibility and robust stability of the learned policy are derived. As it was shown, the proposed constraint training improves constraint satisfaction while does not effectively change the optimality of the learned policy. In addition, superiority of the constraint trained network is shown, through the experiments, in replicating the same behavior as exact MPC. Future work can be done in extending these results to tracking MPC.

Appendix

The dynamics of the Furuta pendulum can be derived. Combining the Lagrangian dynamics with actuator dynamics, the state-space model of the system can be summarized as

\[
\dot{x} = f(x) + g(x)V
\]

where \( x = [q_1, q_2, \dot{q}_1, \dot{q}_2]^T \), \( V \) is voltage, and \( f(x) \) and \( g(x) \) are defined as

\[
 f(x) = \begin{bmatrix}
 M^{-1}(-Cq - G) \\
 M^{-1}\dot{q}
\end{bmatrix}, \quad g(x) = \begin{bmatrix}
 0_{2 \times 1} \\
 M^{-1}B
\end{bmatrix}
\]

\[
 M(q) = \begin{bmatrix}
 m_1 l_2^2 + I_1 + m_2 L_1^2 & m_2 L_1 l_2 c(q_2) \\
 m_2 L_1 l_2 c(q_2) & m_2 L_2 l_2 c(q_2) + I_2
\end{bmatrix}
\]

\[
 C(q, \dot{q}) = \begin{bmatrix}
 2 m_2 g l_2 s(q_2) c(q_2) q_2 + c_1 + \eta_m \eta_g K_r^2 K_t K_V m_2 L_1 l_2 s(q_2) q_2 \\
 -m_2 g l_2 s(q_2) c(q_2) \dot{q}_1 c_2
\end{bmatrix}
\]

\[
 G(q) = \begin{bmatrix}
 0 \\
 -m_2 g l_2 s(q_2)
\end{bmatrix}, \quad B = \begin{bmatrix}
 \eta_m \eta_g K_r K_v \\
 0
\end{bmatrix},
\]

where \( q = [q_1, q_2]^T \), \( s(x) := \sin(x) \), \( c(x) := \cos(x) \), and all parameters are given in table 3. Euler discretization is done on equation (37) with sampling time \( dt = 0.01 \text{s} \) to get discrete time model for MPC optimization.
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