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ABSTRACT

Driven by the recent improvements in device and networks capabilities, Extended Reality (XR) is becoming more pervasive; industry and academia alike envision ambitious projects such as the metaverse. However, XR is still limited by the current architecture of mobile systems. This paper makes the case for an XR-specific operating system (XROS). Such an XROS integrates hardware-support, computer vision algorithms, and XR-specific networking as the primitives supporting XR technology. These primitives represent the physical-digital world as a single shared resource among applications. Such an XROS allows for the development of coherent and system-wide interaction and display methods, systematic privacy preservation on sensor data, and performance improvement while simplifying application development.

1 INTRODUCTION

Extended Reality (XR) and its applications are becoming increasingly pervasive. With the continually improving device hardware and the upgraded network capabilities brought by 5G, companies envision the development of large-scale XR environments. From the Niantic planet-scale AR alliance\(^1\) to Facebook’s metaverse, major industry actors envision the future of XR as pervasive, shared, and permanent environments where digital and physical are closely interleaved [20].

However, XR applications are currently far from such vision. XR presents tight performance constraints, with a minimum of 60 FPS at high (4K) resolution and a motion-to-photon latency below 20 ms. Current systems cannot achieve such performance, primarily owing to their architecture. Most platforms only allocate resources (e.g., camera) to a single application at a time, and handle XR processing in a compartmentalised fashion. As such, the digital reconstitution of the physical world, the content placement strategies, and the user interactions are unique to each application instance. Such strategy result in redundant development effort, limited performance, and prevents the integration of diverse applications within a single blended digital-physical world.

In this paper, we argue that the current model of application- or middleware- level XR is significantly impeding the development of XR applications, not to mention a metaverse. We propose for the enablers of XR to integrate the Operating System (OS) level. DiOS, our proposed architecture for an XROS, would integrate and expose XR fundamentals to provide (1) better performance by enabling fine-grained control of XR operation executions, (2) better integration between XR applications and the OS, and between XR applications, by considering the digital-physical XR world as a shared resource, (3) easier development of XR applications through standardised software primitives, (4) increased privacy and security by applying systematic privacy protection mechanisms on sensor data, and (5) more intuitive and coherent user interaction through the usage of OS-level UIs.

2 ARCHITECTURE OF AN XROS

XR applications have stringent requirements that are difficult to achieve with current system architectures. By considering portions of the XR pipeline as resources to be shared between applications, the XROS enables such requirements. In this section, we first list XR application requirements, before detailing the architecture of the XROS.

1. Requirements. XR applications superimpose digital content over the users’ perception of the physical world. As such, their requirements are on par with the resolution of the users’ perceptor system. Common guidelines cite

\(^1\)https://nianticlabs.com/blog/niantic-planet-scale-ar-alliance-5g
a guaranteed minimum of 60 FPS, with 2k to 4K resolution, and a motion-to-photon latency below 20 ms for seamless XR experiences [15]. Such requirements are critical to prevent discrepancies (e.g., alignment) between the user’s perception of the physical world and the digital content and preserve the immersion. Besides purely performance-related requirements, XR as an ubiquitous technology requires to share the physical-digital world model between applications, and even users. As such, it makes sense for the model to be handled by the OS as a shared resource between applications, and devise user interaction methods coherent with such model.

2. Architecture. An XROS enables the above requirements by (1) bringing computation closer to the hardware, (2) finely managing the execution timing of core XR operations, and (3) sharing the physical-digital world model among users and applications. As such, the XROS moves from the current interruption-driven task execution model to a steady-state system where sensor data are processed under a periodic basis. We propose an architecture revolving around six primary components as presented in Figure 1a:

- **Environment Understanding:** XR applications build a representation of the users’ surroundings through pervasive sensing. It is necessary to integrate such techniques at OS-level to improve performance, enable XR in other OS modules, share the physical world’s model among services and applications, and provide standardised services to applications.

- **Specialised Chips Drivers:** Scene understanding relies on computation-heavy algorithms. A multitude of chips enable faster execution of such operations, from specialised chips to more general purpose elements such as tensor processing units. An XROS should leverage these chips to accelerate the execution of core elements of the pipeline.

- **Network:** Despite specialised hardware, some operations remain too intensive for mobile devices. It is thus necessary to offload these operations to more powerful remote servers. Shared and Persistent experiences also require the transmission and recombination of multiple individual perceptions of the environment towards building a global view of the perpetually evolving physical world. Ultra-low latency transmission will be a primary challenge of the XROS.

- **User Interaction:** A tight integration between Environment Understanding and User Interaction would enable novel interaction methods using the physical-digital duality of XR. Such synergy would allow users to leverage the physical world for interacting with digital content, whether embodied (e.g., gestures), or external (e.g., tangible interfaces).

- **Display:** Together with User Interaction, Display can benefit from the OS’s Environment Understanding to blend digital content with the physical world while avoiding obstruction of critical physical objects (e.g., moving vehicles) or information overload in cluttered areas (e.g., busy streets).

- **Privacy:** To address the pervasive sensing of potentially private user and bystander information, a layer of privacy protection (whether software or hardware) should perform data minimisation between the sensors output and the other components’ input. This layer would also further filter out data for network transmission and display.

Similar to mobile OSes based on UNIX, the remaining parts of the XROS (file system, process and memory management, networking) can be provided by open source components.
These components intercommunicate to reinforce integration of content with the physical-digital world, as shown in Figure 1b. The Environment Understanding module offloads computation-heavy operations through the Network module, which compensates latency together with the User Interaction module. The results from the Environment Understanding module are transmitted to the User Interaction module to provide interaction methods that leverage the physical-digital duality of XR. Finally, the User Interaction module prepares the content for visualisation, which is combined with the world model from the Environment Understanding module to position content in the Display module.

3 ENVIRONMENT UNDERSTANDING

XR relies on pervasive environment sensing to blend digital content with the physical world. In this section, we focus on the visual understanding of the physical world, reinforced by information from other sensors (depth cameras, LiDar) [7]. To power XR applications and other OS modules, the environment understanding module should provide the base XR primitives and share the access to world model.

1. **XR Primitives.** An XROS should provide XR primitives to applications and services. Current OS-specific AR frameworks such as ARCore\(^2\) or ARKit\(^3\) combine sensor data to calculate and expose the 3D world model. They also provide functions such as plane identification, anchor recognition, and the possibility to save or share the experience. Although these frameworks provide a starting point for the XROS, none of them disclose how the feature points are identified, making the development of recognition and segmentation algorithms more difficult and redundant with the frameworks’ algorithms. An XROS should explicitly expose the feature points extracted from the camera frames and how these points are refined through other sensors. The XROS would perform feature extraction and tracking and expose the results to every layer of the pipeline, while world building and object recognition could be implemented as standardised services to prevent redundancy and improve performance.

2. **Shared Access to the world’s model.** One of the key functionalities of an operating system is to ensure the shared access to software and hardware resources for applications. The feature points, world model, semantic areas, and recognised objects are one of such resource. With a single physical world to share between applications, the OS needs to decide which application may display content over each area of the physical world [26]. Such task does not only involve sharing the physical-digital world in-between applications, but also deciding which areas from the physical world may not be overlaid with content. The OS may define contextual rules based on user safety, information density and visibility, or other cues driven by the user’s habits.

3. **Specialised Hardware.** Integrating complex image and sensor processing operations in the OS may significantly impact the system’s operation. Some operations are computation-heavy, while others rely on manipulating large data structures, and the pipeline should be processed under a steady-state basis. Specialised hardware may handle repetitive operations more efficiently. We consider three types of hardware: (1) highly specific single-operation chips for data preprocessing [24], (2) specialised hardware tapping into the memory of the processor to perform more complex operations [23], and (3) less specialised hardware for executing general functions (rendering, machine learning, rendering). Nowadays, most mobile devices embed chips belonging to the third category. The XROS should leverage such chips to relieve the CPU load and minimise the impact of errors.

4 NETWORKING

The previous section raised the need for on-device scene understanding to support XR applications. Remote scene understanding is also critical to execute XR operations that are either too computationally heavy, or to support persistent and shared experiences among users. The XROS would therefore be distributed in nature, supplementing standalone operation with data from nearby devices and the computation power of remote servers.

1. **Computation Offloading.** The XROS may offload computation-heavy tasks to remote machines. Using background microservices, the XROS can estimate the computational cost of XR operations, maintain connections to remote servers, provide handover on user’s coverage change [4], and decide when to offload tasks. It should also offer developers the possibility to specify whether a specific task should be executed on device or in the cloud [14]. Figure 2 illustrates how computation offloading and handover management could take place in 5G with a 2-tier server architecture. Background microservices detect when the user moves out of the eNB’s range to the gNB, and perform handover and migration.

2. **Shared and Persistent Experiences.** One of the main projects for large-scale XR environments is the persistence of the XR world, allowing multiple users to share the same experience at the same location. Such applications aggregate the environment model of multiple devices to build a global model while enabling simultaneous interaction of multiple users with the digital content. The location-awareness of edge servers may be leveraged to perform this aggregation at a computationally acceptable scale [30]. Device-to-device communication may also be used for immediate communication between users [2]. The XROS will thus face the

\(^2\)https://developers.google.com/ar
\(^3\)https://developer.apple.com/augmented-reality/
challenge of relying on external computation providers for aggregating data and providing computation offloading.

3. Content transmission. The XROS will rely on distant servers, at the edge or in the cloud, to offload computations and provide shared experiences. XR presents significant bandwidth, latency and reliability constraints that need to be addressed. Latency and bandwidth can be optimised through efficient usage of the available resources [6]. The transmission may experience packet loss owing to either congestion in the core network or channel error in the access network. An XROS should thus monitor the network conditions, and dynamically adapt the recovery techniques (retransmission or forward error correction). Similar to WebRTC, the XROS would obtain a better trade-off between temporal quality (smoothness of rendering), spatial video quality and end-to-end delay by utilising an adaptive hybrid NACK/FEC method [11]. The XROS should also adapt the transmission rate according the available bandwidth. To this end, the XROS would either re-implement/redesign WebRTC (application protocol) to function as a transport protocol, or brings a novel protocols that integrate adaptable video rate and efficient redundancy to mitigate packet losses.

4. Latency Compensation. Although computation offloading allows to execute sophisticated operations on constrained hardware, it comes at the cost of network latency. Such latency adds up to the rest of the pipeline, increasing the total motion-to-photon latency (the latency between user motion and its impact on the display), and thus reducing the immersion [5]. Similarly, shared experiences Latency compensation techniques should be designed to hide such latency from the user. Services may track the features of captured images until object recognition results are received to adjust to the device orientation [29]. Geometric latency compensation may also be used to provide wider interaction targets in case of increased motion to photon.

5 NOVEL INTERACTIVITY WITH XROS

The XROS goes beyond the 2D user interfaces dominated by desktops, windows, menus and icons, and emphasises the interactivity with users’ physical bodies (e.g., gestures and bio-signal), surroundings (e.g., physical objects and bystanders), and other users [13]. Accordingly, we categorise the requirements of user interactivity as follows:

1. Blended UIs in the physical world. The definition of augmented reality has been evolving from overlaying simple information to blended environments combining physical and digital seamlessly [28]. Novel UIs across the digital and physical realities can serve numerous users to experience high levels of immersion and virtuality, in heterogeneous environments (Figure 3). The XROS should own the capacity of facilitating multiple users to collaborate with such virtual interfaces superimposed on the physical world. Such blended UIs should be ubiquitous, potentially up to city-scale [18]. The challenges of achieving the city-wide requirements would need interdisciplinary efforts, primarily driven by a distributed XROS with advanced mobile networks to synchronise multitudinous objects and their corresponding blended UIs through XR technology.

2. Enhanced Awareness to Users and Their Environments. To achieve blended UIs, the digital overlays should match with objects, locations and people in the physical world. The XROS takes advantage of context awareness to understand the user’s situated environment [22]. The XROS can achieve context awareness by recognising visual markers [29] or 3D features on physical objects/users’ body gestures [10]. However, such recognition requires significant computational resources. Similar to the X windows system[5], the XROS may consider thin clients to display the overlay while UI operations are performed on a separate machine.

3. Mobile User Interactivity. The XROS provides users with the fundamental input and output (I/O) functions. Users receive enriched AR information, whether visual, audio, or

[^1]: Images from the Ego4D dataset samples https://ego4d-data.org/fig1.html
[^2]: https://x.org/wiki/
Sensor XR operates through pervasively and continually sensing the environment. The XROS should also adapt to the vastly diversified input and output flows as shown in Figure 4.

The key bottleneck of XR displays is the user’s cognitive load. Displaying content without proper selection and management would cause information overflow and poor usability [21]. Thus, the XROS has to maintain highly relevant content [16] inside the size-limited lens of XR [19]. The XROS should also adapt to the vastly diversified input interfaces, whether embodied or physical.

4. Towards Tangible Interaction As a final note, the blended UIs of the XROS do not limit to physical-digital mixed overlays. Tangible interaction will redefine our spatial environments. Remarkable examples of tangible interaction include public displays, interactive tabletops, mechanised infrastructures, at-home IoT devices, drones, augmented surface of electronics [27]. Thus, how to manage countless distinct tangible items remains a critical challenge.

Figure 3 presents several examples of user interaction between digital and physical enabled by the XROS.

6 SECURITY AND PRIVACY
XR operates through pervasively and continually sensing the users’ physical surroundings. Therefore, it faces multiple security and privacy challenges depending on the technologies employed [25]. In this section, we focus primarily on spatial data collection, whether on users or bystanders, and consider both the input and output flows as shown in Figure 4.

1. Spatial Data Collection Spatial data has become more ubiquitous with the raising adoption of XR technologies in mobile environments. This spatial information allow XR applications to acquire better and more precise understanding of the surroundings, but also opens new threats to users’ and bystanders’ privacy. Such data can be used to infer spaces from the captured 3D point clouds, and allow an attacker to recognise space/objects belonging to a specific user despite the lack of visual images [9]. An XROS should take particular care to protect such data against potential threats.

2. Bystander Privacy XR’s pervasive sensing may affect the users’ privacy. Many legal frameworks require data collection systems to give data subjects control over their personal data [1]. As non-users, bystanders often do not have such control, which complicates both the legal and ethical application of XR. An XROS should automatically detect and minimize data from bystanders [8] to respect their privacy and adhere to legal frameworks.

3. Input Data The XROS should include an input protection layer as an intermediary framework between raw sensors data and the XR applications. We build on top of [12], where the protection layer splits the access control and processing of the sensed data. This approach relies on three different modules: sensor collection, sensor data, and network manager. Each sensor includes a sensor collection module, where developers access the sensed data on-device. The sensed data is stored in the database module, where the applications can access and process the collected data. The network process allows the XR applications to share the sensed data with external parties (e.g., cloud computing, multiplayer game). Access to data by external parties (applications, remote server) is regulated by a privacy manager.

4. Output Data and Safety Malicious XR output can raise new privacy threats [17, 25], for instance, displaying content over physical objects that present a risk for the user. Therefore, the XROS includes a policy manager with a set of well-defined parameterized conditions and actions to perform in the XR output. In [17], the authors propose an XR platform that controls the output that applications can display according to a set of context-aware policies. The output policies constrains the virtual content that users can see in the XR applications. The XROS policy manager should also handle non-visual outputs such as audio and haptic, as well as the display priority when several applications are sharing the physical world’s real estate. Besides safety issues, output data should undergo another layer of minimisation before being displayed or transmitted to remote machines.

7 CONCLUSION
This paper detailed the architecture of DiOS, an XROS architecture that addresses the stringent requirements of pervasive multi-users XR, enabling exciting developments such as the metaverse. The XROS integrates the main XR primitives at its core to provide other OS modules and applications with the base functions of XR. The XROS considers the physical world as a resource to be shared between applications, both in its operation and in terms of user interaction. Besides the vision algorithms driving XR functions, the XROS presents the particularity to be distributed in nature, to provide improved computation capabilities, and share the experience across multiple users. Finally, we detailed the privacy and security aspects of the XROS, to address the increasingly growing ethical and legal concerns with XR technology.
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