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Abstract

We consider the problem of training a neural network to store a set of patterns with maximal noise robustness. A solution, in terms of optimal weights and state update rules, is derived by training each individual neuron to perform either kernel classification or interpolation with a minimum weight norm. By applying this method to feed-forward and recurrent networks, we derive optimal models, termed kernel memory networks, that include, as special cases, many of the hetero- and auto-associative memory models that have been proposed over the past years, such as modern Hopfield networks and Kanerva’s sparse distributed memory. We modify Kanerva’s model and demonstrate a simple way to design a kernel memory network that can store an exponential number of continuous-valued patterns with a finite basin of attraction. The framework of kernel memory networks offers a simple and intuitive way to understand the storage capacity of previous memory models, and allows for new biological interpretations in terms of dendritic non-linearities and synaptic cross-talk.

1 Introduction

Although the classical work on attractor neural networks reached its peak in the late 1980’s, with the publication of a number of seminal works [e.g., 2, 20, 22, 26], recent years have seen a renewed interest in the topic, motivated by the popularity of the attention mechanism [65], external memory-augmented neural networks [24, 66], as well as a new generation of energy-based attractor networks models, termed modern Hopfield networks (MHNs), capable of vastly increased memory storage [17, 35]. Recent efforts to understand the theoretical foundation of the attention mechanism have, in fact, shown that it can be linked to Hopfield networks [36, 57], but also to Kanerva’s sparse distributed memory (SDM) [8, 30], and to the field of kernel machines [63, 68]. The last connection is particularly intriguing, in light of the many theoretical commonalities between neural networks and kernel methods [10, 11, 28, 47, 67]. Overall, these results suggest that a unified view can offer new insights into memory modeling and new tools for leveraging memory in machine learning.

In this work, we aim to clarify some of the overlap between the fields of memory modeling and statistical learning, by integrating and formalizing a set of theoretical connections between Hopfield networks, the SDM, kernel machines, and neuron models with non-linear dendritic processing.
1.1 Our contribution

- We derive a set of normative kernel-based models that describe the general mathematical structure of feed-forward (i.e., hetero-associative) and recurrent (i.e., auto-associative) memory networks that can perform error-free recall of a given set of patterns with maximal robustness to noise.
- We show that the normative models include, as special cases, the classical and modern Hopfield network, as well as the SDM.
- We derive a simple attractor network model for storing an exponential number of continuous-valued patterns with a finite basin of attraction. We discuss its similarity to attention.

Furthermore, we explain how classifiers with non-linear kernels can be interpreted as general forms of neuron models with non-linear dendritic activation functions and synaptic cross-talk.

1.2 Related work

Our work is primarily related to [8, 9, 35, 36, 45, 57]. While MHNs are extensively analyzed in [35, 36, 45, 57], the approach is energy-based and makes no statements about the relation between MHNs and kernel methods; a brief comment in [57] mentions some similarity to SVMs, but this is not further explained. The work by [20, 22] focuses on the SDM and its connection to attention. It observes that the classical Hopfield network is a special case of the SDM, but no further generalization is made, and kernel methods are not mentioned. In our work, we place MHNs and the SDM in a broader theoretical context by showing that both models are special suboptimal cases of a family of memory networks that can be derived with a normative kernel-based approach.

2 Background

Consider the following simple model of hetero-associative memory: a single-layer feed-forward network consisting of a single output neuron connected to \( N_{in} \) inputs with the weights \( w \in \mathbb{R}^{N_{out}} \). The output \( s_{out} \in \{\pm 1\} \) is given by

\[
s_{out} = \text{sgn} \left[ w \top \phi(s_{in}) - \theta \right]
\]

where \( s_{in} \) is the input vector (also called query), \( \theta \) the threshold, and \( \phi \) a function that maps the “raw” input to a \( N_{\phi} \)-dimensional feature space, where typically \( N_{\phi} \gg N_{in} \). Suppose that we are given a set of \( M \) input-output patterns \( \{\xi_{in}^\mu, \xi_{out}^\mu\}_{\mu=1}^M \), in which every entry \( \xi \) is randomly drawn from \( \{\pm 1\} \) with sparseness \( f := \mathbb{P}(\xi = 1) \). In order for the neuron to store the patterns in a way that maximizes the amount of noise it can tolerate while still being able to recall all patterns without errors, one needs to find the weights that produce the output \( \xi_{out}^\mu \) in response to the input \( \xi_{in}^\mu \), \( \forall \mu \), and that maximize the smallest Euclidean distance between the inputs and the neuron’s decision boundary. Using Gardner’s formalism [20, 22], this problem can be expressed as

\[
\arg \max_w \kappa \quad \text{s.t.} \quad \xi_{out}^\mu \left( w \top \phi(\xi_{in}^\mu) - \theta \right) \geq \kappa, \forall \mu
\]

\[
\|w\|_2 = \bar{w}
\]

where \( \bar{w} > 0 \) is a constant. This is equivalent to solving

\[
\min_w \|w\|_2 \quad \text{s.t.} \quad \xi_{out}^\mu \left( w \top \phi(\xi_{in}^\mu) - \theta \right) \geq 1, \forall \mu
\]

which can be directly identified as the support vector machine (SVM) problem for separable data [13]. The solution to Eq. 3 can today be found in any textbook on basic machine learning methods, and yields an optimal output rule that can be written in a feature and kernel form

\[
s_{out} = \text{sgn} \left[ \sum_{\mu}^M \alpha^\mu \xi_{out}^\mu \phi(\xi_{in}) \top \phi(s_{in}) - \theta \right] = \text{sgn} \left[ \sum_{\mu}^M \alpha^\mu \xi_{out}^\mu K(\xi_{in}, \xi_{in}) - \theta \right]
\]

where we, in the latter expression, have used the “kernel-trick” \( K(x_i, x_j) = \phi(x_i) \top \phi(x_j) \). The solution depends on the Lagrange coefficients \( \alpha^\mu \geq 0 \), many of which are typically zero. Patterns with \( \alpha^\mu > 0 \) are called support vectors.
3 Kernel memory networks for binary patterns

3.1 Hetero-associative memory as a feed-forward SVM network

We begin by considering a hetero-associative memory network with an arbitrary number $N_{\text{out}}$ output neurons, whose combined state we denote $s_{\text{out}}$. In order for the network as a whole to be able to tolerate a maximal level of noise and still successfully recall its stored memories, we solve Eq. 3 for each neuron independently. As each neuron can have a different classification boundary along with a different set of support vectors, its weights will, in general, be characterized by an independent set of $M$ Lagrange coefficients. To simplify the notation, we represent these coefficients as $\alpha^{(\mu)}_i$, across neurons $i$ and patterns $\mu$, as entries in the matrix $A$, where $(A)_{i\mu} = \alpha^{(\mu)}_i$. We also combine all thresholds in the vector $\theta = (\theta_1, \ldots, \theta_{N_{\text{out}}})$, and all input and output patterns as columns in the matrices $X_{\text{in}} = (\xi^{(1)}_{\text{in}}, \ldots, \xi^{(M)}_{\text{in}})$ and $X_{\text{out}} = (\xi^{(1)}_{\text{out}}, \ldots, \xi^{(M)}_{\text{out}})$. Finally, we assume that all neurons have the same feature map, so that $\phi_i = \phi$, $\forall i$ (see Fig. 1). All functions are applied column-wise when the argument is a matrix, for example $\phi(X_{\text{in}}) = (\phi(\xi^{(1)}_{\text{in}}), \ldots, \phi(\xi^{(M)}_{\text{in}}))$. The optimal response of the network can now be compactly summarized as follows.

**Property 1** (Robust hetero-associative memory network). A single-layer hetero-associative memory network trained to recall the patterns $X_{\text{out}}$ in response to the inputs $X_{\text{in}}$ with maximal noise robustness, has an optimal output rule that can be written as

$$s_{\text{out}} = \text{sgn} \left[ (A \odot X_{\text{out}})\phi(X_{\text{in}}) - \theta \right]$$  (feature form) \hspace{1cm} (5)

$$= \text{sgn} \left[ (A \odot X_{\text{out}})K(X_{\text{in}}, s_{\text{in}}) - \theta \right]$$  (kernel form) \hspace{1cm} (6)

where $\odot$ denotes the Hadamard product.

3.2 Auto-associative memory as a recurrent SVM network

The hetero-associative network can be made auto-associative by setting $N_{\text{out}} = N_{\text{in}}$ and $X_{\text{out}} = X_{\text{in}}$. The network is now effectively recurrent, as each neuron can serve both as an input and output simultaneously (see Fig. 1). Consider a recurrent network with $N$ neurons, whose state at time point $t$ is denoted $s^{(t)} \in \{ \pm 1 \}^N$, and whose dynamics evolve according to the update rule

$$s^{(t+1)}_i = \text{sgn} \left[ w^\top_i \phi(s^{(t)}) - \theta_i \right]$$  (7)

where $w_i \in \mathbb{R}^N$ is the weight vector to neuron $i = 1, \ldots, N$. In order to make the patterns $\{\xi^{(\mu)}_{\text{in}}\}_{\mu=1}^M$ fixed points of the network dynamics, we train each neuron $i$ independently on every pattern $\mu$ to, again, produce the response $\xi^{(\mu)}_i$ when the rest of the network is initialized in $\xi^{(\mu)}$. Moreover, we maximize the amount of noise that can be tolerated by the network while maintaining error-free recall by maximizing the smallest Euclidean distance between each neuron’s decision boundary and its inputs. This maximizes the size of the attractor basins [18, 32]. The problem of training the entire network is, in this way, transformed into the problem of training $N$ separate classifiers according to

$$\min_{w_i} \| w_i \|_2 \text{ s.t. } \xi^{(\mu)}_i \left( w^\top_i \phi(\xi^{(\mu)}) - \theta_i \right) \geq 1, \forall \mu, i .$$  (8)

The solution can be obtained by slightly modifying Property 1, and is stated below.

**Property 2.1** (Robust auto-associative memory). A recurrent auto-associative memory network trained to recall the patterns $X$ with maximal noise robustness has an optimal synchronous update rule that can be written as

$$s^{(t+1)} = \text{sgn} \left[ (A \odot X)\phi(X^{(t)}) - \theta \right]$$  (feature form) \hspace{1cm} (9)

$$= \text{sgn} \left[ (A \odot X)K(X, s^{(t)}) - \theta \right]$$  (kernel form) \hspace{1cm} (10)

Remark. With a linear feature map $\phi(x) = x$, the optimal update is reduced to

$$s^{(t+1)} = \text{sgn} \left[ (A \odot X)X^\top s^{(t)} - \theta \right]$$  (11)

where $(A \odot X)X^\top$ can be identified as the general form of the optimal weight matrix.
The solution described by Property 2.1 does not, in general, prohibit a neuron from having self-connections. Applying this constraint yields the following result.

**Property 2.2** (Robust auto-associative memory without self-connections). A recurrent auto-associative memory network without self-connections, with the inner-product kernel \( K(x_i, x_j) = k(x_i^T x_j) \), that has been trained to recall the patterns \( X \) with maximal noise robustness, has an optimal asynchronous update rule that can be written in the kernel form

\[
s_{i}^{(t+1)} = \text{sgn} \left[ \sum_{\mu} \alpha_{i}^{\mu} \xi_{i}^{\mu} k \left( \sum_{j \neq i} \xi_{j}^{\mu} s_{j}^{(t)} \right) - \theta_{i} \right].
\]

**Storage capacity.** An intuition for the storage capacity scaling of the hetero- and auto-associative memory networks can be gained by observing that the network as a whole will be able to successfully recall patterns as long as each neuron is able to correctly classify its inputs (or is very unlikely to produce an error). The capacity of the network can thereby be derived from the capacity of each individual neuron. It is well-known that a linear binary classifier can learn to correctly discriminate a maximum of \( M_{\text{max}} \approx 2D_{\text{VC}} \) random patterns, where \( D_{\text{VC}} \) is the Vapnik-Chervonenkis dimension of the classifier [15, 20, 40, ch. 40]. For a neuron with \( N \) inputs and a linear feature map \( \phi(x) = x \), this results in \( D_{\text{VC}} = N \) and, thus, the capacity \( M_{\text{max}} \approx 2N \). Suppose, on the other hand, that the kernel is a homogeneous polynomial of degree \( p \), so that \( K(x_i, x_j) = (x_i^T x_j)^p \). In this case, \( \phi \) will contain all monomials of degree \( p \) composed of the entries in \( x \). As there are \( O(N^p) \) unique \( p \)-degree monomials (see Appendix A.1), the input dimensionality and \( M_{\text{max}} \) will be \( O(N^p) \). For the exponential kernel, which we can write as \( K(x_i, x_j) = \exp(x_i^T x_j) = \sum_{p=0}^{\infty} (x_i^T x_j)^p / p! \), the dimensionality of \( \phi \) will be \( \sum_{p=0}^{\infty} \binom{N}{p} = 2^N \), which yields \( M_{\text{max}} \sim O(e^N) \).

**Special cases.** In the following sections, we will show that many of the models of hetero- and auto-associative memory that have been proposed over the past years are special cases of the solutions in Properties 1, 2.1, and 2.2, characterized by specific choices of \( A \), \( \phi \), and \( K \).

### 3.3 Kanerva’s sparse distributed memory is a feed-forward SVM network

The sparse distributed memory (SDM), developed by Kanerva [30], is one of the most famous examples of a hetero-associative memory model. It has lately received much attention in the context of generative memory models [69] and attention layers in transformers [8].

The SDM consists of a register of \( N_{\phi} \) memory slots, each associated with an address \( z_i \in \{ \pm 1 \}^{N_{\text{in}}} \), \( i = 1, \ldots, N_{\phi} \). All addresses are listed as rows in the matrix \( Z = (z_1, \ldots, z_{N_{\phi}})^T \). The content of each slot is represented by an \( N_{\text{out}} \)-dimensional vector, initialized at zero. Suppose that we wish to store the \( M \) patterns \( X_{\text{out}} = (\xi_{\text{out}}^1, \ldots, \xi_{\text{out}}^M) \) in the addresses \( X_{\text{in}} = (\xi_{\text{in}}^1, \ldots, \xi_{\text{in}}^M) \), where all entries are random and bipolar. The basic idea of the SDM is to write the data to, and later read it from, multiple memory slots at once (hence the distributed storage); this ensures a degree of noise-robustness. In mathematical terms, the read-out of the SDM provided with a query \( s_{\text{in}} \), is given by

\[
s_{\text{out}} = \text{sgn} \left[ X_{\text{out}} \Theta(ZX_{\text{in}} - b)^\top \Theta(Zs_{\text{in}} - b) \right]
\]

where \( \Theta \) the Heaviside function with bias \( b = N_{\text{in}} - 2r \), and \( r \) is a parameter that determines the precision of the writing and reading process. Upon comparing Eqs. 13 and 5, the SDM can be directly identified as a special case of a suboptimal feed-forward SVM network in the feature form, with \( A = 1 \), \( \theta = 0 \), and the feature map \( \phi_{\text{SDM}}(x) = \Theta(Zx - b) \). When viewed as a kernel method, the function of the SDM is to store the dense addresses \( X_{\text{in}} \) as sparse high-dimensional representations \( \phi_{\text{SDM}} \), to make it easier to later determine the slots closest to a query \( s_{\text{in}} \), and retrieve the relevant data.

**Capacity.** As the SDM is linear in \( \phi_{\text{SDM}} \), with \( D_{\text{VC}} \approx N_{\phi} \), it follows from the analysis in Sec. 3.2 that one should expect the capacity to scale as \( M_{\text{max}} \sim O(N_{\phi}) \). Moreover, one should expect a proportionality constant \( \sim 0.1 \), since the SDM is suboptimal relative to the feed-forward SVM network, analogously to how the classical Hopfield network is suboptimal relative to the recurrent SVM network (see Sec. 3.4). This is consistent with earlier proofs [12, 31].
Kernel of an infinite SDM. In practice, an SDM with a large number of memory slots $N_\phi$ requires calculations involving a large address matrix $Z$. This can be avoided by applying the kernel-trick to Eq. 13 in the limit $N_\phi \to \infty$, which allows for the output to be computed with

$$s_{\text{out}} = \text{sgn}[X_{\text{out}} K_{\text{SDM}}(X_{\text{in}}, s_{\text{in}})]$$

where we have defined the kernel as

$$K_{\text{SDM}}(x_i, x_j) = \lim_{N_\phi \to \infty} \frac{\phi_{\text{SDM}}(x_i) \top \phi_{\text{SDM}}(x_j)}{N_\phi}$$

in order to ensure convergence. In this section, we will derive this kernel for two different variants of the SDM and demonstrate that both are translation-invariant. It is interesting to note here that $\phi_{\text{SDM}}$ is equivalent to a single-layer neural network with $N_\phi$ neurons, weights $Z$, and bias $b$. This means that $K_{\text{SDM}}$ is equivalent to the kernel of an infinitely wide neural network [11, 47, 67].

We begin by noticing that $\phi_{\text{SDM}}(x)$ has a geometrical interpretation [8, 31]. It is a binary vector that indicates those memory addresses in $Z$ that differ by at most $r$ bits compared to $x$. For any two bipolar vectors $z$ and $x$, the bit-wise difference can be computed as $\frac{1}{2} |z - x| = \frac{1}{2} \|z - x\|_2$. This means that $\phi_{\text{SDM}}(x)$ indicates all addresses that lie within a sphere centered at $x$ with radius $2 \sqrt{r}$. Consequently, the inner product $\phi_{\text{SDM}}(x_i) \top \phi_{\text{SDM}}(x_j)$ is the number of addresses located in the overlapping volume of two spheres centered at $x_i$ and $x_j$. Although an exact calculation of this quantity can be found in [8, 30], its connection to the SDM kernel has, to the best of our knowledge, not previously been made. We therefore modify the previously published expression with a normalization factor $1/2^{N_\text{in}}$ and state the following property.

**Property 3.1 (Kernel of an infinite SDM on the hypercube).** In the limit $N_\phi \to \infty$, the kernel of an SDM with $N_\phi$ memory slots, whose addresses are randomly drawn from $\{\pm 1\}^{N_\text{in}}$, is given by

$$K_{\text{SDM}}(x_i, x_j) = \frac{1}{2^{N_\text{in}}} \sum_{i=N_\text{in}-r-\lceil \frac{\Delta}{r} \rceil}^{N_\text{in}-\Delta} \sum_{j=N_\text{in}-r-\lceil \frac{\Delta}{r} \rceil}^{N_\text{in}-\Delta-i} \binom{N_\text{in}-\Delta}{i} \binom{\Delta}{j}$$

Figure 1: Graphical representation of (A1-A2) the feed-forward SVM network, (A3) the SDM, (B1-B2) the recurrent SVM network, and (C) an SVM mapped to the anatomy of a pyramidal cell (see Sec. 5). Circles represent neurons, while boxes represent the input transformation by the feature map $\phi$, which can be dependent (A1, B1) or independent (A2, B2) of neuron index $i$. 
where \( r \) is the bit-wise error threshold and \( \Delta \) is the bit-wise difference between \( x_i \) and \( x_j \), given by
\[
\Delta = \frac{1}{2} |x_i - x_j| = \frac{1}{2} \|x_i - x_j\|_2.
\]

The SDM can also be implemented with continuous addresses, randomly placed on a unit hypersphere of \((N_{\text{in}} - 1)\) dimensions, denoted \( \mathbb{S}^{N_{\text{in}}-1} \). The vector \( \phi_{\text{SDM}}(\mathbf{x}) \) now indicates all addresses that lie within a hyperspherical cap centered at \( \mathbf{x} \) with an angle \( \arccos(b) \) between its central axis and the rim. The inner product \( \phi_{\text{SDM}}(\mathbf{x})^T \phi_{\text{SDM}}(\mathbf{x}) \) is the number of addresses located in the overlapping area of two spherical caps centered at \( x_i \) and \( x_j \). While a calculation of this quantity, again, can be found in [8], it has not previously been connected to the kernel of an SDM. We simplify the previously published result and also derive a closed-form approximation, valid for highly sparse \( \phi_{\text{SDM}} \) (see Appendix B for details). The results are summarized below.

**Property 3.2** (Kernel of an infinite SDM on the hypersphere). In the limit \( N_{\phi} \to \infty \), the kernel of an SDM with \( N_{\phi} \) memory slots, whose addresses are randomly drawn from \( \mathbb{S}^{N_{\text{in}}-1} \), is given by
\[
K_{\text{SDM}}(x_i, x_j) = \frac{N_{\text{in}} - 2}{2\pi} \int_{\alpha_{\text{in}}}^{\alpha_{b}} \sin(\varphi) (N_{\text{in}} - 2) \left[ 1 - \frac{\tan(\alpha_{\text{in}})}{\tan(\varphi)} \right] \frac{1}{2} \, d\varphi \quad (17)
\]
where \( \alpha_{\text{in}} = \frac{1}{2} \arccos(x_i^T x_j) \), \( \alpha_b = \arccos(b) \), and \( B \) is the incomplete Beta function. In the highly sparse regime, when \( 0.9 \leq b < 1 \) and \( \frac{1}{\alpha_{\text{in}}} \|\phi_{\text{SDM}}\|_0 \ll 1 \), the kernel can be approximated with
\[
K_{\text{SDM}}(x_i, x_j) \approx \frac{\hat{b}^{N_{\text{in}} - 1}}{2\pi} B \left[ 1 - \left( \frac{\Delta}{b} \right)^2 \right] \quad (18)
\]
where \( \Delta = \frac{1}{2} \|x_i - x_j\|_2 \) and \( \hat{b} = \sin(\arccos(b)) \).

In conclusion, an infinitely large SDM with sparse internal representations \( \phi_{\text{SDM}} \), can be represented as a suboptimal case of a feed-forward SVM network with a translation-invariant kernel.

### 3.4 The modern Hopfield network is a recurrent SVM network

The Hopfield network [26] is, arguably, the most well-known model of auto-associative memory. In its modern form [35], it is a recurrent network of \( N \) neurons with the state \( s^{(t)} \), whose dynamics are governed by the energy and state update rule
\[
E = -\sum_{\mu} \int_{0}^{\Theta} \epsilon^\mu F^\mu \left[ \sum_{i} s_i^{(t)} \right] \left[ \sum_{j \neq i} \epsilon_j^\mu F^\mu \left[ s_j^{(t)} \right] \right] = \text{sgn} \left[ \sum_{\mu} \sum_{i} \epsilon^\mu \left[ \int_{0}^{\Theta} F^\mu \left[ s_i^{(t)} \right] \right] \right] \quad (19)
\]
where \( F \) is a smooth function, typically a sigmoid, polynomial, or exponential. This “generalized” Hopfield model has a long history [see, e.g., 1, 21, 25, 37] but has received renewed attention in recent years under the name modern Hopfield network (MHN) or dense associative memory [17, 35].

By comparing Eq. 19 with Eq. 12, the state update of the MHN can be identified as a special case of a suboptimal recurrent SVM network in the kernel form, with \( k = F' \), \( A = 1 \), and \( \theta = 0 \) (since \( f = 0.5 \)). With a linear \( F'(x) = x \), the MHN reduces to the classical Hopfield network, which is a special case of the recurrent SVM network with the linear kernel \( k(x_i^T x_j) = x_i^T x_j \).

**Capacity.** The storage capacity of the MHN has been shown to depend on the shape of \( F' \). In the linear case, the capacity is famously limited to \( \sim 0.1N \) patterns, depending on the precision of retrieval [2, 42]. If, on the other hand, \( F' \) is polynomial with degree \( p \), the capacity scales as \( M_{\text{max}} \sim O(N^p) \) [35], while an exponential \( F' \) endows the network with a capacity \( M_{\text{max}} \sim O(e^N) \) [17]. From the perspective of the kernel memory framework, this scaling directly follows from the analysis in Sec. 3.2 with \( k = F' \). In fact, in the regime of low errors, the kernel memory framework can also be used to derive a more precise capacity scaling for the classical Hopfield network. We first note that any one-shot learning rule that implies \( A > 0 \) is equivalent to an SVM network where every stored pattern is a support vector. Such a heuristic is only likely to be close to the optimal solution and perform well in large networks with very few patterns, as high-dimensional linear SVMs trained on few patterns are highly likely to find solutions where all patterns are support vectors; this effect has been termed support vector proliferation [4]. Restricting the network to this regime limits the capacity to \( M_{\text{max}} \sim O(N/\log N) \), consistent with the result in [42] (see Appendix A.2).
Iterative learning rules. The problem of iteratively training MHNs with biologically plausible online learning rules has recently been studied [64], with a resulting storage capacity ranging from $\sim 0.16N$ to $\sim N$, depending on the exact implementation. The aim, in general, of such studies is to find a learning rule capable of producing a capacity close to the theoretical maximum $\sim 2N$. For this purpose, the perspective of kernel memory networks can be particularly helpful, as many of the algorithms that have been developed over the past two decades to optimize SVMs can be utilized for MHNs as well. For example, a network formulated in the feature form can be trained with the stochastic batch perceptron rule [14, 34], the passive aggressive rules [16], the minnorm rule [5], as well as with likelihood maximization applied to logistic regression [29, 46, 59]. In the kernel form, two of the most well-known online algorithms for training linear and non-linear SVMs are the Adatron [3] and the Kernel-Adatron [19]. A performance comparison between iterative learning and the modern Hopfield learning rule can be found in Appendix C.

Generalization. Viewing the MHN as a recurrent network of SVMs can also facilitate a more intuitive understanding of its ability to generalize, when used as a conventional classifier. In this setting, one designates a subset of the neurons as input units, and the remaining neurons as outputs. Given a set of input-output associations, one optimizes the memory patterns $\xi^\mu$ using, for example, gradient descent. Such an experiment was performed by Krotov and Hopfield [35] on the MNIST data set, using a polynomial non-linearity $F(x) = x^p$. Results showed that the test error first improved as $p$ increased from 2 to 3, but later deteriorated for high degrees, like $p = 20$. While it may be difficult to explain this behavior within an energy-based framework, it is entirely expected when viewed from the SVM perspective: a kernel of low polynomial degree has too few degrees of freedom to fit the classification boundary in the training set, causing underfitting, while a polynomial of too high degree grants the model too much flexibility, which results in overfitting.

The pseudoinverse learning rule. The coefficients in $A$ are, in general, computed numerically, and cannot be written in closed form. However, in the special case when Eq. 8 is underdetermined, meaning $M < N$, a closed-form (but suboptimal) solution can be obtained using the least-squares SVM method [60]. The result is a generalized form of the pseudoinverse learning rule [50]. See Appendix D for details.

4 Kernel memory networks for continuous patterns

4.1 Auto-associative memory as a recurrent interpolation network

So far, we have considered memory models designed to store only bipolar patterns. We now relax this constraint and allow patterns to be continuous-valued. We first observe that any set of patterns $X \in \mathbb{R}^{N \times M}$ can be made fixed points of the dynamics by training each neuron $i$ to interpolate $\xi^\mu_i$ when the rest of the network is initialized in $\xi^\mu$, for every pattern $\mu$. Assuming that the model is equipped with a kernel that allows for each fixed point to also be attracting, we can ensure that a lower bounding estimate of the size of the attractor basin is maximized by finding the interpolation with minimum weight norm (see Appendix E.1 for proof). These results are summarized below.

Property 4 (Robust auto-associative memory with continuous patterns). Suppose that the dynamics of a recurrent auto-associative memory network evolve according to the synchronous update rule

$$s(t+1) = X K^\dagger K(X, s(t))$$

where $K = K(X, X) = \phi(X)^T \phi(X)$ is the kernel matrix and $K^\dagger$ its Moore-Penrose pseudoinverse, where $K^\dagger = K^{-1}$ if $\phi(X)$ is full column rank. Then, the dynamics of the network is guaranteed to have the fixed points $X$. Moreover, if the points are attracting, Eq. 20 maximizes a lower bound of the attractor basin sizes.

4.2 A recurrent interpolation network with exponential capacity

Memory models for continuous data [e.g., 27, 33, 48] have generally received less attention than their binary counterparts. Recently, however, Ramsauer et al. [57] proposed an energy-based model capable of storing an exponential number of continuous-valued patterns (we will refer to this model as the softmax network). While the structure of this model is similar to Eq. 20, it cannot be analyzed within
the framework of Property 4, as it involves a kernel that is neither symmetric nor positive-definite [68].

Nonetheless, we will in this section demonstrate that it is possible to use conventional kernel methods to design an attractor network with exponential capacity for continuous patterns. We utilize the properties of the SDM by using a translation-invariant kernel with a fixed spatial scale \( r \). For the sake of simplicity, we choose the exponential power kernel (Exp\(\beta\))

\[
K_{\text{exp},\beta}(x_i, x_j) = \exp \left[-\frac{1}{r} \|x_i - x_j\|^2 \right]
\]  

(21)

where \( \beta, r > 0 \). These parameters determine the shape of the attractor basin that surrounds each pattern. While \( r \) roughly sets the radius of attraction, \( \beta \) represents an inverse temperature which changes the steepness of the boundary of the attractor basin. Moreover, as long as the patterns are unique, the kernel matrix is invertible and we have \( K_{\text{exp},\beta}^T = K_{\text{exp},\beta}^{-1} \) [44].

We will now analyze the noise robustness and storage capacity of this model. To make the analysis tractable, we will operate in the regime of low temperatures, meaning the limit \( \beta \to \infty \). We first establish the following three properties.

**Property 5.1** (The Exp\(\beta\) network at zero temperature). Given a set of unique patterns \( \{\xi^\mu\}_M \) with \( \min_{\mu, \nu \neq \mu} \|\xi^\mu - \xi^\nu\|_2 > r \), the state update rule for the Exp\(\beta\) network at \( \beta \to \infty \) reduces to

\[
s^{(t+1)} = X \Theta(r - \|X - s^{(t)}\|_2)
\]  

(22)

where \( \Theta(\cdot) \) is the Heaviside function with \( \Theta(0) = e^{-1} \) (see Appendix E.2.1).

**Remark.** In geometrical terms, Property 5.1 states that the boundary of the basin of attraction surrounding each pattern becomes a sharp \((N-1)\)-dimensional hypersphere with radius \( r \) in the limit \( \beta \to \infty \). For lower, finite \( \beta \), the spherical boundary becomes increasingly fuzzy. From the perspective of an energy landscape, each pattern lies in an \( N \)-dimensional energy minimum with infinitely steep walls when \( \beta \to \infty \). As \( \beta \) is lowered, the barriers become progressively smoother.

**Property 5.2** (Convergence in one step). Given a set of unique patterns \( \{\xi^\mu\}_M \) with \( \min_{\mu, \nu \neq \mu} \|\xi^\mu - \xi^\nu\|_2 > 2r \), the Exp\(\beta\) network at \( \beta \to \infty \), initialized at \( s^{(0)} = \xi^\mu + \Delta \xi \), will converge to \( \xi^\mu \) in one step if \( \|\Delta \xi\|_2 < r \).

**Property 5.3** (No spurious attractors). Given a set of unique patterns \( \{\xi^\mu\}_M \) with \( \min_{\mu, \nu \neq \mu} \|\xi^\mu - \xi^\nu\|_2 > 2r \) and \( \exists \mu : \|\xi^\mu\|_2 = r/(1 - e^{-1}) \), the only attractors of the dynamics of the Exp\(\beta\) network at \( \beta \to \infty \) are the points \( \{\xi^\mu\}_M \) with \( \exists \mu : \|\xi^\mu\|_2 = r \).

**Remark.** Properties 5.2 and 5.3 can be shown to be true simply by inserting the expression \( s^{(0)} = \xi^\mu + \Delta \xi \) in Eq. 22. Assuming no overlaps between the basins of attraction, a quick calculation shows that \( s^{(1)} = \xi^\mu \) if \( \|\Delta \xi\|_2 < r \). If, on the other hand, the network is initialized such that \( \|s^{(0)} - \xi^\mu\|_2 > r \), for \( \forall \mu \), one always obtains \( s^{(2)} = \xi^\mu \), where \( \xi^0 \) is either 0 or the pattern closest to 0. In other words, the network recalls a pattern only if the initialization is close enough to it. If located far from all patterns, the network assumes an “agnostic” state, represented either by the origin or the pattern closest to the origin (if the origin happens to be located within a basin of attraction).

In the following two properties, we evaluate how the radius of attraction \( r \) determines the maximum input noise tolerance and storage capacity.

**Property 6** (Robustness to white noise). Assume that we are given a set of unique patterns \( \xi^1, \ldots, \xi^M \sim N(0, I_N) \) with \( \min_{\mu, \nu \neq \mu} \|\xi^\mu - \xi^\nu\|_2 > 2r \), and that the Exp\(\beta\) network is initialized in a distorted pattern \( s^{(0)} = \xi^\mu + \epsilon \), where \( \epsilon \sim N(0, \sigma^2 I_N) \). Then, at \( \beta \to \infty \), the maximum noise variance \( \sigma^2_{\text{max}} \) with which \( \xi^\mu \) can be recovered in at least \( 50\% \) of trials is

\[
\sigma^2_{\text{max}} = \frac{r^2}{N} .
\]  

(23)

**Property 7** (Exponential storage capacity). At \( \beta \to \infty \), and for \( N \gg 1 \), the average maximum number of patterns sampled from \( N(0, I_N) \) that the Exp\(\beta\) network can store and recall without errors is lower-bounded according to

\[
M_{\text{max}} \geq \sqrt{2\pi N(1 - 2\sigma^2_{\text{max}})} \exp \left[\frac{N(1 - 2\sigma^2_{\text{max}})^2}{8}\right]
\]  

(24)

where \( \sigma^2_{\text{max}} \) is the maximum white noise variance tolerated by the network.
Remark. Proofs can be found in Appendices E.2.2 and E.2.3. Note that Property 7 is valid in the range $\sigma_2^\alpha \lesssim 1/2$. While the bounds are fairly tight at the upper end of the range, they become loose when $\sigma_2^\alpha \to 0$. In this limit, which is equivalent to $r \to 0$, the storage capacity tends to infinity, as the risk of interference between patterns vanishes when their radius of attraction becomes infinitesimal.

Comparison to the softmax network. If patterns are randomly placed on a hypersphere instead of being normally distributed, the state update rule in Eq. 22 reduces to the form $s^{(t+1)} = X \Theta(X^\top s^{(t)} - \theta)$, where $\theta$ is a fixed threshold. While the capacity remains exponential (see Appendix E.3.1), the basin of attraction surrounding each pattern now forms a spherical cap instead of a ball. We can compare this to the softmax network at zero temperature, given by $s^{(t+1)} = \lim_{\beta \to 0} X \max(X^\top s^{(t)}) = X \arg \max(X^\top s^{(t)})$.

Summary. We have shown that conventional kernel methods can be used to derive the weights for hetero- and auto-associative memory networks storing binary or continuous-valued patterns with maximal noise tolerance. The result is a family of optimal memory models, which we call kernel memory networks, which includes the SDM and MHN as special cases. This unifying framework facilitates an intuitive understanding of the storage capacity of memory models and offers new ways to biologically interpret these in terms of non-linear dendritic integration. This work formalizes the links between kernel methods, attractor networks, and models of dendritic processing.
Future work. A unifying theoretical framework for memory modeling can be useful for the development of both improved biologically plausible memory models and for machine learning applications. First, recognizing that there exists algorithms for training optimally noise-robust classifiers and adapting these to biological constraints can aid in the development of normative synaptic three-factor learning rules [23]. Second, the theoretical link between neuron models, kernel functions, and storage capacity enables one to fit kernel memory networks to neurophysiological data and to analyze the computational properties of biophysically informed memory models. Finally, our unifying framework reveals that most memory models differ only in the choice of kernel (model complexity) and Lagrange parameters (model precision). This categorization simplifies the tailoring of memory models to their application, and allows for the design of models whose properties fundamentally can depart from kernel memory networks, by, for example, choosing kernels not associated with a reproducing kernel Hilbert space.
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Appendices

A Derivation of storage capacity scaling

A.1 Optimal storage: The scaling of effective input dimensionality

Suppose that the kernel is a homogeneous polynomial of degree \( p \ll N \), meaning \( K(x_i, x_j) = (x_i^\top x_j)^p \). This implies that the associated feature map \( \phi(x) \) contains all monomials of degree \( p \) composed of the entries in \( x \). Moreover, given that each entry \( x_i \) is \( \pm 1 \), each monomial in \( \phi \) can be written as an interaction term of the form \( x_1^{p_1} x_2^{p_2} \cdots x_N^{p_N} \), where \( p_i \in \{0, 1\} \) and \( \sum_i p_i \leq p \) (i.e., no factor \( x_i \) has an exponent higher than 1 and the sum of exponents is \( \leq p \)). The reason for this is that

\[
x_i^{n_i} = \begin{cases} 1, & \text{if } n_i \text{ even} \\ x_i, & \text{if } n_i \text{ odd} \end{cases}
\]

(25)

The number of unique interaction terms of precisely degree \( p \) (the highest degree) is \( \binom{N}{p} \). As the binomial coefficient is known to be bounded according to

\[
\binom{N}{p} \leq \left( \frac{Ne}{p} \right)^p \leq \left( \frac{Ne}{p} \right)^{N/(e-1)}
\]

(26)

we obtain \( \binom{N}{p} \sim O(N^p) \), for \( p \) fixed. Thus, the effective dimensionality of \( \phi \) scales like \( O(N^p) \).

For the exponential kernel \( K(x_i, x_j) = \exp(x_i^\top x_j) = \sum_{p=0}^{\infty} (x_i^\top x_j)^p / p! \), we first note that the monomials in \( \phi \) now will be interaction terms of all degrees \( p = 0, \ldots, N \). No monomial of degree \( p > N \) will be possible. The total number of unique interaction terms will therefore be

\[
\sum_{p=0}^{N} \binom{N}{p} = 2^N = e^{N \log 2}
\]

(27)

where the first equality can be found in [7, p. 14]. This gives us an effective dimensionality of \( \phi \) that scales like \( O(e^N) \).

A.2 One-shot storage: The scaling of the support vector proliferation regime

As shown recently in [4], support vector proliferation for an SVM trained on \( M \) random patterns drawn uniformly from \( \{\pm 1\}^N \) occurs in the regime \( N \gtrsim 2M \log M \). Solving for \( M \) gives us the scaling

\[
M \lesssim \frac{N}{2W_0(\frac{N}{2})}
\]

(28)

where \( W_0 \) is the principal branch of the Lambert function. The largest number of patterns that can be stored in this regime is thus

\[
M_{\text{max}} \approx \frac{N}{2W_0(\frac{N}{2})}
\]

(29)

Using the property \( W_0(x) = \log x - \log \log x + o(1) \), we can write

\[
W_0\left( \frac{N}{2} \right) \sim O(\log N)
\]

(30)

which yields

\[
M_{\text{max}} \sim O\left( \frac{N}{2\log N} \right)
\]

(31)
B Kernel of an infinite SDM on the hypersphere

B.1 Derivation of Eq. 17.

We follow the same steps as [8], with additional simplifications towards the end. As stated in the main text, we seek to calculate the overlapping area of two hyperspherical caps. A formula for this can be found in [38], and can be written as

\[ A_\cap = A_\bigtriangledown (R, \alpha_{\min}, \alpha_2) + A_\bigtriangledown (R, \alpha_\nu - \alpha_{\min}, \alpha_1) \]  

(32)

where

\[ A_\bigtriangledown (R, \alpha_{\min}, \alpha_2) = \frac{\pi N_{in}^{-1}}{1 - \tan^2(\alpha_{\min})} R^{N_{in}-1} \int_{\alpha_{\min}}^{\alpha_2} \sin(\varphi) N_{in}^{-2} I_1 \frac{\tan^2(\alpha_{\min})}{\tan^2(\varphi)} \left[ \frac{N_{in} - 2}{2}, \frac{1}{2} \right] d\varphi \]  

(33)

where \( R \) is the radius, \( I \) is the regularized incomplete Beta function, and

\[ \alpha_1 = \alpha_2 = \arccos(b) \]  

(34)

\[ \alpha_\nu = \arccos(x_i^T x_j) \]  

(35)

\[ \alpha_{\min} = \arctan \left( \frac{\cos(\alpha_1)}{\cos(\alpha_2) \sin(\alpha_\nu)} - \frac{1}{\tan(\alpha_\nu)} \right) \]  

(36)

\[ R = 1. \]  

(37)

We insert Eq. 34 in 36 and obtain

\[ \alpha_{\min} = \arctan \left( \frac{1}{\sin(\alpha_\nu)} - \frac{\cos(\alpha_\nu)}{\sin(\alpha_\nu)} \right) = \arctan \left( \frac{\alpha_\nu}{2} \right) = \frac{\alpha_\nu}{2} \]  

(38)

where we have used \( \tan(\alpha/2) = (1 - \cos(\alpha))/\sin(\alpha) \). Eq. 38 also follows from the symmetry of the problem. This result yields

\[ A_\cap = A_\bigtriangledown (R, \alpha_{\min}, \alpha_2) + A_\bigtriangledown (R, \alpha_\nu - \alpha_{\min}, \alpha_1) = 2A_\bigtriangledown (R, \alpha_{\min}, \alpha_1). \]  

(39)

We rewrite the regularized incomplete Beta function as

\[ I_1 \frac{\tan^2(\alpha_{\min})}{\tan^2(\varphi)} \left[ \frac{N_{in} - 2}{2}, \frac{1}{2} \right] = \frac{\Gamma(\frac{N_{in} - 1}{2})}{\Gamma(\frac{N_{in} - 2}{2}) \Gamma(\frac{1}{2})} B \left[ \frac{1}{2}, \frac{N_{in} - 2}{2}, \frac{1}{2} \right] \]  

(40)

where \( B \) is the incomplete Beta function. The area of an \((N_{in} - 1)\)-dimensional hypersphere is

\[ A_\bigtriangledown = 2\pi \frac{N_{in}}{\Gamma(\frac{N_{in}}{2})} R^{N_{in}-1}. \]  

(41)

We insert Eq. 40 in 33 and use the result in Eq. 39. Using the notation \( \alpha_\delta = \alpha_1 \) and \( \alpha_\epsilon = \alpha_{\min} \), and the identities

\[ \frac{\Gamma(\frac{N_{in}}{2})}{\Gamma(\frac{N_{in} - 2}{2})} = \frac{N_{in} - 2}{2}, \quad \Gamma(\frac{1}{2}) = \sqrt{\pi}, \]  

(42)

the ratio between the overlapping area of the hyperspherical caps and the complete area of the hypersphere can now be calculated as

\[ \frac{A_\cap}{A_\bigtriangledown} = \frac{N_{in} - 2}{2\pi} \int_{\alpha_\delta}^{\alpha_\epsilon} \sin(\varphi) N_{in}^{-2} B \left[ 1 - \frac{\tan^2(\alpha_\epsilon)}{\tan^2(\varphi)}, \frac{N_{in} - 2}{2}, \frac{1}{2} \right] d\varphi. \]  

(43)

B.2 Derivation of Eq. 18.

For a large bias \( b \gtrsim 0.9 \), which is equivalent to a small angle \( \alpha_\delta = \arccos(b) \), the hyperspherical caps surrounding \( x_i \) and \( x_j \) will be very small in relation to the whole hypersphere. In this case, we can neglect the curvature of the hyperspherical surface and project the area of the hyperspherical cap to the plane that cuts through the rims of the cap. This projection is a \((N_{in} - 1)\)-dimensional hyperball
Figure B.1: Plot of the kernel of an infinite SDM on the hypersphere, \( K_{SDM}(x_i, x_j) \), as a function of (A) the angle between \( x_i \) and \( x_j \), and (B) the bias \( b \). Solid lines represent the exact solution in Eq. 43, and dashed lines the approximation in Eq. 48. Parameter values: (A) \( N_{in} = 50 \); (B) \( \arccos(x_i^\top x_j) = \arccos(b) \).

(we will refer to it as a mini-ball). In three dimensions, for example, the projection of a spherical cap to the plane constitutes a disk, which is a 2-dimensional ball. The radius of each mini-ball is

\[
\hat{b} = \sin(\arccos(b))
\]  

and the half-distance between the centers of the mini-balls is

\[
\Delta = \frac{1}{2} \| x_i - x_j \|_2.
\]  

We estimate the overlapping area of the hyperspherical caps by calculating the overlapping volume of the mini-balls in \((N_{in} - 1)\) dimensions. A formula for the overlapping volume of two hyperballs can be found in [39] and is

\[
V_{\cap} = \pi^{N_{in}-1} \frac{\hat{b}^{N_{in}-1}}{\Gamma(\frac{N_{in}+1}{2})} B^{\left[ N_{in} \cdot \frac{1}{2}, 1 \right]} \left( \frac{\Delta}{\hat{b}} \right)^2 \left( \frac{N_{in}}{2} \cdot \frac{1}{2} \right).
\]  

We rewrite the regularized incomplete Beta function as

\[
I_{1-\left(\frac{\Delta}{\hat{b}}\right)^2}^{\left[ N_{in} \cdot \frac{1}{2}, 1 \right]} = \frac{\Gamma(\frac{N_{in}+1}{2})}{\Gamma(\frac{N_{in}}{2})\Gamma(\frac{1}{2})} B \left[ 1 - \left( \frac{\Delta}{\hat{b}} \right)^2, \frac{N_{in}}{2}, \frac{1}{2} \right]
\]  

and insert Eq. 47 in 46. The ratio between the overlapping area of the hyperspherical caps and the complete area of the hypersphere can now be estimated as

\[
\frac{A_{\cap}}{A_\circ} \approx \frac{V_{\cap}}{A_\circ} = \hat{b}^{N_{in}-1} \frac{B^{\left[ N_{in} \cdot \frac{1}{2}, 1 \right]}}{2\pi} B \left[ 1 - \left( \frac{\Delta}{\hat{b}} \right)^2, \frac{N_{in}}{2}, \frac{1}{2} \right].
\]  

A comparison of the exact solution in Eq. 43 and the approximation in Eq. 48 can be seen in Fig. B.1.

### C Iterative learning in an SVM network

We will in this section compare the noise tolerance of a single neuron in an SVM network when trained with an iterative learning rule, and when configured according to the MHN. First, we choose to equip the neuron with the feature map \( \phi_{pairs}(x) \), which consists of all unique pairs of cross-terms \( x_i x_j, i \neq j \). This yields a storage capacity scaling of \( O(N^2) \), and we therefore parameterize the storage load as \( M/N^2 \). We train the weights of the neuron either with the stochastic batch perceptron...
Figure C.1: Plot of the noise tolerance $\gamma$ (mean ± s.e.m. over 20 simulations) as a function of the storage load for a single SVM neuron with $N = 10^2$ inputs, trained with the stochastic batch perceptron (SBP) and the modern Hopfield rule. The SBP uses the feature map $\phi_{\text{pairs}}$, while the modern Hopfield rule is applied to both $\phi_{\text{pairs}}$ and $\phi_{\text{poly2}}$, corresponding to the kernel $K(x_i, x_j) = (x_i^\top x_j)^2$. SBP hyperparameters: learning rate $= 10^{-5}$, iterations $= 20M$.

Finally, we quantify the noise tolerance as the smallest Euclidean distance between the neuron’s decision boundary and the patterns $\{\xi_\mu^{\text{in}}\}_{\mu=1}^M$. This is equivalent to the minimum classification margin, defined as

$$
\gamma = \min_\mu \frac{\xi_\mu^{\text{out}}(w_\mu^\top \xi_\mu^{\text{in}})}{\|w\|_2}.
$$

We are only interested in the performance regime where all patterns are correctly recalled (i.e., correctly classified). This means that we only compare positive margins, since a negative margin indicates that there is one or more patterns that no longer can be correctly recalled. The results are plotted in Fig. C.1, and demonstrate that the margin for the MHN quickly drops with increasing load, while the iterative learning rule achieves a margin close to the theoretical optimum derived by Gardner [22]. Moreover, as the maximum storage capacity $M_{\text{max}}$ of each learning rule can be found at the intersection between the margin curve and the line $\gamma = 0$, the capacity of the online rule can be estimated to $\sim 0.07N^2$, which is more than an order of magnitude higher than that of the MHN, which is $\sim 0.05N^2$.

## D Generalized pseudoinverse rule

When the network is linear and underdetermined, meaning $M < N$, we can make sure that all patterns are attractors by modeling each neuron as a least-squares SVM [60] instead of a conventional SVM, so that the weights satisfy

$$
\min_w \|w_i\|_2 \quad \text{s.t.} \quad w_i^\top \xi_\mu^{\text{in}} = \xi_\mu^{\text{out}}, \quad \forall \mu, i.
$$

This is a minimum-norm interpolation problem, and yields the solution

$$
s^{(t+1)} = \text{sgn}[XK^\top X^\top s^{(t)}] = \text{sgn}[XX^\top s^{(t)}]
$$

where $K = X^\top X$ is the kernel matrix and $K^\dagger$ its Moore-Penrose pseudoinverse, and where we have used the property $K^\dagger X^\top = (X^\top X)^\dagger X^\top = X^\top$. This is the pseudoinverse learning rule [50].
The derivation can be extended to MHNs by performing interpolation on the feature map $\phi(\xi^\mu)$. Assuming that the problem is still underdetermined, so that $M < N_\phi$, we aim to find the weights
\[
\min_w \|w_i\|_2 \quad \text{s. t.} \quad w_i^\top \phi(\xi^\mu) = \xi_i^\mu, \quad \forall \mu, i
\]
which, analogously to the linear case, produces the optimal state update
\[
s^{(t+1)} = \text{sgn}\left[\mathbf{X} \mathbf{K}^\dagger \mathbf{K(S^{(t)})}\right]
\]
where $\mathbf{K} = \mathbf{K(X, X)} = \phi(\mathbf{X})^\top \phi(\mathbf{X})$. This can, again, be simplified to
\[
s^{(t+1)} = \text{sgn}\left[\mathbf{X} \phi(\mathbf{X})^\dagger \phi(s^{(t)})\right]
\]
where we can identify the weight matrix $\mathbf{W} = \mathbf{X} \phi(\mathbf{X})^\dagger$. This is the generalized pseudoinverse learning rule. Note that, if the feature-expanded patterns $\{\phi(\xi^\mu)\}_{\mu=1}^M$ are linearly independent, the kernel matrix is invertible and we have $\mathbf{K}^\dagger = \mathbf{K}^{-1}$.

E The kernel memory network for continuous patterns

E.1 Minimum norm interpolation and attractor basin size

Proof of Property 4. In the most general variant of this setting, each neuron $i$ is modeled as a linear regressor with a neuron-specific feature map $\phi_i$ and a state $s_i$ which is updated according to
\[
s_i^{(t+1)} = \mathbf{w}_i^\top \phi_i(s^{(t)}) .
\]
All patterns $\mathbf{X}$ are guaranteed to be fixed points of the dynamics by finding the weights that satisfy
\[
\xi_i^\mu = \mathbf{w}_i^\top \phi_i(\xi^\mu), \quad \forall \mu, i .
\]
In order for each pattern to also be an attractor, the weights must satisfy the additional constraint
\[
\|\mathbf{J}_s\|_2 \bigg|_{s^{(t)} = \xi^\mu} < 1, \quad \forall \mu
\]
where $\mathbf{J}_s$ is the Jacobian of the state update rule with respect to the input $s^{(t)}$. The meaning of Eq. 58 is that the spectral norm of the Jacobian must be less than 1 when evaluated at each pattern. The reason for this is that the update rule, which computes $s^{(t+1)}$ as a function of $s^{(t)}$ (either synchronously or asynchronously) is continuously differentiable with respect to $s^{(t)}$ and therefore satisfies the mean value inequality, so that
\[
\left\|s_1^{(t+1)} - s_2^{(t+1)}\right\|_2 \leq \hat{J}_s \left\|s_1^{(t)} - s_2^{(t)}\right\|_2
\]
where $\hat{J}_s$ is an upper bound of the spectral norm, meaning
\[
\|\mathbf{J}_s\|_2 \leq \hat{J}_s .
\]
If $\hat{J}_s < 1$ at a pattern $\xi^\mu$, it is also possible to find a neighborhood around $\xi^\mu$ where $\hat{J}_s < 1$ holds as well, due to the continuity of the state update rule. Given this, the Banach fixed point theorem ensures that the state update rule is a contractive map in a region surrounding $\xi^\mu$ and, equivalently, that $\xi^\mu$ is a stable attractor [56]. While the complete basin of attraction of $\xi^\mu$ might be difficult to compute exactly, we can define a subset of the basin as the set of points $\mathcal{S}^\mu$ in the open neighborhood of $\xi^\mu$ satisfying
\[
\mathcal{S}^\mu = \{s^{(t)} : \|\mathbf{J}_s\|_2 < 1\} .
\]
Given that the spectral norm of the Jacobian is upper bounded by the Frobenius norm, that is
\[
\|\mathbf{J}_s\|_2 \leq \|\mathbf{J}_s\|_F ,
\]
we can obtain a lower bound of the extent of the basin of attraction with the set
\[
\tilde{\mathcal{S}}^\mu = \{s^{(t)} : \|\mathbf{J}_s\|_F < 1\} .
\]
We can write $\mathbf{J}_s$ as
\[
\mathbf{J}_s = \mathbf{W} \cdot \mathbf{J}_\phi
\]
where
\[
W = \begin{pmatrix}
w_1^T & 0 & \cdots & 0 \\
0 & w_2^T & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & w_N^T
\end{pmatrix}, \quad J_\phi = \begin{pmatrix}
J_{\phi_1} \\
J_{\phi_2} \\
\vdots \\
J_{\phi_N}
\end{pmatrix}
\] (65)

and where \(J_\phi_i\) is the Jacobian of \(\phi_i(s^{(t)})\) with respect to \(s^{(t)}\). This gives us
\[
\|J_s\|_F = \|W \cdot J_\phi\|_F \leq \|W\|_F \cdot \|J_\phi\|_F
\] (66)

where the last expression is given by the Cauchy-Schwartz inequality. Since \(\|J_\phi\|_F\) depends only on the kernel, which is fixed, the right-hand side of Eq. 66 can only be minimized by finding a set of weights that minimize \(\|W\|_F\). By first rewriting this norm as
\[
\|W\|_F^2 = \sum_{i} \|w_i\|_2^2
\] (67)

we see that its minimum is obtained by minimizing \(\|w_i\|_2\), \(\forall i\). Combining this requirement with Eq. 57 is equivalent to performing a minimum norm interpolation, that is
\[
\min_{w_i} \|w_i\|_2 \text{ s.t. } \xi^{\mu} = w_i \phi_i(\xi^{\mu}), \quad \forall \mu, i.
\] (68)

If we now assume, as in the binary case, that all neurons use the same feature map, so that \(\phi_i = \phi, \forall i\), the solution can be compactly written as in Eq. 20. This maximizes a lower bound of the attractor basin size, as defined by \(S^{\mu}\), for each pattern \(\xi^{\mu}\). □

### E.2 Normally distributed patterns

#### E.2.1 Kernel at zero temperature

**Proof of Property 5.1.** Using the notation \(\Delta = \|\xi^{\mu} - \xi^{\nu}\|_2\), we have that
\[
\lim_{\beta \to \infty} \left(\frac{\Delta}{r}\right)^\beta = \begin{cases}
0, & \Delta < r \\
1, & \Delta = r \\
\infty, & \Delta > r
\end{cases}
\] (69)

from which it follows that
\[
\lim_{\beta \to \infty} \exp \left[-\left(\frac{\Delta}{r}\right)^\beta\right] = \begin{cases}
1, & \Delta < r \\
e^{-1}, & \Delta = r \\
0, & \Delta > r
\end{cases}
\] (70)

which is equivalent to \(\Theta(r - \Delta)\) with \(\Theta(0) = e^{-1}\). We combine this with the assumption that the patterns are unique and that \(\min_{\mu,\nu \neq \mu} \|\xi^{\mu} - \xi^{\nu}\|_2 > \frac{r}{2}\) and obtain
\[
\lim_{\beta \to \infty} K_{\exp\beta}(\xi^{\mu}, \xi^{\nu}) = \Theta(r - \|\xi^{\mu} - \xi^{\nu}\|_2) = \begin{cases}
1, & \mu = \nu \\
0, & \mu \neq \nu
\end{cases}
\] (71)

which can be written compactly as
\[
\lim_{\beta \to \infty} K_{\exp\beta} = I_M.
\] (72)

It directly follows that
\[
\lim_{\beta \to \infty} K_{\exp\beta}^{-1} = I_M^{-1} = I_M
\] (73)

and, therefore,
\[
\lim_{\beta \to \infty} X K_{\exp\beta}^{-1} K_{\exp\beta}(X, s^{(t)}) = X \Theta(r^2 - \|X - s^{(t)}\|_2^2).
\] (74)
We combine this expression with the approximation
\[
\lim_{N \to \infty} \frac{\| \epsilon_0 \|^2 - N}{\sqrt{2N}} \sim \mathcal{N}(0, 1)
\] (76)
where we have used the fact that each term in \( \| \epsilon_0 \|^2 \) is \( \chi^2(1) \)-distributed, and has mean 1 and variance 2. We will therefore make the approximation \( \| \epsilon_0 \|^2 \sim \mathcal{N}(2N, 2\sigma^4 N) \) for large \( N \). This gives us
\[
\sigma^2 \| \epsilon_0 \|^2 \sim \mathcal{N}(\sigma^2 N, 2\sigma^4 N) .
\] (77)
The original pattern \( \xi^\mu \) will only be recovered if \( r^2 - \| \xi^\mu - s^{(0)} \|^2 \geq 0 \), which is satisfied in at least 50\% of trials if \( r^2 \geq \sigma^2 N \). The maximum variance with which this type of recovery still holds is thus
\[
\sigma_{\text{max}}^2 = r^2 / N .
\] (78)

### E.2.2 Noise robustness

**Proof of Property 6.** With \( s^{(0)} = \xi^\mu + \epsilon \), we have
\[
\| \xi^\mu - s^{(0)} \|^2 = \| \epsilon \|^2 = \| \sigma \epsilon_0 \|^2 = \sigma^2 \| \epsilon_0 \|^2
\] (75)
where \( \epsilon_0 \sim \mathcal{N}(0, I_N) \), from which it follows that \( \| \epsilon_0 \|^2 \) is a random variable with a \( \chi^2(N) \) distribution. According to the central limit theorem, we also have
\[
\lim_{N \to \infty} \frac{\| \epsilon_0 \|^2 - N}{\sqrt{2N}} \sim \mathcal{N}(0, 1)
\] (76)
where we have used the fact that each term in \( \| \epsilon_0 \|^2 \) is \( \chi^2(1) \)-distributed, and has mean 1 and variance 2. We will therefore make the approximation \( \| \epsilon_0 \|^2 \sim \mathcal{N}(2N, 2\sigma^4 N) \) for large \( N \). This gives us
\[
\sigma^2 \| \epsilon_0 \|^2 \sim \mathcal{N}(\sigma^2 N, 2\sigma^4 N) .
\] (77)
The original pattern \( \xi^\mu \) will only be recovered if \( r^2 - \| \xi^\mu - s^{(0)} \|^2 \geq 0 \), which is satisfied in at least 50\% of trials if \( r^2 \geq \sigma^2 N \). The maximum variance with which this type of recovery still holds is thus
\[
\sigma_{\text{max}}^2 = r^2 / N .
\] (78)

### E.2.3 Storage capacity

**Proof of Property 7.** In the limit \( \beta \to \infty \), the boundary of the basin of attraction surrounding each pattern is sharp. In this setting, we are guaranteed that each pattern can be recalled without errors as long as \( \min_{i,j \neq i} \| \xi^i - \xi^j \|_2 > 2r \). We will therefore estimate the storage capacity by calculating the number of patterns, on average, that can be loaded into the network before at least two attractor basins overlap and the condition above is violated (see Fig. E.1).

We begin by observing that for two random patterns \( \xi^i, \xi^j \sim \mathcal{N}(0, I_N) \), we have
\[
\frac{1}{2} \| \xi^i - \xi^j \|^2 \sim \chi^2(N)
\] (79)
which, using the central limit theorem as in Eq. 76, can be approximated as \( \mathcal{N}(N, 2N) \) for large \( N \), thereby yielding
\[
\| \xi^i - \xi^j \|^2 \sim \mathcal{N}(2N, 8N) .
\] (80)

We now assume that the squared Euclidean distance between each pair of patterns \( \xi^i, \xi^j \) in a set of \( M \) given patterns \( \{ \xi^\mu \}_{\mu=1}^M \) is an independent sample of a random variable, denoted \( \Delta^2 \), which is distributed as in Eq. 80. This is, of course, an approximation which neglects that the pairwise distances between any set of points are inter-dependent. Nonetheless, for relatively large \( N \) and \( M \), the approximation accurately describes the empirical distance distribution.

Relying on this assumption, the process of drawing \( M \) random patterns becomes equivalent to drawing \( M(M - 1)/2 \) unique pairwise distances \( \Delta^2 \) from the distance distribution. The probability of drawing a sample \( \Delta^2 \leq 4r^2 \) can be calculated using the cumulative distribution function for the standard normal distribution, given by \( \Phi(x) = \frac{1}{2} \text{erfc}(-x) \), according to
\[
\mathbb{P}(\Delta^2 \leq 4r^2) = \frac{1}{2} \text{erfc} \left( \frac{N - 2r^2}{2\sqrt{N}} \right) .
\] (81)

The average number of samples of \( \Delta^2 \) one needs to draw before a sample satisfies \( \Delta^2 \leq 4r^2 \) is given by \( \mathbb{P}(\Delta^2 \leq 4r^2)^{-1} \). This determines the maximum number of patterns that the network, on average, can store, according to
\[
\frac{M_{\text{max}}(M_{\text{max}} - 1)}{2} = \frac{1}{\mathbb{P}(\Delta^2 \leq 4r^2)} .
\] (82)

We combine this expression with the approximation \( M_{\text{max}}(M_{\text{max}} - 1) \approx M_{\text{max}}^2 \) (which holds for large \( M_{\text{max}} \)) and Eq. 81, and obtain
\[
M_{\text{max}} = 2 \text{erfc} \left( \frac{N - 2r^2}{2\sqrt{N}} \right)^{-1/2} .
\] (83)
Figure E.1: Plot of the storage capacity of the Exp$_\beta$ network at $\beta \to \infty$ with normally distributed patterns. Dots represent means ($\pm$ s.e.m.) over 1000 simulations, in which the capacity is determined by the number of patterns sampled until one of the pairwise distances is smaller than $2r$. The standard error is too small to be visible. Lines correspond to the bound in Eq. 87. Note that the plot is log-linear, so the linear increase indicates that $M_{\text{max}}$ scales exponentially in $N$.

We now parameterize the radius $r$ in terms of the largest tolerable noise amplitude, according to Eq. 78. This gives us

$$M_{\text{max}} \geq 2 \text{erfc} \left( \frac{\sqrt{N(1 - 2\sigma^2_{\text{max}})}}{2} \right)^{-1/2}. \quad (84)$$

Given that the erfc function can be well approximated using the asymptotic expansion

$$\text{erfc}(x) \approx \frac{e^{-x^2}}{\sqrt{\pi}x} \sum_{n=0}^{\infty} (-1)^n \frac{(2n-1)!!}{(2x^2)^n} \quad (85)$$

for large arguments $x$, we can obtain a tight lower bound of $\text{erfc}^{-1}$ as long as $N$ is large and $\sigma^2_{\text{max}} \lesssim 1/2$ with the inverse zeroth order expansion, thereby obtaining

$$\text{erfc}(x)^{-1} \geq \sqrt{\pi}xe^{x^2}. \quad (86)$$

We insert Eq. 86 in 84 and finally obtain

$$M_{\text{max}} \geq \sqrt{2\sqrt{\pi}N(1 - 2\sigma^2_{\text{max}})} \exp \left[ \frac{N(1 - 2\sigma^2_{\text{max}})^2}{8} \right]. \quad (87)$$

\[\square\]

E.3 Patterns on the hypersphere

E.3.1 Storage capacity

\textbf{Property 8} (Storage capacity: patterns on the hypersphere). \textit{At $\beta \to \infty$, the average maximum number of patterns that the Exp$_\beta$ network can store and recall without errors is lower-bounded by}

$$M_{\text{max}} \geq \sqrt{8\pi N(1 - 2r^2)} \exp \left[ \frac{N(1 - 2r^2)^2}{4} \right] \quad (88)$$

\textit{when each pattern is randomly drawn from $\mathbb{S}^{N-1}$.}
Proof. We begin by observing that for two random patterns \( \xi^i, \xi^j \in \mathbb{S}^{N-1} \), we have
\[
\|\xi^\mu - \xi^\nu\|_2^2 = 2(1 - \xi^\mu^\top \xi^\nu).
\]
(89)
The probability distribution for the inner product \( \omega = \xi^\mu \top \xi^\nu \) can be found in [62], and is given by
\[
\omega \sim \frac{1}{\sqrt{\pi}} \frac{\Gamma(N/2)}{\Gamma((N-1)/2)} (1 - \omega^2)^{N-3/2}
\]
which, for large \( N \), can be approximated as
\[
\omega \sim \mathcal{N}(0, \frac{1}{N}).
\]
(91)
We use Eq. 91 in 89 and obtain
\[
\Delta^2 \sim \mathcal{N}(2, \frac{4}{N}).
\]
(92)
The probability of placing a pair of random points on \( \mathbb{S}^{N-1} \) with \( \Delta^2 \leq 4r^2 \) is thus
\[
\mathbb{P}(\Delta^2 \leq 4r^2) = \frac{1}{2} \text{erfc} \left( \frac{\sqrt{N}(1 - 2r^2)}{\sqrt{2}} \right).
\]
(93)
The average number of samples of \( \Delta^2 \) one needs to draw before a sample satisfies \( \Delta^2 \leq 4r^2 \) is given by \( \mathbb{P}(\Delta^2 \leq 4r^2)^{-1} \), and the maximum number of patterns that the network, on average, can store, is therefore
\[
M_{\text{max}} = 2 \text{erfc} \left( \frac{\sqrt{N}(1 - 2r^2)}{\sqrt{2}} \right)^{-1/2}.
\]
(94)
We use the lower bound in Eq. 86 in 94 and finally obtain
\[
M_{\text{max}} \geq \sqrt{8\pi N}(1 - 2r^2) \exp \left[ \frac{N(1 - 2r^2)^2}{4} \right].
\]
(95)

E.4 Bipolar patterns

E.4.1 Noise robustness

Property 9.1 (Robustness to flipped bits). Assume that we are given a set of unique patterns \( \xi^1, \ldots, \xi^M \in \{\pm 1\}^N \) with \( \min_{\mu \neq \nu} \|\xi^\mu - \xi^\nu\|_2 > 2r \), and that the Exp\( \beta \) network is initialized in a distorted pattern \( s^{(0)} = \xi^\mu \odot \epsilon \), where \( \epsilon \in \{\pm 1\}^N \), with \( \mathbb{P}(\epsilon_i = -1) = \rho, \forall i \). Then, at \( \beta \to \infty \), the maximum bit-wise error probability \( \rho_{\text{max}} \) with which \( \xi^\mu \) can be recovered in at least 50% of trials is
\[
\rho_{\text{max}} = r^2 / 4N.
\]
(96)

Proof. With \( s^{(0)} = \xi^\mu \odot \epsilon \), we have
\[
\|\xi^\mu - s^{(0)}\|_2^2 = 2\|\epsilon_B\|_2^2 = 4\|\epsilon_B\|_2^2
\]
(97)
where \( \epsilon_B \in \{0, 1\}^N \), with each entry being a random variable distributed as \( \epsilon_B \sim \text{Bernoulli}(\rho) \). This implies that \( \|\epsilon_B\|_2^2 \sim \text{Binomial}(N, \rho) \), which can be approximated as \( \mathcal{N}(\rho N, \rho(1 - \rho) N) \) for large \( N \). This gives
\[
4\|\epsilon_B\|_2^2 \sim \mathcal{N}(4\rho N, 16\rho(1 - \rho) N) \).
\]
(98)
Again, the original pattern \( \xi^\mu \) will only be recovered if \( r^2 - \|\xi^\mu - s^{(0)}\|_2^2 \geq 0 \), which is satisfied in at least 50% of trials if \( r^2 \geq 4\rho N \). The maximum bit-wise error probability with which this type of recovery still holds is thus
\[
\rho_{\text{max}} = r^2 / 4N.
\]
(99)
\[\square\]
In Eq. 78, \( \sigma \) roughly quantifies the maximum noise fluctuation around a pattern that is tolerable with a given radius \( r \), while still being able to recover the pattern in a majority of trials. In the case of Eq. 99, \( \rho \) instead quantifies the maximum tolerable bit-wise error probability.
E.4.2 Storage capacity

Property 9.2 (Storage capacity: bipolar patterns). At $\beta \to \infty$, the average maximum number of bipolar patterns with sparseness $f$ that the $\text{Exp}_\beta$ network can store and recall without errors is lower-bounded by

$$M_{\text{max}} \geq 2 \left( \frac{\pi N}{2\tilde{f}(1-f)} \right)^{1/4} \left( \tilde{f} - 4\rho_{\text{max}} \right)^{1/2} \exp \left[ \frac{N(\tilde{f} - 4\rho_{\text{max}})^2}{4\tilde{f}(1-f)} \right]$$

(100)

where $\tilde{f} = 2f(1-f)$ and $\rho_{\text{max}}$ is the maximum bit-wise error probability tolerated by the network.

Proof. This proof is, again, a slightly modified variant of the proof of Property 7. First, we observe that for two random patterns $\xi^\mu, \xi^\nu \in \{\pm 1\}^N$ with sparseness $f$, so that $P(x_{i}^{\mu,\nu} = 1) = f$, it is true that

$$\frac{1}{4} \|\xi^\mu - \xi^\nu\|_2^2 \sim \text{Binomial}(N, \tilde{f})$$

(101)

where $\tilde{f} = 2f(1-f)$ denotes the probability that $\xi^\mu$ and $\xi^\nu$ differ at any given entry. For large $N$, we can again approximate $\text{Binomial}(N, \tilde{f})$ with $N(\tilde{f}N, \tilde{f}(1-\tilde{f})N)$, which gives us

$$\|\xi^\mu - \xi^\nu\|_2^2 \sim N(4\tilde{f}N, 16\tilde{f}(1-\tilde{f})N).$$

(102)

We use this to compute the upper bound of the probability of drawing a distance $\Delta^2$ which satisfies $\Delta^2 \leq 4r^2$, as in Eq. 81. The result is

$$P(\Delta^2 \leq 4r^2) = \frac{1}{2} \text{erfc} \left( \frac{\tilde{f}N - r^2}{\sqrt{2\tilde{f}(1-\tilde{f})N}} \right).$$

(103)

Following the same derivations used to produce Eqs. 82 and 83, we arrive at

$$M_{\text{max}} = 2 \text{erfc} \left( \frac{\tilde{f}N - r^2}{\sqrt{2\tilde{f}(1-\tilde{f})N}} \right)^{-1/2}.$$  

(104)

As before, we parameterize the radius $r$ in terms of the maximum tolerable bit-wise error probability according to Eq. 99 and yield

$$M_{\text{max}} = 2 \text{erfc} \left( \frac{\sqrt{N(\tilde{f} - 4\rho_{\text{max}})}}{\sqrt{2\tilde{f}(1-\tilde{f})}} \right)^{-1/2}.$$  

(105)

We finally replace erfc with the lower bound in Eq. 86. This is valid for large $N$ and when $\rho \lesssim \tilde{f}/4$. We obtain

$$M_{\text{max}} \geq 2 \left( \frac{\pi N}{2\tilde{f}(1-f)} \right)^{1/4} \left( \tilde{f} - 4\rho_{\text{max}} \right)^{1/2} \exp \left[ \frac{N(\tilde{f} - 4\rho_{\text{max}})^2}{4\tilde{f}(1-f)} \right].$$  

(106)

\[\square\]

F Comparison to neuron models with active dendrites

To demonstrate how single neurons in kernel memory networks are generalizations of abstract neuron models with active dendrites, we begin by considering a neuron in the feature form (Eq. 5). We will here use the Heaviside activation function with threshold $\theta$, denoted $\Theta_{\theta}$, instead of $\text{sgn}$, and assume that patterns and states are in $\{0, 1\}^N$, where $N$ is the number of inputs. This, however, does not change the fundamental properties of our model, as SVMs can be formulated for binary data with minor modifications. Assuming a polynomial feature map $\phi$ of degree $p$, the feature vector will
consist of all possible monomials of degree \( \leq p \) composed of the states of its input neurons. Setting, for example, \( p = 2 \) gives us

\[
\phi(x) = (1, \sqrt{2}x_1, \ldots, \sqrt{2}x_N, \sqrt{2}x_1x_2, \ldots, \sqrt{2}x_1x_N, \sqrt{2}x_2x_3, \ldots, \sqrt{2}x_{N-1}x_N, x_1^2, \ldots, x_N^2).
\]

(107)

By limiting the feature map to only include a subset of all terms, our model is reduced to the 2-degree sigma-pi unit \([58, p. 73]\), which can be written as

\[
s_{\text{out}} = \Theta \left[ \sum_i w_i \prod_{j \in C_i} s_{\text{in},j} \right]
\]

(108)

where \( w_i \) is the weight of cluster \( i \), which consists of a product of all inputs \( s_{\text{in}},j \) whose indices \( j \) are contained in the set \( C_i \). From a neurophysiological perspective, each product represents the cross-talk between a set of synapses. By including such multiplicative interactions, synapses can both gate and amplify each other, to generate supra-linear input currents.

If we now further constrain this model to include only a subset of the cross-terms \( x_ix_j, i \neq j \), and parameterize each cross-term weight as \( w_{ij} = w_iw_j \), our neuron model is reduced to the clusteron \([43]\), which can be written as

\[
s_{\text{out}} = \Theta \left[ \sum_i w_i \prod_{j \in C_i} s_{\text{in},i} s_{\text{in},j} \right]
\]

(109)

where \( C_i \) now is the set describing all inputs \( j \) that input \( i \) should be paired with.

We now consider a neuron in the kernel form (Eq. 6) with an inner-product kernel \( K(x_i, x_j) = k(x_i^T x_j) \). By setting \( \xi_{\text{out},\mu} = 1, \forall \mu \), and assuming binary inputs, our model is reduced to

\[
s_{\text{out}} = \Theta \left[ \sum_{\mu} \alpha_{\mu} \left( \sum_i \xi_{\text{in},i}^{\mu} s_{\text{in},i} \right) \right]
\]

(110)

which is equivalent to the pyramidal cell as a 2-layered neural network, as defined in \([53]\). According to the original interpretation, this neuron model is comprised of \( M \) subunits, which can represent, for example, separate parts of a dendritic tree. All subunits receive the inputs and produce separate outputs which are all summed in the soma. Each subunit \( \mu \) is characterized by the input weights \( \xi_{\text{in},i}^{\mu} \) (which serves as a mask), the output weight \( \alpha_{\mu} \) (which determines how strongly the subunit influences the response at the soma), and the activation function \( k \).