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Abstract
This paper studies the problem of unsupervised detection of geometrically similar fragments (segments) in curves, in the context of boundary matching. The goal is to determine all pairs of sub-curves that are geometrically similar, under local scale invariance. In particular, we aim to locate the existence of a similar section (independent of length and/or orientation) in the second curve, to a section of the first curve, as indicated by the user. The proposed approach is based on a suitable distance matrix of the two given curves. Additionally, a suitable objective function is proposed to capture the trade-off between the similarity of the common sub-sequences and their lengths. The goal of the algorithm is to minimize this objective function via an efficient graph-based approach that capitalizes on Dynamic Time Warping to compare the two sub-curves. We apply the proposed technique in the context of geometric matching of coastline pairs. This application is crucial for investigating the forcing factors related to the coastline evolution. The proposed method was successfully applied to global coastline data, yielding a bipartite graph with analytical point-to-point correspondences.

Keywords Coastline evolution · Coastline matching · Curve matching · Dynamic time warping

1 Introduction

A significant problem in computer vision and pattern recognition is the unsupervised detection of geometrically similar fragments (segments) in curves. In this work, we study the detection of common subcurves (commonalities) in two curves (e.g. 2D object boundaries) of arbitrary shape, without prior knowledge of their quantity, shape, and length. The user specifies the part on the first curve to be retrieved on the second given curve. The sub-curve matching is implemented under local scale invariance, i.e., in addition to rotation and translation, local scaling transformations can take place to allow matching of curves after various shape changes (e.g., due to coastline evolution). Figure 1 shows an application of the proposed method to represent the local scaling effect in the matching results between two 2D objects. Based on the detected commonalities (Fig. 1a) we present the matching solutions (Fig. 1b-d) from the best to the worst, according to the proposed distance score. In the heading of Fig. 1b-d, the distance rating is given.

This problem can be viewed as an extension of the jigsaw puzzle problem [1–4], where only rotational and translational transformations are supported. The jigsaw puzzle problem requires assembling a given number of puzzle pieces of arbitrary or specific shape (e.g., square) from a broken single object. The goal is to reassemble the given pieces in such a way that the original shape is recovered. Solving jigsaw puzzles is an amusing task and a challenging mathematical and engineering problem with a variety of applications. Scientific literature proposes methods that rely on computer vision algorithms, such as contour or feature recognition and deep-learning techniques that use color, texture, and shape-related features [5, 6].
Similar to the jigsaw puzzles problem, faced by knowledge recognition and data mining, it involves the detection of many mutual patterns in a mutual signal [7], time series [8], or string [9]. The detected commonalities are called motifs [8]. The goal of motif discovery algorithms is to find the repeating patterns for a range of lengths. The enumerated motifs can be used in many data summarization, retrieval, and compression tasks. The problem of detecting commonalities in videos was introduced by [10] as Temporal Commonalities Discovery (TCD). It has been applied to pairs of images called time series, which contain information about facial expressions or motion detection. It has also been treated in [11] as the detection of co-actions in multiple image sequences, in [12] as video co-segmentation for action extraction, and currently in [13, 14] as the temporal action of co-segmentation in video pairs. Other relevant problems include periodicity detection [15] and video co-summarization [16]. Commonality detection in image sequences is an interesting topic applied in various fields such as data mining, content retrieval, audio and natural language processing, image and video analysis, bioinformatics, economics, physics and others.

In the present work, we study commonalities between two 2D curves $A$ and $B$ under the assumption that the user specifies on the first curve the part to be retrieved on the second given curve. In this constellation, a pair of subcurves of $A$ and $B$, which is also perceived as a path in the distance matrix $D$ of all pairwise distances between the elements (frames) of $A$ and $B$, is a possible commonality. This type of matrix is shown in Fig. 1a, which shows a heat map on which three commonalities are shown as white curves. Large and small pairwise distances are represented by warm and cold colors, respectively. How dissimilar the partial curves of a commonality candidate are is reflected by the total cost of a path. Paths with low costs correspond to similar subcurves, while high costs correspond to dissimilar subcurves. A short path tends to indicate low cost. Nevertheless, it corresponds to a commonality of small subcurves, which is not so remarkable. According to [14], the trade-off between the length of the commonality path and its cost can be balanced to find all paths in $D$ that truly correspond to common sub-curves in $A$ and $B$. This is achieved by detecting multiple commonalities. Figure 1a (top left and bottom right) also presents the two given curves and the tangential angles (see Section 3.1). In addition, Fig. 1b, c and d show the point correspondences indicated by gray dotted lines for the three commonalities. The three solutions are projected by gray dotted lines on the two given curves $A$ and $B$ that are drawn with blue and yellow colors, respectively.

Given the potential commonality for the two subcurves $s_A$ and $s_B$ of two curves $A$ and $B$, the equivalent commonality path and associated cost can be predicted by applying Dynamic Time Warping (DTW) [15]. DTW is a widely used method for optimal, nonlinear time alignment of two sequences and has been used for time series alignment [17]. According to [14], the exhaustive scheme of multiple commonality detection has a complexity of $O(|A|^3|B|^3)$ which is restrictive even for input boundaries with a small number of points. The method proposed in this paper, can be considered as a modification of MUCOS algorithm [14], which discovers multiple commonalities for input pairs of video sequences of many thousands of frames. This work also exploits the properties of the distance matrix $D$ and achieves state of the art performance with a computational complexity of $O(|A||B|\log(|A||B|))$ via an efficient graph-based approach.

The main contribution of this work concerns the application of unsupervised discovery to global coastal data to identify geometrically matched coastline pairs and produce a bipartite graph with the analytical point-to-point correspondences under local scale and rotation invariance in coastline pairs. Coastline matching is very important in various scientific disciplines that study coastal evolution at different time scales (in the present, in history and in geology) [18]. By implementing this work, we provide a highly accurate solution in coastline matching aiming to contribute to the study of
• erosional processes in the coastal environment [19]
• sedimentary budget of the coasts because of the coastal behaviour and mobility [20]
• seafloor spreading, coastal uplift and subsidence related to internal geodynamics

Another contribution is that the proposed methodology provides features for the study of the coastline evolution.

2 Related work

The partial matching of the boundaries of two two-dimensional objects can be seen as an application of the apictorial jigsaw puzzle reassembling problem, which is a very interesting scientific field. Apictorial jigsaw puzzles are called the puzzles in which the only information available is the geometric features of the pieces.

In addition to their theoretical significance, these puzzles also have excellent applications in various fields, such as archaeology for reconstruction of fragmented artefacts, art restoration and in biology [1, 3]. Such applications aim at the automatic reconstruction of a large number of irregularly shaped fragments coming from one or even several fragmented objects or shredded documents [2, 21], resulting in the elimination of tedious and time-consuming manual work. The detection of geometrical matching of coastlines can be considered as another interesting application of the apictorial jigsaw puzzle reassembling problem, which, to our knowledge, is studied for the first time in this work. The idea of geometrical coastline matching is based on the work of Alfred Wegener who suggested the hypothesis of continental drift (the basis for today’s model of plate tectonics) in 1912 [22].

Coastline matching with emphasis on computing the maximum and average discrepancy between sinuous lines was studied by [23]. Digital Elevation Models (DEM)s are used to define the boundaries of objects such as mountains and coastlines [24, 25]. Coastlines can also be automatically detected by sea and land segmentation in global or local range [26]. Detection accuracy and resolution can be improved by using a large number of repetitive, high-resolution, multispectral satellite images [27].

The remainder of this work is arranged as follows: Section 3 presents the various aspects of the problem, the properties of the problem, and ideas for dealing with the computational complexity of the problem. Section 4 presents algorithmic solutions applying the proposed formulation and the results. Section 5 presents the developmental features of the coastline. The experimental procedure and the results are given in Section 6. Finally, in Section 7 the summary and conclusions of this research are included.

3 Formulation

Let’s assume two given polygonal curves $A$ and $B$ of lengths $|A|$ and $|B|$, with $N_A$ and $N_B$ the number of their points, respectively. We also consider that the curves $A$ and $B$ have been resampled so that the length is the same for each line segment of the curves. This consideration allows us to calculate the commonalities and correspondences over pixels of equal size in the distance matrix.

The repetition sampling of equal length was also applied to the distance matrix of image sequences [14], which means that a common path on the distance matrix with slope equal to one, represents the correspondences between line segments of equal length one to one without scaling effect. To simplify notation, we assume that $A$ and $B$ have already been resampled. Therefore, in the following we use the notations $A$ and $B$ for the sampled curves. Figure 2(a) depicts the scheme of the proposed system architecture.

3.1 Distance matrix and commonalities

We define the $N_A \times N_B$ matrix $D$ of pairwise distances for the points of the curves $A$ and $B$ (see Fig. 1). Depending on the type of curves and applications, different distance functions can be used to consider the relation of tangential angle (slope) ($D_a(i, j)$) and normalized translation ($D_t(i, j)$) differences between points $A(i), i \in \{1, ..., N_A\}$ and $B(j), j \in \{1, ..., N_B\}$ of the given curves $A$ and $B$, respectively. The parameter $\lambda \in [0, 1]$ controls the relation of $D_a(i, j)$ and $D_t(i, j)$ (e.g. $\lambda = 0.8$ gives greater weight to the tangential angle). Therefore, a general form of the distance matrix is given in Eq. 1:

$$D(i, j) = \lambda \cdot D_a(i, j) + (1 - \lambda) \cdot D_t(i, j)$$ (1)
$$D_a(i, j) = |\phi(A(i)) - \phi(B(j))|$$ (2)
$$D_t(i, j) = \pi \cdot \frac{\|A(i) - B(j)\|_2 - m}{M - m}$$ (3)
$$m = \min_{i,j}\|A(i) - B(j)\|_2$$ (4)
$$M = \max_{i,j}\|A(i) - B(j)\|_2$$ (5)

where the $\phi(A(i))$ denotes the tangential angle at the point $A(i)$, which is equal to the angle between the tangent line to the curve at the point $A(i)$ and the x-axis. $m$ denotes the minimum Euclidean distance between the two curves and is used for normalization to compare angles and translations.

A connected path of points $(x_i, y_i)$ represents a commonality in the image coordinate system. It holds for the image coordinate system that $\forall x_i, y_i$, $x_{i+1} \leq x_i, y_i \leq y_{i+1}$ as shown in Fig. 1. The coordinates of both curves $A$ and $B$ are arranged clockwise. Apart from this restriction, the paths are able to start and end anywhere in $D$. In this method, the given subcurve $q_A$ of the curve $A$ is defined
as \( q_A = [s_A, e_A], e_A \geq s_A \), where \( s_A \) and \( e_A \) are the starting and ending points of the subcurve, respectively. A commonality \( c = (q_A, q_B) \) of \( A \) and \( B \) is a pair of subcurves \( q_A \) (of \( A \)) and \( q_B \) (of \( B \)) that are similar subcurves (a problem solution). It should be noticed that \( q_A \) is given by the user and the goal is to compute the subcurve \( q_B \) that match with \( q_A \).

An example of a specific distance matrix \( D \) resulting from comparing the frames of two curves is presented in Fig. 1 which illustrates three commonalities. A commonality \( c = (q_A, q_B) \) describes the rectangle \( b_c \) in \( D \), where \( (s_A, e_A) \) is the lower left corner of the rectangle and \( (e_A, s_B) \) the upper right corner. The real correlation between the points of the subcurves \( q_A \) and \( q_B \) is determined by the path of minimum cost in \( D \) connecting \((s_A, e_A)\) to \((e_A, s_B)\). Basically, \( b_c \) is the bounding box of this path. The main notations used in this paper are summarized in Table 1.

### 3.2 Graph approach

Next, we create a directed graph \( G = (V, E) \) in order to be able to evaluate a commonality (see Section 3.3). The set of nodes \( V \) of this graph corresponds to the points of the distance matrix \( D \). Each node \( u = (i, j) \) is linked to a directed edge \( e \) to three nodes of its neighborhood \( v_1 = (i - 1, j), v_2 = (i - 1, j + 1) \) and \( v_3 = (i, j + 1) \). Let \( v \in \{v_1, v_2, v_3\} \), then each edge \( e = (u, v) \in E \) is associated with a weight

\[
w(u, v) = \begin{cases} D(u) + D(v), & v = (i - 1, j + 1) \\ \sigma \cdot (D(u) + D(v)), & \end{cases}
\]

(6)

The edge cost \( w(u, v) \) represents the sum of values of the distance matrix \( D \) at points \( u \) and \( v \) weighted by a factor \( \sigma \geq 1 \). In this work, we set \( \sigma = \sqrt{2} \). The factor \( \sigma \) is used to penalise the cases where there is no one-by-one correspondence.

Based on the aforementioned definition of graph \( G \), the commonalities can be naturally defined as paths on the directed graph \( G \). Similarly with [14], \( G \) is mainly used on the evaluation of the commonalities via the application of the Dijkstra algorithm on the Graph \( G \), as explained in the next Section.

### 3.3 Evaluating a commonality

The solution of the single commonality detection problem aims at finding the commonality \( c^* \) that minimizes a well-defined objective function \( \omega (c^* = \text{argmin}_c \ \omega (c)) \). Two sub-curves \( q_A = [s_A, e_A] \) and \( q_B = [s_B, e_B] \) define the candidate commonality \( c = (q_A, q_B) \). Similarly with [14], to evaluate this similarity, we propose an objective function \( \omega \) consisting of two terms:

- The cost \( P(c) \) of the commonality \( c \), defined as the cost of the shortest path from node \( u = (s_A, s_B) \) to node \( v = (e_A, e_B) \), can be estimated by applying Dijkstra’s Algorithm [28] on graph \( G \). The \( P(c) \) is equivalent to the sum of \( w(u, v) \) along the determined minimal path for \( c \). Therefore, the larger the cost, the less preferred the commonality \( c \).
- The product \( A(c) = (e_A - s_A) \cdot (e_B - s_B) \), which is analogous to the sizes of the two sub-curves.
Therefore, the objective function $\omega$ should favour the corresponding larger subcurves.

There is a trade-off between the terms $A(c)$ and $P(c)$. Large $A(c)$ commonalities are to be preferred. At the same time, as $A(c)$ increases, so does $P(c)$. This trade-off is represented by the definition of the objective function $\frac{P(c)}{A(c)}$ [14]. In this work, the term $e_A - s_A$ is constant, since the $q_A = [s_A, e_A]$ is given by the user. Therefore, the objective function can be simplified to:

$$\omega(c) = \frac{P(c)}{e_B - s_B}. \tag{7}$$

### 3.4 Rotation invariant

The cost $P(c)$ used in the objective function of Eq. 7 does not support global rotations. This means that if an object is rotated, then the shortest path, as defined above, may not correspond to the requested solution. This is due to the fact that the weights are constant in the requested commonality path ($p$). More precisely, the values of the weights are equal to the global rotation angle, meaning that the sum of the weights square deviation of the weights ($SSD(p)$) corresponding to the constituent edges should be minimized. Equation 8 provides the sum of square deviation ($SSD$) of path $p$, where $e$ and $w(e)$ denote the edge of path $p$ and its weight, respectively. $\mu(p)$ denotes the average value of edge weights over the path $p$.

$$SSD(p) = \sum_{e \in p} (w(e) - \mu(p))^2 \tag{8}$$

$$\mu(p) = \frac{1}{p} \sum_{e \in p} w(e) \tag{9}$$

This problem is similar to Quadratic Shortest Path Problem which is NP-hard [29, 30]. The Quadratic Shortest Path Problem requires minimizing a quadratic objective function given the constraints of the shortest path. The objective of this problem is to detect the path with the lowest expected cost, while keeping the variance of the cost below a certain threshold.

Therefore, when applications require global rotation, $P(c)$ should be equal to the square root of the sum of square deviation of the edge weights over the commonality path ($P(c) = \sqrt{SSD(c)}$) in the objective function (Eq. 7). Algorithm 1 describes the proposed method that computes the shortest path minimizing the $SSD$ of the weights (see Eq. 8). The input of this algorithm is the given graph $G$, the starting $u$ and the ending $v$ nodes of the path. It is an iterative method. In each iteration until convergence, it computes the shortest path $p$ with minimum sum of square deviation (using Dijkstra algorithm) under the assumption that the $\mu(p)$ is provided. In each iteration, $\mu(p)$ is updated and the new path is computed taking into account the new estimation of $\mu(p)$.

Therefore, according to the proposed algorithm, the requested shortest path $p$ is obtained by applying the Dijkstra’s to a new graph $G'$ (procedure $DijkstraSP$ in Algorithm 1). $G'$ is dynamically updated so that the weights of this graph are equal to the square difference $(w(e) - \mu(p))^2$. The procedure, that updates the graph weights, is denoted by $graphUpdate$ in Algorithm 1.

**Algorithm 1** The proposed shortest path estimation method that minimizes the sum of weights square deviation over path $p$.

4 Commonality Detection via CD-RCP

The **CD-RCP algorithm** CD-RCP solves the Commonalities Discovery problem based on Reduced search space that is derived from the Critical Points of distance matrix $D$ [14], in order to reduce the candidate solutions of the 2D parameter space.

**CD-RCP** algorithm is a simpler version of the **MUCOS** method used in [14], where a new graph consists of weakly connected components, each associated with a single commonality. According to **MUCOS** method, the Johnson’s algorithm and the optimization of the objective function were performed independently in each connected component, achieving the decomposition of the whole problem into several, simpler problems. In this work, **CD-RCP** was applied directly to the graph $G$ and operates on the 2D space ($[s_B, e_B]$) of all possible commonalities (given $s_A, e_A$) under the constraints described above in the description of the **CD-RCP** method, with an additional extra constraint added that the candidate start and end points of a commonality should belong to the set of critical points of $D$. The set of critical points ($CP$) is defined by the union of the following two sets of points:

- $SET_D$: the points that belong to local minima of $D$
• \( \text{SET}_{GD} \): the points that belong to the local minima/maxima of the gradient magnitude of \( D \) (\(| \nabla D(x, y) | \)).

\[
\begin{align*}
CP &= \text{SET}_D \cup \text{SET}_{GD} \quad (10) \\
\text{SET}_D &= \{(x, y) : D(x, y) \text{ is local min}\} \quad (11) \\
\text{SET}_{GD} &= \{(x, y) : | \nabla D(x, y) | \text{ is local max/min}\} \quad (12)
\end{align*}
\]

Then, to discover all commonalities of two sequences \( A, B \) in \( CP \) set, \( \text{CD-RCP} \) operates as follows:

1. Compute the commonality that minimizes the proposed object function of Eq. 7 over all possible pairs of points belonging to the \( CP \) set, until we obtain an accepted solution\(^1\).
2. The process is terminated when the desired number of commonalities (e.g., specified by the user) is reached. Another option is to use an unsupervised termination criterion that optimizes a suitable objective function similar to the object functions proposed in [14] for the multiple commonality detection problem.

The total computational cost of the \( CP-RCP \) algorithm is \( O(N_A \cdot N_B) \) for computing the distance matrix. Then, taking into account that the number of elements of \( CP \) set (\(| CP | \)), the total computational cost is given by \( O(| CP |^2 \cdot N_A \cdot N_B \cdot \log(N_A \cdot N_B)) \) for the \( \text{CD-RCP} \) execution.

5 Coastline evolution features

After performing commonality detection, the evolution of the coastline can be measured via the geometrical matching for pairs of coastlines. In this work, we have used the area based distortion (\( PA \)) feature to measure the distortion of the corresponding coastlines. \( PA \) yields zero distortion when the commonality is a line segment, meaning that there is a point-to-point matching \( l_{sc} = \{[s_A, e_A], [s_B, e_B]\} \), which is also consistent with human intuition.

The area based distortion (\( PA \)) is defined by the normalized area of the polygonal shape \( S_a(c) \). \( S_a(c) \) is given by the region lying between the given commonality \( c \) and the corresponding line segment \( l_{sc} \). The normalization is implemented by dividing the area of \( S_a(c) \) by half the area of the bounding box \( b_c \). \( PA \) can be seen as a distance metric between the given commonality curve and the corresponding line segment \( l_{sc} \), that measures the requested distortion. Figure 2(b) shows how the distortion metric \( PA \) is computed via a synthetic example. It depicts a synthetic commonality \( c \) with blue points. The yellow cells correspond to region \( S_a(c) \). According to this example, \( PA = 25\% \).

6 Experimental evaluation

Commonality detection methods that are similar to the \( \text{CD-RCP} \), were compared with state-of-the-art commonality detection methods, i.e., \( TCD \) [10], which was used by Guo et al. [12] and the Segmental DTW (SDTW) method [31], showing that the proposed schemata outperform other state-of-the-art methods for commonality detection [13, 14]. In this work, we experimentally evaluate the performance of \( \text{CD-RCP} \) on real-world datasets with coastlines. The code implementing the proposed method together with experimental results are publicly available at 2. In order to assess the computational efficiency of the proposed method and its applicability to coastlines, we measured the computational time as a function of distance matrix size for the case of Northeastern Africa-Arabian Peninsula. We performed the running time experiments on a laptop with an Intel Core i7 2.2GHz processor and 32GB of RAM memory. To study how the image size affects the computational time, the distance matrix has been resized according to three predefined percentages (25%, 50%, 100%) of the original size of 1 MP distance matrix. The corresponding computational time of \( \text{CD-RCP} \) is 1 sec, 0.7 sec and 0.5 sec for 1 MP, 0.5 MP and 0.25 MP distance matrices.

6.1 Datasets

The experimental evaluation of \( \text{CD-RCP} \) was performed for both synthetic (Fig. 1) and real data. The real datasets of coastlines correspond to various areas around the world and come from the European Environment Agency\(^3\), and the National Oceanic and Atmospheric Administration (NOAA), National Centers for Environmental Information\(^4\). Specifically, we present the following pairs of coastlines, most of them share common geological origin:

1. Hudson’s Bay (Canada), Coats-Southampton Islands (Fig. 3), these areas present the same structural and paleogeographic evolution in previous geological times [32].
2. Aegean Sea (Greece), Paros-Naxos (Fig. 4(b)) subjected to geologically recent rapid subsidence [33].

\(^1\)A solution is accepted if and only if it has no intersections with the already accepted commonalities.

\(^2\)https://sites.google.com/site/costaspanagiotakis/research/CDRCP

\(^3\)https://www.eea.europa.eu/data-and-maps/data/eea-coastline-for-analysis-1/gis-data/europe-coastline-shapefile

\(^4\)https://www.ngdc.noaa.gov/mgg/shorelines/data/gshhg/latest/
3. Aegean Sea (Greece), Milos-Kimolos (Fig. 4(d)) that belong to the Milos volcanic field [34].
4. Ionian Sea (Greece), Kefalonia-Zakynthos (Fig. 4(f)) where internal geodynamics strongly affects the modern geomorphology of this area [35].
5. Australia-New Guinea (Fig. 4(h)), sea level rise 8000 years ago, caused flooding of the land bridge between Australia and New Guinea [36].
6. Indonesian Archipelago, Borneo-Sulawesi Islands (Fig. 4(j)) where plate tectonics and the spatiotemporal
variations of environments are considered important factors related to biogeography and accumulation of natural res [37].

7. Caribbean Sea, Cuba-Haiti Islands (Fig. 4(l)), these areas present the same structural and paleogeographic evolution in previous geological times [38].

8. Northeastern Africa-Arabian Peninsula separated by the Red sea (Fig. 4(m)), that is a young ocean basin experiencing rapid geomorphological and environmental changes [39].

9. Africa-South America (Fig. 4(p)), remnants of the Gondwana supercontinent, the geological linking between Africa and South America is crucial for the spatial reconstruction of the Gondwana supercontinent [40].

6.2 Matching results

Hereafter, we present the matching of the five pairs of coastlines showing the results of the CD-RCP method (Figs. 3 and 4). Figure 3 depicts the results of the different stages of the proposed CD-RCP algorithm for the Coats and Southampton coastal pair. Figure 3(a) and (b) show the tangential angles after re-sampling and the corresponding boundaries of the Coats and Southampton Islands (Canada). Figure 3(c) shows the error about the detected commonality path. Figure 3(d) shows the detected commonality (white curve) projected on the corresponding distance matrix. Finally, the point correspondences (grey dotted lines) of the detected commonalities projected on the two given coastlines are provided in Fig. 3(e). Similarly with the previous example, we present the experimental results of the proposed CD-RCP algorithm for the pairs of Paros-Naxos (Fig. 4(a) and (b)), Milos-Kimolos (Fig. 4(c) and (d)), Kefalonia-Zakynthos (Fig. 4(e) and (f)) in the Aegean and Ionian Sea. Additionally, the CD-RCP algorithm has been successfully applied to the Australia-New Guinea (Fig. 4(g) and (h)), Borneo-Sulawesi Islands (Fig. 4(i) and (j)), Cuba-Haiti Islands (Fig. 4(k) and (l)), Northeastern Africa-Arabian Peninsula separated by the Red sea (Fig. 4(m) and (n)) and Africa-South America (Fig. 4(o) and (p)). Ground truth data [33, 34, 36, 39, 41] confirm the common geological origin of the coastline’s pairs used in the present work, thus strengthening the results of the CD-RCP method.

The proposed method is robust under scale and rotation transforms (see 3.4). To study the scale and rotation invariance, we have applied several random scale and rotation transforms on real data getting similar results. Figure 5 depicts two such examples under different scales and rotations for Southampton Island scale = 25%, rotation = 40 degrees (Fig. 5(a)) and scale = 50%, rotation = −45 degrees (Fig. 5(b)). In both cases, the results are quite similar with the original one (Fig. 5(e)).

Hereafter, we present the experimental results concerning the distortion feature analyzed in Section 5. Table 2 depicts the area based distortion (AD), the corresponding coastline length (Length), and the distance (Distance) between the corresponding coastlines for the nine pairs of coastlines (see Section 5). Finally, the last column shows the ratio between the Distance and the Length. The pairs are sorted in ascending order according to the AD distortion metric. The distortion AD metric is correlated to the ratio Distance/Length, with about 0.63 Pearson’s correlation coefficient, meaning that as the ratio Distance/Length increases, the distortion also probably increases. According to Table 2, the pair Northeastern Africa-Arabian Peninsula yields the lowest coastline distortion. This is because the rifting that separated the Arabian Peninsula from Northeastern Africa and formed

![Fig. 5](https://via.placeholder.com/150)

This is the detected commonality projected on the two given coastlines of Coats and Southampton Islands under different scales and rotations for Southampton Island (a) scale = 25%, rotation = 40 degrees (b) scale = 50%, rotation = −45 degrees.
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Table 2  Results of several features for the nine pairs of coastlines. The pairs are sorted in ascending order according to AD

| Pairs of coastlines                  | AD   | Coastline length (km) | Coastline distance (km) | Ratio |
|--------------------------------------|------|-----------------------|-------------------------|-------|
| Africa-Arabian Peninsula             | 6.8% | 3000                  | 300                     | 0.10  |
| Coats and Southampton Islands        | 8.5% | 90                    | 85                      | 0.94  |
| Cuba-Haiti                           | 9.5% | 350                   | 200                     | 0.57  |
| Africa-South America                 | 11.3%| 7000                  | 4500                    | 0.64  |
| Australia-New Guinea                 | 11.5%| 1300                  | 900                     | 0.69  |
| Borneo-Sulawesi                      | 11.6%| 600                   | 300                     | 0.50  |
| Kefalonia-Zakynthos                  | 13.8%| 43                    | 35                      | 0.81  |
| Paros and Naxos                      | 18.0%| 10                    | 9                       | 0.90  |
| Milos and Kimolos                    | 27.3%| 2                     | 2                       | 1.00  |

the Gulf of Aden and Red Sea, is geologically young (about 25 million years ago). The low coastline distortion means that the coastlines of Northeastern Africa-Arabian Peninsula still can retain common geomorphological characteristics even though these two areas experience rapid geomorphological and environmental changes [39]. To the opposite, the coastline pairs of Paros and Naxos, and Milos and Kimolos Islands reveal the highest coastline distortion. For both cases the relative high distortion value could be due to the internal geodynamic activity and the strongly prevailing oceanographic conditions in this area that rapidly change the coastline morphology.

7 Conclusions

In this work, the problem of partial matching between two given curves is solved by a graph-based approach (CD-RCP algorithm). The proposed method has been successfully applied to global coastal data to identify geometrically matched coastline pairs and produce a bipartite graph with the analytical point-to-point correspondences as well as the local matching accuracy under local scale and rotation invariance. In addition, previous works on geological and environmental topics confirm the results of the distortion for different pairs of coastlines around the world. In conclusion, the CD-RCP algorithm is capable of geometrically matching pairs of coastlines and can be applied to other pattern recognition applications.
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