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Abstract

Machine learning has developed a variety of tools for learning and representing high-dimensional distributions with structure. Recent years have also seen big advances in designing multi-item mechanisms. Akin to overfitting, however, these mechanisms can be extremely sensitive to the Bayesian prior that they target, which becomes problematic when that prior is only approximately known. We consider a multi-item mechanism design problem where the bidders’ value distributions can be approximated by a topic model. Our solution builds on a recent robustification framework by Brustle et al., which disentangles the statistical challenge of estimating a multi-dimensional prior from the task of designing a good mechanism for it, robustifying the performance of the latter against the estimation error of the former. We provide an extension of the framework that allows us to exploit the expressive power of topic models to reduce the effective dimensionality of the mechanism design problem.

1 Introduction

Mechanism Design has found important applications in the design of offline and online markets. One of its main applications is the design of auctions, where a common goal is to maximize the seller’s revenue from the sale of one or multiple items to one or multiple bidders. This is challenging because bidders are strategic and interact with the auction in a way that benefits themselves rather than the seller. Thus, without any information about the bidders’ willingness to pay for different bundles of items, there is no meaningful way to optimize revenue. As such, a classical approach in Economics is to assume that bidders’ types – which determine their values for different bundles and thus their willingness to pay for different bundles – are not arbitrary but randomly drawn from a joint
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distribution $D$ that is common knowledge, i.e. known to all bidders and the auctioneer. With such a Bayesian prior, the revenue of different mechanisms is compared on the basis of what revenue they achieve in expectation with respect to bidder type vectors drawn from $D$, and assuming that bidders play according to some (Bayesian) Nash equilibrium strategies, or some other type of rational behavior.

Even with a Bayesian prior, however, revenue maximization is quite a challenging task. While Myerson’s celebrated work showed that a relatively simple mechanism is optimal in single-item settings [Mye81], characterizing the structure of optimal multi-item mechanisms has been notoriously difficult both analytically and computationally. Indeed, it is known that (even approximately) optimal multi-item mechanisms may require description complexity that scales exponentially in the number of items, even when there is a single buyer [HN+13, DHN14, DDT17, BGN21], they might be computationally intractable, even in simple settings [CDW12b, DDT14, CDO+15], and they may exhibit several counter-intuitive properties which do not arise in single-item settings [Das15]. Nevertheless, recent years have seen substantial progress on various fronts: analytical characterizations of optimal multi-item mechanisms [DDT13, GK14, KF16, DDT17]; computational frameworks for computing optimal multi-item mechanisms [AFH+12, CDW12a, CDW12b, CDW13a, CDW13b]; approximate multi-item revenue optimization via simple mechanisms [CHK07, CHMS10, Ala11, HN12, KW12, CH13, BILW14, Yao15, RW15, CDW16, CM16, CZ, DFL+17]; and (approximate) multi-item revenue optimization using sample access to the type distribution [MR16, GK16, CD17, Syr17, GW18, BCD20], including via the use of deep learning [FNP18, STZ19, DFN+19].

The afore-described progress on multi-item revenue optimization provides a diversity of tools that can be combined to alleviate the analytical and computational intractability of optimal mechanisms. Yet, there still remains an important challenge in applying those tools, which is that they typically require that the type distribution $D$ is either known or can be sampled. However, this is too strong an assumption. It is common that $D$ is estimated through market research or econometric analysis in related settings, involving similar items or a subset of the items. In this case, we would only hope to know some approximate distribution $\hat{D}$ that is close to $D$. In other settings, we may have sample access to the true distribution $D$ but there might be errors in measuring or recording those samples. Again, we might hope to estimate an approximate distribution $\hat{D}$ that is close to $D$. Unfortunately, it is well understood that designing a mechanism for $\hat{D}$ and using it for $D$ might be a bad idea, as optimal mechanisms tend to overfit the details of the type distribution. This has motivated a strand of recent literature to study how to robustify mechanisms to errors in the distribution [BS11, CD17, BCD19].

There is, indeed, another important reason why one might want to design mechanisms for some approximate type distribution. Multi-dimensional data is complex and one would want to leverage the extensive statistical and machine learning toolkit that allows approximating such high-dimensional distributions with more structured models. Indeed, while the true type distribution $D$ might
not conform to a simple model, it might be close to a distribution $\hat{D}$ that does. We would like to leverage the simple structure in $\hat{D}$ to (i) alleviate the computational intractability of multi-item mechanisms, and (ii) reduce the amount of communication that the bidders and the auctioneer need to exchange. While the structured model $\hat{D}$ might allow (i) and (ii), we need the guarantee that the revenue of our mechanism will be robust when we apply it to the true distribution $D$.

Motivated by the discussion above, in this work we build a multi-item mechanism design framework that combines recommendation engines with mechanism design. In particular, we assume that each bidder draws their type – specifying their values for a large universe of $N$ items – from a distribution $D_i$ that is close to a Matrix Factorized model $\hat{D}_i$, whose latent dimension is $k << N$. Targeting these approximate distributions $\hat{D}_i$ allows us to reduce the effective dimensionality of bidder types to $k$, which has huge advantages in terms of the computational/representation/communication/sample complexity of mechanism design. We develop tools that allow us to (a) use the mechanism constructed for the approximate $\hat{D}_i$’s under the true $D_i$’s without sacrificing much revenue; and (b) interact with the bidders who are unaware of the latent codes (they only understand their values for the $N$ items and are oblivious to the matrix factorized model) yet exploit the factorized model for efficiently communicating with them.

In sum, our results are as follows:

- With a query protocol $Q$ that learns an approximate latent representation of a bidder’s type, Theorem 1 shows how to combine it with any mechanism $\hat{M}$ that is designed only for the Matrix Factorization model to produce a mechanism that generates comparable revenue but with respect to the true distribution. The result is obtained via a refinement of the robustification result in [BCD20], where the loss in revenue, as well as the violation in incentive compatibility now only depend on the effective dimension of the Matrix Factorization model, $k$, but not the total number of items, $N$ (Lemma 2).

- We show that if the valuations are constrained-additive (Definition 5), we can obtain communication-efficient query protocols in several natural settings (Theorem 2). The queries we consider ask a bidder whether they are willing to purchase an item at a given price. In the first setting, the design matrix of the Matrix Factorization model contains a diagonally dominant matrix – a generalization of the well-known separability assumption by Donoho and Stodden [DS03]. In two other settings, we assume that the design matrix is generated from a probabilistic model and show that a simple query protocol succeeds with high probability.

- Combining Theorems 1 and 2, we show that, given any mechanism $\hat{M}$ that is designed only for the Matrix Factorization model, we can design a mechanism that achieves comparable revenue and only requires the bidders to answer a small number of simple queries. In particular, for several natural settings, we show that the number of queries scales linearly in the
effective dimension of the Matrix Factorization model and independent of the total number of items (Proposition 1).

2 Preliminaries

2.1 Brief Introduction to Mechanism Design

We provide a brief introduction to mechanism design. To avoid a very long introduction, we only define the concepts in the context of multi-item auctions, which will be the focus of this paper. See Chapter 9 of [NRTV07] and the references therein for a more detailed introduction to mechanism design.

Multi-item Auctions. The seller is selling $N$ heterogeneous items to $m$ bidders. Each bidder $i$ is assumed to have a private type $t_i$ that encodes their preference over the items and bundles of items. We assume that $t_i$ lives in the $d$-dimensional Euclidean space. For each bidder, there is a publicly known valuation function $v_i(\cdot, \cdot)$, where $v_i(t_i, S) \in \mathbb{R}$ is bidder $i$’s value for bundle $S \subseteq [N]$ when $i$’s private type is $t_i$. In this paper, we consider the Bayesian setting with private types, that is, each bidder’s type $t_i$ is drawn privately and independently from a publicly known distribution $D_i$.

Mechanism. The seller designs a mechanism to sell the items to bidders. A mechanism consists of an allocation rule and a payment rule, where the allocation rule decides a way to allocate the items to the bidders, and the payment rule decides how much to charge each bidder.

Direct Mechanism: In a direct mechanism, the mechanism directly solicits types from the bidders and apply the allocation and payment rules on the reported types. More specifically, for any reported type profile $b = (b_1, \ldots, b_m)$, a direct mechanism $M := (x(\cdot), p(\cdot))$ selects $x(b) \in \{0, 1\}^{m \times N}$ as the allocation and charges each bidder $i$ payment $p_i(b)$.  

1 We slightly abuse notation to allow the allocation rule to be randomized, so $x(b) \in \Delta \{0, 1\}^{m \times N}$. We assume that bidders have quasi-linear utilities. If bidder $i$’s private type is $t_i$, her utility under reported bid profile $b$ is $u_i(t_i, M(b)) = E[v_i(t_i, x(b)) - p_i(b)]$, where the expectation is over the randomness of the allocation and payment rule.

Expected Revenue: In this paper, our goal is to design mechanisms with high expected revenue. For a direct mechanism $M$, we use $\text{Rev}(M, D)$ to denote $E_{t \sim D}[\sum_{i \in [m]} p_i(t)]$, where $t = (t_1, \ldots, t_m)$ is the type profile and is drawn from $D = \times_{i \in [m]} D_i$.

Incentive Compatibility and Individual Rationality. Since the bidders’ types are private, unless the mechanism incentivizes the bidders to report truthfully, there is no reason to expect that the reported types correspond to the true types. The notion of incentive compatibility is define to capture this.

\[^1\text{Note that } p(b) = (p_1(b), \ldots, p_m(b)).\]
We consider distributions supported on some Euclidean Space, namely if dependent coupling \( \gamma \) be two distributions supported on \( \mathbb{R}^n \) for each bidder \( i \in [m] \)
\[
\mathbb{E}_{t_{-i}}\left[ u_i(t_i, M(t_i, t_{-i})) \right] \geq \mathbb{E}_{t_{-i}}\left[ u_i(t_i, M(t_i', t_{-i})) \right] - \varepsilon,
\]
for all potential misreports \( t_i' \), in expectation over all other bidders bid \( t_{-i} \). A mechanism is 0-BIC.

- **Individually Rational (IR):** A direct mechanism \( M \) is IR if for all type profiles \( t = (t_1, \ldots, t_m) \),
\[
\forall i \in [m], u_i(t_i, M(t_i, t_{-i})) \geq 0
\]
for all bidders \( i \in [m] \).

**Indirect Mechanism:** For indirect mechanisms, the mechanism does not directly solicit the bidders’ types. After interacting with the bidders, the mechanism selects an allocation and payments. The notion of \( \varepsilon \)-Bayesian Incentive Compatibility (or Individual Rationality) can be extended to indirect mechanisms using the solution concept of \( \varepsilon \)-Bayes Nash equilibrium.

### 2.2 Further Preliminaries

**Definition 1.** Let \((U, d)\) be a metric space and \( \mathcal{B} \) be a \( \sigma \)-algebra on \( U \). For \( A \in \mathcal{B} \), let \( A^\varepsilon = \{ x : \exists y \in A \text{ s.t. } d(x, y) < \varepsilon \} \). Two probability measure \( P \) and \( Q \) on \( \mathcal{B} \) have Prokhorov distance
\[
\inf \{ \varepsilon > 0 : P(A) \leq Q(A^\varepsilon) + \varepsilon \text{ and } Q(A) \leq P(A^\varepsilon) + \varepsilon, \forall A \in \mathcal{B} \}.
\]
We consider distributions supported on some Euclidean Space, and we choose \( d \) to be the \( \ell_{\infty} \)-distance. We denote the \( \ell_{\infty} \)-Prokhorov distance between distributions \( F, \hat{F} \) by \( d_P(F, \hat{F}) \).

We will also make use of the following characterization of the Prokhorov metric by [Str65].

**Lemma 1 (Characterization of the Prokhorov Metric [Str65]).** Let \( F \) and \( \hat{F} \) be two distributions supported on \( \mathbb{R}^n \). \( d_P(F, \hat{F}) \leq \varepsilon \) if and only if there exists a coupling \( \gamma \) of \( F \) and \( \hat{F} \), such that \( \Pr_{(x, y) \sim \gamma} \left[ \| x - y \|_{\infty} > \varepsilon \right] \leq \varepsilon \).

**Definition 2 (Influence Matrix and Weak Dependence).** For any \( d \)-dimensional random vector \( X = (X_1, \ldots, X_d) \), we define the influence of variable \( j \) on variable \( i \) as
\[
\alpha_{i,j} := \sup_{x_{-i}\neq x_i} d_{TV}(F_{X_i|X_j=x_j, X_{-i-j}=x_{-i-j}}, F_{X_i|X_j=x'_j, X_{-i-j}=x_{-i-j}}),
\]
where \( F_{X_i|X_j=x_j} \) denotes the conditional distribution of \( X_i \) given \( X_{-i} = x_{-i} \).

Also, let \( \alpha_{i,i} := 0 \) for each \( i \), and we use \( \text{INF}(X) \) to denote the \( d \times d \) matrix \((\alpha_{i,j})_{i,j \in [d]} \). In this paper, we consider the coordinates of \( X \) to be **weakly dependent** if \( \| \text{INF}(X) \|_2 < 1 \).
3 Our Model and Main Results

Setting and Goal: We consider a classical mechanism design problem, wherein a seller is selling $N$ items to $m$ buyers, where buyer $i$’s type $t_i$ is drawn from a distribution $D_i$ over $\mathbb{R}^N$ independently. The goal is to design a mechanism that maximizes the seller’s revenue. In this paper, we operate in a setting where $D_i$ is unknown, but we are given access to the following components: (I) For each bidder $i$, we are given a machine learning model $\hat{D}_i$ — of the matrix factorization type as described below, which approximates $D_i$. (II) We are given a good mechanism $\hat{M}$ for the approximate type distributions; in its design this mechanism can exploit the low effective dimensionality, $k$, of types in the approximate model. Our goal is (III) to use (I) and (II) to obtain a good mechanism for the true type distributions.

(I) The ML Component: We assume that each bidder’s type distribution $D_i$ can be well-approximated by a known Matrix Factorization (MF) model $\hat{D}_i$. In particular:

- We use $A \in \mathbb{R}^{N \times k}$ to denote the design matrix of the model, where each column can be viewed as the type (over $N$ items) of an “archetype.” As described in the following two bullets, types are sampled by each $\hat{D}_i$ as linear combinations over archetypes.
- We use $\hat{D}_{z,i}$ to denote a distribution over $[0,1]^k$. The subscript $z$ is not a parameter of the distribution — it serves to remind us that this distribution samples in the latent space $[0,1]^k$ and distinguish it from the distribution $\hat{D}_i$ defined next.
- If $F$ is a distribution over $\mathbb{R}^k$, we use $A \circ F$ to denote the distribution of the random variable $Az$, where $z \sim F$. With this notation, we use $\hat{D}_i$ to denote $A \circ \hat{D}_{z,i}$.
- We assume that, for each bidder, the MF model is not far away from the true type distribution, that is, for some $\varepsilon_1 > 0$ we have that $d_P(D_i, \hat{D}_i) \leq \varepsilon_1$ for all $i \in [m]$.

Remark 1. In the above description we assumed that all $\hat{D}_i$’s share the same design matrix $A$. This is done to avoid overloading notation but all our results would hold if each $\hat{D}_i$ had its own design matrix $A_i$.

(II) The MD Component: We assume that we are given a direct mechanism $\hat{M}$ for types drawn from the ML model. In particular, we assume that this mechanism makes use of the effective dimension $k$ of the ML model, accepting “latent types” (of dimension $k$) as input from the bidders. Specifically:

- Recall that, for each bidder $i$, their valuation function $v_i(\cdot, \cdot) : \mathbb{R}^N \times 2^{[N]} \rightarrow \mathbb{R}$ is common knowledge. (Recall that $v_i$ takes as input the bidder’s type
and a subset of items so how the bidder values different subsets of items depends on their private type.)

- The designer is given \( A \) and \( \hat{D}_{z,i} \) for each bidder \( i \), and treats bidder \( i \)'s type as drawn from \( \hat{D}_{z,i} \), i.e. in the latent space \([0, 1]^k\). With respect to such “latent types,” there is an induced valuation function. In particular, for each bidder \( i \), we use \( v_i^A : \mathbb{R}^k \times 2^{[N]} \rightarrow \mathbb{R} \) to denote the valuation function defined as follows \( v_i^A(z_i, S) := v_i(Az_i, S) \), where \( z_i \in \mathbb{R}^k \).

- With the above as setup, we assume that the designer designs a mechanism \( \hat{M} \) that is BIC and IR w.r.t. \( \hat{D}_z \). \( \hat{D}_z \) is the output of \( \hat{D}_{z,i} \) and valuation functions \( \{ v_i^A(\cdot, \cdot) \}_{i \in [m]} \).

(III) The New Component: We consider the regime where \( N \gg k \), and our goal is to combine the ML component with the MD component to produce a mechanism which generates revenue comparable to \( \text{Rev}(\hat{M}, \hat{D}_z) \) when used for bidders whose types are drawn from \( D = \times_{i=1}^m D_i \). There are two challenges: (i) \( \hat{M} \) takes as input the latent representation of a bidder’s type under \( \hat{D}_z \), however under \( D \) a bidder is simply ignorant about any latent representation of their type so they cannot be asked about it; (ii) \( \hat{M} \)'s revenue is evaluated with respect to \( \hat{D}_z \) and valuation functions \( \{ v_i^A(\cdot, \cdot) \}_{i \in [m]} \) and our goal is to obtain a mechanism whose revenue is similar under \( D \) and valuation functions \( \{ v_i(\cdot, \cdot) \}_{i \in [m]} \).

We show how to use a communication efficient query protocol together with a robustification procedure to combine the ML and MD components.

To state our results, we first need to formally define query protocols and some of their properties.

**Definition 3** (\((\varepsilon, \delta)-\text{query protocol}\)). Let \( Q \) be a query protocol, i.e., some communication protocol that exchanges messages with a bidder over possibly several rounds and outputs a vector in \( \mathbb{R}^k \). We say that a bidder interacts with the query protocol truthfully, if whenever the protocol asks the bidder to evaluate some function on their type the bidder evaluates the function and returns the result truthfully. We use \( Q(t) \in \mathbb{R}^k \) to denote the output of \( Q \) when interacting with a truthful bidder whose type is \( t \in \mathbb{R}^N \). \( Q \) is called a \((\varepsilon, \delta)-\text{query protocol}\), if for any \( t \in \mathbb{R}^N \) and \( z \in \mathbb{R}^k \) satisfying \( \| t - Az \|_\infty \leq \varepsilon \), we have that \( \|z - Q(t)\|_\infty \leq \delta \).

We also need the notion of Lipschitz valuations to formally state our result.

**Definition 4** (Lipschitz Valuations). \( v(\cdot, \cdot) : \mathbb{R}^N \times 2^{[N]} \rightarrow \mathbb{R} \) is a \( \mathcal{L} \)-Lipschitz valuation, if for any two types \( t, t' \in \mathbb{R}^N \) and any bundle \( S \subseteq [N] \), \( \| v(t, S) - v(t', S) \| \leq \mathcal{L} \| t - t' \|_\infty \).

This includes familiar settings, for example if the bidder is \( c \)-demand, the Lipschitz constant \( \mathcal{L} = c \).

\( ^2 \)A bidder is \( c \)-demand if for any set \( S \) of items, the bidder picks their favorite bundle with size no more than \( c \) in \( S \) evaluating the value of each such bundle additively, with values as determined by the bidder’s type \( t \). Formally, \( v(t, S) = \max_{B \subseteq S, |B| \leq c} \sum_{j \in B} t_j \).
We are now ready to state our first main result.

**Theorem 1.** Let $D = \sum_{i=1}^{m} D_i$ be the bidders’ type distributions and $v_i : \mathbb{R}^N \times \mathcal{2}^{|N|} \to \mathbb{R}$ be a $\mathcal{L}$-Lipschitz valuation for each bidder $i \in [m]$. Also, let $A \in \mathbb{R}^{N \times k}$ be a design matrix and $\hat{D}_{z,i}$ be a distribution over $\mathbb{R}^k$ for each $i \in [m]$.

Suppose we are given query access to a mechanism $\hat{M}$ that is BIC and IR w.r.t. $\hat{D}_z = \sum_{i=1}^{m} \hat{D}_{z,i}$ and valuations $\{v^A_i\}_{i \in [m]}$ (as defined in the second bullet of the MD component above), and there exists $\varepsilon > 0$ such that $d_P(D_i, A \circ \hat{D}_{z,i}) \leq \varepsilon$ for all $i \in [m]$. Given any $(\varepsilon_1, \varepsilon)$-query protocol with $\varepsilon \geq \varepsilon_1$, we can construct mechanism $M$ using only query access to $\hat{M}$ and obliviously with respect to $D$, such that for any possible $D$ that satisfies the above conditions of Prokhorov distance closeness the following hold:

1. $M$ only interacts with every bidder using $Q$ once;
2. $M$ is $\kappa$-BIC w.r.t. $D$ and IR, where $\kappa = O(\|A\|_\infty \mathcal{L} m \varepsilon + \|A\|_\infty \mathcal{L} \sqrt{m \varepsilon})$;\(^3\)
3. The expected revenue of $M$ is at least $\Rev(\hat{M}, \hat{D}_z) - O(m \kappa)$.

To prove Theorem 1, we first need the following robustification lemma. More specifically, the lemma states that given an approximate distribution $\hat{F}$ in the latent space and a BIC and IR mechanism $\hat{M}$ w.r.t. $\hat{F}$, we can robustify $\hat{M}$ with negligible revenue loss so that it is an approximately BIC and exactly IR mechanism w.r.t. $F$ for any distribution $F$ that is within the $\varepsilon$-Prokhorov ball around $\hat{F}$. This result is a refinement of the robustification result in [BCD20], namely Theorem 3 in that paper. In particular, we exploit the effective dimension of the MF model to replace the dependence on $N$ with $\|A\|_\infty$ in both the violation of the incentive compatibility constraints and the revenue loss. Note that $\|A\|_\infty = \max_{i \in [N]} \sum_{j=1}^{k} |A_{ij}|$, which only depends on $k$ and the largest value an archetype can have for a single item and is independent of $N$. We postpone the proof of Lemma 2 to the appendix.

**Lemma 2.** Let $A \in \mathbb{R}^{N \times k}$ be the design matrix. Suppose we are given a collection of distributions over latent types $\{\hat{F}_{z,i}\}_{i \in [m]}$, where the support of each $\hat{F}_{z,i}$ lies in $[0, 1]^k$, and a BIC and IR mechanism $\hat{M}$ w.r.t. $\hat{F} = \sum_{i=1}^{m} \hat{F}_{z,i}$ and valuations $\{v^A_i\}_{i \in [m]}$, where each $v_i$ is an $\mathcal{L}$-Lipschitz valuation. Let $F = \sum_{i=1}^{m} F_{z,i}$ be any distribution such that $d_P(F_{z,i}, \hat{F}_{z,i}) \leq \varepsilon$ for all $i \in [m]$. Given access to a sampling algorithm $S_i$ for each $i \in [m]$, where $S_i(x, \delta)$ draws a sample from the conditional distribution of $\hat{F}_{z,i}$ on the $k$-dimensional cube $\mathbb{X}_{j \in [k]} [x_j, x_j + \delta]$, we can construct a randomized mechanism $\tilde{M}$ using only query access to $\hat{M}$ and obliviously with respect to $F$, such that for any $F$ satisfying the above conditions of Prokhorov distance closeness the following hold:

\(^3\)The mechanism $M$ will be an indirect mechanism. We are slightly imprecise here to call the mechanism $\kappa$-BIC. Formally what we mean is that interacting with $Q$ truthfully is a $\kappa$-Bayes Nash equilibrium. A strategy profile is a $\kappa$-Bayes Nash equilibrium if any unilateral deviation can increase the deviating bidder’s expected utility by no more than $\kappa$. 
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1. \( M \) is \( \kappa \)-BIC and IR w.r.t. \( F \) and valuations \( \{v_i^j\}_{i \in [m]} \), where \( \kappa = O (\|A\|_{\infty} \cdot \text{Lm}_C + \|A\|_{\infty} \cdot \text{L} (\delta + \frac{\text{Lm}_C}{\text{m}})) \).

2. The expected revenue of \( \tilde{M} \) is \( \text{REV} (\tilde{M}, F) \geq \text{REV} (\tilde{M}, \tilde{F}) - O (m\kappa) \).

Equipped with Lemma 2, we proceed to prove Theorem 1.

**Proof of Theorem 1:** Consider the following mechanism:

**Mechanism 1 Query-based Indirect Mechanism**

1. Construct mechanism \( \tilde{M} \) using Lemma 2 by choosing \( \tilde{F}_{z,i} \) to be \( \tilde{D}_{z,i} \) for each \( i \in [m] \) and \( \delta \) to be \( \sqrt{m\varepsilon} \).
2. Query each agent \( i \) using \( \tilde{Q} \). Let \( \tilde{Q}(b_i) \) be the output after interacting with bidder \( i \). (For any possible output produced by \( \tilde{Q} \), there exists a type \( b \in \mathbb{R}^N \), so this is w.l.o.g.)
3. Execute mechanism \( \tilde{M} \) on bid profile \( (\tilde{Q}(b_1), \ldots, \tilde{Q}(b_m)) \).

Let \( t_i \) be bidder \( i \)'s type and \( z_i \) be a random variable distributed according to \( \tilde{D}_{z,i} \). Since \( d_P(D_{z,i}, \tilde{D}_{z,i}) \leq \varepsilon_1 \), Lemma 1 guarantees a coupling between \( t_i \) and \( A z_i \) such that their \( \ell_\infty \) distance is more than \( \varepsilon_1 \) with probability no more than \( \varepsilon_1 \). As \( \tilde{Q} \) is a \((\varepsilon_1, \varepsilon)\)-query protocol, when \( t_i \) and \( A z_i \) are not \( \varepsilon_1 \)-away, we have \( \|\tilde{Q}(t_i) - z_i\|_\infty \leq \varepsilon \). Hence, there exists a coupling between \( \tilde{Q}(t_i) \) and \( z_i \) so that their \( \ell_\infty \) distance is more than \( \varepsilon \) with probability no more than \( \varepsilon \) (recall \( \varepsilon_1 \leq \varepsilon \)). The statements follow from Lemma 2 if we choose \( \tilde{F}_{z,i} \) to be the distribution of \( \tilde{Q}(t_i) \), \( \tilde{F}_{z,i} \) to be \( \tilde{D}_{z,i} \), and \( \delta \) to be \( \sqrt{m\varepsilon} \).

In Theorem 2, we show how to obtain \((\varepsilon, \delta)\)-queries under various settings. We further assume that the bidders’ valuations are all constrained-additive.

**Definition 5** (Constrained-Additive valuation). A valuation function \( v : \mathbb{R}^N \times 2^{|N|} \rightarrow \mathbb{R} \) is constrained additive if \( v(t, S) = \max_{T \in \mathcal{I} \supseteq 2^S} \sum_{j \in T} (\mu_j + t_j) \), where \( \mathcal{I} \) is a downward-closed set system, and \( \mu = (\mu_1, \ldots, \mu_N) \) is a fixed vector. For example, unit-demand valuation is when \( \mathcal{I} \) includes all subsets with size no more than \( 1 \). If all elements of \( \mathcal{I} \) have size no more than \( L \), then \( v \) is a \( L \)-Lipschitz valuation.

**Theorem 2.** Let all bidders’ valuations be constrained-additive. We consider queries of the form: \( c_j^T t \geq p \), where \( e_j \) is the \( j \)-th standard unit vector in \( \mathbb{R}^N \). The query simply asks whether the bidder is willing to pay at least \( p + \mu_j \) for winning item \( j \). The bidder provides a Yes/No answer. We obtain communicationally efficient protocols in the following settings:

- **Deterministic Structure:** If \( \Pi \) can be expressed as \([C^T H^T] \Pi_N \), where \( \Pi_N \in \mathbb{R}^N \) is a permutation matrix, \( H \) is an arbitrary \((N-k) \times k\) matrix, and \( C \in \mathbb{R}^{k \times k} \) is diagonally dominant both by rows and by columns. Let \( \alpha = \min_{i \in [k]} (|C_{i,j}| - \sum_{j \neq j} |C_{i,j}|) \) and \( \beta = \min_{j \in [k]} (|C_{j,j}| - \sum_{i \neq j} |C_{i,j}|) \).
We have a \( (\varepsilon, 4\max_{i \neq j} C_{ij} \varepsilon) \)-query protocol using \( O(k \cdot \log \left( \frac{|A|_1}{\varepsilon} \right) ) \)
queries for any \( \varepsilon > 0 \).

- **Ex-ante Analysis:** If \( A \) is generated from a distribution, where each archetype is an independent copy of a \( N \)-dimensional random vector \( \theta \).

- **Multivariate Gaussian Distributions:** \( \theta \) is distributed according to a multivariate Gaussian distribution \( \mathcal{N}(0, \Sigma) \). If there exists a subset \( S \subseteq [N] \) such that \( \frac{\text{Tr}(\Sigma_S)}{\rho(\Sigma_S)} > 64k \), where \( \Sigma_S = \mathbb{E}[\theta_S \theta_S^T] \) is the covariance matrix for items in \( S \) and \( \rho(\Sigma_S) \) is the largest eigenvalue of \( \Sigma_S \), then with probability at least \( 1 - 2 \exp \left( -\frac{\text{Tr}(\Sigma_S)}{16 \rho(\Sigma_S)} \right) \), we have a \( (\varepsilon, 64 \sqrt{|S|} k / \text{Tr}(\Sigma_S) \cdot \varepsilon) \)-query protocol using \( O(|S| \cdot \log \left( \frac{|A|_1}{\varepsilon} \right) ) \) queries for any \( \varepsilon > 0 \).

- **Bounded Distributions with Weak Dependence:** Let \( \theta_i \) be supported on \([-c, c]\) and has mean 0 for each \( i \in [N] \). If there exists a subset \( S \subseteq [N] \) such that \( \|\text{INF}(\theta_S)\|_2 < 1 \), and \( \sum_{i \in S} v_i^2 > \frac{16 - 2k \sqrt{|S|}}{1 - \|\text{INF}(\theta_S)\|_2} \), where \( v_i^2 := \text{Var}[\theta_i] \), then with probability at least \( 1 - 2 \exp \left( -\frac{\|\text{INF}(\theta_S)\|_2^2 (\sum_{i \in S} v_i^2)^2}{64 - k |S|} \right) \), we have a \( (\varepsilon, 64 \sqrt{|S|} k / \sqrt{\sum_{i \in S} v_i} \cdot \varepsilon) \)-query protocol using \( O(|S| \cdot \log \left( \frac{|A|_1}{\varepsilon} \right) ) \) queries for any \( \varepsilon > 0 \).

**Remark 2.** In the ex-ante analysis, the success probabilities depend on the parameters of the distributions, but note that they are both at least \( 1 - 2 \exp(-4k) \).

Before we prove Theorem 2, we combine it with Theorem 1 to derive results for a few concrete settings.

**Proposition 1.** Under the same setting as in Theorem 1 with the extra assumption that every valuation \( v_i \) is constrained-additive, we can construct mechanism \( M \) using only query access to the given mechanism \( \hat{M} \) and oblivious to the true type distribution \( D \), such that for any possible \( D \), \( M \) is \( O \left( ||A||_\infty \mathcal{L} m f(\varepsilon_1) + ||A||_\infty \mathcal{L} m^{3/2} f(\varepsilon_1)^{1/2} \right) \)

**BIC and IR, and has revenue at least \( \text{REV}(\hat{M}, \hat{D}) - O \left( ||A||_\infty \mathcal{L} m^2 f(\varepsilon_1) + ||A||_\infty \mathcal{L} m^{3/2} f(\varepsilon_1)^{1/2} \right) \).

Recall that \( \varepsilon_1 \) satisfies \( d_P(D_i, A \circ \hat{D}_{z,i}) \leq \varepsilon_1 \) for all \( i \in [m] \). We compute the function \( f(\cdot) \) and the number of queries for the following three concrete settings (one for each of the three assumptions in Theorem 2).

1. **Deterministic Structure: Separability.** If the design matrix \( A \) satisfies the separability assumption by Donoho and Stodden [DS03], that is, \( A^T \) can be expressed as \( [I_k H^T] \Pi_N \), where \( \Pi_N \in \mathbb{R}^N \) is a permutation matrix, \( f(\varepsilon_1) = 4\varepsilon_1 \) for all \( \varepsilon > 0 \). The number of queries each bidder needs to answer is \( O \left( k \cdot \log \left( \frac{|A|_\infty}{\varepsilon_1} \right) \right) \).

\(^4\theta_S \) is the \(|S|\)-dimensional vector that contains all \( \theta_i \) with \( i \in S \).
2. **Multivariate Gaussian Distributions: Well-Conditioned \( \Sigma \).** Let \( A \) be generated from a distribution, where each archetype is an independent draw from a \( N \)-dimensional normal distribution \( N(0, \Sigma) \). Let \( \kappa(\Sigma) \) be the condition number of \( \Sigma \). For any set \( S \) with size \( 64\kappa(\Sigma)k \), if we query each bidder about items in \( S \), with probability at least \( 1 - 2\exp(-4k) \), \( f(\varepsilon_1) = O\left( \frac{k\sqrt{\kappa(\Sigma)}}{\sqrt{\text{Tr}(\Sigma_S)}} \cdot \varepsilon_1 \right) \), and each bidder needs to answer \( O\left( \kappa(\Sigma)k \cdot \log \left( \frac{\|A\|_\infty}{\varepsilon_1} \right) \right) \) queries.

3. **Weak Dependence: Sufficient Variance per Item.** Let \( A \) be generated from a distribution, where each archetype is an independent copy of an \( N \)-dimensional random vector \( \theta \). Assuming (i) \( \|\text{INF}(\theta)\|_2 < 1 \), (ii) \( \theta_i \), lies in \([-c, c] \), and (iii) \( \text{Var}[\theta_i] \geq a^2 \) for each \( i \in [N] \), then for any set \( S \) with size \( \frac{\text{Tr}(\Sigma_S)}{a^6(1-\|\text{INF}(\theta)\|_2)^2} \), if we query each bidder about items in \( S \), with probability at least \( 1 - 2\exp(-4k) \), \( f(\varepsilon_1) = O\left( \frac{2k^2}{a^6} \cdot \varepsilon_1 \right) \) and each bidder needs to answer \( O\left( \frac{e^k2^\frac{4k^2}{a^6(1-\|\text{INF}(\theta)\|_2)^2}}{a^6(1-\|\text{INF}(\theta)\|_2)^2} \cdot \log \left( \frac{\|A\|_\infty}{\varepsilon_1} \right) \right) \) queries. \footnote{\( \Sigma \) is well-conditioned if \( \kappa(\Sigma) \) is small. When \( \Sigma = I_N \), \( \kappa(\Sigma) = 1 \).}

**Proof.** The results in the first and last setting follows directly from Theorem 2. For the second setting, notice that by the eigenvalue interlacing theorem, \( \kappa(\Sigma_S) \leq \kappa(\Sigma) \), as \( \Sigma_S \) is a principal submatrix of \( \Sigma \). Therefore, \( \frac{\text{Tr}(\Sigma_S)}{\kappa(\Sigma)} \geq \frac{|S|}{\kappa(\Sigma)} \geq 64k \). Now, the result follows from Theorem 2. \( \square \)

**Proof of Theorem 2:** Instead of directly studying the query complexity under our query model. We first consider the query complexity under a seemingly stronger query model, where we directly query the bidder about their value of \( e_j^Tt \), and their answer will be within \( \varepsilon_j^Tt \pm \eta \) for some \( \eta > 0 \). We refer to this type of queries as noisy value queries. Since for each item \( j \), \( |e_j^TAz| \leq \|A\|_\infty \) for all \( z \in [0, 1]^k \) and we only care about types in \( \mathbb{R}^N \) that are close to some \( Az \), we can use our queries to perform binary search on \( p \) to simulate noisy value queries. In particular, we only need \( \log \|A\|_\infty + \log 1/\eta + \log 1/\varepsilon \) many queries to simulate one noisy value queries. From now on, the plan is to first investigate the query complexity for noisy value queries, then convert the result to query complexity in the original model.

We first fix the notation. Let \( \ell \) be the number of noisy value queries, and \( Q \in \mathbb{R}^{\ell \times N} \) be the query matrix, where, each row of \( Q \) is a standard unit vector. We use \( \hat{y} \in \mathbb{R}^\ell \) to denote the bidder’s answers to the queries and \( y \in \mathbb{R}^\ell \) to true answers to the queries. Note that \( \|\hat{y} - y\|_\infty \leq \eta \). Given \( \hat{y} \), we solve the following least squares problem:\( \min_{z \in \mathbb{R}^k} \|QAz - \hat{y}\|_2^2 \).

The problem has a closed form solution: \( \hat{z} = \left( A^TQA^T \right)^{-1} A^TQ^T \hat{y} \). Let \( B := QA \), and \( z(t) \in \mathbb{R}^k \) be a vector that satisfy \( \|t - Az(t)\|_\infty \leq \varepsilon \). We are \footnote{Clearly, we can weaken condition (i),(ii) and (iii). The result still holds if we can find a set \( S \), so that for vector \( \theta_S \), condition (i), (ii), and (iii) hold, and \( |S| \) is at least \( \frac{256^{-4}k^2}{a^6(1-\|\text{INF}(\theta)\|_2)^2} \).}
interested in upper bounding $\|\hat{z} - z(t)\|_\infty$. Note that

$$
\hat{z} - z(t) = (B^T B)^{-1} B^T (\hat{y} - Bz(t)) \\
= (B^T B)^{-1} B^T (\hat{y} - y) + (y - Bz(t)) \\
= (B^T B)^{-1} B^T (\hat{y} - y) + (B^T B)^{-1} B^T Q(t - Az(t))
$$

Since the rows of $Q$ are all standard unit vectors, $\|Q\|_\infty = 1$.

$$
\|\hat{z} - z(t)\|_\infty \leq \|(B^T B)^{-1} B^T (\hat{y} - y)\|_\infty + \|(B^T B)^{-1} B^T X(t - Az(t))\|_\infty \\
\leq \|(B^T B)^{-1}\|_\infty \|B^T\|_\infty (\eta + \varepsilon).
$$

Next, we bound $\|(B^T B)^{-1}\|_\infty \|B^T\|_\infty$ under the different assumptions.

**Deterministic Structure:** We choose $\ell = k$ and $Q$ so that $QA = B = C$. Since $C$ is diagonally dominant, $C$ is non-singular, and $(C^T C)^{-1} = C^{-1} (C^T)^{-1}$.

**Lemma 3** (Adapted from Theorem 1 and Corollary 1 of [Var75]). If a matrix $U \in \mathbb{R}^{n \times n}$ is diagonally dominant both by rows and by columns, and $\alpha = \min_{i \in [n]} \left| U_{ii} - \sum_{j \neq i} |U_{ij}| \right|$ and $\beta = \min_{j \in [n]} \left| U_{jj} - \sum_{i \neq j} |U_{ij}| \right|$, then $\|U^{-1}\|_\infty \leq 1/\alpha$ and $\|(U^T)^{-1}\|_\infty \leq 1/\beta$.

By Lemma 3, $\|(C^T C)^{-1}\|_\infty \|C^T\|_\infty \leq \frac{\|C^T\|_\infty}{\alpha \beta}$. Note that $\|C^T\|_\infty = \max_{j \in [k]} \sum_{i \in [k]} |C_{ij}| \leq 2 \max_{j \in [k]} C_{jj}$. The last inequality is because $C$ is diagonally dominant by columns. To sum up, if we choose $Q$ so that $QA = C$,

$$
\|\hat{z} - z(t)\|_\infty \leq \frac{(\varepsilon + \eta) \cdot \|C^T\|_\infty}{\alpha \beta} \leq \frac{2(\varepsilon + \eta) \cdot \max_{j \in [k]} C_{jj}}{\alpha \beta}.
$$

**Ex-ante Analysis:** Since $\|(B^T B)^{-1}\|_\infty \leq \sqrt{k} \|(B^T B)^{-1}\|_2$ and $\|B^T\|_\infty \leq \sqrt{\ell} \|B\|_2$,

$$
\|\hat{z} - z(t)\|_\infty \leq \frac{\sqrt{k} \cdot \sigma_{\max}(B)}{\sigma_{\min}(B)^2} \cdot (\eta + \varepsilon).
$$

**Multivariate Gaussian distribution:** When $\theta$ is distributed according to a multivariate Gaussian distribution, we choose $\ell = |S|$ and $Q$ so that each row corresponding to an $e_j$ with $j \in S$. Now, $B$ is a $\ell \times k$ random matrix where each column is an independent copy of $\theta_S$. We use Lemma 4 to bound $\sigma_{\max}(B)$ and $\sigma_{\min}(B)$. The proof of Lemma 4 is postponed to Appendix A.1.

**Lemma 4.** [Concentration of Singular Values under multivariate Gaussian distributions]

Let $U = [X^{(1)}, \ldots, X^{(n)}]$ be a $m \times n$ random matrix, where each column of $U$ is an independent copy of a $m$-dimensional random vector $X$ distributed according to a multivariate Gaussian distribution $\mathcal{N}(0, \Lambda^T D \Lambda)$. In particular, $\Lambda \in \mathbb{R}^{m \times m}$ is an orthonormal matrix, and $D \in \mathbb{R}^{m \times m}$ is a diagonal matrix.
We have \( \sigma_{\max}(U) \leq 2\sqrt{\text{Tr}(D)} \) and \( \sigma_{\min}(U) \geq \sqrt{\text{Tr}(D)/4} \), with probability at least \( 1 - 2\exp\left(-\frac{\text{Tr}(D)}{8}\right) + 4n \), where \( d_{\max} \) is the largest entry in \( D \).

Since \( \frac{\text{Tr}(\Sigma)}{\rho(\Sigma)} > 64k \), by Lemma 4, \( \sigma_{\max}(B) \leq 2\sqrt{\text{Tr}(\Sigma_S)} \) and \( \sigma_{\min}(B) \geq \sqrt{\text{Tr}(\Sigma_S)/4} \) with probability at least \( 1 - 2\exp\left(-\frac{\text{Tr}(\Sigma_S)}{16\rho(\Sigma_S)}\right) \geq 1 - 2\exp(-4k) \).

Hence,

\[
\|\hat{z} - z(t)\|_\infty \leq \frac{32\sqrt{|S|k}}{\sqrt{\text{Tr}(\Sigma_S)}} (\eta + \varepsilon)
\]

with probability at least \( 1 - 2\exp\left(-\frac{\text{Tr}(\Sigma_S)}{16\rho(\Sigma_S)}\right) \).

**Weakly Dependent Distributions:** When the coordinates of \( \theta_S \) are weakly dependent, i.e., \( \|\text{Inf}(\theta_S)\|_2 < 1 \), we choose \( \ell = |S| \) and \( Q \) so that each row corresponding to an \( e_j \) with \( j \in S \). Now, \( B \) is a \( \ell \times k \) random matrix where each column is an independent copy of \( \theta_S \). We use Lemma 5 to bound \( \sigma_{\max}(B) \) and \( \sigma_{\min}(B) \). The proof of Lemma 5 is postponed to Appendix A.2.

**Lemma 5.** [Concentration of Singular Values under Weak Dependence]

Let \( U = [X^{(1)}, \ldots, X^{(n)}] \) be a \( m \times n \) random matrix, where each column of \( U \) is an independent copy of a \( m \)-dimensional random vector \( X \). We assume that the coordinates of \( X \) are weakly dependent, i.e., \( \|\text{Inf}(X)\|_2 < 1 \), and each coordinate of \( X \) lies in \([-c, c]\) and has mean 0 and variance \( v_i^2 \). Let

\[
v = \sqrt{\sum_{i \in [n]} v_i^2}.
\]

We have \( \sigma_{\max}(U) \leq 2v \) and \( \sigma_{\min}(U) \geq \frac{1}{16} v \), with probability at least \( 1 - 2\exp\left(-\frac{(1-\|\text{Inf}(X)\|_2) v^4}{32c^2 nm} + 4n\right) \).

Since \( \sum_{i \in S} v_i^2 > \frac{16c^2 k \sqrt{|S|}}{1-\|\text{Inf}(\theta_S)\|_2} \), by Lemma 5, we have \( \sigma_{\max}(B) \leq 2\sqrt{\sum_{i \in S} v_i^2} \) and \( \sigma_{\min}(B) \geq \sqrt{\sum_{i \in S} v_i^2/4} \) with probability at least \( 1 - 2\exp\left(-\frac{(1-\|\text{Inf}(\theta_S)\|_2)(\sum_{i \in S} v_i^2)^2}{64c^2 k |S|^2} \right) \geq 1 - 2\exp(-4k) \). Therefore,

\[
\|\hat{z} - z(t)\|_\infty \leq \frac{32\sqrt{|S|k}}{\sqrt{\sum_{i \in S} v_i^2}} (\eta + \varepsilon)
\]

with probability at least \( 1 - 2\exp\left(-\frac{(1-\|\text{Inf}(\theta_S)\|_2)(\sum_{i \in S} v_i^2)^2}{64c^2 k |S|^2} \right) \).

**Query Complexity in Different Models:** We set \( \eta \) to be \( \varepsilon \).

- **Deterministic structure:** we have a \( \left( \varepsilon, \frac{4\max_{i \in [n]} C_i}{\alpha \beta} \cdot \varepsilon \right) \)-query protocol using \( k(\log |A|_\infty + 2 \log(1/\varepsilon)) \) queries.
• Multivariate Gaussian distributions: with probability at least $1 - 2\exp\left(-\frac{\text{Tr}(\Sigma S)}{16\rho(\Sigma S)}\right)$, we have a $(\varepsilon, 64\sqrt{S/k} \cdot \varepsilon)$-query protocol using $|S|(\log\|A\|_\infty + 2\log(1/\varepsilon))$ queries.

• Weakly dependent distributions: with probability at least $1 - 2\exp\left(-\frac{(1-\|\infS\|_2)^2 \cdot \left(\sum_{i \in S} v_i^2\right)^2}{64\varepsilon^4 k(S)}\right)$, we have a $(\varepsilon, 64\sqrt{S/k} \cdot \sqrt{\sum_{i \in S} v_i^2} \cdot \varepsilon)$-query protocol using $|S|(\log\|A\|_\infty + 2\log(1/\varepsilon))$ queries.

\[\square\]
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A Bounding the Largest and Smallest Singular Values

We prove both Lemma 4 and 5 using an \( \varepsilon \)-net argument. We first state a lemma that says that for any matrix \( M \), if we can bound the maximum value of \( \| Mx \|_2 \) over all points \( x \) in the \( \varepsilon \)-net, then we also bound the largest and smallest singular values of \( M \).

**Lemma 6** (Adapted from [Rud14]). For any \( \varepsilon < 1 \), there exists an \( \varepsilon \)-net \( K \subseteq S^{n-1} \), i.e., \( \forall x \in S^{n-1} \exists y \in K \| x - y \|_2 < \varepsilon \), such that \( |K| \leq (3/\varepsilon)^n \). For any matrix \( M \in \mathbb{R}^{m \times n} \), let \( a = \max_{x \in K} \| Mx \|_2 \) and \( b = \min_{x \in K} \| Mx \|_2 \), then \( \sigma_{\max}(M) \leq \frac{1}{\varepsilon^2} a \) and \( \sigma_{\min}(M) \geq b - \frac{1}{\varepsilon^2} a \).

**Proof of Lemma 6:** Let \( x^* \in S^{n-1} \) be a vector that satisfies \( \| Mx \|_2 = \sigma_{\max}(M) \). Let \( x \) be a vector in \( K \) such that \( \| x - x^* \|_2 \leq \varepsilon \). Then \( \sigma_{\max}(M) = \| Mx^* \|_2 \leq \| Mx \|_2 + \| M(x - x^*) \|_2 \leq a + \varepsilon \sigma_{\max}(M) \), which implies that \( \sigma_{\max}(M) \leq \frac{a}{1 - \varepsilon} \).

On the other hand, for any \( y \in S^{n-1} \), let \( y' \in K \) satisfies \( \| y - y' \|_2 \leq \varepsilon \), then \( \| My \|_2 \geq \| My' \|_2 - \| M(y - y') \|_2 \geq b - \varepsilon \cdot \sigma_{\max}(M) \geq b - \frac{1}{\varepsilon^2} a \). \( \square \)

A.1 Multivariate Gaussian Distributions

In this section, we prove the case where the columns of the random matrix are drawn from a multivariate Gaussian distribution. The key is again to prove that for every unit-vector, \( \| Ux \|_2 \) lies between \( [c_1 \cdot \mathbb{E}[\| Ux \|_2], c_2 \cdot \mathbb{E}[\| Ux \|_2]] \) with high probability for some absolute constant \( c_1 \) and \( c_2 \) (Lemma 7). Lemma 4 follows from the combination of Lemma 7, 6, and the union bound.

**Proof of Lemma 4:** Let \( Y^{(1)}, \ldots, Y^{(n)} \) be \( n \) i.i.d. samples from the distribution \( \mathcal{N}(0, I_m) \), and \( V := D^{1/2}[Y^{(1)}, \ldots, Y^{(s)}] \).

**Proposition 2.** \( \mathcal{N}(0, \Sigma) \overset{d}{=} \Lambda^T \circ \mathcal{N}(0, D) \) and \( U \overset{d}{=} \Lambda^TV \).

**Proof.** \( \mathbb{E}[\Lambda^T D^{1/2}Y^{(i)}(Y^{(i)})^T D^{1/2}\Lambda] = \Lambda^T D^{1/2}\Sigma(Y^{(i)})^T D^{1/2}\Lambda = \Lambda^T D\Lambda = \Sigma \). \( \square \)

Since \( \Lambda \) is an orthonormal matrix, \( \sigma_{\max}(U) = \sigma_{\max}(V) \) and \( \sigma_{\min}(U) = \sigma_{\min}(V) \). We will proceed to show that both \( \sigma_{\max}(V) \) and \( \sigma_{\min}(V) \) concentrate around their means. We do so via an \( \varepsilon \)-net argument.

**Lemma 7.** For any fix \( x \in S^{n-1} \), \( \mathbb{E}[\| Vx \|_2^2] = \text{Tr}(D) \). Moreover,

\[
\Pr \left[ \| Vx \|_2^2 \leq \frac{\text{Tr}(D)}{4} \right] \leq \exp \left( -\frac{\text{Tr}(D)}{8 \cdot d_{\max}} \right),
\]

and

\[
\Pr \left[ \| Vx \|_2^2 \geq 2\text{Tr}(D) \right] \leq \exp \left( -\frac{\text{Tr}(D)}{4 \cdot d_{\max}} \right).
\]
Proof of Lemma 7: Let $g_1, \ldots, g_n$ to be $n$ i.i.d. samples from $\mathcal{N}(0, 1)$. It is not hard to see that $Vx \overset{d}{=} (\sqrt{d_1}g_1, \ldots, \sqrt{d_n}g_n)^T$, so we need to prove that $\sum_{i \in [n]} d_i g_i^2$ concentrates around its mean $\text{Tr}(D)$.

$$\Pr \left[ \sum_{i \in [n]} d_i g_i^2 \leq \text{Tr}(D) - t \right]$$

$$= \Pr \left[ \exp \left( \lambda \cdot (\text{Tr}(D) - \sum_{i \in [n]} d_i g_i^2) \right) \geq \exp(\lambda t) \right] \quad (\lambda > 0 \text{ and will be specified later})$$

$$\leq \frac{\exp(\lambda \text{Tr}(D)) \mathbb{E} \left[ \exp \left( -\lambda \cdot \sum_{i \in [n]} d_i g_i^2 \right) \right]}{\exp(\lambda t)} = \frac{\exp(\lambda \text{Tr}(D)) \prod_{i \in [n]} \mathbb{E} \left[ \exp \left( -\lambda \cdot d_i g_i^2 \right) \right]}{\exp(\lambda t)}$$

Since $g_i^2$ distributes according to a chi-square distribution, its moment generating function

$$\mathbb{E} \left[ \exp \left( -\lambda \cdot d_i g_i^2 \right) \right] = \frac{1}{\sqrt{1 - 2\lambda d_i}}.$$

If we choose $\lambda$ to be no more than $1/2d_{\text{max}}$, since for any $a \in [0, 1]$, $1 + 2a \geq e^a$, we have that

$$\frac{1}{\sqrt{1 + 2\lambda d_i}} \leq \exp(-\lambda d_i/2).$$

Putting everything together, we have that

$$\Pr \left[ \sum_{i \in [n]} d_i g_i^2 \leq \text{Tr}(D) - t \right] \leq \exp \left( -\lambda \cdot (t - \text{Tr}(D)/2) \right).$$

When we choose $\lambda = 1/2d_{\text{max}}$ and $t = 3/4 \cdot \text{Tr}(D)$, the RHS of the inequality becomes $\exp \left( -\frac{3}{4} \cdot \text{Tr}(D) \right)$.

Next, we upper bound $\Pr \left[ \sum_{i \in [n]} d_i g_i^2 \geq \text{Tr}(D) + t \right]$ via a similar approach.

$$\Pr \left[ \sum_{i \in [n]} d_i g_i^2 \geq \text{Tr}(D) + t \right]$$

$$= \Pr \left[ \exp \left( \lambda \cdot (\sum_{i \in [n]} d_i g_i^2 - \text{Tr}(D)) \right) \geq \exp(\lambda t) \right] \quad (\lambda > 0 \text{ and will be specified later})$$

$$\leq \frac{\prod_{i \in [n]} \mathbb{E} \left[ \exp \left( \lambda \cdot (d_i g_i^2 - d_i) \right) \right]}{\exp(\lambda t)}$$

Note that $\mathbb{E} \left[ \exp \left( \lambda \cdot (d_i g_i^2 - d_i) \right) \right] = \frac{\exp(-\lambda d_i)}{\sqrt{1 - 2\lambda d_i}}$.

**Proposition 3.** For any $x \in [0, 1/4]$, $\frac{\exp(-x)}{\sqrt{1 - 2x}} \leq \sqrt{1 + 2x}$. 20
Proof of Proposition 3: We first state a few inequalities that are not hard to verify. First, for all $x > 0$, $e^{-x} \leq 1 - x + x^2$. Second, $\sqrt{1 - 4x^2} \geq 1 - 2x^2 - 8x^4$ if $x \in [0, 1/2)$. Finally, $1 - 2x^2 - 8x^4 \geq 1 - x + x^2$ if $x \in [0, 1/4]$. Combining all three inequalities, we have that

$$e^{-x} \leq \sqrt{1 - 4x^2} = \sqrt{1 - 2x\sqrt{1 + 2x}}, \text{ for all } x \in [0, 1/4].$$

\[ \Box \]

If we choose $\lambda$ to be no more than $1/4d_{max}$, then by Proposition 3, $\frac{\exp(-\lambda d_{i})}{\sqrt{1 - 2\lambda d_{i}}}$ is upper bounded by $\exp(\lambda d_{i})$. Putting everything together, we have that

$$\Pr \left[ \sum_{i \in [n]} d_{i}g_{i}^{2} \geq \operatorname{Tr}(D) + t \right] \leq \exp(-\lambda(t - \operatorname{Tr}(D))).$$

When we choose $\lambda = 1/4d_{max}$ and $t = 2\operatorname{Tr}(D)$, the RHS of the inequality becomes $\exp \left( \frac{-\operatorname{Tr}(D)}{4d_{max}} \right).$ □

Next, we only consider when the good event happens, that is, for all points $x$ in the $\varepsilon$-net, $\|Vx\|_{2} \in \left[ \frac{\sqrt{\operatorname{Tr}(D)}}{2}, \sqrt{2\operatorname{Tr}(D)} \right]$. Combining Lemma 7 and the union bound, we know that the good event happens with probability at least $1 - 2\exp \left( -\frac{\operatorname{Tr}(D)}{8\sigma_{max}} + \ln(3/\varepsilon) \cdot n \right)$. According to Lemma 6, $\sigma_{max}(V) \leq \frac{\sqrt{2\operatorname{Tr}(D)}}{1 - \varepsilon}$ and $\sigma_{min}(V) \geq \frac{\sqrt{\operatorname{Tr}(D)}}{2} - \frac{1}{4\varepsilon} \cdot \sqrt{2\operatorname{Tr}(D)}$. If we choose $\varepsilon = 1/7$, then $\sigma_{max}(V) \leq 2\sqrt{\operatorname{Tr}(D)}$ and $\sigma_{min}(V) \geq \frac{\sqrt{\operatorname{Tr}(D)}}{4}$. □

A.2 Bounded Distributions with Weak Dependence

In this section, we prove the case where the columns of the random matrix are drawn from a $m$-dimensional distribution that satisfies weak dependence. The overall plan is similar to the one for multivariate Gaussian distributions. The key is again to prove that for every unit-vector, $\|UX\|_{2}$ lies between $[c_{1} \cdot \mathbb{E}[\|UX\|_{2}], c_{2} \cdot \mathbb{E}[\|UX\|_{2}]]$ with high probability for some absolute constant $c_{1}$ and $c_{2}$ (Lemma 8). Lemma 5 then follows from the combination of Lemma 8, 6, and the union bound.

Proof of Lemma 5:

We first show that for each fix $x \in S^{n-1}$, $\|UX\|_{2}$ is concentrates around its mean. Then, we apply Lemma 6 to bound $\sigma_{max}(U)$ and $\sigma_{min}(U)$.

Lemma 8. Let $U = [X^{(1)}, \ldots, X^{(n)}]$ be a $m \times n$ random matrix, where each column of $U$ is an independent copy of a $m$-dimensional random vector $X$. We assume that the coordinates of $X$ are weakly dependent, i.e., $\|\inf(X)\|_{2} < 1$, and each coordinate of $X$ lies in $[-c, c]$ and has mean 0 and variance $v_{i}^{2}$. Let $v = \sqrt{\sum_{i \in [m]} v_{i}^{2}}$. For any fix $x \in S^{n-1}$, $\mathbb{E}[\|UX\|_{2}] = v^{2}$ and

$$\Pr \left[ \|UX\|_{2} - v^{2} > t \right] \leq 2 \exp \left( -\frac{(1 - \|\inf(X)\|_{2})t^{2}}{16c^{4}nm} \right).$$
Proof of Lemma 8: We first expand \( \|Ux\|_2^2 \).

\[
\|Ux\|_2^2 = \sum_{i \in [m]} \left( \sum_{j \in [n]} u_{ij} x_j \right)^2 = \sum_{i \in [m]} \left( \sum_{j \in [n]} u_{ij}^2 x_j^2 + 2 \sum_{k \neq j} u_{ij} u_{ik} x_j x_k \right).
\]

Therefore, \( \mathbb{E} \left[ \|Ux\|_2^2 \right] = \sum_{i \in [m]} v_i^2 = v^2 \). To prove that \( \|Ux\|_2^2 \) concentrates, we first need a result by Chatterjee [Cha05].

Lemma 9 (Adapted from Theorem 4.3 in [Cha05]). Let \( X \) be a \( d \)-dimensional random vector. Suppose function \( f \) satisfies the following generalized Lipschitz condition:

\[
|f(x) - f(y)| \leq \sum_{i \in [d]} c_i 1[x_i \neq y_i],
\]

for any \( x \) and \( y \) in the support of \( X \). If \( \text{INF}(X) < 1 \), we have

\[
\Pr [ |f(X) - \mathbb{E}[f(X)]| \geq t ] \leq 2 \exp \left( -\frac{(1 - \|\text{INF}(X)\|_2) t^2}{\sum_{i \in [d]} c_i^2} \right).
\]

The function we care about is \( \|Ux\|_2^2 \), where the variables are \( \{u_{ij}\}_{i \in [m], j \in [n]} \). If \( U \) and \( U' \) only differs at the \((i, j)\) entry, then

\[
\|Ux\|_2^2 - \|U'x\|_2^2 = |u_{ij}^2 x_j^2 + 2 \sum_{k \neq j} u_{ij} u_{ik} x_j x_k - (u_{ij}')^2 x_j^2 - 2 \sum_{k \neq j} u_{ij}' u_{ik} x_j x_k| \\
\leq c^2 x_j^2 + 4c^2 |x_j| |x_k| \leq 4c^2 |x_j| \left( \sum_{k \in [n]} |x_k| \right) \leq 4c^2 \sqrt{n} |x_j|
\]

We denote \( 4c^2 \sqrt{n} |x_j| \) by \( c_{ij} \). Clearly, for any \( U \) and \( U' \), \( \|Ux\|_2^2 - \|U'x\|_2^2 \leq \sum_{i, j \in [d]} c_{ij} 1[u_{ij} \neq u_{ij}'] \). Also, notice that \( \text{INF}(U) = I_n \otimes \text{INF}(X) \), and therefore \( \|\text{INF}(U)\|_2 = \|\text{INF}(X)\|_2 \). We apply Lemma 9 to \( \|Ux\|_2^2 \) and derive the following inequality:

\[
\Pr \left[ |\|Ux\|_2^2 - v^2| > t \right] \leq 2 \exp \left( -\frac{(1 - \|\text{INF}(X)\|_2) t^2}{\sum_{i \in [m], j \in [n]} c_{ij}^2} \right) = 2 \exp \left( -\frac{(1 - \|\text{INF}(X)\|_2) t^2}{16c^4 nm} \right).
\]

Next, we only consider when the good event happens, that is, for all points \( x \) in the \( \varepsilon \)-net, \( \|Ux\|_2 \in \left[ \frac{v}{2}, \sqrt{2}v \right] \). Combining Lemma 8 (setting \( t = 3/4v^2 \)) and the union bound, we know that the good event happens with probability at least \( 1 - 2 \exp \left( -\frac{(1 - \|\text{INF}(X)\|_2) 9v^4}{256c^4 nm} + \ln(3/\varepsilon) \cdot n \right) \). According to Lemma 6, \( \otimes \) denotes the Kronecker product of the two matrices.
\[ \sigma_{\text{max}}(U) \leq \frac{2v}{\sqrt{1 - \frac{\varepsilon}{3}}} \text{ and } \sigma_{\text{min}}(U) \geq \frac{v}{2} - \frac{\varepsilon}{4} \cdot \sqrt{2}v. \] If we choose \( \varepsilon = 1/7 \), then 
\[ \sigma_{\text{max}}(U) \leq 2v \text{ and } \sigma_{\text{min}}(U) \geq \frac{v}{4}. \]

**Proof of Lemma 2:** The proof essentially follows from the same analysis as Theorem 3 in [BCD20]. We only provide a sketch here. Since we are working with the MF model and can directly exploit the low dimensionality of the latent representation, we manage to replace the dependence on \( N \) with \( \|A\|_{\infty} \) in both the revenue loss and violation of the truthfulness constraints. Our proof relies on the idea of “simultaneously coupling” by Brustle et al. [BCD20]. More specifically, it couples \( \hat{F}_{z,i} \) with every distribution \( F_{z,i} \) in the \( \varepsilon \)-Prokhorov-ball around \( \hat{F}_{z,i} \). If we round both \( \hat{F}_{z,i} \) and any \( F_{z,i} \) to a random grid \( G \) with size \( \delta \), we can argue that the expected total variation distance (over the randomness of the grid) between the two rounded distributions is \( O(\varepsilon + \frac{\varepsilon}{\delta}) \) (using Theorem 2 in [BCD20]).

Now consider the following mechanism: choose a random grid \( G \), round the bids to the random grid, apply the mechanism \( M_G \) that we designed for the rounded distribution of \( \times_i \hat{F}_{z,i} \). More specifically, \( M_G \) is the following mechanism: for each bid \( b \), use \( S_i(b_i, \delta) \) to sample a bid \( b'_i \) and run \( \hat{M} \) on the bid profile \( (b'_1, \ldots, b'_m) \). Since the expected total variation distance (over the randomness of the grid) between the two rounded distributions is \( O(\varepsilon + \frac{\varepsilon}{\delta}) \), we only need to argue that when the given distribution and the true distribution are close in total variation distance, we can robustify the mechanism designed for one distribution for the other distribution. This is a much easier task, and we again use a similar argument in [BCD20] to prove it. Combining everything, we can show that the randomized mechanism we constructed is approximately-truthful and only loses a negligible revenue compared to \( \hat{M} \) under any distribution that is within the \( \varepsilon \)-Prokhorov-ball around the given distribution. □