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Abstract. The Grassmannian is a disjoint union of open positroid varieties \( \Pi_\mu^o \), certain smooth irreducible subvarieties whose definition is motivated by total positivity. The coordinate ring \( \mathbb{C}[\Pi_\mu^o] \) is a cluster algebra, and each reduced plabic graph \( G \) for \( \Pi_\mu^o \) determines a cluster. We study the effect of relabeling the boundary vertices of \( G \) by a permutation \( \rho \). Under suitable hypotheses on the permutation, we show that the relabeled graph \( G^\rho \) determines a cluster for a different open positroid variety \( \Pi_{\pi}^o \). As a key step in the proof, we show that \( \Pi_\mu^o \) and \( \Pi_{\pi}^o \) are isomorphic by a nontrivial twist isomorphism. Our constructions yield a family of cluster structures on each open positroid variety, given by plabic graphs with appropriately permuted boundary labels. We conjecture that the seeds in all of these cluster structures are related by a combination of mutations and rescalings by Laurent monomials in frozen variables. We establish this conjecture for (open) Schubert and opposite Schubert varieties. As an application, we also show that for certain reduced plabic graphs \( G \), the “source” cluster and the “target” cluster are related by mutation and Laurent monomial rescalings.
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1. INTRODUCTION

This paper investigates the coordinate rings of open positroid varieties in the Grassmannian, and various ways these coordinate rings can be identified with cluster algebras whose initial seeds are given by plabic graphs with permuted boundary vertices. 

Positroid varieties are irreducible projective subvarieties of the Grassmannian introduced by Knutson, Lam, and Speyer [KLS13] as the algebro-geometric counterparts to Postnikov’s positroid cells [Pos06]. They can be defined as the images of Richardson
subvarieties of the full flag variety under the projection from the flag variety to the Grassmannian, and were studied in this guise by Lusztig \cite{Lusztig:98} and Rietsch \cite{Rietsch:06}. In particular, Schubert varieties in the Grassmannian are positroid varieties. Associated to each positroid variety $\Pi$ is its open positroid variety $\Pi^\circ$, a smooth Zariski-open subset of the positroid variety defined by the non-vanishing of certain Plücker coordinates. From the perspective of cluster algebras, the natural object to study is the affine cone $\Pi^\circ_\pi$ over the open positroid variety in the Plücker embedding.

Positroid varieties in $\text{Gr}(k,n)$ are indexed by \textit{permutations of type $(k,n)$}; we write $\Pi^\circ_\pi$ for the cone over the open positroid variety indexed by permutation $\pi$. Our results concern affine cones over open positroid varieties only, so we frequently drop “open” and “cone” in what follows. For each positroid variety $\Pi^\circ_\pi$, Postnikov introduced a family of \textit{reduced plabic graphs} with \textit{trip permutation} $\pi$. These graphs are planar bicolored graphs drawn in the disk with boundary vertices $1,\ldots,n$ (cf. Figure 1) satisfying certain conditions. Any two graphs with the same trip permutation are connected to each other by certain explicit local moves.

Fomin and Zelevinsky introduced cluster algebras as an algebraic and combinatorial framework for studying the dual canonical basis and total positivity in Lie theory \cite{FominZelevinsky:02}. The definition has subsequently found connections with myriad other fields. Let $V$ be an affine variety with coordinate ring $\mathbb{C}[V]$ and field of functions $\mathbb{C}(V)$. A choice of seed $\Sigma$ determines a \textit{cluster structure} on $V$ provided we have the equality of algebras $\mathcal{A}(\Sigma) = \mathbb{C}[V]$, where $\mathcal{A}(\Sigma)$ is the cluster algebra with frozen variables inverted. Thus frozen variables must be nonvanishing functions on $V$. A choice of cluster structure determines the \textit{positive part} of $V$: the locus where all mutable and frozen variables are positive. Note that cluster structures are far from canonical. There may be many ways to identify $\mathbb{C}[V]$ with a cluster algebra, as indeed will be the case with positroid varieties.

Let $G$ be a plabic graph for the top-dimensional positroid variety in $\text{Gr}(k,n)$. Scott \cite{Scott:06} gave a recipe to produce a “source” seed $\Sigma^S_G = (\overset{\circ}{F}(G),Q(G))$ endowing the top-dimensional positroid variety in $\text{Gr}(k,n)$ with a cluster structure. The cluster $\overset{\circ}{F}(G)$ consists of Plücker coordinates, with one cluster variable for each face of the graph $G$. All such seeds $\Sigma^S_G$ are related by mutation, so that plabic graph seeds give rise to a single cluster structure on $\text{Gr}(k,n)$.

The combinatorics underlying Scott’s recipe works for arbitrary reduced plabic graphs $G$, yielding a candidate seed $\Sigma^S_G = (\overset{\circ}{F}(G),Q(G))$. It was long expected that this candidate seed $\Sigma^S_G$ would determine a cluster structure on $\Pi^\circ_\pi$, see \cite{MullerSpeyer:16}*{Conjecture 3.4}. This expectation was recently confirmed by Galashin and Lam \cite{GalashinLam:19}, building on work of Muller and Speyer \cite{MullerSpeyer:16b, MullerSpeyer:17}, Leclerc \cite{Leclerc:16}, and of the second author with Serhiyenko and Williams \cite{SerhiyenkoWilliams:19} (cf. Remark 2.15 for a history). Again, all seeds from plabic graphs are related by mutations, so that the results of \cite{GalashinLam:19} give rise to only one cluster structure on $\Pi^\circ_\pi$.

\footnote{Positroid varieties are usually indexed by \textit{decorated} permutations; to simplify exposition we only work with decorated permutations in which all fixed points are colored white (see Section 2.1).}

\footnote{Scott’s convention was that frozen variables are not inverted, so this was thought of as a cluster structure on the Grassmannian, rather than on the top-dimensional positroid variety. Also, Scott used the equivalent formalism of alternating strand diagrams.}
However, as Muller and Speyer [MS16b] note (and as was prevalent in the literature), there is another equally natural way to assign a collection of Plücker coordinates to a plabic graph, using the “target” convention rather than the “source.” The source seed $\Sigma^S_G$ and the target seed $\Sigma^T_G$ are typically not related by mutations. Moreover, $\mathcal{A}(\Sigma^S_G)$ and $\mathcal{A}(\Sigma^T_G)$ have different sets of cluster variables, even though $\mathcal{A}(\Sigma^S_G) = \mathcal{A}(\Sigma^T_G) = \mathbb{C}[\Pi^o_\pi]$. Muller and Speyer conjectured the following, in slightly different language.

**Conjecture 1.1** ([MS17, Remark 4.7]). Let $G$ be a reduced plabic graph. Then $\Sigma^S_G$ and $\Sigma^T_G$ are related by a quasi-cluster transformation.

A quasi-cluster transformation [Fra16] is a sequence of mutations and well-behaved rescalings of cluster variables by Laurent monomials in frozen variables (cf. Section 2.6). If a seed $\Sigma$ determines a cluster structure on $V$, then any seed related to $\Sigma$ by a quasi-cluster transformation also determines a cluster structure on $V$. Moreover the two cluster structures have the same sets of cluster monomials and the same notion of positive part of $V$.

Our main theorem establishes many different cluster structures on $\tilde{\Pi}^o_\pi$ via seeds from relabeled plabic graphs (cf. Definition 3.1). Relabeled plabic graph seeds appeared previously in [SSBW19] in the course of analyzing Leclerc’s cluster structure on positroid varieties [Lec16].

If $G$ is a reduced plabic graph with boundary vertices $1, \ldots, n$ and $\rho \in S_n$, the relabeled plabic graph $G^\rho$ is the same planar graph but with boundary vertices relabeled to be $\rho(1), \ldots, \rho(n)$ (cf. Figure 1). The trip permutation, target face labels, etc. of $G^\rho$ are computed using these permuted boundary labels, giving rise to a pair $\Sigma^T_{G^\rho} = (\tilde{F}(G^\rho), Q_{G^\rho})$ as in Scott’s recipe. Our next theorem characterizes when a relabeled plabic graph with trip permutation $\pi$ determines a cluster structure on $\tilde{\Pi}^o_\pi$. We refer the reader to Definition 2.8 for the important notion of weak separation of Plücker coordinates appearing in (3) of the below theorem, and to Definitions 2.23 and 2.24 for the notion $\leq_\circ$ of circular weak order on permutations, a “weak order analogue” of Postnikov’s circular Bruhat order.

**Theorem A** ([Theorem 4.21, Corollary 5.18]). Suppose that $\pi, \rho$ are permutations such that $\pi \rho \leq_\circ \pi$. Put $\mu = \rho^{-1} \pi \rho$. Let $G$ be a reduced plabic graph with trip permutation $\mu$ so that $G^\rho$ has trip permutation $\pi$. Then the following four conditions are equivalent:

1. $\Sigma^T_{G^\rho}$ is a seed in $\mathbb{C}(\tilde{\Pi}^o_\pi)$ and $\mathcal{A}(\Sigma^T_{G^\rho}) = \mathbb{C}[\tilde{\Pi}^o_\pi]$.
2. The number of faces of $G^\rho$ is $\dim \tilde{\Pi}^o_\pi$. Equivalently, $\dim \tilde{\Pi}^o_\pi = \dim \tilde{\Pi}^o_\mu$.
3. The Plücker coordinates $\tilde{F}(G^\rho)$ associated to the boundary faces (equivalently, to all faces) of $G^\rho$ are a weakly separated collection.
4. The open positroid varieties $\tilde{\Pi}^o_\pi$ and $\tilde{\Pi}^o_\mu$ are isomorphic.

Moreover, if any (hence, all) of the above conditions hold, then the positive part of $\tilde{\Pi}^o_\pi$ determined by the seed $\Sigma^T_{G^\rho}$ is the positroid cell $\tilde{\Pi}^o_{\pi,>0}$.

Figure 1 gives an illustration of Theorem A. The assumption $\pi \rho \leq_\circ \pi$ is a natural sufficient condition which ensures that the frozen variables in $\Sigma^T_{G^\rho}$ are nonvanishing on $\tilde{\Pi}^o_\pi$ (c.f. Theorem 4.14).

In stating (2), we have used the well known fact that $\dim \tilde{\Pi}^o_G$ is the number of faces of $G$. This number of faces can in turn be computed in terms of lengths of affine permutations, so
Figure 1. The left graph is a reduced plabic graph with trip permutation \( \pi = 465213 \). It encodes an open positroid variety \( \tilde{\Pi}_\pi^\circ \). The three graphs on the right are relabeled plabic graphs with trip permutation \( \pi \). Ignoring the permuted boundary labels, the four plabic graphs represent four different open positroid varieties, isomorphic to each other by Theorem 4.21. The face labels of each graph together with the dual quiver give seeds which determine 4 different cluster structures on \( \tilde{\Pi}_\pi^\circ \). These four seeds are related by quasi-cluster transformations.

we think of (2) as a Coxeter-theoretic compatibility condition between \( \rho \) and \( \pi \). Condition (3) is a combinatorial interpretation of this Coxeter-theoretic condition in terms of weak separation; the fact that it is enough to check only the boundary faces was proved by Farber and Galashin [FG18, Theorem 6.3]. The isomorphism \( \tilde{\Pi}_\pi^\circ \to \tilde{\Pi}_\mu^\circ \) asserted in (4) is a generalization of the Muller-Speyer twist automorphism of an open positroid variety [MS17]. These generalized twist isomorphisms are nontrivial from the perspective of matroids (cf. Example 4.23).

Theorem A provides many seeds \( \Sigma_{G, \rho}^T \) which give a cluster structure on \( \tilde{\Pi}_\rho^\circ \). When \( \tilde{\Pi}_\pi^\circ \) is a Schubert or opposite Schubert variety, the boundary vertex relabelings \( \rho \) giving seeds for \( \tilde{\Pi}_\rho^\circ \) form the \( \leq_\circ \)-order ideal below \( \pi^{-1} \) (Proposition 6.11). For other \( \pi \), the \( \rho \) giving seeds are a subset of this order ideal satisfying an explicit but subtle length condition (Definition 6.4).

If \( G^\rho \) is a relabeled graph as in the above theorem and \( H \) is a usual plabic graph with trip permutation \( \pi \), then the seeds \( \Sigma_{G^\rho, \rho}^T \) and \( \Sigma_H^T \) are typically mutation-inequivalent. Nonetheless we expect:
**Conjecture 1.2** (Quasi-equivalence conjecture). If $H$ is a plabic graph with trip permutation $\pi$, and if $G^\rho$ is a relabeled plabic graph with trip permutation $\pi$ satisfying the conditions of Theorem A, then $\Sigma^T_H$ and $\Sigma^T_{G^\rho}$ are related by quasi-cluster transformations.

As we explain in Remark 6.1, one can view the source seed $\Sigma^S_H$ as a relabeled seed $\Sigma^T_{H^\rho}$ for an appropriate relabeling $\rho$ as in the above theorem. Thus Conjecture 1.2 generalizes the Muller-Speyer conjecture (Conjecture 1.1) and puts it in a broader framework. We note that in general, seeds $\Sigma$ and $\Sigma'$ giving two different cluster structures on a variety may not be related by quasi-cluster transformations. Zhou [Zho20] gives an example of this for the cluster algebra of the Markov quiver.

We verify Conjecture 1.2 for Schubert and opposite Schubert varieties.

**Theorem B** (Theorem 6.12). Suppose $\tilde{\Pi}_\pi$ is an open Schubert or opposite open Schubert variety. Then Conjecture 1.2 holds. In particular, source seeds $\Sigma^S_H$ and target seeds $\Sigma^T_H$ are related by quasi-cluster transformations.

We also give partial results towards Conjecture 1.2 for arbitrary open positroid varieties in Theorem 6.3. From these results, we obtain a positive answer to Conjecture 1.1 for $\tilde{\Pi}_\pi$ where $\pi$ is toggle-connected (cf. Definition 6.4).

**Theorem C** (Corollary 6.8). Suppose $\pi \in S_n$ is toggle-connected, and let $H$ be a reduced plabic graph with trip permutation $\pi$. Then the source seed $\Sigma^S_H$ and the target seed $\Sigma^T_H$ are related by a quasi-cluster transformation.

**Motivation.** In the special case of the top-dimensional positroid variety (i.e., for the cluster algebra associated to the Grassmannian itself), the relationship between Plücker coordinates, cluster variables, plabic graphs, and clusters, is very clean: all Plücker coordinates are cluster variables and the clusters consisting entirely of Plücker coordinates are precisely those that come from plabic graphs [OPS15, Theorem 7.1]. Source and target seeds give rise to the same cluster structure. Things are much murkier for lower-dimensional positroid varieties. There are Plücker coordinates which do not identically vanish on $\tilde{\Pi}_\pi$ but which are not cluster variables in $A(\Sigma^T_H)$. Moreover, for certain trip permutations $\pi$, there is a unique plabic graph $H$ with trip permutation $\pi$, hence the combinatorics of plabic graphs gives us only one seed in $A(\Sigma^T_H)$.

**Theorem 4.21** and Conjecture 1.2 are meant to rectify this. **Theorem 4.21** provides us with a much larger family of seeds for $\mathbb{C}[\tilde{\Pi}_\pi]$ consisting of Plücker coordinates. Conjecture 1.2 asserts that each of these seeds can be rescaled by frozens to give a seed in the “usual” cluster structure $A(\Sigma^T_H)$, thereby providing many more Plücker clusters in $A(\Sigma^T_H) = \mathbb{C}[\tilde{\Pi}_\pi]$ (working up to Laurent monomials in the frozen variables).

**Outline.** In **Section 2**, we provide background on open positroid varieties and their cluster structures, as well as bounded affine permutations and the partial order $\leq_o$, following [Pos06, KLS13, Sco06]. We also recall basic notions of cluster algebras and quasi-cluster transformations [FZ02, Fra16]. **Section 3** introduces the main players: relabeled plabic graphs and Grassmannlike necklaces. **Section 4** introduces the the operation of toggling a Grassmannlike necklace, the Unit Necklace Theorem 4.14, and our main theorem. **Section 5** establishes isomorphisms of open positroid varieties via twist maps and proves an analogue of the main commutative diagram relating the twist map to the boundary.
measurement map. It assumes some familiarity with the main constructions in [MS17].

Section 6 explores the quasi-equivalence conjecture. Section 7 collects some longer proofs.
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2. Background on cluster algebras and positroids

We review the positroid stratification of the Grassmannian and the combinatorial structures which underlie this stratification. We recall the source and target cluster structures on open positroid varieties, whose construction we will generalize to the setting of labeled plabic graphs in later sections. We discuss quasi-cluster transformations. We also give background on affine permutations.

For a \( k \times n \) matrix \( M \) and a \( k \)-subset \( I \in \binom{[n]}{k} \), let \( \Delta_I(M) \) denote the \( I \)th Plücker coordinate of \( M \), i.e. the determinant of the \( k \times k \) submatrix of \( M \) in columns \( I \). If two matrices \( M \) and \( M' \) have the same row span, then they are related by left multiplication by an element of \( \text{GL}_k \). Therefore, their Plücker coordinates coincide up to a common scalar multiple. If \( S \subset \binom{[n]}{k} \) we sometimes use the notation \( \Delta(S) = \{ \Delta_S : S \in S \} \).

Let \( \text{Gr}(k, n) \) denote the Grassmannian of \( k \)-dimensional subspaces of \( \mathbb{C}^n \). The Plücker embedding \( \text{Gr}(k, n) \hookrightarrow \mathbb{P}^{\binom{n}{k}-1} \) realizes \( \text{Gr}(k, n) \) as a projective variety. This embedding sends a point \( x \in \text{Gr}(k, n) \) to the list of Plücker coordinates \( (\Delta_I(x))_{I \in \binom{[n]}{k}} \in \mathbb{P}^{\binom{n}{k}-1} \), where \( \Delta_I(x) \) is defined as the Plücker coordinate of any \( k \times n \) matrix representative for \( x \). We will be more concerned with the affine cone \( \widetilde{\text{Gr}}(k, n) \subset \mathbb{C}^{\binom{n}{k}} \) over the Plücker embedding, i.e. the set of points in affine space whose coordinates satisfy the Plücker relations.

A real \( k \times n \) matrix \( M \) is totally nonnegative if \( \Delta_I(M) \geq 0 \) for all \( I \in \binom{[n]}{k} \). A collection of \( k \)-subsets \( M \subset \binom{[n]}{k} \) is a positroid if it is the column matroid of a totally nonnegative matrix; i.e., if there exists a real matrix \( M \) such that \( \Delta_I(M) > 0 \) for \( I \in M \) and \( \Delta_I(M) = 0 \) for \( I \notin M \). The closed positroid variety \( \Pi_M \) is the subvariety of \( \text{Gr}(k, n) \) whose homogeneous ideal is generated by \( \{ \Delta_I : I \notin M \} \) [KLS13]. That is,

\[ \Pi_M = \{ x \in \text{Gr}(k, n) : \Delta_I(x) = 0 \text{ for all } I \notin M \} . \]

This paper is concerned with the open positroid variety \( \Pi^o \subset \Pi \), a Zariski-open subset of \( \Pi \) whose definition we delay to Section 2.2.

2.1. Combinatorial objects that index positroids. Positroid are naturally labeled by several families of combinatorial objects. We focus on Grassmann necklaces and decorated permutations here. These objects and the results in this section are due to Postnikov [Pos06] unless otherwise noted.
We make the following expositional choice: we will give definitions only for loopless positroids. A positroid $\mathcal{M} \subset \binom{[n]}{k}$ is loopless if for every $i \in [n]$, there exists an $I \in \mathcal{M}$ with $i \in I$. If a positroid is not loopless, than one can work over the smaller ground set $[n] \setminus \{i\}$ without affecting any of the combinatorial or algebraic structures below in a significant way. Geometrically, if a positroid $\mathcal{M}$ has a loop $i$, then $k \times n$ matrix representatives for points in $\Pi^3_\mathcal{M}$ will have the zero vector in column $i$. One can project away the $i$th column and work instead with an isomorphic positroid subvariety of $\text{Gr}(k, n - 1)$.

The first combinatorial object indexing positroids gives rise to frozen variables in the cluster structure(s) on $\tilde{\Pi}$. A positroid $\mathcal{M}$ is a forward Grassmann necklace of type $(k, n)$ and a similar recipe allows one to recover $\mathcal{M}$subset of $\text{Gr}(k, n-1)$.

**Definition 2.1.** A forward Grassmann necklace of type $(k, n)$ is an $n$-tuple $\vec{I} = (\vec{I}_1, \ldots, \vec{I}_n)$ drawn from $\binom{[n]}{k}$ such that for all $a \in [n]$,

$$a \in \vec{I}_a \quad \text{and} \quad \vec{I}_{a+1} = \vec{I}_a \cup \pi(a) \quad \text{for some} \quad \pi(a) \in [n].$$

Dually, a reverse Grassmann necklace of type $(k, n)$ is an $n$-tuple $\vec{I} = (\vec{I}_1, \ldots, \vec{I}_n)$ in $\binom{[n]}{k}$ such that for all $a \in [n]$,

$$a \in \vec{I}_{a+1} \quad \text{and} \quad \vec{I}_a = \vec{I}_{a+1} \cup \sigma(a) \quad \text{for some} \quad \sigma(a) \in n.$$

**Remark 2.2.** The objects just defined might more properly be called loopless Grassmann necklaces, because they correspond bijectively with loopless positroids. We will drop the adjective loopless.

**Definition 2.3.** A permutation $\pi \in S_n$ has type $(k, n)$ if $\# \{a \in [n]: a \leq \pi^{-1}(a)\} = k$.

If $\vec{I}$ is a forward Grassmann necklace, then it follows from the definition that the map $a \mapsto \pi(a)$ is a permutation of $[n]$. Moreover, the permutation $\pi$ determines the necklace $\vec{I}$. One has

$$\vec{I}_1 = \{a \in [n]: a \leq \pi^{-1}(a)\}$$

and the remainder of the necklace can be computed from the data of $I_1$ and $\pi$ using the necklace condition. This establishes a bijection between (loopless) forward Grassmann necklaces of type $(k, n)$ and permutations of type $(k, n)$.

Dually, for a reverse Grassmann necklace $\vec{I}$, the map $i \mapsto \sigma(i)$ is a permutation of $[n]$, and a similar recipe allows one to recover $\vec{I}$ from the permutation $\sigma$.

Now we explain how (loopless) positroid subvarieties of $\text{Gr}(k, n)$ are in bijection with Grassmann necklaces of type $(k, n)$, hence also with permutations of type $(k, n)$.

For any $i \in [n]$, let $<_i$ denote the order on $[n]$ in which $i$ is smallest and $i-1$ is largest, i.e.

$$i <_i i+1 <_i \ldots <_i i-1.$$ For a pair of subsets $S = \{s_1 <_i s_2 <_i \cdots <_i s_k\}$, $T = \{t_1 <_i \cdots <_i t_k\}$, we say that $S \leq_i T$ if $s_j <_i t_j$ for all $j$.

**Definition 2.4.** Let $\mathcal{M} \subset \binom{[n]}{k}$ be a positroid. For $i \in [n]$, let $\vec{I}_i$ be the $<_i$-minimal subset of $\mathcal{M}$, and let $\vec{I}_i$ be the $<_i$-maximal subset of $\mathcal{M}$. The Grassmann necklace of $\mathcal{M}$ is defined as $\vec{I}_\mathcal{M} := (\vec{I}_1, \ldots, \vec{I}_n)$ and the reverse Grassmann necklace is $\vec{I}_\mathcal{M} := (\vec{I}_1, \ldots, \vec{I}_n)$.

\footnote{We use the terminology of [MS17], but different conventions. Their reverse Grassmann necklace is the tuple $(\vec{I}_2, \vec{I}_3, \ldots, \vec{I}_n, \vec{I}_1)$.}
Postnikov and Oh [Oh11], respectively, proved that $\vec{I}_M$ and $\vec{J}_M$ are in fact forward and reverse Grassmann necklaces. Moreover, the permutations $\pi$ and $\sigma$ encoding $\vec{I}_M$ and $\vec{J}_M$ are related via $\sigma = \pi^{-1}$.

In our proofs, we frequently use the fact that we can read off the positroid $M$ from either of its necklaces $\vec{I}$ and $\vec{J}$. This construction is known as Oh’s Theorem [Oh11]:

$$M = \left\{ S \in \binom{[n]}{k} : S \geq \vec{I}_i \text{ for } i \in [n] \right\} = \left\{ S \in \binom{[n]}{k} : S \leq \vec{J}_i \text{ for } i \in [n] \right\}.$$ 

In summary, (loopless) open positroid varieties $\tilde{\Pi} \circ M$ can be bijectively labeled by a forward Grassmann necklace $\vec{I}$ of type $(k,n)$, or equivalently by a permutation $\pi$ of type $(k,n)$, or equivalently by a reverse Grassmann necklace $\vec{J}$ of type $(k,n)$.

2.2. Open positroid varieties. Let $\mathcal{M}$ be a loopless positroid of type $(k,n)$. It corresponds to forward Grassmann necklace $\vec{I}$ of type $(k,n)$. Then the open positroid variety $\Pi_M$ is the Zariski-open subvariety of $\Pi_M$ on which the necklace variables are non-vanishing:

$$\Pi_M = \left\{ x \in Gr(k,n) : \Delta_I(x) = 0 \text{ for all } I \notin \mathcal{M} \text{ and } \Delta_I(x) \neq 0 \text{ for } I \in \vec{I} \right\}.$$

We let $\Pi, \Pi^o \subset \Gr(k,n) \subset \C_{\pi}^{(n)}$ be the affine cone over $\Pi, \Pi^o \subset \P^{(n)}$. The remainder of this paper studies cluster structure(s) on $\Pi^o$. We remind the reader that, in an abuse of terminology, we will usually call $\Pi^o$ simply a “positroid variety.”

Algebraically, the coordinate ring of $\Pi_M$ is the quotient $\C[\Pi] = \C[Gr(k,n)]/J$ where $J$ is the ideal $\langle \Delta_I : I \notin \mathcal{M} \rangle$. The coordinate ring $\C[\Pi^o]$ is the localization of $\C[\Pi]$ at the Plücker coordinates $\Delta(\vec{I})$.

Remark 2.5. Open positroid varieties can also be obtained by intersecting $n$ cyclically shifted Schubert cells, i.e. by intersecting Schubert cells with respect to the standard ordered basis $(e_1, \ldots, e_n)$ and each of its cyclic shifts [KLS13].

2.3. Plabic graphs and weak separation. We review Scott’s recipe for obtaining a seed in an open positroid variety from a plabic graph and its connection to weakly separated collections. We will apply this recipe to plabic graphs with permuted boundary vertices in what follows.

We assume some familiarity with the notion of a plabic graph $G$ in the disk with $n$ boundary vertices $1, \ldots, n$ in clockwise order, and also with the technical condition that such a plabic graph is reduced. See [Pos06] for details. We only work with reduced plabic graphs in this paper, and will omit the adjective. We also assume that $G$ has no isolated boundary vertices. Since we work with loopless positroids, we also assume henceforth that $G$ has no black lollipops (interior black vertices of degree one, connected to a boundary vertex). The leftmost graph in Figure 1 is a reduced plabic graph.

\footnote{whose permutation is $\pi^{-1}$}
**Definition 2.6** (Trip permutation). Let $G$ be a reduced plabic graph with boundary vertices labeled $1,\ldots,n$. For a boundary vertex with label $a$, the trip starting at $a$ is the walk along the edges of $G$ which starts at $a$, turns maximally left at every white vertex and maximally right at every black vertex, and ends at a boundary vertex with label $b$. The **trip permutation** of $G$, $\pi = \pi(G) \in S_n$, is defined via $\pi(a) = b$. The boundary vertices $a$ and $b$ are referred to as the **source** and **target** of the trip, respectively.

For example, the leftmost graph in Figure 1 has trip permutation $465213 \in S_6$. See Figure 2 for an example of a trip.

Reduced plabic graphs are associated to positroid varieties via their trip permutations. That is, $G$ corresponds to the positroid variety $\Pi_\pi^o(G)$. Every permutation $\pi \in S_n$ arises as a trip permutation for some reduced $G$ [Pos06, Corollary 20.1], so each positroid variety is associated to (at least one) reduced plabic graph. If $G$ is reduced, then the number of faces of $G$ is $\dim \tilde{\Pi}_\pi^o(G)$.

Any trip in a reduced graph $G$ is non-self-intersecting and so any face of $G$ is either to the left or to the right of the trip.

**Definition 2.7** (Collections from plabic graphs). Let $F$ be a face of a reduced plabic graph $G$. The **target label** $\vec{1}(F) \in \binom{[n]}{k}$ of a face $F$ is defined by $j \in \vec{1}(F)$ if and only if $F$ is to the left of the trip with target $j$. The set $\tilde{\mathcal{F}}(G) = \{ \vec{1}(F) : F \text{ a face of } G \}$ is the target collection of $G$.

Dually, the **source label** $\vec{1}(F) \in \binom{[n]}{k}$ of a face $F$ of $G$ is defined by $j \in \vec{1}(F)$ if and only if $F$ is to the left of the trip with source $j$\footnote{The location of the dot in the notations $\vec{1}(F)$ versus $\vec{2}(F)$ indicates that this labeling records the source vs target of trips; the orientation of the arrow is meant as a reminder that the boundary faces are labeled by the forward or reverse Grassmann necklace.}. The source collection of $G$ is $\mathcal{F}(G) := \{ \vec{1}(F) : F \text{ a face of } G \}$.

If the trip permutation $\pi(G)$ has type $(k,n)$, it is a fact that every face of $G$ is on the left of exactly $k$ trips so that $\vec{1}(F), \vec{1}(F) \in \binom{[n]}{k}$ as claimed.

The graph $G$ has $n$ boundary faces. The target labels of these boundary faces are the forward Grassmann necklace, $\vec{I}(\pi(G)) = (\vec{I}_1,\ldots,\vec{I}_n)$. In particular, if $F_a$ is the face just before boundary vertex $a$ in clockwise order, then the target label $\vec{1}(F_a)$ is $\vec{I}_a$. Likewise, source labels of the boundary faces are the reverse Grassmann necklace $\vec{I}$ of $\mathcal{M}$: the source label $\vec{1}(F_a)$ is $\vec{I}_a$.

The following definition allows us to describe target collections $\tilde{\mathcal{F}}(G) \subseteq \binom{[n]}{k}$ intrinsically (i.e., without references to graphs $G$).

**Definition 2.8** (Weak separation). A pair of subsets $I,J \subseteq \binom{[n]}{k}$ is **weakly separated** if there is no cyclically ordered quadruple $a < b < c < d$ where $a,c \in I \setminus J$ and $b,d \in J \setminus I$. A **weakly separated collection** $\mathcal{C} \subseteq \binom{[n]}{k}$ is a collection whose members are pairwise weakly separated.

For a positroid $\mathcal{M}$, a weakly separated collection $\mathcal{C} \subseteq \mathcal{M}$ is called **maximal** if $I \in \mathcal{M} \setminus \mathcal{C}$ implies that $\{ I \} \cup \mathcal{C}$ is not weakly separated.
Maximal weakly separated collections which contain Grassmann necklaces are exactly the target face labels of plabic graphs.

**Theorem 2.9** ([OPS15]). Let $\mathcal{M}$ be a positroid with Grassmann necklace $\mathcal{I}$ and decorated permutation $\pi$. The following are equivalent.

1. The collection $\mathcal{C} \subseteq \mathcal{M}$ is a maximal weakly separated collection containing $\mathcal{I}$.

2. The collection $\mathcal{C}$ is equal to $\mathcal{F}(G)$ for a plabic graph $G$ with trip permutation $\pi$.

The following operation on weakly separated collections is crucial.

**Definition 2.10** (Square move). Let $\mathcal{C} \subseteq \binom{[n]}{k}$ be a weakly separated collection and $I \in \mathcal{C}$. Suppose there are cyclically ordered $a < b < c < d \in [n]$, and a subset $S \in \binom{[n]}{k-2}$, such that $I = Sac$, and moreover each of $Sab, Sbc, Scd, Sad \in \mathcal{C}$. (We abbreviate $Sac := S \cup \{a, c\}$.) Then $\mathcal{C}' := \mathcal{C} \setminus I \cup (Sbd)$ is again a weakly separated collection. The passage $\mathcal{C} \to \mathcal{C}'$ is referred to as a square move on $\mathcal{C}$.

Thinking of a maximal weakly separated collection $\mathcal{I} \subset \mathcal{C} \subset \mathcal{M}$ as a target collection $\mathcal{C} = \mathcal{F}(G)$, a square move can be performed at $I = \mathcal{I}(F) \in \mathcal{C}$ when $F$ is a square face of $G$ (whose vertices alternate in color). Performing the square move to $\mathcal{C}$ amounts to swapping the colors of the vertices in the face $F$.

**Theorem 2.11** ([OPS15]). Let $\mathcal{M}$ be a positroid with Grassmann necklace $\mathcal{I}$. Let $\mathcal{C}_1, \mathcal{C}_2 \subset \mathcal{M}$ be maximal weakly separated collections satisfying $\mathcal{I} \subset \mathcal{C}_i$ for $i = 1, 2$. Then $\mathcal{C}_2$ can be obtained from $\mathcal{C}_1$ by a finite sequence of square moves (with each intermediate collection $\mathcal{C}$ satisfying $\mathcal{I} \subset \mathcal{C} \subset \mathcal{M}$).

### 2.4. Cluster algebras

We assume familiarity with cluster algebras. We summarize our notation here with a view towards introducing quasi-cluster transformations in Section 2.6.

Let $V$ be a rational affine algebraic variety with algebra of regular functions $\mathbb{C}[V]$ and field of rational functions $\mathbb{C}(V)$. Our case of interest is when $V = \mathcal{I}^\circ$ is the affine cone over an open positroid variety.

**Definition 2.12.** Let $m = \dim V$. A seed of rank $r$ in $\mathbb{C}(V)$ is a pair $(x, Q)$ satisfying the following.

- $x = (x_1, \ldots, x_m) \subset \mathbb{C}(V)$ is a transcendence basis for $\mathbb{C}(V)$.
- $Q$ is a quiver with vertices $1, \ldots, m$, the first $r$ of which are designated *mutable*, and the last $m - r$ of which are designated *frozen*.
- Each frozen variable $x_i$ for $i = r + 1, \ldots, m$ is a unit in $\mathbb{C}[V]$, i.e. $\frac{1}{x_i} \in \mathbb{C}[V] \subset \mathbb{C}(V)$.

The set $x$ is the *cluster* of the seed, and $x_1, \ldots, x_r$ are the *cluster variables*.

We denote by $\mathbb{P} \subset \mathbb{C}(V)$ the abelian group of Laurent monomials in the frozen variables. By our assumptions we in fact have $\mathbb{P} \subset \mathbb{C}[V]$.

A seed can be *mutated* in any mutable direction $p \in [r]$ to produce a new seed. Seed mutation produces a new quiver $\mu_p(Q)$ and replaces the cluster variable $x_p \in x$ with a new cluster variable $x'_p$. Mutation at $p$ is an involution. If two seeds are related by a sequence of mutations, we call them *mutation-equivalent*.

The *cluster algebra* $\mathcal{A}(\Sigma)$ is the $\mathbb{C}$-algebra generated by the frozen variables, their inverses, and the cluster variables of all seeds mutation-equivalent to $\Sigma$. 
A seed $\Sigma$ in $\mathbb{C}(V)$ determines a cluster structure on $V$ if $\mathcal{A}(\Sigma) = \mathbb{C}[V]$. If this is true of $\Sigma$, then it is true of any seed mutation-equivalent to $\Sigma$.

If $\Sigma$ determines a cluster structure on $V$, then $V$ inherits the following structures:

- A set of cluster monomials in $\mathbb{C}[V]$. These are elements $f \in \mathbb{C}[V]$ that can be expressed in the form $f = \frac{M_1}{M_2}$ where $M_1$ is a monomial in the variables of some cluster in the seed pattern, and $M_2 \in \mathbb{P}$ is a monomial in the frozen variables. Thus, our definition of cluster monomial allows frozen variables in the denominator.
- A totally positive part $V_{>0} \subset V$. This is the subset where all cluster variables (equivalently, all variables in any particular cluster) evaluate positively.
- For each seed $\Sigma'$ mutation-equivalent to $\Sigma$, a rational map $V \dashrightarrow (\mathbb{C}^*)^m$ given by evaluating the cluster variables. We call its domain of definition the cluster torus $V_{\Sigma'} \subset V$. By the Laurent phenomenon for cluster algebras, there is an inverse map $(\mathbb{C}^*)^m \leftarrow V_{\Sigma}$, an open embedding we refer to as the cluster chart.

2.5. Source and target cluster structures from plabic graphs. Let $G$ be a reduced plabic graph. Its dual quiver $Q(G)$ has vertex set identified with the faces of $G$, where boundary faces are frozen and internal faces are mutable. There is an arrow $F \rightarrow F'$ in $Q(G)$ if the edge $e$ separating $F$ and $F'$ has vertices of opposite color and, when moving from face $F$ to face $F'$ across $e$, one sees the white vertex of $e$ on the left.

**Definition 2.13** (Target and source seeds). Let $G$ be a reduced plabic graph with trip permutation $\pi$ and open positroid variety $\tilde{\Pi}^0_\pi$. Then the target seed is defined as $\Sigma^T_G := (\Delta(\tilde{\mathbb{F}}^\bullet(G), Q(G)) \subset \mathbb{C}(\tilde{\Pi}^0_\pi))$. The forward Grassmann necklace $\Delta(\tilde{I}_\pi) \subset \Delta(\tilde{\mathbb{F}}^\bullet(G))$ are the frozen variables.

Dually, one has the source seed $\Sigma^S_G = (\Delta(\tilde{\mathbb{F}}^\bullet(G)), Q(G)) \subset \mathbb{C}(\tilde{\Pi}^0_G)$ with frozen variables $\Delta(\tilde{I}) \subset \Delta(\tilde{\mathbb{F}}^\bullet(G))$.

Performing a square move at a face Plücker $\tilde{I}^\bullet(F) \in \tilde{\mathbb{F}}^\bullet(G)$ amounts to performing a mutation at the variable $\tilde{I}^\bullet(F)$ in the seed $\Sigma^T_G$. Thus, all seeds $\{\Sigma^T_G : \pi(G) = \pi\}$ are mutation-equivalent in $\mathbb{C}(\tilde{\Pi}^0_\pi)$. We also have the dual statement for the source seeds.

**Theorem 2.14** ([GL19]). If $G$ has trip permutation $\pi$, then the source seed $\Sigma^S_G \subset \mathbb{C}(\tilde{\Pi}^0_G)$ determines a cluster structure on $\tilde{\Pi}^0_\pi$. The positive part $\tilde{\Pi}^0_{\pi,>0}$ determined by this cluster structure is the positroid cell \( \{ x \in \tilde{\Pi}^0_\pi : \Delta_I(x) > 0 \text{ for } I \in \mathcal{M}_\pi \} \).

We call the cluster structure on $\tilde{\Pi}^0_\pi$ given by source seeds $\Sigma^S_G$ the source cluster structure.

**Remark 2.15.** Leclerc [Lec16] established that for open Richardson varieties $\mathcal{R}_{v,w} \subset \mathcal{F}_{v,n}$, there exists a seed $\Sigma \subset \mathbb{C}(\mathcal{R}_{v,w})$ such that the inclusion $\mathcal{A}(\Sigma) \subset \mathbb{C}[\mathcal{R}_{v,w}]$ holds. In some cases, he showed that in fact $\mathcal{A}(\Sigma) = \mathbb{C}[\mathcal{R}_{v,w}]$. Applying any isomorphism $\phi : \mathbb{C}[\mathcal{R}_{v,w}] \rightarrow \mathbb{C}[\tilde{\Pi}^0]$, Leclerc’s results imply that $\phi(\mathcal{A}(\Sigma))$ is equal to $\mathbb{C}[\tilde{\Pi}^0]$ for some positroid varieties, including Schubert and “skew Schubert” varieties, and is a cluster subalgebra of $\mathbb{C}[\tilde{\Pi}^0]$ in general. For a particular choice of $\phi$, Serhiyenko, Williams, and
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6If 2-cycles occur in $Q(G)$, delete them.
the second author showed that for Schubert varieties, \( \phi(\Sigma) \) is a target seed \( \Sigma^T_G \); for skew-Schubert varieties, \( \phi(\Sigma) \) is \( \Sigma^{T_{G' \rho}}_G \) for \( G' \rho \) a relabeled plabic graph with a particular boundary (c.f. [Definition 3.1] [SSBW19]). Galashin and Lam later showed that, under a different isomorphism \( \psi : C[\mathcal{R}_{v,u}] \to C[\tilde{\Pi}] \), \( \psi(\Sigma) \) is a source seed \( \Sigma^S_G \). They also showed that \( \psi(A(\Sigma)) \) is the entire coordinate ring \( C[\tilde{\Pi}] \).

Remark 2.16. Our aesthetic preference is for forward Grassmann necklaces, so we choose to work with target-labeled seeds \( \Sigma^T_G \) rather than source-labeled ones as in Theorem 2.14. Using twist maps, one can deduce from Theorem 2.14 that the target-labeled seeds also determine a cluster structure on \( \tilde{\Pi}^\circ \), which we call the target cluster structure. We give a more general version of this style of argument in Theorem 5.17.

A motivating fact for us (observed by Muller-Speyer and Leclerc) is that the seeds \( \Sigma^T_G \) and \( \Sigma^S_G \) are typically not mutation-equivalent, i.e. they do not lie in the same seed pattern. The next section discusses a conjectural remedy.

2.6. Quasi-equivalent seeds and cluster algebras. Muller and Speyer conjectured that the source and target cluster structures are “the same” for an appropriate notion of equivalence in which one is allowed suitable Laurent monomial transformations involving frozen variables. Such a notion was systematized by the first author in [Fra16].

For a seed \( \Sigma \) of rank \( r \) and a mutable index \( i \in \mathbb{Z}^r \), consider the exchange ratio

\[
(3) \  \hat{y}_i = \prod_{j \in [m]} x_j^{(\text{no. arrows } j \to i) - (\text{no. arrows } i \to j)}.
\]

This is the ratio of the two terms on the right hand side of the exchange relation when one mutates at \( x_i \).

Definition 2.17 ([Fra16]). Let \( \Sigma \) and \( \Sigma' \) be seeds of rank \( r \) in \( C(V) \). Let \( x, \hat{Q}, x_i, \hat{y}_i \) denote the cluster, quiver, etc. in \( \Sigma \) and use primes to denote these quantities in \( \Sigma' \). Then \( \Sigma \) and \( \Sigma' \) are quasi-equivalent, denoted \( \Sigma \sim \Sigma' \), if the following hold:

- The groups \( P, P' \subset C[V] \) of Laurent monomials in frozen variables coincide. That is, each frozen variable \( x'_i \) is a Laurent monomial in \( \{x_{r+1}, \ldots, x_m\} \) and vice versa.
- Corresponding mutable variables coincide up to multiplication by an element of \( P \): for \( i \in [r] \), there is a Laurent monomial \( M_i \in P \) such that \( x_i = M_i x'_i \in C(V) \).
- The exchange ratios (3) coincide: \( \hat{y}_i = \hat{y}'_i \) for \( i \in [r] \).

Quasi-equivalence is an equivalence relation on seeds.

Seeds \( \Sigma, \Sigma' \) are related by a quasi-cluster transformation if there exists a finite sequence of mutations such that \( \mu(\Sigma) \sim \Sigma' \).

Definition 2.18. We say that cluster algebras \( A(\Sigma_1) \) and \( A(\Sigma_2) \) are quasi-equivalent if \( \Sigma_1 \) and \( \Sigma_2 \) are related by a quasi-cluster transformation or, equivalently, if any seed in \( A(\Sigma_1) \) is related to any seed in \( A(\Sigma_2) \) by a quasi-cluster transformation.

By [Fra16 Section 2], if \( p \in [r] \) is a mutable vertex, then seeds \( \Sigma \sim \Sigma' \) if and only if \( \mu_p(\Sigma) \sim \mu_p(\Sigma') \). This justifies the equivalent formulations in the above definition.

Geometrically, replacing a seed \( \Sigma \) by a quasi-equivalent seed \( \Sigma' \) amounts to reparameterizing the domain of the cluster chart \( (\mathbb{C}^*)^m \to V \) by a Laurent monomial transformation. This does not change the image of this chart (i.e., the cluster torus).
The following lemma is immediate from the definitions.

**Lemma 2.19.** If $\mathcal{A}(S_1)$ and $\mathcal{A}(S_2)$ are quasi-equivalent cluster algebras, both determining a cluster structure on $V$, then $\mathcal{A}(S_1)$ and $\mathcal{A}(S_2)$ have the same sets of cluster monomials and give rise to the same totally positive part $V_{>0} \subset V$. Each cluster of $\mathcal{A}(S_1)$ can be obtained from a cluster of $\mathcal{A}(S_2)$ by rescaling its cluster variables by appropriate Laurent monomials in frozen variables.

We remind the reader of Conjecture 1.1, which states that the source and target cluster structures on $\bar{\Pi}_n^\circ$ are quasi-equivalent.

**Remark 2.20.** The target and source collections of a plabic graph $G$ are related by a permutation of indices: we have $\bar{\tau}^*(F) = \pi(\bar{\tau}^*(F))$ for any face $F$. The permutation $\pi$ determines the automorphism of $\text{Gr}(k, n)$ by column permutation. We warn that this automorphism does not preserve the subvariety $\bar{\Pi}_n^\circ$. On the other hand, Muller and Speyer defined a more subtle automorphism $\bar{\tau}_\pi \in \text{Aut}(\bar{\Pi}_n^\circ)$, the right twist map. By straightforward calculation using [MS17, Proposition 7.13], the pullback of a source seed along $\bar{\tau}_\pi^2$ is quasi-equivalent to a target seed: one has $(\bar{\tau}_\pi^2)^*(\Sigma_{\bar{G}}^k) \sim \Sigma_{G}^T$. Thus, establishing Conjecture 1.1 is the same as establishing that $\bar{\tau}_\pi^2 \in \text{Aut}(\bar{\Pi}_n^\circ)$ is a quasi-cluster transformation, or that $\bar{\tau}_\pi^2$ is a quasi-automorphism in the language of [Fra16]. It is widely expected that $\bar{\tau}_\pi$, not merely its square $\bar{\tau}_\pi^2$, is a quasi-cluster automorphism (more specifically that it is the Donaldson-Thomas transformation of $\bar{\Pi}_n^\circ$). The methods introduced here do not seem to help in proving this stronger statement.

### 2.7. Affine permutations

The notions of positroid and Grassmann necklace bear cyclic symmetry that is hidden when we label them by permutations $\pi$. To make this cyclic symmetry more apparent, we also index positroids by certain affine permutations following [KLS13]. We collect here the basic notions concerning affine permutations for use in our constructions and proofs.

**Convention:** we use Greek letters $\pi, \rho, \iota, \mu, \ldots$ for ordinary permutations and use Roman letters $f, r, i, m, \ldots$, for affine permutations.

**Definition 2.21.** Let $\tilde{S}_n$ denote the group of bijections $f : \mathbb{Z} \to \mathbb{Z}$ which are $n$-periodic: $f(a + n) = f(a) + n$ for all $a \in \mathbb{Z}$. There is a group homomorphism $\text{av} : \tilde{S}_n \to \mathbb{Z}$ sending $f \mapsto \frac{1}{n} \sum_{a=1}^{n} (f(a) - a)$. We denote by $\tilde{S}_n^k := \{ f \in \tilde{S}_n : \text{av}(f) = k \}$. We say that $f \in \tilde{S}_n$ is *bounded* if $a < \pi(a) \leq a + n$ for all $a \in \mathbb{Z}$. We denote by $\text{Bound}(k, n) \subset \tilde{S}_n^k$ those bounded $f$ with $\text{av}(f) = k$.

By $n$-periodicity, any $f \in \tilde{S}_n$ is determined by its window notation $[f(1), \ldots, f(n)]$, i.e. its values on $[n] \subset \mathbb{Z}$.

For $f \in \tilde{S}_n$, the *length* of $f$ is

$$\ell(f) := \# \{ i \in [n], j \in \mathbb{Z} : i < j \text{ and } f(i) > f(j) \}.$$  

We have a group homomorphism $\tilde{S}_n \to S_n$ sending $f$ to the permutation $\bar{f} : a \mapsto f(a) \mod n$.
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7Our definition of bounded differs slightly from the standard definitions since we work with loopless positroids.
The restriction of this map to \( \text{Bound}(k, n) \) gives a bijection

\[
\text{Bound}(k, n) \to \{ \text{permutations of type } (k, n) \}.
\]

We say that \( f \in \text{Bound}(k, n) \) is the lift of its associated permutation \( \widetilde{f} \in S_n \).

One advantage of working with affine permutations is the following dimension formula. If \( f \in \text{Bound}(k, n) \) is the lift of a permutation \( \pi \), then

\[
(4) \quad \dim \Pi^n = \# \text{ of faces in a graph } G \text{ with trip perm. } \pi = k(n - k) + 1 - \ell(f).
\]

The first of these equalities was already discussed in Section 2.3.

2.8. **Right weak order on \( \tilde{S}^k_n \) and circular weak order.** The kernel of the map \( av, \tilde{S}^0_n \) is a Coxeter group of type \( \tilde{A}_{n-1} \) (cf. [BB05, Section 8.3]). The Coxeter generators are the simple transpositions \( s_i = [1, \ldots , i + 1, i, \ldots , n] \) for \( i = 1, \ldots , n - 1 \), together with \( s_0 = [0, 2, \ldots , n - 1, n + 1] \). The transpositions \( T \subset \tilde{S}^0_n \) are the affine permutations \( t_{ab} \) swapping values \( a + jn \leftrightarrow b + jn \) for all \( j \in \mathbb{Z} \). The Coxeter length function is the restriction of the length function defined above to \( \tilde{S}^0_n \).

**Definition 2.22.** Let \( f, u, v \in \tilde{S}_n \) satisfying \( f = uv \). The factorization \( f = uv \) is length-additive if \( \ell(f) = \ell(u) + \ell(v) \).

The Coxeter group \( \tilde{S}^0_n \) is partially ordered by the right weak order \( \leq_R \). For \( f, u \in \tilde{S}^0_n \) and \( v = u^{-1}f \), one has \( u \leq_R f \) if and only if \( f = uv \) is length-additive. Cover relations in the right weak order on \( \tilde{S}^0_n \) correspond to (n-periodically) sorting adjacent values of \( f \). Each such cover relation amounts to right multiplication by an appropriate Coxeter generator \( s_i \).

The cosets of \( \tilde{S}_n / \tilde{S}^0_n \) are \( \{ \tilde{S}^k_n : k \in \mathbb{Z} \} \). We choose

\[
e_k : a \mapsto a + k \text{ for } a \in \mathbb{Z}
\]

as the distinguished coset representative for \( \tilde{S}^k_n \). The map \( \tilde{S}^0_n \to \tilde{S}^k_n \) given by \( w \mapsto e_kw \) is a length-preserving bijection.

**Definition 2.23.** Suppose \( u, f \in \tilde{S}^k_n \), and let \( v := u^{-1}f \). Then \( u \leq_R f \) if and only if \( e_k^{-1}u \leq_R e_k^{-1}f \) in \( \tilde{S}^0_n \); or, equivalently, if and only if \( f = uv \) is length-additive.

The equivalence of the two definitions follows immediately from the fact that \( v \in \tilde{S}^0_n \) and that multiplying by \( e_k \) does not change length.

Moving down in the right weak order on \( \tilde{S}^k_n \) corresponds to (n-periodically) sorting the values of \( f \). The minimal element in \( (\tilde{S}^k_n, \leq_R) \) is the permutation \( e_k \). Following our convention on Greek letters, we set

\[
e_k := \overline{e_k} = k + 1 \ldots n 1 \ldots k.
\]

By (a similar argument to) [KLS13, Lemma 3.6], the subset \( \text{Bound}(k, n) \subset \tilde{S}^k_n \) is a lower order ideal of the poset \( (\tilde{S}^k_n, \leq_R) \). That is, if \( f \in \text{Bound}(k, n) \) and \( g \in \tilde{S}^k_n \) with \( g \leq_R f \), then in fact \( g \in \text{Bound}(k, n) \).

To streamline theorem statements, we also consider the partial order on permutations of type \( (k, n) \) induced by \( (\text{Bound}(k, n), \leq_R) \).
Definition 2.24 (Circular weak order). Suppose $\iota, \pi$ are permutations of type $(k, n)$, with lifts $i, j \in \text{Bound}(k, n)$, respectively. Then we define $\iota \leq \pi$ if and only if $i \leq_R j$. The partial order $\leq_R$ is the circular weak order on permutations of type $(k, n)$.

Remark 2.25. Postnikov defined a circular Bruhat order on permutations of type $(k, n)$ \cite[Section 17]{Pos06}. Its cover relations involve turning alignments in chord diagrams into crossings. There is a natural “weak order” version of Postnikov’s order in which one only turns “simple alignments” into “simple crossings”; our circular weak order is the dual of that order.

Finally, we give more details on length-additivity and the right weak order on $\tilde{S}_n^k$. It has a characterization in terms of left and right associated reflections, as in the $\tilde{S}_n^0$ case.

For $f \in \tilde{S}_n$, the set of right associated reflections of $f$ is

$$T_R(f) := \{t_{a, b} : \ell(f t) < \ell(f)\}.$$

The set of left associated reflections $T_L(f)$ is defined similarly. It is not hard to see that if $i < j$ with $i \in [n]$ and $j \in \mathbb{Z}$ satisfies $f(i) > f(j)$, then $t_{i, j} \in T_R(f)$, and vice versa. We have $|T_R(f)| = |T_L(f)| = \ell(f)$.

Lemma 2.26. Let $x, y \in \tilde{S}_n$. Then $\ell(xy) = \ell(x) + \ell(y)$ if and only if $T_R(x) \cap T_L(y) = \emptyset$.

Proof. Suppose $av(x) = p$ and $av(y) = q$. Then there exist $w, v \in \tilde{S}_n^0$ such that $x = e_p w$ and $y = ve_q$. Because right and left multiplying by $e_b$ does not change length, $\ell(xy) = \ell(x) + \ell(y)$ if and only if $\ell(wv) = \ell(w) + \ell(v)$. It is a standard fact from Coxeter theory that $\ell(wv) = \ell(w) + \ell(v)$ if and only if $T_R(w) \cap T_L(v) = \emptyset$ \cite[Exercise 1.13]{BB05}. Since $T_R(w) = T_R(x)$ and $T_L(v) = T_L(y)$, we are done. \qed

3. Relabeled plabic graphs and Grassmannlike necklaces

We introduce relabeled plabic graphs and Grassmannlike necklaces, the combinatorial objects which will give rise to seeds and frozen variables, respectively, for cluster structures on open positroid varieties. We explain that the two constructs are related: Grassmannlike necklaces are exactly the target labels of boundary faces in a relabeled plabic graph. We introduce three conditions (P0),(P1),(P2) which are necessary for a relabeled plabic graph seed to determine a cluster structure.

3.1. Plabic graphs with relabeled boundary. Recall that every reduced plabic $G$ for an open positroid variety $\tilde{\Pi}^o$ gives rise to two seeds, $\Sigma^S_G$ and $\Sigma^T_G$, both of which determine cluster structures on $\tilde{\Pi}^o$.

Definition 3.1 (Relabeled plabic graph). Let $G$ be a reduced plabic graph of type $(k, n)$ and $\rho \in S_n$ a permutation. (Thus, $G$ has boundary vertices $1, \ldots, n$ in clockwise order.) The relabeled plabic graph $G^\rho$ with boundary $\rho$ is the graph obtained by relabeling the boundary vertex $i$ in $G$ with $\rho(i)$. The plabic graph $G$ is the underlying graph of $G^\rho$. 

Figure 2. Left: A reduced plabic graph \( G \) with trip permutation \( \mu = 651324 \), shown with target face labels. The trip \( 6 \sim 4 \) is in blue. Right: the relabeled plabic graph \( G^\rho \) with trip permutation \( \pi = 654123 \), shown with target face labels. The trip \( 6 \sim 3 \) is in blue.

The trip permutation \( \pi \) of \( G^\rho \), target labels \( \overrightarrow{\bullet}(F) \) for \( F \in G^\rho \), and target collection \( \overrightarrow{\bullet}(G^\rho) \subset \binom{[n]}{k} \) are defined in the same way as in Section 2, taking into account the relabeling of boundary vertices. The target seed is \( \Sigma^T_{G^\rho} = (\Delta(\overrightarrow{\bullet}(G^\rho)), Q(G)) \), with \( \Delta(\overrightarrow{\bullet}(F)) \) declared frozen when \( F \) is a boundary face.

Although we use the terminology “target seed,” we are not yet viewing the data \( \Sigma^T_{G^\rho} \) as a seed on a particular positroid variety.

Figure 1 shows three examples of relabeled plabic graphs with their target collections. Each of these graphs has trip permutation 465213. The trip permutations of the underlying graphs are 456312, 564123, and 546132 respectively (in the order top center, bottom center, right).

Remark 3.2 (\( G \) vs. \( G^\rho \)). We have the following relationships between \( G \) and \( G^\rho \). If \( G \) has trip permutation \( \mu \) then \( G^\rho \) has trip permutation \( \pi(G^\rho) = \rho\mu\rho^{-1} \). The face collections are related by a permutation of the ground set \( \overrightarrow{\bullet}(G^\rho) = \rho(\overrightarrow{\bullet}(G)) \). In particular the boundary faces of \( G^\rho \) are given by \( \rho(\overrightarrow{\bullet}(I)) \).

Example 3.3. Let \( G \) be a reduced plabic graph with trip permutation \( \pi \). The relabeled graph \( G^{\pi^{-1}} \) also has trip permutation \( \pi \), and the face labels \( \overrightarrow{\bullet}(G^{\pi^{-1}}) \) are \( \pi^{-1}(\overrightarrow{\bullet}(G)) = \overrightarrow{\bullet}(G) \). Thus, the source seed \( \Sigma^S_G \) is equal to the target seed \( \Sigma^T_{G^{\pi^{-1}}} \), and so Definition 3.1 includes both the target and source seeds of usual plabic graphs.

\footnote{That is, if \( \rho(i) \sim \rho(j) \) is a trip of \( G^\rho \), then \( \pi(\rho(i)) = \rho(j) \), and one puts the value \( \rho(j) \) in \( \overrightarrow{\bullet}(F) \) for every face \( F \in G^\rho \) to the left of this trip. Again, \( \overrightarrow{\bullet}(G^\rho) = \{\Delta(\overrightarrow{\bullet}(F)) : F \in G^\rho\} \).}
We adopt the following setup throughout the rest of the paper. Let \( \pi \) be a permutation of type \((k, n)\) with open positroid variety \( \widetilde{\Pi}_\pi^o \). Let \( \mathbb{P}_\pi \subset \mathbb{C}[\Pi^o_\pi] \) denote the abelian group in the frozen variables \( \Delta(\tilde{I}_\pi) \). Let \( f \in \text{Bound}(k,n) \) be the lift of \( \pi \).

Let \( G^\rho \) be a relabeled plabic graph with trip permutation \( \pi \), whose underlying plabic graph \( G \) therefore has trip permutation \( \mu = \rho^{-1} \pi \rho \). The goal of the present paper is to investigate conditions under which the target seed \( \Sigma_{\pi,\rho}^F \) determines a cluster structure on the cone \( \widetilde{\Pi}_\pi^o \) over the open positroid variety. The following conditions are clearly necessary:

(P0) \([k\text{-subsets}]\) The graph \( G \), or equivalently the permutation \( \mu \), has type \((k,n)\). In particular, the lift of \( \mu \) is an affine permutation \( m \in \text{Bound}(k,n) \).

(P1) \([\text{Units}]\) If a boundary face of \( G^\rho \) has target label \( I \), then \( \Delta_f \) is a unit in \( \mathbb{C}[\widetilde{\Pi}_\pi^o] \).

(P2) \([\text{Seed size}]\) The underlying graph \( G \) has \( \dim \widetilde{\Pi}_\pi^o \) many faces. Equivalently by \([4]\), \( \ell(m) = \ell(f) \).

The conditions (P0), (P1), and (P2) are certain compatibility conditions between permutations \( \pi, \rho \in S_n \). In Section 4.1 we show that (P0) and (P1) hold when \( \pi \rho \leq_o \pi \). In Section 4.2 we completely characterize when (P2) holds, assuming that \( \pi \rho \leq_o \pi \).

**Example 3.4** (Failure of (P0)). To illustrate that the condition (P0) does not always hold, consider the permutation \( \pi = 654123 \) which has type \((3,6)\) and determines an open positroid variety \( \widetilde{\Pi}_\pi^o \subset \text{Gr}(3,6) \). Let \( \rho \) be the simple transposition \( s_3 = (34) \). Then \( \mu = \rho^{-1} \pi \rho = 651324 \) is a permutation of type \((4,6)\). That is, the target collection \( \mathbb{F}^*(G^\rho) \) of a relabeled plabic graph \( G^\rho \) with trip permutation \( \pi \) (e.g. the collection on the right in Figure 2) is contained in \( \binom{6}{4} \) rather than in \( \binom{6}{3} \). Such a target collection does not determine a set of Plücker coordinates for \( \widetilde{\Pi}_\pi^o \).

### 3.2. Grassmannlike necklaces.

The following combinatorial objects generalize forward and reverse Grassmann necklaces, and axiomatize the possible boundary faces of a relabeled plabic graph (cf. Lemma 3.12).

**Definition 3.5** (Grassmannlike necklace). A Grassmannlike necklace of type \((k,n)\) is an \( n \)-tuple \( \mathcal{I} = (I_1, \ldots, I_n) \) of subsets \( I_j \in \binom{[n]}{k} \), with the property that for some permutation \( \rho \in S_n \), we have

\[
I_{a+1} = I_a \setminus \rho_a \cup \iota_a \quad \text{for all } a \in [n]
\]

where \( \rho_a \in I_a \) for all \( a \).

The permutation \( \rho : a \mapsto \rho_a \) is the removal permutation of \( \mathcal{I} \). It follows that the map \( \iota : a \mapsto \iota_a \) is also a permutation of \([n] \), called the insertion permutation. We define the trip permutation of \( \mathcal{I} \) as \( \pi = \iota \rho^{-1} \), which maps \( \rho_a \to \iota_a \) for all \( a \in [n] \).

We write \( \mathcal{I} = \mathcal{I}_{\rho,\iota,\pi} \) to summarize that a Grassmannlike necklace \( \mathcal{I} \) has removal, insertion, and trip permutations \( \rho, \iota, \pi \). Since any two of these permutations determine the third, we sometimes write \( \mathcal{I}_{\rho,\iota,\pi} \) or \( \mathcal{I}_{\rho,\pi,\iota} \) or \( \mathcal{I}_{\iota,\rho,\pi} \) for this necklace. Of the three permutations, the trip permutation \( \pi \) is the “most important,” because we ultimately aim to view \( \mathcal{I} \) as a set of frozen variables for a cluster structure on \( \widetilde{\Pi}_\pi^o \).

**Remark 3.6.** Our Definition 3.5 is closely related to the cyclic patterns of Danilov, Karzanov and Koshevoy \([\text{DKK17}]\) and also to Grassmann-like necklaces as defined by
Farber and Galashin [FG18]. We have borrowed the latter terminology, although we stress that Definition 3.5 does not require that $\mathcal{I}$ is a weakly separated collection, as was required in [DJK17, FG18].

We depict Grassmannlike necklaces by writing

$$\mathcal{I} = I_1 \overset{\rho_1}{=} I_2 \overset{\rho_2}{=} I_3 \overset{\rho_3}{=} \cdots \overset{\rho_{n-1}}{=} I_n \overset{\rho_n}{=} I_1,$$

i.e., by indicating the removal and insertion permutations in the picture. It is helpful to think of this picture wrapping around cyclically. The trip permutation can be read by reading up the “columns” of this picture.

**Example 3.7.** A forward Grassmann necklace

$$\vec{I}_\pi = I_1 \overset{\pi_1}{=} I_2 \overset{\pi_2}{=} \cdots \overset{\pi_{n-1}}{=} I_n \overset{\pi_n}{=} I_1,$$

is a Grassmannlike necklace with removal permutation the identity and insertion permutation $\pi$. A reverse Grassmann necklace

$$\vec{I} = I_1 \overset{\pi_1}{=} I_2 \overset{\pi_2}{=} \cdots \overset{\pi_{n-1}}{=} I_n \overset{\pi_n}{=} I_1$$

is a Grassmannlike necklace with insertion permutation the identity and removal permutation $\pi^{-1}$. Both necklaces have trip permutation $\pi$.

**Example 3.8.** Let $\vec{I}_\pi = (\vec{I}_1, \ldots, \vec{I}_n)$ be a reverse Grassmann necklace. It will sometimes be convenient for us to consider instead the Grassmannlike necklace

$$\vec{I}_\pi [k] = (\vec{I}_{k+1}, \vec{I}_{k+2}, \ldots, \vec{I}_n, \vec{I}_1, \ldots, \vec{I}_k),$$

which is a rotation of the reverse Grassmann necklace. Rotation does not affect trip permutation, so the trip permutation of $\vec{I}_\pi [k]$ is $\pi$. The insertion permutation of $\vec{I}_\pi [k]$ is the Grassmannian permutation $\iota = \epsilon_k$ and the removal permutation is $\rho = \pi^{-1} \epsilon_k$.

Our next three lemmas collect basic properties of Grassmannlike necklaces.

**Lemma 3.9.** Let $\mathcal{I}_{\rho,\iota,\pi} = (I_1, \ldots, I_n)$ be a Grassmannlike necklace. Then $\mathcal{I}_{\rho,\iota,\pi}$ is uniquely determined by $\rho$ and $\iota$. In particular,

$$I_1 = \{a \in [n] : \rho^{-1}(a) \leq \iota^{-1}(a)\}$$

and the remaining elements are determined from $I_1$ using $\rho$, $\iota$, and (5).

**Proof.** The only thing to show is (8). Consider $a \in [n]$. Then $a$ is removed from $I_{\rho^{-1}(a)}$ only and inserted into $I_{\iota^{-1}(a)+1}$ only. This means that $a$ is in $I_j$ for $j = \iota^{-1}(a) + 1, \iota^{-1}(a) + 2, \ldots, \rho^{-1}(a)$. This cyclic interval includes 1 exactly when $\rho^{-1}(a) \leq \iota^{-1}(a)$. □

Besides the three above permutations $\rho$, $\iota$, and $\pi = \iota \rho^{-1}$, there is a fourth permutation $\mu$ which is also naturally associated to any Grassmannlike necklace:

**Definition 3.10** (Underlying permutation). Let $\mathcal{I}_{\rho,\iota,\pi}$ be a Grassmannlike necklace. The permutation

$$\mu := \rho^{-1} \iota = \rho^{-1} \pi \rho = \iota^{-1} \pi \iota$$

is the underlying permutation of $\mathcal{I}_{\rho,\iota,\pi}$.
As discussed in Remark 3.2, if $G^\rho$ is a relabeled plabic graph whose trip permutation is $\pi$, then $\mu$ is the trip permutation of the underlying graph $G$, justifying its name. The interplay between the trip permutation $\pi$ and the underlying permutation $\mu$ is key in our subsequent results.

We have an $S_n$-action on Grassmannlike necklaces by permuting the ground set: $\sigma(I) := (\sigma(I_1), \ldots, \sigma(I_n))$ for $\sigma \in S_n$ and a necklace $\mathcal{I} = (I_1, \ldots, I_n)$.

**Lemma 3.11.** Let $\mathcal{I}_{\rho, \pi}$ be a Grassmannlike necklace with underlying permutation $\mu$. Then $\mathcal{I} = \rho(\vec{I}_\mu) = \iota(\vec{I}_\mu)$. In particular, $\mathcal{I}_{\rho, \pi}$ is of type $(k,n)$ if and only if $\vec{I}_\mu$ (and hence $\mu$ itself) is of type $(k,n)$.

Thus any Grassmannlike necklace is related to a forward Grassmann necklace (likewise a reverse Grassman necklace) by a permutation of the ground set.

**Proof.** Let $\mathcal{I}_{\rho, \pi} = (I_1, \ldots, I_n)$ and $\vec{I}_\mu = (\vec{I}_1, \ldots, \vec{I}_n)$. Setting $a = \rho(b)$ in (8), we obtain $I_1 = \{\rho(b) \in [n] : b \leq (\rho^{-1}\iota)^{-1}(b)\}$. This is $\rho(\vec{I}_1)$. Now, $\rho(I_{j+1}) = (\rho(I_j) \setminus \rho(a) \cup \rho(\mu(a))$. Since $\mu = \rho^{-1}\iota$, this is exactly the necklace condition, and $\mathcal{I} = \rho(\vec{I}_\mu)$. The second equality is similar. □

We next connect Grassmannlike necklaces with relabeled plabic graphs.

**Lemma 3.12** (Grassmannlike necklaces as face labels). Let $G^\rho$ be a relabeled plabic graph of type $(k,n)$ with trip permutation $\pi$. Let $F_1, \ldots, F_n$ be the boundary faces of $G^\rho$ in clockwise order with $F_1$ the face immediately before vertex $\rho(1)$.

Then $(\stackrel{\circ}{\rightarrow} I(F_1), \ldots, \stackrel{\circ}{\rightarrow} I(F_n))$ is the Grassmannlike necklace $\mathcal{I} = \mathcal{I}_{\rho, \pi}$. Moreover, every Grassmannlike necklace arises in this way as the boundary face labels of a relabeled plabic graph $G^\rho$, read clockwise.

**Proof.** The underlying graph $G$ of $G^\rho$ has trip permutation $\nu := \rho^{-1}\pi \rho$ (Remark 3.2). Let $(\vec{I}_1, \ldots, \vec{I}_n)$ be the forward Grassmann necklace with permutation $\mu$.

By Remark 3.2, $\stackrel{\circ}{\rightarrow} I(F_j)$ is equal to $\rho(\vec{I}_j)$. By Lemma 3.11, this is equal to the $j$th subset in $\mathcal{I}$. So $\mathcal{I} = (\stackrel{\circ}{\rightarrow} I(F_1), \ldots, \stackrel{\circ}{\rightarrow} I(F_n))$.

Conversely, if $\mathcal{I} = \mathcal{I}_{\rho, \pi}$ is a Grassmannlike necklace, consider any plabic graph $G$ with trip permutation $\rho^{-1}\pi \rho$. The boundary face labels of the relabeled plabic graph $G^\rho$ (which has trip permutation $\pi$) will be $\mathcal{I}$. □

**Example 3.13.** The type of a Grassmannlike necklace need not match the type of its trip permutation. Indeed, this occurs whenever the $k$-subsets condition (P0) fails. Continuing Example 3.4, the boundary faces of the relabeled graph $G^\rho$ (see Figure 2) are the Grassmannlike necklace

$$1234 \vdash 6 \ 2346 \vdash 5 \ 3456 \vdash 1 \ 1356 \vdash 4 \ 1456 \vdash 2 \ 1246 \vdash 3 \ 1234.$$ 

This is a necklace of type $(4,6)$ whose trip permutation $\pi = 654123$ has type $(3,6)$. 


4. When relabeled plabic graphs give seeds

We begin by identifying a condition which is sufficient to guarantee that a Grassmann-like necklace could serve as frozen variables in a cluster structure, i.e. that the units condition (P1) holds. Then, in the cases that this sufficient condition holds, we state our main theorem characterizing when a seed from a relabeled plabic graph gives rise to a cluster structure on the open positroid variety.

4.1. Toggles and the units condition. We define toggling, a local move on Grassmann-like necklaces, and then use toggles to produce a large, well-behaved class of necklaces satisfying the units condition.

Definition 4.1 (Unit necklace). Let \( \mathcal{I} \) be a Grassmann-like necklace with trip permutation \( \pi \) and let \( \mathbb{P}_\pi \subset \mathbb{C}[\tilde{\Pi}_\pi^\circ] \) be the free abelian group of Laurent monomials in the target frozen variables \( \Delta(\tilde{\mathcal{I}}_\pi) \). We say \( \mathcal{I} \) is a unit necklace if \( \Delta(\mathcal{I}) \subset \mathbb{P}_\pi \).

We are interested in such necklaces because their corresponding Plücker coordinates could serve as frozen variables for a cluster structure on \( \tilde{\Pi}_\pi^\circ \).

Conjecture 4.2. The group of units of the algebra \( \mathbb{C}[\tilde{\Pi}_\pi^\circ] \) coincides with the group \( \mathbb{P}_\pi \).

By definition, the forward Grassmann necklace \( \tilde{\mathcal{I}}_\pi \) is a unit necklace. We will construct many more examples of unit necklaces, starting with \( \tilde{\mathcal{I}}_\pi \) and repeatedly applying the following basic move.

Definition 4.3 (Toggling a necklace). Let \( \mathcal{I} = \mathcal{I}_{\rho, \iota, \pi} \) be a Grassmann-like necklace satisfying \( \rho_{a-1} \neq \iota_a \) and \( \rho_a \neq \iota_{a-1} \) for some \( a \in [n] \). The operation of toggling \( \mathcal{I} \) at position \( a \) yields a new necklace \( \mathcal{I}' \) whose permutations are given by \( (\rho', \iota', \pi') = (\rho \cdot s_{a-1}, \iota \cdot s_{a-1}, \pi) \).

In other words, if

\[
\mathcal{I} = I_1 \underbrace{\vdash}_{\rho_1} I_2 \underbrace{\vdash}_{\rho_2} \cdots \underbrace{\vdash}_{\rho_{a-1}} I_a \underbrace{\vdash}_{\rho_a} \cdots \underbrace{\vdash}_{\rho_{n-1}} I_n \underbrace{\vdash}_{\rho_n} I_1,
\]

then toggling at \( a \) produces the Grassmann-like necklace

\[
\mathcal{I}' = I_1 \underbrace{\vdash}_{\rho_1} I_2 \underbrace{\vdash}_{\rho_2} \cdots \underbrace{\vdash}_{\rho_{a-1}} I'_a \underbrace{\vdash}_{\rho_a} \cdots \underbrace{\vdash}_{\rho_{n-1}} I_n \underbrace{\vdash}_{\rho_n} I_1,
\]

where \( I'_a = I_{a-1} \setminus \rho_a \cup \iota_a = I_{a+1} \setminus \iota_{a-1} \cup \rho_{a-1} \).

Remark 4.4. Toggling does not affect the trip permutation or the type of a Grassmann-like necklace. However, it changes the underlying permutation \( \mu \) via conjugation by \( s_{a-1} \). Toggling at position \( a \) is an involution.

Definition 4.5 (Aligned chords). Let \( w \neq z, y \neq x \in [n] \) and consider a pair of chords \( w \mapsto x \) and \( y \mapsto z \) drawn in the circle with boundary vertices \( 1, \ldots, n \). These chords are called noncrossing if they do not intersect (including at the boundary). Two noncrossing chords \( w \mapsto x \) and \( y \mapsto z \) are aligned if we either have \( w <_w y <_w z <_w x \) or \( w <_w x <_w z <_w y \) (or, if \( w = x \), we have \( w <_w y <_w z \)). See Figure 3 for an example. We say that toggling in position \( a \) is noncrossing (resp. aligned) if the chords \( \rho_{a-1} \mapsto \iota_{a-1} \) and \( \rho_a \mapsto \iota_a \) are noncrossing (resp. aligned).
Example 4.6. Consider the Grassmann necklace of type $(3, 6)$

\[
\vec{I}_\pi = 123^4 \overleftrightarrow{123^4} \overleftrightarrow{123^4} \overleftrightarrow{123^4} \overleftrightarrow{123^4} \overleftrightarrow{123^4} \overleftrightarrow{123^4}
\]

whose trip permutation and insertion permutation are $\pi = \iota = 465213$ (see the left of Figure 1 for a reduced plabic graph with this trip permutation).

The toggles of $\vec{I}$ at 3 and 5 are aligned, and all other toggles are crossing. Toggling $\vec{I}$ at 3 yields the Grassmannlike necklace $\mathcal{I}_1$ pictured below while toggling $\vec{I}$ at 5 yields the necklace $\mathcal{I}_2$.

\[
\mathcal{I}_1 := 123^4 \overleftrightarrow{123^4} \overleftrightarrow{123^4} \overleftrightarrow{123^4} \overleftrightarrow{123^4} \overleftrightarrow{123^4} \overleftrightarrow{123^4}
\]

\[
\mathcal{I}_2 := 123^4 \overleftrightarrow{123^4} \overleftrightarrow{123^4} \overleftrightarrow{123^4} \overleftrightarrow{123^4} \overleftrightarrow{123^4} \overleftrightarrow{123^4}
\]

Relabeled plabic graphs whose boundaries are these necklaces are shown in the top center and bottom center of Figure 1.

Oh’s Theorem (2) describes the positroid $\mathcal{M}_\pi$ in terms of the Grassmann necklace $\vec{I}_\pi$ (and also in terms of $\vec{I}_\pi$). Our next lemma is a weak version of this: for a Grassmannlike necklace $\vec{I} = \vec{I}_{\iota,\pi}$ obtained from $\vec{I}_\pi$ by a sequence of noncrossing toggles, we can obtain some information about $\mathcal{M}_\pi$ directly from the necklace $\vec{I}$. This somewhat technical lemma is used in the proof of Proposition 4.10. We defer its proof to Section 7.1.

Lemma 4.7. Let $\mathcal{I} = (I_1, \ldots, I_n)$ be a Grassmannlike necklace that can be obtained from the forward Grassmann necklace $\vec{I}_\pi$ by a finite sequence of noncrossing toggles.

If $y < z$ $\pi(z)$ and $y \notin I_{\rho^{-1}(z)}$, then $I_{\rho^{-1}(z)} \setminus z \cup y \notin \mathcal{M}_\pi$. Likewise, if $\pi(z) < z$ $y$ and $y \in I_{\rho^{-1}(z)}$, then $I_{\rho^{-1}(z)} \setminus y \cup \pi(z) \notin \mathcal{M}_\pi$.

Remark 4.8. Suppose that $\mathcal{I} = (I_1, \ldots, I_n)$ and let $\mathcal{I}[r] = (I_r, \ldots, I_n, I_1, \ldots, I_r)$ be a cyclic shift of this necklace. The conclusion of Lemma 4.7 is invariant under cyclic shift. Thus, if the conclusion holds for $\mathcal{I}$, it holds for its cyclic shift $\mathcal{I}[r]$. We use this in the proof of Proposition 5.10.

The following observation underpins the relationship between toggles and unit necklaces.

Remark 4.9. Toggling is related to three-term Plücker relations as follows. Consider a Grassmannlike necklace $\mathcal{I} = (I_1, \ldots, I_n)$ and a position $a$ at which a toggle can be
performed, involving two chords which are not loops. Let \( S := I_{a-1} \setminus \{ \rho_{a-1}, \rho_a \} \in \binom{[n]}{k-2} \).

Nearby the toggle, the subsets \( I_{a-1}, I_a, I_{a+1} \) take the form
\[
S\rho_{a-1}\rho_a \xrightarrow{\rho_{a-1}} S\rho_{a-1}\rho_a \xrightarrow{\rho_a} S\rho_{a-1}\rho_a.
\]

Let \( I'_a = S\rho_{a-1}\rho_a \) be the result of toggling, and let \( S_1 = S\rho_{a-1}\rho_{a-1} \) and \( S_2 = S\rho_{a}\rho_a \). We have the following Plücker relation in \( \mathbb{C}[\text{Gr}(k, n)] \):
\[
(13)
\Delta(I'_a) = \frac{\Delta(I_{a-1})\Delta(I_{a+1})}{\Delta(I_a)} \in \mathbb{C}[\tilde{\Pi}^0_\pi]
\]
and \( I'_a \) is a unit necklace.

**Proof.** From \( (13) \), it suffices by induction to show that when we perform a noncrossing toggle on \( \mathcal{I} \), either \( S_1 \notin \mathcal{M} \) or \( S_2 \notin \mathcal{M} \) (using the notation of Remark 4.9).

Suppose we wish to perform a noncrossing toggle at the necklace \( \mathcal{I} = \mathcal{I}_{\rho_{a}, \pi} \) reachable from \( \tilde{\mathcal{I}} \) by a sequence of noncrossing toggles. Let \( \pi(a) \) be the insertion and removal values to the left of the subset which is going to be toggled, i.e. we are toggling at the subset \( I_{\rho(a)+1} \in \mathcal{I} \). Let \( L = I_{\rho(a)+1} \) and \( R = I_{\rho(a)+1} \) so that we are toggling at \( R \), and locally the necklace looks like \( L_{\pi(a)}^R \frac{t}{\pi^{-1}(t)} X \) for some \( t \in [n] \) and \( X \in \binom{[n]}{k} \).

Since the toggle is noncrossing, we either have that \( \{ t, \pi^{-1}(t) \} \subset (a, \pi(a)) \) or \( \{ t, \pi^{-1}(t) \} \subset (\pi(a), a) \), where \( (a, \pi(a)) \) denotes the cyclic interval \( a < a + 1 < a \ldots < a \pi(a) \) and similarly for \( (\pi(a), a) \).

In the first situation the subset \( S_2 \) can be written as \( R \setminus \pi(a) \cup t \) with \( t < a \pi(a) \). Hence \( S_2 \notin \mathcal{M}_\pi \) via Lemma 4.7.

In the second situation we can write \( S_1 = L \setminus \pi^{-1}(t) \cup \pi(a) \). Since we are in the second situation, we have \( \pi(a) < a \pi^{-1}(t) \) so that \( S_1 \notin \mathcal{M}_\pi \) by Lemma 4.7.

**Example 4.11** (Toggle as monomial transformation). Consider the Grassmann necklace \( \tilde{\mathcal{I}}_\pi \) from Example 4.6. By Oh’s Theorem [2], the positroid corresponding to \( \pi \) is \( \mathcal{M}_\pi = \binom{[6]}{3} \setminus \{345, 156\} \). A reduced plabic graph with trip permutation \( \pi \) is on the left of Figure 2.

Performing an aligned toggle on \( \tilde{\mathcal{I}}_\pi \) at 3 replaces 346 with 245. By a 3-term Plücker relation we have
\[
\Delta_{346}\Delta_{245} = \Delta_{234}\Delta_{456} + \Delta_{246}\Delta_{345}.
\]
However, \( \Delta_{345} \) vanishes on \( \tilde{\Pi}^0_\pi \), so in \( \mathbb{C}[\tilde{\Pi}^0_\pi] \) we have the relation
\[
\Delta_{346}\Delta_{245} = \Delta_{234}\Delta_{456}.
\]
In other words, the new variable \( \Delta_{245} \) is the Laurent monomial \( \frac{\Delta_{344}\Delta_{456}}{\Delta_{146}} \) in \( \mathbb{C}[\tilde{\Pi}_n^\circ] \), which is the monomial given in (14). Similarly, toggling \( \tilde{I}_\pi \) at 5 replaces 256 with 146, and we have \( \Delta_{146} = \frac{\Delta_{456}\Delta_{256}}{\Delta_{256}} \) in \( \mathbb{C}[\tilde{\Pi}_n^\circ] \).

Proposition 4.10 gives us a large class of unit Grassmannlike necklaces—obtained from \( \tilde{I}_\pi \) by noncrossing toggles—and thus many candidates for frozen variables of a cluster structure on \( \tilde{\Pi}_n^\circ \). However, for the rest of the paper we restrict our attention necklaces obtained from \( \tilde{I}_\pi \) by aligned toggles. As justification for this we have:

**Lemma 4.12.** Suppose that \( \mathcal{I} = (I_1, \ldots, I_n) \) is a weakly separated Grassmannlike necklace whose trip permutation \( \pi \) is a derangement. Then any noncrossing toggle is an aligned toggle.

**Proof.** Let \( \frac{x}{w}I_a \frac{z}{y} \) be the chords nearby a noncrossing toggle. By definition of toggle and the derangement assumption, we have \( \{w, y\} \cap \{x, z\} = \emptyset \). Thus, \( x, z \in I_{a+1} \setminus I_{a-1} \) while \( w, y \in I_{a-1} \setminus I_{a+1} \). If the toggle is not aligned, then the numbers \( w, x, y, z \) have cyclic order either \( w < x < y < z \) or \( w < z < y < x \). So \( I_{a+1} \) and \( I_{a-1} \) are not weakly separated. □

Thus, in the world of weakly separated necklaces, there is no difference between aligned and noncrossing toggles. As a second justification, the set of necklaces that can be reached from \( \tilde{I}_\pi \) by a sequence of aligned toggles is easy to describe: they are the necklaces \( \mathcal{I}_{i, \underline{a}^n, \pi} \) with \( i \leq_0 \pi \), as the next lemma shows.

**Lemma 4.13 (Aligned toggles and weak order).** Let \( i, \pi \) be permutations of type \((k, n)\) with lifts \( i, f \in \text{Bound}(k, n) \). Consider the Grassmannlike necklace \( \mathcal{I} = \mathcal{I}_{i, \underline{a}^n, \pi} \).

Suppose \( i \leq_0 \pi \). Then the toggle of \( \mathcal{I} \) at \( a \) is aligned if and only if \( is_{a-1} \leq_R f \), or equivalently, if \( is_{a-1} \leq_0 \pi \).

**Proof.** Let \( r := f^{-1} i \), so that \( f : r(a) \mapsto i(a) \). We are assuming that \( i \leq_R f \).

(\( \Leftarrow \)) : Suppose that \( is_{a-1} \leq_R f \). Since the toggle of \( \mathcal{I} \) at \( a \) and the toggle of \( \mathcal{I}_{i, s_{a-1}^{-1}, \pi} \) at \( a \) involve the same chords, we may exchange \( i \) and \( is_{a-1} \) if necessary. So without loss of generality, we have \( i(a-1) < i(a) \) and \( \ell(is_{a-1}) > \ell(i) \).

By assumption \( f = (is_{a-1})(s_{a-1}r^{-1}) \) is length-additive. So we have \( \ell(s_{a-1}r^{-1}) < \ell(r^{-1}) \) or, equivalently, \( \ell(rs_{a-1}) < \ell(r) \). This means that \( r(a-1) > r(a) \). Combining this with the boundedness of \( f \), we have \( r(a) < r(a-1) < i(a-1) < i(a) \leq r(a) + n \). Reducing modulo \( n \), we see the chords \( \rho_{a-1} \mapsto t_{a-1} \) and \( \rho_a \mapsto t_a \) are aligned.

(\( \Rightarrow \)) : Now, suppose the chords \( \rho_{a-1} \mapsto t_{a-1} \) and \( \rho_a \mapsto t_a \) are aligned. If \( i(a-1) > i(a) \), then we have \( is_{a-1} \leq_R i \leq_R f \), so we assume \( i(a-1) < i(a) \). We would like to show that \( f = (is_{a-1})(s_{a-1}r^{-1}) \) is length-additive, which is equivalent to \( r(a-1) > r(a) \).

By the boundedness of \( f \) and \( i \), we have the following situation in \( \mathbb{Z} \):
Consider the chords in the lower half plane from \( r(a - 1) \) to \( i(a - 1) \) and from \( r(a) \) to \( i(a) \). If the endpoints of these chords are contained in the interval \([i(a) - n, i(a)]\), we can obtain \( \rho_{a-1} \mapsto t_{a-1} \) and \( \rho_a \mapsto t_a \) in the disk by gluing \( i(a) - n \) and \( a \) (see figure below). With this in mind, suppose that \( r(a - 1) \geq i(a) - n \). The assumption that \( \rho_{a-1} \mapsto t_{a-1} \) and \( \rho_a \mapsto t_a \) are aligned forces \( r(a - 1) > r(a) \) (see figure below).

Now suppose \( r(a - 1) < i(a) - n \). We will instead consider the chords in the lower half plane from \( r(a - 1) + n \) to \( i(a - 1) \) and from \( r(a) \) to \( i(a) \); again, gluing \( i(a) - n \) and \( i(a) \), we obtain the chords \( \rho_{a-1} \mapsto t_{a-1} \) and \( \rho_a \mapsto t_a \). Because \( \rho_{a-1} \mapsto t_{a-1} \) and \( \rho_a \mapsto t_a \) are aligned, we must have \( i(a - 1) < r(a - 1) + n < r(a) \). Now, consider \( f \) written in one-line notation. In positions \( r(a - 1) \) and \( r(a) \), we see the values \( i(a - 1) \) and \( i(a) \), respectively. Because positions \( r(a - 1) \) and \( r(a) \) are more than \( n \) apart and \( f \) is bounded, the value \( r(a) \) occurs somewhere between \( i(a - 1) \) and \( i(a) \) and we see

\[
\begin{align*}
&f = \ldots i(a - 1) \ldots r(a) \ldots i(a) \ldots
\end{align*}
\]

Because \( i(a - 1) < r(a) < i(a) \), after right-multiplying \( f \) by a sequence of length-decreasing simple transpositions, we will always see

\[
\begin{align*}
i(a - 1) \ldots r(a) \ldots i(a)
\end{align*}
\]

in that order. But by assumption, \( i \) can be obtained from \( f \) by right-multiplication by such a sequence, and the values \( i(a - 1), i(a) \) are adjacent in \( i \). This is a contradiction. \( \square \)

Combining Proposition 4.10 and Lemma 4.13 we obtain the following result on unit necklaces.

**Theorem 4.14** (Unit necklace theorem). Let \( \pi, \iota \) be permutations of type \((k, n)\) such that \( \iota \leq_0 \pi \). Then the Grassmannlike necklace \( \mathcal{I} = \mathcal{L}_{\pi, \iota} \) is of type \((k, n)\) and is a unit necklace in \( \tilde{\mathbb{P}}_\pi^0 \). Moreover, \( \Delta(\mathcal{I}) \) is a basis for the free abelian group \( \mathbb{P}_\pi \subset \mathbb{C}[\tilde{\mathbb{P}}_\pi^0] \).

That is, if \( \iota \leq_0 \pi \) and if we set \( \rho = \pi^{-1} \iota \) as usual, then we get a pair of permutations \( \rho, \pi \) satisfying the \( k \)-subsets condition (P0) and the units condition (P1).

**Remark 4.15.** Theorem 4.14 provides us with many \( n \)-tuples of Plücker coordinates which are bases for the abelian group \( \mathbb{P}_\pi \subset \mathbb{C}[\tilde{\mathbb{P}}_\pi^0] \). We get one such \( n \)-tuple for each element in the lower order ideal beneath \( f \) in \((\text{Bound}(k, n), \leq_R)\). In particular, we obtain an explicit construction of many Plücker coordinates which are units in \( \mathbb{C}[\tilde{\mathbb{P}}_\pi^0] \). Any such Plücker coordinate cannot be a mutable cluster variable in any cluster structure on \( \tilde{\mathbb{P}}_\pi^0 \).

We have the following corollary of Theorem 4.14\footnote{This was known, but we do not think it has been stated explicitly previously.}.
Corollary 4.16 (Source vs. target frozens). Let $\tilde{I} = \tilde{I}_\pi$ be a forward Grassmann necklace and let $\bar{I}$ be the reverse Grassmann necklace with permutation $\pi^{-1}$. Then $\Delta(\bar{I})$ is a basis for $\mathbb{P}_\pi$. That is, the group of Laurent monomials in the target frozens $\Delta(\bar{I})$ coincides with group of Laurent monomials in the source frozens $\Delta(\tilde{I})$ inside $\mathbb{C}[\Pi^o]$.

Proof. Recall that $\epsilon_k = \epsilon_k^w$ is the Grassmannian permutation $k+1 \cdots n 1 \cdots k$. Because $\epsilon_k$ is the minimal element of $\text{Bound}(k,n)$, $\epsilon_k$ is the minimal element of $\leq_o$, and in particular $\epsilon_k \leq_o \pi$. The Grassmannlike necklace $\mathcal{I}_{k,\epsilon_k,\pi}$ is the shifted reverse Grassmann necklace $\tilde{I}_\pi[k]$. By Theorem 4.14, we conclude that $\tilde{I}$ is a unit necklace and that $\Delta(\tilde{I})$ is a basis for $\mathbb{P}_\pi$. □

4.2. The seed size condition and the main theorem. Continuing our general setup, consider a permutation $\pi$ of type $(k,n)$ and a permutation $\rho$ with the property that $\pi \rho \leq_o \pi$. Consider a relabeled plabic graph $G^\rho$ with trip permutation $\pi$. The boundary face target labels are the Grassmannlike necklace $\mathcal{I} = \mathcal{I}_{\rho,*,\pi}$ whose corresponding Plücker coordinates $\Delta(\mathcal{I}) \subset \mathbb{C}[\Pi^o_\pi]$ are a basis for $\mathbb{P}_\pi$ by the unit necklace theorem. Thus the conditions (P0) and (P1) are satisfied. In this context, it turns out that the seed size condition (P2) is also a sufficient condition for $\Sigma^T_G$ to give a cluster structure on $\Pi^o_\pi$. In this section, we discuss the seed size condition and then state our main theorem characterizing when $\Sigma^T_G$ gives a cluster structure.

Now, let $\mu := \rho^{-1} \pi \rho = \iota^{-1} \pi \iota$ be the underlying permutation of $\mathcal{I}$ (i.e., the trip permutation of the underlying graph $G$). It also has type $(k,n)$ by Lemma 3.11. Let $m, f \in \text{Bound}(k,n)$ be the lifts of $\mu$ and $\pi$. The seed size condition (P2) is that these two bounded affine permutations $m$ and $f$ have the same length.

To more easily analyze this condition, we give a more direct formula for this lift $m$.

Lemma 4.17 (Lifting $\mu$). Let $\pi$ and $\iota$ be permutations of type $(k,n)$ with $\iota \leq_o \pi$. Set $\mu := \iota^{-1} \pi \iota$. Let $f, i, m \in \text{Bound}(k,n)$ be the respective lifts of $\pi, \iota$, and $\mu$. Then $m = i^{-1} f i$.

Proof. Because reducing modulo $n$ is a group homomorphism, it’s clear that $i^{-1} f i = \mu$. It is also clear that $i^{-1} f i \in \tilde{S}_n^k$, so all that remains to prove is that $i^{-1} f i$ is bounded.

Let $r := f^{-1} i \in \tilde{S}_n^0$ so that $i^{-1} f i = r^{-1} i$.

We start with the two line notation for $f$; that is, the numerator is $f$ and the denominator is the identity permutation $e_0 \in \tilde{S}_n^0$. Since $i \leq_R f$, we can obtain $i$ in the numerator of this array by repeatedly swapping adjacent numbers $b > a$ in the numerator. We obtain $r$ in the denominator by applying the same sequence of swaps.

Focusing on any particular value $x \in \mathbb{Z}$, using boundedness of $f$, before performing any swaps we see

\[
\begin{array}{cccc}
\cdots & \cdots & x & \cdots \\
\cdots & x-n & \cdots & \cdots \\
\end{array}
\]

appearing in $f$ in that order (specifically, $x$ in the numerator appears strictly left of $x$ and weakly right of $x-n$ in the denominator). Also, note that $f(x-n) \leq x < f(x)$. Thus, we will never swap $f(x)$ and $x$ in the numerator, or $x$ and $f(x)$. So the relative order of these three symbols ($x$ in the numerator, $x, x-n$ in the denominator) is preserved for all $i$ and $r$. 
Let $a$ be given. Let $x = i(a)$ be the value in the numerator at position $a$. By the argument above, the $x$ in the denominator is in a position strictly right of position $a$. The position of $x$ in the denominator is $r^{-1}(x)$, so we have $a < r^{-1}(a)$. And the $x - n$ in the denominator is weakly to the left of $a$, so we have $r^{-1}(i(a) - n) = r^{-1}(a) - n \leq a$. So $r^{-1}i$ is bounded. □

Remark 4.18. In the situation of Lemma 4.17, we have

$$\ell(m) = \ell(i^{-1}fi) \leq \ell(i^{-1}f) + \ell(i) = \ell(f)$$

where in the last step we have used $i \leq_R f$. Our main theorem characterize the cases in which the inequality $\ell(m) \leq \ell(f)$ is in fact an equality. In our running setup, the inequality $\ell(m) \leq \ell(f)$ means that the relabeled plabic graphs $G^\rho$ we consider always have at least $\dim \tilde{\Pi}^\rho$ many faces.

Before stating our main theorem characterizing when the seed size condition (P2) holds, we recall the following result of Farber and Galashin.

**Theorem 4.19** ([FG18, Theorem 6.3]). Let $G^\rho$ be a relabeled plabic graph with trip permutation $\pi$, and let $I = I^\rho,\pi,\pi$ be the Grassmannlike necklace of target labels of boundary faces of $G^\rho$. If $I$ is weakly separated, then so is the target collection $\vec{\mathcal{F}}(G^\rho)$.

Recall that $\vec{\mathcal{F}}(G^\rho) = \rho(\vec{\mathcal{F}}(G))$. Farber and Galashin worked directly with the right hand side of this equality, i.e. they did not frame their results in terms of relabeled plabic graphs.

**Remark 4.20.** In the setting of Theorem 4.19, let $\mu$ be the trip permutation of the underlying graph $G$. Recall that the permutation $\rho$ sends $\vec{\mathcal{F}}(G) \to \vec{\mathcal{F}}(G^\rho)$ and sends $\vec{\mathcal{F}}$ to $\mathcal{I}$. Farber and Galashin prove moreover that $\rho$ induces a bijection from

$$\mathcal{C} = \{C : \vec{\mathcal{I}}_{\mu} \subset C \subset \mathcal{M}_\mu \text{ and } C \text{ is weakly separated and maximal by inclusion}\}$$

to

$$\mathcal{C}' = \{C' : \mathcal{I} \subset C \subset D_{\mathcal{I}} \text{ and } C \text{ weakly separated, maximal by inclusion}\}$$

where $D_{\mathcal{I}} \subset \binom{[n]}{k}$ denotes the $k$-subsets lying inside the closed curve defined by $\mathcal{I}$ in the plabic tiling (cf. [FG18, Definition 4.3]). We expect that $\mathcal{C}'$ consists of all maximal weakly separated collections $\mathcal{C}'$ with $\mathcal{I} \subset C' \subset \mathcal{M}_\pi$.

With these preparations in hand, we restate our main theorem:

**Theorem 4.21.** Let $G^\rho$ be a relabeled plabic graph with trip permutation $\pi$. Let $\mu$ be the trip permutation of the underlying plabic graph $G$. Let $\mathcal{I}$ be the Grassmannlike necklace given by the target labels of boundary faces of $G^\rho$.

Suppose that $\pi \rho \leq_\pi \pi$. Then the following are equivalent:

1. The seed $\Sigma^\mathcal{I}_{G^\rho}$ determines a cluster structure on $\tilde{\Pi}^\rho$.
2. The number of faces of $G^\rho$ is $\dim \tilde{\Pi}^\rho$. Equivalently, $\dim \tilde{\Pi}^\rho = \dim \tilde{\Pi}^\mu$.
3. The Grassmannlike necklace $\mathcal{I}_{\rho,\pi,\rho,\pi}$ (equivalently, the target collection $\vec{\mathcal{F}}(G^\rho)$) is a weakly separated collection.
4. The open positroid varieties $\tilde{\Pi}^\rho$ and $\tilde{\Pi}^\mu$ are isomorphic.
Outline of proof. The equivalence of the two formulations of (2) is Equation (4). The equivalence of the two formulations of (3) is Theorem 4.19.

We give a direct combinatorial proof that the Coxeter-theoretic condition (2) and the combinatorial condition (3) are equivalent in Section 7.2. The algebro-geometric equalities (4) and (1) both clearly imply the dimension condition (2).

Condition (1) implies (4): condition (1) says that $C[\tilde{\Pi} \circ \pi] = A(\Sigma^T_G \rho)$. By Theorem 2.14, $C[\tilde{\Pi} \circ \mu] = A(\Sigma^T_S G \rho)$. Since these seeds have the same quiver (including the frozen vertices!), the cluster algebras are isomorphic as rings, so (4) holds.

We show that (2) implies (3) in Theorem 5.8 by identifying an explicit “Grassmannlike” twist isomorphism $\tilde{\Pi} \circ \pi \rightarrow \tilde{\Pi} \circ \mu$ generalizing the twist automorphisms of Muller and Speyer [MS17].

To show that (2) implies (1), we first establish that $\Sigma^T_G \rho$ is a seed in $C(\tilde{\Pi} \circ \pi)$ in Proposition 5.13 and then deduce that $A(\Sigma^T_G \rho) = C[\tilde{\Pi} \circ \pi]$ in Theorem 5.17.

When $\rho$ is the identity permutation, Theorem 4.21 says that target seeds $\Sigma^T_G$ determine cluster structures in $\tilde{\Pi}^o$ as claimed in Remark 2.16.

Remark 4.22. When $I$ is not weakly separated, we see no good way of creating a seed whose frozen variables are $I$ and whose mutable variables are Plücker coordinates. Perhaps there is some kind of construction of seeds with frozen variables $I$ and with non-Plücker mutable variables.

Example 4.23. Consider the bottom center graph $G^\rho$ from Figure 1. Its boundary face labels are the Grassmannlike necklace $\mathcal{I}_2$ from Example 4.6. The underlying plabic graph $G$ has trip permutation $\mu = 564123$ with forward Grassmann necklace

$\tilde{\mathcal{I}}_\mu = (123, 235, 356, 456, 156, 126)$.

By Oh’s theorem, the corresponding positroid is $M_\mu = \binom{[6]}{3} \setminus \{134, 234, 345, 346\}$, with 16 bases in total. The open positroid variety $\tilde{\Pi}^o_\mu$ consists exactly of points where columns 3 and 4 are parallel in any matrix representative and the Plücker coordinates $\Delta(\tilde{\mathcal{I}}_\mu)$ are nonvanishing.

The trip permutation of $\mathcal{I}_2$ is the permutation $\pi = 465213$ whose forward Grassmann necklace is given in (10). Using Oh’s theorem again, the corresponding positroid is $M_\pi = \binom{[6]}{3} \setminus \{345, 156\}$ which has 18 bases.

There does not seem to be any relationship between the positroids $M_\mu$ and $M_\pi$. On the other hand, one can easily check that the necklace $\mathcal{I}_2$ is weakly separated. The removal permutation is $s_4$ and one can check that $\pi s_4 \leq_o \pi$. Thus the implication $2 \implies 3$ from Theorem 4.21 says that the open positroid varieties $\tilde{\Pi}^o_\pi$ and $\tilde{\Pi}^o_\mu$ are isomorphic.

Example 4.24. Continuing the previous example, the lift of the trip permutation $\pi$ of $\mathcal{I}_2$ is $f = [4, 6, 5, 8, 7, 9]$ in window notation. The lift of the underlying permutation $\mu$ is $m = [5, 6, 4, 7, 8, 9]$. One can check that these two affine permutations have the same length (each has two inversions), in agreement with the implication $2 \implies 1$ from Theorem 4.21.

Each of the red necklaces in Figure 4 is an example of a unit necklace (for the open positroid variety indexed by $\pi = 5761432$) which is not weakly separated.
Remark 4.25. Let \( f \in \text{Bound}(k,n) \) with corresponding \( \pi = \vec{f} \in S_n \). Notice that \( e_k^{-1} f e_k \in \text{Bound}(k,n) \) has the same length as \( f \) because right or left multiplication by the elements \( \{e_k: b \in \mathbb{Z}\} \) does not affect length. Thus, the implication \((1) \implies (2)\) from Theorem 4.21 says that the Grassmannlike necklace \( \mathcal{I}_{\epsilon_k} \) is weakly separated. But \( \mathcal{I}_{\epsilon_k} \) is just the shifted reverse Grassmann necklace \( \vec{\mathcal{I}}_\pi[k] \) (cf. Example 3.8). So this special case of Theorem 4.21 is the well-known statement that reverse Grassmann necklaces are weakly separated.

5. Twist isomorphisms from necklaces

We explain in this section how, in the setting of Theorem 4.14, a Grassmannlike necklace \( \mathcal{I} \) encodes a “Grassmannlike twist map” between two open positroid varieties. These varieties need not be of the same dimension. The definition is an extension of the twist automorphisms given by Muller and Speyer [MS17]. We show that if \( \mathcal{I} \) satisfies Theorem 4.21 (2), then our twist map is an isomorphism. Moreover, this isomorphism fits into a commutative diagram which is in the spirit of the chamber ansatz [BFZ96] and of the main commutative diagram from [MS17]. Using this commutative diagram, we reach our conclusions concerning cluster structures and total positivity.

5.1. Grassmannlike twist maps. Endow \( \mathbb{C}^k \) with an inner product \( \langle \cdot, \cdot \rangle \), and let \( \text{Mat}^\circ(k,n) \) denote the space of full-rank \( k \times n \) matrices. Let \( \mathcal{I} = (I_1, \ldots, I_n) \) be a Grassmannlike necklace. We use the notation \( D(\mathcal{I}) = \{M \in \text{Mat}^\circ(k,n): \Delta_I(M) \neq 0, \text{ for all } I \in \mathcal{I}\} \) to denote the Zariski-open subset of \( \text{Mat}^\circ(k,n) \) defined by the non-vanishing of Plücker coordinates \( \Delta(\mathcal{I}) \). We use the same notation \( D(\mathcal{I}) \subset \text{Gr}(k,n) \) to denote the image of these matrices in the Grassmannian.

For \( M \in \text{Mat}^\circ(k,n) \), we use \( M_a \) to denote the \( a \)th column of \( M \).

Definition 5.1 (\( \mathcal{I} \)-twist maps). Let \( \mathcal{I} = (I_1, \ldots, I_n) \) be a Grassmannlike necklace of type \( (k,n) \) with removal permutation \( \rho \) and insertion permutation \( \iota \). Let \( M \in D(\mathcal{I}) \subset \text{Mat}^\circ(k,n) \) have columns \( M_1, \ldots, M_n \). Then the right \( \mathcal{I} \)-twist of \( M \) is the matrix \( \vec{\tau}_\mathcal{I}(M) \in \text{Mat}^\circ(k,n) \) whose \( a \)th column \( \vec{\tau}_\mathcal{I}(M)_a \) is the unique vector such that for all \( b \in I_a \),

\[
\langle (\vec{\tau}_\mathcal{I}(M))_a, M_b \rangle = \begin{cases} 
1 & \text{if } \rho(a) = b \\
0 & \text{else.}
\end{cases}
\]

Similarly, the left \( \mathcal{I} \)-twist of \( M \) is the matrix \( \vec{\tau}_\mathcal{I}(M) \) such that for all \( a, \vec{\tau}_\mathcal{I}(M)_a \) is the unique vector such that for all \( b \in I_{a+1} \),

\[
\langle (\vec{\tau}_\mathcal{I}(M))_a, M_b \rangle = \begin{cases} 
1 & \text{if } \iota(a) = b \\
0 & \text{else.}
\end{cases}
\]

Both Equations (15) and (16) do define unique vectors, since by assumption the columns of \( M \) indexed by \( I_a \) form a basis of \( \mathbb{C}^k \).
An identical argument as the proof of [MS17, Prop. 6.1] shows that the $\mathcal{J}$-twist maps descend from $\text{Mat}^\pi(k, n)$ to $\text{Gr}(k, n)$.

For a permutation $\pi$, we abbreviate $\bar{\tau}_\pi := \bar{\tau}_{\bar{\pi}}$ where the latter denotes the right $\mathcal{J}$-twist in the case $\mathcal{J} = \bar{\mathcal{I}}_\pi$ is a forward Grassmann necklace. Similarly, we set $\tau_\pi := \tau_{\bar{\mathcal{I}}_\pi}$.

Remark 5.2. Marsh and Scott defined a version of a twist map for the top-dimensional open positroid variety [MS16a]. Muller and Speyer slightly modified this definition and extended it to all positroid varieties. More specifically, they introduced right and left twist maps $\bar{\tau}$ and $\tau$, which they viewed as piecewise-continuous maps on $\text{Gr}(k, n)$ whose domains of continuity are the open positroid varieties. The right and left twist maps are mutual inverses.

The restriction of the Muller-Speyer right twist map to a given open positroid variety $\bar{\Pi}_\pi^0$ is the map $\bar{\tau}_\pi$ we have defined above, and similarly for the left twist map $\tau_\pi$. Unlike Muller and Speyer, however, we view the maps $\bar{\tau}_\pi$ and $\tau_\pi$ as rational maps on $\text{Gr}(k, n)$ whose domains of definition are $D(\bar{\mathcal{I}}_\pi)$ and $D(\mathcal{I}_\pi)$ respectively. These maps are not mutual inverses when viewed on the larger domain $D(\bar{\mathcal{I}}_\pi) \cap D(\mathcal{I}_\pi)$ on which they are defined. Despite this, a key technical step in our forthcoming arguments is to show that $\Delta_I(\bar{\tau}_\pi \circ \tau_\pi(x)) = \Delta_I(x)$ for specific $I \in \binom{[n]}{k}$ which happen to arise as face labels of certain plabic graphs, see Lemma 5.15.

Example 5.3. Let $\mathcal{J} = \mathcal{J}_2$ be the necklace from Example 4.6 and Example 4.23. Let $M_1, \ldots, M_6 \in \mathbb{C}^3$ be columns of a $3 \times 6$ matrix representative for a point in $\text{Gr}(3, 6)$. Let $\times : \mathbb{C}^3 \otimes \mathbb{C}^3 \rightarrow \mathbb{C}^3$ denote cross product of vectors. Then

$$\bar{\tau}_\mathcal{J}(M) = \begin{bmatrix} M_2 \times M_3 & M_3 \times M_4 & M_4 \times M_5 & M_5 \times M_6 & M_1 \times M_6 & M_1 \times M_2 \end{bmatrix}$$

while

$$\tau_\mathcal{J}(M) = \begin{bmatrix} M_2 \times M_3 & M_2 \times M_4 & M_3 \times M_5 & M_4 \times M_6 & M_5 \times M_6 & M_1 \times M_6 & M_1 \times M_2 \end{bmatrix}.$$

Our next result describes the image of the right and left twist maps $\bar{\tau}_\pi$ and $\tau_\pi$. It is based on [MS17, Prop. 6.6].

Theorem 5.4 (Based on Muller-Speyer). Let $\pi$ be a permutation of type $(k, n)$. Then the right twist map $\bar{\tau}_\pi$ descends to a regular map $D(\bar{\mathcal{I}}_\pi) \rightarrow \bar{\Pi}_\pi^0$. Similarly, the left twist map $\tau_\pi$ descends to a regular map $D(\mathcal{I}_\pi) \rightarrow \bar{\Pi}_\pi^0$.

Proof. Let $\bar{\mathcal{I}} = \bar{\mathcal{I}}_\pi$ and $\mathcal{I} = \mathcal{I}_\pi$.

We already know that $\bar{\tau}_\pi : D(\bar{\mathcal{I}}) \rightarrow \text{Gr}(k, n)$ is a regular map.

To show that $\bar{\tau}_\pi$ lands in $\bar{\Pi}_\pi^0$ we need to show that all coordinates in $\Delta((\binom{[n]}{k}) \setminus \mathcal{M}_\pi)$ vanish on the image and show also that all coordinates in $\Delta(\bar{\mathcal{I}})$ do not vanish. We have the same determinantal formula [MS17, Lemma 6.5] describing Plücker coordinates of $\bar{\tau}_\pi(x)$. Using this formula we see that $\Delta(\bar{\mathcal{I}})$ is non-vanishing on the image (cf. [MS17, Equation (9)]).

\[\text{Our definition looks slightly different because of our slightly different indexing conventions for reverse Grassmann necklaces.}\]
We use the same formula to see that $\Delta_J$ vanishes on the image of $\bar{\tau}_\pi$ when $J \notin \mathcal{M}_\pi$. Let us clarify a confusing point. In the proof of [MS17, Proposition 6.6], Muller and Speyer argue an implication $i_d \in \bar{I}_{\mathcal{J}}$, by taking a representative matrix $A$ of $x \in \bar{\Pi}^\circ$ and making an argument about linear independence of columns of $A$. The assumption $x \in \bar{\Pi}^\circ$ is more restrictive than the assumption $x \in \tilde{D}(\bar{\mathcal{I}})$. However, the implication $i_d \in \bar{I}_{\mathcal{J}}$ is a property of the necklace $\bar{\mathcal{I}}$ and the positroid $\mathcal{M}_\pi$, i.e. it is not a property of matrix representative $A$. The rest of the proof of [MS17, Proposition 6.6] proceeds without change.

Finally, the map is surjective because it is an automorphism when restricted to $\tilde{\Pi}^\circ \subset D(\bar{\mathcal{I}})$.

The claims about $\bar{\tau}_\pi$ follow by a symmetric argument. □

A permutation $\rho \in S_n$ determines an automorphism of $\text{Mat}^\circ(k,n)$, and likewise $\text{Gr}(k,n)$, by column permutation:
\[
[A_1 \cdots A_n] \mapsto [A_{\rho(1)} \cdots A_{\rho(n)}].
\]
We denote these automorphisms by the same symbol $\rho$. This automorphism acts on Plücker coordinates via $\Delta_I(\rho(x)) = \pm \Delta_{\rho(I)}(x)$ where the extra sign $\pm$ is the sign associated with sorting the values $\rho(i_1), \ldots, \rho(i_k)$.

The $\mathcal{J}$-twist maps can be described completely in terms of the right and left twists $\bar{\tau}_\pi$ and $\bar{\mathcal{I}}$ together with column permutations:

**Lemma 5.5** ($\mathcal{J}$-twists and column permutation). Let $\pi$ be a permutation of type $(k,n)$, and consider the Grassmannlike necklace $\mathcal{J} = \mathcal{J}_{\rho,\lambda,\pi}$. Let $\mu := \rho^{-1} \iota$ be the underlying permutation.

We have
\[
\bar{\tau}_{\mathcal{J}} = \bar{\tau}_\mu \circ \rho \quad \text{and} \quad \bar{\mathcal{I}} = \bar{\tau}_\mu \circ \iota
\]
as rational maps on $\text{Mat}(k,n)$ or $\text{Gr}(k,n)$. In particular, the image of $\bar{\tau}_{\mathcal{J}}$ and $\bar{\mathcal{I}}$ is contained in $\bar{\Pi}^\circ$.

As an example, the matrices $\bar{\tau}_{\mathcal{J}}(M)$ and $\bar{\mathcal{I}}(M)$ computed in Example 5.3 are elements of $\Pi^\circ_\mu$ (with $\mu$ as in Example 4.23): columns 3 and 4 are parallel and the minors $\Delta(\bar{\mathcal{I}}_\mu)$ are nonzero.

**Proof.** First we discuss the equality $\bar{\mathcal{I}} = \bar{\tau}_\mu \circ \rho$. Let $\bar{\mathcal{I}}_\mu = (\bar{I}_1, \ldots, \bar{I}_n)$, and $\mathcal{J} = (I_1, \ldots, I_n)$. By Lemma 3.11, $\rho(I_a) = I_a$.

The domain of $\bar{\tau}_\mu \circ \rho$ is $\rho^{-1}(D(\bar{\mathcal{I}}_\mu))$. We have that $\Delta_{\bar{I}_a}(\rho(x)) = \pm \Delta_{\rho(I_a)}(x) = \pm \Delta_{I_a}(x)$ for any $x \in \text{Gr}(k,n)$. Thus $\rho^{-1}(D(\bar{\mathcal{I}}_\mu)) = D(\mathcal{J})$, so $\bar{\tau}_\mu \circ \rho$ and $\bar{\mathcal{I}}$ have the same domain of definition.

Let $x \in D(\mathcal{J})$ be represented by the matrix $M \in \text{Mat}(k,n)$, so $\rho(x)$ is represented by the matrix $[M_{\rho(1)} \cdots M_{\rho(n)}]$. 
Let $\delta$ denote the Kronecker delta. The definition of $\tilde{\tau}_\mu \circ \rho(x)$ is that

\begin{align}
(19) & \quad \langle (\tilde{\tau}_\mu \circ \rho(M))_a, \rho(M)_b \rangle = \delta_{a,b} \text{ for all } b \in \tilde{I}_a, \text{ i.e.} \\
(20) & \quad \langle (\tilde{\tau}_\mu \circ \rho(M))_a, M_{\rho(b)} \rangle = \delta_{a,b} \text{ for all } b \in \tilde{I}_a, \text{ i.e.} \\
(21) & \quad \langle (\tilde{\tau}_\mu \circ \rho(M))_a, M_s \rangle = \delta_{a,\rho^{-1}(s)} \text{ for all } s \in \rho(\tilde{I}_a), \text{ i.e.} \\
(22) & \quad \langle (\tilde{\tau}_\mu \circ \rho(M))_a, M_s \rangle = \delta_{a,\rho^{-1}(s)} \text{ for all } s \in I_a, \text{ i.e.} \\
(23) & \quad (\tilde{\tau}_\mu \circ \rho(M))_a, M_s \rangle = \delta_{\rho(a),s} \text{ for all } s \in I_a,
\end{align}

so that the condition defining $(\tilde{\tau}_\mu \circ \rho(M))_a$ is exactly the condition (3.1) defining $\tilde{\tau}_\rho(\mu)_a$. So $\tilde{\tau}_\rho$ and $\tilde{\tau}_\mu \circ \rho$ are the same map.

The second equality holds by a similar argument, noting that $\iota(\tilde{I}_{a+1}) = I_{a+1}$ by Lemma 3.11.

To show that our twist maps are invertible, we introduce the following notion.

**Definition 5.6** (Dual necklace). Let $\mathcal{I} = \mathcal{I}_{\mu,\iota,\pi}$ be a Grassmannlike necklace. The **dual necklace** $\mathcal{I}^*$ is the Grassmannlike necklace with removal permutation $\iota^{-1}$ and with insertion permutation $\rho^{-1}$.

**Example 5.7.** The dual necklace of a Grassmann necklace $\tilde{\mathcal{I}}_\pi$ is the reverse Grassmann necklace $\tilde{\mathcal{I}}_\pi$. The dual of the necklace $\mathcal{I}_2$ from Example 4.6 and Example 4.23 is

$$\mathcal{I}_2^* = \{456, 156, 126, 123, 235, 245\}.$$ 

Clearly taking the dual is an involutive operation on Grassmannlike necklaces. One can check that $\mathcal{I}^*$ has trip permutation $\rho^{-1} \iota$ and has underlying permutation $\iota \rho^{-1}$, i.e. the duality operation interchanges the trip and underlying permutations. In particular $\mathcal{I}^*$ has the same type as the trip permutation $\pi$ of $\mathcal{I}$. Using Lemma 5.5, we see that the images of the $\mathcal{I}^*$-twists are contained in $\tilde{\Pi}_\pi^\circ$.

We can now invert the $\mathcal{I}$-twist maps.

**Theorem 5.8** (Inverting the $\mathcal{I}$-twist map). Let $\mathcal{I} = \mathcal{I}_{\mu,\iota,\pi}$ be a Grassmannlike necklace with $\iota \leq_o \pi$. Let $\mathcal{I}^*$ be the dual necklace with trip permutation $\rho^{-1} \iota$. Suppose that $\dim(\tilde{\Pi}_\pi^\circ) = \dim(\tilde{\Pi}_\mu^\circ)$. Then $\tilde{\tau}_{\mathcal{I}} : \tilde{\Pi}_\pi^\circ \to \tilde{\Pi}_\mu^\circ$ is an isomorphism of open positroid varieties with inverse $\tilde{\tau}_{\mathcal{I}^*} : \tilde{\Pi}_\mu^\circ \to \tilde{\Pi}_\pi^\circ$.

One has similarly that $\tilde{\tau}_{\mathcal{I}} : \tilde{\Pi}_\pi^\circ \to \tilde{\Pi}_\mu^\circ$ is an isomorphism of open positroid varieties with inverse $\tilde{\tau}_{\mathcal{I}^*} : \tilde{\Pi}_\mu^\circ \to \tilde{\Pi}_\pi^\circ$.

**Remark 5.9.** In the situation of Theorem 5.8 let $f, m \in \text{Bound}(k, n)$ be the respective lifts of $\pi$ and $\mu$. We always have $\ell(m) \leq \ell(f)$ (c.f. Remark 4.18), and hence $\dim \tilde{\Pi}_\mu^\circ \geq \dim \tilde{\Pi}_\pi^\circ$, but this inequality may be strict. When this inequality is strict, there is no chance for the $\mathcal{I}$-twist to determine an isomorphism $\tilde{\Pi}_\pi^\circ \to \tilde{\Pi}_\mu^\circ$. Theorem 5.8 asserts that this dimension constraint is the only obstruction to $\mathcal{I}$-twists being isomorphisms.

The invertability of $\mathcal{I}$-twist maps in Theorem 5.8 will be deduced from the following proposition. Recall the permutation $\epsilon_r \in S_n$ sends $a \mapsto a + r$ (taken modulo $n$). The awkward appearance of $\epsilon_r$ below is because, if $\mathcal{I} = \mathcal{I}_{\rho,\iota,\pi}$ satisfies $\iota \leq_o \pi$, the dual necklace $\mathcal{I}^* = \mathcal{I}_{\iota^{-1},\rho^{-1},\mu}$ will not satisfy $\rho^{-1} \leq_o \mu$ on the nose.
Proposition 5.10. Let $\pi$ be a permutation of type $(k,n)$, and let $\mathcal{S} = I_{\rho,\pi}$ be a Grassmannlike necklace with underlying permutation $\mu := \rho^{-1} \iota$ and dual $\mathcal{S}^*$. Suppose that for some $r \in [n]$, we have $\iota \circ \epsilon_r \leq_\pi \pi$, and further that $\mathcal{S}^*$ is a unit necklace in $\tilde{\Pi}_{\mu}^\circ$.

Then on $\tilde{\Pi}_{\rho}^\circ \subset D(\mathcal{S})$, both compositions
\[ \tilde{\tau}_{\mathcal{S}} \circ \tilde{\tau}_{\mathcal{S}} \] and \[ \tilde{\tau}_{\mathcal{S^*}} \circ \tilde{\tau}_{\mathcal{S^*}} \] are the identity map $id_{\tilde{\Pi}_{\rho}^\circ}$.

Proof. Suppose $\mathcal{S} = (I_1, \ldots, I_n)$. The Grassmannlike necklace with insertion permutation $\iota \circ \epsilon_r$ and removal permutation $\rho \circ \epsilon_r$ is a rotation $\mathcal{S}[r] = (I_{r+1}, \ldots, I_n, I_1, \ldots, I_r)$ of $\mathcal{S}$. The two necklaces have the same trip permutation, $\pi$. By Theorem 4.14, since $\iota \circ \epsilon_r \leq_\pi \pi$, $\mathcal{S}$ is a unit necklace in $\tilde{\Pi}_{\mu}^\circ$ (since this is true of the shifted necklace).

This means that $\tilde{\Pi}_{\rho}^\circ$ is indeed a subset of $D(\mathcal{S})$. By Lemma 5.5, the image of $\tilde{\tau}_{\mathcal{S}}$ and $\tilde{\tau}_{\mathcal{S^*}}$ are both contained in $\tilde{\Pi}_{\mu}^\circ$. By assumption, $\mathcal{S}^*$ is a unit necklace, so $\tilde{\tau}_{\mathcal{S^*}}$ and $\tilde{\tau}_{\mathcal{S^*}}$ are defined on $\tilde{\Pi}_{\rho}^\circ$. In particular, the compositions are well-defined.

We focus on the composition $\tilde{\tau}_{\mathcal{S^*}} \circ \tilde{\tau}_{\mathcal{S}}$. Note that by Lemma 5.5 and the definition of $\mathcal{S}^*$, $\tilde{\tau}_{\mathcal{S^*}} = \tilde{\tau}_{\pi} \circ \rho^{-1}$. So the image of the composition is contained in $\tilde{\Pi}_{\rho}^\circ$.

Let $M \in \tilde{\Pi}_{\rho}^\circ$ be given. We would like to show that $M$ is the image of $\rho^{-1} \circ \tilde{\tau}_{\mu} \circ \rho(M)$ under $\tilde{\tau}_{\pi}$.

Rewriting the equality (23) in terms of $b = \rho(a)$, we have
\[ \langle (\rho^{-1} \circ \tilde{\tau}_{\mu} \circ \rho(M))_b, M_s \rangle = \delta_{b,s} \] for all $s \in I_{\rho^{-1}(b)}$ and for all $b$.

We need to show that $M$ satisfies the defining equalities of $\tilde{\tau}_{\pi}(\rho^{-1} \circ \tilde{\tau}_{\mu} \circ \rho(M))$ given in [MS17, Section 6.1], namely the equalities
\[ \langle (\rho^{-1} \circ \tilde{\tau}_{\mu} \circ \rho(M))_b, M_s \rangle = \delta_{b,s} \] for all $b \in \tilde{I}_{s+1}$ and for all $s$.

Noting that $b \in I_{\rho^{-1}(b)}$ from the necklace property, we can set $s = b$ in (24) and conclude that (25) holds when $b = s$. Equation (24) also implies that (25) holds for $b \in \tilde{I}_{s+1} \setminus s$ when $s \in I_{\rho^{-1}(b)}$.

It remains to show that when $b \in \tilde{I}_{s+1} \setminus s$ and $s \notin I_{\rho^{-1}(b)}$, then $(\rho^{-1} \circ \tilde{\tau}_{\mu} \circ \rho(M))_b$ is perpendicular to $M_s$. By (24), it would suffice to show that $M_s$ is in the span of $\{M_a : a \in I_{\rho^{-1}(b)} \setminus b\}$.

To show that this is true, we apply Lemma 4.7 to $I_{\rho^{-1}(b)}$ with $z = b$ and $y = s$. Note that we can apply this lemma to $\mathcal{S}$ since it holds for $\mathcal{S}[r]$, cf. Remark 4.8. The hypothesis of the lemma requires that that we show $s <_{\mu} \pi(b)$. Since $b \in \tilde{I}_s$, we have that $M_b \notin \text{span}(M_{b+1}, \ldots, M_s)$. On the other hand, from the definition of $\pi(b)$, we have $M_b \in \text{span}(M_{b+1}, \ldots, M_{\pi(b)})$. It follows that $s <_{\mu} \pi(b)$. So by Lemma 4.7 we have $I_{\rho^{-1}(b)} \setminus b \cup s \notin \mathcal{M}_{\pi}$, or in other words, $M_s$ is in the span of $\{M_a : a \in I_{\rho^{-1}(b)} \setminus b\}$ (since these vectors are independent).

A symmetric argument shows that the second composition is the identity on $\tilde{\Pi}_{\rho}^\circ$.

Proof of Theorem 5.8. Let $f, m, i \in \text{Bound}(k, n)$ be the lifts of $\pi, \mu$ and $\iota$, respectively, and set $r := f^{-1}i \in S_n^0$. Our two assumptions imply that $f = ir^{-1}$ is length-additive and
that $\ell(m) = \ell(f)$. By Lemma 4.17, $m = i^{-1}f_i = r^{-1}i$. The assumption that $\ell(m) = \ell(f)$ implies that $m = r^{-1}i$ is also length-additive.

We would like to apply Proposition 5.10, so first we need to show that $I^*$ is a unit necklace in $\tilde{\Pi}_\mu^\circ$. We consider instead the shifted Grassmann-like necklace $\mathcal{L}$ with insertion permutation $\rho^{-1} \circ \epsilon_k$ and trip permutation $\mu$. It suffices to show that $\mathcal{L}$ is a unit necklace since $\mathcal{I}^* = (L_{n-k+1}, \ldots, L_n, L_1, \ldots, L_{n-k})$.

The lift of the permutation $\rho^{-1} \circ \epsilon_k$ is $r^{-1}e_k$. Note that $m = (r^{-1}e_k)(e_k^{-1}i)$. By the unit necklace theorem applied to $I^*$ and $\tilde{\mathcal{I}}$, it suffices to show the length-additivity of this factorization. And indeed, using our two assumptions, we have that

$$\ell(m) = \ell(f) = \ell(i) + \ell(r^{-1}) = \ell(e_k^{-1}i) + \ell(r^{-1}e_k),$$

so that $\mathcal{L}$ hence $\mathcal{I}^*$ is indeed a unit necklace for $\tilde{\Pi}_\mu^\circ$.

The statements now follow immediately from applying Proposition 5.10 to the pair of necklaces $\mathcal{I}, I^*$ and to $I^*, (I^*)^* = \mathcal{I}$.

5.2. Inverting boundary measurements. In this section, we use twist maps along necklaces to deduce that $\Sigma^T \Gamma \rho$ gives a cluster structure on $\tilde{\Pi}_\mu^\circ$, relying on the fact that this is true of the source structure as proved in [GL19].

The following observation is used several times in this section. Consider $f \in \text{Bound}(k, n)$ with $\tilde{f} = \pi$. Consider $a < b \in \mathbb{Z}$ such that $\ell(t_{ab}f) < \ell(f)$, and let $a', b' \in [n]$ be their reductions mod $n$.

Lemma 5.11 ([MS17, Lemma 4.5]). With $f, \pi, a', b'$ as above, let $G$ be a reduced plabic graph with trip permutation $\pi$ and let $I \in \mathbb{F}(G)$ be a target label. If $b' \in I$, then $a' \in I$ also.

We can partially order $[n]$ according to whether the conclusion of Lemma 5.11 holds. This partial order shows up in several of our proofs in this section.

By Lemma 5.5, twist maps along necklaces involve column permutation, which introduce unwanted signs in Plücker coordinates. Our next lemma allows us to compensate for these signs in our constructions.

Lemma 5.12 (Taking care of signs). Let $G^\rho$ be a relabeled plabic graph as in the statement of Theorem 4.27(2). Then there exists an involutive automorphism $\epsilon \in \text{Aut}(\text{Gr}(k, n))$ with the property that for any $I \in \mathbb{F}^\bullet(G)$ and $y \in \text{Gr}(k, n)$ we have

$$\Delta_{\rho(I)}(y) = \Delta_I(\rho(\epsilon(y))).$$

The automorphism $\epsilon$ rescales the columns of $k \times n$ matrix representatives by appropriately chosen signs. The argument is similar to [MS17, Proposition 7.14].

Proof. Let $f, m, i \in \text{Bound}(k, n)$ be the lifts of $\pi, \mu, \iota$ and set $r = f^{-1}i$. From the assumption (2) we have length-additivity $\ell(m) = \ell(r^{-1}i) = \ell(r^{-1}) + \ell(i)$.
Consider an infinite matrix $z$ with $k$ rows and with columns $(z_i)_{i \in \mathbb{Z}}$. Let $r$ act on $z$ by permuting columns, so $r(z)_i = z_{r(i)}$. Then

\begin{align}
\Delta_I(r(z)) &= \det(z_{r(i_1)}, \ldots, z_{r(i_\ell)}) \\
&= (-1)^{\#\{a < b \in I \times I : \ell(t_{ab}) < \ell(r)\}} \Delta_{r(I)}(z) \\
&= (-1)^{\#\{a < b \in I \times I : \ell(t_{ab}r^{-1}) < \ell(r^{-1})\}} \Delta_{r(I)}(z) \\
&= (-1)^{\#\{a < b \in [n] \times I : \ell(t_{ab}r^{-1}) < \ell(r^{-1})\}} \Delta_{r(I)}(z) \\
&= \prod_{b \in I} (-1)^{\#\{a \in [n] : \ell(t_{ab}r^{-1}) < \ell(r)\}} \Delta_{r(I)}(z) \\
\end{align}

The second equality is sorting the columns; the third is the statement that inverting affine permutations does not affect length. The fourth equality follows from Lemma 5.11 and the length-additivity assumption. Indeed,

$$\ell(t_{ab}m) = \ell(t_{ab}r^{-1}i) \leq \ell(t_{ab}r^{-1}) + \ell(i) < \ell(m),$$

so that the condition that $b \in I$ implies already that $a \mod n$, which is $a$ itself, is also in $I$. The last line is just regrouping terms. We set $\epsilon_1(b) = (-1)^{\#\{a \in [n] : \ell(t_{ab}) < \ell(r)\}}$; we will combine this sign with other signs momentarily.

Now we specialize the matrix $z$ to the matrix $y^\infty$ with blocks $\cdots [y/y/y] \cdots$. We compare the sign relating $\Delta_{r(I)}(y^\infty)$ to $\Delta_{\rho(I)}(y)$. Write $r(I) = r_1 < r_2 < \cdots < r_k$. If a given $r_b < 1$, then $r_b$ must sort past $[r(I) \cap [1, r_b + n]]$ many values in order for it to occupy the correct place in $\rho(I)$. By the dual argument when $r_b > n$, we have:

$$\Delta_{r(I)}(z) = \prod_{b : r_b < 1} (-1)^{\#r(I) \cap [1, r_b + n]} \prod_{b : r_b > n} (-1)^{\#r(I) \cap [r_b - n, n]} \Delta_{\rho(I)}(y).$$

We define a sign $\epsilon_2(b)$ which is 1 when $r_b \geq 1$ and which is otherwise equal to the factor $(-1)^{\#r(I) \cap [1, r_b + n]}$ appearing in the first exponent on the right hand side. We define a third sign $\epsilon_3(b)$ which is 1 when $r_b \leq n$ and which is otherwise equal to $(-1)^{\#r(I) \cap [r_b - n, n]}$. Finally we combine these signs to get a sign $\epsilon(b) = \epsilon_1(b)\epsilon_2(b)\epsilon_3(b)$.

We define an automorphism \( \epsilon' \in \text{Aut}(\text{Gr}(k, n)) \) rescaling the $b$th column by the sign $\epsilon(b)$ (for $b = 1, \ldots, n$) and define a similar \( \xi \in \text{Aut}(\text{Gr}(k, n)) \) rescaling the $b$th column by the sign $\epsilon(\rho(b))$. Thus $\epsilon' \circ \rho = \rho \circ \epsilon$. By the second calculation above we have \( \Delta_{\rho(I)}(y) = \prod_{b \in I} \epsilon_2(b)\epsilon_3(b)\Delta_{r(I)}(y^\infty) \). By the first calculation above we have \( \Delta_{r(I)}(y^\infty) = \prod_{b \in I} \epsilon_1(b)\Delta_I(r(y^\infty)) \). Clearly \( \Delta_I(r(y^\infty)) = \Delta_I(\rho(y)) \). Putting these together, we have

$$\Delta_{\rho(I)}(y) = \Delta_I(\epsilon'(\rho(y))) = \Delta_I(\rho(\epsilon(y)))$$

as desired. \( \square \)

We follow the notation in [MS17], denoting by \((\mathbb{C}^*)^E / (\mathbb{C}^*)^{V-1}\) the algebraic torus of edge weights on $G^\rho$ modulo restricted gauge transformations at vertices, and by \(\mathbb{C}^E\) an algebraic torus whose coordinates are indexed by the faces of $G^\rho$. (Neither of these algebraic tori is sensitive to the relabeling of the boundary vertices.)

For a plabic graph $G$, there is a boundary measurement map \( \tilde{\Delta}_G \) from \((\mathbb{C}^*)^E / (\mathbb{C}^*)^{V-1} \to \tilde{\text{Gr}}(k, n)\). The Plücker coordinate $\Delta_I$ of a point in the image is the weight-generating function for matchings of $G$ with boundary $I$. 

For a relabeled plabic graph $G^\rho$, we define $\tilde{\mathbb{D}}_{G^\rho} := \rho^{-1} \circ \mathbb{D}_G$. Up to sign, $\tilde{\mathbb{D}}_{G^\rho}$ is the weight-generating function for matchings of $G^\rho$ with given boundary (taking into account the relabeling of vertices according to $\rho$).

We also have a rational map $\tilde{\mathbb{F}}_{G^\rho}(\bullet) : \tilde{\text{Gr}}(k, n) \to (\mathbb{C}^*)^F$ given by evaluating the Plücker coordinates $\Delta(\tilde{\mathbb{F}}(G^\rho))$. This evaluation map agrees with the composition $\tilde{\mathbb{F}}_{G^\rho}(\bullet) \circ \rho$ up to sign. More specifically, by Lemma 5.12 we have $\tilde{\mathbb{F}}_{G^\rho}(\bullet) = \tilde{\mathbb{F}}_{G^\rho}(\bullet) \circ \rho \circ \xi$.

Muller and Speyer defined an invertible Laurent monomial map $\tilde{\partial} : (\mathbb{C}^*)^F \to (\mathbb{C}^*)^F/(\mathbb{C}^*)^{V-1}$ whose inverse is denoted $\tilde{\mathbb{M}}$. We do not use any properties of either $\tilde{\partial}$ or $\tilde{\mathbb{M}}$ beyond that they fit into the commutative diagram [MS17, Theorem 7.1] and are monomial maps.

**Proposition 5.13 (Main commutative diagram).** Suppose $G^\rho$ is a relabeled plabic graph with trip permutation $\pi$ satisfying Theorem 4.21(1) and let $\mu$ be the trip permutation of the underlying graph $G$. Then we have a commutative diagram

$$
\begin{array}{ccc}
(\mathbb{C}^*)^F & \xrightarrow{\tilde{\partial}} & (\mathbb{C}^*)^F/(\mathbb{C}^*)^{V-1} \\
\tilde{\mathbb{F}}_{G^\rho}(\bullet) & \downarrow & \\
\tilde{\Pi}_\pi & \xrightarrow{\rho^{-1}(\tilde{\Pi}_\mu)} & \rho^{-1}(\tilde{\Pi}_\rho)
\end{array}
$$

In particular the domain of definition of $\tilde{\mathbb{F}}_{G^\rho}(\bullet)$ is an algebraic torus and $\Delta(\tilde{\mathbb{F}}_{G^\rho}) \subset \mathbb{C}(\tilde{\Pi}_\pi)$ is a seed.

We strengthen the above birational statements (i.e., that $\tilde{\mathbb{F}}_{G^\rho}(\bullet)$ determines an algebraic torus chart on $\tilde{\Pi}_\pi$) to a stronger statement about cluster structures in Theorem 5.17 below.

Before the proof of Proposition 5.13 we mention a corollary related to total positivity. Recall that $\tilde{\Pi}_{\pi, > 0} = \{ x \in \tilde{\Pi}_\pi : \Delta_I(x) > 0 \text{ for all } I \in \mathcal{M}_\pi \}$.

**Corollary 5.14 (I\text{-}twist respects positivity).** Suppose $\iota \leq_\pi \pi$ are permutations of type $(k, n)$ and the Grassmannlike necklace $\mathcal{I} = \mathcal{I}_{\mu, \iota, \pi}$ is weakly separated. Let $\mu := \rho^{-1}\iota$. Then $\tilde{\tau}_{\mathcal{I}} \circ \xi(\tilde{\Pi}_{\pi, > 0}) = \tilde{\Pi}_{\mu, > 0}$.

**Proof.** By Proposition 5.13 the map $\tilde{\tau}_{\mathcal{I}} \circ \xi : \tilde{\Pi}_{\pi} \to \tilde{\Pi}_{\mu}$ can also be expressed as a composition $\tilde{\mathbb{D}}_G \circ \tilde{\partial} \circ \tilde{\mathbb{F}}_{G^\rho}$. Each of the maps in the composition sends $\mathbb{R}_{>0}$-points to $\mathbb{R}_{>0}$-points and is surjective on such points. \qed

**Proof of Proposition 5.13** From the commutativity of the left square in [MS17, Theorem 7.1], we have

$$
\tilde{\mathbb{M}} = \tilde{\mathbb{F}}_{G^\rho}(\bullet) \circ \tilde{\tau}_{\mu} \circ \tilde{\mathbb{D}}_G
$$

as maps $(\mathbb{C}^*)^F/(\mathbb{C}^*)^{V-1} \to (\mathbb{C}^*)^F$.

We seek to prove the commutativity:

$$
\tilde{\mathbb{M}} = \tilde{\mathbb{F}}_{G^\rho}(\bullet) \circ \xi \circ \tilde{\tau}_{\pi} \circ \tilde{\mathbb{D}}_{G^\rho} = \tilde{\mathbb{F}}_{G^\rho}(\bullet) \circ \rho \circ \tilde{\tau}_{\pi} \circ \rho^{-1} \circ \tilde{\mathbb{D}}_G.
$$
Since $\mathbb{D}_G$ is injective, it suffices to prove that
\begin{equation}
\mathbb{F}_G(\bullet) \circ \tau_{\mu} = \mathbb{F}_G(\bullet) \circ \rho \circ \tau_{\pi} \circ \rho^{-1}
\end{equation}
as maps $\tilde{\Pi}_\mu^0 \to (\mathbb{C}^*)^F$. We caution the reader that $\tau_{\mu} \neq \rho \circ \tau_{\pi} \circ \rho^{-1}$ on the domain $\tilde{\Pi}_\mu^0$ (see Example 5.16 below). Nonetheless, the Plückers coordinates in which these two maps disagree do not arise as target face labels of plabic graphs $G$ with trip permutation $\mu$, as we presently explain.

Let $F$ be a face of $G$ and $y \in \tilde{\Pi}_\mu^0$. Set $x' = \tau_{\mu}(y)$ and $x = \rho\tau_{\pi}\rho^{-1}(y)$. By Theorem 5.8 we have $\tau_{\mu}\tilde{\tau}_{\mu}(x) = x'$. So to establish (35) we need to prove that if $I = \tilde{I}(F)$ is a target label of a plabic graph with trip permutation $\mu$ and if $x \in D(\tilde{I})$, then $\Delta_I(x) = \Delta_I(\tau_{\mu}\tilde{\tau}_{\mu}(x))$.

We prove this in Lemma 5.15 below. The commutativity of (32) is proved.

By the commutativity of the diagram, the domain of definition of $\mathbb{F}_G(\bullet)$ is the image of $\tilde{\tau}_{\pi}\mathbb{D}_{\pi^0} = \tilde{\tau}_{\pi} \circ \mathbb{D}_G$. Thus, it is an algebraic torus because $\tilde{\tau}_{\pi}$ is an isomorphism by Theorem 5.8. Any regular function on $\mathbb{P}_0$ restricts to a regular function on this algebraic torus, hence to a Laurent polynomial in its basis of characters $\Delta(\mathbb{F}_{G^p})$. This shows that every regular function can be expressed as Laurent polynomial in $\Delta(\mathbb{F}_{G^p})$. Thus, $\Delta(\mathbb{F}_{G^p})$ generates the function field $\mathbb{C}(\tilde{\Pi}_\pi^0)$. Since $\dim \tilde{\Pi}_\pi^0 = \# \mathbb{F}_{G^p}$ we conclude that $\Delta(\mathbb{F}_{G^p})$ is algebraically independent and thus $\Sigma_{G^p}^T$ is a seed in $\mathbb{C}(\tilde{\Pi}_\pi^0)$.

The proof of Proposition 5.13 promised the following lemma which we now state and prove.

**Lemma 5.15 (Triangularity lemma).** If $I = \tilde{I}(F)$ is the target label of a reduced plabic graph with trip permutation $\pi$, and if $z \in D(\tilde{I}_{\pi^0})$, then $\Delta_I(z) = \Delta_I(\tilde{\tau}_{\pi}\tilde{\tau}_{\pi}(z))$.

That is, while the maps $\tilde{\tau}_{\pi}$ and $\tilde{\tau}_{\pi}$ are not inverse rational maps, the composition $\tilde{\tau}_{\pi}\tilde{\tau}_{\pi}$ preserves certain Plücker coordinates. We call the lemma a triangularity lemma because, as we show below, the passage from $z$ to $\tilde{\tau}_{\pi}\tilde{\tau}_{\pi}(z)$ amounts to a triangular change of basis (in columns $I$).

**Proof.** Since we always deal with $\tilde{\tau}_{\pi}$ and $\tilde{\tau}_{\pi}$ in this proof, we omit the subscript $\pi$. As discussed above, the conclusion of Lemma 5.11 endows $\{n\}$ with a partial order which we denote by $\prec$ during this proof. Thus, if $a \prec b$, then $b$ appears in the target label $I$ of a plabic graph whenever $a$ does.

Let $M$ be a matrix with columns $M_1, \ldots, M_n$, representing a point $z \in D(\tilde{I}_{\pi})$. The key claim which underlies our argument is the following. For any $a \in [n]$, we have
\begin{equation}
(\tilde{\tau}\tilde{\tau}M)_{\pi(a)} \in \text{span}\{M_{\pi(b)} : \pi(a) \prec \pi(b)\}.
\end{equation}
We first explain that this key claim implies the desired statement. Clearly $\pi(a) \in \tilde{I}_{\pi(a)}$ and hence $\{\pi(b) : \pi(a) \prec \pi(b)\} \subset \tilde{I}_{\pi(a)}$ using Lemma 5.11. Since $z \in D(\tilde{I}_{\pi})$, it follows that the column vectors on the right hand side of (36) are linearly independent. By the definition of $\tilde{\tau}$ we have $\langle(\tilde{\tau}\tilde{\tau}M)_{\pi(a)}, (\tilde{\tau}M)_{\pi(a)} \rangle = 1$. Assuming (36), and using the perpendicularly statement in the definition of $\tilde{\tau}$, it follows that when we expand $(\tilde{\tau}\tilde{\tau}M)_{\pi(a)}$ in terms of the vectors on the right hand side of (36), the coefficient of $M_{\pi(a)}$ equals 1. Choosing
an ordering of columns that refines the partial order \( \prec \), it follows that the matrices \((M_a)_{a \in I(F)}\) and \(((\overline{\pi} \overline{\pi} M)_a)_{a \in I(F)}\) are related by a triangular matrix with ones on the diagonal. Thus the two matrices have the same determinant. That is, we have the desired equality of Plücker coordinates

\[
\Delta_I(z) =: \det \left( (M_a)_{a \in I(F)} \right) = \det \left( ((\overline{\pi} \overline{\pi} M)_a)_{a \in I(F)} \right) =: \Delta_I(\overline{\pi} \overline{\pi}(z)).
\]

What remains then is to argue the key claim \((36)\). Using the definition of \(\overline{\pi}\) in column \(\pi(a) + 1\) and then using the definition of \(\overline{\pi}\) for each column in \(\tilde{I}_{\pi(a) + 1} \setminus \pi(a)\), we have

\[
(37) \quad \langle \overline{\pi} \overline{\pi}(M) \rangle_{\pi(a)} \in \left( \text{span}(\overline{\pi}(M))_{x \in \tilde{I}_{\pi(a) + 1} \setminus \pi(a)} \right) \subset \bigcap_{x \in \tilde{I}_{\pi(a) + 1} \setminus \pi(a)} \text{span}(M_y)_{y \in \tilde{I}_a \setminus x}
\]

\[
(38) \quad \subset \bigcap_{x \in \tilde{I}_{\pi(a) + 1} \cap (a, \pi(a))} \text{span}(M_y)_{y \in \tilde{I}_a \setminus x}.
\]

In the last step we simply took an intersection over a smaller indexing set.

We list the elements \(x\) in \(\tilde{I}_{\pi(a) + 1} \cap (a, \pi(a))\) in cyclic order as \(a < x_s < \cdots < x_1 < \pi(a)\). Let \(w\) be an arbitrary number in the cyclic interval \((a, \pi(a))\). It follows by comparing the definitions of \(\tilde{I}_{\pi(a) + 1}\) and \(\tilde{I}_w\) that

\[
(39) \quad \pi(w) \in (w, \pi(a)) \text{ if and only if } w \notin \{x_1, \ldots, x_s\}.
\]

We will now compute the right hand side of \((38)\) directly. We claim inductively, for \(0 \leq t \leq s\), that

\[
\bigcap_{j=1}^t \text{span}(M_y)_{y \in \tilde{I}_s \setminus x_j} = \text{span}(M_y)_{y \in \tilde{I}_{\pi(a)} \setminus \{\pi(x_1), \ldots, \pi(x_t)\}}.
\]

When \(t = 0\) we interpret the left hand side as an empty intersection (hence, as all of \(\mathbb{C}^k\)) and the base case holds since \(M \in D(\tilde{I})\). Evaluating the inductive claim when \(t = s\) and using \((39)\) we see that the right hand side is spanned by \(M_{\pi(a)}\) as well as various \(M_{\pi(b)}\)'s where \(b < a < \pi(a) < \pi(b)\) which is the key claim \((36)\).

Assuming the inductive claim for a given \(t \in [0, s)\), we have

\[
\bigcap_{j=1}^{t+1} \text{span}(M_y)_{y \in \tilde{I}_s \setminus x_j} = \text{span}(M_y)_{y \in \tilde{I}_{\pi(a)} \setminus \{\pi(x_1), \ldots, \pi(x_t)\}} \cap \text{span}(M_y)_{y \in \tilde{I}_{\pi(a)} \setminus \{\pi(x_1), \ldots, \pi(x_{t+1})\}}
\]

\[
= \text{span}(M_y)_{y \in \tilde{I}_{\pi(a)} \setminus \{\pi(x_1), \ldots, \pi(x_t)\}} \cap \tilde{I}_{\pi(a)} \setminus \{\pi(x_1), \ldots, \pi(x_{t+1})\}
\]

The first equality is the inductive assumption. To establish the second equality, we claim that \(\tilde{I}_{\pi(a)} \setminus \{\pi(x_1), \ldots, \pi(x_t)\} \subseteq \tilde{I}_{\pi(a)} \setminus \{\pi(x_1), \ldots, \pi(x_{t+1})\}\). The first containment is the definition of Grassmann necklace and the second containment follows from \((39)\). Since \(M \in D(\tilde{I})\), the vectors \(\{M_y : y \in \tilde{I}_{\pi(a)} \setminus \{\pi(x_1), \ldots, \pi(x_t)\}\}\) are independent. Thus, we can replace the intersection of spans with the span of the intersections, which is what we have done in the
second equality. The third equality is another instance of (30), noting that \( \pi(x_{t+1}) \in \tilde{I}_{\pi(a)} \), but is not in \( \tilde{I}_{\pi} \). This completes the inductive proof, establishing (36). \( \square \)

**Example 5.16** (\( \tilde{\tau}_\mu \) vs. \( \rho \tilde{\tau}_\mu^{-1} \)). Continuing Example 4.23, we demonstrate our assertion from the proof of Proposition 5.13, namely that the maps \( \tilde{\tau}_\mu \) and \( \rho \tilde{\tau}_\mu^{-1} \) do not coincide on \( \tilde{\Pi}_\mu^0 \). The map \( \tilde{\tau}_\mu \) restricts to an automorphism of \( \tilde{\Pi}_\mu^0 \). On the other hand, we will show that \( \rho \tilde{\tau}_\mu^{-1} \tilde{\Pi}_\mu^0 \) is not contained in \( \tilde{\Pi}_\mu^0 \). Recall that any point of \( \tilde{\Pi}_\mu^0 \) has the property that any matrix representative has parallel 3rd and 4th columns.

We have \( \rho = 123546 \) in one line notation and \( \tilde{\mathcal{T}} = (456, 146, 126, 123, 234, 245) \). If \( M_1, \ldots, M_6 \) are the columns of a matrix \( M \) representing a point in \( \tilde{\Pi}_\mu^0 \), with similar notation as in Example 5.3, we have

\[
\rho \tilde{\tau}_\mu^{-1}(M) = \begin{bmatrix} M_1 \times M_6 & M_1 \times M_4 & M_1 \times M_3 & M_2 \times M_5 & M_2 \times M_4 & M_2 \times M_3 \end{bmatrix}.
\]

Note that the Plücker coordinates appearing in the denominators of these formulas are nonvanishing using the fact that \( M \in \tilde{\Pi}_\mu^0 \). Provided \( \Delta_{125}(M) \neq 0 \), which is generically true on \( \tilde{\Pi}_\mu^0 \), one can see that the cross product of the third and fourth columns of the above matrix is a nonzero scalar multiple of \( M_2 \). Thus, one has \( \rho \tilde{\tau}_\mu^{-1}(M) \notin \tilde{\Pi}_\mu^0 \) for generic \( M \in \tilde{\Pi}_\mu^0 \).

Now we extract the stronger statement about cluster structures from the commutative diagram (32).

**Theorem 5.17** \((G^\varphi \) gives a cluster structure\). Suppose \( \pi \rho \leq_\varphi \pi \) and let \( G^\varphi \) be a reduced plabic graph with trip permutation \( \pi \). Suppose \( G^\varphi \) satisfies Theorem 4.21(1). Then we have the equality of cluster algebras \( \mathcal{A}(\Sigma^T_{G^\varphi}) = \mathbb{C}[\tilde{\Pi}_\mu^0] \).

**Proof.** First we claim that the analogue of the double twist formula [MS17] Proposition 7.13 holds. Let \( \varphi := \tilde{\tau}_\mu \circ \tilde{\tau}_\varphi \circ \xi = \tilde{\tau}_\varphi \circ \rho \circ \xi : \tilde{\Pi}_\mu^0 \rightarrow \tilde{\Pi}_\mu^0 \). We claim that \( \varphi^* (\Sigma^S_{G^\varphi}) \sim \Sigma^T_{G^\varphi} \), i.e. that the seed obtained by pulling back the source collection \( \Sigma^S_G \subset \mathbb{C}[\tilde{\Pi}_\mu^0] \) along \( \varphi \) is quasi-equivalent to the target seed \( \Sigma^T_{G^\varphi} \). Indeed, we can rewrite our commutative diagram (32) and combine it with the right diagram in [MS17] Theorem 7.1 to obtain a commutative diagram

\[
\begin{array}{c}
(C^*)^F \xrightarrow{\delta} (C^*)^F/(C^*)^{V-1} \xrightarrow{\bar{M}} (C^*)^F \\
\tilde{F}(G^\varphi)(\bullet) \downarrow \tilde{\tau}_\varphi \circ \xi \downarrow \tilde{\tau}_\mu \\
\tilde{\Pi}_\mu^0 \rightarrow \tilde{\Pi}_\mu^0 \\
\end{array}
\]

Repeating the proof of [MS17] Proposition 7.13 using this diagram we obtain the formula

\[
\Delta_{\tilde{I}(F)}(\varphi(y)) = \Delta_{\rho(\tilde{I}(F))}(y) \prod_{i \in I(F)} \frac{\Delta_{I_i}(y)}{\Delta_{I_{i+1}}(y)}.
\]

The Plücker coordinate on the left is in \( \tilde{F}(G^\varphi) \) whereas the Plücker coordinate \( \rho(\tilde{I}(F)) \in \tilde{F}(G^\rho) \) and likewise for the necklace variables \( I_i, I_{i+1} \in \mathcal{I} \). Since \( \mathcal{I} \) is a unit necklace, the
multiplicative factor on the right hand side of (41) is in $P_\pi$ as required by Definition 2.17.

To complete the proof that $\varphi^*(\Sigma^S_G) \sim \Sigma^T_G$, we need to check that the $\hat{y}$'s in these two seeds coincide. That is, we need to show that the multiplicative $P_\pi$-factors on the right hand side of (41) cancel out when we compute the Laurent monomial $\hat{y}$. This follows from the well-known fact that each of the $\hat{y}$ monomials is homogeneous with respect to the $Z^n$-grading on $C[\tilde{\Pi}_\pi]$, given by the degree in the column vectors: the number of times that a given $i$ appears in the numerator of each $\hat{y}$ cancels with the number of times it appears in the denominator, and thus the same is true of each $\Delta_{I_i}/\Delta_{I_{i+1}}$.

Since $\varphi^*(\Sigma^S_G) \sim \Sigma^T_G$, we have then that

$$A(\Sigma^T_G) = A(\varphi^*(\Sigma^S_G)) = \varphi^*(A(\Sigma^S_G)) = \varphi^*(C[\tilde{\Pi}_\mu]) = C[\tilde{\Pi}_\pi].$$

□

This completes the proof of Theorem 4.21 (leaving the equivalence of the combinatorial conditions (2) and (3) for Section 7). We also have the following corollary about the positive parts of $\tilde{\Pi}_\pi$ determined by relabeled plabic graph seeds.

**Corollary 5.18 (G$^\rho$ gives a positivity test).** Suppose $\pi \rho \leq_0 \pi$. Suppose $G^\rho$ is a relabeled plabic graph with trip permutation $\pi$ and satisfies Theorem 4.21(1). Then the positive part of $\tilde{\Pi}^\circ_\pi$ determined by $\Sigma^T_G$ is equal to $\tilde{\Pi}^\circ_{\pi,>0}$. That is,

$$\{x \in \tilde{\Pi}^\circ_{\pi} : \Delta_{I_{(F)}}(x) > 0 \text{ for all faces } F \text{ of } G^\rho \} = \{x \in \tilde{\Pi}^\circ_{\pi} : \Delta_{I}(x) > 0 \text{ for all } I \in \mathcal{M}_\pi \}.$$

**Proof.** Let $\mathcal{I} = \mathcal{I}_{\rho,\pi}$. By going up the left hand side of the main commutative diagram (32), we see that $\tilde{\mathcal{I}}(G^\rho) \subset \mathcal{M}_\pi$, thus the right left hand set above is contained in the left hand set.

The containment of the left hand side in the right hand side follows from Corollary 5.14 and its dual statement, which is that $\epsilon \circ \tilde{\tau}_\mathcal{I} \circ (\tilde{\Pi}^\circ_{\rho,>0}) = \tilde{\Pi}^\circ_{\rho,>0}$. Indeed, if $x$ is in the left hand side, then by Corollary 5.14 $\tilde{\tau}_\mathcal{I} \circ \epsilon(x) \in \tilde{\Pi}^\circ_{\rho,>0}$. From the dual statement, we have that

$$\underline{\epsilon} \circ \tilde{\tau}_\mathcal{I} \circ (\tilde{\tau}_\mathcal{I} \circ \epsilon(x)) = x \in \tilde{\Pi}^\circ_{\rho,>0}.$$

□

6. **Quasi-equivalence and cluster structures from relabeled plabic graphs**

In this section, we investigate the quasi-equivalence of the different cluster structures on $\tilde{\Pi}^\circ_{\pi}$ given by Theorem 4.21. We verify the quasi-equivalence of source and target cluster structures (Conjecture 1.1) for a class of positroids we call “toggle-connected.” We also prove the quasi-equivalence of all cluster structures given by Theorem 4.21 for (open) Schubert and opposite Schubert varieties, verifying a special case of Conjecture 1.2.

First we recall our main conjecture on quasi-equivalence:

**Conjecture 1.2 (Quasi-equivalence conjecture).** Let $G^\rho$ be a relabeled plabic graph satisfying the conditions of Theorem 4.21 determining a cluster structure on $\tilde{\Pi}^\circ_{\pi}$. Let $H$
be a plabic graph with trip permutation $\pi$. Then the seeds $\Sigma^T_{G^\rho}$ and $\Sigma^T_H$ are related by a quasi-cluster transformation.\footnote{In the language of \cite{Fra16}, this conjecture says that the map $\tilde{\tau}_\mu \circ \epsilon$ from Section 5 is a quasi-isomorphism of the target structures on $\tilde{\Pi}_\mu^\circ$ and $\tilde{\Pi}_\nu^\circ$.}

**Remark 6.1.** In Example 3.3 we explained that $\Sigma^S_G = \Sigma^T_{G^{\pi-1}}$. However, the seed $\Sigma^T_{G^{\pi-1}}$ does not fit into the framework of Theorem 4.21 and Conjecture 1.2 because when $\rho = \pi^{-1}$, $\epsilon := \pi \rho$ does not have type $(k,n)$. This is not a problem: if we instead choose $\rho = \pi^{-1}\epsilon_k$ and $\epsilon = \epsilon_k$, then $\epsilon \leq \pi$ as desired. If $H^\rho$ has trip permutation $\pi$, then the target labels of the boundary faces of $H^\rho$ give the shifted reverse Grassmann necklace $\tilde{\Lambda}_\tau[k]$. It is not hard to see that $\Sigma^T_{H^\rho}$ is equal to the source seed $\Sigma^S_G$ for some plabic graph $G$ with trip permutation $\pi$. So the source-labeled seed of $G$ can be realized as a relabeled plabic graph seed satisfying the assumptions of Theorem 4.21 and Conjecture 1.2.

**Remark 6.2.** If indeed Conjecture 1.2 holds, then the two cluster structures on $\tilde{\Pi}_\mu^\circ$ would and $\Sigma^T_{H^\rho}$ would give rise to the same notion of positive part of $\tilde{\Pi}_\nu^\circ$. Corollary 5.18 confirms that this is indeed the case, supporting Conjecture 1.2.

We now state our main result in the direction of Conjecture 1.2. As preparation, let $G^\rho$ and $H^\rho$ be reduced plabic graphs with trip permutation $\pi$, both satisfying Theorem 4.21(1) (i.e., satisfying both the hypotheses of that theorem and the equivalent conditions (1) through (4)). Thus the seeds $\Sigma^T_{G^\rho}$ and $\Sigma^T_{H^\rho}$ give rise to cluster structures on $\tilde{\Pi}_\mu^\circ$. The boundary faces of these graphs yield Grassmann-like necklaces $\mathscr{I}_{\rho,\bullet,\pi}$ and $\mathscr{I}_{\sigma,\bullet,\pi}$.

**Theorem 6.3** (Toggling as quasi-cluster transformation). Suppose, in the setting of the previous paragraph, that the Grassmann-like necklaces $\mathscr{I}_{\rho,\bullet,\pi}$ and $\mathscr{I}_{\sigma,\bullet,\pi}$ are related by an aligned toggle. Then the seeds $\Sigma^T_{G^\rho}$ and $\Sigma^T_{H^\rho}$ are related by a quasi-cluster transformation.

The proof of Theorem 6.3 is in Section 7.3. Informally, the argument is as follows. By a sequence of square moves (at interior faces), one can pass from the given graph $G^\rho$ to another graph $(G')^\rho$ with the same trip permutation $\pi$, and with the property that the aligned toggle relating $\mathscr{I}_1$ and $\mathscr{I}_2$ is carried out by “performing a square move” at the corresponding boundary face of $(G')^\rho$. By a simple argument, performing square moves at boundary faces in this way is a quasi-cluster transformation.

We now define a **toggle graph** to summarize the various quasi-equivalences which follow from Theorem 6.3.

**Definition 6.4** (Toggle graph). Fix $f \in \text{Bound}(k,n)$ and let $\text{Sep}_f$ be the set of $i \leq_R f$ such that $\ell(i^{-1}fi) = \ell(f)$. Define an (undirected) graph $TG_f$ on $\text{Sep}_f$ by putting an edge between $i$ and $w$ if $w = is_a$ for some $a$. That is, $TG_f$ is obtained from the Hasse diagram of the lower order ideal of $f$ in $(\text{Bound}(k,n), \leq_R)$ by deleting all elements $i \leq_R f$ with $\ell(i^{-1}fi) \neq \ell(f)$ (see Figure 4).

We define an analogous graph for permutations of type $(k,n)$ by applying the map $f \mapsto \tilde{f}$ everywhere, and use the same notation.

We say that $f$ is **toggle-connected** if $f$ and $\epsilon_k$ are in the same connected component of $TG_f$.\footnote{In fact, for a rotation of the underlying graph $H$}
Remark 6.5. Each vertex of $TG_f$ corresponds to a Grassmannlike necklace satisfying condition (2) of [Theorem 4.21], thus to a cluster structure on $\tilde{\Pi}_\pi^0$. The edges of $TG_f$ record when two such necklaces are related by an aligned toggle. By [Theorem 6.3] any two necklaces in the same connected component of $TG_f$ determine quasi-equivalent cluster structures.

Example 6.6. For the affine permutation $f = [4, 6, 5, 8, 7, 9]$ appearing in Figure 1, Examples 4.6 and 4.24, the weak order lower order ideal beneath $f$ consists of 4 permutations, namely $f$ itself together with $[4, 6, 5, 7, 8, 9]$, $[4, 6, 5, 7, 8, 9]$, and $e_3$. Each of these permutations satisfies the length condition $\ell(i^{-1}fi) = \ell(f)$, i.e. $Sep_f$ coincides with the lower order ideal in this case. The toggle graph $TG_f$ is a 4-cycle, a connected graph, so the source and target cluster structures are quasi-equivalent in this case. On the other hand, Figure 4 illustrates a positroid whose toggle graph has two connected components. While it is simple to check in this particular case that one can pass from one of these connected components to the other by a quasi-cluster transformation, our general setup does not prove statements of this sort.

Example 6.7. We analyze in greater detail the cluster variables in the four quasi-equivalent cluster structures on $\tilde{\Pi}_\pi^0$ coming from the relabeled graphs in Figure 1. Each of these is a finite type cluster algebra of type $A_2$.

The leftmost graph is the target structure. Three of the five clusters come from plabic graphs. The cluster variables are

\[(42) \quad \Delta_{124}, \Delta_{246}, \Delta_{236}, \Delta_{356}, \Delta_{346}\Delta_{125},\]

listed so that adjacent cluster variables form a cluster. The last cluster variable in (42) is a product of two Plücker coordinates hence is not the target label of a plabic graph.

A similar story holds for the rightmost graph, i.e. the source structure, with cluster variables $\Delta_{236}, \Delta_{246}, \Delta_{124}, \Delta_{145}$, and $\Delta_{146}\Delta_{235}$.

For the two intermediate cluster structures, every cluster comes from a relabeled plabic graph and every cluster variable is a Plücker coordinate. The cluster variables for the top center graph are $\Delta_{124}, \Delta_{246}, \Delta_{236}, \Delta_{235}$, and $\Delta_{125}$. Those for the bottom center graph are $\Delta_{124}, \Delta_{246}, \Delta_{236}, \Delta_{136}$, and $\Delta_{134}$.

The following 8 Plücker coordinates appear as a boundary face label in one of the four plabic graphs in Figure 1:

\[\Delta_{123}, \Delta_{234}, \Delta_{346}, \Delta_{256}, \Delta_{126}, \Delta_{146}, \Delta_{245}.\]

Thus each of these Plücker coordinates is a unit in $\tilde{\Pi}_\pi^0$.

The following 9 Plücker coordinates appear as mutable variables in one of the cluster structures:

\[\Delta_{124}, \Delta_{246}, \Delta_{236}, \Delta_{356} \equiv \Delta_{136} \equiv \Delta_{235}, \Delta_{134} \equiv \Delta_{125} \equiv \Delta_{145}.\]

Here we use the notation $\equiv$ to denote equality up to multiplication by an element of $\mathbb{P}_\pi$, working inside $\mathbb{C}[\tilde{\Pi}_\pi^0]$. One may check that $\Delta_{135} = \frac{\Delta_{136}\Delta_{235}}{\Delta_{256}} \in \mathbb{C}[\tilde{\Pi}_\pi^0]$ is a nontrivial cluster monomial (in any of the four cluster structures). Altogether, this accounts for 18 Plücker coordinates. The remaining two Plücker coordinates are $345, 156 \notin \mathcal{M}_\pi$.

Thus, at least in this small example, we can find every Plücker coordinate which is a mutable variable up to units as a mutable variable in some seed arising from a relabeled plabic graph.
\[ \vec{I}_\pi = 1234_5 \ 2345_2 \ 3457_5 \ 4567_1 \ 1567_1 \ 1467_2 \ 1347_3 \]

\[ \vec{I}_\pi = 1234_5 \ 2345_2 \ 3457_5 \ 4567_1 \ 1567_1 \ 1467_2 \ 1347_3 \]

**Figure 4.** The \( \leq \) lower order ideal of \( \pi = 5761432 \), a permutation of type (4, 7). For each \( \iota \leq \pi \), the Grassmannlike unit necklaces \( I_{\iota, \pi} \) is displayed (to save space, elements of \( \vec{I}_\pi \) are omitted from intermediate necklaces). The weakly separated necklaces, which have insertion permutation \( \iota \in \text{Sep}_\pi \), are in black. For example, any necklace containing 2456, 1347 is not weakly separated. Edges are cover relations in \( \leq \): solid edges are edges in \( TG_\pi \), while dashed edges are not. Since there is no solid path from the top to the bottom, \( \pi \) is not toggle-connected.

We saw in [Remark 6.1](#) that the source cluster structure on \( \tilde{\Pi}_\pi \) corresponds to the vertex \( \epsilon_k \) of \( TG_\pi \). If \( \pi \) is toggle-connected, then \( \pi \) and \( \epsilon_k \) are in the same connected component of \( TG_\pi \), which by [Remark 6.5](#) immediately implies the following corollary.

**Corollary 6.8** (Source and target are quasi-equivalent). If \( \pi \) is toggle-connected, then the source and target cluster structures on \( \tilde{\Pi}_\pi \) are quasi-equivalent.

**Remark 6.9.** It is an unfortunate fact of life that not every \( \pi \in \text{Bound}(k, n) \) is toggle-connected. We do not see a way of constructing a quasi-cluster transformation from the target structure to the source structure purely within the world of Plücker coordinates and square moves. On the other hand, our results break up this problem into smaller subproblems (namely, the subproblem of finding a sequence of quasi-cluster transformations between connected components of \( TG_\pi \)).

We end this section by investigating \( TG_\pi \) for open Schubert and opposite Schubert varieties, and showing that [Conjecture 1.2](#) holds for these classes.

**Definition 6.10.** A (loopless) open positroid variety \( \tilde{\Pi}_\pi \subseteq \tilde{\text{Gr}}(k, n) \) is an open Schubert variety if \( \pi \) has a single descent and no fixed points before the descent. It is an open opposite Schubert variety if the numbers 1, \ldots, \( k \) and \( k + 1, \ldots, n \) appear in increasing order in \( \pi \) and none of \( k + 1, \ldots, n \) are fixed points.\(^{14}\)

\(^{14}\)Open Schubert varieties correspond to Le-diagrams that are filled entirely with pluses. Open opposite Schubert varieties correspond to Le-diagrams whose shape is a \( k \times (n - k) \) rectangle and whose zeros form a partition.
Proposition 6.11. Let $\tilde{\Pi}^o_n$ be an open Schubert or opposite Schubert variety. Then for all $i \leq_o \pi, i \in \text{Sep}_\pi$.

Proof. First, suppose $\tilde{\Pi}^o_\pi \subset \text{Gr}(k, n)$ is an open Schubert variety, so $\pi$ has a single descent. That is, there is a single $a$ such that $\pi(a) > \pi(a+1)$. Since $\pi$ has no fixed points in $[a]$, all of $\pi(1), \ldots, \pi(a)$ are not anti-excedences of $\pi$. On the other hand, all of $\pi(a+1), \ldots, \pi(n)$ are anti-excedences of $\pi$, so $a = n - k$.

The bounded affine permutation $f$ corresponding to $\pi$ satisfies $f(b) = \pi(b)$ for $b \in [n-k]$ and $f(b) = \pi(b) + n$ for $b = n - k + 1, \ldots, n$. If $a < b$ and $f(a) > f(b)$ with $a \in [n]$, then $b > n$, since the window notation of $f$ consists of an increasing sequence. Additionally, we have $f(a), f(b) \in [n + 1, 2n]$. This means that the right associated reflections of $f$ all have the form $t_{ab}$ where $a \in [n]$ and $b > n$ and the left associated reflections of $f$ all have the form $t_{ba}$ where $a, b \in [n]$. Thus, $T_L(f) \cap T_R(f) = \emptyset$.

Now, consider any $i \leq_R f$, so $f = iw$ is length-additive. It is not hard to see that $T_L(i) \subset T_L(f)$ and $T_R(w) \subset T_R(f)$, so in particular, $T_L(i) \cap T_R(w)$ is empty. By Lemma 2.26, this means that $wi$ is length-additive. Since $i^{-1}fi = wi$, we have that $\ell(i^{-1}fi) = \ell(w) + \ell(i) = \ell(f)$, so $i \in \text{Sep}_f$. This implies that $\nu := \tilde{i}$ is in $\text{Sep}_\pi$. Since the choice of $i$ was arbitrary, this completes the proof.

The proof for opposite Schubert varieties is similar. \square

As an immediate corollary, we obtain the following.

Theorem 6.12 (Quasi-equivalence for Schuberts). Let $\tilde{\Pi}^o_\pi$ be an open Schubert or opposite Schubert variety. Then each relabeled plabic graph $G^p$ with trip permutation $\pi$ whose boundary satisfies $\pi \rho \leq_o \pi$ gives rise to a cluster structure on $\tilde{\Pi}^o_\pi$. Moreover, all of these cluster structures are quasi-equivalent. In particular, Conjecture 1.1 holds for $\tilde{\Pi}^o_\pi$.

Remark 6.13. Open skew-Schubert varieties are a subclass of positroid varieties indexed by skew-shapes contained in a rectangle. Relabeled plabic graphs with a particular boundary were shown to give a cluster structure on open skew-Schubert varieties in [SSBW19]. In fact, it is not difficult to show that open skew-Schubert varieties are toggle-connected, and moreover that the cluster structure given in [SSBW19] is quasi-equivalent to the target and source cluster structures.

7. Proofs

We prove the weak analogue Lemma 4.7 of Oh’s theorem used in the proof of the unit necklace theorem. Then we prove the equivalence of the Coxeter-theoretic condition (2) and the weak-separation theoretic condition (3) from Theorem 4.21. Finally, we prove Theorem 6.3 which says that aligned toggles on Grassmannlike necklaces induce quasi-equivalences of cluster structures.

7.1. Proof of Lemma 4.7. Recall the definition of noncrossing and aligned chords and toggles from Definition 4.5.

By Remark 4.9, if we perform an aligned toggle at a necklace $\mathcal{I}$ satisfying $\mathcal{I} \subset \mathcal{M}_\pi$ then the new necklace $\mathcal{I}' \subset \mathcal{M}_\pi$ as well.
Since $\rho$ and $\iota$ determine $\mathcal{I}$, we will frequently omit the subsets $I_i$, writing the removal and insertion values in the following two-line notation:

$$\mathcal{I} = \frac{t_1}{\rho_1} \frac{t_2}{\rho_2} \cdots \frac{t_{n-1}}{\rho_{n-1}} \frac{t_n}{\rho_n}. \tag{43}$$

Now we prove Lemma 4.7 which is needed in the proof of Theorem 4.14.

**Proof of Lemma 4.7** Let $\mathcal{I}_n$ be a forward Grassmann necklace. Suppose $\mathcal{I} = (I_1, \ldots, I_n)$ is a Grassmannlike necklace which can be obtained from $\mathcal{I}_n$ by a sequence of noncrossing toggles.

We prove the following more specific claim which readily implies the desired statement. We abbreviate $L = I_{\rho^{-1}(a)}$ and $R = I_{\rho^{-1}(a)+1}$.

**Claim:** There exist sets $S$, $T \subset [n] \setminus \{\pi(a), a\}$, with

$$L = \mathcal{I}_a \setminus (\pi^{-1}T \cup S) \bigcup (T \cup \pi^{-1}S) \tag{44}$$

$$R = \mathcal{I}_{a+1} \setminus (\pi^{-1}T \cup S) \bigcup (T \cup \pi^{-1}S) \tag{45}$$

such that the pair of chords $\pi^{-1}(s) \mapsto s$ and $a \mapsto \pi(a)$ are noncrossing for all $s \in S$, and likewise the chords $\pi^{-1}(t) \mapsto t$ and $a \mapsto \pi(a)$ are noncrossing for all $t \in T$.

In (44), let us clarify that the use of $\setminus$ implies that the second set is contained in the first. (We do not adopt that convention in most other parts of the paper.) However, it is not important that the sets $\pi^{-1}(T), S$ are disjoint, and it is also not important that the sets $S$ and $T$ are disjoint (i.e., we allow for removing an element that is in $S$ and then adding it back in if it is in $T$).

We will establish this claim by induction on $\ell(f) - \ell(i)$ and then explain why it implies the statement in the lemma.

The base case of (44) holds with $S = T = \emptyset$. The subsets $L$ and $R$ only change meaning when we toggle at either $L$ or $R$. If we toggle at $R$, things look locally like

$$L \xrightarrow{a} \pi(a) \quad R \xrightarrow{t} \pi^{-1}(t) \quad X. \tag{46}$$

Let us denote by $L', R'$ the new versions of $L$ and $R$ after the toggle. Then $R' = X = R \setminus \pi^{-1}(t) \cup t$. The subset $L'$ is obtained by toggling at $R$; we clearly also have $L' = L \setminus \pi^{-1}(t) \cup t$. So $L', R'$ both evolve according to the formula (44) in this case. The claimed statement that these chords are noncrossing holds by assumption. Note also that $t \neq \pi(a)$. The argument in the case that we toggle at $L$ rather than at $R$ is similar, with the local picture looking like

$$X \xrightarrow{s} \pi^{-1}(s) \quad L \xrightarrow{a} \pi(a) \quad R \tag{47}$$

and the subsets evolving according to the formula $L' = L \setminus s \cup \pi^{-1}(s)$ and $R' = R \setminus s \cup \pi^{-1}(s)$. Note again that $s \neq a, \pi(a)$. The claim holds by induction.

Since the chords $\pi^{-1}(s) \mapsto s$ and $a \mapsto \pi(a)$ are noncrossing, we either have that $\{s, \pi^{-1}(s)\} \subset (a, \pi(a))$ or that $\{s, \pi^{-1}(s)\} \subset (\pi(a), a)$ (with both of these considered as cyclic subintervals of $[n]$). And similarly for $\{\pi^{-1}(t), t\}$. From (44), it follows that

$$\#(R \cap (a, \pi(a))) = \#I_{a+1} \cap (a, \pi(a)).$$
If \( J = L \setminus a \cup y = R \setminus \pi(a) \cup y \) where \( y <_a \pi(a) \), then
\[
\#(J \cap (a, \pi(a))) = \#(R \cap (a, \pi(a))) + 1 > \#(\vec{I}_{a+1} \cap (a, \pi(a)))
\]
so that \( J \notin \mathcal{M}_\pi \) using Oh’s Theorem.

Likewise, let \( J = L \setminus y \cup \pi(a) \) in the situation \( \pi(a) <_a y \). Then
\[
\#(\vec{I}_a \cap [a, \pi(a)]) = \#(L \cap [a, \pi(a)]) = \#(J \cap [a, \pi(a)]) - 1,
\]
so that \( J \notin \mathcal{M}_\pi \) using Oh’s Theorem.

\[
□
\]

7.2. **Proof of Theorem 4.21**: (1) \( \iff \) (2). By Remark 4.9, aligned toggles correspond to those in which the Plücker relation has signs \( \bar{I}_i \bar{I}_i' = \bar{I}_{i-1} \bar{I}_{i+1} + S_1 S_2 \). Such a relation “looks like” the three-term Plücker relation encoding a square move on weakly separated collections. However, such a Plücker relation does not necessarily correspond to a square move on weakly separated collections; that is, performing an aligned toggle does not preserve weak separation. So not all of the necklaces \( \mathcal{I}_{\iota, \pi} \) with \( \iota \leq_0 \pi \) are weakly separated.

Recall our general setup: we have \( i \leq_R f \) which are lifts of permutations \( \iota, \pi \) of type \((k, n)\). We define \( \mu = i^{-1} \pi \iota \) which is a permutation of type \((k, n)\) with lift \( m \in \text{Bound}(k, n) \). By Lemma 4.17, \( m = i^{-1} f i \). We always have \( \ell(m) \leq \ell(f) \) and we want to characterize when \( \ell(m) = \ell(f) \).

To simplify statements, let \( r = f^{-1} i \), so \( m = r^{-1} i \).

**Lemma 7.1.** We have \( \ell(m) < \ell(f) \) if and only if there exists a transposition \( t \in T \) satisfying both \( \ell(tr) < \ell(r) \) and \( \ell(ti) < \ell(i) \).

In other words, if \( t = t_{ij} \), then the values \( i \) and \( j \) are “out of order” in both \( \rho \) and \( \iota \) (when both permutations are appropriately upgraded to affine permutations).

**Proof.** Since \( i \leq_R f \), the factorization \( f = ir^{-1} \) is length-additive: \( \ell(f) = \ell(i) + \ell(r^{-1}) \).

So \( \ell(m) = \ell(f) \) if and only if the factorization \( m = r^{-1} i \) is length-additive: \( \ell(r^{-1} i) = \ell(r^{-1}) + \ell(i) \).

By Lemma 2.26, \( \ell(r^{-1} i) = \ell(r^{-1}) + \ell(i) \) if and only if \( T_R(r^{-1}) \cap T_L(i) = \emptyset \). Also \( T_R(r^{-1}) = T_L(r) \), so we are done.

\[
□
\]

We now prove (1) implies (2) in Theorem 4.21, namely that \( \ell(m) = \ell(f) \) is sufficient to guarantee that \( \mathcal{I}_{\iota, \pi} \) is weakly separated.

**Proof of sufficiency.** We will suppose that \( \mathcal{I} \) is not weakly separated and show that there exists a transposition \( t \in T \) as in the statement of Lemma 7.1.

First we rephrase weak separation of \( \mathcal{I} \) as a condition on the removal and insertion permutations \( \rho \) and \( \iota \). A 4-tuple of circularly ordered numbers \( a < b < c < d \) are a witness for nonseparation of \( \mathcal{I} \) if and only if there are values \( x, y \in [n] \), such that

(48) \( \{a, c\} \subset \iota([y, x]) \) and \( \{b, d\} \subset \rho([y, x]) \)

(49) \( \{a, c\} \subset \rho([x, y]) \) and \( \{b, d\} \subset \iota([x, y]) \).
Visually, we can “chop” \( \mathcal{I} \) in the positions \( I_x \) and \( I_y \), breaking \([n] = \beta_1 \coprod \beta_2 \) in two cyclic intervals \( \beta_i \). In \( \beta_1 \) we see \( \{a,c\} \) in the insertion permutation and \( \{b,d\} \) in the removal permutation while in \( \beta_2 \) we see the opposite.

Now we switch from thinking about permutations \( \rho, \iota \) to thinking about affine permutations. We consider the two-line notation \((43)\) (extended bi-infinitely and \(n\)-periodically in both directions) whose numerator is \( i \) and whose denominator is \( r = f^{-1}i \). Reducing values modulo \( n \) yields the permutations \( \iota, \rho \) respectively.

As in the proof of Lemma \(4.17\) we can reach this two-line notation by starting with the two-line notation whose numerator is \( f \) and whose denominator is the identity \( e_0 \in \tilde{S}_n \), and \( n\)-periodically performing swaps of adjacent columns. In particular, any column vector \( \alpha \) appearing in the two-line notation satisfies \( \alpha \leq \beta \leq \alpha + n \).

As in the proof of Lemma \(4.17\), the appearance of any \( x \in \mathbb{Z} \) in the top row is weakly to the left of \( x \) in the bottom row.

Suppose \( a < b < c < d \) are a witness against weak separation as in \((48)\). We can uniquely lift these to linearly ordered numbers \( a < b' < c' < d' \in \mathbb{N} \) such that \( b' \in \{b, b+n\} \) and so on. Initially, the numbers \( a, b', c', d' \) appear sorted in the order \( a, \ldots, b', \ldots, c', \ldots, d' \) in the denominator of the two-line notation. To reach \( \mathcal{I} \), we perform a sequence of column swaps so that \( \{a, c\} \) and \( \{b', d'\} \) are adjacent to each other in the bottom row.

For example, this might happen by starting with \( a, \ldots, b', \ldots, c', \ldots, d' \) in the bottom row, performing swaps until we reach \( a, \ldots, b', \ldots, c', \ldots, d \) with \( b', c' \) adjacent, and then performing the swap that switches \( b', c' \) yielding \( a, \ldots, c', b', \ldots, d \). Once we have done this, the values \( c', b' \) henceforth remain out of order in the bottom row, and in particular we would have \( \ell(t_{b',c'}i) < \ell(i) \). If we perform a further sequence of swaps and arrive at the picture

\[
\{b, d\} \cdots \{a, c\} \\
\{a, c\} \cdots \{b, d\}
\]

modulo \( n \), we conclude that the picture in fact looks like

\[
\{b', d'\} \cdots \{a+n, c'+n\} \cdots \{b' + n, d' + n\} \\
\{a, c\} \cdots \{b', d'\} \cdots \{a' + n, c' + n\}
\]

using the fact \( a \) in the top row appears left of \( a \) in the bottom row, etc. The values \( b', c' \) are also out of order in the numerator, i.e. we have \( \ell(t_{b',c'}i) < \ell(i) \), as desired.

We have been considering the special case where \( b' \) swaps past \( c' \), but it is straightforward to see that it is necessary to perform at least one of the swaps \((d \text{ past } a, a \text{ past } b', b' \text{ past } c', \text{ or } c' \text{ past } d')\) and the argument is identical. \( \square \)

Now we prove (2) implies (1) in Theorem \(4.21\), i.e. that the condition \( \ell(m) = \ell(f) \) is necessary for the necklace \( \mathcal{I} \) to be weakly separated.

**Proof of necessity.** We will show that if there exists \( a < b \) such that \( \ell(t_{ab}r) < \ell(r) \) and \( \ell(t_{ab}i) < \ell(i) \), then we can chop the two-line notation \((43)\) in two pieces as in \((48)\) and \((49)\). As in the above proof of sufficiency, we work with two-line notation for affine
permutations. By assumption, the two-line notations looks like

\begin{equation}
\cdots b \cdots a \cdots \cdots \cdots \cdots \cdots
\end{equation}

The relative positions of the $a$ in the numerator and the $b$ in the denominator are not important for our argument.

We chop the necklace as indicated by vertical bars

\begin{equation}
\begin{array}{c|cccc}
\cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\end{array}
\end{equation}

(that is, just after the $b$ in the top row and just before the $a$ in the bottom row). Let $B^+ \subseteq (-\infty, a)$ be those values lying in within the vertical bars and in the bottom row of the two-line notation. Similarly, we let $T^- \subseteq (-\infty, a)$ be those values lying within the vertical bars and in the top row of the two-line notation.

We claim that $B^- \setminus T^-$ is nonempty. We have that $f^{-1}(a) \in B^-$. Then the claim follows from noting that if $z \in T^-$ then there exists an element of $B^-$ which is strictly less than $z$ (namely, the element $f^{-1}(z)$).

We can likewise set $B^+ := (b, \infty) \cap$ bottom row and $T^+ := (b, \infty) \cap$ top row (again, only considering those values within the vertical bars). Then $f(b) \in T^+$ and we claim that $T^+ \setminus B^+$ is nonempty. This follows similarly from as above, noting that if $z \in B^+$ then there exists an element of $T^+$ which is strictly greater than $z$ (namely, the element $f(z)$).

Letting $z_- \in B^- \setminus T^-$, $z_+ \in T^+ \setminus B^+$, we have $z_- < a < b < z_+$ are a witness against weak separation. \qed

### 7.3. Proof of Theorem 6.3

We prove Theorem 6.3 using the technology of plabic tilings introduced in [OPS15, Section 9]. We briefly review the definition here.

Let $p_1, \ldots, p_n \in \mathbb{R}^2$ be the vertices of a regular $n$-gon listed in clockwise order. For $I \subset [n]$, we use the notation $p(I) := \sum_{i \in I} p_i$ (where the summation here is summation of vectors in $\mathbb{R}^2$). As usual, we abbreviate $X \cup \{a\}$ as $Xa$.

Given a weakly separated collection $C \subset \binom{[n]}{k}$, the associated plabic tiling $T(C)$ is a 2-dimensional CW-complex embedded in $\mathbb{R}^2$. The vertices are $\{p(I) : I \in C\}$. Faces correspond to nontrivial black and white cliques in $C$. For $X \in \binom{[n]}{k-1}$, the white clique $W(X)$ consists of all $I \in C$ which contain $X$. Similarly, for $X \in \binom{[n]}{k}$, the black clique $B(X)$ consists of all $I \in C$ which are contained in $X$. A clique is nontrivial if it has more than two elements. The elements of a white clique, for example, are $Xa_1, \ldots, Xa_r$, where $a_1, \ldots, a_r$ are cyclically ordered; we have edges between $p(Xa_i)$ and $p(Xa_{i+1})$ in $T(C)$. The edges between vertices in a black clique are similar.

**Lemma 7.2.** Consider a pair of permutations $i \preceq_\pi \pi$ and let $\mathcal{I} = \mathcal{I}_{\pi, i, \pi}$ be a Grassmannian-like necklace with terms $(I_1, \ldots, I_n)$. Let $u \rightarrow \pi(u)$ and $v \rightarrow \pi(v)$ be a pair of crossing chords and set $w := \pi(u)$ and $x := \pi(v)$. Then $\mathcal{I}$ does not contain a quadruple $I_a, I_{a+1}, I_b, I_{b+1}$ such that either $(I_a, I_{a+1}) = (Xu, Xw)$ and $(I_b, I_{b+1}) = (Xv, Xx)$, or $(I_a, I_{a+1}) = (X \setminus u, X \setminus w)$ and $(I_b, I_{b+1}) = (X \setminus v, X \setminus x)$.

**Proof.** We argue by contradiction. Suppose we have $(I_a, I_{a+1}) = (Xu, Xw)$ and $(I_b, I_{b+1}) = (Xv, Xx)$ for crossing chords $u \rightarrow w$ and $v \rightarrow x$. Since $u$ is removed from $I_a$, we have
that \(a = \rho^{-1}(u)\). We also have that \(w = \pi(u)\). Since the chords \(u \to w\) and the chords \(v \to x\) cross, we know that one of \(v, x\) is in the cyclic interval from \(u\) to \(\pi(u)\). Let’s say it’s \(x\) (the other case is identical). That is, we have \(x < u \leq \pi(u)\). By Lemma 4.7 this means that \(I_{\rho^{-1}(u)} \setminus u \cup x = Xx\) is not in the matroid \(\mathcal{M}_\pi\). But by Theorem 4.14 \(\mathcal{I}\) is a unit necklace and so in particular, all terms are in \(\mathcal{M}_\pi\), a contradiction.

The other case is identical.

For the remainder of this section, we fix a Grassmann-like necklace \(\mathcal{I} = \mathcal{I}_{\bullet, \pi}\) with \(\iota \leq \pi\). To this necklace \(\mathcal{I} = (I_1, \ldots, I_n)\) we associate the polygonal curve \(\zeta(\mathcal{I})\) with vertices \(p(I_1), \ldots, p(I_n)\) in that order. Since \(\mathcal{I}\) can have repeated terms, the curve \(\zeta(\mathcal{I})\) can have self-intersections at vertices. However, the conclusion of Lemma 7.2 says that \(\zeta(\mathcal{I})\) has no self-intersections involving a pair of crossing edges. Thus, \(\zeta(\mathcal{I})\) is a union of simple closed polygonal curves meeting only at their vertices.

We have moreover that none of these simple closed curves encloses another. Indeed, if this were true, then using Remark 4.20 one can replace each \(p(I)\) on these curves by its corresponding point \(p(\rho^{-1}(I))\) to obtain a similar pair of nested simple curves in the polygonal curve for the Grassmann necklace \(\mathcal{I}_\rho\). One knows that Grassmann necklaces do not have such nested polygonal curves, see [OPS15, Section 9].

Denote by \(D^\text{in}_{\mathcal{I}}\) (resp. \(D^\text{out}_{\mathcal{I}}\)) those \(k\)-element subsets \(I\) which are weakly separated from \(\mathcal{I}\) and whose corresponding point \(p(I)\) are weakly enclosed by (resp. weakly outside of) the curve \(\zeta(\mathcal{I})\).

**Lemma 7.3.** If \(\mathcal{C}\) is a maximal weakly separated collection containing \(\mathcal{I}\), then \(\mathcal{C} \cap D^\text{in}_{\mathcal{I}}\) coincides with \(\mathfrak{F}(G^\rho)\) for (reduced) relabeled plabic graph \(G^\rho\) whose trip permutation is \(\pi\). In particular, if \(I \in D^\text{in}_{\mathcal{I}}\), then \(I \in \mathcal{M}_\pi\).

**Proof.** The first assertion follows from the results mentioned in Remark 4.20 working one simple curve at a time. The second statement about positroids follows from our main commutative diagram Proposition 5.13.

**Proof of Theorem 6.3.** We abbreviate \(\mathcal{I} = \mathcal{I}_{\rho, \bullet, \pi} = (I_1, \ldots, I_n)\) and \(\mathcal{I}' = \mathcal{I}_{\sigma, \bullet, \pi}\). We let \(\mathcal{I} = (I_1, \ldots, I_n)\) and suppose the toggle takes place in position \(j\), with \(I'_j \in \mathcal{I}'\) the new \(k\)-subset that arises by performing the toggle.

We first rule out the case that \(I_{j-1} = I_{j+1}\). If \(\iota_j = \rho_j\), then every relabeled plabic graph with boundary \(\rho\) has a white lollipop at \(\rho_j\). In this case, it is easy to find relabeled plabic graphs \(G^\rho\) and \(H^\rho\) whose target seeds are identical (just move the white lollipop appropriately). Similarly, the \(\iota_{j-1} = \rho_{j-1}\) case is easy, so we may assume \(\iota_{j-1}, \rho_{j-1}, \iota_j, \rho_j\) are distinct.

For appropriate cyclically ordered indices \(u < v < w < x\) and an appropriate subset \(S \in \binom{[n]}{k-2}\) we have \(I_{j-1} = Suw, I_j = Svx, I_{j+1} = Swx,\) and \(I'_j = Suw\). As in Remark 4.9 there is a three-term Plücker relation involving the Plücker coordinates \(I_j, I_{j+1}, I_{j-1}\), and the two “extra” terms \(Sux, Swv\). By [OST17, Lemma 5.1], because both \(I_j, I_{j+1}\) are weakly separated with \(\mathcal{I} \cup \{I_j, I'_j\}\), the collection \(\mathcal{I} \cup Sux, Swv\) is weakly separated.

We next observe that \(I_j\) appears only once in \(\mathcal{I}\). This follows from the assumption that \(\mathcal{I}'\) is weakly separated because \(I_j, I_{j+1}\) are not weakly separated. Thus the vertex \(p(I_j)\) has exactly two neighbors on the polygonal curve \(\zeta(\mathcal{I})\) and is not the location of a self-intersection of this curve. It also implies that neither \(Sux\) nor \(Swv\) resides in \(\mathcal{I}\).
Next let $C$ be a maximal weakly separated collection containing $I \cup Sux, Svw$. Note that $p(I_j)$ has exactly four neighbors in the plabic tiling for $C$. Three of these are included in the picture (52) below. The missing neighbor is $p(Svw)$ sitting “above” $p(I_j)$ and connected to it by a vertical edge. For brevity we replace the symbol $p(I)$ by the symbol $I$ in this picture.

Let $C' = C \setminus I_j \cup I'_j$ be the result of performing a square move at $I_j \in C$. Note that $D_{\delta, I_j}^{in} \cap C = \overset{\rightarrow}{*} \mathbb{F} ((G')^\rho)$ and $D_{\delta, I'_j}^{in} \cap C' = \overset{\rightarrow}{*} \mathbb{F} ((H')^\sigma)$.

We make the following key claim: the seeds $\Sigma_{(G')^\rho}$ and $\Sigma_{(H')^\sigma}$ are quasi-equivalent. Since $\Sigma_{(G')^\rho}$ is mutation-equivalent to $\Sigma_{G^\rho}$ and $\Sigma_{(H')^\sigma}$ is mutation-equivalent to $\Sigma_{H^\sigma}$, we would then have that $\Sigma_{G^\rho}$ and $\Sigma_{H^\sigma}$ are related by a quasi-cluster transformation, completing the proof.

Let us establish the key claim. The coefficients group of these two seeds coincide by the unit necklace theorem. Their sets of mutable variables coincide, since the two plabic graphs differ only in their $j$th boundary face. What needs to be checked is the equality of exchange ratios in the two seeds.

It is not hard to see that every edge of $\zeta(\mathcal{I})$ is either an edge of the plabic tiling for $C$ or cuts across a face of this tiling. For topological reasons, it follows that exactly one of the two terms in $Sux$ and $Svw$ resides in $D^{in}_{\delta, I_j}$. Suppose for concreteness that this is true of $Sux$. By the proof of Proposition 4.10, the other term $Svw \notin M_{I_j}$. Recall that $Sux \notin \mathcal{I}$, thus it is a mutable variable in $\Sigma_{(G')^\rho}$.

Performing the square move at $I_j$ only changes the edges of the tiling involving $p(I_j)$ and its four neighbors. Of these, only $Sux$ is a mutable variable and has an exchange ratio. We obtain the seed $\Sigma_{(G')^\rho}$ by restricting the edges from the plabic tiling for $C$ to the elements of $D^{in}_{\delta, I_j}$ and ignoring any arrows between elements in $\mathcal{I}$. The equality of exchange ratios is now a simple local check using the change of coordinates $\Delta_{ij} = \frac{\Delta_{I_{j-1}}\Delta_{I_{j+1}}}{\Delta_{I_{j+1}}}$. The calculation is not affected by simultaneously reversing all arrows in both pictures.

Here, the dotted (resp. dashed) arrow is present on the left if and only if it is not present on the right. There may be other arrows between $Sux$ and other vertices, but these arrows in the same in both seeds. The calculation is not affected by simultaneously reversing all arrows in both pictures. □
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