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\textbf{Abstract}

The present study deals with the finite element discretization of nanofluid convective transport in an enclosure with variable properties. We study the Buongiorno model, which couples the Navier-Stokes equations for the base fluid, an advective-diffusion equation for the heat transfer, and an advection dominated nanoparticle fraction concentration subject to thermophoresis and Brownian motion forces. We develop an iterative numerical scheme that combines Newton’s method (dedicated to the resolution of the momentum and energy equations) with the transport equation that governs the nanoparticles concentration in the enclosure. We show that Stream Upwind Petrov-Galerkin regularization approach is required to solve properly the ill-posed Buongiorno transport model being tackled as a variational problem under mean value constraint. Non-trivial numerical computations are reported to show the effectiveness of our proposed numerical approach in its ability to provide reasonably good agreement with the experimental results available in the literature. The numerical experiments demonstrate that by accounting for only the thermophoresis and Brownian motion forces in the concentration transport equation, the model is not able to reproduce the heat transfer impairment due to the presence of suspended nanoparticles in the base fluid. It reveals, however, the significant role that these two terms play in the vicinity of the hot and cold walls.
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1. Introduction

Natural convection, or natural circulation, is a phenomenon in which fluid recirculates due to applied temperature difference, where hot fluid (light) tends to rise up, while colder fluid (heavy) tends to fall down. This phenomenon occurs in several engineering applications such as chips cooling, large compartment ventilation, passive cooling in heat exchangers, and further ocean dynamics and weather applications.

The suspension of nano-sized particles in base fluids, a mixture referred to as nanofluid, represents an attractive method in heat transfer engineering problems during the last two decades \cite{1,2,3}. Several engineering applications in heat transfer were investigated including natural convection, combined convection, heat transfer in electronic cooling, and renewable energy \cite{4,5,6,7,8,9,10,11,12,13}. Due to the high number of publications in using nanofluids to enhance the heat transfer rate in thermal engineering systems, several reviews were conducted, such as Jabbari et al. \cite{14} and Khodadadi et al. \cite{15}. Fan and Wang \cite{16}, Kakaci and Pramuanjaroenkij \cite{17}, Buongiorno et al. \cite{18}, Sheikholeslami and Ganji \cite{19}, and Manca et al. \cite{2}. The role of nanofluids in augmenting the heat transfer rate in forced convection is accepted in the research community where the nanofluids are found to be very useful in enhancing the performance of forced convective flows. Conversely, the role of nanofluids is still controversial in natural convection. For example, most theoretical studies reported enhancement in heat transfer due to the dispersion
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of the nanoparticles in base fluids. However, several experiments reported a deterioration in heat transfer due to the addition of nanoparticles to base fluids, Wen and Ding [19], Li and Peterson [20], Ho et al. [21], and Putra et al. [22]. In some experimental measurements, a significant increase in the effective thermal conductivity for the mixture of certain types of small solid particles with a diluted water has been noticed (see [21] and [23]). Due to this claimed significant improvement of transport properties of the nanofluids, nanofluid technology has attracted many applications including the cooling of electronic chips, cooling of smaller internal combustion engines, and biomedical technology.

Furthermore, along its development and use, the nanofluid technology has been controversial on some of its aspects. In fact, increasing the nanoparticle concentration does not necessarily mean an improvement of the heat transfer rate. This is indeed, a debate that until today researchers still does not converge to a common conclusion on the the heat transfer enhancement using nanoparticles. Nonetheless, the experimental results of Ho et al. [21] provide a clear evidence that heat transfer enhancement using nanofluid is actually possible with a low nanoparticles concentration (i.e. for volume fractions below 2%). For high Rayleigh number in particular, the dispersed nanoparticles in the base fluid are able to contribute to heat transfer rate enhancement of around 18% when compared to pure water. For concentrations equal to or greater than 2%, on the other hand, it was observed that the addition of nanoparticles would have a negative impact on the heat transfer rate.

One of the mostly used mathematical model used to study the heat transfer of nanofluid is the the Buongiorno model [5]. In this model, the flow around the nanoparticles is regarded as a continuum. It assumes that the only mechanisms causing the nanoparticles to develop a slip velocity with respect to the base fluid are: i) the Brownian diffusion resulting from continuous collisions between the nanoparticles and the molecules of the base fluid and ii) the thermophoresis representing the nanoparticles diffusion due to temperature gradient in the domain. Other slip mechanisms considered by Buongiorno in his analysis, namely, the diffusiophoresis, the lift force, the fluid drainage, and gravity settling are considered negligible. As a result, the model translates the fact that the Brownian diffusion and thermophoresis, are the only forces responsible for the diffusivity of nanoparticle concentrations, hence, together with the main stream they update the density of the nanofluid via a convection dominated partial differential equations (PDE).

In this paper, we use the model Buongiorno model to investigate the heat transfer enhancement using nanofluid. We develop and analyze a new numerical iterative scheme based on a finite element method (FEM) of the steady state PDEs. The nanofluid model at hand, consists then of four equations i) the continuity equation ii) the momentum equation, which is the classical Navier-Stokes equation subject to the buoyancy force, iii) the energy equation which is the convected heat equation and iv) the nanoparticle transport equation. The latter, is an advection dominated PDEs, as per the Péclet number (ratio of the convection rate and the diffusion rate) is very high, which leads to numerical spurious while using finite difference method or FEM [24]. The convected dominated nanoparticle transport equation is, indeed, ill-posed and has to be regularized in order to stabilize the calculation, see for instance [25] and also [26, 27] for an adaptive procedure based on a posteriori error estimate.

The momentum and energy equations are coupled through the convection and buoyancy terms, while the nanoparticle transport equation plays the role of fluid density regulator that has a crucial role in the variation of the fluid viscosity, hence on the shear stresses of the fluid. Particles migration is also impacted by the thermophoresis forces and other sub-scale forces modeled through a Brownian motion. A theoretical mathematical functional analysis of the Buongiorno model is studied in [28] where a mollified regularizing problem is set up and is shown to be weakly convergent toward the nanofluid Buongiorno model. A similar nanofluid model has been derived and studied in [29].

The resulting coupled system represents the dynamics of the nanofluid inside a differentially heated cavity. We supplement the problem at hand with the following appropriate boundary conditions; non-slip velocity, adiabatic horizontal walls, specifically heated and cooled walls (Dirichlet non homogeneous conditions), and the Neumann homogeneous boundary condition for the nanoparticle transport equation describing simply the fact that none of the particles is allowed to exit the enclosure (particles-flux is null).

For the numerical discretization of such Oberbeck-Boussinesq equations we refer to [30,31,32]. We also refer to the book [33] for a complete finite element analysis for the Navier-Stokes equations. In the present work we consider the pair \( P_2-P_1 \) continuous Taylor–Hood elements [34] for the discretization of the momentum equation, and consider the \( P_1 \)-continuous finite elements for the energy equation. The lowest order Taylor-Hood \( P_2-P_1 \) is one of the most popular FE pairs for incompressible fluid problems. Indeed, it satisfies the inf-sup stability condition for almost regular meshes and isotropic meshes with moderate aspect ratio [35].
The momentum and energy equations are solved iteratively through Newton-Raphson method [33]. We use P2-continuous FE for the nanoparticle transport equation for regularization aspects that we will discuss subsequently.

The rest of the paper is organized as follows: We present in Section 2 the mathematical equations that govern the heat transfer in a cavity with variable properties. In section 3 we develop the variational formulation of the governing equations. We discuss in section 4 the finite element discretization and the overall algorithm coupling Newton and SUPG methods. Then, in section 5 we report the stability and convergence of our numerical scheme in addition to its validation using available experimental and numerical data. Finally we close our paper with some concluding remarks.

Throughout the paper we shall use the following notations

**Nomenclature table**

| Symbol | Description |
|--------|-------------|
| $(x, y)$ | coordinate system (m) |
| $n$ | outward normal vector |
| $L$ | width of the cavity |
| $g$ | gravitational acceleration ($ms^{-2}$) |
| $u^*$ | dimensional velocity ($ms^{-1}$) |
| $u$ | horizontal velocity component |
| $p^*$ | dimensional pressure term |
| $p$ | dimensionless pressure term |
| $θ^*$ | temperature (K) |
| $θ$ | temperature |
| $ϕ^*$ | nanoparticles’ volume concentration (%) |
| $ϕ$ | nanoparticles’ volume concentration |
| $ϕ_b$ | nanoparticles’ bulk volume concentration (%) |
| $C$ | denoting Correlation |
| $c_p$ | specific heat ($J kg^{-1}K^{-1}$) |
| $Nu$ | Nusselt number, $Nu = -(L/Δθ) (∂θ/∂x)_w$ |
| $Ra$ | Rayleigh number |
| $Pr$ | Prandtl number |
| $Pe$ | Peclet number |
| $Le$ | Lewis number |
| $Sc$ | Schmit number |
| $ρ$ | density ($kg m^{-3}$) |
| $k$ | thermal diffusivity ($m^2 s^{-1}$) |
| $μ$ | dynamic viscosity ($N kg^{-1} s^{-1}$) |
| $α$ | kinematic viscosity ($m^2 s^{-1}$) |
| $β$ | volumetric expansion coefficient of the fluid |
| $D_ν^*$ | dimensional Brownian diffusion coefficient |
| $D_θ^*$ | dimensional thermophoretic diffusion coefficient |
| $D_ω$ | Brownian diffusion coefficient |
| $D_θ$ | thermophoretic diffusion coefficient |
| $π^m$ | variables for the momentum equation |
| $π^e$ | variables for the energy equation |
| $π^p$ | variables for the np transport equation |
| $nf$ | nanofluid subscript |
| $bf$ | base fluid subscript |
| $np$ | nanoparticle subscript |
| $C$ | cold wall |
| $H$ | hot wall |

2. **Equations settings**

Following Buongiorno model for incompressible nanofluid flow and using Boussinesq approximation for density, we describe the natural convection in a deferentially heated squared cavity. Thus the domain of computation $Ω$ (Figure 1) is a simply connected domain with Lipschitz boundary $∂Ω$. It is assumed that the fluid has reached a statistically time invariant state, a reason for which we shall study the steady state of the problem. The description of the dimensional and non-dimensional problems is reported in the sequel subsections.

2.1. **Governing dimensional equations**

Our focus will be on the long time statistically invariant state known as steady state. The flow is therefore considered time-invariant. The heat transfer equations governing the physics consist of a coupling between i) the momentum equation associated with the continuity equation, ii) the heat equation and iii) the nanoparticle transport equation and
Figure 1: Geometric sketch of the considered differential cavity and the boundary conditions for the velocity, temperature and nanoparticle concentration.

write as follows:

\[
\begin{align*}
\nabla^* \cdot \mathbf{u}^* &= 0 \quad \text{on } \Omega \\
(u^* \cdot \nabla^*) \mathbf{u}^* &= -\frac{1}{\rho_{nf}} \nabla^* p^* + \frac{1}{\rho_{nf}} \nabla^* \left( \mu_{nf} (\nabla^* \mathbf{u}^* + (\nabla^* \mathbf{u}^*)^T) \right) + g^* \left( \rho_{\infty} - \rho_{nf} \right) \\
(u^* \cdot \nabla^* \theta^*) &= \frac{1}{(\rho c_p)_{nf}} \nabla^* \left( k_{nf} (\theta^*, \phi^*) \nabla^* \theta^* \right) + \left( D^* \nabla^* \phi^* \cdot \nabla^* \theta^* + D^*_{\theta C} \nabla^* \theta^* \cdot \nabla^* \phi^* \right) \\
\phi^* &= \frac{1}{(\rho \beta)_{nf}} \left( \theta^* - \theta_{nf} \right)
\end{align*}
\]

(1)

Supplemented by the non-slip boundary condition for the fluid velocity, Dirichlet non-homogeneous for the temperature differential in two opposite sides of the domain, Neumann homogeneous for the adiabatic boundaries, and all over Neumann homogeneous for the nanoparticle concentration. Figure 1 showcases the considered geometric domain for the numerical simulation. In Eq. [1] the effective density, specific heat, and thermal expansion coefficients of nanofluid are given by

\[
\begin{align*}
\rho_{nf} &= \rho_{bf}(1 - \phi^*) + \rho_{np}\phi^*, \\
(\rho c_p)_{nf} &= (\rho c_p)_{bf}(1 - \phi^*) + (\rho c_p)_{np}\phi^*, \\
(\rho \beta)_{nf} &= (\rho \beta)_{bf}(1 - \phi^*) + (\rho \beta)_{np}\phi^*.
\end{align*}
\]

(2)

(3)

(4)

The Brownian diffusion coefficient \( D^*_b \) is defined using the Einstein-Stokes equation in the following form

\[
D^*_b(\theta^*) = \frac{k_b}{3 \pi \mu_{bf}(\theta^*) d_p} \theta^*.
\]

(5)

where \( k_b = 1.3807 \cdot 10^{-23} J/K \) stands for the Boltzmann’s constant. The thermophoretic diffusion coefficient \( D^*_\theta \) is defined as

\[
D^*_\theta(\theta^*, \phi^*) = \frac{0.26 k_{bf} \mu_{bf}(\theta^*)}{2 k_{bf} + k_p \rho_{bf}} \phi^*.
\]

(6)
The dynamic viscosity for water is defined as follows:

\[ \mu_{\text{wat}}(\theta^*) = 2.414 \cdot 10^{-5} \cdot 10^{247.8/(\theta^*-140)}. \]  

(7)

For the thermal conductivity and viscosity of nanofluid many correlations have been derived \[36, 37, 23, 38\]. These correlations are generally nonlinear with respect to their variables. For this reasons we shall keep the correlation as a general function as such for the effective viscosity for nanofluid: \[ \frac{\mu_{\text{nf}}}{\mu_{\text{wat}}} = C_{\text{nf}}(\phi, \theta) \] and for the effective thermal conductivity \[ \frac{\kappa_{\text{nf}}}{\kappa_{\text{wat}}} = C_{\kappa_{\text{nf}}}(\phi, \theta) \] both as a potential correlations of \( \phi \) and \( \theta \).

2.2. Dimensionless equations

We start the non-dimensionalization of the equations by defining the following non-dimensional variables:

\[
\begin{align*}
\mathbf{u} &= \frac{(L/\alpha) \mathbf{u}^*}{}, & x &= x^*/L \\
y &= y^*/L, & z &= z^*/L \\
\phi &= \phi^*/\phi_0, & \theta &= (\theta^* - \theta_0^*)/(\theta_H^* - \theta_0^*) \\
\mu_{\text{ad}}(\theta, \phi) &= \frac{\mu_{\text{nf}}(\theta^*, \phi)}{\mu_{\text{wat}}}, & k_{\text{ad}}(\theta, \phi) &= \frac{k_{\text{nf}}(\theta^*, \phi)}{k_{\text{wat}}} \\
D_{\text{ad}} &= \frac{D_{\text{nf}}(\theta^*)}{D_{\text{wat}}^*(\theta_C^*)}, & D_0 &= \frac{D_0^*(\theta^*, \phi)}{D_0^*(\theta_C^*, \phi_0)}.
\end{align*}
\]

Hence the corresponding equation writes

\[
\begin{align*}
\nabla \cdot \mathbf{u} &= 0, \\
(\mathbf{u} \cdot \nabla) \mathbf{u} &= -\nabla p + \nabla \left( \mu_{\text{ad}}(\theta, \phi) \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right) \right) + \pi_{n1} \nabla \phi \\
(\mathbf{u} \cdot \nabla) \theta &= \pi_{n2} \nabla \cdot (k_{\text{ad}}(\theta, \phi) \nabla \theta) + \left( \pi_{n3} D_{\text{ad}} \nabla \phi \cdot \nabla \theta + \pi_{n4} D_0 \nabla \theta \cdot \nabla \theta \right) \\
(\mathbf{u} \cdot \nabla) \phi &= \pi_{n5} \nabla \cdot (D_{\text{ad}} \nabla \phi) + \pi_{n6} \nabla \cdot (D_0 \nabla \theta),
\end{align*}
\]

where the variable properties are defined as follows:

\[
\begin{align*}
\pi_{n1} &= \frac{1 - \phi + \phi \rho_{\text{nf}}}{\rho_{\text{wat}}}^{-1} \\
\pi_{n2} &= \Pr \pi_{n1} \\
\pi_{n3} &= \Pr \text{Ra}_{\phi} \frac{1 - \phi + \phi \rho_{\text{nf}}}{\rho_{\text{wat}}} \left( \frac{(1 - \phi^*)}{(1 - \phi^*) + \phi} + \frac{\phi^*}{(1 - \phi^*) + \phi} \frac{\beta_{\phi}}{\beta_{\phi}} \right) \\
\pi_{n4} &= \Pr \text{Pr} \pi_{n1} \frac{(1 - \phi + \phi \rho_{\text{nf}})}{\rho_{\text{wat}} \phi_{\phi}} \left( 1 - \phi \right) \frac{\rho_{\text{nf}} \phi_{\phi}}{\rho_{\text{wat}} \phi_{\phi}} + \phi \\
\pi_{n5} &= \frac{\text{St} \pi_{n1}}{\text{Sc}} \left( \frac{\theta_H^* - \theta_0^*}{\theta^*_C} \right)^{-1} \left( 1 - \phi \right) \frac{\rho_{\text{nf}} \phi_{\phi}}{\rho_{\text{wat}} \phi_{\phi}} + \phi \\
\pi_{n6} &= \frac{D_{\text{ad}}}{\alpha} = \left( \frac{1}{\text{Le}} \right) \\
\pi_{n7} &= \frac{D_0}{\alpha} \left( \frac{1}{\text{Le}} \right) \frac{1}{\phi_0}.
\end{align*}
\]

and the non-dimensional numbers are given by:

\[
\begin{align*}
\text{Rayleigh number} & \quad \text{Ra} = \frac{g(\rho_{\text{nf}} - \rho_{\text{wat}}) \theta_H^* L^3}{(\mu_{\text{nf}} \alpha)}, \\
\text{Prandtl number} & \quad \text{Pr} = \frac{\mu_{\text{nf}} (\theta_C^*)}{(\rho_{\text{nf}} \alpha)}, \\
\text{Lewis number} & \quad \text{Le} = \frac{\alpha}{D_{\text{nf}}^*(\theta_C^*)}, \\
\text{Peclet number} & \quad \text{Pe}_{\phi} = \frac{||u||_2}{(\pi_{n7} D_{\text{ad}})}.
\end{align*}
\]
We proceed with the numerical discretization of the governing equations. We propose to decouple the whole system into two parts; The first part consists in solving the momentum equations along with the energy equation, the second part consists in solving the stabilized nanoparticle equation with an additional constrain to assess that the bulk amount of nanoparticle in the fluid is constant during the calculation. The main motivation behind this decoupling is to reduce the non-linearity of the equations (momentum and energy) in term of the nanoparticle volume fraction and give room to the numerical scheme to stabilize itself iteratively for the transport equation. Finally, we re-iterate through these two parts in order to update the coefficients and the density of the fluid. More details are described in section 3 below.

3. Variational formulations and approximation tools settings

The numerical scheme we propose in this work is based on the finite element discretization of the dimensionless equations. As the steady problem at hand presents non-linearity in term of the velocity and temperature, a direct linear algebra solver, is, therefore, impractical to solve the coupled system. One has to relax the non-linearity and set up an iterative numerical scheme that converges to the desired solution. Newton’s method plays a key role here and has been shown to be very efficient in term of convergence [33].

We consider homogeneous Dirichlet boundary conditions for the velocity, i.e. $u = 0$ on $\partial \Omega$. Let us consider the following Hilbert spaces for the temperature, velocity and pressure as follows:

$$ T = H^1(\Omega), \quad U = H_0^1(\Omega) \times H_0^1(\Omega), \quad P = \{ p \in L^2(\Omega) \mid \int_{\Omega} p \, d\omega = 0 \}.$$ 

where

$$ L^2(\Omega) = \{ u \mid \int_{\Omega} |u|^2 \, d\omega < \infty \},$$

and

$$ H^1(\Omega) = \{ u \in L^2(\Omega) \mid \nabla u \in L^2(\Omega) \},$$

and

$$ H_0^1(\Omega) = \{ u \in H^1(\Omega) \mid u_{|\partial\Omega} = 0 \}.$$ 

The Sobolev space $L^2(\Omega)$ is endowed with the usual inner product denoted by the duality pairing $(\cdot, \cdot)$, that generates the $L^2$-norm $\| \cdot \|_2$.

3.1. Newton’s (optimize then discretize) Methods for the solution of the momentum and energy equations

In order to present a general algorithm, we shall separate nanoparticles equation from the momentum and energy equations while we are processing. The generality here is mainly targeting the use of any correlations (as there is a variety available in literature). This gives our approach a flexibility to treat different type of nanofluid and consider different (possibly highly nonlinear) thermal and viscosity correlations. The idea behind the following notation and calculation of the tangent equations is that we formulate the problem as a multivariable function $F$ and use the classical Newton-Raphson iterations that reads

$$ \begin{bmatrix} u^{k+1} \\ p^{k+1} \\ \theta^{k+1} \end{bmatrix} = \begin{bmatrix} u^k \\ p^k \\ \theta^k \end{bmatrix} - (DF(u^k, p^k, \theta^k))^{-1} F(u^k, p^k, \theta^k),$$

where $DF(X^k)$ stands for the Jacobian (isomerism in $U \times P \times T$).

In practice, we define the coupled momentum-energy variational form as such for every trial $(v, q, \zeta) \in U \times P \times T$ we have

$$ F_{(v,q,\zeta)} : U \times P \times T \to \mathbb{R}$$

such that

$$ F_{(v,q,\zeta)}(u, p, \theta) := ((u \cdot \nabla u), v) + \tau_3^{\phi} (\mu_{eff}(\theta, \phi)(\nabla u + (\nabla u)^T) \cdot \nabla v)$$

$$ - (\pi_2^{\tau}(n, \nabla p, v) - (\tau_2^{\tau}(u, \nabla q)) - (\pi_2^{\tau}(\mu_{eff}(\theta, \phi)(u \cdot e), v) + e(p, q)$$

$$ + ((u \cdot \nabla \theta), \zeta) + (\pi_2^{\tau}(\phi, k_{eff}(\theta, \phi)\nabla \theta) \cdot \nabla \zeta)$$

$$ + (\pi_2^{\tau}(\phi)D_{\phi}(\nabla \phi, \nabla \theta), \zeta) + (\pi_2^{\tau}(\phi)D_{\phi}(\nabla \theta \cdot \nabla \phi), \zeta)$$

$$ = 0.$$
denotes the discretization parameter. We denote by (φ₁Eastern approximating the continuous solution (U₁Eastern, we define the vector field
F₁Eastern the pressure with the P1 finite element. We assume we have the triangulation
P₂Eastern mixture.

3.2. The nanoparticles transport equation: variational formulation

The variational formulation for the nanoparticle concentration transport equation reads: For every φ₁Eastern X := H¹(Ω) find φ₁Eastern H¹(Ω) such that

\[ a(φ₁Eastern, φ₁Eastern) := ((u₁Eastern \cdot \nabla φ₁Eastern) + (π₁Eastern¹ D₁Eastern φ₁Eastern) \cdot \nabla φ₁Eastern \right) \
- n₁Eastern · \left( π₁Eastern¹ D₁Eastern \frac{∂φ₁Eastern}{∂n₁Eastern} \right) = 0. \]

After applying the boundary conditions. This problem is not well posed. Indeed, it does not satisfy the inf-sup condition and not to harm the model, as the nanoparticles concentration does not exhibit a reaction within the mixture.

4. Finite element algorithm

For the steady states under consideration we use i) standard Taylor-Hood finite element approximation [34] for the space discretization of the Navier-Stokes equations, approximating the velocity field with P₂ finite elements, and the pressure with the P₁ finite element. We assume we have the triangulation T₁Eastern of the computational domain Ω₁Eastern such that

\[ Ω₁Eastern = \bigcup hₙ₁Eastern \Omega₁Eastern \]

we seek for approximated solution over the finite dimensional vector spaces U₁Eastern × P₂Eastern × T₁Eastern ⊂ U₁Eastern × P₁Eastern × T₁Eastern, where h denotes the discretization parameter. We denote by (u₁Eastern, p₁Eastern, θ₁Eastern) (respectively (v₁Eastern, q₁Eastern, ζ₁Eastern)) the discrete FE solution approximating the continuous solution (u₁Eastern, p₁Eastern, θ₁Eastern) (respectively (v₁Eastern, q₁Eastern, ζ₁Eastern)). We also denote by φ₁Eastern the FE approximation of φ₁Eastern.
4.1. Matrix assembly for Newton’s method

Hereafter, we associate to the linear operator \( \mathbf{DF}(\mathbf{u}, p, \theta)(\cdot, \cdot, \cdot) \) a matrix representation as follows:

\[
\begin{bmatrix}
DF_{h}^{u,u} & DF_{h}^{u,p} & DF_{h}^{u,\theta} \\
DF_{h}^{p,u} & DF_{h}^{p,p} & 0 \\
DF_{h}^{\theta,u} & 0 & DF_{h}^{\theta,\theta}
\end{bmatrix}
\begin{bmatrix}
\delta \mathbf{u}_h \\
\delta \mathbf{p}_h \\
\delta \theta_h
\end{bmatrix}
= 
\begin{bmatrix}
\partial \mathbf{u}_h \\
\partial \mathbf{p}_h \\
\partial \theta_h
\end{bmatrix},
\]

(13)

where the blocks in this matrix are linear operators associated to the following bilinear forms as follows

\[
(DF_{h}^{u,u} \delta \mathbf{u}_h, \mathbf{v}_h) = ((\delta \mathbf{u}_h, \nabla \mathbf{u}_h), \mathbf{v}_h) + ((\mathbf{u}_h, \nabla \delta \mathbf{u}_h), \mathbf{v}_h) + (\pi_1^m \nabla \mu_{\text{eff}}(\theta_h, \phi_h) \left( \nabla \delta \mathbf{u}_h + \left( \nabla \delta \mathbf{u}_h \right)' \right), \nabla \mathbf{v}_h)
\]

\[
(DF_{h}^{u,p} \delta \mathbf{p}_h, \mathbf{v}_h) = (\pi_1^p \nabla \rho, \mathbf{v}_h)
\]

\[
(DF_{h}^{u,\theta} \delta \theta_h, \mathbf{v}_h) = - (\pi_3^\theta \delta \mathbf{u}_h, \mathbf{v}_h)
\]

\[
(DF_{h}^{p,u} \delta \mathbf{u}_h, \mathbf{q}_h) = - (\pi_1^p \nabla \mathbf{u}_h, \mathbf{v}_h)
\]

\[
(DF_{h}^{p,p} \delta \mathbf{p}_h, \mathbf{q}_h) = \varepsilon \delta \mathbf{p}_h)
\]

\[
(DF_{h}^{\theta,u} \delta \theta_h, \mathbf{q}_h) = (\mathbf{u}_h, \nabla \delta \theta_h)
\]

\[
(DF_{h}^{\theta,\theta} \delta \theta_h, \zeta_h) = \pi_3^\varepsilon \nabla \mathbf{u}_h, \mathbf{v}_h
\]

\[
+ \left( \pi_3^\varepsilon \mathbf{q}_h \right) \mathbf{D}_{\omega} (\nabla \mathbf{u}_h, \nabla \delta \theta_h), \zeta_h)
\]

\[
+ \left( \pi_3^\varepsilon \mathbf{q}_h \right) \mathbf{D}_{\omega} (\nabla \mathbf{u}_h, \nabla \delta \theta_h), \zeta_h)
\]

Newton’s iterations updates the FE solution \((\mathbf{u}_h, p_h, \theta_h)\) as follows

\[
\begin{bmatrix}
\mathbf{u}_{h}^{k+1} \\
p_{h}^{k+1} \\
\theta_{h}^{k+1}
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{u}_{h}^{k} \\
p_{h}^{k} \\
\theta_{h}^{k}
\end{bmatrix}
- 
\begin{bmatrix}
\delta \mathbf{u}_{h}^{k} \\
\delta \mathbf{p}_{h}^{k} \\
\delta \theta_{h}^{k}
\end{bmatrix},
\]

(14)

where \((\delta \mathbf{u}_{h}^{k}, \delta \mathbf{p}_{h}^{k}, \delta \theta_{h}^{k})\) is solution to

\[
\begin{bmatrix}
DF_{h}^{u,u} & DF_{h}^{u,p} & DF_{h}^{u,\theta} \\
DF_{h}^{p,u} & DF_{h}^{p,p} & 0 \\
DF_{h}^{\theta,u} & 0 & DF_{h}^{\theta,\theta}
\end{bmatrix}
\begin{bmatrix}
\delta \mathbf{u}_{h}^{k} \\
\delta \mathbf{p}_{h}^{k} \\
\delta \theta_{h}^{k}
\end{bmatrix}
= 
\begin{bmatrix}
F_{h}^{u,u} & F_{h}^{u,p} & F_{h}^{u,\theta} \\
F_{h}^{p,u} & F_{h}^{p,p} & 0 \\
F_{h}^{\theta,u} & 0 & F_{h}^{\theta,\theta}
\end{bmatrix}
\begin{bmatrix}
\mathbf{u}_{h}^{k} \\
p_{h}^{k} \\
\theta_{h}^{k}
\end{bmatrix}
\]

(15)

with right-hand side (presented as a matrix-vector product) contains blocks of linear operators associated to the following bilinear forms as such

\[
(\mathbf{F}_{h}^{u,u} \mathbf{u}_h, v_h) = ((\mathbf{u}_h \cdot \nabla \mathbf{u}_h), v_h) + (\pi_1^m \nabla \mu_{\text{eff}}(\theta_h, \phi_h) \left( \nabla \mathbf{u}_h + \left( \nabla \mathbf{u}_h \right)' \right), \nabla v_h)
\]

\[
(\mathbf{F}_{h}^{p,p} p_h, v_h) = (\pi_1^p \nabla \rho, v_h)
\]

\[
(\mathbf{F}_{h}^{u,\theta} \theta_h, v_h) = - (\pi_3^\theta \delta \mathbf{u}_h, v_h)
\]

\[
(\mathbf{F}_{h}^{p,u} \mathbf{u}_h, q_h) = - \pi_1^p \nabla \mathbf{u}_h, q_h)
\]

\[
(\mathbf{F}_{h}^{p,p} \mathbf{p}_h, q_h) = \varepsilon \delta \mathbf{p}_h)
\]

\[
(\mathbf{F}_{h}^{\theta,u} \mathbf{u}_h, \zeta_h) = (\mathbf{u}_h \cdot \nabla \theta_h, \zeta_h)
\]

\[
+ \left( \pi_3^\varepsilon \mathbf{q}_h \right) \mathbf{D}_{\omega} (\nabla \mathbf{u}_h, \nabla \delta \theta_h), \zeta_h)
\]

\[
+ \left( \pi_3^\varepsilon \mathbf{q}_h \right) \mathbf{D}_{\omega} (\nabla \mathbf{u}_h, \nabla \delta \theta_h), \zeta_h)
\]

4.2. Ill-posedness of the Buongiorno nanoparticle transport model with FEM

We develop hereafter a numerical scheme that approximates the solution of the transport dominated advection-diffusion nanoparticles concentration equation. Despite the fact that finite element solution is very adaptive for this kind of governing equations, such method and other Galerkin based approaches may potentially fail where their relative discrete solution will be market by spurious oscillations in space. This happens if their element Péclet number
goes beyond certain critical value. Other discretization methods suffer, actually, from this issue, for instance the finite difference technique. In the later, the spatial oscillation could be reduced by upwinding scheme. For the finite element method, we have equivalent methods to the later upwinding scheme, such as Petrov-Galerkin and Streamline-Upwind Petrov-Galerkin (SUPG) \cite{29, 40, 20}. Here, the shape function is modified in order to mimic the upwinding effect and therefore reduce, or eliminate, the spatial oscillations. An other interesting stabilization method is the Galerkin/Least-Square (GLS) see for instance \cite{27, 41} and references therein. All the above and other techniques \cite{42, 43, 44} more adaptable for the time-dependent equations, use artificial viscosity in the direction of the streamlines.

Let us define the space

\[ X_h = \{ \varphi_h \in C^0(\overline{\Omega}); \forall \Omega^e \in T_h, \varphi_{h|\Omega^e} \in P_2 \} \subset X, \]

Over which, the bilinear form related to the variational formulation of the advection-diffusion nanoparticles concentration writes as follows: for any trial function \( \varphi_h \in X_h \) find \( \phi_h \in X_h \)

\[ a^c(\phi_h, \varphi_h) = b(\theta_h) \quad \text{ (16)} \]

where

\[
\begin{align*}
a^c(\phi_h, \varphi_h) &= \left( (\mathbf{u} \cdot \nabla \varphi_h), \varphi_h \right) + \pi_1^h \left( D_n \nabla \varphi_h, \nabla \varphi_h \right) + \varepsilon (\phi_h, \varphi_h), \\
(b(\theta_h), \varphi_h) &= \pi_2^h (D_h \nabla \theta_h, \nabla \varphi_h)
\end{align*}
\]

We endow \( X \) with the following norm

\[
\| \varphi \|_k := \sqrt{\pi_1^h \| \nabla \varphi \|_2^2 + \varepsilon \| \varphi \|_2^2},
\]

which we will use in the sequel.

**Proposition 1.** (Well-posedness) The bilinear form \( a^c(\cdot, \cdot) \) is coercive such that

\[
\begin{align*}
a^c(\varphi_h, \varphi_h) &\geq \| \varphi_h \|_k^2, \\
a^c(\varphi_h, \varphi_h) &\geq \alpha_p \| \varphi_h \|_2^2.
\end{align*}
\]

**Proof.** We have

\[
a^c(\varphi_h, \varphi_h) = (\mathbf{u} \cdot \nabla \varphi_h, \varphi_h) + \pi_1^h (D_n \nabla \varphi_h, \nabla \varphi_h) + \varepsilon (\varphi_h, \varphi_h)
\]

Note that we have \((\mathbf{u} \cdot \nabla \varphi_h, \varphi_h) = (\nabla \cdot \left( \mathbf{u} \varphi_h^2 \right), \frac{1}{2} \left( \mathbf{u} \cdot \mathbf{n} \right) \varphi_h^2)\L^2 = 0 \) after using integration by part and the divergence theorem together with the velocity homogeneous boundary condition. We therefore have

\[
\begin{align*}
a^c(\varphi_h, \varphi_h) &\geq \pi_1^h \| \nabla \varphi_h \|_2^2 + \varepsilon \| \varphi_h \|_2^2 - \frac{1}{2} (\mathbf{u} \cdot \mathbf{n}) \varphi_h^2)\L^2 \\
&\geq \frac{\pi_1^h + c_\Omega \varepsilon}{c_\Omega} \| \varphi_h \|_2^2.
\end{align*}
\]

Where \( c_\Omega \) stands for the Poincaré constant. Finally, by setting \( \alpha_p = \frac{\pi_1^h + c_\Omega \varepsilon}{c_\Omega} \), we obtain the coercivity result in \( X \) and in \( L^2(\Omega) \) as stated above. \( \square \)

In the subsequent part, we shall discuss the stabilization of the transport equation for the concentration of nanoparticles. Indeed, we use the so-called Streamline Upwind Petrov-Galerkin (SUPG) method that enlarges the standard trial space via streamline trials. In practice, the SUPG formulates as follows. Given \( \mathbf{u}_h \in U_h \), for a test function \( \varphi \) in

\[
\text{span} \left\{ \varphi_h + \sum_{\Omega^e} \delta_{\Omega^e} \mathbf{u}_h \nabla \varphi_h \right\}
\]

find \( \phi_h \) such that

\[
a^c_{\text{supg}}(\phi_h, \varphi_h) = b_{\text{supg}}(\phi_h, \varphi_h). \quad \text{ (17)}
\]
where

\[
\alpha_{supg}(\phi_h, \varphi_h) := \alpha^{c}(\phi_h, \varphi_h) + \sum_{e}^{nel} \int_{\Omega^e} \delta_{\Omega} \left( u_h \cdot \nabla \phi_h + \varepsilon \phi_h^2 - \pi \nabla \cdot (D_{\omega} \nabla \phi_h) \right) (u \nabla \varphi_h) \delta \omega.
\]

and

\[
b_{supg}(\phi_h, \varphi) = b(\phi_h, \varphi) + \sum_{e}^{nel} \int_{\Omega^e} \delta_{\Omega} \pi \nabla \cdot (D_{\omega} \nabla \theta_h) (u \nabla \phi_h) \delta \omega.
\]

Here, the integral contributions stand for the SUPG formulation [45, 46, 47, 48, 49], where, \( \delta_{\Omega} \) are user-chosen weights element dependent parameters. The above convection dominated nanoparticle equation, even if it is linear with respect to the unknown \( \phi_h \) sill exhibit spurious numerical oscillations due to the fact that the dominant contribution comes from the convective term, which is far away larger than the thermophoresis effect and the diffusive Brownian motion. This directly reflects that the corresponding Péclet number \( Pe \) (non-dimensional quantity), i.e., the ratio of the convection rate and the diffusion rate is relatively high. To overcome this handicap in the numerical simulation, we use the SUPG method, which provides numerical stability. Indeed, the SUPG adds an artificial stream-diffusion along the streamlines of the particles flow. In practice the SUPG weight function parameter is adjusted in term of local Péclet number. In theory, the choice of the weighted parameter function must satisfy

\[
\delta_{\Omega} \leq \min \left\{ \frac{1}{2\varepsilon}, \frac{h^2_{\Omega} \|D_{\omega}\|^2_{\Omega}}{2C_{inv}^2} \right\}
\]

a condition for which we ensure the coercivity and hence the well-posedness of the SUPG problem via the next coercivity result in the Banach space \( V_h \):

\[
V_h = \{ \varphi_h \in X_h(\Omega) | u \cdot \nabla \varphi_h \in L^2(\Omega) \}
\]

endowed with the SUPG-norm defined by:

\[
\|\varphi_h\|_{supg} := \sqrt{\pi \nabla \varphi_h^2 + \varepsilon \|\varphi_h\|^2 + \|\delta_{\Omega} \frac{1}{2} u \cdot \nabla \varphi_h\|^2}
\]

As our numerical approach is based on Newton’s method, which increasingly varies the Rayleigh number \( Ra \), our SUPG weighted function is made as function of the local Péclet number \( Pe_{\Omega} \), the nanofluid Rayleigh number \( Ra_{nf} \) and the local element size \( h_{\Omega} \). Hence the numerically chosen weighted function is

\[
\delta_{\Omega} = h_{\Omega}^2 \frac{Ra_{nf}}{Pe_{\Omega}}
\]

**Theorem 1.** The bilinear form \( \alpha_{supg}(\cdot, \cdot) \) satisfies the following Lax-Milgram conditions

**Coercivity** \[ \alpha_{supg}(\varphi_h, \varphi_h) \geq \frac{1}{2} \|\varphi_h\|^2_{supg} \] (20)

**Continuity** \[ \alpha_{supg}(\varphi_h, \psi) \leq C \|\varphi_h\|_{supg} \|\psi\|_{supg} \] (21)

for which the problem (17) is well-posed and has unique solution.
Proof. The proof follows the classical bounds estimates for SUPG analysis.

\[
\alpha_{\text{supg}}(\varphi_h, \varphi_h) \geq ((u \cdot \nabla \varphi_h), \varphi_h) + \pi_h^2 (D_u \nabla \varphi_h, \nabla \varphi_h) + \epsilon (\varphi_h, \varphi_h) \\
+ \sum_{\epsilon} \int_{\Omega^\epsilon} \delta_{\Omega^\epsilon} (u \cdot \nabla \varphi_h) (u \nabla \varphi_h) \delta \omega \\
- \sum_{\epsilon} \left| \int_{\Omega^\epsilon} (\varphi_h^2 - \pi_h^2 \nabla \cdot (D_u \nabla \varphi_h)) \left( \delta_{\Omega^\epsilon} \frac{1}{2} u \nabla \varphi_h \right) \delta \omega \right| \\
\geq \pi_h^2 \| \nabla \varphi_h \|_{L^2}^2 + \epsilon \| \varphi_h \|_{L^2}^2 + \| \delta_{\Omega^\epsilon} u \cdot \nabla \varphi_h \|_{L^2}^2 \\
- \sum_{\epsilon} \left| \int_{\Omega^\epsilon} (\varphi_h^2 - \pi_h^2 \nabla \cdot (D_u \nabla \varphi_h)) \left( \delta_{\Omega^\epsilon} \frac{1}{2} u \nabla \varphi_h \right) \delta \omega \right| \\
\geq \| \varphi_h \|_{\text{supg}}^2 - \sum_{\epsilon} \left| \int_{\Omega^\epsilon} (\varphi_h^2 - \pi_h^2 \nabla \cdot (D_u \nabla \varphi_h)) \left( \delta_{\Omega^\epsilon} \frac{1}{2} u \nabla \varphi_h \right) \delta \omega \right| \\ (22)
\]

where we have used the fact that \( D_u > 1 \) almost every where as per its definition (30) and (3) together with the maximum principle for the (heat) energy equation.

On the other hand, we have the following inequality

\[
\left| \int_{\Omega} \delta_{\Omega} \left( \varphi_h^2 - \pi_h^2 \nabla \cdot (D_u \nabla \varphi_h) \left( \delta_{\Omega} \frac{1}{2} u \nabla \varphi_h \right) \right) \delta \omega \right| \\
\leq \int_{\Omega} \delta_{\Omega} \left( \varphi_h^2 - \pi_h^2 \nabla \cdot (D_u \nabla \varphi_h) \left( \delta_{\Omega} \frac{1}{2} u \nabla \varphi_h \right) \right) \delta \omega \\
\leq \left( \epsilon \delta_{\Omega} \| \varphi_h \|_{L^2} + \pi_h^2 \delta_{\Omega} \| D_u \nabla \varphi_h \|_{L^2} \right) \| \delta_{\Omega} \frac{1}{2} u \nabla \varphi_h \|_{L^2} \\
\leq \left( \epsilon \delta_{\Omega} \| \varphi_h \|_{L^2} + \delta_{\Omega} \pi_h^2 \| D_u \nabla \varphi_h \|_{L^2} \right) \| \delta_{\Omega} \frac{1}{2} u \nabla \varphi_h \|_{L^2} \\
\leq \left( \| \varphi_h \|_{L^2}^2 + \frac{\pi_h^2 \| D_u \nabla \varphi_h \|_{L^2}}{\delta_{\Omega}} \right) \| \delta_{\Omega} \frac{1}{2} u \nabla \varphi_h \|_{L^2}^2 \\
\leq \frac{\epsilon \delta_{\Omega} \| \varphi_h \|_{L^2}^2 + \pi_h^2 \| D_u \nabla \varphi_h \|_{L^2}^2}{\delta_{\Omega}} \| \nabla \varphi_h \|_{L^2}^2 + \epsilon \| \delta_{\Omega} \frac{1}{2} u \nabla \varphi_h \|_{L^2}^2 \\
\leq \frac{\epsilon \delta_{\Omega} \| \varphi_h \|_{L^2}^2 + \pi_h^2 \| D_u \nabla \varphi_h \|_{L^2}^2}{\delta_{\Omega}} \| \nabla \varphi_h \|_{L^2}^2 + \frac{1}{2} \| \delta_{\Omega} \frac{1}{2} u \nabla \varphi_h \|_{L^2}^2 \\
\right| \\
(23)
\]

Having used Cauchy-Schwarz for the inequality (25), then the inverse inequality (see (50))

\[
\| \nabla \varphi_h \|_{L^2} \leq \frac{C_{\text{inv}}}{\delta_{\Omega}} \| \nabla \varphi_h \|_{L^2} \\
\]

in the argument for (26), we also refer to (51) and (52) for further details on inverse inequalities. Then we used (18) in (27), and young’s product inequality in (26). Thus by choosing \( \xi = \frac{1}{2} \) we obtain

\[
\left| \int_{\Omega} \left( \varphi_h^2 - \pi_h^2 \nabla \cdot (D_u \nabla \varphi_h) \right) \left( \delta_{\Omega} \frac{1}{2} u \nabla \varphi_h \right) \delta \omega \right| \leq \frac{\epsilon \| \varphi_h \|_{L^2}^2}{2} + \frac{\pi_h^2 \| D_u \nabla \varphi_h \|_{L^2}^2}{2} \| \nabla \varphi_h \|_{L^2}^2 + \frac{1}{2} \| \delta_{\Omega} \frac{1}{2} u \nabla \varphi_h \|_{L^2}^2 \\
(29)
\]

which we combine together with (24) to obtain

\[
\alpha_{\text{supg}}(\varphi_h, \varphi_h) \geq \frac{1}{2} \| \varphi_h \|_{\text{supg}}^2 - \sum_{\epsilon} \left| \int_{\Omega^\epsilon} (\varphi_h^2 - \pi_h^2 \nabla \cdot (D_u \nabla \varphi_h)) \left( \delta_{\Omega^\epsilon} \frac{1}{2} u \nabla \varphi_h \right) \delta \omega \right| \\
\geq \frac{1}{2} \| \varphi_h \|_{\text{supg}}^2 \\
(30)
\]
Besides, for the boundedness of the bilinear form we have

\[
\begin{align*}
\alpha_{\text{supg}}(\varphi_h, \psi_h) &= ((u \cdot \nabla \varphi_h), \psi_h) + \pi^2(\nabla \varphi_h \cdot \nabla \psi_h) + \varepsilon(\varphi_h, \psi_h) \\
&+ \sum_{e} \int_{\Omega_e} \delta \omega (u \cdot \nabla \varphi_h)(u \nabla \psi_h) \delta \omega \\
&+ \sum_{e} \int_{\Omega_e} (\varepsilon \varphi_h \psi_h + \pi^2 \nabla \cdot (\nabla \varphi_h) \left( \delta \frac{1}{2} u \nabla \psi_h \right) \delta \omega \\
&\leq \left( c_{\Omega} ||u||_2 + \pi^2 ||D_{\omega}||_{\infty} \right) \left( \varepsilon \varphi_h \psi_h \right) \left( \delta \frac{1}{2} u \nabla \psi_h \right) \delta \omega \\
&+ \sum_{e} \left( \delta \frac{1}{2} u \nabla \varphi_h \right) \left( \delta \frac{1}{2} u \nabla \psi_h \right) \left( \delta \frac{1}{2} u \nabla \psi_h \right) \delta \omega \\
&+ \frac{\varepsilon \Omega}{2} ||\nabla \varphi_h||_{2, \Omega}^2 ||\nabla \psi_h||_{2, \Omega}^2 + \frac{\pi^2 ||D_{\omega}||_{\infty, \Omega}^2}{2} ||\nabla \varphi_h||_{2, \Omega}^2 ||\nabla \psi_h||_{2, \Omega}^2 + \frac{1}{2} ||\delta \frac{1}{2} u \nabla \psi_h||_{2, \Omega}^2 \\
&\leq C ||\nabla \varphi_h||_{2, \Omega}^2 ||\nabla \psi_h||_{2, \Omega}^2 \tag{31}
\end{align*}
\]
where

\[
(N)_{i,j} = \int_{\Omega} (\mathbf{u} \cdot \nabla \varphi_i^h) \varphi_j^h \delta \omega + \int_{\Omega} \pi^2 D_{\epsilon_i} \nabla \varphi_i^h \cdot \nabla \varphi_j^h \delta \omega + \int_{\Omega} \epsilon \varphi_i^h \varphi_j^h \delta \omega + \sum_{e=1}^{nel} \int_{\Omega_e} \delta_{\Omega_e} (\mathbf{u} \cdot \nabla \varphi_i^h) (\mathbf{u} \nabla \varphi_j^h) \delta \omega
\]

\[
- \int_{\Omega} \pi^2 D_{\epsilon_i} \nabla \varphi_i^h \cdot (D_{\omega} \nabla \varphi_j^h) (\mathbf{u} \nabla \varphi_j^h) \delta \omega
\]

\[
(z)_i = \int_{\Omega} 1 \cdot \varphi_i^h \delta \omega
\]

\[
(b)_j = - \int_{\Omega} \pi^2 D_{\epsilon_i} \nabla \theta_h \cdot \nabla \varphi_j^h \delta \omega + \sum_{e=1}^{nel} \int_{\Omega_e} \delta_{\Omega_e} \pi^2 D_{\epsilon_i} \nabla \theta_h (\mathbf{u} \nabla \varphi_j^h) \delta \omega.
\]

One may ask whether this augmented matrix (33) is invertible or not. Indeed, it is invertible as per the following proposition

**Proposition 2.** The discrete linear system (33) describing the nanoparticle transport in the enclosure (under the mean value constraint) is consistent.

**Proof.** It is clear that the finite element square matrix \( N := [c_1|\cdots|c_n] \in \mathbb{R}^{n \times n} \) is non-singular as per Proposition 1 which means that 0 is not an eigenvalue of \( N \). Therefore, its set of column vectors \( c_i, i = 1, \ldots, n \) form a basis for the column space \( \text{Col}(N) \). For any non zero vector \( z \in \mathbb{R}^n \) with positive entries, there exists a sequence of coefficients \( (\alpha)_j \) such that we have \( z = \sum_{j=1}^{n} \alpha_j c_j \) where \( \alpha = N^{-1}z \) is clearly unique.

Let us assume that the column vector \( \tilde{z} := \begin{bmatrix} z^T \ 0 \end{bmatrix} \) is also linear combination of columns of the augmented matrix \( N \).

So \( \tilde{z} = \sum_{j=1}^{n} \alpha_j \tilde{c}_j \) (where \( \tilde{c}_j = [c_j^T, z_j]^T \), in particular, if we take the bottom line of this linear combination we have \( \sum_{j} \alpha_j z_j = 0 \) or equivalently

\[
z^T \alpha = 0
\]

which leads to \( z^T N^{-1}z = 0, \forall z \in \mathbb{R}^n, ||z||_2 \neq 0 \). This contradicts \( N \) is non-singular. \( \square \)

### 4.3. The Algorithm

We present our method that combines Newton’s method for the resolution of nonlinear PDEs, combining the Momentum and Energy equations, together with the nanoparticle concentration advection dominated at steady state. The physical parameters dependency in the nanoparticle concentration differs from one correlation to another, see for instance [21] [38] [53] without being exhaustive. In most cases a highly nonlinear term involving the nanoparticle concentration appear in the correlation (generally coming from non-linear fitting procedure). In order to avoid any differentiation in the Newton’s method with respect to the nanoparticle concentration we will split the resolution method into two and update all variables accordingly in iterative fashion as demonstrated in following Algorithm 1.

---

1. **Newton’s Method**

   - **Initialization:** Choose an initial guess \( \mathbf{x}_0 \) for the solution.
   - **Iteration:** For each iteration \( k \)
     1. Compute the Jacobian \( J_k = \frac{\partial F}{\partial x} \) at \( x_k \).
     2. Solve the linear system \( J_k \Delta x_k = -F(x_k) \) for \( \Delta x_k \).
     3. Update the solution: \( x_{k+1} = x_k + \Delta x_k \).
     4. Check for convergence: \( ||F(x_{k+1})|| < \epsilon \).

   - **Convergence:** If converged, stop; otherwise, go to step 1.

---

Algorithm 1: Newton’s Method for Nonlinear PDEs

- **Input:** Nonlinear PDEs system \( F(x) = 0 \), initial guess \( x_0 \), tolerance \( \epsilon \).
- **Output:** Solution \( x \).
- **Variables:** Jacobian \( J \), residual \( F \), iteration counter \( k \).

---
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Algorithm 1: Combined Newton’s method and SUPG for nanofluid equation

Input: \( tol, u^0, p^0, \rho^0 \)

for \( Ra_{nf} \) in \( (10^4 \ldots 10^8) \) do

\( \epsilon = 1; k = 1; \phi_0^k = (\int_\Omega \delta \omega)^{-1}; \)

Initialisation of the nanoparticle concentration;

while \( \epsilon \geq tol \) do

/* Using \( \phi_{k-1}^h \) */

Solve for \( [\delta u^k_r, \delta p^k_r, \delta \theta^k_r]^T \) following Eq. (15);

\( \epsilon_m,e \leftarrow [\delta u^k_r, \delta p^k_r, \delta \theta^k_r]^T [u^k_r, p^k_r, \theta^k_r]^{-1}; \)

Update \( [u^{k+1}_r, p^{k+1}_r, \theta^{k+1}_r]^T \) following Eq. (14);

Solve for \( \phi_{k+1}^h \) under the mean constraint Eq. (33);

/* Nanoparticle concentration with the SUPG stabilization */

\( k \leftarrow k + 1; \)

end

end

As it is showing in Algorithm 1, a split procedure is adopted, where the tangent equation only concern the momentum and energy equations leading to an update, through Newton’s method, of the velocity and temperature respectively. Although, these later two equations are dependent upon the nanoparticle concentration through the mixture fluid density, viscosity and thermal conductivity. The proposed method assumes that the velocity and the temperature are constant through one iteration of Newton’s method. Their update will then be ensured within the next iteration after an exact resolution (through LU decomposition) of the nanoparticle concentration (with SUPG) based on the new variables of the velocity and temperature coming out of the previous Newton’s iteration. This alternating combination is applied throughout the iterations and leads to convergence for all variables involved. The split approach has lead to a simple yet effective implementation of Newton’s method involving highly non-linear parameters. Therefore, it skipped the tedious calculation of the tangent equations of the whole coupled system of four PDEs. Furthermore, less memory storage is then deployed hence rapid calculation. The above procedure is thus repeated with a predefined set of increasing Rayleigh numbers.

5. Numerical experiments and validations

In this section, we investigate the numerical treatment of the heat transfer enhancement in a differentially heated enclosure using variable thermal conductivity and variable viscosity of the alumina-water nanofluid (\( Al_2O_3 \)-water). The validation of numerical scheme is done through two processes. The first focuses on the validation of the numerical scheme relative to the resolution of the momentum and energy equations regardless of the volume fraction. In this case we consider the pure water heat transfer calculation in a square cavity. The second considers the comparison of the present numerical results with available numerical and experimental data.

5.1. Numerical schemes validations

We present in Figure 2 the mesh sensitivity results for the base fluid (only the Newton’s solver).

Figure 3 shows the quadratic convergence of the proposed numerical scheme with the use of the SUPG stabilization technique. In addition, as we shall explain in the sequel, we enforced the bulk of the nanoparticle concentration to be of mean value equal to 1, through minimization under constraint problem. A continuous \( P_2 \) finite element was used for the advection dominated nanoparticle concentration equation. Results show that the numerical scheme with the SUPG is stable and satisfies the convergence property of the FE discretization even at high Rayleigh number for a turbulent flow.
Figure 2: Mesh sensitivity; Results present Nusselt (base fluid) number plotted along the Heated wall of the cavity.

Figure 3: Order of Convergence, with respect to the mesh size, of the presented scheme for the nanoparticle concentration with SUPG stabilization.
In Figure 4 we present the benefit of the implementation of the SUPG method in order to eliminate numerical artifacts showing up in the concentration of the nanoparticles, which is governed by an advection dominated problem. It is clearly shown in Figure 4 that in the case without SUPG stabilisation the numerical spurious are more accentuating for high Rayleigh simulations, where indeed, high Peclet number takes place.

5.2. Validation -vs- Experimental results

Our numerical scheme is validated using detailed comparison with the experimental data of Ho et al. in [21] using Al₂O₃ which their thermophysical properties are reported in Table 1. In their experimental investigations, the authors studied the heat transfer characteristics of alumina-water nanofluid enclosed in square cells. They used three different cell geometries and different heating conditions (θ_H - θ_C) to increase the Rayleigh number. Cases with 0, 1 and 3% of nanoparticle concentration were considered. It has been shown recently [56] that numerical experiments using continuous models over-predict the heat transfer enhancement.

| Physical properties | Base fluid | Al₂O₃ |
|---------------------|------------|-------|
| c_p (Jkg⁻¹K⁻¹)     | 4179       | 765   |
| ρ (kg m⁻³)          | 997.1      | 3970  |
| k (W m⁻¹K⁻¹)        | 0.613      | 25    |
| d_p (nm)            | 0.384      | 47    |
| α · 10⁻⁷ (m²s⁻¹)    | 1.47       | 82.23 |
| β · 10⁻⁵ (K⁻¹)      | 21         | 0.85  |

Table 1: Physical properties of base fluid and Al₂O₃ nanoparticles
Our validation and comparison of the numerical results against experimental finding of nanofluid heat transfer followed the cells presentation as in [21]. The corresponding results are reported in Figure 5, 6, and 7. In each of these figures we plot separately the cases of base fluid (left) the nanofluid concentration of 1% (middle) and the nanofluid concentration of 3% (left). To produce these results, we have used viscosity and thermal conductivity correlations as reported by Ho et al. in [21] as follows.

\[
\begin{align*}
C_\mu(\phi) &= 1 + 4.93 \cdot \phi + 222.4 \cdot \phi^2 \\
C_L(\phi) &= (1 + 2.944 \cdot \phi + 19.672 \cdot \phi^2),
\end{align*}
\]

standing for the viscosity and thermal conductivity respectively.

Based on the averaged Nusselt number values of the nanofluid, the present predictions show a reasonably good agreement with the experimental data for low and moderate Ra (Figures 5 and 6). Whereas, for high Ra and high concentration, the numerical calculations are found to overestimate the Nusselt number. In fact, for the high Ra\textsubscript{nf} number cases (Figure 7), the experimental results show a more pronounced Nusselt number deterioration for the cases with nanofluid in comparison to the one with the base fluid. In their paper, Ho et al. [21] suspected that this behavior could be attributed to the transport mechanisms associated with nanoparticle-fluid interactions such as Brownian diffusion and thermophoresis in addition to the impact of the thermophysical properties changes. The present numerical predictions, however, indicate that the Buongiorno model which is intended to specifically account for these two mechanisms, is not actually able to mimic the equivalent heat transfer impairment. This might be
suggesting that perhaps additional forces should be incorporated in the Buongiorno transport equations to provide a better physical model for the nanoparticles concentration, capable of reflecting the effect of the nanoparticles on the heat transfer impairment observed in the experimental data.

5.3. **FE stabilized Buongiorno model -vs- multi-phase model**

This subsection is devoted to the comparison of the numerical results obtained by Algorithm 1 based on FEM discretization of the Buongiorno nanofluid transport model, against results of [57] that are based on finite volume discretization using Fluent [58] (commercial software). Here it is worth noticing that both methods deal with same physics of nanofluid transport, although, use different equations models. Indeed, the aforementioned results are based on a solid-liquid mixture model which solves the momentum equations with an additional term to account for the phases drift velocity, the continuity equation, and energy equation for the mixture. The model adopts algebraic expressions for the relative velocities which are then used to define the drift velocities (see Fluent’s documentation for more details [58]). Both numerical results are compared to experimental results of Ho et al. [21].

Figure 8 depicts both numerical results and showcase a good agreement between the two methods. The range of data available for this validation and comparison is $1 \cdot 10^6$ to $6 \cdot 10^6$. For the case of 1% of the nanoparticle bulk concentration, Buongiorno model seems to have better prediction of the heat transfer in term of the Nusselt number of the nanofluid. However, this advantage becomes marginally on the side of the multi-phase model while we increase the bulk of nanoparticle concentration to 3%.
Figure 9: (From left to right) velocity streamlines, heat distribution and nanoparticle concentration distribution. Plots show (from top to bottom) the effect of increasing the Rayleigh number on the profile of the variables listed earlier. Numerical simulation was performed through finite element discretization, using Lagrange polynomials of degree two for the velocity and of degree 1 for the temperature and nanoparticle concentration respectively.
Plots of streamlines contours, isothermal lines and nanoparticle concentration distribution are shown in Figure 9, in which we vary the Rayleigh number $Ra_{nf}$. These results show that the stream-lines exhibit recirculations that get flatten with the increase of the Rayleigh number. These recirculations get localized in the middle of the cavity and near the hot and cold walls. Whereas, isothermal lines become more and more horizontal which lead to high temperature gradient near the hot and cold walls. One, here, can directly see the increase of the heat transfer with the increase of the Rayleigh number. Besides, both the energy and the nanoparticle concentration are advected mainly by the buoyancy driven flow. Although, the energy equation, has a considerable contribution of the thermal diffusion compared to the nanoparticle transport equation, which has much smaller diffusion terms. Indeed, the Brownian diffusivity is very weak in comparison to the thermal diffusion and even negligible when compared to the advection term. This, in fact, would drastically affect the numerical approximation of this advection dominated equation. The SUPG artificial viscosity through the streamlines is, therefore, needed to stabilize the numerical scheme for high Rayleigh/Peclet number as shown in Figure 4. As the nanoparticle transport equation is mainly driven by the advection, one would expect the distribution of the concentration to be very similar to the stream-line of the flow. Indeed, this behaviour is observed in the third column of the plot in Figure 9.

![Figure 10: Nanoparticle concentration profile along the $(x, \frac{1}{2})$ varying from %0 to %3.](image)

Figure 10 displays the nanoparticles concentration profile along the line $(x, 0.5)$ for different Rayleigh numbers and averaged concentration $\phi$ values ranging from 1% to 3%. Although, the profiles exhibit only minor variation, of the order of $10^{-4}$ in magnitude along the horizontal line, very interesting phenomena occurring in the vicinity of the hot and cold walls can be observed. Near the cold wall, for instance, the concentration profiles decrease sharply as the nanoparticles get closer to the cold wall. The slop of this decrease is a function of both; the averaged nanoparticles concentration value and the Rayleigh number. If one is to recall the thermophoresis effect which tends to move particles from hotter to colder zones, then even in the near-the-wall zone in which only small convective velocity mag-
nitude exist, this effect is not dominant and the nanoparticles are still being carried away by the recirculating motion of the carrier fluid. On the hot wall, however, a different picture is depicted. Although it would not be a straight forward task to pin point the dominant term in this zone, the resulting force seems to favor a higher nanoparticles concentration at the wall vicinity followed by a sharper increase which can be translated to the fact that the convective term regains its dominant effect further away from the wall. All these nanoparticles that are removed from the walls region, by one of the two mechanisms described above, get accumulated in the center resulting in a relatively higher nanoparticles concentration. Unfortunately, as stated above, the concentration variation along this line remains marginal, hence, one would not expect it to provide a dramatically different outcomes from running the simulations with a constant concentration value, hence, assuming a single-phase model approach.

6. Conclusion

We presented in this article a numerical technique based on Newton-Raphson iterations to solve the nanofluid heat transfer problem in a square cavity with variable properties. In addition to its generality (regardless of the correlation used for the variable properties), our technique has mainly two advantages compared to the conventional use of Newton’s iterations:

- Firstly, it avoids the difficulty coming from the highly non-linear dependency upon the concentration in several correlations published in the literature. Indeed, the Jacobian (tangent problem) disregards nanoparticle concentration and only considers the velocity, pressure, and temperature, while nanoparticle concentration gets updated iteratively. Admittedly, the momentum and energy equations are solved through Newton’s iterations, as the dominant (Navier-Stokes) equations is quadratic for the velocity variable, while the nanoparticle transport equation gets solved right after each iteration of the momentum and energy equations.

- Secondly, the proposed split leads to less memory consumption and allows the viscosity, density, and thermal conductivity of recirculating flow to be updated at each Newton’s iteration.

The numerical experiments based on the Finite Element discretization of the nanofluid heat transfer problem have been regularized using the SUPG method, which showed to be very effective in stabilizing the numerical solution by wiping the spurious oscillations without wrecking the solution. Here in particular we found that the ratio formula between the local Peclet number and global Raleigh number is a good combination for the regularization function used in the SUPG. Besides, our numerical scheme has been thoroughly validated against experimental results and showed a good agreement over a large spectrum of Rayleigh numbers ranging from $10^4$ to $10^8$. The present study also reveals that although the Buongiorno’s four equations-based nanofluid transport model, tested herein, is able to capture additional physical phenomena affecting the nanoparticles distribution, additional forces might have to be accounted for within this model in order to mimic heat transfer deterioration of similar amplitude as it is observed in the experimental data.

Appendices

A. Density dimensionless derivation

Following Eq. (2) we have

$$\rho_{nf} = (1 - \phi^*)\rho_{bf} + \phi^*\rho_{np}$$

note also from Eq. (4),

$$(\rho\beta)_{ad} = (\rho\beta)_{bf}(1 - \phi^*) + (\rho\beta)_{np}\phi^*.$$
where \((\mu B)_{\text{id}} = \mu_{\text{id}} B_{\text{id}}\) and \((\mu B)_{\text{np}} = \mu_{\text{np}} B_{\text{np}}\). Hence

\[
\frac{(\mu B)_{\text{id}}}{\rho_{\text{id}}} = \frac{\rho_{\text{id}} B_{\text{id}} (1 - \phi^*)}{\rho_{\text{id}}} + \frac{\rho_{\text{np}} B_{\text{np}} \phi^*}{\rho_{\text{np}}} \frac{(1 - \phi^*) \rho_{\text{id}} + \phi^* \rho_{\text{np}}}{\rho_{\text{id}}} + \frac{\rho_{\text{np}} B_{\text{np}} \phi^*}{\rho_{\text{np}}} \frac{(1 - \phi^*) + \phi^* \rho_{\text{np}}}{\rho_{\text{id}}}
\]

\[
= \beta_{\text{id}} (1 - \phi^*) + \phi^* \rho_{\text{np}} \frac{(1 - \phi^*) + \phi^* \rho_{\text{np}}}{\rho_{\text{id}}}
\]

\[
= \beta_{\text{id}} \left\{ \frac{(1 - \phi^*)}{\rho_{\text{id}}} + \frac{\phi^* \rho_{\text{np}}}{\rho_{\text{id}}} \right\}
\]

Let

\[
M := \left\{ \frac{(1 - \phi^*)}{\rho_{\text{id}}} + \frac{\phi^* \rho_{\text{np}}}{\rho_{\text{id}}} \right\}
\]

B. Momentum equation

\[
(u^* \cdot \nabla^*) u^* = -\frac{1}{\rho_{\text{id}}} \nabla^* p^* + \frac{1}{\rho_{\text{id}}} \nabla^* \cdot \left( \mu_{\text{id}} \left( \nabla^* u^* + \left( \nabla^* u^* \right)^T \right) \right) + \frac{g}{\rho_{\text{id}}} \left( \rho_{\infty} - \rho_c \right)
\]

(34)

Moving toward dimensionless variables the above equation writes

\[
\frac{a^2}{L^3} (u \cdot \nabla) u = -\frac{\rho_{\text{id}} a^2}{L^3 \rho_{\text{id}}} \nabla^* p^* + \frac{\alpha_{\text{id}} L^3}{\rho_{\text{id}}} \nabla^* \cdot \left( \mu_{\text{id}} \left( \nabla^* u^* + \left( \nabla^* u^* \right)^T \right) \right) + \frac{g \beta_{\text{id}}}{\rho_{\text{id}}} \rho_{\infty} (\theta_h - \theta_c) \theta
\]

(35)

Multiplying the above equation by \(\frac{L^3}{a^2}\) we obtain

\[
(u \cdot \nabla) u = \frac{\rho_{\text{id}}}{\rho_{\text{id}}} \nabla p + \frac{\mu_{\text{id}}}{\alpha_{\text{id}} (1 - \phi + \phi \rho_{\text{np}}/\rho_{\text{id}})} \nabla \cdot \left( \mu_{\text{id}} \left( \nabla u + \left( \nabla u \right)^T \right) \right)
\]

\[
+ \frac{M L^3 \beta_{\text{id}}}{\alpha^2 \rho_{\text{id}}} \rho_{\infty} (\theta_h - \theta_c) \theta
\]

which rewrites using the non-dimensional constants as follows

\[
(u \cdot \nabla) u = \pi_1^u(\phi) \nabla p + \pi_2^u(\phi) \nabla \cdot \left( \mu_{\text{id}} \left( \nabla u + \left( \nabla u \right)^T \right) \right) + \pi_3^u(\phi) \theta,
\]

(36)

where

\[
\pi_1^u(\phi) = \left( 1 - \phi + \phi \frac{\rho_{\text{np}}}{\rho_{\text{id}}} \right)^{-1},
\]

(37)

\[
\pi_2^u(\phi) = Pr \left( 1 - \phi + \phi \frac{\rho_{\text{np}}}{\rho_{\text{id}}} \right)^{-1},
\]

(38)

\[
\pi_3^u(\phi) = Pr Ra_{\text{id}} M.
\]

(39)
C. Energy equation

The dimensional energy equation writes

$$ (u^* \cdot \nabla^* \theta^*) = \frac{1}{\varepsilon_{ad} \rho_{uf}} \nabla^* \cdot \left( k_{ad}^* \nabla^* \theta^* \right) + \left( \frac{\rho_{np} \varepsilon_{np}}{\rho_{ad} c_{ad}} \right) \left( \frac{D_{np}^*}{\theta_{C}^*} \nabla^* \theta^* \cdot \nabla^* \theta^* + D_{np}^* \phi \cdot \nabla^* \theta^* \right) $$

Moving toward dimensionless variables the above equation writes

$$ \frac{\alpha(\theta_{H}^* - \theta_{C}^*)}{L^2} (u \cdot \nabla \theta) = \frac{k_{bf}(\theta_{H}^* - \theta_{C}^*)}{L^2 \varepsilon_{ad} \rho_{uf}} \nabla \cdot (k_{ad} \nabla \theta) + \left( \frac{\rho_{np} \varepsilon_{np}}{\rho_{ad} c_{ad}} \right) \frac{D_{bf}(\theta_{H}^* - \theta_{C}^*)^2}{\theta_{C}^* L^2} \left( D_{b} \nabla \theta \cdot \nabla \theta \right) + \left( \frac{\rho_{np} \varepsilon_{np}}{\rho_{ad} c_{ad}} \right) \frac{\phi_{b} D_{ad} (\theta_{H}^* - \theta_{C}^*)}{\alpha \theta_{C}^*} \left( D_{ad} \nabla \phi \cdot \nabla \theta \right). $$

Multiplying the above equation by \( \frac{L^2}{\alpha(\theta_{H}^* - \theta_{C}^*)} \) we obtain

$$ (u \cdot \nabla \theta) = \frac{k_{bf}}{\alpha \varepsilon_{ad} \rho_{uf}} \nabla \cdot (k_{ad} \nabla \theta) + \left( \frac{\rho_{np} \varepsilon_{np}}{\rho_{ad} c_{ad}} \right) \frac{D_{bf}(\theta_{H}^* - \theta_{C}^*)}{\alpha \theta_{C}^*} \left( D_{b} \nabla \theta \cdot \nabla \theta \right) + \left( \frac{\rho_{np} \varepsilon_{np}}{\rho_{ad} c_{ad}} \right) \frac{\phi_{b} D_{ad} (\theta_{H}^* - \theta_{C}^*)}{\alpha} \left( D_{ad} \nabla \phi \cdot \nabla \theta \right), $$

which rewrites using non-dimensional variables as follows

$$ (u \cdot \nabla \theta) = \pi_1 \nabla \cdot (k_{ad} \nabla \theta) + \pi_2 (D_{b} \nabla \theta \cdot \nabla \theta) + \pi_3 (D_{ad} \nabla \phi \cdot \nabla \theta) $$

Where

$$ \pi_1 = \frac{k_{bf}}{\alpha \varepsilon_{ad} \rho_{uf}} \frac{\nabla \cdot (k_{ad} \nabla \theta)}{\alpha \theta_{C}^*}, \quad \pi_2 = \left( \frac{\rho_{np} \varepsilon_{np}}{\rho_{ad} c_{ad}} \right) \frac{D_{bf}(\theta_{H}^* - \theta_{C}^*)}{\alpha \theta_{C}^*} \left( D_{b} \nabla \theta \cdot \nabla \theta \right), $$

$$ \pi_3 = \left( \frac{\rho_{np} \varepsilon_{np}}{\rho_{ad} c_{ad}} \right) \frac{\phi_{b} D_{ad} (\theta_{H}^* - \theta_{C}^*)}{\alpha} \left( D_{ad} \nabla \phi \cdot \nabla \theta \right). $$

D. Nanoparticle transport equation

The particle dimensional equation writes

$$ \nabla^* \cdot \nabla^* \phi^* = \nabla^* \cdot \left( D_{np}^* \nabla^* \phi^* + \frac{D_{np}^*}{\theta_{C}^*} \nabla^* \theta^* \right) $$

Using the non-dimensional equations the above equation writes

$$ \frac{\alpha}{L^2} \phi_{b} \nabla \cdot \nabla \phi = \phi_{b} D_{ad} \frac{D_{ad} (\theta_{H}^* - \theta_{C}^*)}{\alpha \theta_{C}^*} \nabla \cdot (D_{ad} \nabla \phi) + \frac{D_{np}^* (\theta_{H}^* - \theta_{C}^*)}{L^2 \theta_{C}^*} \nabla \cdot (D_{bf} \nabla \theta), $$

Multiplying the above by \( \frac{L^2}{\alpha \phi_{b}} \) we obtain
\[
\phi_h \nabla \cdot \nabla \phi = \frac{D_{\phi h}}{\alpha} \nabla \cdot (D_{\phi h} \nabla \phi) + \frac{D_{\phi c}^* (\theta_h^* - \theta_c^*)}{\phi_h \alpha \theta_c^*} \nabla \cdot (D_{\phi h} \nabla \theta^*).
\]

\[
\nabla \cdot \nabla \phi = \nabla^2 \phi = \nabla^2 (D_{\phi h} \nabla \phi) + \nabla^2 (D_{\phi c}^* (\theta_h^* - \theta_c^*) \nabla \theta^*).
\]

where

\[
\sigma_1^p = \frac{D_{\phi h}}{\alpha} = \frac{1}{Le}.
\]

\[
\sigma_2^p = \frac{D_{\phi c}^* (\theta_h^* - \theta_c^*)}{L^2 \theta_c^*} = \frac{StPr \theta_h^* - \theta_c^*}{Sc} \theta_c^* \phi_h.
\]
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