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ABSTRACT

Toxic comment classification models are often found biased toward identity terms which are terms characterising a specific group of people such as “Muslim” and “black”. Such bias is commonly reflected in false positive predictions, i.e. non-toxic comments with identity terms. In this work, we propose a novel approach to tackle such bias in toxic comment classification, leveraging the notion of subjectivity level of a comment and the presence of identity terms. We hypothesize that when a comment is made about a group of people that is characterised by an identity term, the likelihood of that comment being toxic is associated with the subjectivity level of the comment, i.e. the extent to which the comment conveys personal feelings and opinions. Building upon the BERT model, we propose a new structure that is able to leverage these features, and thoroughly evaluate our model on 4 datasets of varying sizes and representing different social media platforms. The results show that our model can consistently outperform BERT and a SOTA model devised to address identity term bias in a different way, with a maximum improvement in F1 of 2.43% and 1.91% respectively.

1 Introduction

Combating toxic comments online is an important area of research nowadays. It is commonly handled as a text classification task, known as toxic comment classification (TCC). TCC has taken years of research, moving from the earlier methods based on feature engineering with classic machine learning methods to pre-trained language model-based methods. However, several studies have revealed bias in SOTA approaches on TCC tasks, especially bias toward identity terms, known as identity term bias [1][2][3]. Identity terms are words or terms referring to specific groups of people, such as “Muslim”, “black”, “women” and “democrat”. This identity term bias is often associated with false positive bias [2]. The scenario is that when an identity term appears in a non-toxic comment, the model tends to classify it as positive, i.e. a toxic comment.

Limited studies have proposed methods to handle such bias and those methods follow a simple principle: ignoring or paying less attention to the identity terms. However, this overlooks the fact that identity terms can be essential and important features to make predictions. In this work, we explore a new approach: when an identity term appears in a comment, we ask the model to incorporate the level of “subjectivity” in prediction. A comment with a low subjectivity level expresses more factual information and less personal feelings and opinions; while a comment with a high subjectivity level contains more personal opinions but less factual information. We hypothesize that when a toxic comment is made about a group of people and this comment contains identity terms, it is more likely to express subjective opinions than citing factual information. Therefore, The likelihood of a comment containing identity terms to be toxic can be associated with the subjectivity level of that comment.

Building on the BERT model which is commonly used for multiple downstream NLP tasks, we experiment with three different structures that each utilise: subjectivity and identity terms (Subdentity-Sensitive BERT where “Subdentity” denotes “subjectivity” and “identity”; thus we call it SS-BERT in short), subjectivity alone (Subjectivity-Only BERT,
SO-BERT), and subjectivity and identity terms with Sampling and Occlusion (SOC) regularization built on the method by [3] (SS-BERT+SOC). We evaluate these models on a wide range of TCC tasks with different dataset sizes, different text lengths and from different social media platforms. Our model achieves consistent improvement over SOTA methods. First, SS-BERT consistently outperforms BERT, particularly in predicting fewer false positives. This indicates that using the subjectivity levels and the presence of identity terms is helpful to mitigate the false positive bias. Second, SS-BERT consistently outperforms SO-BERT and SS-BERT+SOC. This indicates that simply learning the subjectivity level for all comments is not enough, and it is more informative to combine subjectivity with the presence of identity terms. Our main contributions are as follows:

- We analysis the bias towards identity terms found in BERT on toxic comment classification tasks, and identify the relationship between such bias and the subjectivity level of comments on a wide range of datasets.
- We create a BERT-based model which utilizes the relationship mentioned above to handle the identity term bias. Our model achieves consistent improvements across a range of datasets.
- We compare different models for handling identity term bias and further confirm the relationship mentioned above and our model.

2 Related work

2.1 Toxic comment classification models

Toxic comment generally refers to different types of negative, unhealthy or disrespectful user-generated content online, which includes hate speech, abusive language, cyberbullying, etc [4, 5, 6]. The majority of studies handle TCC as a binary classification problem [7]. A few studies frame TCC as multi-class classification tasks where a comment will be assigned into one of the multiple types of toxic comment, or multi-label tasks where a comment could be assigned into none or one or multiple types of toxic comments [8, 9, 10].

Early research on TCC primarily makes use of traditional machine learning algorithms, such as logistic regression, Support Vector Machines and Naïve Bayes [11]. Since 2010, studies on TCC have shifted towards deep neural networks (DNN)-based models. These include Convolutional Neural Networks, Recurrent Neural Networks, Bi-directional Long Short-Term Memory network and hybrid neural networks which combine different DNN configurations [12, 13, 11, 14].

With the introduction of transformer-based DNN architectures, the use of pre-trained language models (LMs) in downstream TCC tasks has become mainstream [15]. Commonly-used pre-trained LMs include BERT, RoBERTa, XLM, etc. [15, 16, 17]. A few studies of TCC tasks explore these pre-trained LMs. For example, [18] and [19] transfer pre-trained LMs onto different downstream architectures. [19] also test continued pre-training of a LM with in-domain corpus.

2.2 Identity term bias

Recent studies show that TCC classifiers often suffer from unintended bias, especially the bias towards “identity terms” (also known as “group identifiers”), which are words or terms referring to people with specific demographic characteristics, such as ethnic origin, religion, gender, or sexual orientation. These studies point out that TCC models tend to assign too much attention to such identity terms, resulting in incorrect predictions [1, 2, 3]. This is called “identity term bias” [2]. Besides, such bias towards identity terms often reflects the false positive predictions, known as false positive bias. For example, [1] give an example in their study that “You are a good woman” is predicted as “sexist”.

To handle the bias towards gender identity terms, [1] test de-biasing word embeddings, data augmentation via switching female and male entities, and pre-training the model on a similar and larger but less-biased dataset first. Data augmentation and extensive pre-training both essentially let the model learn from more data. [2] investigate the data imbalance problem which they argue contributes to the bias towards identity terms. They find that identity terms appear much more often in toxic comments than in non-toxic comments and they believe this imbalance leads the classifier to generalise identity terms as indicative features for toxicity, thus over-predict false positives. To address this issue, they manually add non-toxic comments with identity terms to balance the distribution of such terms in toxic comments and non-toxic comments.

[3] carry out several investigations into identity term bias in a BERT-based classifier for TCC tasks. They find that BERT is over-attentive to identity terms and neglecting the context around the identity terms, which contributes to the false positive errors. To handle the bias, [3] propose BERT+SOC (Sampling and Occlusion), which is built atop BERT with an extra regularization term to regularize the importance scores of identity terms assigned by SOC. The basic idea
behind this is to minimise the prediction differences between when an identity term is exposed to the model and when it is hidden from the model. Ideally, the over-attended identity terms will be assigned with low importance scores by SOC and thus they will become less indicative of whether the comment is hate speech or not.

2.3 Remarks

In summary, despite a significant amount of works on TCC, existing methods have shown to make biased predictions based on identity terms. This has become a focus of studies in recent years. Existing methods to address this follow a similar principle that encourages the model to ignore or pay less attention to identity terms. However, this overlooks the important fact that in particular situations, such terms are useful for the prediction.

In this work, we explore a new venue for addressing the identity term bias in TCC models. We design the model to consider the subjectivity level of the whole comment when an identity term appears in the comment. The phrase subjectivity level is used here to describe to what extent the comment conveys personal opinion or factual information. A comment of a high level of subjectivity indicates the comment contains more personal opinion and less factual information, vice versa. We demonstrate this with an in-depth analysis below.

3 Analyzing bias towards identity terms

In most types of toxic comments, e.g. hate speech, aggressive language and abusive language, they are likely to express hate or encourage violence towards a person or group based on certain characteristics such as race, religion, sex, or sexual orientation [20]. Such expressions are intuitively more a reflection of personal feelings rather than fact-quoting. Therefore in the following, we analyse some commonly used toxic comment datasets to quantify this.

3.1 The task and datasets

We include four datasets in the analysis, with the aim to cover different social media platforms, dataset sizes and text lengths. Since the identity term bias is found in various types of toxic content and also to follow the practice by [3] which study the identity term bias in the context of binary classification, we group different toxic comments into one group without distinguishing their specific types. Therefore, the task in this work is a binary toxic comment classification task where the model aims to predict if the comment is toxic or not.

The first dataset is collected from a white supremacist online forum (WS) [21]. We select this dataset as it is employed by [3] to study identity term bias, thus using the same dataset can allow fair comparisons. It includes 10,703 posts in total and 1,196 of them are “Toxic”, 9,507 are “non-Toxic”. The second and third datasets are both collected from Twitter. For the second dataset, denoted as Twitter 18k [8], we convert the labels “Racism”, “Sexism” and “Both” to “Toxic” and consider the label “Neither” as “non-Toxic”. The third dataset is denoted as Twitter 42k [22]. In the same vein, labels of “Abusive” and “Hateful” are converted into “Toxic”, and “Normal” is treated as “non-Toxic”. We remove the examples of label “Spam” as they are not a type of toxic comments according to the typology of “hate-based rhetoric” proposed in [23]. After conversion, Twitter 18k contains 18,625 tweets in total with 5,814 “Toxic” tweets and 12,811 “non-Toxic” tweets. Twitter 42k has 5,705 tweets as toxic and 36,609 as normal. The fourth dataset is collected from Wikipedia Talk page and annotated in a multi-label classification approach, denoted as Wiki [24]. There are six labels in total, namely “toxic”, “severe toxic”, “threat”, “obscene”, “insult” and “identity hate”. We convert the label of a post to “Toxic” if the post has at least one of the six labels, and convert the remaining posts to “non-Toxic”. This leads to 16,225 posts with “Toxic” labels and 143,346 with “non-Toxic” labels.

In short, the four selected datasets contain between 15,000 and 159,571 comments and cover three different social media platforms with different average comment lengths. Table 1 as shown below summarises the four datasets.

3.2 Defining “Subjectivity”

A few studies on TCC have utilized the subjectivity-related features or directly focused on detecting subjectivity contents [27, 20, 28, 29, 30]. However, there is a lack of clear definition of subjectivity or consensus on how this should be formally defined. For example, [20] points out that “a subjective sentence expresses some feelings, views, or beliefs.” Other studies, such as [31] and [32], directly focus on subjectivity detection but none of them gives an actual definition
Table 1: Summary of the four toxic comment classification tasks. “Toxic Proportion” refers to the proportion of “Toxic” comments after the conversion to binary classification.

| Dataset | Source | Data Numbers | Original Labels | Toxic Proportion | Avg Text Length |
|---------|--------|--------------|-----------------|------------------|-----------------|
| WS      | Stormfront | 14,998       | non-aggressive (42%), overtly aggressive (35%), covertly aggressive (23%) | 11.17% | 91 |
| Tweet 18k | Twitter | 18,625       | racism (11%), sexism (20%), both (69%), neither | 31.22% | 96 |
| Tweet 42k | Twitter | 50,425       | abusive (8%), hateful (3%), normal (73%), spam (16%) | 13.48% | 123 |
| Wiki    | Wikipedia | 159,571      | toxic (10%), severe toxic (1%), obscene (5%), threat (0.3%), insult (5%), identity hate (1%) | 10.17% | 398 |

of subjectivity or an explanation of what kind of comments or texts are supposed to be labeled as “subjective”. We adopt the definition of “subjectivity level” by TextBlob [33] as mentioned before: that subjectivity level describes the extent to which the comment conveys personal opinion or factual information. A comment with a high level of subjectivity indicates the comment contains more personal opinion and less factual information, vice versa.

The TextBlob library [33] is the tool this work uses to generate subjectivity scores to facilitate our bias analysis. We have also identified the other similar tool, SentiWordNet[34]. Given a text, both tools assign a subjectivity score within the range from 0.0 to 1.0 where 0.0 is very objective and 1.0 is very subjective. However, we conducted an analysis that included manually inspecting and validating the output of the two tools on a sample of 80 data instances from the 4 datasets. We believe that TextBlob is more accurate at predicting subjectivity. This is because, first, as shown in Figure 1 SentiWordNet assigns most text an extreme score of ‘1’ (very subjective), while TextBlob is more sensitive to the subjectivity levels over the four datasets. We also found these two patterns during our manual investigation.

Second, we conduct a qualitative analysis over the comments that these two tools have a disagreement greater than 0.5. To given an example, the following comment:

"my mothers father is full blonde Irish. my mothers mother is English Irish Scottish . my fathers father is a German with some Scottish and my fathers mother is danish and Norwegian. making me 6ft4 blonde hair blue eyes with a big barrel chest just like my german grandfather ."

is scored differently by TextBlob(0.0682) and SentiWordNet(1). In this case, We take the score 0.0682 by TextBlob as the more accurate one. We randomly take out 20 comments with such subjectivity scores disagreements from each
dataset. We end up with 80 comments and our manual investigation shows that TextBlob is more accurate for 77.5% sample we validated.

Therefore, we believe TextBlob is more accurate and more sensitive on these four datasets. The more refined granularity probably is a more accurate reflection of subjectivity in the data. It will also offer the model more information on the subjectivity level of comments.

### 3.3 Predictive model: BERT

Influenced by [3], we use BERT as the classifier to demonstrate the problem of identity term bias in TCC tasks. Another reason for choosing BERT as the model to analyse the bias is that it is widely used in various NLP tasks and many pre-trained language models are built upon it [15, 17, 16].

In short, given a fixed length token sequence, BERT assigns each token an initial embedding and an attention mask. The pre-trained embeddings are supposed to contain the semantics information for the token. The attention mask of a binary value (0 or 1) indicates if the token is a padded token or not to avoid the model performing attention on padded tokens. To be more specific, between the attention mask values, 0 is for tokens that are padded for making up to the fixed-length input so they are masked and the model does not need to attend to them during the training, 1 is for the actual tokens from input sentences which the model attends to. Embeddings and masks are fed into the Transformer Encoder layers and the final logit is used for the loss calculation and for the final classification. We train the initial BERT model on the four TCC tasks separately and investigate their prediction results. We follow the implementation details used in [3], which are further explained in Section 5.

### 3.4 Bias in model predictions: qualitative analysis

| Identity Terms | Predictions | Comments | Subjectivity scores |
|----------------|-------------|----------|---------------------|
| muslim         | True Positive (toxic) | @ kelly turn er 9 9 @ bu eller ish ere more muslims die in terrorist attacks than anyone else. for example, 80% of afghan civilians killed by taliban | 0 |
|                | False Positive (non-toxic) | i have been talking about it for years. the filthy muslims putting their sight on africa. in some ways they are worst then blacks. | 1 |
| gay            | True Positive (toxic) | fyi i am a gay man , if anyone wants to chat just comment plz | 0.3417 |
|                | False Positive (non-toxic) | if this guy isn t gay he is one seriously good actor !!!!! i 've seen hayes on will & grace and the way he acts so.... feminine he must be homosexual. no straight man can act so convincing ly gay. but then again sean acted pretty straight and normal in the movie where he played jerry lewis. my opinion is still in favour of him being gay though. | 0.6444 |
| whites         | True Positive (toxic) | i ’m reporting here that i haven ’t seen or heard anything on talk radio or tv that even hints at jewish su pre mac ist ethnic cleansing of whites from usa or europe . | 0.6444 |
|                | False Positive (non-toxic) | black people in sa do not want to unite with whites to remove corruption . we ’d rather endure rot & amp; suffer! so sad! | 0 |
| women          | True Positive (toxic) | rt @ mwilbur62 i swear i am not sex ist , but women ’s tennis is the most boring sport to watch | 0.75 |
|                | False Positive (non-toxic) | men and women are segregated in mosques . | 0 |
| jews           | True Positive (toxic) | if a third world savage attacks a jew, is it all jew ey ’s fault? | 0.8888 |
|                | False Positive (non-toxic) | well i am sure that the jews have the cure for aids but they won t give it to the fa gs cause they already served their pu rp oise | 0 |

Table 2: Comment examples that contain identity terms. Each pair of comments contain the same identity terms, while one is true positive and the other is false positive predicted by BERT.

Errors made by BERT are extracted for our analysis, i.e. false positive predictions and false negative predictions. As mentioned before, we use the TextBlob to generate a subjectivity score for those comments [33].

We investigate those errors and select several representative samples with identity terms as shown in Table 2. We observe that to correctly predict the toxic comments with identity terms, we need to account for the meaning of the whole sentence and the stance of the speakers. Subjectivity level is possibly one perspective from which this can be captured. For example, in the first pair which mentions “muslims” in Table 2 the toxic comment compares “blacks” with “muslims” and asserts that “they (Muslims) are worst than blacks” without any factual reasoning, which indicates a high level of subjectivity. While the non-toxic comment with the term “muslims” attempts to convey an objective fact related to Muslims, although it contains comparison, it attempts to include a specific figure to support the comparison.

---

4One word is converted to one or multiple tokens.

5The “fact” and figure the comment provides are unnecessarily true but it is not the topic we aim to study.
This observation inspires us that the subjectivity score of the comments can be a helpful indicator when classifying a comment with identity terms.

3.5 Bias in model predictions: quantitative analysis

To further analyse the subjectivity level at scale, we conduct a quantitative analysis of the subjectivity score of false positive and true positive predictions. We separate those comments with identity terms and those without identity terms to examine the identity term bias. The identity terms list is adopted from [3] which includes 25 terms such as “muslim”, “jew”, and “women”.

In this way, all comments are essentially split into four groups: true positive with identity terms (TPwIT), false positive with identity terms (FPwIT), true negative without identity terms (TNwoIT), false negative without identity terms (FNwoIT). We plot the subjectivity score distribution over false positives and true positives with box-plot diagrams. As shown on the left of Figure 2, for comments with identity terms, the true positives show higher subjectivity levels than the false positives across all tasks. First, false positives have a lower median of subjectivity scores than true positives across four datasets. Second, the false positive predictions have a generally smaller and lower interquartile range than the true positive predictions in the task. The lower subjectivity scores in false positive predictions may reflect the real-word scenario that when speakers talk about a demographic group such as female, Muslim or Asian in an objective way, e.g. describing the group neutrally, the speech is less likely to be disrespectful or offensive. On the other hand, toxic comments often involve subjective expressions.

Notably, the pattern of lower subjectivity level of false positives is consistent only among comments with identity terms. The comments without identity terms, as shown on the right diagram in Figure 2 do not indicate a consistent pattern between false positives and true positives.

![Figure 2: The comparison of subjectivity scores between true positive (i.e. toxic comments, as coloured in yellow) and false positive predictions (i.e. non-toxic comments, as coloured in green) by an initial BERT classifier. This figure is better viewed in colour.](image)

3.6 Remark

In summary, using the predictions by a state of the art BERT classifier, we observe that when identity terms are present, false positives tend to have lower subjectivity scores while true positives generally have higher subjectivity scores. Based on this observation, we hypothesize that the subjectivity score of a comment along with the presence of identity terms can be useful in classifying toxicity. We introduce our method to leverage this in the next section.

4 Subdentity-BERT (SS-BERT)

As analysed in Section 3, among comments with identity terms, false positive predictions from BERT, i.e. non-toxic comments, tend to have lower subjectivity scores. Given this, we design our model such that it pays attention to the subjectivity of a comment when the comment contains identity terms. When the identity terms are not present, the model should not consider the subjectivity.

---

6The full list are: muslim, jew, jews, white, islam, blacks, muslims, women, whites, gay, black, democat, islamic, allah, jewish, lesbian, transgender, race, brown, woman, mexican, religion, homosexual, homosexuality, africans.
To do so, building on BERT, we append an additional “token” to the end of the token sequence for each comment as shown in Figure 3. We use the subjectivity score for the embedding of the token. To be more specific, we create a 3-D tensor with the same size of other token embeddings and each element’s value in the tensor is equal to the subjectivity score. In the scenario of BERT, the dimension size is 768 and thus the tensor for the added “token” is a 3D-tensor of size \[ \text{[batch size, 1, 768]} \]. The tensor is denoted as “Sentence Subjectivity Score” in Figure 3. For the corresponding attention mask (highlighted in yellow with bold borders in Figure 3), we set it to indicate the presence of identity terms so that if there is no identity term in the comment, the appended “token” will be masked. While if there is an identity term, the embedding of this “token”, i.e. the subjectivity score, will be attended by BERT.

5 Experiment

5.1 Comparative models

**Baselines** In this work, we set up two baselines. The first baseline is an initial BERT, as explained in Section 3.3. The second baseline, BERT+SOC, is an implementation of the method in [3], as described in Section 2.2 which is a SOTA model also focusing on the identity term bias.

**Subjectivity-Only BERT (SO-BERT)** To examine if the subjectivity level is especially helpful for the identity term bias, we conduct an ablation study by testing a model, SO-BERT, which only captures the information of subjectivity level but not the presence of identity terms. In other words, the SO-BERT model “considers” the subjectivity level for a comment regardless of whether it contains identity terms or not. To do so, we adapt from SS-BERT model with the attention mask always attending the added “token”. The rest of the model structure remains the same.

**Subjectivity-BERT+SOC (SS-BERT+SOC)** Additionally, we combine the method in [3] (BERT+SOC, as introduced in Section 2) and our model (SS-BERT) to create another BERT-based model, SS-BERT+SOC. In short, this hybrid model learns the subjectivity level and the presence of identity terms with the added “token” and also has an extra regularization term in its loss function which encourages the model to learn more from the context of the identity term and less from the identity term.

In short, we compare SS-BERT with two baseline models and two models which also incorporate subjectivity levels but with different methods from SS-BERT. We empirically create the other two models for comparisons. Our assumption is that SS-BERT, by considering both the subjectivity level and identity terms, will perform the best.

5.2 Datasets

We evaluate each model on 4 different datasets as introduced in Section 3.1. Each dataset is split to training, validation and test datasets (80%, 10%, 10%). The results reported in this work are all on the testing dataset.
5.3 Implementation

We constrain the maximum length of each input instance to be 128 tokens for WS, Twitter 18k and Twitter 42k, and 400 tokens for Wiki. The maximum length is set up based on the average length of text in each dataset as detailed in Table 1 in the appendix.

The hyperparameter settings follow those in [3]. Accordingly, the batch size is set to 32. Adam optimization is implemented with a starting learning rate of 2 x 10^-5. The validation is performed every 200 steps and the learning rate is halved every time the validation F1 decreases. The model stops training after the learning rate halved 5 times. We also re-weight the training loss to handle the imbalance labels as [3].

We used a single NVIDIA Tesla V100 GPU for all experiments. We run the two baseline models (BERT and BERT+SOC) with the code provided by [3]. Paying tributes to [3], our code for SS-BERT, SS-BERT+SOC and SO-BERT is partly adapted from theirs, such that our implementation uses the same software packages as their work [7].

For each task, a model runs 10 times independently to give a mean F1 score, following the implementation in [3].

5.4 Results: F1 comparison

| DATA     | Total data size | BERT    | BERT+SOC  | SS-BERT | SS-BERT+SOC | SO-BERT |
|----------|-----------------|---------|-----------|---------|-------------|---------|
|          |                 | F1      | std       | F1      | std         | F1      | std       | F1      | std       | F1      | std       |
| WS       | 10,703          | 0.5811  | 0.0204    | 0.5885  | 0.0209      | 0.5952  | 0.0203    | 0.5912  | 0.0216    | 0.5909  | 0.0247    |
| Twitter 18k | 18,625         | 0.7780  | 0.0204    | 0.7780  | 0.0055      | 0.7804  | 0.0080    | 0.7785  | 0.0050    | 0.7774  | 0.0055    |
| Twitter 42k | 42,314          | 0.7637  | 0.0071    | 0.7643  | 0.0101      | 0.7683  | 0.0059    | 0.7660  | 0.0056    | 0.7636  | 0.0061    |
| Wiki     | 159,571         | 0.7680  | 0.0175    | 0.7548  | 0.0135      | 0.7693  | 0.0133    | 0.7568  | 0.0112    | 0.7654  | 0.0151    |

Table 3: A comparison of F1 scores on 4 TCC tasks. The mean F1 score and its standard deviation are from 10 independently runs for each model presented.

Table 3 shows the F1 score of each model on 4 datasets. Overall, model SS-BERT achieves the best performances consistently across 4 datasets and it is also the only model that outperforms the baseline BERT consistently across 4 datasets.

Between the two baselines, BERT and BERT+SOC [8], except on the biggest dataset Wiki, BERT+SOC is able to improve BERT’s performance on TCC tasks. This partly reflects the results reported in [3]. The under-performance of BERT+SOC on Wiki may indicate that BERT could have benefited from training on the significantly larger dataset (compared to WS, Twitter 18k and Twitter 42k) such that the extra learning objective for learning the context had negligible influence on the model. In contrast, our model SS-BERT outperforms BERT and BERT+SOC on all datasets. This is because the mechanism of attending to subjectivity based on the presence of identity terms cannot be compensated by dataset size. Therefore, the results show that our model brings unique benefits to the two SOTA models and that is the reason SS-BERT still outperforms BERT on Wiki.

Among the three models of BERT+SOC, SS-BERT and SS-BERT+SOC, SS-BERT consistently achieves the best performance on all datasets, with SS-BERT+SOC achieving the second and BERT+SOC the third on all datasets. This indicates that BERT+SOC and SS-BERT handle the identity term bias using different mechanisms. Although BERT+SOC is designed to mitigate the identity term bias, it is not able to learn the subjectivity level of comments with identity terms. Therefore, SS-BERT+SOC outperforms BERT+SOC consistently, suggesting that adding the subjectivity level and the presence of identity terms can improve BERT+SOC performance. However, SS-BERT+SOC does not exceed SS-BERT. A possible explanation can be that the extra regulation from SOC might dilute the impact that SS-BERT brings to the model.

Notably, SO-BERT, the model that only considers subjectivity regardless of the presence of identity terms, does not benefit TCC tasks. It only achieves better performance than BERT on WS. This reflects the intuition we mentioned previously and the pattern we identified in Section 3 that subjectivity are indicative features of toxicity only if identity terms are present in a comment.
Table 4: Summary of false positives and false negatives of BERT and SS-BERT on the 4 datasets. Mean values of the performance across 10 runs are shown.

| DATA     | BERT False Positive | BERT False Negative | SS-BERT False Positive | SS-BERT False Negative |
|----------|----------------------|----------------------|-------------------------|-------------------------|
| WS       | 34                   | 57                   | 34                      | 55                      |
| Twitter 18k | 149                  | 117                  | 146                     | 117                     |
| Twitter 42k | 227                  | 78                   | 214                     | 81                      |
| Wiki     | 750                  | 168                  | 738                     | 170                     |

5.5 Results: identity term bias

We compare the erroneous predictions between SS-BERT and the baseline BERT to further investigate SS-BERT’s performance, especially regarding tackling false positive bias and identity term bias. First, as shown in Table 4, SS-BERT is able to decrease the false positive predictions across all tasks. This reflects our hypothesis that it is helpful to mitigate the identity term bias, i.e. false positive bias, by letting the model learn the subjectivity level of a comment when an identity term appears. The dataset Twitter 42k benefits from this the most, given its dataset size and the decreased false positives. This is consistent with Figure 2 which shows a noticeable gap of subjectivity levels between false positive and true positive predictions from BERT on Twitter 42k.

5.6 Error Analysis

We perform an error analysis to shed light on the limitations of the best performing model (SS-BERT) on TCC with a focus on the identity term bias.

First, the identity term list we use may not “fit” the datasets well. An updated identity term list may bring further improvement. Specifically, there is only a small percentage of comments that contain the identity terms used in the model. For WS, Twitter 18k, Twitter 42k and Wiki, the ratio of comments with identity terms in the list are 21.20%, 19.90%, 4.22%, and 6.02% respectively. Therefore, only a small percentage of the datasets could have benefited from our method. For example, we observe that some false negatives and false positives contain identity terms like “liberal”, “irish”, “asian”, and “chinese”, which are not included in the identity term list used in our model. Examples are listed in Table 5 as shown below. They use a supervised approach combined with manual screening to select identity terms. One approach to address the issue is creating an universal list of identity terms that covers as many identity terms as possible.

Table 5: Examples of false positives and false negatives with group identifier terms that not included in the identity term list used in our model.

| Comments                                                                 | Group identity terms | SS-BERT Predictions |
|--------------------------------------------------------------------------|----------------------|----------------------|
| liberal is just the pc word for rap ist .                               | liberal              | False Negative       |
| i get what your saying and there are thousands of non irish here who will never contribute anything to this land . | irish                | False Negative       |
| i suppose the concept of a male cow and a female cow producing more cows , and the repeating process is too much for them to understand . | female              | False Negative       |
| traditionally , there have always been a lot of them despite the fact that ne asian s are the extreme version of our breeding strategy . | asian                | False Negative       |
| there is no doubt the chinese and japs have giving the world culture .  | chinese              | False Positive       |
| the reason they are killing themselves is because our weak liberal gov erment are too afraid to make them do any sort of training . | liberal              | False Positive       |
| she came to hate the african po ache rs and showed no mercy towards them . | african              | False Positive       |
| these girls are not there for the cooking mk r what a joke .            | girls                | False Positive       |

Second, the subjectivity scores given by TextBlob are not always accurate for each comment with identity terms. We believe accurate subjectivity scores can potentially help SS-BERT predict them more accurately. For example, the false positive “We will see what happens . I just hope this does not cause Muslims hate . Extremist if they did it” has been assigned a high subjectivity score of 0.9. More examples of this kind are shown in Table 5 as below.

7Therefore, we use “bert-base-uncased” BERT as [3].

8We notice that our results of BERT and BERT+SOC on the WS dataset are different from that reported in [3], as our F1 are higher. While our results are obtained by re-running their code as-is, a possible reason for this difference is that the only version of the data we can download has been modified from that used in the authors’ original study.
Comments | Subjectivity Scores | SS-BERT Prediction
--- | --- | ---
@ mad dr 11 there is not and never has been a country called palestine, micro bra in, and that land has been the home of jews for 3000 years . buying black jelly beans for my kids . . . in case they're cutting up and need a chill pill . they hate them . i'll never understand how guys cheat on gorgeous women that they shouldn't have gotten a chance with to begin with with trolls . we will see what happens . i just hope this does not cause muslims hate . extremest if they did it as far as muslims are concerned any criticism of islam is hate speech . i have been a muslim for five years and know perfectly the hatred that muslims have for aposta tes and the level of intoerance towards their critics . been there , done that myself , without even being aware of it . it all seemed normal to do . today i find myself on the other side of the fence . quoting opinions contrary to those believed by muslims is not hate speech . the quran is filled with hate speech . look at the article ali sin a for example : that is hate speech . the very language is despite ful . my every contribution to islam why white people used to say that sex was a sin used to be a mystery to me until i saw the children of browns and mixed race children popping up all around me . saudi cleric believes earth does not revolve around sun . there must be 50 ways to return to the 7th century with islam as your expert guide rt @ ashes cho w : women's studies : learn how to tell other women they should study something other than women's studies rt @ eli ah : http://… no wonder this races achieve nothing . lack of compassion seems to go hand and hand with lack the of white blood .

0.7444 False Positive
0.9000 False Positive
0.9000 False Positive
0.7341 False Positive
0.1250 False Negative
0 False Negative
0.3750 False Negative
0 False Negative
0 False Negative

Table 6: Examples of false positives assigned with high subjectivity scores and false negatives assigned with low subjectivity scores.

5.7 Generalization

To examine the generalization of our hypothesis, we also test our method on RoBERTa, which is another often-used pre-trained LM for TCC tasks 17 [35]. RoBERTa has a similar structure with BERT where each token is given an embedding and an attention mask 17. We add the information of subjectivity scores to the embeddings and the presences of identity terms to attention masks, as exactly how we do with SS-BERT. To provide a fair comparison, we use an initial RoBERTa as the baseline. The implementations are similar to how we implement BERT-based models that details are shown in the appendix.

The RoBERTa model and the SS-RoBERTa model are built on our code of BERT and SS-BERT. We use a RoBERTa of “roberta-base”. The hyperparameter settings dataset processing are the same as the experiments of BERT-based models.

The results (Table 7) show that our method consistently improves the baseline RoBERTa across 4 datasets with the maximum improvement up to 1.29%.

Table 7: Performance comparison between SS-RoBERTa and RoBERTa. The mean F1 score and its standard deviation, the mean false negative and the mean false positive are from 10 independently runs for each model presented. FN: False Negative; FP: False Positive

6 Conclusion

In this paper, we proposed a novel approach to tackle the identity term bias problem in TCC tasks. Our approach is mainly based on paying additional attention to the subjectivity level of comments when an identity term appears. Our model SS-BERT outperforms SOTA methods on a wide range of TCC tasks. The results reveal that our method can mitigate the bias toward identity terms and reduce the false positive predictions effectively.

Our future work will look to address the limitations discussed before, i.e., developing an extensive identity term list and addressing inaccuracies in computing subjectivity. Another issue not addressed in this study and can be a possible direction is generalising our method to other pre-trained models which have different structures from BERT, such as Transformer-XL that does not include attention masks dai2019transformer.
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