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The pattern of how gene co-regulation varies across tissues determines human health. However, inferring tissue-specific regulatory networks and associating them with human phenotypes represent a substantial challenge because multi-tissue projects, including the GTEx, typically contain expression data measured only at one time point from highly heterogeneous donors. Here, we implement an interdisciplinary framework for assembling and programming genomic data from multiple tissues into fully informative gene networks, encapsulated by a complete set of bi-directional, signed, and weighted interactions, from static expression data. This framework can monitor how gene networks change simultaneously across tissues and individuals, infer gene-driven inter-tissue wiring networks, compare and test topological alterations of gene/tissue networks between health states, and predict how regulatory networks evolve across spatiotemporal gradients. Our framework provides a tool to catalogue a comprehensive encyclopedia of mechanistic gene networks that walk medical researchers through tissues in each individual and through individuals for each tissue, facilitating the translation of multi-tissue data into clinical practices.
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INTRODUCTION

Fundamental questions in modern biomedicine include how human diseases result from alterations of gene expression and how these alterations are instructed by the human genome. Mounting evidence suggests that gene expression is differentially regulated across tissues or cell types during the developmental stage of diseases (Melè et al., 2015; Sonawane et al., 2017; Gamazon et al., 2018). A number of genetic alterations show a remarkable degree of tissue specificity; for example, they may promote cancer in one tissue but not another (Haigis et al., 2019). To reveal the cellular mechanisms that underlie complex human diseases and traits, many multi-tissue projects, such as the GTEx (TheEx Consortium, 2015; TheEx Consortium, 2017), have been launched to monitor transcriptional profiles across an array of tissues of the human body. These projects have established resource databases and associated tissue biobanks to study how genes behave in all major human tissues across individuals. With the increasing identification of individual significant genes, it has become clear that the way human cells perform common or unique functions across tissues is also determined by gene co-expression networks (Saha et al., 2017; Girousse et al., 2018).

Networks are central to the functioning of complex biological systems (Omony, 2013; Siegenthaler and Gunawan, 2014). Various approaches have been developed and applied to
reconstruct gene regulatory networks, a combinatorial collection of multiple molecular regulators that interact with each other to mediate transcriptional processes (Castro et al., 2019). However, the most widely used approaches can only identify partially informative networks; for example, correlation-based approaches can estimate the strength of gene interactions but fail to identify causality (Bornholdt, 2008), whereas Bayesian networks and their time generalization–dynamic Bayesian networks–can recover causality, but cannot quantitatively describe the behavior of networks (Zou and Conzen, 2005; Werhli and Husmeier, 2007). When networks are modelled as dynamical systems, ordinary differential equations (ODEs) can overcome these issues to infer fully informative networks, i.e., those that code bidirectional, signed, and weighted interactions (Wu et al., 2014; Chen et al., 2017). Yet, the application of ODEs, though powerful, is hindered by the fact that transcriptional profiles are stable in postmortem samples collected by the GTEx project (Melé et al., 2015) so that temporal expression data are neither available nor informative.

The traditional thinking of network modeling using static data is to infer an aggregate network from a large number of expression samples. More recently, Kuiper et al. (2019) proposed a reverse approach for engineering sample-specific networks by perturbing the aggregate network. Wang et al. (2018) developed a so-called Network Reprogramming using EXpression (NetREX) method to construct context-specific gene regulatory networks (GRNs) from a context-agnostic prior network. However, none of these approaches take advantage of dynamical modeling to make a fully informative inference of network architecture. Also, it is unclear whether and how these approaches can reconstruct high- or even ultrahigh-dimensional gene networks. Analogous to the concept of environmental index coined to evaluate site productivity in terms of crop yield (Lobell et al., 2014), we define the total expression amount of all genes in a tissue as the expression index of the tissue reflecting its carrying capacity to support all genes. By serializing discrete tissues into a continuous gradient, we use the expression index to link two distinct tissues by perturbing the aggregate network. Wu and Jiang (2021). We incorporate variable selection into the convex optimization setting of ODE modeling, ensuring that the reconstructed networks meet stability, sparsity, causality, and high-dimensionality properties. Under such interdisciplinary integration, we can assemble and contextualize steady-state expression data into their dynamic domain, making it possible to recover fully informative gene networks from static data. In this article, we implement our interdisciplinary framework to reconstruct, track, and compare tissue-specific differences in GRN topology from the GTEx data. This framework can serve as a tool to chart a comprehensive encyclopedia for how GRN structure and function change from one tissue to next for each individual (tissue specificity), how GRN on a specific tissue varies among individuals (personalized networks), and how a given gene mediates tissue-tissue crosstalk (gene function) differently for healthy and diseased individuals. Results obtained from our framework provide scientific guidance on the translation of multi-tissue data into clinical practices.

RESULTS

Quasi-Dynamic ODE Modeling

In the Methods section, we describe a procedure of how to derive our networking approach by integrating elements of ecology, evolution, and evolutionary biology. Our approach capitalizes on a system of quasi-dynamic ODEs and uniquely combines three features: full recovery of interactions, gene classification, and sample-specific networking. If two genes activates each other, their relationship is defined as synergism. If one gene activates the second to the same extent by which the latter activates the former, symmetric synergism occurs. If the degree of mutual activation is different, this is called asymmetric synergism. If one gene activates the second but the latter has no effect on the former, this relationship is called directional synergism. Similarly, when gene interactions are expressed as inhibitions, we may define symmetric antagonism, asymmetric antagonism, and directional antagonism, respectively. If one gene activates the second whereas the latter inhibits the former, this suggests that the former offers altruism toward the latter or the latter obtains egoism from the former. The relative size of altruism and egoism may vary for a certain pair of genes. As can be seen from the Methods section, our approach can encapsulate all possible patterns of gene-gene interactions into bidirectional, signed, and weighted networks and, therefore, capture the full information a network may possess.

A gene may actively regulate or also be passively regulated by other genes. Thus, the distinction between active (or outgoing) regulation and passive (or incoming) regulation can identify the specific role of a gene in mediating interactions. In a network, hub genes have a connectivity (i.e., the total number of outgoing and incoming links) larger than the average. If the number of outgoing links of a gene is larger than that of its incoming links, this gene tends to be more “social.” If a gene has more outgoing links than the average of all genes, we define this gene as a “leader.” In contrast, if a gene has more incoming links than the average, it is regarded as a “subordinate.” If a majority of genes each have fewer links, either active or passive, than the average, they are “solitary” or peripheral genes. Our approach can identify the “social” class of each gene and study its role in network behavior.

Gene networks may structurally and functionally vary across tissues and among individuals, alter from one health state to next, and change across spatiotemporal gradients. Our approach can recover and convert sample-specific networks into context-specific networks and test how networks change as a function of each of the above-described variables. To interpret tissue-specific networks reconstructed from a given individual, we design a small example illustrated in Figure 1. Genes 1 and 2 interact with symmetric antagonism in tissue 1 and asymmetric antagonism in tissue 2, but they establish symmetric synergism in tissue T. The directional synergism of gene 5 to gene 1 is strong in.
tissues 1 and T but weak in tissue 2. Tissue-specific differences in terms of the type and strength of other interactions can also be identified. Taken together, these detailed differences in network architecture can be explained as a driver of tissue specificity.

**Gene Network Recovery**

We apply our approach to identify gene regulatory networks for each tissue from each individual from the GTEx data. We use network theory to explain emergent properties of these networks and identify hub and peripheral genes that mediate network structure, organization, and function. Ultimately, this procedure helps compile and catalogue complete encyclopedias for tissue-specific gene networks and personalized tissue-tissue networks from the GTEx repository, which create a high-level resource that researchers can use to identify key co-regulation pathways responsible for tissue specificity and inter-individual variability in disease risks.

**The power law:** To demonstrate the utility of our approach, we use and interpret three examples: 1) tissue-specific networks across 38 tissues from individual 15ER7, 2) personalized networks on the liver among 283 individuals, and 3) inter-tissue wiring networks drive by two genes within the body of individual 15ER7. As a first step toward network modeling, we plotted the expression level of individual genes against expression index (the total expression amount of 9,239 genes) across all tissues for 15ER7 and against the expression index (the total expression amount of 7,793 genes) on the liver across all individuals, respectively. In 15ER7, four randomly chosen genes tend to increase their expression levels with expression index, however with different slopes (Figure 2A). For the liver, among the four randomly chosen genes, two decrease their expression with expression index, whereas the other two increase their expression with expression index (Figure 2B). In each case, we found that the power equation well fits the allometric relationship of individual genes’ expression level (the part) with expression index (the whole). From plots of residuals against the predicted values, no pattern is identified, suggesting that the power equation can adequately fit the expression data of individual genes.

The number of genes is extremely large, making it impossible to reconstruct a network involving all genes in one step. Modularity theory suggests that a system increases its developmental stability through organizing its components into discrete modules (Espinosa-Soto, 2018), each of which contains components that are more strongly linked with each other than with those from different modules (Melo et al., 2016). Since the expression level of each gene scales with expression index across tissues or individuals in a way that can be fitted by the power law, we incorporated the power equation into the algorithm of functional clustering in a quest to group genes into distinct modules. Based on AIC, we found 60 optimal modules that can well explain tissue-dependent transcriptional variation and 229 optimal modules that can well explain subject-specific variation in liver gene expression. We can reconstruct multi-scale gene networks, one at the high level constituted by different modules and one at the lower level composed of genes within modules.

**Tissue-specific networks:** Our model allows tissue-specific differences in gene co-regulation to be compared and tested for any individual. As an example, we reconstruct a tissue-perturbed gene network that determines how a pancreas is different from a uterus for 15ER7. These two tissues are substantially different from each other in many functional ways and much of this difference may be explained by, or attributed to, gene co-expression. We first reconstruct the pancreas vs. uterus differential network among 60 modules (Figure 2A). We identify five hub modules 1, 5, 30, 23, and 59 that affect many other modules through outgoing regulation, but three hubs 33, 55, and 57 that affect other modules through incoming regulation. We find that 11 modules are not linked with any others, showing solitary nature. The remaining modules have a number of links that range between hubs and solitary modules. We plot the distribution of the total number of links against modules, which was observed to display a scale-free network structure (Figure 2A). We found that directional synergy and
FIGURE 2 | The goodness of fit of the power equation to the expression data of four randomly chosen genes across 38 tissues from individual 15ER7 (A) and 283 individuals for the same tissue–liver (B). Ticks on the x-axis represent the positions of each tissue or individual in terms of its expression index.
directional antagonism together account for all links and most modules either exert outgoing regulation or receive incoming regulation, with a few having both outgoing and incoming regulation. These differences may explain the mechanistic basis of the alterations of genomic function from pancreas to uterus.

**Personalized networks:** Considering a tissue of interest, explaining its interpersonal variability is a fundamental step towards understanding disease etiology. As an example, we reconstruct such an individual-specific (or personalized) gene network at the module level for the liver to explain why and how two randomly selected individuals (13X6J and YF7O) differ in the gene co-expression of this tissue (Figure 3B). The gene network among 229 modules is dominated by directional synergy and directional antagonism. Several hub modules play a pivotal role in mediating the overall structure of the network through outgoing regulation. The hub modules mostly exert outgoing directional synergism or directional antagonism to other genes. One module is found to display self-regulation. If one individual is healthy whereas the other has a diseased liver, we expect to see differences in the underlying gene-network structure of these individuals. This personalized network reconstructed can facilitate our understanding of the genomic mechanisms for human disorders.

**Endogenous and exogenous expression components:** To demonstrate the relative contribution of the endogenous and exogenous gene expression components to the overall expression level of a gene, we draw the expression index-varying expression curves of these two components (Figure 4). Among the tissues, the independent expression level of four representative modules increases with expression index (Figure 4A). However, even though the overall module-specific expression levels increase, slight fluctuations across tissues are observed due to the accumulative effect of tissue-specific activation and inhibition by other modules. The overall expression levels of modules 5 and 20 are higher than their independent expression level because the accumulative dependent expression level is positive, suggesting that these two modules are very much reliant upon other modules. An inverse pattern was observed for modules 55 and 50.

Similarly, we decompose the overall expression index-varying expression level of a gene into its endogenous and exogenous components across individuals (Figure 4B). The overall expression level of modules 27 and 56 is higher than their respective endogenous component because other modules collectively regulate the expression of these two modules across individuals in a positive manner. Module 27 receives the incoming positive regulation from three modules, whereas module 56 is regulated positively by six modules but negatively by one module. In contrast, modules 158 and 166 each have endogenous components that are higher than their overall expression levels, because other modules collectively have negative regulation, leading to negative exogenous components.

**Tissue Networking via Genes**

Our approach can compile and curate an encyclopedia for inter-tissue wiring networks, driven by each gene, for each individual. Here, we define the total expression amount of a gene over all tissues in an individual as the expression index of the gene. Using individual 15ER7 as an example, we plot the expression level of each gene on each tissue against the expression index of the gene.
FIGURE 4 | Decomposition of the overall expression curve (blue line) of a given module into its endogenous component (red line) and exogenous components due to the effects of other modules (green lines). (A) How the gene expression of four representative modules changes over 38 tissues from individual 15ER7. (B) How the gene expression of four representative modules changes over 283 individuals for liver. The numbers given at the end of green lines are those modules that regulate the focal module. Gene names within each module are given in Supplementary Tables S1, S2.
(over 38 tissues) and found that this relationship can still be well fitted by the power equation (Supplementary Figures S2, S3). Thus, we can derive quasi-dynamic ODEs to infer tissue-tissue networks. Figure 5 illustrates how two randomly chosen genes Z95115.1 and GGA1 drive communication networks among 38 different tissues (Figure 5). From these graphs, it can be seen that under the regulation of each gene which tissues reside at the core of the network and which reside at the periphery of the network. We found that all these tissues are linked with each other to form sparse networks mostly through directional synergism and directional antagonism. These two types of interactions together account for almost all links in inter-tissue networks, although a few tissues are linked through symmetric synergism, symmetric antagonism, and altruism. We identify a few tissue types, such as thyroid and gastroesophageal junction (esophagus) tissue, that are self-regulated. Both gene-driven tissue networks include the same set of core tissues (hubs) that have more links than the average, but the extent and even direction of links differ dramatically between the two networks. For example, liver tissue is inhibited by many other tissue, such as pituitary, substantia nigra (brain), gastroesophageal junction (esophagus), vagina, lung, muscularis (esophagus), subcutaneous (adipose), and
adrenal gland in the Z95115.1-driven network (Figure 5A), but promoted by pituitary, substantia nigra (brain), vagina, lung, and subcutaneous (adipose) in the GGA1-driven network (Figure 5B). Under the regulation of Genes Z95115.1 and GGA1, several tissues, such as transverse (colon), cerebellar hemisphere (brain) and muscle, act on the periphery; that is, each is linked with only one tissue. As the most important hub tissue, the expression level of the anterior cingulate cortex (brain) is moderate, suggesting that the intrinsic capacity of a hub tissue to maintain gene expression is not proportional to its influence on the inter-tissue network.

We decompose the overall gene expression profile of each tissue into its endogenous component and exogenous component across genes (Chen et al., 2019; Wu and Jiang, 2021). For example, if uterus tissue functions in an isolated environment, its gene expression level will be higher than what is observed in the socialized environment. This is due to the fact that a total of 11 other tissues accumulatively produces a positive influence on the uterus, although many of these tissues negatively affect it. A similar phenomenon was observed for cerebellar hemisphere (brain) and subcutaneous (adipose) tissues. Yet, mucosa (esophagus) tissue displays no difference between its endogenous expression and observed expression because positive and negative influences by other tissues cancel each other.

**Gene Annotations**

We conducted a KEGG enrichment analysis to understand the biological function of genes within each module and how genes from one module interact with genes from other modules. We found that gene function varies considerably among modules; for example, module 1 is dominated by the ribosome gene, modules 3–5 contains a number of genes that are associated with Alzheimer’s disease, Oxidative phosphorylation, Huntington’s disease, and Parkinson’s disease, module 14 is mainly comprised of the spliceosome gene, module 36 contains genes for ribosome biogenesis and RNA transcription, genes within module 39 are related to a number of biological processes including viral myocarditis, prion diseases, and staphylococcus aureus infection among others, and module 46 includes the gene for RNA degradation. We further performed a KEGG pathway analysis to examine how the tissue-specific gene network that distinguishes a pancreas from a uterus can be interpreted by protein-protein interactions (Figure 6). From this pathway...
network, we can illustrate an overall picture of how genes interact with each other regionally (within modules) and globally (between modules). Modules 1, 8, and 5 contain many genes that link with genes from other modules; it is likely that they serve as hub modules due to their “social” roles. Interestingly, modules 1, 8, and 5 were all identified as hubs by our model. Furthermore, the links of module 1 (ribosome) with modules 14 (spliceosome) and 46 (RNA degradation) can be explained by the interactions between module 1’s RPL34 and module 14’s UBE2D2 and module 46’s C1D, respectively. The links of module 1 with modules 39 and 46 may be attributed to the interactions between module 1’s ACTB and module 39’s TBP and module 1’s RPS27A and module 46’s C1D, respectively. Despite the fact that some module-module links are not explained by KEGG pathways, all the above consistency indicates the biological relevance of our model. The strength of our model is its ability to estimate the size, sign, and direction of gene co-regulation, thereby gaining additional insight into the genomic mechanisms underlying complex biological processes. Similar consistent results are also detected for the liver-based personalized network (Figure 3B).

DISCUSSION

As the most influential multi-tissue project, the GTEx database contains gene expression data on more than 12,000 samples across 53 tissues from nearly 1,000 human donors (https://gtexportal.org/home/). This invaluable database has been extensively analyzed by researchers worldwide, successfully identifying a variety of significant genes that distinguish among tissues and subjects (Fagny et al., 2017; Yang et al., 2017; Gamazon et al., 2018). A majority of these analyses are based on reductionist thinking to characterize individual actions of genes, but it has been increasingly clear that inter-tissue and inter-individual variabilities are also determined by complex interactions among different genes. In this article, we propose an alternative but more powerful approach for mining and interrogating the biological rules hidden in the GTEx data by inferring multiscale gene co-regulation networks across tissues and individuals.

The gene networks reconstructed by our approach are regarded as being mechanistic because of the following four features: 1) they are fully informative, encapsulated by bidirectional, signed, and weighted interactions whose strength is quantified, 2) they are omnigenic but sparse, capturing a systematic but focused view of how a complete set of genome-wide genes interact with each other, 3) they are biologically interpretable, establishing defined types of interactions on a mass, energetic or signal basis, and 4) they are sample-specific, allowing network structure to be compared, tested, and predicted across spatiotemporal gradients. More recently, Boyle et al. (2017) have proposed an omnigenic hypothesis, suggesting that essentially all genes on the entire genome may have played roles in mediating phenotypic variation. Through implementing variable selection and modularity theory, our approach can reconstruct high- or even ultra-high-dimensional networks that are omnigenic and act across different scales, thus providing a platform to test whether and how the omnigenic model can better explain genetic variation. Glass et al. (2013) developed Passing Attribute between Networks for Data Assimilation (PANDA) for assembling multiple sources of information for network inference, and Sonawane et al. (2017) used PANDA to reconstruct tissue-specific networks with the GTEx data. Despite the power of this approach, the networks inferred by it do not combine all the above four features, thus failing to offer the mechanistic interpretation of gene co-regulation.

By converting steady-state expression data to a dynamical space, our approach makes it possible to recover fully informative, omnigenic, biologically meaningful, and sample-specific networks. The basic tenet of our approach is that individual genes are regulated by each other in sample-specific networks like different organisms interact and work together across ecological communities. Thus, the fundamental rules that govern community behavior also work to shape gene network structure and organization. Taking this as a starting point, we integrate elements of two disciplines, ecology and evolutionary game theory, into a gene networking framework in which a system of quasi-dynamic ODEs are derived and used to capture and quantify the internal workings of regulatory networks.

Our approach can significantly advance biologically and clinically meaningful discoveries from the GTEx data that most existing approaches fail to detect. First, it allows researchers to compile and catalogue an encyclopedia for gene networks for each tissue from any single individual and compare how these networks structurally differ among tissues. By such comparisons, one can identify which and how gene interactions generate a first general rule that distinguishes diseased tissues from normal tissues. Second, focusing on a certain tissue, such as the liver, lung or brain, our approach can curate an atlas for gene networks that act on the focal tissue for each individual and compare how these so-called personalized networks differ topologically among individuals. This allows researchers to identify the second general rule by which certain gene interactions cause the focal tissue to function differently between healthy and diseased individuals. Third, our approach can compile and classify a dictionary of tissue-tissue wiring networks derived by each key gene. Inter-tissue communications in the body are integral to the proper functioning of organisms (Strand et al., 2010). For example, the brain is believed to detect and process signals from the environment and then communicate these signals to distal tissues, such as the gut, to regulate human health (Zhang et al., 2018). How tissues communicate with each other is a poorly understood question. Our approach can not only recover tissue-tissue interactions from gene expression data, but also identify which and how genes drive the communications of one tissue with others.

Tissue- or individual-specific gene networks may be determined by a few hub genes. The expression levels of the hub genes may individuate stereotypical modes of response to external perturbations. Similarly, hub tissues may play a
central role in mediating gene-specific tissue networks. In gene networks and tissue networks reconstructed from the GTEx data, such hub genes and hub tissues were found to exist and the role of the hub genes detected in linking other genes can be well interpreted by the annotated KEGG pathways. We found that the architecture of tissue-specific gene networks, personalized gene networks, and tissue networks is predominated by directional synergism and directional antagonism, together accounting for all or almost all links in these networks. This observation is consistent with widely identified cyclic synergism/antagonism (e.g., cyclic dominance) in nature, guided by the rock–paper–scissors game (Sinervo and Lively, 1996). Based on network theory, the emergent properties of each of these individualized networks can be characterized by topological parameters, such as connectivity, closeness, betweenness, eccentricity, eigenvector and PageRank (Newman, 2003). Thus, by linking these properties with the health status of humans, one can identify key topological determinants of health risk and design personalized therapies for tissue-specific diseases.

We are in the midst of a renaissance that enables the holistic, systems-oriented dissection of complex biological phenomena because no biological entity occurs and functions in isolation. Over the past several decades, reductionist thinking as a dominant approach has provided a steady stream of information on the resolution of individual components, such as genes, proteins, or metabolites, which drive complex traits or diseases. However, with the increase in the mining of publicly available genetic and genomic data arising from recent technological advances in genotyping and sequencing, it is becoming clear that trait or disease formation results not only from the influence of individual components but also, more likely, from the interactions of these components that coalesce into an intricate and tightly coordinated network (Costanzo et al., 2019). As such, our approach will potentially find its widespread use in revealing the mechanistic machinery of complex phenotypes from any data type. In particular, genome-wide association studies enable the identification of the genetic architecture of tissue- or individual-specific networks. The establishment of the link between gene networking and SNP variants, available for the GTEx project, will open a window to the prediction of regulatory network structure for personalized medicine.

METHODS

In what follows, we show how it is necessary to integrate elements of ecology, evolution, and evolutionary game theory for extracting multi-tissue gene expression networks from the GTEx data. This interdisciplinary integration allows us to define a new concept, expression index, making it possible to derive a system of quasi-dynamic ODEs. These equations form the basis for our networking approach. By implementing developmental modularity theory and variable selection, our approach is equipped with a capacity to infer omnigenic but sparse networks at any dimension involving all genes. Network theory can be used to define and assess the emergent properties of the gene networks reconstructed from our approach.

Expression Index and Allometric Scaling Theory

The GTEx project was launched in 2008, providing a resource to characterize genetic variation in gene expression profiles across diverse tissues of the human body and relate it to the cellular mechanisms that underlie complex human diseases and traits (TheEx Consortium (2015, 2015; TheEx Consortium (2017, 2017). More recently, this database has been expanded to include genotype, gene expression, histological and clinical data on more than 12,000 samples across 53 tissues from nearly 1,000 human donors (https://gtexportal.org/home/). Our approach can recover tissue- and individual-specific gene networks and gene-specific inter-tissue networks from the GTEx database.

Suppose there are \( m \) genes measured in tissue \( t_i (i = 1, \ldots, T) \) from individual \( i (i = 1, \ldots, n) \). The relative change of expression of any two genes across tissues reflects their interactive relationship. Consider a situation in which genes X and Y are both expressed in tissue 1 but only gene Y is expressed in tissue 2. If the expression level of Y is lower in tissue 1 than in tissue 2, then gene X is considered to inhibit gene Y. Thus, by modeling how the expression level of each gene changes relative to that of other genes across tissues, we can illustrate gene-gene interactions. Let \( g_{ji} \) denote the expression level of gene \( j \) in tissue \( i \). We calculate the total amount of expression of all genes in tissue \( t_i \), denoted as \( E_{ti} = \sum_{j=1}^{m} g_{ji} \), and define it as the expression index of this tissue.

We use the expression index to serialize discrete tissues or individuals, across which the allometric scale of \( g_{ji} \), with respect to \( E_{ti} \), establishes a part-whole relationship, well recognized as following a power equation (Shingleton, 2010). Such a power equation can be expressed as

\[
g_{ji}(E_{ti}) = \left\{ \begin{array}{ll}
\alpha_j \beta_j E_{ti}^\beta_j & \text{if } g_{ji} \leq E_{ti} \\
\alpha_j E_{ti} & \text{if } g_{ji} > E_{ti}
\end{array} \right.
\]

where Eq. 1 describe how the expression of gene \( j \) (part) scales allometrically with the expression index (whole) across tissues from individual \( i \) and across individuals for tissue \( t \) (common to all or part of the individuals), respectively; \( \beta_j \)’s are the scaling exponents and \( \alpha_j \)’s are the constants that represent the expression index-varying characteristic of gene \( j \). The power equation has been regarded as a universal rule to explain biological phenomena, such as how total leaf biomass scales allometrically with whole-plant biomass across spatiotemporal gradients (Mcconnahay and Coleman, 1999; Xu et al., 2014) as well as how brain size in animals scales with animal mass across individuals or over development (Gayon, 2000).

Evolutionary Game Theory and Its Lotka-Volterra Generalization

No biological entity can exist or function without interacting with others. Remarkably, such interdependence and interactions obey certain rules that can be reasonably explained by evolutionary game
theory (Smith and Price, 1973). Game theory originated in economic research (von Neumann and Morgenstern, 1944) and describes how a player rationally obtains his/her maximum payoff based on his/her own and other players’ strategic decisions. Evolutionary game theory extends this concept to understand how interactions among players change dynamically in a game-like context driven by evolutionary mechanisms (Nowak, 2006). The generalized Lokta-Volterra formulation of evolutionary game theory, via replicator equations, can help to map and quantify specific strategies for each player, i.e., competition or cooperation, armed with a power of capturing spontaneous oscillatory behavior of complex biological systems, without needing to assume decision rationality (Cowden and Cummings, 2012). Evolutionary game theory has been widely used to study and model interdependencies among different biological entities at various levels of organization, including biomolecules, cells, tissues/organs, organisms, and populations (Fu et al., 2018; Jiang et al., 2018; Massey and Mishra, 2018; Swierniak et al., 2018).

Consider a system of \( m \) co-regulatory genes. A mechanistic understanding of this system’s behavior and function can benefit from the reconstruction of an interaction network that encapsulates how each gene cooperates or competes with other genes. We integrate evolutionary game theory and the Lokta-Volterra (LV) predator-prey model (Hofbauer and Sigmund, 1998) to derive a system of expression index-derivative ordinary differential equations (ODEs) describing an \( m \)-dimensional gene expression space, expressed as

\[
\frac{d \gamma_{j\mu}^{(i)}}{dE_{ti}} = Q_j(g_{j\mu}(E_{ti}; \Theta_j)) + \sum_{j' = 1, j' \neq j}^m W_{j'j}(g_{j'\mu}(E_{ti}; \Theta_{j'})),
\]

where \( t_i = 1, \ldots, T; i = 1, \ldots, n \) (2)

which we call a system of quasi-dynamic ODEs because its derivative is not a function of time, the usual situation. According to Eq. 2, the overall change of the expression level of any gene \( j \) in each tissue from a given individual or in each individual for a given tissue is decomposed into its independent component \( Q_j(\cdot) \) and dependent component \( \sum_{j' = 1, j' \neq j}^m W_{j'j}(\cdot) \). The independent component of gene \( j \) would occur when this gene is assumed to be in isolation, and the dependent component of gene \( j \) is the aggregated effect of other genes \( j' \) (\( j' = 1, \ldots, j-1, j+1, \ldots, m \)) on this gene. The independent component reflects a gene’s exogenous capacity to express, whereas the dependent component is a consequence of endogenous influences by other genes. The independent component, \( Q_j(\cdot) \), determined by parameters \( \Theta_{j\mu} \), can be specified by the power Eq. 1. The dependent component, \( W_{j'j}(\cdot) \), determined by parameters \( \Theta_{j'j} \), describes the dependent value of the focal gene \( j \) affected by gene \( j' \), which can be modeled by a nonparametric approach.

**Inferring Fully Informative Gene Networks From Static Data**

Let \( y_{j\mu}(E_{ti}) \) denote the observation of \( g_{j\mu}(E_{ti}) \), subject to measurement errors. Thus, a regression model that specifies the observed expression level of gene \( j \) in tissue \( t_i \) from individual \( i \) is written as

\[
y_{j\mu}(E_{ti}) = g_{j\mu}(E_{ti}) + \epsilon_{j\mu}(E_{ti}) = R_j(g_{j\mu}(E_{ti}; \Theta_j)) + \sum_{j' = 1, j' \neq j}^m U_{j'j}(g_{j'\mu}(E_{ti}; \Theta_{j'})) + \epsilon_{j\mu}(E_{ti})
\]

where \( R_j(\cdot) \) and \( U_{j'j}(\cdot) \) are the integrals of \( Q_j(\cdot) \) and \( W_{j'j}(\cdot) \) in Eq. 2, respectively, and \( \epsilon_{j\mu}(E_{ti}) \) is the independent measurement error of gene \( j \) in tissue \( t_i \) from individual \( i \). Based on this model (3), we formulate two likelihoods: one for the observed gene expression data from \( T_i \) tissue for a given individual \( i \) and the other for the observed gene expression data from \( n \) individuals for a given tissue \( t \). By assuming that gene expression data follow a normal distribution, we derive an algorithm (given below) to obtain the maximum likelihood estimates (MLEs) of the parameters, \( \Theta_j \) and \( \Theta_{j'j} \), that define models (2) and (3). A similar algorithm can be derived if gene expression data follow other distributions, such as Poisson or negative binomial. After parameter estimation, we can construct an \( m \)-node graph, in which nodes reflect the independent expression levels of individual genes determined by the MLE of \( R_j(\cdot) \) and edges represent interactions between different genes specified by the MLE of \( U_{j'j}(\cdot) \).

**The precise classification of gene interactions:** In biology, \( R_j(\cdot) \) reflects a carrying capacity of a given gene, whereas \( U_{j'j}(\cdot) \) interprets how gene \( j' \) affects gene \( j \). If \( U_{j'j}(\cdot) \) is positive, negative, or zero, this suggests that gene \( j' \) activates, inhibits, or is neutral to, gene \( j \), respectively. The size of this estimate quantifies the strength of activation or inhibition. By comparing \( U_{j'j}(\cdot) \) and \( U_{j'j}(\cdot) \), we can determine whether and how these two genes reciprocally trigger impacts on each other. If these two values are positive and also do not significantly differ from each other, this suggests that the two genes establish symmetric synergism. If the two values are significantly different, although both are positive, the two genes have asymmetric synergism. Analogously, if \( U_{j'j}(\cdot) \) and \( U_{j'j}(\cdot) \) are both negative with a similar size, the relationship of the two genes can be described as symmetric antagonism and if the two values are both negative and not of a similar size, this is asymmetric antagonism. If one is positive or negative and the other is zero, the relationship of the two genes is directional synergism or directional antagonism, respectively. If \( U_{j'j}(\cdot) \) is positive but \( U_{j'j}(\cdot) \) is negative, this suggests that gene \( j' \) offers altruism toward gene \( j \) while gene \( j \) obtains egoism from gene \( j' \). For the same pair of genes, the degrees of altruism and egoism may be different. This can be determined from the relative magnitudes of absolute values of \( U_{j'j}(\cdot) \) and \( U_{j'j}(\cdot) \). If both \( U_{j'j}(\cdot) \) and \( U_{j'j}(\cdot) \) are zero, this suggests that the two genes are neutral to each other. It can be seen from the above analysis that, despite the unavailability of dynamic data, our model can still reconstruct a fully informative networks coded by bidirectional, signed, and weighted gene-gene interactions. The interpretation and definition of different types of gene co-regulation will stimulate researchers to explore the mass, energetic, or signal basis of gene-gene interactions.
Optimizing the Topological Structure of GRNs

Let $\mathbf{y}_{ji} = (y_{j1i}(E_1), \ldots, y_{jTi}(E_T))$ denote a vector of the observed expression levels of gene $j$ ($j = 1, \ldots, m$) over $T_i$ tissues of individual $i$. The likelihood function of model parameters $\mathbf{\phi} = (\mathbf{\mu}_i; \mathbf{\Sigma}_i) \in \Phi$ given these cross-tissue data is written as

$$L_i(\mathbf{\mu}_i; \mathbf{\Sigma}_i) = f_i(\mathbf{y}_i; \mathbf{\mu}_i; \mathbf{\Sigma}_i)$$

where $f_i(\cdot)$ is the $T_i$-dimensional $m$-variate normal distribution for $m$ genes across $T_i$ tissues with the mean vector $\mathbf{\mu}_i$ and covariance matrix $\mathbf{\Sigma}_i$. Specifically, we have

$$\mathbf{\mu}_i = (\mu_{i1}; \ldots; \mu_{im}) = (\mu_{i11}(E_{1i}), \ldots, \mu_{iT_i1}(E_{T_i}); \ldots; \mu_{im1}(E_{1i}), \ldots, \mu_{iT_i1}(E_{T_i})), \quad (5)$$

$$\mathbf{\Sigma}_i = \begin{pmatrix} \Sigma_{11i} & \cdots & \Sigma_{1mi} \\ \vdots & \ddots & \vdots \\ \Sigma_{m1i} & \cdots & \Sigma_{mmi} \end{pmatrix}$$

where $\mu_{ji}(E_{ki})$ is the expected expression value of gene $j$ in tissue $t_i$, $\Sigma_{jj}i$ is the tissue-dependent variance-covariance matrix of gene $j$, and $\Sigma_{jj}j$ is the tissue-dependent covariance matrix between genes $j$ and $j'$. Expression index-varying expression levels of each gene are modelled by the quasi-dynamic ODEs (2) that contain the most significant incoming links. As stated above, $Q(\cdot)$, a function of $g_{ji}(E_{ki})$, is specified by parameters $\Theta_j$, which can be fit by the power equation, and $W_{ji}(\cdot)$, a function of $g_{ji}(E_{ki})$, is specified by parameters $\Theta_{ji}$, which can be fit by nonparametric functions. We assume that the residual errors of the observed gene expression are independent across tissues and the residual variance of each gene is constant across tissues, although these assumptions can be further relaxed. Thus, $\Sigma_{ij}$ and $\Sigma_{ij}$ are structured as $\Sigma_{ij} = \Sigma_{ij}11T_i$ and $\Sigma_{ij} = \Sigma_{ij}TT_i$, respectively, where $\sigma^2_{ji}$ is the residual variance of gene $j$ in the same tissue, $\sigma_{ji}$ is the residual covariance of genes $j$ and $j'$ in the same tissue, and $\mathbf{I}_T$ is the $T_i \times T_i$ identity matrix.

The estimates of all model parameters $\mathbf{\phi}$ can be obtained by maximizing the likelihood function of Eq. 4, expressed as

$$\hat{\mathbf{\phi}} = \arg\max_{\mathbf{\phi} \in \Phi} L_i(\mathbf{\mu}_i; \mathbf{\Sigma}_i). \quad (7)$$

Intuitively, this maximum likelihood optimization implies an optimal topological structure and organization in which genes interact with each other to maximize the chance of the network to function as a whole.

**Tissue- and individual-specific network recovery:** As a function of $E_{ki}$, the endogenous and exogenous expression values of genes can be calculated for any tissue from a given individual from $R_{ji}(\cdot)$ and $U_{jjj}(\cdot)$, respectively. These values enable the inference of tissue-specific networks, from which to identify the tissue specificity of gene co-expression. Similarly, we can reconstruct individual-specific gene networks by defining the expression index of individuals on a given tissue.

We develop an approach for testing how a network can explain the overall differences between any two tissues. Let $t_{i1}$ and $t_{i2}$ denote tissues 1 and 2 from individual $i$, respectively. The integral of the dependent gene expression component of system of quasi-dynamic ODEs (2) from $t_{i1}$ to $t_{i2}$ is calculated as

$$\Delta_{ji} = \int_{E_{ti1}}^{E_{ti2}} \mathbf{U}_{ji}(\mathbf{g}_{ji}(E_{ki}); \Theta_{ji}) dE_{ki}. \quad (8)$$

which quantifies how the exogenous effect of gene $j$, exerted by gene $j'$, governs the difference between the two tissues. By calculating $\Delta_{ji}$ for all significant gene pairs, we draw a tissue-perturbed gene network. This network can characterize the global difference of gene co-regulation between two tissues.

Analogously, we use the procedures described above to recover gene regulatory networks across individuals. These individual-specific networks are called personalized networks, characteristic of individual subjects. Personalized networks can be used to compare whether and how gene co-expression networks are associated with a healthy state or disease state in humans. As a quantitative tool, personalized networks can be used to predict gene co-expression by interpolating or extrapolating expression indices into a system of quasi-dynamic ODEs (2). The predictability of personalized networks can be improved when factors, external to the gene networks, such as demographic information, life style, and environmental factors, are incorporated into the model (2).

**Social classifications of genes.** Each equation of the quasi-dynamic ODEs (2) includes how many genes a given gene is passively regulated through incoming links, and by counting all equations, one can see how many genes a given gene actively regulates through outgoing links. Thus, a whole system of quasi-dynamic ODEs (2) can inform us of the numbers of outgoing links and incoming links for each gene. According to network theory, this information allows us to classify all genes into hub (core) genes and peripheral genes, leader genes and subordinate genes, or social genes and solitary genes (Allot et al., 2017). We argue that core genes may not necessarily display a strong intrinsic capacity of expression by which to affect network behavior and function. These genes may play important roles through regulating the expression of other genes in a direct way (outgoing) or an indirect way (incoming). Core genes may serve as leaders via outgoing regulation or subordinates if they receive incoming regulation. A distinction between leaders and subordinates may help to better understand the impact of individual genes on the overall structure of networks. Solitary genes generally reside at the periphery of a network, but their endogenous expression level may not necessarily be small. In some cases, the weak link of a solitary gene may collectively wield a sizable impact on the network, raising the possibility of a “butterfly” effect (from chaos theory) of gene interactions, a phenomenon of large unforeseen consequences caused by a sensitive dependence on a small initial change. For these reasons, marginal analysis of single genes would not reveal an overall picture of gene regulatory interactions because their impact may be mediated by non-linear network dynamics.
Sparse Network Recovery

Eq. 2 gives a formal general form of the quasi-dynamic ODEs that characterizes all possible combinations among a complete set of genes from multi-tissue studies. However, the increasing complexity of the network due to an increasing number of genes may quickly prevent efficient and effective computation of the ODEs. We resolve this issue by implementing variable selection-based statistical reasoning to choose the most significant incoming links for each gene. This implementation has a biological and social foundation. In modeling primate and human social networks, Dunbar’s law (Dunbar, 1992) asserts that there is a limit to the number of relationships within a network an individual can stably maintain given the animal’s neocortex size. This law has been observed to involve a genetic component; for example, Fowler et al. (2009) identified specific genes that control the popularity of a given individual with respect to other individuals. Genetic influence on social networks has been confirmed by many other studies (Allott et al., 2017; Mcdonald and Hobson, 2018). The existence of the genetic basis of Dunbar’s law should allow us to find its implications for biologically relevant networks in general. As such, we will only need to reconstruct a sparse gene network based on some key pathways that forms the network.

Variable selection: As stated above, it is unlikely that each gene interacts with every other gene across tissues. According to a multiple regression model across tissues (3), the observed expression level of gene $j$ is regressed on its endogenous component and exogenous component affected by other genes $j' (j'=1,\ldots,j-1,j+1,\ldots,m)$. LASSO or its variants (Tibshirani, 1996; Yuan and Lin, 2006; Wang and Leng, 2008) can be implemented to reduce the dimension of incoming links owned by gene $j$, i.e., the dependence of this gene on other genes. In the end, we detect the most significant incoming links (say $d_j \ll m$) for each gene $j$ by variable selection, which reconstitutes Eq. 2’s quasi-dynamic ODEs. Note that we impose no constraint on the number of outgoing links for each gene, i.e., the regulation of a gene on other genes. Thus, we can reconstruct high-dimensional sparse networks by variable selection.

Network community identification and multiscale network reconstruction: Modularity theory states that biological entities are specified for different functions and, therefore, are organized into distinct modules within which entities are more strongly functionally correlated with each other than with those from other modules (Chen et al., 2019). The identification of distinct modules is an important topic for understanding the intrinsic mechanisms of biological processes (Cantini et al., 2015; Wu and Jiang, 2021). Indeed, this issue is analogous to network community identification (Saelens et al., 2018). A network is regarded as having community modularity if the nodes of the network are partitioned into subsets of nodes such that each partition element is densely connected internally (Fuhrman, 2009).

We implement functional clustering, proposed by Kim et al. (2008), to identify and test community structure for interaction networks. Functional clustering classifies all genes into distinct modules based on the pattern of expression index-varying gene expression. The optimal number of modules can be determined by information criteria, such as the Akaike Information Criterion (AIC) or the Bayesian Information Criterion (BIC). Based on the posterior probabilities of each gene estimated by functional clustering, we can assign genes into their most likely modules. We can reconstruct gene networks among modules at a higher level and among genes within modules at a lower level. Thus, a large gene network is decomposed into multiple functionally different but interconnected network communities based on the theory of biological modularity. If the number of genes within a module is still large, a further analysis using functional clustering can be conducted to identify more fine-grained network communities. In the end, we reconstruct hierarchical gene networks that encapsulate various types of gene interactions for all genes for the GTEx database. These networks can serve as a platform to test how gene co-regulation omnidirectionally drive human complex disease or traits.

Gene-Driven Tissue Networks

No tissue functions in isolation, rather its function critically relies on how other tissues function within the same body. Such interdependence and interrelationships among tissues suggest that reconstruction of a network in which tissues interact with each other through genes will reveal important biomedical information. As before, we use $g_{ji}$ to denote the expression level of gene $j$ in tissue $t_i$ ($t_i = 1,\ldots,T_i$) from individual $i$. The total expression level of a gene in all tissues reflects the carrying capacity of this gene to compete with other genes within an individual’s body. Thus, we define $E_{ji} = \sum_{t_i = 1}^{T_i} g_{ji}$ as the expression index of gene $j$ within individual $i$. By plotting the gene expression level of individual tissues against the expression index across genes, we find that the allometric relationship of individual tissues (the part) and body (the whole) can be fitted by the power equation (Figure 4). This relationship is integrated with evolutionary game theory to derive a system of quasi-dynamic ODEs, expressed as

$$\frac{dg_{ji}}{dE_{ji}} = Q_{ji}(g_{ji}(E_{ji}); \Theta_{ji}) + \sum_{t_i = 1}^{T_i} W_{t_i,j}(g_{ji}(E_{ji}); \Theta_{t_i,j}),$$

(9)

where the gene expression level of a tissue is decomposed into its endogenous component $Q_{ji} (\cdot)$ (that occurs when the tissue is assumed to be in isolation) and exogenous component $W_{t_i,j}(\cdot)$ (that arises accumulatively from the interdependence and interaction with other tissues). As described, $Q_{ji} (\cdot)$ can be modeled by a power equation with parameters $\Theta_{ji}$, whereas $W_{t_i,j}(\cdot)$ is modeled by a nonparametric function with parameters $\Theta_{t_i,j}$. We note that Eq. 9 is a natural generalization of Eq. 2 to allow us to identify inter-tissue relationships (Notice the distinction between Eq. 2, 9 is entirely with respect to the differentiating quantity).
We use a similar line of reasoning to recover tissue-tissue networks in terms of gene expression using the quasi-dynamic ODE model. These networks are also fully informative, which can characterize and contextualize how each pair of tissues interact with each other into a bi-directional, signed, and weighed graph. We denote the integrals of \( Q_i(\cdot) \) and \( W_{ij}(\cdot) \) as \( R_{ij}(\cdot) \) and \( U_{ij}(\cdot) \), respectively, which represent the edges of a tissue-tissue network. Similar types of interactions among tissues can be defined, including 1) symmetric synergism and symmetric antagonism, 2) directional synergism and antagonism, 3) antagonistic altruism, and 4) synergistic egoism. From a tissue-tissue network, we can identify which tissues play a leadership role, which tissues are more peripheral, and which tissues tend to receive more incoming regulation. Given that \( Q_i(\cdot) \) and \( W_{ij}(\cdot) \) are a function of \( E_{ij} \), we can reconstruct tissue-specific tissue-tissue networks; i.e., how all tissues are linked with each other through a specific gene.
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