ON THE LAPLACIAN SPREAD OF DIGRAPHS
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Abstract. In this article, we extend the notion of the Laplacian spread to simple directed graphs (digraphs) using the restricted numerical range. First, we provide Laplacian spread values for several families of digraphs. Then, we prove sharp upper bounds on the Laplacian spread for all polygonal and balanced digraphs. In particular, we show that the validity of the Laplacian spread bound for balanced digraphs is equivalent to the Laplacian spread conjecture for simple undirected graphs, which was conjectured in 2011 and proven in 2021. Moreover, we prove an equivalent statement for weighted balanced digraphs with weights between 0 and 1. Finally, we state several open conjectures that are motivated by empirical data.
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1. Introduction. Let $G$ be an undirected and unweighted simple graph (no loops nor multi-edges) of order $n$. Also, let $L$ be the Laplacian matrix of $G$ and denote its eigenvalues by

$$0 = \lambda_1(G) \leq \lambda_2(G) \leq \cdots \leq \lambda_n(G).$$

In [13], Fiedler defined the algebraic connectivity of the graph $G$ by $\alpha(G) = \lambda_2(G)$. A related and useful quantity is $\beta(G) = \lambda_n(G) = n - \alpha(G)$, where $\overline{G}$ denotes the complement of the graph $G$. The Laplacian spread of the graph $G$ is defined by

$$sp(G) = \beta(G) - \alpha(G).$$

The Laplacian spread of a graph has received significant attention in the literature (for example, see [1, 2, 3, 4, 10, 11, 12, 23, 28, 30] and the references therein). Most notably, for our purposes, in [28, 30], it was conjectured that the Laplacian spread satisfies

$$sp(G) \leq n - 1,$$

for all graphs $G$. Note that, since $\alpha(\overline{G}) = n - \lambda_n(G)$, it follows that (1.1) can be re-written as

$$\alpha(G) + \alpha(\overline{G}) \geq 1.$$  

(1.2)

In [1], it is shown that (1.2) holding for all graphs $G$ of order $n \geq 2$ is equivalent to the following statement: For any two orthonormal vectors $x, y \in \mathbb{R}^n$ with zero mean and $n \geq 2,$

$$\|\nabla_x - \nabla_y\| \geq 2,$$

(1.3)

where $\nabla_x \in \mathbb{R}^{\binom{n}{2}}$ is defined as the vector whose $ij$ entry is equal to $|x_i - x_j|$, for all $i \neq j$. More recently, in [11, Theorem 1], it was shown that (1.2) holds for all graphs $G$. Hence, (1.3) holds for all orthonormal vectors $x, y \in \mathbb{R}^n$ with zero mean and $n \geq 2$.
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In this article, we extend the notion of the Laplacian spread to digraphs using the restricted numerical range as defined in [7, 9]. Note that the restricted numerical range is a closed convex set in the complex plane, and the Laplacian spread of a digraph can be viewed geometrically as the length of the real part of its restricted numerical range. We use the digraph characterizations via the restricted numerical range in [9] to give Laplacian spread values for several families of digraphs, and we provide sharp bounds on the Laplacian spread for all polygonal digraphs as defined in [7]. Moreover, we show that the Laplacian spread of balanced digraphs of order \( n \) is bounded above by \( (n - 1) \). In particular, we show that this statement is equivalent to the statements in (1.2) and (1.3). Then, we prove an equivalent statement for balanced digraphs with weights in the interval \([0, 1]\). Finally, we provide empirical evidence that the strengthened bound on the Laplacian spread conjectured in [5] also holds for balanced digraphs, and we include several open conjectures regarding the families of digraphs that attain certain spread values.

2. The Restricted Numerical Range. Let \( \Gamma = (V, E) \) denote an unweighted simple digraph of order \( n \), where \( V \) is the vertex set and \( E \subseteq V \times V \) is the edge set. We denote the out-degree of vertex \( i \in V \) by \( d^+(i) \), which is equal to the number of edges of the form \( (i, j) \in E \). Similarly, we denote the in-degree of vertex \( i \in V \) by \( d^-(i) \), which is equal to the number of edges of the form \( (j, i) \in E \). After indexing the vertex set as \( V = \{1, 2, \ldots, n\} \), we define the adjacency matrix of \( \Gamma \) by \( A = [a_{ij}]_{i,j=1}^n \), where \( a_{ij} = 1 \) if \( (i, j) \in E \) and \( a_{ij} = 0 \) otherwise. Moreover, we define the Laplacian matrix of \( \Gamma \) by \( L = D - A \), where \( A \) is the adjacency matrix of \( \Gamma \) and \( D \) is a diagonal matrix whose \( i \)th diagonal entry is \( d^+(i) \). We use functional notation to indicate the particular digraph when it is unclear from context; for example, \( L(\Gamma) \) denotes the Laplacian matrix of the digraph \( \Gamma \).

In general, the numerical range (or field of values) of a complex matrix \( A \in \mathbb{C}^{n \times n} \) is defined as follows [21, 29]:

\[
W(A) = \{ x^* Ax : \ x \in \mathbb{C}^n, \ \|x\| = 1 \},
\]

where \( \|\cdot\| \) denotes the Euclidean norm on complex vectors. Since \( Le = 0 \) for any Laplacian matrix, where \( e \) is the all ones vector, we are interested in the restricted numerical range of the Laplacian matrix, which is defined as follows [9]:

\[
W_r(L) = \{ x^* Lx : \ x \in \mathbb{C}^n, \ x \perp e, \ \|x\| = 1 \}.
\]

Clearly, \( W_r(L) = \emptyset \) when \( n = 1 \). When convenient, we may refer to \( W_r(L) \) as the restricted numerical range of a digraph, and mix the notation \( W_r(L) \) with \( W_r(\Gamma) \).

The definition of the restricted numerical range is motivated by its close connection to the algebraic connectivity for digraphs, which is defined as follows [27]: The algebraic connectivity of \( \Gamma \) is given by

\[
\alpha(\Gamma) = \min_{x \perp e, \ \|x\| = 1} x^T Lx.
\]

Another related and useful quantity is

\[
\beta(\Gamma) = \max_{x \perp e, \ \|x\| = 1} x^T Lx.
\]

The proposition below summarizes this connection and the basic properties of the restricted numerical range [7, 9]. Note that we define a restrictor matrix of order \( n \).
as an \( n \times (n - 1) \) matrix whose columns form an orthonormal basis for \( e^1 \). Given a restrictor matrix \( Q \) of order \( n \), we reference the matrix \( Q^* LQ \) as a restricted Laplacian. Also, we use \( \Gamma \) to denote the complement digraph of \( \Gamma \), that is, the digraph whose edge set consists exactly of those directed edges not in \( \Gamma \). Finally, since the eigenvectors of \( L \) corresponding to the zero eigenvalue are linearly independent [8, Theorem 2.4], we are justified in referencing the zero eigenvalue corresponding to the eigenvector \( e \).

**Proposition 2.1.** Let \( \Gamma \) be a simple digraph of order \( n \) and let \( L \) be the Laplacian matrix of \( \Gamma \). Then, the following hold:

(i) For any restrictor matrix \( Q \) of order \( n \), the restricted numerical range satisfies \( W_r(L) = W'(Q^* LQ) \).

(ii) The set \( W_r(L) \) is invariant under re-ordering of the vertices of \( \Gamma \).

(iii) The eigenvalues of \( L \) are contained in \( W_r(L) \), except (possibly) for the zero eigenvalue associated with the eigenvector \( e \).

(iv) The minimum real part of \( W_r(L) \) is equal to \( \alpha(\Gamma) \) and the maximum real part of \( W_r(L) \) is equal to \( \beta(\Gamma) \).

(v) Let \( L \) denote the Laplacian matrix of \( \Gamma \). Then, \( W_r(L) = n - W_r(L) \).

The theorem below summarizes the known characterizations of digraphs using the restricted numerical range [9]. Note that the directed join of the digraphs \( \Gamma_1 = (V_1, E_1) \) and \( \Gamma_2 = (V_2, E_2) \), where \( V_1 \cap V_2 = \emptyset \), is defined by

\[
\Gamma_1 \uplus \Gamma_2 = (V_1 \cup V_2, E_1 \cup E_2 \cup \{(i, j) : i \in V_1, j \in V_2\}).
\]

Let \( K_n \) and \( \overline{K_n} \) denote the complete and empty digraphs of order \( n \), respectively. Then, the \( k \)-imploding star is defined by \( \Gamma = K_{n-k} \uplus \overline{K_k} \), for some \( k \in \{0, 1, \ldots, n\} \). Also, a regular tournament is defined as a tournament digraph of order \( n \), where \( n \geq 3 \) is odd and the in-degree and out-degree of each vertex is equal to \( (n - 1)/2 \). Finally, \( \Gamma = (W, E) \) is said to be bidirectional if for every \( (i, j) \in E \), we have \( (j, i) \in E \).

**Theorem 2.2.** Let \( \Gamma \) be a digraph of order \( n \) and let \( L \) be the Laplacian matrix of \( \Gamma \). Then, the following characterizations hold:

(i) \( \Gamma \) is a dicycle (directed cycle) of order \( n \) if and only if \( W_r(L) \) is a complex polygon with vertices

\[
\left\{1 - e^{i2\pi j/n} : j = 1, \ldots, n - 1\right\},
\]

where \( i \) denotes the imaginary unit.

(ii) \( \Gamma \) is a \( k \)-imploding star if and only if \( W_r(L) \) is a single point. Moreover, the numerical value of this point is \( k \).

(iii) \( \Gamma \) is a regular tournament if and only if \( W_r(L) \) is a vertical line segment. Moreover, this vertical line segment has real part \( n/2 \).

(iv) \( \Gamma \) is a directed join of two bidirectional digraphs, where one may be the null digraph, if and only if \( W_r(L) \) is a horizontal line segment. Moreover, this line segment lies on the non-negative portion of the real axis.

In Figure 1, examples from each part of Theorem 2.2 are shown. Note that the digraph is shown above with the restricted numerical range below, and the eigenvalues of \( Q^* LQ \) are displayed using the star symbol. Each example can be viewed more generally as a polygonal digraph, which is defined as a digraph whose restricted numerical range is equal to a convex polygon in the complex plane, that is, the convex hull of the eigenvalues of \( Q^* LQ \) [7]. In fact, parts (ii)–(iv) of Theorem 2.2 characterize all degenerate polygonal digraphs, that is, digraphs with a restricted numerical range equal to a point or line segment. In general, polygonal digraphs can be split into
three classes: Normal digraphs are those that have a normal Laplacian matrix, and therefore a normal restricted Laplacian matrix. Restricted-normal digraphs are those whose Laplacian matrix is not normal but whose restricted Laplacian matrix is normal. Pseudo-normal digraphs are those whose Laplacian matrix and restricted Laplacian matrix are not normal but whose restricted numerical range is polygonal. Figure 2 provides an example from each class.

The dicycle and regular tournament shown in Figure 1 are also normal digraphs, since any digraph whose Laplacian matrix, possibly after re-ordering of vertices, can be written as a circulant matrix will be normal. Also, note that the restricted-normal digraph in Figure 2 can be viewed as the directed join of two normal digraphs, that is, an order 3 dicycle and the disjoint union of $K_2$ and $K_1$. It turns out that the directed join of two normal digraphs is always a restricted-normal digraph [7, Proposition 3.6]; therefore, the 2-imploding star and directed join of $K_2$ and $K_4$ in Figure 1 are also restricted normal digraphs. Finally, note that by [20, Theorem 3], pseudo-normal digraphs have a restricted-normal Laplacian matrix that is unitarily similar to $D \oplus C$, where $D$ is a diagonal matrix, $C$ is not normal, and $W(C) \subset W(D)$.
3. The Laplacian Spread of Digraphs. We define the Laplacian spread of a digraph $\Gamma$ by

$$\text{sp}(\Gamma) = \beta(\Gamma) - \alpha(\Gamma),$$

that is, $\text{sp}(\Gamma)$ is equal to the length of the real part of $W_r(L)$. The following results are direct corollaries of Theorem 2.2.

**Corollary 3.1.** If $\Gamma$ is a directed cycle of order $n$, then the Laplacian spread satisfies

$$\text{sp}(\Gamma) = \begin{cases} 1 + \cos \left( \frac{2\pi}{n} \right) & \text{if } n \text{ is even}, \\ \cos \left( \frac{2\pi}{n} \right) - \cos \left( \pi \frac{n-1}{n} \right) & \text{if } n \text{ is odd}. \end{cases}$$

**Proof.** By Theorem 2.2(i), the restricted numerical range of a directed cycle of order $n$ satisfies

$$W_r(L) = \left\{ 1 - e^{i2\pi j/n} : j = 1, \ldots, n-1 \right\}.$$ 

Hence, the algebraic connectivity of $\Gamma$ satisfies

$$\alpha(\Gamma) = \text{Re} \left( 1 - e^{i2\pi/n} \right) = 1 - \cos (2\pi/n).$$

Furthermore, we have

$$\beta(\Gamma) = \text{Re} \left( 1 - e^{i2\pi\lfloor n/2 \rfloor/n} \right) = \begin{cases} 2 & \text{if } n \text{ is even}, \\ 1 - \cos (\pi \frac{n-1}{n}) & \text{if } n \text{ is odd}. \end{cases} \square$$

**Corollary 3.2.** The Laplacian spread satisfies

$$\text{sp}(\Gamma) = 0$$

if and only if $\Gamma$ is a $k$-imploding star or a regular tournament.

**Proof.** By Proposition 2.1(i), it follows that all of the properties of the numerical range also hold for the restricted numerical range. In particular, by the Toeplitz-Hausdorff theorem [16, 26], $W_r(L)$ is convex. Furthermore, since $L$ has real entries, it follows that $W_r(L)$ is symmetric with respect to the real-axis. Hence, $\alpha(\Gamma) = \beta(\Gamma)$ if and only if $W_r(L)$ is a single point or a vertical line segment. The result now follows from Theorem 2.2(ii)–(iii). \square

Next, we show that the order of a polygonal digraph provides a sharp bound on its Laplacian spread. First, we prove the following lemma, which will also be used in Section 4. Note that $\sigma(A)$ denotes the multiset of all eigenvalues of the matrix $A$.

**Lemma 3.3.** Let $A$ be a $n \times n$ matrix with eigenvector $e$ corresponding to the eigenvalue 0. Then, for any restrictor matrix $Q$ of order $n$, the spectra satisfy

$$\sigma(A) = \sigma(Q^*AQ) \cup \{0\}.$$ 

**Proof.** Let $\hat{Q}$ denote an $n \times n$ unitary matrix whose first $(n-1)$ columns are equal to the columns of $Q$ and whose $n$th column is equal to the normalized all ones vector. Then, since $Ae = 0$, we have

$$\hat{Q}^*AQ = \begin{bmatrix} Q^*AQ & 0 \\ \frac{1}{\sqrt{n}}e^TAQ & 0 \end{bmatrix}. \square$$
Note that the proof of Theorem 3.4 will utilize the following notation: \( I_n \) denotes the \( n \times n \) identity matrix and \( J_{m \times n} \) denotes the \( m \times n \) all ones matrix.

**Theorem 3.4.** If \( \Gamma \) is a polygonal digraph of order \( n \), then the Laplacian spread satisfies
\[
\text{sp}(\Gamma) \leq n.
\]
Moreover, this bound is sharp for all polygonal digraphs of order \( n \geq 4 \).

**Proof.** Let \( \Gamma \) be a polygonal digraph of order \( n \). Then, \( W_r(\Gamma) \) is equal to the convex hull of the eigenvalues of \( Q^*LQ \), where \( Q \) is any restrictor matrix of order \( n \). By Lemma 3.3, it follows that \( W_r(\Gamma) \) is equal to the convex hull of the eigenvalues of \( L \), not including the zero eigenvalue of \( L \) corresponding to the all ones eigenvector. Also, since every Laplacian matrix is an M-matrix, we know that the eigenvalues of \( L \) have non-negative real part (see, for example, Chapter 6, Theorem 4.6 in [6]); hence, \( \alpha(\Gamma) \geq 0 \). Moreover, by Proposition 2.1(v), \( \Gamma \) is polygonal if and only if \( \Gamma \) is polygonal, and \( \beta(\Gamma) = n - \alpha(\Gamma) \). Therefore, \( \alpha(\Gamma) \geq 0 \) and \( \beta(\Gamma) \leq n \) for all polygonal digraphs \( \Gamma \), which implies that \( \text{sp}(\Gamma) \leq n \).

Now, let \( n \geq 4 \), and define the restricted normal digraph
\[
\Gamma = K_2 \# K_{n-2}.
\]
The Laplacian matrix of \( \Gamma \), possibly after re-ordering the vertices, can be written as
\[
L(\Gamma) = \begin{bmatrix}
L(K_2) + (n-2)I_2 & -J_{2 \times (n-2)} \\
0 & L(K_{n-2})
\end{bmatrix}.
\]
Since \( L(\Gamma) \) has rank 2, it follows that its zero eigenvalue has geometric multiplicity \( (n-2) \); hence, \( \alpha(\Gamma) = 0 \) and \( \beta(\Gamma) = n \), which implies that \( \text{sp}(\Gamma) = n \).

It is worth noting that not all digraphs have a Laplacian spread bounded above by their order. For instance, the digraph in Figure 3 has order 5 and spread 5.035, rounded to three decimal places. By [27, Lemma 9], the Laplacian spread of any digraph \( \Gamma \), with non-negative weights, satisfies
\[
\text{sp}(\Gamma) \leq \frac{1}{2} \max_{v \in V} \left(3d^+(v) + d^-(v) \right) - \frac{1}{2} \min_{v \in V} \left(d^+(v) - d^-(v) \right).
\]
The bound in (3.1) is equal to 8 for the digraph in Figure 3. In general, for any unweighted digraph, the bound in (3.1) has the following maximum value
\[
\text{sp}(\Gamma) \leq \frac{5}{2}(n - 1).
\]
We suspect that this bound is not sharp, and can be reduced to a linear function in \( n \) with a slope of 1.
On a separate note, the digraph that attains the upper bound in Theorem 3.4 is restricted-normal since it is defined as the directed join of two normal digraphs. However, since normal digraphs are also balanced, Corollary 4.3 implies that the bound in Theorem 3.4 is not sharp for normal digraphs. Yet, by Theorem 3.5, this bound is sharp for pseudo-normal digraphs of order \( n \geq 7 \). Note that the proof of this result will utilize the following notation: \( e^n \) denotes the all ones vector of dimension \( n \).

Moreover, we let \( T_n \) denote the regular tournament of order \( n \) whose adjacency matrix has eigenvalues with maximum and minimum imaginary part equal to

\[
\pm \frac{1}{2} \cot \left( \frac{\pi}{2n} \right),
\]

respectively, which is the largest possible imaginary part of an eigenvalue associated with the adjacency matrix of a tournament digraph of order \( n \) according to Pick’s inequality [25]. Such tournaments are known as regular Pick tournaments and are unique up to graph isomorphism (see, for example Corollary 3.2 and Example 3.1 in [14]). Moreover, their adjacency matrix, possibly after reordering the vertices, can be written as

\[
A = P + P^2 + \cdots + P^{\frac{n-1}{2}},
\]

where \( n \geq 3 \) is odd and \( P \) is the permutation matrix corresponding to the permutation \((2, 3, \ldots, n, 1)\). Since the Laplacian \( L = \frac{n-1}{2} I - A \) is a circulant matrix, it follows that

\[
\sigma(L) = \left\{ \frac{n-1}{2} - \sum_{s=1}^{n-1} e^{i2\pi Js/n} : \ j = 0, 1, \ldots, n-1 \right\}.
\]

**Theorem 3.5.** Let \( \Gamma = (K_2 \vee T_p) \vee K_t \), where \( p \geq 3 \) is an odd integer and \( t \) is an integer between 2 and \( p \). Then, \( \Gamma \) is a pseudo-normal digraph with spread \( \text{sp}(\Gamma) = n \), where \( n = 2 + p + t \) is the order of \( \Gamma \).

**Proof.** Note that the Laplacian matrix of \( \Gamma \), possibly after re-ordering the vertices, can be written as

\[
L(\Gamma) = \begin{bmatrix}
    L(K_2) + (p + t)I_2 & -J_{2 \times p} & -J_{2 \times t} \\
    0 & L(T_p) + tI_p & -J_{p \times t} \\
    0 & 0 & L(K_t)
\end{bmatrix}.
\]

Since \( K_2 \) is a normal digraph, \( L(K_2) \) has orthonormal eigenvectors

\[
\frac{1}{\sqrt{2}} e^2
\]

corresponding to the eigenvalues \( \lambda_1, \lambda_2 \). Similarly, \( L(T_p) \) has orthonormal eigenvectors

\[
\frac{1}{\sqrt{p}} e^p
\]

corresponding to the eigenvalues \( \mu_1, \ldots, \mu_p \), and \( L(K_t) \) has orthonormal eigenvectors

\[
\frac{1}{\sqrt{t}} e^t
\]

corresponding to the eigenvalues \( \nu_1, \ldots, \nu_t \).
Now, we construct a restrictor matrix \( Q = [q_1, \ldots, q_{n-1}] \) of order \( n \), where

\[
q_1 = \begin{bmatrix} u_1 \\ 0 \\ 0 \end{bmatrix}, \quad q_2 = \begin{bmatrix} 0 \\ v_1 \\ 0 \end{bmatrix}, \quad \ldots, \quad q_p = \begin{bmatrix} 0 \\ v_{p-1} \\ 0 \end{bmatrix}, \quad q_{p+1} = \begin{bmatrix} 0 \\ 0 \\ w_1 \end{bmatrix}, \quad \ldots, \quad q_{p+t-1} = \begin{bmatrix} 0 \\ 0 \\ w_{t-1} \end{bmatrix},
\]

and

\[
q_{p+t} = \frac{1}{\sqrt{2p^2 + 4p}} \begin{bmatrix} -pe^2 \\ 2e^p \\ 0 \end{bmatrix}, \quad q_{p+t+1} = \frac{1}{\sqrt{2 + p + \frac{1}{t}(4 + 4p + p^2)}} \begin{bmatrix} e^2 \\ e^p \\ -\frac{2p}{2+p+t} \end{bmatrix}.
\]

Then, the restricted Laplacian can be written as

\[
Q^* L(\Gamma) Q = D \oplus T,
\]

which, by [18, Proposition 1.2.10], implies that the restricted numerical range satisfies

\[
W_r(\Gamma) = \text{conv}(W(D) \cup W(T)).
\]

Note that \( D \) is a diagonal matrix with diagonal entries

\[\lambda_1 + p + t, \mu_1 + t, \ldots, \mu_{p-1} + t, \nu_1, \ldots, \nu_{t-1}\]

and \( T \) is a lower triangular matrix of the form

\[
T = \begin{bmatrix}
p + t & 0 \\
\frac{2pt}{2 + p + t} & t
\end{bmatrix}.
\]

Since \( D \) is diagonal, its numerical range is equal to the convex hull of its eigenvalues, that is, the values in (3.3), where \( \lambda_1 = 2, \nu_1, \ldots, \nu_{t-1} = 0 \), and \( \mu_1, \ldots, \mu_{p-1} \) lie on a vertical line with real part equal to \( p/2 \) and with maximum and minimum imaginary part equal to \( \pm \frac{1}{2} \cot \left( \frac{\pi}{2p} \right) \), respectively. Therefore, \( W(D) \) is a quadrilateral with vertices

\[ (0, 0), \quad \left( \frac{p}{2} + t, \frac{1}{2} \cot \left( \frac{\pi}{2p} \right) \right), \quad (2 + p + t, 0), \quad \left( \frac{p}{2} + t, -\frac{1}{2} \cot \left( \frac{\pi}{2p} \right) \right). \]

Furthermore, by the elliptical range theorem [22], the boundary of \( W(T) \) is an ellipse with center \( (\frac{p}{2} + t, 0) \), foci \( t \) and \( p + t \), and minor and major axis length of

\[ \sqrt{\frac{2pt}{2 + p + t}} \quad \text{and} \quad \sqrt{\frac{p^2 + 2pt}{2 + p + t}}, \]

respectively.

Using a computer algebra system, such as Mathematica, one can verify that the boundaries of \( W(D) \) and \( W(T) \) don’t intersect for \( p \geq 3 \) and \( 2 \leq t \leq p \). Hence, since the center of the ellipse \( W(T) \) is contained in \( W(D) \), it follows that \( W(T) \subset W(D) \). Therefore, \( \Gamma \) is pseudo-normal and has Laplacian spread

\[ \text{sp}(\Gamma) = (2 + p + t) - 0 = n. \]

In Figure 4, we illustrate Theorem 3.5 by displaying the digraphs \((K_2 \uplus T_3) \uplus K_2^2\) (left) and \((K_2 \uplus T_3) \uplus K_3^2\) (right) and their restricted numerical range. Note that the quadrilateral with vertices given in (3.4) and the ellipse with minor and major axis length given in (3.5) are clearly displayed. Moreover, as indicated in the proof of Theorem 3.5, the ellipse is contained inside of the quadrilateral, which implies that both digraphs shown are pseudo-normal.
4. Balanced Digraphs. In this section, we show that the Laplacian spread has a sharp bound of \((n - 1)\) for all balanced digraphs of order \(n\). To this end, note that Proposition 2.1(v) implies that \(\alpha(\Gamma) + \beta(\Gamma) = n\). Hence, the statement

\[
\text{sp}(\Gamma) = \beta(\Gamma) - \alpha(\Gamma) \leq n - 1
\]

is equivalent to the statement

\[
\alpha(\Gamma) + \alpha(\Gamma) \geq 1.
\]

Now, let \(\Gamma = (V, E)\) be a balanced digraph, that is, \(d^+(i) = d^-(i)\) for all \(i \in V\). Also, let \(L\) denote the Laplacian matrix of \(\Gamma\). Then, \(e\) is an eigenvector of \(L\) and \(L^T\) corresponding to the zero eigenvalue. Hence, \(e\) is an eigenvector of the Hermitian (symmetric) part of the Laplacian:

\[
H(L) = \frac{1}{2} (L + L^T),
\]

corresponding to the zero eigenvalue.

By Proposition 2.1(iv) and [21, 29, Theorem 9], for any restrictor matrix \(Q\) of order \(n\), \(\alpha(\Gamma)\) and \(\beta(\Gamma)\) are equal to the minimum and maximum eigenvalues, respectively, of the Hermitian part of the restricted Laplacian:

\[
H(Q^*LQ) = \frac{1}{2} (Q^*LQ + Q^*L^TQ).
\]

Furthermore, since \(H(L)e = 0\), Lemma 3.3 implies that the spectrum of \(H(Q^*LQ) = Q^*H(L)Q\) and the spectrum of \(H(L)\) only differ by the multiplicity of the zero eigenvalue. Since \(H(L)\) is an M-matrix, its eigenvalues are non-negative and it follows that \(\beta(\Gamma)\) is equal to the maximum eigenvalue of \(H(L)\) and \(\alpha(\Gamma)\) is equal to the second
smallest eigenvalue of $H(L)$. Moreover, since $\Gamma$ is balanced if and only if $\overline{\Gamma}$ is balanced, it follows that $\alpha(\Gamma)$ is equal to the second smallest eigenvalue of $H(\overline{L})$, where $\overline{L}$ denotes the Laplacian matrix of $\overline{\Gamma}$.

Now, we follow the development in [1] to prove an equivalent statement to (4.2) for all balanced digraphs $\Gamma$. We begin with the following lemma.

**Lemma 4.1.** Let $\Gamma$ be a balanced digraph of order $n \geq 2$ and let $x \in \mathbb{R}^n$. Then,

$$x^T L x = \frac{1}{2} \sum_{(i,j) \in E} (x_i - x_j)^2.$$  

**Proof.** In general, the quadratic form of any Laplacian matrix can be written as

$$x^T L x = \sum_{(u,v) \in E} x^2_u - x_u x_v.$$  

Since $\Gamma$ is balanced, it follows that the edge set is an edge-disjoint union of dicycles. In particular, $E = \bigsqcup_{i=1}^l C_i$, where $C_i = \{(u_1, u_2), (u_2, u_3), \ldots, (u_n, u_1)\}$ is the edge set corresponding to a dicycle of length $n_i$. The quadratic form over $C_i$ can be written as

$$\sum_{(u,v) \in C_i} x^2_u - x_u x_v = (x^2_{u_1} - x_{u_1} x_{u_2}) + (x^2_{u_2} - x_{u_2} x_{u_3}) + \cdots + (x^2_{u_n} - x_{u_n} x_{u_1})$$

$$= \frac{1}{2} \sum_{(u,v) \in C_i} (x_u - x_v)^2.$$  

Hence, the quadratic form of the Laplacian of a balanced digraph can be written as

$$x^T L x = \sum_{(u,v) \in E} x^2_u - x_u x_v$$

$$= \sum_{i=1}^l \frac{1}{2} \sum_{(u,v) \in C_i} (x_u - x_v)^2$$

$$= \frac{1}{2} \sum_{(u,v) \in E} (x_u - x_v)^2.$$  

We are now ready to prove the main result of this section.

**Theorem 4.2.** The following statements are equivalent:

(i) For any balanced digraph of order $n \geq 2$,

$$\alpha(\Gamma) + \alpha(\overline{\Gamma}) \geq 1.$$  

(ii) For any two orthonormal vectors $x, y \in \mathbb{R}^n$ with zero mean and $n \geq 2$,

$$\|\nabla x - \nabla y\| \geq 2,$$

where $\nabla x \in \mathbb{R}^{(1,2)}$ is the vector whose $ij$ entry is equal to $|x_i - x_j|$, for all $i < j$.

**Proof.** For (ii) $\Rightarrow$ (i), let $x, y$ be real unit eigenvectors of $H(L)$ and $H(\overline{L})$, respectively, corresponding to $\alpha(\Gamma)$ and $\alpha(\overline{\Gamma})$. Since $H(L)e = 0$ and $H(\overline{L})e = 0$, it follows that $x, y \in e^\perp$. Furthermore, since $H(\overline{L}) = (nI - ee^T) - H(L)$, it follows that $y$ is an eigenvector of $H(L)$ corresponding to $\beta(\Gamma)$, which implies that $x \perp y$. Hence, $x' = \frac{1}{\sqrt{2}} (x + y)$ and $y' = \frac{1}{\sqrt{2}} (x - y)$. 
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are orthonormal vectors with zero mean. Now,
\[
\alpha(\Gamma) + \alpha(\overline{\Gamma}) = x^T H(L)x + y^T H(\overline{L})y
= x^T L x + y^T \overline{L} y
= \frac{1}{2} \sum_{(i,j) \in E} (x_i - x_j)^2 + \frac{1}{2} \sum_{(i,j) \notin E} (y_i - y_j)^2,
\]
where the last line follows from Lemma 4.1. Since \(2 \min \{a, b\} = a + b - |a - b|\) for any \(a, b \in \mathbb{R}\), we can write the above equation as
\[
\alpha(\Gamma) + \alpha(\overline{\Gamma}) \geq \frac{1}{2} \sum_{i,j=1}^{n} \min \{ (x_i - x_j)^2, (y_i - y_j)^2 \}
= \frac{1}{4} \sum_{i,j=1}^{n} \left( (x_i - x_j)^2 + (y_i - y_j)^2 - \left| (x_i - x_j)^2 - (y_i - y_j)^2 \right| \right)
= \frac{1}{4} \sum_{i,j=1}^{n} \frac{1}{2} \left( (x_i - x_j)^2 + (y_i - y_j)^2 - \left| (x_i - x_j) - (y_i - y_j) \right|^2 \right)
= \frac{1}{4} \sum_{i,j=1}^{n} \left( \left| \frac{x_i + y_i - x_j - y_j}{\sqrt{2}} \right|^2 - \left| \frac{x_i - y_i - x_j + y_j}{\sqrt{2}} \right|^2 \right)
= \frac{1}{4} \sum_{i,j=1}^{n} \left( |x'_i - x'_j| - |y'_i - y'_j| \right)^2
= \frac{1}{4} \sum_{i<j} \left( |x'_i - x'_j| - |y'_i - y'_j| \right)^2 + \frac{1}{4} \sum_{i>j} \left( |x'_i - x'_j| - |y'_i - y'_j| \right)^2
= \frac{1}{2} \| \nabla x - \nabla y \|^2 \geq 1.
\]

Conversely, for \((i) \Rightarrow (ii)\), let \(x, y \in \mathbb{R}^n\) be two orthonormal vectors with zero mean. Then, define \(\Gamma\) to be a digraph with vertex set \(\{1, 2, \ldots, n\}\), where
\[
(i, j) \in E \iff (x_i - x_j)(y_i - y_j) < 0.
\]
Note that \(\Gamma\) is a bidirectional digraph since \((i, j) \in E\) if and only if \((j, i) \notin E\). Now,
\[
\| \nabla x - \nabla y \|^2 = \frac{1}{2} \sum_{i<j} \left( |x_i - x_j| - |y_i - y_j| \right)^2 + \frac{1}{2} \sum_{i>j} \left( |x_i - x_j| - |y_j - y_i| \right)^2
= \frac{1}{2} \sum_{(i,j) \in E} ((x_i - x_j) + (y_i - y_j))^2 + \frac{1}{2} \sum_{(i,j) \notin E} ((x_i - x_j) - (y_i - y_j))^2
= (x + y)^T H(L)(x + y) + (x - y)^T H(\overline{L})(x - y)
\geq \alpha(\Gamma) \| x + y \|^2 + \alpha(\overline{\Gamma}) \| x - y \|^2
= 2 \left( \alpha(\Gamma) + \alpha(\overline{\Gamma}) \right) \geq 2,
\]
where the second to last line follows from the Rayleigh quotient theorem [19, Theorem 4.2.2].

In [1, Theorem 2], the authors show that statement (ii) in Theorem 4.2 is equivalent to (1.2) for all simple undirected and unweighted graphs \(G\). Since the latter statement
was proven in [11, Theorem 1], it follows that both statements in Theorem 4.2 hold true. Therefore, we have the following corollary.

**Corollary 4.3.** If \( Γ \) is a balanced digraph of order \( n \), then the Laplacian spread satisfies

\[
sp(Γ) \leq n - 1.
\]

Moreover, this bound is sharp for all balanced digraphs of order \( n \geq 2 \).

**Proof.** The bound follows from Theorem 4.2 and [11, Theorem 1]. Now, let \( n \geq 2 \) and define

\[
Γ = K_1 \sqcup K_{n-1}.
\]

Then, by [7, Theorem 3.1(i)], the restricted numerical range of \( Γ \) satisfies

\[
W_r(Γ) = \text{conv}(W_r(K_1) \cup W_r(K_{n-1}) \cup \{0\})
\]

Also, by [9, Theorem 3.2], we know that \( W_r(K_1) = \emptyset \) and \( W_r(K_{n-1}) = \{n-1\} \). Hence,

\[
W_r(Γ) = \text{conv}(\{0, n-1\}),
\]

and it follows that \( sp(Γ) = n - 1 \).

5. **Weighted Digraphs.** In this section, we investigate the Laplacian spread for weighted digraphs, that is, digraphs with weights between 0 and 1. To that end, define a simple weighted digraph by \( Γ' = (V, E, w) \), where \( w: V \times V \rightarrow [0, 1] \) denotes the weight function and we use the convention that \( w(i, j) = 0 \) if and only if \( (i, j) \notin E \). Also, define the complement digraph \( \overline{Γ} \) as the digraph with the same vertex set \( V \) and weight function \( \overline{w}: V \times V \rightarrow [0, 1] \), where for all \( (i, j) \in V \times V \) we have \( \overline{w}(i, j) = 1 - w(i, j) \), if \( i \neq j \), and \( \overline{w}(i, j) = 0 \), if \( i = j \).

It is important to note that throughout this section we will use \( Γ' \) to denote a weighted digraph and \( Γ \) to denote an unweighted digraph, that is, a digraph with weight function \( w: V \times V \rightarrow \{0, 1\} \). Also, the Laplacian matrix, restricted numerical range, and algebraic connectivity are defined for weighted digraphs analogously to how they were defined for unweighted digraphs in Section 2. In fact, the basic properties stated in Proposition 2.1 still hold, though some of the characterizations stated in Theorem 2.2 and the partial characterizations of polygonal digraphs in [7] may no longer hold.

Now, define \( S_n \) as the set of all weighted digraphs of order \( n \). Also, define the convex combination of \( Γ'_1 = (V, E_1, w_1), Γ'_2 = (V, E_2, w_2) \in S_n \) by

\[
λ_1Γ'_1 + λ_2Γ'_2 = (V, E_1 \cup E_2, λ_1w_1 + λ_2w_2),
\]

where \( λ_1, λ_2 \geq 0 \) and \( λ_1 + λ_2 = 1 \). Note that \( λ_1w_1 + λ_2w_2: V \times V \rightarrow [0, 1] \), which implies that \( S_n \) is a convex set. In fact, \( S_n \) is a hypercube defined by the inequalities

\[
0 \leq w(i, j) \leq 1,
\]

for all \( i, j \in V \) such that \( i \neq j \). Note that the vertices of \( S_n \) are integral and correspond to the unweighted digraphs of order \( n \). Therefore, we have the following result.

**Theorem 5.1.** Every weighted digraph can be written as the convex combination of unweighted digraphs.
We note that the result in Theorem 5.1 appears elsewhere in the literature; for instance, the undirected case was alluded to in [5, Section 4.3], where the authors argue that the Laplacian spread for undirected graphs, as stated in (1.2), also holds for weighted undirected graphs. Moreover, we have an analogous result to that in Theorem 5.1 for weighted balanced digraphs, which is stated and proven below.

**Theorem 5.2.** Every weighted balanced digraph can be written as a convex combination of unweighted balanced digraphs.

**Proof.** Let $B_n$ denote the convex set of all weighted balanced digraphs of order $n$ and note that $B_n$ can be viewed as a polytope obtained from the hypercube of $S_n$ by adding the following constraints to (5.1):

$\sum_{j=1}^{n} w(i,j) = \sum_{j=1}^{n} w(j,i)$

for all $i$ in $V$.

Let $B = [b_{ij}]$ denote the arc-incidence matrix of $K_n$, which is defined as a $n \times (n-1)$ matrix where the rows and columns are indexed by the vertices and edges of $K_n$, respectively. Moreover, $b_{ij} = -1$ if edge $e_j$ leaves vertex $v_i$, $b_{ij} = 1$ if edge $e_j$ enters vertex $v_i$, and $b_{ij} = 0$ otherwise. It is well-known that $B$ is totally unimodular, that is, every minor of $B$ is equal to 0, +1, or −1; for example, this result follows immediately from the sufficient conditions for total unimodularity in [17, Theorem 3]. Moreover, by [17, Theorem 2], the following inequalities $Bw = 0, \ 0 \leq w \leq 1,$ where $w \in \mathbb{R}^{n(n-1)}$, describe a polytope with integral vertices. The result follows since this polytope describes the convex set $B_n$ where the vertices correspond to the unweighted balanced digraphs.

Next, we show that the algebraic connectivity is a concave function of weighted digraphs. To that end, note that, by Proposition 2.1(v), the algebraic connectivity of a weighted digraph $\Gamma'$ can be written as

$\alpha(\Gamma') = n - \beta(\Gamma')$

$= n - \max_{\|x\|=1} (x^T L(\Gamma') x).$

Since the max of a quadratic form over a convex set is a convex function, it follows that the algebraic connectivity is a concave function of weighted digraphs. This observation combined with Theorem 5.2 implies the following result.

**Corollary 5.3.** The Laplacian spread satisfies $sp(\Gamma') \leq (n-1)$ for all weighted balanced digraphs $\Gamma'$.

**Proof.** Let $\Gamma'$ denote a weighted balanced digraph and note that $sp(\Gamma') \leq (n-1)$ is equivalent to the statement $\alpha(\Gamma') + \alpha(\Gamma') \geq 1$. By Theorem 5.2, we have

$\Gamma' = \lambda_1 \Gamma_1 + \cdots + \lambda_m \Gamma_m,$

where $\lambda_1, \ldots, \lambda_m \geq 0$, $\lambda_1 + \cdots + \lambda_m = 1$, and $\Gamma_1, \ldots, \Gamma_m$ are unweighted balanced digraphs. By Corollary 4.3, we have $\alpha(\Gamma_j) + \alpha(\Gamma_j) \geq 1$ for all $j \in \{1, \ldots, m\}$, and the result follows since the algebraic connectivity is a concave function.
It is worth noting that since every weighted undirected graph can be viewed as a weighted digraph with bidirectional edges, Corollary 5.3 also implies that the Laplacian spread satisfies \( \text{sp}(G') \leq (n - 1) \) for all weighted undirected graphs \( G' \).

On a related note, the bound in Theorem 3.4 also holds for weighted polygonal digraphs, though we are unaware of a convexity argument for this result. Rather, if \( \Gamma' \) is a weighted digraph, then both \( L(\Gamma') \) and \( L(\Gamma') \) are M-matrices, and Proposition 2.1(v) implies that \( \Gamma' \) is polygonal if and only if \( \Gamma' \) is polygonal, and \( \beta(\Gamma') = n - \alpha(\Gamma') \). Hence, if \( \Gamma' \) is polygonal, then \( \alpha(\Gamma') \geq 0 \) and \( \beta(\Gamma') \leq n \), and it follows that \( \text{sp}(\Gamma') \leq n \).

6. Summary and Open Conjectures. In this article, we define the Laplacian spread of a digraph as the length of the real part of its restricted numerical range as defined in [7, 9]. The Laplacian spread values for several families of digraphs are shown in Corollaries 3.1 and 3.2, and a sharp upper bound on the Laplacian spread for all polygonal digraphs is proved in Theorems 3.4 and 3.5. Moreover, in Corollary 4.3, we prove that \( \text{sp}(\Gamma) \leq (n - 1) \) is a sharp upper bound for all balanced digraphs of order \( n \geq 2 \). In particular, Theorem 4.2 shows that the validity of this upper bound is equivalent to the statement in (1.3). Since the latter statement is also equivalent to the statement in (1.2), which was proven in [11, Theorem 1], the result in Corollary 4.3 follows. Finally, in Corollary 5.3, we prove that \( \text{sp}(\Gamma') \leq (n - 1) \) also holds for all balanced digraphs \( \Gamma' \), with weights between 0 and 1. Specifically, Theorem 5.2 shows that every weighted balanced digraph can be written as the convex combination of unweighted balanced digraphs. Therefore, the concavity of the algebraic connectivity implies that the bound in Corollary 4.3 also holds for weighted balanced digraphs.

To conclude, we display \((\alpha(\Gamma), \alpha(\Gamma))\) values for unweighted balanced and polygonal digraphs of order 6 and 7. These values were computed in C++ using the Nauty [24] and Eigen [15] libraries. The source code for these computations along with Python scripts for interacting with the data is available at https://github.com/trcameron/LaplacianSpreadDigraphs. We use this empirical data to form and state open conjectures regarding the families of digraphs that attain certain spread values. Note that all conjectures are made for unweighted digraphs.

Figure 5 displays \((\alpha(\Gamma), \alpha(\Gamma))\) values for balanced digraphs of order 6 (left) and 7 (right). Note that the dashed line corresponds to the equation \( y = n - x \); digraphs on this line have a Laplacian spread equal to zero. Also, the dash-dotted line corresponds to the equation \( y = n - 1 - x \); digraphs on this line have a Laplacian spread equal to...
one. Finally, the solid curve corresponds to the implicit equation

\[ xy(2-xy) = n(1-x)(1-y)(n-2-x-y), \ 0 \leq x \leq 1, \ 0 \leq y \leq 1, \]

which algebraically defines the conjectured sharper bound on the Laplacian spread for unweighted graphs given in [5].

Corollary 3.2 implies that the only balanced digraphs on the line \( y = n - x \) are regular tournaments; hence, there is no balanced digraph on that line when \( n \) is even. Moreover, we have the following conjectures.

**Conjecture 6.1.** There is no balanced digraph that satisfies \( 0 < \text{sp}(\Gamma) < 1 \).

**Conjecture 6.2.** If \( \Gamma \) is a balanced digraph with order \( n \geq 3 \) and \( \text{sp}(\Gamma) \in \{0, 1\} \), then \( \Gamma \) is a regular digraph. In particular, if \( \text{sp}(\Gamma) = 0 \) then \( \Gamma \) is a regular tournament and if \( \text{sp}(\Gamma) = 1 \) then \( n \geq 4 \) is even and \( \Gamma \) or \( \Gamma' \) is a \( \frac{n-2}{2} \)-regular digraph.

**Conjecture 6.3.** Let \( \Gamma \) be a balanced digraph of order \( n \geq 2 \) and let \( x = \alpha(\Gamma) \) and \( y = \alpha(\Gamma') \). If \( x \leq 1 \) and \( y \leq 1 \), then

\[ xy(2-xy) \geq n(1-x)(1-y)(n-2-x-y). \]

**Fig. 6.** \((\alpha(\Gamma), \alpha(\Gamma'))\) values for polygonal digraphs of order 6 (left) and 7 (right).

Figure 6 displays \((\alpha(\Gamma), \alpha(\Gamma'))\) values for polygonal digraphs of order 6 (left) and 7 (right). Note that the dashed and dash-dotted lines, as well as the solid curve, are the same as they were in Figure 5.

Corollary 3.2 implies that the only digraphs on the line \( y = n - x \) are regular tournaments or \( k \)-imploding stars. Also, Theorems 3.4 and 3.5 identify families of digraphs that lie at the origin, thus having a Laplacian spread equal to \( n \). Moreover, we have the following conjectures.

**Conjecture 6.4.** There is no polygonal digraph that satisfies \( 0 < \text{sp}(\Gamma) < 1 \).

**Conjecture 6.5.** If \( \Gamma \) be a polygonal digraph with order \( n \geq 2 \) and \( \text{sp}(\Gamma) \in \{0, 1\} \), then \( \Gamma \) is a regular digraph or a \( k \)-imploding star. In particular, if \( \text{sp}(\Gamma) = 0 \) then \( \Gamma \) is a regular tournament or a \( k \)-imploding star and if \( \text{sp}(\Gamma) = 1 \) then \( n \geq 4 \) is even and \( \Gamma \) or \( \Gamma' \) is a \( \frac{n-2}{2} \)-regular digraph.

**Conjecture 6.6.** Let \( \Gamma \) be a balanced digraph of order \( n \geq 2 \) and let \( x = \alpha(\Gamma) \) and \( y = \alpha(\Gamma') \). If \( x, y \leq 1 \) and

\[ xy(2-xy) < n(1-x)(1-y)(n-2-x-y), \]
then $x = 0$ or $y = 0$.

Finally, we formally state the conjecture made in Section 3 regarding the Laplacian spread of digraphs. Note that any bound that is proven for the Laplacian spread of digraphs will hold more generally for weighted digraphs by Theorem 5.1 and the concavity of the algebraic connectivity.

**Conjecture 6.7.** The bound on the Laplacian spread of digraphs given in (3.2) can be reduced to a linear function in $n$ with a slope of 1.

**Acknowledgments.** The authors are indebted to Dr. Jonad Pulaj for noting the total unimodularity property of the arc-incidence matrix of a digraph used in the proof of Theorem 5.2.
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