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Abstract—By leveraging the advancements in Information and Communication Technologies (ICT), Smart Grid (SG) aims to modernize the traditional electric power grid towards efficient distribution and reliable management of energy in the electrical domain. The SG Advanced Metering Infrastructure (AMI) contains numerous smart meters, which are deployed throughout the distribution grid. However, these smart meters are susceptible to cyberthreats that aim to disrupt the normal operation of the SG. Cyberattacks can have various consequences in the smart grid, such as incorrect customer billing or equipment destruction. Therefore, these devices should operate on a trusted basis in order to ensure the availability, confidentiality, and integrity of the metering data. In this paper, we propose a Markov chain trust model that determines the Trust Value (TV) for each AMI device based on its behavior. Finally, numerical computations were carried out in order to investigate the reaction of the proposed model to the behavior changes of a device.

Index Terms—Advanced Metering Infrastructure, Cybersecurity, Markov Model, Smart Grid, Trust Model

I. INTRODUCTION

According to the World Energy Outlook Report, the global energy demand will grow more than 30% by 2040. In addition, concerns are arising regarding the environmental impact of conventional power systems. In order to satisfy this growing demand and address the environmental concerns, radical changes are required to the current energy generation and distribution grid. To this end, the Smart Grid (SG) concept has emerged as a promising solution to address the aforementioned issues [1]. SG leverages the advancements in Information and Communication Technologies (ICT) to deliver a novel power generation and distribution system. SG provides higher energy efficiency, increased reliability, and seamless integration with renewable energy sources. In addition, SG enables the energy stakeholders to gain better insights into the energy market by collecting consumption information and patterns from the customers.
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Nevertheless, the integration of ICT to the power grid introduces several security threats. SG is vulnerable to cyberattacks that can have a negative impact on consumer privacy as well as the normal operation of the SG. The National Institute of Standards and Technology (NIST) has defined specific security requirements for the SG, namely confidentiality, integrity, authentication, and availability [2].

However, the implementation of effective security mechanisms is challenging due to the low computational capabilities of the SG devices. To this end, several research works have been proposed that aim to ensure the security requirements considering the computational capabilities of the SG devices.

A. Related Work and Contributions

The authors in [3] presented a robust and configurable trust management toolkit that facilitates the operation of SG systems in the presence of malfunctioning components. The toolkit utilizes reputation-based trust over network-flow algorithms to identify untrusted communication components.

A secure key distribution scheme for SG was presented in [4]. An identity-based signature method and an identity-based encryption method are leveraged to develop a novel anonymous key distribution scheme for SG. In the proposed scheme, a SG device can anonymously access services provided by SG operator using a single private key without the need of a trusted anchor during authentication.

The work in [5] described an efficient real-time approach to detect false data injection attacks in SG by exploiting spatial-temporal correlations between the SG components. The efficiency of the approach is demonstrated through realistic simulations based on the US SG.

The authors in [6] presented a lightweight security and privacy-preserving scheme, based on forecasting the electricity demand for a group of houses that are located in the same area. The proposed scheme satisfies the security and privacy requirements with low communication and computational overhead.
Alnasser and Sun [7] proposed a fuzzy logic trust-based model in order to detect untrusted nodes in the SG. The model calculates the node’s trust based on three variables (i.e., direct, indirect, and past trust). The authors evaluated the efficiency of the proposed model using a number of cyberattacks.

The authors in [8] integrated honeypots into the SG network as decoys to attract attackers. They analyze the interactions between the attackers and the honeypots in order to derive optimal strategies for both sides. In addition, the authors evaluated the proposed scheme in a simulated SG testbed.

A similar approach was presented in [9]. The authors implement a high interactive honeypot for SG, that is able to emulate a physical ICS device by replicating realistic traffic from the real device. The proposed SG honeypot was evaluated in a realistic demonstration scenario based on a hydropower plant.

In this work, we utilize Markov chains to model the Trust Value (TV) as a security metric of a SG device. The notion of TV is used in various networks, such as peer-to-peer networks [10], wireless sensor networks [11], Multicast Mobile Ad-hoc Networks (MANETs) [12], and vehicular networks [13].

The main contributions of this work are summarized as follows:

- We describe a Markov-based model that can effectively capture the TV change sequence of a SG device. In particular, each TV is represented by a single state in a Markov chain. The states change according to the device behavior.
- We present six events that affect the TV (i.e., the state in the Markov chain) of each device. Specifically, three events correspond to a benign device behavior, while the other three correspond to malicious device behavior. Each of the events has a different impact on the TV/state.
- We analyze the proposed Markov model in order to calculate the probability of the trust state for each SG device and determine the convergence speed.

II. MARKOV TRUST MODEL FOR AMI

One of the main components of the SG is the Advanced Metering Infrastructure (AMI). The AMI is a combination of hardware and software technologies that facilitate the collection and management of consumer data [14]. Fig. 1 shows a reference architecture of the AMI. In AMI, multiple smart meters are deployed in the consumer premises (e.g., houses, malls, factories, etc.) in order to collect detailed consumption data. These data are forwarded to a data center for further processing.

AMI devices are susceptible to numerous cyberattacks. For example, an attacker can launch Denial of Service (DoS) attacks against the devices in order to prevent them from their normal operation. Another example is false data injection attacks. After compromising a device, the attacker can inject false data in order to disrupt the operation of the SG or maliciously increase the consumer billing rate.

The notion of TV is used to measure the trust of each AMI device. A central entity, located in the data center, monitors the behavior of the devices and changes the TV accordingly.

The change of TV can be modeled as a Continuous Time Markov Chain (CTMC) [15]. Fig. 2 shows the state diagram of the proposed Markov chain model with various arrival and departure rates. The arrival rates $\lambda_{j,j+k}$ increase the trust state, while the departure rates $\mu_{j,j+k}$ decrease the trust state. Index $j, 0 \leq j \leq J$ denotes the state, while index $k, 1 \leq k \leq 3$ is based on Table I.

The term $T(i)$ denotes the TV of the $i$ device that changes depending on the device behavior. Similarly to the work in [12], the TV of a device is increased or decreased by 1, 2, and 3 units, respectively. A summary of these events is shown in Table I.

**Connection**: The device should initiate a connection with the data center by sending a connection request packet. If multiple connection request packets are sent, the connection is considered abnormal and the TV is reduced by 1, otherwise, TV is increased by 1.

**Polling**: The AMI devices are polled in order to report the consumption data. If the polled device responds within a time limit, the TV is increased by 2, otherwise, it is reduced by 2.

**Consumption**: If the collected consumption data are in the expected range (e.g., the consumption does not exceed a threshold or it does not differ too much compared to previous values), the TV is increased by 3. Otherwise, the TV is decreased by 3, e.g., in case of device compromise.

The change of TV can be modeled as a Continuous Time Markov Chain (CTMC) [15]. Fig. 2 shows the state diagram of the proposed Markov chain model with various arrival and departure rates. The arrival rates $\lambda_{j,j+k}$ increase the trust state, while the departure rates $\mu_{j,j+k}$ decrease the trust state. Index $j, 0 \leq j \leq J$ denotes the state, while index $k, 1 \leq k \leq 3$ is based on Table I.

**TABLE I**

| Event                          | TV Change |
|-------------------------------|-----------|
| Normal connection              | +1        |
| Abnormal connection            | -1        |
| Timely polling response        | +2        |
| Delayed polling response       | -2        |
| Consumption in the expected range | +3        |
| Consumption out of the expected range | -3        |
III. Numerical Results

In this section, we present the numerical results of the proposed model regarding the average TVs of the devices as well as the state convergence speed of four scenarios. The system parameters are summarized in Table II. In particular, the number of AMI devices is 10 in all of the scenarios. In scenario 1, the number of trust states is 5, while the arrival and departure rates are exponentially distributed in the range (5,15). In scenario 2, the number of trust states is 5, while the arrival and departure rates $\lambda_1, \mu_1$ are exponentially distributed in the range (5,15). The rest of arrival and departure rates, based on Table I, are calculated as: $\lambda_2 = 2\lambda_1, \lambda_3 = 3\lambda_1, \mu_2 = 2\mu_1, \text{and }\lambda_3 = 3\mu_1$. Finally, scenarios 3 and 4 have 10 states, while the rest of the parameters are respectively the same with scenarios 1 and 2.

Fig. 3 shows the average TVs of ten devices after 500 transitions. The black stars indicate the initial TV value of each device, while the red circles and green squares indicate the average TVs of each device in scenarios 1 and 2 respectively. Similarly, the purple star and blue diamonds indicate the average TV of the devices in scenarios 3 and 4 respectively. The average TVs of scenarios 2 and 4 are closest to the initial TVs, followed by the average TVs of scenarios 1 and 3. This is expected as scenarios 1 and 2 have fewer states compared to the other two. Overall, it is apparent from both figures, that if a device has a high/low initial TV (i.e., good/bad behavior), it will also have a high/low average TV.

A comparison between scenarios 1 and 2 in terms of convergence speed is shown in Fig. 4. Specifically, the state probabilities for three (out of five) AMI devices are shown for 50 transitions. Each of the state probabilities starts from 0 and increases its value up to a certain point based on the $\lambda$ and $\mu$ rates. Particularly, in scenario 1: a) the state probability of device 1 starts from 0 and converges to 0.22 after 35 transitions, b) the state probability of device 3 starts from 0 and converges to 0.23 after 35 transitions, and c) the steady probability of device 5 starts from 0 and converges to 0.15 after 30 transitions. Similarly, in scenario 2: a) the state probability of device 1 starts from 0 and converges to 0.24 after 18 transitions, b) the state probability of device 3 starts from 0 and converges to 0.27 after 20 iterations, and c) the steady probability of device 5 starts from 0 and converges to 0.26 after 20 iterations.

The convergence speed in scenarios 3 and 4 is shown in Fig. 5. Specifically, the state probabilities for three (out of
TABLE II
SYSTEM PARAMETERS

| Parameters                  | Scenario 1 | Scenario 2 | Scenario 3 | Scenario 4 |
|-----------------------------|------------|------------|------------|------------|
| Number of AMI devices       | 5          | 5          | 10         | 10         |
| Number of trust states      |            |            |            |            |
| λ rates                     | \( \lambda_i = \text{exprnd}(5, 15), i \in \{1, 2, 3\} \) | \( \lambda_1 = \text{exprnd}(5, 15) \) | \( \lambda_2 = 2\lambda_1 \) | \( \lambda_3 = 3\lambda_1 \) |
| μ rates                     | \( \mu_i = \text{exprnd}(5, 15), i \in \{1, 2, 3\} \) | \( \mu_1 = \text{exprnd}(5, 15) \) | \( \mu_2 = 2\mu_1 \) | \( \mu_3 = 3\mu_1 \) |
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