Accumulative reservoir construction: Bridging continuously relaxed and periodically refreshed extended reservoirs
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The simulation of open many-body quantum systems is challenging, requiring methods to both handle exponentially large Hilbert spaces and represent the influence of (infinite) particle and energy reservoirs. These two requirements are at odds with each other: Larger collections of modes can increase the fidelity of the reservoir representation but come at a substantial computational cost when included in numerical many-body techniques. An increasingly utilized and natural approach to control the growth of the reservoir is to cast a finite set of reservoir modes themselves as an open quantum system. There are, though, many routes to do so. Here, we introduce an accumulative reservoir construction—an Arc—that employs a series of partial refreshes of the extended reservoirs. Through this series, the representation accumulates the character of an infinite reservoir. This provides a unified framework for both continuous (Lindblad) relaxation and a recently introduced periodically refreshed approach (i.e., discrete resets of the reservoir modes to equilibrium). In the context of quantum transport, we show that the phase space for physical behavior separates into discrete and continuous relaxation regimes with the boundary between them set by natural, physical timescales. Both of these regimes “turnover” into regions of over- and under-damped coherence in a way reminiscent of Kramers’ crossover. We examine how the range of behavior impacts errors and the computational cost, including within tensor networks. These results provide the first comparison of distinct extended reservoir approaches, showing that they have different scaling of error versus cost (with a bridging Arc regime decaying fastest). Exploiting the enhanced scaling, though, will be challenging, as it comes with a substantial increase in (operator space) entanglement entropy.

I. INTRODUCTION

The interplay between the dynamics of isolated quantum systems and processes induced by macroscopic reservoirs, such as dissipation and decoherence, is central to the understanding and design of quantum devices. Yet, the resulting composite systems are challenging to simulate. Overcoming this challenge will lead to more than just accurate modeling of phenomena, such as transport and many-body relaxation. It will also provide new avenues for the experimental realization of open quantum systems—ones that exploit the control and stability of ultra-cold atom [1–6], trapped ion [7–9], and quantum dot and other platforms [10–12]. This will, in turn, provide new insights into, e.g., quantum effects in thermodynamic machines [13] (i.e., quantum engines [14, 15]) and may lead to scalable, physical simulators.

Macroscopic reservoirs are often taken as continuum, non–interacting collections of electrons or phonons. These Gaussian environments are exactly solvable when not in contact with the system. However, the combination of the reservoirs and the quantum system will typically lead to analytically intractable equations of motion. Numerical techniques are thus the method of choice to benchmark approximations or to find the solution—e.g., the non–equilibrium steady state (NESS) of the system or the real–time dynamics of the current, among other quantities. Even within this simplified setting, though, simulation is difficult since it must capture both the many-body nature of the system and the non–Markovian behavior due to contact with the environment.

In order to address this challenge, there is a rapidly growing body of methods that exploit the Gaussian nature of the environment to move the system–environment boundary. Instead of a clean split between system and environment, the boundary is between the system and a finite—and, due to computational constraints, relatively modest—set of reservoir modes on one side and the remaining external environment—the “true” reservoir—on the other. We dub these extended reservoir approaches (ERAs) as the finite collection of modes acts as an extension of the reservoir into the system. These modes impart explicit non–Markovianity to the dynamics. This idea builds on the concept of pseudo-modes [16–19], where external, time-local (Markovian) damping broadens the modes into Lorentzian peaks turning a discrete reservoir into an effective continuum.

ERAs can be applied with fermionic (e.g., electronic reservoirs) or bosonic (e.g., thermal baths) environments, as well as with a variety of relaxation methods (inter– and intra–mode relaxation, Markovian or non–Markovian re-
Almost all of the approaches to date have focused on the continuous relaxation (CR) regime, where relaxation is always present in the equation of motion. This framework can handle both non–interacting and many–body systems, where the formal transport solution is given by Meir–Wingreen–like equations \cite{20, 21, 22, 23, 24}. However, due to practical limitations, most simulations are of non–interacting electron \cite{25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36} (summarized in Ref. \cite{21}) or classical thermal transport \cite{37, 38, 39, 40, 41}. Tensor networks, though, are now enabling the implementation of this framework to non–perturbatively simulate many–body impurities \cite{42, 43, 44, 45, 46, 47, 48, 49, 50} and extended systems \cite{51, 52, 53, 54, 55, 56}.

Recently, an idea was put forward to periodically refresh the reservoirs rather than provide continuous relaxation \cite{51}. This periodic refresh (PR) approach evolves the system and the finite collection of reservoir modes coherently except at periodic intervals where the reservoir modes are reset into their initial (isolated) equilibrium. The refresh time has a firm physical basis: The Fermi velocity dictates how fast the density wavefront reaches the finite boundary of the explicit reservoir \cite{52}, which is more generally related to a Lieb–Robinson bound \cite{51, 53}. PR is recent and, as such, its accuracy as a simulation technique has not yet been carefully investigated.

Within the CR approach, the accuracy is tied to the reproduction of the continuum spectral function—particularly the weighted spectral function for quantum transport. This also provides bounds on parameters. For instance, the relaxation strength has to be less than the thermal relaxation \cite{20, 21}, which yields a minimum reservoir size as well. Ultimately, though, convergence depends on details of the model. On one hand, anomalous behavior (at zero bias \cite{20} or with interference \cite{36} or weak coupling \cite{54}) can hinder convergence and also modify optimal parameter selection \cite{55}. On the other hand, saturation and smooth behavior of observables like current can enhance convergence beyond what hard bounds would suggest \cite{49, 54}. A comparison of different ERAs is thus imperative for both understanding the machinery and determining the optimal approach.

Here, we take the first step in comparing distinct ERA approaches by providing a link between CR and PR approaches through what we call the accumulative reservoir construction (ARC), see Fig. 1. ARC reduces to CR and PR in two different limits. The core idea of the ARC is to divide the evolution into two steps: a unitary evolution of the system in contact with finite reservoirs followed by a partial relaxation of the reservoir modes (as opposed to full refresh in PR). We perform an extensive numerical characterization of ARC, focusing on the NESS of a solvable example, implemented both exactly and with tensor networks. A phase diagram results, where a “cut” separates CR– and PR–like behavior. The point for the best estimate of the current jumps from the CR– to the PR–like side of the cut, creating discontinuities in the operator entanglement and other quantities. On the CR side, there is a modest level of entropy (i.e., low computational cost) but a moderate level of error (in current or system density matrix). On the PR side, there is a much larger entropy but much smaller errors. These regimes have different scaling behavior and thus the method of choice depends on the computational resources available. This is manifest within tensor networks, where the PR–like regime of ARC is difficult to converge.

II. OVERVIEW

We formulate the accumulative reservoir approach (ARC) as a method to numerically investigate quantum
transport (Sec. III), as well as non–Markovian open quantum systems more generally. The ARC bridges two existing approaches using continuous relaxation (CR), and periodic refresh (PR). As this bridge, it has three core parameters: reservoir size, relaxation strength, and time between refresh events. We focus on the non–interacting resonant level model (Sec. IV) and extensively characterize the behavior of transport in this parameter space—i.e., we provide a phase diagram—for this model (Sec. V). This allows us to benchmark ARC against exact results to assess the convergence of the steady–state current, as well as the impurity state. We then conclude (Sec. VI).

The phase diagram for ARC has two overarching categorizations. The first is whether the behavior is CR–or PR–like. There is a “cut” that defines the transition between the two and signifies the interplay of ARC parameters with different physical timescales. The second categorization is Kramers’ turnover. ARC broadly falls into the paradigm of this turnover. The current has over– and under–damped regions of behavior. The overdamped behavior is Zeno–like regardless of whether one is in the CR– or PR–like regime, as it is essentially constant measurement from the relaxation that dictates the current. Underdamped behavior manifests itself differently in the CR– and PR–like regimes. Except at the cut, the region between over– and under–damped behavior captures the physics of the current. This region grows as the number of reservoir modes increases and is thus the physically applicable regime that reproduces the continuum limit.

In the context of efficient simulation, CR and PR yield different error–cost scaling, with PR having a faster decay of error versus cost but it also has a larger prefactor. The larger prefactor causes convergence difficulties. With the tensor network implementation we employ, CR is thus preferable. ARC, however, has a large swath of phase space between CR and PR. The intermediate regime is refresh–like in its physics, but has even better error–cost scaling. It still is more challenging to converge than CR, but may serve as a target for more accurate simulations.

We expect the results and conclusions for ARC to generalize to more complex models, including those with many–body interactions. For CR, for instance, the overdamped regime can be derived directly from Meir–Wingreen–like equations for both non–interacting and many–body impurities [20]. Those equations also show that CR limits to the exact result. The underdamped regime has been proven for a large class of models and is expected to always hold based on physical arguments. Similarly, physical arguments suggest the turnover for PR and PR–like behavior will always hold. By construction, PR also limits to the right current in the intermediate turnover regime. Many–body interactions may change the error–cost scaling, especially its non–asymptotic behavior (i.e., smaller explicit reservoir sizes) by introducing different time and temperature scales, or power–law decaying correlations. We do not expect these will change the qualitative distinctions in the error–cost relationships between CR, PR, and intermediate regimes. These distinctions are due to balancing the reservoir representation and relaxation–induced reduction of entanglement, neither of which are system dependent.

III. FRAMEWORK

While the ERA is a general approach to handle a large class of non–Markovian open quantum systems, we will employ it here in the context of quantum transport through an impurity or junction region. In this scenario, a chemical potential (or temperature) drop between two (non–interacting) metallic electronic reservoirs $\mathcal{L}$ and $\mathcal{R}$ will drive a current through a system $S$, as seen by the left schematic in Fig. 1. The total Hamiltonian,

$$H = H_S + H_\mathcal{L} + H_\mathcal{R} + H_T,$$

is given by a sum of a system Hamiltonian $H_S$, $\alpha \in \{\mathcal{L}, \mathcal{R}\}$ reservoir Hamiltonian,

$$H_\alpha = \sum_{k \in \alpha} \omega_k c_k^\dagger c_k,$$

and coupling Hamiltonian between $S$ and $\mathcal{L}\mathcal{R}$,

$$H_T = \sum_{k \in \mathcal{L}\mathcal{R}} \sum_{\nu \in S} \left( v_{ki} c_k^\dagger c_\nu + v_{\nu k} c_\nu^\dagger c_k \right).$$

Here, $c_m^\dagger$ ($c_m$) is the fermionic creation (annihilation) operator for mode $m \in LSR$, the index $m$ carries all necessary labels (frequency, location, spin, etc.), and all Hamiltonians are in terms of frequencies. Each reservoir is taken to have $N_\mathcal{L} = N_\mathcal{R} = N_m^\mathcal{V}$ modes, where the label $\mathcal{W}$ signifies the electronic band (the two reservoirs could have a different number of modes but we do not consider that case). The Hermitian coupling matrix $v_{ki} = v_{ki}^*$ defines the quadratic interaction between the reservoirs and the system. More generally, $H_T$ could be taken as a coupling linear in the reservoir operators but with an arbitrary system operator. We restrict to the transport setting where there is just hopping between the reservoirs and system. The Hamiltonian $H_S$ is also generally arbitrary, potentially having, e.g., electron–electron or electron–vibrational couplings. In our example, as described later, we take it to be quadratic so that we can compare to the exact solution.

In addition to the Hamiltonian, we must have proper boundary conditions to drive a current. There are many ways to do this, such as having an initially disconnected reservoirs $\mathcal{L}$ and $\mathcal{R}$ with a chemical potential drop between them or by turning on a chemical potential drop at an initial time where $\mathcal{L}\mathcal{SR}$ is in equilibrium state, among others. For continuum (macroscopic) reservoirs, as well as ERA, we will take the former approach. The state at time $t = 0$ is thus

$$\rho(t = 0) = \rho_S(0) \otimes \rho_\mathcal{L}^{eq} \otimes \rho_\mathcal{R}^{eq},$$
where we take \( \rho_S(0) \) to be the maximally mixed state on \( S \) and \( \rho_S^{\alpha} \) the isolated equilibrium state of reservoir \( \alpha \). The NESS can, in principle, depend on initial conditions but the example we will examine in this work has a unique steady state. The states \( \rho_S^{\alpha} \) are defined by the Fermi–Dirac distribution,

\[
f^{\alpha}(\omega) = \frac{1}{1 + e^{\beta_{\alpha}(\omega - \mu_{\alpha})}},
\]

at chemical potential \( \mu_{\alpha} \) and thermal relaxation time \( \beta_{\alpha} = \hbar / k_B T_\alpha \), where \( \hbar \) is the reduced Planck’s constant, \( k_B \) is Boltzmann’s constant, and \( T_\alpha \) is the temperature. Note that, for convenience, we work with \( \beta \) as the inverse thermal relaxation rate, i.e., thermal relaxation time, which has a unit of time. We will take a symmetrically applied bias \( \mu_L = -\mu_R = \mu/2 \) and uniform temperature \( T_L = T_R = T \). The ERA relaxes the reservoirs toward \( \rho_S^{\alpha} \) in order to maintain a chemical potential and/or temperature imbalance between the finite collection of explicit reservoir modes.

For the specific model we examine, each reservoir is only connected to a single boundary site on the left (for \( L \)) and right (for \( R \)) of the system. Thus, Eq. (7) will be the relevant quantity. All microscopic models of the reservoirs that lead to the same macroscopic (\( N_W \rightarrow \infty \)) spectral functions give the same dynamics and NESS. This feature is often used to obtain finite-size reservoirs that systematically accumulate essential features of these functions when increasing the number of reservoir modes [55–58]. The approaches we discuss are all based on such finite-size representations of the reservoirs.

Since ERA methods use a finite number of modes that are in turn open to implicit environments, we need to specify how these implicit environments relax the explicit modes. In addition to basic model properties (e.g., the spectral function and \( \gamma \)), this relaxation will dictate the NESS and how well the technique approximates \( \rho_S^{\alpha} \). We will now describe the two limits of ARC, one with damping given by continuous, Markovian relaxation and the other with periodic, full refreshes. We then will turn to the general ARC description.

### A. Continuous relaxation (CR)

For CR, each reservoir is damped continuously via a Lindblad dissipator. The equation of motion is

\[
\dot{\rho} = -i[H, \rho] + \gamma D[\rho],
\]

where the dissipative contribution is

\[
D[\rho] = \sum_{k \in LR} \rho^{\alpha_k}(\omega_k) \left( c_k^\dagger c_k - \frac{1}{2} \left( c_k^\dagger c_k, \rho \right) \right) + \sum_{k \in LR} \left[ 1 - \rho^{\alpha_k}(\omega_k) \right] \left( c_k^\dagger c_k - \frac{1}{2} \left( c_k^\dagger c_k, \rho \right) \right)
\]

and \([\cdot, \cdot] \{\cdot, \cdot\}\) is the commutator (anticommutator). This form, Eq. (8) and Eq. (9), assumes a homogeneous relaxation strength \( \gamma \) (this assumption can be relaxed but it makes little difference with common discretizations of the reservoirs [55]) and only intramode relaxation. We can alternatively cast the equations in terms injection and depletion rates, \( \gamma_{k+} = \gamma f^{\alpha_k}(\omega_k) \) and \( \gamma_{k-} = \gamma [1 - f^{\alpha_k}(\omega_k)] \), respectively. Without the coupling to \( S \), each mode thermalizes to its own equilibrium state set by the temperature \( T_\alpha \) and chemical potential \( \mu_{\alpha} \) of its respective reservoir \( \alpha \).

We note that Eq. (9) is Markovian for \( LR \) since the reservoirs \( LR \) are coupled to Markovian environments. The dynamics for \( S \) only, though, is non–Markovian. Each explicit mode in \( L \) or \( R \) that has relaxation will have a Lorentzian spectral function and thus have a memory time—i.e., non–Markovianity—of \( 1/\gamma \). From \( S \)’s perspective, multiple explicit modes in \( LR \) add frequency dependence to the environment’s response (i.e., “color”) within this \( 1/\gamma \) timescale. Moreover, in order to target physical dynamics, one takes the joint limit of \( N_W \rightarrow \infty \) and \( \gamma \rightarrow 0 \), resulting in the memory time going to infinity and capturing the full character of the continuum.

While Eq. (9) can be derived for weak coupling to external environments with chemical potentials at \( \pm \infty \) [21], the important aspect is that its NESS converges to the continuum, macroscopic result as \( N_W \rightarrow \infty \) and \( \gamma \rightarrow 0 \) [20]. The formal solution provides the guarantee of convergence for both non–interacting and many–body systems [20–24], as well as bounds on parameters (such as the aforementioned \( \beta \gamma \leq 1 \) [20, 21]. Yet, there are still many aspects of the convergence, such as its rate and...
the presence of features, that need to be understood and properly handled [54, 55]. The goal is to obtain accurate, physically meaningful results with minimal computational resources (often, the smallest $N_W$ possible but other characteristics are equally important).

Toward this end, one can explore the NESS, and specifically the steady-state particle current, from Eq. (8) treating $\gamma$ (and $N_W$) as parameters. Generally there are three basic regimes analogous to Kramers’ turnover in solution–phase chemical reactions [59] as the relaxation strength varies [20] (similarly for the same ERA approach for classical thermal transport [39]):

- **Small–$\gamma$ or relaxation–limited regime.** In this regime, the particle current is dictated by the relaxation strength. The supply of particles by the implicit environments is too small compared to the intrinsic current—the physical current—that can flow through the system. This regime can be cast as a three resistor model, with two resistors at the interfaces to the left and right external environments and one resistor for $\mathcal{LSR}$. The latter is much smaller than the former and thus the interfaces to the external environments dominate (albeit the former is proportional to $1/\gamma N_W$ and thus the transition from relaxation–limited to the intrinsic current depends on $N_W$). Thus, there is a linear increase of the total current versus $\gamma$. This regime is also characterized by overly coherent interactions within $\mathcal{LSR}$, i.e., that there are unphysical global oscillations within all the explicit degrees of freedom. From the initial state, a wavefront transverses $\mathcal{LSR}$ with the Fermi velocity in the same way as in a closed system. This transversal and associated oscillations decays into the steady state, but they still influence the character of the NESS.

- **Intermediate–$\gamma$ or physical regime.** In this regime, the supply rate is sufficiently strong to support the intrinsic, physical current without disturbing it significantly. As with the small $\gamma$ regime, one can cast this regime within the three resistor model. But now, since $\gamma$ is larger, the $\mathcal{LSR}$ resistor dominates and one obtains the physical current from calculations. In this regime, a plateau in the current develops and increases in size with $N_W$. It is in this regime that the current—typically the most important observable—accurately captures the current in the true NESS. The approximate NESS will also approach $\rho_S^a$ [55]. Extending this plateau is the practical realization of the limits $N_W \to \infty$ and then $\gamma \to 0$ (i.e., as $N_W$ increases but is still finite, adjusting $\gamma$ to be sufficiently small but not so small to turn over into the small $\gamma$ regime).

- **Large–$\gamma$ or overdamped regime.** In this regime, the relaxation is too strong, suppressing the coherence between the extended reservoir and $\mathcal{S}$ that is necessary to carry a current (as currents are just coherences). This effectively decouples the extended reservoirs, resulting in the current decaying as $1/\gamma$.

While the above regimes hold generally, there can also be additional regimes due to anomalous behavior [54]. For example, at finite relaxation strength, the Markovian relaxation fails to reproduce the Fermi level, increasing the transmission across $\mathcal{LSR}$ due to artificial spreading of the occupied density of states. This is related to the bound $\beta \gamma \leq 1$ and, as such, it manifests at strong relaxation (a Markovian anomaly). For proportionally coupled reservoirs (i.e., ones where we have the same set of modes in $\mathcal{L}$ and $\mathcal{R}$), another anomaly can occur at weak relaxation due to virtual (resonant) transitions (a virtual anomaly). Small intrinsic currents, e.g., for weak system–reservoir coupling, reveal these anomalies. The plateau forms between them as $N_W$ increases. We previously proposed a heuristic approach to estimate the optimal $\gamma$ to target the physical regime for a general, including many–body, $\mathcal{S}$ [55]. The approach removes the virtual anomaly by applying a small shift between the frequencies of $\mathcal{L}$ and $\mathcal{R}$ modes. The estimate for $\gamma$ is where the turnover curve intersects the curve without this shift, i.e., it finds a domain of confidence for CR (a sweet spot for $\gamma$). We will employ this approach in this work for CR. Additional information on this procedure is in App. A.

### B. Periodic refresh (PR)

In the PR approach [51], the system and finite-size reservoirs evolve fully unitarily for a time $\tau$ after which the reservoirs are “refreshed” (reset to their initial, isolated equilibrium state), and the process repeats periodically. At cycle $p = 0, 1, \ldots$, the evolution follows

$$
\rho(p\tau + \tau) = \text{tr}_{\mathcal{L}\mathcal{R}}[e^{-i\tau H} \rho(p\tau)e^{i\tau H}] \otimes \rho_L^{eq} \otimes \rho_R^{eq}. \quad (10)
$$

This provides the state of $\mathcal{LSR}$ at discrete intervals $p\tau$. In order to examine the behavior of this approach, we will also sometimes make use of the state in between these discrete intervals at times $i = p\tau + \tau'$ with $\tau' < \tau$. When we do, we employ the assignment, $\rho(p\tau + \tau') = e^{-i\tau' H} \rho(p\tau)e^{i\tau' H}$ (in words, only coherent evolution is included in assigning the time). A physical realization of this process would either require multiple copies of each reservoir—a so–called collisional or repeated interaction model—or the ability to otherwise control and reset the reservoir (e.g., turn off interactions with and in the system and “refill” the explicit reservoir modes).

The NESS in PR is a periodic state. However, if we stroboscopically look at the system at time steps of $\tau$,...
\[ \rho_S(p\tau) = \text{tr}_{\mathcal{R}}[\rho(p\tau)], \]
then we will find an approximation to \( \rho_S^\tau \) as \( p \to \infty \). The interfacial currents (between the reservoirs and system) are often of interest, e.g., for special cases, such as impurities with only one site in contact with the reservoirs, they are the only place to obtain the overall current. In which case, one uses \( \rho(p\tau - \epsilon) \) with \( \epsilon \to 0^+ \). This selects the full state just before the refresh. It has no bearing on the estimated \( \rho_S^\tau \), as \( \rho_S(p\tau) = \lim_{\epsilon \to 0^+} \text{tr}_{\mathcal{R}}[\rho(p\tau - \epsilon)] \) since the refresh does nothing to the \( S \)’s state. It does, however, retain the system–reservoir correlations, enabling an estimate of the steady–state interfacial current.

In a similar manner to CR, as \( N_{W} \to \infty \) and then \( \tau \to \infty \), the system’s NESS will converge to the continuum, macroscopic NESS. The periodic refreshing, though, stabilizes the state into a true NESS, opposed to closed—“microcanonical”—evolution (where the system state and/or current is taken from the quasi-steady state that forms at finite time \([6, 52, 60–64]\)). We further note that, for a given \( N_{W} \), a physically meaningful \( \tau \) results from a lattice mapping of the reservoir spectral function followed by Lieb–Robinson arguments. For, e.g., a simple one–dimensional (1D) reservoir, this \( \tau \) is

\[ \tau_{W} = N_{W}/2\omega_{0}, \tag{11} \]

where \( 2\omega_{0} \) is the Fermi velocity, which is set by the (uniform) hopping frequency, \( \omega_{0} \), in the 1D lattice. This \( \tau \) signifies when the current wavefront has impinged of the boundary of the finite reservoir. This effectively yields only one free parameter (either \( N_{W} \) or \( \tau \), both increasing in tandem). Just as with CR the non–Markovian character increases as this free parameter increases. We designate \( \tau_{W} \) the physical timescale. Additional information on PR, specifically its Kramers’ turnover–like character increases as this free parameter increases. We designate \( \tau_{W} \) the physical timescale. Additional information on PR, specifically its Kramers’ turnover–like physics that we study in this work, is in App. B.

C. Accumulative reservoir construction (ARC)

As with PR, the ARC also takes a periodic process starting first with a fully unitary evolution of the system and explicit reservoir modes for time \( \tau \). This is followed by a dissipative process of total strength \( \gamma \tau \) with the system and system–reservoir coupling frozen. Since these processes are alternating, the relaxation can be applied for time \( \tau \) with strength \( \gamma \) or could be an “impulse” or discrete “gate” with the same total strength \( \gamma \tau \). This cyclical process is depicted in Fig. 1. At cycle \( p = 0, 1, \ldots \), the evolution follows the form

\[ \rho(p\tau + \tau) = e^{\gamma \tau \mathcal{D}}[e^{-i\tau H} \rho(p\tau) e^{i\tau H}], \tag{12} \]

where \( e^{\gamma \tau \mathcal{D}}[\cdot] \) is the evolution superoperator for the dissipation from Eq. (9). Note that there are two separate evolutions in Eq. (12) each for a time \( \tau \), yet we only increment the time of the density matrix by \( \tau \) (opposed to \( 2\tau \)). In other words, we do not count the dissipative evolution in the time. As with PR, we employ the assignment, \( \rho(p\tau + \tau') = e^{-i\tau' H} \rho(p\tau) e^{i\tau' H} \), for intermediate times \( t = p\tau + \tau' \) with \( \tau' < \tau \).

For ARC, the coherent evolution is exactly as for PR. The dissipation, though, does not give a complete refresh of the reservoirs. Rather, it relaxes the reservoirs with a total strength of \( \gamma \tau \). If \( \tau \) is fixed, for instance, but \( \gamma \to \infty \), then this performs a full refresh and thus completely recovers PR. If one fixes \( \gamma \) but takes \( \tau \to 0 \), then one recovers CR. This limit is just a first order Trotter expansion of the evolution in Eq. (8). This motivates leaving out the dissipative evolution in the assignment of intermediate times, as the two processes taken separately with a step \( \tau \) is a numerical approximation to a single step \( \tau \) taken jointly. As we will see, even away from the CR or PR limits, there is a wide range of parameters where the NESS approximates \( \rho_S^\tau \).

This discussion already makes apparent that there are three free parameters in ARC (\( \gamma, \tau, \) and \( N_{W} \)). This is opposed to CR and PR, which both have an effective single parameter. Albeit, in the case of CR, imposing a single relation between \( \gamma \) and \( N_{W} \) will not be the most effective use of computational resources: Rather, one wants to make use of the existence of a domain of confidence to set the relationship between the two \([55]\), yielding \( \gamma \) for a set \( N_{W} \). A similar consideration holds for PR. One can use the physical \( \tau_{W} \), but this may not be the most effective in terms of error for a given cost, as we will discuss. For ARC, however, using \( \gamma \) and \( \tau \) as the parameters is not always the most suitable choice. Rather, the product,

\[ \gamma \tau = \text{Total relaxation}, \tag{13} \]

provides the total amount of relaxation at each cycle and is the only relevant quantity for the dissipation. For the other parameter, we choose the quantity

\[ \tilde{\tau} = \frac{|\tau - 2|}{\gamma} = \text{Action}, \tag{14} \]

which is the magnitude of a complex action. This choice is motivated by the way in which the relaxation appears in the retarded Green’s function, see Ref. [20]. We will numerically characterize the ARC as function of these parameters using a solvable example. We will see that the choice of parameters makes many features of the phase diagram for ARC readily apparent, as well as has the two limits (CR and PR) as “Cartesian” boundaries on polar opposites of the phase space. These aspects make it a good choice, but there may be other choices that are superior. For instance, the bare parameters, \( \tau \) and \( \gamma \), remain meaningful when interpreting aspects of the evolution, as we will discuss. Finally, we can view ARC (and PR) as an example of a bang-bang protocol \([65, 66]\). Such protocols appear, for instance, in the context of quantum computation as a procedure outputting the desired state through the alternating application of two (or more) non–commuting processes. In variational quantum algorithms \([65, 66]\), protocol parameters are optimized, typically to minimize
some cost function, such as energy. Similarly, in ARC, the parameters should, within finite resources, best reproduce the influence of continuum reservoirs. As the latter does not admit a straightforward variational form, we approximate the optimal ARC parameters based on a physical understanding of the process. Appendix C1 contains additional discussion on ARC.

IV. EXAMPLE SYSTEM

In all the results below, we consider reservoirs that are 1D lattices with a uniform nearest–neighbor hopping frequency $\omega_0$. The impurity region is composed of $N_S = 3$ sites also arranged in a one–dimensional configuration with Hamiltonian,

$$H_S = \omega_S a_2^\dagger a_2 + v_S (a_i^\dagger a_2 + a_2^\dagger a_3 + \text{h.c.}),$$

where $a_i$ ($a_i^\dagger$) are fermionic annihilation/creation operators for site $i$ in $S$ and h.c. signifies the Hermitian conjugate terms. As the example model, we take the onsite frequency of the middle site to be $\omega_S = \omega_0/2$ and hopping amplitude $v_S = \omega_0/2$. As indicated in Fig. 2, the reservoirs $L$ and $R$ will both be at the initial temperature $T$, while the (symmetric) chemical potential imbalance of $\mu_L = -\mu_R = \omega_0/4$ drives the particle current. This model is a non–interacting resonant level model (see Refs. [67, 68] for the interacting resonant level model). For the reservoirs, by choosing a finite lattice size of $N_W$ for $L$ and $R$ and then diagonalizing the single–particle Hamiltonians, the reservoirs and the system–reservoir couplings are cast in the form of Eq. (2) and Eq. (3). This process provides the finite reservoirs that we use. For $N_W \to \infty$, the reservoir spectral function for a uniform 1D lattice with hopping $\omega_0$ (in contact with the impurity boundary with coupling also $\omega_0$) are

$$J_L(\omega) = J_R(\omega) = J(\omega) = \sqrt{4\omega_0^2 - \omega^2}.$$  

We are after the NESS of this model. Although there are no many–body interactions, we expect the qualitative nature of the results to carry over to presence of many–body interactions in the system $S$.

A. Reference NESS

Since this is a non–interacting model, we can solve for all properties of the system in the continuum, macroscopic limit by employing non–equilibrium Green’s functions. It is helpful to write the Hamiltonian, Eq. (1), in terms of its single–particle counterpart, $\tilde{H}$,

$$H = \sum_{m,n \in LS R} \tilde{H}_{mn} c_m^\dagger c_n,$$

as well as the system’s Hamiltonian itself,

$$H_S = \sum_{i,j \in S} [\tilde{H}_S]_{ij} c_i^\dagger c_j,$$

where $[\tilde{H}_S]_{ij} = \tilde{H}_{ij}$ is a submatrix. Using this, the retarded (advanced) Green’s function of the system is

$$G^{(a)}(\omega) = 1/(\omega - \tilde{H}_S - \Sigma^{(a)}_L - \Sigma^{(a)}_R),$$

with respective self–energies

$$\Sigma^{(a)}(\omega) = \sum_{\alpha} g^{(a)}_\alpha |v_\alpha\rangle \langle v_\alpha|.$$

We use $|v_\alpha\rangle$ for the coupling vector between mode $k \in LR$ and all sites $i \in S$, i.e., $\langle i | v_\alpha \rangle = v_\alpha$, and $g^{(a)}_\alpha = 1/(\omega - \omega_k + \eta)$ for the retarded (advanced) Green’s function of the system $k \in LR$. As usual, the limit of $\eta \to 0^+$ is taken at the end of the calculation. Note that this formalism also permits the formal CR solution, including analytic in some cases, of the current and correlation matrices for $LSR$ [20–24].

These quantities give the spectral densities (which are the spectral functions, the terminology depends on the community) $\Gamma^\alpha = i(\Sigma^{\alpha}_L - \Sigma^{\alpha}_R) = -2\text{Im} \Sigma^{\alpha}_\alpha$,

$$\Gamma^\alpha(\omega) = i \sum_{\alpha} g^{(a)}_\alpha |v_\alpha\rangle \langle v_\alpha|.$$  

The population–weighted counterpart is

$$\tilde{\Gamma}^\alpha(\omega) = \sum_{\alpha} f^{(a)}(\omega) [g^{(a)}_\alpha(\omega) - g^{(a)}_\alpha(\omega)] |v_\alpha\rangle \langle v_\alpha|.$$  

With this, the current in the continuum, macroscopic limit is given by the Landauer expression,

$$I^\alpha = \int \frac{d\omega}{2\pi} (f^L(\omega) - f^R(\omega)) \text{tr} [\Gamma^\alpha G^\alpha \Gamma^\alpha G^\alpha].$$  

In other words, this is the current in the true NESS, the one we are after. We designate it with the superscript $\circ$ to indicate that it is our standard, or reference, current.

Since we are considering an example with a quadratic Hamiltonian, the NESS is Gaussian state and thus can be completely characterized by the correlation matrix

$$[\mathbf{C}^\circ_S]_{ij} = \text{tr}[c_i^\dagger c_j \rho^\circ_S],$$
where $C_S^\delta$ is the system’s submatrix of the full correlation matrix. The correlation matrix is often referred to as the single-particle density matrix. It is a Hermitian, semi-positive definite matrix, although it does not have a trace equal to one. We can similarly write the system’s correlation matrix in the NESS,

$$C_S^\delta = \int \frac{d\omega}{2\pi} G^\sigma \left( \tilde{\Gamma}^L + \tilde{\Gamma}^R \right) G^\alpha.$$  

(25)

Unlike the current, only the population-weighted spectral densities appear here. They are the source of particles that propagate with $G^\sigma \vdash G^\alpha$ into the system.

While the expressions above, Eq. (23) and Eq. (25), for the current and correlation matrix are more general, our example only has non-zero elements of the self-energies and the spectral densities for $i = 1, j = 1$ and $i = N_S, j = N_S$. For the self-energies, these are

$$[\Sigma_L^\delta(\omega)]_{11} = [\Sigma_R^\delta(\omega)]_{N_SN_S} = -\frac{1}{2} \left( \omega + i \sqrt{4\omega_0^2 - \omega^2} \right).$$

(26)

The spectral densities (functions) readily follow, showing consistency with these quantities and Eq. (16).

B. Non-interacting ARC

The evolution generated by Eq. (8) with the quadratic Hamiltonian, Eq. (1), retains the Gaussianity of the state. As a result, the evolution (which is also particle conserving) can be formulated via the correlation matrix,

$$C_{mn} = \text{tr}[c_m^\dagger c_n \rho],$$

with $m, n \in \mathcal{LSR}$. In this form, we have [21]

$$\dot{\mathcal{C}} = -i[H, \mathcal{C}] + \gamma D[\mathcal{C}],$$

(28)

with the dissipation in Eq. (9) translating to

$$D[\mathcal{C}]_{mn} = f^{\alpha m}(\omega_m) \delta_{mn} \delta_{m \in L \cup R} - C_{mn} \frac{\delta_{m \in L \cup R} + \delta_{n \in L \cup R}}{2}.$$  

(29)

Here, the $\delta_{mn}$ is the normal Kronecker delta, and $\delta_{m \in L \cup R}$ is 1 for the mode in one of the reservoirs and 0 otherwise, i.e., no relaxation occurs within the system.

Consequently, for purely unitary evolution over a time $\tau$ (without dissipation), the evolution is

$$e^{-i\tau \hat{H}} \mathcal{C} e^{i\tau \hat{H}}.$$  

(30)

For pure dissipation for a time $\tau$ (without the action of the Hamiltonian), integrating Eq. (29) leads to an update

$$\mathcal{G} \mathcal{C} \mathcal{G}^\dagger + \mathcal{P},$$

(31)

where the dissipative matrices are

$$G_{mn} = \delta_{mn} e^{-\gamma \tau \delta_{m \in L \cup R}/2}$$

(32) and

$$P_{mn} = \delta_{mn} (1 - e^{-\gamma \tau \delta_{m \in L \cup R}}) f^{\alpha m}(\omega_m).$$  

(33)

For ARC in Eq. (12), the evolution is a unitary followed by a dissipation step. The cycle $p$ of this process is

$$\mathcal{C}(p\tau + \tau) = M \mathcal{C}(p\tau) M^\dagger + \mathcal{P},$$

(34)

with

$$M = \mathcal{G} e^{-i\tau \hat{H}}.$$  

(35)

These results hold for any Gaussian system, i.e., in absence of many-body interactions. The system can be a lattice of arbitrary dimension and geometry. It can be generalized to cases with an arbitrary number of reservoirs attached to an arbitrary number of sites in $S$.

On reaching the NESS, $\mathcal{C}(p\tau + \tau) = \mathcal{C}(p\tau)$. This makes Eq. (34) exactly of the form of a discrete-time Lyapunov equation (an equation widely studied in mathematics and engineering). The discrete-time Lyapunov equation can be solved directly, allowing to find the NESS without carrying out the time evolution. Moreover, the timescale, or the number of cycles, for reaching the NESS in an ARC process is given by the largest magnitude eigenvalue of $M$. Indeed, following the standard stability analysis of the dynamical process in Eq. (34), the timescale to convergence to the NESS is

$$\tau_c = \frac{\tau}{-\ln(|m_0|)},$$

(36)

where the largest magnitude eigenvalue, $m_0$, of $M$ dictates the number of cycles and $\tau$ is the unitary evolution for a single cycle. When all eigenvalues have magnitude less than one, the steady state is unique. In our example, the largest eigenvalue is such that $|m_0| < 1$ and uniqueness is guaranteed. Equation (36) is something we will employ to estimate one of the contributions to the computational cost in tensor networks, where explicit time evolution is currently needed to obtain the NESS.

Finally, given the correlation matrix of $\mathcal{LSR}$ at any time (or in the NESS), the particle current

$$I_{LS} = 2 \sum_{k \in L, i \in S} \text{Im} v_{ik} C_{ki}$$

(37)

is flowing across the $\mathcal{LS}$ interface (assuming that $\mathcal{L}$ is only connected to $\mathcal{S}$ and not directly to $\mathcal{R}$). Similar expressions apply to other interfaces.

V. RESULTS

The primary goal of this work is to extensively characterize ARC and its limits (CR and PR) in order to understand their behavior and performance (error-cost relationship), and determine the optimal approach within the confines of the example system. We will employ the
approach of Sec. IVB to find the NESS, including its current, in order to compare the results with the reference (continuum, macroscopic) results of Sec. IV A. Before proceeding to the NESS properties, we first examine the full time evolution within ARC, which will elucidate the underlying processes within this framework.

A. Time dynamics

Figure 3 plots the (normalized) current \( I(t)/I^\circ \) between the system and the left reservoir for the resonant level model (Sec. IV and Fig. 2). Four representative ARC parameter regimes are in the figure. In the CR limit (\( \tau \to 0 \) at finite \( \gamma \)), Fig. 3(a), there are initial oscillations but the current ultimately relaxes close to the reference value \( I^\circ \), as seen by the approach of the normalized current to 1. Away from this limit, the cyclic nature of the ARC becomes apparent. In Fig. 3(b,c), the intermediate values of \( \gamma \tau \) show the initial oscillations, as well as oscillations after each partial refresh. The NESS defined by the periodic stroboscopic points in red shows that the current still relaxes near to \( I^\circ \). Figure 3(d) provides the PR limit (\( \gamma \to \infty \) at finite \( \tau \)). This also has oscillations but, at the end of each cycle, the current at the \( \mathcal{LS} \) interface goes to zero since the correlations between the system and reservoirs are completely removed. As with the other cases (except the CR limit), the stroboscopic points define the NESS and converge to \( I^\circ \).

B. Phase diagram for the steady state

The steady state of ARC—specifically, the level of current that its NESS sustains—yields different phases of behavior versus the total relaxation \( \gamma \tau \) and action \( \bar{\tau} = (\tau - \nu/\gamma) \), see Fig. 4(a). These phases are analogous to the Kramers’ turnover regimes discussed extensively in the context of ERA with continuous relaxation for quantum electron [20, 21, 49, 54] and classical thermal [39, 40] transport. In Sec. III A, we introduced these phases for CR. There are relaxation–limited currents for small \( \gamma \) and Zeno–limited currents for large \( \gamma \). In between, there is an intermediate–\( \gamma \) regime where the intrinsic, physical current dictates the transport behavior. This turnover is shown versus action \( \bar{\tau} \) (which depends on the inverse of \( \gamma \)) in Fig. 4(a), so, from left to right, the behavior goes from Zeno through the physical regime to the relaxation–limited regime. When the behavior is more like PR, there is a Zeno regime that goes to a physical regime, but the relaxation–limited regime is now characterized by overly coherent oscillations in the global \( \mathcal{LSR} \) system.

The Zeno behavior for small action occurs when \( \bar{\tau} \) is shorter than any timescale in \( \mathcal{LSR} \). On the PR side, this corresponds to frequent refreshes, i.e., small \( \tau \), where repeated resets of the reservoirs occur before the current fully starts to flow (i.e., before the restoration of sufficient coherence between the system and reservoirs). This is analogous to the quantum Zeno effect in frequently measured systems [69]. For CR, the physics is similar, but now the continuous (or quasicontinuous) relaxation is strong, giving rise to the same effect. Eventually, the current will steadily decrease to zero as the action decreases (i.e., as \( \tau \) decreases and \( \gamma \) increases) in this regime.

In the underdamped regime, unlike the Zeno regime, there is distinct PR–like and CR–like behavior. In the former, there are global oscillations of the current as its wavefront transverses \( \mathcal{LSR} \) and bounces off the finite size boundaries. The time for seeing the effect of the boundary is related to the finite speed of propagation given by the Lieb–Robinson bound. An unmistakable signature for this over–coherence is the inversion of the cur-
FIG. 4. Phase diagram of ARC. (a) The schematic phase diagram (of the NESS current) shows several regimes as the total relaxation $\gamma \tau$ and the action $\tilde{\tau} = (\tau - t/\gamma)$ vary at fixed $N_W$. In this parameterization, the PR limit ($\gamma \to \infty$ at fixed $\tau$) is on the upper boundary and the CR limit ($\tau \to 0$ at fixed $\gamma$) on the lower. Sweeping the action from small to large values shows three general regimes. On the left is an overdamped (Zeno) regime (i.e., large $\gamma$ and small $\tau$ corresponding to a small action). On the right is an underdamped regime. The weak relaxation regime on the bottom right (i.e., with CR–like behavior) leads to currents limited by the relaxation strength. In the overly coherent regime in the top right (i.e., with PR–like behavior), there are oscillations across the LSR system. The middle of the diagram contains the physical regimes, with a CR–like physical regime at the bottom and PR–like at the top. The physical regimes are separated by a region of an overly coherent $S$. (b) The normalized current for $N_W = 256$ on the same diagram. The lines of constant $\gamma$—the ones coming vertically from the bottom—are $\omega_0/43.3$ and $\omega_0$ which are heuristic optimal for CR and transition to overdamped regime for CR, respectively. These are normal turnover points discussed extensively elsewhere [20, 21, 49, 54]. The solid lines of constant $\tau$—the ones coming vertically form the top—are from left to right, $\tau^* = \pi/W$, $2\tau_S$, and $\tau_W$. The former two define the transition regime. The dashed line is $\tau_S$, showing it also demarcates features. The $\tau_W$ shows the transition to an overly coherent LSR. To the right of $\tau_W$, the current remains a good approximation until $2\tau_W$ since that is when the density wavefront returns to the system after bouncing off the finite reservoir boundary. (c) The convergence time to NESS follows from Eq. (36). For another perspective on the phase diagram, Fig. S5 shows it within the $\gamma - \tau$ parameterization.

rent when $\tau = 2\tau_W$. At twice the physical timescale $\tau_W$, the density wavefront initiated at the time of refresh will travel to the boundary and back to the system in one cycle, reversing the current [52]. Further increasing $\tau$ by $2\tau_W$ will lead to other reversals, and so on. For CR–like behavior in the underdamped regime, such oscillations do occur and influence the character of the steady state. Yet, due to the continuous or quasicontinuous character of the relaxation, the current becomes simply linearly proportional to the relaxation strength, as the contact to the external environments is the dominant resistance.

The physically relevant regime of the current occurs at intermediate $\tilde{\tau}$. The character of intermediate phase depends on $\tau$ and $\gamma$, as the ARC cycle is the first order Trotter decomposition of the evolution superoperator generated by Eq. (8). Ignoring $\gamma$ for a moment, the decomposition is exact for $\tau \to 0$ but we can still get reasonable agreement for a finite $\tau$, i.e., quasicontinuous behavior. However, if the coherent evolution is long enough that substantial changes in LSR take place during the evolution $\tau$, then the Trotterization will no longer approximate the continuous dynamics. The smallest important timescale will depend on the model. We will consider

\begin{equation}
\tau^* = \pi/W,
\end{equation}

which is the rise time for the formation of the steady state when the reservoir has bandwidth $W$ [70]. This time is usually smaller than other relevant timescales in the LSR model as the bandwidth is large. In the PR limit, the time $\tau^*$ should bound the Zeno regime, as the current forms at the interface in this time. Moreover, for $\tau > \tau^*$, CR–like behavior breaks down, yet LSR still does not have fully formed global coherence. That coherence requires $\tau$ to be greater than the time it takes for particles to transit the system. Similar to $\tau_W$ for the reservoirs, Lieb–Robinson arguments suggest a transit time of

\begin{equation}
\tau_S = N_S/2v_S,
\end{equation}

where $2v_S$ is the (effective) Fermi velocity in the system. For the parameters of our example, $N_S = 3$ and $v_S = \omega_0/2$, this is $\tau_S = 3/\omega_0$. For $\tau < \tau_S$, the system accepts some particles from the reservoirs, but these are internally overly coherent (i.e., they oscillate within the system but have their coherence with the reservoirs cutoff before LSR coherence forms). Similarly to $L$ and $R$, for $\tau$ multiples of $\tau_S$, we will see the reflection of particle front traveling from one interface to another.

All parts of a parameter space where quasicontinuity breaks down will have refresh–like physics. However, this regime of overly coherent $S$ has a distinct nature, as seen in Fig. 4(b). This regime extends between $\tau^*$ and $2\tau_S$. These two times demarcate the transition region between physical CR–like and PR–like regimes. We note, though, that the upper limit on $\tau$ is not a hard transition. In principle, one should have features at higher multiples of $\tau_S$. Yet, their visibility will depend on details of the model, such as the probability to transmit across the system–reservoir interfaces (which depend on the system–reservoir coupling). Our example sustains a
relatively high current and many reflections within $\mathcal{S}$ only give small corrections. Later we will introduce an averaging procedure to eliminate this timescale in determining the performance of ARC (see Sec. V C).

To summarize, at fixed, but not too large, $\gamma$, ARC remains quasicontinuous so long as $\tau$ is smaller than $\tau^*$. On the diagram, this means following the lines of fixed $\gamma$, which start vertically from the bottom but then turn to the right. When these hit the lines of constant $\tau = \tau^*$, the behavior goes through a transition region—the overly coherent $\mathcal{S}$ region. Increasing $\tau$ beyond about $2\tau_S$ (for our example) stabilizes the current.

The physics within this diagram is further illustrated by the bottom panels of Fig. 4. Figure 4(b) shows the normalized current. This is the quantity that defines the phase diagram, showing all the regimes and features. The meaning of signature lines in $\gamma$ and $\tau$ when drawing the phase diagram in terms of these parameters is in App. C2. Figure 4(c) shows the timescale to reach the steady state (derived from $\mathcal{M}$). This timescale also has signatures of the lines of constant $\tau$ and $\gamma$, but does not show all the regimes that are seen in the phase diagram. Additional information on ARC is included in App. C3.

C. Convergence

Now that we have established the character of ARC, we can examine the error–cost relationship. We will characterize error in terms of two quantities. One is in terms of the steady–state current, which is often the main—or only—quantity of interest. The other will be in terms of the system’s correlation matrix. This is error–“agnostic” and captures how well one can reproduce arbitrary observables on the system (e.g., densities, etc.).

For the current, we will focus on the interfacial currents between $\mathcal{L}$ and $\mathcal{S}$, $I_{LS}$, and between $\mathcal{S}$ and $\mathcal{R}$, $I_{SR}$. Specifically, we will have the method (ARC with a particular set of parameters) output a current estimate

$$I = (I_{LS} + I_{SR})/2,$$  \hspace{1cm} (40)

which is an average current (across the two interfaces in this case; one could take this across more partitions). The estimate of the relative error for this current, $\sigma_I^2$, will be a combination of two independent sources that contribute to the loss of accuracy and precision,

$$\sigma_I^2 = \sigma_1^2 + \sigma_2^2.$$  \hspace{1cm} (41)

The first contribution is just the relative accuracy,

$$\sigma_1^2 = \left(\frac{I - I^o}{I^o}\right)^2.$$  \hspace{1cm} (42)

It is tempting to stop there when one has the exact result, $I^o$, to compare to. However, except for the exact solution of the CR limit, one can have cases where there are mismatched currents at the interfaces, $I_{LS} \neq I_{SR}$, that are used to provide the current estimator, Eq. (40). One can thus obtain the exact current but still have some underlying error where the current is not reflecting a proper stationary state (i.e., $I_{LS} = I_{SR}$). In PR, the mismatch can occur because $L_{SR}$ is still evolving right before the refresh. The existence of a NESS is only at the level of the state, but not at the level of the currents flowing at different partitions. Alternatively, if one does not have the exact solution but rather one uses tensor networks, the truncation of the state can make currents not match [49]. The second contribution is thus the relative mismatch,

$$\sigma_2^2 = \frac{1}{2} \left(\frac{I - I_{LS}}{I^o}\right)^2 + \frac{1}{2} \left(\frac{I - I_{SR}}{I^o}\right)^2 = \frac{(I_{LS} - I_{SR})}{2I^o},$$  \hspace{1cm} (43)

which provides a measure of precision either due to numerical errors in calculations or due to refresh–induced properties of the NESS.

However, the above contributions still do not properly account for accidental crossings that can happen, e.g., when $I$ is oscillating in the parameter space around the thermodynamic-limit value $I^o$. This is indeed the case in PR–like phase and at an accidental crossings for small and large $\gamma$ in the Kramers’ turnover in the CR limit [20, 54, 55]. Those are times when both the contributions are zero, $\sigma_1 = \sigma_2 = 0$, but the current is still not properly reflecting the continuum limit result.

For that reason, we quantify convergence by calculating a mean relative error,

$$\bar{\sigma}_I^2(\hat{\tau}) = \text{mean}_{|\hat{\tau} - t| \leq \tau_S/2}[\sigma_I^2(\hat{\tau})].$$  \hspace{1cm} (44)

at fixed $\gamma \tau$. A moving average smooths the outcome over a window of the size $\tau_S$ using Eq. (39), that corresponds to the time period of the natural oscillation in the full refresh limit due to the system, and this averaging removes this effect (and associated accidental crossings). Consequently, $\bar{\sigma}_I$ gives us a measure of consistency. An extracted current is only considered good if neighboring values of parameters are also giving good estimates. Thus, accidental crossing will not be assigned zero error. Additional information on this procedure is in App. C4.

Figure 5(a) shows how the mean relative error $\bar{\sigma}_I$ behaves within the parameter space of ARC. The features present reflect the phase diagram for ARC, with the lowest relative error for physical CR–like and PR–like phases. At fixed $N_W$, the physical PR–like phase generally performs better then physical CR–like phase due to capturing more of the non–Markovian character of the evolution. In addition, the PR–like phase has quite a large plateau, a region with low error versus $N_R$ at fixed $\gamma \tau$. This is a consequence of the rapid rise of the current to the steady state in closed quantum systems [70] (i.e., the coherent evolution) together with the stabilization provided by the periodic refresh of the reservoirs. Within the figure, we also show white points. These are the points of lowest $\bar{\sigma}_I$ for a fixed $\gamma \tau$. They represent what action should be taken for a given $\gamma \tau$ in order to get the best
estimate of the current. In order to compare ARC at different $\gamma \tau$, we will use the action at these points.

The convergence of the correlation matrix for $\mathbf{S}$ largely follows the convergence of the current, see Fig. 5(b), which shows the trace distance to the reference state,

$$\frac{1}{2} \text{tr} | \mathbf{C}_S - \mathbf{C}_S^0 |.$$  (45)

Just like the current error, the plot has many of the same features as the phase diagram for ARC. There is a clear cut between physical CR–like and physical PR–like, with PR–like having notably smaller error than CR–like. There is a Zeno regime on the left and underdamped regimes on the right (that split into the overly coherent $\mathcal{LSR}$ and relaxation–limited regimes, for the PR and CR sides, respectively). The site occupancies (i.e., the diagonal elements in the position basis) dominate the correlation matrix error of $\mathbf{S}$, as the current flow is only a small contribution to the total correlation matrix $[55]$. This is model dependent. A setup that carries a larger current may have current contributions to the error of a similar magnitude. However, we always have a bound $| c_{mn} | \leq \sqrt{c_{mm} c_{nn}}$. This, in turn, bounds the current by the product of onsite occupations, $c_{mm}$ and $c_{nn}$. Thus, the current error can at most be similar in magnitude to density errors, but it can not dominate. As a consequence of the outsized importance of occupations, the trace distance does not contain all the same subtle features as the current error. Figure 5(b) also shows that the points of smallest $\sigma_I$ (the white points) match with the regions of good convergence for the correlation matrix.

D. Estimated computational cost

Figures 5(a) and 5(b) both demonstrate that physical PR and PR–like regimes of ARC provide highly converged results, whether quantified by the current alone or the correlation matrix, at a fixed reservoir size. The results are much more accurate than the physical CR and CR–like regimes for the same reservoir size. Ultimately, however, one needs the level of error for a given computational cost and how the error scales with computational cost within some many–body method of choice.

In this section, we will estimate the computational cost, $C$, for a particular tensor network implementation (described in the final subsection before the conclusions) via quantities computed with non–interacting simulations. In the next two subsections, we examine the error–cost scaling and the convergence within actual tensor network simulations. In particular, we exploit the non–interacting nature of our example and extract relevant quantities from the various tools presented in this work. The relevant quantities will be the time to reach the steady state, the lattice size (of order $N_W$), and the operator space entanglement entropy (OSEE) $[71, 72]$. 

FIG. 5. Convergence and computational cost of ARC. The three panels show the (a) current error, Eq. (44), (b) the correlation matrix error, Eq. (45), and (c) the estimated computational cost, Eq. (46), for our example system and for $N_W = 512$, $\beta \omega_0 = 40$, and $\mu = \omega_0/2$. The two error plots have many of the same features as the phase diagram for ARC, Fig. 4, as we expect since the different regimes directly impact the error. Using the current error as the quantity to be optimized, the best choice of action for a fixed $\gamma \tau$ is marked by the white points in (a). These points are replicated in the other plots, [(b) and (c)], to see where they fall for other quantities. These points are close to where the correlation matrix error is minimum in (b), but they do not follow any features in the computational cost in (c). As is evident, CR– and PR–like regimes have very different estimated computational costs. Within the physical regimes, this cost is correlated with the error, with cost going up for more accurate simulations. Outside of these regimes, though, there is no correlation. The whites dots for $\gamma \tau = 0.1, 1$ and 10 are made thicker to guide the reader’s eye. Vertical solid line represents $\tau$ equal to heuristic choice for CR, and vertical dashed line represents $\tau = \tau_W$, which is the physical choice for PR. We employ these $\tau$ for the CR and PR limits.
$S_O$, with the latter enabling an estimate of the matrix product dimension $D$. We summarize the procedure to calculate $S_O$ from the correlation matrix $C$ in App. D.

For the tensor network techniques, we employ (see the final subsection before the conclusions), the estimated computational cost is

$$C \sim \tau_c \cdot N_W \cdot 2^{3 \cdot S_O}. \quad (46)$$

For the last term, we use binary entropy to define $S_O$, leading to base 2 exponentiation, and calculate it in the middle of the lattice as an approximation. When employing tensor networks directly, the cost is taken as

$$C^{\text{MPS}} \sim \tau_c \cdot N_W \cdot D^3. \quad (47)$$

We will explain each of these pieces in turn below.

Currently, no tensor network technique has been demonstrated to directly target the steady state for the class of problems we consider. Rather, real–time runs evolve the state until the state is stationary up to some tolerance. As introduced earlier, the quantity $\tau_c$, Eq. (36), from the map $M$ determines the convergence. A real–time run on the order of this timescale will exponentially suppress all contributions to the state except the NESS. The combination of the first two relevant factors, $\tau_c N_W$, thus gives the size of the problem. The tensor network simulation will have to iterate over a number of steps proportional to $\tau_c$, times a number of lattice sites proportional to $N_W$. The latter follows from the observation that the relevant entanglement appears within the whole bias window, which contains a number of modes proportional to $N_W$. The remaining factor is the exponent of $S_O$. With matrix product states (MPS), the convergence of the state is determined by the matrix product dimension, $D$ (other parameters, such as the Schmidt tolerance, can control convergence, but ultimately these just determine $D$). The time evolution within the implementation we employ (see Sec. V E) has a scaling of the computational cost with $D^3$, Eq. (47). Non–interacting simulations can not provide the exact $D$. Moreover, they can’t tell us how error will depend on $D$. However, one can estimate the $D$ necessary for convergence (to the exact finite $N_W$ result) as $D \sim 2^{S_O}$. This provides the last piece in the estimate in Eq. (46). We emphasize that the cost estimates are intended to capture the scaling. There will be proportionality factors including, e.g., the inverse of the time step and the local Hilbert space dimension to the third power. Both are not changed in our case and thus they are left out.

We also note that we employ what is known as the mixed basis for the tensor network [73], see Fig. 6. The choice (and order) of basis has an important impact on the structure of correlations within the network that, in turn, influences the required bond dimension $D$. In the mixed basis, we use the frequency (or, in higher dimensions, momentum) basis and jointly order the $LR$ modes according to their frequencies. This reflects natural scattering structure for elastic transport where a particle of frequency $\omega_k$ scatters from $S$ and forms an entangled pair shared between modes of that frequency in $L$ and $R$. Placing these modes next to each other make the entangled pair localized in the MPS description, which in turn lowers the overall cost. In our implementation, the reservoirs’ modes are ordered by increasing frequencies and $S$ is placed in the middle of bias window. The placement of $S$ is to reduce the spread of correlations across the MPS by placing $S$ close to the modes that contribute to the current. This construction drastically reduces the $S_O$ compared to working, e.g., in the spatial basis (i.e., for our case, a one–dimensional nearest–neighbor hopping model).

Figure 5(c) shows the estimated computational cost for the mixed basis. ARC has the lowest cost (with no consideration of errors) when the parameters specify frequent and strong relaxation. That relaxation brings the MPS towards a state that is a product over all reservoir modes. Veering toward this state lowers the bond dimension. However, the parameter regimes where the state is close to a product state (for the reservoirs) is not representative of the physics that one is trying to simulate with ERAs. Rather, one needs correlations to build up between the system and reservoirs. This creates a tradeoff between improving convergence and reducing computational cost. From Fig. 5, while not one-to-one, there is clearly a relation between cost and accuracy. Since we always work with limited computational resources, we would like to know how the error–cost relationship scales in different ARC regimes and whether there is an ideal regime to work in.

### E. Error–cost scaling

As we discuss above, CR and PR methods converge to the continuum, macroscopic reservoir limit as $N_W \to \infty$ (with $\gamma \to 0$ or $\tau = \tau W$, respectively). However, we want to know how the error scales with increasing $N_W$. Figure 7 compares the error–cost scalings for CR, PR, and other ARC approaches at fixed $\gamma \tau$. Here, we take CR at the heuristic point, see Sec. III A. For PR, we use

![FIG. 6. Mixed basis. For MPS simulations and the calculation of OSEE, we group the modes from reservoirs $L$ and $R$, in the frequency basis, and ordered them according to $\omega_k$ in Eq. (2). It reflects the emergent structure of correlations in the reservoirs [73]. We place the system modes around zero frequency. We indicate the bipartition of the lattice for calculating OSEE.](image)
the physical action $\hat{\tau} = \tau_\nu$, as described in Sec. III B. ARC regimes between these two employ the $\hat{\tau}$ that gives the lowest current error $\sigma_\nu$ (the white points in Fig. 5 and equivalent points for other $N_\nu$). For each $\tau_\nu$, the reservoir size $N_W$ increases from left to right in Fig. 7.

The error–cost scaling within the physical regimes nicely separates into three classes of behavior: physical CR–like, intermediate, and physical PR–like (the latter are both on the PR–like side of the cut in the phase diagram). The whole physical CR–like regime behaves similarly to the CR limit. We observe varying scaling in the physical PR–like regime. One is for physical PR–like, which includes the PR as a limiting case. Another for the intermediate relaxation regime that represents a case lying in the middle of the phase diagram close to the transition from PR–like regime to the overly–coherent $S$ regime. Here, the advantages of CR and PR reinforce each other, resulting in favorable error–cost scaling. The intermediate regime has both moderate OSEE (lowering the cost) and sufficient non–Markovianity (increasing accuracy).

Note that the borders of those three regimes follow from the phase diagram and are dependent on $N_W$. The scaling can transition from one relation to another as $N_W$ grows. This transition can be seen for $\gamma_\tau = 0.1$, which exhibits a scaling characteristic for the physical CR–like regime for $N_W \leq 256$, and switches to the intermediate–relaxation scaling for larger $N_W$. The transition happens when the optimal action (the white points in the figure) jumps from the CR–like side to PR–like side, compare Fig. S7 with Fig. 5.

In Fig. 7, we show the scaling relation at low temperature $\beta_\omega = 40$, Fig. 7(a), and at high temperature $\beta_\omega = 2$, Fig. 7(b). In both plots, we determine the scaling relations using CR for the physical CR–like regime, PR for PR–like, and ARC of $\gamma_\tau = 1$ for the intermediate case. We perform fits to $N_W \geq 128$, to best capture the scaling limit.

The error of the current is typically smallest in the physical PR–like regime, which also leads to the accumulation of more non–Markovian character. However, it is the intermediate regime that has the best proportionality in terms of $N_W$. For the physical PR–like regime, the error of the current goes down approximately as $N_W^{-2}$ for both low and high temperatures. In the intermediate relaxation regime, we have scaling $N_W^{-0.91 \pm 0.02}$ and $N_W^{-2.21 \pm 0.04}$ for low and high temperature, respectively. For physical CR–like, the error of the current goes down as $N_W^{-0.87 \pm 0.02}$ and $N_W^{-0.91 \pm 0.02}$ for low and high temperatures, respectively.

The scaling of the computational cost goes down as the temperature increases. This is driven by the scaling of $2^{50}$. In particular, its exponents drop by a factor of 2 to 3 times when going from low to high temperature. The decrease reflects that in the limit of infinite temperature, the MPS representation would correspond to a product state with zero OSEE. Separately, the OSEE grows fastest in the physical PR–like regime, where coherent dynamics create a lot of entanglement, and the slowest for the physical CR–like regime. The other contribution to the cost, the convergence time $\tau_c$, grows similarly for high and low temperature, being proportional to $N_W$ for physical CR–like, $N_W^{0.8}$ for physical PR–like, and $N_W^{0.66 \pm 0.04}$ to $N_W^{0.80 \pm 0.01}$ for low and high temperature for the intermediate case, see App. C 5 for details.

We fit the error–cost relationship using the form

$$\sigma_\nu = AC^{-\nu},$$

where $A$ is a coefficient, $\nu$ is the scaling exponent of the decay, and $C$ is the computational cost. Note that the contributions to $\nu$ can be delineated by looking at scaling of each component in Eq. (46) with $N_W$, see App. C 5. In Fig. 7, we mark the fits by dashed lines and use dotted lines to indicate the same scaling exponent within relevant regions. At lower temperature, $\beta_\omega = 40$, the fits give $(\log(A), \nu) = (4.2 \pm 0.3, 0.67 \pm 0.01), (21.7 \pm 1.5; 1.44 \pm 0.07), (21.4 \pm 0.06, 0.372 \pm 0.003)$ for PR, $\gamma_\tau = 1$, and CR, respectively. The dotted lines show the same scaling exponent as the corresponding dashed line (of the same color) but with a different coefficient $A$. The red dotted line underlines the scaling relation of $\gamma_\tau = 0.1$ before it transitions to intermediate ARC scaling. This stresses that it undergoes the same scaling relation as for CR limit at heuristic $\gamma$. The dotted line is lower than for CR itself because the optimization procedure targets a different action than the CR heuristic. The blue dotted line provides the scaling relation of PR before $N_W$ exceeds the thermal correlation length $N_{\text{th}}$, after which the prefactor of the fit decreases substantially. We discuss this further below. The error–cost scaling is best for $\gamma_\tau = 1$ and that PR outperforms CR by about a factor of two for the exponent. Nevertheless, the prefactor is important for achieving a given error when there are constraints on available computational resources. The higher level of correlations retained in the PR approach, in particular, makes it prohibitive at low temperatures within our tensor network approach at the present level of resources.

At high temperatures, Fig. 7(b), the qualitative observations on performance carry over. However, the intermediate and PR regimes have much smaller prefactors $A$, with the performance of those regimes crossing the CR at smaller $N_W$. At $\beta_\omega = 2$, the pairs $(\log(A), \nu)$ are $(3.7 \pm 0.4; 0.90 \pm 0.02), (6.3 \pm 0.4; 1.08 \pm 0.02)$, and $(0.0 \pm 0.2; 0.40 \pm 0.01)$, for PR, $\gamma_\tau = 1$, and CR, respectively. The red dotted line underlines the scaling relation of $\gamma_\tau = 0.1$ before transitioning to intermediate scaling.

Finally, we already have seen the role of $\tau_\nu^*$ and $\tau_S$ is determining the transition into the physical PR–like regime, and thus their influence on errors. There is also a sudden drop in performance in the PR limit when going from smaller $N_W$ to larger $N_W$ in Fig. 7(a). This is due to another length (time) scale, the thermal correlation length for the reservoirs. For a 1D uniform lattice reservoir, the thermal correlation length, calculated in
Relative error, $\sigma_I$ · $N_{th}^2$

\[
N_{th} = 2\beta\omega_0/\pi, \quad (49)
\]

where, again, $\beta = \hbar/k_BT$ is the thermal relaxation time for the reservoir. This has an associated timescale

\[
\tau_{th} = N_{th}/2\omega_0, \quad (50)
\]

which is defined similarly to $\tau_W$. In Fig. 8, we focus on the PR limit and show the decay of the relative current error $\sigma_I$ with the number of reservoir’s modes $N_W$ for a wide range of temperatures. The data collapse on a single curve when $N_W$ is rescaled by $N_{th}$ and the error multiplied by $N_{th}^2$. The curve features a characteristic drop. It is important to note that there are also other sources of error, such as the one related to $S$, which can also result in a similar drop. Nevertheless, Fig. 8 illustrates that for the best performance one may require $N_W \gg N_{th}$ in the PR limit. This is identical to a consideration for CR, which requires that $\beta\gamma \leq 1$ and yields an associated bound on the reservoir size $N_W \gg \beta\omega_0$ (in the absence of other relevant factors that can mitigate the effect) [20, 21].

**F. Tensor network simulations**

Tensor networks are a common choice in studying low dimensional quantum systems. Those methods provide a scalable and accurate tool to target models with many-body interactions [74–76]. The crux of the methods, though, is that there needs to be limited entanglement so that the simulation can target small dimensional subspaces of the total Hilbert space. We will employ an implementation using one-dimensional tensor networks based on matrix product state (MPS) [75, 76] and evolved using the time-dependent variational principle (TDVP) [77, 78]. More specifically, we will employ for MPS the mixed basis that simulates the reservoirs in their eigenbasis with $\mathcal{L}$ and $\mathcal{R}$ modes paired in a way that makes the entanglement entropy scale logarithmically in time [73] (opposed to prohibitive linear growth in time [79] that occurs in transport due to each scattering event creating partially entangled particle–hole pair [80, 81]). We include more comments on the mixed basis in Sec. V D.

**FIG. 7.** Error–cost scaling for ARC. The error is shown versus the estimated computational cost, Eq. (46), for (a) a low and (b) a high temperature both with bias $\mu = \omega_0/2$. For a given $\gamma\tau$, the reservoir size $N_W$ increases from left to right (as indicated on the top of the figure), which is the only control parameter here since the estimated computational cost comes from non–interacting simulations. For ARC, the action is taken at the white points in Fig. 5. For PR, we choose the relaxation from heuristic approach [55]. For CR, we choose $\tau = \pi N$. While there are some transitions in the error–cost scaling, most of the data settles into a power law behavior, Eq. (48). The dashed lines show fitted scaling for CR (red), ARC $\gamma\tau = 1$ (green), and PR (blue). Dotted lines mark related scaling laws. These are not fits but a reference lines of the same $\nu$ as their dashed counterparts. More information on the fit can be found in Sec. V E and App. C 5.

**FIG. 8.** Thermal correlation length in the PR regime. We show the relative current error rescaled by $N_{th}^2$ versus the number of reservoir modes divided by $N_{th}$. We observe the collapse of the data for a range of temperatures onto a single curve, that exhibits two scaling regimes, one for $N_W \lesssim N_{th}$ and the other for $N_W \gg N_{th}$. In both regimes, the error vanishes as $N_W^{-2}$, but with different prefactors.
FIG. 9. Convergence with bond dimension. The plots show the error versus cost obtained using the MPS implementation as described in the main text. The data were obtained for (a) CR and (b) ARC $\gamma \tau = 1$ at low and high temperature as indicated on the panels. The matrix product dimension, $D$, is increased at fixed $N_W$ (shown in the figure), starting from $D = 64$ (at the left) and increasing by 64 between consecutive points. While technically still an estimated computational cost, $C^{MPS} = \tau c \cdot N_W \cdot D^3$, this is the actual convergence of the MPS using $D$ from simulation ($\tau c$ is still from the exact evolution operator). The solid circle points are from the estimated costs using a scaled version of Eq. (46), $c \cdot N_W \cdot \tau c \cdot 2^\delta S_0$. We take $c = 10^6$ as a uniform factor to match where the given $D$ is sufficient to achieve convergence at a set $N_W$. The error of the current in MPS calculation is estimated by an average $\sigma_I$, as defined in Eq. (41), over a time window of duration $20/\omega_0$ for CR or 2 to 5 cycles for ARC. Time evolution uses an integration step of $0.125/\omega_0$. The refresh is applied in a single step rather than via time evolution.

of the local Hilbert space dimension). It is important to note that the problem is only mapped to a 1D representation (in frequency or momentum space) for the state (the MPS). The reservoirs, though, can be any dimension so long as they are non–interacting. For TDVP, the Hamiltonian is written as matrix product operator (MPO). The geometry of the model and the mixed basis yields a very compact Hamiltonian MPO, i.e., with small virtual bond dimension. Refresh operators can be applied directly on the density matrix after integrating over time, i.e., no time evolution is required. We otherwise follow the approach of Ref. [49].

It is important to emphasize that error–cost scaling and convergence with $D$ are both intertwined and heavily dependent on the tensor network implementation (and geometry and other aspects of the physical problem). For instance, using the same implementation but ordering the reservoir modes to retain the spatial $L - S - R$ structure, the cost estimate, Eq. (46), still applies. However, $S_0$ grows linearly in time and thus the cost would be many orders of magnitude larger than for our implementation. Put more bluntly, when working in the mixed basis, $D \sim t \sim N_W$ due to the logarithmic growth of the (operator) entanglement entropy, giving a total cost growing polynomially. Retaining the spatial structure, however, gives $D \sim 2^\zeta \sim 2^{N_W \bar{\gamma}}$ with $\zeta$ and $\bar{\gamma}$ being some positive constant. Similar considerations apply to density matrix renormalization group methods or other MPS implementations that simulate one–dimensional reservoirs with only nearest–neighbor hopping [6, 64, 79, 82–88]. Other implementations, though, may not have the same scaling as in Eq. (47), and thus will not use the same approximate form, Eq. (46), in terms of the operator entanglement entropy.

During the ARC process, there are two alternating processes. The step involving unitary time evolution results in the spreading of correlations and, as a result, OSEE growth. On the other hand, during the refresh step dissipation breaks some entangled pairs, making the density matrix closer to the thermal state. The thermal state is a product state with OSEE equal to zero and with trivial physical dimension $D = 1$.

Figure 9(a) shows how the current error converges versus $C^{MPS}$ (that employs $D$) for CR and $\gamma \tau = 1$ at two different reservoir sizes. Truncation introduces a non–trivial level of error. This error decreases as we take $D \to \infty$ but is non–monotonic. For the CR regime, convergence is more well behaved than for ARC at $\gamma \tau = 1$, which is somewhat expected given the lower level of $S_0$ in CR. PR has an even higher level of entropy and has higher cost in our tensor network implementation requiring an effort comparable to simulating closed systems but using a vectorized density matrix that squares the cost contribution from $D$. The plot also shows the full cost estimate scaled by a uniform factor (the same for all $\gamma \tau$ and $N_W$), showing that the estimates from non–interacting simulations (particularly, $D \sim 2^{S_0}$) are reasonable. Figure 9(b) shows the results for high temperature, which displays similar behavior but with convergence moderately improved and supporting the same conclusion.

VI. CONCLUSIONS

We introduced the accumulative reservoir construction (ARC) that provides a bridge between continuous relaxation (CR) and periodic refresh (PR) extended reservoir approaches. The ARC considers a periodic evolution alternating between coherent and dissipative dynamics. The duration of the coherent evolution, the strength of the relaxation, and the reservoir size yield a three parameter family that goes to CR and PR in two opposing limits. At fixed reservoir size, the phase diagram (drawn from the current) reflects aspects of Kramers’ turnover, with a Zeno–like regime on one side going through an intermediate, moderate relaxation regime before the tran-
sition into an underdamped regime, as we characterized. Due to stroboscopic sampling, PR and PR–like regimes manifest underdamped behavior differently than CR and CR–like regimes. Yet, the underlying physics is the same.

This turnover has been extensively investigated for CR for quantum electron transport [20–22, 49, 54, 55] and classical thermal transport [39–41]. Examining simulation techniques across their full parameter space, rather than fixing parameters (e.g., setting γ for CR and τ for PR to functions of $N_H$), elucidates the underlying machinery and assesses different facets of their behavior. For CR, this has enabled the derivation of the bound $\beta \gamma \leq 1 \ [20, 21]$, which also sets a minimum reservoir size, and the discovery of anomalous regimes [20, 54] that constrain how to employ the techniques, especially with modest computational resources [55]. ARC makes this readily apparent. ERA–based simulation techniques have a complex interplay of timescales and phenomena. For PR, in particular, we have seen the role of $\tau^*$ (the rise time), $\tau_S$ (the transit time across the system), and $\tau_{th}$ in determining behavior and performance. Just like CR, there is reservoir size set by the thermal correlation length, which serves as a threshold for accurate simulations. However, there are other contributions to the errors in both cases, of which a full exploration is necessary. Our approach—the scanning of $\tau$ for PR, in particular—illuminates the role of various timescales.

The intermediate regime is the target for simulations, as it can provide accurate approximations to the steady–state current and NESS in the presence of continuum, macroscopic reservoirs. In other words, it is the physical regime of the ARC–class of techniques. It can be identified as a plateau region of almost-constant current and system density matrix. When going from CR to PR in this physical regime, there is a “cut” (complete with discontinuous quantities, such as the entanglement entropy, when following optimal parameters) when transitioning between quasicontinuous and refresh–like physics. Away from the cut, the CR– and PR–like regimes have well–defined error–cost scaling, with the latter having approximately twice the error decay rate as the former. This more rapid decay, though, comes at a cost of a higher overall prefactor due to a larger operator entanglement entropy.

The best error–cost scaling—the best performance—for our example occurs in this transition regime (i.e., the intermediate ARC regime), right after the cut on the refresh side but well before reaching parameters that approximate the full PR. As with PR, this scaling comes at a cost (albeit, lower) in the entanglement entropy. This will be challenging to converge, as is readily apparent in the tensor network simulations. Higher temperatures reduce this barrier, bringing PR and other ARC regimes into more computationally accessible regions.

We expect many of the results for the resonant–level model to generalize to other models, including many–body problems. For continuous relaxation, the existence of overdamped, $1/\gamma$, behavior of the current has been proven to exist for all models (regardless of reservoir spectral function and impurity system, including in the presence of interactions) [20]. The underdamped—relaxation–limited—regime also has been proven for all proportionally coupled, non–interacting impurities [24]. Given the intuitive nature of this regime—that the relaxation limits the rate of particle input/output—it likely holds for all impurities, including those with many–body interactions. For PR physics, we also expect the same based on intuitive arguments. The region of the phase diagram that should change the most is the “cut” between CR– and PR–like physics. However, we only expect this to change quantitatively, not qualitatively. The behavior of entanglement entropy should also be similar and thus the trade–off of computational cost and accuracy should still hold. A full exposition of this is left for future work.

While we have focused on characterizing ARC, especially its phase diagram and performance, the discrete nature of the ARC approach makes it suitable for experimental realization, such as in ultra–cold atoms and ions [89]. The flexibility of these experimental approaches in controlling interactions, as well as spectral functions, temperatures, and other parameters, together with ARC may provide a route to accurate physical simulators of open, many–body quantum systems. Unlike (classical) computational simulation, entanglement generated during the dynamics is not an explicit cost. Thus, ARC (and PR, in particular) may provide a promising framework to include reservoirs [90], as well as generate novel dynamical states of matter.
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APPENDIX

In the first part of the appendix, we will provide further discussion on Kramers’ turnover for CR and PR. Next we will discuss ARC and its phase diagram when changing reservoir and system $S$ sizes. In the ARC section, we will further review our averaging procedure to obtain $\tau_f$ and scaling relations at optimal point. Finally, we describe the procedure to obtain the operator entanglement entropy for non–interacting fermions.
Appendix A: Kramers’ turnover and optimal \( \tilde{\tau} \) for CR

The CR limit of ARC is when \( \tau \to 0 \), which gives the equation of motion in Eq. (8). The steady–state current is strongly influenced by the relaxation rate \( \gamma \) [20, 21, 39, 49, 54]. Figure S1 shows this influence versus \( \tilde{\tau} = 2/\gamma \) (for CR), with the current going through the three regimes (from left to right, overdamped to physical to relaxation–limited, see Sec. III A). We stress that in prior works these Kramer turnover plots showed the current versus \( \gamma \) rather than action \( \tilde{\tau} \), so all regimes are the mirror reflection.

As a simulation approach, one wants the optimal \( \gamma \) to target the physical regime and be as far as possible from anomalous behavior [54, 55]. While generally one expects \( \gamma \) to be comparable to the level spacing to optimize the anomalous behavior [54, 55]. While generally one expects current \( I \) for given \( N_W \), the (strobooscopic NESS) current exhibits the following regimes as \( \tau \) varies:

- **Small–\( \tau \) or Zeno regime.** In this regime, the refresh time is too short, suppressing coherence between the extended reservoir and \( S \) that is necessary for a current to flow. This effectively decouples the extended reservoirs, resulting in a current decreasing with \( \tau \). The situation here is the Zeno effect. It will occur when the refresh frequency is faster than the timescales for flow from/to \( L \) and \( R \). The rise time, \( \tau^* = \pi/\cal{W} \), for an electronic reservoir of bandwidth \( \cal{W} \), see Ref. 70, plays this role for our example. During this time, the interfacial currents increase linearly after the reservoirs are put into contact with the system. The refresh cuts off this increase. This regime is analogous to the large–\( \gamma \) regime for CR, as seen in Fig. 4(b).

- **Moderately–small–\( \tau \) or overly–coherent–\( S \) regime.** This regime has no analog in CR. Here, particles flow into the system, but their coherence with the reservoir is destroyed by the refresh before coherence between all parts of \( LSR \) is sufficient to have natural current flow. The regime emerges from interplay between multiple timescales and phenomena. For smaller \( \tau \), current oscillations due to Gibbs phenomenon [70] at the system–reservoir interface influence the NESS current as the refresh can come at points near the maximum or minimum of the oscillations. Simultaneously, this leaves excess moving particles within the \( S \) that oscillate—i.e., remnants of the current that are coherent in

![FIG. S1. CR: Kramers’ turnover and estimating the optimal \( \gamma \). The relaxation rate significantly influences the steady–state current. There are always three distinct regimes of behavior [20]. Examining \( I/I^0 \) versus \( \tilde{\tau} \), these are seen here as the current initially increasing linearly with \( \tilde{\tau} \sim \gamma^{-1} \) (overdamped), plateauing (physical), and then decreasing as \( 1/\tilde{\tau} \sim \gamma \) (relaxation–limited). There also can be anomalous regimes depending on the particular model [54], for which we see here a small Markovian anomaly on the left hand side of the plateau. In order to estimate the optimal \( \gamma \) (or \( \tilde{\tau} \)), one can shift the alignment of modes in \( L \) and \( R \), which removes virtual tunneling between them. The \( LSR \) in alignment and shifted intersection provides a good estimate of the physical current for given \( N_W \). The heuristic approach avoids unphysical features by targeting a \( \gamma \) that is sufficiently large that the discreteness of the modes is not influencing the transport but allows coherence to develop [55]. The plot uses \( N_W = 512 \) sites per reservoir, temperature \( \beta \omega_0 = 40 \), and bias \( \mu = \omega_0/2 \).

In Ref. [55], we proposed a simple heuristic approach to estimate the optimal \( \gamma \) in a way that it applies not only to non–interacting systems but also many–body cases. Markovian relaxation of finite reservoirs can yield two anomalies, a Markovian anomaly (broadening of the occupied density of states rather than occupying the broadened density of states) and a virtual anomaly (alignment of reservoir modes opens unphysical channels of conductance due to the finite size of the reservoirs) [54]. Shifting the reservoir modes so that \( L \) and \( R \) modes do not align removes the latter. Finding where the Kramers’ turnover with a shift converges to the turnover with \( LSR \) in alignment yields a \( \gamma \) where the current and other properties are stable with respect to small perturbations of the reservoir mode placement, and the current should be independent of such details. Here, this convergence occurs as a crossing of the two curves. This approach avoids the unphysical features, including both under– and over–damping, but also the Markovian and virtual anomalies. It thus provides a practical, effective approach to take the continuum limit that recognizes we are always at finite \( N_W \) and \( \gamma \).

Appendix B: Physics and convergence for PR

Just like CR, PR also goes through a turnover. Since examining this turnover is part of this work, we describe it in some detail here, similar to how we summarize prior work on CR in Sec. III A. At a fixed \( N_W \), the (strobooscopic NESS) current exhibits the following regimes as \( \tau \) varies:

- **Small–\( \tau \) or Zeno regime.** In this regime, the refresh time is too short, suppressing coherence between the extended reservoir and \( S \) that is necessary for a current to flow. This effectively decouples the extended reservoirs, resulting in a current decreasing with \( \tau \). The situation here is the Zeno effect. It will occur when the refresh frequency is faster than the timescales for flow from/to \( L \) and \( R \). The rise time, \( \tau^* = \pi/\cal{W} \), for an electronic reservoir of bandwidth \( \cal{W} \), see Ref. 70, plays this role for our example. During this time, the interfacial currents increase linearly after the reservoirs are put into contact with the system. The refresh cuts off this increase. This regime is analogous to the large–\( \gamma \) regime for CR, as seen in Fig. 4(b).

- **Moderately–small–\( \tau \) or overly–coherent–\( S \) regime.** This regime has no analog in CR. Here, particles flow into the system, but their coherence with the reservoir is destroyed by the refresh before coherence between all parts of \( LSR \) is sufficient to have natural current flow. The regime emerges from interplay between multiple timescales and phenomena. For smaller \( \tau \), current oscillations due to Gibbs phenomenon [70] at the system–reservoir interface influence the NESS current as the refresh can come at points near the maximum or minimum of the oscillations. Simultaneously, this leaves excess moving particles within the \( S \) that oscillate—i.e., remnants of the current that are coherent in
but incoherent with $LR$. As a result, the current will vary depending on the interplay between $S$ timescales and $\tau$. In particular, there will be a transit time across $S$ of $\tau_S = N_S/2\omega_S$ set by the Lieb–Robinson bound. This creates oscillations in the NESS current as $\tau$ varies, as seen in Fig. 4(b), with a distinct minimum at $\tau_S$. At larger multiples of $\tau_S$, there are also oscillations, but their visibility will be model dependent. Additional timescales within $LSR$ could potentially play a role for more complex models. When moving away from the PR into ARC, this regime defines the cut between PR–like and CR–like behavior, as we discuss extensively in the main text.

- **Intermediate–$\tau$ or physical regime.** In this regime, the refresh time is sufficient to support the formation of the intrinsic, physical current. That is, the coherence across $LSR$ is global. A plateau in the current develops and increases in size with $N_W$. This plateau is a reflection of the quasisteady state that forms within microcanonical—closed $LSR$—approaches [52, 60, 61], of which PR is most similar. It is in this regime that the current—typically the most important observable—accurately captures the true NESS current. As well, the approximate NESS approaches $\rho_S^\omega$. Extending the plateau is the limit $N_W \to \infty$.

- **Large–$\tau$ or overly coherent $LSR$ regime.** In this regime, the particle current at the stroboscopic points is influenced by the timescale for coherent flow across the whole of $LSR$. The time between refresh events is too long compared to this transit time. The wavefront of particle flow scatters off the finite boundaries of $LSR$. The complete reversal of the current happens at $2\tau_W$, given by a Lieb–Robinson bound for the reservoir, when the reflected wavefront comes back to the interface. This occurs for $\tau$ larger than $\tau_W$, although the system transit time will also play a role in the current reversal, as seen in Fig. S2. This is intuitively clear since the wavefront needs to travel across the system as well. The overly–coherent oscillations that occur in this regime also occur for the relaxation–limited regime of CR, but there the relaxation strength ultimately limits the current because a global NESS develops in $LSR$. In other words, the PR and PR–like current displays a glaring over coherence rather than linear dependence on $1/\tau$ (i.e., something more directly analogous to CR) because one is using stroboscopic points to provide the NESS. If one employed the average current, then the current would oscillate about $1/\tau$, still giving signatures of over coherence but also reflecting that the frequency of refresh is the rate–limiting process for the overall current.

Figure S2 shows how $\tau$ influences the stroboscopic NESS current. Figure S2(a) shows three different lengths of $S$, giving distinct transit timescales, $\tau_S$. For larger $\tau_S$, the overly–coherent $S$ regime extends to larger $\tau$. The point $\tau/\tau_S = 1$ shows a qualitative change in the curves, with strong oscillations prior to this point. Figure S2(b) shows that when the refresh time equals $2\tau_W$, the wavefront has scattered off the boundary of $LSR$ and arrived back at the interface with $S$. This results in reversal of the current for all $S$. The system’s timescale also plays a role in this reversal, showing up as oscillations before

**FIG. S2. Typical regimes for PR.** (a) The stroboscopic steady–state current versus $\tau/\tau_S$ for three system sizes (giving three different $\tau_S$). For very small $\tau$, the current rises to the steady–state level. If the refresh period $\tau$ is comparable to any timescale in $LSR$, then coherent oscillations become apparent. For $\tau < \tau_S$, for $\tau_S$ the $S$ timescale, we observe features in the steady–state current related to evolution inside $S$, and distinct features for multiples of $\tau_S$ that match refresh time with wavefront traversing the $S$ from one side to the other. The features become less apparent as $\tau$ increases, eventually becoming negligible. The vertical dotted and dashed lines in (a) mark $\tau_S$ and $2\tau_S$, respectively. (b) The stroboscopic steady–state current versus $\tau/\tau_W$ for the same set of system sizes. The current remains stable even after reaching the reservoir timescale $\tau_W$. It is only when the wave front returns to the interface at $2\tau_W$ that the current reverses, for which there will be further reversals at integer multiples of $2\tau_W$ (i.e., $4\tau_W$, etc.). The vertical dashed lines in (b) mark multiples of $\tau_W$. After reversal, the timescale $\tau_S$ determine when the current stabilizes. Unlike in the main text, $S$ is a uniform lattice of $N_S$ sites with $\omega_S = 0$ and with nearest–neighbor hopping $v_S = \omega_0/2$. The data are obtained for reservoirs with $N_W = 256$ modes each, temperature $\beta\omega_0 = 40$, and symmetrically applied bias $\mu = \omega_0/2$. 

\[\text{(a)} \quad \text{(b)}\]
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**FIG. S3. PR errors for increasing $N_W$.** (a) The curves show the relative error versus $\tau$ for many different $N_W$. As $N_W$ increases, the plateau for physical behavior increases. As well, more reservoir modes increase the accuracy of the current. The vertical dotted line shows the impurity timescale $\tau_S$ and the vertical dashed line shows thermal time $\tau_{th} = N_{th}/2\omega_0$ for a reservoir with thermal relaxation time $\beta\omega_0 = 40$. (b) The curves show the same results as in (a) but versus the computational cost, Eq. (46).

the current fully stabilizes in the reverse direction.

Moreover, when increasing the size of reservoirs, the plateau increases between overly–coherent $S$ at moderate (and $N_W$ independent) $\tau$ and overly–coherent $\mathcal{LSR}$ at $\tau = 2\tau_W$. Figure S3 shows this increase in plateau size. Additionally, the larger $N_W$ increases the accuracy of the current when compared to the continuum limit. This results in a plateau reaching lower $\sigma_I$ error with increasing $N_W$, as is visible in Fig. S3.

### Appendix C: ARC

#### 1. Kramers’ turnover analog

ARC displays behavior that is both CR–like and PR–like depending on the point on the parameter space. Generally speaking the separation between these two regimes happens along a line of constant $\tau$ marking the smallest $\mathcal{LSR}$ timescale to appear. Figure S4(a) shows the Kramers’ turnover analog for different ARC cases. When $\gamma\tau$ line goes fully inside CR–like regime, the behavior is (by definition) directly analogous to Fig. S1. As $\gamma\tau$ increases, the curve starts to register coherent oscillations that appear on top of plateau. For low and moderate $\tilde{\tau}$, the plot registers overly–coherent $S$, and then enters the physical PR–like regime which is the most natural scenario for the steady–state. Eventually, coherent evolution leads to the complete reversal of the current flow when entering the overly–coherent $\mathcal{LSR}$ regime. Figure S4(b) shows the same data but plotted versus $\tau$ instead of $\tilde{\tau}$. This helps to see the emergence of oscillations as a result of coherent evolution. The period of coherent oscillations is roughly constant with refresh strength. This is due to the fact that the (partial) refresh incoherently adds a stationary component to the reservoir’s state (e.g., the thermal equilibrium state when not connected to the junction system). The component of the state carrying the wavefront will have it continue to propagate at the same speed (dictated by the Hamiltonian and initial packet). Even in the CR and CR–like regime, the wavefront propagates at the same velocity, but, since the $\mathcal{LSR}$ state goes into a global NESS, the wavefront completely dissipates. Its transversal, though, does influence the correlations present in the NESS.

#### 2. Phase diagram in $\gamma - \tau$ space

The steady–state induced by the ARC procedure results in the phase diagram Fig. 4 which has a nice and regular structure when drawing it on $\gamma\tau - \tilde{\tau}$ plane. However, the phase diagram boundaries are a consequence of $\gamma$ and $\tau$ taken separately. We can see them more vividly after changing the parameterization of the phase diagram to $\gamma - \tau$. In Fig. S5 the regimes are separated by vertical lines of constant $\tau$ and horizontal lines of constant $\gamma$. One can still find the limit of CR and PR, which now share a corner with the Zeno regime. Although, this point of view can be useful, it is the $\gamma\tau - \tilde{\tau}$ parameterization which is more convenient and physically motivated. In Fig. 4, the phase diagram separates what is lost due to refresh, $\sim \gamma\tau$, from what remains, $\sim \tilde{\tau}$.

#### 3. Phase diagram for growing $S$ and $\mathcal{LR}$

The phase diagram with distinct regimes as presented in Fig. 4(a) is universal for all $S$ sizes. In Fig. S6(a), we show the phase diagram for uniform $S$ with no onsite energies and nearest–neighbor hopping $vs = \omega_0/2$ coupled to reservoirs with amplitude $\omega_0$. The plot keeps the same regimes as for Fig. 4(b) but has wider regime of overly–coherent $S$ since the $S$ timescale is now larger. In Fig. S6(b), we show the same case as in Fig. S6(a) but now the coupling to reservoirs is $\omega_0/2$. In Fig. S6(b), the phase diagram remains very close to Fig. S6(a) with the
Convergence time, $\tau_c (1/\omega_0)$

Steady–state current, $I/I_0$

FIG. S4. Steady–state current for ARC. (a) The curves show the stroboscopic steady–state current for ARC versus $\tilde{\tau}$ for a few $\gamma \tau$. All the parameter regimes show a Kramers’–like increase and then plateau for small to moderate $\tilde{\tau}$. However, for larger $\tilde{\tau}$ and $\gamma \tau$ the curves escape the CR–like phase and coherent oscillations become apparent. For very large $\tilde{\tau}$, all curves enter the underdamped regime, which can be either directly similar to a Kramers’ rate–limiting process (i.e., a linear dependence on $\gamma$) or reflect the stroboscopic PR–like current, which breaks down and eventually reverses. For $\gamma \tau = 1$, however, the underdamped regime combines these two features and the current goes down with $\tilde{\tau}$ but still undergoes some rapid oscillation and eventually reverses when the wavefront returns back to the interface. (b) The curves show ARC with the same three $\gamma \tau$ versus $\tau$ instead of $\tilde{\tau}$ (the $\gamma$ is changing with $\tau$ since $\gamma \tau$ is fixed). The coherent oscillations for the two larger values of $\gamma \tau$ are seen to occur with the same frequency. Both plots take data from Fig. 4(b).

Same upper bound for the Zeno regime.

Some boundaries in the phase diagram, Fig. 4, will depend on $N_W$. The transition into the Zeno regime and the transition from CR–like to PR–like both depend on intrinsic characteristics of the continuum model but not on $N_W$ (except for some possible finite–size effects at really small $N_W$). When $N_W$ increases, the transition from the physical regimes to underdamped regimes is shifted to higher $\tilde{\tau}$. This makes the physical regimes wider but otherwise maintains the structure of the phase diagram. The impact of $N_W$ on phase diagram can be seen by comparing Fig. S7 for $N_W = 256$ to Fig. 5 for $N_W = 512$. As a consequence of growing $N_W$, the $\gamma \tau$ which initially had a CR–like physics at the optimum, and corresponding scaling relation, can transition to PR–like physics. For $\gamma \tau = 0.1$, the optimal point for $N_W = 256$ in the CR–like regime moves to the PR–like regime for $N_W = 512$.

One can also see the influence of the different parameter phases when examining quantities versus $\gamma \tau$. Figure S8 shows errors (in current and trace distance) and contributions to the cost (OSEE and convergence time) for the optimal points taken from Fig. S7 and Fig. 5. There is a clear distinction between points in the physical CR–like regime and those in the physical PR–like regime, as well as intermediate ARC for the cases in between. For the physical CR–like regime, the error of the current saturates at a value approximately 100× larger than for the physical PR–like regime. The same happens for the trace distance, which has an approximately 10× larger value (i.e., error) for physical CR–like regime. Better accuracy comes from longer coherent evolution in the physical PR–like regime that accumulates more non–Markovian character. However, it comes with a penalty: The OSEE increases by approximately 2 times. This makes the bond dimension increase quadratically when going from physical CR– to PR–like ARC. In fact, the increase of entropy dominates the overall computational cost in Eq. (46).

For the intermediate $\gamma \tau$, there a discontinuity in the trace distance, OSEE, and convergence time. This is due to the optimal $\tilde{\tau}$ jumping from the CR–like to the PR–like
FIG. S6. Phase diagram for $N_S = 16$. The lines demarcate the boundary and some features of the overly-coherent $S$ regime. Unlike the main text, $S$ is a uniform lattice with onsite frequencies of zero, a constant nearest-neighbor coupling $v_S = \omega_0/2$, and system-reservoir coupling of (a) $\omega_0$ and (b) $\omega_0/2$. The line of fixed $\tau$ equal to $\tau^* = \pi/\omega$ is plotted in white, $\tau_S$ plotted in green, and $2\tau_S$ plotted in yellow. The $S$ timescale is $\tau_S = N_S/2v_S$. Both examples use $N_W = 256$ sites per reservoir, temperature $\beta\omega_0 = 40$, and bias $\mu = \omega_0/2$.

side of the phase diagram. Since $\bar{\sigma}_I$ is the quantity used to assign the optimal point (and it is a smooth function of $\gamma\tau$ and $\tilde{\tau}$), there will be no discontinuity in it. The convergence and cost for intermediate ARC interpolates between physical CR– and PR–like ARC.

4. Averaging procedure to get $\bar{\sigma}_I$

As we discuss extensively in the main text, an averaging procedure is taken in order to avoid assigning accidental crossings, where $I = I^o$, an error of zero. These crossings are due to the parameter sweep, rather than an accurate, physical representation of the problem. The moving average smooths out—regularizes—the error across these points, enabling the minimization procedure to choose an optimal $\tilde{\tau}$—the minimum average error—at a fixed $\gamma\tau$, see Sec. V C. This provides an algorithmic approach to obtaining, e.g., the error–cost scaling. It is by no means, however, ideal, since the optimal point still can lie close to the crossings even if the error is more appropriately assessed. This is why for CR and PR we choose the well-defined heuristic points for setting the action instead. We compare their scaling relations to these we obtain with the $\bar{\sigma}_I$ minimization procedure in similar ARC regimes. Figure 7 shows that this algorithmic approach is sound for delineating scaling regimes (i.e., exponents), but the error of CR–like behavior is still underestimated, as seen by the comparison with the CR limit.

To visualize the influence of the moving average, Fig. S9 presents the data from Fig. 5 without the moving average. Figure S9 has many accidental crossings with $I^o$, albeit they are not fully visible due to the finite resolution of the plot. These can lead to wrongly assigning the $\tilde{\tau}$ for capturing the physical problem when taking $\sigma_I$ directly. The trace distance in both Fig. 5 and Fig. S9 does not have averaging, since regularizing the data was only necessary for determining the optimal $\tilde{\tau}$ via the current. We further note that Fig. S9 demonstrates that the averaging procedure does not significantly distort or otherwise modify the phase diagram. It also shows, however, that the optimal points from $\bar{\sigma}_I$ are influenced by the accidental crossings, especially in the CR regime. For the full CR limit, though, we use a different procedure to choose the action, one that is not influenced by the accidental crossings, as we discuss extensively in the main text and in the first appendix. In the PR regime, the optimal points are pushed to the right on the plateau, which increases accuracy marginally but also increase the computational cost. This is not accounted when assessing the scaling for ARC. However, for the PR limit, we use the physical time scale, which shows the scaling is not significantly modified by using the optimal point. As we mention earlier, if one takes a $\tau$ smaller than the physical $\tau_W$, in the PR regime, the cost decreases without a significant loss in accuracy [see Fig. S3(b)].

5. Scaling relations

In the main text, we discussed the error–cost scaling, providing some of the extracted values for the prefactors and exponents in Fig 7. The fits corresponds to the accuracy and performance of the ARC at fixed $\gamma\tau$ taken at the optimal point. Here, we provide the remaining values, as well as contributions to these values. Table I and Table II, at low and high temperature, respectively, give the scaling relations for the individual quantities versus $N_W$ rather than cost. For the scaling, we employ the following relations:

$$\bar{\sigma}_I = AN_W^{\nu'}$$

for the optimal $\bar{\sigma}_I$;

$$2^{S_{O}} = AN_W^{\nu'}$$

for operator space entanglement entropy $S_O$;

$$\tau_c = AN_W^{\nu'}$$

for convergence time $\tau_c$; and

$$C = AN_W^{\nu'}$$

for the cost $C = N_W\tau_c2^{S_{O}}$. The error–cost scaling relation has the form in Eq. (48). The values in the error-cost scaling can be fitted directly, see Table III, or reconstructed from scaling relations of its components. For
instance, the $\nu$ from Eq. (S4) is the sum of three times $\nu$ from Eq. (S2) plus $\nu$ from Eq. (S3) plus 1. These approaches give consistent results and fit errors. Thus, the delineation of the fit parameters into their components enables pinpointing how different factors influence the simulation.
TABLE I. Scaling relations for low temperature, $T = \omega_0/40$. The scaling relations are for data in Fig. 7(a).

| $\nu$ | $\gamma_T = 1$ | $\gamma_T = 2$ |
|-------|---------------|---------------|
| ARC   | 2.03 ± 0.02   | 3.41 ± 0.2    |
| PR    | 0.91 ± 0.02   | 0.83 ± 0.01   |

TABLE II. Scaling relations for high temperature, $T = \omega_0/2$. The scaling relations are for data in Fig. 7(b).

| $\nu$ | $\gamma_T = 1$ | $\gamma_T = 2$ |
|-------|---------------|---------------|
| ARC   | 1.96 ± 0.03   | 2.21 ± 0.04   |
| PR    | 0.87 ± 0.02   | 0.79 ± 0.002  |

TABLE III. Scaling for error–cost. The scaling relations correspond to dashed lines in Fig. 7(a) and (b).

| $\ln A, \nu$ | $\beta\omega_0 = 40$ | $\beta\omega_0 = 2$ |
|-------------|---------------------|---------------------|
| ARC         | 4.2 ± 0.3, 0.67 ± 0.01 | 3.7 ± 0.4, 0.90 ± 0.02 |
| $\gamma_T = 1$ | 2.17 ± 1.5, 1.44 ± 0.07 | 6.3 ± 0.4, 1.08 ± 0.02 |
| CR          | 2.14 ± 0.06, 0.372 ± 0.003 | 0.0 ± 0.2, 0.40 ± 0.01 |

Appendix D: Operator-space entanglement entropy

For completeness, in this section, we briefly summarize the calculation of OSEE in non–interacting simulations. To define OSEE, one treats a density matrix as a vector in a Hilbert space that is a tensor product of local operator spaces [71, 72]. It amounts to mapping a density matrix into a pure state in the enlarged space containing auxiliary fermionic operators, deemed as adjoint fermions in Ref. [71] or a super-fermion representation in Fig. [27]. Hence, for each site $m \in \mathcal{LSR}$ we will have two fermionic species with annihilation operators $c_m$ and $\bar{c}_m$. The normalized pure state is

$$|\rho\rangle \sim |\rho\rangle [I]$$

where here we take $|I\rangle = \prod_{m \in \mathcal{LSR}} (c_m^\dagger - \bar{c}_m^\dagger |0\rangle)$ as a product of maximally entangled singlets in each local space.

A Gaussian density matrix is fully determined by its correlation matrix $C$. In that case, a Gaussian $|\rho\rangle$ is described by the correlation matrix $C$ in a block form

$$C_{mn} = \langle \rho | c^\dagger_m c_n^\dagger c^\dagger_n c_m |\rho\rangle$$

The OSEE is an entanglement entropy of bipartition of $|\rho\rangle$. It is calculated in a standard way [91] from eigenvalues $\epsilon_i$ of a submatrix of $C_{mn}$ with $m, n \in A$:

$$S_O = - \sum_i \epsilon_i \log_2 \epsilon_i - \sum_i (1 - \epsilon_i) \log_2 (1 - \epsilon_i)$$

In this work, we consider a bipartition in the mixed basis, which is pictorially represented in Fig. 6, and $A$ is the group of modes defining bipartition.

Finally, to obtain $C$, one rotates fermionic operators to a diagonal basis of $C$, where $d_i = \sum_{m,n \in \mathcal{LSR}} U_{im}^* c_m$ (similarly we will have $\bar{d}_i = \sum_{m,n \in \mathcal{LSR}} U_{im}^* c_m$). Here $U$ is a matrix of eigenvectors, and $\epsilon_i$ are eigenvalues, of $C$. In that basis, a correlation matrix is block diagonal with

$$\langle \rho | \begin{bmatrix} d_i^\dagger d_i & d_i^\dagger \bar{d}_i \\ \bar{d}_i^\dagger d_i & \bar{d}_i^\dagger \bar{d}_i \end{bmatrix} |\rho\rangle = \begin{bmatrix} \alpha_i^2 & \alpha_i \beta_i \\ \alpha_i \beta_i & \beta_i^2 \end{bmatrix}$$

where $\alpha_i = \sqrt{\epsilon_i}$ and $\beta_i = -\frac{1 - \epsilon_i}{\sqrt{\epsilon_i^2 + \epsilon_i^2}}$. The correlation matrix $C$ in the original basis of interest is obtained by rotating back to $c_m$ and $\bar{c}_m$.
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