Some existence and regularity results for a non-local transport-diffusion equation with fractional derivatives in time and space.

Diego Chamorro* and Miguel Yangari†.

March 25, 2022

Abstract

We study the existence of global weak solutions of a nonlinear transport-diffusion equation with a fractional derivative in the time variable and under some extra hypotheses, we also study some regularity properties for this type of solutions. In the system considered here, the diffusion operator is given by a fractional Laplacian and the nonlinear drift is assumed to be divergence free and it is assumed to satisfy some general stability and boundedness properties in Lebesgue spaces.
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1 Introduction and presentation of the results

Let $0 < \alpha < 1$ and $0 < \gamma < 2$ be two real parameters. For a function $\theta : [0, +\infty) \times \mathbb{R}^n \to \mathbb{R}$ with $n \geq 5$ we consider here the following equation

\[
\begin{align*}
\partial^\alpha_t \theta(t, x) + (-\Delta)_{\gamma} \theta(t, x) + (A_{|\theta|} \cdot \nabla \theta)(t, x) &= 0, \\
\text{div}(A_{|\theta|}) &= 0, \\
\theta(0, x) &= \theta_0(x),
\end{align*}
\]

(1.1)

where $\theta_0$ is a given initial data, $\partial^\alpha_t$ is a fractional derivative in the time variable and $(-\Delta)_{\gamma}$ is the fractional power of the Laplace operator (see Section 2 below for a precise definition of these operators and some useful properties). We will consider here a drift term $A_{|\theta|} := A_\theta$ which is linear and divergence free:

\[
A_\theta(\theta_0 + \lambda \theta_1) = A_\theta(\theta_0) + \lambda A_\theta(\theta_1)
\]

and we will moreover assume the following boundedness property

\[
\|A_{|\theta|}(t, \cdot)\|_{L^p} = \|A_\theta(t, \cdot)\|_{L^p} \leq C_{A} \|\theta(t, \cdot)\|_{L^p},
\]

(1.2)

as well as the following permutation property

\[
(-\Delta)^\frac{\sigma}{2} A_{|\theta|} = A_\theta((-\Delta)^\frac{\sigma}{2} \theta) = A_{((-\Delta)^{\frac{\sigma}{2}} \theta)},
\]

(1.3)
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Remark that properties (1.2) and (1.3) are easily verified for any transport field $A$ whose action can be represented in the Fourier level by a suitable pointwise multiplier symbol. Note also that the divergence free condition is usual in the field of fluid dynamics.

Indeed, in some sense, the system (1.1) can be considered as a fractional (in time) generalization of some equations from fluid dynamics: in particular, in dimension $2$, if in the time derivative we set $\alpha = 1$, in the fractional power of the Laplacian we fix $\gamma = 1$ and for the drift term we consider $\mathbb{A}[\theta] = (-R_2(\theta), R_1(\theta))$ where $R_j$ with $j = 1, 2$ are the Riesz potentials defined by $R_j(\theta)(\xi) = -i \frac{\xi_j}{|\xi|^2} \hat{\theta}(\xi)$, then we obtain the surface quasi-geostrophic equation (SQG) which has been extensively studied from many different points of view: see [9], [8] (and the references there in) for some results related to this equation. For a slightly more general setting see [6, 7].

In the context of fully fractional equations (i.e. with fractional derivatives in time and space variables) the usual approach to study the existence of solutions is to use an integral (mild) formulation of (1.1), see for example [3], [10] [11] or [14]. In most of these articles, the equations considered are linear and one novelty of our work is the study of nonlinear equations. Following an idea of A. Alikhanov [1], we will develop here an energy-like inequality that will help us to consider a more general type of solutions for the nonlinear problem (1.1) and our first result states the existence of global in time weak solutions in the space $L_t^\infty L_x^2$:

**Theorem 1.1 (Global weak solutions)** Let $\theta_0 \in H^3(\mathbb{R}^3)$ be an initial data. Assume in (1.1) that the fractional derivative in time is of order $0 < \alpha < 1$ and that the fractional derivative in space is of order $0 < \gamma < 2$. Then, the system (1.1) admits global in time weak solutions in the space $L^\infty([0, +\infty[, L^2(\mathbb{R}^3))$ which satisfy the following energy inequality

$$\|\theta(t, \cdot)\|_{L^2_x}^2 + \frac{2}{\Gamma(\alpha)} \int_0^t \frac{\|\theta(s, \cdot)\|_{H^\gamma_x}^2}{(t-s)^\alpha} ds \leq \|\theta_0\|_{L^2_x}^2. \quad (1.4)$$

Let us explain briefly the main steps displayed in this article to prove this theorem. First, we start by introducing an hyperviscosity perturbation of the equation (1.1) by adding a term $\epsilon \Delta \theta$ with $\epsilon > 0$ (see equation (3.1) below). We will thus obtain a (fractional in time) heat equation whose integral representation given in (3.3) will be based on two kernels $Z_\tau$ and $Y_\tau$ which introduce a higher smoothing effect than the kernels of the integral representation of the equation (1.1). Note that for the kernels $Z_\tau$ and $Y_\tau$ we have some controls available (see [11]): we will then perform a fixed point argument to obtain a unique, local in time, mild solution for the hyperviscosity problem in the space $L_t^\infty L_x^p$ for $1 < p < +\infty$. It is worth noting here that the controls over $Z_\tau$ and $Y_\tau$ are highly sensitive to the dimension and to the number of the derivatives involved and this technical fact will lead us to consider, for simplicity, the dimension $n \geq 5$ in the space variable (see Lemmas 3.1, 3.2 below, see also the article [11]). It is perhaps possible to consider lower dimensions but we do not investigate this problem here.

Next, in order to obtain global in time mild solutions for the hyperviscosity equation we will establish the energy inequality (1.4) which is based on the Lebesgue space $L^2$ and which allows us to convert local in time mild solutions into global in time mild solutions in the space $L_t^\infty L_x^2$. Note here that due to the restrictions on the estimates available over the kernels $Z_\tau$ and $Y_\tau$ mentioned above and by the Sobolev embeddings, we will need to restrict ourselves to the case $n = 5$. See also Remark 3.3 below for this particular point.

Finally, with the help of the inequality (1.4) we will pass to the limit $\epsilon \to 0$ to obtain weak, global in time, solutions to the original system (1.1).

Our second result studies more in detail the regularity in the space variable of the weak solutions obtained in the previous theorem. Indeed, due to the energy inequality (1.4) some control in the Sobolev space $\|\cdot\|_{H^\gamma_x}$ is available (in the space variable) and in the following result we exploit this information:
Theorem 1.2 (Regularity) Assume in equation (1.1) that the fractional derivative in time is of order \( \frac{1}{\gamma} < \alpha < 1 \) and that the fractional derivative in space is of order

\[
\frac{2\alpha}{3\alpha - 1} < \gamma < 2, \tag{1.5}
\]

note in this case that we have \( \gamma > 1 \). Assume moreover that \( \theta_0 \in H^3(\mathbb{R}^5) \cap L^1(\mathbb{R}^5) \cap L^q(\mathbb{R}^5) \) for some \( q > \frac{5}{\gamma - 1} \).

Then, if the weak solution \( \theta \) obtained in Theorem 1.1 belongs to the space \( L^\infty([0,T], L^q(\mathbb{R}^5)) \) for some time \( T_0 > 0 \), then for some index \( 0 < \sigma < \gamma < 2 \), we have that \( \theta \) belongs to the space \( L^\infty([T_*, T_0], W^{\frac{\sigma}{2}, p}(\mathbb{R}^5)) \) with \( 0 < T_* < T_0 \) and

\[
p = \frac{10}{10 - (\gamma - \sigma)} > 1.
\]

Let us comment briefly Theorem 1.2 with respect to the previous theorem, we added some extra conditions to the initial data \( \theta_0 \) which are essentially technical, then, we consider a weak solution \( \theta \), which can be obtained via the Theorem 1.1 and we assume that it belongs to the space \( L^\infty([0,T], L^q(\mathbb{R}^5)) \) with \( q > \frac{5}{\gamma - 1} \).

This hypothesis is important as it guarantees the fact that we can consider an integral representation of the equation (1.1) without the hyperviscosity extra terms. This representation relies on two kernels \( \tilde{Z}_\tau \) and \( \tilde{Y}_\tau \) (see equation (6.2) below or the article [14]) and it will be the starting point of the proof of Theorem 1.2. Let us remark that since \( 0 < \alpha < 1 \), the fractional derivative in the time variable \( \mathbb{D}^\alpha_t \) is of course less demanding in terms of regularity than the usual derivative \( \partial_t \) and a consequence of this fact can be observed in the behavior of the kernels \( \tilde{Z}_\tau \) and \( \tilde{Y}_\tau \) which present a singularity at the origin. Thus, even though some estimates are available over these kernels, their spatial derivatives can fail to be integrable (a similar situation can be observed with the kernels \( Z_\tau \) and \( Y_\tau \) mentioned above) and this can be a serious issue when studying the regularity of solutions. However, if the order of the fractional derivative \( \mathbb{D}^\alpha_t \) is not too small and if the order of the fractional diffusion \( (-\Delta)^{\frac{\gamma}{2}} \) is big enough (which is expressed by the condition \( \frac{1}{\gamma} < \alpha < 1 \) and by the relationship (1.3)) then we can use the information encoded in the energy inequality (1.4) to deduce some regularity for weak solutions. Note in particular that, due to the relationship (1.3) if \( \alpha \to 1/2 \) then we have \( \gamma \to 2 \), and this behavior expresses the fact that less derivatives in the time variable must be compensated by more diffusion in the space variable.

Observe now that, since \( \sigma < \gamma \) there is a small loss of regularity between the \( iH^{\frac{\sigma}{2}} \) information given by the energy inequality (1.4) and the space \( W^{\frac{\sigma}{2}, p} \) obtained. Note also that there is a loss of integrability since the Lebesgue parameter of the Sobolev space \( W^{\frac{\sigma}{2}, p} \) satisfies \( 1 < p < 2 \). These two facts are related to the Kato-Ponce inequality (also known as the fractional Leibniz rule, see Lemma 2.1 below) used to control the nonlinearity. Finally we remark that the lower bounds on the derivative indexes \( \alpha \) and \( \gamma \) are mainly technical and they are related to the estimates available on the kernels, see Section 3 for more details. Perhaps it is possible to by-pass these technical issues to improve the relationship (1.3) and we do not claim any optimality on the values of the indexes obtained here and, of course, other functional spaces can be considered.

The plan of the article is the following. In Section 2 we recall some results and important properties of the objects involved here. In Section 3 we consider the hyperviscosity modification of the equation (1.1) and we study the mild solutions for this perturbed system. In Section 4 we establish an energy inequality which allows us to consider global solutions and we prove Theorem 1.1. In Section 5 we study mild solutions in the space \( L^\infty \cap L^5_2 \) for the equation (1.1) and, finally, Section 6 is devoted to the proof of the Theorem 1.2. In the Appendix we gather some material needed in our computations.

2 Notation and useful results

There exists several type of fractional derivatives, which are not necessarily equivalent and in this article we will mainly work with two fractional operators which acts in the time variable. In the sequel we will always assume that a fractional (in time) derivative is of order \( \alpha \) with \( 0 < \alpha < 1 \) and for a real-valued function
\[ f : [0, +\infty) \times \mathbb{R}^n \rightarrow \mathbb{R}, \] we recall the definition of the regularized Riemann-Liouville fractional derivative

\[
(\mathbb{D}_t^\alpha f)(t, x) = \frac{1}{\Gamma(1-\alpha)} \left( \frac{\partial}{\partial t} \int_0^t \frac{f(s, x)}{(t-s)^{\alpha}} ds - t^{-\alpha} f(0, x) \right), \tag{2.1}
\]

where \( \Gamma \) is the usual gamma function. See more details in the book \([16]\).

We consider now the derivatives in the space variable. For a real-valued function \( f : [0, +\infty) \times \mathbb{R}^n \rightarrow \mathbb{R} \) as above and for a multi-index \( \beta = (\beta_1, \cdots, \beta_n) \in \mathbb{N}^n \), we use the classical notation

\[
D_x^\beta f(t, x) = \frac{\partial^{|eta|}}{\partial x_1^{\beta_1} \cdots \partial x_n^{\beta_n}} f(t, x), \tag{2.2}
\]

where \( |\beta| = \sum_{k=1}^n \beta_k \) is the length of the multi-index \( \beta \). The fractional powers of the Laplacian \( (-\Delta)^{\frac{\gamma}{2}} \) with \( 0 < \gamma < 2 \) which is used in \([11]\) can be easily defined in the Fourier level, indeed, for \( f : [0, +\infty) \times \mathbb{R}^n \rightarrow \mathbb{R} \) we write:

\[
(-\Delta)^{\frac{\gamma}{2}} f(t, \xi) := |\xi|^\gamma \hat{f}(t, \xi), \tag{2.3}
\]

where the Fourier variable is taken only in the space variable.

Of course these definitions are meaningful for regular functions in the Schwartz class \( \mathcal{S} \) and can be extended by duality to the tempered distributions \( \mathcal{S}' \).

We fix now some notation for functional spaces. Indeed, for Lebesgue spaces in time and space, we will characterize them as the set of measurable functions \( f : [0, +\infty) \times \mathbb{R}^n \rightarrow \mathbb{R} \) such that the functional

\[
\|f\|_{L_p^p L_q^q} = \left( \int_I \|f(t, \cdot)\|_{L^p}^p dt \right)^{\frac{1}{p}},
\]

is finite, where \( 1 \leq p, q \leq +\infty \) (with the usual modifications if \( p = q = +\infty \)), and \( I \) some interval of the real line. These spaces will be denoted as \( L^p(I, L^q(\mathbb{R}^n)) \) and, if there is no risk of confusion we will denote them as \( L_p^p L_q^q \).

For Lebesgue (in time) - Sobolev (in space) homogeneous spaces, denoted by \( L_p^p W^\gamma_{2,q} \), with \( 1 < p, q < +\infty \) and \( \gamma > 0 \), we define them as the set of tempered distributions such that

\[
\|f\|_{L_p^p W^\gamma_{2,q}} = \left( \int_I \|f(t, \cdot)\|_{W^\gamma_{2,q}}^p dt \right)^{\frac{1}{p}} < +\infty,
\]

where \( \|f(t, \cdot)\|_{W^\gamma_{2,q}} = \|(-\Delta)^{\frac{\gamma}{2}} f(t, \cdot)\|_{L^s} \) is the usual homogeneous Sobolev space. If \( q = 2 \) we will adopt the usual notation \( W^\gamma_{\infty, s} = H^\gamma \). We recall that non homogeneous Sobolev spaces (in the space variable) are given by \( W^\gamma_{2,q} = L^2 \cap W^\gamma_{\infty, q} \) for \( 1 < q < +\infty \) and we will write \( H^\gamma = L^2 \cap H^\gamma \).

A very interesting property of homogeneous Sobolev spaces is the following one (where we consider only functions defined in the space variable):

**Lemma 2.1 (Fractional Leibniz rule)** Let \( \gamma > 0 \) and \( 1 < p_0, p_1, q_0, q_1 \leq +\infty \). Consider \( f, g : \mathbb{R}^n \rightarrow \mathbb{R} \) two functions such that \( f \in W^{\gamma_0,p_0}(\mathbb{R}^n) \cap L^{p_0}(\mathbb{R}^n) \) and \( g \in W^{\gamma_1,p_1}(\mathbb{R}^n) \cap L^{p_1}(\mathbb{R}^n) \). Then we have the estimate

\[
\|fg\|_{W^{\gamma,p}} \leq C(\|f\|_{W^{\gamma_0,p_0}}\|g\|_{L^{p_0}} + \|f\|_{L^{p_0}}\|g\|_{W^{\gamma_1,q_1}}),
\]

where \( 1 < p < +\infty \) and \( \frac{1}{p} = \frac{1}{p_0} + \frac{1}{p_1} = \frac{1}{q_0} + \frac{1}{q_1} \).

This estimate is also known as the Kato-Ponce inequality. For a proof of this result see \([12]\).
\section{Hyperviscosity solutions}

In order to prove Theorem 1.1 for a fixed real $\epsilon > 0$, we define the mollifier $\varphi_\epsilon(x) = \frac{1}{\epsilon^n} \varphi\left(\frac{x}{\epsilon}\right)$ where $\varphi \in C_0^\infty(\mathbb{R}^n)$ is a nonnegative smooth function such that $\int_{\mathbb{R}^n} \varphi(x) dx = 1$. Next, we consider the following perturbation of the equation \eqref{eq:1.1}

$$
\begin{cases}
\mathbb{D}_t^\alpha \theta(t,x) - \epsilon \Delta \theta(t,x) + (-\Delta)^\gamma \theta(t,x) + ((\varphi_\epsilon * \mathcal{K}[\cdot]) \cdot \nabla) \theta(t,x) = 0, \\
\theta(0, x) = \theta_0(x),
\end{cases}
$$

(3.1)

with $0 < \alpha < 1$ and $0 < \gamma < 2$ and where we added a Laplacian (which will produce a stronger smoothing effect) and we mollified the drift term. This equation can be roughly seen as a fractional (in time) heat equation of the form

$$
\begin{cases}
\mathbb{D}_t^\alpha \theta(t,x) - \epsilon \Delta \theta(t,x) = \mathbb{F}(t,x), \\
\theta(0, x) = \theta_0(x),
\end{cases}
$$

(3.2)

with the notation $\mathbb{F}(t,x) = -(-\Delta)^\gamma \theta(t,x) - ((\varphi_\epsilon * \mathcal{K}[\cdot]) \cdot \nabla) \theta(t,x)$. From the article \cite{11}, it is known that the previous system \eqref{eq:3.2} admits the following integral representation

$$
\theta(t,x) = Z_{\epsilon \mathbf{1}_t} * \theta_0(x) + \int_0^t Y_{\epsilon \mathbf{1}_t(t-s)} * \mathbb{F}(s, x) ds,
$$

where the functions $Z_{\epsilon \mathbf{1}_t}$ and $Y_{\epsilon \mathbf{1}_t(t-s)}$ satisfy several properties and we will use this representation in order to perform a fixed point argument in the space $L^p_{\epsilon} L^p_{\tau}$.

We list some of the properties of these functions that will be crucial in the sequel.

\textbf{Lemma 3.1 (Estimates for the kernel $Z_{\tau}$)} Consider $\mathbb{R}^n$ with $n \geq 5$.

1) For $\tau > 0$, $|x| \neq 0$ and if $\tau^{-\alpha} |x|^2 \leq 1$, then for any multi-index $\beta \in \mathbb{N}^n$ such that $|\beta| \leq 3$ we have

$$
|D_x^\beta Z_{\tau}(x)| \leq C \tau^{-\alpha} |x|^{-n+2-|\beta|}.
$$

2) If $\tau^{-\alpha} |x|^2 > 1$, then we have

$$
|D_x^\beta Z_{\tau}(x)| \leq C \tau^{-\frac{n+|\beta|}{2}} e^{-C \left(\frac{|x|}{\sqrt{\tau}}\right)^{\frac{2}{n}}}
$$

\textbf{Lemma 3.2 (Estimates for the kernel $Y_{\tau}$)} Assume that the dimension satisfies $n \geq 5$.

1) For $\tau > 0$, $|x| \neq 0$ and if $\tau^{-\alpha} |x|^2 \leq 1$, then for any multi-index $\beta \in \mathbb{N}^n$ such that $|\beta| \leq 3$ we have

$$
|D_x^\beta Y_{\tau}(x)| \leq C \tau^{-\alpha-1} |x|^{-n+4-|\beta|}.
$$

2) If $\tau^{-\alpha} |x|^2 > 1$ and for any multi-index $\beta \in \mathbb{N}^n$ such that $|\beta| \leq 3$, then we have

$$
|D_x^\beta Y_{\tau}(x)| \leq C \tau^{-\frac{n+|\beta|}{2} - 1 + \sigma} e^{-\sigma \left(\frac{|x|}{\sqrt{\tau}}\right)^{\frac{2}{n}}}
$$

Let us remark that these estimates above are quite sensitive with respect to the dimension and this is the main reason why we work in this article over the space $\mathbb{R}^n$ with $n \geq 5$. For a proof of these lemmas as well as for other estimates (in lower dimensions for example) we refer to the article \cite{11}.

From the previous results we can deduce the following proposition:
Proposition 3.1 Consider the space $\mathbb{R}^n$ with $n \geq 5$.

1) For all $\tau > 0$ and for $1 \leq p < \frac{n}{n-2}$ we have the estimate:

$$\|Z_\tau\|_{L^p} \leq C\tau^{-\frac{n}{n-2}(1-\frac{1}{p})}.$$

2) For all $\tau > 0$ and for $0 < \sigma < 1$ we have

$$\|(-\Delta)^{\frac{\sigma}{2}} Z_\tau\|_{L^p} \leq C\tau^{-\frac{\sigma}{2}+\frac{n}{2n}(1-\frac{1}{p})},$$

with $1 \leq p < \frac{n}{n-1}$.

3) For all $\tau > 0$ and for all $0 < \sigma < 2$ we have the inequality

$$\|(-\Delta)^{\frac{\sigma}{2}} Y_\tau\|_{L^p} \leq C\tau^{-1+\sigma(1-\frac{1}{2})+\frac{n}{2n}(1-\frac{1}{p})},$$

with $1 \leq p < \frac{n}{n-1}$.

These estimates can be deduced from the Lemmas 3.1 and 3.2 and we postpone the proofs to the Appendix.

With all the previous material, we can study the local in time solutions of the problem (3.1).

Theorem 3.1 (Local in time existence) Assume that $n \geq 5$. Let $\theta_0 \in L^p(\mathbb{R}^n)$ be an initial data with $1 < p < +\infty$ and assume that the fractional derivative in time is of order $0 < \alpha < 1$ and that the fractional derivative in space is of order $0 < \gamma < 2$. Then the equation (3.1) admits a unique mild solution $\theta$ (which depends on the parameter of hyperviscosity $\epsilon > 0$) such that we have $\theta \in L^\infty([0,T],L^p(\mathbb{R}^n))$ for some time $T > 0$.

Proof. Following [11] the integral formulation of the problem (3.1) is given by

$$\theta(t,x) = Z_{(\epsilon^\frac{1}{n})} * \theta_0(x) + \int_0^t Y_{(\epsilon^\frac{1}{n}(t-s))} * (-\Delta)^{\frac{\gamma}{2}} \theta(s,x)ds + \int_0^t Y_{(\epsilon^\frac{1}{n}(t-s))} * \left[ (\varphi_\epsilon * H(\theta)) \cdot \nabla \theta \right] (s,x)ds, \quad (3.3)$$

for all $x \in \mathbb{R}^n$ and $t \in [0,T]$, with $T > 0$ to be fixed later.

We remark that the second term above is a linear application and by the properties of the operator $\Lambda$ it is easy to see that the third term is bilinear: equation (3.3) is thus of the form

$$e = e_0 + L(e) + B(e,e), \quad (3.4)$$

and in order to obtain a solution of this problem we will apply the following fixed point argument.

Theorem 3.2 Let $(E, \| \cdot \|_E)$ be a Banach space and let $e_0 \in E$ be an initial data such that $\|e_0\|_E \leq \delta$. Assume that $L : E \rightarrow E$ is a linear application and that $B : E \times E \rightarrow E$ is a bilinear application. Assume moreover the following controls:

$$\|L(e)\|_E \leq C_L \|e\|_E \quad \text{and} \quad \|B(e,f)\|_E \leq C_B \|e\|_E \|f\|_E, \quad (3.5)$$

for all $e,f \in E$ where the continuity constants of these applications satisfy

$$0 < 3C_L < 1, \quad 0 < 9C_B < 1 \quad \text{and} \quad C_L + 6C_B \delta < 1. \quad (3.6)$$

Then the equation (3.4) above admits a unique solution $e \in E$ such that $\|e\|_E \leq 3\delta$.
We want to apply this result to the equation (3.3) and for this we will study each one of the constitutive terms of this equation in the framework of the space \( L_t^\infty L_x^p \):

- For the term (1) of (3.3) we start considering the space variable and write by the Young inequalities
  \[ ||Z(\frac{1}{t}) * \theta_0||_{L^p} \leq ||Z(\frac{1}{t})||_{L^1} ||\theta_0||_{L^p}, \]
  but from the first point of Proposition 3.1 we have \( ||Z(\frac{1}{t})||_{L^1} \leq C \) and we obtain the uniform in time control
  \[ ||Z(\frac{1}{t}) * \theta_0||_{L_t^\infty L_x^p} \leq C ||\theta_0||_{L^p}. \]
  We will set
  \[ \delta = C ||\theta_0||_{L^p}. \] (3.7)

- For the term (2) of (3.3) we write, by the Young inequalities:
  \[
  \left\| \int_0^t Y_{(\frac{1}{t_S}(t-s))} * (-\Delta) \hat{Z}(s, \cdot) ds \right\|_{L_t^\infty L_x^p}
  \leq \sup_{t \in [0,T]} \left\| \int_0^t (-\Delta) \hat{Z}(\frac{1}{t_S}(t-s)) * \theta(s, \cdot) ds \right\|_{L^p}
  \leq \sup_{t \in [0,T]} \int_0^t \left\| (-\Delta) \hat{Z}(\frac{1}{t_S}(t-s)) \right\|_{L^1} ||\theta(s, \cdot)||_{L^p} ds
  \leq ||\theta||_{L_t^\infty L_x^p} \sup_{t \in [0,T]} \int_0^t \left\| (-\Delta) \hat{Z}(\frac{1}{t_S}(t-s)) \right\|_{L^1} ds, \] (3.8)
  then, using the third point of Proposition 3.1 we obtain
  \[
  \left\| \int_0^t Y_{(\frac{1}{t_S}(t-s))} * (-\Delta) \hat{Z}(s, \cdot) ds \right\|_{L_t^\infty L_x^p}
  \leq C ||\theta||_{L_t^\infty L_x^p} \sup_{t \in [0,T]} \int_0^t \left[ (\frac{1}{t_S}(t-s))^{(1-\frac{1}{p})}-1 \right] ds
  \leq C \left[ (1-\frac{1}{\frac{1}{p}}) - \frac{1}{p} T^{(1-\frac{1}{p})} \right] ||\theta||_{L_t^\infty L_x^p}.
  \]

We have proven that the linear application \( \int_0^t Y_{(\frac{1}{t_S}(t-s))} * (-\Delta) \hat{Z}(s, \cdot) ds \) is continuous in the \( L_t^\infty L_x^p \) space with a constant of continuity
  \[ C_L = C \left( 1-\frac{1}{\frac{1}{p}} \right) T^{\alpha(1-\frac{1}{p})}. \] (3.9)

- For the term (3) of (3.3) we use the divergence free property of the velocity field \( \hat{A}_0 \) to write
  \[
  \left\| \int_0^t Y_{(\frac{1}{t_S}(t-s))} * \left[ (\varphi \ast \hat{A}_0) \cdot \nabla \hat{Z}(s, \cdot) \right] ds \right\|_{L_t^\infty L_x^p}
  \leq \sup_{t \in [0,T]} \int_0^t \left\| \nabla Y_{(\frac{1}{t_S}(t-s))} \right\|_{L^1} \left\| (\varphi \ast \hat{A}_0) \theta(s, \cdot) \right\|_{L^p} ds
  \] (3.10)
and by the boundedness property (1.2) of \( \mathcal{A}[\vartheta] \) in the \( L^p \) space we obtain

\[
\sup_{t \in [0,T]} \int_0^t [e^{\frac{s}{T}}(t-s)]^{\frac{1}{2}} \|\varphi_t\|_{L^p} \|\mathcal{A}[\vartheta]\|_{L^p} ds \leq C \sup_{t \in [0,T]} \int_0^t [e^{\frac{s}{T}}(t-s)]^{\frac{1}{2}} C_{\mathcal{A}} \|\vartheta\|_{L^p} ds \\
\leq C_{\mathcal{A}} \epsilon^{\frac{1}{2} - \frac{1}{p}} T^{\frac{1}{2}} \|\vartheta\|_{L_t^\infty L_x^p} \|\theta\|_{L_t^\infty L_x^p}.
\]

With this estimate at hand we finally obtain:

\[
\left\| \int_0^t \left. Y_{t-s} \right| \left. (\varphi_t * \mathcal{A}[\vartheta]) \cdot \nabla \theta \right| s, \cdot \right) ds \right\|_{L_t^\infty L_x^p} \leq C_{\mathcal{A}} \epsilon^{\frac{1}{2} - \frac{1}{p}} T^{\frac{1}{2}} \|\vartheta\|_{L_t^\infty L_x^p} \|\theta\|_{L_t^\infty L_x^p}.
\]

This previous control shows that the application \( B(\theta, \theta) = \int_0^t \left. Y_{t-s} \right| \left. (\varphi_t * \mathcal{A}[\vartheta]) \cdot \nabla \theta \right| s, \cdot \right) ds \) is continuous in the space \( L_t^\infty L_x^p \) with a constant of continuity

\[
C_B = C_{\mathcal{A}} \epsilon^{\frac{1}{2} - \frac{1}{p}} T^{\frac{1}{2}}. \tag{3.10}
\]

Now, from the definitions of the constants \( \delta, C_L \) and \( C_B \) given in (3.7), (3.9) and (3.10), respectively, following Theorem 3.2 we only need to verify the conditions given in (3.6) - which are easily obtained if the time \( T \) is small enough - to deduce the existence of a unique, local in time, solution \( \theta \in L_t^\infty L_x^p \) of the problem (3.1). This ends the proof of Theorem 3.1.

\[\square\]

**Remark 3.1** The solutions obtained before depend on the parameter \( \epsilon > 0 \). We will denote them from now on as \( \theta_\epsilon \).

**Remark 3.2** The fixed point argument performed in the proof of Theorem 3.2 is valid in the space \( L_t^\infty L_x^p \) with \( 1 < p < +\infty \), it is possible to consider here more general spaces (say Besov or Triebel-Lizorkin spaces), but we will see in the sections below that the case \( p = 2 \) is particularly interesting and we soon restrict ourselves to the space \( L_t^\infty L_x^2 \).

**Corollary 3.1** The function \( \theta_\epsilon(t, \cdot) \) obtained in the previous theorem is continuous with respect to the time variable and we have \( \theta_\epsilon(\cdot, \cdot) \in C([0,T], L^p(\mathbb{R}^n)) \).

This fact follows easily from the integral formula (3.3) given above.

We continue our study of the hyperviscosity solutions \( \theta_\epsilon \) of the problem (3.1) and we show now that these solutions are regular. Indeed, we have the following theorem:

**Theorem 3.3 (Regularity for hyperviscosity solutions)** Consider the space \( \mathbb{R}^n \) with \( n \geq 5 \) and consider a fixed parameter \( \epsilon > 0 \). Let \( \theta_\epsilon \in L_t^\infty([0,T], L^p(\mathbb{R}^n)) \) with \( 1 < p < +\infty \) be the hyperviscosity solution obtained in Theorem 3.2 of the problem \( (3.1) \) associated to the initial data \( \theta_0 \in W^{3,p}(\mathbb{R}^n) \). Then in the time interval \( 0 < t < T \), we have \( \theta_\epsilon \in L_t^\infty([0,T], W^{3,p}(\mathbb{R}^n)) \).

**Proof.** We will obtain the wished result by iteration and we will first prove a small gain of regularity: indeed, since \( 0 < \gamma < 2 \), there exists a small real \( \sigma > 0 \) such that \( \gamma + \sigma < 2 \) and we start proving that we have \( \theta_\epsilon \in L_t^\infty([0,T], W^{3,p}(\mathbb{R}^n)) \). For this, by the integral formula (3.3) we have

\[
\|\theta_\epsilon\|_{L_t^\infty W^{3,p}} \leq \|Z_{(e^{\frac{s}{T}}t)} * \theta_0\|_{L_t^\infty W^{3,p}} + \left\| \int_0^t \left. Y_{t-s} \right| \left. (\varphi_t * \mathcal{A}[\vartheta]) \cdot \nabla \theta_\epsilon \right| s, \cdot \right) ds \right\|_{L_t^\infty W^{3,p}} \\
+ \left\| \int_0^t \left. Y_{t-s} \right| \left. (\varphi_t * \mathcal{A}[\vartheta]) \cdot \nabla \theta_\epsilon \right| s, \cdot \right) ds \right\|_{L_t^\infty W^{3,p}}. \tag{3.11}
\]
• For the first term in the right-hand side of (3.11), we consider the space variable and by the Young inequalities we have:

$$\|Z_{(t^2)} \ast \theta_0\|_{W^{s,p}} \leq \|Z_{(t^2)}\|_{L^1}(\langle -\Delta \rangle \frac{1}{p}\theta_0\|_{L^p},$$

but, since by the first point of Proposition 3.1 we have \(\|Z_{(t^2)}\|_{L^1} \leq C\), taking the supremum in the time variable in the interval \([0, T]\) we obtain

$$\sup_{t \in [0, T]} \|Z_{(t^2)} \ast \theta_0(x)\|_{W^{s,p}} \leq C\|\langle -\Delta \rangle \frac{1}{p}\theta_0\|_{L^p} = C\|\theta_0\|_{W^{s,p}},$$

now, by the complex interpolation theory (see [2, Theorem 6.4.5]), since \(1 < p < +\infty\), we have \([L^p, W^{3,p}]_\frac{1}{2} = W^{\alpha,p}\), from which we have the estimate

$$\|Z_{(t^2)} \ast \theta_0(x)\|_{L^p W^{\alpha,p}} \leq C \|\theta_0\|_{L^p}^{1-\frac{q}{2}} \|\theta_0\|_{W^{3,p}} \leq C \|\theta_0\|_{W^{3,p}} < +\infty. \quad (3.12)$$

• For the second term of (3.11), we have

$$\left\| \int_0^t Y_{(t^2)} \ast (\langle -\Delta \rangle \frac{1}{p}\theta_0) ds \right\|_{L^p W^{s,p}} = \left\| \int_0^t (\langle -\Delta \rangle \frac{1}{p}\theta_0) ds \right\|_{L^p W^{s,p}} \leq \|\theta_0\|_{L^p} \sup_{t \in [0, T]} \left\| \int_0^t (\langle -\Delta \rangle \frac{1}{p}\theta_0) ds \right\|_{L^1} ds.$$

Now, by the third point of Proposition 3.1 we have

$$\|\langle -\Delta \rangle \frac{1}{p}\theta_0\|_{L^1} \leq C \|\frac{1}{p}\theta_0\|^{(1-\frac{1}{p})-1},$$

and since \(\frac{1}{p} < 1\)

$$\sup_{t \in [0, T]} \int_0^t \|\langle -\Delta \rangle \frac{1}{p}\theta_0\|_{L^1} ds \leq C e^{(1-\frac{1}{p})-1/2} \sup_{t \in [0, T]} \int_0^t \|\theta_0\|^{1/2} ds < +\infty. \quad (3.13)$$

from which we easily deduce that

$$\left\| \int_0^t Y_{(t^2)} \ast (\langle -\Delta \rangle \frac{1}{p}\theta_0) ds \right\|_{L^p W^{s,p}} \leq C \|\theta_0\|_{L^p} \sup_{t \in [0, T]} \int_0^t \|\theta_0\|_{L^p} ds \leq C, \quad (3.14)$$

• For the third term of (3.11) we write, by the divergence free condition of the vector field \(A_{[\theta]}\):

$$\left\| \int_0^t Y_{(t^2)} \ast \left[ (\varphi_\varepsilon \ast A_{[\theta]}), \nabla \theta_\varepsilon \right] ds \right\|_{L^p W^{s,p}} \leq \left\| \int_0^t (\langle -\Delta \rangle \frac{1}{p}\theta_0) \ast \left[ (\varphi_\varepsilon \ast A_{[\theta]}), \theta_\varepsilon \right] ds \right\|_{L^p W^{s,p}} \leq C \sup_{t \in [0, T]} \int_0^t \|\theta_\varepsilon\|_{L^p} \|A_{[\theta]}\|_{L^p} \|\theta_\varepsilon\|_{L^p} ds,$$
where, we used the Young inequalities as well as the properties of the mollifier \( \varphi_\epsilon \). Now, using again Proposition 3.1 we have

\[
\|(-\Delta)_{\frac{1+\sigma}{2}} Y_{\epsilon}(t,s)\|_{L^1} \leq C\epsilon^{\frac{1}{\nu}} (t-s)^{(1-\frac{1+\sigma}{2})-1},
\]

(3.15)

and by the boundedness property (1.2) of the transport term \( A|\theta| \) we can write:

\[
\sup_{t \in [0,T]} \int_0^t \|(-\Delta)_{\frac{1+\sigma}{2}} Y_{\epsilon}(t,s)\|_{L^1} \|A|\theta|_s\|_{L^p} \|\theta\|_{L^p} ds \leq C_k \|\theta\|_{L^p_{t,x}} \|\theta\|_{L^p_{t,x}} \sup_{t \in [0,T]} \int_0^t \epsilon^{\frac{1}{\nu}} (t-s)^{(1-\frac{1+\sigma}{2})-1} ds \leq C_k \epsilon^{\frac{1}{\nu}} \frac{1}{T} T^{(1-\frac{1+\sigma}{2})} \|\theta\|_{L^p_{t,x}} \|\theta\|_{L^p_{t,x}} < +\infty.
\]

(3.16)

With estimates (3.12), (3.14) and (3.16), we have proven so far that the solution \( \theta_\epsilon \) belongs to the space \( L^\infty([0,T], W^{k,\sigma,p}(\mathbb{R}^n)) \) where \( \sigma > 0 \) is potentially very small.

Now, we are going to iterate this process in order to obtain a bigger gain of regularity: assume that we have \( \theta_\epsilon \in L^\infty([0,T], W^{k,\sigma,p}(\mathbb{R}^n)) \) for \( k \geq 1 \) and let us prove that \( \theta_\epsilon \in L^\infty([0,T], W^{(k+1),\sigma,p}(\mathbb{R}^n)) \) as long as \( (k+1)\sigma \leq 3 \). Following the expression (3.11) above we write:

\[
\|\theta_\epsilon\|_{L^\infty_{t} W^{(k+1),\sigma,p}_{x}} \leq \|Z_{(\epsilon,\frac{1}{\nu})} \ast \theta_0\|_{L^\infty_{t} W^{(k+1),\sigma,p}_{x}} + \left\| \int_0^t Y_{(\epsilon,\frac{1}{\nu})}(t,s) \ast (-\Delta)^{\frac{k+1}{2}} \theta_\epsilon (s,\cdot) ds \right\|_{L^\infty_{t} W^{(k+1),\sigma,p}_{x}} \]

\[
+ \left\| \int_0^t Y_{(\epsilon,\frac{1}{\nu})}(t,s) \ast \left\{ (\varphi_\epsilon \ast A|\theta|_s) \cdot \nabla \theta_\epsilon \right\} (s,\cdot) ds \right\|_{L^\infty_{t} W^{(k+1),\sigma,p}_{x}}.
\]

(3.17)

- For the first term of (3.17) we have

\[
\|Z_{(\epsilon,\frac{1}{\nu})} \ast \theta_0\|_{L^\infty_{t} W^{(k+1),\sigma,p}_{x}} \leq \|Z_{(\epsilon,\frac{1}{\nu})}\|_{L^1} \|(-\Delta)^{\frac{(k+1)}{2}} \theta_0\|_{L^p} \leq C \|(-\Delta)^{\frac{(k+1)}{2}} \theta_0\|_{L^p} = C \|\theta_0\|_{W^{(k+1),\sigma,p}},
\]

where in the last estimate we used the first point of the Proposition 3.1. Again, by the complex interpolation theory we have \( [L^p, W^{3,\nu}]_{\nu} = W^{(k+1),\sigma,p} \) for a suitable \( 0 < \nu < 1 \) and as long as \( (k+1)\sigma \leq 3 \). Thus taking the supremum in the time interval \([0,T]\) we have

\[
\|Z_{(\epsilon,\frac{1}{\nu})} \ast \theta_0\|_{L^\infty_{t} W^{(k+1),\sigma,p}_{x}} \leq C \|\theta_0\|_{L^\nu_{t}} \|\theta_0\|_{W^{3,p}} \leq C \|\theta_0\|_{W^{3,p}} < +\infty.
\]

- The second term of (3.17) is treated in the following manner: since \( \theta_\epsilon \in L^\infty([0,T], W^{k,\sigma,p}(\mathbb{R}^n)) \) we can write

\[
\left\| \int_0^t Y_{(\epsilon,\frac{1}{\nu})}(t,s) \ast (-\Delta)^{\frac{k+1}{2}} \theta_\epsilon ds \right\|_{L^\infty_{t} W^{(k+1),\sigma,p}_{x}} = \left\| \int_0^t (-\Delta)^{\frac{k+1}{2}} Y_{(\epsilon,\frac{1}{\nu})}(t,s) \ast \theta_\epsilon ds \right\|_{L^\infty_{t} L^p_{x}}
\]

\[
= \left\| \int_0^t (-\Delta)^{\frac{k+1}{2}} Y_{(\epsilon,\frac{1}{\nu})}(t,s) \ast (-\Delta)^{\frac{k+1}{2}} \theta_\epsilon ds \right\|_{L^\infty_{t} L^p_{x}} \]

\[
\leq \sup_{t \in [0,T]} \int_0^t \|\theta_\epsilon\|_{L^\infty_{t} L^p_{x}} \|\theta_\epsilon\|_{L^1} \|(-\Delta)^{\frac{k+1}{2}} Y_{(\epsilon,\frac{1}{\nu})}(t,s)\|_{L^1} ds \]

\[
\leq \|(-\Delta)^{\frac{k+1}{2}} \theta_\epsilon\|_{L^\infty_{t} L^p_{x}} \sup_{t \in [0,T]} \int_0^t \|(-\Delta)^{\frac{k+1}{2}} Y_{(\epsilon,\frac{1}{\nu})}(t,s)\|_{L^1} ds.
\]
Now, by the same arguments used in (3.13) to estimate the previous integral, we can finally write

$$
\left\| \int_0^t Y_{(\varepsilon, \varphi, \theta)} \ast (-\Delta)^{\frac{3}{2}} \phi(s, \cdot) ds \right\|_{L_t^\infty W_x^{(k)\sigma, p}} \leq C_{e, T} \| \theta \|_{L_t^\infty W_x^{k\sigma, p}} < +\infty.
$$

The last term of (3.17) is studied in the following manner: by the divergence free condition of the drift and by the properties of the fractional powers of the Laplace operator, we have

$$
\left\| \int_0^t Y_{(\varepsilon, \varphi, \theta)} \ast \left[ (\varepsilon \ast \bar{A}_\theta) \cdot \nabla \theta \right] ds \right\|_{L_t^\infty W_x^{(k+1)\sigma, p}} \leq \sup_{t \in [0, T]} \int_0^t \left\| (-\Delta)^{\frac{3}{2}} Y_{(\varepsilon, \varphi, \theta)} \right\|_{L_t^\infty L_x^p} \left\| (-\Delta)^{\frac{3}{2}} \left[ (\varepsilon \ast \bar{A}_\theta) \cdot \theta \right] (s, \cdot) \right\|_{L_x^p} ds. \tag{3.18}
$$

At this point, we study the second norm inside the integral above and we remark that by the fractional Leibniz rule given in Lemma 2.1, we have

$$
\left\| (-\Delta)^{\frac{3}{2}} \left[ (\varepsilon \ast \bar{A}_\theta) \cdot \theta \right] \right\|_{L_t^p} \leq C \left( \| \varepsilon \ast (-\Delta)^{\frac{3}{2}} \bar{A}_\theta \|_{L_t^\infty} \| \theta \|_{L_t^p} + \| \varepsilon \ast \bar{A}_\theta \|_{L_t^\infty} \| (-\Delta)^{\frac{3}{2}} \theta \|_{L_t^p} \right) \leq C \left( \| \varepsilon \|_{L_t^p} \| (-\Delta)^{\frac{3}{2}} \bar{A}_\theta \|_{L_t^p} \| \theta \|_{L_t^p} + \| \varepsilon \|_{L_t^p} \| \bar{A}_\theta \|_{L_t^p} \| (-\Delta)^{\frac{3}{2}} \theta \|_{L_t^p} \right).
$$

Thus, using the permutation property (1.3) of the operator $\bar{A}$ and since the operator $\bar{A}$ is bounded in $L^p$ spaces with $1 < p < +\infty$, we obtain

$$
\left\| (-\Delta)^{\frac{3}{2}} \left[ (\varepsilon \ast \bar{A}_\theta) \cdot \theta \right] \right\|_{L_t^p} \leq C \left( \| \bar{A} \|_{L_t^p} \| \bar{A}_\theta \|_{L_t^p} \| \theta \|_{L_t^p} + \| \bar{A}_\theta \|_{L_t^p} \| (-\Delta)^{\frac{3}{2}} \theta \|_{L_t^p} \right) \leq C \| \bar{A} \|_{L_t^p} \| \bar{A}_\theta \|_{L_t^p} \| \theta \|_{L_t^p} \| W^{k\sigma, p}.
$$

Thus, coming back to (3.18) we obtain

$$
\sup_{0 < t < T} \int_0^t \left\| (-\Delta)^{\frac{3}{2}} Y_{(\varepsilon, \varphi, \theta)} \right\|_{L_t^1} \left\| (-\Delta)^{\frac{3}{2}} \left[ (\varepsilon \ast \bar{A}_\theta) \cdot \theta \right] \right\|_{L_t^p} ds \leq C_{e, \bar{A}, H} \| \theta \|_{L_t^\infty L_x^p} \| \theta \|_{L_t^\infty W_x^{k\sigma, p}} \times \sup_{0 < t < T} \int_0^t \left\| (-\Delta)^{\frac{3}{2}} Y_{(\varepsilon, \varphi, \theta)} \right\|_{L_t^1} ds,
$$

and using the estimate (3.13) we finally have

$$
\left\| \int_0^t Y_{(\varepsilon, \varphi, \theta)} \ast \left[ (\varepsilon \ast \bar{A}_\theta) \cdot \nabla \theta \right] ds \right\|_{L_t^\infty W_x^{(k+1)\sigma, p}} \leq C_{e, \bar{A}, T} \| \theta \|_{L_t^\infty L_x^p} \| \theta \|_{L_t^\infty W_x^{k\sigma, p}} < +\infty.
$$

With all these estimates we have proven that for $e > 0$ fixed and in the time interval $[0, T]$, we have $\theta_e \in L^\infty([0, T], W^{(k+1)\sigma, p}(\mathbb{R}^n))$ for all $k \geq 1$ as long as $(k+1)\sigma \leq 3$ due to the information available over the initial data $\theta_0$. Note that since $0 < \sigma < 1$ is small, we can find a $k \geq 1$ such that $(k+1)\sigma < 3$ and such that $\sigma' = 3 - (k+1)\sigma$ is small enough, thus to reach the space $W^{3, p}$ we can repeat the same arguments above with $0 < \sigma' < 1$.

This result has some interesting consequences.

**Corollary 3.2** Let $\theta_0 \in W^{3, p}(\mathbb{R}^n)$ with $n \geq 5$ and assume that $\frac{2}{\sigma} < p < +\infty$. For a fixed $e > 0$, consider the solution $\theta_e$ of the problem (3.1) given by the formula (3.3), then

11
1) The solution \( \theta \) belongs to the space \( C([0,T], L^\infty(\mathbb{R}^n)) \), with \( T > 0 \) stated in the previous theorem.

2) The function \( \theta_\epsilon(t, \cdot) \) is of class \( C^1 \) in the time variable, in the interval \([0,T]\).

**Proof.** For the first point, we note that the continuity in the time variable is given by the Corollary 3.1 while the boundedness in the space variable follows from the conclusion of Theorem 3.3 and from the classical Sobolev embedding \( \dot{W}^{3,p}(\mathbb{R}^n) \subset L^\infty(\mathbb{R}^n) \) as long as we have the condition \( 3 > \frac{n}{p} \).

Once we have the information \( \theta \in C([0,T], L^\infty(\mathbb{R}^n)) \), the second point above follows from the integral representation formula of the solution \( \theta_\epsilon(t, \cdot) \) given in the expression (3.3) and from the properties of the kernels \( Z_t \) and \( Y_t \) given in Lemmas 3.1.

\[ \square \]

**Remark 3.3** In the following section, we will need to work only with the Lebesgue space \( L^2(\mathbb{R}^n) \) and the previous information will be given in the space \( \dot{W}^{3,2}(\mathbb{R}^n) = \dot{H}^3(\mathbb{R}^n) \), thus, if we want to use the Sobolev embedding \( \dot{H}^3(\mathbb{R}^n) \subset L^\infty(\mathbb{R}^n) \), then we need to fix the dimension \( n = 5 \).

4 Energy inequality and Global Weak Solutions

In the previous sections we have considered as main framework the space \( L^\infty_t L^p_x \) where \( 1 < p < +\infty \). Now we will restrict ourselves to the case \( p = 2 \) and \( n = 5 \) since in this very particular case we are able to prove the following energy inequality which will be crucial in our approach.

Before going into the details, we need to recall some facts about another type of fractional (in time) derivative and we introduce the Caputo derivative of a function \( f : [0, +\infty[ \longrightarrow \mathbb{R} \) by the expression

\[
C^\alpha_t f(t) = \frac{1}{\Gamma(1 - \alpha)} \int_0^t \frac{\partial}{\partial t} f(s) (t - s)^{-\alpha} ds,
\]

where \( 0 < \alpha < 1 \). Let us remark that, although similar in structure, the Caputo derivative and the regularized Riemann-Liouville derivative given in (2.1) do not coincide in general and have different properties. However, if the function \( f \) is regular enough (say of class \( C^1 \)) then, these two type of derivative coincide: see a proof of this fact in the book [13] (formula (2.4.8) page 91). Associated to this fractional derivative, we have the notion of fractional integral (for \( 0 < \alpha < 1 \)):

\[
I_\alpha(f)(t) = \frac{1}{\Gamma(\alpha)} \int_0^t \frac{f(s)}{(t - s)^{\alpha}} ds,
\]

a particular property of this fractional integral is the following

\[
I_\alpha(C^\alpha_t f)(t) = f(t) - f(0).
\]

For a proof of this fact see the point (v) of the Proposition 2.35 of [3] and for more details on the Caputo derivative see the books [13] or [16].

We have gathered enough material to state the main theorem of this section.

**Theorem 4.1** Assume that \( \theta_0 \in H^3(\mathbb{R}^5) \) and fix \( \epsilon > 0 \). For \( 0 < \alpha < 1 \) and \( 0 < \gamma < 2 \), the mild solution \( \theta_\epsilon \) of the equation (3.1) obtained in Theorem 3.1 satisfies the following energy inequality:

\[
\|\theta_\epsilon(t, \cdot)\|_{L^2}^2 + 2I_\alpha(\|\theta_\epsilon(s, \cdot)\|_{\dot{H}^\gamma}^2) \leq \|\theta_0\|_{L^2}^2.
\]

(4.4)
Proof. As we have that the function $\theta_\epsilon$ is of class $C^1$ in the time variable over the interval $[0, T]$, we have that the fractional derivative in times of order $0 < \alpha < 1$ of Riemann-Liouville type (given in (2.1)) and of Caputo type (defined in (4.1)) of the function $\theta_\epsilon$ coincide and we can write:

$$D^\alpha_t \theta_\epsilon(t, \cdot) = C D^\alpha_t \theta_\epsilon(t, \cdot), \quad \text{for } t \in [0, T]. \quad (4.5)$$

Thus, since we have this identity, using the equation (3.1), we can write over the time interval $[0, T]$:

$$C D^\alpha_t \theta_\epsilon(t, x) = D^\alpha_t \theta_\epsilon(t, x) = \epsilon \Delta \theta_\epsilon(t, x) - (-\Delta)\bar{\theta}_\epsilon(t, x) - ((\varphi_\epsilon * A_{\theta_\epsilon}) \cdot \nabla \theta_\epsilon)(t, x),$$

and we multiply this equation by $\theta_\epsilon$ in order to write

$$\theta_\epsilon C D^\alpha_t \theta_\epsilon = \epsilon \theta_\epsilon \Delta \theta_\epsilon - \theta_\epsilon (-\Delta)\bar{\theta}_\epsilon - \theta_\epsilon ((\varphi_\epsilon * A_{\theta_\epsilon}) \cdot \nabla \theta_\epsilon), \quad (4.6)$$

at this point, we use the following result:

**Lemma 4.1** Let $0 < \alpha < 1$ and for some fixed $T > 0$ consider a real-valued, absolutely continuous function $f : [0, T] \to \mathbb{R}$. Then we have the pointwise inequality

$$f(t) \times C D^\alpha_t (f(t)) \geq \frac{1}{2} C D^\alpha_t (f^2(t)).$$

See the article [1] for a proof of this fact. See also [4] for further references.

**Remark 4.1** In the context of fractional derivatives, the usual Leibniz rule is often very complicated to apply, see for example Section 2.7.2 of the book [16]. The previous estimate provides a very useful alternative to it but forces us to work in the setting of the $L^2$ spaces.

We apply now this estimate to the equation (4.6) and we integrate in the space variable to obtain

$$\frac{1}{2} \int_{\mathbb{R}^n} C D^\alpha_t (\theta^2_\epsilon)dx \leq \epsilon \int_{\mathbb{R}^n} \theta_\epsilon \Delta \theta_\epsilon dx - \frac{1}{2} \int_{\mathbb{R}^n} \theta_\epsilon (-\Delta)\bar{\theta}_\epsilon dx - \frac{1}{2} \int_{\mathbb{R}^n} \theta_\epsilon ((\varphi_\epsilon * A_{\theta_\epsilon}) \cdot \nabla \theta_\epsilon)dx. \quad (4.7)$$

Remark that, since $\theta_\epsilon \in L^\infty_t L^2_x \cap L^\infty_t \dot{H}^2_x$, each integral in the right-hand above is well defined. Note in particular that, by an integration by parts and using the divergence free property of the drift $A$ (since $\text{div}(\varphi_\epsilon * A_{\theta_\epsilon}) = \varphi_\epsilon * \text{div}(A_{\theta_\epsilon}) = 0$), we have the identity

$$\int_{\mathbb{R}^n} \theta_\epsilon ((\varphi_\epsilon * A_{\theta_\epsilon}) \cdot \nabla \theta_\epsilon)dx = - \int_{\mathbb{R}^n} \theta_\epsilon ((\varphi_\epsilon * A_{\theta_\epsilon}) \cdot \nabla \theta_\epsilon)dx,$$

which implies $\int_{\mathbb{R}^n} \theta_\epsilon ((\varphi_\epsilon * A_{\theta_\epsilon}) \cdot \nabla \theta_\epsilon)dx = 0$ and thus the estimate (4.7) can be rewritten as:

$$\frac{1}{2} C D^\alpha_t ||\theta_\epsilon(t, \cdot)||^2_{L^2} \leq -\epsilon ||\theta_\epsilon(t, \cdot)||^2_{H^1} - ||\theta_\epsilon(t, \cdot)||^2_{H^\frac{1}{2}},$$

from which, we deduce

$$C D^\alpha_t ||\theta_\epsilon(t, \cdot)||^2_{L^2} + 2 ||\theta_\epsilon(t, \cdot)||^2_{H^\frac{1}{2}} \leq 0.$$  

At this point, we apply the fractional integral $I_\alpha$ defined in (1.2) to the previous inequality to obtain

$$I_\alpha \left( C D^\alpha_t ||\theta_\epsilon(t, \cdot)||^2_{L^2} + 2 ||\theta_\epsilon(t, \cdot)||^2_{H^\frac{1}{2}} \right) \leq 0,$$

which is equivalent to

$$||\theta_\epsilon(t, \cdot)||^2_{L^2} - ||\theta_0||^2_{L^2} + 2 I_\alpha \left( ||\theta_\epsilon(t, \cdot)||^2_{H^\frac{1}{2}} \right) \leq 0,$$
and we finally obtain
\[ \left\| \theta_\epsilon(t, \cdot) \right\|_{L^2}^2 + 2T_\alpha \left( \left\| \theta_\epsilon(s, \cdot) \right\|_{H^\gamma}^2 \right) \leq \left\| \theta_0 \right\|_{L^2}^2, \]
which is the wished estimate (4.4).

This result has two interesting consequences.

**Corollary 4.1** Let \( \theta_0 \in H^3(\mathbb{R}^5) \) and consider the equation (3.1) where the fractional derivative in time is of order \( 0 < \alpha < 1 \) and the fractional derivative in space is of order \( 0 < \gamma < 2 \). Then the local solutions \( \theta_\epsilon \in L^\infty([0, T], L^2(\mathbb{R}^5)) \) obtained in Theorem 3.1 can be extended to global in time solutions such that \( \theta_\epsilon \in L^\infty([0, +\infty], L^2(\mathbb{R}^5)) \). Moreover, these solutions satisfy the energy inequality

\[ \left\| \theta_\epsilon(t, \cdot) \right\|_{L^2}^2 + 2 \frac{1}{\Gamma(\alpha)} \int_0^t \frac{\left\| \theta_\epsilon(s, \cdot) \right\|_{H^\gamma}^2}{(t-s)^\alpha} ds \leq \left\| \theta_0 \right\|_{L^2}^2. \]  

**Proof.** By the energy inequality (4.4), we have the uniform in time control \( \left\| \theta_\epsilon(t, \cdot) \right\|_{L^2}^2 \leq \left\| \theta_0 \right\|_{L^2}^2 \) and thus, by Corollary 3.1 we can extend the time existence of the solutions \( \theta_\epsilon \) to the space \( L^\infty([0, +\infty], L^2(\mathbb{R}^5)) \). Indeed, by Theorem 3.1 we can construct a solution in the interval \([0, T_1]\). Note that by the Corollary 3.2 the solution \( \theta_\epsilon \) is continuous in the time variable, thus by Theorem 3.3 we have that \( \theta_\epsilon(T_1, \cdot) \in H^3(\mathbb{R}^5) \) and this quantity can be taken as an initial data to repeat the previous results in order to obtain a solution \( \tilde{\theta}_\epsilon \) over the time interval \([T_1, T_2]\). Thus, in one hand we have over the time interval \([0, T_1]\) that the function \( \theta_\epsilon(t, x) \) admits the representation formula

\[ \theta_\epsilon(t, x) = Z_{(e^{\frac{t}{\epsilon}}, t)} \ast \theta_0(x) + \int_0^t Y_{(e^{\frac{s}{\epsilon}}, t-(s-t))} \ast (-\Delta) \frac{\gamma}{2} \theta_\epsilon(s, x) ds + \int_0^t \left( \frac{\gamma}{2} \theta_\epsilon(s, x) \right) ds, \]

and it is a solution of the problem

\[ \begin{cases} D_t^\alpha \theta_\epsilon(t, x) - \epsilon \Delta \theta_\epsilon(t, x) + (-\Delta) \frac{\gamma}{2} \theta_\epsilon(t, x) + \left( (\varphi_\epsilon \ast A(\theta_\epsilon)) \cdot \nabla \theta_\epsilon \right)(t, x) = 0, \\ \theta_\epsilon(0, x) = \theta_0(x). \end{cases} \]

In the other hand, over the time interval \([T_1, T_2]\), we have that the function \( \tilde{\theta}_\epsilon \) can be written by the expression

\[ \tilde{\theta}_\epsilon(t, x) = Z_{(e^{\frac{t}{\epsilon}}, (t-T_1))} \ast \theta(T_1, x) + \int_{T_1}^t Y_{(e^{\frac{s}{\epsilon}}, (t-(s-t)))} \ast \frac{(-\Delta) \frac{\gamma}{2} \tilde{\theta}_\epsilon(s, x)}{ds} ds + \int_{T_1}^t \left( \frac{\gamma}{2} \tilde{\theta}_\epsilon(s, x) \right) ds, \]

and this function satisfies over \( T_1 \leq t \leq T_2 \) the equation

\[ \begin{cases} D_{T_1}^\alpha \tilde{\theta}_\epsilon(t, x) - \epsilon \Delta \tilde{\theta}_\epsilon(t, x) + (-\Delta) \frac{\gamma}{2} \tilde{\theta}_\epsilon(t, x) + \left( (\varphi_\epsilon \ast A(\tilde{\theta}_\epsilon)) \cdot \nabla \tilde{\theta}_\epsilon \right)(t, x) = 0, \\ \tilde{\theta}_\epsilon(T_1, x) = \theta(T_1, x). \end{cases} \]

where

\[ D_{T_1}^\alpha \tilde{\theta}_\epsilon(t, x) := \frac{1}{\Gamma(1-\alpha)} \left( \frac{\partial}{\partial t} \int_{T_1}^t \frac{\tilde{\theta}_\epsilon(s, x)}{(t-s)^\alpha} ds - t^{-\alpha} \tilde{\theta}_\epsilon(T_1, x) \right), \]

considering that \( \tilde{\theta}_\epsilon(T_1, \cdot) = \theta(T_1, \cdot) \).

Now, due to the Corollary 3.2 these functions are regular enough and we have the equivalence

\[ D_{T_1}^\alpha \theta_\epsilon(t, x) = C D_{T_1}^\alpha \tilde{\theta}_\epsilon(t, x) := \frac{1}{\Gamma(1-\alpha)} \int_{T_1}^t \frac{\partial}{\partial s} \theta_\epsilon(s, x) ds, \quad \text{if} \quad 0 \leq t \leq T_1, \]
\[ \mathbb{D}^\alpha_{T_1,t} \bar{\theta}_e(t,x) = C\mathbb{D}^\alpha_{T_1,t} \bar{\theta}_e(t,x) := \frac{1}{\Gamma(1-\alpha)} \int_{T_1}^t \frac{\partial}{\partial s} \bar{\theta}_e(s,x) ds, \quad \text{if} \quad T_1 \leq t \leq T_2. \]

We can then define over the time interval \( 0 \leq t \leq T_2 \) the quantity
\[
F(t,x) = \begin{cases} 
C\mathbb{D}^\alpha_{T} \theta_e(t,x) & \text{if} \quad 0 \leq t \leq T_1, \\
C\mathbb{D}^\alpha_{T_1,t} \bar{\theta}_e(t,x) & \text{if} \quad T_1 < t \leq T_2.
\end{cases}
\]

Thus, if \( 0 \leq t \leq T_1 \), we have that
\[
F(t,x) = \epsilon \Delta \theta_e(t,x) - (-\Delta) \bar{\theta}_e(t,x) - ((\varphi_\epsilon * A_{[\theta_1]}) \cdot \nabla \theta_e)(t,x),
\]
and over \( T_1 < t \leq T_2 \), we obtain
\[
F(t,x) = \epsilon \Delta \bar{\theta}_e(t,x) - (-\Delta) \bar{\theta}_e(t,x) - ((\varphi_\epsilon * A_{[\theta_2]}) \cdot \nabla \bar{\theta}_e)(t,x). \quad (4.9)
\]

Noting again that the functions \( \theta_e(t,x) \) and \( \bar{\theta}_e(t,x) \) are \( C_t \hat{H}^2 \subset C_t L^\infty_x \) we have
\[
\lim_{t \to T_1^+} \theta_e(t,x) = \lim_{t \to T_1^-} \bar{\theta}_e(t,x) = \theta_e(T_1,x),
\]

we can define
\[
\theta_e(t,x) = \begin{cases} 
\theta_e(t,x) & \text{if} \quad 0 \leq t \leq T_1, \\
\bar{\theta}_e(t,x) & \text{if} \quad T_1 < t \leq T_2.
\end{cases}
\]

(4.10)

Since the support in time of the functions \( \theta_e(t,\cdot) \) and \( \bar{\theta}_e(t,\cdot) \) is disjoint, we have for all \( 0 \leq t \leq T_2 \):
\[
\Delta \theta_e(t,x) = \Delta \theta_e(t,x)1_{[0,T_1]}(t) + \Delta \bar{\theta}_e(t,x)1_{[T_1,T_2]}(t)
\]
\[
(-\Delta) \bar{\theta}_e(t,x) = (-\Delta) \bar{\theta}_e(t,x)1_{[0,T_1]}(t) + (-\Delta) \bar{\theta}_e(t,x)1_{[T_1,T_2]}(t),
\]
and using the linearity of the drift \( A \) we write
\[
(\varphi_\epsilon * A_{[\theta_1]}) \cdot \nabla \theta_e(t,x) = (((\varphi_\epsilon * A_{[\theta_1]}) \cdot \nabla \theta_e)(t,x) + ((\varphi_\epsilon * A_{[\theta_1]}) \cdot \nabla \bar{\theta}_e)(t,x) + ((\varphi_\epsilon * A_{[\theta_2]}) \cdot \nabla \theta_e)(t,x),
\]
as the support in time of the functions \( \theta_e \) and \( \bar{\theta}_e \) is disjoint, the terms \( (\varphi_\epsilon * A_{[\theta_1]}) \cdot \nabla \bar{\theta}_e(t,x) \) and \( (\varphi_\epsilon * A_{[\theta_2]}) \cdot \nabla \theta_e(t,x) \) are null and we have
\[
(\varphi_\epsilon * A_{[\theta_1]}) \cdot \nabla \theta_e(t,x) = (\varphi_\epsilon * A_{[\theta_1]}) \cdot \nabla \theta_e(t,x) + (\varphi_\epsilon * A_{[\theta_2]}) \cdot \nabla \bar{\theta}_e(t,x),
\]
and we obtain that the function \( \theta_e \) given in (10.11) satisfies over the interval \( 0 \leq t \leq T_2 \) the equation:
\[
F(t,x) = \epsilon \Delta \theta_e(t,x) - (-\Delta) \bar{\theta}_e(t,x) - ((\varphi_\epsilon * A_{[\theta_1]}) \cdot \nabla \theta_e)(t,x). \quad (4.11)
\]

In other words, in the right-hand side above it is easy to glue together the solutions obtained in the intervals \([0,T_1]\) and \([T_1,T_2]\) as we have, for all \( \psi \in C_0^\infty(\mathbb{R}^5) \):
\[
\lim_{t \to T_1^+} \langle \Delta \theta_e(t,\cdot), \psi \rangle = \lim_{t \to T_1^-} \langle \Delta \theta_e(t,\cdot), \psi \rangle = \langle \Delta \theta_e(T_1,\cdot), \psi \rangle
\]
\[
\lim_{t \to T_1^+} \langle (-\Delta) \bar{\theta}_e(t,\cdot), \psi \rangle = \lim_{t \to T_1^-} \langle (-\Delta) \bar{\theta}_e(t,\cdot), \psi \rangle = \langle (-\Delta) \bar{\theta}_e(T_1,\cdot), \psi \rangle
\]
\[
\lim_{t \to T_1^+} \langle (\varphi_\epsilon * A_{[\theta_1]}) \cdot \nabla \theta_e(t,\cdot), \psi \rangle = \lim_{t \to T_1^-} \langle (\varphi_\epsilon * A_{[\theta_1]}) \cdot \nabla \theta_e(t,\cdot), \psi \rangle = \langle (\varphi_\epsilon * A_{[\theta_1]}) \cdot \nabla \theta_e(T_1,\cdot), \psi \rangle.
\]
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It remains to show that the function $F(t, x)$ is a fractional derivative over the interval $[0, T_2]$, but since the functions $\theta_\epsilon(s, \cdot)$ and $\widetilde{\theta}_\epsilon(s, \cdot)$ are $C^1$ in the time variable, the functions $\frac{\partial}{\partial t} \theta_\epsilon(s, x)$ and $\frac{\partial}{\partial t} \widetilde{\theta}_\epsilon(s, x)$ are continuous and bounded, thus we have:

$$\frac{\partial}{\partial t} \theta_\epsilon(s, x) = \begin{cases} \frac{\partial}{\partial t} \theta_\epsilon(s, x) & \text{si } 0 \leq t \leq T_1, \\ \frac{\partial}{\partial t} \widetilde{\theta}_\epsilon(s, x) & \text{si } T_1 < t \leq T_2, \end{cases}$$

and we can reconstruct the Caputo-type derivative of $\theta_\epsilon$ to obtain over the interval $0 \leq t \leq T_1$:

$$\frac{1}{\Gamma(1-\alpha)} \left( \int_0^t \frac{\partial}{\partial t} \theta_\epsilon(s, x) (t-s)^{\alpha-1} ds \right) = \frac{1}{\Gamma(1-\alpha)} \left( \int_0^T \frac{\partial}{\partial t} \theta_\epsilon(s, x) (t-s)^{\alpha-1} ds \right),$$

and for all $T_1 < t \leq T_2$, using the linearity of the integral

$$\frac{1}{\Gamma(1-\alpha)} \left( \int_0^t \frac{\partial}{\partial t} \theta_\epsilon(s, x) (t-s)^{\alpha-1} ds \right) = \frac{1}{\Gamma(1-\alpha)} \left( \int_0^{T_1} \frac{\partial}{\partial t} \theta_\epsilon(s, x) (t-s)^{\alpha-1} ds + \int_t^{T_1} \frac{\partial}{\partial t} \theta_\epsilon(s, x) (t-s)^{\alpha-1} ds \right),$$

but since over $[0, T_1]$ we have $\theta_\epsilon(s, \cdot) = \theta_\epsilon(s, \cdot)$ and over $[T_1, T_2]$ we have $\widetilde{\theta}_\epsilon(s, \cdot) = \theta_\epsilon(s, \cdot)$, we can write

$$\frac{1}{\Gamma(1-\alpha)} \left( \int_0^t \frac{\partial}{\partial t} \theta_\epsilon(s, x) (t-s)^{\alpha-1} ds \right) = \frac{1}{\Gamma(1-\alpha)} \left( \int_0^{T_1} \frac{\partial}{\partial t} \theta_\epsilon(s, x) (t-s)^{\alpha-1} ds + \int_t^{T_1} \frac{\partial}{\partial t} \widetilde{\theta}_\epsilon(s, x) (t-s)^{\alpha-1} ds \right), \quad (4.12)$$

and we obtain that equation $(4.11)$ is in fact the system

$$C^\alpha D_t^\alpha \triangledown_\epsilon(t, x) = \epsilon \Delta \triangledown_\epsilon(t, x) - (-\Delta) \overrightarrow{\triangledown}_\epsilon(t, x) - ((\varphi_\epsilon * \mathcal{A}_{\epsilon}|_{\partial \Omega}) \cdot \overrightarrow{\triangledown}) \triangledown_\epsilon(t, x), \quad (4.13)$$

over the interval $[0, T_2]$. Now, since $C^\alpha D_t^\alpha \triangledown_\epsilon(t, x)$ is a regular enough (in the time variable) function, we can replace the Caputo-type derivative to recover the initial system over $[0, T_2]$:

$$D_t^\alpha \triangledown_\epsilon(t, x) = \epsilon \Delta \triangledown_\epsilon(t, x) - (-\Delta) \overrightarrow{\triangledown}_\epsilon(t, x) - ((\varphi_\epsilon * \mathcal{A}_{\epsilon}|_{\partial \Omega}) \cdot \overrightarrow{\triangledown}) \triangledown_\epsilon(t, x).$$

Since the gain in the time variable $T_2 - T_1$ can be made constant by the inequality $(4.8)$, we can repeat the arguments above to obtain global solutions and using the notation $(4.22)$, we have for all $t > 0$ the wished estimate.

**Corollary 4.2** Under the hypotheses of Corollary $(4.1)$ we can take the limit $\epsilon \to 0$ in the equation $(3.1)$ and we obtain global weak solutions $\theta \in L^\infty([0, +\infty[, L^2(\mathbb{R}^5))$.  

**Proof.** By the Theorem $(3.1)$ and the Corollary $(4.1)$ for any fixed parameter $\epsilon > 0$ we have obtained a function $\theta_\epsilon \in L^\infty_t L^2_x$ which is a global solution of the perturbed system

$$D_t^\alpha \triangledown_\epsilon(t, x) - \epsilon \Delta \triangledown_\epsilon(t, x) + (-\Delta) \overrightarrow{\triangledown}_\epsilon(t, x) + ((\varphi_\epsilon * \mathcal{A}_{\epsilon}|_{\partial \Omega}) \cdot \overrightarrow{\triangledown}) \triangledown_\epsilon(t, x) = 0. \quad (4.14)$$

Due to the energy inequality $(4.14)$, we know that for all $\epsilon > 0$ the function $\theta_\epsilon$ remains bounded in the space $L^\infty_t L^2_x$ (as we have an uniform estimate in $\epsilon$). Thus, by the Banach-Alaoglu theorem, we have that $\theta_\epsilon$ converges weakly-* to a function $\theta$ in the space $L^\infty_t L^2_x \subset L^\infty_t H^{-2}_x$ as well as the term $(-\Delta) \overrightarrow{\triangledown}_\epsilon$ converges in the space $L^\infty_t H^{-2}_x \subset L^\infty_t H^{-2}_x$.

Consider now two smooth functions such that $\varphi \in C^\infty_0([0, +\infty[)$ with $supp(\varphi) \subset [a, b]$ and $\psi \in C^\infty_0(\mathbb{R}^5)$. We can thus write, for any $b < t < +\infty$

$$\int_0^b \|\varphi(s)\psi(\cdot) \theta_\epsilon(s, \cdot)\|_{H^2_x}^2 ds \leq \int_0^b \|\varphi(s)\| \|\psi(\cdot) \theta_\epsilon(s, \cdot)\|_{L^2}^2 ds = \int_0^b \|\varphi(s)\| \|\psi(\cdot) \theta_\epsilon(s, \cdot)\|_{H^2_x}^2 ds \leq (t-a)^\alpha \|\varphi\|_{L^\infty} \int_0^b \|\psi(\cdot) \theta_\epsilon(s, \cdot)\|_{L^2}^2 ds.$$
By Lemma 5.1 we have the inequality
\[ \| \psi(\cdot) \theta_t(s, \cdot) \|_{H^\frac{2}{\alpha}} \leq C (\| \theta_t(s, \cdot) \|_{H^\frac{2}{\alpha}} \| \psi \|_{L^\infty} + \| \theta_t(s, \cdot) \|_{L^2} \| (\Delta)^{\frac{\alpha}{2}} \psi \|_{L^\infty}), \]
from which we deduce the estimate
\[ \int_0^t \frac{\| \psi(\cdot) \theta_t(s, \cdot) \|_{H^\frac{2}{\alpha}}^2}{(t-s)^\alpha} ds \leq C \| \psi \|_{L^\infty}^2 \int_0^t \frac{\| \theta_t(s, \cdot) \|_{H^\frac{2}{\alpha}}^2}{(t-s)^\alpha} ds + C \| (\Delta)^{\frac{\alpha}{2}} \psi \|_{L^\infty} \int_0^t \frac{\| \theta_t(s, \cdot) \|_{L^2}^2}{(t-s)^\alpha} ds, \]
thus, using the energy inequality (4.8), we have (since 0 < \alpha < 1)
\[ \int_0^t \frac{\| \psi(\cdot) \theta_t(s, \cdot) \|_{H^\frac{2}{\alpha}}^2}{(t-s)^\alpha} ds \leq C \| \theta_0 \|_{L^2}^2 + C \| \theta \|_{L^\infty} \int_0^t \frac{1}{(t-s)^\alpha} ds \leq C \| \theta_0 \|_{L^2}^2 + C \| \theta \|_{L^\infty} \int_0^t \frac{1}{(t-s)^\alpha} ds. \]
We have obtained, for all \( \varepsilon > 0 \), a uniform (local in time) control in the space \( L^2_t \tilde{H}^\frac{2}{\alpha}_{\varepsilon} \) which, due to the Rellich-Kondrashov theorem will provide us a strong, local, convergence of the functions \( \theta_t \) in Lebesgue spaces. Moreover, since by the assumption (1.2), the operator \( \mathcal{A} \) is bounded in Lebesgue spaces we deduce a strong, local, convergence of the term \( \varphi_x \ast \mathcal{A} \theta_t \) to \( \mathcal{A} \theta_t \). With this remark we obtain that the non-linear drift \( (\varphi_x \ast \mathcal{A} \theta_t) \cdot \nabla \theta_t \) converges weakly to \( \mathcal{A} \theta_t \) \( L^\infty_{x,t} \) (in \( \mathcal{S}' \)). Since all the terms of the right-hand side of (1.11) are weakly bounded we have the weak convergence of \( \nabla \theta_t \) to \( \nabla \theta \). We thus have a global weak solution \( \theta \) of the original system (1.1) that belongs to the functional space \( L^\infty_{t,x} \).

5 Existence for mild solutions in the space \( L^\infty_t L^q_x \)
In Theorem 1.2 we considered a weak solution \( \theta \) of the equation (1.1) with the condition \( L^\infty_t L^q_x \). This particular condition is related to the fact that in this functional setting we can consider a integral representation formula for \( \theta \). Thus, following [14], we can consider the integral formula below
\[ \theta(t, x) = \tilde{Z}_t \ast \theta_0(x) + \int_0^t \tilde{Y}_{t-s} \ast [\mathcal{A} \theta(s, \cdot) \cdot \nabla \theta](s, x) ds, \]
where the kernels \( \tilde{Z}_t \) and \( \tilde{Y}_t \) satisfy the properties:

**Lemma 5.1 (Estimates for the kernel \( \tilde{Z}_t \))** Consider \( \mathbb{R}^5 \) and 0 < \alpha < 1, 0 < \gamma < 2.

1) If 1 \leq \rho < \frac{5}{5-\gamma}, then we have
\[ \| \tilde{Z}_t \|_{L^\rho} \leq C t^{-\frac{\alpha}{\gamma}(1-\frac{1}{\rho})}. \]
2) If 1 \leq \rho < \frac{5}{5-\gamma}, we have
\[ \| \nabla \tilde{Z}_t \|_{L^\rho} \leq C t^{-\frac{\alpha}{\gamma}(1-\frac{1}{\rho})}. \]

See Lemma 5.1 of [14] for a proof of the first point and Lemma 5.22 of [14] for a proof of the second one.

**Lemma 5.2 (Estimates for the kernel \( \tilde{Y}_t \))** Consider \( \mathbb{R}^5 \).
1) If \( \tau^{-\alpha}|x|^\gamma \leq 1 \), then we have \( |\nabla \tilde{Y}_\tau(x)| \leq C \tau^{-\alpha-1}|x|^{-6+2\gamma} \).

2) If \( \tau^{-\alpha}|x|^\gamma > 1 \), then we have \( |\nabla \tilde{Y}_\tau(x)| \leq C \tau^{2\alpha-1}|x|^{-6-\gamma} \).

For a proof of this lemma see [13] Lemma 3.7.

From these results, we have the following proposition.

**Proposition 5.1** Consider \( \mathbb{R}^5 \) and \( 0 < \alpha < 1, 0 < \gamma < 2 \).

1) If \( 1 < \rho < \frac{5}{3-\gamma} \), we have

\[
\|(-\Delta)^{\frac{\alpha}{2}} \tilde{Z}_\tau\|_{L^\rho} \leq C t^{-\frac{2\alpha}{5 \rho} - \frac{2\alpha}{3} (1 - \frac{2}{\gamma})}. \tag{5.2}
\]

2) If \( \frac{1}{2} < \gamma < 2 \) and if \( 1 \leq \rho < \frac{5}{6-2\gamma} \), we have

\[
\|\tilde{\nabla} \tilde{Y}_\tau\|_{L^\rho} \leq C \left( \tau^{-\frac{2\alpha}{5 \rho} - [\alpha+1 + \frac{\gamma}{2} (6-2\gamma)]} + \tau^{-\frac{2\alpha}{5 \rho} + 2\alpha - 1 - \frac{\gamma}{2} (6+\gamma)} \right). \tag{5.3}
\]

See the Appendix for a proof of these facts.

Indeed, we have the following result which is rather standard when dealing with nonlinear PDEs:

**Theorem 5.1 (Mild Solutions)** Let \( 0 < \alpha < 1 \) and \( 1 < \gamma < 2 \) be two real parameters. Assume that \( \theta_0 \in L^q(\mathbb{R}^5) \) with \( q > \frac{5}{3-\gamma} \), then there exists a time \( T_0 > 0 \) such that the equation (5.1) admits a unique mild solution \( \theta \in L^\infty([0, T_0], L^q(\mathbb{R}^5)) \).

**Proof.** By the integral formula (5.1) and the above results at hand, we can construct mild solutions for the problem (5.1) as it is not hard to perform a fixed point argument in the space \( L^\infty L^q \). Indeed, if \( \theta_0 \in L^q(\mathbb{R}^5) \) we have in one hand

\[
\|\tilde{Z}_\tau \ast \theta_0\|_{L^q} \leq \|\tilde{Z}_\tau\|_{L^1} \|	heta_0\|_{L^q},
\]

and by the first point of the Lemma 5.1 we easily obtain the uniform in time estimate:

\[
\|\tilde{Z}_\tau \ast \theta_0\|_{L^\infty L^q} \leq C_0 \|	heta_0\|_{L^q}. \tag{5.4}
\]

On the other hand, for the nonlinear term we have

\[
\left\| \int_0^t \tilde{Y}_{t-s} \ast [\nabla \theta] (s, \cdot) ds \right\|_{L^q} \leq \int_0^t \|\tilde{Y}_{t-s} \ast [\nabla \theta] (s, \cdot)\|_{L^q} ds \leq \int_0^t \|\tilde{\nabla} \tilde{Y}_{t-s}\|_{L^\frac{q}{\sigma}} \left\| [\nabla \theta] (s, \cdot) \right\|_{L^\frac{q}{1-\sigma}} ds,
\]

where we applied the Young inequalities in the convolution above with \( 1 + \frac{1}{q} = \frac{3-\gamma}{4} + \frac{2}{q} \). Now, by the Hölder inequalities we obtain

\[
\left\| \int_0^t \tilde{Y}_{t-s} \ast [\nabla \theta] (s, \cdot) ds \right\| \leq \int_0^t \|\tilde{Y}_{t-s}\|_{L^\frac{q}{\gamma}} \left\| [\nabla \theta] (s, \cdot) \right\|_{L^\frac{q}{\gamma}} ds,
\]

and by the general hypothesis over the drift stated in (1.2), we have \( \|\mathcal{A}_0(t, \cdot)\|_{L^q} \leq C_\alpha \|\theta(t, \cdot)\|_{L^q} \), and we can write

\[
\left\| \int_0^t \tilde{Y}_{t-s} \ast [\nabla \theta] (s, \cdot) ds \right\| \leq C_\alpha \int_0^t \|\tilde{\nabla} \tilde{Y}_{t-s}\|_{L^\frac{q}{\gamma}} \left\| \theta(s, \cdot) \right\|_{L^q} ds \leq C_\alpha \|\theta\|_{L^\infty L^q} \|\theta\|_{L^\infty L^q} \int_0^t \|\tilde{\nabla} \tilde{Y}_{t-s}\|_{L^\frac{q}{\gamma}} ds.
\]
At this point, we use the estimate (5.3) and if \( p > \frac{5}{7-1} \) then the previous integral is bounded and we obtain

\[
\left\| \int_0^t \tilde{Y}_{t-s}^\gamma * \left[ A_{[\theta]} \cdot \vec{\nabla} \theta \right](s,\cdot) \, ds \right\|_{L^q} \leq C_A \|\theta\|_{L^\infty_t L^2_s} \|\theta\|_{L^\infty_t L^2_s} t^\sigma,
\]

for some \( \sigma = \sigma(\alpha, \gamma) > 0 \). Thus, for any \( T_0 > 0 \) and \( 0 < t < T_0 \), we have

\[
\sup_{0 < t < T_0} \left\| \int_0^t \tilde{Y}_{t-s}^\gamma * \left[ A_{[\theta]} \cdot \vec{\nabla} \theta \right](s,\cdot) \, ds \right\|_{L^q} \leq C_A T_0^\sigma \|\theta\|_{L^\infty_t L^2_s} \|\theta\|_{L^\infty_t L^2_s}.
\]  

(5.5)

With estimates (5.4) and (5.5) at our disposal, following the Theorem 5.1 of [15] or Theorem 4.1.1 of [5], taking \( T_0 \) small enough such that we have the relationship

\[
\|\theta_0\|_{L^q} \leq \frac{1}{4C_0 C_T T_0^\sigma},
\]  

(5.6)

then, we obtain a unique mild solution \( \theta \) that belongs to the space \( L^\infty([0,T_0], L^q(\mathbb{R}^5)) \) and we have proven the Theorem 5.1.

\[\blacksquare\]

**Remark 5.1** We have obtained so far two type of solutions for the equation (1.7): weak and mild ones. However, a comparison of this two type of solutions in the spirit of a weak-strong criterion seems quite hard to establish (in the case of the Navier-Stokes equations see for example the Section 12.3 of the book [15]). Indeed, as we are working with fractional derivatives in the time variable, this will make the computations much more complicated. As we are only interested in this article in regularity issues, we will assume that the weak solution obtained in Theorem 1.2 belongs to the space \( L^\infty_t L^2_s \) so, we can consider the integral representation formula (5.7).

**Remark 5.2** Note that due to the energy inequality, the weak solution \( \theta \) satisfies \( \theta(t,\cdot) \in \dot{H}^\gamma \mathbb{R}^5 \) and we can expect to obtain via the usual Sobolev embeddings some integrability information over \( \theta(t,\cdot) \) in terms of Lebesgue spaces, namely we have \( \theta(t,\cdot) \in L^{10/\gamma}(\mathbb{R}^5) \) but since \( \frac{10}{\gamma} < \frac{5}{7-1} \) (as \( \gamma < 2 \)), this information seems not enough to consider an integral representation formula.

### 6 Regularity of weak solutions

We study now Theorem 1.2. Recall that the equation considered is

\[
\Box^\alpha \theta(t,x) + (-\Delta)^{\frac{\alpha}{2}} \theta(t,x) + (A_{[\theta]} \cdot \vec{\nabla} \theta)(t,x) = 0, \quad \text{div}(A_{[\theta]}) = 0,
\]  

(6.1)

where \( \frac{1}{2} < \alpha < 1 \) and \( 1 < \frac{2\alpha}{3-\alpha} < \gamma < 2 \). We aim here to use the information available in the space \( \dot{H}^\gamma \mathbb{R}^5 \) (given by the energy inequality (1.15) above) in order to deduce some regularity information for the weak solutions. Since, we are assuming that \( \theta \in L^\infty_t L^2_s \cap L^\infty_t L^q_s \) with \( q > \frac{5}{7-1} \), we can consider the integral formula below

\[
\theta(t,x) = Z_t^\gamma * \theta_0(x) + \int_0^t Y_{t-s}^\gamma * \left[ A_{[\theta]} \cdot \vec{\nabla} \theta \right](s,x) \, ds,
\]  

(6.2)

Now, using all the information available, we will prove that \( \theta \) belong to a suitable Sobolev space. For this, using the integral formula (6.2), we start writing:

\[
\|\theta(t,\cdot)\|_{W^{s,p}} \leq \|Z_t^\gamma * \theta_0\|_{W^{s,p}} + \int_0^t \left\| Y_{t-s}^\gamma * \left[ A_{[\theta]} \cdot \vec{\nabla} \theta \right](s,\cdot) \right\|_{W^{s,p}} \, ds
\]

\[
\leq \|(-\Delta)^{\frac{\alpha}{2}} Z_t^\gamma * \theta_0\|_{L^p} + \int_0^t \|(-\Delta)^{\frac{\alpha}{2}} Y_{t-s}^\gamma * \left[ A_{[\theta]} \cdot \vec{\nabla} \theta \right](s,\cdot)\|_{L^p} \, ds,
\]
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and by the divergence free condition we obtain
\[
\|\theta(t,\cdot)\|_{W^{2,p}} \leq \|(-\Delta)^{\frac{\gamma}{2}} \hat{Z}_t \|_{L^p} \|\theta_0\|_{L^1} + \int_0^t \|\nabla \hat{Y}^{\gamma}_{t-s} \ast (-\Delta)^{\frac{\gamma}{2}} [A_0]_t \|_{L^p} \|\theta(s,\cdot)\|_{L^1} \|\theta(s,\cdot)\|_{L^p} ds \\
\leq \|(-\Delta)^{\frac{\gamma}{2}} \hat{Z}_t \|_{L^p} \|\theta_0\|_{L^1} + \int_0^t \|\nabla \hat{Y}^{\gamma}_{t-s} \|_{L^1} \|(-\Delta)^{\frac{\gamma}{2}} [A_0]_t \|_{L^p} \|\theta(s,\cdot)\|_{L^1} \|\theta(s,\cdot)\|_{L^p} ds,
\]
where we used the Young inequality in the convolutions. Now, since we have \(p > \frac{10}{10-(\gamma-\sigma)} > 1\), we can apply the Lemma 2.2 (as well as the estimate 5.2 of Proposition 5.1) note that \(p < \frac{5}{5-(\gamma-\sigma)}\) to get
\[
\|\theta(t,\cdot)\|_{W^{2,p}} \leq Ct^{-\frac{\alpha_x}{2} - \frac{\alpha_y}{4} \left(1 - \frac{1}{p}\right)} \|\theta_0\|_{L^1} \\
+ C \int_0^t \|\nabla \hat{Y}^{\gamma}_{t-s} \|_{L^1} \left(\|(-\Delta)^{\frac{\gamma}{2}} [A_0](s,\cdot)\|_{L^p} \|\theta(s,\cdot)\|_{L^2} + \|A_0(s,\cdot)\|_{L^2} \|(-\Delta)^{\frac{\gamma}{2}} \theta(s,\cdot)\|_{L^p}\right) ds,
\]
where \(\frac{1}{p} = \frac{1}{r} + \frac{1}{2}\) with \(r = \frac{10}{5-(\gamma-\sigma)}\). We use now the Sobolev inequalities \(H^{\frac{\gamma}{2}}(\mathbb{R}^5) \subset W^{2,r}(\mathbb{R}^5)\) to obtain the estimates
\[
\|(-\Delta)^{\frac{\gamma}{2}} [A_0](s,\cdot)\|_{L^p} \leq C\|(-\Delta)^{\frac{\gamma}{2}} [A_0](s,\cdot)\|_{L^2} \quad \text{and} \quad \|(-\Delta)^{\frac{\gamma}{2}} \theta(s,\cdot)\|_{L^p} \leq C\|(-\Delta)^{\frac{\gamma}{2}} \theta(s,\cdot)\|_{L^2},
\]
and we can write
\[
\|\theta(t,\cdot)\|_{W^{2,p}} \leq Ct^{-\frac{\alpha_x}{2} - \frac{\alpha_y}{4} \left(1 - \frac{1}{p}\right)} \|\theta_0\|_{L^1} \\
+ C \int_0^t \|\nabla \hat{Y}^{\gamma}_{t-s} \|_{L^1} \left(\|\theta(s,\cdot)\|_{H^{\frac{\gamma}{2}}} \|\theta(s,\cdot)\|_{H^{\frac{\gamma}{2}}} + \|\theta(s,\cdot)\|_{L^2} \|\theta(s,\cdot)\|_{H^{\frac{\gamma}{2}}}\right) ds.
\]
At this point we remark, by the properties of the drift \(A\) given in (1.3)-(1.2), that we have the estimate
\[
\|(-\Delta)^{\frac{\gamma}{2}} [A_0](s,\cdot)\|_{L^2} = \|A((-\Delta)^{\frac{\gamma}{2}} \theta)(s,\cdot)\|_{L^2} \leq C_A\|(-\Delta)^{\frac{\gamma}{2}} \theta(s,\cdot)\|_{L^2} = C_A\|\theta(s,\cdot)\|_{H^{\frac{\gamma}{2}}},
\]
as well as the control
\[
\|A_0(s,\cdot)\|_{L^2} \leq C_A\|\theta(s,\cdot)\|_{L^2},
\]
and thus it yields
\[
\|\theta(t,\cdot)\|_{W^{2,p}} \leq Ct^{-\frac{\alpha_x}{2} - \frac{\alpha_y}{4} \left(1 - \frac{1}{p}\right)} \|\theta_0\|_{L^1} \\
+ C_A \int_0^t \|\nabla \hat{Y}^{\gamma}_{t-s} \|_{L^1} \left(\|\theta(s,\cdot)\|_{H^{\frac{\gamma}{2}}} \|\theta(s,\cdot)\|_{H^{\frac{\gamma}{2}}} + \|\theta(s,\cdot)\|_{L^2} \|\theta(s,\cdot)\|_{H^{\frac{\gamma}{2}}}\right) ds.
\]
But since, we have that \(\theta \in L^\infty_t L^2_x\), we can write
\[
\|\theta(t,\cdot)\|_{W^{2,p}} \leq Ct^{-\frac{\alpha_x}{2} - \frac{\alpha_y}{4} \left(1 - \frac{1}{p}\right)} \|\theta_0\|_{L^1} + C\|\theta\|_{L^\infty_t L^2_x} \int_0^t \|\nabla \hat{Y}^{\gamma}_{t-s} \|_{L^2} \|\theta(s,\cdot)\|_{H^{\frac{\gamma}{2}}} ds,
\]
now, we apply the Cauchy-Schwarz inequality in the time integral above to obtain
\[
\|\theta(t,\cdot)\|_{W^{2,p}} \leq Ct^{-\frac{\alpha_x}{2} - \frac{\alpha_y}{4} \left(1 - \frac{1}{p}\right)} \|\theta_0\|_{L^1} \\
+ C\|\theta\|_{L^\infty_t L^2_x} \left(\int_0^t (t-s) \|\nabla \hat{Y}^{\gamma}_{t-s} \|_{L^1}^2 ds\right)^{\frac{1}{2}} \left(\int_0^t \frac{\|\theta(s,\cdot)\|_{H^{\frac{\gamma}{2}}}^2}{(t-s)^{\alpha}} ds\right)^{\frac{1}{2}}.
\]
Recall that, by the energy inequality (4.15), we have the controls
\[
\left(\int_0^t \frac{\|\theta(s,\cdot)\|_{H^{\frac{\gamma}{2}}}^2}{(t-s)^{\alpha}} ds\right)^{\frac{1}{2}} \leq C\|\theta_0\|_{L^2} \quad \text{and} \quad \|\theta\|_{L^\infty_t L^2_x} \leq \|\theta_0\|_{L^2},
\]
thus we get
\[
\|\theta(t,\cdot)\|_{W^{2,p}} \leq Ct^{-\frac{\alpha_x}{2} - \frac{\alpha_y}{4} \left(1 - \frac{1}{p}\right)} \|\theta_0\|_{L^1} + C\|\theta_0\|_{L^2}^2 \left(\int_0^t (t-s)^{\alpha} \|\nabla \hat{Y}^{\gamma}_{t-s} \|_{L^1}^2 ds\right)^{\frac{1}{2}}. \quad (6.3)
\]
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It remains to study the integral above and by the inequality (6.3), we have

\[
\left(\int_0^t (t-s)^\alpha \|\nabla \hat{Y}_{t-s}\|_{L^1}^2 \right)^{1/2} \leq C \left(\int_0^t (t-s)^\alpha \left((t-s)^{\frac{3\alpha}{2} - [\alpha + 1 + \frac{n}{2}(6-2\gamma)]} + (t-s)^{\frac{2\alpha}{3} + 2\alpha - 1 - \frac{n}{3\gamma}(6+\gamma)}\right)^2 ds\right)^{1/2} \\
\leq C \left(\int_0^t (t-s)^\alpha (t-s)^{\frac{2\alpha}{3} - [\alpha + 1 + \frac{n}{2}(6-2\gamma)]} ds\right)^{1/2} + C \left(\int_0^t (t-s)^\alpha (t-s)^{\frac{2\alpha}{3} + 2\alpha - 1 - \frac{n}{3\gamma}(6+\gamma)} ds\right)^{1/2},
\]

and we obtain

\[
\left(\int_0^t (t-s)^\alpha \|\nabla \hat{Y}_{t-s}\|_{L^1}^2 \right)^{1/2} \leq C \left(\int_0^t s^{\alpha + 2\left(\frac{3\alpha}{2} - [\alpha + 1 + \frac{n}{2}(6-2\gamma)]\right)} ds\right)^{1/2} + C \left(\int_0^t s^{\alpha + 2\left(\frac{2\alpha}{3} + 2\alpha - 1 - \frac{n}{3\gamma}(6+\gamma)\right)} ds\right)^{1/2}.
\]

The first integral above is bounded if \(\alpha + 2\left(\frac{3\alpha}{2} - [\alpha + 1 + \frac{n}{2}(6-2\gamma)]\right) + 1 > 0\) which is equivalent to the condition \(1 < \frac{10\alpha}{12\alpha + 7 - 3\alpha\gamma}\). Remark that, since \(\frac{2}{3} < \alpha < 1\) and \(\frac{3\alpha}{2\alpha - 1} < \gamma < 2\) then we do have \(1 < \frac{10\alpha}{12\alpha + 7 - 3\alpha\gamma}\).

Now, the second integral above is bounded if \(\alpha + 2\left(\frac{2\alpha}{3} + 2\alpha - 1 - \frac{n}{3\gamma}(6+\gamma)\right) + 1 > 0\) which is equivalent to the same condition \(1 < \frac{10\alpha}{12\alpha + 7 - 3\alpha\gamma}\). Thus, in both cases we obtain the inequality

\[
\left(\int_0^t (t-s)^\alpha \|\nabla \hat{Y}_{t-s}\|_{L^1}^2 ds\right)^{1/2} \leq C t^{\frac{3\alpha - 1}{2} + \frac{12\alpha}{3\gamma} + \frac{10\alpha}{\alpha - 1}},
\]

and, getting back to (6.3) we obtain

\[
\|\theta(t,\cdot)\|_{W^{\frac{2}{3},\infty}} \leq C t^{-\frac{3\alpha - 1}{2\gamma} - \frac{10\alpha}{12\alpha + 7 - 3\alpha\gamma}} \left\Vert \partial_t^{\alpha/2} \theta_0 \right\Vert_{L^1} + C \left\Vert \theta_0 \right\Vert_{L^2} t^{\frac{3\alpha - 1}{2} + \frac{12\alpha}{3\gamma} + \frac{10\alpha}{\alpha - 1}},
\]

Taking \(0 < T_r < t < T_0\) and since \(\theta_0 \in H^3(\mathbb{R}^5) \cap L^4(\mathbb{R}^5)\), we finally obtain over this time interval that \(\|\theta\|_{L^\infty_t W^{\frac{2}{3},\infty}_x} < +\infty\) and Theorem 1.2 is proven.

**Appendix**

**Proof of Proposition 3.1**

1) Since \(n \geq 5\), from the estimates of the Lemma 3.1 we have the following pointwise controls:

\[
\begin{align*}
|Z_r(x)| &\leq C \tau^{-\alpha} |x|^{-n+2} \quad \text{if} \quad \tau^{-\alpha} |x|^2 \leq 1 \\
|Z_r(x)| &\leq C \tau^{\alpha} |x|^{-n-2} \quad \text{if} \quad \tau^{-\alpha} |x|^2 > 1,
\end{align*}
\]

(see also Lemma 3.3 of [14]). Thus, a straightforward computations gives \(\|Z_r\|_{L^p} \leq C \tau^{-\frac{3\alpha}{2}(1 - \frac{1}{p})}\), if \(1 \leq p < \frac{n}{n-2}\).

2) Following the Lemma 3.1 we have by a direct computation \(\|\nabla Z_r\|_{L^p} \leq C \tau^{-\frac{3\gamma}{4} - \frac{3\alpha}{3\gamma}(1 - \frac{1}{p})}\) for \(1 \leq p < \frac{n}{n-1}\). Now, we use the Riemann-Liouville characterization of the positive powers of the Laplacian which is given by the formula

\[
(-\Delta)^{\frac{\gamma}{2}} f = \frac{1}{\Gamma(1-\sigma/2)} \int_0^{+\infty} t^{-\frac{\gamma}{2}} (-\Delta)(h_t * f) dt,
\]
where \( h_t(x) = \frac{1}{(4\pi t)\sigma^d} e^{-|x|^2/4t} \) with \( t > 0 \) is the usual gaussian kernel and where \( 0 < \sigma < 1 \). Thus we have, by the Minkowski inequality for convolution

\[
\|(-\Delta)^{\frac{\sigma}{2}} Z_t\|_{L^p} \leq \frac{1}{\Gamma(1-\sigma/2)} \int_0^{+\infty} t^{-\frac{\sigma}{2}} \|(-\Delta)(h_t * Z_t)\|_{L^p} dt
\]

\[
\leq \frac{1}{\Gamma(1-\sigma/2)} \left( \int_0^{A} t^{-\frac{\sigma}{2}} \|\nabla h_t\|_{L^1} \|\nabla Z_t\|_{L^p} dt + \int_A^{+\infty} t^{-\frac{\sigma}{2}} \|(-\Delta)h_t\|_{L^1} \|Z_t\|_{L^p} dt \right)
\]

\[
\leq C \left( \int_0^{A} t^{-\frac{\sigma}{2}-\frac{1}{2}} \|\nabla Z_t\|_{L^p} dt + \int_A^{+\infty} t^{-\frac{\sigma}{2}-1} \|Z_t\|_{L^p} dt \right)
\]

\[
\leq C \left( A^{1-\frac{\sigma}{2}} \|\nabla Z_t\|_{L^p} + A^{-\frac{\sigma}{2}} \|Z_t\|_{L^p} \right).
\]

If we set \( A = \|Z_t\|_{L^p}^2 \|\nabla Z_t\|_{L^p}^2 \), we have

\[
\|(-\Delta)^{\frac{\sigma}{2}} Z_t\|_{L^p} \leq C \|Z_t\|_{L^p}^{1-\sigma} \|\nabla Z_t\|_{L^p} \leq C t^{-\frac{\sigma}{2} - \frac{\sigma}{2}} \|Z_t\|_{L^p}^{1-\frac{\sigma}{2} - \frac{\sigma}{2}}.
\]

3) Using the estimates given in Lemma 3.2 we have

\[
\|Y_t\|_{L^p} \leq C t^{-(1-\alpha) - \frac{\sigma}{2}(1-\frac{1}{p})} \quad \text{for } 1 \leq p < \frac{n}{n-\sigma},
\]

and

\[
\|\Delta Y_t\|_{L^p} \leq C t^{-1 - \frac{\sigma}{2}(1-\frac{1}{p})} \quad \text{for } 1 \leq p < \frac{n}{n-\sigma}.
\]

Thus, by the complex interpolation theory for Sobolev spaces (see [2, Theorem 6.4.5]), we have for \( 1 < p < \frac{n}{n-\sigma} \) and \( 0 < \sigma < 2 \) the estimate

\[
\|(-\Delta)^{\frac{\sigma}{2}} Y_t\|_{L^p} = \|Y_t\|_{W^{\frac{\sigma}{2},p}} \leq C \|Y_t\|_{L^p}^{1-\frac{\sigma}{2}} \|Y_t\|_{W^{2,p}}^{\frac{\sigma}{2}} \leq C t^{-1 + \alpha(1-\frac{\sigma}{2}) - \frac{\sigma}{2}(1-\frac{1}{p})}.
\]

For the case \( p = 1 \), we can not use directly the interpolation trick, instead we use as before the Riemann-Liouville characterization of the positive powers of the Laplacian for \( 0 < \sigma < 2 \):

\[
(-\Delta)^{\frac{\sigma}{2}} f = \frac{1}{\Gamma(1-\sigma/2)} \int_0^{+\infty} t^{-\frac{\sigma}{2}} (-\Delta)(h_t * f) dt,
\]

where \( h_t(x) = \frac{1}{(4\pi t)^{\sigma} \alpha^d} e^{-|x|^2/4t} \) with \( t > 0 \) is the usual gaussian kernel. Thus we have:

\[
\|(-\Delta)^{\frac{\sigma}{2}} Y_t\|_{L^1} \leq \frac{1}{\Gamma(1-\sigma/2)} \int_0^{+\infty} t^{-\frac{\sigma}{2}} \|(-\Delta)(h_t * Y_t)\|_{L^1} dt
\]

\[
\leq \frac{1}{\Gamma(1-\sigma/2)} \left( \int_0^{A} t^{-\frac{\sigma}{2}} \|h_t\|_{L^1} \|\Delta Y_t\|_{L^1} dt + \int_A^{+\infty} t^{-\frac{\sigma}{2}} \|(-\Delta)h_t\|_{L^1} \|Y_t\|_{L^1} dt \right)
\]

\[
\leq C \left( \int_0^{A} t^{-\frac{\sigma}{2}} \|\Delta Y_t\|_{L^1} dt + \int_A^{+\infty} t^{-\frac{\sigma}{2}-1} \|Y_t\|_{L^1} dt \right)
\]

\[
\leq C \left( A^{1-\frac{\sigma}{2}} \|\Delta Y_t\|_{L^1} + A^{-\frac{\sigma}{2}} \|Y_t\|_{L^1} \right).
\]

If we set \( A = \|Y_t\|_{L^1} \|\Delta Y_t\|_{L^1}^{-1} \), we have

\[
\|(-\Delta)^{\frac{\sigma}{2}} Y_t\|_{L^1} \leq C \|Y_t\|_{L^1}^{1-\frac{\sigma}{2}} \|\Delta Y_t\|_{L^1}^{\frac{\sigma}{2}} \leq C t^{-1 + \alpha(1-\frac{\sigma}{2})}.
\]
Proof of Theorem 3.2. From the initial data $e_0$ we write
\[
e_{n+1} = e_0 + L(e_n) + B(e_n, e_n).
\]
Let us prove that we have $\|e_{n+1}\|_E \leq 3\delta$. We already have $\|e_0\|_E \leq \delta$, so we thus assume $\|e_n\|_E \leq 3\delta$ and we will prove this property for $e_{n+1}$. Indeed, by the boundedness properties of $L(\cdot)$ and $B(\cdot, \cdot)$ given in (3.5), we obtain
\[
\|e_{n+1}\|_E \leq \|e_0\|_E + \|L(e_n)\|_E + \|B(e_n, e_n)\|_E \leq \|e_0\|_E + C_L\|e_n\|_E + C_B\|e_n\|_E^2
\]
\[
\leq \delta + 3C_L\delta + 9C_B\delta^2 = \delta + 3C_L\delta + (9C_B\delta)\delta,
\]
but since $0 < 3C_L < 1$ and $9C_B\delta < 1$ we have $\|e_{n+1}\|_E \leq 3\delta$.

We study now the quantity $e_{n+1} - e_n$ and by the linearity of $L(\cdot)$ and the bilinearity of $B(\cdot, \cdot)$ we have
\[
\|e_{n+1} - e_n\|_E = \|(e_0 + L(e_n)) + B(e_n, e_n) - (e_0 + L(e_{n-1}) + B(e_{n-1}, e_{n-1}))\|_E
\]
\[
= \|L(e_n) + B(e_n, e_n) - L(e_{n-1}) - B(e_{n-1}, e_{n-1})\|_E
\]
\[
= \|L(e_n - e_{n-1}) + B(e_n - e_{n-1}, e_n) + B(e_{n-1}, e_n - e_{n-1})\|_E
\]
\[
\leq \|L(e_n - e_{n-1})\|_E + \|B(e_n - e_{n-1}, e_n)\|_E + \|B(e_{n-1}, e_n - e_{n-1})\|_E,
\]
and since the applications $L(\cdot)$ and $B(\cdot, \cdot)$ are bounded we can write
\[
\|e_{n+1} - e_n\|_E \leq C_L\|e_n - e_{n-1}\|_E + C_B\|e_n - e_{n-1}\|_E\|e_n\|_E + C_B\|e_{n-1}\|_E\|e_n - e_{n-1}\|_E
\]
\[
\leq C_L\|e_n - e_{n-1}\|_E + 6C_B\delta\|e_n - e_{n-1}\|_E
\]
\[
\leq (C_L + 6C_B\delta)\|e_n - e_{n-1}\|_E,
\]
where we used the controls $\|e_n - e_{n-1}\|_E \leq 3\delta$ et $\|e_n\|_E \leq 3\delta$. Thus, by iteration we obtain
\[
\|e_{n+1} - e_n\|_E \leq (C_L + 6C_B\delta)^n\|e_1 - e_0\|_E,
\]
but since $C_L + 6C_B\delta < 1$, then this quantity goes to 0 as $n \to +\infty$: the sequence $(e_n)_{n \in \mathbb{N}}$ converges to $e \in E$ which is a solution of the equation (3.4). Unicity is granted as we are working in a Banach space. ■

Proof of Proposition 5.1.
1) By the complex interpolation theory for Sobolev spaces (see [24 Theorem 6.4.5]), we have for $1 < \rho < +\infty$ the estimate
\[
\|\bar{Z}_\tau^\gamma\|_{W^{\frac{2\gamma}{\rho}, \rho}} \leq C\|\bar{Z}_\tau^\gamma\|_{L^\rho}^{\frac{2\gamma}{2\gamma}}\|\bar{Z}_\tau^\gamma\|_{W^{1,\rho}}^{\frac{\gamma}{2\gamma}}.
\]
Now, by Lemma 5.1 we have
\[
\|\bar{Z}_\tau^\gamma\|_{W^{\frac{2\gamma}{\rho}, \rho}} \leq C\left(t^{-\frac{\alpha}{\gamma}(1-\frac{1}{\rho})}\left(t^{-\frac{\alpha}{\gamma}(1-\frac{1}{\rho})}\right)^{-\frac{\rho}{2}} = Ct^{-\frac{\alpha}{\gamma} - \frac{\alpha}{2}(1-\frac{1}{\rho})}.
\]
2) Using the points 1) and 2) of the Lemma 5.2 we can write:
\[
\int_{\mathbb{R}^5} |\nabla \bar{Y}_\tau^\gamma(x)|^\rho dx \leq C\int_{\tau^{-\frac{\alpha}{\gamma}}|x| \leq 1} (\tau^{-\alpha-1}|x|^{-6+2\gamma})\rho dx + C\int_{\tau^{-\frac{\alpha}{\gamma}}|x| \geq 1} (\tau^{\alpha-1}|x|^{-6-\gamma})\rho dx,
\]
and using the change of variables $y = \tau^{-\frac{\alpha}{\gamma}}x$, we obtain
\[
\int_{\mathbb{R}^5} |\nabla \bar{Y}_\tau^\gamma(x)|^\rho dx \leq C\tau^{\frac{5\alpha}{\gamma} - \rho\alpha + \frac{\alpha}{\gamma}(6-2\gamma)}\int_{\{y|\leq 1\}} |y|^{-\rho(6-2\gamma)}dy
\]
\[
+ C\tau^{\frac{5\alpha}{\gamma} + \rho(2\alpha - 1) - \frac{\alpha}{2}(6+\gamma)}\int_{\{y|\geq 1\}} |y|^{-\rho(6+\gamma)}dy.
\]
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The first integral above is bounded if $1 \leq \rho < \frac{5}{6-2\gamma}$ while the second one is finite as long as $1 \leq \rho < +\infty$. We can thus write
\[ \| \tilde{\nabla}^\gamma \tilde{Y} \|_{L^p} \leq C \left( \frac{\alpha}{\gamma} - [\alpha + 1 + \frac{\alpha}{7}(6-2\gamma)] \frac{2\alpha}{p} + 2\alpha - 1 - \frac{\alpha}{7}(6+\gamma) \right), \]
and Proposition 5.1 is proven.
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