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Abstract

One of the key challenges in revenue management is unconstraining demand data. Existing state of the art single-class unconstraining methods make restrictive assumptions about the form of the underlying demand and can perform poorly when applied to data which breaks these assumptions. In this paper, we propose a novel unconstraining method that uses Gaussian process (GP) regression. We develop a novel GP model by constructing and implementing a new non-stationary covariance function for the GP which enables it to learn and extrapolate the underlying demand trend. We show that this method can cope with important features of realistic demand data, including nonlinear demand trends, variations in total demand, lengthy periods of constraining, non-exponential inter-arrival times, and discontinuities/changepoints in demand data. In all such circumstances, our results indicate that GPs outperform existing single-class unconstraining methods.
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1. Introduction

1.1. Demand Unconstraining for Revenue Management

One of the key revenue management (RM) challenges which airlines, hotels, cruise ships (and other industries) all share is the need to make business decisions in the face of constrained (or censored) demand data [28]. While we focus on the airline industry in this paper, our proposed methodology is directly applicable to the constrained demand problem in other industries.

Airlines commonly set booking limits on the number of cheaper fare-classes that can be purchased, or make cheaper fare-classes unavailable for booking at certain times in an attempt to divert some of that demand to the more expensive tickets still available. While a fare-class on a given flight route is available for booking, the demand for that ‘product’, at that price, is accurately captured by its total recorded bookings. However, once the product has been unavailable for booking for a period of time, recorded bookings no longer capture true demand, and the demand data is said to be ‘constrained’ or ‘censored’ [39].

Practices which constrain demand data pose a big challenge for successful revenue management. This is because many important decisions, including setting ticket prices, making changes to an airline’s flight
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network, adding or removing capacity on a certain route, and many others, are all heavily dependent on accurate historical demand data. Moreover, precisely those decisions regarding which fare-classes to make unavailable (and for what periods of time) themselves depend on accurate demand data.

Since the mid-1990s, researchers have been studying ways to manage the constrained demand problem, and the proposed approaches fall under the banner of ‘unconstraining’ methods. Broadly speaking, there are two types of product-model for which unconstraining methods are developed: single-class models which assume that demand for each fare-class is independent of the availability of (and demand for) all other fare-classes; and dependent demand models, where demand for a given fare-class on a given flight depends on the availability of (and demand for) other fare-classes on the same flight (or even other flights as well).

While assuming dependent demand might be theoretically appealing, multi-class methods have not been widely adopted in practice [10]. The resulting consumer-choice based unconstraining methods can be much more complicated and expensive to incorporate at scale into airline revenue management systems, and rely on methodologies for estimating choice parameters and arrival rates which are as-of-yet ineffective [10].

For these reasons, we focus in this paper on the single-class unconstraining problem, which can be stated as follows: given a demand curve which becomes constrained at some point, how do we accurately predict what demand would have been had no constraining occurred? We illustrate this problem in Figure 1, which highlights the difference between constrained and true demand as a consequence of an imposed booking limit.

1.2. Mathematical Formulation of Demand Unconstraining

For clarity and consistency across the different unconstraining methods, we mathematically formulate the unconstraining problem in quite general terms. Let $\mathcal{D}$ be the full set of demand observations under
consideration (which may or may not be ordered, depending on the unconstraining method in question). We refer to demand observations, made when demand was not constrained in any way, as observations of true demand, and those demand observations made in the presence of a constraint as observations of constrained demand. We reserve the use of the term unconstrained demand to refer exclusively to the output produced by an unconstraining method, that is, approximations of what the constrained demand observations would have been had there been no constraining.

We define $D_T \subset D$ as the subset of true demand observations, and $D_C \subset D$ as the subset of constrained demand observations, such that $D = D_T \cup D_C$ and $D_T \cap D_C = \emptyset$. We define $D_U$ as the set of unconstrained demand values, corresponding to the unconstrained approximations of the elements of $D_C$, and define $\hat{D} = D_T \cup D_U$, the full set of demand values where the constrained observations have been replaced by their unconstrained approximations. The demand unconstraining problem can therefore be stated mathematically as: use the available demand observations $D = D_T \cup D_C$ to estimate the unconstrained demand values $D_U$ as accurately as possible.

### 1.3. Gaussian Processes

Gaussian processes (GPs) provide a robust statistical basis for inferring underlying statistical models from observed data. GPs were first applied to time series analysis in 1949 [36], but it was not until the 1970s that a general theory of GP prediction was developed [18]. Since then, GPs have become a popular and very general framework for statistical modelling, and have been used to tackle a vast array of problems, including applications in machine learning [21], atmospheric modelling [5], biochemical reactions [6], and many others.

One of the applications for which the use of GPs has yet to be investigated, however, is unconstraining demand. In this paper we propose and test a new GP model for use on this problem. We show that it outperforms state of the art unconstraining methods, coping much better with nonlinear and even discontinuous demand trends, variations in total demand, lengthy periods of constraining, and both exponential and non-exponential inter-arrival times.

### 1.4. Paper Structure

The rest of this paper is structured as follows. We review literature on single-class unconstraining methods in Section 2. Next, we shift our focus to Gaussian processes: first, in Section 3, we briefly introduce the mathematics of GP regression; we then move on, in Section 4, to motivate and develop the details of our GP model for application to the single-class unconstraining problem.

In Section 5, we describe three numerical experiments conducted to evaluate the performance of our proposed GP unconstraining method in comparison to state of the art alternatives. As a starting point, in Section 5.1, we repeat the most recent experiment from the literature comparing these methods. Second, we motivate for and design a modified version of this experiment with less restrictive assumptions used when constructing the test data, which we discuss in Section 5.2. Lastly, in Section 5.3, we perform a third experiment which uses generated data that more accurately resembles real Emirates Airlines bookings data.
Finally, in Section 6 we extend our proposed unconstraining method to handle demand trends which exhibit kinks and discontinuities, illustrating its performance on three scenario-inspired test cases.

2. Literature Review

Despite the large potential impact on profits, reviews of the RM literature show that the unconstraining problem has not received as much attention as perhaps it deserves [2, 29, 28]. Indeed, research on unconstraining only meaningfully began in the mid-1990s. In what follows, we categorise and give a brief overview of the main single-class unconstraining methods which have been proposed and compared since then. For more general reviews of existing unconstraining research, see [10, 32].

The most rudimentary approaches to dealing with constrained data involve no mathematics at all. One such approach is to simply ignore the fact that the data is constrained, and another is to disregard the constrained data entirely, basing forecasts exclusively on true historical demand data. The former approach, sometimes referred to as Naïve 1 or N1 [10], will of course lead to (possibly very large) underestimation of current and future demand, which can potentially cause a ‘spiral-down’ in total revenue [3, 10]. The latter approach, sometimes referred to as Naïve 2 or N2 [10], may perform well in particular circumstances, for example, when only a very small number of data points are constrained, but in practice, this method can produce both significant over- and under-estimations of demand, depending on the context [40].

All other methods in the literature that deal with constrained demand data employ a mathematical or statistical model for the purposes of unconstraining. We can divide the remaining methods into two categories based on an important conceptual difference in their approaches to unconstraining. Methods in the first category (which we term ‘unordered methods’) are applied to a set of historical demand data from a group of past flights. These data points are treated as unordered, and the goal of the methods is to produce unconstrained estimates for the constrained elements of that data set. The second category (which we term ‘time-series methods’), consists of methods which are applied to one constrained demand curve at a time. Time-series methods use demand data from a given flight up until the time that flight was constrained, to extrapolate what the actual demand for that flight would have been, had it not been constrained.

The vast majority of existing unconstraining methods are unordered methods. One of the most elementary approaches in this category is known as mean-imputation, (or alternatively as Naïve 3, N3, or the ‘mixed approach’). This method involves simply comparing each constrained value with the mean of all unconstrained values, and replacing it with the larger of the two [40]. Variations of this method use the median or some other specified percentile instead of the mean.

Salch proposed using the general statistical method of Expectation Maximisation (EM) for single class unconstraining in airline industry problems [25], and since then it has established itself as perhaps the most widely used unconstraining method. A variant of EM known as Projection Detruncation (PD) was first proposed for the purposes of unconstraining demand by Hopperstad [13]. Out of EM and PD, only EM has a rigorous statistical basis and has been proven to converge (under suitable assumptions [11]) as PD is based
Skwarek [26] proposed a method known as Pickup Detruncation, which calculates the amount of bookings made for a given flight over the period it was constrained as the average total bookings made in the same period before departure for flights that were not constrained. Around the same time, Wickham introduced the ‘Booking Profile’ (BP) method [35] (alternatively known as the ‘multiplicative method’). BP works by using historical (true) bookings data from different flights to build a bookings profile over time, from the day tickets go on sale until departure.

Van Ryzin and McGill applied the statistical method of Life Tables (LT) to unconstraining demand [30]. Unfortunately, the method tends to produce biased estimates [15], and only produces unconstrained approximations of the mean and standard deviation, rather than estimates for each instance in which demand was constrained. Liu et al. [17] proposed a method for use in the hospitality industry which uses parametric regression. It differs most notably from other methods in that it attempts to account for other demand-influencing factors when calculating the distribution of demand, such as length of hotel stay and competitors’ room rates.

The only existing method which falls decidedly into the ‘time-series methods’ category was proposed by Queenan et al. [19]. They propose using the established forecasting algorithm known as Double Exponential Smoothing (DES), or “Holt’s Method”, for unconstraining demand, and compare its performance to EM, PD, LT and a variant of mean imputation. They report that, while in some cases EM outperforms DES, DES generally performs better on the most common booking curves shapes, and when the vast majority of the data is constrained. We discuss this paper in depth in Section 5.1.

Prior to Queenan et al. [19], a number of other papers had been published comparing the accuracy and revenue impact of many of the methods described above. Guo et al. [10] report that [27] and [14] compare the revenue impact of N2, N3, BP, and PD, finding that BP and PD outperform the Naïve methods. Weatherford [31] finds that out of EM, BP, N1, N2, and N3, the EM method best minimises the mean absolute error and best approximates the true mean of the data. Weatherford and Polt [33] and Zeni [40] compare EM, BP, N1, N2, N3, and PD, concluding that EM and PD are the best performing methods. The primary take-home message from these comparisons is that EM, PD, and DES are the most competitive and widely-used single-class unconstraining methods developed so far.

3. Gaussian Process Regression

The general idea behind Gaussian Process regression is very intuitive. We start by assuming a prior Gaussian distribution over functions, and then restrict our distribution to include only those functions which make sense given the observed data. More formally, our goal is to infer some unobserved (latent) function $f$ evaluated at a set of test inputs $X^* = \{x^*_1, \ldots, x^*_m\}$, using observed data $y = \{y_1, \ldots, y_n\}$ at points $X = \{x_1, \ldots, x_n\}$. Let $f$ and $f^*$ be vectors of unobserved function values at inputs $X$ and $X^*$ respectively, and let $\theta_c$ be a set of covariance hyperparameters for $f$. 
The function \( f(x) \) is a Gaussian process (GP) if, for every point \( x \), \( f(x) \) is a random variable, and for any finite set of points \( \{x_1, x_2, \ldots, x_n\} \), the set \( \{f(x_1), f(x_2), \ldots, f(x_n)\} \) has joint Gaussian distribution whose mean and covariance are defined by a mean function \( m(x) \) and covariance function \( k(x, x') \) evaluated at the points \( \{x_1, x_2, \ldots, x_n\} \). We will assume throughout that the mean function is zero, as is standard in the literature. A covariance function takes the form of a kernel (or similarity) function mapping \( x, x' \in \mathbb{R} \), which specifies the covariance between the random variables \( f(x) \) and \( f(x') \), denoted as

\[
\text{Cov}[f(x'), f(x)] = k(x, x').
\]

Covariance functions are symmetric by definition and require that the covariance matrix \( K_{i,j} := k(x_i, x_j) \) of the points \( \{x_1, x_2, \ldots, x_n\} \) must be Positive Semi-Definite (PSD) [21]. A covariance function is said to be ‘stationary’ if it is a function of \( (x - x') \), making it invariant under translations in input space [8]. In contrast, when \( k \) is not a function of \( (x - x') \) the covariance function is known as ‘non-stationary’.

Assuming a GP prior implies a joint Gaussian distribution over \( f \) and \( f^* \), and it is known [21] that the conditional distribution of \( f^* \) given \( f \) is

\[
f^*|f, X, X^*, \theta_c \sim \mathcal{N}(K_{*|}K^{-1}f, K_{*|} - K_{*|}K^{-1}K_{*|}),
\]

where the covariance matrices \( K_{i,j} := k(x_i, x_j), (K_{*|})_{i,j} := k(x^*_i, x_j), \) and \( (K_{*|})_{i,j} := k(x^*_i, x^*_j) \).

In general, the function \( f \) is considered to be a latent function, meaning that we do not observe the actual function values \( f \); rather we observe values \( y \) which are related to the true function values in a particular way. This relationship is defined by the observation model, that is, the likelihood of the observed values \( p(y|f, X, \theta_L) \) where \( \theta_L \) denotes the set of likelihood hyperparameters. The specific form of the likelihood depends on the process one is trying to model and will not be Gaussian in general.

Given our likelihood \( p(y|f, X, \theta_L) \) and our prior \( p(f|X, \theta_c) \), we need to calculate the conditional posterior distribution \( p(f|y, X, \theta) \), where \( \theta = \theta_c \cup \theta_L \). Bayes’ rule, the cornerstone of Bayesian inference, allows us to compute this as follows:

\[
p(f|y, X, \theta) = \frac{p(y|f, X, \theta_L)p(f|X, \theta_c)}{\int p(y|f, X, \theta_L)p(f|X, \theta_c)df}.
\]

In cases where the likelihood (observation model) \( p(y|f, X, \theta_L) \) is Gaussian, the marginal likelihood (the integral in the denominator) can be calculated exactly. In all other cases, the conditional posterior must be approximated. One standard approach is to construct a Gaussian approximation of the conditional posterior using the Laplace approximation [21], yielding

\[
p(f|y, X, \theta) \approx \mathcal{N}(\hat{f}, \Sigma^{-1}),
\]

where the mode \( \hat{f} := \arg \max_f p(f|y, X, \theta) \) and the precision matrix \( \Sigma \) is the Hessian of the negative log conditional posterior evaluated at the mode:

\[
\Sigma = -\nabla \nabla \log p(f|y, X, \theta)|_{f=\hat{f}} = K^{-1} + W,
\]
where \( \mathbf{W} \) is the diagonal matrix with entries \( W_{ii} = \nabla f_i \nabla f_i \log p(y_i | f_i, x_i, \theta_L) |_{f_i = f_i} \). For details of calculating the mode \( \hat{f} \) and the precision matrix \( \Sigma \) see [21].

Finally, to obtain the posterior predictive distribution, we combine the conditional probability (1) with the conditional posterior (2) and marginalise out the latent function values \( f \):

\[
p(f^* | y, X, X^*, \theta) = \int p(f^* | f, X, X^*, \theta_c) p(f | y, X, X^*, \theta) df.
\]

In cases where the conditional posterior has been approximated with the Laplace approximation (3-4), computing this integral gives

\[
f^* | y, X, X^*, \theta \sim N(\mu_p, K_p),
\]

where the posterior mean and covariance are given by

\[
\mu_p = K_p^T \nabla \log p(y | f, X, \theta_L) |_{f = \hat{f}},
\]

\[
K_p = K_{xx} - K_p^T [K + \mathbf{W}]^{-1} K_p.
\]

Before we can make predictions using the posterior predictive distribution (5), we remove its dependence on \( \theta \) by marginalising out the hyperparameters. To do this we need to compute

\[
p(f^* | y, X, X^*) = \int_p p(f^* | y, X, X^*, \theta) p(\theta | y) d\theta.
\]

We apply Bayes’ rule to \( p(\theta | y) \) in order to transform the integral in (7) into one in terms of the marginal likelihood \( p(y | \theta) \). The resulting equation is

\[
p(f^* | y, X, X^*) = \frac{1}{Z} \int p(f^* | y, X, X^*, \theta) p(y | \theta) p(\theta) d\theta,
\]

where \( Z = \int \theta p(y | \theta) p(\theta) d\theta \) is the marginalisation constant, and \( p(\theta) \) is a prior distribution over our hyperparameters which must be specified. Garnett et al. [7] approximate this integral with Bayesian Monte Carlo techniques, while Saatci et al. [24] recommend a simple quadrature approximation instead. We choose to implement the latter, approximating the integrals in (8) with sums such that

\[
p(f^* | y, X, X^*) \approx \sum_{\theta_g} p(f^* | y, X, X^*, \theta_g) \left( \frac{p(y | \theta_g)}{\sum_{\theta_g} p(y | \theta_g)} \right),
\]

where \( \{\theta_g\} \) is a grid placed over a reasonable subspace of the GP hyperparameters, and where we have assumed a uniform prior probability mass at each grid point.

4. Gaussian Processes for Unconstraining Demand

4.1. Problem Setup

The single-class unconstraining problem, from a time-series perspective, is equivalent to a short-term forecasting or extrapolation problem. We propose using GP regression to learn the underlying booking trend
for a particular flight from the bookings data up until the time it was made unavailable (i.e. from true demand observations), and to make predictions about what the true demand would have been thereafter.

Unlike DES, which takes cumulative bookings as inputs and forecasts directly in ‘cumulative-space’, our aim is to model the underlying booking trend, and hence we perform GP regression on daily bookings. We take the set of points $X$ to be the days from when tickets were made available until the day they were constrained, and the observed data $y = D_T$ to be the set of observed daily bookings on these days. Since we are in ‘daily-space’, the constrained demand observations in $D_C$ are all zeros, corresponding to inputs $X^*$ which are the remaining days before departure when booking was not possible. Once we have defined a suitable model, described in the remainder of this section, we follow the steps described in Section 3 to calculate the posterior predictive distribution $p(f^*|y, X, X^*)$ and forecast our daily unconstrained demand values to be the mean of this posterior predictive distribution. This approach is illustrated in Figure 2 below.

![Figure 2: Illustration of GP regression for unconstraining demand. The figure on the left shows the mean prediction and confidence interval produced by our GP method, based on the true demand observations. The dotted black line indicates when the booking limit was reached, and the red line beyond this point shows the GP’s unconstrained approximations. The figure on the right shows in red the reconstruction of the cumulative demand curve over the constrained period using the daily demand values predicted with the GP.](image)

4.2. Motivation

Unordered methods, though currently favoured by airlines, face a number of key challenges. Firstly, they require a significant amount of true historical demand data to perform well. Crucially, this must be data from flights which are assumed to have similar booking patterns and demand totals, since unordered methods all make the assumption that the demand data they use share a common underlying distribution. Since booking behaviours for flights vary with the month of departure, the weekday of departure, and even the time of departure, there needs to be a long history of accurate demand data for these methods to be applied. Not only is this a problem for new flight routes which do not yet have sufficient demand history; it is also a potential problem for popular fare-classes on peak-season flights which are almost always constrained.
at some point before departure. For these flights, while there is a long history of recorded demand data, very little of this will be true demand (as is necessary). This problem is clearly avoided by time-series methods, for which the only data needed to unconstrain a particular demand curve is the demand data from that curve prior to it being constrained.

A second problem for unordered methods is their inability to account properly for exogenous circumstances which change over time. Flight demand is affected by the strength of the economy, inflation and ticket prices, the relative strength of the origin and destination currencies, and many other factors. These are likely to vary over time, creating unaccounted-for variation in demand even among flights departing at the same time on the same weekday but in different months or years. Since unordered methods prioritise producing unconstrained demand estimates which are similar to past flights from different months and years, they cannot adequately take account of these exogenous effects. Time-series methods, on the other hand, implicitly consider these by utilising only the trend in demand for that specific flight up until it was constrained.

For these reasons, we favour a time-series approach. DES, the only other distinctly time-series method, has a number of key limitations, the most important one being that it can only produce linear extrapolation. GPs, in contrast, have the ability to learn and extrapolate non-linear trends, which is an important advantage.

4.3. Proposed Model

Our proposed GP model is based on the assumption that the flight bookings process (which can be thought of as an ‘arrivals process’) is best modelled as an inhomogeneous Poisson point process, a standard assumption in RM [28]. To build this assumption into our GP model, we use a Poisson likelihood for our observation model \( p(y|f, X, \theta_L) \), which is to say we assume the observed bookings on day \( x_i \) to be a sample from a Poisson distribution. However, we cannot take \( y_i \sim \text{Poiss}(f(x_i)) \) since when \( f(x_i) = 0 \), this is not a distribution. A standard approach [20] is therefore to treat the number of bookings on day \( x_i \) as a sample from a Poisson distribution with rate \( \lambda(x_i) = \log(1 + e^{f(x_i)}) \).

As mentioned in Section 3, we use a zero mean function for the GP prior, and our choice of covariance function is influenced by two key considerations. The first is that we are going to be using our posterior distribution for the purposes of extrapolation, since we are predicting what the demand trend would have been beyond the time at which it was constrained. The second is that we assume the rate \( \lambda(t) \) of the underlying inhomogeneous Poisson process is generally smooth (though we do not exclude the possibility of sudden, infrequent changes in the scale of (and/or trend in) demand, with which we deal explicitly in Section 6).

The extrapolation consideration is important since when performing GP regression using most stationary covariance functions, the posterior mean tends towards the prior mean as one moves further away from the observed data \( y \), making these covariance functions poor candidates for applications involving extrapolation. For better performance on extrapolation problems, Wilson et al. [37] propose a spectral mixture covariance function, which uses a weighted product of multiple Gaussians in constructing the spectral density of a new stationary covariance function. However, while their results are impressive, their covariance function does not entirely avoid the ‘mean problem’ faced by other stationary covariance functions, and furthermore its
performance is highly sensitive to its hyperparameter initialisation, requiring a computationally expensive initialisation procedure in order to choose appropriate initial values.

4.4. A Non-Stationary Covariance Function

We propose a non-stationary covariance function for our GP model that does not suffer from the ‘mean problem’ faced by most stationary covariance functions. Further motivation for a non-stationary covariance function comes from considering the bookings process we are attempting to model. Consider an inhomogeneous Poisson process with rate \( \lambda(t) \). Let \( B(t) \) be a random variable representing the total number of bookings in the window from time 0 to time \( t \), such that \( \text{Var}[B(t)] = \mathbb{E}[B(t)] = \int_0^t \lambda(t)dt \) is the variance of \( B(t) \). For \( s \) such that \( 0 < s < t \), \( B(s) \) and \( B(t) - B(s) \) are independent and thus have a covariance of zero. This means we can write \( \text{Cov}[B(s), B(t)] = \text{Cov}[B(s), B(s)] + \text{Cov}[B(s), B(t) - B(s)] = \text{Var}[B(s)] \), which clearly shows that the covariance in ‘cumulative-space’ is non-stationary.

Our proposed covariance function is motivated by the polynomial covariance function \[21\]:

\[ k(x, x') = \sigma^2 (x^\top x' + c)^p, \tag{9} \]

where \( \theta_c = \{\sigma, c\} \) are hyperparameters and the degree \( p \) is some specified positive integer. For a given degree, GP regression with this covariance function can be shown to be equivalent to Bayesian polynomial regression \[21\]. This serves as a sensible starting point for our model, since the ‘smoothness’ assumption on the underlying Poisson intensity means that it can likely be well approximated with a polynomial.

4.5. Automatic Degree Inference

Since we do not know a priori what the degree \( p \) of the polynomial covariance function (9) will be, we propose a new covariance function which treats \( p \) as a hyperparameter as well, to be inferred from the data like \( \sigma \) and \( c \). Our proposed covariance function is therefore also of the form

\[ k(x, x') = \sigma^2 (x^\top x' + c)^p, \tag{10} \]

but where this time \( \theta_c = \{\sigma, c, p\} \) are the covariance hyperparameters.

Once \( p \) is a hyperparameter, it cannot be restricted to integer values. Polynomial kernels with fractional degree are not unprecedented, however. Kernels of the form \( (x^T x')^p \), for \( 0 < p < 1 \) have been used before for facial recognition using the kernel PCA method \[16\], and Rossius at al. \[23\] discuss the use of kernel functions of the form \( (x^T x' + 1)^p \), in Support Vector Machines, and the impact of non-integer values of \( p \) when \( x^T x' < -1 \), in which case the base raised to a non-integer power is negative. In both cases, however, \( p \) was considered to be a fixed (albeit non-integer) value and we propose generalising the GP regression framework by letting \( p \) be a covariance function hyperparameter which is automatically inferred from the data. To the best of our knowledge this has never been done before.

With our proposed covariance function (10) the covariance matrix \( \mathbf{K} \) becomes

\[ \mathbf{K} = \sigma^2 (\mathbf{x} \mathbf{x}^\top + \mathbf{c} \mathbf{c}^\top)^{op}, \]
where $e$ is the vector of ones and $\cdot^{\otimes p}$ denotes a Hadamard power (the exponent applied element-wise). Recall from Section 3 that the covariance matrix $K$ is required to be Positive Semi-Definite (PSD). We prove that as long as we ensure that all $x, x' \geq 0$, and $c > 0$, the rank 2 matrix $xx^\top + cee^\top$ is PSD (we include the proof in the Supplementary Material for completeness).

It has further been shown that if a matrix $A \in \mathbb{R}^{n \times n}$ is PSD, then whether or not $A^{\otimes p}$ can be guaranteed to be PSD depends on the rank of $A$ and the value of $p$ [9]. Fitzgerald et al. [4] prove that if $\text{Rank}(A) \geq 2$, $A^{\otimes p}$ is only PSD if $p \in \mathbb{N} \cup [n-2, \infty)$. Since in our case $n$ is the total number of training data points (the elements of $D_T$), the inferred degree is very unlikely to be greater than or equal to $(n-2)$. We can therefore conclude that our proposed covariance function unfortunately does not, in general, result in a PSD matrix $K$. However, it is not uncommon for non-PSD kernels to be used nonetheless in applications where they perform well [16]. We therefore adopt the common strategy [22] of adding a sufficiently large perturbation to the spectrum of $K$, such that its indefiniteness is no longer a problem. Though this ‘artificial’ shift causes bias in the resulting predictions, we do not find this to be an issue in practice.

In fact, there is an intuitive way of interpreting the bias introduced by this shift. From (6) in Section 3, and using the fact that $\nabla \log p(y|f)|_{\varepsilon=\hat{f}} = K^{-1}\hat{f}$ [21] we see that without a shift, our posterior predictive mean would be given by $\mu_p = K^\top(K + \sigma^2_n I)^{-1}\hat{f}$. When we shift the spectrum of $K$ by adding some diagonal matrix $D$, this becomes

$$\mu_p = K^\top(K + D)^{-1}\hat{f}. \tag{11}$$

Now let us compare this with the posterior predictive mean produced by an unshifted model, which instead uses a Gaussian likelihood, that is, assuming that observations include some noise which is normally distributed, $y_i \sim f(x_i) + \varepsilon$, where, $\varepsilon \sim \mathcal{N}(f_i, \sigma^2_n)$. In this case, the posterior predictive mean is

$$\mu_p = K^\top(K + \sigma^2_n I)^{-1}y,$$

which is very similar to the form of (11) with $y$ having replaced $\hat{f}$, and $\sigma^2_n I$ replacing $D$. In other words, we can understand the added shift $D$ as adding an implicit assumption of a certain noise level in the data. In our case, we scale our inputs so that $x_i \in [0, 1]$, and use $D = I$.

4.6. Implementation

To implement the GP regression method described in this section, we build upon the existing GPML MATLAB library created by Rasmussen and Williams [20]. The library is already well equipped with most GP functionality, and is modular, such that functions for the different components of GP regression are defined independently, making it possible to incorporate new features into the existing library. We extend GPML in two ways: first, we develop a new covariance function file to implement the variable degree polynomial covariance function defined in (10); second, we develop code to implement a quadrature method to approximate the integral given in (8), which is required to marginalise the hyperparameters. However, since this code is not currently vectorised, the computational time (especially for the quadrature approximation)
is significantly longer than it could otherwise be (between 5 and 20 seconds depending on the fineness of the quadrature grid, with an AMD FX 4350 Quad-Core Processor).

5. Numerical Experiments

5.1. Experiment 1: ‘The Queenan Framework’

We begin by reproducing the only experiment in the literature comparing the performance of the three best performing methods — DES, EM, and PD — presented by Queenan at al. [19]. They propose three typical cumulative demand curve types — convex, concave, and homogeneous (approximately linear), examples of which are shown in Figure 3a — and compare the performance of DES, EM, PD, LT, and N3 for the three curve types. In this section, we reproduce their experiment for DES, EM, PD (as well as the variants ‘EM Daily’ and ‘PD Daily’ described below) and compare these to our proposed GP regression unconstraining method.

5.1.1. Constructing the Test Curves

For each of the three curve types, 100 cumulative demand curves are generated, each with 140 data points, running from 140 days before departure up until the day before departure. To create one convex curve, daily demand for the first twenty days (140 – 121 days before departure) is sampled from a Poisson distribution with $\lambda = 2$. For the next twenty days, daily demand is sampled from a Poisson distribution with $\lambda = 3$, and so on, such that the final twenty days before departure have daily demand sampled from a Poisson distribution with $\lambda = 8$. This process is repeated 100 times to create the 100 convex curves. The creation of the 100 concave curves follows a similar procedure, the only difference being that the mean of the Poisson distribution begins instead at $\lambda = 8$ for the first 20 days, and decreases by 1 every 20 days, such that demand over the 20 day period before departure is sampled from a Poisson distribution with $\lambda = 2$. In the homogeneous/linear case, daily demand is sampled from a Poisson distribution with $\lambda = 5$ for all 140 days before departure. We note that this process for generating test curves is equivalent to simulating a piecewise-homogeneous Poisson process, where the inter-arrival times within each day are exponentially distributed.

The next step, for each curve type, is to calculate a set of 100 random booking limits, corresponding to each of the 100 curves. Those curves whose cumulative demand exceeds their corresponding generated booking limit are the constrained curves. In each case, booking limits are generated five times, in such a way that an increasing proportion of curves are constrained each time: the first set of booking limits constrains approximately 20% of the curves, the second set constrains approximately 40% of curves, the third constrains 60%, the fourth constrains 80%, and finally the fifth set constrains 98% of curves (see the Supplementary Material for details). These booking limits are used to artificially constrain the relevant booking curves. The various unconstraining methods are then applied to this artificially constrained data, producing unconstrained approximations, which are then compared with the ‘true’ generated data to evaluate their performance.
Figure 3: Sample demand curves generated in Experiments 1 and 2. Figure (a) shows a sample from the convex, concave and homogeneous curve sets (red, blue, and green, respectively) which are generated in Experiment 1. All 100 curves in each set have very similar shapes to the curves shown here. Figure (b) shows three samples from the convex and concave curve sets (red and blue, respectively) which are generated for Experiment 2. This illustrates the more realistic variation in the extent of convexity/concavity among curves used in Experiment 2.

5.1.2. Applying the Unconstraining Methods

In order to apply the unconstraining methods, we first need to construct our set of demand data $\mathcal{D} = \mathcal{D}_T \cup \mathcal{D}_C$, using the curves and booking limits generated as described above.

For EM and PD this is done as follows: the set of actual cumulative demand totals for a given curve type is given by $\mathcal{A} = \{a_1, \ldots, a_{100}\}$, where $a_i$ is the total cumulative demand of the $i^{th}$ curve. For each set of booking limits $\mathcal{B}$, there is some subset $\mathcal{A}_C \subset \mathcal{A}$ containing those demand totals which are greater than (and therefore constrained by) their corresponding booking limits. We set $d_i = b_i$ for all constrained observations, and $d_i = a_i$ otherwise, which gives us our set $\mathcal{D}$, to which EM and PD$^1$ are applied (see the Supplementary Material for details). Note therefore, that standard EM and PD are only applied to the cumulative bookings totals the day before departure.

It is also possible, however, to instead apply EM and PD to the daily bookings data from each day that any flight was constrained, thereby producing unconstrained approximations of the daily bookings for all constrained flights. Adding these approximations of bookings made on each constrained day to the bookings made prior to constraining, yields the total cumulative unconstrained approximation for that flight. We term this variation of the method ‘EM Daily’ (and ‘PD Daily’). For EM and PD Daily, the procedure for assembling $\mathcal{D}$ is slightly different. The first step is to identify the first day that any curve in the set becomes constrained (that is, the earliest any curve exceeds its booking limit). We call this day $t_{\text{max}}$. Next, a separate set $\mathcal{D} = \mathcal{D}_T \cup \mathcal{D}_C$ is created for each day $t_k$, starting from $t_{\text{max}}$ up until departure. On each of these days,

$^1$We apply PD using $\tau = 0.5$.  

13
$\mathcal{D}_T$ contains the daily bookings from those curves whose cumulative totals by that day are still below their corresponding booking limit $b_i$. The set $\mathcal{D}_C$ contains all zeros (one for each curve which has surpassed its booking limit $b_i$ by day $t_k$).

In the case of the time-series methods, DES and our proposed GP regression method, each constrained curve is unconstrained independently. For each constrained curve, we calculate how many days before departure the booking limit was reached. In the case of DES, we then define $\mathcal{D}_T$ to contain the cumulative bookings up until that day, and all elements of $\mathcal{D}_C$ to be equal to the booking limit for that curve. Together these give us $\mathcal{D}$ and DES is applied to approximate $\mathcal{D}_U$ (see the Supplementary Material for details). For GP regression, we define $\mathcal{D}_T$ to contain the daily bookings up until the day of constraining, and all elements of $\mathcal{D}_C$ to be equal to zero. GP regression is applied in each case as described in Section 4. All four of DES, GP, EM Daily and PD Daily are therefore used to unconstrain data from the whole constrained period leading up to departure.

5.1.3. Results

Given the stochastic nature of the experiment, we repeat it five times and average the results. We present these results in Table 1, which mimics the format of those reported by Queenan et al. [19]. The success of each method is judged by calculating the mean of the set $\mathcal{D} = \mathcal{D}_T \cup \mathcal{D}_U$ containing true and unconstrained demand values, and comparing this with the mean of the actual demand set $\mathcal{A}$. We call this the E1 error, given by $E1 = 100 \times \left( \frac{\mathbb{E}[\mathcal{D}] - \mathbb{E}[\mathcal{A}]}{\mathbb{E}[\mathcal{A}]} \right)$.

The results in Table 1 show that when tested on the sets of convex and homogeneous curves, DES outperforms both EM and PD, though in the case of EM the margin is only significant when 98% of curves are constrained. This is unsurprising as it is well known that EM performs poorly when almost all data is constrained. It is also apparent that as the proportion of constrained data increases, the performance of PD deteriorates faster than that of EM. Once again, it is to be expected that these results diverge, because with less data points the conditional mean (used in EM) becomes less likely to be well approximated by the conditional median (used in PD).

One noteworthy observation is that unlike all other methods, DES performed significantly worse on the concave set than on the convex set. The reason for this is that a given booking limit will constrain a concave curve for a longer period than a convex curve with the same total demand. Since DES only extrapolates linearly, it performs poorly on non-linear curves constrained for long periods of time.

The top three best performing methods across all curve shapes in this experiment are the daily variants of EM and PD, and our proposed GP regression method. All three produced very low percentage mean errors, which remained at or below 0.5% even when 98% of curves are constrained. In this experiment, GP is slightly outperformed by the other two. However, as we will see, this is more a result of unrealistic consistency across the curves in the test set than a reflection of the merits of daily EM and PD.
Table 1: Percentage mean error (E1) for Experiment 1. The numbers indicate the percentage error in the mean of the set $\hat{D}$ produced by each method (with the best performing in bold). GP regression is either comparable to or better than EM, PD, and DES, but according to this measure performs slightly worse in general than Daily EM and PD.

### Assumptions behind the test curves

There are three important assumptions which underpin the creation of the curve test set described above.

1. The underlying ‘arrivals’ or bookings process for all curves can be modelled with either (i) a constant underlying Poisson rate $\lambda$ or (ii) a linear $\lambda(t)$ approximated by a piecewise constant rate $\lambda$.

2. All curves of a given type are described by precisely the same (piecewise) constant Poisson rate $\lambda$.

3. The variance in the total demand among all curves will be quite small (for example, the mean total demand for the convex curves was 696.74 with a standard deviation of only 27.93).

It is in large part a consequence of creating booking curves based on these assumptions that EM and PD perform as well as they do. Indeed, the resulting data set to which EM and PD are applied is by construction almost exactly normally distributed. Recall that EM and PD are based on the assumption that the underlying
distribution of the data is normal, and it should therefore come as no surprise that they perform well when
tested on a dataset which has, by construction, a distribution that is so close to normal.

However, the three assumptions listed above are all quite unrealistic. Firstly, our analysis of bookings
data from Emirates Airlines shows that daily bookings are generally not well represented by a homogeneous
Poisson process. Secondly, while modelling bookings as an inhomogeneous Poisson process is commonplace
and sensible, the experiment allows for only a (crude approximation of a) linearly increasing or decreasing
Poisson intensity, and fails to model non-linearly changing underlying Poisson rates \( \lambda(t) \).

Thirdly, it is extremely unlikely that an airline would be able to isolate (a priori) a set of historical booking
curves for which the bookings follow exactly the same underlying inhomogeneous Poisson process. It is much
more likely that even for flights with the same general demand shape (e.g. convex booking curves), the change
in Poisson intensity over time will vary — it might be linear for some flights, and perhaps approximately
quadratic or cubic for others, for example.

Finally, even after restricting the set of flights under consideration to those that are believed to have
similar booking trends historically, it is unlikely that the variance of total demand in this set would be so
small (in the Emirates Airlines data set in Section 5.3, the standard deviation was approximately 20% of
the mean total demand). The consequence of a test set with such a small variance is that EM continues to
perform adequately even when curves are constrained for a long period of time, simply because it collapses
into mean imputation (as shown in Section 5.2.2) and the mean is mostly within two standard deviations of
each instance of total demand.

Given that these assumptions are unlikely to hold in realistic settings, the performance of EM and PD in
this experiment should not be taken as evidence of their success in the airline industry.

Length of Constrained Period

Queenan at al. follow Weatherford and Polt [33] in their decision to set the artificial curve-specific booking
limits based on what proportion of the demand curves they wish to constrain. However, the method they
use to set booking limits to achieve this goal ends up constraining most curves for only a few days before
departure — even when 98% of convex curves were constrained, the average length for which they were
constrained was approximately 8 days.

Over periods as short as this, these cumulative demand curves can be fairly well approximated as linear,
even though the overall trend might be decidedly non-linear. Since DES produces a linear extrapolation, it
naturally performs well in this experiment on homogeneous and convex curves. However, in reality demand
may well need to be unconstrained for a period over which the curve cannot be well approximated as linear.
Such scenarios are tested by the concave case in this experiment, and unsurprisingly in these cases DES
performs much more poorly than the other methods. To properly evaluate DES, the method for setting
booking limits should therefore focus on the length of the constrained period rather than exclusively on what
proportion of demand curves are constrained.
**Metric for comparing methods**

To obtain the results presented in Table 1, we record the mean of the set $\mathbf{D}$ and compare it with the mean of $\mathbf{A}$, calculating the percentage error. However, given that one purpose of unconstraining is to predict what the true demand would have been for a particular flight whose demand was constrained, perhaps a more appropriate metric is to measure the difference between the unconstrained value $\hat{d}_i$ and the actual value $a_i$, and consider the best method to be the one which minimises these absolute errors.

Crucially, the method rankings produced by using these two metrics are not necessarily the same. For example, when judged according to which method most accurately reproduced the actual mean on convex curves with 98% of them constrained (E1 error, Table 1), DES outperforms GP with an E1 error of 0.21% as compared with 0.42%. However, if instead we consider the average absolute error in the unconstrained approximations of final cumulative demand (which we call the E3 error), GP performs very similarly to DES (and even slightly outperforms it). The full set of E3 error results from Experiment 1 are shown in Table 1 in the Supplementary Material. Since accurately unconstraining each instance of constrained demand is a crucial function of unconstraining methods, considering only the percentage mean error compromises the assessment of the benefits of using each method in practice.

5.2. Experiment 2: Generalised Queenan

In this section we design and conduct a modified version of Experiment 1, creating sets of curves based on less restrictive assumptions, and use multiple metrics for adjudicating the relative performance of each method. We focus on the case of convex and concave curves, since truly homogeneous curves are much easier to unconstrain.

5.2.1. Constructing the Test Curves

In both the convex and concave case, we construct 90 demand curves, each with 140 data points (one for each day in the lead up to departure). The number of bookings $d_t$ (on day $t$ before departure) is sampled from a Poisson distribution with rate $\lambda(t)$. Instead of assuming the same underlying (piecewise constant) trend in $\lambda$ for every curve, however, we model 30 curves as having a linearly changing $\lambda(t)$, 30 curves with a quadratic $\lambda(t)$, and the last 30 curves with a cubic $\lambda(t)$. The resulting set of test curves has a similar mean demand to those in Experiment 1, but is more realistic in two key ways: 1) there is greater variance in total cumulative demand among the curves (a standard deviation of approximately 65 (instead of 28) for convex curves, and 67 (instead of 27) for concave curves), and 2) there is more variation in the shape of the demand curves (see Figure 3b above).

We randomly select 15 out of each set of 30 curves to constrain, such that a total of 45 out of 90 curves of each shape are constrained. We repeat this process three times, constraining the curves for 5, 10 and then 20 days prior to departure. We use this process instead of the booking limits procedure followed by Queenan et al. because it enables us to control the length of the constrained period, ensuring it is sufficiently long, without constraining 100% of the curves (in which case we could not apply EM and PD). Our results show
that it is not necessary to constrain as much as 80% or 98% of curves to illustrate the problems with EM and PD, and we restrict our attention to the case when only half the curves are constrained. As in Section 5.1, we repeat the whole experiment five times and average the results.

5.2.2. Results

Table 2 summarises the results of this second experiment. We report three different error measures for the sake of completeness, each with their own motivation. As before, we include the percentage mean error (E1), the error type reported in [19] and [33], which is a measure of how close the mean of \( \hat{D} \) is to the actual mean. Next, we include the average absolute daily error (that is, the average distance between the actual cumulative demand curve and the unconstrained curve during the constrained period), which we call E2. This indicates which method most accurately reproduces the constrained portion of the true demand curve, an important metric from the point of view of various airline applications (note that E2 cannot be measured for standard EM and PD because they are not applied to any data except the cumulative demand the day before departure). Finally, we report the average absolute difference between the unconstrained approximation of the final cumulative demand and the actual final cumulative demand of the constrained curves (E3).

| No. of Days Constrained | Convex E1 | Convex E2 | Convex E3 | PD E1 | PD E2 | PD E3 | DES E1 | DES E2 | DES E3 | EM Daily E1 | EM Daily E2 | EM Daily E3 | PD Daily E1 | PD Daily E2 | PD Daily E3 | GP E1 | GP E2 | GP E3 |
|------------------------|----------|-----------|-----------|-------|-------|-------|-------|-------|-------|------------|------------|------------|------------|------------|------------|-------|-------|-------|
| 5 Days                 | E1       | E2        | E3        | 10 Days | E1    | E2    | E3    | 20 Days | E1    | E2    | E3    | E1    | E2    | E3    | 5 Days | E1    | E2    | E3    |
| EM                     | 2.05     | -         | 51.8      | 0.59   | -     | 58.16 | 0.28  | -     | 57.55 | 0.15       | 13.76      | 22.62      | 0.17       | 22.23      | 41.60      | 0.36  | 33.98 | 70.23 |
| PD                     | 1.05     | -         | 52.32     | 0.46   | -     | 59.75 | 0.28  | -     | 57.54 | 0.15       | 13.76      | 22.62      | 0.17       | 22.23      | 41.60      | 0.36  | 33.98 | 70.23 |
| DES                    | 0.50     | 7.50      | 11.47     | 1.32   | 12.56 | 23.52 | 4.12  | 28.42 | 63.77 |
| EM Daily               | 0.15     | 13.76     | 22.62     | 0.19   | 22.23 | 41.60 | 0.36  | 33.98 | 70.23 |
| PD Daily               | 0.13     | 13.78     | 22.63     | 0.17   | 22.23 | 41.60 | 0.33  | 34.00 | 70.18 |
| GP                     | 0.13     | 5.87      | 8.13      | 0.26   | 8.70  | 14.29 | 0.71  | 16.38 | 31.43 |
| Concave                | E1       | E2        | E3        | E1    | E2    | E3    | E1    | E2    | E3    | 0.09       | 0.78       | 1.35       | 0.22       | 1.63       | 3.17       | 0.83  | 5.61  | 12.06 |
| EM                     | 6.36     | -         | 88.99     | 6.30   | -     | 88.09 | 5.90  | -     | 83.04 |
| PD                     | 4.67     | -         | 65.33     | 4.67   | -     | 65.34 | 4.34  | -     | 61.12 |
| DES                    | 0.09     | 0.78      | 1.35      | 0.22   | 1.63  | 3.17 | 0.83  | 5.61  | 12.06 |
| EM Daily               | 0.08     | 0.97      | 1.31      | 0.18   | 2.23  | 3.27 | 0.50  | 6.54  | 9.86  |
| PD Daily               | 0.05     | 0.76      | 1.02      | 0.13   | 1.9   | 2.75 | 0.30  | 5.61  | 8.44  |
| GP                     | 0.05     | 0.59      | 0.91      | 0.14   | 1.19  | 2.13 | 0.31  | 2.68  | 5.06  |

Table 2: Results of Experiment 2. E1 denotes percentage mean error, E2 denotes average absolute daily error in the unconstrained approximation, and E3 denotes average absolute error in the total cumulative unconstrained approximation.

From Table 2 we see that GP regression outperforms every other method according to every measure, with four exceptions. The exceptions involve the E1 error measure on both curve sets: when the constraining
period is 10 days long, E1 for GP is slightly (between 0.01% and 0.1%) larger than for the daily variants of EM and PD; and the same applies when 20 days were constrained, with the added outcome that E1 is also slightly lower for standard EM and PD than for GP on the convex curves. However, in both cases, E2 and E3 for GP is less than half what it is for all variants of EM and PD. We illustrate this stark contrast in performance in Figure 4a, which shows the probability density estimates of E3 error for EM, PD and GP when half the convex curve set was constrained for 20 days. These results highlight how misleading it is to consider only the percentage mean error (E1).

Moreover, the success of EM and its variants according to the E1 error measure on the convex curves is a result of the fact that EM collapses into mean imputation when the constrained cumulative demand curves are either very steep or constrained for a substantial period of time. To see why this happens, notice that if a demand curve is constrained for a significant period of time, the observed constrained demand is likely to be significantly lower than the mean of the true demand observations. The first step of EM calculates the initial estimates of unconstrained demand, \( \hat{d}_i^{(0)} \), as

\[
\hat{d}_i^{(0)} = \mathbb{E}[d_i | d_i \geq b_i, d_i \sim \mathcal{N}(\mu^{(0)}, \sigma^{(0)})], \text{ for all constrained } d_i, \\
\quad = \int_b^{\infty} x p(d_i = x) \, dx \frac{p(d_i \geq b_i)}{p(d_i \geq b_i)}, \text{ where } d_i \sim \mathcal{N}(\mu^{(0)}, \sigma^{(0)}).
\]

As \( b_i \) decreases below \( \mu^{(0)} - 2\sigma^{(0)} \), the probability in the denominator approaches 1, and the numerator approaches \( \mathbb{E}[d_i] = \mu^{(0)} \). EM therefore predicts every constrained value as almost exactly \( \mu^{(0)} \), and since \( \mu^{(0)} \) is generally taken to be the mean of the true demand observations, this is equivalent to mean imputation [33].

For example, when EM is applied to the convex curve set when curves are constrained for 20 days, it produces unconstrained approximations for all 45 constrained curves which are extremely close to the mean of the true demand totals (all within 0.3 of this value). It is unsurprising that these estimates are very close to the mean of the actual cumulative demand totals \( A \) given the way that the curves were constructed and how the subsets of curves to be constrained were selected (half of each curve shape). However, with the set of total demand having a standard deviation of 65, predicting the correct mean value for every unconstrained approximation results in a large absolute error on average (as shown in the E3 column of Table 2). The same explanation can be applied to explain the success of the daily version of EM in achieving a small E1 error, while resulting in a very large E2 and E3 error.

As expected, DES performs poorly on both convex and concave curves in this experiment, as both curve sets are constrained for the same length of time. Moreover, the increased curvature of some of the curves as compared with Experiment 1 exacerbates the failure of its linear extrapolation (see Figure 4b).

5.3. Experiment 3: ‘Double Poisson Process’ (DPP) Data

To design our final experiment, we analyse a data set of 392 demand curves for Emirates Airlines tickets for several given flight routes and for individual fare-classes, with total cumulative demand above 70. In this section, we focus exclusively on demand curves of the convex type, as these are the most common in our data set.
Figure 4: Figure (a) shows the probability density estimates of E3 error totals for the convex curve set in Experiment 2, with 20 days constrained. We include only the top performing methods, and exclude the results for PD as they coincide almost precisely with those of EM. Figure (b) shows a comparison of the unconstrained extrapolations produced by GP and DES on a convex curve from Experiment 2. The black line corresponds to cumulative bookings prior to constraining.

Figure 5a shows a typical example of the demand data generated for Experiment 1. The data produced for Experiment 2 is similar, except for the fact that the average daily rate increases in either a linear, quadratic, or cubic manner, depending on the demand curve in question (see the Supplementary Material for figures). While the method used in Experiments 1 and 2 to model bookings as an inhomogeneous Poisson process is standard in the literature, the resulting test data it produces is, in fact, noticeably different to the typical daily demand data we see in our data set. This is immediately apparent when comparing Figure 5a with Figure 5b, which shows real data from a typical high demand flight.

This motivates an alternative approach to manufacturing test data which more closely replicates typical Emirates demand data. The benefits of such a method over simply comparing the methods on the real data itself, are two-fold:

1. It makes the experiment reproducible, such that it can be performed by any researcher, in particular those without access to this proprietary Emirates Airlines data set
2. It avoids the problem of having to subset the real data into sets of demand curves which are considered to have similar demand trends (which is necessary prior to testing unordered methods, as they are only applied to such subsets). Airlines have their own ways of doing this subsetting, and the extent to which they are successful in creating appropriate subsets will greatly impact upon the performance of any unordered method. Manufacturing realistic data therefore allows us to control the bias which exists in favour of, or against, unordered methods while still producing industry-relevant results.

We started by attempting an alternative method for simulating an inhomogeneous Poisson process known as ‘thinning’. However, we found that even our best efforts to generate realistic-looking data still fell short
Figure 5: Comparison of data generated for our experiments to real Emirates demand data. Figure (c), generated in Experiment 3 by the ‘DPP’ process, is notably more similar to the real data in Figure (b) than the data created by Queenan at al. which is shown in Figure (a).

(see the Supplementary Material for details). As an alternative starting point for designing more realistic test data, we note that one of the obvious differences between the data in Figure 5a and Figure 5b is that there are significantly more 0 data points (days on which 0 bookings were made) in the latter figure, and these continue until much closer to the day of departure. This motivates an approach which independently models two key features of the data:

1. The rate $\lambda(t)$ representing the trend in average daily bookings (on those days on which bookings are made);

2. The ‘inter-arrival times’ (on the scale of days), that is, the number of days with zero bookings in between days on which bookings are made.

Modelling these two factors independently does indeed break the assumption of an underlying standard Poisson arrivals process. However, we find that doing so allows us to achieve more realistic-looking data nonetheless.

We propose sampling both ‘arrivals’ (bookings) and the ‘inter-arrival times’ (the number of days between bookings) from Poisson distributions, with time dependent rates $\lambda_1(t)$ and $\lambda_2(t)$ respectively.\(^2\) To create a test curve, we therefore define two vectors $\lambda_1, \lambda_2 \in \mathbb{R}_{+}^{140}$, with each element corresponding to the rate at each day in the lead up to departure. Thereafter we follow two steps: we use the vector $\lambda_2$ to determine on which days non-zero bookings occur, and on each of these days we sample the number of bookings from a Poisson distribution with mean rate equal to the element of $\lambda_1$ corresponding to that day (see Figure 3 in the Supplementary Material for an illustration of this process).

\(^2\)We note that the Poisson distribution is an especially unusual choice for modelling inter-arrival times, since it means that they must be integer valued. However, since we are operating on the scale of ‘days’, and producing a data set which gives daily bookings, this property of the Poisson distribution does not cause any problems: we hope to model precisely the integer number of days between days on which bookings occur.
Table 3: Results of Experiment 3. As in Table 2, E1 denotes percentage mean error, E2 denotes average absolute daily error in the unconstrained approximation, and E3 denotes average absolute error in the total cumulative unconstrained approximation.

|               | 5 Days   | 10 Days  | 20 Days  |
|---------------|----------|----------|----------|
|               | E1       | E2       | E3       | E1       | E2       | E3       | E1       | E2       | E3       |
| EM            | 7.06     | -        | 30.04    | 3.22     | -        | 26.45    | 1.10     | -        | 29.08    |
| PD            | 4.51     | -        | 26.88    | 1.48     | -        | 26.57    | 0.86     | -        | 29.20    |
| DES           | 0.98     | 4.02     | 6.14     | 2.64     | 6.93     | 12.30    | 8.15     | 13.88    | 30.81    |
| EM Daily      | 0.59     | 5.32     | 8.65     | 1.15     | 7.67     | 13.69    | 2.30     | 12.27    | 24.58    |
| PD Daily      | **0.31** | 5.05     | 8.12     | 0.44     | 7.22     | 12.78    | **0.49** | 10.94    | 22.36    |
| GP            | **0.31** | **3.39** | **4.88** | **0.40** | **5.60** | **9.19** | **1.46** | **9.56** | **18.65** |

The data shown in Figure 5c was generated with this ‘double Poisson process’ (DPP), and it is evidently much more similar to those in the Emirates data set. We thus use this process to generate 90 convex demand curves of varying degrees of convexity as in Experiment 2 (the formulae for $\lambda_1(t)$ and $\lambda_2(t)$ used to create these curves are given in the Supplementary Material). The resulting curves have a mean total demand of 181.9 and a standard deviation of 35.2. We repeat this process three times, constraining 45 of the curves for 5, 10 and 20 days, and compare the performance of the various unconstraining methods in each case. As before we repeat this whole process five times, and we present the averaged results in Table 3.

Once again, GP regression outperforms all other methods, in every case and by almost every measure. The only exception is that we see a repeat of the result we saw in Experiment 2, where the E1 error for a constrained period of 20 days is slightly higher for GP than it is for EM, PD and PD Daily. However, GP is again noticeably better according to both the E2 and E3 error measures, which we argue are also relevant for evaluating the performance of the various methods, for reasons discussed in Section 5.1.

5.4. Experimental Conclusions

The results from all three experiments described in this section indicate that our proposed GP unconstraining method achieves significantly better results on average than existing state of the art methods in the literature.

6. Detecting Changepoints in Demand Trends

Thus far we have assumed that the underlying trend in demand is likely to be generally smooth, without kinks and discontinuities, and we have compared the performance of GPs to existing unconstraining methods using test data which stays true to this assumption. In this section we weaken this smoothness assumption, allowing for points at which the characteristics of the underlying demand trend change dramatically.
In time-series analysis, times at which the characteristics of the data change dramatically are known as changepoints. Research on methods for detecting changepoints has been ongoing for decades [12, 1], and a range of methods have been applied to data from a diverse set of subjects ranging from hydrology [38] to the history of political relationships [34].

Demand for flight tickets is affected by many exogenous factors, some of which (like a competitor’s prices or the perceived safety of a destination) can change drastically in short spaces of time. This makes it likely that changepoints will feature frequently in the demand data, and we have observed them in the Emirates data discussed in Section 5.3. Any method which hopes to accurately pick up and forecast a demand trend based on past time-series data will make significant errors unless it is able to account for the possibility of changepoints. Without registering a changepoint, the method’s extrapolation will be informed by all past data, when in fact it needs to account for the fact that the data from before the changepoint does not accurately represent the demand trend after it.

Garnett at al. [7] showed how changepoint detection can be simply and elegantly incorporated into a GP regression framework by constructing an appropriate covariance function. For our purposes, we want to allow for the fact that the covariance before and after the changepoint might be completely different (for example, a roughly quadratically increasing demand level before the changepoint, and a small, approximately constant demand level after the changepoint). We therefore define our covariance function to be

\[
k(x, x') = \begin{cases} 
\sigma_1^2(x^\top x' + c_1)^{p_1} & \text{if } x, x' < x_c, \\
\sigma_2^2(x^\top x' + c_2)^{p_2} & \text{if } x, x' \geq x_c, \\
0 & \text{otherwise,}
\end{cases}
\]

where \(x_c\) is the location of the change point, and is also a hyperparameter which is inferred from the data along with the other covariance function hyperparameters \(\theta_c = \{\sigma_1, \sigma_2, c_1, c_2, p_1, p_2, x_c\}\). We implement this by adding a further covariance function file to the GPML library, and we marginalise out all hyperparameters using the quadrature method presented at the end of Section 3.

We omit comparisons with other methods in our analysis of changepoint detection. Since detecting changepoints is exclusively applicable when demand data is viewed as time-series data, direct comparisons with unordered methods like EM and PD do not make sense. Moreover, the fundamental problem with DES (that it is limited to linear extrapolation of cumulative demand) would apply equally in the presence of changepoints. Instead, we illustrate the power of our method with a number of scenario-inspired test cases, with normalised inputs \((x \in [0, 1])\), the results of which are shown in Figure 6. In particular, we consider the demand for a given fare-class on a given flight on Airline A in the following three scenarios:

- **Scenario 1** (Figures 6a and 6b): Demand is fairly constant but relatively low because the price of the ticket is not competitive. When a competitors’ price suddenly increases or their flights are sold out, this diverts demand to Airline A, causing a jump in the average daily bookings.
Figure 6: Prediction and extrapolation in the presence of changepoints. In each scenario, the data is the same in the figures on the left and right. The figures on the left show the GP fit and extrapolation using the covariance function given in (10), while the figures on the right use the modified changepoint covariance function defined in (14).
• Scenario 2 (Figures 6c and 6d): The inverse of Scenario 1, where Airline A’s flight begins with high relatively constant demand, until a cheaper option on a competitor airline becomes available, diverting demand away from Airline A.

• Scenario 3 (Figures 6e and 6f): Demand for Airline A’s flight is increasing in some non-linear fashion until there is some destination-related shock (a headline news item causing the destination to be considered unsafe, for example), after which demand drops dramatically, and remains fairly flat at a relatively low level.

The plots on the left-hand side (Figures 6a, 6c, and 6e) show the results of fitting our proposed GP regression model with the standard covariance function given in (10), which does not account for changepoints. We compare these with the plots shown on the right-hand side (Figures 6b, 6d, and 6f) which are obtained using the changepoint covariance function defined in (14) on the same data. It is clear in all cases that the changepoint covariance function better extrapolates the post-changepoint demand trend, and Figure 6e best exhibits just how wrong the GP prediction might become when a changepoint is not accounted for. In this case, demand has clearly collapsed to a low level, and there is no indication that it is likely to pick up again. The changepoint covariance function picks this up and correctly extrapolates this low, relatively constant demand. When the changepoint is not accounted for however, the predicted future demand begins to increase rapidly in strong contrast to the post-changepoint trend.

For illustration purposes, we have thus far only included examples of data with a single changepoint. However, our approach can easily be extended to cope with multiple changepoints given sufficient computational power (Garnett at al. [7] show that in fact, when taking a ‘moving window’ approach to changepoint detection, it is uncommon to need to account for more than two changepoints in the covariance function itself). This ability to detect and account for discontinuities in the demand trend is a powerful motivating factor for the use of our method for unconstraining demand.

7. Conclusions and Future Work

In this paper we proposed and extensively tested a new single-class unconstraining method that uses GP regression with a Poisson likelihood and a new covariance function — a ‘variable degree polynomial covariance function’. This proposed regression model is novel in its inference of the (non-integer) exponent in the polynomial covariance function, and its ability to perform well on more realistic demand data; data which exhibits nonlinear inhomogeneous Poisson rates, varying inter-arrival-times and discontinuities in demand.

The results of our numerical experiments point to a number of important conclusions. The first is that it is important to consider not only the percentage mean error (as is standard in the literature), but also the

\[ \text{Though the existence of a changepoint is pre-specified when defining the changepoint covariance function (14), if it transpires that there is in fact no changepoint, the inferred covariance parameters on either side of } z_c \text{ will be roughly the same, resulting in a prediction similar to that made by the standard, non-changepoint covariance function given in (10).} \]
average absolute error in the unconstrained approximations. For some applications of unconstraining — say, in estimating average historical demand for pricing and route-planning purposes — accurately estimating the mean of historical demand may well be the most important goal. However, the decision about whether or not to re-open a currently-constrained fare-class depends on accurately unconstraining that particular demand curve, not knowledge of the historical mean, and hence what matters in such cases is the accuracy of individual unconstrained approximations. Importantly, our results show that success according to one measure does not imply success according to the other, and hence in general we ought to consider both. Secondly, our results show that when both error measures are considered, our proposed GP method notably outperforms all other unconstraining methods included in our experiments. Our GP method performs comparably (or better) when considering the percentage mean error, and performs decidedly the best when considering average absolute error. One notable drawback was that with un-vectorised code, the use of GPs is significantly more computationally expensive than other methods. However, we expect that with vectorised and optimised code, GPs would be much more computationally comparable.

Our final piece of analysis extends our proposed method to cope with changepoints in time-series demand data, by defining an amended covariance function, and inferring both the location of the changepoint and the covariance hyperparameters on either side of it from the data. We show that extrapolation based on data which exhibits a changepoint is much more accurate when the amended (changepoint) covariance function is used.

While these results are very positive, they also highlight areas which merit further research. First, it would be preferable (though non-trivial) to find a set of conditions under which we can guarantee that the variable degree polynomial covariance function we propose will work with a predetermined spectral shift. Secondly, though we find GPs to be preferable to all other methods tested in our experiments, the superior performance of EM Daily and PD Daily in Experiments 1 and 3, as compared with the standard average-based EM and PD, merits further investigation by RM practitioners into increasing the granularity of the data on which they apply these methods.

Acknowledgements

This work was supported by the Oxford-Emirates Data Science Lab.

References

References

[1] Basseville, M., & Nikiforov, I. V. (1993). Detection of abrupt changes: theory and application. Prentice Hall Englewood Cliffs.

[2] Bobb, L. M., & Veral, E. (2008). Open issues and future directions in revenue management. Journal of Revenue and Pricing Management, 7, 291–301.
[3] Cooper, W. L., Homem-de Mello, T., & Kleywegt, A. J. (2006). Models of the spiral-down effect in revenue management. Operations Research, 54, 968–987.

[4] FitzGerald, C. H., & Horn, R. A. (1977). On fractional Hadamard powers of positive definite matrices. Journal of Mathematical Analysis and Applications, 61, 633–642.

[5] Fuentes, M., & Raftery, A. E. (2005). Model evaluation and spatial interpolation by Bayesian combination of observations with outputs from numerical models. Biometrics, 61, 36–45.

[6] Gao, P., Honkela, A., Rattray, M., & Lawrence, N. D. (2008). Gaussian process modelling of latent chemical species: applications to inferring transcription factor activities. Bioinformatics, 24, 70—75.

[7] Garnett, R., Osborne, M. A., & Roberts, S. J. (2009). Sequential Bayesian prediction in the presence of change points. In Proceedings of the 26th Annual International Conference on Machine Learning (pp. 345–352). ACM.

[8] Genton, M. G. (2001). Classes of kernels for machine learning: a statistics perspective. Journal of Machine Learning Research, 2, 299–312.

[9] Guillot, D., Khare, A., & Rajaratnam, B. (2015). Complete characterization of Hadamard powers preserving Loewner positivity, monotonicity, and convexity. Journal of Mathematical Analysis and Applications, 425, 489–507.

[10] Guo, P., Xiao, B., & Li, J. (2012). Unconstraining methods in revenue management systems: Research overview and prospects. Advances in Operations Research, 2012.

[11] Gupta, M. R., & Chen, Y. (2011). Theory and use of the EM algorithm. Foundations and Trends in Signal Processing, 4, 223–296.

[12] Hinkley, D. V. (1970). Inference about the change-point in a sequence of random variables. Biometrika, (pp. 1–17).

[13] Hopperstad, C. (1995). An alternative detruncation method. Boeing Commercial Aircraft Company Internal Document, Boeing, Renton, Wash, USA.

[14] Hopperstad, C. (1996). Passenger O/D Simulator–PODS V.6. In AGIFORS Proceedings.

[15] Lawless, J. F. (2011). Statistical models and methods for lifetime data. John Wiley & Sons.

[16] Liu, C. (2004). Gabor-based kernel PCA with fractional power polynomial models for face recognition. IEEE Transactions on Pattern Analysis and Machine Intelligence, 26, 572–581.

[17] Liu, P. H., Smith, S., Orkin, E. B., & Carey, G. (2002). Estimating unconstrained hotel demand based on censored booking data. Journal of Revenue and Pricing Management, 1, 121–138.
[18] O’Hagan, A., & Kingman, J. F. C. (1978). Curve fitting and optimal design for prediction. *Journal of the Royal Statistical Society. Series B (Methodological)*, (pp. 1–42).

[19] Queenan, C. C., Ferguson, M., Higbie, J., & Kapoor, R. (2007). A Comparison of Unconstraining Methods to Improve Revenue Management Systems. *Production and Operations Management, 16*, 729–746.

[20] Rasmussen, C. E., & Nickisch, H. (2010). Gaussian processes for machine learning (GPML) toolbox. *Journal of Machine Learning Research, 11*, 3011–3015.

[21] Rasmussen, C. E., & Williams, C. K. I. (2006). *Gaussian Processes for Machine Learning*. MIT press Cambridge.

[22] Rigdon, E. (1997). Not positive definite matrices: causes and cures. *Georgia State University Website*, (pp. 1—6). URL: [http://www2.gsu.edu/~mkteer/npdmat.html](http://www2.gsu.edu/~mkteer/npdmat.html).

[23] Rossius, R., Zenker, G., Ittner, A., & Dilger, W. (1998). A short note about the application of polynomial kernels with fractional degree in Support Vector Learning. *Machine Learning: ECML-98*, (pp. 143–148).

[24] Saatçî, Y., Turner, R. D., & Rasmussen, C. E. (2010). Gaussian process change point models. In *Proceedings of the 27th International Conference on Machine Learning (ICML-10)* (pp. 927–934).

[25] Salch, J. (1997). Unconstraining passenger demand using the EM algorithm. In *Proceedings of the INFORMS Conference*.

[26] Skwarek, D. K. (1996). *Competitive impacts of yield management system components: forecasting and sell-up models*. Ph.D. thesis Massachusetts Institute of Technology.

[27] Skwarek, D. K. (1996). Revenue and traffic impacts of alternative detruncation methods. *Proceedings of AGIFORS Reservations and Yield Management Study Group. Zurich, Switzerland*.

[28] Talluri, K. T., & Van Ryzin, G. J. (2006). *The theory and practice of revenue management*. Springer Science & Business Media.

[29] Van Ryzin, G. J., & McGill, J. I. (1999). Revenue management: Research overview and prospects. *Transportation Science, 33*, 233–256.

[30] Van Ryzin, G. J., & McGill, J. I. (2000). Revenue management without forecasting or optimization: An adaptive algorithm for determining airline seat protection levels. *Management Science, 46*, 760–775.

[31] Weatherford, L. R. (2000). Unconstraining methods. *Proceedings of the AGIFORS Reservations and Yield Management Study Group*.

[32] Weatherford, L. R. (2016). The history of unconstraining models in revenue management. *Journal of Revenue and Pricing Management, 15*, 222–228.
[33] Weatherford, L. R., & Pölt, S. (2002). Better unconstraining of airline demand data in revenue management systems for improved forecast accuracy and greater revenues. *Journal of Revenue and Pricing Management, 1*, 234–254.

[34] Western, B., & Kleykamp, M. (2004). A Bayesian change point model for historical time series analysis. *Political Analysis, 12*, 354–374.

[35] Wickham, R. R. (1995). *Evaluation of forecasting techniques for short-term demand of air transportation*. Ph.D. thesis Massachusetts Institute of Technology.

[36] Wiener, N. (1949). *Extrapolation, interpolation, and smoothing of stationary time series* volume 7. MIT press Cambridge, MA.

[37] Wilson, A. G., & Adams, R. P. (2013). Gaussian Process Kernels for Pattern Discovery and Extrapolation. In *Proceedings of the 30th International Conference on Machine Learning (ICML-13)* (pp. 1067–1075).

[38] Wong, H., Hu, B. Q., Ip, W. C., & Xia, J. (2006). Change-point analysis of hydrological time series using grey relational method. *Journal of Hydrology, 324*, 323–338.

[39] Yeoman, I., & McMahon-Beattie, U. (2004). *Revenue management and pricing: Case studies and applications*. Cengage Learning EMEA.

[40] Zeni, R. H. (2001). *Improved forecast accuracy in airline revenue management by unconstraining demand estimates from censored data*. Ph.D. thesis Rutgers, The State University of New Jersey.