IDENTIFICATION OF DEEP BREATH WHILE MOVING FORWARD BASED ON MULTIPLE BODY REGIONS AND GRAPH SIGNAL ANALYSIS
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ABSTRACT

This paper presents an unobtrusive solution that can automatically identify deep breath when a person is walking past the global depth camera. Existing non-contact breath assessments achieve satisfactory results under restricted conditions when human body stays relatively still. When someone moves forward, the breath signals detected by depth camera are hidden within signals of trunk displacement and deformation, and the signal length is short due to the short stay time, posing great challenges for us to establish models. To overcome these challenges, multiple region of interests (ROIs) based signal extraction and selection method is proposed to automatically obtain the signal informative to breath from depth video. Subsequently, graph signal analysis (GSA) is adopted as a spatial-temporal filter to wipe the components unrelated to breath. Finally, a classifier for identifying deep breath is established based on the selected breath-informative signal. In validation experiments, the proposed approach outperforms the comparative methods with the accuracy, precision, recall and F1 of 75.5%, 76.2%, 75.0% and 75.2%, respectively. This system can be extended to public places to provide timely and ubiquitous help for those who may have or are going through physical or mental trouble.

Index Terms— Deep breath, physiological signal, remote measurement, breath when walking, graph signal processing

1. INTRODUCTION

In some scenarios, it would be significant to be able to measure breath as people move around. For example, in a shopping mall, if it is possible to detect the respiratory conditions of customers as they stroll through the mall, and the relevant departments will be able to provide immediate assistance for people who are going through physical or men-

tal trouble. When human body stays relatively still, the non-contact breathing assessment has a satisfactory performance [1][2][3][4][5][6][7]. These methods tend to fail when people move forward. Hence, we aim to find an unobtrusive solution to reduce the relative motionless restriction, and finally identify deep breath when a person moves forward. The application scenario of this solution is illustrated in Fig. 1.

Fig. 1. Illustration of application scenario of our system. A person moves past the global depth camera, and the breath pattern classifier can infer whether the person has taken deep breaths without a stop at the camera.

To the best of our knowledge, there are no researches to assess respiratory state using a global camera when a person moves forward. In terms of in-head camera, researchers put a portable thermal imaging camera on the glass [8] or fix it on the hat [9], so they can measure breath during walking. However, the in-head camera may block the view, and affect user’s respiratory state because he or she is already aware of being examined [10]. Besides, these in-head or in-hand imaging architectures are suitable for personal usage, and they are difficult to be extended to the large-scale usage. Inspired by our previous research [11], we attempt to develop an algorithm to excavate the pure signals related to breath based on depth video when people walk past the global depth camera.

Deep breath i.e., hyperpnea is characterized by increased depth of ventilation, and it is associated with stress, emotion and pulmonary infections [12]. We envision a non-contact approach that can detect deep breath on a large scale in pub-
lic places, as long as someone walks past the global camera. Thus, timely and ubiquitous help can be provided to these people who may have emotional or physical problems. This unobtrusive assessment will not bring an additional burden to people, and it also can increase the level of service and safety in public places.

Two challenges inevitably exist in grabbing the deep breathing signal when a person walks past the global depth camera: 1) the signals associated with deep breath are hidden within signals of trunk displacement and deformation, and 2) since the human body’s presence in front of the depth camera is brief, the effective recording time is very short, typically less than 10 seconds. Therefore, the contributions of this paper are as follows:

- We design an algorithm to generate the signals that account for the largest proportion of respiratory signals from multiple body regions, and purify them to obtain the signals informative to breath.
- We develop a graph signal analysis algorithm specific to the signals derived from depth video for filtering out components unrelated to breath.
- We establish a breath during walking dataset which contains normal and deep breathing patterns to validate the proposed algorithm.

2. METHOD

The pipeline of our method is shown in Fig. 2. Firstly, we obtain the raw signal of six channels by multiple ROIs based signal extraction method: we automatically divide the chest and abdomen area into three parts viz. chest, abdomen and chest wall via human joints tracking, then we subtract the depth of nose or pelvis from the average depth of these three areas to produce one-dimensional (1D) temporal signal. Secondly, we pre-process each channel of the raw signal, then we adopt graph signal analysis (GSA) for spatial-temporal filtering. Thirdly, we choose the most suitable signal from six processed signals by informative signal selection method. Finally, a deep breath identification model is established using support vector machine (SVM).

2.1. Multiple ROIs based respiratory signal extraction

The inhalation and exhalation during breath cause the chest and abdomen to rise and fall [13], thus the breath signal can be extracted from depth value of those areas. Previous researches [3, 14] generally take the absolute depth as the raw signal. As people may have different breathing habits when they walk, we propose the multiple ROIs based respiratory signal extraction method. It includes three body regions related to breath and two stable points. As shown in Fig. 3 based on human joints tracking, we take chest, abdomen and chest wall as the breath-related areas, and take pelvis and nose as the stable points. Then, we subtract the depth of one stable point from the average depth of one specific area to get one channel of the raw signal:

$$y_{ij}(t) = \frac{1}{n_i} \sum_{x,y \in ROI_i} D_{(x,y)}(t) - D_{(x_j,y_j)}(t)$$  \hspace{1cm} (1)

where $D_{(x,y)}(t)$ represents the depth value at pixel $(x, y)$ in frame $t$; $n_i$ represents the number of pixels in the $i$th ROI; and $(x_j, y_j)$ represents the pixel of the $j$th stable point. In this research, $i = 1, 2, 3$ and $j = 1, 2$. Therefore, a total of six channels can be extracted from depth video.

2.2. Graph signal analysis for spatial-temporal filtering

Before GSA, we pre-process each channel using outlier removal, trend removal and band pass filter, then denoise all channels using GSA. We establish deep breath identification model based on SVM. From the average depth of one specific area to get one channel of the raw signal:

Fig. 2. Pipeline of the proposed non-contact deep breath identification from depth video. (a) Extract the relatively pure signals related to breath by subtracting the depth of nose or pelvis from the average depth of specific areas. (b) Pre-process each single channel using outlier removal, trend removal and band pass filter, then denoise all channels using GSA. (c) Select the most periodic signal for identification. (d) Establish deep breath identification model based on SVM.
Each channel of the raw signal to get \( y \) of one stable point from the average depth of one ROI using Eq. (1) to get the raw signal \( y \). We then subtract the depth \( x \) from one stable point at 5 meters (a), 3 meters (b), and 1 meter (c) away from the depth camera. ROIs images during testing when the subject is 5 meters (a), 3 meters (b), and 1 meter (c) away from the depth camera. ROIs.

We establish the deep breath identification model based on ROIs. GSA has been widely used in image processing field, such as denoising [18] and contrast enhancement [19]. In this work, we aim to obtain the denoised signal \( x \) such as denoising [18] and contrast enhancement [19]. In this work, we aim to obtain the denoised signal \( x \) such that features of two samples, \( f_i, f_j \in \mathbb{R}^3 \) denote the sample feature, \( i.e. \), the horizontal and vertical pixel locations and pixel intensity of an observation. We then define a degree matrix \( D = \sum_i w_{i,j} \). Therefore, a combinatorial graph Laplacian can be expressed as:\n\( L = D - A \).

Now, we formulate a following Maximum a Posteriori (MAP) problem:

\[
\min_{x} ||y - x||_2^2 + \mu x^\top L x \tag{3}
\]

Eq. (3) has a closed-form solution \( x = (I + \mu L)^{-1} y \). Since \( L \succeq 0 \), \( I + \mu L \succ 0 \), and thus \( I + \mu L \) is invertible and the solution of Eq. (3) is stable. We update the metric \( M \) that defines the feature distances in \( L \) via iterative gradient descent and positive definite (PD)-cone projection. Specifically, we define \( x^\top L(M)x = Q(M) \), and thus the above iterative procedure is given by:

\[
M_t = \text{Proj}(M_{t-1} - \alpha_{t-1} \nabla Q(M_{t-1})) \tag{4}
\]

where \( \alpha \) is a step size that is initialised heuristically, increased by a small amount if the gradient descent yields a smaller objective and decreased by half otherwise, the gradient w.r.t. \( M_{m,n} \) is given by:

\[
\frac{\partial Q(M)}{\partial M_{m,n}} = -\sum_{i,j} \Delta(f_{ij})_m \Delta(f_{ij})_n w_{i,j} (x_i - x_j)^2 \tag{5}
\]

where \( \Delta f_{ij} = f_i - f_j \). To perform PD-cone projection, we first find the eigen-decomposition of

\[
M_{t-1} - \alpha_{t-1} \nabla Q(M_{t-1}) = \sum_i \lambda_i v_i v_i^\top \tag{6}
\]

We then define the projection:

\[
M_t = \sum_i \max(\lambda_i, 0) v_i v_i^\top \tag{7}
\]

We iteratively solve Eq. (3) and Eq. (4) until convergence.

Based on the above analysis, we can filter out some components unrelated to breath, and finally get six denoised signals viz. \( x^* = \{S_{i,j}(t)\} \) in Eq. (3).

### 2.3. Informative signal selection

After GSA, there still exist six signals extracted from different ROIs. As only one temporal signal is required for deep breath identification, we select the most periodic signal as the signal informative to breath. We adopt the quantification of periodicity in [15], which is originally used to select the most suitable eigenvector after Principal Component Analysis (PCA). This quantification specific to our research can be expressed as the following equation:

\[
index = \frac{P_i f_m + P_{i+1} f_m}{\sum_{i=0}^2 P_i} \tag{8}
\]

where \( f_m \) represents the frequency with maximal power in the passband of \([0.167, 0.667]\) Hz, and \( P_i \) represents the power of frequency \( i \). We then take the signal with largest index as the signal informative to breath, and denote it as \( S(t) \).

### 2.4. Deep breath identification model

We establish the deep breath identification model based on handcrafted features extracted from processed signals. The kernel function of SVM is set as linear kernel. A total of 15 features are extracted from the 1D temporal signal, including

---

**Fig. 3.** One visualized example of the multiple ROIs based breath signal extraction when a person moves forward. Depth images during testing when the subject is 5 meters (a), 3 meters (b), and 1 meter (c) away from the depth camera. ROIs.
4 time domain features, 4 short-term domain features, 5 time-frequency domain features, and 2 self-defined features. The first self-defined feature is the standard deviation of the auto-correlation sequence, which represents the stability of respiratory signal. The second self-defined feature is respiratory rate calculated by Welch PSD estimation \[20\]. Other features are from [3], which is originally used to detect breathing disorder.

### 3. EXPERIMENTS AND RESULTS

This section describes the establishment of the breath during walking dataset, and the validation results on this dataset. The performance comparison is shown in Table 1.

| Signal Extraction | Signal Processing | Accuracy(%) | Precision(%) | Recall(%) | F1(%) |
|-------------------|-------------------|-------------|--------------|----------|-------|
| Multiple ROIs & Selection | Bandpass & GSA | 75.5 ± 7.2 | 76.2 ± 8.0 | 75.0 ± 10.2 | 75.2 ± 7.6 |
| Multiple ROIs & Selection | Bandpass | 66.7 ± 8.7 | 67.3 ± 9.4 | 66.4 ± 10.3 | 66.5 ± 8.9 |
| Single ROI | Bandpass & GSA | 59.8 ± 7.8 | 58.5 ± 6.9 | 69.1 ± 11.2 | 63.0 ± 7.7 |
| Single ROI | Bandpass | 57.3 ± 8.1 | 56.8 ± 7.7 | 61.6 ± 11.5 | 58.8 ± 8.6 |
| PCA | Bandpass & GSA | 44.1 ± 7.1 | 43.9 ± 7.5 | 43.0 ± 12.1 | 42.9 ± 8.7 |
| PCA | Bandpass | 44.4 ± 8.0 | 44.6 ± 8.2 | 48.0 ± 13.0 | 45.8 ± 8.6 |

We also do the comparative experiments specific to different signal extraction and processing methods. For signal extraction methods, we compare our method to single ROI method and PCA method. The single ROI method only chooses relative depth between chest and pelvis as breath signal, and the PCA method extracts breath signal from 3D location of breath-related human joints. For signal processing methods, we compare our method to the method which only does band pass filtering. The performance comparison is shown in Table 1. The results demonstrate that the proposed multiple ROIs extraction in tandem with informative selection achieves the best performance, whether GSA is used or not. Furthermore, the addition of GSA can further obviously improve the model performance. Therefore, the results prove that our signal extraction method and signal processing method have great contributions to the identification of deep breath when someone moves around.

### 4. CONCLUSION

This paper presents a method that can identify deep breath when someone moves forward. Different from previous researches that require the body stay relatively still, we extract the signals from multiple body regions and adopt graph signal analysis for spatial-temporal filtering, so it reduces the noise caused by trunk displacement and deformation. In validation experiments, our method achieves good performance on breath during walking dataset with the accuracy, precision, recall and F1 of 75.5%, 76.2%, 75.0% and 75.2%, respectively. Besides, the performance comparison demonstrates that our signal extraction method and signal processing method have great contributions to the identification of deep breath while someone moves forward. The proposed approach has significant potential to be applied to the public places to increase the level of service and safety. For example, in a shopping mall, if it is possible to detect the respiratory conditions of customers as they stroll through the mall, and the relevant departments can provide immediate assistance for people who may have or are going through physical or mental trouble.
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