Optimal exercise of American put options near maturity: A new economic perspective
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Abstract
The critical price $S^*(t)$ of an American put option is the underlying stock price level that triggers its immediate optimal exercise. We provide a new perspective on the determination of the critical price near the option maturity $T$ when the jump-adjusted dividend yield of the underlying stock is either greater than or weakly smaller than the riskfree rate. Firstly, we prove that $S^*(t)$ coincides with the critical price of the covered American put (a portfolio that is long in the put as well as in the stock). Secondly, we show that the stock price that represents the indifference point between exercising the covered put and waiting until $T$ is the European-put critical price, at which the European put is worth its intrinsic value. Finally, we prove that the indifference point’s behavior at $T$ equals $S^*(t)$’s behavior at $T$ when the stock price is either a geometric Brownian motion or a jump-diffusion. Our results provide a
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thorough economic analysis of \( S^* (t) \) and rigorously show the correspondence of an American option problem to an easier European option problem at maturity.
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## 1 Introduction

American options are important derivatives with a variety of applications in financial economics including perpetual rights (e.g. Henderson and Hobson (2008)), portfolios of rights (e.g. Henderson et al. (2014)), corporate security valuation (e.g. Black and Cox (1976); Geske (1977), and Vidal Nunes (2011)), and contracts with complex embedded decisions (e.g. Gerer and Dorfleitner (2018), and Battauz et al. (2020)). There is a vast literature on the close-to-maturity valuation of finite-maturity American options (e.g. Barles et al. 1995; Pham 1997; Evans et al. 2002; Lamberton and Villeneuve 2003; Detemple 2005; Lamberton and Mikou 2008; Bouselmi and Lamberton 2016; Li 2010a,b and Cheng and Zhang 2012). A finite-maturity American put option on a stock requires optimal early exercise as soon as the current underlying stock price \( S(t) \) is not above an endogeneous time-varying barrier called the critical price \( S^*(t) \).

If the riskfree rate dominates the jump-adjusted dividend yield of the underlying stock, \( S^*(t) \) converges to the strike price \( K \) as \( t \) approaches the maturity date \( T \). Remarkably, if the jump-adjusted dividend yield is greater than the riskfree rate, the American-put critical price at maturity displays a discontinuity as \( S^*(t) \) converges to a limit strictly smaller than \( K = S^*(T) \). Given a geometric Brownian motion for the underlying stock price, Ingersoll (1998) offers an intuitive indifference-point argument to economically assess such a discontinuity. Similar arguments can be found in Kim and Yu (1996) and Huang et al. (1996).

We contribute by providing a new perspective on the determination of the critical price at maturity when the jump-adjusted dividend yield is either greater than or weakly smaller than the riskfree rate \( r \). The jump-adjusted dividend yield is the sum of the stock’s payout rate \( q \), i.e. the classical dividend yield, and of the stock’s expected return due to upward jumps (see Theorem 4.2). In the absence of jumps, the jump-adjusted dividend yield equals \( q \). Our method brings in exactness and validity across two relevant stock price models without giving away financial intuition. We follow Ingersoll (1998) in employing an indifference-point analysis on the optimal exercise of a covered American put, which here is taken to be a portfolio that is long in the put option as well as in one underlying share. However, our novel approach is more rigorous, as it performs a careful study of the early exercise premium, and it applies to a jump-diffusion setting. Additionally, our approach can justify the Ingersoll (1998) argument as one of its implications.

In a Black and Scholes (1973) setting, Ingersoll (1998) claims that \( S^*(t) \) near maturity (at \( t = T - dt \)) coincides with the indifference point where the payoff from the covered put immediate exercise and the present value of the covered put terminal
cashflow coincide. In particular, if you exercise the covered American put at \( t = T - dt \) when \( S(t) = x \) to sell the stock, you get

\[
(K - x)^+ + x = \begin{cases} 
  K & \text{if } K > x \\
  x & \text{if } K \leq x
\end{cases}
\]

On the contrary if you continue until \( T = t + dt \), the value in \( t \) of the cashflow you will get in \( T \) is approximately

\[
\frac{K e^{-r dt}}{\text{value at } t \text{ of } K \text{ obtained at } T = t + dt} + x q dt \quad \text{for holding the stock from } t \text{ to } T = t + dt
\]

when \( x \) is smaller than \( K \). According to Ingersoll, given \( x < K \), the critical price \( S^*(t) = x^* \) is the indifference point \( x = x^* \) such that the two cashflows coincide (please note that \( x^* \) is a function of \( dt \)), namely \( x^* \) is the solution of

\[
K = K e^{-r dt} + x^* q dt \quad (1.1)
\]

Equation (1.1) compares \( K \), the immediate payoff from the exercise of the in the money covered put at \( t = T - dt \), to the value in \( t \) of the cashflow you will get in \( T \) provided that the option closes at maturity in the money, \( K e^{-r dt} + x q dt \). The right hand side term in equation (1.1) is the present value at \( t = T - dt \) of the continuation value of the covered put option, without risk-adjustment.

This equation is financially intuitive but inaccurate: it cannot be related to the standard definition of the value of an American option and of the critical price. The argument suggested by Ingersoll requires that the optimal policies (namely, optimal exercise date and critical price \( S^*(t) \)) for the American covered and uncovered put options coincide at maturity. Such identification is not trivial, because the American put option and the covered American put option have different payouts, since the latter includes a long position in the underlying stock as well as the implied dividend stream.

Firstly, we prove that \( S^*(t) \) coincides with the critical price of the covered American put during the whole life of the options under the mere assumption of Markovian dynamics for the underlying stock price. Secondly, we show that the underlying price that represents the indifference point between exercising the covered put and waiting until maturity is the European-put critical price, at which the European put is worth its intrinsic value. Finally, we prove that its behavior at maturity is the same as the American-put critical price when the underlying stock price follows either a lognormal diffusive dynamics or a jump-diffusive dynamics.

Our findings economically and technically add to the rich literature on the close-to-maturity patterns of the critical price. We are the first to validate the computational equivalence of an American option problem to an easier European one at maturity.
under the geometric Brownian motion and jump-diffusion models. Since the non-inclusion of the early exercise premium makes calculations much easier, our results are auspicious for the investigation of the possibly discontinuous American-put critical price at maturity under more complicated models.

The paper is organized as follows. In Section 2, we prove that the optimal exercise policies of the covered and uncovered puts are identical. In Section 3, we show that indifference-point argument characterizes the critical price of the European put, whose existence and uniqueness are also proved. In Section 4, we analyze the behavior of the European-put critical price both in a geometric Brownian motion model and in a jump-diffusion model, showing that it mimics at maturity the behavior of the critical price of an American put option. Section 5 concludes.

2 The critical price of the covered put

Let \((S(t))_{0 \leq t \leq T}\) be the price of a financial asset in an arbitrage-free market modeled as a a filtered probability space \((\Omega, (\mathcal{F}_t)_{0 \leq t \leq T}, \mathcal{F}, \mathbb{P})\), where we assume that \(\mathbb{P}\) is the risk-neutral probability and \((\mathcal{F}_t)_{0 \leq t \leq T}\) is the filtration generated by \((S(t))_{0 \leq t \leq T}\), properly completed as to satisfy the usual assumptions. The risk-neutral dynamics of \(S(t)\) is given by

\[
S(t) = S_0 e^{(r-q)t + L_t}
\]

where \(r\) is the riskless interest rate, \(q\) the dividend yield and \(L_t\) a real Lévy process, such that the process \(e^{-(r-q)t}S(t)\) is a martingale. For sake of simplicity, we denote by \(E_t\) the conditional expectation with respect to \(\mathcal{F}_t\).

The value of an American put option written on the asset \(S\), with strike price \(K\) and maturity \(T\) is

\[
V(t) = \text{ess sup}_{t \leq \tau \leq T} E_t \left[ e^{-(r-q)(\tau-t)} (K - S(\tau))^+ \right]
\]

\[
= E_t \left[ e^{-(r-q)(\tau^*-t)} (K - S(\tau^*))^+ \right] = v(t, S(t)) \tag{2.1}
\]

where \(\tau^*\) is the optimal exercise policy,

\[
v(t, x) = \sup_{0 \leq \Theta \leq T-t} E \left[ e^{-r\Theta} (K - x \cdot e^{(r-q)\Theta+L(\Theta)})^+ \right]
\]

and the last equality in (2.1) is due to the Markov property of Lévy processes. When \(^1\) \(r \geq 0\), it is well known that the free boundary consists of the graph of the critical price

\[
S^*(t) = \sup \{ x \geq 0 : v(t, x) = K - x \} \leq K, \tag{2.2}
\]

\(^1\) When interest rates are negative a double free boundary may appear. Battauz et al 2012; 2015; 2020 show that in this case, under a diffusive dynamics, the upper free boundary is increasing, continuous and tends to the strike price at maturity, whereas the lower free boundary is decreasing, continuous everywhere but at maturity, where it exhibits a discontinuity. The double continuation region in the Lévy model has been investigated for the perpetual case by De Donno et al. (2020).
and the option is optimally exercised at \( t \) if \( S(t) \leq S^*(t) \).

A covered put option is the strategy of holding the underlying stock \( S \) and the American put on \( S \). Thus the optimal exercise policy \( \tau^*_c \) is the one that maximizes the expected gain due to the immediate payoff gained at \( \tau^*_c \), namely \( (K - S(\tau^*_c))^+ + S(\tau^*_c) \) and to the dividend stream gained until \( \tau^*_c \). The dividends paid between \( s \) and \( s + ds \) are \( S(s)qds \). Investing the dividends instantaneously at the risk free rate \( r \) we get at \( \tau^*_c \) the (capitalized) dividend stream

\[
\int_0^{\tau^*_c} S(s)e^{r(\tau^*_c-s)}qds.
\]

Thus the value of the covered option \( V_c \) is given by

\[
V_c(t) = \text{ess sup}_{t \leq \tau \leq T} \mathbb{E}_t \left[ e^{-r(\tau-t)} \left( (K - S(\tau))^+ + S(\tau) + \int_0^\tau S(s)e^{r(\tau-s)}qds \right) \right]
\]

and \( \tau^*_c \) is the stopping time that reaches the sup in (2.3). It is not obvious that \( \tau^*_c \) coincides with the optimal stopping time for the American option \( \tau^* \) in (2.1): our next aim is to prove that indeed the two optimal exercise policies coincide. Let \( G \) be the gain process from holding 1 unit of \( S \). In discounted terms \( \tilde{G} \) is

\[
\tilde{G}(t) = \tilde{S}(t) + \int_0^t \tilde{S}(s)qds
\]

Note that \( \tilde{G} \) is a martingale, since

\[
\tilde{G}(t) = \tilde{G}(0) + \int_0^t e^{-qs} d(e^{qs}\tilde{S}(s)) = \tilde{G}(0) + \int_0^t e^{-qs} d(e^{-(r-q)s}S(s)).
\]

In the next proposition, we prove that the value of the American covered put is given by the sum of the value of the American put and the gain of holding the underlying asset and, as a consequence, the optimal exercise policies of the American covered and uncovered put options coincide.

**Proposition 2.1** When \( q \geq 0 \), we have that \( V + G = V_c \) and \( \tau^*_c = \tau^* \).

**Proof** Denote with \( \tilde{()} \) the discounted values, e.g. \( \tilde{V}(t) = V(t) e^{-rt} \). It is well known that \( \tilde{V} \) as in (2.1) is the smallest supermartingale dominating the immediate discounted put payoff \( \tilde{X}(t) = (K - S(t))^+ e^{-rt} \geq 0 \) (Theorem 2.15 in El Karoui 1981). When \( q \geq 0 \), the discounted payoff of the covered put is always non-negative

\[
\tilde{X}_c(t) = \tilde{X}(t) + \tilde{S}(t) + \int_0^t \tilde{S}(s)qds \geq 0.
\]
Therefore Theorem 2.15 in El Karoui (1981) also ensures that $\widetilde{V}^c$ in (2.3) is the smallest supermartingale dominating $\widetilde{X}^c$. We use these two properties to prove our theorem. The process $\widetilde{V}^c - \widetilde{G}$ is a supermartingale as well, since $\widetilde{G}$ is a martingale. Moreover $\widetilde{V}^c - \widetilde{G}$ dominates $\widetilde{X}$, because

$$\widetilde{V}^c (t) - \widetilde{G} (t) \geq \widetilde{X}^c (t) - \widetilde{G} (t) = \left( \tilde{X} (t) + \tilde{S} (t) + \int_0^t \tilde{S} (s) q ds \right) - \widetilde{G} (t) = \widetilde{X} (t).$$

Since $\widetilde{V}$ is the smallest supermartingale dominating $\widetilde{X}$, we have $\widetilde{V} (t) \leq \widetilde{V}^c (t) - \widetilde{G} (t)$ for all $t$, hence

$$\widetilde{V} (t) + \widetilde{G} (t) \leq \widetilde{V}^c (t) \quad \text{for all } t.$$

We have now to prove the opposite inequality. To this aim, note that the process $\widetilde{V} + \widetilde{G}$ is the sum of the supermartingale $\widetilde{V}$ and the martingale $\widetilde{G}$ and therefore a supermartingale as well. Moreover

$$\widetilde{V} (t) + \widetilde{G} (t) \geq \widetilde{X}^c (t) + \int_0^t \tilde{S} (s) q ds = \widetilde{X}^c (t).$$

Therefore

$$\widetilde{V} (t) + \widetilde{G} (t) \geq \widetilde{V}^c (t) \quad \text{for all } t$$

because $\widetilde{V}^c$ is the smallest supermartingale dominating $\widetilde{X}^c$. This proves that $\widetilde{V} (t) + \widetilde{G} (t) = \widetilde{V}^c (t)$. This equality implies that

$$\tau^*_c = \inf \{ t : V^c (t) = X^c (t) \} = \inf \{ t : V (t) + G (t) = X^c (t) \} = \inf \{ t : V (t) + G (t) = X(t) + G (t) \} = \inf \{ t : V (t) = X(t) \} = \tau^*.$$

\(\Box\)

**Remark 2.1** The previous proposition holds under no-arbitrage independently on the dynamics of the underlying $S$.

In the next proposition we exploit the Markov property of the Lévy process to show that the value of the American covered put is a deterministic function of $t$, and current levels of $G$ and $S$. We also prove that it is additive with respect to the current dividend stream, property which turns out fundamental in proving that the critical prices of the covered and uncovered put coincide.
Proposition 2.2 The discounted value of the covered put is

\[ \tilde{V}^c(t) = \mathbf{E}_t \left[ e^{-r \tau} (K - S(\tau))^+ + \tilde{G}(\tau) \right] \]

where

\[ \tilde{V}^c(t, x, g) = e^{-rt} \sup_{0 \leq \Theta \leq T-t} \mathbb{E} \left[ e^{-r\Theta} \left( K - x \cdot e^{(r-q)\Theta+L(\Theta))} \right)^+ + g + x f(\Theta) \right] \]

with

\[ f(\Theta) = e^{-q\Theta+L(\Theta)} - 1 + \int_0^\Theta e^{-qs+L(s)} q ds. \]

In addition, for all \( t \in (0, T) \), \( \tilde{g} = ge^{-rt} \) and \( \tilde{x} = xe^{-rt} \), we have that

\[ \tilde{V}^c(t, x, g) = \tilde{V}^c(t, x, 0) + \tilde{g}, \]

Proof We can write

\[ \tilde{G}(\tau) = \tilde{G}(t) + \tilde{S}(\tau) - \tilde{S}(t) + \int_0^\tau \tilde{S}(s) q ds \]

Letting \( \Theta = \tau - t \), \( \tilde{G}(t) = \tilde{g} = ge^{-rt} \) and \( \tilde{S}(t) = \tilde{x} = xe^{-rt} \), we have

\[ \tilde{G}(\tau) = \tilde{g} + \tilde{x} \left( e^{-q(\tau-t)+L(\tau-t)-L(t)} - 1 \right) + \tilde{x} \int_t^\tau e^{-q(s-t)+L(s)-L(t)} q ds, \]

and thanks to the independence and stationarity properties of the increments of a Lévy process, we can write

\[ \tilde{G}(\tau) |_{\mathcal{F}_t} \sim \tilde{g} + \tilde{x} \left( e^{-q(\tau-t)+L(\tau-t)-L(t)} - 1 \right) + \tilde{x} \int_t^\tau e^{-q(s-t)+L(s)-L(t)} q ds \]

\[ = \tilde{g} + \tilde{x} \left( e^{-q\Theta+L(\Theta)} - 1 \right) + \tilde{x} \int_0^\Theta e^{-q\theta+L(\Theta)} q d\theta \]

\[ = \tilde{g} + \tilde{x} f(\Theta) = e^{-rt} (g + xf(\Theta)) \]

by changing the variable of integration \( \theta = s - t \). Additivity follows immediately from (2.4).
The critical price at \( t \) of the *covered* put option is

\[
S^*_c(t, g) = \sup \left\{ x \geq 0 : \tilde{v}^c(t, x, g) = \left( e^{-rt} K - \tilde{x} \right)^+ + \tilde{g} \right\}
\]

From the above definition, which is the analogous of definition (2.2) for the (uncovered) put option, we see that \( S^*_c \) depends on both \( t \) and \( g \). On the other hand, the additivity of the discounted value of the American put option with respect to \( g \), implies that \( S^*_c \) is independent of \( g \), because

\[
S^*_c(t, g) = \sup \left\{ x \geq 0 : \tilde{v}^c(t, x, g) = \left( e^{-rt} K - \tilde{x} \right)^+ + \tilde{g} \right\} = S^*_c(t, 0) = S^*_c(t).
\]

This will allow us to identify the critical prices of the covered and uncovered American put options.

**Theorem 2.3** (Critical prices of covered and uncovered put coincide). For all \( t \in (0, T) \) we have that \( S^*_c(t) = S^*(t) \).

**Proof** From Proposition 2.1 we have that \( V + G = V^c \), which implies

\[
\tilde{v}(t, S(t)) + \tilde{G}(t) = \tilde{v}^c(t, S(t), G(t)) \text{ for all } t, S(t), G(t)
\]

namely \( \tilde{v}(t, x) + \tilde{g} = \tilde{v}^c(t, x, g) \) for all \( t, x, g \). Equation (2.5) implies

\[
\tilde{v}(t, x) + \tilde{g} = \tilde{v}^c(t, x, 0) + \tilde{g} \text{ for all } t, x, g
\]

leading to

\[
\tilde{v}(t, x) = \tilde{v}^c(t, x, 0) \text{ for all } t, x
\]

And therefore

\[
S^*_c(t) = S^*_c(t, 0) = \sup \left\{ x \geq 0 : \tilde{v}^c(t, x, 0) = \left( e^{-rt} K - \tilde{x} \right)^+ \right\} = \sup \left\{ x \geq 0 : \tilde{v}(t, x) = \left( e^{-rt} K - \tilde{x} \right)^+ \right\} = \sup \left\{ x \geq 0 : \nu(t, x) = (K - x)^+ \right\} = S^*(t).
\]

\( \square \)
3 The critical price of the European put option

In this section, we try to apply rigorously Ingersoll’s argument in order to find the critical price of the covered put option. The idea is to compare \( K \), the immediate payoff from the exercise of the in/at the money covered put at \( t = T - dt \), to the value in \( t \) of the cashflow you will get in \( T \) provided that the option closes at maturity in the money, \( K e^{-r dt} + xq dt \) (see Eq. (1.1)). Formally, if one waits till maturity to exercise the option, the present value at time \( T - dt \) is the value of the corresponding covered European put option plus the present value of the gain from dividends, that is

\[
e^{-rdt} \mathbb{E}_{T - dt} \left[ (K - S(T))^+ + S(T) + \int_{T - dt}^{T} e^{r(T - s)} S(s) q ds \right].
\]

(3.1)

We consider the indifference point \( S(T - dt) = x \) that renders expression (3.1) equal to \( K \). The following proposition shows that such an indifference point is also the critical price of the European put option, defined as the underlying stock price level \( x^* \) such that the European put value coincides with the intrinsic value.

**Proposition 3.1** Let \( \varepsilon > 0 \) be the time to maturity. The indifference point \( x(\varepsilon) = S(T - \varepsilon) \) which solves equation

\[
K = e^{-r\varepsilon} \mathbb{E}_{T - \varepsilon} \left[ (K - S(T))^+ + S(T) + \int_{T - \varepsilon}^{T} e^{r(T - s)} S(s) q ds \right]
\]

is the solution of

\[
K - x = p(x, \varepsilon)
\]

(3.3)

where \( p(x, \varepsilon) \) denotes the price at \( T - \varepsilon \) of an European put option on \( S \) with maturity \( T \) and strike price \( K \), when \( S(T - \varepsilon) = x \).

**Proof** Equation (3.2) can be written as

\[
K = p(x, \varepsilon) + e^{-r\varepsilon} \mathbb{E}_{T - \varepsilon} \left[ S(T) + \int_{T - \varepsilon}^{T} e^{r(T - s)} S(s) q ds \right].
\]

Since

\[
e^{-r\varepsilon} \mathbb{E}_{T - \varepsilon} \left[ S(T) + \int_{T - \varepsilon}^{T} e^{r(T - s)} S(s) q ds \right] = \mathbb{E}_{T - \varepsilon} \left[ e^{-r\varepsilon} S(T) \right]
\]

\[
+ \int_{T - \varepsilon}^{T} \mathbb{E}_{T - \varepsilon} \left[ e^{-r(s-(T-\varepsilon))} S(s) \right] q ds
\]

\[
= e^{-q\varepsilon} S(T - \varepsilon) + S(T - \varepsilon) \int_{T - \varepsilon}^{T} e^{-q(s-(T-\varepsilon))} q ds
\]

\[
= e^{-q\varepsilon} x + x \left( 1 - e^{-q\varepsilon} \right) = x
\]

the claim follows. \( \square \)
At a first glance, Eq. (3.3) seems different from Ingersoll’s Eq. (1.1). However, exploiting the put-call parity, we have that
\[ p(x, \varepsilon) = c(x, \varepsilon) - xe^{q\varepsilon} + Ke^{-r\varepsilon} \]
where \( c(x, \varepsilon) \) denotes the price at \( T - \varepsilon \) of an European call option on \( S \) with maturity \( T \) and strike price \( K \), when \( S(T - \varepsilon) = x \). Simple algebra shows then that Equation (3.3) is equivalent to
\[ K = Ke^{-r\varepsilon} + xq\varepsilon + c(x, \varepsilon) + xR(\varepsilon) \tag{3.4} \]
with \( R(\varepsilon) = 1 - e^{-q\varepsilon} - q\varepsilon \). This equation resembles Ingersoll’s equation: it differs from it only for the last two terms in the right-hand side which both go to 0 as maturity approaches, if the put option is in the money (hence the call option is out of the money). More precisely, the term \( R(\varepsilon) \) goes to 0 faster than \( \varepsilon \). In the next section we will analyze the behavior of the term \( c(x, \varepsilon) \) close to maturity in two cases where the price of the call option is given in closed form: when the price of the asset has a lognormal dynamics and when it evolves according to a jump-diffusion process.

The following lemma shows that Eq. (3.3), or equivalently (3.4) admits a unique solution\(^2\) for every \( \varepsilon > 0 \).

**Lemma 3.1** For every \( \varepsilon > 0 \), Eq. (3.3) admits a unique solution \( x = x(\varepsilon) \in (0, K) \).

**Proof** Define \( \varphi(x) = p(x, \varepsilon) + x \). The function \( \varphi \) is continuous, differentiable and strictly increasing on \((0, K)\), since \( \varphi'(x) = 1 + p_x(x, \varepsilon) > 0 \) where \( p_x = \frac{\partial p}{\partial x} \) is the delta of the put option, which is always greater than -1. Moreover \( \lim_{x \to 0^+} \varphi(x) < K \leq \varphi(K) \). Indeed \( \lim_{x \to 0^+} \varphi(x) = \lim_{x \to 0^+} p(x, \varepsilon) = Ke^{-r\varepsilon} < K \). On the other hand \( \varphi(K) = p(K, \varepsilon) + K \geq K \). Hence necessarily Eq. (3.3) admits a unique solution. □

We have just shown that the indifference price identified by Ingersoll is essentially the critical price of the European option, whose existence is proved in the above lemma. We want now to show that close to maturity this point is a good approximation for the critical price of the American option. It is well known that the last is the highest value for which the continuation value of the option is equal to the immediate payoff. In fact equation
\[ K - y = v(T - \varepsilon, y) \tag{3.5} \]
admits an interval of solutions \((0, y(\varepsilon)) \in (0, K)\), where \( y(\varepsilon) \) is the critical price. The right hand side of Eq. (3.5) can be written as \( p(y, \varepsilon) + \Delta(y, \varepsilon) \) where \( \Delta(y, \varepsilon) = v(T - \varepsilon, y) - p(y, \varepsilon) \) is the early exercise premium. Since \( \Delta(y, \varepsilon) \geq 0 \), we see that \( y(\varepsilon) \leq x(\varepsilon) \leq K \) for all \( \varepsilon \). Moreover, Lamberton and Mikou (2008) proved that that \( y(\varepsilon) \) admits a limit \( y^* \in (0, K) \) when \( \varepsilon \) goes to 0, since it is an nondecreasing function of current time. Assuming that \( x(\varepsilon) \) admits a limit as \( \varepsilon \to 0 \), we can see that it converges to the same limit as \( y(\varepsilon) \).

\(^2\) Lamberton (1995) shows a similar result for the diffusive case and no dividends.
Indeed, equations $K - x(\varepsilon) = p(x(\varepsilon), \varepsilon)$ and $K - y(\varepsilon) = p(y(\varepsilon), \varepsilon) + \Delta(y(\varepsilon), \varepsilon)$ imply that

$$x(\varepsilon) - y(\varepsilon) = p(y(\varepsilon), \varepsilon) - p(x(\varepsilon), \varepsilon) + \Delta(y(\varepsilon), \varepsilon)$$

$$= -p_x(x(\varepsilon), \varepsilon)[x(\varepsilon) - y(\varepsilon)] - p_{xx}(z(\varepsilon), \varepsilon)\frac{(x(\varepsilon) - y(\varepsilon))^2}{2} + \Delta(y(\varepsilon), \varepsilon)$$

where $y(\varepsilon) \leq z(\varepsilon) \leq x(\varepsilon)$. Hence

$$\left[ 1 + p_x(x(\varepsilon), \varepsilon) + p_{xx}(z(\varepsilon), \varepsilon)\frac{(x(\varepsilon) - y(\varepsilon))^2}{2} \right][x(\varepsilon) - y(\varepsilon)] = \Delta(y(\varepsilon), \varepsilon)$$

Since the early exercise premium $\Delta(y(\varepsilon), \varepsilon)$ tends to 0 as $\varepsilon \to 0$, and, in addition, $1 + p_x(x(\varepsilon), \varepsilon) \geq 0$ and $p_{xx}(z(\varepsilon), \varepsilon) > 0$ then $[x(\varepsilon) - y(\varepsilon)]$ must tend to 0 as well.

Figure 1 shows the behavior of the American (black dots) and European (grey circles) critical prices when the underlying follows a geometrical Brownian motion, for both cases $r \geq q$ and $r < q$. The American critical price has been computed via binomial approximation with 125 time steps. The grey diamonds represent the upper and the lower branches of the binomial tree starting at $t = 0$ at $S(0) = K = 1$. The European critical price has been obtained numerically solving Eq. (3.3). Near maturity $T$ the American and European critical prices are indistinguishable in both cases $r \geq q$ and $r < q$. In the latter case, the European and the American critical prices notably converge at maturity to $K \frac{r_L}{q} < K$.

In the next section we provide a simple derivation of $\lim_{\varepsilon \to 0} x(\varepsilon)$, which allows us to retrieve the well-known results for the limit of the critical price of the American option in the Black-Scholes and the jump-diffusion models. Our considerations may lead to use this approach in more general models.
4 Critical price at maturity

In this section, we analyze the indifference point of Ingersoll’s equation, \( x(\varepsilon) \) close to maturity, both in the Black-Scholes model and in the more general jump-diffusion model.

In what follows, we assume\(^3\) that \( \lim_{\varepsilon \to 0^+} x(\varepsilon) \) exists. Being \( x(\varepsilon) \in (0, K] \) this limit will be either \( K \) or \( x^* < K \). Theorems 4.1 and 4.2 will show that the limit coincide with the critical price at maturity of the corresponding American option.

4.1 The diffusive case

Assume that \( L_t = \sigma W_t - \frac{\sigma^2}{2} t \), where \( (W_t)_{0 \leq t \leq T} \) is a standard brownian motion. In other words, we consider the Black-Scholes model with continuous-dividend payments. The next lemma shows the different behavior of the European call option depending on whether the option at maturity remains out of the money or reaches the at the money-level. The proof is rather technical and can be found in the appendix.

**Lemma 4.1** Let \( x(\varepsilon) \) be the solution of Equation (3.3), or equivalently, (3.4). The function \( x(\varepsilon) \) is continuous and differentiable on \((0, T)\). Moreover:

1. If \( \lim_{\varepsilon \to 0^+} x(\varepsilon) = K \), then \( \lim_{\varepsilon \to 0^+} \frac{c(x(\varepsilon), \varepsilon)}{\varepsilon} = K (r - q) \).
2. If \( \lim_{\varepsilon \to 0^+} x(\varepsilon) = x^* < K \), then \( \lim_{\varepsilon \to 0^+} \frac{c(x(\varepsilon), \varepsilon)}{\varepsilon} = 0 \).

We are now ready to characterize the behavior at maturity of \( x(\varepsilon) \), when \( r \geq q \) and when \( r < q \). Note in particular, that in the last case, since \( \lim_{\varepsilon \to 0^+} \frac{c(x(\varepsilon), \varepsilon)}{\varepsilon} = 0 \), we recover Ingersoll’s equation.

**Theorem 4.1** 1. If \( 0 \leq q \leq r \) then \( \lim_{\varepsilon \to 0^+} x(\varepsilon) = K \).
2. If \( q > r \) then \( \lim_{\varepsilon \to 0^+} x(\varepsilon) = x^* = K \frac{r}{q} < K \)

**Proof** 1. From Equation (3.4), we obtain

\[
\frac{x(\varepsilon)}{(q + \frac{R(\varepsilon)}{\varepsilon})} = \frac{K - Ke^{-r \varepsilon}}{\varepsilon} - \frac{c(x(\varepsilon), \varepsilon)}{\varepsilon} \tag{4.1}
\]

Passing to the limit \( \varepsilon \to 0 \), and denoting \( x^* = \lim_{\varepsilon \to 0^+} x(\varepsilon) \), we have

\[
x^* q = r K - \lim_{\varepsilon \to 0} \frac{c(x(\varepsilon), \varepsilon)}{\varepsilon}
\]

We know that \( x^* \leq K \). Assume by contradiction that \( x^* < K \). Then the previous lemma implies that \( \lim_{\varepsilon \to 0} \frac{c(x(\varepsilon), \varepsilon)}{\varepsilon} = 0 \), and therefore \( x^* q = r K \), leading to

\[
x^* = K \frac{r}{q} \geq K,
\]

\(^3\) In Appendix B we show numerically that \( x(\varepsilon) \) is monotone in a neighborhood of 0, and thus \( x(\varepsilon) \) converges as \( \varepsilon \to 0 \).
which is a contradiction. Hence \( x^* = K \).

2. Suppose by contradiction that \( \lim_{\varepsilon \to 0} x(\varepsilon) = x^* = K \). Our previous lemma yields \( \lim_{\varepsilon \to 0} \frac{c(x(\varepsilon), \varepsilon)}{\varepsilon} = K (r - q) < 0 \), which is an absurd (because the limit of the positive function \( \frac{c(x(\varepsilon), \varepsilon)}{\varepsilon} \geq 0 \) cannot be negative).

\[ \square \]

4.2 The jump diffusion case

Assume now that

\[
L(t) = \left( -\frac{\sigma^2}{2} - m\lambda \right) t + \sigma W(t) + \sum_{j=1}^{N(t)} U_j
\]

where \((W(t))_{0 \leq t \leq T}\) is a standard brownian motion, \(N\) is a Poisson process with intensity \(\lambda\) and \(U_j\) are i.i.d random variables with distribution \(\mu\) such that \(\mathbb{E}[e^{U_j}] = \int e^u \mu(du) = 1 + m\). Equation (3.4) is still valid but in this case, the price of the call options is given by

\[
c(x, \varepsilon) = \sum_{n=0}^{\infty} e^{-\lambda \varepsilon} \frac{(\lambda \varepsilon)^n}{n!} c_n(x, \varepsilon)
\]

where \(c_n(x, \varepsilon) = \mathbb{E}_{T-\varepsilon} \left[ e^{-r\varepsilon} (S(T) - K)^+ | S(T-\varepsilon) = x, N(T) - N(T-\varepsilon) = n \right] \) denote the price at time \(T - \varepsilon\) of a European call option on \(S\) with maturity \(T\), strike price \(K\), when there are exactly \(n\) jumps in the time interval \([T - \varepsilon, T]\). In analogy with the diffusive case, we analyze the behavior of the price of the call option when maturity approaches. The proof of the lemma can be found in the Appendix.

Lemma 4.2 Let \(x(\varepsilon)\) be the solution of Equation (3.3), or equivalently, (3.4). The function \(x(\varepsilon)\) is continuous and differentiable on \((0, T)\). Moreover:

(i) \( \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \sum_{n=2}^{\infty} e^{-\lambda \varepsilon} \frac{(\lambda \varepsilon)^n}{n!} c_n(x(\varepsilon), \varepsilon) = 0 \).

(ii) If \( \lim_{\varepsilon \to 0^+} x(\varepsilon) = x^* \leq K \), then \( \lim_{\varepsilon \to 0} \lambda c_1(x(\varepsilon), \varepsilon) = \int (x^* e^y - K)^+ \nu(dy) \)

where \(\nu(dy) = \lambda \mu(dy)\).

(iii) If \( \lim_{\varepsilon \to 0^+} x(\varepsilon) = x^* < K \), then \( \lim_{\varepsilon \to 0} \frac{c_0(x(\varepsilon), \varepsilon)}{\varepsilon} = 0 \).

Otherwise, if \( \lim_{\varepsilon \to 0^+} x(\varepsilon) = K \), then \( \lim_{\varepsilon \to 0} \frac{c_0(x(\varepsilon), \varepsilon)}{\varepsilon} = 0 \).

In this case the price of the out of the money call is not negligible because jumps may cause the call to be in the money at some time between \(T - \varepsilon\) and \(T\). In particular, being the time interval very short, the probability of having more than one jump is really small, but one can have a jump exactly at maturity so that intuitively we have

\[ \square \]
\[ S(T-) = x \text{ and } S(T) \sim xe^{U_1}. \] Hence

\[
\lambda e^{-\lambda \varepsilon} c_1(x(\varepsilon), \varepsilon) \sim \lambda E\left[(x^* e^{U_1} - K)^+\right] = \lambda \int (x^* e^y - K)^+ \mu(dy)
= \int (x^* e^y - K)^+ v(dy) \quad \text{as} \quad \varepsilon \to 0.
\]

Given these considerations, we can show that also in the jump-diffusion case, the behavior at maturity of the critical price of the European put option mimics the behavior of the critical price of the corresponding American put option.\(^4\) Importantly, the limiting behavior of \(x(\varepsilon)\) depends on the sign of the constant \(d\), defined below as the difference between the risk-free rate and the jump-adjusted dividend yield, that is the classical dividend yield \(q\) augmented with \(\int (e^y - 1)^+ v(dy)\), namely the stock’s expected return due to upward jumps.

**Theorem 4.2** Let \(r \geq 0\) and \(d = r - q - \int (e^y - 1)^+ v(dy)\). Then

1. if \(d \geq 0\) then \(\lim_{\varepsilon \to 0} x(\varepsilon) = K\).
2. if \(d < 0\) then \(\lim_{\varepsilon \to 0} x(\varepsilon) = x^* < K\), where \(x^*\) is the unique solution of the equation

\[
K r = x^* q + \int (x^* e^y - K)^+ v(dy).
\]

**Proof** 1. As in the proof of Theorem 4.1 we take the limit as \(\varepsilon \to 0\) in Eq. (4.1) and denoting \(x^* = \lim_{\varepsilon \to 0} x(\varepsilon)\) we have

\[
x^* q = rK - \lim_{\varepsilon \to 0} \frac{c(x(\varepsilon), \varepsilon)}{\varepsilon}
\]

where, by Lemma 4.2 (i) and (ii),

\[
\lim_{\varepsilon \to 0} \frac{c(x(\varepsilon), \varepsilon)}{\varepsilon} = \lim_{\varepsilon \to 0} \frac{c_0(x(\varepsilon), \varepsilon)}{\varepsilon} + \int (x^* e^y - K)^+ v(dy).
\]

Let \(d \geq 0\) and assume by contradiction that \(x^* < K\). Then \(\lim_{\varepsilon \to 0} \frac{c_0(x(\varepsilon), \varepsilon)}{\varepsilon} = 0\) and \(K r = x^* q + \int (x^* e^y - K)^+ v(dy)\). So, we have

\[
0 \leq Kd = Kr - Kq - K \int (e^y - 1)^+ v(dy)
= -(K - x^*)q - K \left[ \int (e^y - 1)^+ v(dy) - \int \left( \frac{x^*}{K} e^y - 1 \right)^+ v(dy) \right] < 0
\]

which yields a contradiction.

\(^4\) In fact, Theorem 4.1 can be seen as a special case of Theorem 4.2.
2. Given $d < 0$, suppose by contradiction that $x^* = K$. Then

$$0 \leq \lim_{\varepsilon \to 0} \frac{c_0(x_\varepsilon, \varepsilon)}{\varepsilon} = Kr - Kq - \int (Ke^y - K)^+ v(dy) = Kd < 0$$

which is a contradiction. Hence $x^* < K$ and $\lim_{\varepsilon \to 0} \frac{c_0(x_\varepsilon, \varepsilon)}{\varepsilon} = 0$. In particular, $x^*$ solves

$$Kr = x^* q + \int (x^* e^y - K)^+ v(dy).$$

☐

5 Conclusions

We offer a new perspective on the determination of the critical price of the American put option at maturity when the jump-adjusted dividend yield of the underlying stock is either greater than or weakly smaller than the risk-free rate. Our approach is rigorous without sacrificing financial intuition.

We carefully review the analysis proposed by Ingersoll (1998), who uses an indifference-point argument to intuitively assess why, under the Black and Scholes (1973) model, the critical price displays a discontinuity at maturity if the dividend yield (jumps are absent) is greater than the risk-free rate. His indifference-point argument is plagued by the exclusion of the early exercise premium.

By showing that the exclusion is acceptable and that the indifference-point argument can be extended to a jump-diffusive setting, we bring a fresh economical and technical contribution to the rich literature on the close-to-maturity behavior of the critical prices related to finite-maturity American options. While there have been several technical studies of such a behavior in the presence of the early exercise premium under various settings, we are the first to rigorously corroborate of the economic argument proposed by Ingersoll (1998), to extend it to a jump-diffusive setting, and to emphasize the computational equivalence at maturity of an American option problem to a simpler European option problem under the models we use.

Our findings are propitious for the analysis of the critical price of the American put option at maturity under richer models, as the possible exclusion of the early exercise premium greatly simplifies calculations.
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A Proofs

Proof of Lemma 4.1 From Lemma 3.1, we know that \( x(\varepsilon) \) is the solution to the equation

\[
F(x, \varepsilon) = p(x, \varepsilon) - (K - x)
\]

(A.1)

The implicit function theorem implies that \( x(\varepsilon) \) is differentiable on \((0, T)\) and

\[
x'(\varepsilon) = -\frac{F_x}{F_x} = -\frac{p_x(x(\varepsilon), \varepsilon)}{1 + p_x(x(\varepsilon), \varepsilon)}
\]

(A.2)

We first show that, independently by the value of the limit of \( x(\varepsilon) \),

\[
\lim_{\varepsilon \to 0} c(x(\varepsilon), \varepsilon) = 0.
\]

(A.3)

To this aim, we recall that the call option price is given by the Black-Scholes formula

\[
c(x, \varepsilon) = x e^{-q \varepsilon} N(d_1) - K e^{-r \varepsilon} N(d_2)
\]

(A.4)

where \( N(z) \) denotes in this Proof the distribution function of a standard normal random variable, while

\[
d_1 = \frac{1}{\sigma \sqrt{\varepsilon}} \left( \ln \left( \frac{x}{K} \right) + \left( r - q + \frac{1}{2} \sigma^2 \right) \varepsilon \right) \quad \text{and} \quad d_2 = d_1 - \sigma \sqrt{\varepsilon}.
\]

(A.5)

Now, if \( \lim_{\varepsilon \to 0} x(\varepsilon) = K \) then \( d_1, d_2 \to 0 \), hence \( N(d_1), N(d_2) \to \frac{1}{2} \), and \( c(x(\varepsilon), \varepsilon) = x(\varepsilon)e^{-q \varepsilon} N(d_1) - K e^{-r \varepsilon} N(d_2) \to 0 \) yielding (A.3). On the other hand, if \( \lim_{\varepsilon \to 0} x(\varepsilon) = x^* < K \) then \( d_1, d_2 \to -\infty \), hence \( N(d_1), N(d_2) \to 0 \) and as a consequence we still have (A.3). This implies that we can apply L’Hopital’s rule to find

\[
\lim_{\varepsilon \to 0} \frac{c(x(\varepsilon), \varepsilon)}{\varepsilon} = \lim_{\varepsilon \to 0} \frac{\frac{d}{d\varepsilon} c(x(\varepsilon), \varepsilon)}{1}
\]

By the chain rule, we have that \( \frac{d}{d\varepsilon} c(x(\varepsilon), \varepsilon) = c_x x'(\varepsilon) + c_\varepsilon \). The derivatives of the call option price are (from Equation (A.4))

\[
c_x = e^{-q \varepsilon} N(d_1)
\]

since

\[
x e^{-q \varepsilon} N'(d_1) = K e^{-r \varepsilon} N'(d_2)
\]

\[
\frac{\partial d_1}{\partial x} = \frac{\partial d_2}{\partial x},
\]

(A.6)

5 For the case \( r = q \), a similar remark can be find in Lamberton and Villeneuve (2003)
and
\[ c_\varepsilon = -qxe^{-q\varepsilon}N(d_1) + rKe^{-r\varepsilon}N(d_2) + xe^{-q\varepsilon}N'(d_1) \frac{\partial d_1}{\partial \varepsilon} - Ke^{-r\varepsilon}N'(d_2) \frac{\partial d_2}{\partial \varepsilon}. \]

Since \( \frac{\partial d_1}{\partial \varepsilon} = \frac{\partial d_2}{\partial \varepsilon} + \sigma \frac{1}{2\sqrt{\varepsilon}} \), we obtain
\[ c_\varepsilon = -qxe^{-q\varepsilon}N(d_1) + rKe^{-r\varepsilon}N(d_2) + Ke^{-r\varepsilon}N'(d_2) \sigma \frac{1}{2\sqrt{\varepsilon}}. \]

Exploiting the put-call parity in the computations of \( p_\varepsilon \) and \( p_x \), we can rewrite \( x'(\varepsilon) \) as
\[ x'(\varepsilon) = \frac{rKe^{-r\varepsilon} - x(\varepsilon)qe^{-q\varepsilon} - c_\varepsilon(x(\varepsilon), \varepsilon)}{1 - e^{-q\varepsilon} + c_x(x(\varepsilon), \varepsilon)}. \tag{A.7} \]

So, we have that (for sake of simplicity, we omit the dependence of \( x \) on \( \varepsilon \) and of \( c_x \) and \( c_\varepsilon \) on \( x \) and \( \varepsilon \))

\[
\frac{d}{d\varepsilon} c(x(\varepsilon), \varepsilon) = c_x \frac{rKe^{-r\varepsilon} - xqe^{-q\varepsilon} - c_\varepsilon}{1 - e^{-q\varepsilon} + c_x} + c_\varepsilon
\]

\[
= c_x rKe^{-r\varepsilon} - c_x xqe^{-q\varepsilon} + c_\varepsilon(1 - e^{-q\varepsilon})
\]

\[
= \frac{(rKe^{-r\varepsilon} - xqe^{-q\varepsilon})(1 - e^{-q\varepsilon} + c_x) - (1 - e^{-q\varepsilon})(rKe^{-r\varepsilon} - xqe^{-q\varepsilon}) + c_\varepsilon(1 - e^{-q\varepsilon})}{1 - e^{-q\varepsilon} + c_x}
\]

\[
= rKe^{-r\varepsilon} - xqe^{-q\varepsilon} - \frac{(1 - e^{-q\varepsilon})(rKe^{-r\varepsilon} - xqe^{-q\varepsilon} + c_\varepsilon)}{1 - e^{-q\varepsilon} + c_x}.
\]

If \( \lim_{\varepsilon \to 0} x(\varepsilon) = x^* = K \), then \( c_x = e^{-q\varepsilon}N(d_1) \to \frac{1}{2} \), and

\[ \varepsilon c_\varepsilon = \varepsilon \left( -qxe^{-q\varepsilon}N(d_1) + rKe^{-r\varepsilon}N(d_2) + Ke^{-r\varepsilon}N'(d_2) \sigma \frac{1}{2\sqrt{\varepsilon}} \right) \sim KN'(d_2) \sigma \frac{\sqrt{\varepsilon}}{2} \]

leading to

\[ \frac{(1 - e^{-q\varepsilon})(rKe^{-r\varepsilon} - x(\varepsilon)qe^{-q\varepsilon} + c_\varepsilon)}{1 - e^{-q\varepsilon} + c_x} \sim \frac{KN'(d_2) \sigma \sqrt{\varepsilon}}{0.5} \]

and therefore

\[ \lim_{\varepsilon \to 0} \frac{c(x(\varepsilon), \varepsilon)}{\varepsilon} = \lim_{\varepsilon \to 0} \left( rKe^{-r\varepsilon} - x(\varepsilon)qe^{-q\varepsilon} - \frac{(1 - e^{-q\varepsilon})(rKe^{-r\varepsilon} - x(\varepsilon)qe^{-q\varepsilon} + c_\varepsilon)}{1 - e^{-q\varepsilon} + c_x} \right) \]

\[ = rK - Kq \]

so case (i) is proved.
Assume now that $\lim_{\varepsilon \to 0} x(\varepsilon) = x^* < K$. In this case $c_x = e^{-q\varepsilon} N(d_1) \to 0$, and

$$\lim_{\varepsilon \to 0} \frac{c_x}{\varepsilon} = \lim_{\varepsilon \to 0} \frac{e^{-q\varepsilon} N(d_1)}{\varepsilon} = \lim_{\varepsilon \to 0} \frac{N(d_1)}{\varepsilon} = \lim_{\varepsilon \to 0} \frac{d}{d\varepsilon} N(d_1) \frac{1}{1} = \lim_{\varepsilon \to 0} N'(d_1) \left( \frac{\partial d_1}{\partial x} x'(\varepsilon) + \frac{\partial d_1}{\partial \varepsilon} \right)$$

Now

$$N'(d_1) \frac{\partial d_1}{\partial \varepsilon} = N'(d_1) \frac{\partial}{\partial \varepsilon} \left( \frac{1}{\sigma \sqrt{\varepsilon}} \ln \left( \frac{x}{K} \right) + \left( r - q + \frac{1}{2} \sigma^2 \right) \frac{\sqrt{\varepsilon}}{\sigma} \right) \sim \frac{1}{2\sqrt{\pi}} e^{-\frac{d_1^2}{\varepsilon}} \to 0.$$ 

To evaluate $\lim_{\varepsilon \to 0} N'(d_1) \frac{\partial d_1}{\partial x} x'(\varepsilon)$ we observe that

$$\frac{\partial d_1}{\partial x} = \frac{1}{x\sigma \sqrt{\varepsilon}}.$$

Moreover, since $d_2 \sim \frac{1}{\sigma \sqrt{\varepsilon}} \left( \ln \left( \frac{x^*}{K} \right) \right)$, we have that

$$\frac{N'(d_2)}{\sqrt{\varepsilon}} = \frac{1}{2\sqrt{\pi}} e^{-\frac{d_2^2}{2\varepsilon}} \frac{1}{\sqrt{\varepsilon}} \to 0$$

which implies

$$c_x = -qxe^{-q\varepsilon} N(d_1) + re^{-r\varepsilon} N(d_2) + K e^{-r\varepsilon} N'(d_2) \frac{1}{2\sqrt{\varepsilon}} \sim K e^{-r\varepsilon} N'(d_2) \frac{1}{2\sqrt{\varepsilon}} \to 0,$$

hence

$$x'(\varepsilon) = \frac{rKe^{-r\varepsilon} - xqe^{-q\varepsilon} - c_x}{1 - e^{-q\varepsilon} + c_x} \sim \frac{rK - xq}{q\varepsilon + c_x}.$$ 

So

$$N'(d_1) \frac{\partial d_1}{\partial x} x'(\varepsilon) \sim \frac{1}{2\sqrt{\pi}} e^{-\frac{d_1^2}{2}} \frac{1}{x\sigma \sqrt{\varepsilon}} \frac{rK - xq}{q\varepsilon + c_x} \sim e^{-\frac{d_1^2}{2}} \frac{1}{x\sigma \sqrt{\varepsilon}} \frac{rK - xq}{q\varepsilon + c_x}.$$ 

Lastly, $d_1 \to -\infty$ yields

$$c_x e^{-\frac{d_1^2}{4}} = \frac{c_x}{e^{-\frac{d_1^2}{4}}} \sim \frac{N(d_1)}{e^{-\frac{d_1^2}{4}}} \sim \frac{N'(d_1)}{-d_1 e^{-\frac{d_1^2}{4}}} \sim \frac{e^{-\frac{d_1^2}{4}}}{-d_1 e^{-\frac{d_1^2}{4}}} \to 0.$$
and $\varepsilon\sqrt{e^{d_1^2}} \to +\infty$. Therefore, we can conclude that

$$
\lim_{\varepsilon \to 0} N'(d_1) \frac{\partial d_1}{\partial x} x'(\varepsilon) = \lim_{\varepsilon \to 0} \frac{1}{2\sqrt{\pi} \sigma} \frac{rK - xq}{\sqrt{\varepsilon} e^{d_1^2} + \sqrt{\varepsilon} c_x e^{d_1^2}} = 0
$$

and $\lim_{\varepsilon \to 0} \frac{c_x}{\varepsilon} = 0$. As a consequence, $\lim_{\varepsilon \to 0} \frac{c(x(\varepsilon), \varepsilon)}{\varepsilon} = \lim_{\varepsilon \to 0} c_x x'(\varepsilon) + c_\varepsilon = 0$.

**Proof of Lemma 4.2** We can proceed as in the diffusive case and exploit the implicit function theorem to obtain the regularity properties of $x(\varepsilon)$ and to compute its derivative. To prove (i), we observe that:

$$
c_n(x(\varepsilon), \varepsilon) = \mathbb{E}_{T-\varepsilon} \left[ e^{-r \varepsilon} (S_T - K)^+ | S_{T-\varepsilon} = x(\varepsilon), N_T - N_{T-\varepsilon} = n \right]
$$

$$
\leq \mathbb{E}_{T-\varepsilon} \left[ e^{-r \varepsilon} S_T | S_{T-\varepsilon} = x(\varepsilon), N_T - N_{T-\varepsilon} = n \right]
$$

$$
= x(\varepsilon) \mathbb{E} \left[ e^{\left(-q-m\lambda - \frac{a^2}{2}\right)\varepsilon + \sigma(W_T-W_{T-\varepsilon}) + \sum_{j=1}^{n} U_j} \right]
$$

$$
= x(\varepsilon)e^{(-q-m\lambda)\varepsilon}(1+m)^n \leq K(1+m)^n
$$

Hence

$$
0 \leq \frac{1}{\varepsilon} \sum_{n \geq 2} e^{-\lambda_\varepsilon} \frac{\lambda_\varepsilon^n}{n!} c_n(x(\varepsilon), \varepsilon)
$$

$$
\leq \sum_{n=2}^{+\infty} e^{-\lambda_\varepsilon} \frac{\lambda_\varepsilon^n}{n!} c_n(x(\varepsilon), \varepsilon)
$$

$$
\leq K \sum_{n=2}^{+\infty} e^{-\lambda_\varepsilon} \frac{\lambda_\varepsilon^n}{n!} (1+m)^n
$$

$$
= K \varepsilon e^{-\lambda_\varepsilon} \lambda_\varepsilon^2 (1+m)^2 \sum_{n=2}^{+\infty} \frac{(\lambda(1+m)(\varepsilon))^{n-2}}{n(n-1)(n-2)!}
$$

$$
= K \varepsilon e^{-\lambda_\varepsilon} \lambda_\varepsilon^2 (1+m)^2 \sum_{k=0}^{+\infty} \frac{(\lambda(1+m)(\varepsilon))^k}{(k+2)(k+1)k!}
$$

$$
\leq K \varepsilon e^{-\lambda_\varepsilon} \lambda_\varepsilon^2 (1+m)^2 \sum_{k=0}^{+\infty} \frac{(\lambda(1+m)(\varepsilon))^k}{k!}
$$

$$
= K \varepsilon e^{-\lambda_\varepsilon} \lambda_\varepsilon^2 (1+m)^2 e^{\lambda(1+m)\varepsilon} \to 0 \quad \text{as} \ \varepsilon \to 0.
$$
We now prove (ii), namely that \( \lim_{\varepsilon \to 0} c_1(x(\varepsilon), \varepsilon) = E \left( (x^* e^{U_1} - K)^+ \right) \). Denote 
\[ Y_\varepsilon = (r - q - \frac{\sigma^2}{2} - m\lambda)\varepsilon + \sigma W(\varepsilon). \]
Then
\[
c_1(x(\varepsilon), \varepsilon) = e^{-r\varepsilon} E \left[ (x(\varepsilon)e^{Y_\varepsilon + U_1} - K)^+ \right] = e^{-r\varepsilon} \left( E \left[ (K - x(\varepsilon)e^{Y_\varepsilon + U_1})^+ \right] + E \left[ x(\varepsilon)e^{Y_\varepsilon + U_1} \right] - K \right)
\]

The family \( Y_\varepsilon \) is distributed as \( \mathcal{N}\left( (r - q - \frac{\sigma^2}{2} - m\lambda)\varepsilon, \sigma^2\varepsilon \right) \) hence it converges in distribution to the constant 0 as \( \varepsilon \to 0 \). Being \( U_1 \) independent of \( Y_\varepsilon \), the sum \( (Y_\varepsilon + U_1) \) converges in distribution to \( U_1 \) and the sum \( (\ln x(\varepsilon) + Y_\varepsilon + U_1) \) converges in distribution to \( \ln x^* + U_1 \). Since \( f(z) = (K - e^z)^+ \) is continuous and bounded, we have (Theorem 18.1 in Jacod-Protter) that
\[
\lim_{\varepsilon \to 0} E \left[ (K - e^{\ln x(\varepsilon) + Y_\varepsilon + U_1})^+ \right] = E \left[ (K - e^{\ln x^* + U_1})^+ \right] = E \left[ (K - x^* e^{U_1})^+ \right].
\]

We exploit again the independence between \( Y_\varepsilon \) and \( U_1 \) to show that
\[
E \left[ x(\varepsilon)e^{Y_\varepsilon + U_1} \right] = x(\varepsilon)E \left[ e^{U_1} \right] E \left[ e^{Y_\varepsilon} \right] = x(\varepsilon)E \left[ e^{U_1} \right] e^{(r-q-m\lambda)\varepsilon} \xrightarrow{\varepsilon \to 0} x^* E \left[ e^{U_1} \right] \quad \text{as} \quad \varepsilon \to 0.
\]
Therefore
\[
\lim_{\varepsilon \to 0} c_1(x(\varepsilon), \varepsilon) = E \left[ (K - x^* e^{U_1})^+ \right] + E \left[ x^* e^{U_1} \right] - K = E \left[ (x^* e^{U_1} - K)^+ \right] = \int (x^* e^y - K)^+ \mu(dy).
\]

Finally, we have to prove (iii). The function \( c_0 \) denotes the price of an out of the money call option when no jumps occur till maturity, namely in the diffusive case. We can then show, as in Lemma 4.1, that \( \lim_{\varepsilon \to 0} c_0(x(\varepsilon), \varepsilon) = 0 \) and employ L’Hospital’s rule to compute
\[
\lim_{\varepsilon \to 0} \frac{c_0(x(\varepsilon), \varepsilon)}{\varepsilon} = \lim_{\varepsilon \to 0} \frac{d}{d\varepsilon} c(x(\varepsilon), \varepsilon) \bigg|_{\varepsilon=0} = \lim_{\varepsilon \to 0} \frac{\partial c_0(x(\varepsilon), \varepsilon)}{\partial x} \cdot x'(\varepsilon) + \frac{\partial c_0(x(\varepsilon), \varepsilon)}{\partial \varepsilon}
\]
where, as in the previous case, Dini’s theorem yields
\[
x'(\varepsilon) = \frac{rKe^{-r\varepsilon} - x(\varepsilon)qe^{-q\varepsilon} - c_\varepsilon(x(\varepsilon), \varepsilon)}{1 - e^{-q\varepsilon} + c_\varepsilon(x(\varepsilon), \varepsilon)}
\]
For sake of simplicity, let \( c_{n,x} = \frac{\partial c_n}{\partial x} \) and \( c_{n,\varepsilon} = \frac{\partial c_n}{\partial \varepsilon} \). Then
\[
c_x = e^{-\lambda\varepsilon} c_{0,x} + \sum_{n \geq 1} e^{-\lambda\varepsilon} q^n \frac{\lambda^n}{n!} c_{n,x}.
\]
Note that, since the delta of a call option is always positive and smaller than 1, we have

\[ 0 \leq \sum_{n \geq 1} e^{-\lambda \varepsilon} \frac{\lambda \varepsilon^n}{n!} c_{n,x} \leq \sum_{n \geq 1} e^{-\lambda \varepsilon} \frac{\lambda \varepsilon^n}{n!} = 1 - e^{-\lambda \varepsilon} \]

hence it goes to 0 as \( \varepsilon \) tends to 0. As a consequence, \( c_x \sim c_{0,x} \) as \( \varepsilon \to 0 \). Similarly

\[ c_{\varepsilon} = -\lambda \varepsilon e^{-\lambda \varepsilon} c_0 + e^{-\lambda \varepsilon} c_{0,\varepsilon} - \lambda^2 \varepsilon e^{-\lambda \varepsilon} c_1 + \lambda \varepsilon e^{-\lambda \varepsilon} c_1 e^{-\lambda \varepsilon} c_{1,\varepsilon} + \frac{\partial}{\partial \varepsilon} \left( \sum_{n \geq 2} \frac{\lambda \varepsilon^n}{n!} c_n \right). \]

The last term in the above equality goes to 0, since we can show, as in (i), that

\[ \lim_{\varepsilon \to 0} \frac{\partial}{\partial \varepsilon} \left( \sum_{n \geq 2} \frac{\lambda \varepsilon^n}{n!} c_n \right) = \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \left( \sum_{n \geq 2} \frac{\lambda \varepsilon^n}{n!} c_n \right) = 0. \]

Hence \( c_{\varepsilon} \sim c_{0,\varepsilon} + \lambda c_1 \) as \( \varepsilon \to 0 \) (recall that \( c_0 \) is the price of a European call option when no jumps occur, that is in the standard Black and Scholes market, so it behaves like \( c \) in Lemma 4.1). So we have

\[ x'(\varepsilon) \sim \frac{rK - x(\varepsilon)q - c_{0,\varepsilon} - \lambda c_1}{1 - e^{-q \varepsilon} + c_{0,x}} \]

and rearranging the terms,

\[ c_{0,x} x'(\varepsilon) + c_{0,\varepsilon} \sim rK - x(\varepsilon)q - \lambda c_1 - \frac{c_1}{1 - e^{-q \varepsilon} + c_{0,x}} \]

Exploiting the same arguments as in the proof of Lemma 4.1 and recalling (ii), we prove the claim. \( \square \)

**B Numerical convergence of the European critical price**

The aim of this section is to show numerically that \( x(\varepsilon) \) converges to some \( x^* \in (0, K] \) when \( \varepsilon \) tends to 0.

To find \( x(\varepsilon) \), we solve numerically Eq. (3.3) for small values of \( \varepsilon \), approaching 0. For the jump-diffusion model, we consider the case of either constant or gaussian (either positive or negative) jumps.\(^6\)

When jumps are assumed to be constant, \( U_j = \ln(1 + m) \), with \( m \in \mathbb{R} \); in this case, \( d = r - q \) when jumps are negative \((m < 0)\) and \( d = r - q - m \lambda \) when jumps are positive \((m > 0)\). In the case of Gaussian jumps, we assume \( U_j \) to have

\(^6\) To solve Eq. (3.3), we neglect the terms with more than 3 jumps in the infinite sum which defines the price of the European put option. These terms are \( o(\varepsilon^3) \) so their contribution is negligible when \( \varepsilon \) is close to 0.
Fig. 2 Geometric brownian motion \((r \geq q)\) \(r = 0.03\), \(q = 0.01\)

Fig. 3 Jump diffusion, constant jumps \((d \geq 0)\) \(r = 0.04\), \(q = 0.01\), \(\lambda = 1\), \(m = 0.02\)

Fig. 4 Jump diffusion, gaussian jumps \((d \geq 0)\) \(r = 0.03\), \(q = 0.01\), \(\lambda = 1\), \(a = -0.1\), \(b = 0.1\)

A normal distribution with expectation \(a\) and variance \(b^2\) \((a \in \mathbb{R}, b > 0)\), hence \(d = r - q - \lambda e^{a+b^2/2} N \left( \frac{a+b^2}{b} \right) + \lambda N \left( \frac{a}{b} \right)\), where \(N\) denotes here the distribution function of a standard normal random variable.

We fix \(K = 100\), \(\sigma = 0.2\) for the diffusive model and \(\sigma = 0.15\) for the jump-diffusion model. We then let the other parameters vary in order to analyze the two cases, \(d \geq 0\) and \(d < 0\). The results in the various models are very similar and are depicted in the figures below.

We observe that \(x(\varepsilon)\) is always monotone in a neighborhood of 0, thus validating our claim. When \(d \geq 0\) \((r \geq q\) in the diffusive model\) \(x(\varepsilon)\) approaches the critical price, which coincides with the strike price, from below, namely \(x(\varepsilon)\) is decreasing with respect to time to maturity (see Figures 2, 3 and 4).

When \(d < 0\), \(x(\varepsilon)\) approaches monotonically a finite value, which is strictly smaller than the strike price (see Figures 5, 6 and 7).

Such limits have been analytically computed in Theorems 4.1 and 4.2.
Fig. 5 Geometric brownian motion ($r < q$)
$r = 0.01, q = 0.02$

Fig. 6 Jump diffusion, constant jumps ($d < 0$) $r = 0.01$, $q = 0.02, \lambda = 2, m = 0.1$

Fig. 7 Jump diffusion, normal jumps ($d < 0$) $r = 0.01$, $q = 0.03, \lambda = 1, a = 0.05, b = 0.1$
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