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Abstract With the advent of the big data era and the advancement of social network analysis, the public is increasingly concerned about the privacy protection in today’s complex social networks. For the past few years, the rapid development of differential privacy (DP) technology, as a method with a reliable theoretical basis, can effectively solve the key problem of how to "disassociate" personal information in social networks. This paper focuses on the multi-mode heterogeneous network model which has attracted a lot of attention in the field of network research. It introduces differential privacy and its application in big social networks briefly first, and then proposes a centrality-analysis method based on DP in a typical social network, i.e. the multi-mode network. The calculation principle and applicable scenarios are discussed. Then, its utility is analyzed and evaluated through experimental simulation. Possible improvement of DP algorithm in multi-mode networks above is prospected in the end.

1. Introduction
Driven by mobile Internet technology, people have gradually got used to using Internet for everything. Advances in data mining and machine learning technologies have enabled the information of social activities to be gathered into various big data systems. That is, the government, research institutes and commercial organizations are striving to obtain user information to help enhance service quality or get business benefits.

In social networks, individuals are connected as groups, and groups converge into bigger ones, which are even more complicate when groups of different sizes and various connection relationships are involved. The development of modern big data-based network analysis techniques has made modeling and analysis of such complex social networks possible. From simple commercial recommendation systems to sophisticated social network-based user profiling, knowledge discovery acts on almost all traces of people’s online activities in modern society[1]; and therefore, the privacy protection has become a serious problem.

Nowadays, when traditional anonymization techniques are becoming gradually less capable to cope with advanced big data mining, the emergence and development of differential privacy (DP) technology provide a timely and powerful means for privacy security in social networks of big data. Its key role is to hide the information about the existence of the individual in terms of statistical significance from the global analysis results of big data[2]. The strict definition of privacy protection
level has led DP into the practical application in a growing number of fields, especially in the study of big data social networks, which are more sensitive to privacy issues. It must be acknowledged, however, that the more complex the structure of the network is, the more difficult it is to achieve strict privacy protection. For an individual in a big network carrying a large amount of relational information, generally it is very difficult to hide its “existence” and ensuring the accuracy of data analysis results at the same time[3]. Current approaches to the privacy protection of a network structure, especially for nodes of it, usually rely on adding preconditions to networks parameters or query patterns to improve the utility of the results[4-7], in which factors more influential to the analysis output are often limited by strong constrains, with the cost of narrowing the “width” of statistical query.

The main goal of this paper is to relax some restrictions on data analysis targets to more complex statistical quantities in “multi-mode networks” with the property of multi-layer, rather than expecting a universal method that can be applied to all kinds of networks. We explore how to effectively solve the privacy protection problem of individual nodes in multi-mode networks with DP. By analyzing the key features of such networks, some statistical problems can be reasonably transformed and refined; by optimization of DP perturbation deduced from hierarchical relationships in multi-mode networks, we propose a class of privacy-preserving methods that meet the requirement of strict differential privacy definition.

The paper is organized as follows: the second section provides an overview of the basic principles of differential privacy and its application in network analysis, as well as the current research progress in this field; the third section first introduces multi-mode network, including its key issues and main difficulties for DP, then proposes a privacy-preserving algorithm for the statistics of centrality based on DP, using a two-mode network as an example, and finally discusses how to extend it to multi-mode network scenarios; the fourth section analyzes the performance of this DP method as well as its constrains through experimental simulation; the last section discusses some promising research directions for the application of DP methods in complex network privacy problems based on the summary.

2. Differential Privacy and Social Network Analysis

2.1 Differential Privacy Fundamental

Differential privacy (DP) is a privacy-preserving method based on data distortion, which is accomplished by differential perturbation on the output of queries to the data set[8]. If a query function $F$ on two data sets $D_1$ and $D_2$ with arbitrary differences of at most one data item can satisfy

$$\frac{P[F(D_1) \in S]}{P[F(D_2) \in S]} \leq \exp(\varepsilon) \tag{1}$$

We say $F$ satisfies $\varepsilon$-DP, while in Equation (1), $P[F(D_i) \in S]$ is the probability of $F(D_i) \in S$, and $\varepsilon$ is the privacy budget, which is used to measure the degree of privacy protection.

For network structure analysis, we use the most conventional way to describe the network as a graph. For graph $G$, $(V, E)$ represent the set of all nodes and edges in the graph, which means $(V, E)$ carries all the information of the graph. Assuming $G$ is an undirected and unweighted graph, according to the basic definition of DP, by selecting $E$ and $V$ as object data sets respectively, we give two kinds of definitions of DP in $G$.

1) For any $G$, $(V, E)$ and $G'$, $(V', E')$, if the difference between $(V, E)$ and $(V', E')$ is only one edge. that is, $E$ can be converted to $E'$ by adding or removing one edge, then if

$$\frac{P[F(G) \in S]}{P[F(G') \in S]} \leq \exp(\varepsilon) \tag{2}$$
is satisfied, We say $F$ satisfies $\varepsilon$-edge DP[9].

2) For any $G$, $(V,E)$ and $G'$, $(V',E')$, if the difference between $(V,E)$ and $(V',E')$ is only one node (vertex), that is, $E$ can be converted to $E'$ by adding or removing one vertex and all edges connecting to it, then if

$$\frac{P[F(G) \in S]}{P[F(G') \in S]} \leq \exp(\varepsilon)$$

(3)

is satisfied, We say $F$ satisfies $\varepsilon$-node DP[4].

Function $F$ acting on the graph $G$ is a statistical function with randomized output, which is usually constructed by adding differential noise on the original one[10].

$$F(G) = f(G) + N(\Delta f / \varepsilon)$$

(4)

$f$ is the original function. $N(\Delta f / \varepsilon)$ represents a random noise function and the amplitude of the randomness is determined by $\Delta f / \varepsilon$. Here $\Delta f$ is the sensitivity of $f$, representing its requirement for randomness.

$$\Delta f = \max_{G,G'} \| f(G) - f(G') \|$$

(5)

if no restriction for $G$ and $G'$ in equation (5), we call $\Delta f$ the global sensitivity of $f$ [11]. From the above definitions, we can find that for general $f$, the sensitivity of node DP is significantly greater than that of edge DP.

2.2 Research on differential privacy in social network analysis

In classical network studies, researchers focus on regression analysis of individual information to get useful patterns, while in the case of social networks, the network structure formed by connections between individuals becomes the focus. In general social network models, nodes often correspond directly to natural individuals, and edges represent connections between them. There are lots of kinds of a connection relationship, like a calling in telecom network, an Email forwarding on the internet, or a “follow” in social software.

The purpose of DP in social network models is to ensure that the statistical results obtained from social networks do not reveal any information about individuals or inter-individual relationships by the introduction of differential noise perturbation.

On DP for protecting relationship privacy, as Equation (2) above, researchers have had extensive finds. From queries to node degree of social networks[13], solving and publishing of network adjacency matrix[14], shortest path in weighted networks[9], cut sets[6], to parameter fitting of network models[15,16], structure queries[17], and even more like data mining for social networks, including frequent subgraph[18], classification[19], clustering[20] and so on, there has been a great deal of theoretical analysis and empirical exploration.

When it comes to DP for protecting individual privacy, as Equation (3) above, for most of network analysis methods, the high noise amount caused by the high sensitivity of nodes will greatly affect analysis results, thus the research on DP for nodes is still in progress. Nissim improves the accuracy of the results of node DP by projection methods[4]. Day and Macwan propose a degree publishing method with the help of similar ideas[21,22]. For the basic Erdos-Renyi random graph model, Ullman proposed a parameter estimation method that satisfies node DP[23]. Chen optimize noise in network structure queries using “empirical sensitivity”[24]. In comparison to edge DP, node DP often require very strong constrains and some approximations in exchange for an acceptable results.

2.3 Differential privacy and multi-mode networks

A multi-mode network is a network with multiple classes of nodes (and multiple classes of edges), and the relationship between different classes of nodes are often more important than those of the same class. The most common multi-model network model in social networks is the affiliation network (two-mode network), which represents a kind of subordination relation. In fact, corporation staff networks, user recommendation networks, online community topic networks, etc. can be abstracted as
two-mode or multi-mode networks. The following diagram shows a simple course selection network (two-mode network).

![Figure 1. Teachers-Students Network](image)

We propose a DP method to achieve some available statistical queries with the help of features of multi-mode network in this paper. To balance the complexity of differential noise and to reflect key characteristics of the network as more as possible, we need to choose suitable statistical objects to ensure the results have both accuracy and practical research value. The most important purpose of social network research is that information beyond independent attributes of nodes can be uncovered through the relational information. One of the key properties of multi-mode network structures is how the influence of a node is usually implied in the connectivity of the nodes, which is generally summarized as “centrality” in most studies. In fact, centrality is one of the most fundamental and important properties of nodes in social networks[3], so we will discuss some centralities as following later.

1) degree centrality: the degree centrality $D_i$ of node $i$ is determined by the number of connections of the node, that is, $D_i = \text{deg}_i$.

2) closeness centrality[25]: the closeness centrality $C_i$ of a node is usually used to describe the average distance to all other nodes. $C_i = \frac{1}{(n-1)} \sum_{i \neq j} d_{ij}$, $d_{ij}$ is the shortest path between node $i$ and $j$.

3) betweenness centrality[26]: the betweenness centrality $B_i$ of node $i$ is used to measure the role it plays in the whole connectivity of the network. $B_i = \sum_{j,k} g_{jk} / l_{jk}$, $l_{jk}$ is the number of shortest paths between $j$ and $k$, while $g_{jk}$ is the number of route nodes.

Centrality is chosen as the target of analysis in this paper because it is often most directly exposed and concerned in complex network structure. For example, a hot character embodies degree centrality; group organizers usually have the highest closeness centrality; a commonly used automated email copy list may be a reflection of betweenness centrality. The purpose of centrality computing is to help researchers determine the influence of nodes, such as which nodes are most critical to the connectivity of the whole network or the dissemination of messages.

### 3. Differential Privacy in Multi-mode Networks

#### 3.1 Differential Privacy of Centrality

As mentioned above, in social network models, nodes correspond to individuals. For the whole network, the output which complies with DP should be independent of the any individuals in a probabilistic sense. However, it requires a great perturbation of the output to achieve this. Taking degree centrality in 2.2 as an example, the output of such information can be generalized to the following form,

$$f(G) = f(D_1, D_2, ..., D_n) \tag{6}$$

For degree centrality, expanding (6) and ignoring higher order terms, we approximately have
Due to the arbitrary selection of nodes, the amplitude of DP noise to be added is actually proportional to \( \max\{k_i\} \propto n \), which means the noise required for node DP without any constraint is large.

For closeness centrality, \( C_i \) can also be processed to a form similar to (7). For betweenness centrality, it can be explained as follows. An arbitrary edge node in a relatively sparse network, whose betweenness is 0, can obtain an optimum close to 1, by adding a new node bridging all other nodes simply, and the path of length 3 between the original edge node and the newly added node becomes the shortest path between most nodes. The Network \( G \) becomes \( G' \) after adding new nodes as above, and for any node \( i \) we have

\[
f(G) - f(G') \approx k_i (B - B') \approx k_i
\]

(8)

The noise required is still determined by \( \max\{k_i\} \propto n \). Although strict DP can be achieved in this case, the noise in the results is of the same magnitude as the original results, and the accuracy of the output suffers a large loss.

One of the optional solutions to the above problem is to sacrifice some privacy to ensure the accuracy of the results, which is called privacy degradation[24]. If equation (1) is relaxed to

\[
P[F(D_a) \in S] \leq \exp(\epsilon) * P[F(D_B) \in S] + \delta
\]

(9)

then \( F \) satisfies \( \epsilon - \delta \) differential privacy. From a dataset perspective, \( \delta \) represents relaxing the privacy at some nodes with greater local sensitivity, i.e., allowing privacy degradation at nodes with greater impact on the output[27].

If we simply concern about the edge DP, which means setting protection objects as relationships, for (7) and (8), the difference between \( G \) and \( G' \) is only one edge. Thus the noise still depends on \( k_i \), but \( k_i \) does not increase as \( n \). That is, for centrality or more generalized statistic, the noise required to maintain edge DP does not increase with network size.

### 3.2 Multi-mode Networks

As in 3.1, \( \epsilon - \delta \) DP is in fact a concession to the privacy of some nodes. Therefore if the target of node DP is limited to some nodes, the privacy degradation problem is evaded. We make this prerequisite satisfied with the help of multi-mode networks. For social network models, multi-mode means there are nodes with completely different properties in the network[28], and we focus on such networks.

First, without loss of generality, we consider two-mode networks, which contains two kinds of nodes \( \{A, B\} \), node \( a \in A \), and node \( b \in B \). According to the analysis in 3.1, assuming the connection between \( B \) and \( A \) represents a partial order relation “\( \prec \)”, we consider privacy protection of \( A \).

Here we define the centrality of one kind of node based on the partial order relation through the whole network model.

**Definition 1.** if for any \( a \in A, b_1, b_2 \in B \), \( b_1 \prec a \) and \( b_2 \prec a \) are both satisfied, then there is an edge between \( b_1 \) and \( b_2 \) in \( \{B\} \), and the weight is proportional to the number of \( a \) satisfying the conditions.

For centrality in 2.2, if only edges of definition 1 are considered, we obtain the centrality of a single kind of nodes. In social networks modeled as the multi-mode network, such definition is just of interest to most researchers. For example, if we use \( A \) for search service users, \( B \) for a collection of hot search, \( \prec \) for search behavior, then the “relationship / edge” represents a common search tendency, which is more useful than search behavior itself. Or \( A \) for customers, \( B \) for products, \( \prec \) for buying behavior, we obtain an edge for a common shopping tendency. It corresponds exactly to what centrality actually represents, i.e., the strength of association between nodes of the same kind. In
this two-mode scenario, we may refer to \{A\} as the first-level network (which is, the main group facing privacy problems), \{B\} as the second-level network.

Obviously at the beginning, we only have the original network consisting of edges represented by the partial order relations, and it can be converted to the network in Definition 1 in the following way. Adjacency matrix \(M\) represents the network formed by the relationship between \(A\) and \(B\).

\[
M = \begin{pmatrix}
m_{11} & \ldots & m_{1c} \\
\vdots & \ddots & \vdots \\
m_{n1} & \ldots & m_{nc}
\end{pmatrix}
\]  

(10)

\(m_{ij} = 1\) means the edge \(b_i \prec a_j\) exists, then we could obtain the network \{B\} formed by nodes of \(B\) whose adjacency matrix is \(M_B\),

\[
M_B = MM^T
\]  

(11)

Reconsidering the effect of one node existence of \(A\) on centrality of \(M_B\) reveals that its contribution is limited to unit weight of edges in \(M_B\).

It is important to note that the above analysis separates the objects of privacy protection (natural persons in most cases) and the object of statistical queries, which make it easier to achieve node DP, and can also output valuable statistical results at the same time. Here the centrality of second-level network \{B\} is actually clustering centrality, which means the more similar one is to others, the more central it is. The most common and typical example is the network of recommendation system.

3.3 Differential Privacy for two-mode Networks

According to methods in 3.2, by the construction of second-level network and clarify the definition of its centrality, the amount of noise in node DP can be compressed. Next we consider each of the three centralities in 2.2.

For degree centrality, the sensitivity of DP algorithm is intuitive. In fact, the local sensitivity of the degree distribution function is 1 for any node of unweighted original networks, since a single node can contribute at most one connection to the corresponding network.

As for closeness and betweenness, although explicitly defined, in practice they are usually not computed using an ergodic approach. For example, to calculate betweenness, the following approach of approximation is often used as a prototype algorithm[29, 30]:

Table 1. Calculation of betweenness centrality.

| Calculating the betweenness centrality \(B\) of node \(a\) |
|----------------------------------------------------------|
| 1: random choose subset \(g\) from network \(G\)          |
| 2: for \(B(a) = 0, a \in g\)                             |
| a) init empty stack \(S\), empty pre-order node list \(p(a)\), empty breadth-first \(q\); |
| b) \(a\) enqueues into \(g\)                             |
| c) while \(g\) not empty                                 |
| i. \(b\) dequeues from \(g\), push to \(S\)             |
| ii. for \(c\) is neighbor of \(b\)                      |
| if distance between \(a\) and \(c\) is first computed, then \(c\) enqueues \(q\), compute shortest path \(r(c)\) between \(a\) and \(c\), if \(b\) is in \(r(c)\), then \(c\) enqueues into \(p(a)\), compute the number of shortest paths \(w(c)\) |
| d) init all dependent variables \(r\) of \(a\) to 0       |
| e) while \(S\) not empty                                 |
| i. \(S\) pops \(d\)                                    |
| ii. for pre-order list of \(d\) compute corresponding \(r\) |
| iii. accumulate \(r\) to \(B(a)\)                       |
| 3: output \(B(a)\), \(a \in g\)                        |
We note that the first step of the above algorithm is to pick a portion of nodes from the entire network to reconstitute a subnet, and approximate the true result in the original network by calculating the betweenness centrality in the subnet. Generally nodes can be selected using specific probabilities or according to the degree of the node. If selected with a specific equal probability to form a subnet, which might cause a longer iteration, it is actually equivalent to using the random response method of DP[31]. Assuming the specific probability is \( p \), from (4) and (5) it can be derived that the process of constructing subnet make the centrality results satisfy the DP with privacy budget as

\[
\varepsilon = \log(\max(\frac{p}{1-p}, \frac{1-p}{p}))
\]

(12)

Furthermore, the method of selecting nodes randomly to form a subnet can actually be directly applied to the calculation of degree and closeness centrality, thus resulting in a unified approach to the calculation of different centrality. The goals of reducing the whole computational complexity and introducing DP mechanism are accomplished simultaneously in the process of constructing the subnet.

If computational complexity of betweenness is considered first, the process of subnet construction usually require a degree threshold for rapid convergence. We can ignore that issue since from the perspective of DP, different randomness between nodes will introduce privacy degradation for an overall privacy budget.

3.4 Extension to Multi-mode networks
Looking back at Definition 1, we note that in constructing the network \( \{B\} \), a pair of partial order relations in original \( \{A,B\} \) actually constitute one edge of unit weight in \( \{B\} \), which means in \( \{A,B\} \rightarrow \{B\} \), the whole connectivity is exponentially decaying. The transformation of node DP in 3.2 is based on this change, and finally reduces the whole sensitivity. Similarly, we can define hierarchical network models of multi-mode networks. Taking the three-mode network as an example:

**Definition 2.** if for any \( a \in A \), \( b_1, b_2 \in B \), \( c_1, c_2 \in C \), \( b_1 < a \), \( b_2 < b_1 \) and \( c_1 < b_1 \), \( c_1 < b_2 \), \( c_2 < b_1 \), \( c_2 < b_2 \) are all satisfied, \( \prec \) and \( \prec \) represent partial order relations between \( \{A,B\} \) and \( \{B,C\} \) respectively, then there is a edge between \( c_1 \) and \( c_2 \), and the weight is proportional to the number of \( \{a,b_1,b_2\} \) tuples satisfying the conditions.

There are many examples of social networks for the above definition of networks. For example, if we use \( A \) for the audience, \( B \) for a collection film review site, \( C \) for movies, \( \prec \) and \( \prec \) for review actions.

From Definition 2, one edge in \( \{C\} \) requires 4 edges in \( \{B,C\} \). The decay of connections makes it easier to preserve the privacy of \( \{A\} \) in \( \{C\} \) than in \( \{B\} \), which will be verified in the experiments in the next section.

4. Experimental evaluation

4.1 Experimental environment and datasets
The experimental in this section will implement the algorithm in Section 3 with open source python (ver. 3.6) package NetworkX (ver. 2.5). The experimental environment is a SuperVessel host, loaded with the image of Python Science Computing and Application Development v2.2.0 on ubuntu 16.04LST 64bit, vCpu 4core@3.0 GHz/16G Ram.

Limited by the computational complexity and memory limitation of betweenness centrality itself, a sparse two-mode network dataset of medium size has been chosen for experiments[32]. The 2054 nodes of the first-level network are natural individuals (voters); the 29 nodes of the second-level network are groups (candidates); the number of edges is 18101, and the network density is 0.0083.
4.2 Experimental methods and Evaluation
Due to the constraints of the experimental environment and the efficiency of IPython, the absolute speed of the algorithm is not concerned. In fact, the size of the object dataset (relating to whether swap partition is used) and the efficiency of NetworkX API are the main factors limiting the speed of the simulation.

As the principle of the algorithm has been analyzed in 3.2 and 3.3, this section focus on the utility of different centrality calculation results after applying random response mechanism, that is, how much the DP mechanism will affect the accuracy of centrality analysis results.

Considering that the centrality is first a property of individual nodes, while what is required to be evaluate in this section is the impact of DP on the centrality analysis of the whole network, it is important to have a single metric capable of evaluating the overall method. Since centrality is a metric used to characterize the importance of nodes for the whole network, the ranking of node centrality is actually a single scalar indicator that is often used in practical social network research. The relationship between the ranking results (Rank correlation) obtained by introducing DP can be used to evaluate the utility of the algorithm results[33]. The number of normalized reverse order pairs (Kendall Tau factor, KT factor) is used as the quantification of the utility[34].

\[ \tau = \frac{2(R - W)}{n(n-1)} \]  

\( n \) is the number of nodes, \( R \) and \( W \) are the numbers of positive and reverse order pairs in the corresponding sorting results, respectively.

4.3 Experimental results and analysis
According to the methods described in 3.1 and 3.2, the utility of centrality statistics is examined under different DP budget usage, where calculation results of the three kind of centrality are the average of 100 experiments to reduce random errors. As a comparison, the mainstream projection-based algorithm is chosen for degree and closeness centrality[21,22]. However, for betweenness, there is no other dedicated algorithm based on DP, so K-path which uses noise deduced by global sensitivity with high calculation efficiency[30] is used for an approximate comparison.

![Figure 2. DP centrality results of 2-mode network](image-url)
As shown in Figure 2, all three centrality results have good utility on a high DP budget. For degree and closeness, our algorithm is better than the comparison one; the advantage of betweenness is more significant because the comparison algorithm uses global sensitivity. When the privacy budget is low, the relative errors increase rapidly, especially for closeness and betweenness. The reason is that the experimental dataset is real two-mode network data with properties of strong scale-free[35], which means the distribution of the connectivity nodes has the long-tail effect that is very common in reality. Centralized connections make most nodes a low centrality, leading to less difference between comparison algorithm and ours.

In studies of practical social network, nodes with low centrality tend to get low attention, so ones with very low centrality can be ignored. If the utility calculation is restricted to nodes with high centrality, which means great influence on the network structure, and the result is shown in Figure 3. All nodes are counted in while the computation of equation (13) only considered the top 30% nodes of higher centrality.

![Figure 3. DP centrality results of 2-mode network (top 30% nodes)](image)

It can be seen that if we only focus on nodes with higher centrality, the statistics under the same DP method can have significantly better accuracy.

As discussed in 3.4, our DP method is applied to a three-mode network, which is constructed by re-slicing the first-level network according to the family affiliation relationship between natural persons. The numbers of nodes in two new level are 1602 and 452, resulting in a very big adjacency matrix in the calculation. This three-mode network is just constructed for comparison with the two-mode one, and the purpose is to study the interaction between node hierarchy and DP randomness. The experiment also restricts the nodes of interest to top 30%.
As shown in Fig.4, the overall utility of the results has improved in three-mode networks, which is consistent with the theoretical analysis in 3.4. In fact, the definition of multi-mode networks in practical social network research is much broader, and nodes can be different classes of elements in social activities. For example, a natural three-mode network describing the organizational structure can be formed by employees, project groups, and departmental leads.

5. Conclusion
In this paper, from the perspective of practical studies we propose a method that can apply differential privacy protection to node privacy in multi-mode networks. For the structural characteristics of such complex networks, we analyze the principle and effect of the method theoretically, design the whole algorithm of centrality based on DP, and then give the experimental method and result evaluation.

There have been numerous methods and tricks for researchers to apply DP techniques to the study of social networks. Due to the impact of DP on network structure, the current approach focuses on mainly the protection of relation information; for privacy of individual nodes in a network, DP algorithm is often implemented to get a better utility by adding restrictions. The method of this paper is actually based on this idea: by analyzing the essential characteristic of multi-mode networks, we choose to limit the protection to one class of nodes among them whose privacy is vulnerable. By combining the randomness of centrality calculation and DP random response mechanism, we have unified DP algorithm for different statistics and further improved the accuracy of statistical results. However, there is much work to be done in the future on how to loosen the current constraint on protection targets and scenarios to enable node DP methods to be applied to a broader range of networks.
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