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Abstract—In this paper, we focus on subjective and objective Point Cloud Quality Assessment (PCQA) in an immersive environment and study the effect of geometry and texture attributes in compression distortion. Using a Head-Mounted Display (HMD) with six degrees of freedom, we establish a subjective PCQA database, named SIAT Point Cloud Quality Database (SIAT-PCQD). Our database consists of 340 distorted point clouds compressed by the MPEG point cloud encoder with the combination of 20 sequences and 17 pairs of geometry and texture quantization parameters. The impact of distorted geometry and texture attributes is further discussed in this paper. Then, we propose two projection-based objective quality evaluation methods, i.e., a weighted view projection based model and a patch projection based model. Our subjective database and findings can be used in point cloud processing, transmission, and coding, especially for virtual reality applications. The subjective dataset\textsuperscript{1}\textsuperscript{2} has been released in the public repository.

Index Terms—Point clouds, subjective quality assessment, quality metrics, virtual reality, six degrees of freedom (6DoF).

I. INTRODUCTION

In recent years, the significant advance of Two-Dimensional (2D) video is the improvement of resolution, which has evolved from Standard Definition (SD), High Definition (HD) to Ultra High Definition (UHD). Visual information perceived by humans at the moment has been enriched with the progress of resolution. Meanwhile, people gradually attach importance to the experience of watching videos, especially preferring active interaction. Extended Reality (XR) technology, summarizing Virtual Reality (VR), Augmented Reality (AR), and Mixed Reality (MR) technologies, has attracted much attention with the emergence of Head-Mounted Display (HMD). In XR, degree of freedom refers to the head movement in space, with three corresponding to rotation movement, and the other three corresponding to translation movement. However, 360-degree videos only support Three Degrees of Freedom (3DoF), tracking users’ rotational motion but not translational movement. To keep pace with the consumption of visual media, some novel concepts of immersive media came out, like 3DoF+, i.e., enabling additional limited translational movements, and Six Degrees of Freedom (6DoF), allowing rotational motion as well as translational motion. In the VR environment with 6DoF, observers utilize eye and head movement to explore scenes, utterly different from traditional 2D viewing. Many types of data are applicable for 6DoF, such as simple proxy geometry, voxels, and point clouds.

A point cloud is a collection of Three-Dimensional (3D) points in 3D space without space connections or ordering relations [1]. Each point in a point cloud consists of a geometry attribute, i.e., 3D position \((x, y, z)\), and other attributes like color, reflectivity, and opacity denoted by vectors. According to the Point Cloud Compression (PCC) group of MPEG, point clouds can be categorized as static, dynamic, and dynamically acquired point clouds [1]. Similar to the relationship between videos and images, a dynamic point cloud recognizes each static point cloud as a frame, showing the movement of a 3D object or a scene going after the temporal variation. Targeting XR applications, static or dynamic point clouds can be captured in a studio full of high-speed cameras, especially for contents like people and objects. Targeting applications like autonomous driving, dynamically acquired point clouds are mainly obtained by LIDAR sensors on the top of a moving vehicle, enabling dynamic environment perception in robot navigation. For superior perceptual experience, point clouds are desired to be captured densely with high precision. Unlike meshes, point clouds have no spatial connectivity nor ordering relations, excluding the concepts of edges, faces, or polygons. The massive number of points and the inherent characteristics of disjunction and disorder pose challenges for point cloud processing and compression.

For storage and transmission of point clouds, efficient compression frameworks were researched by scholars. In [2], a time-varying point cloud codec was first proposed in a 3D tele-

\textsuperscript{1}https://dx.doi.org/10.21227/ad8d-7r28
\textsuperscript{2}http://codec.siat.ac.cn/video_download_siat-pcqld.html
immersive system and later regarded as the anchor of MPEG PCC standards. The emerging PCC is composed of two classes for compression for different categories of point clouds. One is Video-based PCC (V-PCC) targeting dynamic point clouds, and the other is Geometry-based PCC (G-PCC). G-PCC is the combination of Surface PCC (S-PCC) for static point clouds and LIDAR PCC (L-PCC) for dynamically acquired point clouds. Nowadays, PCC [1] is a trending and intriguing research topic.

Both processing and compression may induce kinds of distortions for point clouds, including changes in the number of points and values of positions and colors. The degradation of the contents might influence users’ perception. Therefore, subjective and objective assessment is the pointed and valid method to reflect the quality of point clouds. Nowadays, point cloud evaluation is still a sophisticated and challenging problem involved with excessive factors such as degradation, rendering methods, display equipment, evaluation methodologies, quality of sources and so forth.

A normative and effective framework for Point Cloud Quality Assessment (PCQA) is necessitous but has not been explored fully yet. Learning from Image Quality Assessment (IQA) and Video Quality Assessment (VQA), many papers for PCQA came out since 2017. However, the early works [3]–[8] only focused on colorless point clouds and simple types of degradation, while point clouds with color and codecs like V-PCC are the prevailing trend. Also, some works utilized a virtual camera around point clouds to render videos, and those videos were then displayed in a 2D screen for subjects to evaluate, which lacked human interaction.

In this work, we concentrate on subjective PCQA in an immersive 6DoF VR environment to study the effect of geometry and texture attributes in compression distortion. First, contents like human figures and inanimate objects are selected, showing the variety of test sequences. A total of 17 different combinations of geometry and texture Quantization Parameters (QP) with 20 sequences are used to create 340 distorted point clouds by the V-PCC codec. Our subjective database, named SIAT Point Cloud Quality Database (SIAT-PCQD) [9], is available on public repository. Second, we analyze essential factors in the visual quality of point clouds in detail, including geometry and texture attributes from the perspective of different QP levels and types of sequences. Finally, we propose two projection-based objective quality evaluation methods, i.e., a weighted view projection based model and a patch projection based model.

The remainder of our paper is organized as follows. Section II reviews the related work in subjective and objective point cloud evaluation. Section III details our subjective quality evaluation test, including procedures like data preparation, rendering techniques, equipment and environment, and evaluation methodology. Section IV shows data processing and the results of our subjective experiment. In Section V, we propose two projection-based objective quality evaluation methods, and the performance evaluation will be shown in Section VI. Finally, the conclusion of our work and the challenges of PCQA are outlined in Section VII.

II. RELATED WORKS

In this section, related works in point cloud evaluation are described in the aspects of subjective and objective assessment.

A. Subjective Point Cloud Quality Assessment

Early works on point cloud subjective quality assessment came out in large numbers since 2014. In [12], distortions like downsampling and noise generation were considered to study the relationship between 3D point cloud models and human visual perception. Later, some works [4]–[8] evaluated the quality of colorless point clouds and built the initial workflow of subjective point cloud evaluation. In [3] [6], AR devices were first used in work about point clouds. However, only geometry of point clouds was evaluated in the subjective quality assessment. Also, point clouds were processed by Gaussian noise and octree-pruning degradation, and the latter promising point cloud codecs were failed to be considered. In the early stage, limited types of degradation were focused on, and some prevailing codecs were absent in these works.

Alexiou et al. [5] compared the Double Stimulus Impairment Scale (DSIS) and the Absolute Category Rating (ACR) methodology while evaluating point cloud geometry of Gaussian noise and octree-pruning degradation. They compared the visualization of raw point clouds and point clouds after surface reconstruction [7], and then obtained similar results using 2D and 3D monitors to display the projected contents of point clouds [8]. Javaheri et al. performed a subjective and objective evaluation of point cloud denoising algorithms in [4]. Different methodologies and ways of displaying were further studied in this period, but most of the subjective datasets still only used point cloud geometry as the evaluation contents.

Subsequently, colored point clouds under the primitive point cloud codec through octree-pruning and degradation like noise and down-sampling was further explored. Javaheri et al. [13] performed subjective and objective PCQA by octree-based compression scheme, available in the Point Cloud Library (PCL), and graph-based compression scheme. They created a spiral virtual camera path moving around the point cloud sequences from a full view to a closer view, and the generated videos were evaluated by subjects. In [14], point cloud evaluation experiments were conducted in three different laboratories, and it was found that removing points regularly was more acceptable for subjects. The quality scores, obtained by various point clouds with geometry and color information, showed a high correlation with objective metrics. Yang et al. [15] proposed the SJTU-PCQA database with point clouds augmented with octree-based compression, color noise, geometry noise, and scaling, and they also developed an objective metric based on projection.

Later on, the advanced point cloud codecs developed by MPEG were introduced in subjective PCQA studies. In [16], Zerman et al. first considered V-PCC for colored point clouds and rendered point clouds by Unity in the way of no interaction. They found that texture distortion is more critical than geometric distortion in the human figure database they created. They also found that the count of points severely affects geometric quality metrics rather than perceptual quality. Su
et al. [17] built a point cloud database of diverse contents and applied down-sampling, Gaussian noise, and three state-of-the-art PCC algorithms to create distorted point clouds. They first explicitly defined types of distortions for point clouds: geometry distortions include hollow, geometry noise, hole, shape distortion, collapse, and gap and blur; texture distortions include texture noise, blocking, blur, and color bleeding. Javaheri et al. [18] created a subjective database named IRPC and studied the impacts of different coding and rendering solutions on the perceptual quality. For the comparison of dynamic point clouds and meshes, the perceptual quality of compressed 3D sequences was explored [19] [20], and Cao et al. [20] first study the impact of observation distance on perceptual quality. Recently, Perry et al. [21] confirmed the superior compression performance of the MPEG V-PCC compared to MPEG G-PCC in static contents. Thus, researchers considered prevailing point cloud codecs like V-PCC and G-PCC on diverse colored point clouds. However, point clouds were rendered as video sequences by individual tracks around the point cloud centers and then displayed on a planar screen in passive interaction.

As for interaction, a quality evaluation methodology for colored and voxelized point clouds was proposed in [10]. In their experiment, subjects visualized the contents through renderer and interacted with point clouds by zooming, rotating, and translation using the mouse. Alexiou et al. [11] focused on the evaluation of test conditions defined by MPEG for core experiments and conducted two additional rate allocation experiments for geometry and color encoding modules. A new software, which supports interaction and would be used in the web applications for point cloud rendering, was developed. In a word, these works enabled interaction by allowing subjects to operate on point clouds displayed in a 2D monitor, namely the desktop condition. With the rapid development of computer graphics and progressive technologies, 3D data can be fully exhibited in VR applications. User quality evaluation of dynamic point clouds in VR was performed in the works [22] [23]. Subramanyam et al. [22] first compared two VR viewing conditions enabling 3DoF and 6DoF by assessing the quality of dynamic digital human point clouds, and the latter work [23] developed the PointXR toolbox that can host experiments under variants of protocols in the VR environment.

In our work, a subjective quality evaluation experiment was conducted with positive interaction in the 6DoF VR environment. We aim to explore the impact of degradation of point clouds’ geometry and texture attributes for visual quality in future VR applications. Thus, seventeen distorted rates for compressed degradation are set in our subjective experiment under variants of protocols in the VR environment.

| Method | Sequence set | Status of sequences | Colored | Degradation | Aberrated point clouds seq dist rate | Display | Interaction | Methodology |
|--------|--------------|---------------------|---------|-------------|-------------------------------------|--------|------------|-------------|
| Alexiou et al. [13] | objects, humans | static | ✓ | Gaussian noise, octree-pruning | 9 × 2 × 4 × 40 | AR | ✓ | DSIS |
| Toddig et al. [10] | objects, humans | static | ✓ | V-PCC, G-PCC | 7 × 4 × 64 | 2D monitor | ✓ | DSIS |
| Javaheri et al. [4] | objects, humans | static | ✓ | 2 outlier removal algorithms, Gaussian noise, octree-pruning | 5 × 2 × 4 × 40 | 2D monitor | × | DSIS |
| Alexiou and Ebrahimi [5] | objects, humans | static | ✓ | V-PCC, G-PCC | 6 × 2 × 4 × 40 | 2D monitor | × | DSIS |
| Alexiou and Ebrahimi [6] | objects, humans | static | ✓ | octree-pruning | 7 × 1 × 4 × 25 | 2D monitor | ✓ | DSIS |
| Zhang et al. [12] | objects, humans | static | ✓ | down-sampling, geometry noise, color noise | 1 × (6 + 7 + 12) = 25 | - | ✓ | ACR |
| Javaheri et al. [13] | objects, humans | static | ✓ | down-sampling, geometry noise, color noise | 1 × (6 + 7 + 12) = 25 | - | ✓ | ACR |
| da Silva Cruz et al. [14] | objects, humans | dynamic | ✓ | octree pruning, projection-based encoder | 8 × 2 × 3 = 48 | 2D monitor | × | ACR |
| vseoveVDIB [15] | objects, humans | dynamic | ✓ | down-sampling, V-PCC | 2 × 2 × 4 = 16 | 2D monitor | × | DSIS |
| Su et al. [17] | objects, humans | static | ✓ | down-sampling, Gaussian noise, V-PCC, S-PCC, L-PCC | 20 × (3 + 9 + 9 + 12 + 4) = 740 | 2D monitor | ✓ | DSIS |
| BIPC [18] | objects, humans | static | ✓ | V-PCC, L-PCC | 6 × 3 × 3 = 54 | 2D monitor | ✓ | DSIS |
| vseoveVDIB2 [19] | objects, humans | dynamic | ✓ | Point Clouds: G-PCC, V-PCC | 8 × (6 + 2 + 5) = 146 | ACR-PR |
| Cao et al. [20] | objects, humans | dynamic | ✓ | Mesh: TFAN + FFmpeg | 4 × 1 × 5 = 20 | ACR | ✓ | DSIS |
| Sturt et al. [21] | objects, humans | static | ✓ | G-PCC, V-PCC | 6 × (12 + 11 + 6) = 90 | 2D/3D monitor | ✓ | DSIS |
| Subramanyam et al. [22] | objects, humans | dynamic | ✓ | Octreesanch, V-PCC | 8 × 2 × 4 × 64 | HMD | ✓ | DSIS |
| PointXR [23] | objects, humans | dynamic | ✓ | V-PCC | 5 × (1 + 1) × 4 × 40 | 2D/3D monitor | ✓ | DSIS |

B. Objective Point Cloud Quality Assessment

Objective quality assessment of point clouds aims to create an accurate mathematical model to predict the quality of point clouds. According to the work [10], the state-of-the-art objective evaluation metrics of point clouds can be classified into two categories: point-based metrics and projection-based metrics.

Point-based metrics are mainly the point-to-point error (D1) [24], the point-to-plane error (D2) [25] and the plane-to-plane error [26] for geometric errors. D1 measures the Euclidean distances between corresponding point pairs, indicating how far the distorted point cloud points moved away from their original positions. Considering local plane properties, D2 [25] computes the projected errors along the normal direction on the associated point, imposing a larger penalty on points far from the perceived local plane surface. The plane-to-plane metric [26] focuses on the angular similarity between
tangent planes of associated points, and tangent planes indicate the linear approximation of the surface. All of them are full-reference metrics based on geometric errors, regardless of the human vision.

To further improve the prediction accuracy, point-based metrics have been explored by extracting features in geometry and texture. Alexiou et al. [26] introduced an objective quality metric based on the angular similarity between tangent planes. Meynet et al. [27] extended the Mesh Structural Distortion Measure (MSDM) metric designed for 3D meshes to point clouds as PC-MSDM. Javaheri et al. successively proposed novel geometry quality metrics for point clouds based on the popular geometry quality metric PSNR [28], a generalization of the Hausdorff distance [29], and the Mahalanobis distance to measure the correspondence between a point and a distribution [30], respectively. After exploring the geometry quality of point clouds, researchers focused on extracting color features and combining the geometry and the color domain. Rafael et al. computed the direct distance between points [31]. They adapted the Local Binary Pattern (LBP) descriptor to processing local regions, and the histograms of the LBP outputs were compared to obtain the final score [32]. Meynet et al. linearly combined geometry-based features, i.e., curvature, and color-based features, i.e., lightness, chroma, and hue, and proposed the Point Cloud Quality Metric (PCQM) [33]. Color histograms and color correlograms were utilized and combined with geometry metrics to provide a global quality score [34]. Yang et al. resampled the reference point cloud to extract key points, constructed a local graph centered at key points, and aggregated color gradient features to form the method named GraphSIM [35]. Alexiou et al. [36] focused on structural similarity and local distributions of point cloud attributes reflecting topology and color. Viola et al. [37] proposed a reduced reference metric by extracting statistical features in geometry, color, and normal vector domain. However, the operation of point clouds as nonstrucutral data, like computing curvature and resampling, is time-consuming and computationally expensive.

Projection-based metrics project both reference and test point clouds onto six planes of their bounding boxes [10] or more planes, then compute the average scores of the structural data, i.e., projected images, by the state-of-the-art image quality metrics. In [38], projection-based objective quality assessment was extended by assigning weights to perspectives based on user interactivity data. The authors identified that there is not much difference when using additional views. Yang et al. [15] proposed a projection-based method via perspective projection onto six planar and extracted global and local features of depth and color images obtained by projection. However, occlusion and dislocation are inevitable for projecting point clouds onto large planes. Thus, we build a subjective PCQA database in the immersive 6DoF VR environment and propose two projection-based objective evaluation methods.

III. SUBJECTIVE EXPERIMENT FOR PCQA

In this section, we describe the details of our point clouds subjective quality assessment experiment with dataset preparation, processing, equipment and test environment, and evaluation methodology.

A. Dataset Preparation

To better explore how people perceive point clouds, we chose contents like human figures and inanimate objects. As shown in Fig. 1 and Table II, 20 static sequences were selected in our test. The human category consists of six full-body figures and four upper-body figures, while another category includes ten different inanimate objects.

To show the diversity of point clouds, we considered the characteristics, i.e., Spatial Information (SI) [45] and Colorfulness (CF) [46]. We projected the source point cloud into six views of its bounding box to apply SI and CF. Similar to video contents in [45], we obtained the maximum value among six views as the final SI for a sequence. Fig. 2 shows the distribution of 20 sequences along with the horizontal (CF) and vertical (SI) axes. The dispersed state in CF/SI shows the diversity of our contents in space/color domain. In particular, the luminance of the sequence Banana is generally higher than others, making a CF measurement difference.

B. Processing

Before compression, it requires the preprocessing procedure for point cloud sequences to minimize the impact of some additional influencing factors. Fig. 3 shows the whole workflow before conducting the experiment, which mainly includes preprocessing, encoding, and rendering.

• Preprocessing: The sequences, as mentioned above, are selected from different repositories, which means their sizes, positions, and orientations vary. However, we desire that point clouds are exhibited in life-size rendering to achieve realistic tele-immersive scenarios. So we normalize sequences to remain point clouds within a similar bounding box (600, 1000, 400) in the preprocessing stage to deal with this issue. The source models have been processed with sub-sampling, rotation, translation, and scaling, except four sequences Longdress, Redandblack, Loot, and Soldier from the 8i Voxelized Full Bodies Database. Additionally, the point cloud encoder V-PCC fails to deal with decimals, so that the positions of points were through round operation and then the duplicate points were removed. In particular, it is unnecessary to have integer conversion for four upper body figure sequences from the Microsoft database, so we just adjusted their positions and orientations in rendering software.

• Encoding: Distorted versions were generated using the state-of-the-art MPEG PCC reference software Test Model Category 2 version 7.0 (TMC2v7.0). The V-PCC method takes advantage of an advanced 2D video codec after projecting point clouds into frames. First, a point cloud is split into patches by clustering normal vectors. The obtained patches would be packed into images, and the gaps between patches would be padded to reduce pixel residuals. Then projected images of sequences are compressed utilizing the HEVC reference software HM16.18. More information about the framework of V-PCC can be referred to [1].

QP determines the step size for transformed coefficients
TABLE II
SUMMARY OF PRE-PROCESSED TEST SEQUENCES.

| Sequence            | Category          | Source                | Pre-processing | #Points | Geometry Precision | Bounding Box | (geometry QP, texture QP) |
|---------------------|-------------------|-----------------------|----------------|---------|--------------------|--------------|--------------------------|
| Redandblack [39]    | Full body figures | MPEG¹/JPEG²           | No             | 729,133 | 10 bits            | (383,977,232)| (20,27), (20,37)         |
| Longdress [39]      | Full body figures | MPEG¹/JPEG²           | No             | 765,821 | 10 bits            | (356,1003,296)| (20,47), (28,27)         |
| Loot [39]           | Full body figures | MPEG¹/JPEG²           | No             | 784,142 | 10 bits            | (352,992,354)| (28,37), (28,47)         |
| Soldier [39]        | Full body figures | MPEG¹/JPEG²           | No             | 1,059,810 | 10 bits | (360,1016,405)  | (36,27), (36,37)         |
| The20sMaria [40]    | Full body figures | MPEG¹               | Yes            | 950,423 | 10 bits            | (405,908,324)| (36,47), (24,32)         |
| UlliWegner [41]     | Full body figures | MPEG¹               | Yes            | 598,448 | 10 bits            | (376,997,258)| (32,42), (6,0)           |
| Ricardo [42]        | Upper body figures | JPEG²               | No             | 960,703 | 10 bits            | (446,364,178)| (20,0), (28,0)           |
| Phil [42]           | Upper body figures | JPEG²               | No             | 1,660,959 | 10 bits | (441,464,394)  | (36,0), (0,27)           |
| Andrew [42]         | Upper body figures | JPEG²               | No             | 1,276,312 | 10 bits | (392,444,297)  | (0,37), (0,47)           |
| Sarah [42]          | Upper body figures | JPEG²               | No             | 1,355,867 | 10 bits | (486,467,348)  |                        |
| Facade              | Inanimate objects | MPEG¹               | Yes            | 292,169 | 10 bits            | (555,375,75) |                        |
| House_without_roof  | Inanimate objects | MPEG¹               | Yes            | 581,213 | 10 bits            | (488,481,455)|                        |
| ULB_Unicorn         | Inanimate objects | MPEG¹               | Yes            | 1,086,944 | 10 bits | (571,361,303)  |                        |
| Romanoillamp [43]   | Inanimate objects | JPEG²               | Yes            | 343,186 | 10 bits            | (517,355,352)|                        |
| Biplane [44]        | Inanimate objects | JPEG²               | Yes            | 400,972 | 10 bits            | (439,569,410)|                        |
| Nike                | Inanimate objects | Sketchfab³          | Yes            | 186,960 | 10 bits            | (303,213,303)|                        |
| Banana              | Inanimate objects | Sketchfab³          | Yes            | 145,243 | 10 bits            | (201,337,102)|                        |
| Grass               | Inanimate objects | Sketchfab³          | Yes            | 724,725 | 10 bits            | (494,159,434)|                        |
| Bush                | Inanimate objects | Sketchfab³          | Yes            | 1,211,816 | 10 bits | (587,400,435)  |                        |
| AngelSeated         | Inanimate objects | Sketchfab³          | Yes            | 770,184 | 10 bits            | (543,942,305)|                        |

Bold number denotes lossless compression.

1 https://mpeg.chiariglione.org/tags/point-cloud
2 https://jpeg.org/plenodb/
3 https://sketchfab.com/
the default point size. Notably, a large size of point cloud files might take up too much memory and cause a system hang. So we first packed all the resources related to rendering point clouds like prefabs and meshes and dynamically asynchronously loaded the asset bundles to improve software stability.

C. Equipment and Environment

HTC Vive devices with a HMD and two hand controllers were used for every subject to interact in our test. The headset features a resolution of 1080 × 1200 pixels per eye, namely 2160 × 1200 pixels, and a 110-degree field of view. As for the virtual environment setting, backgrounds with complex textures or contrasting colors and settings with high or low light intensity would enhance the contrast between point clouds and the environment, as shown in Fig. 4. Thus, we preferred a comfortable environment with mild contrast as the scene of our experiment. Following the recommendations from Recommendation ITU-R BT.500-13 [47], a room with gray walls was created as the virtual environment to conduct the experiment. Meanwhile, the scene was lighted by a virtual lamp on the ceiling centralized above the models. The lamp is set as an area light with intensity values of 2 in Unity to simulate ordinary lighting in the room.

D. Subjective Evaluation Methodology

Two protocols for subjective PCQA are widely adopted by researchers, namely ACR methodology and DSIS methodology, as shown in Table I. Subjects tend to rate explicitly according to the visual quality under ACR and relative differences of perception under DSIS. But the double stimulus methodology, DSIS, is more consistent in terms of identifying the level of impairment [5]. The reason is that point clouds are displayed as a collection of points, and spaces between contents may be habitually recognized as “holes”. Subjects are likely to give lower scores when the reference point cloud is absent. Besides, it is mentioned in the recently published standardization ITU-T P.919 [48] for immersive 360° video on HMD that DSIS is statically more reliable than ACR.

Therefore, our experiment used the DSIS methodology and displayed the reference and the distorted point clouds side by side as shown in Fig. 5. In addition, the hidden reference for each sequence was added like some point cloud assessment experiments [3], [5]–[8], [10], [11], [14], [21]. In other words, a pair of reference point clouds would be simultaneously displayed once for each sequence without the distorted point cloud. Finally, scores from continuous 5-scale rating were then normalized to integer values between 0 and 100 [16], [17]. It should be noted that side-by-side displaying is commonly used in subjective quality assessment of holographic data like light fields [49], [50] and point clouds [3], [5]–[8], [10], [11], [14], [16], [21]. Moreover, the addition of hidden reference records the subjective scores for reference point cloud sequences to reduce the effect of sequence content.

Thirty-eight subjects, aged from 22 to 35, were involved in each session of our subjective test. Seven experts in

For 2D images and videos, the best way of presentation is displaying on the planar screen. For volumetric media like meshes and point clouds, it is more natural to exhibit the 3D models in virtual 3D worlds. In VR applications, users are allowed to navigate in virtual scenarios freely. Therefore, in our test, observers can walk freely in the room to watch 3D point clouds, which is different from the way of watching images or videos that subjects only stand or sit in a fixed position. Fig. 5 shows views of our experimental system from different angles using the HMD.

It is known that distance influences perceptual quality, as observers are more sensitive to errors from a close distance and focus more on the whole from a long distance. If a subject always stands too close to point clouds, then the local views of sparse 3D points are perceived, deranging the test’s quality evaluation. So we set a recommended distance of two meters away from models. We suggested the subjects to stand at the distance initially and told them that they could walk freely to navigate and perceive. Eventually, subjects were asked to come back to the initial position, i.e., the fixed position of a scoreboard, to give scores so that the last view would not bias a subject towards a score. Notably, we made observers walk physically in our experiment instead of teleporting them to a place by controller pointer because observers are more likely to suffer sickness or nausea when the perceptual views switch frequently and are inconsistent with their body movements.

For 2D images and videos, the best way of presentation...
video compression or quality assessment. According to the contents, our experiment was separated into two sessions of human figures and inanimate objects. And 22 males and 16 females participated in the first session, while 27 males and 11 females participated in the second session. Furthermore, 29 females participated in the first session, while 27 males and 16 males participated in the second session. All subjects were instructed with the procedures, operation, and some attention points of our test during the test guidance. Before the primary test, a test of color blindness was performed, and a training phase was conducted for each subject through the same procedure as the primary test but using an extra sequence "queen"

Compared with SJTU-PCQA [15] and other databases [22] [23], our database has 20 point cloud sequences, one type of distortion, and 17 distorted levels, which is diverse in sequences and distorted levels. And our database explores the visual quality on HMD under the 6DoF viewing condition.

**IV. DATA PROCESSING AND ANALYSIS**

In this section, Differential Mean Opinion Scores (DMOS) are calculated as final scores after outlier detection of subjects and samples. The correlation between human figure session and inanimate object session is analyzed. Then, the impacts of different sequences and texture/geometry QPs are discussed.

A. Outlier Detection & DMOS

For comparisons with point clouds captured from different methods, the raw scores were first converted to the difference score between the reference and the distorted point clouds,

$$d_{i,j} = s_{ref,i,j} - s_{i,j},$$  \hspace{1cm} (1)

where $s_{ref,i,j}$ and $s_{i,j}$ respectively stand for the subjective rating of the original and distorted point clouds from subject $i$ over samples of the point cloud $j$, where $i \in [1, \ldots, N]$ and $j \in [1, \ldots, M]$ with $N$ and $M$ being the numbers of subjects and samples, respectively. $d_{i,j}$ is the difference score of subject $i$ rating on sample $j$. The score from a subject over all samples is represented as $s_i = (s_{i,1}, \ldots, s_{i,M})$. An outlier detection procedure from ITU-R BT 500.13 recommendation [47] was then used to remove scores generated by unreliable subjects. In our study, none of subjects were rejected in the procedure.

In order to unify the different rating scales across subjects, difference scores for each observer were transformed to z-scores like [51] by the mean and the standard deviation equal for all observers,

$$z_{i,j} = \frac{d_{i,j} - \bar{d}_i}{\sigma_i},$$  \hspace{1cm} (2)

where $\bar{d}_i$ and $\sigma_i$ show the mean value and standard deviation of a subject. Then scores assigned by a subject would be normalized to zero mean and unit variance. It is known that 99% of values fall within three standard deviations from the zero mean within a normally distributed sample. Therefore, z-scores are rescaled by linear mapping [52],

$$\hat{z}_{i,j} = \frac{z_{i,j} + 3}{6}.$$  \hspace{1cm} (3)

Finally, DMOS of each test point cloud is computed as the mean of the rescaled z-scores as

$$DMOS_j = \frac{1}{N} \sum_{i=1}^{N} \hat{z}_{i,j},$$  \hspace{1cm} (4)

where $s_{ref,i,j}$ and $s_{i,j}$ respectively stand for the subjective rating of the original and distorted point clouds from subject $i$ over samples of the point cloud $j$, where $i \in [1, \ldots, N]$ and $j \in [1, \ldots, M]$ with $N$ and $M$ being the numbers of subjects and samples, respectively. $d_{i,j}$ is the difference score of subject $i$ rating on sample $j$. The score from a subject over all samples is represented as $s_i = (s_{i,1}, \ldots, s_{i,M})$. An outlier detection procedure from ITU-R BT 500.13 recommendation [47] was then used to remove scores generated by unreliable subjects. In our study, none of subjects were rejected in the procedure.
As can be seen in all sequences, there is slight visual quality degradation from $(20, 27)$ to $(24, 32)$. Observers are sensitive to the compression distortion when QPs pairs arise from $(28, 37)$ to $(36, 47)$. Besides, the lower values and gentle changes, denoted as dotted lines in Fig. 8(a), indicate that it is harder for subjects to perceive the distortions in the upper body figure set due to the quality of the source point clouds.

Fig. 9 shows varying geometry and texture QPs against subjective scores. Varying texture QPs can be seen in each group of Fig. 9(a), and varying geometry QPs can be seen in each group of Fig. 9(b). Three findings in Fig. 9 are listed as follows. 1) Group 3 and Group 4 in Fig. 9(b) represent the texture QP values of 37 and 47, respectively. It can be seen that the values in Group 4 are much higher than values in Group 3, meaning that perceptual quality falls off with texture QP rising from 37 to 47. 2) The slope of Group 4 in Fig. 9(b) is smaller than other groups in Fig. 9(b). In other words, when texture QP equals 47 and geometry QP is between 20 and 36, the variation of subjective scores within the group of texture QP as 47 is relatively smaller than groups of other texture QP values like 0, 27, and 37. 3) In addition, it can be seen that the slopes in Fig. 9(a) are higher than slopes in Fig. 9(b).

V. PROPOSED PROJECTION-BASED OBJECTIVE MODELS

Based on our subjective PCQA database, we evaluate the performance of popular point-based objective methods used by MPEG, as shown in Table III. The bold denotes the best performance of a correlation coefficient, i.e., a column in Table III. In particular, predictive objective scores are obtained through nonlinear regression, according to the work [53]. Then, based on the recommendation ITU-T P.1401 [54], performance evaluation metrics are adopted to show the performance, including Pearson’s Linear Correlation Coefficient (PLCC), Spearman Rank Order Correlation Coefficient (SROCC), Kendall Rank Order Correlation Coefficient (KROCC), and Root Mean Square Error (RMSE).

It can be found that objective scores show a low correlation with subjective scores. D1 MSE reaches 0.3136 in PLCC and 0.3963 in SROCC, while D2 MSE shows correlation as 0.3498 in PLCC and 0.4125 in SROCC. The reason may be that D1 and D2 only consider the geometry and ignore color information. Moreover, D1/D2 and YUV color are error-based models without taking characteristics of human eyes into account, although YUV color, which denotes comparison of texture attributes after point matching, can slightly better represent visual quality compare to geometry attributes (D1/D2). Therefore, we desire to predict the visual quality of point clouds by mimicking how people perceive the world.

A. Proposed Weighted View Projection Based PCQA Method

The widely used projection-based method [10] projects a point cloud onto six planes of the bounding box, viewing each plane as an equal role regardless of the significance of different views. Through the subjective experiment, we found that the size of a plane of bounding box might relate to visual quality as the larger region own a bigger chance to capture subjects’ visual attention by showing more details of the content. For instance, observers show a tendency of ignoring the top and bottom view of a human digital sequence as well as spending more time in various views in the object models, such as the...
Fig. 8. Comparing the visual quality of different sequences under QP pairs defined in CTC from MPEG PCC. (a) the human figure session, (b) the inanimate object session.

Table III

| Category | Metric   | All (Human figure session) | Inanimate object session |
|----------|----------|-----------------------------|--------------------------|
|          | PLCC     | SROCC | KROCC | RMSE | PLCC | SROCC | KROCC | RMSE |
| D1 [24]  | p2point MSE | 0.3136 | 0.3963 | 0.2761 | 0.1224 | 0.3850 | 0.4553 | 0.3299 | 0.1221 |
|          | p2point Hausdorff | 0.2980 | 0.3791 | 0.2620 | 0.1231 | 0.3823 | 0.4514 | 0.3261 | 0.1223 |
|          | PSNR-p2point MSE | 0.2849 | 0.3279 | 0.2252 | 0.1236 | 0.3103 | 0.3957 | 0.2770 | 0.1258 |
|          | PSNR-p2point Hausdorff | 0.2825 | 0.3273 | 0.2268 | 0.1237 | 0.2996 | 0.3894 | 0.2745 | 0.1262 |
| D2 [25]  | p2plane MSE | 0.3498 | 0.4125 | 0.2947 | 0.1208 | 0.4151 | 0.4759 | 0.3548 | 0.1204 |
|          | p2plane Hausdorff | 0.3218 | 0.3862 | 0.2679 | 0.1221 | 0.3993 | 0.4622 | 0.3378 | 0.1213 |
|          | PSNR-p2plane MSE | 0.3111 | 0.3463 | 0.2381 | 0.1225 | 0.3631 | 0.4371 | 0.3089 | 0.1233 |
|          | PSNR-p2plane Hausdorff | 0.3013 | 0.3419 | 0.2363 | 0.1229 | 0.3471 | 0.4039 | 0.2826 | 0.1241 |
| YUV [24] | PSNR-Y  | 0.3443 | 0.3481 | 0.2318 | 0.1211 | 0.5920 | 0.5295 | 0.3609 | 0.1067 |
|          | PSNR-U  | 0.3883 | 0.4097 | 0.2790 | 0.1188 | 0.902 | 0.4527 | 0.3079 | 0.1153 |
|          | PSNR-V  | 0.4373 | 0.4378 | 0.3035 | 0.1160 | 0.4502 | 0.4244 | 0.3007 | 0.1182 |
|          | PSNR-YUV | 0.4336 | 0.4544 | 0.3098 | 0.1162 | 0.5230 | 0.5058 | 0.3507 | 0.1128 |

Fig. 9. Varying geometry/texture QP against subjective scores. (a) grouping by geometry QP, (b) grouping by texture QP.

Fig. 10. Six view images through orthographic projection obtained from the sequence Longdress (the first row) and the sequence Grass (the second row). The view images, in order, are the front, back, left, right, top, and bottom views.

front view of sequence ULB.Unicorn, the top view of sequence grass and side views of the sequence Nike. Examples of the projected images obtained from the sequence longdress and grass are exhibited in Fig. 10.

The process of view projection based model can be formu-
To discover more details of different views for a point cloud, it is better to segment a point cloud into smaller parts and then project them onto planes. A smaller connected part, namely a patch, is composed of 3D points with similar normal vectors. To reduce the self-occlusion brought by view projection, we propose an objective PCQA model based on patch projection, as shown in Fig. 11. The whole process has two parts, i.e., patch generation and quality prediction. In patch generation, the reference and the distorted point clouds are converted into two geometry images and two texture images, each of which includes non-overlapping patches. In quality prediction, the visual quality of geometry and texture images are computed to denote the visual quality of the distorted point cloud.

Fig. 12 depicts the process of 3D to 2D patch projection for a reference point cloud. For the reference point cloud in patch generation, patches can be obtained by clustering 3D points according to the direction of normal vectors and segmenting the connected components. Then all patches are inserted into a blank image grid in the packing process to create one geometry image and one texture image.

However, since the geometry distortion may change the positions and normal vectors, the patches of the distorted point cloud generated from the procedure in Fig. 12 may differ from those of the reference point cloud. The first and the second column in Fig. 13 shows one texture image and one geometry image obtained from the reference and the distorted point clouds, respectively. We can observe that there are significant mismatches between the images generated from the reference and the distorted point clouds. These mismatches cause the conventional full-reference 2D IQA methods are no longer applicable to geometry and texture images from the distorted point cloud.

To handle this mismatch problem, we design a point matching based patch generation for the distorted point cloud. Algorithm 1 describes the point matching based patch generation algorithm. At first, the corresponding points in the reference and the distorted point clouds are found by the nearest neighbor algorithm. Then, new patches are assigned by reference...
patches, and then each point in these new patches is replaced by its corresponding point in the distorted point cloud. In a word, new patches maintain the contours and placement information of reference patches, but each point in new patches is obtained from the distorted point cloud. Finally, new patches are viewed as distorted patches. Based on the reference patch information and correspondences between points of reference and distorted point clouds, distorted patches are able to match the reference patches correspondingly. The third column in Fig. 13 shows the geometry and the texture images generated from the distorted point cloud using Algorithm 1. We can find that the patches in the third column match those in the first column accurately. Consequently, we can use the conventional 2D IQAs to do the quality prediction.

Algorithm 1: Point matching based patch generation

Data: reference point set A, distorted point set B, reference patches $T_1$
Result: distorted patches $T_2$

1. foreach point $p \in A$ do
   2. $\text{MatchedPoint}[p] \leftarrow \text{NearestNeighbor}(p, B)$;
   3. end
4. new patches $T \leftarrow T_1$
5. foreach point $t \in T_2$ do
   6. foreach point $q \in t$ do
   7. $q \leftarrow \text{MatchedPoint}[q]$;
   8. end
   9. end
10. $T_2 \leftarrow T$

In quality prediction, geometry or texture images are evaluated by one of effective IQA metrics respectively, then the geometry and texture quality scores are fused by addition to obtain the final score. The process can be formulated as,

$$S_{final} = a \cdot Q(T_1(pc_{ref}), T_2(pc_{ref}, pc_{dist})) + b \cdot Q(G_1(pc_{ref}), G_2(pc_{ref}, pc_{dist})),$$

where $T_1(\cdot)$ and $G_1(\cdot)$ indicate projecting a reference point cloud $pc_{ref}$ and generating a texture image and a geometry image, respectively. Similarly, $T_2(\cdot)$ and $G_2(\cdot)$ denote projecting a distorted point cloud $pc_{dist}$ and creating the texture and the geometry images with the same patch placement of $T_1(\cdot)$ and $G_1(\cdot)$. $Q(\cdot)$ denotes using one of IQA methods, computing visual quality scores of geometry or texture images. Then, the fusion of geometry and texture images obtains the final score of a point cloud, i.e., $S_{final}$. In joint bit allocation between geometry and color for V-PCC [55], the distortion model for point clouds is modeled as a linear combination of the geometry distortion and texture distortion, and the weighting factor of texture distortion is set as 0.75 or 0.5. Thus, we chose one of median values for the texture parameter between 0.5 and 0.75 as 0.6. Here, $a$ and $b$ are set as 0.6 and 0.4, respectively.

Following V-PCC mechanism, we implemented our patch projection based PCQA method based on TMC2, and changes have been made to generate distorted patches according to the following Algorithm 1. Point matching is achieved by the KNN algorithm, where we set $K = 1$ to find the nearest neighbor. In the process of point matching, for each point $p_1$ in the reference point cloud, we find the nearest neighbor $p_2$ in the distorted point cloud as illustrated in Fig. 14.

VI. Experimental Results and Analysis

To evaluate the performance of the proposed two projection-based PCQA methods, two datasets SIAT-PCQD and vseVDB [16] were used. In addition to the conventional D1 and D2 metrics in Table III, another two kinds of benchmark schemes were compared. One is point-based PCQA metrics, including PC-MSDM [27], PC-ASIM [26], PCQM [33], and PointSSIM [36]. The other is the projection-based metric [10]. In the proposed projection-based PCQA methods and the benchmark scheme [10], 11 different 2D IQA submetrics were used to do the quality prediction, which are error based (NQM [56]), structural similarity based (SSIM [51], MS-SSIM [57], IW-SSIM [58], GSM [59], GMSD [60], RF-SIM [61], SR-SIM [62], VSI [63]), and natural scene statistics based (IFC [64], VIF [53]). PLCC, SROCC, KORCC and RMSE [54] were used to evaluate the performance of different PCQA metrics.
TABLE IV

Performance of point-based and projection-based objective point cloud quality metrics.

| Point-Based and Projection-based PCQA methods | Submetric | Human figure session | Inanimate object session |
|---------------------------------------------|-----------|----------------------|-------------------------|
| PC-MSDM [27]                               | All       | PLCC | SROCC | KROCC | RMSE | PLCC | SROCC | KROCC | RMSE |
| Human figure subset                         | All       | 0.3526 | 0.3382 | 0.2228 | 0.1265 | 0.1375 | 0.2389 | 0.1660 | 0.1264 |
| PC-ASIM [26]                               | -         | 0.326 | 0.2912 | 0.185 | 0.1216 | 0.302 | 0.2683 | 0.1832 | 0.1216 |
| PCQM [33]                                   | PointSSIM [36] | 0.6911 | 0.6882 | 0.5069 | 0.0934 | 0.6907 | 0.6882 | 0.5069 | 0.0934 |
| View Projection Based [10]                  | All       | 0.3526 | 0.3382 | 0.2228 | 0.1265 | 0.1375 | 0.2389 | 0.1660 | 0.1264 |
| Proposed Weighted View Projection Based      | All       | 0.3526 | 0.3382 | 0.2228 | 0.1265 | 0.1375 | 0.2389 | 0.1660 | 0.1264 |
| Proposed Patch Projection Based             | All       | 0.3526 | 0.3382 | 0.2228 | 0.1265 | 0.1375 | 0.2389 | 0.1660 | 0.1264 |

A. Evaluation for View Projection Based PCQA

Table IV shows the correlation between subjective scores and objective scores of different projection-based PCQA methods. An average gain $\rho_G$ between the proposed scheme and the benchmark scheme is computed as

$$\rho_G = \frac{1}{N} \sum_{i=1}^{N} (X_i - X_{org,i}),$$

and the gain ratio $\rho_R$ is evaluated as

$$\rho_R = \frac{\sum_{i=1}^{N} (X_i - X_{org,i})}{\sum_{i=1}^{N} X_{org,i}},$$

where $X_{org,i}$ and $X_i$ denote the PLCC, SROCC, KROCC and RMSE of the PCQA [10] and the proposed PCQA using submetrics $i$. $N = 11$ since $11$ submetrics were tested.

Table IV shows the PLCC, SROCC, KROCC and RMSE comparison between the proposed weighted view projection based PCQA and the benchmark schemes. In the table, the bold denotes the average gain and the gain ratio of the proposed method, and the underlined denotes the best performance in each scheme. We have two key observations. 1) Compared with the view projection based method [10], the proposed weighted view projection based method is able to achieve an increase of 0.0285, 0.0379, and 0.0446 in PLCC on average (6.70%, 10.12%, 14.31%) for Human figure subset, Inanimate object subset, and ALL in SIAT-PCQD, respectively. Similarly, gains can be found for SROCC, KROCC, and RMSE, which proves the proposed weighted view projection based method is more effective than the benchmark [10]. 2) While comparing the effectiveness of using different submetrics, the proposed weighted view projection based method achieves the best when using IFC [64] and VIF [53].

B. Evaluation for Patch Projection Based PCQA

The bottom row of Table IV shows the PLCC, SROCC, KROCC and RMSE of the proposed patch projection based PCQA. We have four key observations. 1) Compared with the view projection based method [10], the proposed patch projection based method is able to achieve an increase of 0.3162, 0.2912, and 0.3426 in PLCC on average (74.42%, 77.72%, 109.94%) for Human figure subset, Inanimate object subset, and ALL in SIAT-PCQD, respectively. Similarly, gains can be found for SROCC, KROCC, and RMSE, which are significantly higher than those of the proposed weighted view projection based method. 2) While comparing the effectiveness of using different submetrics, the proposed patch projection based method achieves the best when using IW-SSIM [58] whose PLCC is 0.8101, 0.8994, and 0.8181 for subsets and 0.8101, 0.8994, and 0.8181 for ALL. 3) As for the point-based methods, the PLCCs of PC-MSDM [27], PC-ASIM [26]
TABLE V
Performance of the proposed patch projection based objective method in the vsenseVVDB [16] database

| Projection-based PCQA methods | PLCC | SROCC | KROCC | RSME |
|-------------------------------|------|-------|-------|------|
| **Patch Projection Based**     |      |       |       |      |
| GSM   | 0.8252 | 0.2813 | 0.1984 | 24.296 |
| GM    | 0.8484 | 0.4848 | 0.2452 | 15.575 |
| IFCC  | 0.6893 | 0.6799 | 0.4777 | 18.200 |
| IW-SSIM | 0.469 | 0.4845 | 0.3239 | 22.183 |
| MS-SSIM | 0.2549 | 0.2831 | 0.1943 | 34.961 |
| NQM   | 0.5382 | 0.2666 | 0.1943 | 21.168 |
| PFSIM | 0.4416 | 0.4415 | 0.3279 | 22.534 |
| SR-SIM | 0.2319 | 0.3333 | 0.2308 | 24.412 |
| SSIM  | 0.2396 | 0.2750 | 0.1984 | 24.384 |
| VIF   | 0.4885 | 0.4653 | 0.3279 | 21.915 |
| VSI   | 0.4154 | 0.2962 | 0.1903 | 24.599 |
| **Average gain**              | 0.4478 | 0.4596 | 0.3908 | -9.128 |
| **Ratio**                     | 112.78% | 123.54% | 147.78% | -39.81% |

The proposed patch projection based method improved the correlation of predictive scores with subjective scores based on image quality assessment metrics for the reason that the method reduces occluded areas during the process of projection. Nowadays, point cloud assessment is still an intricate and challenging problem involved with excessive elements. Our subjective database and findings can be used in perception-based point cloud processing, transmission, and coding, especially for virtual reality applications.
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VII. CONCLUSIONS
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