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We theoretically study the electronic structure of interface states in twisted stacks of three-dimensional topological insulators. When the center of the surface Dirac cone is located at a midpoint of a side of BZ boundary, we find that an array of nearly-independent one-dimensional channels is formed by the interface hybridization of the surface states, even when the moiré pattern itself is isotropic. The two counter-propagating channels have opposite spin polarization, and they are robust against scattering by spin-independent impurities. The coupling between the parallel channels can be tuned by the twist angle. The unique 1D states can be understood as effective Landau levels where the twist angle works as a fictitious magnetic field.

I. INTRODUCTION

Moiré superlattices, formed by stacking two dimensional (2D) materials with a small twist angle or lattice mismatch, have become a topic of great interest in condensed matter physics. In these materials, closely spaced Dirac fermions of intrinsic graphenes are strongly hybridized into nearly-flat bands, leading to strongly correlated phenomena such as superconductivity and strongly correlated insulating states. Moiré superlattices have been studied in a wide variety of 2D materials, including twisted multilayer graphenes, transition metal dichalcogenides, 2D magnets, semiconductors, and topological insulators (3DTIs), which can host two-dimensional Dirac fermions on the surface.

The exploration of moiré physics was also extended to three-dimensional topological insulators (3DTIs), which contain two-dimensional Dirac fermions on the surface. For instance, the moiré pattern was observed on misaligned topmost quintuple layers of Bi$_2$Te$_3$ surface, leading to strongly correlated phenomena such as superconductivity and strongly correlated insulating states. Moiré superlattices have been studied in a wide variety of 2D materials, including twisted multilayer graphenes, transition metal dichalcogenides, 2D magnets, semiconductors, and topological insulators.

The paper is organized as follows. In Sec. II, we introduce a continuum model of twisted 3DTIs based on the symmetry consideration. In Sec. III, we calculate the energy spectrum for the M-centered model, and we describe the emergence of the spin polarized 1D propagation mode by a pseudo-Landau description. A brief conclusion is given in Sec. IV.

II. EFFECTIVE CONTINUUM MODEL

We construct a twisted 3DTI stack in the following procedures. We consider a pair of the same kind of 3DTI slabs shown in Fig. 2(a). We set xy plane on the surface, and z axis perpendicular to it. We assume the individual 3DTI slabs (before twisting) have (1) time reversal symmetry $\mathcal{T}$ and (2) mirror symmetries of $M_x$ (with respect to yz-plane) and $M_y$ (xz-plane). We flip one slab and stack it on the top of the other, such that the two slabs share the same mirror planes [Fig. 2(b)]. Then we twist the top and bottom slabs with respect the z-axis by angle $\pm \theta/2$, respectively, and finally obtain a twisted 3DTI system [Fig. 2(c)]. The entire system has time reversal sym-
symmetry and two-fold rotation symmetries along $x, y, z$ axes, $C_{2x}, C_{2y}, C_{2z}$. In Appendix A, we also present the consideration of 3DTIs with lower spatial symmetries where individual slabs respect only either $M_x$ or $M_y$, where we will see that the basic properties are not changed.

At the interface, the surface states of the individual TIs are coupled by the moiré interlayer coupling. We derive an effective continuum model to describe these hybrid surface modes. The Hamiltonian is generally written as

$$H = \begin{pmatrix} H_u & H_{int}^\dagger \\ H_{int} & H_l \end{pmatrix},$$  \hspace{1cm} (1)

where $H_{u/l}$ is the surface Dirac Hamiltonian of the upper and lower TIs, respectively, and $H_{int}$ describes the interfacial coupling.

We determine the form of $H_{u/l}$ and $H_{int}$ from the symmetry consideration without specifying a microscopic model. For the intra-surface part, $H_{u/l}$, the center of the surface Dirac cone is generally located at time reversal invariant momentum (TRIM) $\Lambda$ in the BZ. In this paper, we consider two distinct cases where the TRIM is $\Gamma$ point ($\Lambda = 0$) and $M$ point (the midpoint of a side of the BZ boundary). From the symmetry constraints $(T, M_x, M_y)$, the surface Dirac Hamiltonian $H_{u/l}$ before the twist is written in the lowest order in $k$ as

$$H_{u/l} = \pm (v_x s_2 k_x - v_y s_1 k_y),$$ \hspace{1cm} (2)

where $\pm$ are for $u$ and $l$, respectively, $v_{x/y}$ is the band velocity in $x/y$ direction, $k = (k_x, k_y)$ is two-dimensional momentum, and $s_i$ ($i = 1, 2, 3$) is the Pauli matrices for spin degree of freedom. The derivation for Eq. (2) is given in Appendix A. In the following, we assume an isotropic surface Dirac cone $v_x = v_y (= v)$ for simplicity, while anisotropy does not much affect qualitative results as shown in Appendix B.

In the twisted TI stack, the TRIM is shifted to $R(\pm \theta/2)\Lambda$ where $R(\alpha)$ is the rotation matrix on the surface plane by angle $\alpha$. The location of the TRIMs are as illustrated in Fig. 3(a) and (b) for the trigonal/hexagonal and the tetragonal cases, respectively. Note that $M_1, M_2, \cdots$ are distinct points. While the midpoints on the BZ boundary in the tetragonal system are usually labelled by $X$ and $Y$, we use symbol $M$ regardless of the crystal symmetry throughout the paper. The intra-surface Hamiltonians $H_{u/l}$ of the twisted TI stack (relative to the shifted TRIMs) are given by $\eqref{2}$ even after rotation, as long as $v_x = v_y$ is assumed.

The interface-coupling Hamiltonian $H_{int}$ can be obtained from the following consideration. Let $b_i$ ($i = 1, 2$) be the reciprocal lattice vectors of the 3DTI without rotation. In the extended zone scheme, the equivalent points of $\Lambda$ are written as

$$\Lambda_{n_1, n_2} = \Lambda + n_1 b_1 + n_2 b_2,$$ \hspace{1cm} (3)

where $n_1$ and $n_2$ are integers. In the twisted TI stack, they are shifted to

$$\Lambda_{\pm}^{n_1, n_2} = R(\pm \theta/2)\Lambda_{n_1, n_2}.$$ \hspace{1cm} (4)

Figure 4 shows the points of $\Lambda_{\pm}^{n_1, n_2}$ for $\Gamma, M_1$ and $K$ point in the hexagonal lattice, where red and black points represent $\pm$, respectively. Note that $K$ is not a TRIM, but it is relevant to consider the interlayer coupling of twisted bilayer graphene and here we include it for comparison. At each $(n_1, n_2)$, we can define an interlayer shift as

$$q_{n_1, n_2} = \Lambda_{n_1, n_2}^+ - \Lambda_{n_1, n_2}^-.$$ \hspace{1cm} (5)

When $\theta$ is small, the interface Hamiltonian is approximately given by $\eqref{58}$

$$H_{int} = \sum_{n_1, n_2} T(q_{n_1, n_2}) \exp(iq_{n_1, n_2} \cdot r),$$ \hspace{1cm} (6)

where $T(k)$ is a $2 \times 2$ matrix. In the tight-binding approach, $T(k)$ is essentially the Fourier transform of the distance-dependent interlayer transfer integral in the real space, and therefore its amplitude rapidly decays in increasing $|k|$. $\eqref{58}$ The interface coupling Eq. (6) can be intuitively understood by using the diagram of Fig. 4. For each pair of black and red dots ($\Lambda_{n_1, n_2}^+, \Lambda_{n_1, n_2}^-$), the relative position $q_{n_1, n_2}$ represents the shift of the Dirac-cone centers, and the distance from the origin (i.e., $\Lambda_{n_1, n_2}$) determines the coupling amplitude, where a further distance corresponds to a smaller coupling.

In this paper, we only take the nearest black-red pair(s) within the first BZ, which gives a dominant contribution. For $\Gamma$ point $[\Lambda = 0$, Fig. 4(a)], for instance, we only take the central pair with a shift of $q = 0$. For $M_1$ point [Fig. 4(b)], we have two pairs at same distance from the origin, which have the shift vectors of...
Fig. 4(d) only has an interlayer coupling with $q$ and lower surface Dirac cones with the shift vectors are dependent of the position $H$ the symmetry consideration as follows. First let us consider cones.\textsuperscript{30} - \textsuperscript{36, 58} give a two-dimensional superlattice coupling of the Dirac graphen\textsuperscript{30} - \textsuperscript{36, 58}, where three shift vectors $\Delta K = [R(\theta/2) - R(-\theta/2)]K$. The coupling of the upper and lower surface Dirac cones with the shift vectors are illustrated in the lower panels of Fig. 3. The $\Gamma$-point case [Fig. 3(c)] only has an interlayer coupling with $q = 0$, i.e. no spatial modulation. The $M$-point case [Fig. 3(e)] only gives a one-dimensional coupling with $q = \pm q_0$. The $K$-point case [Fig. 3(f)] corresponds to the twisted bilayer graphene\textsuperscript{30, 36, 58}, where three shift vectors $q_0, q_0, q_0$ give a two-dimensional superlattice coupling of the Dirac cones.\textsuperscript{30, 36, 58}

The specific form of $H_{\text{int}}$ can be obtained by the symmetry consideration as follows. First let us consider the $\Gamma$-point centered case, where the interface-coupling Hamiltonian is given by a constant matrix $H_{\text{int}}^{(M_1)} = T$ (independent of the position $r$) as argued. For the Hamiltonian of twisted TI, Eq. (1), the symmetry operators are expressed as $T = is_2 \otimes \tau_0$, $C_{2x} = is_1 \otimes \tau_1$ and $C_{2y} = is_2 \otimes \tau_1$, where $K$ is the complex conjugate operator and $\tau_i$ is the Pauli matrix for a $\frac{1}{2}$ degree of freedom. We require that Eq. (1) respects these symmetries, or

$$
T H(k, r) T^{-1} = H(-k, r),
$$

$$
C_{2x} H(k, r) C_{2x}^{-1} = H(C_{2x}k, C_{2x}r),
$$

$$
C_{2y} H(k, r) C_{2y}^{-1} = H(C_{2y}k, C_{2y}r),
$$

where $k$ and $r$ are 2D vectors on the interface plane. Then the inter-surface submatrix $H_{\text{int}}$ is forced to have the form,

$$
H_{\text{int}}^{(\Gamma)} = t_0 s_0 + i t_3 s_3,
$$

where $t_0$ and $t_3$ are real numbers. The entire Hamiltonian is written as

$$
H^{(\Gamma)} = v(s_2 k_x - s_1 k_y) \otimes \tau_3 + t_0 s_0 \otimes \tau_1 + t_3 s_3 \otimes \tau_2,
$$

giving the eigenvalues $E = \pm (v^2 k_x^2 + 2 t_3 v k + t_0^2 + t_3^2)^{1/2}$. Therefore, the Dirac cones obtain an energy gap of the magnitude of $(t_0^2 + t_3^2)^{1/2}$. This is a trivial result naturally expected when the same kind of TIs are overlapped.

When the surface Dirac cone is located at $M_1$ as shown in Fig. 3 on the other hand, the interface-coupling Hamiltonian takes the form of $H_{\text{int}}^{(M_1)} = T(M_1) e^{i q_0 \cdot r} + T(-M_1) e^{-i q_0 \cdot r}$. By requiring that Eq. (1) respects $T, C_{2x}, C_{2y}$, the interface Hamiltonian Eq. (6) is reduced to

$$
H_{\text{int}}^{(M_1)} = T_+ e^{i q_0 \cdot r} + T_- e^{-i q_0 \cdot r},
$$

$$
T_{\pm} = t_0 s_0 \pm i t_2 s_2 + i t_3 s_3,
$$

where $t_0, t_2, t_3$ are real numbers. As we will see in the following section, this results in a completely different band structure with nearly perfect one-dimensional modes.
III. PERFECT 1D STATES IN M-POINT 3DTI

A. Band structure

We calculate the band structure of the twisted 3DTIs with the surface Dirac cone at \( M_1 \). Following the argument in the previous section, we consider the Hamiltonian,

\[
H = \begin{pmatrix}
H_u(k) & H_{\text{int}}^{(M_1)}

\end{pmatrix},
\]

where \( H_u(k) = \pm v(s_2 k_x - s_1 k_y) \), and \( H_{\text{int}}^{(M_1)} \) is given by Eq. (10). By arranging the wave bases as \( \{ \cdots, |k_{-1} \uparrow \rangle, |k_{-1} \downarrow \rangle, |k_0 \rangle, |k_1 \rangle, |k_1 \downarrow \rangle, \cdots \} \) where \( k_n = k + nq_\theta \), the Hamiltonian matrix is written as

\[
H = \begin{pmatrix}
\cdots

H_u(k_{-2}) & T_+^\dagger & T_-

T_+ & H_u(k_{-1}) & T_-

T_+^\dagger & H_u(k_0) & T_-

T_+ & H_u(k_1) & T_-

T_+^\dagger & H_u(k_2) & \cdots

\end{pmatrix},
\]

with \( T_\pm \) defined in Eq. (10). This describes one-dimensional coupling in a series of the Dirac cones illustrated in Fig. 4(e). Here we set \( q_\theta = (q_\theta, 0) \), so that the moiré BZ is given by \(-q_\theta/2 \leq k_x \leq q_\theta/2\), while unbounded in \( k_y \) direction. The \( q_\theta \) is related to the twist angle by

\[
q_\theta = 2M_1 \sin \frac{\theta}{2} \approx M_1 \theta,
\]

where \( M_1 \) is the distance from \( \Gamma \) to \( M_1 \).

We numerically calculate band structure by truncating the series with a sufficiently large \( n \), and diagonalizing the Hamiltonian matrix. We have three real parameters, \( t_0, t_1, t_3 \) in the interface Hamiltonian. First we consider the simplest case with \( t_2 = t_3 = 0 \). The system is characterized by a dimensionless wavenumber \( q_\theta/(t_0/v) \), which is proportional to the twist angle \( \theta \). In Figs. 5(a), (b) and (c), we plot the band structures for \( q_\theta = 1.5, 0.75, 0.25(t_0/v) \) with \( t_2 = t_3 = 0 \), where the left and right hand sides of each panel show the band dispersions along \( k_x \) and \( k_y \) axes, respectively, with the origin taken at \( M_1^\dagger \). For \( k_x \), we take the extended zone scheme where the BZ boundaries are indicated by vertical lines.

We see that the interface coupling opens a band gap at every crossing point of different Dirac cones, whereas the energy bands at \( M_1^\dagger \) remain doubly degenerate, which are the Kramers doublets. In decreasing \( q_\theta \) (decreasing twist angle), the low-lying bands are flattened in \( k_x \) axis,
while the dispersion along $k_y$ remains intact. The entire band structure on $k_xk_y$ plane is illustrated in Fig. 1(a), showing a nearly-perfect 1D bands which disperses only in the $y$ direction. If we have inequivalent $M_j$ points as in Fig. 3, each valley contributes to such a 1D band which disperses in parallel to the line $\Gamma - M_j$, while the bands of different $M_j$’s are not hybridized as long as the moiré period is much greater than the atomic scale. Anisotropic band flattening in a moiré system with a base momentum at the BZ edge was also argued in a previous work from a crystallographic point of view.\[59\]

We label the 1D subbands as $n = 0, \pm 1, \pm 2, \cdots$, as Fig. 3(c). In $k_x = 0$, each level is doubly degenerate due to the Kramers doublet at $M_j^\pm$ and the band flattening. The energy of the $\pm n$-th band in $k_y = 0$ approximates $\pm \sqrt{4t_0q_0|n|}$, which is analogous to the Landau levels of monolayer graphene.\[60\][62\] Actually there is a formal mapping of the Hamiltonian of twisted 3DTIs [Eq. (12)] to a 2D Dirac Hamiltonian under a magnetic field. First, we apply a spin rotation to Eq. (12) which replaces spin Pauli matrices as

$$ (s_1, s_2, s_3) \rightarrow (s_2, s_3, s_1). \quad (14) $$

As a result, the Hamiltonian matrix becomes,
where the upper and lower blocks represent \( s_3 = \pm 1 \) sectors, respectively, and \( \epsilon_n = (-1)^n \nu(k_x + nq_y) \). Note that \( s_3 = \pm 1 \) now represent spin polarization in \( \pm y \) direction, which is parallel to the propagating direction of the 1D interface modes.

Now we show that the Hamiltonian of Eq. (15) is equivalent to a square-lattice fermion model under a magnetic field, as illustrated in Fig. 6. Here the top and bottom layers represent spin degree of freedom \( s \) corresponding to \( s_3 = \pm 1 \) in Eq. (15), respectively. The lattice points on the square grid are labeled by \((n, m)\), where the lattice spacing is 1. The system is subjected to magnetic flux \( \phi \) per \( 1 \times 1 \) plaquette perpendicular to the lattice plane. The Hamiltonian is written as

\[
H = \begin{pmatrix}
\epsilon_{-1} & t_0 - t_2 & \epsilon_0 & t_0 + t_2 \\
t_0 - t_2 & \epsilon_0 & t_0 + t_2 & \epsilon_{+1} \\
\epsilon_{+1} & t_0 + t_2 & \epsilon_0 & t_0 - t_2 \\
t_0 + t_2 & \epsilon_0 & t_0 - t_2 & \epsilon_{-1}
\end{pmatrix}
\]

\[
\begin{pmatrix}
-i\nu k_y & i\nu k_y & 0 & 0 \\
0 & i\nu k_y & 0 & 0 \\
0 & 0 & i\nu k_y & 0 \\
0 & 0 & 0 & i\nu k_y
\end{pmatrix}
\]
where $\lambda_n = 2t_b(-1)^n \cos(2\pi \phi n + k_b)$. If the magnetic flux is much smaller than 1, $\lambda_n$ is approximated by $2t_b(-1)^n(k_b + 2\pi n\phi)$ in the vicinity of $k_b = \pi/2$. We immediately see that Eq. (17) is formally equivalent to Eq. (15), under a relationship shown in Table I. Therefore, the 1D surface states in 3DTI are mapped to the Landau levels of the lattice fermion model of Eq. (16).

Actually, the Landau levels of the lattice model can be analytically expressed by the low-energy approximation as follows. First, we show that the model of Eq. (16) in zero magnetic flux has Dirac bands in the low-energy region. In $\phi = 0$, a unit cell is given by a $2 \times 1$ square in the $(n, m)$ grid. The corresponding Bloch Hamiltonian is written as

$$H(k) = 2t_0 \cos k_a(s_0 \otimes \tau_1) + 2t_2 \sin k_a(s_3 \otimes \tau_2) + 2t_b \cos k_b(s_3 \otimes \tau_3) + t_c(s_2 \otimes \tau_3) + 2t_3 \cos k_a(s_1 \otimes \tau_2),$$

where $s_i$ is the Pauli matrix for the spin degree of freedom, and $\tau_1$ is that for the sublattice pseudospin of $n = 2j, 2j + 1$, which corresponds to the top / bottom surfaces of the twisted 3DTIs [Eq. (15)]. The $k = (k_a, k_b)$ is the Bloch wave vectors for $(n, m)$ space, and the BZ is given by $-\pi/2 \leq k_a \leq \pi/2$ and $-\pi \leq k_b \leq \pi$, in accordance with the $2 \times 1$ unit cell.

The energy spectrum of Eq. (18) has independent massive Dirac bands at $(k_a, k_b) = (\pi/2, \pm\pi/2)$. We choose $k_0 = (\pi/2, \pi/2)$ and expand Eq. (18) with respect to $k_0$. Since $H(k)$ commutes with $s_1\tau_1$ when $t_3 = 0$, we block-diagonalize the Hamiltonian into $s_1\tau_1 = \pm 1$ sectors by a unitary transformation. Specifically, we take the basis of $U = (u_1^+, u_2^+, u_1^-, u_2^-)$, where

$$u_1^\pm = (z, \mp z^*, -z^*, \pm z)^T, \quad u_2^\pm = (-z^*, \pm z, z, -z^*)^T,$$

with $z = (1 + i)/(2\sqrt{2})$, and four components in each vector represent wave amplitudes of $(\tau_3, s_3) = (+, +), (+, -), (-, +), (-, -)$. The $u_i^\pm$ corresponds to $s_1\tau_1 = \pm 1$, respectively. The transformed Hamiltonian reads

$$U^\dagger H(k)U = \begin{pmatrix}
h_+ & 2it_3k_a\sigma_2 \\
-2it_3k_a\sigma_2 & h_-
\end{pmatrix},$$

with

$$h_{\pm} = -2t_0k_a\sigma_1 + 2t_bk_b\sigma_2 + M_\pm \sigma_3, \quad M_\pm = 2t_2 \pm t_c, \quad (21)$$

where $h_{\pm}$ is for $s_1\tau_1 = \pm 1$, and $\sigma_i$ the Pauli matrix for the degree of freedom in each sector. Obviously $h_{\pm}$ are 2D massive Dirac Hamiltonians.

The Landau levels in a magnetic flux $\phi$ can be obtained by replacing momentum $(k_a, k_b)$ with magnetic momentum $(\pi_a, \pi_b)$, which satisfies a commutative rule $[\pi_a, \pi_b] = -2\pi i \phi$. By using ladder operators $a$ and $a^\dagger$ which satisfy $[a, a^\dagger] = 1$, the magnetic momentum can be expressed as

$$\begin{pmatrix} \pi_a, \pi_b \end{pmatrix} = \begin{pmatrix} -\Delta/4t_0 (a^\dagger + a), & -\Delta/4t_b (a^\dagger - a) \end{pmatrix},$$

where $\Delta = \sqrt{16\pi t_b t_0 \phi}$. Then the Hamiltonian $h_{\pm}$ becomes

$$h_{\pm} = \begin{pmatrix} M_{\pm} & \Delta a^\dagger \\
\Delta a & -M_{\pm} \end{pmatrix}. \quad (23)$$

When $t_3 = 0$, the energies of the Landau levels are given by the eigenvalues of $h_{\pm}$, or

$$E_{n,\pm} = \begin{pmatrix} M_{\pm} & \Delta a^\dagger \\
\Delta a & -M_{\pm} \end{pmatrix} (n = 0) \quad (n = \pm 1, \pm 2, \ldots) \quad (24)$$

where $a^\dagger = \pi(a)$. The energy spectrum of Eq. (17) is plotted in Fig. 2. The energy band structure of the Dirac Hamiltonian $h_{\pm}$ and $E_{n,\pm}$ is shown in Table I.
By using the mapping of Table I, we have
\[ M_{k} = 2t_{2} \pm v k_{y}, \quad \Delta = \sqrt{4t_{0} v q_{\theta}}. \]  

This perfectly explains the band structures of the twisted 3DTIs in the small twist angle limit [Fig. 6]. The flatness in \( k_{x} \) direction corresponds to the fact that Landau level is dispersionless. On the other hand, the band disperses in \( k_{y} \) direction because \( k_{y} \) corresponds to the mass parameter \( M_{k} \) in the Landau level picture. In Fig. 7, we plot the band energy of Eq. (24) as a function of \( v k_{y} \) for (a) \( t_{2} = 0 \) and (b) \( t_{2} \neq 0 \), with \( t_{3} = 0 \). The red and blue lines represent the energies of \( s_{1} \tau_{1} = \pm 1 \) sectors, respectively. Importantly, the zeroth Landau levels \( E_{0,s} = M_{s} \) are always linear in \( k_{y} \) with the band velocity \( v \) (the original band velocity of the surface Dirac cone) regardless of other parameters. If \( t_{2} \) is switched on, all the Landau level energies shift horizontally by \( +2t_{2}/v \) because \( M_{k} = 2t_{2} v k_{y} \). The off-diagonal element \( t_{3} \) hybridizes \( s_{1} \tau_{1} = \pm 1 \) sectors, while never splits double degeneracy at \( k_{y} = 0 \) because it is the Kramer’s doublet in the original system. These results are consistent with the numerical results in Fig. 7.

Since \( q_{\theta}(< 0) \) corresponds to \( 2\pi \phi \) in Table I, a larger twist angle in the 3DTI interface corresponds to a greater magnetic field in the effective lattice model. In the band structure of the twisted 3DTIs [Fig. 6], indeed, the Landau level spacing increases when \( q_{\theta} \) is increased. We also note that these flat levels only appear in an energy range of \( |E| < 2t_{0} \). This is understood by a finite depth of the Dirac cone in the effective lattice model, Eq. (18), where the Fermi circle is closed only in \( |E| < 2t_{0} \). When the magnetic flux is too large, the Landau levels get broadened as seen in Figs. 5(a)(b), because of a magnetic breakdown beyond the barrier of \( 2t_{0} \). The condition is given by \( \Delta \gtrsim 2t_{0} \), or, equivalently, \( v q_{\theta} \gtrsim t_{0} \). Conversely, the condition for the formation of perfect 1D channels is given by \( v q_{\theta} \lesssim t_{0} \), which agrees well with the numerical band calculation in Fig. 5.

### C. Wavefunction of zeroth modes

The wavefunctions of pseudo-LL states have highly anisotropic nature in the real space, in accordance with the perfectly one-dimensional energy dispersion. In Fig. 8, we plot the square amplitude of a wavefunction in the zero-th level on the twisted TI interface with \( t_{2} = t_{3} = 0 \). The upper panel is a density plot on the x-y-plane for \( q_{\theta} = 0.5/t_{0}/v \), where the orange curve represents \( \cos q_{\theta} x \). The lower panel shows one-dimensional plot against \( x \) for \( q_{\theta} = 0.1, 0.5, 1.0/t_{0}/v \).

![FIG. 7: Band dispersion of the effective Landau levels of Eq. (24) as a function of \( k_{y} \) for (a) \( t_{2} = 0 \) and (b) \( t_{2} \neq 0 \). The red and blue lines represent \( s_{1} \tau_{1} = \pm 1 \) sectors, respectively.](image)

![FIG. 8: The square amplitude of a wavefunction in the zero-th level on the twisted TI interface with \( t_{2} = t_{3} = 0 \). The upper panel is a density plot on the x-y-plane for \( q_{\theta} = 0.5/t_{0}/v \), where the orange curve represents \( \cos q_{\theta} x \). The lower panel shows one-dimensional plot against \( x \) for \( q_{\theta} = 0.1, 0.5, 1.0/t_{0}/v \).](image)
of the stripe is estimated by the FWHM (full width at half maximum) of $e^{-x^2/(2\alpha^2)}$, which is $2\sqrt{2\log 2} l_B \equiv l_w$. The ratio of the stripe width to the stripe spacing is $l_w/l_{spc} = [2\sqrt{\log 2}/\pi] \sqrt{v q_\theta/l_0}$. The condition that the 1D channels are spatially separated, $l_w \leq l_{spc}$, is equivalent to Eq. (26).

The wavefunction of the zeroth level also has a peculiar spin structure. According to Eqs. (20) and (23), the eigenfunction for $n = 0$ Landau levels in $s_1 \tau_1 = \pm 1$ sectors have the form of $\psi_{0,+} \propto (1,0,0,0)$ and $\psi_{0,-} \propto (0,0,1,0)$, which correspond to $u_1^+ \equiv u_1^+$ and $u_1^- \equiv u_1^-$, respectively, in the original representation before the unitary transformation [Eq. (19)]. The $u_1^\pm$ are fully spin-polarized in the $\pm s_2$ direction on the upper TI surface (1st and 2nd components), and in the $\pm s_2$ direction on the lower TI surface (3rd and 4th components). Since $s_2$ corresponds to $s_1$ in the original spin axis [Eq. (14)], the actual spin-polarization direction is along $\pm s_2$ which is parallel to the energy contour of the 1D surface band. Since $s_1 \tau_1 = \pm 1$ have opposite propagating directions, we conclude that zeroth 1D interface modes in twisted 3DTIs have counter-propagating spin currents on the upper and lower surfaces as schematically illustrated in Fig. 4. Because of the opposite spin configurations, the left-going and right-going 1D modes of $n = 0$ are never hybridized by spin-independent scatterings. When the Fermi level lies in the zeroth level, therefore, the system is equivalent to a parallel array of independent 1D channels free from the impurity scattering.

We expect that perfect 1D state is experimentally feasible in realistic materials. Let consider SnTe as an example of M-centered 3DTI. The parameters are given by $v = 0.9 \times 10^6$ m/s, $s_0 = 0.2$ eV and lattice constant $a = 0.6$ nm [63, 65]. The wavenumber $q_\theta$ [Eq. (13)] is given by $[2\pi/(\sqrt{3}a)\theta]$. The condition for the 1D channel formation, Eq. (26), then becomes $\theta \leq 3^\circ$. The width of the 1D channel is $2\sqrt{2\log 2} l_B \approx (9/\sqrt{\theta})$ nm [Eq. (27)], and the spacing is $\pi/q_\theta \approx (30/\theta)$ nm. Note that $v$ in the equations is replaced with $hv$ in above estimations.

The well-separated, nanometer-scale 1D channel may exhibit Luttinger liquid behavior [66, 71]. In the literature, arrays of parallel weakly-coupled Luttinger liquid have been extensively studied to investigate non-Fermi liquids in high dimensions [66, 59], exotic quantum Hall states [51, 53], topological phases [53, 54] and quantum spin liquids [56, 57]. In our twisted 3DTI system, the coupling between 1D channels can be tuned by the twisted angle, and it is expected to be an ideal platform to realize these novel quantum phenomena.

IV. CONCLUSION

We have studied the electronic structure of interface states of twisted 3DTIs. In the case of side-centered 3DTI, the surface Dirac cones are hybridized by a one-dimensional interface coupling with a single moiré wave number, resulting in an array of nearly-independent one-dimensional channels. The two zeroth levels have counter-propagating spin currents free from spin-independent impurity scattering. The one-dimensional states can be interpreted as Landau levels of the effective lattice model, where the magnetic field corresponds to the twist angle. The coupling amplitude between the neighboring 1D channels can be controlled by the twist angle, and the system would serve as a platform for weakly-coupled parallel Luttinger liquid.
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Appendix A: Derivation of the form of Dirac cone

Here, we derive Eq. (2), the Dirac Hamiltonian of surface mode on 3DTI in the presence of the mirror symmetry $M_x$ and $M_y$. A general $2 \times 2$ Hamiltonian linear in wavenumber $(k_x, k_y)$ is written as

$$ H(k) = \sum_{\nu=0,3} a_{k,\nu} s_\nu k_x + \sum_{\nu=0,3} a_{k,\nu} s_\nu k_y, \quad (A1) $$

where $s_1, s_2, s_3$ are Pauli matrices for spin degree of freedom and $s_0$ is a $2 \times 2$ unit matrix, and $a_{i,\nu}$ $(i = x, y)$ are real numbers.

Since the 3DTI has the time reversal symmetry, we have

$$ T H(k) T^{-1} = H(-k), \quad (A2) $$

where $T = i s_2 K$, where $K$ and the complex conjugate operator. This immediately gives $a_{x,0} = a_{y,0} = 0$. The time reversal symmetry protects the double degeneracy of surface Dirac cone and it can emerge only at a TRIM.

We assume that the system has both of the mirror-reflection symmetries of $M_x$ (with respect to $yz$ plane) and $M_y$ (zx plane). The operators are expressed as $M_x = is_1$ and $M_y = is_2$. The $M_x$ requires

$$ M_x H(k) M_x^{-1} = H(M_x k), \quad (A3) $$

resulting in $a_{x,1} = a_{y,2} = a_{y,3} = 0$. The $M_y$ requires

$$ M_y H(k) M_y^{-1} = H(M_y k), \quad (A4) $$

giving $a_{x,1} = a_{x,3} = a_{y,2} = 0$. If the system has both $M_x$ and $M_y$, only $a_{x,2}$ and $a_{y,1}$ can remain non-zero, and therefore the Hamiltonian can be written in a form of

$$ H = v_x s_2 k_x - v_y s_1 k_y, \quad (A5) $$

which is Eq. (2).
Appendix B: M-point 3DTI with \( T \) and \( M_x \) or \( M_y \)

In the main part of the paper, we assume the 3DTI before stacking has both \( M_x \) and \( M_y \), to show the side-centered surface Dirac cone becomes 1D channels in a twisted 3DTI. However, most of real topological insulators actually have lower spatial symmetry. For example, the SnTe (111) surface, which hosts the BZ side-centered Dirac cone, has \( M_x \) symmetry, while \( M_y \) symmetry. In this appendix, we consider 3DTIs with side-centered surface Dirac cones, which have either of \( M_x \) or \( M_y \), to demonstrate the 1D interface states still exist.

In each case, we construct twisted 3DTIs in the same manner as in Fig. 2. We flip one slab and stack it on the top of the other, so that two slabs share the same mirror plane (yz-plane for \( M_x \) and zx-plane for \( M_y \)). Then we twist the top and bottom slabs with respect the z-axis by \( \pm \theta/2 \), respectively. The entire system has \( C_{2x}(C_{2y}) \) if the slab has \( M_x(M_y) \).

1. \( T \) and \( M_x \)

We consider the case where the 3DTI slab has \( T \) and \( M_x \). This applies to SnTe (111) surface. From the symmetry constraints \( T \) [Eq. (A2)] and \( M_x \) [Eq. (A3)], the surface Dirac Hamiltonian \( H_{\alpha/|l|} \) is written in the lowest order in \( k \) as

\[
H_{\alpha/|l|} = \pm \left[ (a_x s_z + a_y s_y) k_x + a_y s_z k_y \right].
\]  

where \( \pm \) correspond to \( u \) and \( l \), respectively. If we rotates the spin axis on \( s_2-s_3 \) plane, we can make the spin texture lie on a \( s_1-s_3 \) plane and the Dirac Hamiltonian become the same form of Eq. (A5).

Now the interface-coupling Hamiltonian takes the form of

\[
H^{(M_x)}_{\text{int}} = T_\alpha e^{i q_\alpha \cdot r} + T_\beta e^{-i q_\beta \cdot r},
\]

as argued in Sec. II. By requiring that the twist 3DTI model respects \( T \) and \( C_{2x} \), the interlayer Hamiltonian Eq. (6) is reduced to

\[
T_\alpha = t_0 s_0 + (\pm t_2 + i t_3') s_2 + (\pm t_2' + i t_3) s_3,
\]

where \( t_3' \) and \( t_3' \) are real numbers. Note that the general form of the interface Hamiltonian does not change in the spin rotation on \( s_2-s_3 \) plane argued above.

Here, we investigate the effect of \( t_3' \) and \( t_3' \) which are not discussed in Sec. IIIA. In the following, we assume an isotropic surface Dirac cone \( v_x = v_y (\equiv v) \) for simplicity. By diagonalizing Eq. (11), we numerically calculate the energy bands of the twisted 3DTIs with the surface Dirac cone at \( M_1 \). The band structures for nonzero \( t_3' \) and \( t_3' \) are plotted in Fig. 8(b) and (c), respectively, with \( q_\beta = 0.25(t_0/v) \). We observe that \( t_3' \) hardly changes the entire band structure, while \( t_3' \) splits the entire degeneracy in \( k_y \neq 0 \). If we consider the pseudo-Landau mapping, the corresponding Hamiltonian to Eq. (20) is given as

\[
\begin{pmatrix}
  h_+ & 2i t_3 k_y \sigma_1 + 2i t_3' \sigma_2 \\
  -2i t_3 k_y \sigma_1 & h_-
\end{pmatrix},
\]

with

\[
\begin{align*}
  & h_+ = -2t_0 k_a \sigma_1 + 2t_0 k_b \sigma_2 + M_\pm \sigma_3, \\
  & M_\pm = 2t_2 - 2i t_3' k_a \pm i c.
\end{align*}
\]

The \( t_3' \) is coupled with \( k_a \) so that the Dirac cone of \( h_\pm \) is unchanged in the vicinity of \( k_a \). The \( t_3' \) hybridizes \( s_1-t_1 = \pm 1 \) sectors just as \( t_3 \) does. These results are consistent with the numerical calculations in Fig. 9. Therefore, the 1D flat bands are expected to be observed in the twisted stack of 3DTI having \( M_x \) only, such as SnTe (111) surface.

2. \( T \) and \( M_y \)

We assume that the bulk of nontwisted 3DTI has \( T \) and \( M_y \), resulting in \( T \) and \( C_{2y} \) for the twisted 3DTIs. From the symmetry constraints \( T \) [Eq. (A2)] and \( M_y \) [Eq. (A4)], the surface Dirac Hamiltonian \( H_{\alpha/|l|} \) is written in the lowest order in \( k \) as

\[
H_{\alpha/|l|} = \pm a_x s_2 k_x \pm (a_y s_1 + a_y s_3) k_y,
\]

where \( \pm \) are for \( u \) and \( l \). If we rotates the spin axis on \( s_1-s_3 \) plane, the spin texture lies on a plane and the Dirac Hamiltonian become the same form of Eq. (A5).

The interface-coupling Hamiltonian takes the form of

\[
H^{(M_y)}_{\text{int}} = T_\alpha e^{i q_\alpha \cdot r} + T_\beta e^{-i q_\beta \cdot r}
\]

as argued in Sec. II. By requiring that the twist 3DTI model respects \( T \) and \( C_{2y} \), the interlayer Hamiltonian Eq. (6) is reduced to

\[
T_\alpha = t_0 s_0 + i t_1 s_1 \pm t_2 s_2 + i t_3 s_3,
\]

where \( t_1 \) is real number. Again, the general form of the interface Hamiltonian does not change in the spin rotation on \( s_1-s_3 \) plane.

We investigate the effect of \( t_1 \) which is not discussed in Sec. IIIA. In the following, we assume an isotropic surface Dirac cone \( v_x = v_y (\equiv v) \) for simplicity. The band structure of the twisted 3DTIs with nonzero \( t_1 \) in Fig. 9(a) with \( q_\theta = 0.25(t_0/v) \). The energy spectrum in Fig. 9(c) is not modified by the \( t_1 \). It can be understood by considering the pseudo-Landau mapping, where \( t_1 \) is included in Eq. (21) as

\[
\begin{align*}
  & h_+ = -2t_0 k_a \sigma_1 + 2t_0 k_b \pm 1 \sigma_2 + M_\pm \sigma_3, \\
  & M_\pm = 2t_2 \pm i c.
\end{align*}
\]

We see \( t_1 \) just shifts the origin of \( k_b \) (corresponding to \( k_x \)), and hence the 1D bands remain intact.

3. Anisotropic surface Dirac cones

The surface Dirac cone at \( M \) point (BZ side center) is generally anisotropic, i.e., \( v_x \neq v_y \). This is because the rotation symmetry \( C_n \) \((n \geq 3)\) is absent in a set of spatial transformations to keep the \( M \) point invariant. Here, we calculate the moiré band structure for the
anisotropic surface Dirac cone. For simplicity we assume the interface Hamiltonian as $H_{\text{int}}^{(M_1)} = t_0 \delta_0 \cos (q \theta x)$. Figure 9(d) shows the band structure for $(v_x, v_y) = (v, 2v)$ and $q_\theta = 0.25(t_0/v)$. Compared to Fig. 5(c), the energy spectrum along $k_x$ axis is completely same while the band velocity along $k_y$ axis becomes twice. Therefore the formation of 1D interface states is not affected by an anisotropy of the surface Dirac cone.

FIG. 9: Plots similar to Fig. 5(c) for (a) $t_1/t_0 = 0.5$, (b) $t'_2/t_0 = 0.5$ and (c) $t'_3/t_0 = 0.2$. (d) The band structure for the anisotropic Dirac cone at $M_1$ with $(v_x, v_y) = (v, 2v)$ and $q_\theta = 0.25(t_0/v)$.
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