The evolution of $\sigma^{\gamma P}$ with coherence length
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Abstract
Assuming the form $\sigma^{\gamma P} \propto l^{\lambda_{\text{eff}}}$ at fixed $Q^2$ for the behavior of the virtual-photon proton scattering cross section, where $l$ is the coherence length of the photon fluctuations, it is seen that the extrapolated values of $\sigma^{\gamma P}$ for different $Q^2$ cross for $l \sim 10^8$ fm. It is argued that this behavior is not physical, and that the behavior of the cross sections must change before this coherence length $l$ is reached. This could set the scale for the onset of saturation of the parton densities in the photon, and thereby saturation of parton densities in general.

1. Introduction

According to quantum field theory, the microscopic world is a dynamic environment where short-lived states are constantly being created and annihilated. Increasing the resolution of a probe used to sense this environment, we see ever more structure until, we anticipate, at some small enough distance scale we see universal distributions. It has already been observed that the energy dependence of the scattering cross section of high energy hadrons becomes universal [1] and that the size of the cross section only depends on the number of valence quarks in the scattering particles and the center-of-mass energy. We study in this paper the energy dependence of scattering cross sections for virtual photons on protons, where the interaction cross section is dominated by the strong interaction. We anticipate that in a high energy limit, the scattering cross sections of virtual photons will also achieve a universal behavior since the interaction will have as source the photon fluctuating into a quark–antiquark pair.

In deep inelastic scattering of electrons on protons at HERA, the strong increase in the proton structure function $F_2$ with decreasing $x$ for fixed, large, $Q^2$ is interpreted as an increasing density of partons in the proton, providing more scattering targets for the electron. This interpretation relies on choosing a particular reference frame to view the scattering—the Bjorken frame. In the frame where the proton is at rest, it is the state of the photon or weak boson that differs with varying kinematic parameters. For the bulk of the electron–proton interactions, the scattering process involves a photon, and we can speak of different states of the photon scattering on a fixed proton target. What is seen is that the photon–proton cross section rises quickly with photon energy $\nu$ for fixed virtuality $Q^2$ [2]. We interpret this as follows: as the energy of the photon increases, time dilation allows shorter lived fluctuations of the photon to become active in the scattering process, thereby increasing the scattering cross section. We use the concept of coherence length of the short-lived photon states to analyze the behavior of the photon–proton cross section. It is assumed that the process of parton density saturation is universal; i.e., that the source of the partons is not important for the saturation process. Studying this process in the proton rest frame could lead to deeper insights into this universal state of matter.

This analysis is an update of the work reported in [3] and has been inspired by the space–time picture of Gribov [4].

2. Coherence length

The Hand convention [5] is used to define the photon flux yielding the relation:

$$F_2^P(x, Q^2) = \frac{Q^4(1 - x)}{4\pi^2 \alpha(Q^2 + (2\sqrt{M_T})^2)} \sigma^{\gamma P},$$

(1)
where $F_2^p$ is the proton structure function, $\alpha$ is the fine structure constant and $M_p$ is the proton mass. $Q^2$ and $x$ are the standard kinematic variables used to describe deep inelastic scattering.

The behavior of $\sigma^p$ is studied in the proton rest frame in terms of the coherence length [6] of the photon fluctuations, $l$, and the virtuality, $Q^2$. The physical picture is given in figure 1, where the electron acts as a source of photons, which in turn acts as a source of quarks, antiquarks and gluons. We expect the scattering cross section to increase with coherence length since the photon has more time to develop structure. In the proton rest frame, the proton is a common scattering target for the incoming partons independent from the values of $Q^2$ and $l$.

We recall the definition of the coherence length, $l[7]$:

$$l \equiv \frac{\hbar c}{\Delta E},$$

where $\Delta E$, the change in energy of the photon as it fluctuates into a system of quarks and gluons, is given by

$$\Delta E \approx \frac{m^2 + Q^2}{2\nu},$$

where $\nu$ is the photon energy and $m$ is the mass of the partonic state. For $Q^2 \gg m^2$, we have

$$\Delta E \approx \frac{Q^2}{2\nu},$$

and

$$l \approx \frac{2\nu\hbar c}{Q^2} \approx \frac{\hbar c}{xM_p}.$$  

Note that $M_p$ only appears because of the definition of $x$ and the value of the coherence length is not dependent on the proton mass. The coherence length increases linearly with the photon energy and inversely proportional to the virtuality. In the limit $Q^2 \rightarrow 0$, the dependence of the coherence length will be modified since the $m^2$ term cannot be ignored. We will therefore limit our study of the limiting behavior of the cross section to the regime $Q^2 \gg 1 \text{ GeV}^2$ where we expect that equation (3) should be valid.

3. Data sets

The analysis relies primarily on the recently released combination of HERA electron–proton neutral-current scattering data from the ZEUS and H1 experiments [8]. This is complemented by the small-$x$ data from the E665 [9] and NMC [10] experiments. We use data in the kinematic range: $0.01 < Q^2 < 500 \text{ GeV}^2$, $x < 0.01$ and $0.01 < y < 0.8$ for a global analysis and a more restricted range when studying the extrapolated behavior of the cross sections. The HERA data are presented in the form of reduced cross sections

$$\sigma_{\text{red}} = \frac{xQ^4}{2\pi\alpha^2 Y_+} \frac{d\sigma}{dx dQ^2} \approx \left[ F_2 - \frac{y^2}{Y_+} F_1 \right],$$

where $Y_+ = 1 + (1 - y)^2$. The structure function $F_3$ can be ignored in the $(x, Q^2)$ range selected for the analysis. We calculate $F_2$ from the reduced cross section assuming $R = F_2/(F_2 - F_1) = 0.25$, and limit the values of $y$ to be smaller than 0.8 to control the possible error due to this assumption. The values of $x$ are restricted to be less than 0.01 to ensure that we are dealing with large coherence lengths compared to the proton size. The total experimental uncertainties are used (statistical and systematic added in quadrature on a point-by-point basis). The use of correlated systematics was investigated but found not to give significant differences for this analysis. In any case, we are looking more for qualitative behavior.

In total, 45 E665 data points, 13 NMC data points, 23 HERA $e^-P$ data points, and (115, 160, 75, 276) HERA $e^+P$ data points with $E_P = (460, 575, 820, 920) \text{ GeV}$ satisfied the selection criteria.
3.1. Bin-centering and further analysis

The data from the different experiments are reported in some cases at fixed values of \( x \) and varying \( Q^2 \), in other cases at fixed \( Q^2 \) and varying \( x \), or at fixed \( Q^2 \) and varying \( y \). This is no problem for the model fitting procedure, but it does make data presentation cumbersome. The data were therefore ‘bin-centered’ by moving data to fixed values of \( Q^2 \) using a parametrization (see below) as follows:

\[
F_2(Q^2, x) = \frac{F_{2, \text{pred}}(Q^2, x)}{F_{2, \text{pred}}(Q^2, x)} s_{\text{expt}},
\]

where \( s_{\text{expt}} \) is a normalization factor for the experiment in question that resulted from the global fit. The following \( Q^2 \) values have been used: 0.25, 0.4, 0.65, 1.2, 2, 3.5, 6.5, 10, 15, 22, 35, 45, 90, 120 GeV\(^2\).

3.2. Functional form for global fit

A global fit of all the data satisfying the selection criteria was performed to have a functional form for the bin-centering. The functional form for the virtual-photon proton cross section was constructed using the following reasoning.

3.2.1. \( Q^2 \) dependence

For compact photon fluctuations, the maximum value of \( \sigma^P \) is given by the size of the proton multiplied by \( \alpha \), giving roughly 200 \( \mu \text{barn} \). However, pQCD calculations have pointed to the property of ‘color transparency’ for small dipoles \([11]\), indicating that at large \( Q^2 \) the cross section should behave as \( \sigma^P \propto 1/Q^2 \). I.e., the proton appears almost transparent for small dipoles with the cross section proportional to the size of the photon. The photon state will have a maximum size which is expected to be set by the mass of the lightest vector meson. An effective mass was used as a free parameter in the fits. We therefore have the following factor in our parametrization:

\[
\sigma_0 \frac{M^2}{Q^2 + M^2},
\]

where \( \sigma_0 \) is expected to be a typical hadronic cross section (multiplied by \( \alpha \)). This term has two free parameters \((M^2, \sigma_0)\).

3.2.2. \( l \) dependence

As discussed in the introduction, we expect (and already know from looking at previous data) that the cross sections will grow with increasing coherence length. We also know that at very small \( Q^2 \), the energy dependence of the photon–proton cross section is close to that for hadron–hadron scattering \([2]\), while the cross section rises more steeply with energy at larger \( Q^2 \). The transition in the behavior sets in around \( Q^2 = 1 \text{ GeV}^2 \) \([2, 3]\). We therefore use the following factor to model the \( l \) dependence:

\[
\left( \frac{l}{l_0} \right)^{\gamma_{\text{eff}}}
\]

with

\[
\begin{align*}
\epsilon_{\text{eff}} &= \epsilon_0, & Q^2 &\leq Q_0^2, \\
\epsilon_{\text{eff}} &= \epsilon_1 + \epsilon' \ln(Q^2/Q_0^2), & Q^2 &> Q_0^2, \\
\epsilon_{\text{eff}} &= \epsilon_0 + (\epsilon_1 - \epsilon_0) \frac{\ln(Q^2/Q_0^2)}{\ln(Q_1^2/Q_0^2)}, & Q_0^2 < Q^2 < Q_1^2.
\end{align*}
\]

This term has five free parameters \((\epsilon_0, \epsilon_1, \epsilon', Q_0^2, Q_1^2)\). The coherence length is measured in fm.

3.2.3. Prediction for \( F_2 \)

The photon–proton cross section is therefore fully parametrized with the eight parameters as

\[
\sigma^P = \sigma_0 \frac{M^2}{Q^2 + M^2} \left( \frac{l}{l_0} \right)^{\gamma_{\text{eff}}(\epsilon_0, \epsilon_1, \epsilon', Q_0^2, Q_1^2)}.
\]

The prediction for \( F_2 \) (and subsequently the reduced cross section) is then achieved using equation (1), with the addition of one parameter for each data set to account for relative normalization uncertainties. The bin–centered data are shown in figure 2. As is seen in the figure, the data cover several orders of magnitude in coherence length at the smaller values of \( Q^2 \), reducing to one order of magnitude at \( Q^2 = 120 \text{ GeV}^2 \). It is also clear that the slope of the cross section increases with increasing \( Q^2 \).
4. Global fit results

The Bayesian analysis toolkit (BAT) [12] was used to extract the 15-dimensional posterior probability distribution of the parameters (the eight parameters for the photon–proton cross section and additionally seven normalizations) assuming Gaussian probability distributions for all data points. The prior probability distributions chosen are given in table 1. For the parameters of the photon–proton cross section, the priors reflect the knowledge that exists on the parameters. For the normalization parameters, the priors reflect the experimentally quoted uncertainties.

The values of the parameters at the global mode are given in table 1 together with the 68% smallest intervals for the 1D marginalized distributions. The fit was satisfactory and was further used to bin-center the data points. The posterior probability at the global mode corresponded to a \( \chi^2 \) value of 761 for 707 fitted data points. The bin-centered data were then fit to the simple form

\[
\sigma(l, Q^2) = \sigma_0(Q^2) \left( \frac{l}{1 \text{ fm}} \right)^{\lambda_{\text{eff}}(Q^2)}
\]

for fixed values of \( Q^2 \). Some sample fits are shown in figure 3. These two-parameter fits were universally good, indicating that at fixed \( Q^2 \) values, the data are completely consistent with a simple power law behavior.

The parameters resulting from these fits are shown in figure 4, together with the expectation from the formula used in the global fit of the data. It is seen that the global fit does a decent job of representing the data, in particular the \( Q^2 \) dependence. The dependence on the coherence length has the expected features: at small \( Q^2 \), the exponent \( \lambda_{\text{eff}} \approx 0.1 \), a value compatible with the results from hadron–hadron scattering data. For values above a few GeV², the exponent \( \lambda_{\text{eff}} \propto \ln(Q^2) \), with a transition region in between.

From figure 4, we note that while the cross section at \( l = 1 \text{ fm} \) decreases approximately as \( 1/Q^2 \) for the larger values of \( Q^2 \), the dependence on the coherence length becomes steeper with increasing \( Q^2 \). An extrapolation of the cross sections will result in the cross section for high \( Q^2 \) photons eventually becoming larger than the cross section for lower \( Q^2 \) photons. We study this for \( Q^2 > 3 \text{ GeV}^2 \), where the data in figure 4 indicate that we have reached the simple scaling behavior of the cross section. An extrapolation of the cross sections is shown in figure 5 and reveals that for \( l \approx 10^8 \text{ fm} \), the extrapolations cross.

5. Discussion

At small values of the coherence length, the photon–proton scattering cross section scales roughly as \( 1/Q^2 \), as expected from color transparency. However, as the coherence length increases, the scattering cross sections increase at different rates, and the scattering cross section for an initially small photon configuration will grow to...
Table 1. Prior probability definitions for the parameters in the fit function and results of the global fit to the data. The notation \( x \sim \mathcal{N}(\mu, \sigma) \) means that \( x \) is assumed to follow a Gaussian probability distribution centered on \( \mu \) with variance \( \sigma^2 \). The parameter boundaries are also given. The parameter values at the global mode as well as the 68\% smallest marginalized intervals from the global fit are given in the last two columns.

| Parameter | Prior function | Global mode | 68\% Interval |
|-----------|----------------|-------------|---------------|
| \( s_0 \) (mBarns) | \( s_0 \sim \mathcal{N}(0.07, 0.02) \) | 0.062 | 0.039–0.067 |
| \( M^2 \) (GeV\(^2\)) | \( M^2 \sim \mathcal{N}(0.75, 0.5) \) | 0.63 | 0.59–0.67 |
| \( l_0 \) (fm) | \( l_0 \sim \mathcal{N}(1.0, 0.5) \) | 1.6 | 1.54–1.77 |
| \( \epsilon_0 \) | \( \epsilon_0 \sim \mathcal{N}(0.09, 0.01) \) | 0.106 | 0.102–0.110 |
| \( \epsilon_1 \) | \( \epsilon_1 \sim \mathcal{N}(0.2, 0.2) \) | 0.156 | 0.152–0.160 |
| \( \epsilon' \) | \( \epsilon' \sim \mathcal{N}(0.05, 0.02) \) | 0.052 | 0.051–0.054 |
| \( Q_0^2 \) (GeV\(^2\)) | \( Q_0^2 \sim \mathcal{N}(1.0, 1.0) \) | 0.37 | 0.33–0.41 |
| \( Q_1^2 \) (GeV\(^2\)) | \( Q_1^2 \sim \mathcal{N}(3.0, 3.0) \) | 3.13 | 2.96–3.36 |
| \( S_{\text{E655}} \) | \( S \sim \mathcal{N}(1.0, 0.018) \) | 0.97 | 0.958–0.982 |
| \( S_{\text{NSMC}} \) | \( S \sim \mathcal{N}(1.0, 0.025) \) | 0.94 | 0.903–0.996 |
| \( S_{\gamma p} \) | \( S \sim \mathcal{N}(1.0, 0.015) \) | 0.997 | 0.988–1.006 |
| \( S_{\gamma p60} \) | \( S \sim \mathcal{N}(1.0, 0.015) \) | 1.020 | 1.014–1.030 |
| \( S_{\gamma p75} \) | \( S \sim \mathcal{N}(1.0, 0.015) \) | 1.014 | 1.008–1.024 |
| \( S_{\gamma p220} \) | \( S \sim \mathcal{N}(1.0, 0.015) \) | 1.009 | 1.002–1.020 |
| \( S_{\gamma p220} \) | \( S \sim \mathcal{N}(1.0, 0.015) \) | 0.998 | 0.992–1.008 |

Figure 3. Fits of the data using the function given in (7) for selected values of \( Q^2 \). The values of \( Q^2 \) are given in the panels, as well as the number of data points fit and the value of \( \chi^2 \) using the best-fit parameters. The band indicates the 68\% credible interval from the fit function. The error bars on the points are from adding the statistical and systematic uncertainties in quadrature.
be comparable to that for a smaller $Q^2$, or larger, photon configuration unless the growth of the cross section is modified. If the photon states become comparable in size, they should evolve in the same way so that the cross sections evolve uniformly with coherence length, independently of their initial size, and with the same energy dependence as typical for hadronic cross sections. This hadron-like energy dependence is observed for the smallest $Q^2$ values investigated (the energy dependence is the same as for hadron–hadron scattering). We therefore expect that the slope of the cross section with coherence length should flatten as a function of

![Figure 4. Values of the parameters $\lambda_{\text{eff}}$ and $\sigma^\varphi(l = 1 \text{ fm}) = \sigma_1$ (see equation (7)) as a function of $Q^2$. The values expected from the global fit to the data (see equation (6)) is shown as the green lines. The uncertainties on the fit parameters are typically smaller than then size of the symbols.](image4)

![Figure 5. Extrapolation of the fit functions to larger $l$ for values of $Q^2$ in the range $3.5 \leq Q^2 \leq 90 \text{ GeV}^2$. The width of the bands represent the 68% credible intervals for the functions from the data fits described in the text. The values of $Q^2$ range from 3.5 GeV$^2$ (top curve) to 90 GeV$^2$ (bottom curve) with the intermediate curves corresponding to intermediate $Q^2$ values.](image5)
coherence length; this could be an indication for saturation of the parton densities in the photon. Since we expect that the saturated state has universal properties independent of the source particle, observing it in the photon–proton scattering cross section would yield important information. The new effects should set in below $l = 10^8$ fm to avoid the cross section crossing. Given the relation given in equation (4), this means that a change should set in for $x > 10^{-3}$. First signs of the change in slope would presumably set in considerably earlier. The approach to saturation and a fundamentally new state of matter is therefore perhaps within reach of next generation lepton-hadron colliders [13–15], an exciting prospect.
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