Role of diffusive surface scattering in nonlocal plasmonics
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The recent generalised nonlocal optical response (GNOR) theory for plasmonics is analysed, and its main input parameter, namely the complex hydrodynamic convection-diffusion constant, is quantified in terms of enhanced Landau damping due to diffusive surface scattering of electrons at the surface of the metal. GNOR has been successful in describing plasmon damping effects, in addition to the frequency shifts originating from induced-charge screening, through a phenomenological electron diffusion term implemented into the traditional hydrodynamic Drude model of nonlocal plasmonics. Nevertheless, its microscopic derivation and justification is still missing. Here we discuss how the inclusion of a diffusion-like term in standard hydrodynamics can serve as an efficient vehicle to describe Landau damping without resorting to computationally demanding quantum-mechanical calculations, and establish a direct link between this term and the Feibelman d parameter for the centroid of charge. Our approach provides a recipe to connect the phenomenological fundamental GNOR parameter to a frequency-dependent microscopic surface-response function. We therefore tackle one of the principal limitations of the model, and further elucidate its range of validity and limitations, thus facilitating its proper application in the framework of nonclassical plasmonics.

I. INTRODUCTION

Increasing interest in spatial dispersion and the nonlocal response of plasmonic nanostructures is being observed in recent years, mainly due to its relevance for quantum plasmonics in a large number of experimentally available plasmonic architectures with ultra-fine geometrical details and widely applied in situations where small particles or few-nm particle separations are involved. Relevant fully-quantum mechanical studies have shown that such models can in some occasions lead to qualitatively wrong conclusions, as, in their traditional implementation, they neglect electron spill-out, an issue which is resolved once the hydrodynamic description is itself self-consistent. Nevertheless, despite these limitations, the hydrodynamic Drude model (HDM) still captures both qualitatively and to a large extent also quantitatively the effect of nonlocal screening (due to spill-in promoted by a large work function) in noble metal nanostructures, and thus provides important insight into a wide range of experiments where spill-out and tunnelling can be safely disregarded, within a relatively simple and computationally efficient description. What it cannot capture, however, is the experimentally observed broadening of the plasmonic modes with decreasing nanoparticle (NP) size. It is therefore useful to explore generalisations of HDM that enrich the physical description it provides.

One of the most successful extensions to the hydrodynamic description was achieved by the generalised nonlocal optical response (GNOR) theory, which is based on a phenomenological inclusion of diffusion of free electrons in the bulk of the metal, to account for a series of experimentally observed plasmon damping mechanisms, including reduction of the electron mean-free path, quantum confinement and particularly Landau damping. These effects are reproduced within the GNOR theory by adding a classical diffusion term, introduced through a drift-diffusion equation, in the hydrodynamic description of free electrons, thus relaxing the necessity to resort to more computationally demanding quantum-mechanical descriptions. This formalism relies on a transport equation, established long ago for classical systems with stochastic scattering, i.e., convection-diffusion theory. The importance of both convection and diffusion for nonlocal electrodynamics was in fact predicted many years ago (see discussion in ). Diffusion has also been used as an abstract mathematical model to explain spatial dispersion, without however providing the physical link between diffusion dynamics and nonlocal plasmonic broadening. An early hint of how they can be connected through the fluctuation-dissipation theorem was given in . Despite these early estimations of the importance of diffusion, however, a more microscopic justification for its inclusion in nonlocal plasmonics in general, and in the GNOR theory in particular, is still missing, and the ambiguity in the choice of an appropriate hydrodynamic parameter restrains further extension of the applicability of such models.

Here we provide a microscopic foundation for the GNOR theory, following a procedure of gradually increasing complexity and getting deeper into the fine details of electron motion in a confined volume. Using the Boltzmann equation as our starting point, we first derive a diffusion correction to the continuity equation by
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assuming a weakly inhomogeneous initial electron density. We show that convection and diffusion are both manifestations of the same physical behaviour in the bulk, becoming important at different frequency limits, and diffusion is practically negligible at optical frequencies. To then justify the appearance of a diffusive term in the GNOR model, we turn to surface-scattering and Landau damping, and show how the GNOR diffusion constant relates to these effects. We derive a connection between the complex convection-diffusion hydromatic approach is then justified through the Boltzmann approach, while additional insight from a microscopic account of surface scattering is provided for the diffusion term.

The hydrodynamic description relies on a classical equation of motion for an electron in an electromagnetic field, while accounting for quantum-pressure effects and multiple electron scattering in a semi-classical way. In the Boltzmann approach, quantum effects of the electron gas enter through scattering-matrix elements, where the non-convective, random velocity components are linked to classical diffusion. Finally, in the surface-scattering microscopic approach, first-principles surface-motion is complemented by the principle of charge conservation; GNOR, in the spirit of [53], quantifies the former through microscopic arguments. This approach is shown to provide a good agreement with the phenomenological size-dependent broadening (SDB) correction developed by Kreibig et al. [37, 57] in the case of a small metallic nanosphere, and it leads to reasonable broadening for other particle shapes, for which a simple SDB recipe is not available. Our procedure, which directly implements information retrieved from quantum-mechanical calculations, justifies and quantifies the phenomenological GNOR model, thus opening the pathway to its more widespread implementation in nonlocal/nonclassical plasmonics.

II. THEORETICAL BACKGROUND

Throughout the paper we focus on the intraband response of free carriers, disregarding interband transitions. To begin with, Maxwell’s equations can be combined to obtain the wave equation

$$\nabla \times \nabla \times E = \left( \frac{\omega}{c} \right)^2 E + \text{i} \omega \mu_0 J(E) ,$$  

(1)

where \( \omega \) is the angular frequency of light, and \( c = 1/\sqrt{\varepsilon_0 \mu_0} \) is the speed of light in vacuum, with \( \varepsilon_0 \) and \( \mu_0 \) representing the vacuum permittivity and permeability, respectively. The electrodynamic response of matter is contained in the constitutive relation between the current density \( J \) and the applied electric field \( E \), \( J(E) \). Within linear-response theory, the common local-response approximation (LRA) gives simply \( J(r) \approx \sigma(r) E(r) \) (Ohm’s law), where \( \sigma(r) \) is the material conductivity, while in a nondiagonal description we have \[22\]

$$J(r) = \int dr' \sigma(r, r') E(r') .$$  

(2)

This expression states the fact that the induced current density at a point \( r \) inside the material should depend on the applied electric field at all neighbouring points \( r' \). To proceed we need a theoretical model for \( J(E) \), and we will consider a hierarchy of increasing complexity, starting with the hydrodynamic drift-diffusion theory. The hydrodynamic approach is then justified through the Boltzmann transport equation, while additional insight from a microscopic account of surface scattering is provided for the diffusion term.

The hydrodynamic description relies on a classical equation of motion for an electron in an electromagnetic field, while accounting for quantum-pressure effects and multiple electron scattering in a semi-classical way. In the Boltzmann approach, quantum effects of the electron gas enter through scattering-matrix elements, where the non-convective, random velocity components are linked to classical diffusion. Finally, in the surface-scattering microscopic approach, first-principles surface-motion is complemented by the principle of charge conservation; GNOR, in the spirit of [53], quantifies \( J(E) \) by extending considerations to include both convective and diffusive transport of charge, i.e.

$$\frac{\partial}{\partial t} n_1 + \nabla \cdot (n_0 \nu) = D \nabla^2 n_1 ,$$  

(4)

where the current density is now given by Fick’s law \( J = (-e)n_0 \nu - D \nabla (-e)n_1 \), and \( D \) is the diffusion constant. Combining these equations one eventually obtains

$$\xi^2 \nabla \cdot J + \frac{2}{\text{i} \omega} \nabla \times J = \sigma_D E ,$$  

(5)

where \( \sigma_D = \text{i} e^2 n_0 / [m(\omega + i\gamma)] \) is the frequency-dependent Drude conductivity known from LRA, while

$$\xi^2 = \frac{\beta^2}{\omega (\omega + i\gamma)} + \frac{D}{\text{i} \omega} = \frac{\beta^2 + D (\gamma - i \omega)}{\omega (\omega + i\gamma)}$$  

(6)
is the characteristic nonlocal length. The nonlocal dynamics is now governed by the coupled equations [11] and [5]. It is therefore obvious that any such generalised nonlocal model can be directly implemented in any analytic or numerical formalism developed for HDM, or even to effective models that seek to circumvent HDM [61], just by introducing the generalised complex convection-diffusion hydrodynamic parameter

\[ \eta^2 = \beta^2 + D (\gamma - i\omega) \]  

(7)

IV. BOLTZMANN APPROACH

In the Boltzmann formalism the induced current density is given by

\[ J = (-e) \int dv \, v f(v) \]  

(8)

where \( v \) is the electron velocity. This is subject to the continuity equation

\[ (-e) \frac{\partial}{\partial t} n + \nabla \cdot J = 0 \]  

(9)

Here, \( f(v) \) is the non-equilibrium distribution function governed by the Boltzmann equation of motion 62,

\[ \frac{\partial f}{\partial t} + v \cdot \nabla f + \frac{(-e)}{m} E \cdot \nabla v f = I_{\text{col}}[f] \]  

(10)

where \( I_{\text{col}}[f] \) is the collision functional to be specified. In the relaxation-time approximation, \( I_{\text{col}}[f] \approx -\gamma (f - f_0) \) with \( f_0 \) being the equilibrium distribution function, and we recover the LRA result of Ohm’s law, i.e. \( J \approx \sigma_D E \).

In order to proceed beyond LRA, we focus, in the spirit of the hydrodynamic equation of motion, equation [5], on a gas of non-interacting electrons subject to electron-impurity collisions over its entire volume. In this way we derive equations [3] and [4] from equation [10]. Here, the velocity field of hydrodynamics is given by the statistically averaged velocity field \( \nu = \langle v \rangle = \int dv \, v f(v) \), while the density is given by \( n = \int dv \, f(v) \).

The procedure to derive equation [3] is to multiply equation [10] by \( \nu \) and then integrate over velocity,

\[ \frac{\partial}{\partial t} \nu + \frac{(-e)}{m} E + \int dv \, v \cdot \nabla f = -\gamma \nu \]  

(11)

Assuming that the electron gas is isotropic and that \( \langle v_j v_i \rangle = \langle v^2 \rangle \delta_{ji} \), we obtain for the last term on the left-hand side

\[ \int dv \, v \cdot \nabla f = \frac{1}{3} \nabla \langle v^2 \rangle = \frac{1}{3} \frac{2}{m} \frac{\partial}{\partial n} \nabla n_1 \]  

(12)

where \( \langle E \rangle = \langle m v^2 / 2 \rangle \) is the average kinetic energy of the free-electron gas. At zero temperature the kinetic energy of the gas, which arises from the quantum degeneracy pressure, can be expressed in terms of the electron density as

\[ \langle E(n) \rangle = \frac{3\hbar^2}{10m} \left( \frac{3\pi^2 n}{2} \right)^{2/3} \]  

(13)

This paper only considers the linear dynamics of the Fermi gas. Linearising equation [12] we obtain

\[ \int dv \, v \cdot \nabla f = \frac{\beta^2}{n_0} \nabla n_1 \]  

(14)

We define the polarisation current as \( J_e = (-e) E \). Equation [11] can be transformed into a form similar to that of equation [5]. For a time dependent electric field, \( E(t) = \text{Re}[E(\omega) e^{-i\omega t}] \), we can employ a Fourier transformation, alongside the continuity equation, to obtain

\[ J_e + \frac{\beta^2}{\omega (\omega + i\gamma)} \nabla (\nabla \cdot J_e) = \sigma_D E \]  

(15)

This expression has a Drude form with a nonlocal correction. We note that one, and only one, nonlocal correction arises from the Boltzmann treatment of the bulk dynamics. Therefore a diffusion term that is independent of the quantum pressure convection cannot result from the bulk dynamics of the system, which is in accordance with the fluctuation-dissipation theorem [39]. In the following we consider the high \( (\omega \gg \gamma) \) and low \( (\omega \ll \gamma) \) frequency limits to show that both the diffusive and the convective behaviour are contained in equation [15].

For noble metals the bulk relaxation time is relatively large, implying a relatively small scattering rate \( \gamma \). This means that when probing the metallic nanostructures at optical frequencies, the high frequency limit holds true, \( \gamma \ll \omega \) [40]. Expanding the prefactor of the second term on the left-hand side of equation [15] (which gives a measure of the strength of nonlocality) to first order in \( \gamma \) results in

\[ \frac{\beta^2}{\omega (\omega + i\gamma)} \approx \frac{\beta^2}{\omega^3} - \frac{\gamma \beta^2}{\omega^3} + \mathcal{O}(\gamma^2) \]  

(16)

Because the imaginary part on the right-hand side of equation [16] (which describes diffusion) scales as \( \sim \omega^{-3} \), the damping due to nonlocality arising from the bulk properties of the material vanishes in the high frequency limit. The nonlocal behaviour in the high (optical) frequency limit is therefore purely convective.

On the other hand, in the low frequency limit terms of order \( \mathcal{O}(\omega^3) \) can be neglected and one obtains

\[ \frac{\beta^2}{\omega (\omega + i\gamma)} \approx \frac{\beta^2}{i\omega \gamma} \]  

(17)

The above expression has the same form as the diffusive nonlocal correction in equation [3], leading to a diffusion constant of the form

\[ D \equiv \frac{\beta^2}{\gamma} \]  

(18)
The following equation of motion is then obtained
\[ \mathbf{J}_e + \frac{D}{\omega_0} \nabla (\nabla \cdot \mathbf{J}_e) = \sigma_D \mathbf{E} . \] (19)

Substituting \( \gamma = v_F / \ell \), where \( \ell \) is the electron mean-free path, we end up with
\[ D = \frac{3}{5} v_F \ell . \] (20)

This expression for \( D \) is consistent with the one anticipated in [40], namely \( D \propto v_F \ell \). Importantly, however, we are also led to the conclusion that, at high, optical frequencies, the diffusive term cannot arise independently from the bulk properties of the plasmonic nanostructures. It is therefore reasonable to assume that, even though diffusion in GNOR is introduced in the description of the bulk metal, it will only be important at the surface, and it is related to surface damping effects. The importance of interface and local porosity effects has been recently discussed through a combination of optical and electronic spectroscopies [65].

V. SURFACE SCATTERING

Near the metal surface translational invariance in the normal direction is broken and momentum conservation no longer applies. The induced polarisation of the metal can therefore contain components of finite wavenumber \( q \), even if such components are not present in the external field. From the random-phase approximation (RPA) it is known that the new field components at \( q \geq \omega / v_F \equiv q_0 \) will be Landau-damped [64]. The effect of the surface is therefore to introduce enhanced damping of the plasmon modes, thus broadening the resonances. This is in agreement with the experimental findings of Kreibig et al. [57], who measured a \( \sim \omega_{\text{pe}} \) broadening of the plasmon resonances for small metallic nanospheres of radius \( R \). This behaviour is commonly considered within the Kreibig SDB model through the simple substitution
\[ \gamma \rightarrow \gamma + v_F \frac{A}{R} , \] (21)

where \( A \) is a dimensionless constant, typically taken between 0.5 and 1. This kind of broadening is reproduced by the GNOR theory through introduction of the diffusion term. More specifically, it is found that for a spherical particle, the relaxation time correction to first order in \( 1/R \), \( \gamma^{(1)} \), is [40]
\[ \gamma^{(1)} = \frac{\sqrt{6} D \omega_p}{24 \beta R} , \] (22)

where \( \omega_p \) is the plasma frequency of the metal. As we saw in the previous section, the diffusion term cannot arise independently from the bulk properties at optical frequencies. It is therefore reasonable to postulate that the GNOR diffusion term must arise by the surface-enhanced Landau damping, described by the equation of motion
\[ \mathbf{J}_e + \left[ \frac{\beta^2}{\omega (\omega + i \gamma)} + \frac{D_{\text{surf}}}{\omega} \right] \nabla (\nabla \cdot \mathbf{J}_e) = \sigma_D \mathbf{E} . \] (23)

Here, strictly speaking, \( D_{\text{surf}} \) is a surface diffusion constant. Since, however, the hydrodynamic description is extended in the bulk of the metal, we want to write \( D_{\text{surf}} = D \). This assumption is consistent with the results of Fig. [1] where, for the metal-air interface shown in the schematics, we calculate with GNOR, following the examples by Wubs and Mortensen in [62] and Tserkezis et al. in [66], an effective dielectric function \( \varepsilon_{\text{eff}}(\omega) \) (we focus on the component normal to the interface here), assuming for the metal a plasmon energy \( h \omega_p = 5 \text{ eV} \), \( h \gamma = 0.025 \text{ eV} \), \( v_F = 1.07 \cdot 10^6 \text{ m/s} \), and a typical value for the diffusion constant \( D = 2 \cdot 10^{-4} \text{ m}^2 \text{/s} \). These values are chosen as typical for good jellium metals, and do not represent any specific material. More precise values to describe Na will be used later on. From Fig. [1] it is evident that the imaginary part of \( \varepsilon_{\text{eff}} \) is large mostly near the interface, in agreement with the picture of surface-enhanced damping.

![FIG. 1: Schematic drawing of a metal-dielectric interface (left-hand panel). Real (middle panel) and imaginary part (right-hand panel) of the effective dielectric function \( \varepsilon_{\text{eff}} \) (its component normal to the interface) calculated with GNOR for a Drude metal with \( h \omega_p = 5 \text{ eV} \), \( h \gamma = 0.025 \text{ eV} \), \( v_F = 1.07 \cdot 10^6 \text{ m/s} \), and \( D = 2 \cdot 10^{-4} \text{ m}^2 \text{/s} \). The dielectric is assumed to be air, described by a dielectric constant equal to one.](image-url)
charge via the Feibelman parameter \( d_{\perp} \) [56]. A similar connection to the Feibelman parameters has been presented for the estimation of the resonance energy in [67].

Before resorting to the centroid of the induced charge, as introduced by the Feibelman formalism, it is intuitive to consider a simpler approach based on the general, wavevector \( \mathbf{q} \)-dependent Lindhard dielectric function [68]

\[
\varepsilon(\omega, \mathbf{q}) = \varepsilon_b + \frac{3\omega_p^2}{q^2v_F^2} \left[ 1 - \frac{\omega}{2v_F} \ln \frac{\omega + qv_F}{\omega - qv_F} \right] .
\] (24)

We revisit the procedure described by Sun and Khurgin in [2], and assume that surface scattering is much more important than collisions in the bulk and the relaxation rate \( \gamma \) can be taken entirely due to surface effects. Because Landau damping only affects the field components with \( q > q_0 \), an approximation is needed to capture the effect with an effective relaxation time. From the imaginary part of the Drude expression one can relate the relaxation time to the imaginary part of the dielectric function, \( \text{Im} \varepsilon \), to obtain

\[
\gamma = \frac{\omega^3 \text{Im} \varepsilon}{2\varepsilon_p^2} .
\] (25)

The longitudinal components of the electric field with \( q > q_0 \) will experience Landau damping. To eliminate the \( q \)-dependence of the Lindhard dielectric function, an effective dielectric function is now defined through

\[
\varepsilon_{\text{eff}}(\omega) = \frac{\int_{q_0}^{\infty} d^3q \varepsilon(\omega, \mathbf{q}) |E_\parallel(\mathbf{q}, \omega)|^2}{\int_{q_0}^{\infty} d^3q |E(\mathbf{q}, \omega)|^2} .
\] (26)

The Lindhard dielectric function has a finite imaginary part for \( q > q_0 \) given as

\[
\text{Im} \varepsilon = \frac{3\omega_p^2}{2\omega^2q^3} .
\] (27)

Assuming again the simple metal-dielectric interface of Fig. 1, a propagating surface plasmon is considered, whose electric field inside the metal is given by \( E(x, z) = E_0 \exp(-x/d_s) \exp(ikz) \), where \( d_s \) is the skin depth of the metal. For a typical value of \( v_F \approx 10^6 \text{ m s}^{-1} \) and \( d_s \approx 10^{-8} \text{ m} \), we then obtain the following effective relaxation rate due to the surface damping

\[
\gamma = \frac{3v_F}{4d_s} \approx 10^{14} \text{ s}^{-1} \iff \hbar \gamma \approx 0.414 \text{ eV} .
\] (28)

In nanostructures where one of the characteristic lengths is smaller than the skin depth of the metal, \( d_s \) should of course be replaced by this length.

Let us now turn to the more microscopic Feibelman approach [56, 71, 72] and relate the induced surface charge to the resonance broadening. The Feibelman \( d \) parameters have been recently proven an efficient route towards quantum plasmonics [69, 70], as they are capable of capturing all screening, Landau damping, and spill-out, which are the dominant effects any quantum-informed model should be able to address [71]. Christensen et al. [71, 72] have shown that the first-order correction to the damping rate can be connected to the imaginary part of the perpendicular \( d \) parameter, \( d_{\perp} \), which physically represents the centroid of induced charge, through

\[
\gamma^{(1)} = -\frac{1}{4} \frac{\omega_p^2}{\omega(0)} \Lambda_{\perp} \text{Im} d_{\perp}^{(0)} ,
\] (29)

where \( \Lambda_{\perp} \) is a geometric parameter, and the superscript \( (0) \) indicates that the corresponding function is to be calculated on resonance. For the dipole resonance in a sphere, \( \omega(0) \approx \omega_p/\sqrt{3} \), and the correction to the damping rate becomes

\[
\gamma^{(1)} = \frac{1}{3R} \frac{\omega_p^2}{\omega(0)} \text{Im} d_{\perp}^{(0)} .
\] (30)

Comparing with the GNOR expression of equation (22), one can obtain a first approximate connection between the diffusion constant and the induced surface charge:

\[
D = \frac{8\beta}{\sqrt{2}} \text{Im} d_{\perp}^{(0)} .
\] (31)

In Fig. 2 we plot with dotted lines the complex hydrodynamic parameter \( \eta^2 \) obtained based on equation (27), for the diffusion constant derived from equation (31), using the Feibelman parameter derived in [72] for a jellium metal with Wigner–Seitz radius \( r_s = 4 \), which well represents Na. The plasma frequency corresponding to this radius is \( \hbar \omega_p = 5.89143 \text{ eV} \), and the Fermi velocity is \( v_F = 1.07 \cdot 10^6 \text{ m s}^{-1} \), while for the Drude damping rate we assume \( \hbar \gamma = 0.1 \text{ eV} \). We note here that we focus on Na, even though hydrodynamics is known to fail to predict the correct frequency shifts in its case – as will be shown in Fig. 3 – because Feibelman parameters have only been unambiguously derived for jellium metals. Obtaining such parameters for noble metals is a more challenging task, and constitutes part of our ongoing activities.

The \( D \) obtained from equation (31) can be a good starting point for using the GNOR model. Most notably, it turns out that it is in very good agreement with the corresponding results obtained assuming a constant diffusion constant \( D \) chosen to match the damping of the SDB model [24] (dashed lines in Fig. 2). Nevertheless, it is still derived based on just the dipolar mode of a spherical nanoparticle, and extending its use to different shapes or even higher-order modes of spheres is not straightforward to justify, as it assumes that the damping is the same in all cases and all frequencies. A more general, frequency-dependent approach, which only disregards curvature effects, could be based on the reflection coefficients of a flat metal-dielectric interface. In the \( d \)-parameter formalism, the reflection coefficient for
p polarization is given by \([56, 71]\)
\[
r_{d,\perp, p} = \frac{\varepsilon_m k_{x,d} - \varepsilon_d k_{x,m} + (\varepsilon_m - \varepsilon_d) i q^2 d_\perp - i k_{x,d} k_{x,m} d_\parallel}{\varepsilon_m k_{x,d} + \varepsilon_d k_{x,m} - (\varepsilon_m - \varepsilon_d) i q^2 d_\perp + i k_{x,d} k_{x,m} d_\parallel},
\]
where \(d_\parallel\) is the parallel \(d\) parameter (centroid of induced current), \(q\) is now the in-plane wavenumber and \(k_j = \sqrt{k_0^2 - \varepsilon_j} \) is the bulk wavenumber, with \(j = d, m\) denoting the medium, dielectric or metal, and \(k_0 = \omega/c\) is the freespace wavenumber; \(\varepsilon_j\) is the (complex and dispersive, but local) permittivity of medium \(j\), and \(k_{x,j} = \sqrt{k_j^2 - q^2}\) is the wavenumber in the out-of-plane direction, taken to be the \(x\) direction (see Fig. 1). On the other hand, in a generalised hydrodynamic formalism, the corresponding reflection coefficient reads \([72]\)
\[
r_{h, p} = \frac{\varepsilon_m k_{x,d} - \varepsilon_d k_{x,m} (1 + \delta_h)}{\varepsilon_m k_{x,d} + \varepsilon_d k_{x,m} (1 + \delta_h)},
\]
with \(\delta_h = [q^2(\varepsilon_\infty - \varepsilon_m)]/(k_{x,m} k_{x,n}(\varepsilon_\infty))\) and \(k_{x,n}^2 - q^2 = [\omega(\omega + i \gamma) - \omega^2_\infty]/\varepsilon_\infty\). In all cases, the imaginary part of \(k_x\) must be larger than zero, to ensure a passive medium. Direct comparison between Eqs. (32) and (33) in the long-wavelength limit \((q \to 0)\) yields \([74]\)
\[
d_\perp = -\frac{1}{\varepsilon_d} \frac{\varepsilon_m - \varepsilon_\infty}{\varepsilon_m - \varepsilon_d},
\]
Solving for \(\eta^2\), with the constraints that \(\text{Im} k_{n1}\) should be positive \([56]\) and the imaginary part of \(\eta^2\), as introduced in GNOR \([10]\), needs to be negative to ensure a lossy medium, one can obtain a quantum-informed, generalised dispersive expression for the complex convective-diffusive hydrodynamic parameter, which can apply equally well to all shapes of nanostructures \([75]\). In Fig. 2 this \(\eta^2\) is plotted as a function of frequency with solid lines.

Up to around 4.7 eV the results obtained through equation (34) are close to those corresponding to constant diffusion parameters, predicting a slightly lower damping in the low-frequency limit. This behaviour is maintained as the frequency increases, and one approaches the region of interest, where all plasmonic resonances are expected (the dipolar resonance of a Na sphere in the quasistatic limit is around 3.4 eV). For even higher frequencies, however, the \(d\) parameter-based \(\eta^2\) becomes more ambiguous, especially around the so-called Bennett multipole surface plasmon \([53, 70]\) which appears due to spill-out at 4.7 eV. In this region, and all the way up to the plasma frequency (grey-shaded area in Fig. 2), the requirement that the imaginary part of the retrieved \(\eta^2\) be negative leads to both real and imaginary part appearing with the opposite sign of what is shown in the figure. In that case, instead of the typical shape of a Lorentzian around a resonance, one would get an unnatural, kinked curve, which obviously violates the Kramers–Kronig relations \([62]\). So one of the two requirements has to be relaxed, and since Kramers–Kronig relations are a manifestation of causality, we choose to comply with them. Doing this, the retrieval process is forced to introduce a fictitious gain, in agreement with the local equivalent-layer approach \([61]\) [note that when co-existing with the even more lossy response of the bulk, it still results in a net lossy response, see equation (31)]. Obviously, asking a hydrodynamic description of the bulk, with spill-in intrinsically built into it, to reproduce all the physics captured by a surface-response function which predicts spill-out has its limitations, and the results in the grey-shaded area cannot be trusted. Our approach has, nevertheless, provided a link between other phenomenological approaches to quantify surface-enhanced Landau damping, and they all appear consistent up to \(\simeq 0.8 \omega_\pi\).

**VI. NUMERICAL RESULTS**

To illustrate the predictions of our analysis and the value of the \(d\) parameter-based calculation of \(\eta^2\), we present in Fig. 3 analytic calculations of normalised extinction cross section spectra for a Na sphere described by a Drude model with the parameters mentioned at the end of Sec. VI. The radius of the sphere is taken equal to \(R = 5\) nm, and the spectra are calculated with an implementation of GNOR based on Mie theory \([77]\), using...
either the hydrodynamic parameter obtained by equation 4 (dark-blue shaded line) or the constant diffusion parameter \( D \) suggested in 22 (green open circles). The results are compared to those of LRA (red line), together with the standard HDM (light blue line) and the SDB phenomenological correction (dark-red shaded line, with \( A = 1.0 \)). The spectrum obtained by calculating \( \eta^2 \) using the Feibelman-based recipe outlined above agrees very well in resonant frequency with the prediction of HDM, and gives slightly smaller broadening as compared to SDB (whose constant \( A \) contains a certain arbitrariness anyway). The open green circles already show that the effect of the surface-enhanced Landau damping can in principle be captured using a constant GNOR diffusion term, but the full connection to the centroid of induced charge can be more accurate, as it contains the quantum-mechanically calculated frequency dependence of the hydrodynamic parameters.
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**FIG. 3:** Normalised extinction cross section for a Na sphere with radius \( R = 5 \) nm, as obtained within LRA (red line), SDB (dark-red shaded line), HDM (light blue line), GNOR with a \( d_\perp \)-based hydrodynamic parameter (dark blue line) and GNOR with a constant diffusion \( D = 2.67 \cdot 10^{-4} \) m\(^2\) s\(^{-1}\) (open green circles).

As further demonstration of the potential of our derivation, we study in Fig. 4 two nanoparticles of different shapes: a cylinder with diameter \( R/2 = 10 \) nm and height \( H = 10 \) nm, as obtained within LRA (red line), GNOR with a \( d_\perp \)-based hydrodynamic parameter (dark blue line), and GNOR with constant diffusion \( D = 2.67 \cdot 10^{-4} \) m\(^2\) s\(^{-1}\) (green open circles). The incident field is polarised at an angle \( \theta = 30^\circ \) with respect to the cylinder axis. (b) Same as (a), for a cube with side \( a = 10 \) nm. The incident field is polarised along one of the cube sides.

![Image](318x504 to 561x680)

**FIG. 4:** (a) Normalised extinction cross section spectra for a cylinder with diameter \( R/2 = 10 \) nm and height \( H = 10 \) nm, as obtained within LRA (red line), GNOR with a \( d_\perp \)-based hydrodynamic parameter (dark blue line), and GNOR with constant diffusion \( D = 2.67 \cdot 10^{-4} \) m\(^2\) s\(^{-1}\) (green open circles). The incident field is polarised along one of the cube sides.

The above analysis and results clearly display the main strength of the Feibelman-based approach: because \( d_\perp \) is obtained for a planar interface, one quantum-mechanical (e.g. with density-functional theory) calculation per material should be sufficient to obtain the hydrodynamic parameter \( \eta^2 \), which can subsequently be introduced to hydrodynamic calculations in arbitrary geometries, as already implemented in a series of different numerical \([80–84]\) or approximate methods \([61]\). In addition to being easily generalisable, the results presented in this article also establish a solid link between the surface-enhanced Landau damping and the electron convection-diffusion mechanisms, thus providing a theoretical justification of the introduction of the GNOR diffusion term.

**VII. CONCLUSION**

We have discussed the origin and role of the diffusion term included in the GNOR theory for nonlocal plasmonics. Based on the Boltzmann equation, we showed that the diffusion-induced damping in GNOR cannot have its origins in the bulk of the material, but should be considered as an efficient way to capture surface-enhanced Landau damping. We linked the complex hydrodynamic convection-diffusion parameter to the induced surface charge via the Feibelman \( d_\perp \) parameter for the centroid
of induced charge, enabling the extraction of the input required for hydrodynamic models from systematic ab-initio calculations. The results obtained for a single metal-dielectric interface can be implemented in any geometry, thus allowing to expand the use of GNOR in a wide range of applications in nonclassical plasmonics.
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