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In this paper, we investigate the code design problem of improving the detection performance of a moving target in the presence of nonhomogeneous signal-dependent clutter for moving target-detecting (MTD) radar systems. The optimization metric is constructed based on the signal to clutter and noise ratio (SCNR) of interpulse matched filtering. Under the frameworks of cyclic and majorization-minimization algorithms, we propose a novel algorithm, named CMMCODE, to tackle the code design optimization problem in the case of unknown precise target Doppler information and nonhomogeneous clutter. In the white-noise case, the simplified algorithm is also given based on CMMCODE algorithm. The presented algorithm is computationally efficient and convergent. Numerical examples show the effectiveness of the proposed algorithms.

1. Introduction

Radars are required to deal with the simultaneous effects of receiver noise, signal-dependent clutter, and signal-independent interference, when detecting targets since echoes are received from the natural environment such as land, sea, and weather. The signal-dependent clutter can be seen as the convolution result of the transmitted signal and unwanted obstacles, whose scattering magnitude can be many orders larger than that of the target. Additionally, the signal-independent interference consists of various types of noise and jamming signals. Moving target detecting (MTD) is a mode of operation of a radar to discriminate a moving target against clutter. By taking advantage of the fact that Doppler frequency shift of a moving target is different from that of clutter, MTD technology plays an important role in modern radar systems [1]. Recently, it has been demonstrated that, with clutter statistical information, signal-to-clutter and noise ratio (SCNR) and detection performance for MTD can be improved by optimizing transmit power for pulses in a coherent processing interval (CPI) [2].

The transmit waveform design has been paid much attention to in radar research area in the last decades. The optimal radar waveform is synthesized based on different performance objectives. In the early 1960s, the problem of designing radar signals and receivers that are optimum for detecting a point target masked by a background of clutter returns and thermal noise has been investigated. The problem of choosing an optimum signal has been discussed in [3]. For detecting a particular target in the presence of additive signal-dependent clutter, the waveform optimization method, developed by Grieve and Guerci [4, 5], is evaluated in terms of the SCNR metric under a particular model of the system, clutter, and targets. The numerical solution of the optimal waveform for the T-72 and M1 main battle tanks detection was investigated in [6]. The idea of clutter suppression based on the waveform design has been extended to other radar systems. In [7], waveform design for a multiple-input multiple-output (MIMO) radar has also been studied, and this work considered the signal-dependent clutter and designed the optimal waveform based on minimum mean squared-error (MMSE) in two scenarios. In [8–12], waveform design and waveform scheduling problems in space-time adaptive processing (STAP) for airborne radar are formulated with a cost function, and least-squared solutions for the designed waveform were obtained. It
should be pointed out that these works have discussed the waveform design problem for clutter suppression from the viewpoint of interpulse coding.

A lot of work has also been carried out to radar code design by interpulse coding [13–20]. Reference [13] has dealt with the design of coded waveforms which optimize radar performances in the presence of colored Gaussian disturbance. Reference [14] considered the problem of a knowledge-aided (possibly cognitive) transmit signal and receive filter design for point-like targets in signal-dependent clutter. Reference [15] considered the worst case code design problem for clutter-free cases under a similarity constraint to a given code. The ideas of [15] were generalized in [16] where the PAR constraint was included. For designing code for signal-dependent clutter suppression for MTD in pulsed-Doppler radar, Aubry et al., Karbasi et al., Aubry et al., and Cheng et al. [17–20] proposed to resort to average and worst case performance metrics and several algorithms to solve highly nonconvex design problems. In [21, 22], block successive minimization methods and maximum block improvement (MBI) and of sequential optimization have also been considered in waveform design algorithm both in signal-dependent clutter for the MIMO system and for a spectrally crowded environment. In [23], the joint design of transmitting sequence(s) and receiving filters subject to the Peak-to-Average Ratio (PAR) constraint in radar and communications applications was conducted, and two algorithms based on the majorization-minimization (MM) method are proposed. The joint design of both transmitted waveforms and receive filters for a colocated multiple-input-multiple-output (MIMO) radar with the existence of signal-dependent interference and white noise is studied in [24]. Two algorithms based on the general MM method are developed to tackle the weighted side lobe level minimization problem in [25]. The joint design of the Doppler robust transmit sequence and receive filter based on the signal-to-noise-plus-interference (SINR) of the filter output is investigated in [26]. The robust joint design of the radar transmitted waveform and receive filter bank in a background of range-unambiguous signal-dependent clutter based on SINR is studied in [27].

The clutter model in these researches can be classified into two kinds, i.e., homogeneous and nonhomogeneous clutter, according to the properties of the clutter covariance matrix. Homogeneous clutter has an identical clutter covariance matrix for all resolution cells, and code design for homogeneous clutter can improve the detection performance for all cells. However, the clutter covariance matrix of one resolution cell in nonhomogeneous clutter may be different from that of the other cells. Therefore, code design for a certain range cell may deteriorate the others in nonhomogeneous clutter. In this paper, we will investigate the code design problem of detecting a moving target in the presence of nonhomogeneous clutter for MTD radar systems. Two different scenarios including general signal-independent interference and white noise are considered with the problem of detecting a moving target without precise Doppler frequency shift information. The optimization problems in this work are highly nonconvex and, therefore, firstly, made convex via relaxation of the original problems. Under the frameworks of cyclic algorithms [28–32] and MM algorithms [23, 25, 26, 33, 34], new algorithms are proposed to solve the convex problem. The work of this paper is summarized as follows:

(1) The effect of nonhomogeneous clutter and a moving target is considered. To our knowledge, code design for improving detection performance in nonhomogeneous clutter has not been addressed in the literature.

(2) The optimization metrics are constructed based on interpulse matched filtering, which is computationally efficient for coherent processing in a CPI. The corresponding optimization metric is given, and the connections between the SCNR and optimization metric are analytically addressed.

(3) Under the frameworks of majorization-minimization and cyclic algorithms, we propose new algorithms to tackle the code design optimization problem in the case of unknown precise target Doppler information and nonhomogeneous clutter. The presented algorithm is computationally efficient and convergent.

The rest of this paper is organized as follows. In Section 2, we derive the signal model and SCNR metric for MTD radar systems in a nonhomogeneous clutter scene. Code design for nonhomogeneous signal-dependent clutter is discussed in Section 3. This section also includes the problem formulation, problem transformation, lemmas, optimization method, and convergence analysis. Section 4 considers the white-noise case. Several numerical examples are provided in Section 5. Section 6 concludes this paper.

2. Signal Model

We assume that a pulsed-Doppler radar transmits a coherent burst of $N$ slow-time pulses. The $n$th transmitted baseband signal can be formulated as

$$s(\bar{t}, t_n) = a_n \text{rect}\left(\frac{\bar{t} - nT_r}{T_p}\right) \phi(\bar{t} - nT_r),$$  \hspace{1cm} (1)

where $\bar{t}$ and $t_n = nT_r$ denote the fast time and slow time, $0 \leq n \leq N - 1$, $T_p$ and $T_r$ are the pulse duration and pulse repetition interval (PRI), respectively ($T_r \gg T_p$), and \text{rect}(\cdot) is the rectangular pulse shaping function, expressed as

$$\text{rect}(\bar{t}) = \begin{cases} 1, & 0 \leq \bar{t} < 1, \\ 0, & \text{elsewhere}, \end{cases}$$  \hspace{1cm} (2)

where $\phi(\bar{t})$ is the complex envelop of the transmit signal and $\{a_n\}_{n=0}^{N-1}$ are the weights that control the pulse power at the transmitter and will be tried to be designed.

The radar scene can be split into different cells in range and velocity domains by a pulsed-Doppler radar at the same time. Range cells are obtained by transmitting a waveform with a certain bandwidth, whereas velocity cells are obtained by utilizing a burst of pulses that have a high Doppler
frequency resolution. Suppose that there exists \( K \) different range cells and a point-like moving target lies in the \( k \)th range cell \((1 \leq k \leq K)\). The corresponding backscatter signal can be expressed as

\[
    r_k(t, t_n) = a_k \alpha_k \text{rect} \left( \frac{t - t_k - nT_c}{T_c} \right) e^{j2\pi\left( f_c + v_d^k \right)(t - t_n)}
\]

\[
    \cdot \phi(t - t_k - nT_c) + c_k(t) + w(t),
\]

where \( a_k \) is the amplitude of the target echo, \( r_k \) indicates the time delay of the \( k \)th range cell, \( v_d^k \) indicates the Doppler frequency of the moving target, \( f_c \) is the transmitter carrier frequency, \( \alpha_k(t) \) is the clutter signal of the \( k \)th range cell, and \( w(t) \) represents the signal-independent interferences. In this paper, clutter is assumed to be range-ambiguous.

We further assume that the clutter, distributed across the Doppler frequency domain, is composed of many individual scattering points, which are statistically independent. Consequently, \( c_k(t, t_n) \) can be written as

\[
    c_k(t, t_n) = a_k \sum_{l=1}^{N_k^l} \rho_{kl} \phi(t - t_k - nT_c) e^{j2\pi\left( f_c + v_d^k \right)(t - t_n)},
\]

where \( N_k^l \) is the number of individual scatters in the \( k \)th range cell, \( \rho_{kl} \) is the amplitude of the \( l \)th scattering clutter point, and \( v_d^k \) is the corresponding Doppler frequency.

Note that, after downconverted and demodulated in the receiver, the received baseband signals are first compressed in the range domain to separate echo reflected by different range cells, and then, Doppler processing is performed to distinguish moving targets from stationary clutter. In radar engineering, the received signal is sampled at the time delays corresponding to all the range cells under test, whose interval is determined by the range resolution of the radar system. The discrete-time received signal \( r_k \) for the \( k \)th range cell corresponding to time delay \( t_k \) can be written as

\[
    r_k = \tilde{\alpha}_k a \circ p_k + a \circ c_k + w_k,
\]

where \( \tilde{\alpha}_k = a_k \alpha_k e^{-j2\pi f_c t_k} \), \( a = [a_0, a_1, \ldots, a_{N-1}]^T \) is the code vector to be designed, \( p_k = [1, e^{j2\pi f_c T_c}, \ldots, e^{j2\pi (N-1)f_c T_c}]^T \) is the Doppler frequency shift vector of the target, \( \cdot^T \) denotes the transpose of a vector/matrix, \( c_k \) is the vector corresponding to the clutter component in the \( k \)th range cell, the vector \( w_k \) represents the signal-independent noise or interferences, and \( \circ \) denotes the Hardmard (element-wise) product. A detailed description of the formation of \( c_k \) and \( w_k \) can be found in [2].

According to (5), the moving target detection problem can be given as the following binary hypothesis test:

\[
    H_0: \quad r_k^{(0)} = a \circ c_k + w_k,
\]

\[
    H_1: \quad r_k^{(1)} = \tilde{\alpha}_k a \circ p_k + a \circ c_k + w_k.
\]

Suppose that the covariance matrices of \( c_k \) and \( w_k \) (denoted by \( C_k \) and \( M_k \)) are a priori known by using geographical, meteorological, or prescan information [35] and the scattering amplitude of the moving target \( \alpha_k \) is a zero-mean complex Gaussian random variable with variance \( \sigma_{T,k}^2 \). The matched filter detector which compares the likelihood ratio associated with the abovementioned hypothesis test is \( h_k = a \otimes p_k \). The performance of this detector in the \( k \)th range cell depends on the following SNCR metric, i.e.,

\[
    \text{SNCR}_k = \frac{|h_k^H (\alpha_k a \circ p_k)|^2}{\mathbb{E}[h_k^H (a \circ c_k + w_k)]^2}
\]

\[
    = \frac{\sigma_{T,k}^2 e^4}{\left( a \circ p_k \right)^H (M_k + A C_k A^H) (a \circ p_k)}
\]

\[
    = \frac{\sigma_{T,k}^2 e^4}{\text{tr} \left( A^H (M_k + A C_k A^H) A p_k p_k^H \right)}
\]

where \( e \) denotes the maximum transmit energy, \( A = \text{Diag}(a) \), \( \text{Diag}(\cdot) \) denotes the diagonal matrix formed by the entries of the vector argument, \( \cdot^H \) denotes conjugate transpose of a vector/matrix, and \( \text{tr}(\cdot) \) denotes the trace of a matrix. Note that \( A = \text{Diag}(a) \), and \( e = \text{tr}(A A^H) = a^H a \) is an energy constraint.

3. Code Design for Nonhomogeneous Signal-Dependent Clutter

3.1. Problem Formulation. Suppose that the Doppler frequency shift of the target \( v_d^k \) is known and the variance difference of the scattering amplitude \( \alpha_k \) is ignored; code design for improving the detection performance of the MTD radar system can be achieved by minimizing the following performance metric, which can be expressed as

\[
    \text{SNCR}_k = \left( a \circ p_k \right)^H (M_k + A C_k A^H) (a \circ p_k).
\]

If the target Doppler frequency shift is unknown, but the considered interval \( \Omega = [v_{d,\text{lower}}^k, v_{d,\text{upper}}^k] \) \((v_{d,\text{lower}}^k \) and \( v_{d,\text{upper}}^k \) are upper and lower bounds, respectively) for the target Doppler frequency shift is known, the following design metric (referred to as average metric) can be used for such a case:

\[
    \int_{\Omega} \left( a \circ p_k \right)^H (M_k + A C_k A^H) (a \circ p_k) f(v_d^k) dv_d^k,
\]

where \( f(v_d^k) \) is the probability density function (pdf) of \( v_d^k \). It should be pointed out the mentioned interval \( \Omega \) is a prior known based on prior known knowledge of the moving target type or prescan estimates of the target Doppler frequency shift. In common cases, \( v_d^k \) is considered to be uniformly distributed over \( \Omega \) to model the pdf of the target Doppler frequency shift.

Suppose that the target Doppler frequency shift is uniformly distributed over the interval \( \Omega \) which is previously known; then, the discrete form of the design metric can also be given by

\[
    \mathcal{M}_k = \frac{1}{L} \sum_{l=1}^{L} \left( a \circ p_k \right)^H (M_k + A C_k A^H) \left( a \circ p_k \right)(v_{d,k}^l),
\]

where \( L \) is the number of discrete Doppler frequency shift, \( v_{d,k}^l = v_{d,\text{lower}}^k + (l - 1)/(L - 1) \left( v_{d,\text{upper}}^k - v_{d,\text{lower}}^k \right), \)

\( l = 1, 2, \ldots, L \).
Until now, we have only considered the design metric for only one range cell under test, and for homogeneous clutter scene, the detection performance will be improved for all range cells. However, for the nonhomogeneous clutter scene, the covariance matrices $[C_k]$ are different from each other. Code design for a certain range cell may result in a decreased SCNR and detection performance in other range cells. In cases with a nonhomogeneous clutter scene and a prior known Doppler frequency shift interval, the design metric can be represented as

$$\sum_{k=1}^{K} \Phi_k (M_k, C_k),$$

where $K$ is the number of all range cells under test.

Consider that the signal-independent noise or interferences usually have the same statistical characteristic, which implies that $M_1 = M_2 = \cdots = M_K = M_0$. With a drop in the constant value for simplification, the above-mentioned design metric can also be expressed as

$$\sum_{k=1}^{K} \sum_{l=1}^{L} \left( a \otimes p_k (v_{k,l}^I) \right)^H (M_0 + AC_k A^H) \left( a \otimes p_k (v_{k,l}^I) \right).$$

In a nonhomogeneous clutter scene, the SCNR expression is different from each other, and code design for a certain range cell may not optimize the SCNR in other range cells. Therefore, we should use the above-mentioned design metric, which is the sum of clutter and signal-independent noise output of matched filters of all range cells, to evaluate the optimization performance. The abovementioned design metric can also be transformed into the following expression, which is expressed as

$$a^H M a + a^H ACA^H a,$$

where

$$M = \sum_{k=1}^{K} \sum_{l=1}^{L} M_k \otimes (p_k (v_{k,l}^I) p_k (v_{k,l}^I)^H),$$

$$C = \sum_{k=1}^{K} \sum_{l=1}^{L} C_k \otimes (p_k (v_{k,l}^I) p_k (v_{k,l}^I)^H).$$

To optimize the detection performance in a nonhomogeneous clutter scene, the optimization problem can be formulated under an energy constraint:

$$\min_a \ a^H M a + a^H ACA^H a$$

s.t. $a^H a = e.$

The objective function of the abovementioned optimization problem consists of a quadratic form $a^H M a$ and a quartic form $a^H ACA^H a$. Because of the quartic form in an objective function, it is difficult to optimize this problem directly. As the objective function is highly nonconvex, this problem is difficult to tackle. In this paper, we try to transform this nonconvex problem by using some important inequalities.

### 3.2. Lemmas for Optimization

**Lemma 1.** Let $R$ be an $N \times N$ Hermitian and positive definite matrix; then, for any point $x, x_0 \in \mathbb{C}^N$, the quadratic form $x^H R x$ is majorized by

$$\sigma_1 x^H I x + 2 \text{Re} \left( x^H (R - \sigma I) x_0 \right) + x_0^H (\sigma I - R) x_0,$$

where $\sigma_1$ is the largest eigenvalue of $R$. Proof of Lemma 1 is presented in Appendix A.

**Lemma 2.** Let $Q$ be an $N \times N$ Hermitian and positive definite matrix and $X_k = \text{Diag}(x_k)$ be diagonal matrices, $x_k \in \mathbb{C}^N$; then, for any point $x \in \mathbb{C}^N$, we have

$$\left| x^H X_k Q X_k^H x \right|^2 \leq \left| x^H X_k Q X_k^H x \right| \cdot \left| x^H X_k Q X_k^H x \right|,$$

and the equality is obtained if $x = x_k$.

Lemma 2 can be directly concluded via Cauchy–Schwarz inequality.

**Theorem 1.** Let $Q$ be an $N \times N$ Hermitian and positive definite matrix and $X = \text{Diag}(x)$ be a diagonal matrix $x_0 \in \mathbb{C}^N$; then, the form $x^H X Q X^H x$ is majorized by

$$2 \text{Re} \left[ x^H X_k Q X_k^H x_0 \right] - 4 \xi_1 \text{Re} (x^H x_0) + \kappa (x_0),$$

where $\kappa (x_0) = 4 \xi_1 e - x_0^H X_k Q X_k^H x_0$, $e = \|x\|^2 = \|x_0\|^2$, and $\xi_1$ is the largest eigenvalue of $X Q X^H$. Proof of Theorem 1 is presented in Appendix B.

**Lemma 3.** Let $Q$ be $N \times N$ Hermitian and positive definite matrices, $X = \text{Diag}(x)$ be a diagonal matrix, and $e = \|x\|^2$; then, the matrix $X Q X^H$ is still a positive definite matrix. The largest eigenvalues $\xi_1$ of $X Q X^H$ satisfy

$$\lambda_{\max} (X Q X^H) \leq e \lambda_{\max} (Q),$$

where $\lambda_{\max} (\cdot)$ denotes the largest eigenvalues of a matrix. In the proof of Lemma 3, the inequality follows by Weil’s monotonicity theorem (“Matrix Analysis,” p. 184, Theorem 4.3.7, applied with $j = k = n$) and then uses, directly, the bound on $\lambda_{\max} (X Q X^H)$ [36, 37].

### 3.3. Majorization-Minimization-Based Optimization Method

The majorization-minimization (MM) method can be used to solve optimization problems that are difficult to tackle directly.

Let $a^{(k)}$ and $A^{(k)}$ be at the $k$th iteration. By applying Lemma 1 and Theorem 1, the objective function in (15) can be majorized by the following form:

$$\mu (a, a^{(k)}) = 2 \text{Re} \left[ a^H (M - \alpha I) a^{(k)} \right] + 2 \text{Re} \left[ a^H (A^{(k)} C^* A^{(k)H} - 2 \beta I) a^{(k)} \right]$$

$$+ (2 \alpha_1 + 4 \beta_1) e - a^{(k)H} M a^{(k)} - a^{(k)H} A^{(k)} C^* A^{(k)H} a^{(k)},$$

(20)
where \( \alpha_1 \) is the largest eigenvalue of \( \mathbf{M} \) and \( \beta_1 \) is the largest eigenvalue of \( \mathbf{AC}^H \mathbf{A} \). According to Lemma 5, we have \( \beta_1 \leq \eta_1 \), and \( \eta_1 \) is the largest eigenvalue of \( \mathbf{C} \).

By ignoring the constant items in (20), the majorized optimization problem of (15) can be given by

\[
\begin{align*}
\min_{a} \quad & \text{Re}[\mathbf{a}^H (\mathbf{M} - \alpha_1 \mathbf{I}) \mathbf{a}^{(k)}] + \text{Re}[\mathbf{a}^H (\mathbf{A}^{(k)} \mathbf{C} \mathbf{A}^{(k)H} - 2\beta_1 \mathbf{I}) \mathbf{a}^{(k)}] \\
\text{s.t.} \quad & \mathbf{a}^H \mathbf{a} = e, \\
\end{align*}
\]

(21)

which can be rewritten as

\[
\begin{align*}
\min_{a} \quad & \text{Re}[\mathbf{a}^H (\mathbf{M} + \mathbf{A}^{(k)} \mathbf{C} \mathbf{A}^{(k)H} - (\alpha_1 + 2\beta_1) \mathbf{I}) \mathbf{a}^{(k)}] \\
\text{s.t.} \quad & \mathbf{a}^H \mathbf{a} = e. \\
\end{align*}
\]

(22)

This minimization problem can be transformed into a simple form:

\[
\begin{align*}
\min_{a} \quad & \| \mathbf{a}^{(k+1)} - \mathbf{b}^{(k)} \|_2^2 \\
\text{s.t.} \quad & \mathbf{a}^H \mathbf{a} = e, \\
\end{align*}
\]

(23)

where

\[
\mathbf{b}^{(k)} = -(\mathbf{M} + \mathbf{A}^{(k)} \mathbf{C} \mathbf{A}^{(k)H} - (\alpha_1 + 2\beta_1) \mathbf{I}) \mathbf{a}^{(k)}. 
\]

(24)

3.4. Convergence Analysis. According to the majorization-minimization scheme, the sequence of the objective function values \( f(\mathbf{a}^{(k)}) \) at \( \mathbf{a}^{(k)} \) is nonincreasing, and \( f(\mathbf{a}) \) is guaranteed to converge to a finite value by

\[
f(\mathbf{a}^{(k+1)}) \leq u(\mathbf{a}^{(k+1)}, \mathbf{a}^{(k)}) \leq u(\mathbf{a}^{(k)}, \mathbf{a}^{(k)}) = f(\mathbf{a}^{(k)}). 
\]

(25)

Lemma 4. The optimization problem in (15) is equivalent to

\[
\begin{align*}
\min_{a} \quad & \widetilde{f}(\mathbf{a}) = \mathbf{a}^H \mathbf{M} \mathbf{a} + \mathbf{a}^H \mathbf{A} \mathbf{C} \mathbf{A}^H \mathbf{a} + (2\alpha_1 + 8\beta_1) \mathbf{a}^H \mathbf{a} \\
\text{s.t.} \quad & \mathbf{a}^H \mathbf{a} = e. \\
\end{align*}
\]

(26)

Since the added item is just a constant, it will not affect the optimal solution of (26), and vice versa. By ignoring the constant item, (26) is majorized by

\[
\widetilde{f}(\mathbf{a}, \mathbf{a}^{(k)}) = 2\text{Re}[\mathbf{a}^H (\mathbf{M} - \alpha_1 \mathbf{I}) \mathbf{a}^{(k)}] + 4\text{Re}[\mathbf{a}^H (\mathbf{A}^{(k)} \mathbf{C} \mathbf{A}^{(k)H} - 2\beta_1 \mathbf{I}) \mathbf{a}^{(k)}] \\
- \mathbf{a}^{(k)H} \mathbf{M} \mathbf{a}^{(k)} - 2\mathbf{a}^{(k)H} \mathbf{A}^{(k)} \mathbf{C} \mathbf{A}^{(k)H} \mathbf{a}^{(k)} + (2\alpha_1 + 8\beta_1) \mathbf{a}^{(k)H} \mathbf{a}^{(k)}. 
\]

(27)

Theorem 2. The limit point \( \mathbf{a}^{(\infty)} \) of the convergence sequence \( \{\mathbf{a}^{(k)}\} \) is a stationary point of (15) and satisfies

\[
\nabla \widetilde{f}(\mathbf{a}^{(\infty)})^T \mathbf{a}^{(\infty)} \geq 0, 
\]

(28)

where \( \nabla (\cdot) \) denotes the first-order derivation [22].

Proof of Theorem 2 is presented in Appendix C.

4. Code Design for the White-Noise Case

A special case for code design in a MTD radar system is that the signal-dependent interference only contains receiver noise, which is white and statistically independent with each other. In this case, let \( \mathbf{M} = \mathbf{R}_{x} \), where \( \mathbf{R}_{x} \) is the noise power. Note that \( \mathbf{a}^H \mathbf{M} \mathbf{a} = \rho_x^2 e \), and accordingly, the optimization problem in (15) is simplified into

\[
\begin{align*}
\min_{s} \quad & s^T \mathbf{C} \mathbf{s} \\
\text{s.t.} \quad & \sum_{n=1}^{N} s_n = e, \quad s_n \geq 0, \\
\end{align*}
\]

(29)

where \( \mathbf{s} = [s_0, s_1, \ldots, s_{N-1}]^T \) and \( s_n = |a_n|^2 \). It is easy to observe that the objective function in (29) is invariant to a phase-shift version of the code vector \( \mathbf{a} \). This means only amplitude modulation in slow-time pulses affects the corresponding optimization metric.

We can obtain a lemma similar to Lemma 2, which is described as follows.

Lemma 5. Let \( \mathbf{R} \) be an \( N \times N \) Hermitian and positive definite matrix; then, for any point \( \mathbf{x}, \mathbf{x}_0 \in \mathbb{R}^N \), the quadratic form \( \mathbf{x}^H \mathbf{R} \mathbf{x} \) is majorized by

\[
\sigma_1 \mathbf{x}^H \mathbf{x} + 2\text{Re}(\mathbf{x}^H (\mathbf{R} - \sigma_1 \mathbf{I}) \mathbf{x}_0) + \mathbf{x}_0^H (\sigma_1 \mathbf{I} - \mathbf{R}) \mathbf{x}_0, 
\]

(30)

where \( \sigma_1 \) is the largest eigenvalue of \( \mathbf{R} \).

By ignoring the constant item in (30), the majorized problem of (29) can be given by

\[
\begin{align*}
\min_{s} \quad & s^T \mathbf{s} + \text{Re}[s^T (\mathbf{C} - \sigma_1 \mathbf{I}) \mathbf{s}^{(k)}] \\
\text{s.t.} \quad & \sum_{n=1}^{N} s_n = e, \quad s_n \geq 0. \\
\end{align*}
\]

(31)

Let \( 2\mathbf{d}^{(k)} = \text{Re}[\mathbf{(C} - \sigma_1 \mathbf{I}) \mathbf{s}^{(k)}] = |\text{Re}(\mathbf{C}) - \sigma_1 \mathbf{l}| \mathbf{s}^{(k)} \), and the objective function of (31) is equivalent to

\[
\begin{align*}
\mathbf{s}^T \mathbf{s} + \text{Re}[\mathbf{s}^T (\mathbf{C} - \sigma_1 \mathbf{I}) \mathbf{s}^{(k)}] &= \mathbf{s}^T \mathbf{s} + \mathbf{s}^T [\text{Re}(\mathbf{C}) - \sigma_1 \mathbf{l}] \mathbf{s}^{(k)} \\
&= \sum_{n=1}^{N} s_n^2 + 2s_n d_n^{(k)} = \sum_{n=1}^{N} (s_n + d_n^{(k)})^2 - \sum_{n=1}^{N} d_n^{(k)2} = \|\mathbf{s} + \mathbf{d}^{(k)}\|_2^2 - \|\mathbf{d}^{(k)}\|_2^2, \\
\end{align*}
\]

(32)
Table 1: The proposed algorithm for code design in nonhomogeneous clutter.

Step 1: set $k = 0$, and initialize $a^{(0)}$
Step 2: calculate $a_1$ and $\beta_1$
Step 3: $b^{(k)} = -(M + A^{(k)H}C^{(k)H} - (\alpha_1 + 2\beta_1)I)a^{(k)}$
Step 4: $a^{(k+1)} = \sqrt{\epsilon}b^{(k)}/\|b^{(k)}\|_2$
Step 5: $k = k + 1$
Step 6: repeat steps 3–5 until convergence

where $\| \cdot \|_2$ denotes the $\ell_2$ norm.

Consequently, the optimization problem is also equivalent to

$$\min_{\mathbf{s}} \| \mathbf{s} + \mathbf{d}^{(k)} \|_2^2$$

s.t. $\sum_{n=1}^{N} \mathbf{s}_n = e, \quad \mathbf{s}_n \geq 0.$ \hspace{1cm} (33)

The closed-form solution of (33) is given by $\mathbf{s} = -\mathbf{d}^{(k)}$. Considering the nonnegative restriction of $\mathbf{s}_n$, the suboptimal solution of (33) can be written as

$$\overline{\mathbf{d}}^{(k+1)} = \begin{cases} -\mathbf{d}^{(k)}, & \mathbf{d}^{(k)} \leq 0, \\ 0, & \mathbf{d}^{(k)} > 0. \end{cases}$$ \hspace{1cm} (34)

Now, we summarize the algorithm, and the corresponding steps are given in Table 2.

In Table 2, $\mathbf{s}^{(0)}$ is the initialized code, $\alpha_1$ is the largest eigenvalue of $\mathbf{M}$, $\mathbf{f}^{(k)}$ is the calculated code of the $k$th iteration, and $\mathbf{s}^{(k+1)}$ is the optimized code of the $k$th iteration.

Table 2: The proposed algorithm for code design in nonhomogeneous clutter and white noise.

Step 1: set $k = 0$, and initialize $\mathbf{s}^{(0)}$
Step 2: calculate $\alpha_1$
Step 3: $\mathbf{d}^{(k)} = \text{Re}((\mathbf{C} - \alpha_1 I)\mathbf{s}^{(k)})/2$
Step 4: $\overline{\mathbf{d}}^{(k+1)} = \begin{cases} -\mathbf{d}^{(k)}, & \mathbf{d}^{(k)} \leq 0, \\ 0, & \mathbf{d}^{(k)} > 0. \end{cases}$
Step 5: $\mathbf{s}^{(k+1)} = (\mathbf{d}^{(k)})_n / (\sum (\mathbf{d}^{(k)})_n)$
Step 6: $k = k + 1$
Step 6: repeat steps 3–5 until convergence, $a_0 = \sqrt{\delta N}$

5. Numerical Examples

Numerical examples are provided to demonstrate the detection performance improvement of the proposed algorithms. Two code design examples including the general signal-independent interference and white noise are given. In the general signal-independent interference example, the entries of the corresponding covariance matrix $\mathbf{M}_0$ can be generated by a first-order autoregressive process with parameters $p_{\text{int}} = 0.5$ and $p_{\text{mt}} = 1$, as well as a white noise at the receiver with the variance $\sigma^2_\delta$:

$$\mathbf{M}_0(m, n) = \sigma^2_\delta \delta[m - n] + p_{\text{mt}} p_{\text{int}}^{\mid m - n \mid}, \quad 1 \leq m, n \leq N.$$ \hspace{1cm} (35)

where $\delta[m - n]$ is the discrete Dirac function, $\sigma^2_\delta = 0.01$.

In the white-noise example, (35) is simplified into

$$\mathbf{M}_0(m, n) = \sigma^2_\delta \delta[m - n], \quad 1 \leq m, n \leq N.$$ \hspace{1cm} (36)

To compare the performance improvement between the coded and uncoded cases, we define the transmit code as $a_0 = \sqrt{\delta N}$, and the average metric for evaluation can be rewritten as

$$\text{Average Metric} = \frac{1}{K} \sum_{k=1}^{K} \mathbb{M}_k(M_k, C_k).$$ \hspace{1cm} (37)

This metric also indicates the algorithm performance in terms of merit (7).

5.1. Homogeneous Clutter Case. Although CMMCODE algorithm is designed for the radar code for a nonhomogeneous clutter case, this algorithm can also be applied for obtaining optimal codes for the homogeneous clutter case. The goodness of the resultant codes is investigated by comparing with uncoded system, CoRe, and CADCOD algorithms in [2]. In this example, the entries of the $k$th clutter covariance matrix $\mathbf{C}_k$ can be given by [38]:

$$C_k(m, n) = \sigma^2_\rho \rho_c^{(k)[m-n]^2}, \quad 1 \leq m, n \leq N,$$ \hspace{1cm} (38)

where $\sigma^2_\rho = 1$ and $\rho_c^{(k)}$ is a random number, representing the clutter characteristic [1]. For the moving target, we also assume that $\nu^c$ is uniformly distributed over $\Omega = [\nu^c_{\text{lower}}, \nu^c_{\text{upper}}]$, where $\nu^c_{\text{lower}} = -0.5$, and $\nu^c_{\text{upper}} = 0.5$.

It is no surprise that the coded system, exploring the resultant codes of CoRe, CADCOD, and CMMCODE algorithms, outperform the uncoded system. Additionally, we note that average metric of the codes of CoRe, CADCOD, and CMMCODE are almost the same in Figure 1(a), with slightly negligible differences. This reveals that the convergence performance the CMMCODE algorithm is as good as CADCOD and CoRe algorithms. The saturation phenomenon in Figure 1(a) is also observed. This indicates that the increase in the average metric is negligible for sufficiently large values of the transmit energy $e$ (i.e., $e > 25$ dB).

We also investigate the detection probability [39] of CoRe, CADCOD, CMMCODE algorithms, compared with that of the uncoded system. To this end, we consider the target with $\sigma^2_\gamma = 10$ and transmit energy $e = 10$, and use 1000 sets of random generated data to simulate the receiver operating characteristic (ROC). ROCs of matched filter [40] with the resultant codes of CoRe, CADCOD, CMMCODE algorithms, and the uncoded code are plotted in Figure 1(b). As expected, the detection probabilities obtained by CoRe, CADCOD, CMMCODE algorithms outperform that of the uncoded system. Negligible differences can be observed between ROCs associated with various resultant codes.

In Figure 2, the convergence of CADCOD and CMMCODE is shown. We can find that the convergence speed of CMMCODE is faster than that of CADCOD. Considering that CMMCODE only involves complex multiplication and addition, the computational complexity of CMMCODE is lower than that of CADCOD.

5.2. Nonhomogeneous Clutter Case. In this example, we assume there exist 3 different range cells under the detection
To demonstrate the effectiveness of code design, the spectrum model of the clutter is assumed to be Gaussian, and its corresponding covariance coefficient is given by

\[ C_k(m, n) = e^{-2(\pi \sigma_c^2(m-n)T_r)} e^{j2\pi v_{c,0}^k(m-n)T_r}, \]

(39)

where \( \sigma_c^k \) denotes the spectrum width of the clutter of the \( k \)th range cell and \( v_{c,0}^k \) indicates the center frequency of the clutter. We assume that there exist 3 different range cells, and \( \sigma_1^2 = 80, \sigma_2^2 = 8, \sigma_3^2 = 15, v_{c,0}^1 = -50 \text{ Hz}, v_{c,0}^2 = 0 \text{ Hz}, \) and \( v_{c,0}^3 = 25 \text{ Hz} \). The pulse repetition interval \( T_r \) equals to 0.01 s. The interested target Doppler frequency lies in \([-10, 10]\) Hz. The clutter spectrum shapes of 3 different range cells are plotted in Figure 3.

Considering that CoRe and CADCODE algorithms can only synthesis code according to a certain clutter covariance matrix, we choose CADCODE algorithm for comparing the average metric and average detection probability with CMMCODE algorithm in a nonhomogeneous clutter case. Average detection probability (ADP) is defined to be the mean value of the detection probability in a different range cell and expressed as

\[ \text{ADP} = \frac{1}{K} \sum_{k=1}^{K} P_d(M_k, C_k). \]

(40)

In Figures 4(a) and 4(b), we note that the resultant codes in CMMCODE algorithm own the highest average metric.
and best detection performance, and the average metric of the resultant codes in CADCODE algorithm is slightly lower than the former. It can be easily seen that the code in CADCODE algorithm is designed according to the clutter covariance matrix of a preset range cell. However, the synthesized code in CADCODE algorithm can only have high metric in the corresponding range cell. Meanwhile, the codes in CMMCODE algorithm demonstrate adaptivity in all range cells.

To show the performance improvement of SCNR, the metric IMP is defined as

\[
IMP(C_k) = \text{Average Metric (CMMCODE)} - \text{Average Metric (C_k)}.
\]  

(41)

Figure 4(c) demonstrates the IMP metric performance of the resultant codes of CMMCODE algorithm, compared with that of the CADCODE algorithm. It can be observed that the average detection probability of the resultant code of CMMCODE algorithm is 9 percent higher than that of the resultant codes of CADCODE algorithm in the maximum extent. It can also be concluded that this improvement is not available in all transmit energy ranges, and best
improvement is obtained when the transmit energy $e$ lies in $[4, 10]$ dB.

Figures 5(a)–5(c) plot the receiver operating characteristic (ROC) curves, which is the probability of detection of the receiver as a function of the probability of false alarm, for 3 range cells with the resultant codes of CADCODE and CMMCODE algorithms, and the uncoded systems when transmit energy $e$ equals to 5 dB. It can be observed that the probability of detection of the resultant code of CMMCODE algorithm achieves good performance in 3 range cells, and the probability of detection of the resultant code of CADCODE algorithm can achieve a good performance in only one of the three range cells.

5.3. White-Noise Case. In this example, the signal-independent interference is assumed to be receiver noise, which is white and statistically independent with each other. The noise power $\sigma_n^2$ is 0.01.

Figures 6(a)–6(b) show the average metric and detection performance of the resultant codes of the CADCODE and CMMCODE algorithms. We also note that the resultant codes in CMMCODE algorithm own the highest metric and
best detection performance. The average metric and detection performance of the resultant codes in CADCODE algorithm is slightly lower than the former. In this simulation, the global solution of (29) obtained by the Lagrange duality method is compared with CMMCODE. As we can see, their performance is very close. Figure 6(c) demonstrates the metric performance of the resultant codes of CMMCODE algorithm, compared with that of the CADCODE algorithm. It can be observed that the average detection probability of the resultant code of CMMCODE algorithm is 9 percent higher than that of the resultant codes of CADCODE algorithm in the maximum extent. This improvement is not available in all transmit energy ranges, and the best improvement is obtained when the transmit energy $e$ equals to 0 dB.

Figures 7(a)–7(c) plot the ROC curves for 3 range cells with the resultant codes of CADCODE and CMMCODE algorithms and the uncoded systems when the transmit energy $e$ equals to 0 dB. It can also be observed that the probability of detection of the resultant code of CMMCODE algorithm achieves good performance in 3 range cells, and the probability of detection of the resultant code of CADCODE algorithm can achieve a good performance only in one of the three range cells.
6. Conclusions

In this paper, code design problem for a MTD radar system in a nonhomogeneous clutter scenario is investigated. Considering the SCNR metric of an interpulse matched filtering output, we construct the corresponding optimization problem for optimizing a radar waveform in a CPI and transform the optimization problem by majorization-minimization. For solving this optimization problem, we propose an algorithm, i.e., CMMCODE, based on cyclic and majorization-minimization algorithms, which is computationally efficient. In the white-noise case, the simplified algorithm is also given based on CMMCODE algorithm. CMMCODE algorithm demonstrates computational efficiency and fast convergence. In the homogeneous clutter case, its performance is as good as CoRe and CADCODE algorithms. In the nonhomogeneous clutter case, it has better balanced performances for different range cells.

Appendix

A. Proof of Lemma 1

Because of the (semi) negative definiteness of $\mathbf{R} - \sigma \mathbf{I}$, we have
\[(x - x_0)H (R - \sigma I) (x - x_0) \leq 0,\]  
which implies
\[x^H R x \leq \sigma x^H I x + 2 \Re x^H (R - \sigma I) x_0 + x_0^H (\sigma I - R) x_0.\]  
\[(A.2)\]

**B. Proof of Theorem 1**

With Lemma 1, \(x^H XQX^H x\) is majorized by
\[x^H XQX^H x \leq \xi_1 x^H I x + x^H (XQX^H - \xi_1 I) x_0 + x_0^H (\xi_1 I - XQX^H) x_0 \]
\[\leq x^H XQX^H x_0 + x_0^H XQX^H x - x_0^H XQX^H x_0 + 2\xi_1 e - 2\xi_1 \Re x^H x_0.\]  
\[(B.1)\]

With Lemma 2, we note that
\[\left| x^H XQX^H x_0 \right| \leq \sqrt{(x^H XQX^H x) \cdot (x^H XQX^H x_0)},\]
\[\left| x_0^H XQX^H x \right| \leq \sqrt{(x_0^H XQX^H x) \cdot (x_0^H XQX^H x_0)},\]
\[2 \Re x^H XQX^H x_0 \leq \left| x^H XQX^H x_0 + x_0^H XQX^H x \right| \leq 2 \sqrt{(x^H XQX^H x) \cdot (x_0^H XQX^H x_0)}.\]  
\[(B.2)\]
\[(B.3)\]

Hence, we can easily obtain
\[\Re (x^H XQX^H x_0) \leq x^H XQX^H x\]
and
\[\Re (x_0^H XQX^H x_0) \leq x_0^H XQX^H x_0,\]
and therefore, we have
\[x^H XQX^H x \leq x_0^H XQX^H x_0 + 2\xi_1 e - 2\xi_1 \Re x^H x_0.\]  
\[(B.4)\]

Note that \(\xi_1\) is also the largest eigenvalue of \(X_0 Q^* X_0^H\); we apply Lemma 2 again to the abovementioned inequality and obtain
\[x^H XQX^H x \leq 2 \Re [x^H x_0 Q^* X_0^H x_0] - 4\xi_1 \Re x^H x_0 + \kappa(x_0).\]  
\[(B.5)\]

**C. Proof of Theorem 2**

It is easy to show that
\[
\nabla f(a^{(N)}) = \nabla \mu(a^{(N)}, a^{(N)}) = 3M a^{(N)} + 4A^{(N)} A^{(N)} H a^{(N)}.
\]
\[(C.1)\]

Due to the positive definiteness of \(M\) and \(C\), we can easily obtain \(\nabla f(a^{(N)})^T a^{(N)} \geq 0\), which indicates that the limit point is also a stationary point.
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