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Abstract—Partitioning hypervisor solutions are becoming increasingly popular, to ensure stringent security and safety requirements related to isolation between co-hosted applications and to make more efficient use of available hardware resources. However, assessment and certification of isolation requirements remain a challenge and it is not trivial to understand what and how to test to validate these properties. Although the high-level requirements to be verified are mentioned in the different security- and safety-related standards, there is a lack of precise guidelines for the evaluator. This guidance should be comprehensive, generalizable to different products that implement partitioning, and tied specifically to lower-level requirements. The goal of this work is to provide a systematic framework that addresses this need.

Index Terms—Partitioning hypervisor, Security, Certification

I. INTRODUCTION

In recent years, the development of technological solutions that exploit hardware more efficiently has become stronger. The current COVID-19-induced silicon shortage [1] has also contributed to this need. Generally, the industry brings the development of mixed-criticality systems (MCSs) to meet this requirement. With an MCS, several domains at different levels of criticality are deployed into a common hardware platform, reducing hardware size and weight, cost, and power consumption. Virtualization technologies, along with the concept of partitioning, are becoming a prominent way for the industry to consolidate multiple software systems on the same System-on-a-Chip in a flexible way [2], [3]. Partitioning hypervisors must ensure stringent isolation properties between the different coexistent domains. The isolation property allows individual domains to be isolated by making them independent so that they cannot interfere with each other. Isolation must be considered both in spatial and temporal terms, as well as in terms of fault containment.

In addition, when partitioning solutions are used in certified systems, it is necessary to consider the above properties in light of security or safety certification requirements. The main difference between safety and security is the origin of the risk. Safety considers hazards and, thus, accidental component failures or software errors, while security considers threats and focuses on intentional malicious attacks. Despite these differences, it is important to note that both attacks and incidents can cause damage to system assets in terms of people, property, environments, or services. Suffice to remember the famous Stuxnet [4] and Flame [5] attacks in safety-critical domains. Therefore, safety and security requirements should be clearly treated in critical contexts [6]–[9]. As for a traditional virtualization solution, performing safety/security assessment of a partitioning hypervisor in a manageable and cost-effective way remains a big challenge.

Existing work, both from industry and from academia, recommends the use of manual tests [10], [11], fault injection [12]–[15], or fuzzing testing [16]–[19] to assess some components (e.g., device emulation, memory virtualization, CPU virtualization). As part of a certification process, pre-existing tools are insufficient. First, individually they do not cover all the isolation mechanisms of the partitioning solution under test. Further, they also provide no evidence on the certification requirements that may have been covered by the tests. Other studies include the use of formal methods to verify the properties of a partitioning solution [20]–[23]. Despite formal verification has proven to be a good way to assess isolation requirements, it makes the process costly. In addition, the use of these techniques is mandatory only for high-assurance levels and not for intermediate ones. Moreover, there is currently no approach that is easily generalizable to different partitioning solutions and directly addresses certification requirements.

The objective of this work is to move toward filling this gap. We propose a comprehensive framework to evaluate the isolation level of a partitioning hypervisor, considering together the security and safety certification requirements. Considering requirements from different standards can make the certification process more efficient and less costly, allowing the reuse of any artifacts produced.

The contributions of this work are as follows:

• Analysis of isolation properties highlighted in certification standards to propose a mapping between the functional mechanisms implementing isolation requirements in a virtualization solution and the certification functional requirements; An example mapping is provided considering the ISO 15408 standard and the requirements described in the Separation Kernel Protection Profile (SKPP);

• A comprehensive safety and security methodological framework to assess isolation properties of partitioning hypervisors for certification purposes.
II. BACKGROUND

A. Partitioning concepts and virtualization solutions

The concept of partitioning was born to isolate different processes running on common hardware, in terms of spatial, temporal, and fault isolation, making them appear independent. **Partition**, also known as domain, represents the logical isolated unit. It is an abstraction that separates a portion of a certain resource (such as CPU time or memory) from all other portions. From ISO 15408, DO-178B, and IEC 61508 standards:

- **Temporal isolation** is the ability to isolate the impact of the usage of a resource (such as CPU or memory) of a certain partition on the decay of the performance of another partition. This avoids phenomena such as starvation or throughput reduction.
- **Spatial isolation** (also known as memory isolation) is the ability to isolate code and data of a partition from the others. This prevents data and code alteration or eavesdropping.
- **Fault isolation** prevents any failure in one partition from causing failures in another partition or impacting the overall system throughput.

Over the years, all architectural solutions that have been designed to deal with partitioning are based on virtualization technologies. Virtualization provides a software layer that abstracts the hardware resources to run different and isolated application environments. Virtualization approaches can be divided into full-virtualization or para-virtualization. Full-virtualization, which can also be hardware-assisted, allows the complete abstraction of the hardware resources (e.g., CPU, memory, etc.) to the guests, emulating privileged instructions and I/O operations. On the other hand, para-virtualization includes modifying the guest Operating System (OS) to communicate directly with the underlying hypervisor, through so-called hypercalls, a mechanism similar to system calls. **Cotroneo et al.** [3] grouped the virtualization approaches used or proposed for industrial mixed-criticality systems into four main categories:

- Solutions based on separation kernel and microkernel, specifically designed for industrial and embedded domains (e.g., Lynx OS-178 [24], PikeOS [25], VxWORKS [26], Jailhouse [27], Bao [28]);
- Solutions that extend general-purpose hypervisors in order to support real-time properties. These solutions foster the adoption of mainstream virtualization solutions in the industry (e.g., DornerWorks Xen-based hypervisor named ARLX [29]);
- Solutions based on the isolation support provided by security CPU hardware extensions (e.g., the SGX-based solution proposed by De Simone et al. [30], or the ARM TrustZone-assisted hypervisor LTZvisor [31]);
- Solutions based on lightweight virtualization, such as containers or unikernels, which try to achieve a compromise between isolation and the small footprint required in some industrial domains (e.g., includeOS [32], rumprun [33], mirageOS [34]).

Of all the virtualization solutions mentioned above, the ones that best fit the concept of partitioning are those based on the separation kernel. In fact, these solutions, also known as **partitioning hypervisors**, are specifically designed to ensure isolation. A partitioning hypervisor is developed with the smallest footprint possible, providing the least number of services, ensuring partition management and static allocation of resources (e.g., CPU and memory) to partitions. It must also ensure that no communication channels are established among the partitions other than the explicitly defined ones. The partitioning hypervisor is the virtualization solution addressed by the framework proposed in this paper.

B. Partitioning mechanisms

**H. Blasum** [35] analyzed different architectures, including general-purpose OS (GPOS), real-time OS (RTOS), Multiple Independent Level of Security kernel (MILS) and identified several functional mechanisms that contribute to spatial and temporal isolation properties. Some of them are already available in a GPOS, others can be found in a safety-compliant RTOS. In a partitioning hypervisor, there are the same mechanisms, properly enforced.

1) Memory partitioning mechanisms:

- **[M1]** Access control to user-space memory: MMU configurations to ensure the separation of user-space memory portions among partitions, restricting accesses. This ensures memory integrity (control of writes) and memory confidentiality (control of reads) between two or more different partitions.
- **[M2]** Access control to kernel-space memory: MMU configurations to ensure the separation of kernel-space memory portions containing, for example, management data (upper bounds for resource usage, actual usage, the state of threads running in the kernel, etc.).
- **[M3]** Access control to hardware resources: kernel configurations to completely separate hardware resources among the partitions or, if the resources are shared, to separate their use by time windows. This enforces confidentiality.
- **[M4]** Static memory allocation: memory management mechanisms to statically allocate fixed quotas of memory to each partition. This ensures that no partition can deplete the storage space (for example, by a fork bomb), enforcing availability.

2) Temporal partitioning mechanisms:

- **[T1]** CPU registers reuse: kernel mechanism for temporal partitioning of CPU register between applications. This makes residual information unavailable on context switches, enforcing confidentiality.
- **[T2]** Cyclical Scheduler: kernel mechanisms to impose fixed scheduling that ensures each partition gets access to the CPU on a cyclic basis in its time slices. This enforces availability.
TABLE I
SPATIAL, TEMPORAL, AND FAULT ISOLATION PROPERTIES IN DIFFERENT STANDARDS

| Standard | Scope | Spatial Isolation Details | Temporal Isolation Details | Fault Isolation Details | Ref. |
|----------|-------|---------------------------|----------------------------|-------------------------|------|
| DO-178C (Avionics) [36] | Safety | “A partitioned software component should not be allowed to contaminate another partitioned software component’s code, input/output (I/O), or data storage areas.” | Section 2.4.1.a | “Faults of hardware unique to a partitioned software component should not cause adverse effects on other partitioned software components.” | Section 2.4.1.c |
| IEC 61508, Part 3 (Generic) [37] | Safety | “Spatial: the data used by one element shall not be changed by another element. In particular, it shall not be changed by a non-safety-related element.” | F2, F4 (Annex F) | Not explicitly mentioned, but implied by “independence of execution” and “non-interference” of isolated applications. | F3 (Annex F) |
| ISO 26262, Part 6 (Automotive) [38] | Safety | “With respect to memory, the effects of faults such as those listed below can be considered for software elements executed in each software partition: corruption of content; read or write access to memory allocated to another software element.” | D.2.3 (Annex D) | Not explicitly mentioned, but implied by “freedom from interference” of isolated applications. | D.2.1 (Annex D) |
| EN 50128 (Railway) [39] | Safety | Not explicitly mentioned, but implied by “Response Timing and Memory Constraints” | D.45 (Annex D) | N/A | N/A |
| ISO 15408, Part 2 (Generic) [40] | Security | Not explicitly mentioned but implied by access control information flow. | FDP_ACC, FDP_ACF | Not explicitly mentioned, but implied by resource management. | FRU_RSA |

- **[T3]** Worst-case execution time: kernel mechanism to ensure an upper bound of the worst-case execution time for each critical execution path in the system. These bounds could also refer to the resource utilization time of a task. This enforces readiness and availability, preventing a task from stalling another task.

- **[T4]** Temporal normalization: while WCET sets an upper bound for the time of resource utilization, temporal normalization (TN) imposes that the utilization time is fixed. It is possible to implement TN by inserting small empty time windows after useful work to fix the slot duration. This prevents resource modulation to establish a timing covert channel, enforcing confidentiality.

This asset-based analysis has supported the definition of the proposed methodological framework. In fact, the identification of partitioning mechanisms is important to better understand which components should be tested and monitored in a partitioning hypervisor solution.

### III. ISOLATION PROPERTIES IN STANDARDS

As the concept of mixed-criticality is increasingly adopted in industry, spatial, temporal, and fault isolation must be considered in the certification process. Several international standards recommend verification activities to certify the isolation level provided by the system under test (SUT). For instance, fault injection testing, robustness testing, or performance testing are recommended. These activities are used during the certification process by the evaluator, but also by the developer to demonstrate the prerequisites for certification. Table I shows how five different standards [36]–[40] treat or mention isolation properties. For each of the standards, the "Scope" column gives indications about the type of standard (Safety or Security). The columns "Spatial isolation", "Temporal Isolation" and "Fault Isolation" give details about the isolation properties and their references in the standard. In addition, some standards also mention specific techniques to ensure these properties. For example, DO-178B [36], IEC 61508 [37], and ARINC-653 [41], recommend temporal predictability using fixed cyclical scheduling, time-triggered scheduling, fixed priority-based scheduling, monitoring of CPU execution time, or WCET analysis for temporal isolation purposes. Instead, parity bits, error-correcting code, cyclic redundancy check, redundant storage, and restricted access to memory through MMU or IOMMU are common techniques recommended for achieving spatial isolation. It should be noted that temporal partitioning for safety requires that the hardware utilization of a partition does not affect the availability of resources of another partition. Temporal partitioning for security requires that a partition cannot detect when another partition is using or not the resource. On the other hand, regarding memory partitioning, safety standards may not consider confidentiality. For example, DO-178C states:

Section 2.4.1: "A partitioned software component should not be allowed to contaminate another component’s code, I/O, or data storage areas.” [36]
The "not to contaminate" requirement does not imply any measures to prevent eavesdropping. However, from a product perspective, if an access control mechanism has been implemented, this will control access not only for "writes", but also for "reads". One of the key factors in designing the proposed framework is the identification of the software components that provide the isolation features. The latter will be monitored and validated during the certification process.

One more important factor is the identification of testing techniques to be used for validation. The factors described above must be mapped to the requirements addressed by the specific standard, in order to use the proposed framework in a certification context. So there is a need to provide the following mappings.

- **MA** Mapping between the partitioning mechanisms and the functional requirements specified in the standard.
- **MB** Mapping between existing testing techniques and the assurance requirements specified in the standard.

References to the partitioning mechanisms identified [35] are few or absent in a process-oriented standard (often those related to safety). Besides, it is only possible to extrapolate higher-level functional requirements (see Table 1). In this case, the mapping (MA) cannot be provided only from the standard. Typically, the lower-level requirements of the specific product under test are provided by the developer, who can help define the above mapping. On the contrary, the mapping (MB) can be evaluated even with product unawareness. On the other hand, in a product-oriented standard (such as the security-oriented ISO 15408 standard) one can infer both mappings. In fact, in this case, the standard provides both functional and assurance requirements for the precise class of product to be tested.

Among certification standards, ISO 15408 (also known as Common Criteria) [40] is a good example for providing the above mappings, being a product-oriented standard.

Moreover, over the years, the certification requirements related to isolation properties have already been formalized, for example, for the Separation Kernel architecture. ISO 15408 provides a standardized security framework that allows users to define unambiguously and comprehensively threats, security objectives, and assumptions related to an IT system, by writing

| Table II ISO 15408: Partitioning Mechanisms and SFRS Mapping |
|---------------------------------------------------------------|
| **Ref.** | **Security Functional Requirement class** | **Separation Mechanism** |
| [FDP_IFC.2.1] | Information Flow Control Policy | [M1][M2][M3] |
| [FDP_IFC.1.1] | Information Flow Control Functions | [M3] |
| [FMT_MO] | Management of Functions | [M2] |
| [FMT_IF.3.1] | Limited Illicit Information Flows | [M4][T4] |
| [FDP_BIP.2.1] | Full Residual Information Protection | [T1] |
| [FTP_SEP] | Domain Separation | [M3] |
| [FRU_RSA] | Minimum and Maximum Quotas | [M4][T3][T4] |
| [FRU_PRU] | TSF Predictable Resource Utilization | [M4][T3][T4] |
A. Test and regular partitions

The target hypervisor mounts two types of partitions: test partitions and regular partitions. Test partitions can be para-virtualized (PV Test Partition) or hardware-assisted full-virtualized (HVFV Test Partition) and will stimulate the hypervisor running testing workload. Different testing techniques can be adopted, such as manually written tests, random tests, dynamic symbolic execution-based tests, automatically generated fuzzing-based tests, fault injection testing, etc. We can map all these techniques to the assurance requirements we find in the standards. We can refer to Table III for mapping. Regular partitions are used to run representative workloads with different levels of criticality according to the representative scenario deployed on top of the target hypervisor. The hypervisor is assumed to handle these partitions properly while serving the testing workload.

| Ref. | Security Assurance Requirement | Testing Techniques |
|------|--------------------------------|--------------------|
| [ATE_FUN] | Functional Testing | End-user-based tests, equivalence tests, boundary values analysis |
| [ATE_COV] | Coverage Analysis | Fuzz testing, dynamic symbolic execution |
| [ATE_DPT] | Depth Testing | Fault injection |
| [AVA_CCA] | Covert Channel analysis | Covert Channel Analysis |
| [AVA_SOF] | Strength of TOE security functions | Penetration testing |
| [AVA_VAN] | Vulnerability Analysis | Penetration testing, Fuzz testing, Taint analysis |

IV. Partitioning Hypervisor Assessment

The asset-based analysis of partitioning hypervisors presented in Section II, along with the analysis of the certification requirements related to isolation in the Section III, led to the definition of a methodological framework for the isolation assessment of a partitioning hypervisor solution. If the isolation properties are appropriately tested, the solution can be certified in terms of security and safety. Therefore, the proposed framework does not vertically address a specific component, but aims to benchmark the overall degree of isolation of a partitioning solution in order to answer the question: How much isolation does the target partitioning solution provide?

The framework should support the following.

- **Support certification standards**: fine-tuned to meet different security- and safety-related requirements and different declinations of isolation.
- **Support for different partitioning solution**: different products can implement, for example, different hypervisor interfaces.
- **Support different types of testing**: different target components may require different types of testing.
- **Limited impact on the system under test**: framework components must be modular and must not intrusively impact the hypervisor.

Figure 2 shows the proposed design for the framework implementation. The architecture components are discussed in detail in the following.
B. FVHW and PV Interfaces

Perez-Botero et al. [43] perform an extensive analysis of reported vulnerabilities (CVEs) for two general-purpose hypervisors, Xen and KVM. Although a partitioning hypervisor has a smaller attack surface than a general-purpose hypervisor, the above analysis helped define the target interfaces. There are two critical vectors to be considered: the hypercall surface in para-virtualized (PV) systems and the hardware-assisted full-virtualized (HWFV) surface in full-virtualized systems (e.g., VMexit handlers in Intel x86 systems). There is also software-assisted full virtualization, which relies on binary translation. However, it is not used much because current hypervisors take advantage of HWFV to provide better performance. Through PV and HWFV interfaces, it is possible to manage all virtualized resources made available by the hypervisor, such as CPU, memory, and I/O devices. Although para-virtualization outperforms full virtualization in terms of performance [44], partitioning hypervisors take advantage of HWFV to provide more isolation. For example, Bao [28] and Jailhouse [27] hypervisors leverage ARM VHE [45], Intel VT-x [46] CPU virtualization extensions to ensure static partitioning. Additional examples of virtualization extensions that can be used in other CPUs include AMD-V [47] and RISC-V H-extension [48]. In any case, the framework tries to embrace a broad spectrum of virtualization solutions by including those that are not initially designed for partitioning (see Xen) but can be adapted. In those cases, the para-virtualization surface would continue to exist, could be exploited by an attacker, and therefore must be tested. Using the two types of interfaces described, the framework is generalizable to all hypervisor partitioning solutions.

C. Isolation Monitor

The monitor component allows us to detect at run-time, during the testing phase, the isolation status provided to regular partitions. It checks whether the testing workload affects the operational state, confidentiality, or integrity of regular partitions. The degree of isolation to be provided by the hypervisor may depend on the standard used for certification, as well as the assurance level to be certified. For this reason, the components to be monitored and the properties to be validated should be chosen by a configuration. Generally, logging mechanisms are the main source of information to monitor operation behavior [49], but include several limitations, since logs are noisy and lack information on changes in resource states [50]. An effective solution is represented by run-time verification strategies [51], which perform checks over events in the system (e.g., after service API calls) to assert whether the resources are in a valid state [52]. These checks can be specified as monitoring rules, for example, by using temporal logic and synthesized in a run-time monitor [53]–[58], which allows analyzing whether the testing workload affects the operational state, safety, confidentiality, or integrity of regular partitions. The impact of the monitor component, if it remains in the system after validation, is not negligible. Therefore, this component must be able to be disabled during production.

D. Orchestrator

The orchestrator coordinates the testing of the target partitioning hypervisor. First, it configures the testbed via an abstract description (configurator), by providing the isolation monitor with information about which properties and components to monitor. This information may vary depending on the product being tested and the standard considered.
The orchestrator also deals with generating test cases (test cases generator), as well as initiating their execution on test partitions. Our framework could potentially handle a wide variety of techniques, ranging from automated fuzzing testing to fault injection, to manually written ad hoc tests. Furthermore, the orchestrator handles startup and any reboots of the target hypervisor during the testing (runner), for example, by using fork servers to parallelize the tests. Finally, it is responsible for maintaining test logs, hypervisor status, and regular partition monitoring logs for analytics purposes (logger).

V. RELATED WORK

Over the years several previous works have tried to test virtualization solutions, check their robustness, and reliability, or find security bugs. In some cases, these bugs could affect isolation properties. For example, fuzzing techniques have already been applied at the hypervisor interface to find both bugs and vulnerabilities. MultiNyx [16] proposes a technique for automatically modeling the semantics of complex processor instructions by applying dynamic symbolic execution and combining traces between two different layers (VM and VMM context). Hypercube [17] implements a black box fuzzer that automatically discovers and tests different hypervisor interfaces, serving a custom OS to drive the workload. Nyx [18] proposes a gray-box coverage-guided fuzzer that relies on coverage through Intel PT and implements a fast VM reload mechanism to increase fuzzing throughput. Hyperfuzzer [19] is a hybrid fuzzer that combines random coverage-guided input mutation, based on Intel PT, with precise input generation based on path constraints derived from dynamic symbolic execution. About fault injection testing targeting virtualization technologies, most studies in the literature proposed methods and tools which only address specific issues of cloud computing-related software. For example, well-known solutions in this field include Fate [12] and its successor Prefail [13] for testing cloud-oriented software against faults from the environment, by emulating the unavailability of the network, storage, and remote processes at the API level; similarly, Ju et al. [14] test the resilience of cloud infrastructures by injecting crashes (e.g., by killing VMs or service processes), network partitions (by disabling communication between two subnets), and network traffic latency and losses. Cerveira et al. [15] use fault injection to test isolation among hypervisors and partitions, deliberately introducing CPU / memory corruptions and resource leaks. In contrast to the techniques mentioned above, which try to automate the testing process, both academia and industry have often used manually written tests. NCC Group [10] tested features such as ASLR, W^X policy, stack canaries, and heap integrity checks for two major unikernels, demonstrating that security assessment can be done by writing ad hoc tests. The main problem is the effort required to write these tests, in addition to the fact that they are tailored to specific products. Finally, several works have explored the applicability of formal methods directed toward proving the isolation properties of partitioning hypervisors. Baumann et al. [20] verify the memory manager in the PikeOS Separation Kernel through the VCC verifier [21]. Richards [22] demonstrated verification of the fault containment property of the INTEGRITY-178B Separation Kernel used in avionics. Heitmeyer et al. [23] demonstrate the formalization of a data separation property and its verification for an embedded device. To date, the use of formal methods appears to be the most comprehensive way to verify the isolation requirements of these solutions. The major limitations, however, are due to excessive cost in the analysis and non-applicability for solutions larger than 10/15K LOC. In addition, although they are mandated techniques for certification of high assurance levels (e.g. EAL6-EAL7 in CC), they are not required for intermediate levels. Beyond formal methods, the other techniques mentioned are not sufficient when used alone. Although many of them appear to be applicable to partitioning hypervisors, (1) none of them specifically consider certification requirements related to isolation, (2) individually they do not exhaustively cover all partitioning hypervisor components, and (3) they are not generalizable to different partitioning hypervisor solutions. For these reasons, it is instead appropriate to use these techniques in combination within the proposed framework.

VI. CONCLUSION

This work provides a methodological framework to evaluate the isolation level of a partitioning hypervisor solution. The framework is generalizable to different products and explicitly considers the isolation requirements of security- and safety-related standards. By analyzing the isolation requirements provided in different standards, the hypervisor properties to be validated during the certification process were well-defined. In addition, the SKPP analysis provided an example mapping between functional mechanisms and certification functional requirements, as well as a mapping between existing testing techniques and certification assurance requirements. These mappings must be considered during the use of the framework to generate evidence about the coverage of a certain set of certification requirements. An industrial player can use our framework to assess the isolation properties of different existing products and choose the one that best suits their needs. On the other hand, a developer might be interested in verifying his own product to place it in a certifiable context and provide a certification package.

ACKNOWLEDGMENTS

This work has been supported by the project COSMIC of UNINA DIETI.

REFERENCES

[1] Bloomberg. (2022) Automotive Chip-Shortage Cost Estimate Surges to $110 Billion. [Online]. Available: https://www.bloomberg.com/news/articles/2021-05-14/automatic-chip-shortage-cost-estimate-surges-to-110-billion
