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Abstract—Linear spectral unmixing is an essential technique in hyperspectral image (HSI) processing and interpretation. In recent years, deep learning-based approaches have shown great promise in hyperspectral unmixing (HU), in particular, unsupervised unmixing methods based on autoencoder (AE) networks are a recent trend. The AE model, which automatically learns low-dimensional representations (abundances) and reconstructs data with their corresponding bases (endmembers), has achieved superior performance in HU. In this article, we explore the effective utilization of spatial and spectral information in AE-based unmixing networks. Important findings on the use of spatial and spectral information in the AE framework are discussed. Inspired by these findings, we propose a spatial–spectral collaborative unmixing network, called SSCU-Net, which learns a spatial AE network and a spectral AE network in an end-to-end manner to more effectively improve the unmixing performance. SSCU-Net is a two-stream deep network and shares an alternating architecture, where the two AE networks are efficiently trained in a collaborative way for estimation of endmembers and abundances. Meanwhile, we propose a new spatial AE network by introducing a superpixel segmentation method based on abundance information, which greatly facilitates the employment of spatial information and improves the accuracy of unmixing network. Moreover, extensive ablation studies are carried out to investigate the performance gain of SSCU-Net. Experimental results on both synthetic and real hyperspectral datasets illustrate the effectiveness and competitiveness of the proposed SSCU-Net compared with several state-of-the-art HU methods.
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I. INTRODUCTION

Due to the limited spatial resolution of hyperspectral sensors, together with complex natural surfaces and scattering of the light, mixed pixels, which tend to contain more than one spectral signature, become a challenging issue in hyperspectral image (HSI) processing and application [1], [2]. Therefore, hyperspectral unmixing (HU) has been a major technique for the utilization of hyperspectral data, whose purpose is to extract basic features (endmembers) and calculate the corresponding fractions (abundances) in the spectral pixels of HSI [3]. Relying on different mixing models, unmixing algorithms can be divided into two categories: linear and non-linear spectral unmixing [3], [4]. Linear mixing model (LMM) is widely used in HU due to its computational tractability, and it assumes that the observed spectrum of a mixed pixel is a linear combination of endmember spectra weighted by the corresponding mixing coefficients (abundances) [4], [5]. Subject to physical constraints, abundances need to satisfy two constraints: the abundance nonnegativity constraint (ANC) and the abundance sum-to-one constraint (ASC) [6].

In this article, we follow most of the previous works and focus on linear spectral unmixing. Under the LMM, early unmixing approaches can be categorized as geometrical, statistical, or a sparse regression problem. Depending on whether pure pixels are assumed, the geometrical-based methods can be further divided into pure pixel-based methods or minimum volume-based methods. The best-known representative methods based on pure pixels are the pixel purity index (PPI) [7], N-finder (N-FINDR) [8], and vertex component analysis (VCA) [9]. Nevertheless, the assumption of pure pixels in these algorithms is difficult to guarantee in real HSI. Minimum volume-based methods are proposed to process highly mixed hyperspectral data, of which minimum volume simplex analysis (MVSA) [10] is a good example. In addition, statistical-based methods are also effective alternatives to process highly mixed HSI and have attracted great attention. For example, the Bayesian framework expresses the unmixing problem as an inference problem, utilizing statistical assumptions and priors to constrain the unmixing results [11]–[13]. Due to the unique advantages in learning part-based representation, nonnegative matrix factorization (NMF) is a widely used unmixing tool that can simultaneously estimate endmembers and abundances [14]–[16]. Many extended NMFs have been proposed, most of which introduce a number of regularization constraints, containing priors into endmember extraction or abundance estimation process to involve spectral and/or spatial information into the NMF framework [17]–[19]. Sparse regression-based unmixing approaches are another mainstream. Sparse unmixing [20], [21] is proposed as a
semisupervised method, which represents the spectrum of mixed pixel as a sparse linear combination of spectral signatures in a pre-known and large spectral library. The sparse unmixing algorithm via variable splitting and augmented Lagrangian (SUinSAL) [20] is a typical example of sparse unmixing. Based on the fact that mixed pixels are unlikely to be mixed by a quantity of spectra, it adopts the classic $l_1$ regularization term on the abundances. By introducing a total variation (TV) regularization term, the SUinSAL-TV [22] algorithm integrates the spatial information between pixels. However, it may cause problems with oversmoothness and blurred boundaries. Thus, collaborative SUinSAL (CLSUnSAL) [23] introduces the $l_{2,1}$ regularization term and imposes row sparsity on the abundance matrix. On the other hand, in [24] and [25], a weighted sparse unmixing framework with weighted $l_1$ norm is proposed, which penalizes the nonzero elements in the abundance matrix by introducing one or more weighting factors. Meanwhile, a variety of spatial and/or spectral weighted regularizers [26]–[30] have also been proposed to introduce related spatial and spectral information in HSI to improve the unmixing results.

In recent years, thanks to the powerful learning and data fitting capabilities of deep neural networks, deep learning-based unmixing methods have attracted more attention. Various deep networks for HU have been proposed, mainly based on deep autoencoder (AE) networks and its variants, which have been proven to be effective for unmixing [31]. As a baseline network for unmixing, AE maps the spectrum of mixed pixel into abundance coefficients, and then the decoder reconstructs the input mixed spectrum adopting a linear mapping, which is the endmembers. By imposing constraints such as ANC and ASC on the abundance representations, an AE can be effectively trained [32].

EndNet [33], deep autoencoder network (DAEN) [34], DeepGUn [35], uDAS [36], TANet [37], IMNet [38] and SNMF-Net [39] are typical examples of such unmixing methods. EndNet proposes a two-staged AE network, and a new loss function composing a Kullback–Leibler divergence term with spectral angle distance (SAD) similarity and a sparsity term. While improving the accuracy of endmember and abundance estimation, the complexity of loss function makes parameter selection a challenging problem. DAEN consists of two parts: the first part employs stacked AEs to initialize the unmixing process, and the latter part uses a variational AE (VAE) to unmix HSI. While in DeepGUn, VAE is used for the endmember generation process. uDAS presents an untied AE network, which uses a denoising constraint and a sparsity constraint on the decoder and encoder, respectively. With the same untied-weighted AE, TANet proposes a two-stream network and introduces an additional network to deal with the problem in the endmembers. Similarly, IMNet introduces an additional discriminator to calculate the Wasserstein distance and introduces a feature matching regularization term. From a different perspective, SNMF-Net proposes an end-to-end unmixing network based on the LMM, which can take advantages of both model-based and learning-based approaches.

In the above AE-based deep unmixing methods, the spatial-contextual information in HSI is ignored. Reviewing traditional unmixing methods based on geometry, statistics, and sparse representation, it can be found that most of the unmixing methods, including [18], [19], [26], [27] and [29], are mainly proposed for exploring the spatial information in HSI. It is very important to introduce spatial information in the process of unmixing [22], [26], [40], [41], and the superiorities of combining with spatial-contextual information for HSI processing have been confirmed in a large number of literatures [42], [43].

In the AE-based unmixing networks, the training process based on a single mixed pixel ignores the spatial-contextual information. Therefore, the patchwise or cubewise convolutional neural network (CNN) is introduced to exploit the spatial-contextual information in HSI. Based on the AE architecture presented in [32], a structure of multiple parallel AEs using multitask learning is proposed in [44], which introduces spatial information into unmixing in the form of HSI patches. In [45], a CNN-based AE model is proposed, which uses HSI patches to train the unmixing network to directly utilize the spatial information of HSI. Most recently, a cycle-consistency AE network based on the perception mechanism is presented in [46], introducing a new self-perception loss. In [47], a two-stream siamese unmixing network is proposed, which introduces an additional network to guide the endmember information. Both of these networks can be used to model the spatial-contextual information for spatial–spectral unmixing by adjusting the convolution filter sizes. In [48], the deep image prior is introduced into unmixing network, which uses CNN to estimate abundance coefficients and incorporates global spatial information. Differently, a spatial–spectral AE network is proposed in [49], using spatial and spectral information, respectively. However, the AE networks are independent, which limits the further improvement of unmixing.

Based on the above analysis, it can be found that the patchwise methods can improve the estimation accuracy of endmembers, because it conforms to the idea of endmember bundles. However, it may reduce the accuracy of abundance estimation and produce blur effects. It is explained in [45] and [48] that this is due to the fact that spatial structure information contained in small patches is insufficient to make the convolutional operation perform better. Introducing the spatial information into unmixing process and combining spectral information for effective spatial–spectral unmixing is an important topic in unmixing task. How to efficiently mine the spatial–spectral information in HSI to serve high quality unmixing is the key to improve unmixing accuracy. Therefore, in this article, we explore the efficient utilization of spatial–spectral information in the AE-based deep network. Meanwhile, we propose a novel spatial–spectral collaborative unmixing network, called SSCU-Net, including a new spatial AE network and a spectral AE network. It conducts collaborative training on endmembers and abundances in an end-to-end manner, and greatly improves the performance of unmixing. The main contributions of this article are the following threefold, which distinguish it from other deep unmixing networks.

1) We make an important discovery that spatial and spectral information have different influence on endmember
extraction and abundance estimation processes in the AE-based unmixing networks. Specifically, the utilization of spectral information has a better effect on the extraction of endmembers, while the usage of spectral information can improve the estimation of abundances. This has an important guiding significance for the application of spatial and spectral information in unmixing networks.

2) Based on the discovery, we propose a new SSCU-Net to make appropriate use of spatial–spectral information. It is a two-stream deep network that includes a spatial AE network and a spectral convolutional AE network. Aiming at the particularity of AE-based unmixing network, we design a collaborative strategy for the proposed two-stream AE network to perform high-quality estimation of endmembers and abundances. The collaborative strategy consists of a collaborative loss for abundance fractions and a weight-sharing alternating training strategy for endmember information, which efficiently trains the network in an end-to-end manner.

3) In the two-stream deep unmixing network, we propose a new AE network employing spatial information. By developing a superpixel segmentation method based on abundance information, we propose a new superpixel utilization method that integrates superpixels into the AE network. It introduces spatial information into the unmixing process in a more general form to enhance the utilization of spatial information. Whereas the spectral convolutional AE network, with previous developments, adopts a form of spectral convolution to make full use of spectral information.

The rest of this article is structured as follows. Section II introduces the background of AE-based unmixing theory. In Section III, we introduce the proposed SSCU-Net structure. Experimental results and detailed comparisons with state-of-the-art approaches are shown in Section IV. Finally, conclusions are drawn in Section V.

II. AE-BASED UNMIXING MODEL

The LMM can be expressed as

\[ Y = AX + N \]  

(1)

where \( Y \in R^{l \times n} \) is an observed mixed pixel matrix with \( l \) bands and \( n \) pixels. \( A \in R^{p \times l} \) denotes the endmember matrix with \( p \) endmember signatures, and \( X \in R^{p \times n} \) is the corresponding abundance matrix. \( N \in R^{l \times n} \) represents an additive noise matrix. Subject to physical constraints, the abundance vectors \( x_j \) need to satisfy the following ANC and ASC constraints:

\[
\begin{align*}
    x_j &\geq 0 \\
    \sum_{i=1}^{p} x_{ij} &= 1.
\end{align*}
\]  

(2)

The problem studied in this article is to employ AEs to simultaneously estimate the endmember matrix \( A \) and abundance matrix \( X \) in (1) via an unsupervised manner. An AE generally consists of an encoder and a decoder.

1) **Encoder:** An encoder uses some trainable network parameters to encode the input spectra \( \{y_i\}_{i=1}^{n} \in R^l \) to a hidden representation \( h_i \), which is given as

\[ h_i = f_E(y_i) = f(W^{(e)}^T y_i + b^{(e)}) \]  

(3)

where \( f \) represents the activation function, and \( W^{(e)} \) denotes the weight in the \( e \)th encoder layer, with \( b^{(e)} \) being the bias. The most widely used activation functions include the rectified linear unit (ReLU), sigmoid, or leaky ReLU functions.

2) **Decoder:** A decoder reconstructs the input spectra using \( h_i \) through a hidden layer. Based on the LMM, it can be expressed as

\[ \hat{y}_i = f_D(h_i) = W^{(d)}^T h_i \]  

(4)

where \( \hat{y}_i \) represents the reconstructed spectrum, \( W^{(d)} \) is the weight matrix of decoder, which includes the weights between the hidden and output layer. The AE network learns the representations and weights to reconstruct the spectrum by minimizing the mean square error (mse)-based objective function, which is defined as

\[ L_{AE} = \frac{1}{n} \sum_{i=1}^{n} \left\| \hat{y}_i - y_i \right\|^2. \]  

(5)

It should be noted that in the AE-based unmixing model, we generally do not use the bias, since it often leads to a large negative value [36]. Meanwhile, based on (4), we can find that the AE model naturally matches with the unmixing problem, that is, the output of encoder can be regarded as the estimated abundances, i.e., \( \hat{x}_i \leftarrow h_i \), and the weight of decoder can be considered as the extracted endmembers, i.e., \( \hat{A} \leftarrow W^{(d)} \).

III. SPATIAL–SPECTRAL COLLABORATIVE UNMIXING NETWORK

In order to efficiently utilize the spatial and spectral information in HSI different from the existing 3-D convolutional network structure, we propose a new SSCU-Net. It is a two-stream network that includes a spatial information-oriented spatial AE network and a spectral information-oriented spectral convolutional AE network. The two networks perform endmember extraction and abundance estimation processes in a collaborative manner. Fig. 1 illustrates the proposed SSCU-Net architecture.

In the spatial AE network, referred to as SAE, we propose an efficient spatial information processing method and integrate it into the AE network. In the traditional unmixing methods, we observe that the region-based spatial information processing methods have achieved superior results [18], [50]–[53], among which the superpixel segmentation method is a typical method. Based on this, we propose an abundance-based superpixel segmentation method for processing spatial information. Compared with traditional spatial information processing methods using a sliding window as in [22], [29], and [49], it is a more general form of spatial processing. Meanwhile, the processing form based on abundance is a new way of utilizing spatial information, which
can not only make the segmentation results more suitable for the input requirements of AE network, but also reduce the computational complexity. Combining it with the AE unmixing network can make efficient use of spatial information in HSI.

In the spectral convolutional AE network, SCAE for short, based on the previous development, we adopt a 1-D spectral convolutional network to make full use of spectral information in HSI. One dimensional spectral convolution has been widely used in supervised and unsupervised unmixing networks [54]–[56]. Convolutional networks have powerful feature extraction capabilities, while HSI has a wealth of continuous spectral information. Therefore, the application of 1-D convolutional operations on spectral dimension can effectively extract spectral characteristics.

It is worth pointing out that both SAE and SCAE are unmixing networks based on AE, where SAE mainly explores spatial information and SCAE explores spectral information. They can be used independently as an unmixing network, and the endmember and abundance matrices can be obtained simultaneously in the end. However, we find that the endmember and abundance matrices obtained by the two unmixing networks are different: the accuracy of endmembers extracted by the SAE is better than that of SCAE, while in the case of giving the same endmember matrix, the abundance fractions estimated by the SCAE is better than that of SAE. In other words, the SAE network is more useful to extract endmembers, while the SCAE network is more helpful with abundance estimation. More detailed experimental instructions are described in Section IV-C. This can also be explained in terms of its network structure and the way of using spatial and spectral information. In the SAE network, the spatial information of HSI is mainly explored and a mixed pixel should be input simultaneously with its surrounding pixels. This is consistent with the idea of endmember bundles [37], [48], which is beneficial for the extraction of endmembers. In contrast, its estimation of the abundance fractions of a single pixel is not satisfactory. On the other hand, the SCAE network mainly utilizes the spectral information in HSI and adopts a single sequential input way for the mixed pixels, which will have a better effect on the abundance estimation. This supports the idea of using convolutional networks for abundance estimation in the literature [54], [55].

Based on this discovery, we propose a collaborative strategy to make full use of the respective advantages of SAE and SCAE in the two-stream network. It includes a collaborative loss between abundances and a weight sharing strategy between endmembers, so that they can promote each other, alternate optimization, and finally converge to an optimal solution together. It can not only improve the accuracy of endmember extraction and abundance estimation, but also greatly increase the convergence speed of networks.

A. Spatial AE Network

Considering [57] and [58], the spectral characteristics of adjacent mixed pixels are highly correlated and generally share the same set of endmembers, that is, the same substance is always continuously and smoothly distributed in HSI. Huang et al. [49] considers spatial information by means of a square sliding window. However, the size and shape of the image patch obtained in this way are fixed, and the spatial and spectral information in local regions cannot be fully utilized. In [49], we can observe that when the size of the sliding window is larger, the unmixing performance begins to decrease. This is due to the fact that a larger sliding window is more likely to contain pixels that are not similar in abundance to the center pixel.

Hence, in order to obtain more accurate homogeneous regions, we introduce the superpixel segmentation method to
obtain local homogeneous regions with varied size and shape, and further explore the role and effect of spatial information in AE-based unmixing. Superpixel segmentation is the mainstream method in image segmentation. It is also widely used in HSI unmixing. Xu et al. [51] and Li et al. [53], [59] introduce the spatial information into unmixing more effectively through superpixel segmentation methods. Compared with traditional sliding window-based methods, superpixel segmentation can adaptively partition an image into different sizes and shapes according to data homogeneity, and it shows more competitive performance in terms of noise and outlier suppression, and computational efficiency [37]. In this article, we adopt the well-known simple linear iterative clustering (SLIC) [60] segmentation method to obtain suitable segmentation results for AE-based unmixing.

In simple terms, for the RGB image in the CIELAB space, the SLIC algorithm clusters pixels according to their color channels and coordinates to effectively generate compact and uniform superpixels. In HSI unmixing, as in [51], [53], and [59], replacing the luminosity and color component used in RGB images by the spectral vector in HSI, SLIC can be extended to HSI to perform superpixel segmentation. Different, in our approach, we replace the spectral vector with abundance information. Let \( D(i, j) \) denote the dissimilarity of two pixels \( i \) and \( j \), and it is obtained by calculating the spatial distance \( d_{spa}(i, j) \) and the abundance distance \( d_{abu}(i, j) \). Finally, the definition of the distance metrics used in our approach is

\[
D(i, j) = \sqrt{d_{abu}^2(i, j) + \left( \frac{d_{spa}(i, j)}{S} \right)^2 m^2} \quad (6)
\]

\[
d_{spa}(i, j) = \sqrt{(a - b)^2 + (c - d)^2} \quad (7)
\]

\[
d_{abu}(i, j) = \| x_i - x_j \|_2 \quad (8)
\]

where \((a, b)\) and \((c, d)\) represent the coordinates of pixel \( i \) and \( j \), respectively. \( x_i, x_j \) are the abundance vectors. \( S = \sqrt{m/Q} \) denotes the nominal size of a superpixel, where \( Q \) denotes the number of superpixels. \( m \) is a balancing weight controlling the relative importance between abundance and spatial similarity. \( S \) and \( m \) are two very important parameters. When the nominal size \( S \) increases, the obtained superpixel block becomes larger, and as the compact factor \( m \) increases, the obtained superpixel block becomes more regular. It is foreseeable that as \( m \) tends to infinity, the segmentation results will approach the situation of a square sliding window. In this sense, the window-based methods can be regarded as a special case of superpixel segmentation. This article explores a more general form of spatial information processing by analyzing the parameters \( S \) and \( m \). Section IV-B gives a more detailed analysis of the influences of \( S \) and \( m \) on HSI segmentation.

In addition, compared with the previous superpixel segmentation methods based on spectral vector, the introduction of abundance information into superpixel segmentation has two advantages. First, the segmentation results can be more suitable for the input requirements of AE network. In the encoder, we expect to obtain a more accurate hidden representation, i.e., a more accurate abundance. Obviously, it is more direct and accurate to obtain superpixel blocks through abundance information (although relatively rough) than using the original spectral information. Second, it can reduce computational complexity. Each mixed pixel in HSI usually contains hundreds of spectral information, while the dimension of abundance vector of each pixel is generally a single digit, which can greatly reduce the amount of calculation.

After performing superpixel segmentation on the whole HSI, \( Q \) superpixel blocks can be obtained. For any superpixel block \( SP \), we define its center pixel as \( y_c \), which is obtained by comparing with the mean value of the pixel coordinates in \( SP \). Its definition is given as

\[
y_c = \arg \min_{y \in SP} d_{spa}(y_k, y_v) \quad (9)
\]

where \( y_v \) is a virtual pixel, and its spatial coordinate is the mean value of the pixel coordinates in \( SP \).

In the SAE network, rather than using the average value of pixels in a superpixel block as input in unsupervised unmixing methods, we input all pixels in a superpixel block into SAE network in a parallel way, as shown in the top half of Fig. 1. Then the average value of its hidden representations is taken as the hidden representation of the center pixel. The SAE is designed to be a three-layer network, where the encoder is used for dimensional reduction of parallel input pixels, and the decoder is used to reconstruct the spectrum of the center pixel. Drawing on [36] and [38], the adopted encoder is a single-layer fully connected structure. Studies have shown that deepening the coding layers of the unmixing network may not obtain better endmember extraction results [32], which is related to the small amount of data and lack of diversity in HSI, and the usage of more parameters may lead to overfitting. In addition, SSCU-Net aims to develop a general framework for unmixing. Using a simple network structure is also conducive to explore the potential of SSCU-Net.

The ReLU activation function is used in the encoder, and it also contains a BN layer and a dropout layer. After the encoding operation, the pixels in a superpixel block are compressed into low-dimensional representations, and the transformation can be expressed as

\[
h_k = \text{ReLU}((\text{Dropout}(\text{BN}(W^{(e)}(y_k)))) \quad (10)
\]

where \( W^{(e)} \) is the fully connected weight without bias, and \( K \) is the number of mixed pixels in \( SP \).

According to (3), \( h_k \) is the estimated abundance vector. To satisfy the ASC constraint, we adopt the \( l_1 \) norm, and the final abundance of each pixel \( y_k \) in \( SP \) is expressed as

\[
x_k = \frac{h_k}{\| h_k \|_1 + \varepsilon} \quad (11)
\]

where \( \varepsilon \) is a very small constant to avoid zero-division.

Then, we can obtain the hidden representation of the center pixel \( y_c \), i.e., its abundance. Considering that superpixels tend to be homogeneous, we take the average abundance of pixels in a superpixel block as the abundance of the center pixel.
pixel $y_c$, i.e.,

$$x_c = \frac{1}{K} \sum_{k=1}^{K} x_k.$$  

(12)

Finally, through the linear decoder, the center pixel $y_c$ is reconstructed as

$$\hat{y}_c = W(d) x_c$$  

(13)

where $W(d)$ is the weight matrix of decoder, i.e., the extracted endmember matrix.

Considering the scale invariance of SAD, many AE-based researches apply it as the loss function in unmixing [32], [33], [45]. For this reason, we also adopt the SAD as the underlying loss function. Meanwhile, the $l_1$ norm of abundance vector is applied, which can obtain a sparser result than the $l_1$ norm [14] to promote the sparsity of the estimated abundance. The objective function of the SAE network is written as

$$L_{SAE} = \frac{1}{Q} \sum_{i} \left( \text{SAD}(y_i, \hat{y}_i) + \lambda \left\| y_i \right\|_2^2 \right)$$  

(14)

where $y_i$ and $\hat{y}_i$ denote the original and reconstructed center pixel in the $i$th superpixel block, respectively, and $x_i$ represents the abundance vector of $y_i$ in the $i$th superpixel block.

### B. Spectral Convolutional AE Network

The abundant spectral information in HSI can benefit further improvement of unmixing performance. Based on the development in [49], we employ a 1-D spectral convolutional network to take full advantage of the spectral information in HSI.

As shown in the bottom half of Fig. 1, the encoder of the proposed SCAE network adopts a multilayer spectral convolution, and the decoder is the same as in the SAE network. The network configuration of SCAE is shown in Table I. Different from the parallel input in the SAE network, the mixed pixels in a superpixel block are serially input to the SAE network, that is, it performs unmixing pixel by pixel. We define an abundance function Enc() and a reconstructed pixel function Dec(), which respectively correspond to the encoding and decoding operations. Then, the abundance vector $x_k$ of pixel $y_k$ in any superpixel SP can be estimated by Enc() as

$$x_k = \text{Enc}(y_k, \theta) \text{ s.t. } x_k \geq 0, \sum_{i} x_{ki} = 1$$  

(15)

where $\theta$ stands for the training parameters in the encoder, and $x_{ki}$ is the $i$th element of $x_k$. The ANC and ASC constraints are the same as used in the SAE network. The reconstruction of pixel $y_k$ in any superpixel SP can be represented by Dec() as

$$\hat{y}_k = \text{Dec}(x_k, W(d)) = W(d) x_k$$  

(16)

which is the same as (13), and $W(d)$ is the endmember matrix.

The objective function of the SCAE network is also consistent with that of the SAE, composed of a reconstruction error term and a sparse term as

$$L_{SCAE} = \frac{1}{Q} \sum_{i} \frac{1}{K} \sum_{k} \left( \text{SAD}(y_i, \hat{y}_k) + \lambda \left\| x_k \right\|_2^2 \right).$$  

(17)

### C. Collaborative Strategy and Objective Functions

Based on the important discovery, we propose a collaborative strategy to fully explore the potential of the proposed two-stream network. First, the decoders of SAE and SCAE networks share a set of weights. In AE-based unmixing, the weight matrix of decoder represents the estimated endmember matrix. Since the endmembers of SAE and SCAE are estimated from the same HSI, their weights have the same meaning. By sharing the weights, the more accurate endmembers extracted by the SAE network will have a positive impact on the SCAE network, and then SCAE can obtain a more accurate abundance vector.

On the other hand, we design a collaborative term between abundances, which can generate a more accurate abundance by minimizing the abundance vectors estimated by the two networks. It can be expressed as

$$L_{COL} = \frac{1}{Q} \sum_{i} \frac{1}{K} \sum_{k} \left( \left\| x_k^{SAE} - x_k^{SCAE} \right\|_2^2 \right).$$  

(18)

By introducing collaborative learning between abundances, the high precision abundance generated by the SCAE network will have a positive impact on the SAE network, and then SAE can obtain more accurate endmembers, forming a closed loop with the weight sharing strategy to obtain high quality endmembers and abundances. In this way, the two-stream network can correct each other toward a more accurate and interpretable result.

It is worth noting that the two-stream network structure is alternately optimized, which can maximize the utilization of collaborative strategy and greatly improve the convergence speed of the network. The final objective function can be expressed as

$$L = L_{SAE} + L_{SCAE} + \mu L_{COL}$$  

(19)

where $\mu$ is a tradeoff parameter used to balance the pixel reconstruction term and the abundance collaborative term.

### IV. EXPERIMENTS

In this section, we comprehensively explore the effectiveness of the proposed SSCU-Net for unmixing, using synthetic and real hyperspectral data. Seven classical and state-of-the-art unmixing methods are selected for comparison, including VCA [9], $L_{1/2}$-NMF [14], Dgs-NMF [17], EndNet [33], TANet [37], convolutional neural network autoencoder unmixing (CNNAEU) [45], and SSAE [49]. Among these comparison methods, VCA is a baseline method, $L_{1/2}$-NMF...
and Dgs-NMF are methods based on NMF, $L_{1/2}$-NMF considers the constraint of sparsity, and Dgs-NMF considers spatial–spectral information. EndNet, TANet, CNNAEU, and SSAE are unmixing methods based on AE. EndNet and TANet only use spectral information, while CNNAEU and SSAE are methods based on spatial–spectral information.

### A. Hyperspectral Datasets

One synthetic dataset and two real datasets are used to evaluate the performance of different algorithms. The synthetic dataset with different levels of noise being added is used to test the robustness of the algorithms, and the real datasets are used to test the effectiveness of unmixing algorithms in real scenarios.

1) **Synthetic Dataset**: The considered synthetic dataset consists of $64 \times 64$ pixels, provided by Tang et al. [21]. The data cube is shown in Fig. 2, which exhibits a spatial homogeneity. The five endmembers are selected from the U.S. Geological Survey (USGS) spectral library [61], and the abundances are simulated to satisfy the ANC and ASC constraints. Meanwhile, different levels of independent identically distributed Gaussian noise are added to the dataset.

2) **Real Dataset 1 (Urban)**: The urban dataset is acquired via the hyperspectral digital image collection experiment (HYDICE) sensor, and it contains 210 spectral bands (0.4–2.5 μm). As used in [38] and [45], after removing the contaminated bands, the dataset includes $307 \times 307$ pixels and 162 channels. The RGB image of the urban dataset is shown in Fig. 3, where four main endmembers are observed: asphalt, grass, tree, and roof.

3) **Real Dataset 2 (Jasper Ridge)**: The Jasper Ridge dataset is captured by the airborne visible infrared imaging spectrometer (AVIRIS) sensor, and the pixels are recorded on 224 spectral bands (0.38–2.5 μm). The low signal-to-noise ratio (SNR) and water-vapor absorption bands are eliminated in the subregion of the data used for unmixing. Similar to [46] and [33], the final data contains $100 \times 100$ pixels and 198 spectral bands. The RGB image of the Jasper Ridge dataset is shown in Fig. 4, where four main endmembers are investigated: tree, water, soil, and road.

4) **Real Dataset 3 (Samson)**: The Samson dataset is collected by the SAMSON sensor, which contains 156 spectral bands (0.4–0.9 μm). Considering that the original image is large, the final dataset includes $95 \times 95$ pixels and 156 channels as in [17] and [33]. The RGB image of the Samson dataset is shown in Fig. 5, in which three constituent materials are observed: soil, tree, and water.

### B. Experimental Settings

The SAD and the root-mean-square error (RMSE) are used to evaluate the performance of unmixing. SAD calculates the spectral angle between the real endmembers $a_k$ and estimated endmembers $\hat{a}_k$, which is described as

$$SAD(a_k, \hat{a}_k) = \arccos \left( \frac{a_k \cdot \hat{a}_k}{\|a_k\|_2 \|\hat{a}_k\|_2} \right). \quad (20)$$

RMSE measures the error between the true abundance vector $x_k$ and estimated vector $\hat{x}_k$, defined as

$$RMSE(x_k, \hat{x}_k) = \sqrt{\frac{1}{n} \sum_{k=1}^{n} \|x_k - \hat{x}_k\|_2^2}. \quad (21)$$

Note that the smaller values of the metrics indicate a better performance of the unmixing methods.
Our proposed SSCU-Net model is implemented under the environment of Python 3.6 and PyTorch 1.0 with CPU. We use Adam optimizer to update the parameters. The learning rates of encoder and decoder are set to $1e^{-4}$ and $1e^{-5}$, respectively. Moreover, the model is trained with a maximum number of 200 epochs and a batch size of 128. The trade-off parameters $\lambda$ and $\mu$ are set to $5e^{-5}$ and $5e^{-1}$, respectively. For fair comparisons, the endmember matrix extracted by VCA is used as (partial) initialization for all the algorithms. The abundance information used for superpixel segmentation is obtained through the fully constrained least squares (FCLS) algorithm [6], given the endmembers from VCA.

In addition, computational complexity or memory requirement is an important parameter for unmixing methods based on deep neural networks. Herein, we calculate the amount of parameters for five AE-based unmixing networks. The number of parameters for EndNet and CNNAEU is 1.0K–1.5K, for TANet is about 15K, while for SSAE and SSCU-Net is about 20K. It is worth noting that the structure of current deep unmixing network is relatively simple, and the number of parameters is not large. Under the condition of controlling a certain amount of parameters, SSCU-Net can achieve better unmixing effect.

C. Experiments on SSCU-Net

1) Parameter Analysis of Spatial Information: In the SAE network, thanks to the efficient utilization of spatial information by superpixel blocks, SAE can extract more accurate endmembers. In superpixel segmentation, the parameters $S$ and $m$ control the size, shape, and compactness of the superpixel blocks. Taking the urban dataset as an example, Fig. 6 shows the results of superpixel segmentation. We can see that as the values of $S$ and $m$ changing, the segmentation results are consistent with the analysis in Section III. By increasing the value of $m$, the result of superpixel segmentation is close to the way of a square sliding window. The regular square window cannot perfectly represent the spatial information.

Fig. 6. Superpixel segmentation results on the urban dataset under different $S$ and $m$. (a) $S = 10$ and $m = 0.01$. (b) $S = 10$ and $m = 0.1$. (c) $S = 10$ and $m = 1$. (d) $S = 20$ and $m = 0.01$. (e) $S = 20$ and $m = 0.1$. (f) $S = 20$ and $m = 1$.

On the contrary, the superpixels in Fig. 6 can naturally express the spatial neighborhoods with adaptively adjusted shape and size of superpixel blocks.

Meanwhile, Fig. 7 shows the curves of the mean SAD of endmembers under different $S$ and $m$ values on the urban dataset. It can be seen that under a fixed region size $S$, there is an optimal value of $m$. When the value of $S$ is small, the influences of $m$ on SAD are relatively limited, as shown in Fig. 7(a) and (b), while the value of $S$ becomes larger, the influences of $m$ are greater, as shown in Fig. 7(c)–(e). The reason for this phenomenon is that the spatial distribution of pixels in a small region is relatively uniform and the difference between pixels is small, resulting in the SAD is less affected by the shape of superpixel blocks. In a larger region, there may be a gradient change or a boundary. Under this circumstance, it makes sense to adjust the shape of superpixels to make the pixel distribution uniform.

In addition, we can see that the larger the segmentation region, the smaller the optimal value of $m$, i.e., as the value of $S$ increases, the optimal $m$ point will move forward. This means that when the region becomes larger, a smaller value of $m$ is required to relax the spatial constraint between pixels. Combined with the superpixel segmentation method based on abundance information that we introduced, then the segmentation process will consider the abundance difference between pixels more to obtain a more suitable spatial shape. It can be found from [29] and [49] that the optimal value of the window is generally $3 \times 3$, including the usage of spatial information in 3-D convolution, where most of them are $3 \times 3$ spatial filters [46]. This is mainly because the square sliding window limits the effectiveness of endmember extraction in a large region, while superpixel segmentation can further tap its potential.

2) Convergence Analysis: The proposed SSCU-Net is alternately trained in a collaborative manner. The SAE network and SCAE network are optimized alternately, promote each other, and converge to an optimal solution together. This collaborative strategy not only makes full use of endmember and abundance information, but also accelerates the convergence speed of the networks. Fig. 8 shows the obtained loss as a function of epochs for the SAE and SCAE networks using
TABLE II

| Endmember | SAD (Endmember) | RMSE (Abundance) |
|-----------|-----------------|------------------|
|           | SSAE (EENet)    | SAE w/o COL      | SAE w/ COL      | SSAE (EENet) | SAE w/o COL | SAE w/ COL |
| Asphalt   | 6.02 ± 0.5      | 3.06 ± 0.3       | 4.64 ± 0.2      | 13.21 ± 2.5  | 11.99 ± 2.0 | 8.33 ± 0.3 |
| Grass     | 3.59 ± 0.3      | 3.64 ± 0.1       | 3.25 ± 0.1      | 15.44 ± 1.8  | 15.34 ± 1.6 | 8.44 ± 0.3 |
| Tree      | 3.18 ± 0.2      | 2.93 ± 0.2       | 2.69 ± 0.1      | 13.35 ± 2.5  | 11.81 ± 2.1 | 5.71 ± 0.2 |
| Roof      | 2.76 ± 0.3      | 1.80 ± 0.2       | 1.63 ± 0.1      | 10.31 ± 1.7  | 6.62 ± 1.1  | 5.35 ± 0.2 |
| Average   | 3.89 ± 0.1      | 3.36 ± 0.1       | 3.05 ± 0.1      | 13.58 ± 0.9  | 11.46 ± 0.8 | 6.96 ± 0.1 |
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D. Ablation Study

In the two-stream SSCU-Net, both the SAE network and SCAE network can be used as independent unmixing networks, and they build an efficient unmixing network via collaborative learning strategy. We explore the improvements benefiting from the two key concepts in the proposed framework: superpixel-based spatial information processing and collaborative learning. Meanwhile, we discuss some discoveries on the application of spatial information and spectral information in AE-based unmixing networks.

1) Experiments on SAE Network: In the SAE network, spatial information based on superpixel segmentation is introduced. Different from the spatial information used in SSAE, it can extract endmembers more effectively. Table II shows the unmixing results of SAE network on the urban dataset, and the unmixing results of EENet in SSAE. It should be pointed out that the SSAE network consists of two independent networks, EENet and AENet. EENet is used to extract endmembers, while AENet is used for abundance estimation. The decoder weight of AENet is not trainable, and it is fixed as the endmembers extracted by EENet. Table II shows the unmixing results of EENet as an independent unmixing network. We can see that the independent SAE network based on superpixel segmentation (SAE without COL) has an improvement in both endmember extraction and abundance estimation compared with the sliding window-based EENet. After using the collaborative strategy, the SAE network (SAE with COL) is further improved. Under the influence of the collaborative strategy, the abundances are greatly improved due to the positive impact of SCAE network.

2) Experiments on SCAE Network: In the SCAE network, as in SSAE, we use a 1-D convolutional network to extract effective spectral characteristics to obtain better abundance estimation results. Table III illustrates the unmixing results of SCAE network on the urban dataset, and the results of AENet in SSAE. It is worth noting that in SSAE, the endmembers of AENet are fixed and not learnable. This strategy is also used in CNNAEU to estimate abundances. In order to deeply
explore the role of spectral convolutional network in AE-based unmixing network, we respectively give the unmixing results of AENet as an independent unmixing network and when its endmembers are fixed. The result in the case of fixed weights is expressed as AENet FW. It should be also noted that when the SCAE is used as an independent unmixing network, i.e., SCAE without COL, its structure is the same as AENet.

From Table III, we can observe that the unmixing result of the independent SCAE network is the same as that of AENet. When the endmembers are fixed, that is, the decoder weight of AENet is fixed to the endmember matrix extracted by EENet, the abundances estimated by AENet will be further improved. After the introduction of the collaborative strategy, the endmembers extracted by the SCAE network (SCAE with COL) are the same as those of the SAE network, since they share the decoder weight with each other. Under the influence of the collaborative strategy, better endmembers promote the best result of the abundances estimated by the SCAE network.

3) Discussion: By comparing Tables II and III, we can find that the AE-based unmixing network that explores spatial information, whether EENet or SAE without COL, has a very good endmember extraction effect, but its abundance estimation result is unsatisfactory. In other words, AE networks that introduce spatial information tend to obtain better endmembers. On the other hand, the convolutional AE-based unmixing network that explores spectral information, including AENet and SCAE without COL, has poorly extracted endmembers. However, compared with EENet and SAE without COL, in the case of worse endmembers, the abundance obtained is better. In other words, the convolutional AE network using spectral information is more inclined to obtain better abundances. In the case of fixing the endmembers of AENet, the abundances estimated by AENet FW has been further improved. These experimental results strongly support the statement in Section III.

The collaborative strategy between endmembers and abundances is proposed to give full play to the respective advantages of the two-stream network. As shown in the experimental results, SAE with COL and SCAE with COL, i.e., SSCU-Net, achieve the best unmixing results, both in terms of endmembers and abundances. It should be pointed out that SSCU-Net eventually obtains an endmember matrix and two abundance matrices, which are determined by the proposed collaborative strategy. We can see that the final abundance obtained by the SCAE network is better than that of SAE. Therefore, the abundance estimated by the SCAE network is selected as the final abundance of SSCU-Net.

E. Comparison of SSCU-Net Against Other Methods

1) Experiments on Urban Dataset: Table IV shows the endmember extraction results of all comparison algorithms on the urban dataset, including the SAD value for each endmember. We can see that benefiting from the powerful data fitting capabilities of deep learning, AE-based unmixing networks have generally achieved better endmember extraction results than traditional NMF-based methods. Due to the
consideration of the endmember guidance, TANet obtains better endmembers compared with EndNet. Spatial–spectral-based methods, including CNNAEU, SSAE, and SSCU-Net, have more advantages than the spectral-based methods. The endmembers extracted by SSAE and CNNAEU are similar, and they have more than 1% improvement over the endmembers extracted by EndNet. As expected, the two-stream network SSCU-Net that efficiently utilizes spatial–spectral information can extract the best endmembers.

Table V details the abundance estimation results of all unmixing methods. The results show the same trend as the endmember extraction results. The difference is that EndNet and CNNAEU have no obvious advantages compared to traditional methods. The abundances estimated by TANet have improved, and it obtains the best result on endmember Asphalt. SSAE and SSCU-Net, which employ convolutional AE networks, have achieved 3% and 4% abundance improvement, respectively. This also confirms the advantages of the convolutional network in abundance estimation and the excellence of the two-stream network SSCU-Net.

For illustrative purposes, Fig. 10 visualizes the abundance maps acquired by all methods, corresponding to the estimation results in Table V. Compared with other unmixing networks based on AE, SSCU-Net shows better abundance details and is closer to the ground truth (GT). Meanwhile, Fig. 11 shows the visual comparison of endmembers between our SSCU-Net and

| Endmember (SAD) | VCA | L_{1/2-NMF} | Dgs-NMF | EndNet | TANet | CNNAEU | SSAE | SSCU-Net |
|------------------|-----|-------------|--------|--------|-------|--------|------|----------|
| Tree             | 13.95 ± 3.1 | 15.10 ± 0.3 | 4.66 ± 0.2 | 4.57 ± 0.4 | 2.83 ± 0.2 | 11.94 ± 2.1 | 3.37 ± 0.1 | **2.57 ± 0.1** |
| Water            | 29.09 ± 10.2 | 4.60 ± 0.0 | 4.60 ± 0.0 | 5.05 ± 0.9 | **3.31 ± 0.3** | 6.92 ± 0.4 | 4.72 ± 0.1 | 3.74 ± 0.1 |
| Soil             | 15.22 ± 2.3 | 6.16 ± 0.5 | 5.66 ± 0.2 | 5.29 ± 0.3 | 8.48 ± 0.4 | 10.15 ± 0.9 | 3.02 ± 0.3 | **2.04 ± 0.3** |
| Road             | 9.94 ± 1.1 | 9.81 ± 0.1 | 6.73 ± 0.1 | 3.54 ± 0.2 | 2.14 ± 0.2 | 7.45 ± 0.4 | 2.77 ± 0.2 | **1.95 ± 0.2** |
| Average          | 17.05 ± 3.6 | 7.19 ± 2.4 | 5.41 ± 0.1 | 4.61 ± 0.5 | 4.19 ± 0.3 | 9.12 ± 0.6 | 3.47 ± 0.1 | **2.58 ± 0.1** |
TABLE VII

| Abundance (RMSE) | VCA | $L_{1/2}$-NMF | Dge-NMF | EndNet | TANet | CNNAEU | SSAE | SSCU-Net |
|------------------|-----|---------------|---------|--------|-------|--------|------|---------|
| Tree             | 16.09 ± 3.1 | 16.16 ± 0.5 | 11.66 ± 0.2 | 8.85 ± 0.4 | 8.01 ± 0.4 | 13.56 ± 0.3 | 5.15 ± 0.6 | 4.21 ± 0.6 |
| Water            | 6.06 ± 1.8 | 5.57 ± 0.0 | 4.13 ± 0.0 | 6.88 ± 0.3 | 8.12 ± 0.3 | 9.66 ± 0.3 | 5.63 ± 0.4 | 4.66 ± 0.4 |
| Soil             | 15.00 ± 1.5 | 17.02 ± 0.4 | 11.13 ± 0.3 | 10.59 ± 0.2 | 8.59 ± 0.4 | 10.61 ± 0.2 | 6.19 ± 0.4 | 5.38 ± 0.4 |
| Road             | 11.09 ± 1.5 | 6.73 ± 0.2 | 5.68 ± 0.1 | 11.17 ± 0.4 | 5.45 ± 0.3 | 8.64 ± 0.2 | 7.15 ± 0.3 | 6.23 ± 0.3 |
| Average          | 12.03 ± 1.5 | 11.37 ± 0.2 | 8.15 ± 0.2 | 9.37 ± 0.5 | 7.34 ± 0.3 | 10.62 ± 0.1 | 6.03 ± 0.2 | 5.12 ± 0.2 |

Fig. 12. Visual abundance maps under different methods and the GTs on the Jasper Ridge dataset.

Fig. 13. Endmember comparison between SSCU-Net (blue curves) and the corresponding GT (red curves) on the Jasper Ridge dataset. (a) Endmember tree. (b) Endmember water. (c) Endmember soil. (d) Endmember road.

Table VII details the abundance estimation results of all unmixing methods. Compared with traditional methods or TANet, CNNAEU and EndNet have not improved significantly. The abundance estimation result of CNNAEU is unsatisfactory among the unmixing methods based on AE. We notice that CNNAEU shows high variance in the process of abundance estimation [45]. This also implies that the application of 3-D convolutional networks in unmixing still needs to be further explored. SSAE and SSCU-Net, which use 1-D convolutional networks based on spectral information, show their effectiveness and generalization capabilities.

Fig. 12 visualizes the abundance maps obtained by all methods. Echoing the results in Table VII, the abundance maps

G Ts. It can be seen that SSCU-Net obtains good endmember estimations, in terms of shapes and band absorption.

2) Experiments on Jasper Ridge Dataset: Table VI shows the endmember extraction results of all comparison algorithms on the Jasper Ridge dataset. Similarly, the unmixing methods based on deep learning achieve better endmember estimation results. However, CNNAEU does not perform well on this dataset. One possible reason is related to the size of Jasper Ridge data and 3-D convolution. The role of 3-D convolution may not be fully utilized on a small dataset. The proposed SSCU-Net using superpixel segmentation can adaptively adjust the spatial shape and size to extract higher quality endmembers.
of SSNAE and SSCU-Net perform the best and are also very close to GTs. Similarly, Fig. 13 shows a visual comparison of endmembers between SSCU-Net and GTs. Compared with the endmember estimation on the urban dataset, the endmembers estimated by SSCU-Net on the Jasper Ridge dataset are closer to GTs, since the urban dataset is more complex.

3) Experiments on Samson Dataset: Tables VIII and IX show the endmember extraction and abundance estimation results of all comparison methods on the Samson dataset. The overall performances are similar to that on the Jasper Ridge dataset. In terms of endmember extraction, all the AE-based unmixing networks have achieved satisfactory results, including CNNAEU. Unsurprisingly, SSCU-Net has greater advantages, except for individual endmember.

In the results of abundance estimation, EndNet and CNNAEU still have no advantages. TANet, SSNAE, and SSCU-Net have obtained very good abundances. SSCU-Net still achieves the best results, showing its effectiveness and good stability.

V. CONCLUSION

In this article, we have developed a new SSCU-Net architecture to make full use of the rich spectral and spatial information in HSI. Based on some important findings on the different roles of spectral and spatial information in AE-based unmixing networks, we propose a two-stream network architecture, which consists of a spatial AE network based on superpixel segmentation and a spectral AE network based on convolutional network. It shares an alternating architecture, and can be efficiently trained in a collaborative way of endmembers and abundances. Experimental results on both synthetic and real hyperspectral data demonstrate the excellent performance of the proposed SSCU-Net architecture. Despite the achieved encouraging experimental results in this article, there are still some issues worthy of future investigation. SSCU-Net is a collaborative unmixing framework that efficiently utilizes spatial–spectral information. The two AE networks of SAE and SCAE in the SSCU-Net have adopted a simple network structure, and a deeper and more effective network structure needs to be designed to further enhance the unmixing effect. In addition, more advanced reconstruction loss functions (SAD used in SSCU-Net) are worth exploring to further optimize the network architecture.
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