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Abstract. In 1946, Koopman introduced a two-sided search model. In this model, a searched object is active and can move, at most, one step after each test. We analyze the model of a combinatorial two-sided search by allowing more moves of the searched object after each test. We give strategies and show that they are optimal. We consider adaptive and non-adaptive strategies. We show the surprising result that with the combinatorial two-sided search on a path graph, the optimal non-adaptive search needs the same number of tests as the corresponding adaptive strategy does. The strategy obtained can also be used as a encoding strategy to sent the position of a moving element through a transmission channel.

1 Introduction

Koopman worked on search theory during World War II. His models and results were finally published in his book \cite{20} in 1946 after the end of the war. In this work he introduced the term two-sided search. The name two-sided search introduced by Koopman for this problem is meant to express that unlike in traditional search, the searched object can ”react” by changing its position. The name may be a bit unfortunate, since the search itself is only performed from one side. It should be expressed that both sides (seeker and searched object) are active. Koopman considered probabilistic search models.

Ahlswede had the idea of investigating a combinatorial model of searching for moving elements. He raised this question during a discussion in the ”Search Methodologies II” workshop at the ZiF in 2010, and the first results were published in \cite{7}. For detailed results and possible applications we refer the reader to \cite{6}. Previously, similar models have been considered. A related model was viewed in the form of a hidden object game in \cite{9}. In \cite{24}, a cops and robber game was introduced. This model was also studied in \cite{11} and \cite{17}. In \cite{13} and in \cite{1}, a hunters and rabbit game was introduced. Further, in \cite{10}, the authors considered searching for an intruder on graphs. While all of these models have

* Part of the results were presented at ISIT 2021 in \cite{21}.
some similarities to our model, the differences lead to the need for a different analysis of our problem.

A combinatorial search problem is analyzed in a discrete space and consists of finding a set of items satisfying specified requirements. Nowadays, combinatorial search involves an extensive number of challenging optimization problems which come directly from practical applications. The fundamentals of combinatorial search can be found in [2], [4] and [19].

The two-sided search strategies considered so far are for the case where the searched object can move, at most, one step further after each test. In the application considered by Koopman (searching for a boat), it was possible that the object changed its speed significantly. This is also relevant for other applications. Therefore we analyze the case where the searched object takes not just one step, but up to \( k \) steps after each successful test. We assume that \( k \) is known to the searcher.

So far, only adaptive two-sided search strategies have been considered. In adaptive search strategies, each test depends on the results of the previous tests. However, in practice, it is not always possible to get the test results before the next test. In this case, we need non-adaptive search strategies where the tests do not depend on the previous results.

In similar purely combinatorial search problems, adaptive search methods often require significantly fewer tests than in the cases of non-adaptive search methods (see [14]). This is different in probabilistic memoryless search problems (see [5,8]). Here there are models in which the number of non-adaptive tests and adaptive tests hardly differ. We give an example of a purely combinatorial non-adaptive two-sided search strategy that requires as many tests as the adaptive strategy and do a worst-case analysis of our model. This means that the object moves in such a way that we need as many tests as possible. The object follows an adversarial strategy, so to speak. The paper is organized in following manner: In Section 2 we describe the general model for an adaptive and non-adaptive search. In Section 3 we solve the problem of finding an optimal adaptive strategy for searching for faster objects on a cycle graph and a path graph. In Section 4 we present a non-adaptive strategy for the search on a path graph. In Section 5 we explain the equivalent coding problem in more detail.

2 Model and Definitions

We follow the same notations as given in [7]. Therefore the model is first defined on a general graph, and afterward special cases are treated. We let \( \mathcal{N} = \{1, 2, \ldots, N\} \) denote the search positions of the searched object. The search space is modelled by the graph \( G = (\mathcal{N}, E) \). A searched object, also called a target, occupies one of the vertices in \( \mathcal{N} \), unknown to the searcher. The searcher is able to detect the presence of the target at any subset of \( \mathcal{N} \), i.e., for any \( \mathcal{T}_i \subseteq \mathcal{N} \), which is called the \( i \)th test set. The searcher can learn whether the target is located at \( \mathcal{T}_i \) or not. He receives \( y_i = 1 \) as a test result if the target is located in \( \mathcal{T}_i \), otherwise he receives \( y_i = 0 \). After each test, the target can move at most \( k \)
times to an adjacent vertex, or stay in the same place. For ease of description, we assume that each vertex in our graph \( G \) has a loop. Thus we may formally assume that in each time unit the target moves \( k \) times to an adjacent vertex.

The goal is to find the object with accuracy \( s \). This means that the searcher can specify a subset with cardinality \( s \) in which the object will be located in the next step. One cannot achieve accuracy \( s = 1 \) in general because the object can still move after the last test. This is a generalization of the model with \( k = 1 \), as was considered in [7].

We assume that the search starts when the target is at vertex \( d_1 \). The positions of the target before each test are denoted by \( d_{n+1} = (d_1, \ldots, d_{n+1}) \in \mathcal{N}^{n+1} \), where there is a walk of length at most \( k \) between \( d_i \) and \( d_{i+1} \) for all \( i \in \{1, \ldots, n\} \). Thus the vector \( d_{n+1} \) indicates that the target occupies the vertex \( d_j \) at time \( j \). Recall that in standard search models (without movement) \( d_i = d_j \) for \( 1 \leq i, j \leq n+1 \).

Next we give a formal description of our search model. Let \( d_1 \in \mathcal{N} \) be the initial unknown position of the target and let \( (T_1, T_2, \ldots, T_n) \) be a sequence of test sets \( T_i \subseteq \mathcal{N} \) (tests for short), which are performed successively in time.

We also analyze a non-adaptive version of our problem. Even in the non-adaptive setting, the target can move up to \( k \) steps between any two tests. In this case the tests are not able to depend on previous test results. The non-adaptive tests are still executed sequentially. It is not possible to execute them simultaneously. One reason is that the time units are so short that one cannot evaluate their results before deciding on the next test set. Therefore, in a non-adaptive search strategy, each test is independent of the results of the other tests.

In the case of an adaptive search strategy, the \( i \)th test depends on the \( i-1 \) previous test results. To be precise, in an adaptive case, each test set \( T_i \) is a value of a function depending on the sequence \( y^{i-1} = (y_1, \ldots, y_{i-1}) \). We also characterize the adaptive strategy by the following notation \( (T_1, T_2(y^1), \ldots, T_n(y^{n-1})) \).

Let \( (d_1, \ldots, d_{n+1}) \) specify the positions occupied by the target during the search. For each test \( T_i \), the test function is defined as \( f_{T_i}(d_i) = y_i \).

We call \( (T_1, T_2(y^1), \ldots, T_n(y^{n-1})) \) a strategy of length \( n \). A non-adaptive strategy \( S(n, \mathcal{N}) \) can be represented by an \( n \times \mathcal{N} \) test matrix \( A_{n,\mathcal{N}} = \{a_{ij}\} \), where

\[
a_{ij} = \begin{cases} 1 & j \in T_i \\ 0 & \text{otherwise} \end{cases}, \quad \text{for } 1 \leq i \leq n \text{ and } 1 \leq j \leq \mathcal{N}.
\]

It follows from the definition that the \( i \)th row of the matrix \( A_{n,\mathcal{N}} \) represents the test \( T_i \). The set of possible positions of the target after the \( i \)-th test is specified by \( D_i \), thus \( D_0 = \mathcal{N} \). \( P_{ij}^I \) is a variable to denote arbitrary paths from \( i \) to \( j \) in \( G = (\mathcal{N}, \mathcal{E}) \). The number of edges on the path \( P_{ij}^I \) is referred to as the length of \( P_{ij}^I \) and is denoted by \( l(P_{ij}^I) \).
Definition 1 For $A \subseteq \mathcal{N}$, let $\Gamma_k(A)$ be the k-neighborhood of $A$ which is defined as follows:

$$\Gamma_k(A) := \{ j \in \mathcal{N} : \text{for some } i \in A \text{ there exists } P^j_i \text{ with } l(P^j_i) \leq k \}.$$ 

Observe that $A \subseteq \Gamma_k(A)$.

Further, for the set of possible positions we obtain

$$D_i = \begin{cases} \Gamma_k(\mathcal{T}_i \cap D_{i-1}^-), & \text{if } f_{\mathcal{T}_i}(d_i) = 1 \\ \Gamma_k(D_{i-1}^- \setminus \mathcal{T}_i), & \text{if } f_{\mathcal{T}_i}(d_i) = 0. \end{cases}$$

We say that the test $\mathcal{T}_i$ reduces $D_{i-1}$ to $D_i$.

Given a graph $G = (\mathcal{N}, \mathcal{E})$, for any $s \in \mathbb{N}$ a strategy with $n$ tests is called $(G, s)$-successful if $|D_i| \leq s$ for some $1 \leq i \leq n$. We call $s$ the accuracy of the strategy. Let

$$s^*(G) = \min \{ s \in \mathbb{N} : \text{there exists a } (G, s)\text{-successful strategy} \}.$$ 

Given an integer $s \geq s^*(G)$, we define

$$n(G, s) = \min \{ n \in \mathbb{N} : \text{there exists a } (G, s)\text{-successful strategy with } n \text{ tests} \}.$$ 

The corresponding strategy is then called an optimal $(G, s)$ strategy.

3 Adaptive Search for Fast Objects

In this section we consider the case where the object is allowed to move at most $k$ positions after each test. In [7] the case $k=1$ was solved for circles, paths and trees. For other graphs there are no known solutions. Instead of allowing the object to take $k$ steps in a graph, one could also connect all vertices in the $k$-neighborhood with edges in the graphs for each vertex. Thus, our result implies new results for slowly moving objects ($k = 1$) on the $k$-th powers of paths and cycles.

3.1 Cycle

Let $C_N = (\mathcal{N}, \mathcal{E})$ be an undirected cycle of length $N$ with a loop in each node. Then the set of vertices and edges are expressed as follows:

$$\mathcal{N} = \{1, \ldots, N\},$$

$$\mathcal{E} = \{(i, i)\}_{i \in \mathcal{N}} \cup \{\{N, 1\} \cup \{(i, i+1)\}_{i \in \mathcal{N} \setminus N}.$$ 

We denote by $N_c(n, s)$ the maximum $N$, such that there exists an $(C_N, s)$-successful strategy with $n$ tests.

Proposition 1 If $k \geq 1$ then the following holds true:
(i) For \(1 \leq N \leq 4k\) there does not exist a \((C_N, s)\)-successful strategy with \(s < N\), that is \(s^*(C_N) = N\).

(ii) For \(N \geq 4k+1\) there does not exist a \((C_N, s)\)-successful strategy with \(s \leq 4k\), that is \(s^*(C_N) \geq 4k + 1\).

Proof. For the proof, we can assume without loss of generality that the tests consist of consecutive elements, since the number of possible positions of the searched object is greater for non-consecutive tests of the same cardinality. As in [6], for every successful test strategy with non-consecutive tests, one can find one with at least the same number of tests using only consecutive tests.

(i) Let \(1 \leq N \leq 4k\). Then \(D_0 = \{1, \ldots, N\}\) is the set of possible targets before the first test. For any test \(T\) of a given strategy it holds
\[
|D_1| = \max\{|I_k(T \cap D_0)|, |I_k(D_0 \setminus T)|\} = |D_0|.
\]
This is because the test \(T\) or the complementary test \(D_0 \setminus T\) contain at least \(\lceil \frac{N}{2} \rceil\) elements and the \(k\)-neighborhood of this set is \(\{1, \ldots, N\}\) again. Looking at the worst case, the set of possible positions cannot be reduced.

(ii) We assume that \(N \geq 4k+1\). Again, \(D_0 = \{1, \ldots, N\}\) is the set of possible targets before the first test. In addition, the following holds true.
\[
\max\{|I_k(T_i \cap D_{i-1})|, |I_k(D_{i-1} \setminus T_i)|\} \geq \left\lceil \frac{|D_{i-1}|}{2} \right\rceil + 2k,
\]
because the best possible test halves the number of the possible positions of the object and the target could move by \(k\) to each side. By induction on \(i\), we have
\[
\left\lceil \frac{|D_{i-1}|}{2} \right\rceil + 2k \geq 4k + 1.
\]
This completes the proof of Proposition 1.\(\square\)

Theorem 1 For \(k \geq 1\), \(s \geq 4k\) and \(n \geq 0\), the maximum \(N\), such that there exists an \((C_N, s)\)-successful strategy, is given by
\[
N_c(n, s) = 2^n(s - 4k) + 4k.
\]

Proof. Let \(k \geq 1\), \(s \geq 4k\) and \(N = (s - 4k)2^n + 4k\). The addition modulo \(N\) is denoted by \(\oplus\). First we introduce a successful strategy as follows. Note that \(D_0 = \mathcal{N} = \{0, 1, 2, \ldots, N-1\}\). We describe the strategy inductively, i.e., let \(x \in \mathcal{N}\) be chosen such that
\[
D_{i-1} = \{x \oplus 1, x \oplus 2, \ldots, x \oplus 2^{n-(i-1)}(s - 4k) + 4k\}.
\]
Then we choose the test
\[
T_i = \{x \oplus 1, x \oplus 2, \ldots, x \oplus 2^{n-i}(s - 4k) + 2k\}.
\]
Observe that after \(i\) tests by induction, we obtain
\[
|D_i| = 2^{n-i}(s - 4k) + 4k.
\]

After \(n\) tests we have \(|D_n| = s\).

To prove the upper bound, we consider \(N = (s - 4k)2^n + 4k + 1\) and consider any strategy with \(n\) tests. We will show that this strategy is not successful. Let \(S\) be a strategy with the tests \(T_1, T_2, \ldots, T_n\). Now we consider \(D_1, \ldots, D_n\). Note that there is always a test result such that
\[
|D_i| = \max\{|\Gamma_k(T_i \cap D_{i-1})|, |\Gamma_k(D_{i-1} \setminus T_i)|\}.
\]

Since the searched object can move by \(k\) positions after each test, we get
\[
|D_i| \geq \left\lceil \frac{|D_{i-1}|}{2} \right\rceil + 2k.
\]

We have \(|D_0| = (s - 4k)2^n + 4k + 1\) and therefore \(|D_i| \geq (s - 4k)2^{n-i} + 4k + 1\) for all \(i\). We get \(|D_n| = s + 1\), and therefore \(S\) is not successful. \(\square\)

### 3.2 Path

Let \(N \in \mathbb{N}^+\). A path \(P_N\) is an undirected graph
\[
P_N = ([N], \{(1, 1)\} \cup \bigcup_{2 \leq i \leq N} \{(i - 1, i), (i, i)\}).
\]

We denote by \(N_p(n, s)\) the maximum \(N\), such that there exists a \((P_N, s)\)-successful strategy with \(n\) tests.

**Proposition 2** For a path \(P_N\) with \(k \in \mathbb{N}^+, N \geq 4k + 1\) vertices, there does not exist an \((P_N, s)\)-successful strategy with \(s \leq 3k\), i.e.,
\[
s^*(P_N) \geq 3k + 1.
\]

**Proof.** We can define an adversarial strategy \((d_i)_{i \in [n]}\) for the target, i.e., a sequence of test results that guarantees the following claim, and which implies the desired result.

**Claim 1** Let \(T\) be a strategy with \(n \in \mathbb{N}^+\) tests. Let \(N \geq 4k + 1\). For each \(i \in [n]\), there exist a sequence \(\tilde{D}_i := \{j_i, j_i + 1, \ldots, j_i + 3k\} \subseteq D_i\).

We prove the claim by induction.

**Induction basis:** Let \(j_0 = 1\). Then the claim trivially holds for \(D_0\), since \(N = D_0 \supseteq \{1, 2, \ldots, 3k + 1\}\).

**Induction step:** Assume now that the statement holds for an \(i \geq 0\). Then there exists \(\tilde{D}_i = \{j_i, j_i + 1, \ldots, j_i + 3k\} \subseteq D_i\) such that each position in \(D_i\) is a possible location for the target after the first \(i\) moves.
⇔ For all \( x \in D_i \) there exist a sequence of adversarial moves \((d_i)_{i \in [n]}\) such that \( d_i = x \) matches \( f_T(x) \).

We define \( l = \min(T_{i+1} \cap \tilde{D}_i) - 1 \), \( r = N - \max(T_{i+1} \cap \tilde{D}_i) \), and the following regions (see also Figure 1)

**Case 1:** \( |\tilde{D}_i \cap T_{i+1}| \geq k + 1 \) and \( l, r \geq k \)

**Case 2:** \( |\tilde{D}_i \cap T_{i+1}| \geq k + 2 \) and \( l < k \)

**Case 3:** \( |\tilde{D}_i \cap T_{i+1}| \geq k + 2 \) and \( r < k \)

**Case 4:** \( |\tilde{D}_i \cap T_{i+1}| > 2k \)

**Case 5:** otherwise \( \neg (\text{Case (1)} \lor \text{Case (2)} \lor \text{Case (3)} \lor \text{Case (4)}) \)

**Case (1)** \( d_{i+1}: y_{i+1} = 1 \rightarrow \)
\[ D_{i+1} = \Gamma_k(D_i \cap T_{i+1}) \supseteq \Gamma_k(\tilde{D}_i \cap T_{i+1}) \supseteq \{j_i - k, \ldots, j_i + 1 + 2k\} \]
\( j_{i+1} = j_i - k \)

**Case (2)** \( d_{i+1}: y_{i+1} = 1 \rightarrow \)
\[ D_{i+1} = \Gamma_k(D_i \cap T_{i+1}) \supseteq \Gamma_k(\tilde{D}_i \cap T_{i+1}) \supseteq \{1, 2, \ldots, 3k + 1\} \]

**Case (3)** \( d_{i+1}: y_{i+1} = 1 \rightarrow \)
\[ D_{i+1} = \Gamma_k(D_i \cap T_{i+1}) \supseteq \Gamma_k(\tilde{D}_i \cap T_{i+1}) \supseteq \{N - 3k, N - 3k + 1, \ldots, N\} \]

**Case (4)** \( d_{i+1}: y_{i+1} = 1 \rightarrow \)
\[ D_{i+1} = \Gamma_k(D_i \cap T_{i+1}) \supseteq \Gamma_k(\tilde{D}_i \cap T_{i+1}) \]
if \( j_i \geq k + 1 \):
\[ \{j_i - k, j_i - k + 1, \ldots, j_i + 2k\} \]
on Otherwise \( \{j_i, j_i + 1, \ldots, j_i + 3k\} \)

**Case (5)** \( d_{i+1}: y_{i+1} = 0 \rightarrow |D_i \cap T_{i+1}| < k + 1 \)
\[ |D_i = 3k + 1| \rightarrow |D_i \setminus T_{i+1}| \geq 3k + 1 - k = 2k + 1 \]
if \( l > k \): else \( r > k \)
\[ 3k > |D_i \setminus T_{i+1}| \geq 2k \]
case 1: \( |D_i \setminus T_{i+1}| \geq 3k \) trivial, since \( 4k + 1 - 3k = k + 1 \) (max gap) and \( k + 1 \) can be filled up with neighborhood relation.

1. In this case let \( T_{i+1} \cap \tilde{D}_i = \{j_i, \ldots, j_i + k + 1\} \), then
\[ D_{i+1} = \Gamma(T_{i+1} \cap D_i) \supseteq \Gamma(T_{i+1} \cap \tilde{D}_i) \supseteq \{j_i - k, \ldots, j_i, \ldots, j_i + 1 + 2k\} \]
and the claim holds for \( i+1 \) by choosing \( j_{i+1} = j_i - k \). In this case there are enough vertices on the left and right so that the claim is fulfilled.
2. In this case let \( T_{i+1} \cap \tilde{D}_i = \{j_i, \ldots, j_i + 2k - l\} \), then
\[
\{1, 2, \ldots, 3k + 1\} \subseteq D_{i+1}
\]
and the claim holds for \( i + 1 \). In this case there are enough vertices on the right so that the claim is fulfilled.

3. In this case let \( T_{i+1} \cap \tilde{D}_i = \{j_i, \ldots, j_i + 2k - r\} \), then
\[
\{N - 3k, N - 3k + 1, \ldots, N\} \subseteq D_{i+1}
\]
and the claim holds for \( i + 1 \). In this case there are enough vertices on the left so that the claim is fulfilled.

4. In this case let \( T_{i+1} \cap \tilde{D}_i = \{j_i, j_i + 1, \ldots, j_i + 3k\} \) if \( j_i \geq k + 1 \), then
\[
\{j_i - k, j_i - k + 1, \ldots, j_i + 2k\} \subseteq D_{i+1}
\]
otherwise
\[
\{j_i, j_i + 1, \ldots, j_i + 3k\} \subseteq D_{i+1}
\]
and the claim holds for \( i + 1 \). In this case there are enough vertices on the right or left so that the claim is fulfilled.

5. If neither (1.), (2.), (3.), or (4.) hold, then \( |\tilde{D}_i \setminus T_{i+1}| \geq 2k \).

Since \( N \geq 4k + 1 \), we also have that
if \( 3k > |\tilde{D}_i \setminus T_{i+1}| \geq 2k \), then
\[
\min\{x \in \tilde{D}_i \setminus T_{i+1}\} > k,
\]
\[
\max(\{\tilde{D}_i \setminus T_{i+1}\}) < N - k + 1.
\]
In this case, the complementary set is large enough so that if the answer is "0", the claim is fulfilled.

\[
y_{i+1} = \begin{cases} 
1 & \text{if 1. } |T_{i+1} \cap \tilde{D}_i| \geq k + 1 \text{ and } l, r \geq k \\
1 & \text{if 2. } |T_{i+1} \cap \tilde{D}_i| + l \geq 2k + 1 \text{ and } l < k \\
1 & \text{if 3. } |T_{i+1} \cap \tilde{D}_i| + r \geq 2k + 1 \text{ and } r < k \\
1 & \text{if 4. } |T_{i+1} \cap \tilde{D}_i| > 2k \\
0 & \text{otherwise.}
\end{cases}
\]

**Proof.**

**Theorem 2** For \( k \geq 1 \), the minimum \( s \) such that there exists a \((G, s)\)-successful strategy is given by

\[
s^* = \begin{cases} 
N & \text{for } N \leq 2k + 1 \\
\left\lfloor \frac{N}{2} \right\rfloor + k & \text{for } 2k + 1 < N < 4k + 1 \\
3k + 1 & \text{for } N \geq 4k + 1.
\end{cases}
\]
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If not Case (4), then
\[ |\tilde{D}_i \cap T_{i+1}| \leq 2k \]
\[ |\tilde{D}_i \cap T_{i+1}| < k + 1? \]
\[ |\tilde{D}_i \setminus T_{i+1}| > 2k + 1 \]
\[ |\tilde{D}_i \setminus T_{i+1}| + k > 3k + 1 \]
\[ l > k \land r > k? \]
\[ \text{Case (1)} \]
\[ |\tilde{D}_i \setminus T_{i+1}| = 3k + 1 \]
\[ (k + 1 + 2k) \]
\[ r < k \]
\[ Case (3) \]
\[ r > k \]
\[ Case (2) \]
\[ i > k? \]
\[ |\tilde{D}_i \cap T_{i+1}| \geq k + 2 \]
\[ l > k? \]
\[ Case (5) \]
\[ |\tilde{D}_i \setminus T_{i+1}| = 3k + 1 \]
\[ - (k + 1) = 2k \]
\[ 2k > k \text{ pos. counted from left for } |\tilde{D}_i \setminus T_{i+1}| \]
\[ r < k \]
\[ l \geq N - |\tilde{D}_i \cap T_{i+1}|, \]
\[ N \geq 4k + 1 \]
\[ r \geq 3k + 1 \]
\[ Case (5) \]
\[ \text{enough space for } \Gamma_k\text{-expansion on both sides} \]

Fig. 1. Path through different cases of Proposition 2

Proof. The first case is obvious, as after each test we can choose the result when \( |D_i| = N \).

The last case follows from Proposition 2 as well as the following algorithm (called ”shifting algorithm”).

\[ T_1 = \{1, 2, \ldots \lceil \frac{N}{2} \rceil \}. \]

Without loss of generality, we assume that the answer to the first test of the shifting algorithm is 1. If \( N < 4k + 3 \), we can stop and give the final answer with \( s = 3k + 1 \), otherwise for \( 1 < i \leq \lceil \frac{N}{2} \rceil - 2k \), we choose

\[ T_i = \{ \lceil \frac{N}{2} \rceil + (2 - i), \lceil \frac{N}{2} \rceil + (2 - i) + 1, \ldots \lceil \frac{N}{2} \rceil + (2 - i) + k \}. \]

We have \( |T_i| = k + 1 \). As soon as we get the test result 1, we can stop the algorithm and \( s = 3k + 1 \). If all test results are 0, \( |D_i| - \lceil \frac{N}{2} \rceil = \{1, 2, \ldots 3k + 1\} \). Thus we always have \( s = 3k + 1 \).

The case for \( 2k + 1 < N < 4k + 1 \) we can get from a 1-test strategy (when \( T_1 = \{1, 2, \ldots \lceil \frac{N}{2} \rceil \} \)). For such \( N \) we have \( \lceil \frac{N}{2} \rceil + k < 3k + 1 \). We can’t improve
the result with more tests. Let \( D_1 = \{1, 2, \ldots, \lceil \frac{N}{2} \rceil + k \} \). For \( T_2 = \{1, 2, \ldots, z\} \) or \( T_2 = \{\lceil \frac{N}{2} \rceil + k, \lceil \frac{N}{2} \rceil + k - 1, \ldots, \lceil \frac{N}{2} \rceil + k - z + 1\} \), we have the following variations.

If \( z \leq k \), then the answer is 0 and \( |D_2| \geq |D_1| \). Otherwise, we have only 2 variations.

If \( z \geq \lceil \frac{N}{2} \rceil \), then the test result is 1 and \( |D_2| \geq |D_1| \). Otherwise, the result is 0 and

\[
|D_2| \geq \min\{\lceil \frac{N}{2} \rceil + k, 3k\} \geq |D_1|.
\]

Finally, let \( T_2 \) do not include the vertices 1 and \( \lceil \frac{N}{2} \rceil \). Then if \( |T_2 \cap D_1| \leq 2k \) then the test result is 0 and \( |D_2| \geq \min\{|D_1| + k, N\} \). Otherwise, the test result is 1 and \( |D_2| \geq \min\{3k, N\} \).

Obviously all variations without connecting sets are worse. \( \square \)

For \( k > 1 \) we have to consider two cases. First we consider the case if \( 3k + 1 \leq s \leq 4k \). In this case, a shifting algorithm will be optimal.

**Theorem 3** Let \( n \geq 1 \) and \( 1 \leq l \leq k \). Then the maximum \( N \), such that there exists a \((P_N, s)\)-successful strategy with \( n \) tests is given by

\[
N_p(n, 3k + l) \geq 2nl + 4k.
\]

*Proof.* The idea of the proof is to take a ”sliding window” of size \( l + k \) after the first test and move it \( l \) steps to the left or right depending on the test result of the first test. We let the first test be defined as \( T_1 = \{1, 2, \ldots, \lceil \frac{N}{2} \rceil\} \). W.l.o.g. we can assume that the test result is 1 or the test result is 0 and \( \lceil \frac{N}{2} \rceil \leq 2k + l \) and then we stop. Otherwise,

\[
T_2 = \{\lceil \frac{N}{2} \rceil - (l - 1), \lceil \frac{N}{2} \rceil - (l - 2), \ldots, \lceil \frac{N}{2} \rceil + k\}.
\]

Now if the 2nd test result is 1 or the test result is 0 and \( \lceil \frac{N}{2} \rceil - l \leq 2k + l \), again we stop. Otherwise,

\[
T_3 = \{\lceil \frac{N}{2} \rceil - 2l + 1, \lceil \frac{N}{2} \rceil - 2l + 2, \ldots, \lceil \frac{N}{2} \rceil + k - l\}.
\]

Now if the 3rd test result is 1 or the test result is 0 and \( \frac{N}{2} - 2l \leq 2k + l \), again we stop. Therefore, we can repeat the procedure, and in general we have

\[
T_i = \{\lceil \frac{N}{2} \rceil - (i - 1)l + 1, \lceil \frac{N}{2} \rceil - (i - 1)l + 2, \ldots, \lceil \frac{N}{2} \rceil + k - (i - 2)l\}
\]

for \( i > 1 \). If the \( i \)-th test result is 1 or the test result is 0 and \( \frac{N}{2} - (i - 1)l \leq 2k + l \), we stop. As a result, after \( n \) steps we will successfully terminate if \( N = 2nl + 4k \).

Now we consider the case \( s \geq 4k + 1 \) and characterize the optimal strategies for the path graph. We start with the upper bound.
Theorem 4 Let $k \geq 1$ for $n \geq 0$ and $s \geq 4k$. Then for the maximum $N$, such that there exists a $(P_N, s)$-successful strategy with $n$ tests, it holds that

$$N_p(n, s) \leq (s - 4k)2^n + k(2n + 4).$$

Proof. Fix $s \geq 4k$. Skipping trivialities, let us assume that $n > 0$. Let $N = 2^n(s - 4k) + 2kn + 4k + 1$ and $S$ be any testing strategy with $n$ tests. We shall describe an adversary strategy (i.e., a sequence of test results) proving that $S$ is not a successful strategy. Let $A_0 = \{nk + 1, nk + 2, \ldots, nk + 2^n(s - 4k) + 4k + 1\}$. Notice that $N \setminus A_0$ does not include less than $nk$ positions on each side of $A_0$. Let $T_1$ be the first test in the strategy $S$.

$$y_1 = \begin{cases} 0 & \text{if } |\Gamma(T_1) \cap A_0| < |\Gamma(A_0 \setminus T_1)| \\ 1 & \text{otherwise} \end{cases}$$

Let $A_1 = \max\{(|\Gamma(T_1) \cap A_0), |\Gamma(A_0 \setminus T_1)|\}$. Since on both sides of $A_0$ there are $nk$ positions (i.e., in particular, $A_0$ does not include 1 nor $N$), it follows that

$$|A_1| \geq \left\lceil \frac{|A_0|}{2} \right\rceil + 2k \geq 2^{n-1}(s - 4k) + 4k + 1.$$ 

Notice also that between the leftmost (rightmost) element of $A_1$ and the leftmost (rightmost) element of $N$ there are at least $(n-1)k$ positions. In addition, we have $D_1 \supseteq A_1$. Hence, after the first test, there is a possible outcome for which the size of the set of candidate positions for the target is at least $2^{n-1}(s - 4k) + 4k + 1$. So if $n$ was 1, this would be proof that strategy $S$ is not successful.

In general, the adversary’s strategy is described as follows:

$$y_i = \begin{cases} 0 & \text{if } |\Gamma(T_i) \cap A_{i-1}| < |\Gamma(A_{i-1} \setminus T_i)| \\ 1 & \text{otherwise} \end{cases}$$

for $i = 1, 2, \ldots, n$.

Let $A_i = \max\{(|\Gamma(T_i) \cap A_{i-1}), |\Gamma(A_{i-1} \setminus T_i)|\}$. Then, as before, we have

$$|A_i| \geq \left\lceil \frac{|A_{i-1}|}{2} \right\rceil + 2k \geq 2^{n-i}(s - 4k) + 4k + 1$$

and between the leftmost (rightmost) element of $A_i$ and the leftmost (rightmost) element of $N$ there are at least $k(n - i)$ positions. This is important for guaranteeing the invariant $|A_i| \geq \left\lceil \frac{|A_{i-1}|}{2} \right\rceil + 2k$ as long as $i \leq n$. Finally, we have $D_i \supseteq A_i$. Therefore, after $n$ tests, we have $|D_n| \geq s + 1$, which means that the strategy $S$ is not successful.

We will now show a tied lower bound.

Theorem 5 For $n \geq 0$ and $s \geq 4k$, the maximum $N$, such that there exists a $(P_N, s)$-successful strategy with $n$ tests, is given by

$$N_p(n, s) \geq (s - 4k)2^n + k(2n + 4).$$
Proof. We consider two variants of the problem and then reduce the original problem to them. The first variant (later referred to as variant O, for open) arises when we consider the search space open on both sides. More precisely, we assume that $D_0 = \{a + 1, \ldots, a + x\}$ for some $a \in \mathbb{Z}$ and $x \in \mathbb{N}$ and the target can move on any position in $\mathbb{Z}$, i.e., there is no boundary at $a$ or $a + x$, in the sense that from position $a + x$ the target can move to position $a + x + i$ with $1 \leq i \leq k$ too, and from position $a + 1$ it can also move to position $a - i$ with $0 \leq i \leq k - 1$. This is different from the problem we fixed at the beginning, since when the target is in 1 (resp. in $N$), if it moves, it can only move to 2 (resp. $N - 1$).

Claim 1 Let $N^O(n, s)$ denote the largest value of $x$ such that there is a strategy with $n$ tests which allows us to locate the target within the accuracy $s$ on an infinite path, assuming that the target starts in some initial sub-path of $x$ vertices $\{a + 1, \ldots, a + x\}$.

$$N^O(s, n) \geq 2^n(s - 4k) + 4k$$

The base case $n = 0$ is trivially true. For the induction step, let $n \geq 1$ and $D_0 = \{a + 1, \ldots, a + 2^n(s - 4k) + 2k\}$. Using the first test

$$T_1 = \{a + 1, \ldots, a + 2^{n-1}(s - 4k) + 2k\},$$

we have that either

$$D_1 = \{a + 1 - k, \ldots, a + 2^{n-1}(s - 4k) + 3k\}$$

or

$$D_1 = \{a + 2^{n-1}(s - 4k) + 1 + k, \ldots, a + 2^n(s - 4k) + 5k\}.$$

In both cases we have that $|D_1| = 2^n(s - 4k) + 4k$. Hence, by the induction hypothesis, $n - 1$ additional tests are sufficient for a successful strategy starting from $D_1$. Thus $n$ tests are sufficient for a successful strategy starting from $D_0$; i.e., we have shown $N^O(s, n) \geq 2^n(s - 4k) + 4k$, concluding the proof of Claim 1.

As a second variant of the problem, we consider the case where the search space is half-open (later referred to as variant H). We assume that $D_0 = \{1, \ldots, x\}$ for some $x \in \mathbb{N}$ and the target can move on any position in $\mathbb{N}$, i.e., it can never move to a position to the left of 1 but it can move to a position to the right of $x$, meaning, positions $x + 1, x + 2, \ldots$ might become possible candidates later on. By induction we can prove the following.

Claim 2 Let us denote by $N^H(n, s)$ the largest value of $x$ such that there is a strategy with $n$ tests which allows us to locate the target within accuracy $s$ on a semi-infinite path $\{1, 2, \ldots\}$, assuming that the target starts on the initial sub-path of $x$ vertices $\{1, \ldots, x\}$.

$$N^H(n, s) \geq 2^n(s - 4k) + (n + 4)k$$

The base case $n = 0$ is trivially true. For the induction step, let $n \geq 1$ and $D_0 = \{1, \ldots, 2^n(s - 4k) + k(n + 4)\}$. Using the first test

$$T_1 = \{1, \ldots, 2^{n-1}(s - 4k) + k(n + 2)\},$$
it follows that either
\[ D_1 = \{1, \ldots, 2^{n-1}(s-4k) + k(n+3)\} \]

or
\[ D_1 = \{2^{n-1}(s-4k) + k(n+1) + 1, \ldots, 2^n(s-4k) + k(n+5)\}. \]

In the first case we have that \(|D_1| \leq 2^{n-1}(s-4k) + k((n-1)+4) \leq N^H(n-1, s)\), hence by induction \(n-1\) additional tests are sufficient for a successful strategy starting from \(D_1\). In the second case, we have \(|D_1| = 2^{n-1}(s-4k) + 4k \leq N^O(n-1, s)\), and even allowing the new search space to be open, we can finish the search with a strategy of size \(n-1\), by Claim 1. In both cases, \(n\) tests are sufficient for a successful strategy starting from \(D_0\), hence the inductive step is established. This completes the proof of Claim 2.

Now we address the proof for the lower bound, i.e.,
\[ N_p(n, s) \geq (s-4k)2^n + k(2n+4). \]

The case \(n=0\) is trivially true. For \(n \geq 1\), let \(D_0 = \{1, \ldots, 2^n(s-4k)+k(2n+4)\}\) and define \(T_1 = \{1, \ldots, 2^n-1(s-4k) + k((n-1)+3)\}\). We have that either \(D_1 = \{1, \ldots, 2^{n-1}(s-4k) + k((n-1)+4)\}\) or \(D_1 = \{2^{n-1}(s-4k) + k((n-1)+2) + 1, \ldots, 2^n(s-4k) + k(2n+4)\}\). In both cases we have \(|D_1| \leq N^O(n-1, s)\) and we can finish in \(n-1\) tests by Claim 2, using a strategy for the half-open variant defined above. Notice that in both cases, the resulting set of candidate positions for the target can extend only in one direction, like in an instance of the half-open variant. Hence \(N_p(n, s) \geq (s-4k)2^n + k(2n+4)\), as desired. \(\square\)

Using Theorem 4 and Theorem 5, we obtain the following.

**Corollary 1** For \(n \geq 0\) and \(s \geq 4k\), the maximum \(N\), such that there exists a \((P_N, s)\)-successful strategy with \(n\) tests, is given by
\[ N_p(n, s) = (s-4k)2^n + k(2n+4). \]

### 4 Non-Adaptive Two-Sided Search on a Path Graph

In this section we give an optimal non-adaptive strategy for the search in a path graph. In this section we assume that \(k = 1\) which means the object can only make movements of size 1. Let \(P_N = (\mathcal{N}, \mathcal{E})\) be a path graph on \(N\) vertices, where the set of edges is given by
\[ \mathcal{E} = \{(i, i+1)\}_{i \in \mathcal{N} \setminus \{0\}} \bigcup \{(i, i)\}_{1 \leq i \leq N}. \]

It was shown in \cite{7} that for an adaptive strategy we have \(s^*(P_N) = 4\), and thus the minimum \(n\) such that there exists a successful strategy with \(n\) tests is given by
\[ n_A(P_N, 4) = \left\lceil \frac{N}{2} \right\rceil - 2. \]  

(1)
We will show now that there exists a non-adaptive strategy, which needs the same number of tests as an optimal adaptive strategy. Therefore, this strategy is also optimal. We first give an example for \( N = 16 \). We present a strategy that needs \( \lceil \frac{N^2}{2} \rceil - 2 = 6 \) tests and therefore is optimal.

**Example 1** Consider a non-adaptive strategy \( S(n, N) = A_{n,N} = \{a_{ij}\} \) where \( n = 6 \) and \( N = 16 \) as follows

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

Let us assume the first test result is \( y_1 = 0 \). We will then know the prior position of the target, once we receive the first time a test result \( y_i = 1 \), \( i \in \{2, 3, 4, 5, 6\} \). If \( y_i = 0 \) in all tests, then \( d_6 \in \{1, 2, 3\} \). Taking the expansion into the neighborhood at the right side into account, we have that \( |D_6| = |\{1, 2, 3, 4\}| = 4 \). Otherwise if the first test result is \( y_1 = 0 \), then we know the prior position once we have the first time a test result \( y_i = 1 \), \( i \in \{2, 4, 6\} \) or \( y_i = 0 \), \( i \in \{3, 5\} \).

Now we will show that the strategy is successful for the general case.

**Theorem 6** The minimum \( n \) such that there exists a successful strategy with \( n \) tests is given by

\[
n(P_N, 4) = \left\lceil \frac{N}{2} \right\rceil - 2.
\]

**Proof.** We already know from equation (1) that for the adaptive case we need no fewer than \( \lceil \frac{N^2}{2} \rceil - 2 \) tests. Therefore, this also holds for the non-adaptive case.

We also do not need more than this amount of tests, since we can construct a successful strategy for each \( N \).

This strategy bisects the number of nodes in the path into two, such that the graph is divided into two, almost of equal size in the number of nodes and sub-paths. The nodes of one path belong to the test set, the others do not. This ensures that the test provides the knowledge whether the target was on the first subpath or on the other one.

In order to avoid an expanding area of uncertainty at the connecting end of the two paths, which results from the possible movement of the target, we delimit the ends by a region of neighbor nodes, which are alternating by their membership in the current test set.

By expanding the center region, we increase the accuracy of each test, since the number of nodes at the two paths is declining. Once the target gets from the end of one subpath into the region of alternating test membership, the prior position is determined and the target can only be located at the position of the bordering two nodes, expanded by the possible moves to each side. This results in an accuracy of \( s=4 \), which proves that the strategy is successful.
The strategy is formalized by the following.

Let \( n, N \in \mathbb{N} \) be given. For \( 1 \leq i \leq n \) and \( 1 \leq j \leq N \), we define the expanding accuracy strategy \( S(n, N) = A_{n,N} = \{a_{ij}\} \) by

(i) \( a_{ij} = 0 \), for \( 1 \leq j \leq \left\lfloor \frac{N}{2} \right\rfloor - i + 1 \)

(ii) \( a_{ij} = \begin{cases} 0 & \text{if } i = \text{even} \\ 1 & \text{if } i = \text{odd} \end{cases} \), for \( \left\lfloor \frac{N}{2} \right\rfloor + i \leq j \leq N \).

(iii) \( a_{i,\left\lfloor \frac{N}{2} \right\rfloor + p - i + 1} = g_p \), otherwise,

where

\[
g_p = \begin{cases} 1 & \text{if } p \equiv 1 \pmod{4} \text{ or } p \equiv 2 \pmod{4} \\ 0 & \text{otherwise} \end{cases} \quad \text{for } p \geq 1.
\]

Remark 1 The result of Theorem 6 is surprising in the sense that it shows that our optimal non-adaptive strategy requires as many tests as the optimal adaptive strategy derived in [7]. For practical applications, this means that you don't have to wait for the test result but can run the next test immediately. This can be a huge time saver.

Proposition 3 For \( N > 6k \) there does not exist a \((P_N, s)\)-successful non-adaptive strategy with \( s < 4k \).

Proof. Obviously, if the strategy contains only 1 test, we can’t get an answer with \( s < 4k \). Let our non-adaptive strategy consist of \( t \geq 2 \) tests. We consider values in \( 2k + 1 \) middle vertices (from \( \left\lfloor \frac{N}{2} \right\rfloor - k \) to \( \left\lfloor \frac{N}{2} \right\rfloor + k \)) in test \( t \). If all of them are the same, we can use following counter-strategy.

We restrict the target position to reside in all such cases in the test set, when the center \( \left\lfloor \frac{N}{2} \right\rfloor \) node is within the test set. Without that restriction, the target preserves a higher flexibility, which means that it can hide in larger elements of the bipartition defined by the test set.

We know for the first test in the induction begin, that we can not achieve a higher accuracy than \( 4k \). We assume that we still did not achieve a higher accuracy in step \( t - 1 \).

However, if the the test \( T_t \) excludes or includes \( 2k + 1 \) middle nodes from \( \left[ \left\lfloor \frac{N}{2} \right\rfloor - k \right] \) to \( \left[ \left\lfloor \frac{N}{2} \right\rfloor + k \right] \) as a whole, and the target resides in these nodes, then we have an accuracy of \( s^* = 4k + 1 > 4k \) after test \( T_t \).

If the nodes from \( \left[ \left\lfloor \frac{N}{2} \right\rfloor - k \right] \) to \( \left[ \left\lfloor \frac{N}{2} \right\rfloor + k \right] \) are only partially included in test \( T_t \), then there exists one pair of neighbor positions, \( x^* \) and \( x^* + 1 \), which have different values in the matrix. Let us assume w.l.o.g., that \( x^* \leq \left\lfloor \frac{N}{2} \right\rfloor \). At position \( x^* + 2k \) at test round \( t \), there is a position which is either within or outside of test \( T_t \). Now, if \( x^* \) has the same test membership as \( x^* + 2k \), we consider \( x^* \) as a second possible target position, aside from \( x^* + 2k \). Otherwise, we consider \( x^* + 1 \) as the second possible target position.
\[ y_i = \begin{cases} 
  f_{T_i}(x^* + k) & \text{for } i = 1, \ldots, t - 1 \\
  f_{T_i}(x^* + 2k) & \text{for } i = t.
\end{cases} \]

The target positions are possible because we restricted the target in the steps \( t - 1 \) and kept the positions that were agreed upon the test membership with node \( x^* + k \). Both, the first and the second possible target positions are reachable from \( x^* + k \). Taking the neighborhood expansion into account, we have a closed area of possible target positions after test \( t \), which extends from \( x^* \), (or \( x^* + 1 \)), via \( x^* + k \) to \( x^* + 2k \). This interval contains \( 4k + 1 \) positions, if \( x^* \) and \( x^* + 2k \) share the membership, otherwise \( 4k \) positions.

This completes the proof of Proposition 3. \( \square \)

**Theorem 7** The minimum \( s \), such that there exists a \((G, s)\)-successful non-adaptive strategy is given by

\[ s^* = \begin{cases} 
  N & \text{if } N \leq 2k \\
  \lceil \frac{N}{2} \rceil + k & \text{if } 2k < N \leq 6k \\
  4k & \text{if } N > 6k.
\end{cases} \]

**Proof.** The first inequality is obvious.

The last one follows from Proposition 3 and from the strategy similar to strategy 1, where the 0’s and 1’s are substituted with \( k \)-successive 0’s and 1’s, respectively.

The second inequality follows from a counter-strategy from the proof of Proposition 3 but in the cases where \( 2k < N \leq 6k \), the object can not move to both sides for \( k \). Thereby we get that \( s^* \geq \lceil \frac{N}{2} \rceil + k \). And we can get this result in the simple 1-step strategy. Observe that since \( N \leq 6k \), \( \lceil \frac{N}{2} \rceil + k \leq 4k \) for such \( N \). This completes the proof of Theorem 7.

**Remark 2** The non-adaptive strategy for the case \( N > 6k \) above is optimal. Therefore, we find in this case a non-adaptive strategy for any arbitrary \( k \) with the same number of tests as the adaptive strategy.

## 5 A coding problem equivalent to the search problem

We say that a coding problem is equivalent to a search problem if each code of the coding problem can be used simultaneously as a search strategy and vice versa. This equivalence has been known for a long time. Berlekamp, for example, used it in his PhD thesis \[12\] to develop error-correcting codes with feedback. In our case, too, there is an equivalent coding problem that we will briefly describe here. All the results from the previous sections also apply to this coding problem because of the equivalence. We have a channel with a transmitter and a receiver over which we can transmit one bit per time unit without noise. Furthermore,
a graph $G = (\mathcal{N}, \mathcal{E})$ is given that corresponds to the graph from the search problem, where $\mathcal{N}$ denotes the positions and $\mathcal{E}$ denotes the possible paths. An object moves $k$ times per time unit exactly as in the previously described search problem. The starting position of the object is chosen arbitrarily. The aim of the sender now is to transmit where the object is located to the receiver with accuracy $s$ (as defined in the search problem). For this purpose, as mentioned above, he can transmit one bit per time unit without noise. For this purpose, the transmitter and receiver can use one of the search strategies developed in the previous sections. The transmitter sees the object and sends the first answer to the first test of the search strategy over the channel. Then the object moves and the transmitter sends the second answer to the second test of the search strategy. After $n$ tests at the latest, the receiver has received the position of the object with accuracy $s$. If the sender uses a non-adaptive search strategy, he can simply transmit all answers to all tests of the search strategy step by step in each time step. If he uses an adaptive search strategy, he must always choose the next test depending on the previous bits sent. We thus obtain an encoding strategy from our search strategy for the encoding problem described above. In the same way, each coding strategy can be used as a search strategy. It is often helpful to consider the problem as both an encoding problem and a search problem.

6 Conclusions

We have expanded the theory of combinatorial two-sided search.

First, the case in which a searched object can move more steps between the tests is addressed. This is a clearly different from the original model, where the searched object is only permitted to move one step in between the tests. In our proposed model, the object can move up to $k$ steps between tests. This can be interpreted as the fact that the searched object is subject to a non-uniform speed spectrum and might move at different speeds.

Second, we considered the non-adaptive scenario. It has been shown that for the path graph there exists an optimal non-adaptive strategy with the same number of tests that the optimal strategy has for the same parameters.

The aim should be to analyze more complex graphs. There are examples in which an optimally non-adaptive strategy requires more tests than an optimally adaptive strategy does for more complicated graphs. In such cases, it would be interesting to consider strategies that are not completely adaptive, that is, to test in several stages.

In the course of analysis for more complicated graphs, we observe that if the model is restricted to the case where the searched object does not move after the last test, it can be advantageous in the sense of requiring significantly fewer case distinctions for the graph analysis. The graphs considered in this paper have no advantages for the analysis. We get the following result for the cycle graph: For $s \geq 4k$ and $n \geq 0$, we have

$$N^*_c(n, s) = (s - 2k)2^n + 2k,$$
and the following result for the path graph: For $n \geq 0$ and $s \geq 4k$, we have

$$N^*_p(n, s) = (s - 2k)2^n + k(2n + 2).$$
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