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Abstract—Transmission line, or wire, is always troublesome to integrated circuits designers, but it could be helpful to parallel computing researchers. This paper proposes the Virtual Transmission Method (VTM), which is a new distributed and stationary iterative algorithm to solve the linear system extracted from circuit. It bears the circuit by virtual transmission lines to achieve distributed computing. For the symmetric positive definite (SPD) linear system, VTM is proved to be convergent. For the unsymmetrical linear system, numerical experiments show that VTM is possible to achieve better convergence property than the traditional stationary algorithms. VTM could be accelerated by some preconditioning techniques, and the convergence speed of VTM is fast when its preconditioner is properly chosen.

Index Terms—Circuit simulation, distributed computing, numerical analysis, transmission line, wire.

I. INTRODUCTION

Transmission line, or interconnect, or wire, is one of the main determinants of chip performance, because of the long interconnect latency and large power dissipation [37]. However, the circuit could not work without transmission lines, because the transmission line plays an irreplaceable role to make the distributed circuit stable and scalable [13]. In this paper, transmission lines are used to assist the distributed computation of sparse linear system of circuit.

The basic problem of the distributed circuit simulation is to distribution solve the sparse linear system extracted from circuit [34, 41, 46]. Generally speaking, the linear system of circuit is unsymmetrical, because of the existence of controlled sources. Restricted to the resistor-capacitor (RC) network, the linear system would be symmetrical [39].

Many numerical algorithms are employed to solve the linear system from circuit. KLU is an optimized LU factorization algorithm for circuit, and it is broadly used in commercial and non-commercial circuit simulators [49]. KLU is sequential. SuperLU is an outstanding distributed algorithm to solve the general unsymmetrical sparse linear system on a large number of processors, and it has been widely adopted for circuit simulation [15]. Xyce is a parallel circuit simulator designed for supercomputers, and it uses the Block Jacobi preconditioned GMRES method [50, 4, 3]. Schur complement method is a non-overlapping domain decomposition method making use of the master-slave model. It is simple to be comprehended and implemented, and was frequently used [29, 65, 20]. [7] presents a parallel direct/iterative mixed approach, based on the Schur complement method and preconditioned GMRES method. [41] adopted the preconditioned overlapping domain decomposition method, which is supported by PETSc, a distributed scientific computing package [1]. The highlight of [41] is that it improves the matrix property by exploiting the characters of transistor device models.

The symmetric linear system of circuit is mainly extracted from the RC networks. Solving RC network is the key for the power grid analysis and thermal analysis [30, 26]. Meanwhile, the sparse linear system generated by the finite element method from elliptic partial differential equations (PDE) is equivalent to a resistor network.

The simulation of power grid has been intensively researched in the past 10 years, and a variety of numerical algorithms had been employed to solve the RC network, such as stationary iterative methods [67], Krylov-subspace iterative method [12], algebraic multigrid (AMG) [31, 69], coupled iterative/direct method [32] and FFT method [48]. [42] proposed a stochastic method, and this method was further expanded as a preconditioning method for the diagonal dominant matrix [43].

To compute the RC network on the parallel computing platform, [68] makes use of the domain decomposition method (DDM). [11] adopts a distributed matrix inversion algorithm. The potential of GPU to solve the RC network was illustrated in [6, 16, 17, 48].

VTM is a new distributed and stationary iterative algorithm to solve the sparse linear systems [59]. VTM is similar to Block Jacobi or Overlapped Block Jacobi method [56, 66].

VTM is inspired by the behavior of transmission line [40, 13]. It inserts virtual transmission lines into the circuit to achieve distributed computing [58, 59]. The idea of VTM is derived from the pseudo transient method [57]. Pseudo transient method inserts pseudo capacitors or inductors into the circuit to approve the convergence property of DC analysis. Similarly, VTM inserts pseudo transmission lines into the circuit to approve the convergence property of distributed simulation. Inserting virtual or pseudo electrical element to assist the circuit simulation is a common approach, and the advantage is that the physical property of circuit could be utilized during numerical computation.

VTM draws a parallel between distributed computing of linear system and distributed simulation of linear circuit, and it interprets the relationship between numerical analysis and circuit analysis. To solve a sparse linear system in parallel is equalized to simulate a linear circuit in parallel, and vice versa,
we might comprehend the distributed numerical algorithm from the viewpoint of circuit theory and microwave network.

To partition a circuit, node tearing and branch tearing are two important methods [64, 47]. This paper proposes the third way, which is called wire tearing. Tearing the circuit by wires is not a new idea, since all the subcircuits are connected by wires, but we first apply this concept into the distributed numerical algorithms [58, 59]. Wire tearing can be considered as the insertion of transmission line to connect the torn nodes [61]. The advantage of wire tearing over the branch tearing and node tearing is that it does not bring in any extra energy, because all the wires are passive [27].

As a distributed numerical algorithm, VTM is similar to overlapped Block Jacobi or Block SOR method [2, 45]. We have proved that VTM is convergent to solve arbitrarily-large SPD linear system on arbitrary number of processors [59, 62]. VTM could also be considered as a new type of algebraic domain decomposition method [55]. VTM is similar to the additive Schwarz method with Robin condition, i.e. Schwarz-Robin method [35, 21, 22, 36]. Additive Schwarz method is mainly used to solve the sparse linear system from elliptic partial differential equations (PDE), and VTM is used to solve the general sparse linear system. The partitioning method for VTM, i.e. wire tearing, is different from the traditional partitioning methods for algebraic additive Schwarz method [22, 36]. Furthermore, the preconditioning technique for VTM is more flexible than Optimized Schwarz Method [21].

This paper is organized as follows. Section 2 presents a brief introduction to the linear system of circuit. Section 3 introduces the mathematical description of transmission line. Section 4 proposes the physical background of VTM. Section 5 describes how to partition the circuit by wire tearing. Section 6 details the algorithm of VTM. Section 7 presents the convergence theory. Section 8 provides a simple example. Section 9 discusses the preconditioning techniques for VTM. Numerical experiments are shown in Section 10. We conclude this work in Section 11. In the appendix, we present a proof for the convergence theory.

### II. LINEAR SYSTEM OF CIRCUIT

In virtue of the nodal analysis, one circuit could be described by a sparse linear system [39].

\[ Ax = b \]  

Here \( x \) represents the nodes’ voltages, and \( b \) is the current sources flowing into the nodes. \( A \) is the coefficient matrix, which might be symmetrical, or unsymmetrical, depending on the property of circuit.

If the circuit contains no voltage sources but only current sources, we call it current-driven circuit. To construct the linear system of current-driven circuit, we only need to use the nodal analysis technique, and do not need the modified nodal analysis technique [39]. If there were voltage sources in the circuit, they might be equalized into current sources, according to the Norton equivalent theory [18].

### III. TRANSMISSION LINE

Transmission line is an important element in electrical and microwave engineering. It is also called cable, wire or interconnect in different contexts.

The circuit diagram of the transmission line is illustrated in Fig. 1. The analytical description of the lossless or ideal transmission line is the wave equation [40, 13].

\[ \frac{\partial^2 u(x, t)}{\partial x^2} = L C \frac{\partial^2 u(x, t)}{\partial t^2} \]  

Here \( L \) is the inductance per unit length, \( C \) is the capacitance per unit length.

The time domain mathematical description of the lossless transmission line is called Transmission Delay Equations, as shown in (3) [40, 8, 59].

\[ u_i(t) + Z \cdot i_i(t) = u_o(t - \tau) - Z \cdot i_o(t - \tau) \]  

\[ u_o(t) + Z \cdot i_o(t) = u_i(t - \tau) - Z \cdot i_i(t - \tau) \]  

Here \( u_i(t) \) and \( u_o(t) \) represent the port voltages. \( i_i(t) \) and \( i_o(t) \) represent port inflow currents. \( t \) is the time variable. \( \tau \) is the propagation delay. \( Z \) is the characteristic impedance, which is positive.
The propagation delay of the transmission line is:
\[ \tau = \frac{1}{\sqrt{LC}} \]

Where \( L \) is the length of the transmission line.

The iterative formula of Transmission Delay Equations is similar to the Robin boundary condition in Partial Differential Equations and Schwarz-Robin method [35, 21]. There are two main differences: First, the normal derivative in the robin condition is replaced by a current; Second, (3) expresses the time delay explicitly.

For a number of coupled transmission lines, (3) could be re-expressed in the matrix-vector form:
\[
\begin{align*}
\mathbf{u}_1(t) + \mathbf{Z} \cdot \mathbf{i}_1(t) &= \mathbf{u}_2(t - \tau) - \mathbf{Z} \cdot \mathbf{i}_2(t - \tau) \\
\mathbf{u}_2(t) + \mathbf{Z} \cdot \mathbf{i}_2(t) &= \mathbf{u}_1(t - \tau) - \mathbf{Z} \cdot \mathbf{i}_1(t - \tau)
\end{align*}
\] (4)

Here \( \mathbf{Z} \) is the characteristic impedance matrix of the transmission lines. If there is no coupling among transmission lines, \( \mathbf{Z} \) is diagonal; if there is coupling, \( \mathbf{Z} \) is a sparse matrix.

(4) could be re-expressed as (5):
\[
\begin{align*}
\mathbf{i}_1(t) + \mathbf{W} \cdot \mathbf{u}_1(t) &= -\mathbf{i}_2(t - \tau) + \mathbf{W} \cdot \mathbf{u}_2(t - \tau) \\
\mathbf{i}_2(t) + \mathbf{W} \cdot \mathbf{u}_2(t) &= -\mathbf{i}_1(t - \tau) + \mathbf{W} \cdot \mathbf{u}_1(t - \tau)
\end{align*}
\] (5)

Here \( \mathbf{W} \) is the characteristic admittance matrix of the wires.

\[ \mathbf{W} = \mathbf{Z}^{-1} \]

Associated with the principle of parallel computer, we come to realize that, there is conceptual similarity between the distributed computer and the distributed circuit, as shown in Fig. 2 [61].

First, different circuits are connected by wires, which is similar to the situation where different processors are connected by the digital data link.

Second, the wire has transmission delay, and there is also communication delay between the processors.

As the result, if we assimilate each circuit to a processor, and consider the wire as the data link between processors, then the distributed circuit would be kind of a distributed computer.

**IV. PHYSICAL BACKGROUND**

In this section, we present an observation from circuit and microwave network. This lemma presents the stability property of the resistor network with wires. Fig. 3 presents an illustration for this lemma. Lemma 2 could be validated in SPICE [38, 44].

**Lemma 2**: A linear resistor network with wires inside never oscillates unendingly, and it will finally settle down to the steady state, which is the steady state of the resistor network eliminating all the wires.

The physical insight of this lemma is that, the energy of a resistor network is limited. Divergence means infinite energy, which is impossible for the resistor network.

Lemma 2 is also valid for the resistor-capacitor network. But for the general circuit with wires, it is not always valid. A distributed circuit with wires inside might go unconvergent. The stability is depending on the property of circuit and the characteristic impedance of the wires.

**Fig. 2.** Similarity between the distribute circuit and distributed computer. (a) Distributed circuit, two subcircuits are connected by a wire. (b) Distributed computer, two processors are connected by a digital data link.

**Fig. 3.** Illustration of the stability theory of resistor network with wires. (a) The resistor network with wires inside. (b) The resistor network without wires. (c) The voltage of node 2a and node 2b in (a) would converge to the steady state, which is the voltage of node 2 in (b).
V. Wire Tearing

To solve the sparse linear system of a circuit, originally there is no transmission line in it, but we might figure out some way to insert transmission lines into the circuit by splitting the nodes. This partitioning technique is called wire tearing.

By means of wire tearing, the original circuit is turned into a distributed circuit. It is partitioned into a number of separate sub-circuits by virtual transmission line. Later, we locate each sub-circuit into one processor, and use the digital data link to imitate the behavior of the transmission line. As the result, the distributed circuit is simulated in a distributed way.

According to Lemma 2, the resistor network with wires would finally go to the steady state, which is exactly the steady state of the resistor network without wires. This lemma explains the reason that VTM could always be convergent to solve the resistor network. For the sparse linear system of a general circuit, VTM might be unconvergent.

There are 4 steps to perform wire tearing for the circuit $G$.

1. Set the splitting interface $\Gamma \subseteq \Gamma$. V is called interfacial node if $V \in \Gamma_{\text{interface}}$; otherwise, V is called inner node.
2. Split each interfacial node into a pair of nodes, which are called twin nodes.
3. Split the resistors and current sources connected to each interfacial node.
4. Connect each pair of twin nodes by a length of lossless wire. Add inflow currents to the twin nodes.

Example 1. Fig. 4 illustrates an example, in which a simple resistor network is split into two sub-circuits.

First we define the set of inner nodes in Sub-circuit 1 as $\Gamma_{1,\text{inner}}$, the set of inner nodes in Sub-circuit 2 as $\Gamma_{2,\text{inner}}$.

By reordering the rows, the sparse linear system of circuit (1) could be re-formatted as below by row reordering:

\[
\begin{bmatrix}
C & E_1 & E_2 \\
F_1 & D_1 & 0 \\
F_2 & 0 & D_2
\end{bmatrix}
\begin{bmatrix}
u_1 \\
y_1 \\
y_2
\end{bmatrix}
=
\begin{bmatrix}
f_1 \\
g_1 \\
g_2
\end{bmatrix}
\]

(6)

Here $u$ is the voltage vector of $\Gamma_{\text{interface}}$. $y_1$ and $y_2$ are the voltage vector of $\Gamma_{1,\text{inner}}$ and $\Gamma_{2,\text{inner}}$, respectively.

After wire tearing, the interfacing nodes are split, and $\Gamma_{\text{interface}}$ is split into two sets, the twin nodes in Sub-circuit 1, $\Gamma_{1,\text{twin}}$, and the twin nodes in Sub-circuit 2, $\Gamma_{2,\text{twin}}$. The system of sub-circuit 1 is:

\[
\begin{bmatrix}
C_1 & E_1 \\
F_1 & D_1
\end{bmatrix}
\begin{bmatrix}
u_1 \\
y_1
\end{bmatrix}
=
\begin{bmatrix}
f_1 \\
g_1 + 0
\end{bmatrix}
\]

(7)

Here $u_1$ represents the voltage vector of $\Gamma_{1,\text{twin}}$. $i_1$ represents the currents flowing into $\Gamma_{1,\text{twin}}$.

After wire tearing, the system of sub-circuit 2 is:

\[
\begin{bmatrix}
C_2 & E_2 \\
F_2 & D_2
\end{bmatrix}
\begin{bmatrix}
u_2 \\
y_2
\end{bmatrix}
=
\begin{bmatrix}
f_2 \\
g_2 + 0
\end{bmatrix}
\]

(8)

Here $u_2$ represents the voltages vector of $\Gamma_{2,\text{twin}}$. $i_2$ represents the currents flowing into each node of $\Gamma_{2,\text{twin}}$.

Also we have,

\[
\begin{align*}
\text{Subckt 1} & : I_1(t) + I_{2a} + I_{2b} = I_2(t) + I_3(t) \\
\text{Subckt 2} & : I_1(t) + I_{2a} + I_{2b} = I_2(t) + I_3(t)
\end{align*}
\]

Fig. 4. Illustration of the wire tearing. (a) The original resistor network, and node 2 is set to be the interfacial node. (b) Split node 2 into a pair of twin nodes 2a and 2b, and insert a length of transmission line between them. $1/R_2=1/R_{2a}+1/R_{2b}$. $I_{2a}=I_{2}+I_{2b}$. (c) Replace the virtual transmission line with its equivalent circuit, and the original resistor network is partitioned into two sub-networks.
\[
\begin{align*}
C_1 + C_2 &= C \\
\mathbf{f}_1 + \mathbf{f}_2 &= \mathbf{f} \\
\mathbf{u}_1, \mathbf{i}_1, \mathbf{u}_2, \mathbf{i}_2 &\text{ are called boundary variables, and they satisfy the Transmission Delay Equations (5).} \\
\mathbf{i}_1(t) + \mathbf{W} \cdot \mathbf{u}_1(t) &= -\mathbf{i}_2(t - \tau) + \mathbf{W} \cdot \mathbf{u}_2(t - \tau) \\
\mathbf{i}_2(t) + \mathbf{W} \cdot \mathbf{u}_2(t) &= -\mathbf{i}_1(t - \tau) + \mathbf{W} \cdot \mathbf{u}_1(t - \tau)
\end{align*}
\]

If we set the boundary condition as below:

\[
\mathbf{u}_1(t) = \mathbf{u}_2(t) = \mathbf{u}(t) \\
\mathbf{i}_1(t) = -\mathbf{i}_2(t) = \mathbf{i}(t)
\]

Then (6) could be re-obtained from (7) and (8).

The above splitting technique is called level-one wire tearing, since the interfacial node is split once. If the interfacial node was split for more than one times, this splitting technique is called multilevel wire tearing [59].

VI. VIRTUAL TRANSMISSION METHOD

After partitioning of the circuit, there are 3 steps to perform the parallel computing by Virtual Transmission Method.

Step 1. Replace the lossless transmission line with its equivalent circuit.

Step 2. Load each sub-circuit into a processor.

Step 3. Use the data link to transfer the previous interfacial variables from one processor to another by message passing, and perform the distributed computing.

Example 2. Continuing with Example 1, the analytic expression of sub-circuit 1 is obtained by merging (5) and (7):  

\[
\begin{bmatrix}
C_1 & \mathbf{E}_1 \\
\mathbf{F}_1 & \mathbf{D}_1
\end{bmatrix}
\begin{bmatrix}
\mathbf{u}_1(t) \\
\mathbf{y}_1(t)
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{f}_1 \\
\mathbf{g}_1
\end{bmatrix}
+ 
\begin{bmatrix}
\mathbf{i}_1(t) \\
0
\end{bmatrix}
\]

(9)

Eliminate \(\mathbf{i}_1(t)\), and we obtain:

\[
\begin{bmatrix}
C_1 + \mathbf{W} & \mathbf{E}_1 \\
\mathbf{F}_1 & \mathbf{D}_1
\end{bmatrix}
\begin{bmatrix}
\mathbf{u}_1(t) \\
\mathbf{y}_1(t)
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{f}_1 + \mathbf{W} \cdot \mathbf{u}_2(t - \tau) - \mathbf{i}_2(t - \tau) \\
\mathbf{g}_1
\end{bmatrix}
\]

(10)

\[
\mathbf{i}_1(t) = -\mathbf{W} \cdot \mathbf{u}_1(t) + \mathbf{W} \cdot \mathbf{u}_2(t - \tau) - \mathbf{i}_2(t - \tau)
\]

Set all the delays of transmission lines to be 1, then,

\[
\begin{bmatrix}
C_1 + \mathbf{W} & \mathbf{E}_1 \\
\mathbf{F}_1 & \mathbf{D}_1
\end{bmatrix}
\begin{bmatrix}
\mathbf{u}_1^k \\
\mathbf{y}_1^k
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{f}_1 + \mathbf{W} \cdot \mathbf{u}_2^{k-1} - \mathbf{i}_2^{k-1} \\
\mathbf{g}_1
\end{bmatrix}
\]

(11)

(11) is an SPD sparse linear system, and it could be solved by any sequential algorithms, such as cholesky factorization, algebraic multigrid method (AMG) and conjugate gradient method (CG).

Similarly, the analytic expression of sub-circuit 2 is obtained by merging (5) and (8):

\[
\begin{bmatrix}
C_2 & \mathbf{E}_2 \\
\mathbf{F}_2 & \mathbf{D}_2
\end{bmatrix}
\begin{bmatrix}
\mathbf{u}_2(t) \\
\mathbf{y}_2(t)
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{f}_2 \\
\mathbf{g}_2
\end{bmatrix}
+ 
\begin{bmatrix}
\mathbf{i}_2(t) \\
0
\end{bmatrix}
\]

(12)

Eliminate \(\mathbf{i}_2(t)\), and we obtain:

\[
\begin{bmatrix}
C_2 + \mathbf{W} & \mathbf{E}_2 \\
\mathbf{F}_2 & \mathbf{D}_2
\end{bmatrix}
\begin{bmatrix}
\mathbf{u}_2(t) \\
\mathbf{y}_2(t)
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{f}_2 + \mathbf{W} \cdot \mathbf{u}_1(t - \tau) - \mathbf{i}_1(t - \tau) \\
\mathbf{g}_2
\end{bmatrix}
\]

(13)

\[
\mathbf{i}_2(t) = -\mathbf{W} \cdot \mathbf{u}_2(t) + \mathbf{W} \cdot \mathbf{u}_1(t - \tau) - \mathbf{i}_1(t - \tau)
\]

If all the delays of lines are 1, we obtain:

\[
\begin{bmatrix}
C_2 & \mathbf{W} & \mathbf{E}_2 \\
\mathbf{F}_2 & \mathbf{D}_2 & \mathbf{E}_2
\end{bmatrix}
\begin{bmatrix}
\mathbf{u}_2^k \\
\mathbf{y}_2^k
\end{bmatrix}
= 
\begin{bmatrix}
\mathbf{f}_2 + \mathbf{W} \cdot \mathbf{u}_1^{k-1} - \mathbf{i}_1^{k-1} \\
\mathbf{g}_2
\end{bmatrix}
\]

(14)

Later, we locate (11) on Processor 1, and locate (14) on Processor 2. After that, we set the initial values for boundary variables:

\[
\mathbf{u}_1^0 = \mathbf{u}_2^0 = 0 \\
\mathbf{i}_1^0 = \mathbf{i}_2^0 = 0
\]

At last, we do the distributed computing.

VII. CONVERGENCE THEORY

Theorem 1 (Convergence Theory): Assume a linear resistor network is partitioned into \(N\) sub-circuits by wire tearing, if the characteristic impedance matrix of the virtual transmission lines is symmetrical-positive-definite (SPD), then VTM converges at the answer to the resistor network.

This conclusion is supported by Lemma 2, and the mathematical proof is given in the appendix.

According to the proof of convergence theory, we know that the convergence speed of VTM is depending on the choice of the characteristic admittance matrix \(\mathbf{W}\). So \(\mathbf{W}\) is also called the preconditioner for VTM.

VIII. PRECONDITIONING

In this section, we discuss the preconditioning techniques for VTM. We first define the input admittance matrix of a circuit or microwave network [18, 13]. From the view of numerical analysis, input admittance matrix is an alias of Schur complement matrix associated with the interface variables \(\mathbf{u}\) [45, 68].

Example 3. Refer to (7), for Sub-circuit 1, the Schur complement matrix associated with the interface variables \(\mathbf{u}_1\) is:
$S_1 = C_1 - E_1 D_1^t F_1$

$S_1$ is also the input admittance matrix associated with the interface variables $u_1$ in Sub-circuit 1.

Similarly, in Sub-circuit 2, the Schur complement matrix associated with the interface variables $u_2$ is:

$S_2 = C_2 - E_2 D_2^t F_2$

$S_2$ is also the input admittance matrix associated with the interface variables $u_2$ in Sub-circuit 2.

Then, the voltage reflection matrix on the interface of Sub-circuit 1 is defined as:

$T_1 = (W - S_1)(W + S_1)^{-1}$

The voltage reflection matrix on the interface of Sub-circuit 2 is:

$T_2 = (W - S_2)(W + S_2)^{-1}$

According to the convergence proof in the appendix, the convergence factor of VTM is:

$CF = \sqrt{\rho(T_1 T_2)}$

Here $\rho(A)$ is the spectral radius of the square matrix $A$.

Consequently, we know that the convergence speed of VTM is depending on the choice of the characteristic admittance matrix $W$. This viewpoint is identical to the impedance matching technique in microwave engineering [13].

In the ideal case, if we set the preconditioner,

$W = S_1$ or $S_2$

Then,

$\rho(T_1 T_2) = 0$

As the result, only 1 iteration is needed to achieve convergence. Based on the knowledge of microwave network, we know that, if one port is precisely matched, there would be no energy reflection on this port and the network would settle down after 1 reflection.

In practice, it is impossible to obtain the accurate input admittance matrix of a large circuit, because the dimension of $D_1$ or $D_2$ might be very large, and it is impossible to obtain $D_1^{-1}$ and $D_2^{-1}$. So we need to figure out some practical way to approximate $W$ to make $W = S_1$ or $S_2$.

If the circuit is a resistor network, first we need to assure that $W$ is SPD. Continue with Example 2, there are several ways to choose $W$.

1. $W = \alpha \cdot I$, $\alpha > 0$. $I$ is the identity matrix.
2. $W = \text{diag}(C_1)$ or $\text{diag}(C_2)$. We call it diagonal preconditioner.
3. $W = C_1$ or $C_2$. This is called overlapped block preconditioner. It is similar to the overlapped block Jacobi method.
4. $W = \alpha \cdot C_1$ or $\alpha \cdot C_2$, $\alpha > 0$. This is called weighted overlapped block preconditioner (WOB).

5. $W = \tilde{S}_1$ or $\tilde{S}_2$. $\tilde{S}_1$ or $\tilde{S}_2$ are called the partial input admittance matrix of the large circuit, which are defined as below:

$\tilde{S}_1 = C_1 - E_1 D_1^t F_1$

$\tilde{S}_2 = C_2 - E_2 D_2^t F_2$

Here $\begin{bmatrix} C_1 & E_1 \\ \tilde{F}_1 & \tilde{D}_1 \end{bmatrix}$ is a submatrix of $\begin{bmatrix} F_1 & D_1 \end{bmatrix}$. Similarly, $\begin{bmatrix} C_2 & E_2 \\ \tilde{F}_2 & \tilde{D}_2 \end{bmatrix}$ is a submatrix of $\begin{bmatrix} F_2 & D_2 \end{bmatrix}$.

This preconditioning technique is called Schur complement approximation method (SCA). Usually $\tilde{S}_1$ or $\tilde{S}_2$ is dense matrix, and we need to drop the small elements inside the matrix. After that, the fill-in pattern of $W$ is similar to $C_1$ or $C_2$.

If the circuit is a general circuit with controlled sources, i.e. the linear system of circuit is unsymmetrical, the above 5 preconditioning techniques could also be used, but VTM might be unconvergent.

We have to say that, it is still an open problem to choose the preconditioner for the unsymmetrical linear system. In the next section, we illustrate a simple example to show the potential of VTM to solve the unsymmetrical system.

**IX. Example**

For the symmetrical linear system, a simple example could be found in [59]. Here we illustrate another example to solve the unsymmetrical linear system of the circuit. Fig. 5 proposes a tightly-coupled circuit with 4 operational amplifiers connected end-to-end. The linear system of this circuit is:

$$\begin{pmatrix} g_{11} & g_{12} & 0 & 0 & u_1 \\ 0 & g_{22} & g_{42} & u_2 & 0 \\ g_{13} & 0 & g_{33} & 0 & u_3 \\ 0 & 0 & g_{34} & g_{44} & u_4 \end{pmatrix} = \begin{pmatrix} I_1 \\ I_2 \\ I_3 \\ I_4 \end{pmatrix}$$

(15)

Here we set:

$g_{11} = g_{22} = g_{33} = g_{44} = 1$

$g_{13} = g_{34} = g_{42} = -g_{21} = 10$

The loop gain of this circuit is:

$Gain = g_{13} g_{34} g_{42} g_{21} s_1^{-1} g_3^{-1} g_4^{-1} s_2^{-1} = -10^4$

Then we partition this linear system by wire tearing,

$$\begin{pmatrix} g_{11} & g_{12} & 0 & 0 & u_1 \\ 0 & g_{22} & g_{42} & u_2 & 0 \\ g_{13} & 0 & g_{33} & 0 & u_3 \\ 0 & 0 & g_{34} & g_{44} & u_4 \end{pmatrix} = \begin{pmatrix} I_1 \\ I_2 \\ I_3 \\ I_4 \end{pmatrix}$$

As the result, we obtain 2 sub-systems:

...
\[
\begin{bmatrix}
g_{1} & g_{21} & 0 \\
0 & g_{2a} & 0 \\
g_{3a} & 0 & g_{3b}
\end{bmatrix}
\begin{bmatrix}
u_{1} \\
u_{2a} \\
u_{3a}
\end{bmatrix}
= \begin{bmatrix}
I_{1} \\
I_{2a} + I_{2b} \\
I_{3a} + I_{3b}
\end{bmatrix}
\] \quad (16)

Here:

\[
\begin{align*}
g_{2a} + g_{2b} &= g_{2b} + g_{3a} + g_{3b} = g_{3b} \\
I_{2a} + I_{2b} &= I_{2a} + I_{2b} + I_{3a} + I_{3b} = I_{3a}
\end{align*}
\]

For simplicity, we set:

\[
g_{2a} = g_{2b} = g_{3b} = 0.5
\]

The transmission delay equations of \( T_{2} \) are:

\[
\begin{align*}
i_{2a}(t) + W_{2} \cdot u_{2a}(t) &= -i_{2b}(t - \tau) + W_{2} \cdot u_{2b}(t - \tau) \\
i_{2b}(t) + W_{2} \cdot u_{2b}(t) &= -i_{2a}(t - \tau) + W_{2} \cdot u_{2a}(t - \tau)
\end{align*}
\]

The transmission delay equations of \( T_{3} \) are:

\[
\begin{align*}
i_{3a}(t) + W_{3} \cdot u_{3a}(t) &= -i_{3b}(t - \tau) + W_{3} \cdot u_{3b}(t - \tau) \\
i_{3b}(t) + W_{3} \cdot u_{3b}(t) &= -i_{3a}(t - \tau) + W_{3} \cdot u_{3a}(t - \tau)
\end{align*}
\]

Fig. 5. Solving the unsymmetric linear system by VTM. (a) The original circuit with operational amplifiers. (b) Equivalent circuit of (a), with voltage controlled current sources (VCCS). (c) Partition the circuit by wire tearing. Node 2 and 3 is set to be the interfacial node. (d) Partition the equivalent circuit by wire tearing. (e) Replace the virtual transmission line with its equivalent circuit, and thus the original circuit is partitioned into two sub-circuits.
\[ i_{3a}(t) + W_3 \cdot u_{3a}(t) = -i_{3b}(t - \tau) + W_3 \cdot u_{3b}(t - \tau) \]
\[ i_{3b}(t) + W_3 \cdot u_{3b}(t) = -i_{3a}(t - \tau) + W_3 \cdot u_{3a}(t - \tau) \]

We set:
\[ W_3 = 0.5, W_4 = 20000 \]

Merge (16), (18) and (19), we obtain the linear system for Sub-circuit 1:
\[
\begin{bmatrix}
  g_{2a} & 0 \\
  g_{13} g_{21}^{-1} & g_{3a}
\end{bmatrix}
\begin{bmatrix}
  u_{2a}(t) \\
  u_{3a}(t)
\end{bmatrix}
= \begin{bmatrix}
  I_{2a} + i_{2a}(t) \\
  I_{3a} - g_{13} g_{21}^{-1} I_I + i_{3a}(t)
\end{bmatrix}
\]
\[ i_{3a}(t) + W_2 \cdot u_{3a}(t) = -i_{3b}(t - \tau) + W_2 \cdot u_{3b}(t - \tau) \]
\[ i_{3b}(t) + W_3 \cdot u_{3b}(t) = -i_{3a}(t - \tau) + W_3 \cdot u_{3a}(t - \tau) \]

(19)

Similarly, we get the linear system for Sub-circuit 2:
\[
\begin{bmatrix}
  g_{2b} & g_{24} g_{43}^{-1} & g_{34} \\
  0 & g_{3b}
\end{bmatrix}
\begin{bmatrix}
  u_{2b}(t) \\
  u_{3b}(t)
\end{bmatrix}
= \begin{bmatrix}
  I_{2b} - g_{24} g_{43}^{-1} I_I + i_{2b}(t) \\
  I_{3b} + i_{3b}(t)
\end{bmatrix}
\]
\[ i_{3b}(t) + W_2 \cdot u_{3b}(t) = -i_{3a}(t - \tau) + W_2 \cdot u_{3a}(t - \tau) \]
\[ i_{3a}(t) + W_3 \cdot u_{3a}(t) = -i_{3b}(t - \tau) + W_3 \cdot u_{3b}(t - \tau) \]

(20)

Finally, we solve this example on 2 processors by VTM, and the computing result is compared with a number of well-known stationary iterative algorithms, e.g. Jacobi, Gauss Seidel (GS), Successive Overrelaxation Method (SOR), Symmetric SOR (SSOR), Block Jacobi (BJ) [45]. Here the global iterative index \( k \) increases to \( k+1 \) until all the variables are updated.

As shown in Fig. 6, the traditional stationary algorithms are unconvetgergent for this circuit, but VTM is convergent. The key is to choose proper characteristic admittances for the virtual transmission lines.

According to this example, we conclude that there exists a parallel between the stability of VTM and the stability of distributed linear circuit (or microwave network). The traditional techniques to stabilize a distributed circuit might be transplanted to stabilize VTM.

**TABLE I**

| Name  | Interface nodes | Total nodes | Property | Source |
|-------|-----------------|-------------|----------|--------|
| Grid2d | 100 | 10000 | SPD | MESHPART |
| Grid3d | 900 | 27000 | SPD | H. Qian |
| Fv2 | 129 | 9801 | SPD | UFpack |
| Wang | 870 | 26064 | Unsymm. | UFpack |
| Pchip | 13 | 2298 | Unsymm. | MCNC’90 |

**TABLE II**

| Method | Iteration Number to Achieve Convergence |
|--------|----------------------------------------|
| Jacobi | 27759 5238 212 50773 -- |
| GS | 18373 2950 109 27423 -- |
| SGS | 11773 1571 79 26842 -- |
| SOR | 14253 2049 66 16289 -- |
| SSOR | 8839 1073 74 29135 -- |
| BJ | 966 227 50 563 952 |
| OBJ | 490 114 23 287 162 |
| VTM_Diag | 963 335 42 854 160 |
| VTM_OB | 491 115 23 287 164 |
| VTM_WOB | 296 68 22 175 -- |
| VTM_SCA | 275 75 14 186 -- |

However, for the large unsymmetrical linear system, we have not yet figure out an effective method to choose \( W \). The convergence property of VTM is depending on the property of linear circuit, as well as the preconditioner \( W \).

**X. NUMERICAL EXPERIMENTS**

In this section we compare VTM with the traditional stationary algorithms for both the symmetrical matrix and unsymmetrical matrix. We use MATLAB and SIMULINK as our test environment [53, 54], and use METIS and MESHPART as our partitioning methods [28, 51, 19].

The test matrices are described in Table 1. Grid2d and Grid3d are structured resistor networks [51, 43]. Fv2 is a 2D mesh constructed by finite element method (FEM) [14]. Pchip is extracted from a MOS integrated circuit of MCNC’90 testbench [52]. Wang is a sparse matrix from semiconductor device simulation device simulation [14].

Table 2 illustrates the computing results of the stationery iterative algorithms. BJ, OBJ and VTM are tested on 2 processors. Jacobi, GS, Symmetrical GS (SGS), SOR and SSOR are tested on 1 processor.

VTM_Diag means VTM with diagonal preconditioner. VTM_OB represents VTM with overlapped block preconditioner. VTM_WOB is VTM with weighted overlapped block preconditioner. VTM_SCA means VTM with Schur complement approximation preconditioner. All these preconditioning methods were previously described in Section 8.

According to Table 2, we conclude that VTM is convergent to solve the SPD system, and its convergence speed is fast when using the SCA or WOB preconditioner. The convergence speed
of OBJ and VTM_OB are same. For the unsymmetrical linear systems, VTM might be unconvergent.

At last, we test VTM on a various number of processors, as shown in Fig. 7. In this case, we use Grid3d as the testbench. The test result indicates that the convergence speed of VTM is slightly relative to the number of processors.

Fig. 7. Test VTM on a number of processors.

XI. CONCLUSION AND FUTURE WORK

In this paper, we introduce VTM to solve the sparse linear system of circuit in parallel. VTM is a distributed and stationary iterative numerical algorithm, and it is efficient to solve the resistor networks.

VTM proves many insightful conclusions linking numerics and electrics. The physical background of VTM is electric circuit, and this makes this algorithm different from the traditional numerical algorithms. As presented in this paper, we have borrowed many concepts from circuit theory to describe this algorithm.

According to the simple example presented in Section 9, we conclude that there exists similarity between the stability of VTM and the stability of distributed linear circuit (or microwave network).

The convergence speed of VTM is highly depending on the characteristic admittance matrix of the virtual transmission lines, i.e. its preconditioner $W$. A number of preconditioning techniques are implemented to accelerate VTM. Experiments indicate that, if $W$ is properly chosen, the performance of VTM would be appreciable; if not, VTM would be plain. Nevertheless, the computation cost to design the preconditioner $W$ should be aware of [5].

For the SPD linear system, we have proved that VTM is convergent; for the large unsymmetrical linear system, we have not yet figure out an effective way to choose the characteristic admittance matrix to guarantee convergence. This is an open problem.

VTM could also be used to solve the nonlinear system, as we pointed out in [59]. However, the convergence analysis of nonlinear system is more complicated than the linear system. This problem should be further studied.

If the delays of virtual transmission lines are different and stochastic, VTM would turn to be a fully asynchronous and chaotic numerical algorithm [58]. If we replace each variable by a piece of waveform, VTM would become a waveform-relaxation algorithm [60].

To simulate the post-layout integrated circuit in parallel, we have figured out another method to distributedly solve the nonlinear delay differential equations extracted from the distributed circuits [61].

APPENDIX

Here we prove that, if the graph of the resistor network is 2-partete, VTM converges.

Lemma 3: Assume a linear resistor network is partitioned into 2 sub-circuits by level-one wire tearing, if the characteristic impedance matrix $Z$ of the virtual transmission lines is SPD, VTM converges at the answer to the resistor network.

Proof:

First, we consider the resistor network with inner nodes, and eliminate these inner nodes by Schur complement technique. Then, we prove Lemma 3 for the resistor network without inner nodes.

The sparse linear system of the resistor network is:

$$
\begin{bmatrix}
C & E_1 & E_2 \\
F_1 & D_1 & 0 \\
F_2 & 0 & D_2
\end{bmatrix}
\begin{bmatrix}
u \\
y_1 \\
y_2
\end{bmatrix}
=
\begin{bmatrix}
f \\
g_1 \\
g_2
\end{bmatrix}
$$

Eliminate the inner variables $y_1$ and $y_2$, we obtain:

$$
(C - E_1D_1^{-1}F_1 - E_2D_2^{-1}F_2)u = f - E_1D_1^{-1}g_1 - E_2D_2^{-1}g_2
$$

$y_1 = -D_1^{-1}F_1u + D_1^{-1}g_1$

$y_2 = -D_2^{-1}F_2u + D_2^{-1}g_2$

Set,

$$
S = C - E_1D_1^{-1}F_1 - E_2D_2^{-1}F_2,
$$

$$
r = f - E_1D_1^{-1}g_1 - E_2D_2^{-1}g_2,
$$

then,

$$
S \cdot u = r \quad (22)
$$

$S$ is called the Schur complement matrix associated with the interface variables $u$.

Lemma 4: If $A = \begin{bmatrix} C & E \\ F & D \end{bmatrix}$ is SPD, then the Schur complement matrix $S = C - ED^{-1}F$ is SPD.

If the circuit is split into two sub-circuits by level-one wire tearing, the system of Sub-circuit 1 is (7):

$$
\begin{bmatrix}
C_1 & E_1 \\
F_1 & D_1
\end{bmatrix}
\begin{bmatrix}
u_1 \\
y_1
\end{bmatrix}
=
\begin{bmatrix}
f_1 \\
g_1
\end{bmatrix} + \begin{bmatrix}
i_1 \\
0
\end{bmatrix}
$$

Eliminate the inner variables $y_1$. 
\[
\begin{align*}
(C_1 - E_1 D_1^T F_1) u_1 &= f_1 - E_1 D_1^T g_1 + i_1 \\
y_1 &= -D_1^T F_1 u_1 + D_1^T g_1
\end{align*}
\]

Set \( S_1 = C_1 - E_1 D_1^T F_1 \), \( r_1 = f_1 - E_1 D_1^T g_1 \), then,
\[
S_1 \cdot u_1 = r_1 + i_1 \tag{23}
\]

\( S_1 \) is the Schur complement matrix associated with the interface variables \( u_1 \) in Sub-circuit 1.

The system of Sub-circuit 2 is (8):
\[
\begin{bmatrix}
C_2 & E_2 \\
F_2 & D_2
\end{bmatrix}
\begin{bmatrix}
u_2 \\
g_2
\end{bmatrix}
= 
\begin{bmatrix}
f_2 \\
g_2
\end{bmatrix} + \begin{bmatrix} i_2 \end{bmatrix}
\]

Eliminate the inner variables \( y_2 \):
\[
\begin{align*}
(C_2 - E_2 D_2^T F_2) u_2 &= f_2 - E_2 D_2^T g_2 + i_2 \\
y_2 &= -D_2^T F_2 u_2 + D_2^T g_2
\end{align*}
\]

Set \( S_2 = C_2 - E_2 D_2^T F_2 \), \( r_2 = f_2 - E_2 D_2^T g_2 \), then,
\[
S_2 \cdot u_2 = r_2 + i_2 \tag{24}
\]

\( S_2 \) is the Schur complement matrix associated with the interface variables \( u_2 \) in Sub-circuit 2.

Consequently, we have:
\[
S_1 + S_2 = C_1 - E_1 D_1^T F_1 + C_2 - E_2 D_2^T F_2 = C - E_1 D_1^T F_1 - E_2 D_2^T F_2 = S
\]

\[
r_1 + r_2 = f_1 - E_1 D_1^T g_1 + f_2 - E_2 D_2^T g_2 = f - E_1 D_1^T g_1 - E_2 D_2^T g_2
\]

\[
= r
\]

Until now, we have eliminated all the inner nodes in the resistor network by Schur complement technique, and all the nodes are interfaceal nodes. The linear system of (22) is partitioned into two sub-systems of (23) and (24) by wire tearing.

The iterative formula is Transmission Delay Equations (5),
\[
\begin{align*}
&i_1^k + W \cdot u_1^k = -i_2^{k-1} + W \cdot u_2^{k-1} \\
i_2^k + W \cdot u_2^k = -i_2^{k-1} + W \cdot u_2^{k-1}
\end{align*}
\]

Here \( W \) is the characteristic admittance matrix of the transmission lines. \( W \) is SPD. \( Z = W^{-1} \).

Eliminate \( i_1^k \) and \( i_2^k \) by combine (23), (24) and (5), we find,
\[
\begin{align*}
W \cdot u_1^k + (S_1 u_1^k - r_1) &= W \cdot u_2^{k-1} - (S_2 u_2^{k-1} - r_2) \\
(W + S_1) u_1^k - r_1 &= (W + S_2) u_2^{k-1} + r_2
\end{align*}
\]

Thus,
\[
\begin{align*}
u_1^k &= (W + S_1)^{-1} (W - S_2) u_2^{k-1} + (W + S_2)^{-1} r \\
u_1^k &= (W + S_1)^{-1} (W - S_1) u_1^{k-1} + (W + S_2) r
\end{align*}
\]

Merge (25) and (26), we come to know the iterative formula for \( u_1^k \),
\[
\begin{align*}
u_1^k &= (W + S_1)^{-1} (W - S_2) \\
&\times (W + S_2)^{-1} (W - S_1) u_1^{k-2} \\
&+ (W + S_2)^{-1} (W - S_2) (W + S_2)^{-1} r \\
&+ (W + S_1)^{-1} r
\end{align*}
\]

Set:
\[
\begin{align*}
T_1 &= (W - S_1)(W + S_1)^{-1} \\
T_2 &= (W - S_2)(W + S_2)^{-1}
\end{align*}
\]

Then,
\[
\begin{align*}
u_1^k &= (W - S_1)^{-1} T_1 T_2 (W - S_1) u_1^{k-2} \\
&+ (W + S_2)^{-1} T_2 \cdot r \\
&+ (W - S_1)^{-1} T_1 \cdot r
\end{align*}
\]

Reformat (28) as (29):
\[
\begin{align*}
(W - S_1) u_1^k &= T_1 T_2 (W - S_1) u_1^{k-2} \\
&+ T_1 T_2 \cdot r + T_1 \cdot r
\end{align*}
\]

If we make use a new variable:
\[
\begin{align*}
a_i^k &= (W - S_i) u_i^k
\end{align*}
\]

then, (29) could be expressed as (30):
\[
\begin{align*}
a_i^k &= T_1 T_2 \cdot a_i^{k-2} + h_i
\end{align*}
\]

where \( h_i = T_1 \cdot T_2 \cdot r + T_1 \cdot r \).

In the following text, we will prove that (30) is convergent. Here we use \( Z^{-1} \) instead of \( W \).

\[
\begin{align*}
T_1 &= (Z^{-1} - S_1) (Z^{-1} + S_1)^{-1} \\
&= Z^{-1} (1 - Z^{-1} S_1) (1 + Z^{-1} S_1)^{-1} Z \\
T_2 &= (Z^{-1} - S_2) (Z^{-1} + S_2)^{-1} \\
&= Z^{-1} (1 - Z^{-1} S_2) (1 + Z^{-1} S_2)^{-1} Z
\end{align*}
\]

Lemma 5: If \( Z \) is an SPD matrix of dimension \( n \), then there exists a matrix \( \sqrt{Z} \), which satisfies:
\[
\sqrt{Z}^T \sqrt{Z} = Z
\]

Proof: Because \( Z \) is SPD,
\[
\begin{align*}
Z &= Q^T A Q = Q^T \sqrt{A} \sqrt{A} Q = \sqrt{Z}^T \sqrt{Z}
\end{align*}
\]
where $Q^TQ = I$. $I$ is the identity matrix.

$$\Lambda = \text{diag}(\alpha_1, \alpha_2, \ldots, \alpha_n), \quad \alpha_i \in \mathbb{R}^+.$$ $$\sqrt{\Lambda} = \text{diag}(\sqrt{\alpha_1}, \sqrt{\alpha_2}, \ldots, \sqrt{\alpha_n}).$$ $$\sqrt{Z} = \sqrt{\Lambda}Q.$$ End of proof [25].

**Lemma 6**: If both $Z$ and $S$ are SPD matrix of dimension $n$, then $Z \cdot S$ has the same eigenvalues as $\sqrt{Z} \cdot S \cdot \sqrt{Z}^T$.

**Proof**: Because $S$ and $Z$ are SPD, $Z \cdot S$ is positive-definite, and $\sqrt{Z}^T S \sqrt{Z}$ is SPD.

Assume $\sqrt{Z} \cdot S \cdot \sqrt{Z}^T = QTQ^T$, where $QQ^T = I$, $T = \text{diag}(t_1, t_2, \ldots, t_n)$, $t_i > 0$, $i = 1, 2, \ldots, n$. Then,

$$Z \cdot S = \sqrt{Z}^T \cdot \sqrt{Z} \cdot S \cdot \sqrt{Z}^T \cdot \left(\sqrt{Z}^T\right)^{-1}$$

$$= \sqrt{Z}^T \cdot QTQ^T \cdot \left(\sqrt{Z}^T\right)^{-1}$$

$$= \left(\sqrt{Z}^TQ\right) \cdot T \cdot \left(\sqrt{Z}^TQ\right)^{-1}$$

End of proof.

According to Lemma 5 and 6, we come to know that,

$$\sqrt{Z} \cdot S_1 \cdot \sqrt{Z}^T = Q_1 \Lambda_1 Q_1^T$$

where $\Lambda_1 = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_n), \quad \lambda_i > 0, \ i = 1, \ldots, n,$

$$Q_1 Q_1^T = I. \quad Z \cdot S_1 = \left(\sqrt{Z}^TQ_1\right) \cdot \Lambda_1 \left(\sqrt{Z}^T Q_1\right)^{-1}.$$ Similarly, we obtain,

$$\sqrt{Z} \cdot S_2 \cdot \sqrt{Z}^T = Q_2 \Lambda_2 Q_2^T$$

where $\Lambda_2 = \text{diag}(\mu_1, \mu_2, \ldots, \mu_n), \quad \mu_i > 0, \ i = 1, \ldots, n,$

$$Q_2 Q_2^T = I. \quad Z \cdot S_2 = \left(\sqrt{Z}^TQ_2\right) \cdot \Lambda_2 \left(\sqrt{Z}^T Q_2\right)^{-1}.$$ Then, (31) could be decomposed as below:

$$T_1 = Z^{-1} \left(1 - Z \cdot S_1\right) \left(1 + Z \cdot S_1\right)^{-1} Z$$

$$= Z^{-1} \left(\sqrt{Z}^TQ_1\right) \left(\sqrt{Z}^TQ_1\right)^{-1} \left(\sqrt{Z}^TQ_1\right) \Lambda_1 \left(\sqrt{Z}^TQ_1\right)^{-1} Z$$

$$= Z^{-1} \left(\sqrt{Z}^TQ_1\right) \left(1 - \Lambda_1\right) \left(\sqrt{Z}^TQ_1\right)^{-1} Z$$

$$= Z^{-1} \left(\sqrt{Z}^TQ_1\right) \left(I - \Lambda_1\right) \left(1 + \Lambda_1\right)^{-1} \left(\sqrt{Z}^TQ_1\right)^{-1} Z$$

$$= Z^{-1} \left(\sqrt{Z}^TQ_1\right) \cdot \text{diag} \left(\frac{1 - \lambda_1}{1 + \lambda_1}, \ldots, \frac{1 - \lambda_n}{1 + \lambda_n}\right) \cdot \left(\sqrt{Z}^TQ_1\right)^{-1} Z$$

Similarly, (32) could be decomposed as:

$$T_2 = Z^{-1} \left(1 - Z \cdot S_2\right) \left(1 + Z \cdot S_2\right)^{-1} Z$$

$$= Z^{-1} \left(\sqrt{Z}^TQ_2\right) \left(1 - \Lambda_2\right) \left(1 + \Lambda_2\right)^{-1} \left(\sqrt{Z}^TQ_2\right)^{-1} Z$$

$$= Z^{-1} \left(\sqrt{Z}^TQ_2\right) \cdot \text{diag} \left(\frac{1 - \mu_1}{1 + \mu_1}, \ldots, \frac{1 - \mu_n}{1 + \mu_n}\right) \left(\sqrt{Z}^TQ_2\right)^{-1} Z$$

The spectral radius of $T_1 T_2$ is defined as:

$$\rho(T_1 T_2) = \lim_{k \to \infty} \left\|T_1 T_2 \right\|^{1/k}$$

So we first calculate $\left\|T_1 T_2 \right\|$. Here $\left\|A\right\|$ is the spectral norm of the square matrix $A$. 

End of proof.
Because \( \lambda_i > 0 \), \( i = 1, \ldots, n \),
\[
\rho(T_i) = \max \left( \frac{1 - \lambda_i}{1 + \lambda_i}, \ldots, \frac{1 - \lambda_n}{1 + \lambda_n} \right) < 1;
\]

Because \( \mu_i > 0 \), \( i = 1, \ldots, n \),
\[
\rho(T_i) = \max \left( \frac{1 - \mu_i}{1 + \mu_i}, \ldots, \frac{1 - \mu_n}{1 + \mu_n} \right) < 1.
\]

So we conclude that VTM converges for 2-partite resistor network \([45]\).

According to (27), when this algorithm is convergent,
\[
u_i^k = u_i^{k-2} = u_i^-,
\]
then,
\[
u_i^k = (W + S_i)^{-1}(W - S_i)
\]

\[
	imes \left( (W + S_i)^{-1}(W - S_i)u_i^{k-2} + (W + S_i)^{-1}(W - S_2)(W + S_2)^{-1}r \right)
\]

\[
+ (W + S_i)^{-1}r.
\]

As the result,
\[
\rho(T_i, T_j) = \lim_{k \to \infty} \left\| (T_i T_j)^k \right\|
\]

\[
\leq \max \left( \frac{1 - \lambda_i}{1 + \lambda_i}, \ldots, \frac{1 - \lambda_n}{1 + \lambda_n} \right)
\]

\[
\times \max \left( \frac{1 - \mu_i}{1 + \mu_i}, \ldots, \frac{1 - \mu_n}{1 + \mu_n} \right) \left\| \sqrt{Z} \right\|
\]

\[
= \rho(T_i) \rho(T_j).
\]

\[
\rho(T_1, T_2) = \max \left( \frac{1 - \lambda_1}{1 + \lambda_1}, \ldots, \frac{1 - \lambda_n}{1 + \lambda_n} \right) \left\| \sqrt{Z} \right\|
\]

\[
\leq \max \left( \frac{1 - \lambda_1}{1 + \lambda_1}, \ldots, \frac{1 - \lambda_n}{1 + \lambda_n} \right)
\]

\[
\times \max \left( \frac{1 - \mu_1}{1 + \mu_1}, \ldots, \frac{1 - \mu_n}{1 + \mu_n} \right) \left\| \sqrt{Z} \right\|
\]

\[
= \rho(T_1) \rho(T_2).
\]

\[
\rho(T_i, T_j) = \max \left( \frac{1 - \mu_i}{1 + \mu_i}, \ldots, \frac{1 - \mu_n}{1 + \mu_n} \right) < 1.
\]

Consequently,
\[
\rho(T_1, T_2) < 1
\]

Until now, we have proved that VTM is convergent for 2-partite resistor network when using level-one wire tearing.
For the more general cases, the resistor network is $k$-partite, and the wire tearing might be level-one or multilevel. A general proof was presented in [62].
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