Weak dissipation drives and enhances Wada basins in three-dimensional chaotic scattering *

Diego S. Fernándeza, Jesús M. Seoanea,∗, Miguel A.F. Sanjuánab

aNonlinear Dynamics, Chaos and Complex Systems Group, Departamento de Física, Universidad Rey Juan Carlos Tulipán s/n, 28933 Móstoles, Madrid, Spain
bDepartment of Applied Informatics, Kaunas University of Technology Studentu 50-415, Kaunas LT-51368, Lithuania

Abstract

Chaotic scattering in three dimensions has not received as much attention as in two dimensions so far. In this paper, we deal with a three-dimensional open Hamiltonian system whose Wada basin boundaries become non Wada when the critical energy value is surpassed in the absence of dissipation. In particular, we study here the dissipation effects on this topological change, which has no analogy in two dimensions. Hence, we find that non-Wada basins, expected in the absence of dissipation, transform themselves into partially Wada basins when a weak dissipation reduces the system energy below the critical energy. We provide numerical evidence of the emergence of the Wada points on the basin boundaries under weak dissipation. According to the paper findings, Wada basins are typically driven, enhanced and, consequently, structurally stable under weak dissipation in three-dimensional open Hamiltonian systems.
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1. Introduction

Chaotic scattering [1] is an important field in nonlinear dynamics with a wide range of different applications in physics, such as fluid dynamics [2] or material transitions [3], but also in biology [4] or medicine [5], to name a few. A chaotic scattering process is a direct manifestation of transient chaos [6] in open dynamical systems. In these processes, which can be modeled by means of open Hamiltonian systems, typically a point particle interacts with a nonlinear
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potential function for a finite time, or transient, until it escapes through one of the possible exits to infinity. The exit basins, sets of initial conditions that lead to a certain exit, are a common tool in this kind of systems to ascertain which initial condition regions are unpredictable, since a minimum uncertainty in the initial conditions can hinder the exit prediction. The vast majority of works on open Hamiltonian systems have been devoted to conservative two-dimensional problems \cite{7,8}. Nonetheless, these systems have also been studied in the presence of external perturbations, such as periodic driving \cite{9}, additive noise \cite{10} or weak dissipation \cite{11,12,13}.

Specifically, in the presence of dissipation, the unpredictability in determining the system final state has been studied, both in discrete maps \cite{11} and two-dimensional open Hamiltonian systems \cite{12,13}. These works conclude that the nonhyperbolic dynamics, dominated by Kolmogorov-Arnold-Moser (KAM) tori, is suddenly destroyed by introducing an even extremely small amount of dissipation. As a consequence of this, the more intense the dissipation rate, the less the system unpredictability. On the other hand, the Wada property has been also investigated in two-dimensional open Hamiltonian systems, whose exit basins typically exhibit this property \cite{14}. Furthermore, Wada basins have been demonstrated to be structurally stable in the presence of weak dissipation in these systems \cite{12}. This is an intriguing topological property of some sets, according to which the boundary separating three or more sets is common to all of them \cite{15}. In this manner, on a Wada boundary is always possible to find all other basins on the boundary between two of them, which represents a clear source of system unpredictability. For further details, see Refs. \cite{16,17}, where the state of the art of the Wada property and the current methods to detect it are reviewed.

However, three-dimensional open Hamiltonian systems under dissipation still require to be investigated, since the conservative scenario is the one that has been the focus of attention so far \cite{18,19,20,21}. In this paper, we deal with a three-dimensional open Hamiltonian system with four possible exits \cite{22}, which has a two-dimensional version \cite{23}. In particular, in the absence of dissipation, a striking basin topological metamorphosis takes place with no analogy in two dimensions: Wada basins become non-Wada basins when the system energy exceeds a certain critical value $E_c$. In this context, we wonder about the topological consequences of introducing dissipation, since the energy loss can determine whether the basins are Wada or not.

The organization of this paper is as follows. In Sec. 2 we describe the Hamiltonian dynamics of the model in the conservative and the dissipative cases. In Sec. 3 we compute the system unpredictability versus the dissipation parameter by means of the fractal dimension of the chaotic saddle. This fractal dimension is key to understand the Wada basins in the dissipative system. In Sec. 4 we propose the dissipative mechanism by which non-Wada basins in the conservative case become Wada. Furthermore, we compute the fraction of Wada points on the basin boundaries as the dissipation parameter is varied. Finally, in the conclusions, we summarize the main findings and relate them to possible applications where they may be of interest.

2
2. Model description

In order to study the dissipation effects on a three-dimensional chaotic scattering problem, we use a system that models the interaction of a point particle with non-rotating diatomic molecules [22]. The system dynamics is modeled by the dimensionless and time-independent Hamiltonian

\[ H(p_x, p_y, p_z, x, y, z) = \frac{p_x^2 + p_y^2 + p_z^2}{2} + V(x, y, z), \]  

(1)

where \( p_x, p_y \) and \( p_z \) are the momenta and \( V(x, y, z) \) is a nonlinear potential function which depends on the positions \( x, y \) and \( z \). The potential consists of four Morse hills [24] whose centers are placed at the vertices of a regular tetrahedron of unit side lengths. Specifically, located at \((x_1, y_1, z_1) = (0, 0, \sqrt{2}/3), (x_2, y_2, z_2) = (1/2, -1/(2\sqrt{3}), 0), (x_3, y_3, z_3) = (-1/2, -1/(2\sqrt{3}), 0)\) and \((x_4, y_4, z_4) = (0, 1/\sqrt{3}, 0)\), depicted as red dots in Fig. 1. For clarity, the tetrahedron centroid, \((x_c, y_c, z_c) = (0, 0, 1/\sqrt{24})\), is also depicted as a black dot in Fig. 1. Here the three-dimensional Morse hills have spherical symmetry but slightly distorted by the presence of the others. Each one of them consists of a repulsive core (any tetrahedron vertex) surrounded by an attractive region, which is less effective, and ultimately negligible, if the particle moves away from the hill center. The Morse potential represents short-range interactions, implying that the system chaotic behavior is concentrated near the tetrahedron formed by the four hills’ centers. In this manner, we define the scattering region as the space bounded by the four tetrahedron planes. That is, we consider that a particle escapes when it crosses any of these planes. The complete potential function is written as

\[ V(x, y, z) = \sum_{i=1}^{4} V_i(x, y, z), \]  

(2)

where

\[ V_i(x, y, z) = \frac{V_0}{2} \left[ 1 - e^{-\alpha(r_i - r_e)} \right]^2 - \frac{V_0}{2} \]  

(3)

represents the potential function associated with each one of the four hills, and

\[ r_i(x, y, z) = \sqrt{(x - x_i)^2 + (y - y_i)^2 + (z - z_i)^2} \]  

(4)

represents the distances between the particle position and each one of the four hills’ centers. In addition, the quantities \( V_0, \alpha \) and \( r_e \) are the Morse potential parameters, which are related to the well depth, the well steepness and the effective range of each hill, respectively. Without loss of generality, we set along this paper the parameter values as \( V_0 = 1, \alpha = 6 \) and \( r_e = 0.68 \).

Given a system energy value \( E \), there exists a three-dimensional region of the physical space inaccessible to the particle, where \( E < V \) is satisfied. That is, the inaccessible region limits are simply the potential barriers where the particle usually bounces off before escaping. In this specific system, when the energy is greater than a certain critical energy \( E_c \), the inaccessible region is formed by
four disconnected spherical-like regions surrounding the Morse hills’ centers, as shown in Fig. 1(a). As the system energy is decreased, the four disconnected regions grow in radius, touching each other when the critical energy is reached. Finally, when the energy is smaller than the critical energy, the inaccessible region is a single fully connected region, as observed in Fig. 1(b). In addition, we display the potential function in the plane $z = 0$ in Figs. 1(c) and 1(d) to better visualize how inaccessible regions remain connected or disconnected depending on the energy. The existence of this critical energy is key to the phase space topology, even in presence of dissipation, as we explain in detail below. We compute $E_c \approx 2.250414$ by using the critical trajectory concept, which has been developed in two-dimensional open Hamiltonian systems [25]. Hence, we work along the paper on a range of initial energy values $E_0 \in [2, 3]$, which includes the critical energy.

Furthermore, here we focus on the dissipative case, in which the system initial energy $E_0$ decreases as the time passes by. As is common in this kind of problems, we introduce the dissipation parameter $\mu$ in Hamilton’s equations of motion by adding a term proportional to the particle velocity in the three degrees of freedom [26], yielding

$$
\dot{x} = p_x, \quad \dot{p}_x = -\frac{\partial V}{\partial x} - \mu p_x,
$$

$$
\dot{y} = p_y, \quad \dot{p}_y = -\frac{\partial V}{\partial y} - \mu p_y,
$$

$$
\dot{z} = p_z, \quad \dot{p}_z = -\frac{\partial V}{\partial z} - \mu p_z.
$$

(5)

Then, five attractors appear when the dissipation is introduced to which the particle may converge and be trapped forever. Specifically, one of them appears at the tetrahedron centroid, whereas the remaining four attractors are associated with potential relative minima, depicted as blue dots in Fig. 1. As four attractors lie outside the defined scattering region, we take into account in the dissipative case that a particle escapes when it moves an arbitrary distance $l$ away from the tetrahedron centroid, e.g., $l > 3$, such that it is highly unlikely that the particle can be trapped in any attractor. On the other hand, Fig. 2(a) shows how the escape time average is affected by the dissipation. We notice that, from $\mu > 10^{-2}$, the escape time averages in the dissipative and conservative cases begin to differentiate and from such a value the introduced dissipation becomes relevant. So, we use the value range $\mu \in [0.01, 0.5]$ along the present work.

Three examples of trajectories are plotted in Fig. 2(b). In particular, they evolve for the same dissipation rate but depart from different values of $E_0$. Interestingly, the trajectory starting from the lowest initial energy manages to escape from the scattering region in the first term, but is eventually trapped in one of the attractors. Conversely, the other two trajectories escape quickly from the tetrahedron barely interacting with the potential. This last kind of behavior is the one we observe the most in the computations under weak dissipation.

Finally, the conservative (i.e., $\mu = 0$) and dissipative dynamics is integrated by means of an adaptive Runge-Kutta-Fehlberg method [27] with a relative
tolerance of $10^{-12}$ for each equation system solution. The maximum value of the integration step is $5 \times 10^{-3}$, small enough to conserve the mechanical energy along the particle trajectory in the conservative case.

Figure 1: The physical space for (a) $E = 3 > E_c$ and (b) $E = 2 < E_c$, where $E_c \approx 2.25$. The interior of the gray spherical-like regions represents the physical space part inaccessible to the particle, which remain (a) disconnected for $E > E_c$ and (b) connected for $E < E_c$. We define the scattering region as the regular tetrahedron (dashed red lines) formed by the four Morse hills’ centers (red dots), since the chaotic behavior is only relevant near the tetrahedron centroid (black dot). Five attractors (black and blue dots) appear when the dissipation is introduced, and the particle may trap in them forever. Finally, we show a potential function section with the plane $z = 0$ for (c) $E = 3$ and (d) $E = 2$, where the minimum value is the same in both cases.
Figure 2: (a) Escape time average as the dissipation parameter $\mu$ is varied for fifty different values belonging to the interval $\mu \in [10^{-4}, 0.5]$. The three curves correspond to three initial energy cases $E_0 = 2 < E_c$ (blue), $E_0 = 2.5 > E_c$ (red) and $E_0 = 3 \gg E_c$ (green), where $E_c \approx 2.25$. The horizontal dashed lines represents the escape time average in the conservative case. The vertical dashed line is placed at $\mu = 10^{-2}$ and indicates the beginning of the regime where the dissipation significantly affects the system dynamics. The escape times have been computed by launching 2500 particles from the plane $z = 0$ toward the tetrahedron centroid and taking into account if $l > 3$. Finally, the three black circles correspond to the parameter values of the trajectories shown in (b). These trajectories are launched from the same initial condition (square) and evolve for $\mu = 0.3$ and $E_0 = 2$ (blue), $E_0 = 2.5$ (red) and $E_0 = 3$ (green), respectively. Finally, we depict the five attractors and the scattering region (black).

3. Non-monotonic behavior of the chaotic saddle dimension under dissipation

Along this section, we use the exit basins to analyze the system unpredictability. Specifically, we choose the plane $z = 0$ to build the basins. In addition, we launch every particle toward the tetrahedron centroid to simulate trajectories that capture all the three-dimensional scattering region phenomenology. Four basins (or colors) appear, which correspond to the four tetrahedron planes through which the particle can escape. The yellow basin is associated with the bottom exit, i.e., the plane $z = 0$, whereas the other basins (red, green and blue) are associated with the three remaining tetrahedron planes. Figure 3 shows the exit basins in the conservative case for several energy values. As expected, the higher the energy, the less fractal the basin boundaries. The potential function exits become wider as the energy is increased, implying the escape to happen without spending long transients. As a matter of fact, trajectories can amplify extremely small differences in their initial conditions during long transients due to the nonlinear dynamics, and eventually escape through different exits. For this reason, fractal basin boundaries are a well-known source of the unpredictability of the system final state.

The nonattracting invariant set called chaotic saddle [28] is responsible for the appearance of the fractal basin boundaries. The numerical computation of the fractal dimension $D_c$ of the chaotic saddle is a common method to quantify this unpredictability in chaotic scattering problems [29]. For instance, the bigger
Figure 3: Exit basins in the conservative case for (a) $E = 2 < E_c$, (b) $E = 2.26 \approx E_c$, (c) $E = 2.5 > E_c$, and (d) $E = 3 \gg E_c$, where $E_c \approx 2.25$. The yellow color corresponds to particles that escape through the bottom plane, whereas the other colors (red, blue and green) are related to the remaining planes. Finally, the white color represents the inaccessible initial conditions, which satisfy $E < V(x, y, 0)$.

the computed $D_c$ value, the more unpredictable the system, since a bigger region the phase space (the exit basins) is occupied by the chaotic saddle (the fractal basin boundaries). In the Appendix A at the end of the manuscript we derive the expression

$$D_c = 2d + 1,$$

which relates $D_c$ to the fractal dimension $d$ of the exit basin boundaries. Thus, we can determine $D_c$ after calculating $d$ with the help of the uncertainty exponent algorithm [30] (see the Appendix A for further computation details).

Therefore, we display the fractal dimension of the chaotic saddle versus the initial energy and the dissipation in Figs. 4(a) and 4(b), respectively. On the one hand, the greater the initial energy, the smaller the value of $D_c$. As already mentioned, increasing the energy softens the basin boundaries, making the system to be more predictable. On the other hand, the dissipative case
is more complicate. When the dissipation is weak, the fractal dimension $D_c$ increases until a maximum value of $D_c$ is obtained, as observed for three different initial energies in Fig. 4(b). Immediately after reaching this maximum value, the system unpredictability exhibits an abrupt decreasing to presumably $D_c = 3$, as theoretically reasoned in the Appendix A. This tendency of $D_c$ can be interpreted by visualizing the dissipation parameter impact on the basin boundaries.

Figure 4: (a) Fractal dimension of the chaotic saddle as $E_0$ is varied for three different dissipation values. The vertical dashed line is placed at $E_c \approx 2.25$, and four circles are drawn at the energy values of the exit basins already shown in Fig. 3. (b) Similarly, the fractal dimension of the chaotic saddle as $\mu$ is varied for three different initial energies. The vertical dashed lines are placed at $\mu_m(E_0)$, i.e., the dissipation parameter values where the fractal dimension $D_c$ reaches its maximum for a given initial energy. Specifically, $\mu_m(2) = 0.33$, $\mu_m(2.5) = 0.39$ and $\mu_m(3) = 0.45$. Again, we draw four circles at the $\mu$ values of the exit basins shown in Fig. 4. See the Appendix A for more computation details.

Hence, Fig. 5 shows four dissipative cases for $E_0 = 2.5$. Firstly, the basins are barely affected by the dissipation for $\mu = 0.01$. However, the higher the dissipation, the longer the transients within the scattering region. Then, as observed for $\mu = 0.2$, the basin boundaries widen and the value of $D_c$ increases. A weak dissipation makes the system to be more unpredictable. In addition, as the dissipation is increased, some trajectories starting from the basin boundaries can be trapped. Then, another basin (or color) appears and the basins become more complex and unpredictable. In this situation, the fractal dimension $D_c$ grows until a maximum value is reached when all trajectories starting from the boundaries are trapped. The latter is satisfied for $\mu = 0.39$, where the fractal basin boundaries are completely erased by a new white and smooth basin. Here we can define $\mu_m$ as the dissipation parameter value that causes the fractal dimension $D_c$ to be maximum. In particular, the value of $\mu_m$ depends on the initial energy, since the larger $E_0$ the more dissipation must be introduced to trap particles. Finally, the new white basin grows when the dissipation is stronger than $\mu_m$, as seen for $\mu = 0.45$. Therefore, the fractal dimension $D_c$ sharply declines in this scenario of strong dissipation.
Figure 5: Exit basins in the dissipative case for $E_0 = 2.5$ and (a) $\mu = 0.01 \ll \mu_m$, (b) $\mu = 0.2 < \mu_m$, (c) $\mu_m = 0.39$, and (d) $\mu = 0.45 > \mu_m$. Specifically, $\mu_m = 0.39$ represents the dissipation value for which the fractal dimension is maximum for $E_0 = 2.5$. (Inset plot) We magnify a basin region to illustrate how the fractal basin boundary at $\mu_m = 0.39$ is replaced by a new white basin, which represents the initial conditions that lead trajectories to be trapped in the attractors.

4. Driving and enhancement of Wada basins under dissipation

Now we investigate how dissipation affects the topology of the basin boundaries, which may exhibit the Wada property. Briefly, Wada basins share a common boundary implying that between two basins it is always possible to find all other basins. The exit basin boundary is non Wada for $E > E_c$ in the conservative regime. That is, only some isolated points on the boundaries are Wada points, which are defined as points separating the four basins (or colors). For $E > E_c$, the inaccessible regions remain disconnected, causing a part of the tetrahedron edges to be accessible. The exits, i.e., the tetrahedron planes, are connected by the part of the edges not swallowed by the inaccessible regions. Hence, it is possible to propose a continuous and smooth path of initial conditions whose corresponding trajectories escape through an exit at the path.
beginning and through another different exit at the path ending. Then, necessarily, a trajectory must escape at some path point through the tetrahedron edge separating the two exits. This hypothetical path of initial conditions consists of two one-dimensional basins separated by a boundary where only two colors meet, i.e., a non-Wada point.

On the other hand, the exit basin boundary exhibits the Wada property for $E < E_c$, i.e., all boundary points are Wada points. The inaccessible region is connected and completely covers the tetrahedron edges. Hence, the exits remain disconnected. In this case, there is no hypothetical path of initial conditions whose corresponding trajectories escape through only two exits. These trajectories, as they approach the now inaccessible edge of the tetrahedron, deviate until escaping inevitably through a third exit different from the previous ones. Note that this last argument is valid for any path separating two basins, no matter its length. Therefore, a different basin always appears between any two basins, and so on. For $E < E_c$, the path is formed by two one-dimensional basins separated by a Wada boundary, consisting of an infinite number of Wada points.

Figure 6: Energy values of fifty particles over time for three dissipative cases, namely, $E_0 = 2.5$ and $\mu = 0.15$ (blue), $E_0 = 2.5$ and $\mu = 0.35$ (yellow), and $E_0 = 2.75$ and $\mu = 0.15$ (green). We draw a red (black) dot if the particle final energy before leaving the tetrahedron is smaller (greater) than the critical energy $E_c \approx 2.25$, which is indicated by the horizontal red dashed line.

In this context, where the system energy determines whether the basins are Wada or not, introducing energy dissipation may affect their topology. For instance, as illustrated in Fig. 6, a particle starting from $E_0 > E_c$ may leave the tetrahedron with $E < E_c$ due to dissipation after spending a finite time within the scattering region. Hence, this particle escapes from the tetrahedron with the inaccessible regions fully connected. Regarding the latter, it is worth recalling that a dissipative system can be understood as a sequence of momentarily conservative systems of decreasing energy over time. So, the momentarily inaccessible regions of the potential function grow in radius as the energy is dissipated. Then, when all particles starting from the basin boundaries escape with energy values lower than the critical energy, only Wada paths of initial
conditions are possible. In this manner, from a theoretical point of view, non-Wada basins expected in the conservative case may become Wada basins under dissipation. Nonetheless, when the dissipation allows only a few particles to escape with energies below the critical energy, the basin boundaries are formed by Wada and non-Wada points, which is known as the partially Wada property [31]. In this situation, only trajectories with long transients contribute to the formation of Wada points. Furthermore, as detailed in the previous section, a strong dissipation is expected to reduce both the fractal boundary and the number of Wada points.

Now we test the emergence of the Wada points in the dissipative case by applying a recently developed numerical method called merging method [32]. The method is based on a non-obvious aspect of Wada basins: if the boundary of a basin is Wada, then this boundary remains invariant under the merging of the other basins. Thus, the method consists of verifying this latter statement by merging basins. On the other hand, an advantage of this method is that it only requires a basin image of finite resolution as input. This is useful when there is no more knowledge about the system and its dynamics than a basin image. However, the method has also limits, since it only verifies whether a boundary point is Wada or non-Wada up to a given resolution. In addition, the Wada point detection depends strongly on the fattening parameter $r$. The method only ascertains what the fraction of Wada points is given a value of $r$. In practice, the computation has to be repeated increasing $r \in \mathbb{N}$ to test how the fraction of Wada points evolves as a function of $r$. Finally, the computation ends at the value of $r$ for which the Wada point fraction as a function of $r$ has converged. The steps and many other aspects of this method are extensively detailed in Ref. [32].

![Figure 7](image-url)

Figure 7: (a) Exit basins as computed for $E_0 = 2.5$ and $\mu = 0.01$ with a $1000 \times 1000$ resolution. We focus on the magnified region $x_0 \in [-0.029, 0)$ and $y_0 \in [-0.249, -0.19]$, because non-Wada points can be detected when considering these parameter values and finite resolution. Then, here we implement the merging method to compute the Wada point fraction as the dissipation parameter is varied [32]. (b) The four merged basins are represented in gray and are obtained by merging the remaining basins (including the white basin) except the colored one, namely, yellow, blue, red and green, respectively.
We provide an example of merged basins for $E_0 = 2.5$ in Fig. 7. Here we only focus on a convenient basin region where non-Wada points can be detected when considering a finite resolution for $E_0 = 2.5$. As a matter of fact, the vast majority of boundary points seem to be Wada at lower resolutions despite $E > E_c$ (e.g., see again Fig. 3(c)). We have verified by successive magnifications of the basin boundary that, at higher resolution, the boundary points only separate two basins for $E > E_c$ in the conservative case, except for some isolated Wada points where the four colors meet. This kind of fractal structure is known as a slim fractal \[33\], which is simpler at smaller resolutions.

Figure 8: (a) The fraction of Wada points $f_W$ on the basin boundaries for several values of the fattening parameter and (b) the fraction of trapped particles $f_t$ both versus one hundred values of the dissipation parameter belonging to the interval $\mu \in [0.01, 0.45]$ and $E_0 = 2.5$.

We draw a red dashed line at the maximum value of $f_W$, which is reached when dissipation begins to be strong enough to trap particles, as indicated in (b) as well. On the other hand, $\mu_m = 0.39$ (black dashed line) represents strong dissipation for $E_0 = 2.5$ and, regarding the basin boundary topology, it indicates the separation between the partially Wada \[31\] and non-Wada regimes. Furthermore, we draw four circles at the values of $\mu$ of the basins shown in Fig. 9.

The fractions of Wada points $f_W$ and trapped particles $f_t$ are displayed versus the dissipation parameter in Figs. 8(a) and 8(b), respectively. In light of the results, the method converges for $r = 6$. Firstly, note that the value of $f_W$ grows slightly when the dissipation is weak enough that the trapped particle fraction is negligible, e.g., roughly, $f_t < 10^{-3}$. Here the proposed mechanism drives the formation of new detectable Wada points and $f_W$ reaches a maximum value, as indicated by a red dashed line in both figures. However, as the dissipation is increased and strong enough to trap a substantial fraction of particles, the number of Wada points decreases drastically. In particular, as already explained above, a white basin appears and the probability of detecting Wada points decreases, since a colored boundary point is less likely to be surrounded by the other three remaining colors. Finally, the fraction of Wada points tends to vanish, $f_W \to 0$, when the dissipation exceeds $\mu_m = 0.39$, which is considered as strong dissipation for $E_0 = 2.5$. We indicate the beginning of the strong dissipative regime by a black dashed line in both figures. This result
is in perfect agreement with the findings obtained in Sec. 3, where we prove for \( \mu > \mu_m \) that all fractal boundaries are removed and replaced by a new smooth basin representing trapped particles. Hence, for \( \mu > \mu_m \) all detected boundary points are non-Wada, so that \( f_W = 0 \). The whole process of basin transformation described here is illustrated in Fig. 9, where the appearance of Wada points under weak dissipation and their drastic destruction in the strong dissipation regime can be appreciated.

Figure 9: Exit basins (gray scale) as computed for \( E_0 = 2.5 \), and (a) \( \mu = 0.09 \), (b) \( \mu = 0.24556 \), (c) \( \mu = 0.36111 \) and (d) \( \mu = 0.41 \). We plot in red the Wada points detected by the merging method when the fattening parameter value is \( r = 6 \). Finally, the white basin represents particles trapped in the attractors.

5. Conclusions

Along this paper, we have studied the dissipation effects on a three-dimensional open Hamiltonian system. Specifically, in the conservative regime, the basin boundaries undergo a topological metamorphosis at the critical energy \( E_c \approx 2.25 \). Then, the Wada basins become non-Wada basins when this critical energy is surpassed. In this context, we argue that non-Wada basins expected in the conservative case (for \( E > E_c \)) can transform themselves into partially
Wada basins in some situations where dissipation is able to reduce the system energy below $E_c$. As a matter of fact, we confirm the latter and detect how Wada points emerge on the basin boundaries under weak dissipation, whereas strong dissipation prevents the formation of Wada points. This phenomenology has no counterpart in dissipative two-dimensional open Hamiltonian systems, because there exists no critical energies related to a basin topological metamorphosis. As a result of this research, we claim that the Wada property is driven, enhanced and, consequently, structurally stable under weak dissipation in three-dimensional open Hamiltonian systems.

The analysis carried out here may be useful in other three-dimensional models in which the aim is to increase their predictability. Since a control parameter might exceed a certain threshold value, an unpredictability source such as a Wada boundary can be eliminated. However, we have proved that this control parameter can also be modified by the energy loss over time. In this situation, the appearance of Wada basins would again hinder the predictability. For instance, an application where the friction has crucial consequences might be the three-dimensional chaotic open flows of active particles. They can model from the dynamics of pollutants in the atmosphere (chemical activity) to the plankton population dynamics in an ocean (biological activity) [34]. Moreover, there exists a rising interest in soft Lorentz gases because they are able to simulate electronic transport in graphene-like structures [35]. Diffusion phenomenon in such systems can be modeled by means of three-dimensional open Hamiltonian systems arranged in complex lattices, so a weak dissipation can hinder their predictability. Finally, it is worth mentioning that dissipation is not the only factor that can drive and enhance Wada structures. In fact, some systems have been proven to exhibit the Wada property when time delays are involved [36]. Thus, dissipation is one more factor to be taken into account when predicting the behavior of dynamical systems, specially, in three dimensions.

Appendix A. Derivation and computation of the fractal dimension $D_c$ of the chaotic saddle.

Since the chaotic saddle is the intersection of the stable and unstable manifolds [10], whose dimensions can be denoted as $D_s$ and $D_u$, respectively, then the expression

$$D_c = D_s + D_u - N = 2D_s - 5 \quad (A.1)$$

is satisfied, where $D_s = D_u$ due to the symplectic nature of the Hamiltonian under study [1], and $N = 5$ is the dimension of the phase space of the conservative system. On the other hand, if $d$ is the dimension of the exit basin boundaries, and taking into account that such boundaries can be described as the intersection between the stable manifold of the chaotic saddle and the proposed initial condition plane, whose dimension is $D = 2$, then we have

$$d = D + D_s - N = 2 + D_s - 5. \quad (A.2)$$
Finally, we relate the dimensions of the chaotic saddle and the basin boundary by operating Eqs. (A.1) and (A.2), yielding
\[ D_c = 2d + 1. \] (A.3)

The latter relation enables the dimension \( D_c \) to be computed directly if \( d \) is known, which is obtained by the uncertainty exponent algorithm as follows [30]. We compute the exit given an arbitrarily initial condition \((x_0, y_0)\) and also given four additional trajectories starting from slightly perturbed initial conditions, such as \((x_0 + \varepsilon, y_0)\), \((x_0 - \varepsilon, y_0)\), \((x_0, y_0 + \varepsilon)\) and \((x_0, y_0 - \varepsilon)\), where \( \varepsilon \ll 1 \). If all five exits coincide, we denote the initial condition as certain. Otherwise, we say the initial condition is uncertain. Repeating this process for many initial conditions and several values of the perturbation, we obtain that the fraction of uncertain initial conditions behaves as \( f(\varepsilon) \sim \varepsilon^{D-d} = \varepsilon^{2-d} \). Taking decimal logarithms, we obtain \( \log_{10} f(\varepsilon) = (2 - d) \log_{10} \varepsilon + k \), where \( k \) is a constant. This formula allows us to compute \( d \) by a linear fit of \( \log_{10} f(\varepsilon) \) versus \( \log_{10} \varepsilon \).

Two extreme situations can be distinguished here. The unpredictability is maximal when \( d = D = 2 \), since the basin boundary densely occupies the entire space of initial conditions, and even under minimal system perturbations, the fraction of uncertain conditions does not decrease, i.e., \( f(\varepsilon) \sim 1 \). In this situation, \( D_c = N = 5 \) holds, implying that the chaotic saddle densely occupies the entire phase space. On the other hand, the unpredictability is minimal when the basin boundary is completely smooth, \( d = 1 \), and consequently \( D_c = 3 \). These two extreme cases have not been observed in any of the simulations carried out, so it is expected that the values of the fractal dimensions are \( 1 < d < 2 \), and hence \( 3 < D_c < 5 \). This result is in agreement with those displayed in Fig. 4.

For the sake of clarity, we only use the basin region \( x_0, y_0 \in [-0.1, 0.1] \) to speed up the uncertainty exponent algorithm. Specifically, for each pair of values \( E_0 \) and \( \mu \), we simulate as many initial conditions as necessary to reach one hundred uncertain conditions and, in addition, repeat the process for fifteen values of the perturbation \( \varepsilon \in [10^{-4}, 10^{-1}] \).
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