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Abstract  
This paper examines the impact of process accountability on two biases causing myopic or short-sighted decision making. These biases are strong preferences for immediate and certain outcomes known as delay and risk aversion. We hypothesize that accountability alone is insufficient to undo the biases, but if coupled with a cue on subjective discount rates, it will attenuate biases. To analyze our research question, we used a within- and between-subjects experimental design (two accountability conditions compared with a non-accountability condition and with each other) with delay and probability discounting choice tasks involving 118 students of accounting, finance and management in an online experiment. In line with our hypotheses, we find that process accountability successfully reduces excessive delay and risk aversion only if it provides a cue about the subjective discount rate. We discuss the implications of our findings for management control.

Keywords  Process accountability · Justification pressure · Cognitive bias · Myopic decision-making · Delay aversion · Risk aversion · Time preference

JEL Classification  D87 · M41 · M48

1 Introduction

Managers regularly make decisions in which they have to weigh current costs against the future benefits for an organization. For example, they compare immediate cash outflows with uncertain future cash inflows when deciding on investment.
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They weigh short-term profits against uncertain long-term returns when deciding on marketing campaigns and the immediate costs against long-term benefits when deciding on research and development projects. It is very complex to make these compromises, as they require a comparison between immediate, relatively certain results and future uncertain outcomes.

The propensity of managers to prefer current outcomes at the expense of future outcomes has received much attention in the accounting and finance literature (Bhojraj & Libby, 2005; Chowdhury, 2011; Graham et al., 2005; Miller, 2002; Mizik, 2010; Mizik & Jacobs, 2007; Narayanan, 1985; Tong & Zhang, 2021). Such short-sighted behavior incompatible with long-term organizational goals has been called myopia (Merchant, 1990; Stein, 1989; Thaler et al., 1997). In the literature to date, it has been argued that too frequent performance evaluations, an overemphasis on earnings, and aggressive short-term performance-based incentives exacerbate myopic behavior (Merchant, 1990; Narayanan, 1985).

While the accounting and financial literature see myopia as a rational response to a too high frequency of reporting short-term profits, cognitive psychology implies that myopia may also be the result of a cognitive bias resulting from a person’s limited ability to evaluate the distant future (Ardila et al., 1991; Bickel et al., 2011; Chi & Fan, 1997; Simon et al., 2002; Tversky & Kahneman, 1974). This research provides extensive evidence of distorted time cognition. It shows that people have a strong preference for sooner outcomes over shortly delayed ones (delay aversion), but that they make little distinction between two outcomes that are both delayed (Dasgupta & Maskin, 2005; Green & Myerson, 2004; Green et al., 1997). For example, if a receipt of $100 is delayed for a year, most people would be willing to accept a much smaller amount of money if they received it immediately. However, people reverse their preference if a receipt of $100 is delayed from year ten to year eleven, as they perceive almost no difference in the value of money. In other words, people consider the time value of money in the near future but are less sensitive when alternative outcomes are expected in the distant future. A similar pattern is found for certain and probable outcomes. People are willing to accept a much smaller certain outcome over a larger probable one (risk aversion), while they are unlikely to prefer a more probable smaller outcome over a less probable larger one if both are just probable. Delay and risk aversion are manifestations of how individuals discount delayed and risky choices. Behavioral research has found that our discounting differs significantly from the principles of exponential discounting, in theory expected of rational agents, (Samuelson, 1937) and can be better described by a hyperbolic discounting function (Green & Myerson, 1996; Green et al., 1997; Prelec & Loewenstein, 1991; Rachlin et al., 1991). Moreover, delay and risk aversion are believed to be based on the same underlying discounting processes, and this idea offers a potentially unifying theory to various phenomena in applied contexts. One of these, we argue, is myopic behavior.¹

¹ Another is investors’ myopic loss aversion proposed by Benartzi & Thaler (1995) which is defined as a combination of greater sensitivity to losses than to gains and short evaluation periods of portfolios that makes investors require an abnormally high premium on equity investments.
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From a management accounting perspective, it is not only important to understand the biases to which decision-makers are prone but also which control mechanisms can effectively mitigate them. Although managers are formally trained to maximize firm value and are supported by financial and accounting expertise, the degree of subjectivity in assessing outcomes in the distant future is high and leaves considerable scope for personal preferences and emotional reactions (Jermias, 2006; Kahneman & Tversky, 1982). In other words, if managers (and people who support them) are prone to delay and risk aversion, that might profoundly impact how conservatively they predict future cash-flows, what probabilities they ascribe to them, and how they value the alternatives.

This paper explores whether process accountability can mitigate delay and risk aversion that leads to myopic decision making. Accountability refers to holding decision-makers accountable for their decisions and making them report to an authority (Edwards & Hulme, 1996; Fox & Brown, 1998). Process accountability means that decision-makers must explain and justify their decisions, while outcome accountability makes decision-makers accountable for the results of their decisions (De Langhe et al., 2011; Lerner & Tetlock, 1999). Management control systems combine both; however, the emphasis different organizations place on one or the other varies. While the evidence about the effects of outcome accountability on decision making is extensive (e.g. Clearfield, 2005; Gigler et al., 2014; Graham et al., 2005; Kraft et al., 2018; Merchant, 1990; Narayanan, 1985, to name a few), the evidence on process accountability is limited (e.g. Chang et al., 2013; Dalla Via et al., 2019; Jermias, 2006; Lukas et al., 2019a, 2019b). Even more limited is the evidence on whether process accountability can attenuate cognitive biases (Bartlett et al., 2014; Libby et al., 2004).

In developing our hypotheses about what could attenuate delay and risk aversion, we have relied on Lerner and Tetlock’s (1999) accountability theory, according to which individuals have a natural tendency to conform to expectations and appear rational if they are observed. This benefits their long-term social status, even if it is not associated with direct monetary outcomes (Ličen et al., 2016). However, people do not easily recognize their hard-wire biases, and we argue that accountability alone cannot make them realize their biases; it might even exacerbate them (Lerner & Tetlock, 1999). We hypothesize that accountability diminishes biases only if coupled with the information that leads individuals to recognize their excessive delay and risk aversion. Such information used as a nudge is not uncommon in practice. For example, when making important decisions, procedures may be set up that direct the managers’ attention to certain important information, such as whether the current project meets the required rate of return, or the impacts of the current project on environment, etc. This study examines whether combining process accountability with reminding decision-makers of their subjective interest rates can effectively mitigate delay and risk aversion in managerial decision making.

We conducted an experiment that contains a within-subject and a between-subject factor. The participants were asked to choose among alternative outcomes in a series of delay and probability discounting tasks. In the first round, the participants completed the tasks with no accountability and then repeated them in the accountability condition (a within-subjects factor); that is, they were asked to justify their choice.
in writing (Bartlett et al., 2014; Dalla Via et al., 2019; Libby et al., 2004; Lukas et al., 2019a; Vieider, 2009). Half of the participants completed the second round of choices with a cue, and the other half completed it without the cue about what their subjective discount rates in the first round were (a between-subjects factor). Such design allowed us to measure the consistency of the participants’ subjective discount rates over time and risk levels on an individual level and compare it between subjects. The experiment was tested online on a sample of 118 s and third-year students in accounting, management and finance programs from the University of Ljubljana.

Our results show that accountability coupled with the information on subjective discount rates leads to less myopic decision making as the participants could reduce their delay and risk aversion. We also find that under accountability without a cue, the participants were unable to recognize their excessive subjective discount rates suggesting that accountability in which decision-makers are prompted to think “harder” is not effective if no information is provided that would make them realize the bias.

The contribution of this study is the following. Biases in discounting affect every risky and long-term decision, which management accountants need to be more aware of. While prior accounting studies find justification pressure effective in certain circumstances,2 we show that justification pressure alone is ineffective for biases as persistent as excessive delay and risk aversion. However, when complemented by information that helps individuals realize them, it becomes more successful. In the absence of such a cue, justification pressure leads the participants to provide a self-serving account of the initially chosen alternative, as evident from our participants’ responses. These findings contribute to a small body of research in accounting on the impact of process accountability on cognitive biases (Bartlett et al., 2014; Libby et al., 2004) and to previous research on risk aversion (Pahlke et al., 2015; Trautmann et al., 2008; Vieider, 2009; Weigold & Schlenker, 1991). It sheds light on why prior studies found inconsistent results. It also contributes to the studies on accountability in management accounting, which compare the impact of outcome and process accountability on decision processing (Chang et al., 2013; Dalla Via et al., 2019).

The remaining part of the paper is structured as follows: Sect. 2 provides the theoretical background to delay and risk aversion, and accountability and develops the hypotheses. Section 3 focuses on the research method and the design of the experiment. Section 4 presents the results of the analysis. Section 5 discusses the results, outlines some limitations of the study, and concludes with the implications in Sect. 6.

---

2 Prior studies presented evidence of the positive effect of justification pressure in the context of auditing (Ashton, 1992; DeZoort et al., 2006; Kennedy, 1993, 1995; Kim & Trotman, 2015; Messier et al., 2014).
2 Theoretical background and hypotheses development

2.1 Risk and delay aversion as manifestations of hyperbolic discounting

Delay and risk aversion lead to myopic behavior, and this is why it is reasonable to investigate the two biases together. Behavioral research of delay and risk aversion has led to the discovery of a discounting pattern that is considerably different from what the normative economic theory suggests (Frederick et al., 2002). The latter assumes that when deciding between an outcome now and one in the future, rational decision-makers translate future outcome to present value by discounting it in line with the exponential discounting function (Samuelson, 1937). The further away an outcome is, the more it gets discounted with a time-consistent discount rate. However, behavioral research provides strong evidence that people, in fact, discount differently: they strongly prefer an immediate smaller outcome to a shortly delayed larger one but reverse their preference when both outcomes are to be received in the future (Ainslie, 1975; Ainslie & Herrnstein, 1981; Dasgupta & Maskin, 2005; Green & Myerson, 2004; Green et al., 1997; Rachlin & Green, 1972). They use extremely high discount rates for the near future and declining discount rates for the distant future (Radu et al., 2011). Researchers describe such a reward valuation with the hyperbolic discounting function (Ainslie, 1975; Laibson, 1997).

Future outcomes are inherently risky. Kahneman and Tversky (1979) documented that individuals prefer smaller and certain outcomes over larger and riskier ones, but they reverse their preference when both alternatives are uncertain. A greater benefit of a smaller certain outcome over a larger riskier one is reflected in high required returns for risky outcomes. However, sensitivity to the same difference in probability decreases significantly when both options are probable because individuals’ subjective discount rates are flatter at lower probabilities. Several studies suggest that probability discounting has a similar hyperbolic curve to delay discounting and that the two processes are closely related (Baucells & Heukamp, 2012; Green et al., 1999; Halevy, 2008; Lopez-Guzman et al., 2018; Luckman et al., 2017; Rachlin et al., 1991). This notion is based on Rotter’s observation (1954) that longer delays respond to lower probabilities of outcomes in real life.

2.2 The effect of accountability on cognitive biases

In this section, we theorize whether these biases could be mitigated by imposing accountability on decision making. In developing our hypotheses, we draw on Lerner’s and Tetlock’s (1999) accountability theory. One of its main arguments is that people have a natural tendency to conform to the expectations of those to whom they are accountable (Cialdini et al., 1976; Klimoski & Inks, 1990; Lukas
et al., 2019a; Quinn & Schlenker, 2002; Tetlock, 1983, 1985; Tetlock et al., 1989). They associate conformance with long-term benefits, such as improving their social status and developing advantageous long-term relationships with supervisors. Individuals deeply care how others see them, even if no direct and immediate material consequences follow.3

Ličen et al., (2016, 2019) showed that not only supervisors’ instructions but mere transparency and identifiability of results affect cognitive control,4 attention, conflict resolution and task processing and improve task performance. Efforts to meet the supervisors’ expectations were also observed, even when these expectations were unknown, in the form of a more significant effort and a more thorough search for information about different alternatives (Huber & Seiser, 2001; Huber et al., 2009; Lion & Meertens, 2001; Tetlock, 1983; Tetlock & Kim, 1987). However, in this case, the greater effort did not lead to a change in the agents’ preferences, but on the contrary, to a more vigorous justification of the originally chosen alternative (Huber et al., 2009).

Libby et al. (2004) examined the effect of process accountability on the so-called common measure bias (that is, an overwhelming reliance on financial measures in a Balanced Scorecard, BSC). They observed whether accountability makes participants collect and rely on more information (cues) about subsidiary performance. They found that the requirement to justify the decision in writing led the participants to increase their reliance on the unique performance metrics in a BSC, which tended to be ignored. The authors attributed their findings to justification pressure inducing more cognitive effort. Bartlett et al. (2014) also examined the reliance on performance metrics in the context of BSC and found that the requirement to justify the decision in writing was an effective intervention that increased reliance on all BSC metrics. However, processing complex cues led the participants to increase rather than decrease the judgment bias. The authors attributed the finding to the fact that their BSC example was more complex and more reflective of real-world practices than the one in Libby et al. (2004). In a case where the “correct” solution is not apparent to a decision-maker, accountability increases utilization of cues and self-awareness of judgmental processes; however, if the decision-maker is not aware of bias, the search for more cues may amplify biased decision-making (Lerner & Tetlock, 1999).

The question of whether individuals conform to supervisors’ expectations is especially interesting when it comes to studying hard-wired time and risk preferences. Neurobiologists suggest that time and risk preferences are, in fact, a result of long-term survival choices. They cannot be attributed to too little cognitive effort as they are evolutionarily underpinned (Glimcher et al., 2005, 2007; Pessoa, 2008; Shiv

3 Numerous examples of individuals’ striving towards favorable evaluations of others (without any material consequences) are also provided by the impression management literature (Leary and Kowalski, 1990).

4 Cognitive control (or executive function) is the human ability to regulate thoughts and actions in pursuit of goals (Botvinick et al., 2001; Braver, 2012; Braver et al., 2007). It requires complex coordination between the prefrontal cortex and the dorsal anterior cingulate cortex, the conflict-controlling region of the brain that inhibits spontaneous responses when not in accordance with goals.
et al., 2005). In line with this view, accountability that urges people to think harder will be less effective in reducing deeply persistent behavior patterns. De Hoog and Van der Wittenboer (1986) found no effect of justification pressure on risk-taking, neither on the number of attributes used in the decision process nor on the choice of a risky versus a non-risky alternative. However, if supervisors’ expectations are unknown to decision-makers, accountability might even have a counterproductive effect. Curley et al. (1986) reported that fear of a negative performance evaluation increased participants’ ambiguity aversion because avoiding ambiguous decisions is believed to be more justifiable to others than adopting them. Trautmann et al. (2008) showed that by removing this fear, ambiguity aversion disappeared. Four studies suggested that accountability in various forms accentuated existing risk attitudes, making risk-avers more risk-averse and risk-seekers more risk-seeking (Baltussen et al., 2010; Jermias, 2006; Pahlke et al., 2015; Weigold & Schlenker, 1991).

Only one study found that justification pressure made individuals reduce loss aversion (Vieider, 2009). The author attributed the finding to the activation of more cognitive effort under justification pressure and the recognition of the bias in the desire to be favorably evaluated by supervisors. His explanation draws on the dual-process view (Ainslie & Haslam, 1992; De Martino et al., 2006; Gonzalez et al., 2005; Kahneman, 2003; McClure et al., 2004), according to which the preference for immediate and certain outcomes is a result of the reliance on the affective system rather than on the more effortful cognitive system. This view implies that if accountability induces individuals to think harder, or if reformulation of the problem makes the bias more obvious, they are able to make more rational decisions (Loewenstein et al., 2008; Thaler & Sunstein, 2003, 2008).

Within the theoretical framework of agency theory and under the assumption that agents are risk-neutral and rational, Lukas et al. (2019a) found that justification pressure to explain losses induces psychological costs that lead to risk aversion and suboptimal investment decisions for the principal. Lukas et al. (2019a) also pointed at the conformance problem that might elicit the opposite of what was intended.

One explanation for the conflicting findings of accountability on risk aversion could be that prior studies analyzed different types of decisions, used various manipulations of accountability (mere observation of others, evaluations of others, justification pressure, responsibility for others, explaining to vs. convincing supervisors), had different assumptions about agents’ risk inclinations and, most importantly, that participants had different views on what would be the normatively correct answers. Lerner and Tetlock (1999) suggest that the effect of accountability depends on various moderators, including the cause of a bias, the type of accountability, the knowledge of supervisors’ expectations and formal rules. They conclude that accountability attenuates bias only (1) when it makes individuals gain awareness of their

---

5 Neurobiologists oppose the dual process view suggesting that different parts of the brain are responsible for decisions. As expressed by Pessoa (2008, p. 148), ‘complex cognitive–emotional behaviors are based on dynamic coalitions of networks of brain areas, none of which should be conceptualized as specifically affective or cognitive’. According to this view risk-averse behavior is more a question of long-term survival than a single financial decision.
cognitive processes and (2) when they actually understand what the supervisors’ expectations are.

Based on the view that time and risk preferences are hard-wired and following prior arguments that conforming to expectations under accountability may not undo the bias, when people do not realize they are biased, we suggest that the same will apply to the current context. Delaying an outcome or evaluating its probability is a compelling cognitive problem, and the subjective discount rates, implicit in choices, are not apparent to decision-makers. Accountability could be effective only if individuals obtained some information indicating their decision-inconsistencies, i.e., that they use extremely high discount rates which fall with remoteness/increasing risk of outcomes. With these cues, they are able to see at what cost they favor immediate and certain outcomes over delayed and risky ones. This leads us to predict that only accountability with a cue about subjective discount rates will reduce high discount rates for probable outcomes compared to certain ones and for delayed outcomes compared to immediate ones because it will help individuals realize the excessive discount rates. Therefore, we propose to test the following hypotheses:

**H1:** Process accountability coupled with a cue about subjective discount rates attenuates delay aversion.

**H2:** Process accountability coupled with a cue about subjective discount rates attenuates risk aversion.

### 3 Research method

#### 3.1 Participants

We conducted an online experiment with 125 students majoring in accounting, management or finance at the European University. Seven participants (5.6%) were eliminated from the analysis due to technical issues with the E-Prime Go on some computers during the experiment. In the analysis reported below, 118 participants were considered (74 females, age \(M = 21.64, SD = 2.42, \text{ range} = 20–35 \text{ years}\)) with an average 2.9 years of work experience (\(SD = 2.51, \text{ range} = 0–15 \text{ years}\)). The participants were encouraged to participate in the study with a course credit. At the beginning of the experimental task, they were informed that the computer would randomly select some participants to receive the actual outcome based on one of the decisions made during the experiment (as in Pahlke et al., 2012; Vieider, 2011). In the case of the temporal choice, the outcome would be paid in the chosen time; that is, if a participant chose a larger outcome with a delayed payment over a smaller immediate outcome, their payment was delayed. Even though not every participant was compensated, the possibility to get an outcome of up to EUR 40 appeared to be sufficient to motivate them to participate. In total, 16 students were selected based on the random draw and paid a total amount of EUR 480 or an average of EUR 30 per participant. The longest time participants have to wait for the earned reward is 1 year.

Before starting the online experiment, all participants were informed that their participation was voluntary and that they were free to withdraw from the experiment.
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at any time without consequences. By clicking on the link, they gave their consent to participate. The study and procedures were approved by the Ethics Research Committee of the University of Ljubljana, where the experiment was conducted.

3.2 Task

Studies investigating delay discounting involve a series of choices between a smaller reward available sooner and a larger reward available later. Similarly, the probability discounting studies contain a series of choices between a smaller certain reward and a larger riskier reward. To measure individuals’ delay and risk inclination, we used a choice task with a discount titration (e.g., Green et al., 2004; Mazur, 1984, 1985, 1988; Mazur & Coe, 1987; Mazur et al., 1985). The titration procedure incrementally adjusts the amount of reward, its delay or probability until the subject becomes indifferent between the two presented options. By that, the researcher can establish the subjects’ indifference points (Vanderveldt et al., 2016). For illustration, in the series of choices, the participants had to choose between the immediate and the delayed reward being provided at a fixed point in time (after 1, 3 and 6 months, and 1 year). The initial immediate reward was EUR 40 and was systematically titrated by EUR 2 in each trial. The delayed reward remained the same in all trials (EUR 40); namely, in the first trial, the participants had to choose between EUR 40 immediately versus EUR 40 after 1 month, in the second trial between EUR 38 immediately versus EUR 40 after 1 month, and so on. At a certain point, in which the amount of the immediate reward was diminished to an unacceptable level for the participant, they chose the delayed reward. The amount of the immediate reward was defined as the participant’s indifference point at a 1-month delay. Once the indifference point was determined, the first series of trials were completed. Then, we tested the same set of choices, but with a delay of 3 and 6 months and 1 year (see Table 1 for illustration).

A similar procedure was applied for the probability discounting task. The participants had to choose between a certain reward and a risky reward in the series of choices. The probabilities of the risky reward were 95%, 90%, 80% and 60%.

| Table 1  | Design of the experimental task |
|---------|-------------------------------|
|         | Delay discounting task        | Delay          |
|         | EUR X now vs EUR 40 in        | 1 month        |
|         |                               | 3 months       |
|         |                               | 6 months       |
|         |                               | 1 year         |
|         | Probability discounting task  | Probability (%)|
|         | EUR X with 100% vs EUR 40     | 95             |
|         |                               | 90             |
|         |                               | 80             |
|         |                               | 60             |
The risky reward remained fixed in all trials at EUR 40, whereas the certain reward gradually decreased from the initial EUR 40 by EUR 2 in each trial (i.e., in the first trial, the participants had to choose between EUR 40 with a 100% probability versus EUR 40 with a 95% probability, in the second trial between EUR 38 with a 100% probability versus EUR 40 with a 95% probability, and so on until the indifference point was reached; see Table 1). Based on the participants’ choices in all series, we calculated their subjective discount rates (discount factor \( k \); a further explanation is provided in the Data analysis section).

The delay and probability discounting tasks were programmed in the E-prime 3.0 software (Psychology Software Tools, 2016). For the online execution of the experiment, we used the E-prime Go 1.0 program (Psychology Software Tools, 2020). During the online experiment participants were monitored using Zoom. We analyzed the data in R 4.0.3 (R Core Team, 2020).

### 3.3 Procedure and accountability manipulation

We manipulated the non-accountability condition by telling the participants that their responses would not be identifiable. We manipulated the accountability condition in two ways—with and without a cue. In the accountability condition without a cue, participants were asked to write down a clear justification of their choice to the supervisor of the experiment for each task. In the accountability condition with a cue, in addition to the requirement to justify their choice, the participants received the information on their subjective discount rates in the non-accountability condition, which was computed by a computer in real-time. For example, if they chose EUR 26 immediately versus EUR 40 in a month, their subjective discount rate was 53.8%. This information served to help participants realize their (otherwise implicit) discount rates, and to appear rational in their justifications to supervisors should make them decrease excessive rates.

The participants first performed the task in the non-accountability condition. Then 63 (53.4%) of them completed the task in the accountability condition without a cue and 55 (46.6%) in the accountability condition with a cue. We did not randomize the order of non-accountability and accountability conditions, because first, it would not be possible to design the accountability condition with a cue without the information on subjective discount rates; and second, in tasks measuring individuals’ risk and temporal preferences, the learning effect does not apply, and third, if one has to justify the decision in the first round of the experiment, it would be impossible to undo this effect in the second round in the non-accountability condition.

The research was conducted in five online Zoom sessions. Each session had 25 participants and lasted approximately 30 min. The participants were invigilated with a camera during the experiment and could call on the support of the researchers if they had any questions. The exit questionnaire measured age, gender and years of work experience.
3.4 Data analysis

The indifference points were derived from the choices in all delay and risk trials. Using the indifference points, we were able to determine individuals’ subjective discount rate (discount factor $k$) for every choice set based on Eq. 1 (Mazur, 1987) and Eq. 2 (Rachlin et al., 1991):

$$ V = \frac{A}{(1 + kD)} $$  

$$ V = \frac{A}{(1 + k\theta)}, \quad \theta = \frac{1 - p}{p} $$

where $V$ is the subjective (discounted) value (i.e., indifference point) of the delayed or risky amount $A$, $D$ is the delay in months (1, 3, 6, and 12 months), $\theta$ is the odds of not receiving the risky reward, and $p$ is the probability of receiving it. The subjective discount rate for each individual is computed based on Eqs. 1 and 2 that are solved for $k$. The discount rate describes an individual’s delay and risk aversion, which underlie a myopic tendency. A lower indifference point results in a higher subjective discount rate and reflects a steeper delay or probability discounting (i.e., greater discounting of future or riskier options) and a stronger delay or risk aversion.

Because discount rates range from 0 to 4000%, we used the log transformation method to normalize skewed values. By normalizing the discount rates, the validity of the associated statistical analyses increases (Feng et al., 2014). The normalized discount rates are analyzed for each task separately, using the repeated measures analysis of variance (ANOVA) with the delay (1 vs. 3 vs. 6 vs. 12 months) or probability (5% vs. 10% vs. 20% vs. 40%) and the accountability condition (non-accountability vs. accountability without a cue, non-accountability vs. accountability with a cue) as within-subjects factors and cue (accountability without a cue vs accountability with a cue) as between-subjects factor. The discount rates for various intervals are calculated on a monthly basis.

---

6 For the probability discounting choices, $p$ (probability) equals .95, .90, .80 and .60, which corresponds to the values of $\theta$ obtained in Eq. 2 as .053, .111, .25 and .667.

7 The discount rates are not to be taken at face value. They are induced by the concrete experimental design rather than being a result of the outrageous delay aversion by our participants. For example, the participants had to decide between an outcome of EUR 40 delayed by one month and the lowest value they would accept if paid out immediately. If they indicated the lowest value of EUR 38, we calculated the indifference point as EUR 39 (the midpoint between EUR 40 and EUR 38) and the discount rate of 2.6% on a monthly level. If, on the other hand, individuals were unwilling to accept a delayed outcome at any value, they indicated that with zero, which resulted in an indifference point of 1 (for the sake of calculation) and a discount rate on an annual basis of 4,000%. The distribution of such discount rates resulted in the extremely high mean values.

8 Subjective discount rates in the experiment are similar as those in previous studies. Thaler (1981) also asked participants what amount of money would make them indifferent to receiving $15 now in one month/one year/ten years. The median responses imply an average (annual) discount rate of 345% over a one-month horizon, 120% over a one-year horizon, and 19% over a ten-year horizon. Other studies report similar patterns (Benzion et al., 1989; Chapman, 1996; Pender, 1996; Redelmeier and Heller, 1993).
to be comparable and then log-transformed to get a normalized value. For the interpretation, they need to be exponentially transformed (inverse of log transformation). In cases where the assumption of sphericity is violated, which indicates that the variance of the differences between all combinations of related groups is not equal, the degrees of freedom are adjusted according to the Greenhouse–Geisser correction method (Field, 2009).

Fig. 1 Normalized discount rates in the delay discounting tasks

Table 2 Descriptive statistics for the delay discounting task and the results of the paired sample t-test of non-accountability and accountability without a cue for the normalized discount rates

| Task           | Non-accountability | Accountability without a cue | t test |
|----------------|--------------------|------------------------------|--------|
|                | M  | SD  | t test | M  | SD  | t test | t | p   |
| Now vs. 1 month| 0.166 | 0.49 | 1.75 | 0.124 | 0.14 | 1.43 | 0.76 | 0.448 |
| Now vs. 3 months| 0.104 | 0.34 | 2.62 | 0.055 | 0.06 | 3.33 | 1.16 | 0.249 |
| Now vs. 6 months| 0.076 | 0.25 | 3.02 | 0.043 | 0.06 | 1.72 | 0.99 | 0.327 |
| Now vs. 1 year | 0.061 | 0.19 | 0.50 | 0.049 | 0.18 | -0.99 | 0.34 | 0.734 |

Paired sample t-test comparing the normalized discount rates in the non-accountability versus the accountability condition without a cue is presented in the last column.

Note: * $p < 0.1$, ** $p < 0.05$; *** $p < 0.01$. The delayed rewards are paid out at indicated times after the immediate reward, measured in months. A higher normalized discount rate reflects steeper delay discounting.
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4 Results

4.1 The impact of accountability on delay aversion

Figure 1, Tables 2 and 3 present the normalized discount rates used to discount delayed rewards in the set of trials with choices between an immediate and a delayed reward of 1, 3, 6 and 12 months. The results of the paired sample t-test reveal that high normalized discount rates were not significantly different under the accountability without a cue condition (see Fig. 1 and Table 2, t-test column)
and were successfully decreased when accountability was coupled with a cue (see Fig. 1 and Table 3, t-test column).

The within-subjects ANOVA analysis of the effect of accountability without a cue on the normalized discount rate for the delay discounting task shows a significant main effect of the delay, $F(3, 186) = 0.43, p = 0.001$, that reflects the decrease in the discount rate with the increasing time delay. On the contrary, main effect of the accountability condition, $F(1, 62) = 0.78, p = 0.380$, and delay x accountability interaction, $F(3, 186) = 0.66, p = 0.577$, is found non-significant reflecting similarly high and inconsistent discount rates in both manipulated conditions (see Fig. 1 and Table 4, Model 1). The results suggest that accountability without a cue is not effective in reducing delay aversion.

The within-subject ANOVA of the effect of accountability with a cue on the normalized discount rate for the delay discounting task comparing the conditions of non-accountability and accountability with a cue shows a significant main effect of the delay, $F(3, 162) = 0.42, p < 0.001$, revealing a decline in a discount rate with an increasing delay. We also observe a significant main effect of accountability condition, $F(1, 54) = 13.01, p < 0.001$, which reflects that lower discount rates are used in the accountability with a cue condition, and a marginally significant delay x accountability interaction, $F(3, 162) = 2.35, p = 0.075$, indicating the use of more consistent discount rates under increasing delay in the accountability with a cue compared to the non-accountability condition (see Fig. 1 and Table 4, Model 2).

The between-subjects ANOVA of the effect of the cue on the normalized discount rate for the delay discounting task shows a significant main effect of the delay, $F(3, 348) = 0.53, p < 0.001$, the significant main effect of the cue, $F(1, 116) = 4.92, p = 0.028$, which reflects that lower discount rates are used in the accountability condition with a cue, but there is no significant delay x cue interaction, $F(3, 348) = 1.41, p = 0.241$ (see Fig. 1 and Table 4, Model 3).

Overall, the results confirm H1 and show that imposing justification pressure coupled with a cue significantly attenuates delay aversion in terms of reducing excessive discount rates.

4.2 The impact of accountability on probability discounting

Figure 2, Tables 5 and 6 present the descriptive statistics for the normalized discount rates obtained in the probability discounting task that are calculated based on the indifference point by using Eq. 2 and then log-transformed. The results of the paired sample t-test confirm that the participants’ mean discount rates are similarly high for almost all choices in the non-accountability condition compared to accountability without a cue condition (see Fig. 2 and Table 5, t-test column) and significantly lower for three out of four choices in the accountability with a cue in comparison to the non-accountability condition (see Fig. 2 and Table 6, t-test column), suggesting that accountability with a cue can mitigate risk aversion. In a within-subjects analysis, results show significantly (and marginally significantly) higher discount rates when comparing certain and probable options (Tables 5, 6).
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The within-subjects ANOVA analysis of the effect of accountability without a cue on the normalized discount rate for the probability discounting task for the choices between certain and risky rewards shows a significant main effect of risk, $F(3, 186) = 0.53$, $p < 0.001$, indicating a decrease in the discount factor with increasing risk, but no significant main effect of the accountability condition.

**Table 5** Descriptive statistics for the probability discounting task and the results of the paired sample t-test of non-accountability and accountability without a cue for the normalized discount rates

| Task       | $\Delta$ Risk | $M$    | $SD$  | $t$-test | $M$    | $SD$  | $t$-test | $t$  | $p$   |
|------------|----------------|--------|-------|----------|--------|-------|----------|-------|-------|
| 100% vs. 95% | 5 p.p          | 1.396  | 1.17  | $t = 3.32$ | 1.395  | 1.31  | $t = 3.12$ | 0.004 | 0.996 |
| 100% vs. 90% | 10 p.p         | 0.938  | 0.96  | $t = 3.44$ | 0.894  | 0.93  | $t = 3.87$ | 0.50  | 0.616 |
| 100% vs. 80% | 20 p.p         | 0.784  | 0.68  | $t = 1.46$ | 0.757  | 0.78  | $t = 3.14$ | 0.39  | 0.694 |
| 100% vs. 60% | 40 p.p         | 0.664  | 0.64  | $t = 1.79$ | 0.699  | 0.85  | $t = 2.60$ | −0.30 | 0.765 |

The paired sample t-test comparing the normalized discount rates in the non-accountability versus the accountability condition without a cue is presented in the last column.
Table 6 Descriptive statistics for the probability discounting task and the results of the paired sample t-test of non-accountability and accountability with a cue for the normalized discount rates

| Task         | Δ Risk | Non-accountability | Accountability with a cue | t test | t    | p    |
|--------------|--------|--------------------|---------------------------|--------|------|------|
|              | M      | SD                 |                           | M      | SD   | t    | p    |
| 100% vs. 95%| 5 p.p  | 1.083              | 0.71                      | 0.890  | 0.58 | 1.73 | 0.049|
| 100% vs. 90%| 10 p.p | 0.772              | 0.61                      | 0.593  | 0.48 | −0.27| 0.239|
| 100% vs. 80%| 20 p.p | 0.733              | 0.73                      | 0.646  | 0.72 | 2.16 | 0.061|
| 100% vs. 60%| 40 p.p | 0.569              | 0.57                      | 0.537  | 0.60 | 2.88 | 0.397|

Significant and marginally significant differences appear in bold. The paired sample t-test comparing the normalized discount rates in the non-accountability versus the accountability condition with a cue is presented in the last column.

Table 7 The ANOVA analysis for probability discounting task

| Subjective discount rate |   |   |   |   |
|--------------------------|---|---|---|---|
| Model 4 (within-subjects, N=63) |   |   |   |   |
| Intercept                | 104.70 | <0.001 | *** |
| Risk                     | 0.53   | <0.001 | *** |
| Accountability (non-account. vs. account. without a cue) | 0.02 | 0.902 |   |
| Risk x Accountability    | 0.16   | 0.926 |   |
| Model 5 (within-subjects, N=55) |   |   |   |   |
| Intercept                | 124.20 | <0.001 | *** |
| Risk                     | 0.59   | <0.001 | *** |
| Accountability (non-account. vs. account. with a cue) | 7.85 | 0.007 | ** |
| Risk x accountability    | 1.66   | 0.177 |   |
| Model 6 (between-subjects, N=118) |   |   |   |   |
| Intercept                | 163.81 | <0.001 | *** |
| Risk                     | 0.66   | <0.001 | *** |
| Accountability (with vs. without a cue) | 4.63 | 0.033 | * |
| Risk x accountability    | 0.66   | 0.053 |   |

Significant and marginally significant differences appear in bold

\( p < 0.1, *p < 0.05, **p < 0.01, ***p < 0.001 \)

\( F(1, 62) = 0.02, p = 0.902 \), nor risk \( \times \) accountability interaction, \( F(3, 186) = 0.16, p = 0.926 \), indicating similar discount rates in both, accountability without a cue and the non-accountability condition (see Fig. 2 and Table 7, Model 4).

The within-subjects ANOVA of the effect of accountability with a cue on the normalized discount rate for the probability discounting task shows a significant main effect of risk \( F(3, 162) = 0.59, p < 0.001 \), reflecting a decrease in the discount rate with increasing risk, a significant main effect of the accountability condition, \( F(1, 54) = 7.85, p = 0.007 \), indicating the participants became less risk-averse under accountability with a cue, but no significant risk \( \times \) accountability interaction, \( F(1, \)
162) = 1.66, \( p = 0.177 \), which do not confirm the use of more consistent discount rates under accountability with a cue (see Fig. 2 and Table 7, Model 5).

The between-subjects ANOVA of the effect of the cue on the normalized discount rate for the probability discounting task shows a significant main effect of risk, \( F(3, 348) = 0.66, p < 0.001 \), the significant main effect of the cue, \( F(1, 116) = 4.63, p = 0.033 \), which shows that lower discount rates are used in the accountability condition if it is coupled with a cue, and also a marginally significant risk × cue interaction, \( F(3, 348) = 0.66, p = 0.053 \), reflecting the use of slightly more consistent discount rates under accountability with a cue (see Table 7, Model 6).

Our findings reveal that accountability with a cue successfully reduces excessive risk aversion supporting H2. Overall, the results testing H1 and H2 show that accountability reduces the magnitude of both delay and risk aversion in the cue condition. In contrast, the same accountability reduces neither delay nor risk aversion in the no cue condition.

4.3 The analysis of participants’ responses under the accountability conditions

In an attempt to substantiate our findings, we examined the participants’ responses elicited in the accountability condition. The participants were asked to write down a clear justification of their choices to the supervisor and told that the responses could be traced back to them (see the Appendix for experimental instrument). Our manipulation was intended to have an ex-ante effect on decision processing rather than serve as evidence to test hypotheses. The instruction had to be sufficiently flexible to accommodate the accountability with a cue and without a cue. In other words, we did not try to elicit answers about how precisely the cue affected their choices as then our manipulation of accountability could not be the same across both conditions or would be too suggestive.

In the analysis of the responses, no participant in the accountability condition with a cue referred explicitly to their concrete discount rates that they had seen on the screen. However, more often than those without a cue, they justified their choices by referring to the required rates of returns or made comparisons to explicit interest rates. The participants without a cue justified them more generally—either as their personal inclination towards certainty and immediacy or in absolute amounts of outcomes. For example: "It is important to me to get the money as soon as possible.", "I would rather have something for certain, than lose everything.", "A bird in the hand is worth two in the bush."

Some quotes of the participants under accountability with a cue: "I don’t need money now, so I can wait a year longer for higher returns (if we recalculate, this is a 5–6% return in one year).", "I prefer 100% probability over 60% probability, as risk makes me nervous.", "The 50% probability is a boundary between choosing yes and no. The 30% probability is too low for me. I am satisfied with a lower amount because the probability of a higher amount is already quite small, and it is no longer worth the risk."

In very few instances, we detected an explicit quote of re-evaluation of risks or explicit mention of the expected utility in the accountability with a cue condition:
"I have re-evaluated the risks.", "I weigh the risk and the amount and the expected utility."

Some of the participants mentioned their personal circumstances that led them to the decision: "Given my life conditions, it means much more to me to get the money sooner than later. I can give up some money to get it sooner." However, such responses could not be distinguished between those who had a cue and those who did not. However, they highlight that individuals do not make financial decisions in a social vacuum and often consider them in combination with other essential life circumstances (Gigerenzer, 2007; Lerner & Tetlock, 1999). This offers some support to the assumption that these biases are hard-wired and not easily undone.

Predominantly, it seems that our participants were justifying their innate aversion towards delay and risks and that those with a cue did it more often by explicitly referring to discount rates. Still, the variation in responses did not warrant a quantitative analysis to detect significant differences. As mentioned, this might be because we left the question too open to be able to elicit their more accurate responses as to how their choices compare to those from the non-accountability condition. Eliciting responses is, in general, seen as less reliable evidence in providing introspection into subconscious choices (e.g., Horgan & Timmons, 2011) than factual evidence coming from experimental choices.

5 Discussion

As observed in many prior studies, our participants also required abnormally high discount rates to be willing to give up a certain and immediate outcome for a probable and delayed outcome in their baseline choices (in the non-accountability condition). We analyzed whether process accountability is able to attenuate their delay and risk aversion, one of the leading cognitive causes of myopia. Prior evidence about the effect of process accountability on risk aversion is mixed, and on delay aversion entirely lacking. Moreover, no previous study has simultaneously analyzed the impact of accountability on both biases suggested to have a common root cause (Rotter, 1954). In the development of our hypotheses as to what could attenuate these hard-wired preferences (Gigerenzer, 2007; Glimcher et al., 2005, 2007; Pessoa, 2008; Shiv et al., 2005), we hypothesize that although agents aspire to appear rational in the eyes of their supervisors (Lerner & Tetlock, 1999), accountability cannot make them aware of the biases unless coupled with a cue.

To test the hypotheses, we designed the accountability condition in which we made participants aware of their subjective discount rates and compared their decisions to those in the non-accountability condition and in the accountability condition in which no such information was provided. For delay aversion, we find that the accountability with a cue significantly reduces excessive discount rates and affects choices between immediate and delayed outcomes. Our results also suggest that accountability contributes to using more consistent discount rates over time (marginally significant). We obtain qualitatively similar results for risk aversion. When a cue is absent, justification pressure is not powerful enough to affect participants’ choices.
Our findings on the effect of accountability on risk aversion contribute to the understanding of previous studies’ contrasting results, which typically did not analyze accountability with a cue and reported that accountability only made their participants more ardently defend their original choices. The interpretation of our findings accords with De Langhe et al. (2011), who suggest that accountability can improve the quality of judgment in simple tasks, but not in complex tasks—a cue simplifies the decision as it makes individuals more aware of their excessive discount rates, which they assume are unlikely to be in line with supervisors’ expectations. A question is whether a cue alone would be enough to mitigate the two biases. If individuals believe that their decision making will remain private and not monitored, they will not change their decisions. However, providing a cue assumes that one’s behavior is observed, and this already counts as a form of accountability—visibility of results to supervisor (Lerner & Tetlock, 1999). Given the ineffectiveness of justification pressure in our study, future research could design an experiment in which a cue with and without visibility of results would be investigated.

A concern related to the external validity of our study could be how relevant our experiment is for decision making in the organizational setting. Most managers are provided with training on the formal rules of exponential discounting (as a part of their Business, Commerce or Economics degree) or are well supported by accounting and finance professionals. By using second and third-year students in accounting, finance and management, we show that even people who understand the rules are prone to excessive delay and risk aversion. When it comes to decisions to commit considerable resources to long-term projects, there will always be room for subjective preferences that depend on how comfortable a particular decision-maker feels with these decisions. Moreover, managers do not make any decision about the future in which probabilities, future cash flows or their distribution would be known. They have to deal with unknown probabilities and estimated future cash flows, and that only introduces more complexity into decision making and exacerbates their aversion to risks and remote cash flows.

The finding that process accountability with a cue mitigates delay and risk aversion underlines the need to combine both types of accountability in management control systems to make process accountability offset the negative effects of outcome accountability on management’s time and risk orientation (Graham et al., 2005; Kraft et al., 2018; Merchant, 1990; Narayanan, 1985; Thanassoulis, 2012). One of such cues could be to transparently present the supervisors’ expectations about the required rates of return, even when they are difficult to estimate (for example, in closely held firms and for projects that are riskier than an average project in a firm). Another suggestion that could alleviate risk and delay aversion would be clear communication by the supervisors about the levels of risk tolerance an organization is prepared to accept. Often managers are held personally accountable for a project’s failure although it is within the acceptable loss limits defined by the enterprise risk management. Such misalignment reinforces biases and fears. A third suggestion of our findings would be to remind decision-makers about their implied subjective discount rates to make them more patient.

We note that our findings have some limitations inherent in the experimental method. The experiment shows the use of very high discount rates, which are not
realistic in real life. They are an artifact of the actual experimental design and should not be taken at face value. The experiment was methodologically designed based on several previous studies aimed at deriving the discounting function (Green et al., 2004; Mazur et al., 1985; Richards et al., 1997). We prepared the choices so that they would be realistic, attractive and relevant to our participants and would keep the payout within our budget. Had we changed the amounts, we might have obtained different discount rates. An experiment is relatively restrictive in the design and impedes picking up fine changes in the discount rate. What is important in an experiment is the sign and strength of the relationship between the independent and the dependent variables.

Another limitation may be that the participants perceived the choices as hypothetical since not all choices were paid out, and only 16 participants received a reward. Madden et al. (2003) compared discount rates in real money and hypothetical scenarios and reported similar discount rates regardless of the manipulation. Vieider (2009), for example, used no monetary incentives at all in his risk aversion experiment. Another concern may be the order of the conditions: participants made their decisions first under non-accountability and then under accountability. We argue that the learning effect is not an issue in these types of tasks, as they relate to preferences and not to performance. That is shown in the accountability condition without a cue that had no significant effect on choices in the second round of the experiment. Furthermore, after the experience of accountability, participants would not be able to reverse "harder" thinking in the non-accountability condition. We also acknowledge the limitation that in eliciting responses from the participants in the justification pressure condition, we did not design the instruction in such a way so that it could provide conclusive evidence to support our experimental findings. However, our hypotheses are rigorously tested, and even though a quantitative analysis of participants’ responses is not feasible, we still believe that they are informative and support our interpretation of the results.

Last but not least, the experiment was conducted online. As is the case in a lab experiment, the number of participants per session was limited to the capacity of researchers to be able to monitor the activity of each participant. We did not experience any issues and believe that our results were not impacted in any way.

6 Conclusion

Delay and risk aversion have a profound effect on long-term business decisions. The study’s contributions aim to highlight cognitive constraints on temporal and risky decision making, which are the two most important processes underlying the evaluation of long-term outcomes. We theorize and provide original evidence on the extent to which accountability can reduce such tendencies, and that is not by mere

---

9 For example, if we designed a choice between EUR 40 immediately and EUR 39.50 in a month, this would still mean an annual discount rate of 15%, whereas the participants would hardly see any sense in delaying 50 cents for a month.
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justification pressure but by providing a cue on subjective discount rates. It is crucial for academic and practicing management accountants to understand when and why decision-makers engage in myopic behavior, not only because of their self-interest but also because of their cognitive constraints. The ability to implement appropriate accountability mechanisms to control decision-makers’ propensity to optimize the present at the expense of the future is critical for the success of organizations.
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