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Abstract The purpose of this study is to describe the influences of different parceling strategies on goodness-of-fit measures and parameter estimates of a sport management structural model with latent variables. The use of small sample sizes to test models with a large number of parameters can produce poor fit indexes, mainly because many indicators tend to increase the chances of cross-loadings, which in turn reduce the common variance[1]. Considering that in social and behavioral sciences is not quite easy to have access to large-enough samples, item parceling has been proposed as a remedy for this kind of situation. Using a theoretically-supported sport management model and real data, we compared total disaggregation model (items as indicators) with partial disaggregation models (parcels as indicators) and total aggregation model (summated score as the indicator). Results showed that different strategies of parceling could lead to very distinct conclusions. Implications for future studies using parceling in the field of sport management are discussed.
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1. Introduction

Scholars in social and behavioral sciences have increasingly resorted to the employment of structural equation modeling (SEM) as the data analytic technique in their research involving complex models with interrelated theoretical constructs[2]. One attractive feature of SEM over traditional multivariate statistical methods is that the former can evaluate both the measurement model and the structural model[3]. While the structural model is critical to investigating structural relationships among latent variables, the construct validity of the variables can be verified by testing the measurement model through confirmatory factor analytic procedures available in SEM[4]. A measurement model with poor goodness-of-fit indexes, indicating lack of construct validity, does not permit any further analysis about structural relationships among constructs[4].

Goodness-of-fit measures depend on the number of parameters to be estimated and the sample size. To obtain a good estimate of model fit, the number of subjects must be significantly larger than the number of parameters to be estimated[4,5]. The use of small sample sizes to test models with a large number of parameters can produce poor fit indexes, mainly because many indicators tend to increase the chances of cross-loadings, which in turn reduce the common variance[1]. Bentler and Chow (1987) proposed that the ratio of sample size to estimated parameters should be at least 5:1. That is, for each free parameter you have in your model, you must have at least five subjects in the sample used to test the model. In simple models, this criterion can be easily met with a small/moderate sample size. As the number of parameters to be estimated increases, making models more complex, this criterion requires larger sample sizes. Usually, social and organizational scholars are not willing to negotiate the complexity of their structural models, because social relationships are actually complex. However, they are less resistant to modifications in the measurement model. Based on that, Bagozzi and Edwards (1998[1]) proposed that, when dealing with complex models and not large sample sizes, a researcher could opt for reducing the number of path coefficients by collapsing items of a given scale into multi-item composites. That is, in order to reduce the number of parameters to be estimated, instead of using individual items as indicators, researchers could use composites of items as the indicators of the construct. Composite (aka, item parcel) is defined as “an aggregate level indicator comprised of the sum (or average) of two or more items, responses, or behaviors”[6,p.152].

Item parceling has been used not only when problems with sample size arise, but also in situations of non-normality of the data. The two most common techniques of model estimation in SEM – maximum likelihood and generalized least squares – assume a normal distribution of the data. When this assumption is violated, problems appear. In the presence of non-normal distributed data, parameter estimates are usually
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1.1 Methods to form Item Parcels 
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in forming item parcels[1,20,21]. In total disaggregated 
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assigned to the first composite; items with the second highest 
correlation are assigned to the second composite, and so on, 

until all items have been assigned. In the exploratory factor 

analysis method, the number of parcels and the number of 
items per parcels are defined based on the results of an 
exploratory factor analysis on each scale. That is, each parcel 

corresponds to each factor that arises from the exploratory 
factor analysis. Finally, in the empirically equivalent method, 
items should be assigned to parcels in such a way that these 

parcel will have equal means, variances, and reliabilities[10]. 

This approach is also an empirically-driven technique to 
create parcels, but, instead of using factor-loading or corre-
lation information, it uses means, standard deviations, and 
reliabilities to create parcels. 

1.2. Sport Management Structural Model 

Based on the perceived organizational theory[27,28] and 
the norm of reciprocity[29], we proposed a latent variable 
model where perceived organizational support (POS) func-
tions as a mediator between perceptions of justice (distribu-
tive justice – DJ, and procedural justice – PJ) and affective 
commitment (AC). Both distributive and procedural justice 
are largely accepted as important antecedents of POS[30-33]. 
Procedural justice is perceived when people notice fairness 
in the means by which decisions are made[34]. People con-
sider procedures to be fair when there is a consistent distri-
bution of time and information across individuals, and these 
procedures are conducted under moral and ethical stan-
dards[35]. On the other hand, distributive justice is perceived 
when the expectations are congruent with the outcomes 
received[34]. Wayne et al. (2002) found that both proce-
dural and distributive justice were significantly related to 
POS. Fasolo (1995) found that both procedural and distri-
butive justice explained unique variance in POS. In other 
terms, perceptions of justice are predictors of perceptions of 
support.
Further, based on the norm of reciprocity[29], POS elicits employees’ willingness to care about the organization’s welfare[36]. POS is expected to trigger a sense of indebtedness in employees who receive support[27,36]. Existing literature reports that POS is positively related to affective commitment – AC[28,30,37-39]. Affective commitment reflects “the degree to which an individual is psychologically attached to an employing organization through feelings, such as loyalty, affection, warmth, belongingness, fondness, happiness, pleasure, and so on”[40,p.954]. Affective commitment has been shown to be the dominant form of expression of the feelings of indebtedness triggered by perceived support[36,39]. Rhoades et al. (2001) found that POS did predict AC, which in turn mediated the relationship between justice and AC. In summary, considering previous research, we tested a model where PJ and DJ are antecedents of POS, which in turn is the mediator between these antecedents and AC (see Figure 1).

Figure 1. Structural Model with Latent Variables

2. Method

2.1. Participants

We tested the proposed model in a sample of NCAA Division I coaches. As college coaches represent the operating core in athletic departments[41], their perceptions about organizational procedures are critical from a managerial perspective [42]. A simple random sample of 1,000 coaches received a web-based questionnaire. We received back 288 usable questionnaires (28.8% response rate) yielding a 95% confidence level with 5.7% of sampling error. Missing values were dealt using full information maximum likelihood approach, obtained by the expectation-maximization (EM) algorithm [43]. Most respondents were male (n = 215; 74.6%) and Caucasian (n = 250; 86.8%). The age and tenure of the respondents ranged from 23 to 76 years (M = 42.0, SD = 9.2), and from 0.5 to 45 years (M = 9.5, SD = 8.1), respectively.

2.2. Instrumentation

For all four constructs, the response format was a 6-point scale ranging from 1 (strongly disagree) to 6 (strongly agree). Procedural justice (PJ) was measured by eight items selected from Rahim, Magner, and Shapiro’s (2000[44]) and Niehoff and Moorman’s (1993[45]) scales; distributive justice (DJ) was measured by eight items selected from Moorman’s (1991[46]) scale; perceived organizational support was measured by six items from Eisenberger et al.’s (1986[27]) scale; and affective commitment (AC) was measured by four items from Meyer, Allen, and Smith’s (1993[47]) instrument.

2.3. Data Analysis

Before parceling, we used the total disaggregated model to check the psychometric properties of the scales. We estimated the internal consistency of the scales using Cronbach’s alpha and the construct validity using the average variance extracted (AVE). We also conducted an exploratory factor analysis (EFA) for each scale to assess the unidimensionality of the scales. According to Hall et al. (1999[26]), in scales that are not unidimensional, the unmodeled factors might produce different fit indexes depending on the parceling strategy used.

In the sequence, we used three strategies—an empirically-oriented (EFA), a theoretically-oriented (content analysis), and a random-oriented strategy[10]—to form item parcels. In the empirically-oriented approach, we carried out an EFA extracting two factors in each scale, as the number of items per construct was as low as four. In the content-based strategy, the authors discussed the substantive characteristics of the items and grouped the items into two parcels. Finally, in the random strategy, the items in a subscale were randomly assigned to two parcels. In all strategies, we summed the items in a parcel to represent the indicators in the partial disaggregation models. None of strategies produced similar parcels. That is, different groups of items were used to form the parcels in all three strategies. This situation was not forced, but it happened spontaneously.

At last, we compared the goodness-of-fit indices of both the measurement and the structural models, employing the three partially disaggregated data sets, and the totally disaggregated data set. For the structural analysis, we also tested a total aggregated model (where the sum of all items was used as the only indicator of a given construct) which is equivalent to a path analysis model[20]. We used the comparative fit index(CFI – 48), the Tucker-Lewis index(TLI – 49), the root mean square error of approximation(RMSEA – 50), and the chi-square divided by degrees of freedom to compare models. Parameter estimates were also compared across models. We utilized the SEM technique available in Mplus 5.21 to test both the measurement and structural models.

3. Results

In the total disaggregation model, the internal consistency of all items in each of the four scales were quite high ($\alpha_{PJ} = .94$; $\alpha_{DJ} = .92$; $\alpha_{POS} = .91$; $\alpha_{AC} = .91$), and the AVE values for all scales were above .50 (AVE$_{PJ} = .65$; AVE$_{DJ} = .61$;
AVE\textsubscript{POS} = .65; AVE\textsubscript{AC} = .71) indicating sufficient convergent validity for all constructs[51]. Skewness values ranged from -.661 to .043. Kurtosis values ranged from -.774 to .830, indicating only a small departure from normality. Checking for unidimensionality, a single factor emerged in the EFA of each scale. In the PJ scale, factor loadings ranged from .704 to .865, the factor determinacy was .97, and the first two eigenvalues were 5.565 and 0.517. In the DJ scale, factor loadings ranged from .546 to .922, the factor determinacy was .97, and the first two eigenvalues were 5.235 and 0.981. In the POS scale, factor loadings ranged from .610 to .899, the factor determinacy was .96, and the first two eigenvalues were 4.220 and 0.604. Finally, in the AC scale, factor loadings ranged from .803 to .888, the factor determinacy was .95, and the first two eigenvalues were 3.126 and 0.345. Overall, these results support the unidimensionality of each of the four scales.

Although the scales were all unidimensional, reliable and valid, the goodness-of-fit indexes for the measurement model using the total disaggregation data (CFI = .907; TLI = .897; RMSEA = .086) were below the acceptable standards. Hu and Bentler (1999)[52] suggested that values of .95 for CFI and TLI, and .06 for RMSEA should be found before one concludes that there is a good fit between the model and the data. The value of .086 for RMSEA exceeded even the more liberal value of .08 or less for a model to be considered as having an acceptable fit (Browne and Cudeck, 1993[53]). In this sense, the goodness-of-fit indexes for the measurement model have room for improvement.

All three partial disaggregation models fit the data better than the total disaggregation model (Table 1) and the fit indices were up to acceptable values. The values of CFI and TLI were all above .95, and the values of RMSEA were .08 or less. Although the confidence interval for RMSEA was very wide in all models (indicating large instability in this measure), test of close fit [54] was not significant in the partial disaggregation model using EFA ($\rho_{\text{close}} = .232$) and random parceling ($\rho_{\text{close}} = .143$). But, it was significant in the partial disaggregation model using content analysis ($\rho_{\text{close}} = .02$) and in the total disaggregation model ($\rho_{\text{close}} < .001$). The EFA strategy produced the best goodness-of-fit indexes for the current measurement model (CFI = .992; TLI = .984; RMSEA = .063).

For the structural model using the total disaggregated data, the values of fit indexes (CFI = .907; TLI = .898; RMSEA = .085) were below of acceptable values (Table 2). For the total aggregation model (path analysis model), the values of CFI (.994) and TLI (.984) were good, however the value of chi-square divided by degrees of freedom ($\chi^2 / df = 2.96$) and, specially, the value and the confidence interval for RMSEA (.086; 90% CI = .000; 169) indicated a poor fit between this model and the data. The partial disaggregation models showed better fit measures when compared to both the total disaggregation and the total aggregation models. As in the analysis of the measurement model, the test of close fit was not significant for partial disaggregation model based on EFA ($\rho_{\text{close}} = .298$) and random parceling ($\rho_{\text{close}} = .185$). But, it was significant in the partial disaggregation model using content analysis ($\rho_{\text{close}} = .035$) and in the total disaggregation model ($\rho_{\text{close}} < .001$). For the structural model, the EFA strategy produced the best goodness-of-fit indexes (CFI = .992; TLI = .987; RMSEA = .058).

Table 1. Goodness-of-fit indexes for the measurement model

| Model           | $\chi^2 / df$ | CFI   | TLI   | RMSEA(90% CI)    |
|-----------------|--------------|-------|-------|------------------|
| Total Disaggregation | 2.97         | 0.907 | 0.897 | .086(.079;092)   |
| Partial Disaggregation |              |       |       |                  |
| Content         | 2.93         | 0.986 | 0.973 | .080(.058;118)   |
| Random          | 2.28         | 0.992 | 0.984 | .069(.037;101)   |
| EFA             | 2.06         | 0.992 | 0.984 | .063(.029;096)   |

Table 2. Goodness-of-fit indexes for the structural model

| Model           | $\chi^2 / df$ | CFI   | TLI   | RMSEA(90% CI)    |
|-----------------|--------------|-------|-------|------------------|
| Total Aggregation | 2.96         | 0.994 | 0.984 | .085(.079;092)   |
| Total Disaggregation | 2.95         | 0.907 | 0.898 |                  |
| Partial Disaggregation |              |       |       |                  |
| Content         | 2.76         | 0.986 | 0.976 | .081(.053;110)   |
| Random          | 2.14         | 0.992 | 0.986 | .065(.034;096)   |
| EFA             | 1.91         | 0.992 | 0.987 | .058(.025;090)   |

Table 3. Structural parameter estimates

| Model | $\gamma_1$ | $\gamma_2$ | $\beta_1$ | $\zeta_1$ | $\zeta_2$ |
|-------|------------|------------|-----------|-----------|-----------|
| Total Aggregation | 0.654 | 0.425 | 0.244 | 0.801 | 0.270 | 0.359 |
| Total Disaggregation | 0.656 | 0.703 | 0.284 | 0.867 | 0.163 | 0.249 |
| Partial Disaggregation |       |       |       |         |         |        |
| Content         | 0.773 | 0.524 | 0.430 | 0.843 | 0.193 | 0.289 |
| Random          | 0.694 | 0.653 | 0.321 | 0.875 | 0.179 | 0.234 |
| EFA             | 0.780 | 0.604 | 0.384 | 0.870 | 0.126 | 0.242 |

As shown in Table 3, the path coefficients estimates can be quite different depending on the nature of the indicators. In all instances, the use of a total aggregation model (path analysis model) attenuated the estimates of covariance and regression coefficients, and increased residual variances, when compared to either total disaggregation or partial disaggregation models. The covariance between PJ and DJ was larger in partial disaggregated models than it was in the total disaggregation models. Although the value of the regression coefficient of POS on PJ ($\gamma_1$) was larger than the value of the regression coefficient of POS on DJ ($\gamma_2$) in all models, the ratio between these two coefficients varied considerably depending on the type of indicators. For example, the ratio between $\gamma_1$ and $\gamma_2$ in the total disaggregation model was 2.5, while the same ratio in the partial disaggregation model using the content strategy to aggregate items was 1.2. The regression coefficient of AC on POS ($\beta_1$) was consistently estimated across all disaggregation models. Finally, regarding residual variances of POS ($\zeta_1$) and AC ($\zeta_2$), only the partial disaggregated model using EFA to
aggregate items reduced both measures (when compared to the total disaggregated model). Variances of exogenous variables (φ1 and φ2) were not estimated, because they were set to one for identification purposes.

4. Discussion

This study tested different strategies for parceling items and checked the influences of these strategies in goodness-of-fit measures and parameters estimates of a structural model. A theoretically-supported sport management model with real data was used to accomplish this aim. Initial analyses showed that the subscales were all reliable, valid, and unidimensional. We did not find problems of normality in the data distribution. However, the goodness-of-fit indexes for the measurement and structural models using items as indicators of the constructs (total disaggregation model) presented values that would be enough to discard the model as a plausible representation of a real phenomenon. In similar studies, the small ratio between sample size and free parameters has been blamed for poor fit indexes in SEM models[18, 19]. As the ratio sample size (n = 288) to free parameters (q = 82) was quite low (n/q = 3.5), we followed a common practice in the literature and constructed parcels of items as indicators of latent variables, in order to reduce the number of parameters to be estimated.

Results of partial disaggregated models showed that the reduction in the number of parameters to be estimated improved the goodness-of-fit indexes, in both the measurement and structural models. And most important, different conclusions could be drawn based on the strategy used to aggregate items in parcels. Not all partial disaggregated models were useful to improve fit indexes to the acceptable levels. Based on the RMSEA values, only the random method and the EFA method produced acceptable fit measures. Although the content method did reduce the RMSEA value, this was still below the cutoff point commonly suggested in the literature to not disconfirm a model[55].

Furthermore, the parameter estimates in the structural model also varied depending on the strategy used to aggregate items. These results bring the first contribution of the current study to future researches in social and behavioral field in general, and in sport management more specifically. Previous research in sport management using parcels as indicators [e.g., 17] has not described the strategies used to aggregate items. As shown in the current study, this step should be mandatory in any study using parcels, inasmuch as different strategies can produce very different fit indexes and parameter estimates. Certainly the magnitude of the structural relationships in previous studies using parceling might have been affected by the strategy the authors used to parcel items.

Some studies in sport management have described the strategy used to aggregate the items in parcels [e.g., 56]. However, these studies have failed to show the unidimensionality of the item set. Bandalos (2002[57]) asserted that parceling can mitigate problems of large number of free parameters associated with a small sample size only if the subscale is unidimensional. In this sense, as a second contribution of this study, we urge authors in behavioral sciences to test the unidimensionality of their scales before parceling. In this study, we ran an a priori EFA for each subscale, in order to support the assumption of a single-factor structure. Studies in sport management have not reported any analysis about the unidimensionality of the items in their scales before parceling[17, 19, 56]. This lapse is common in other fields inside the behavioral sciences as well. Bandalos and Finney (2001[58, 59]) in their review of 317 articles in education and psychology found that 62 of them (19.6%) had employed some type of parceling (indicating that parceling is an important tool), but only 20 of them had tested the unidimensionality of the items in the subscales before parceling them.

The importance of unidimensionality is highlighted by the fact that “when the items with a shared secondary influence are placed into two or more separate item parcels, the measurement model is misspecified, resulting in inaccurate parameters estimates” (Hall et al., 1999; p.239). In other words, when a model has multidimensional items, the way these items are aggregated affects the specification of the model. If two items with a shared secondary influence are placed into the same parcel, the model is still correctly specified, because it isolates the undesirable shared variance into the error variance term (as unique variance) of that parcel or indicator. On the other hand, if two items with a shared secondary influence are place into different parcels, the model is no longer correctly specified, because it does not count the effects of a secondary common construct. In this sense, unidimensionality of scales guarantees that different parceling strategies are not being affected by the existence of a secondary factor.

Although all subscales in the current study are unidimensional, results of the three strategies for parceling were not all the same. Landis et al. (2000[10]) noted that different strategies of parceling would not result in equivalently fitting models. As in the current study, Landis et al. found little or no improvement in fit indexes when a theoretical strategy (the content method) was used to create the parcels. The random method was effective to improve the fit measures in the current study and in Landis’ study as well. However, the EFA method was the most effective strategy to parcel items in our investigation. Based on previous findings[7, 9, 20], this result is not surprising. The EFA strategy used in this study is similar to the isolated uniqueness strategy proposed and tested by Hall et al. (1999). In the isolated uniqueness strategy, items that might have shared a secondary influence are placed in the same parcel. When we forced the results of an EFA with two factors (even knowing that a solution with a single factor fitted the data well) and used these results to parcel our items, we were isolating any possible additional influence of a secondary factor. Using this empirically-driven strategy, we produced the best fit indexes among all other partial disaggregated, total disaggregation, or total aggregation models.
A drawback of the present study is the use of actual data set, for which the population parameters are unknown. In this sense, we cannot make any assertion about which model produced the closest estimates to the real parameters in the population. However, previous studies have done it[9, 10], using computer generated data, from which population parameter were known. More importantly, and similar to computer generated data, differences in the parameter estimates achieved by different strategies showed the importance of a more detailed description about which strategy has been used to parcel items in behavioral research. Additionally, in agreement with previous studies[7, 20], the use of a total aggregation model attenuated the estimates of covariance and regression coefficients, and increased residual variances, when compared to either total disaggregation or partial disaggregation models. Therefore, future research in behavioral sciences should consider the risk of using simple indicators and, if possible, prefer latent models with multiple indicators per construct, in order to get more accurate parameter estimates.

In this article we investigated the controversial practice of using parcels as indicators of constructs in structural equation modeling. As noted by Baggozi and Edwards (1998[1]), parceling usually cancels out random and systematic error by aggregating these errors into the same parcels. A major argument in favor of parceling is that sources of error can be removed from the data by aggregating items in parcels[6]. A counter argument is that parceling (or removal of unwanted errors) changes the reality and obscures the actual understanding of the phenomenon under investigation. Little and colleagues have a very interesting position about this dispute. They proposed that “from an empiricist-conservative philosophy of science perspective, parceling is akin to cheating because modeled data should be as close to the response of the individual as possible in order to avoid the potential imposition[...] of a false structure” (Little et al., 2002; p.152, emphasis in the original). On the other hand, from a pragmatic-liberal point of view, Little et al. recognized that, since the measurement of a variable is strictly defined by the investigator, he or she should have the freedom to define the nature of the indicators in latent variable models. However, these authors argue that the definition of the indicators must be justified and supported theoretically or, at least, empirically. The simple fact that parceling improves the goodness-of-fit measures should not be considered sufficient to support its use. But with a compelling justification, parceling should not be considered a “transgression against the truth”, because the process of investigation is an open one[6].

Previous investigations in sport management [e.g., 17, 18, 56] and other behavioral fields [e.g., 58] have used parceling with a clear and only intention of improving fit indexes. Very little discussion, if any, about the normality of the data, the dimensionality of the items, and even the strategies used to parcel was clearly articulated in those investigations. Based on the results of previous investigations[7, 9], a thorough description of the dimensionality of the items must be presented a priori any attempt of parceling. But, even if behavioral scholars improve this description before parceling, a question must be answered: Is parceling a good measurement strategy for the advancement of knowledge? To answer this question, Little et al. (2002) proposed that the substantive goals of a study should be take into account. If the goal of the research is mainly to understand relationships among latent variables, then items or parcels of items are simply tools that permit the investigator to build a measurement model. In these cases, parceling is more justifiable. On the other hand, if the goal of the research is to investigate the dimensionality and nature of the measurement model, then missing cross loadings or correlated residuals will impact the correct comprehension of the phenomenon. In these cases, parceling will hinder the achievement of the goals of the study, and should be avoided.

Based on the results of this research, behavioral scholars should carefully consider the use of parceling in two steps. First, clear statements about research objectives could greatly help scholars to decide about what works better as indicators of latent variables in to-be-tested structural models. Second, if parceling is appropriate according to the type of research question to be answered, a description about the normality of the data, the dimensionality of the items, and the strategies used to parcel should be considered as mandatory, in order to use parcels as indicators of latent variables.
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