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Abstract

Data association is important in the point cloud registration. In this work, we propose to solve the partial-to-partial registration from a new perspective, by introducing feature interactions between the source and the reference clouds at the feature extraction stage, such that the registration can be realized without the explicit mask estimation or attentions for the overlapping detection as adopted previously. Specifically, we present FINet, a feature interaction-based structure with the capability to enable and strengthen the information associating between the inputs at multiple stages. To achieve this, we first split the features into two components, one for the rotation and one for the translation, based on the fact that they belong to different solution spaces, yielding a dual branches structure. Second, we insert several interaction modules at the feature extractor for the data association. Third, we propose a transformation sensitivity loss to obtain rotation-attentive and translation-attentive features. Experiments demonstrate that our method performs higher precision and robustness compared to the state-of-the-art traditional and learning-based methods.

1 Introduction

Point cloud registration is a longstanding research problem in the areas of computer vision and computer graphics, including augmented reality \cite{1,2,3}, object pose estimation \cite{4,5} and 3D reconstruction \cite{6,7}. It aims to predict a rigid 3D transformation, aligning the source point cloud to the reference. Data association is important, sometimes even critical, for aligning two point clouds, especially for the practical partial-to-partial registrations where inputs are obscured by partiality and contaminated by noise. Algorithms for this task have been improved steadily, which can be divided into two categories: correspondence matching-based methods and global feature-based methods.

Iterative Closest Point (ICP) \cite{8} is the most classical algorithm for the correspondence matching-based methods, where the correspondences are obtained by the nearest neighbor search and the rigid transformation is solved by singular value decomposition (SVD). Subsequently, several methods \cite{9,10,11,12,13,14} are proposed to either improve the matching quality or search a larger motion space. Recently, several learning-based approaches \cite{15,16,17,18,19} replace the handcrafted feature descriptor with neural network to improve the robustness and performance. Specifically, Wang et al. \cite{15} adopts graph neural network (GNN) \cite{20} and attention mechanism \cite{21} to refine the point-wise features, which enables the information exchange between the inputs. However, all of them rely on the 3D feature points that extracted base on the local geometric structures. As a result, they can not utilize the geometric knowledge of the entire point clouds. Without a global picture, the data association is inefficient.
In contrast, global feature-based methods can overcome the above-mentioned issues by aggregating global features from point-wise features without correspondences, e.g., PointNetLK [22] and Feature-metric Registration (FMR) [23]. Although they can learn deep features from the entire point cloud, all of them lack of the data association, resulting in poor performances for the partial-to-partial registration. Recently, OMNet [24] predicted overlapping masks, converting the partial-to-partial registration to the registration of the same shape. However, the mask is predicted based on the deep features that extracted without early information exchange, making the masks harder to be estimated accurately, so that to further influence the registration quality.

In this paper, we propose to solve the partial-to-partial registration from a new perspective, by introducing feature interactions between the input source and reference point clouds. We show that abundant information exchange between inputs at the feature extraction stage can naturally equip the network with the capability of partiality perceptions. As such, the global features from the two input clouds can focus on the same parts of an object. Interestingly, this can be achieved implicitly without the need of explicit mask estimations or attention modules, as long as feature interactions are enabled.

To this end, we propose FINet: a feature interaction-based structure with the ability to enable and strengthen the data association between the inputs at multiple stages. To promote the information associating between the inputs, several interaction modules are inserted to the feature extractor. On the other hand, the 3D rigid transformation consists of 3D translation and 3D rotation, which resides in the different solution spaces. Previously, they are regressed from the same deep feature. In this work, we implement a dual branches structure to process the translation and the rotation features separately so as to enhance the concentration of interactions. Moreover, based on the dual branches structure, we propose a transformation sensitivity loss, which encourages the network to extract the rotation-attentive and translation-attentive features, improving the quality of regression from their own solution space. Furthermore, to avoid the issue that the network concentrates on the local geometry, we further propose a point-wise feature dropout loss to encourage aggregating the features globally from different places instead of locally. Experiments show that our approach achieves state-of-the-art performance compared with the previous algorithms.

We summarize our key contributions as follows:

- We propose a multi-level feature interaction structure for the point cloud registration, which promotes the information association between the source and the reference inputs, enabling a better partial cloud perception of the feature extraction.
- We propose a dual branches structure, which can alleviate the affect of solution space difference between the rotation and translation, so as to further enhance the feature interactions.
- We design a transformation sensitivity loss, which supervises the feature extractors of two branches to learn rotation-attentive and translation-attentive features accordingly. In addition, we propose a point-wise feature dropout loss to promote the learning of global information.
- We provide qualitative and quantitative comparisons under clean, noisy, and different partially visible datasets, showing the state-of-the-art performance.

2 Related Work

Correspondence Matching-based Methods. The best-known ICP [8] and its variants [9, 10, 11, 12, 13] are the earlier correspondence matching-based methods, which calculate the nearest neighbors as correspondences. However, they are often strapped into local minima due to the non-convexity. To this end, Go-ICP [14] utilizes a branch-and-bound strategy to find a good optimum at the expense of speed. Furthermore, Fast Global Registration (FGR) [25] uses FPFH [26] features and an alternating optimization technique to further improve efficiency. Recent learning-based methods use Multi-Layer Perceptron (MLP) based network [27, 28] or GNN [20] to replace the handcrafted feature descriptor. Specifically, DCP [15] calculates feature-to-feature correspondences. 3D-FeatNet [29] and USIP [30] learn to detect salient keypoints.

Generally, the accurate matching and the salient keypoints detecting heavily rely on the distinctive geometric structures. However, not all regions are distinctive, which limits the number of correspondences or keypoints, and may cause poor distribution. Moreover, the features of matched points are calculated only from the local geometry, leaving the rest of the points untouched. In addition, an extra RANSAC [31] process may be needed, which is time-consuming. In contrast, our work can adaptively aggregate information from the entire point clouds and achieve an end-to-end registration.
Global Feature-based Methods. To take the global geometry into consideration, global feature-based methods compute rigid transformation from the entire point clouds. PointNetLK [22] pioneers these methods, which utilizes the Lucas & Kanade (LK) algorithm [32] after PointNet [27] to solve the rigid transformation. PCRNet [33] improves the robustness to noise by replacing the LK algorithm with a MLP. Subsequently, FMR [23] constrains the global feature distance of the inputs with an extra decoder. However, all of them ignore the effect of partiality. Our network is aware of the partiality and performs well with different partial manners.

Partial-to-partial Registration. As a more realistic problem, partial-to-partial registration is studied by several recent works [16, 17, 18, 24]. In particular, PRNet [16] extends DCP [15] to an iterative variant, and using the Gumble-Softmax [34] to improve the feature matching ability. Following a similar idea, RPMNet [17] uses a small CNN to predict the parameters of the Gumble-Softmax, and the Sinkhorn normalization [35] is further applied to encourage the bijectivity of the matching result. In addition, OMNet [24] handles the partiality by predicting overlapping masks to avoid the effect of outliers. Nevertheless, these methods lack early information exchange or even the data association between the inputs during the feature extraction, resulting in partiality-imperceptible features. In contrast, our method designs specific structures to consider the data association.

Feature Interaction. Some of the previous works implement the data association during the feature extraction. Particularly, DCP [15] borrows the attention module from [21] to enable information exchanging between the inputs. Similarly, PRNet [16] applies DCP iteratively and inserts keypoints detection before it. However, the 3D feature points of them calculated only from the local geometry, resulting in the lack of global information, further reducing the effectiveness of the feature interaction. Besides, the data associations in OMNet [24] is located after the point-wise feature extractor, which is too late to catch enough partiality knowledge. However, our method possesses feature interactions at multiple levels, which enables the partiality perceptual ability.

3 Method

Figure 1 shows an illustration of our method. We estimate the 3D rigid transformation iteratively, which is represented in the form of quaternion \( \mathbf{q} \) and translation \( \mathbf{t} \). The entire structure can be divided into two parts: a dual branches encoder (§C.1) and a dual branches transformation regressor (§C.2), where the multi-level features of the source and the reference point clouds are interactive with each other (§3.4). Finally, the loss functions are detailed explained (§3.5).

3.1 Notation

Here we introduce some notation that will be used throughout the paper. The registration problem is that for a given source point cloud \( \mathcal{X} \in \mathbb{R}^{3 \times N_X} \) of \( N_X \) points and a reference point cloud \( \mathcal{Y} \in \mathbb{R}^{3 \times N_Y} \) of \( N_Y \) points, we aim to find the ground truth 3D rigid transformation \( \{ \mathbf{R}, \mathbf{t} \} \) that aligns \( \mathcal{X} \) to \( \mathcal{Y} \).
3.2 Dual Branches Encoder

Since the translation belongs to Euclidean space, which is little correlated to the quaternion space. It is not appropriate to obtain the rotation-attentive and translation-attentive features with shared weights. Meanwhile, the features that only contain the rotation or translation information are more beneficial to the data association. To this end, we use a dual branches encoder to extract features for them separately. Refer to [30], point-wise features that output from each convolution block in the MLP are extracted to combine the multi-level features by max-pooling. To promote the low-level information propagation between the source and the reference point clouds, two point-wise feature interaction modules are injected into the encoder. At each iteration, the source point cloud \( X' \) is first transformed by the previous transformation into the transformed point cloud \( X'' \). The encoder takes \( X'' \) and the reference point cloud \( Y \) as inputs, generating the global features as follow:

\[
F^n_m = \max(\text{cat}[[k]F^n_m|k = 1..K]) \quad \text{where} \quad m \in \{X', Y\}, \; n \in \{r, t\}.
\]

Here, the superscript \( r \) and \( t \) denote the global features \( F \) that belong to the rotation and the translation encoders respectively. The superscript \( k \) represents the point-wise features \( f \) that output from the \( k \)-th convolution block, and there are \( K \) blocks in total. \( \max(\cdot) \) denotes channel-wise max-pooling, and \( \text{cat}[:, :] \) means concatenation. Note that the encoder is shared weights for the input \( X' \) and \( Y \).

3.3 Dual Branches Regression

Given the distinctive features \( F^r \) and \( F^t \) of the inputs, we use a global feature interaction module to fuse them, which produces the hybrid features \( H^r \) and \( H^t \) for the rotation and the translation respectively. Consistent with the encoder, a dual branches regression network is applied to regress the parameters for the rotation and the translation separately. Specifically, the rotation regression branch takes all the global features as inputs and produces a 4D vector, which represents the 3D rotation \( R \) in the form of quaternion \([37] q \in \mathbb{R}^4, q^2 q = 1 \). Meanwhile, rather than regressing the translation vector \( t \in \mathbb{R}^3 \) directly, the translation regression branch produces two 3D vectors, which represent two saliency points of the source and the reference point clouds respectively, then calculating the difference between them as \( t \). At each iteration, the transformation \( \{q, t\} \) is obtained as

\[
q = f^r_q(\text{cat}[H^r_{X'}, H^t_{X'}, H^r_Y, H^t_Y]) \quad \text{and} \quad t = c_Y - c_{X'}
\]

where

\[
c_{X'} = f^r_c(\text{cat}[H^r_{X'}, H^t_{X'}, H^r_Y]) \quad \text{and} \quad c_Y = f^t_c(\text{cat}[H^r_Y, H^t_Y, H^t_{X'}]).
\]

Here, the functions \( f^r_q(\cdot) \) and \( f^t_c(\cdot) \) denote the rotation and translation regression networks respectively. The vectors \( c_{X'} \in \mathbb{R}^3 \) and \( c_Y \in \mathbb{R}^3 \) mean the coordinates of the saliency points.

3.4 Multi-level Feature Interaction

For partial-to-partial registration, it is necessary for the mapping functions to possess partiality perception ability, which means that the feature extraction processes of the source and reference point clouds need the overall information from each other.

**Point-wise Feature Interaction.** In the dual branches encoder, we insert the Point-wise Feature Interaction (PFI) after multiple convolution blocks. The point-wise features of one point cloud are first aggregated by channel-wise max-pooling, then broadcasted and concatenated with the point-wise features of the other point cloud at the same level. The encoder features are then updated as

\[
(k)f^r_{X'} = (k)g_{\theta}(\text{cat}[(k-1)f^r_{X'}, \text{broadcast}(\max((k-1)f^r_Y, N_{X'}))]),
\]

where the function \( (k)g_{\theta}(\cdot) \) denotes the \( k \)-th convolution block in the encoder, and \( \text{broadcast}(z, N) \) denotes that repeating \( N \) times for the vector \( z \) at the element-wise dimension. Note that the positions of inputs are inverted when extracting features for \( Y \) with shared weights.

**Global Feature Interaction.** Before the regression of the transformation parameters, we further strengthen the information exchanging between the inputs by the Global Feature Interaction (GFI). The rotation and the translation features of the inputs are concatenated separately and sent into a MLP to generate the hybrid global features. The entire process is defined as

\[
H^r_{X'} = h^r_{\theta}(\text{cat}[F^r_{X'}, F^r_Y]) \quad \text{and} \quad H^t_{X'} = h^t_{\theta}(\text{cat}[F^t_{X'}, F^t_Y]),
\]

where \( h^r_{\theta}(\cdot) \) and \( h^t_{\theta}(\cdot) \) denote the GFI functions for the rotation and translation respectively. Note that the positions of inputs are inverted when producing features for \( Y \) with shared weights.
3.5 Loss Functions

Transformation Sensitivity Loss. To modify the sensitivity of the encoder to the 3D transformation, we propose the transformation sensitivity loss, which is a variant of the more common triplet loss [38]. We follow a simple intuition: the rotation branch should be more attentive to the rotation and less attentive to the translation, and vice versa for the translation branch. Hence, we cast the features of transformed source point cloud \( F_{X'} \) and \( F_{X''} \) as anchor features. For the rotation, the input \( X' \) is first rotated by the previous predicted quaternion \( q \) to form \( X'^{\prime} \), then sent into the dual branches encoder to extract features \( F_{X'}^{\prime} \) and \( F_{X'}^{\prime} \). Meanwhile, using translation \( t \) to alternate \( q \), we can obtain the translated point cloud \( X_t^{\prime} \) and its features \( F_{X_t}^{\prime} \) and \( F_{X_t}^{\prime} \) for the translation in the same way. At each iteration, the loss of transformation sensitivity loss is \( \mathcal{L}_s = \mathcal{L}_s^r + \mathcal{L}_s^t \), where

\[
\mathcal{L}_s^r = \max( ||F_{X'}^{\prime} - F_{X'}^{r}||_2, ||F_{X'}^{t} - F_{X'}^{r}||_2 + \delta, ||F_{X'}^{r} - F_{X'}^{t}||_2 ).
\]

Here, \( \delta = 0.01 \) denotes the margin that enforced between the positive and negative pairs. The loss of translation branch \( \mathcal{L}_s^t \) is calculated with the features that output from the translation branch and exchanging the positive and negative pairs.

Point-wise Feature Dropout Loss. To avoid the case that the feature extractor only concentrates on the local geometry of the inputs, we design a point-wise feature dropout loss, which encourages the network to learn the global features from more dispersed regions of the inputs. Concretely, inspired by [39], we randomly set some of the point-wise features to zero before the max-pool layers in the encoder, and the loss \( \mathcal{L}_d \) is applied to constrain the distance between the global features that calculated before and after the dropout operation, which is defined as

\[
\mathcal{L}_d = ||F_{X'}^{t} - F_{X'}^{r}||_2 + ||F_{X'}^{t} - F_{X'}^{r}||_2 + ||F_{Y}^{t} - F_{Y}^{r}||_2 + ||F_{Y}^{t} - F_{Y}^{r}||_2,
\]

where the subscript \( d \) denotes that the features are processed by the dropout operation, and the dropout ratio is set to 0.3 in all our experiments. In addition, we notice empirically that it can relieve the over-fitting to the shape prior of the training set, which promotes the generalization.

Parameter Regression Loss. Following [24][33], we directly measure the deviation of \( \{ q, t \} \) from the ground truth. At each iteration, the 3D transformation parameter regression loss is

\[
\mathcal{L}_p = ||q - q_{gt}|| + \lambda ||t - t_{gt}||_2,
\]

where subscript \( gt \) denotes the ground-truth. We notice that using the combination of \( \ell^1 \) and \( \ell^2 \) distance can marginally improve the performance. Besides, the factor \( \lambda \) is empirically set to 4.0 in all our experiments.

Combining the terms above after \( N \) iterations, we have the weighted sum loss

\[
\mathcal{L}_{total} = \frac{1}{N} \sum_{i=1}^{N} (\mathcal{L}_p^i + \beta \mathcal{L}_s^i + \gamma \mathcal{L}_d^i),
\]

where the factors \( \beta \) and \( \gamma \) are set to \( 10^{-4} \) and \( 10^{-3} \) in all our experiments.

4 Experiments

In this section, we show the experimental results to demonstrate the effectiveness and efficiency of our method. We also perform ablation studies to better understand the value of our construction.

4.1 Dataset and Implementation Details

Dataset. We evaluate partial-to-partial registration on ModelNet40 [40], which includes CAD models from 40 man-made object categories. We use the processed data from [24], where the axisymmetrical categories are removed to avoid the ill-posed problem, leaving 32 categories. Each point cloud contains 2,048 points that randomly sampled from the mesh faces and normalized into a unit sphere. We denote the data that the source and the reference clouds are only sampled once from the CAD model as once-sampled (OS), while sampled twice separately as twice-sampled (TS). We use the official train and test split of the first 14 categories for training and validation, and the official test split of the remaining 18 categories for test. It results in 4,196 training, 1,002 validation, and
| Method       | OS RMSE(R) | OS MAE(R) | OS RMSE(t) | OS MAE(t) | TS RMSE(R) | TS MAE(R) | TS RMSE(t) | TS MAE(t) | OS Error(R) | OS Error(t) | TS Error(R) | TS Error(t) |
|--------------|------------|-----------|------------|-----------|------------|-----------|------------|-----------|-------------|-------------|-------------|-------------|
| ICP [8]      | 20.036     | 10.912    | 12.147     | 0.189     | 0.193      | 0.119     | 0.121      | 22.232    | 24.654      | 0.2597      | 0.2612      |
| Go-ICP [14]  | 77.064     | 39.000    | 38.266     | 0.311     | 0.344      | 0.180     | 0.193      | 71.597    | 76.492      | 0.3996      | 0.4324      |
| FGR [25]     | 48.533     | 29.661    | 29.635     | 0.292     | 0.304      | 0.196     | 0.207      | 55.855    | 57.685      | 0.4068      | 0.4626      |
| PointNetLK [24] | 27.418 | 15.070    | 15.601     | 0.236     | 0.253      | 0.162     | 0.178      | 34.087    | 35.847      | 0.3541      | 0.3919      |
| DCP [15]     | 12.217     | 11.109    | 9.054      | 0.069     | 0.085      | 0.052     | 0.059      | 7.835     | 9.216       | 0.1049      | 0.1259      |
| RPMNet [17]  | 1.347      | 1.267     | 0.759      | 0.022     | 0.026      | 0.009     | 0.014      | 1.446     | 2.280       | 0.0193      | 0.0302      |
| FMR [23]     | 7.624      | 8.033     | 4.823      | 0.499     | 0.108      | 0.072     | 0.076      | 9.210     | 9.741       | 0.1634      | 0.1617      |
| DeepGMRF [19]| 72.310     | 70.865    | 49.769     | 0.344     | 0.373      | 0.246     | 0.258      | 81.652    | 86.444      | 0.5044      | 0.5354      |
| Ours         | 0.771      | 0.384     | 0.277      | 0.015     | 0.026      | 0.006     | 0.009      | 0.561     | 1.118       | 0.0122      | 0.0219      |

1,146 test objects. Following [16, 17, 18, 24], we randomly generate three Euler angle rotations within $[0^\circ, 45^\circ]$ and translations within $[-0.5, 0.5]$ on each axis as the rigid transformation. Moreover, two different manners that proposed by [16] and [17] are applied to generate the partiality. We only report the results of the more challenging later one, please refer to our supplementary for the other.

Implementation Details. Our network structure is illustrated in Figure 1. We run $N = 4$ iterations of alignment without shared weights among different iterations. To stabilize training, the gradients of $\{q, t\}$ are stopped at the start of each iteration. We train the network using Adam [41] optimizer with a learning rate 0.0001. The batch size is set to 64, and training for 260k steps.

4.2 Baseline Algorithms

We compare our method to traditional methods: ICP [8], Go-ICP [14], FGR [25], and recent learning-based works: PointNetLK [24], DCP [15], RPMNet [17], FMR [23], PRNet [16], IDAM [18], DeepGMRF [19] and OMNet [24]. We use implementations of ICP and FGR in Intel Open3D [42] and official implementations of the others released by their authors. Note that the normals used in FGR and RPMNet are calculated after data pre-processing, and FMR is trained with supervising.

For consistency with [16] and [19], we measure root mean squared error (RMSE), mean absolute error (MAE), and the isotropic error (Error). Angular measurements are in units of degrees. All metrics should be zero if the rigid alignment is perfect.
Table 2: Ablation studies of each component. SB: single branch, DB: dual branches, SP: saliency points regression, TSL: transformation sensitivity loss, PFDL: point-wise feature dropout loss. The best results are marked in bold.

|     | PFI | GFI | SB | DB | SP | TSL | PFDL | RMSE(R) | MAE(R) | RMSE(t) | MAE(t) | Error(R) | Error(t) |
|-----|-----|-----|----|----|----|-----|------|---------|--------|---------|--------|----------|----------|
| 1   | ✔   | ✔   | ✔  |    |    |     |      | 2.810   | 2.370  | 0.0319  | 0.0261 | 4.652    | 0.0552   |
| 2   | ✔   | ✔   | ✔  |    |    |     |      | 2.237   | 1.891  | 0.0256  | 0.0206 | 3.710    | 0.0443   |
| 3   | ✔   | ✔   | ✔  |    |    |     |      | 2.578   | 2.175  | 0.0290  | 0.0236 | 4.276    | 0.0503   |
| 4   | ✔   | ✔   | ✔  |    |    |     |      | 2.288   | 1.899  | 0.0258  | 0.0209 | 3.807    | 0.0446   |
| 5   |     |     | ✔  |    |    |     |      | 2.930   | 2.462  | 0.0318  | 0.0257 | 4.842    | 0.0551   |
| 6   |     |     | ✔  |    |    |     |      | 2.719   | 2.258  | 0.0282  | 0.0231 | 4.699    | 0.0512   |
| 7   | ✔   | ✔   | ✔  |    |    |     |      | 2.303   | 1.925  | 0.0253  | 0.0205 | 3.824    | 0.0438   |
| 8   | ✔   | ✔   | ✔  |    |    |     |      | 2.147   | 1.809  | 0.0229  | 0.0184 | 3.551    | 0.0396   |
| 9   | ✔   | ✔   | ✔  |    |    |     |      | 1.919   | 1.605  | 0.0214  | 0.0173 | 3.183    | 0.0370   |
| 10  | ✔   | ✔   | ✔  |    |    |     |      | 1.855   | 1.574  | 0.0205  | 0.0165 | 3.091    | 0.0356   |
| 11  | ✔   | ✔   | ✔  |    |    |     |      | 1.817   | 1.537  | 0.0197  | 0.0159 | 3.003    | 0.0341   |

4.3 Evaluation on ModelNet40

Unseen Objects. We first train and test the models on the training and test sets of the same categories. Note that the source and the reference point clouds of the TS data have no exact correspondeces in each other. Table 1(a) shows the results, where our method ranks first in all measures. A qualitative comparison of the registration results can be found in Figure 2(a).

Unseen Categories. To evaluate the generalization ability, we train the models on the first 14 categories and test on the test set of the remaining unseen categories. The results are summarized in Table 1(b). It can be found that all the learning-based methods consistently perform worse without training on the same categories. However, the traditional algorithms are not affected so much because that the handcrafted features are not sensitive to the shape variance. Our method outperforms its competitors in all metrics. A qualitative example of registration can be found in Figure 2(b).

Gaussian Noise. In this experiment, we evaluate the robustness to noise, which is always presented in real-world point clouds. We test on the unseen categories and add random noise that independently sampled from \( \mathcal{N}(0, 0.01^2) \) and clipped to \([-0.05, 0.05]\) for each point. As shown in Table 1(c), FGR is more sensitive to noise, so that it performs much worse than the noise-free case. All learning-based methods get worse with noises injected. Our method exhibits the best robustness compared to the others. An example result on noisy data is shown in Figure 2(c).

Different Partial Manner. To demonstrate the effectiveness to different partiality, we further test all the algorithms on the unseen categories used the partial manner in [17]. We retrain the learning-based methods and the results are shown in Table 1(d). Our method shows robustness to the partiality, and achieves stronger performance than the others.

4.4 Ablation Studies

We perform ablation studies to demonstrate the effectiveness of each component in our method. All studies in this section are evaluated on the unseen categories with noise.

Dual Branches Structure. The dual branches (DB) structure is an important feature of our network. Here, we replace it with a single branch (SB) structure, where the feature encoder and regression network for the rotation and translation are shared weights. Comparing the first and the fifth rows in Table 2, simply applying the DB structure brings no performance gain, since the information of the rotation and translation is still hybrid without additional supervising. However, only the DB structure can enable the ability of learning attentive features, so as to further enhance the feature interaction.

Multi-level Feature Interaction. The multi-level feature interaction is another important aspect that should be studied. Therefore, we compare the performances in the case of with and without the PFI and GFI respectively. Comparing the first four rows in Table 2, we can see that only the PFI improves the performance with a large margin. Since the same encoder is applied for the rotation and the translation in the SB structure, it may confuse the GFI with their information blended. However, comparing the sixth to ninth rows in Table 2, both the PFI and the GFI improve the performance in our DB structure, and it achieves extra improvement by combining them.
Table 3: Speed comparison for registering a point cloud pair of various sizes (in milliseconds). The missing result in the table is due to the limitation in GPU memory.

| # points | ICP | FGR | PointNetLK | DCP | PRNet | FMR | RPMNet | IDAM | DeepGMR | OMNet | Ours |
|----------|-----|-----|------------|-----|-------|-----|--------|------|---------|-------|------|
| 512      | 33  | 37  | 73         | 15  | 79    | 138 | 58     | 27   | 9       | 24    | 15   |
| 1024     | 56  | 92  | 77         | 17  | 84    | 158 | 115    | 28   | 9       | 25    | 15   |
| 2048     | 107 | 237 | 83         | 26  | 114   | 295 | 271    | 33   | 9       | 27    | 15   |
| 4096     | 271 | 673 | 89         | 88  | -     | 764 | 726    | 62   | 10      | 32    | 15   |

Transformation Sensitivity Loss. We exam the effectiveness of our Transformation Sensitivity Loss (TSL) by comparing the performance in the case of with and without it. Comparing the ninth and tenth rows in Table 2, it improves the performance with the TSL supervising. This supports the intuition that registration becomes more precise with the rotation and translation branches more attentive to themselves and less attentive to each other, and it exists space difference between them.

Point-wise Feature Dropout Loss. We also study the significance of our Point-wise Feature Dropout Loss (PFDL) by ablating it. Comparing the last two rows in Table 2, the PFDL can marginally improves the performance on the test set. In addition, we notice that the network converges more rapidly with the PFDL supervising.

4.5 Efficiency

We test the inference time of all the methods except Go-ICP, which is obviously slower than the others. The experiment is run on a GeForce RTX 2080 Ti with 2 Intel Xeon Gold 6130 CPUs and 32GB RAM. As shown in Table 3, we test the speed on the inputs with 512, 1024, 2048, 4096 points. Our method is insensitive to the number of points, but is slightly slower than the non-iterative DeepGMR.

4.6 Robustness Against Noise

In this experiment, we further test the robustness against noise by evaluating our model on the unseen categories of the ModelNet40 dataset under different noise levels. As shown in Figure 3, the noises are sampled from $N(0, \sigma^2)$ and clipped to $[-0.05, 0.05]$, where the deviation $\sigma \in [0.02, 0.05]$. Our model achieves comparable performance under various noise levels, which supports the conclusion that our method is insensitive to the noise.

Figure 2: Qualitative examples on (a) Unseen objects, (b) Unseen categories, and (c) Gaussian noise.
5 Discussion

5.1 Translation Regression: Distance or Saliency Points?

We first try to answer why estimating the saliency points (SP) is better. Theoretically, directly regressing the translation implements two steps implicitly: (1) estimate the SP for the inputs; (2) compute the difference between them as translation, which can be described as

\[ \mathbf{R} \mathbf{c}_X + \mathbf{t} = \mathbf{c}_Y, \]

where

\[ \begin{align*}
\mathbf{R} &\neq \mathbf{E} \\
\mathbf{R} &\approx \mathbf{E}
\end{align*} \]

requires \( \mathbf{R} \mathbf{c}_X = \mathbf{c}_X \)

and \( \mathbf{c}_X \) corresponds to \( \mathbf{c}_Y \) \( \Rightarrow \mathbf{t} = \mathbf{c}_Y - \mathbf{c}_X \).

Here, it requires that \( \mathbf{c}_X \) is the rotation center when \( \mathbf{R} \) is not approximately equal to the identity matrix \( \mathbf{E} \), otherwise \( \mathbf{c}_X \) only needs corresponding to \( \mathbf{c}_Y \). Comparing the fifth and sixth rows in Table 2, saliency points regression can improve the performance, which supports the intuition that the optimization of the regression network can benefit from the more explicit goal. We visualize the rotation centers and the predicted SPs in black and red respectively after the second and last iteration, as shown in Figure 4(a-b). The predicted SPs close to the rotation center when it exists a rotation gap between the inputs, otherwise merely form the correspondences.

5.2 Partiality Perception Ability

To explore the partiality perceptual ability of our method. We first calculate the distances between the global features of the inputs in three cases. We can see that it tries to extract the same features for the inputs without the feature interaction, which is however perturbed by the partiality, as shown in Figure 4(f). In contrast to the intuition that concentrating on the overlapping regions, the network seems to learn how to utilize the partiality information to better register with the feature interaction, resulting in the larger distance between the global features, as shown in Figure 4(h).

Moreover, we also visualize where the values in global feature come from when utilizing the feature interaction, and the source points are shown in black. As shown in Figure 4(g), some of the non-overlapping points also have contributions, which supports the above conjecture. Finally, we show the attentive areas of the global features with and without the feature interaction, where the colors denote different iterations, as shown in Figure 4(i-j). Interestingly, with the data association, the network tends to focus on distinct areas at each iteration. In contrast, the areas are almost the same without the feature interaction, which reflects the lack of partiality perception.

6 Conclusion

We present the FINet, an end-to-end global feature-based algorithm for adapting data association for the partial-to-partial point cloud registration. Our method possesses the multi-level feature interaction based on a dual branches structure, which enables early information exchange between the inputs. In addition, we design a transformation sensitivity loss and a point-wise feature dropout loss to learn attentive and distinctive features for the rotation and the translation respectively. Experimental results show the state-of-the-art performance and robustness of our method.
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A Overview

This supplementary material provides more details on experiments in the main paper and includes more experiments to validate and analyze our proposed method. In §B, we describe details in two data generation manners for point cloud registration, which are proposed by PRNet [16] and RPMNet [17] separately. In §C, we show more experimental results including the performance on the validation and the test sets, which are generated by the above two data generation manners.

B Details in Experiments

In this section, we describe two strategies to sample point clouds from the CAD models in §B.1. Then, we describe two different manners to generate the partial-to-partial point cloud pairs. One of them proposed by RPMNet [17] is detailed in §B.2, and the other used in PRNet [16] is described in §B.3. Figure 5 illustrates some examples of the data, which show the difference between them.

B.1 Point Cloud Sample Strategies

We apply two different strategies to sample the point clouds from the CAD models. Most of the previous works use processed data from PointNet [27], which only contains 2,048 points sampled from the CAD model for each object. We denote this sample strategy as once-sampled (OS). However, in the realistic scene, the points in the source point cloud \( X \) have no exact correspondences in the reference point cloud \( Y \). Recently, OMNet [24] solves this issue by randomly sampling the point clouds 40 times from the CAD model for each object. Then, the input pair \( X \) and \( Y \) are randomly chosen from these 40 point clouds each time during training. We denote this sample strategy as twice-sampled (TS). To have an institute realization, we show the difference between the OS and the TS data in Figure 5(a-b). For consistency with the previous methods, we evaluate and compare the performances on the datasets generated by these two sample strategies.

B.2 Data Generation Manner of RPMNet

We use this manner to generate data for the first three experiments (Unseen Objects, Unseen Categories, and Gaussian Noise) in our main paper. We use the same approach as which is used in RPMNet [17] to obtain the inputs. For each point cloud, we sample a half-space with a random direction, and shift it such that approximately 70% of the points are retained. Then, the point clouds are randomly sampled to 717 points. We obtain 3D rotation by sampling three Euler angle rotations in the range \([0\degree, 45\degree]\) and 3D translation in the range \([-0.5, 0.5]\) on each axis. The rigid transformation is applied to \( X \), leading to \( Y \). We show some examples in Figure 5(d). The points in \( X \) and \( Y \) are more decentralized than those generated in the manner of PRNet [16], which means that the overlapping ratio is small in some cases. As a result, it is more difficult to register with this data.

B.3 Data Generation Manner of PRNet

We use this manner to generate data for the last experiment (Different Partial Manner) in our main paper. We use the same approach as which is used in PRNet [16] to obtain the inputs. The 3D rotation along each axis is sampled in \([0\degree, 45\degree]\) and the 3D translation is in \([-0.5, 0.5]\). The rigid transformation is applied to \( Y \), leading to \( X \). After that, we simulate the partial inputs by randomly placing a point in space and computing its 768 nearest neighbors in \( X \) and \( Y \) respectively. We show some examples in Figure 5(c). The point clouds \( X \) and \( Y \) are similar in most of cases, which means that the overlapping ratio is large.

C More Experimental Results

In this section, we provide more experimental results on ModelNet40 [40] and Stanford 3D Scan [?] datasets to further validate the robustness and effectiveness of our method.
C.1 More Results on RPMNet Dataset

In our main paper, we only show the results on unseen categories with Gaussian noise, which is generated in the data generation manner of RPMNet [17]. To further demonstrate the robustness of our method, we report the results on the unseen objects with Gaussian noise, which is sampled from $\mathcal{N}(0, 0.01^2)$ and clipped to $[-0.05, 0.05]$ on each axis. As shown in Table 4(a), our method achieves accurate registration and ranks first in all metrics.

C.2 More Results on PRNet Dataset

In this subsection, we alternate the data generation manner with that used in PRNet [16] on the ModelNet40 dataset, and repeat all the above-mentioned experiments.

**Unseen Objects.** In this experiment, we train and test the models on the training and test sets of the first 14 categories. Table 4(b) shows the results. We can find that all traditional methods and most of the learning-based methods perform poorly due to the large difference in initial positions and partiality. Note that the normal is computed after the data pre-processing, so that the normal of points in $X$ can be different from their correspondences in $Y$. Our method outperforms all traditional and learning-based methods by a large margin.

**Unseen Categories.** We test the performance on the unseen categories in this experiment. The models are trained on the first 14 categories and tested on the other 18 categories. The results are summarized in Table 4(c). We can find that the performances of all learning-based methods become worse without training on the same categories. Nevertheless, traditional registration algorithms are not affected so much because of the handcrafted features. Our method outperforms the others in all metrics.

**Gaussian Noise.** Since we have shown the experimental results on the unseen categories with Gaussian noise in our main paper, we only report the performances on the unseen objects with noise injected here, as shown in Table 4(d). FGR [25] is sensitive to noise, so that it performs much worse than the noise-free case. Almost all of the learning-based methods become worse with noise injected. Our method achieves the best performance compared to all competitors.

C.3 Results on Stanford 3D Scan Dataset

We test our method on the Stanford 3D Scan [?] dataset. We use the partial manner of PRNet to generate partial-to-partial data. Both the source and the reference point clouds are sampled from the original CAD models separately. To demonstrate the generalization ability of our model, we directly use our model that only trained on the ModelNet40 dataset. The results are shown in Figure 6.
Table 4: More Results on ModelNet40 dataset. For each metric, the left column \( OS \) denotes the results on the once-sampled data, and the right column \( TS \) denotes the results on the twice-sampled data. Red indicates the best performance and blue indicates the second-best result. † and ‡ denote the results on the data that generated in the manners of RPMNet [17] and PRNet [16] respectively.

| Method         | (a) Gaussian Noise † | (b) Unseen Shapes ‡ | (c) Unseen Categories ‡ | (d) Gaussian Noise ‡ |
|----------------|----------------------|----------------------|-------------------------|----------------------|
|                | OS       | TS       | OS       | TS       | OS       | TS       | OS       | TS       | OS       | TS       |
| ICP [8]        | 20.245   | 23.174   | 11.134   | 12.405   | 0.1902   | 0.1932   | 0.1214   | 0.1231   | 22.580   | 25.147   | 0.2634   | 0.2639   |
| Go-ICP [14]    | 72.221   | 72.030   | 40.516   | 39.308   | 0.3162   | 0.3468   | 0.1806   | 0.1977   | 74.420   | 77.519   | 0.4089   | 0.4405   |
| FGR [25]       | 53.186   | 47.816   | 33.189   | 30.572   | 0.3059   | 0.3149   | 0.2117   | 0.2185   | 63.019   | 59.759   | 0.4368   | 0.4459   |
| PointNet [22]  | 24.162   | 26.235   | 16.222   | 17.874   | 0.2369   | 0.2582   | 0.1684   | 0.1805   | 32.108   | 36.109   | 0.3555   | 0.3771   |
| DCP [15]       | 12.387   | 12.933   | 9.147    | 9.534    | 0.0656   | 0.0695   | 0.0717   | 0.0841   | 8.341    | 8.955    | 0.0989   | 0.1516   |
| RPMNet [17]    | 1.670    | 2.955    | 0.889    | 1.374    | 0.0310   | 0.0360   | 0.0111   | 0.0163   | 1.692    | 2.746    | 0.0242   | 0.0353   |
| FMR [23]       | 8.026    | 8.591    | 5.051    | 5.303    | 0.1244   | 0.1249   | 0.0755   | 0.0776   | 9.657    | 10.383   | 0.1702   | 0.1719   |
| DeepICP [19]   | 74.958   | 70.810   | 52.119   | 47.954   | 0.3520   | 0.3288   | 0.2588   | 0.2989   | 86.935   | 87.444   | 0.5198   | 0.5560   |
| Ours           | 0.998    | 1.522    | 0.555    | 0.817    | 0.0172   | 0.0189   | 0.0078   | 0.0098   | 0.699    | 1.023    | 0.0096   | 0.0145   |

| Method         | OS       | TS       | OS       | TS       | OS       | TS       | OS       | TS       | OS       | TS       |
|----------------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
|                | 21.043   | 21.246   | 8.464    | 9.431    | 0.0913   | 0.0975   | 0.0467   | 0.0519   | 16.460   | 17.625   | 0.0921   | 0.1030   |
| Go-ICP [14]    | 13.458   | 11.296   | 3.176    | 3.400    | 0.0462   | 0.0571   | 0.0256   | 0.0296   | 6.163    | 7.138    | 0.0299   | 0.0407   |
| FGR [25]       | 4.741    | 28.865   | 1.110    | 16.168   | 0.0269   | 0.1380   | 0.0070   | 0.0774   | 2.512    | 19.302   | 0.0136   | 0.1530   |
| PointNet [22]  | 16.429   | 14.888   | 7.467    | 7.603    | 0.0832   | 0.0842   | 0.0443   | 0.0464   | 14.324   | 14.742   | 0.0880   | 0.0920   |
| DCP [15]       | 4.291    | 5.786    | 3.006    | 3.872    | 0.0426   | 0.0602   | 0.0291   | 0.0388   | 5.871    | 7.903    | 0.0589   | 0.0794   |
| PRNet [16]     | 1.588    | 3.677    | 0.976    | 2.201    | 0.0146   | 0.0307   | 0.0101   | 0.0204   | 1.871    | 4.233    | 0.0201   | 0.0406   |
| FMR [23]       | 2.740    | 3.456    | 1.448    | 1.736    | 0.0250   | 0.0292   | 0.0112   | 0.0138   | 2.793    | 3.281    | 0.0218   | 0.0272   |
| DeepICP [19]   | 13.266   | 21.985   | 6.883    | 11.113   | 0.0748   | 0.0936   | 0.0476   | 0.0587   | 13.536   | 20.806   | 0.0937   | 0.1171   |
| Ours           | 0.898    | 1.045    | 0.325    | 0.507    | 0.0078   | 0.0084   | 0.0049   | 0.0056   | 0.639    | 0.991    | 0.0099   | 0.0112   |
|                | 0.431    | 0.625    | 0.369    | 0.517    | 0.0055   | 0.0084   | 0.0045   | 0.0068   | 0.699    | 1.023    | 0.0096   | 0.0145   |

C.4 Number of Iterations

The model is trained with different iterations to show that how many iterations are needed. We show the results on the unseen objects and the unseen categories, as illustrated in Figure 7. We can find that the most performance gains are in the first two iterations, and we choose \( N = 4 \) for the trade-off between the speed and the accuracy in all experiments.
Figure 6: Qualitative examples on Stanford 3D Scan dataset without fine-tuning.

Figure 7: Evaluation on the validation and the test sets of ModelNet40 dataset.