The gravimetric contribution to the Moho estimation in the presence of vertical density variations
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Abstract
The Moho surface, namely the density discontinuity between crust and mantle, is traditionally studied by seismic methods. However, gravity information can contribute to the Moho estimation and, more generally, to the crustal modeling. The contribution is twofold. First, gravimetry generally provides observations with much lower errors than those implied by the mass density uncertainty and other geophysical assumptions. This means that it can be used to validate existing Moho and/or crustal models by forward modeling. Second, gravity inversion is able to provide diffused (not localized) information on the mass distribution, both regionally and globally (thanks to dedicated satellite gravity missions). However, this information is weak due to its intrinsic ill-posedness. This means that it can be used to correct and spatially interpolate existing models, and to complement seismic, magnetic and geological information to create new models. In this work, the problem of estimating the Moho surface by gravity inversion assuming a two-layer model with lateral and vertical density variations is treated at a regional level. The approach consists in linearizing the forward modeling around a reference Moho at a constant depth and then inverting it through a Wiener filter. This is standard in case of two layers with homogeneous density distributions (or with lateral density variations), while it requires some additional considerations and algorithm modifications in case of vertical density variations. The basic idea is to "condensate" the masses inside the Moho undulation on the reference surface used for the linearization, thus requiring the setup of an iterative procedure. A strategy to introduce seismic information into this inversion procedure is proposed too, with the aim of improving the a priori density modeling. A closed loop test is presented for the algorithm assessment, showing the improvement with respect to a standard approach and the capability of the proposed algorithm to reconstruct the originally simulated Moho undulation by also fitting the gravity and seismic data at a level that is consistent with their observation noise.
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1 Introduction
The boundary between the Earth crust and mantle is usually approximated by a sharp discontinuity surface, called Mohorovičić discontinuity or Moho from the name of the Croatian seismologist who discovered it in 1909 (Mohorovičić 1910). This surface, after more than 100 years from its discovery, is still matter of intensive studies from many geophysical disciplines. In a first period of about 30 years just after its discovery, the Moho was studied mainly by seismologists using seismograms from a seismograph network around the world which was sparse and unevenly distributed. In the 40s and 50s, a number of seismologists (Gutenberg, Caloi, Rizova, and others) focused their studies on the analysis of earthquake records obtained from a more limited network of seismographs in a single region...
(Gutenberg 1955). During this period, Gutenberg advanced his hypothesis about mountain building and its relationship with the deep structures of the Earth (see, e.g. Gutenberg and Richter 1954). At the same time, the integration between geology and geophysics was taking place because of the need in specific exploration problems, mainly related to the hydrocarbon industry, within the seismic prospecting community. After this period, the development of crustal studies was associated with the appearance and wide use of the so called “deep seismic sounding”. This technique allowed the determination of averaged crustal structure over large regions, the construction of seismic sections along specifically located seismic profiles, and finally in 1982 the estimation of a first global Moho map (Soller et al. 1982). After that a noteworthy result, at a global scale, was the CRUST5.1 model (Mooney et al. 1998) based on seismic refraction and, later on, its updated versions, i.e. CRUST2.0 (Bassin et al. 2000) and CRUST1.0 (Laske et al. 2013). These models describe the crust structure by giving information on thickness and density of a number of global components (e.g. ice, oceans, soft and hard sediments, upper, middle, and lower crust) on a grid with a resolution of $5^\circ$, $2^\circ$, and $1^\circ$, respectively. Moreover, for each cell of the grid, the crustal type (e.g. oceanic, continental plateaus, rifts, orogenetic regions, etc.) and the upper mantle density are also given. The models of the CRUST series are based on seismic refraction data published from 1950, on a detailed compilation of ice and sediment thickness, and on statistical predictions for regions such as most of Africa, South America, Greenland, and oceans where no or very few seismic measurements were available. The models are delivered without any error estimate, except the general assumption that seismic observation errors are approximately equal to the 10% of the Moho depth (Christensen and Mooney 1995). The problem of the Moho retrieval from seismic methods is well revisited, amongst many others, for instance in Carbonell et al. (2013). Parallel to seismic or seismologic investigations, volcanologists, petrologists, and mineralogists contributed to the study of the problem. From these studies, the crust was assumed to have compressional velocities $V_p$ of about 5.5–6.5 km/s and a density of about 2700 kg/m$^3$, while the mantle presents $V_p$ -velocities of about 7.8 km/s or even more and a density of 3300–3400 kg/m$^3$ (Meissner 1973).

Also gravity observations have been exploited to get information on the depth and structure of the Moho. Again, apart from previous studies related to the problem of isostasy, which date back to 1850 with the theories of Herschel, Pratt and Airy and the subsequent refinements due to Hayford and Heiskanen (see Watts 2001 for details), the first attempts to determine the Moho depth, mainly from gravity anomalies, date back to 1950 thanks to the work of Heiskanen (1953). In 1960, Talwani derived rapid formulas to compute the gravitational effect due to bodies of arbitrary shape and applied them to estimate the crustal structure of the Earth by means of a trial and error method (Talwani et al. 1959; Talwani and Ewing 1960). A step forward have been done by Oldenburg (1974) who, rearranging the formula developed by Parker (1973) to compute the gravitational anomaly caused by a two-dimensional uneven layer of material, derived an iterative procedure based on Fast Fourier Transform to estimate the shape of the perturbing body given the anomaly. In the 90s, the Parker–Oldenburg forward and inverse modeling has been performed in three-dimensional (3D) space with large datasets. In the same period, several algorithms were developed with the aim of retrieving the mass density distribution from gravity anomalies, instead of the geometry of a surface separating two layers (e.g. Li and Oldenburg 1998). These methods are usually classified as linear inverse problems, due to the linear relation between the density and the gravity signal once the geometry is known (Blakely 1996), and rely on the discretization of the density distribution by elementary bodies, such as point masses, prisms, tesseroids, etc. They had very important improvements, going from the application of several regularizations (Boulanger and Chouteau 2001) to the more complex integration with a-priori geological information in a Bayesian framework (Marchetti et al. 2019; Reguzzoni et al. 2019; Rossi et al. 2015; Lane et al. 2007). However, here we will not focus on these linear methods since they are usually adopted in exploration geophysics to model complex crustal structures and not just to estimate the Moho geometry. Always in the 90s several other methods started to be proposed in the literature, for instance, Braitenberg et al. (1997) suggested an iterative method based on an isostatic assumptions, and Barzaghi et al. (1992) proposed an inversion method based on a Least Squares Collocation approach. Later, Strang van Hees (2000) derived a linearized expression relating the coefficients of a spherical harmonic expansion of the anomalous potential to those of the Moho depth. This allows for global inversions (see, for instance, Sjöberg and Bagherbandi 2011, 2017; Reguzzoni and Sampietro 2015; Reguzzoni et al. 2013). Reguzzoni and Sampietro (2010) generalized the method proposed by Barzaghi et al. (1992) by extending it from the inversion of gravity anomalies to other functionals of the gravitational potential (such as the potential itself and its first and second vertical derivatives) and by applying it in the frequency domain.

Apart from the linear methods, which, as written before, aim at reconstructing the 3D mass density distribution, all the other algorithms to recover the Moho depth from gravity observations can be basically traced back to the so-called two-layer model, i.e. to the estimation of the interface between two layers with different densities. If the density contrast between the two layers is supposed known and constant, the uniqueness of the solution can be theoretically
guaranteed at both global and local scale (Barzaghi and Sansò 1988). The uniqueness can be also ensured in case of vertical density variations, under suitable conditions (Sampietro and Sansò 2012; Barzaghi and Biagi 2014). This basically means that if we are able to reduce the observed gravitational field to the effect of just two layers with a given density contrast there is only one geometry defining the boundary between the two layers, given the observed signal. Note that, even when dealing with such a simple case, the inverse problem is still exponentially ill-posed (Sansò et al. 2018) and its solution should be properly regularized.

The general procedure to estimate the Moho from gravity data can be, therefore, summarized as follows: one has first to reduce the gravitational observations using the most accurate a priori geological information (possibly gravity independent), thus simplifying the initial problem in a two-layer problem. After that, the residual field can be inverted by means of (linearized) equations relating the observed functional with the unknown Moho depth. Possible instabilities, due to observation errors, are managed by means of a proper regularization operator.

In this paper, we follow this scheme placing the focus on how to deal with the presence of vertical density variations. In particular, in Sect. 2, we present a standard approach to solve an inverse gravimetric problem by linearizing Newton’s equation around a reference constant Moho discontinuity surface. The solution is typically given by assuming that the mass density is homogeneous inside the crust and mantle layer, or at most by considering some lateral variations. We propose two alternative strategies to generalize the solution, the former is the simpler and consists in evaluating the density at the reference Moho, the latter by averaging the density between the reference and the actual Moho. Since the Moho is unknown, the latter solution implies an iterative scheme that is explained in Sect. 2. In Sect. 3, the problem is generalized assuming that the density profiles along the vertical direction are not perfectly known and an iterative scheme to estimate both the corrections to the density profiles and the Moho depth is presented. The three proposed algorithms are then compared in closed-loop simulations to assess their performances. These simulations are presented in Sect. 4. Finally, some final conclusions and remarks on possible further generalizations are provided in Sect. 5.

2 Moho gravimetric inversion with density variations

First of all, we have to distinguish between local and global inversion problems, assuming to work with anomalous quantities because the contribution of the normal gravity field has been previously removed from the data. The former are typically solved in planar approximation and the problem is formalized in Cartesian coordinates \((x, y, z)\). The latter can be solved in spherical approximation, typically using spherical coordinates, namely latitude \(\varphi\), longitude \(\lambda\), and radial distance \(r\). In both cases, the Moho discontinuity surface \(D\) can be modeled as the sum of a reference constant surface \(\bar{D}\) and an undulation \(\delta D\), i.e. \(z_{\text{MOHO}} = D(x, y) = \bar{D} + \delta D(x, y)\) or \(r_{\text{MOHO}} = D(\varphi, \lambda) = \bar{D} + \delta D(\varphi, \lambda)\) in planar or spherical approximations, respectively. This means that in planar approximation \(\bar{D}\) is a plane, while in spherical approximation it is a sphere.

Let us consider the classical scheme of the so-called two-layer model in planar approximation (see Fig. 1). Let us concentrate on a parallelepiped-shaped volume containing only crystalline crust above the Moho and upper mantle below the Moho (Fig. 1a). Let us assume that the observed gravitational signal has been previously reduced by the contribution of topography, bathymetry, sediments, and any other masses outside the considered volume, neglecting any border effect due to possible mismodeling. We will not discuss the problems related to this reduction, called stripping, in this paper, but we will focus on the Moho estimation assuming that the gravitational signal has been correctly stripped. We will call \(T\) the anomalous potential generated by this volume, and
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Two-layer model in planar approximation, before (a) and after (b) subtracting the reference model to isolate the Moho anomaly.
we will consider the vertical gravitational acceleration $T_z$ as observed signal, namely the derivative of the anomalous potential $T$ with respect to the vertical $z$ direction in planar approximation.

The mass anomaly due to the Moho undulation (Fig. 1b) is obtained by subtracting the reference mass distribution with a reference constant Moho from the actual one. If the crust and mantle densities are known, the result of this subtraction is a mass anomaly only between the reference Moho $D$ and the actual one. Analogously, the vertical gravitational acceleration produced by the Moho anomaly only, that we will call $\delta T_z$, can be computed as the difference between $T_z$ and the sum of the gravitational signal produced by the crustal parallelepiped above the reference Moho and the mantle parallelepiped below the reference Moho, i.e. defining $F$ the forward operator

$$\delta T_z = T_z - \left[ F(\rho_C, D^+) + F(\rho_M, D^-) \right], \quad (1)$$

where $\rho_C$ and $\rho_M$ are the mass density distribution of the crust and mantle, respectively. $D^+$ or $D^-$ denote whether the same forward operator $F$ is applied to the parallelepiped above or below the reference Moho $D$, respectively.

For the sake of notation simplicity, we will now define the density contrast as $\Delta \rho = \rho_M - \rho_C$ if the mantle and crustal densities are constant, $\Delta \rho(x, y) = \rho_M(x, y) - \rho_C(x, y)$ if the densities have lateral variations only, and $\Delta \rho(x, y, z) = \rho_M(x, y, z) - \rho_C(x, y, z)$ if the densities have both lateral and vertical variations.

Now we will first write the forward operator that transforms the Moho undulation into its corresponding gravitational signal $\delta T_z$, and then we will invert the relation (with a proper regularization) to find the solution of the inverse gravimetric problem. Starting from the usual simplified scenario where crust and mantle densities are constant between the actual and the reference Moho, namely the density contrast $\Delta \rho$ is constant too, the Newton equation describing the forward modeling of the anomalous potential in planar approximation can be written as

$$\delta T_z(x, y, z) = \int_A \int_D \frac{G \Delta \rho}{[\xi^2 + (y - \eta)^2 + (z - \zeta)^2]^{3/2}} d\eta d\zeta, \quad (2)$$

and, therefore, the forward operator of the gravity disturbances is easily obtained by deriving Eq. 2 with respect to $z$, i.e.

$$\delta T_z(x, y, z) = \int_A \int_D \frac{G \Delta \rho}{[\xi^2 + (y - \eta)^2 + (z - \zeta)^2]^{3/2}} \frac{\partial}{\partial z} d\eta d\zeta, \quad (3)$$

where $A$ is the domain area of the study region, $G$ is the gravitational constant, $x$, $y$ and $z$ are the coordinates of the observation points and $\xi$, $\eta$ and $\zeta$ are the coordinates of the running point inside the masses. Equation 3 can be linearized with respect to $\delta D$ around the reference Moho $D$ (namely $\delta D = 0$). Using the Leibnitz rule, one can write

$$\delta T_z(x, y, z) \approx - \int_A \int_D \frac{G \Delta \rho}{[\xi^2 + (y - \eta)^2 + (z - \zeta)^2]^{3/2}} d\eta d\zeta. \quad (4)$$

If the gravitational signal is computed at a constant height from the reference Moho, $\delta h = z - \bar{D}$, Eq. 4 can be seen as a 2D convolution of the Moho undulation with the following kernel (Reguzzoni and Sampietro, 2010, 2012)

$$K(x - \xi, y - \eta) = - \frac{G \delta h}{[\xi^2 + (y - \eta)^2 + \delta h^2]^{3/2}}. \quad (5)$$

This forward modeling can be, therefore, performed by a 2D Fourier transform, significantly reducing the computational burden, namely

$$\delta T_z(x, y) = \Delta \rho \mathcal{F}^{-1} \left[ \mathcal{F}[K(x, y)] \mathcal{F}[\delta D(x, y)] \right], \quad (6)$$

where $\mathcal{F}(\cdot)$ and $\mathcal{F}^{-1}(\cdot)$ are the 2D Fourier transform and its inverse, respectively.

Let us now generalize the definition of the crust and mantle densities. If they depend on the planar $x$ and $y$ coordinates only, the forward modeling of the Moho undulation is not changing very much. By defining the new variable

$$\delta \omega(x, y) = \Delta \rho(x, y) \delta D(x, y), \quad (7)$$

the gravitational signal can be computed again by Fourier transform as

$$\delta T_z(x, y) = \mathcal{F}^{-1} \left[ \mathcal{F}[K(x, y)] \mathcal{F}[\delta \omega(x, y)] \right]. \quad (8)$$

The problem is slightly more complicated if the crust and mantle densities have vertical variations. We will see at least two ways of dealing with such a modification. The former consists in applying the linearization of Eq. 3 to the density contrast too. This means to evaluate the density contrast at the reference Moho depth, namely

$$\Delta \rho(x, y, z) = \overline{\Delta \rho}(x, y) = \Delta \rho(x, y, z = \bar{D}). \quad (9)$$
The latter consists in assuming that the density contrast between the actual Moho and the reference one is constant in the vertical direction, e.g. it is equal to the mean value inside the Moho undulation, namely

\[
\Delta \rho(x, y) = \Delta \rho(x, y) = \frac{1}{\delta D(x,y)} \int_{\mathcal{D}}^{D+\Delta D(x,y)} \Delta \rho(x,y,z) \, dz.
\]  
(10)

In both cases, the forward modeling of the Moho undulation can be reconducted to Eq. 8. However, the two approaches are different if one wants to invert this forward operator to estimate the Moho from a given gravitational signal. Before commenting their differences, let us first face the problem of deriving an inversion operator from the forward one. Since Eq. 8 in its general form is a linear expression relating the product of Moho depth and density with the gravitational signal, its inverse is straightforwardly derived, i.e.

\[
\hat{\Delta \rho}(x, y) = \mathcal{F}^{-1} \left[ \frac{\mathcal{F}[\delta T^{obs}(x, y)]}{\mathcal{F}[K(x, y)]} \right],
\]  

(11)

where \( \delta T^{obs} \) is obtained from the observed vertical gravitational acceleration \( T^{obs} \) using Eq. 1. Note that the observations have to be further reduced at a constant height. The estimated Moho depth is then derived as

\[
\hat{D}(x, y) = \hat{D} + \frac{\hat{\Delta \rho}(x, y)}{\Delta \rho(x, y)}.
\]  

(12)

However, the inverse operator of Eq. 11 is strongly unstable and can significantly amplify the noise of the observed gravitational signal. To overcome this problem, a regularization is required. According to the Wiener–Kolmogorov principle, i.e. the minimization of the mean square estimation error, the optimal regularization can be found by implementing a Wiener filter and, therefore, using the following inversion operator

\[
\hat{\Delta \rho}(x, y) = \mathcal{F}^{-1} \left[ \frac{S_{\delta \omega}(f_1, f_2) \tilde{K}(f_1, f_2) \mathcal{F}[\delta T^{obs}(x, y)]}{S_{\delta \omega}(f_1, f_2) \tilde{K}^2(f_1, f_2) + \tilde{S}_n(f_1, f_2)} \right],
\]  

(13)

where \( \tilde{K} \) denotes the 2D Fourier transform of the convolution kernel and \( (f_1, f_2) \) are the two frequency components. \( S_{\delta \omega} \) is the power spectrum of the variable \( \delta \omega \), i.e. the Fourier transform of its covariance function assuming stationarity, and \( \tilde{S}_n \) is the observation noise power spectrum. The signal spectrum is usually defined starting from some a priori information on the Moho and density regularity, while the noise spectrum mainly depends on the instruments for acquiring the gravitational observations. Note that from such a stochastic modeling, one can also derive the spectrum of the Moho estimation error \( e = D - \hat{D} \)

\[
S_e(f_1, f_2) = \frac{S_{\delta \omega}(f_1, f_2) S_e(f_1, f_2)}{S_{\delta \omega}(f_1, f_2) \tilde{K}^2(f_1, f_2) + S_n(f_1, f_2)},
\]  

(14)

and the corresponding covariance function by applying inverse Fourier transform.

Now we can go back to the differences between the two ways of dealing with vertical density variations. The proposed inversion operator in Eq. 13 is suitable only for the first solution, i.e. fixing the density contrast equal to the value at the reference Moho depth (see Eq. 9). In the other solution, the density contrast depends on the Moho depth: in the forward modeling the Moho depth is known, but in the gravimetric inversion it is unknown, and, therefore, the density contrast is unknown too (see Eq. 10). For this reason, an iterative procedure is proposed where the density contrast is evaluated from the Moho depth estimated at the previous iteration, namely

\[
\Delta \rho^{(\ell)}(x, y) = \frac{1}{\delta D^{(\ell-1)}(x, y)} \int_{\mathcal{D}}^{D+\Delta D^{(\ell-1)}(x,y)} \Delta \rho(x,y,z) \, dz,
\]  

(15)

where \( \ell \) is the iteration index, \( \ell = 1, 2, \ldots, L \). The procedure is initialized by considering the density contrast at the reference Moho depth, i.e. assuming \( \delta D(x, y) = 0 \). The procedure is stopped when the variation of the estimated Moho depth between two consecutive iterations is negligible with respect to the estimation error. Actually, both solutions could be further iterated by redefining the reference Moho depth as equal to the mean of the final Moho estimate. Again, these “external” iterations have to be repeated until convergence.

A comment is due about the relation between the preliminary reduction procedure to isolate the Moho gravitational signal and the adopted inversion procedure. In both solutions, they have to be consistent. In the former, this consistency is satisfied because the reduction is performed by considering the actual densities of crust and mantle (see Eq. 1), and the inversion by considering the density contrast at the reference Moho (see Eq. 9). In the latter, there is no consistency and the reduction has to be corrected to consider that the density contrast inside the Moho undulation is not constant along the vertical direction, as it is instead assumed in the inversion procedure according to the approximation in Eq. 10. Since the Moho undulation changes iteration by iteration, also the reduction step has to be corrected at any iteration. Recalling Eq. 1, this means that

\[
\delta T^{(\ell)} = T - \left[ F(\rho_C, D^+) + F(\rho_M, D^-) \right] + \delta T^{(\ell)}_{\omega, corr},
\]  

(16)
\( \delta T_{z,\text{corr}}^{(\ell)} = F\left( \widetilde{\Delta \rho}^{(\ell)}(x,y) - \Delta \rho(x,y,z), \Delta D_{(\ell-1)}^{(\ell)} \right) \\
+ F\left( \Delta \rho(x,y,z) - \widetilde{\Delta \rho}^{(\ell)}(x,y), \Delta D_{(\ell-1)}^{(\ell)} \right), \) (17)

\[ \Delta \rho(x,y,z) = \rho_M(x,y,z) - \rho_C(x,y,z) \] and \( \widetilde{\Delta \rho}^{(\ell)}(x,y) \) at the iteration \( \ell \) is given in Eq. 15. \( \delta D_{(\ell-1)}^{+} \) or \( \delta D_{(\ell-1)}^{-} \) denote whether the forward is computed for the Moho undulation above or below the reference Moho \( \widetilde{D} \), respectively. Note that the Moho undulation is the one computed at the previous iteration \( \ell - 1 \).

It has also to be underlined that the uniqueness property of the two-layer model is preserved in the sense that, given the gravitational observations, there is just one and only one \( \delta \omega \) generating it, but of course there are many couples \( \delta \rho \) and \( \delta D \) giving the same \( \delta \omega \).

Before concluding the section, we would like just to mention what happens in the global case in spherical approximation. The forward operator of the Moho undulation can now be expressed in terms of spherical harmonic coefficients, namely one can write the following linearized relation (Reguzzoni et al. 2013):

\[ T_{nm} = \frac{3}{\rho_E (R_E - \widetilde{D})} \left( 1 - \frac{\widetilde{D}}{R_E} \right) \frac{\delta \omega_{nm}}{2n + 1}, \] (18)

where \( \rho_E \) is the mean Earth density, \( R_E \) is its mean radius, \( T_{nm} \) are the spherical harmonic coefficients of degree \( n \) and order \( m \) of the anomalous potential and \( \delta \omega_{nm} \) are the spherical harmonic coefficient of the product between the Moho depth \( \delta D \) and the density contrast. To derive this expression it is required that the density contrast does not depend on the radial direction between the reference Moho and the actual one. For this reason, if the density has a radial variation, the mean density contrast is considered in the Moho undulation, which is analogous to the second approximation proposed in the planar scenario, see Eq. 10. Also in the global case, an iterative solution is feasible, and this is actually the core of the solution proposed for the computation of the GEMMA Moho model (Reguzzoni and Sampietro 2015).

Finally, we would like to recall the widespread Parker–Oldenburg inversion scheme, for the sake of comparison with the proposed linearized solutions. This approach was devised to deal with density distributions with at most lateral variations and, therefore, approximations like those in Eqs. 9 and 10 are required to manage vertical variations too. According to the Parker–Oldenburg modeling (Parker 1973), the forward operator of the Moho undulation for the gravity disturbances in planar approximation can be written as

\[ T_z(x,y) = F^{-1} \left[ -2\pi G e^{-f \delta h} \sum_{n=1}^{\infty} \frac{f^n}{n!} F[ \Delta \rho(x,y) \delta D(x,y) f^n] \right], \] (19)

where \( f \) is the wave number, i.e. the modulus of the frequency vector \( f = (f_1, f_2) \). The corresponding inversion operator (Oldenburg 1974) results

\[ \delta \omega(x,y) = F^{-1} \left[ \frac{F[T_z(x,y)] e^{-f \delta h}}{2\pi G} \sum_{n=2}^{\infty} \frac{f^n}{n!} F[(\Delta \rho(x,y) \delta D(x,y))^n] \right] \] (20)

and again this relation can be solved by means of an iterative scheme, updating the Moho undulation at each iteration (Gómez-Ortiz and Agarwal 2005).

### 3 Seismic data integration into the Moho gravimetric inversion

In this section, we would like to face the problem of integrating some seismic points in the Moho inversion schemes previously presented. Basically, a seismic point can be seen as a direct observation of the Moho depth. Since from the gravimetric inversion we are able to estimate the product between the Moho depth and the density contrast, the additional knowledge of the Moho depth in some points, in combination with gravimetric data, provides an indirect information on the density contrast. In the discussion of Sect. 2, we assumed that the density profiles along the vertical direction are perfectly known, while actually they are not. We could, therefore, use the additional seismic data to assess the given density profiles and possibly calibrate them according to some parameters, for example, biases and scale factors.

In a simplified scenario, we can assume that the upper mantle close to the Moho surface has negligible vertical density variations, while the crystalline crust above the Moho surface can be divided into a set of “geological provinces”, i.e. regions where all points have the same density profile along the vertical direction. Examples of such geological provinces and the corresponding functions relating the mass density with the depth can be found in Mooney et al. (1998). Since these functions are just approximate, they could be “calibrated” by introducing two parameters for each of them, namely a scale factor and a bias. According to these hypotheses, the crustal density can be modeled as follows:

\[ \rho_C(x,y,z) = \sum_{i=1}^{N} \left( h_i \rho_{C,i}(z) + k_i \right) \chi_i(x,y), \] (21)
where \( i = 1, 2, \ldots, N \) is the index identifying the geological provinces in the study area, \( \chi_i(x, y) \) is the characteristic function defining the domain of the geological province, \( \rho_{C,i}(z) \) is the given density profile and \( [h_i, k_i] \) are the corresponding scale factor and bias, respectively. Since any geological province is assumed to have a connected domain in a topological sense, different geological provinces of the same type can be present in the study area but, thanks to the calibration parameters, they can have slightly different density profiles along the vertical direction. In other words, it is possible that for \( i \neq j \rho_{C,i}(z) = \rho_{C,j}(z) \), but \( h_i \neq h_j \) or \( k_i \neq k_j \).

This crustal modeling has an obvious impact on the data reduction, that is slightly different for the two proposed inversion solutions, compare Eq. 1 with Eq. 16. Let us first consider the reduction in Eq. 1 and then generalize it to Eq. 16. Being the forward operator linear with respect to the density, the reduced gravitational acceleration due to the Moho anomaly only is given by

\[
\delta T_{z,\text{obs}}^\text{obs} = T_{z,\text{obs}}^\text{obs} - F(\rho_M(x, y), \vec{D}^\text{+}) - \sum_{i=1}^{N} \left[ h_i F(\rho_{C,i}(z) \chi_i(x, y), \vec{D}^\text{+}) + k_i F(\chi_i(x, y), \vec{D}^\text{+}) \right] = T_{z,\text{obs}}^\text{obs} - T_{z,\text{M}}^\text{M} - \sum_{i=1}^{N} (h_i T_{z,\text{C,i}}^\text{C,i} + k_i T_{z,\text{1,i}}^\text{1,i}),
\]

(22)

where \( T_{z,\text{M}}^\text{M} \) is the reference upper mantle signal, \( T_{z,\text{C,i}}^\text{C,i} \) is the reference crust signal due to the \( i \)th geological province using its uncalibrated density profile, and \( T_{z,\text{1,i}}^\text{1,i} \) is the same as \( T_{z,\text{C,i}}^\text{C,i} \) but using a unitary density profile, i.e. computed with \( \rho_{C,i}(z) = 1 \). Now, since the inversion operator of Eq. 13 is linear with respect to the input signal, we can separately invert each term of the summation in Eq. 22, obtaining

\[
\hat{\delta \omega}(x, y) = \hat{\omega}(x, y) - \hat{\omega}M(x, y)
\]

\[
- \sum_{i=1}^{N} \left( h_i \hat{\omega}_{C,i}(x, y) + k_i \hat{\omega}_{1,i}(x, y) \right),
\]

(23)

where \( \hat{\omega}M(x, y) \), \( \hat{\omega}_{C,i}(x, y) \) and \( \hat{\omega}_{1,i}(x, y) \) are computed from the inversion of \( T_{z,\text{obs}}^\text{obs}, T_{z,\text{M}}^\text{M}, T_{z,\text{C,i}}^\text{C,i} \) and \( T_{z,\text{1,i}}^\text{1,i} \), respectively, using the operator of Eq. 13. Substituting Eqs. 21 and 23 into Eq. 12, we finally get the estimated Moho depth:

\[
\hat{D}(x, y) = \hat{D} + \frac{\hat{\omega}(x, y) - \hat{\omega}M(x, y) - \sum_{i=1}^{N} \left( h_i \hat{\omega}_{C,i}(x, y) + k_i \hat{\omega}_{1,i}(x, y) \right)}{\rho_M(x, y) - \sum_{i=1}^{N} \left( h_i \rho_{C,i}(z = \hat{D}) + k_i \chi_i(x, y) \right)}.
\]

(24)

This solution is suitable for the first strategy to manage vertical density variations, i.e. the one fixing the density contrast equal to the value at the reference Moho depth. As for the second strategy, i.e. the one considering the mean crustal density between the reference Moho and the actual one, the data reduction has to be revised at each iteration \( \ell \), correcting Eqs. 1–16 through the additional term \( \delta T_{z,\text{corr}}^\text{corr} \). This is just a function of the scale factors \( h_i \) for \( i = 1, 2, \ldots, N \), namely

\[
\delta T_{z,\text{corr}}^\text{corr} = \sum_{i=1}^{N} h_i \left[ F\left( \rho_{C,i}(z) - \hat{\rho}_{C,i}(x, y) \chi_i(x, y), \delta D_{(\ell-1)}^+ \right) - F\left( \rho_{C,i}(z) - \hat{\rho}_{C,i}(x, y), \delta D_{(\ell-1)}^+ \right) \right] = \sum_{i=1}^{N} h_i \delta T_{z,\text{corr}}^{C,i,\ell}.
\]

(25)

where

\[
\hat{\rho}_{C,i}(x, y) = \frac{1}{\delta D_{(\ell-1)}^+} \int_{\hat{D} + \delta D_{(\ell-1)}^+} \rho_{C,i}(z) \chi_i(x, y) dz.
\]

(26)

By inverting \( \delta T_{z,\text{corr}}^{C,i,\ell} \), one can derive the corresponding \( \delta \hat{\omega}_{\text{corr}}^{C,i,\ell} \) that has to be taken into account in the final inversion formula:

\[
\hat{D}(x, y) = \hat{D} + \frac{\hat{\omega}(x, y) - \hat{\omega}_{\text{M}}(x, y)}{\rho_{M}(x, y) - \sum_{i=1}^{N} \left( h_i \rho_{C,i}(x, y) + k_i \chi_i(x, y) \right)} - \sum_{i=1}^{N} \left( h_i \hat{\omega}_{C,i}^{C,i}(x, y) + k_i \hat{\omega}_{1,i}^{C,i}(x, y) \right).
\]

(27)

Differently from Eq. 24, iterations are required to obtain the final solution from Eq. 27, because of the need of updating the data reduction through \( \delta \hat{\omega}_{\text{corr}}^{C,i,\ell} \) and the mean crustal density \( \hat{\rho}_{C,i}(x, y) \), both depending on the Moho undulation estimated at the previous iteration \( \delta D_{(\ell-1)}^+ = \hat{D}_{(\ell-1)} - \hat{D} \). The procedure can be initialized with \( \delta D(0)^+ = 0 \).

Since \( (h_i, k_i) \) are unknown for any \( i = 1, 2, \ldots, N \), the solution of Eq. 24 or Eq. 27 can be computed only if we suppose to know the Moho depth from external information, such as seismic data, at least in two points for each geological provinces in the study region. This solution can be obtained by least-squares adjustment, in case applying a Tikhonov regularization to keep the biases and scale factors as close as possible to 0 and 1, respectively. Once the parameters \( (h_i, k_i) \) have been estimated, they can be substituted into Eq. 24 or Eq. 27 to get the final interpolated Moho depth at all points \( (x, y) \) where the input gravity data were available. Note that if the forward operator of the Moho undulation is not linear with respect to \( \omega \), such as in the case of the Parker–Oldenburg algorithm, the parameters \( (h, k) \) have to be empirically estimated, e.g. by a trial-and-error technique.
Basically, the proposed algorithm allows to slightly change the crustal density profile in such a way that the estimated Moho is close to the seismic data and produces a gravimetric signal consistent with the observed one. In other words, this is a joint inversion of gravity and seismic data. However, since only few points are required for each geological province, we can state that it is a gravimetric inversion “weakly” combined with seismic data.

4 Numerical examples

The inversion schemes discussed in the previous sections were assessed by means of a closed-loop example. The test was performed by simulating the Moho surface over a $10^\circ \times 10^\circ$ area in Central Europe, limited by $44.5^\circ \text{N} - 54.5^\circ \text{N}$ and $5^\circ \text{E} - 15^\circ \text{E}$ (see Fig. 2), on a regular grid with a horizontal resolution of $1/8^\circ$. The local Cartesian coordinates in planar approximation were defined as

$$\begin{align*}
x &= R \cos \varphi (\lambda - \bar{\lambda}) \\
y &= R (\varphi - \bar{\varphi}) \\
z &= h,
\end{align*}$$

(28)

where $\lambda$, $\varphi$ and $h$ are the geodetic longitude, latitude and ellipsoidal height, respectively, $\bar{\lambda}$ and $\bar{\varphi}$ are the longitude and latitude of the center of the study area, and $R$ is the radius of the local sphere.

The true geometry of the Moho depth was taken from the European Moho model (Grad et al. 2009), see Fig. 2a, the true crustal density was assumed to be linearly varying with depth according to three geological provinces ($i = 1, 2, 3$), see Fig. 2b, c. Note that the first and the third geological provinces contain the same type of crust, meaning they have the same density profile, but they are independently processed because their domains are not connected. As for the mantle density, it was assumed to be homogeneously equal to 3300 kg/m$^3$, without any lateral or vertical variation.

The aim of the closed-loop test is to show the performances of the proposed approaches by inverting the signal simulated from the model shown in Fig. 2 when providing different input data corresponding to a decreasing level of knowledge. In particular, the following three scenarios corresponding to different a priori density knowledge were tested:

s1. density profile of each geological province equal to the true one;

s2. density profile of each geological province corrupted by a scale factor $h_i = \tilde{h}$ (see Eq. 21), with the effect of underestimating the true density by 5%;

s3. density profile of each geological province corrupted by a scale factor $h_i = \tilde{h}$ and a bias $k_i$ (see Eq. 21), with the effect of reducing the profiles slope by 5% and the density value at $z = 0$ by 2%.

The shape of these three a priori density profiles used as input to the inversion algorithm is shown in Fig. 3, while the corresponding $h_i$ and $k_i$ required to recover the true density profiles from the a-priori ones are reported in Table 1.

Moreover, we tested different versions of the algorithm to verify whether the increasing complexity of the gravity inversion procedure and the use of additional seismic data are really required. In particular, the following three versions were compared:

![Fig. 2](image_url) Geophysical setting of the simulated scenario
v1. fixing an a priori density profile and a linearization depth \( \overline{D} \), and inverting the observed signal by means Eqs. 13 and 12;

v2. fixing an a priori density profile and a linearization depth \( \overline{D} \), and inverting by iteratively applying Eqs. 15, 16, 17, 13 and 12 until convergence;

v3. fixing a linearization depth \( \overline{D} \), and inverting by iteratively applying Eq. 27 to jointly estimate the Moho undulation \( \delta D \) and the corrections \((h_i, k_i)\) to the a-priori crustal density model, according to the input seismic information. The latter was simulated from the true \( \delta D \) by adding a 1 km white noise.

All the three scenarios were tested with the three versions of the algorithm. It is worth to remark that we always inverted the same gravity signal, simulated at 1 km altitude from the true density profiles (see Fig. 2c) by adding a 5 mGal white noise as measurement error, and only changing the a priori knowledge on the density profiles. The grid of observations has the same extension and resolution of the Moho grid in order to apply the Discrete Fourier Transform in the inversion algorithms. The forward modeling to simulate the observed signal and reduce the data at each iteration of the algorithm (see Eqs. 15 and 16) was computed by summing the contributions of a set of rectangular prisms (Nagy et al. 2000) centered at the grid knots. Each prism has a size of \( 1/8^\circ \), corresponding to about 14 km×9 km in planar approximation. To introduce the vertical density variations, the profiles were discretized with a step of 0.1 km and a constant density was assigned to each prism in the vertical direction.

Before commenting the results, a remark is due about the approximation introduced by the linearized forward operator (Eq. 4). In particular, we checked the impact of this approximation by comparing the anomalous signal \( \delta T_z \) (Eq. 16) due to the true Moho undulation \( \delta D \) computed by the prism forward modeling and by the linearized formula. In the former case we applied the prism forward by considering the true density of crust and mantle, while in the latter case we applied Eq. 4 by introducing the mean density contrast \( \overline{\Delta \rho}(x,y) \) according to Eq. 10. Their differences, shown in Fig. 4, have a mean of 0.9 mGal, a standard deviation of

![Fig. 3 A priori density profile for each geological province (i = 1, 2, 3). The three scenarios are represented by different line styles: solid (s1), dashed (s2) and dotted (s3). The true density (in black) corresponds to the a priori density chosen in s1](image-url)
3.2 mGal and a minimum and a maximum of $-4.3$ mGal and 20.9 mGal, respectively. The errors are correlated with the Moho undulation, showing a worse behaviour of the approximated formula when increasing the undulation magnitude. This effect is due to the fact that, in practice, the linearized formula (Eqs. 4 and 10) corresponds to computing the effect due to the mass of the anomaly “condensed” at $D$. This difference has a systematic impact of the same magnitude of the noise of the simulated observations. However, from a practical point of view, this error is smaller than other sources of error that typically affect the gravimetric inversion, e.g. the data reduction for the effect of terrain, bathymetry, etc. (Sampietro and Capponi 2019).

To evaluate the results obtained with the different versions of the algorithm tested on the three possible scenarios, the mean, the standard deviation, the RMSE of the gravity residuals and the RMSE of the differences between the estimated and the true Moho depth were computed and reported in Table 2, while the estimated $h_i$, $k_i$ and the RMSE of the differences between the estimated and true density profiles

---

**Table 2** Statistics of the results obtained by applying the three versions (v) of the algorithm to the three scenarios (s) of the gravity residuals and the Moho differences.

| v-s     | Gravity residuals [mGal] | Moho differences [km] |
|---------|--------------------------|-----------------------|
|         | mean | std  | RMSE | mean | std  | RMSE |
| v1–s1   | -3.37| 7.64 | 8.35 | -0.30| 1.13 | 1.17 |
| v1–s2   | -13.04| 27.18| 30.14| -7.70| 2.58 | 8.12 |
| v1–s3   | -5.56| 13.95| 15.02| -3.88| 1.72 | 4.25 |
| v2–s1   | -0.32| 6.29 | 6.30 | -0.14| 1.04 | 1.05 |
| v2–s2   | -0.27| 21.49| 21.49| -7.21| 2.59 | 7.66 |
| v2–s3   | 0.29 | 11.22| 11.22| -3.62| 1.70 | 4.00 |
| v3–s1   | -0.41| 6.33 | 6.34 | 0.13 | 1.00 | 1.01 |
| v3–s2   | -0.37| 6.39 | 6.40 | 0.05 | 1.02 | 1.02 |
| v3–s3   | -0.40| 6.36 | 6.37 | 0.10 | 1.01 | 1.02 |

---

**Table 3** Estimated values of $h_i$ and $k_i$ by algorithm v3 applied to the three scenarios (s) and their effect on the density profiles represented by the RMSE of the differences between the true and the estimated density profiles (in the range from $z = 0$ to $-50$ km) for each geological province ($i = 1, 2, 3$). The true values of these parameters are reported in Table 1.

| s | $h_i$ [kg/m$^3$] | $k_i$ [kg/m$^3$] | RMSE$_i$ [kg/m$^3$] |
|---|-----------------|-----------------|------------------|
| 1 | 1.0178          | 1.0135          | 1.0004           |
| 2 | 1.0329          | 1.0260          | 1.0162           |
| 3 | 1.0243          | 1.0189          | 1.0073           |

---

![Fig. 4](image-url) Impact of the linearization on the forward of the Moho undulation

---

© Springer
with algorithm v3 are presented in Table 3. These results show that the algorithm is able to recover the Moho depth with an error of about 1 km. This error is fully compatible with the 5 mGal observation noise.

However, this level of fitting of the true Moho depth can be reached only if additional seismic information is introduced to correct the a-priori density profiles through the estimation of the parameters $h_i$ and $k_i$. Therefore, it is necessary to apply version v3, except when the a priori density profiles correspond to the true one (s1) for which, obviously, version v2 is enough. However, knowing perfectly the crustal density profile is possible only in an ideal world, thus the closed loop test shows the fundamental role of seismic information when the gravity inversion is applied to a real dataset.

The gravity fitting for the best cases is around 6.4 mGal and it is obtained by version v3 of the algorithm. This error is compatible with the 5 mGal simulated observation accuracy, where the slightly higher value could be attributed to the smoothing introduced by the power spectrum $S_{\delta\omega}$ of the $\delta\omega$ field. In fact, the stationarity property of the $\delta\omega$ field could not be locally verified, even if it is a good approximation over all the investigated area.

To better understand the improvement given by the different versions of the algorithm, we analyse the results obtained with scenario s3, the most realistic one. The residuals between the true and estimated Moho depth are shown in Fig. 5, while the corresponding statistics are reported in Table 2. The results confirm what already

![Fig. 5](image1.png)

Residuals (in km) between the true and estimated Moho depth with all the versions of the algorithm applied to scenario s3

![Fig. 6](image2.png)

Estimated density profiles for each geological province using algorithm v3. The solutions corresponding to the three scenarios are represented by different line styles: solid (s1), dashed (s2) and dotted (s3), while the true profile is represented by black solid line.
stated, i.e. in a realistic case version v3 of the algorithm is strongly recommended. Note that it contributes to reduce not only the error standard deviation but also its mean, i.e. to correct possible systematic errors in the estimate. Furthermore, the solutions obtained for the different scenarios are very similar one to the other (see Table 2). In other words, by changing the input a-priori density knowledge, version v3 of the algorithm is able to correctly retrieve the same solution.

Actually, the estimates of $h_i$ and $k_i$ are quite different from their true values for all scenarios, as can be seen by comparing Tables 1 and 3. This problem is mainly due to the correlation between the estimates of $h_i$ and $k_i$, especially when they are applied to a linear density profile as in this example, see Eq. 21. However, from Fig. 6, representing the estimated density profiles with version v3, it can be seen that the impact of these “wrong” values of $h_i$ and $k_i$ on the final estimates of the density profiles is quite negligible.

5 Conclusions

This work aimed at studying the inverse gravimetric problem for a two-layer model with vertical density variations, like in the case of Moho depth estimation. The developed algorithm is based on the linearization of the Newton integral in planar approximation and its inversion by invoking the Wiener–Kolmogorov principle and by implementing a Wiener filter in the frequency domain. Three versions of the algorithm were proposed. The first one is based on the pure linearization of the Newton integral, which means to consider the density contrast at the reference Moho depth. The second one is based on the idea of condensing the masses inside the Moho undulation on the reference surface to have a more representative density contrast. The third one is like the second one, introducing into the model a bias and a scale factor of the density profiles to be jointly estimated with the Moho depth by also relying on information carried by external sources, like seismic-based observations. We performed a closed-loop test by developing the three versions of the algorithm and testing them on three different scenarios in which we changed the input information in terms of a-priori crustal density profiles. The results of the test show the capability to retrieve the Moho depth with an error of about 1 km compared to the true Moho shape used to simulate the signal, also when the a priori density profile is different from the true one, as usually happens when performing gravity inversion on real data. In this most general case, the closed loop test confirms that a joint inversion of gravimetric and seismic data is necessary when both the geometry and the density of the model have to be estimated.

In conclusion, the proposed algorithm for the Moho estimation to deal with vertical density variations seems to provide a numerical efficient solution to the problem, when working in the simplified scenario of a two layer model in planar approximation. The case of spherical approximation at a global level was already studied in the framework of the GEMMA project and it will be assessed in a closed-loop test like the one presented here in a future investigation.

Acknowledgments Open access funding provided by Politecnico di Milano within the CRUI-CARE Agreement.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Barzaghi R, Biagi L (2014) The collocation approach to Moho estimate. Ann Geophys 57(1):S0190
Barzaghi R, Sansò F (1988) Remarks on the inverse gravimetric problem. Geophys J Roy Astron Soc: 92:505–511
Barzaghi A, Gandino A, Sansò F, Zenucchini C (1992) The collocation approach to the inversion of gravity data. Geophys Prospect 40(4):429–451
Bassini C, Laske G, Masters G (2000) The current limits of resolution for surface wave tomography in North America. Eos Trans Am Geophys Union 81(48):F897
Blakely RJ (1996) Potential theory in gravity and magnetic applications. Cambridge University Press, Cambridge
Boulanger O, Chouteau M (2001) Constraints in 3D gravity inversion. Geophys Prospect 49(2):265–280
Braithwaite C, Pettenati F, Zadro M (1997) Spectral and classical methods in the evaluation of Moho undulations from gravity data: the NE Italian Alps and isostasy. J Geodyn 23(1):5–22
Carbonell R, Levander A, Kind R (2013) The Mohorovičić discontinuity beneath the continental crust: An overview of seismic constraints. Tectonophysics 609(8):353–376
Christensen NI, Mooney WD (1995) Seismic velocity structure and composition of the continental crust: a global view. J Geophys Res 100(B6):9761–9788
Gómez-Ortiz D, Agarwal BN (2005) 3DINVER.M: a MATLAB program to invert the gravity anomaly over a 3D horizontal density interface by Parker-Oldenburg’s algorithm. Comput Geosci 31(4):513–520
Grad M, Tiira T, Group EW (2009) The Moho depth map of the European Plate. Geophys J Int 176(1):279–292
Gutenberg B (1955) Channel waves in the Earth’s crust. Geophysics 20(2):283–294
Gutenberg B, Richter C (1954) Seismicity of the Earth (and associated phenomena). Princeton University Press, Princeton
Heiskanen W (1953) The geophysical applications of gravity anomalies. Eos Trans Am Geophys Union 34(1):11–15
Lane R, FitzGerald D, Guillen A, Seikel R, McNerney P (2007) Lithologically constrained inversion of magnetic and gravity data sets. Preview 129:11–17
Laske G, Masters G, Ma Z, Pasyanos M (2013) Update on CRUST1.0 - A 1-degree global model of Earth’s crust. In: Geophysical Research Abstracts, EGU General Assembly, vol 15, p 2658
Li Y, Oldenburg DW (1998) 3-D inversion of gravity data. Geophysics 63(1):109–119
Marchetti P, Sampietro D, Capponi M, Rossi L, Reguzzoni M, Porzio F, Sansò F (2019) Lithological constrained gravity inversion. A Bayesian approach. In: 81st EAGE Conference and Exhibition 2019, 1, pp 1–5
Meissner R (1973) The “Moho” as a transition zone. Geophys Surv 1(2):195–216
Mohorovičić A, (1910) Potres od 8. X. (1909) Godišnje izvješće zagrebačkih meteoroloških observatorija za godinu 1909 IX-1:1–56, English translation: Earthquake of 8 October 1909 (1992). Geofizika 9(1):3–55
Mooney WD, Laske G, Masters TG (1998) CRUST 5.1: A global crustal model at 5x5. J Geophys Res 103(B1):727–747
Nagy D, Papp G, Benedek J (2000) The gravitational potential and its derivatives for the prism. J Geodesy 74(7–8):552–560
Oldenburg DW (1974) The inversion and interpretation of gravity anomalies. Geophysics 39(4):526–536
Parker R (1973) The rapid calculation of potential anomalies. Geophys J Roy Astron Soc 31(4):447–455
Reguzzoni M, Sampietro D (2010) An inverse gravimetric problem with GOCE data. In: Mertikas S (ed) Gravity, Geoid and Earth Observation, International Association of Geodesy Symposium, vol 135. Springer, Berlin, pp 451–456
Reguzzoni M, Sampietro D (2012) Moho estimation using GOCE data: a numerical simulation. In: Kenyon S, Pacino M, Marti U (eds) Geodesy for Planet Earth, International Association of Geodesy Symposium, vol 136. Springer, Berlin, pp 205–214
Reguzzoni M, Sampietro D (2015) GEMMA: An Earth crustal model based on GOCE satellite data. Int J Appl Earth Obsr Geoinf 35(A):31–43
Reguzzoni M, Sampietro D, Sansò F (2013) Global Moho from the combination of the CRUST2.0 model and GOCE data. Geophys J Int 195(1):222–237
Reguzzoni M, Rossi L, Baldoncini M, Callegari I, Poli P, Sampietro D, Strati V, Mantovani F, Andronico G, Antonelli V, Bellato M, Bernieri E, Brigatti A, Brugnera R, Budano A, Buscemi M, Businò S, Caruso R, Chiesa D, Corti D, Dal Corso P, Ding X, Dusini S, Fabbrì A, Fiorentini G, Ford R, Formozov A, Galet G, Garfanagnini A, Giamarchi M, Giaz A, Grassi M, Insolia A, Isocrate R, Lippi I, Longhitano F, Lo Presti D, Lombardi P, Malyshekin Y, Marini F, Mari S, Martellini C, Meroni E, Mezzetto M, Miramonti L, Monforte S, Montuschi M, Nastasi M, Ortica F, Paoloni A, Parmeggiano S, Pedretti D, Pelliccia N, Pompilio R, Previdi E, Ranucci G, Re A, Ricci B, Romani A, Saggese P, Salamanna G, Savy F, Settanta G, Sisti M, Sirignano C, Spinetti M, Stanco L, Verde G, Volato L (2019) GIGF: a crustal gravity model of the Guangdong Province for predicting the geoneutrino signal at the JUNO experiment. J Geophys Res 124(4):4231–4249
Rossi L., Reguzzoni M, Sampietro D, Sansò F (2015) Integrating geological prior information into the inverse gravimetric problem: the Bayesian approach. In: Sneeue N, Novak P, Crespi M, Sansò F (eds) VIII Hotine-Marussi Symposium on Mathematical Geodesy, Springer, International Association of Geodesy Symposium, vol 142, pp 317–324
Sampietro D, Capponi M (2019) Practical tips for 3D regional gravity inversion. Geosciences 9(8):351
Sampietro D, Sansò F (2012) Uniqueness theorems for inverse gravimetric problems. In: Sneeue N, Novak P, Crespi M, Sansò F (eds) VII Hotine-Marussi Symposium on Mathematical Geodesy, Springer, International Association of Geodesy Symposium, vol 137, pp 111–115
Sansò F, Capponi M, Sampietro D (2018) Up and down through the gravity field. Handbuch der Geodäsie 6:1–54
Sjöberg LE, Bagherbardi M (2011) A method of estimating the Moho density contrast with a tentative application of EGM08 and CRUST2.0. Acta Geophysica 59(3):502–525
Sjöberg LE, Bagherbardi M (2017) Gravity inversion and integration. Springer, Berlin
Soller DR, Ray RD, Brown RD (1982) A new global crustal thickness map. Tectonics 1(2):125–149
Strang van Hees GL (2000) Some elementary relations between mass distributions inside the Earth and the geoid and gravity field. J Geodyn 29(1–2):111–123
Talwani M, Ewing M (1960) Rapid computation of gravitational attraction of three-dimensional bodies of arbitrary shape. Geophysics 25(1):203–225
Talwani M, Worzel JL, Landsisman M (1959) Rapid gravity computations for two-dimensional bodies with application to the Mendocino submarine fracture zone. J Geophys Res 64(1):49–59
Watts AB (2001) Isostasy and flexure of the lithosphere. Cambridge University Press, Cambridge

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.