Nucleon electromagnetic and gravitational form factors from holography
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The electromagnetic form factors of nucleons are calculated using an AdS/QCD model by considering a Dirac field coupled to a vector field in the 5-dimensional AdS space. We also calculate a gravitational or energy-momentum form factor by perturbing the metric from the static AdS solution. We consider both the hard-wall model where the AdS geometry is cutoff at $z_0$ and the soft-wall model where the geometry is smoothly cut off by a background dilaton field.

I. INTRODUCTION

The anti de Sitter space/conformal field theory (AdS/CFT) correspondence [1,2,3] is a conjecture which holds the possibility of obtaining accurate results in the strong coupling limit of gauge theories from classical calculations of gravitationally interacting fields in a higher dimensional space. The original correspondence was between a paricular string theory in 10D and a particular conformal field theory in 4D, namely the large $N_C$ limit of $\mathcal{N} = 4$ super Yang-Mills theory.

A particular implementation motivated by the original AdS/CFT correspondence is the “bottom-up” approach, introduced in [4,5], which is a way of using the AdS/CFT correspondence as motivation for modeling QCD starting from a 5D space. One may think that one has reached the point where the 10D string theory of the original AdS/CFT correspondence has been reduced to a gravitational theory on AdS$_5$, and one then asks what terms should exist in the Lagrangian. The terms are chosen based on simplicity, symmetries, and relevance to the problems one wishes to study.

QCD is not a conformal field theory, so one also needs to break a corresponding symmetry in the AdS space, in order to obtain, for example, discrete hadron masses. Two schemes which have the virtue of being analytically tractable are the hard-wall model, where the AdS space is sharply cutoff and a boundary condition imposed, and the soft-wall model where extra interactions are introduced which have an effect akin to warping the metric and suppressing long distance propagation in the fifth dimension.

Having chosen a Lagrangian and a cutoff scheme, one can study the phenomenological consequences for the 4D correspondent theory, and compare the results to data. Much of the work has focused on the bosonic sector [6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24]. The works include studies of spin-1 vector and axial states, pseudoscalars, and glueballs. Masses, decay constants, and charge radii that can be compared to experimental data agree with experimental data at the roughly 10% level.

Studying fermions with the AdS/CFT correspondence is technically more complicated than studying bosons. Two approaches have been pursued. One approach is to follow upon the bosonic studies, and treat the fermions as Skyrmions within the model [25,26,27]. The other approach is to begin with a theory in the 5D sector that has fundamental fermion fields interacting with an AdS gravitational background [28,29,30,31,32]. One can also consider a hybrid of the two approaches, where one begins with fermions as Skyrmions of a 5D model, and uses the Skyrmion model to obtain parameters and interaction terms of another 5D Lagrangian where the fermion fields appear as explicit degrees of freedom [33,34,35].

We here pursue the AdS/CFT correspondence within a model where the fermion stands as an explicit field in the 5D Lagrangian. We will particularly be interested in obtaining results for the electromagnetic and gravitational form factors. For the electromagnetic form factors, there is already work reported in the literature, particularly for the hard-wall model, and we will quote some results from this material, adding some useful detail. The derivation of the tensor or gravitational form factors is new.

One point in mapping fermion fields from a 5D theory to a 4D theory is that not all components of the fermion spinor are independent. In both theories, for massive fermions, one can obtain the (ill-named) right handed part of the field from the left handed part of the field, or vice-versa. An early 4D discussion of this is in [36]. Thus, as one begins by finding exact solutions for fermions in an AdS background, one can only choose boundary conditions for the independent components, which one can choose to be the left handed ones. The left handed 5D fermions on the boundary are sources for right handed fermionic currents in the 4D theory, and the corresponding left handed fermion currents can either be obtained from these, or can be consistently obtained from the derived right handed fermions in AdS space.

When we study the soft wall model for fermions, the usual procedure of producing a “soft wall” by inserting an interaction with a background dilaton field via an overall exponential factor does not by itself lead to normalizable solutions. (Indeed, it is possible to remove the overall exponential factor in the fermion case by rescaling the field.) We will introduce an additional interaction with the background field by using an analog of a scalar potential, that is, by adding a dilaton interaction to the mass term. The resulting equations describing the interaction with both AdS gravity and the soft-wall potential can be solved exactly in the classical limit, with the normalizable solutions having the feature common to soft-wall models.
that their functional dependence in the extra dimension contains a generalized Laguerre polynomial.

Our presentation will focus on the soft-wall model. It is easy to switch our equations to the hard-wall model just by dropping the soft-wall interaction term and using a suitable boundary condition. We will comment on this and show hard-wall as well as soft-wall results. We will obtain expressions for both electromagnetic and gravitational form factors, and present the result for the nucleon radii as well as for general momentum transfer. We will find that radii obtained from the gravitational momentum form factor is smaller than radii obtained electromagnetically, as is also the case for the meson sector [23, 24].

The model, focusing on the baryonic degrees of freedom, is outlined in Sec. II, and the two-point functions are worked out in Sec. III. The form factors, both electromagnetic, as is also the case for the meson sector, will find that radii obtained from the gravitational momentum form factor is smaller than radii obtained electromagnetically, as is also the case for the meson sector [23, 24].

The model, focusing on the baryonic degrees of freedom, is outlined in Sec. II, and the two-point functions are worked out in Sec. III. The form factors, both electromagnetic, as is also the case for the meson sector, will find that radii obtained from the gravitational momentum form factor is smaller than radii obtained electromagnetically, as is also the case for the meson sector [23, 24].

II. THE MODEL

In a $d$-dimensional field theory, the generating function is given by

$$Z_{CFT}[\Phi^0] = \left\langle \exp \left( i \int d^d x O(x) \Phi^0(x) \right) \right\rangle ,$$

(1)

The precise statement of the AdS/CFT correspondence is that the generating function of a $d$-dimensional CFT is equal to the partition function of a field theory in AdS$_{d+1}$

$$Z_{CFT}[\Phi^0] = e^{i S_{AdS}(\Phi_{cl})} .$$

(2)

On the right hand side of the above equation, $S_{AdS}(\Phi_{cl})$ is the classical action evaluated on the solution of the equation of motion with boundary condition

$$\lim_{z \to 0} \Phi_{cl}(x, z) = z^\Delta \Phi^0(x) .$$

(3)

The constant $\Delta$ depends on the nature of operator $O$.

The metric of $d + 1$-dimensional AdS space is given by

$$ds^2 = g_{MN} dx^M dx^N = \frac{1}{z^2} (\eta_{\mu\nu} dx^\mu dx^\nu - dz^2) ,$$

(4)

where $\eta_{\mu\nu} = \text{diag}(1,-1,-1, \ldots, -1)$, and we will set $d = 4$. The $z$ variable extends from $z = 0$, which is called the UV-boundary, to $\infty$, which is the IR-boundary. In order to simulate confinement, one can use a hard-wall model [33, 34, 35], by cutting off the AdS geometry at $z_0$. The mass spectrum is found to be approximately linear at large mass, $m_n^2 \sim n$. Alternatively, one can use the soft-wall model [33, 13], where the geometry is smoothly cut-off by a background dilaton field $\Phi(z)$. A choice for the dilaton field solution, $\Phi(z) = \kappa^2 z^2$, gives the mass spectrum that is in agreement with Regge trajectory, $m_n^2 \sim n$.

Consider a Dirac field coupled to a vector field in the $d+1$-dimensional AdS space with the following action

$$S_F = \int d^{d+1} x \sqrt{g} e^{-\Phi(z)} \left( \frac{i}{2} \bar{\Psi} e_A^N \Gamma^A D_N \Psi - \frac{i}{2} (D_N \Psi) ^T e_A^N \Gamma^A \Psi - (M + \Phi(z)) \bar{\Psi} \Psi \right) ,$$

(5)

where for the AdS space, $e_A^N = z \delta^N_A$. The Dirac gamma matrices have been defined in such a way that they satisfy anti-commutation relation $\{ \Gamma^A, \Gamma^B \} = 2 i \eta^{AB}$, that is for $d = 4$, we have $\Gamma^A = (\gamma^\mu, -i \gamma^5)$. We implement the soft-wall model by adding $\Psi(z) = \kappa^2 z^2$ to the mass term. Both the Dirac and the vector fields have an $U(2)$ isospin structure. In particular, $V_N = \frac{1}{2} V^R_N + V^L_N$, where $t^a$ is an $SU(2)$ generator normalized by $Tr(t^a t^b) = \delta^{ab}/2$.

The Dirac field satisfies the following equation of motion

$$[i e_A^N \Gamma^A D_N - \frac{i}{2} (\partial_N \Phi) e_A^N \Gamma^A - (M + \Phi(z))] \Psi = 0 .$$

(6)

Evaluating the action on the solution, we obtain

$$S_F[\Psi_{cl}] = \int d^d x \left( -\frac{i}{2} \sqrt{g} e^{-\kappa^2 z^2} \bar{\Psi}(z) \Gamma^2 \Psi \right)^{z_{IR}}_{\epsilon} e^{-\kappa^2 z^2} \left( \Psi_L \Psi_R - \bar{\Psi}_L \Psi_R \right) \left|^{z_{IR}}_{\epsilon} \right. ,$$

(7)

where $\Psi_{R,L} = (1/2)(1 \pm \gamma^5) \Psi$. For hard-wall model the IR boundary is located at finite $z_{IR} = z_0$, while for the soft-wall model the $z$ variable extends to infinity, i.e., $z_{IR} = \infty$. In the case of hard-wall model, the IR boundary term can be removed by requiring that either $\Psi_R(z_{IR}) = 0$ or $\Psi_L(z_{IR}) = 0$.

Following [28, 29, 30], we add extra term in the UV-boundary

$$\frac{1}{2} \int d^d x \sqrt{-g} [\bar{\Psi}_L \Psi_R + \bar{\Psi}_R \Psi_L] \epsilon .$$

(8)

This term preserves the $O(d + 1, 1)$ isometry group of the original action and does not change the equation of motion. The action becomes

$$S_F = \int d^d x \left( \frac{1}{z_{IR}} \bar{\Psi}_L \Psi_R \right) \epsilon .$$

(9)

The Dirac field $\Psi_{R,L}$ in momentum space can be written in terms of a product of $d$-dimensional boundary fields $\Psi^0_{R,L}$ and profile functions or the bulk-to-boundary propagators $f_{R,L}$, i.e., $\Psi_{R,L}(p, z) = z^{2-2d} f_{R,L}(p, z) \Psi^0(p, R)_{R,L}$. where $p$ is the momentum in $d$-dimensions. We choose $\Psi^0(p, R)_{R,L}$ as the independent source.
field which corresponds to the spin-$\frac{3}{2}$ baryon operator $O_R$ in the d-dimensional field theory. Hence, $\Delta$ is chosen such that the equation of motion allows $f_L(p, \varepsilon) = 1$.

The left handed and the right handed components of the spin-$\frac{3}{2}$ field operators in d-dimensional flat space are not independent, since they are related by the Dirac equation. This is realized by the relationship between $\Psi^0_L$ and $\Psi^0_R$, chosen to satisfies $\not{p} \Psi^0_R(p) = p \Psi^0_L(p)$. Ignoring the interaction term with the vector field, the equation of motion for the Dirac field becomes (for $\Phi = \mathbf{v}$),

$$\left( \partial_z - \frac{d/2 + M - \Delta + 2\Phi}{z} \right) f_R = -pf_L,$$

$$\left( \partial_z - \frac{d/2 - M - \Delta}{z} \right) f_L = pf_R,$$

where $p = \sqrt{\not{p}^2}$. In addition to (9) or (10), we have the kinetic term of the vector field

$$S_V = \int d^{d+1}x \ e^{-\Phi} \sqrt{g} \text{Tr} \left( -\frac{F^{\mu\nu}_V}{2g_s} \right),$$

where $F^{\mu\nu}_V = \partial_\mu V_\nu - \partial_\nu V_\mu$. The transverse part of the vector field can be written as $V_\mu(p, z) = V(p, z)\gamma_\mu(p)$. At the UV-boundary, the bulk-to-boundary propagator satisfies $V(p, \varepsilon) = 1$. According to the AdS/CFT dictionary, the $V_\mu(p)$ is the source for the 4D current operator $J^\mu$. The equation of motion in the $z = 0$ gauge is given by

$$\left[ \partial_z \left( \frac{e^{-\Phi}}{z} \partial_z \right) + \frac{e^{-\Phi}}{z} p^2 \right] V(p, z) = 0.$$  

The normalizable mode, is a solution of the above equation with eigenvalue $p^2 = M^2_n$ which corresponds to the mass of the n-th Kaluza Klein mode of vector meson $V^\mu$. For the soft-wall model [13], the mass eigenvalues are $M^2_n = 4\kappa^2(n + 1)$, where $n = 0, 1, \ldots$. For the hard-wall model the mass eigenvalues are $M_n = \gamma_{0,n+1}/z_0$, where $\gamma_{0,n+1}$ is the n + 1-th zeros of the Bessel function $J_0$.

### III. TWO-POINT FUNCTION

#### A. Soft-wall Model

To have $f_L(p, \varepsilon) = 1$ for $\Phi(0) = 0$ and $f_R$ not singular requires $\Delta = \frac{d}{2} - M$. The equation of motions of the profile functions (10), with $\Phi(z) = \kappa^2 z^2$, become

$$\left[ \partial_z^2 - \frac{2(M + \kappa^2 z^2)}{z} \partial_z + \frac{2(M - \kappa^2 z^2)}{z^2} + p^2 \right] f_R = 0,$$

$$\left[ \partial_z^2 - \frac{2(M + \kappa^2 z^2)}{z} \partial_z + p^2 \right] f_L = 0.$$  

The general solution is given by Kummer’s functions of the first and the second kind. Requiring that the profile functions vanish at infinity, we obtain

$$f_L(p, z) = N_L U \left( \frac{p^2}{4\kappa^2}, \frac{1}{2} - M; \xi \right),$$

$$f_R(p, z) = N_R \xi^2 U \left( 1, \frac{p^2}{4\kappa^2}, \frac{3}{2} - M; \xi \right),$$

where $\xi = \kappa^2 z^2$. From the UV-boundary condition we obtain

$$N_L = \frac{\Gamma \left( \alpha - \frac{p^2}{4\kappa^2} \right)}{\Gamma \left( \alpha + 1 \right)},$$

where $\alpha = M + \frac{d}{2}$ and we have $N_R = N_L \frac{2}{\Gamma(\alpha)}$ from Eq. (10).

The normalizable wave function $\psi^{(n)}_{L,R}$ for the n-th Kaluza Klein mode can be obtained from Eq. (13), by requiring that $p^2 = m^2_n$. One find that solutions exist in terms of Laguerre polynomial when $m^2_n = 4\kappa^2(n + \alpha)$

$$\psi^{(n)}_L(z) = n_L L^{\alpha}(n)(\xi),$$

$$\psi^{(n)}_R(z) = n_R \Gamma(n-1)(\xi).$$

Imposing the normalization condition,

$$\int dz \ e^{-\kappa^2 z^2} \frac{\psi^{(n)}_L}{z^{2M}} \frac{\psi^{(m)}_L}{z^{2M}} = \delta_{nm},$$

one obtains the normalization factors,

$$n_L = \frac{1}{\kappa^{\alpha-1}} \left( \frac{\Gamma(\alpha + 1)}{\Gamma(\alpha + n + 1)} \right)^{1/2},$$

$$n_R = n_L \sqrt{\alpha + n},$$

For the right handed wave function $\psi^{(n)}_R$, the normalization factor can be obtained either by using Eq. (10) or by imposing the above normalization condition.

For the time-like region $p^2 > 0$, the profile functions have infinite number of poles which correspond to the tower of infinite Kaluza-Klein mode. To show this, we write the profile functions in different forms utilizing the Kummer transformation [39], p.505),

$$f_L(p, z) = N_L \xi^2 U \left( \alpha - \frac{p^2}{4\kappa^2}, \alpha + 1; \xi \right),$$

$$f_R(p, z) = N_R \xi^2 U \left( 1, \alpha - \frac{p^2}{4\kappa^2}; \alpha; \xi \right).$$

The Kummer function can be written in integral representations,

$$f_L(p, z) = \frac{\xi^a}{\Gamma(\alpha)} \int_0^1 dx \frac{x^a+1}{(1-x)^{\alpha+1}} \exp \left( -\frac{x}{1-x} \xi \right),$$

where $a = -p^2/(4\kappa^2)$. The integrand contains generating function for Laguerre polynomial [39], p.784),

$$\frac{1}{(1-x)^{\alpha+1}} \exp \left( -\frac{x}{1-x} \xi \right) = \sum_{n=0}^{\infty} L_n^{(\alpha)}(\xi) x^n.$$
Performing the integrals, one obtains

$$f_L(p, z) = \frac{4\kappa^2}{\Gamma(\alpha)} \sum_{n=0}^{\infty} \frac{L_n^\alpha(\xi)}{p^2 - 4\kappa^2(n + \alpha)}$$

which show that the mass square of the n-th Kaluza-Klein mode is $4\kappa^2(n + \alpha)$, as expected. Similar expansion for the right handed profile function yields

$$f_R(p, z) = \frac{-2\kappa p \xi^{-\frac{1}{2}}}{\Gamma(\alpha)} \sum_{n=0}^{\infty} \frac{L_n^{\alpha - 1}(\xi)}{p^2 - 4\kappa^2(n + \alpha)}.$$  

Notice that the Laguerre polynomials which appears in the expansion precisely match the normalizable modes. Defining $f_n = 2\kappa/\Gamma(\alpha)n_R = \psi^{(n)}_R(\xi)/\varepsilon^{2M}$, the profile functions become

$$f_L(p, z) = \sum_{n=0}^{\infty} \frac{f_n m_n \psi^{(n)}_I(z)}{p^2 - m_n^2},$$

$$f_R(p, z) = \sum_{n=0}^{\infty} \frac{f_n p \psi^{(n)}_R(z)}{p^2 - m_n^2}.$$

The 5D fermion action $S_F$ can now be written in terms of sum over modes

$$S_F = \int \frac{dp}{(2\pi)^d} \bar{\Psi}_L(p) R(p, \varepsilon) \psi^\dagger_L(p) + \bar{\Psi}_R(p) R(p, \varepsilon) \psi^\dagger_R(p),$$

where $R_R = (1 + \gamma^5)/2$ is the right handed chirality projector. From the AdS/CFT correspondence and the appropriate functional derivatives, we have

$$\int d^dx \psi^\dagger \psi \langle 0 | T \bar{\Omega}R(x) \Omega_R(0) | 0 \rangle = \sum_{n} \frac{f_n^2 P_R \psi^\dagger \psi}{q^2 - m_n^2}.$$  

One may also define the decay constant $f_n$ from $\langle 0 | \bar{\Omega}R(0) | p \rangle = f_n u_R(p)$ and obtain the same result by inserting a set of intermediate states. In order to obtain the complete two-point function $\langle \bar{\Omega} \Omega \rangle$, one also needs the left handed chirality operator $\bar{\Omega}_L$, which can be obtained from the right handed one using $\bar{\Omega}_L(p) = (\psi/p) \bar{\Omega}_R(p)$.

### B. Hard-wall Model

For the hard-wall model $\kappa = 0$, and IR boundary is at $z = z_0$. The mass eigenvalue of the Kaluza Klein mode depends on which propagator vanish at IR boundary. We will set $f_R(z_0) = 0$, such that there is no massless mode. Requiring that $f_L(p, z) = 1$, the solution can be written in terms of Bessel function

$$f_L = \frac{\pi}{\Gamma(\alpha)} \left( \frac{p^2}{2} \right)^\alpha \left( \frac{\alpha - 1(pz_0)}{\alpha - 1(pz)} \right) J_{\alpha}(pz) - Y_{\alpha}(pz),$$

$$f_R = \frac{\pi}{\Gamma(\alpha)} \left( \frac{p^2}{2} \right)^\alpha \left( \frac{\alpha - 1(pz_0)}{\alpha - 1(pz)} \right) J_{\alpha - 1}(pz) - Y_{\alpha - 1}(pz).$$

The normalizable mode, again, setting $p^2 = m_n^2$ on Eq. (13) with Dirichlet boundary condition $\phi_R^{(n)}(z_0) = 0$ and $\phi_L^{(n)}(z_0) = 0$ gives

$$\phi_L^{(n)}(z) = \frac{\sqrt{2} \xi^{\alpha} J_{\alpha}(m_n z)}{z_0 J_{\alpha}(m_n z)},$$

$$\phi_R^{(n)}(z) = \frac{\sqrt{2} \xi^{\alpha} J_{\alpha - 1}(m_n z)}{z_0 J_{\alpha - 1}(m_n z)}.$$  

Both satisfy normalization condition given in Eq. (11). The mass eigenvalue determined by $J_{\alpha - 1}(m_n z_0) = 0$. One can easily see that the location of the pole of the profile function $f_{R,L}(p, z)$, in the time-like region $p^2 > 0$, are precisely at the mass eigenstates $m_n^2$.

As in the soft-wall model, the bulk-to-boundary propagators can be written in terms of sum over normalizable modes given in Eq. (28) and (29), where for the hard-wall model

$$f_n = \frac{\sqrt{2} \xi^{\alpha - 1}}{\Gamma(\alpha) z_0} J_{\alpha}(m_n z_0).$$

### IV. Form Factors

#### A. Electromagnetic Form Factors

For spin-$\frac{1}{2}$ particles, the electromagnetic current matrix element can be written in terms of two independent form factors

$$\langle p_2, s_2 | J^{\mu}(0) | p_1, s_1 \rangle =$$

$$u(p_2, s_2) \left( F_1(Q) \gamma^{\mu} + F_2(Q) \frac{i\sigma^{\mu \nu} q^\nu}{2 m_n} \right) u(p_1, s_1),$$

where $q^2 = p_2 - p_1$ and $Q^2 = -q^2$. In this paper, our interest is on the electromagnetic current operator of nucleons which can be written in terms of isoscalar and isovector currents

$$J_{\mu, n}^{\mu} = \chi_1 \left( \frac{1}{2} J_{S-ij}^{\mu} + J_{I-ij}^{\mu} t^a_{ij} \right),$$

where $\chi = (1, 0)$ for proton, and $\chi = (0, 1)$ for neutron. According to the AdS/CFT dictionary, the 4D isoscalar $J_S^{\mu}$ and isovector $J_I^{\mu}$ current operators correspond to the isoscalar and isovector part of the 5D gauge field respectively. In the simplest model, the profile function of both satisfy Eq. (12).

The isovector matrix element can be extracted from the 3-point function by the following relation

$$\lim_{p_{1,2} \to \xi^2} \frac{1}{m_n(p_1^2 - m_n^2)(p_2^2 - m_n^2)} \int d^4x d^4y$$

$$\times e^{i(p_{x-y} - q_y - p_{1-2})} \langle 0 | T \bar{\Omega}_R(x) \bar{J}_{a}^{\mu}(y) \Omega_R(w) | 0 \rangle$$

$$= \delta^{(4)}(p_2 - p_1 - q).$$
and analogously for the isoscalar current.

Relevant term in the action (3) which contribute to the 3-point function is given by

$$S_F = \int d^3x \sqrt{g} e^{-\phi} \bar{\Psi} e^M \Gamma^A V^A \Psi.$$  \hspace{1cm} (38)

However the above term only provides the $F_1$ form factor. Hence, we should add the following gauge invariant term to the action

$$\eta_{ISV} \int d^3x \sqrt{g} e^{-\phi} \frac{1}{2} \bar{\Psi} e^M \Gamma^A e^N \left[ \Gamma^A, \Gamma^B \right] F_{MN} \Psi.$$  \hspace{1cm} (39)

We shall use different parameters: $\eta_S$ for the isoscalar component and $\eta_V$ for the isovector component of the vector field. They are fixed by the experimental values of the proton and the neutron magnetic moments.

Defining invariant functions

$$C_1(Q) = \int dz e^{-\phi} \frac{V(Q,z)}{2z^2 M} \left( \psi_L^2(z) + \psi_R^2(z) \right),$$  \hspace{1cm} (40)

$$C_2(Q) = \int dz e^{-\phi} \frac{\partial_z V(Q,z)}{2z^2 M - 1} \left( \psi_L^2(z) - \psi_R^2(z) \right),$$  \hspace{1cm} (41)

$$C_3(Q) = \int dz e^{-\phi} \frac{2m_n V(Q,z)}{z^2 M - 1} \psi_L(z) \psi_R(z),$$  \hspace{1cm} (42)

where $Q^2 = -q^2 > 0$, we obtain the electromagnetic form factors for the proton

$$F_1^{(P)}(Q) = C_1(Q) + \eta_P C_2(Q),$$
$$F_2^{(P)}(Q) = \eta_P C_3(Q).$$

For the neutron, the $F_1$ and the $F_2$ form factors are solely come from $\eta_S$. We have

$$F_1^{(N)}(Q) = \eta_N C_2(Q),$$
$$F_2^{(N)}(Q) = \eta_N C_3(Q),$$

with parameters $\eta_P$ and $\eta_N$ are defined by $\eta_{P,N} = (\eta_V \pm \eta_S)/2$.

In the soft-wall model, the bulk-to-boundary propagator of the vector field is given by

$$V(Q,z) = \Gamma(1 + a) U(a, 0; \xi)$$
$$= a \int_0^1 dx x^{a-1} \exp \left( -\frac{x}{1-x} \xi \right).$$  \hspace{1cm} (47)

where again $a = Q^2/(4\kappa^2)$. Integral in Eq.$(40,42)$ can be evaluated analytically. For the lowest state $n = 0$, we obtain

$$C_1(Q) = \frac{\frac{1}{2} \left( 2 + \frac{a}{\alpha + 1} \right)}{(\frac{a}{\alpha+1} + 1)(\frac{a}{\alpha+2} + 1)(a + 1)},$$  \hspace{1cm} (48)

$$C_2(Q) = -\frac{-a(1 - a)(\alpha + 2)^{-1}(\alpha + 1)^{-1}}{\left[ (\frac{a}{\alpha+2} + 1)(a + 1) \right]},$$  \hspace{1cm} (49)

$$C_3(Q) = \frac{4a}{(\frac{a}{\alpha+1} + 1)(\frac{a}{\alpha+2} + 1)(a + 1)}.$$  \hspace{1cm} (50)

One can check that $F_1^{(P)}(0) = 1$ and $F_1^{(N)}(0) = 0$.

In the limit of large momentum transverse, the electromagnetic form factors for the proton becomes

$$F_1^{(P)}(Q) = \frac{a(2\kappa)^2}{2Q^{2\alpha}} (1 + 2\eta_P \alpha),$$
$$F_2^{(P)}(Q) = \frac{4a(a + 1)! (2\kappa)^{2a+2}}{Q^{2\alpha+2}}.$$  \hspace{1cm} (51)

Hence, $M = \frac{4}{\alpha}$ which corresponds to $\alpha = 2$ gives the correct large momentum scaling. The constant $\kappa$, was simultaneously fixed to the proton’s and the $\rho$-meson’s mass. The best fit, given by $\kappa = 0.350$ GeV, gives the proton’s mass 0.990 GeV and $\rho$-meson’s mass 0.700 GeV.

Parameters $\eta_P$ and $\eta_N$ can be determined by matching the value of $F_2(0)$ with the experimental data: 1.793 for proton and -1.913 for neutron. One obtain, for $\alpha = 2,$
\( \eta_P = 0.224 \) and \( \eta_N = -0.239 \).

The charge radius for the proton is defined by
\[
\langle r_C^2 \rangle_p = -\frac{6}{G_E(0)} \frac{dG_E(0)}{dQ^2},
\]
(53)

where \( G_E(Q) = F_1(Q) - Q^2F_2(Q)/(4m_p^2) \). One obtains
\[
\langle r_C^2 \rangle_p = \frac{5}{2\kappa^2} + \eta_P + \frac{6F_2^{(p)}(0)}{4m_p^2} = (0.961 \text{ fm})^2,
\]
(54)

which, in terms of rms-radius, is about 10 percent larger than the experimental result \( \langle r_C \rangle = (0.877 \text{ fm}) \).

For the neutron, the charge radius is defined by
\[
\langle r_C^2 \rangle_n = -\frac{6}{G_E(0)} \frac{dG_E(0)}{dQ^2}.
\]
(55)

One obtains
\[
\langle r_C^2 \rangle_n = \frac{\eta_N}{8\kappa^2} + \frac{6F_2^{(N)}(0)}{4m_p^2} = (-0.136 \text{ fm}^2),
\]
(56)

which is an acceptably well result compared to the experiment \( \langle r_C^2 \rangle_n = (-0.112 \text{ fm}^2) \).

For the hard-wall model, the bulk-to-boundary propagator is given by \([14]\)
\[
V(Q,z) = Qz \left( \frac{K_0(Qz_0)}{I_0(Qz_0)} I_1(Qz) + K_1(Qz) \right).
\]
(57)

The parameter \( z_0 \) determines both the mass of the nucleon and \( \rho \)-meson. We set \( z_0 = (0.245 \text{ GeV})^{-1} \), which fits the measured proton’s mass.

In the large \( Q^2 \) region, \( V(Q,z) \to QzK_1(Qz) \), which behaves like exponential. It has significant support near \( z = 0 \) only. Therefore, one can replace \( \phi_0^2(z) \pm \phi_1^2(z) \) by its approximate form near \( \varepsilon \), that is, \( \pm f_n^2 z^{4\alpha-2} \). One obtains
\[
C_1(Q) = \frac{f_n^2}{2Q^{2\alpha}} \int_0^\infty dw w^{2\alpha} K_1(w),
\]
(58)
\[
C_2(Q) = \frac{f_n^2}{2Q^{2\alpha}} \int_0^\infty dw w^{2\alpha+1} K_0(w),
\]
(59)
\[
C_3(Q) = \frac{2m_n^2 f_n^2}{\alpha Q^{2\alpha+2}} \int_0^\infty dw w^{2\alpha+2} K_1(w),
\]
(60)

where the integral can be solved analytically to obtain
\[
C_1(Q) = 2^{\alpha-2}(\alpha-1)! f_n^2 \frac{Q^{2\alpha}}{Q^{2\alpha}},
\]
(61)
\[
C_2(Q) = 2^{\alpha-1}(\alpha-1)^2 f_n^2 \frac{Q^{2\alpha}}{Q^{2\alpha}},
\]
(62)
\[
C_3(Q) = 2^{\alpha+2}(\alpha-1)! (\alpha+1)! m_n^2 f_n^2 \frac{Q^{2\alpha}}{Q^{2\alpha+2}}.
\]
(63)

Just as in the soft-wall model, the \( F_1 \) form factor falls off correctly like \( Q^{-4} \), when \( \alpha = 2 \). Fixing the \( F_2^{(p)}(0) \)
to the experimental value 1.793, one obtains \( \eta_P = 0.448 \).

Hence, for the proton
\[
F_1^{(p)}(Q) = \frac{3.64}{Q^4}, \quad F_2^{(p)}(Q) = \frac{12.37}{Q^6}.
\]
(64)

For the neutron, fixing \( F_2^{(N)}(0) \) to the experimental value \(-1.913 \), we have \( \eta_N = -0.478 \).

In the limit where \( Q^2 \to 0 \), the bulk-to-boundary propagator of the vector field can be expanded as
\[
V(Q,z) = 1 - \frac{Q^2z^2}{4} \left( 1 - 2 \ln \left( \frac{z}{z_0} \right) \right),
\]
(65)

hence, in this limit,
\[
\partial_z V(Q,z) = Q^2z \ln \left( \frac{z}{z_0} \right).
\]
(66)
Substituting Eq. (65) and Eq. (66) to Eq. (6) and taking the derivative with respect to $Q^2$, we obtain the Dirac radius for the proton $(r_1^2)_p = (0.843 \text{ fm})^2$, which corresponds to the charge radius $(r_0^2)_p = (0.910 \text{ fm})^2$. For the neutron, we obtain $(r_0^2)_n = (−0.125 \text{ fm})^2$. These calculated charge radius are in better agreement with experimental results compared to the soft-wall model.

In Fig. 1 we show plots of $G_E$ and $G_M$ form factors using AdS/QCD model and compare it with empirical fit given in [43]. Figure 2 shows the corresponding plots for the neutron with the empirical fit given in [44].

B. Gravitational Form Factors

The most general structure of stress tensor matrix element for spin-$1\over2$ particles can be written in terms of three form factors

$$\left< \left< p_2, s_2|T^{\mu\nu}(0)|p_1, s_1 \right> \right> = u(p_2, s_2) \left( A(Q)\gamma^{(\mu}p^{\nu)} + B(Q)\frac{ip^{(\mu}\sigma
}{2m_n} q^\sigma + C(Q)\frac{q^\mu q^\nu - q^2\eta^{\mu\nu}}{m} \right) u(p_1, s_1),$$

where $p = (p_1 + p_2)/2$. This matrix element can be extracted from the following 3-point function

$$\left< \left< 0|\mathcal{T}O^i_R(x)T^{\mu\nu}(y)\mathcal{T}^j_R(w)|0 \right> \right> .$$

Stress tensor operator in 4D strongly coupled theory correspond to the metric perturbation in the bulk.

Consider a gravity-dilaton-tachyon action [40, 41], in addition to (5). The metric is perturb from its static solution according to $\eta_{\mu\nu} \rightarrow \eta_{\mu\nu} + h_{\mu\nu}$. The action in the second order perturbation becomes

$$S_{GR} = -\int d^5x \frac{e^{-2\kappa z^2}}{4z^3} (h_{\mu\nu,z}h_{\mu\nu,z} + h_{\mu\nu}\Box h_{\mu\nu}) \tag{69}$$

where the transverse-traceless gauge conditions, $\partial^\mu h_{\mu\nu} = 0$, and $h_{\mu\alpha} = 0$, have been imposed. The profile function of the metric perturbation satisfies the following linearized Einstein equation

$$\left[ \partial_z \left( \frac{e^{-2\kappa z^2}}{z^3} \partial_z \right) + \frac{e^{-2\kappa z^2}}{z^3} p^2 \right] h(p, z) = 0, \tag{70}$$

For the soft-wall model, the non-normalizable solution is given by

$$H(Q, z) = \Gamma(a' + 2)U(a', −1; 2\xi),$$

$$= a'(a' + 1) \int_0^1 dx x^{a'-1}(1-x) \exp \left( \frac{-2\xi}{1-x} \right), \tag{71}$$

where $H(Q, z) = h(q^2 = Q^2, z)$ and $a' = a/2$. It satisfies $H(p, \varepsilon) = 1$ and vanishes at infinity. For the hard-wall model, imposing Neumann boundary condition $\partial_z H(p, z_0) = 0$, we have [23]

$$H(Q, z) = \frac{(Qz)^2}{2} \left( \frac{K_1(Qz_0)}{I_1(Qz_0)} I_2(Qz) + K_2(Qz) \right). \tag{72}$$

In order to calculate [43], we will need terms in the 5D action in the form of $h\bar{\Psi}\Psi$. The vielbeins are modified according to $e^{\mu\alpha} \rightarrow e^{\mu\alpha} - z h_{\alpha}^\mu/2$. In the transverse-traceless gauge, the determinant of the metric is unchanged from the static solution. It can be shown that the following factor in the 5D action [45] is unchanged under perturbation

$$\frac{1}{8} e^{M\Gamma C\Gamma C^M} \omega_{MAB}[\Gamma^A, \Gamma^B]. \tag{73}$$

Hence, remaining terms in the 5D action [5] relevant in calculating [43] are

$$S_F^{(G)} = \int d^5x \frac{e^{-2\kappa z^2}}{z^3} \left( \frac{-izh_{\mu\nu}}{4} \right) \left( \bar{\Psi}^\mu\partial^\nu\Psi \right). \tag{74}$$

Fourier transforming the fields

$$S_F^{(G)} = \int \frac{dz}{z^{2M}} e^{-\kappa z^2} \int \frac{dp_2 dp_1 dp_4 dp_3}{(2\pi)^{12}} \times (2\pi)^4 \delta(p_2 - q - p_1) \bar{\Psi}^0_L(p_2) h_{\mu\nu}^0(q) H(q, z) \times \frac{-1}{2} \left( f_L(p_2, z) f_L(p_1, z) \gamma^\mu p^\nu \right. \left. + f_R(p_2, z) f_R(p_1, z) \gamma^\mu p^\nu \bar{\Psi}^\mu \right) \Psi_L(p_1), \tag{75}$$

FIG. 3: The red dashed line is the gravitational form factor from the soft-wall model, while the solid blue line is the corresponding form factor from the integral of a GPD model [42], and the purple dot-dash line is for the hard-wall model.
where $H(Q, z)$ is the bulk-to-boundary propagator defined by $h_{\mu\nu}(q, z) = H(q, z)h^0_{\mu\nu}(q)$ and $h^0_{\mu\nu}(q)$ acts as a source for the 4D stress tensor operator.

Lorentz structure of Eq. (75) shows that only $A$ form factor present. We obtain

$$A(Q) = \int dz \frac{e^{-k^2z^2}}{2z^{2i\pi}} H(Q, z) \left( \psi^2_L(z) + \psi^2_R(z) \right). \quad (76)$$

For the soft-wall model, an analytical solution can be obtained. In particular, for $n = 0$

$$A(Q^2) = (a' + 1) \left[ - (1 + a' + 2a^2) + 2 \left( 1 + 2a^2 \right) \Phi(-1, 1, a') \right], \quad (77)$$

where $\Phi(-1, 1, a')$ is the LerchPhi function. Results are shown graphically in Fig. 3 for both the hard-wall and soft-wall models, and compared to results obtained by integrating a model for the nucleon GPDs [42].

The corresponding gravitational radius is

$$\langle r^2_G \rangle = -\frac{6}{A(0)} \frac{dA(0)}{dQ^2} = \frac{3\ln(2)}{2k^2} = (0.575 \text{ fm})^2, \quad (78)$$

which is slightly smaller than the gravitational radius obtained from the second moment integral of the modified Regge GPD model, i.e., 0.608 fm, and notably smaller than the proton charge radius.

V. SUMMARY

We have studied baryon form factors using the AdS/QCD correspondence, and have modeled the baryons using fundamental fermions in the extra dimensional theory. We have given results for both the soft-wall and hard-wall models for both electromagnetic form factors and for the gravitational form factor $A(Q^2)$, the momentum form factor.

The soft-wall model has extra interactions whose effect is to effectively cut off propagation as one gets deeply into the extra dimension. Originally, the soft-wall exponential modifications were simply inserted in order to obtain an excited hadron spectrum more in accord with observation, but it has been shown how to obtain the exponential factors in a dynamical model including kinetic terms and a scalar potential for explicit dilaton and tachyon degrees of freedom. We have followed the latter implementation here, noting that it leads to different numerical coefficients in the argument of the exponential for the vector and graviton sectors. For the baryon sector, we implemented the soft-wall model by including also a harmonic oscillator-like scalar potential added to the mass term.

In the bottom-up approach to modeling QCD via 5D theories and the AdS/CFT correspondence, the terms in the 5D Lagrangian are chosen based on simplicity, symmetries, and relevance to the quantities under study. However, the most simple vector-fermion interaction yields only a Dirac form factor, so a Pauli term must be introduced in the 5D action. This means that the overall normalization of the $F_2$ form factors is not determined ab initio, but the shape of the form factors is fixed.

Our results for the form factors were presented both algebraically and graphically over some $Q^2$ range, with the radii corresponding to each form factor given explicitly. In all cases, radii measured from gravitational form factors are smaller that radii measured from electromagnetic form factors. This accords with similar observations from lattice gauge theory [42], and one may attribute it to the fact that higher momentum fraction matter, quarks or gluons, is more heavily weighted in the momentum sum rule, and high momentum fraction partons tend to have a narrower transverse size distribution.
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