Compressed Driving Cycles Using Markov Chains for Vehicle Powertrain Design
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Abstract: In recent years, topics of digitalisation, urbanisation and sustainability are shaping future developments in the automotive industry and pose new challenges to the individual areas of vehicle development. In the design and simulation of multiple components in the vehicle, especially in powertrain, generically generated driving cycles play an important role since they reflect representative user behavior. Nowadays, driving cycles are mainly associated with the worldwide fuel consumption and emission tests, but they are nevertheless used in many fields of vehicle development. A design based on the currently used consumption and emission cycles proves to be unsuitable, especially for electric vehicles. This is reflected in the current discussion about the large discrepancy between the driving ranges achieved when using emission cycles and those under real driving conditions. In order to minimize the energy consumption of a vehicle, the main requirement is a good efficiency of the electric machine. Here, not the maximum efficiency of the machine is decisive, but the averaged overall system efficiency during real driving behavior. The electric machine must therefore be designed for the driving cycle. To optimize the use of electric machines in the future, the actual power requirements of future vehicle models must first be determined. In the course of this paper, a compressed vehicle class specific driving cycle will be created based on real driving data using Markov chains, which can be used for powertrain dimensioning.
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1. Introduction

The anticipation of user behavior enables a performance related design of the entire powertrain. Driving cycles that are intended to represent customer behavior regarding powertrain usage are one possibility. The major difficulty here is to represent customer behavior through driving cycles based on a wide variety of driving conditions [1]. Current conventional driving cycles, such as the Worldwide Harmonized Light-Duty Vehicle Test Cycle (WLTC), are used for type approval and to determine fuel consumption and exhaust emissions [2]. However, there are no specific driving cycles for the design and dimensioning of individual powertrain components. The WLTC is not a satisfactory solution for this, since driver characteristics and driving preferences are not taken into account [3] (p. 24). However, this consideration is of great importance, for example, when designing a small car in direct comparison to a sports car. Although a distinction is made between three different vehicle classes for the use of the WLTC, if one takes into account that almost all vehicles sold in the EU fall into just one of these classes, it is not possible to speak of a differentiated consideration [4].

The knowledge that the WLTC does not represent driving behaviour in Germany and throughout Europe realistically clearly underestimates consumption values and thus does not place appropriate demands on a vehicle [5], and shows the necessity of new realistic driving cycles for the design and
dimensioning of future powertrains in research environment. Therefore, different methods for the design of driving cycles are presented in this paper. Subsequently, a new methodology is shown which makes it possible to generate vehicle class-specific driving cycles by a parametric cycle construction approach that reflect the real vehicle usage and can be used for the dimensioning of powertrain components for future vehicle concepts.

2. State of the Art/Conventional Driving Cycles: Methodologies and Qualification

The basic objective in the development of driving cycles is to reproduce customer driving behavior with regard to the vehicle use. Influencing factors such as traffic conditions and different driving characteristics make this task difficult [1]. Many current methods for driving cycle design shown below were developed with the aim of determining local emissions more precisely [6,7].

2.1. Methods for Cycle Design Based on General Driving Segments

The microtrips-based methodology divides a driving profile into so-called microtrips and was presented by AUSTIN et al. in 1993 [7]. A microtrip is defined as the journey between two stops with an initial idle phase [7] (p. 113). Each of these microtrips is characterized by different parameters, such as the speed acceleration frequency distribution (SAFD). The cycle is then constructed by concatenating these microtrips. In doing so, as many microtrips of the duration $t_{\text{trip}}$ are concatenated until the desired cycle time $t_{\text{cycle}}$ is reached. AUSTIN suggests three methods for concatenating the microtrips [7] (p. 116). In addition to the random selection of a microtrip from the available pool of trips (Random), that microtrip can also be combined so that the target values of the driving cycle, such as the Watson plot, are reached as well as possible (Best Incremental). A hybrid approach combines the two methods for chaining microtrips [7] (p. 117). From the set of driving cycle candidates generated, the one whose distribution of acceleration and speed is most similar to that of the real driving data set is selected [7] (p. 116).

A similar procedure is presented in the segment-based method [8] (p. 197). In contrast to the subdivision into microtrips, the driving data is divided into driving segments which are characterized by different road types, traffic conditions or speeds [9] (p. 2). The speed at the beginning and end of a driving segment is therefore not necessarily zero. This must be taken into account when linking these segments.

The procedure of cycle construction based on pattern classification is also derived from the Microtrip-based method. The methodology was developed by ANDRÉ for the construction of the ARTEMIS cycles, which are used for the more precise determination of the emission [10]. The segmentation of the driving data is done using two components. First, a description of the current driving condition is derived from the driving data. Then, a description of the vehicle usage is extracted. ANDRÉ uses the speed profile to describe the driving condition. For this purpose, a real trip is divided into kinematic segments of homogeneous size. Based on different characteristics, these segments can be classified into 12 driving conditions. Each recorded trip is thus described by segments of these driving conditions. On a macroscopic level, a distinction is made between urban, rural and motorway driving [10]. The aim of the following cycle construction is to simulate the different driving areas with regard to their structure and chronology of driving conditions. A driving cycle for a driving area is generally composed of representative segments of the respective driving conditions. For this purpose, ANDRÉ defines a pattern and a structure for cycle construction of each area. This structure includes the driving conditions that occur and the relative proportions of the segments of these conditions. Furthermore, the sequence of driving conditions is derived from the observed probabilities of the respective driving area and anchored in the structure. The structure thus provides the framework and, together with the driving segments, produces a representative cycle.
2.2. State-Based Design of Driving Cycles

The procedures shown so far are based on the method shown by AUSTIN. LIN and NIEMEIER are presenting a procedure that is detached from this procedure, also with the aim of a real driving cycle for determining emissions [6]. The underlying assumption of this method, that the speed at timestep \( t_i \) depends on the speed at timestep \( t_{i-1} \) with variable timestep size, allows the mapping of a driving cycle using a Markov process [6].

Markov chains model random processes in which the state transitions occur with given probabilities independent of the previous history [11] (p. 219). Mathematically, a Markov chain is defined as follows [12] (p. 100):

\[
P(X_{n+1} = s_j | X_n = s_i, X_{n-1} = s_{i-1}, \ldots) = P(X_{n+1} = s_j | X_n = s_i) = P_{ij}
\]

The entries of the so-called transition matrix \( P \) represent the transition probabilities. \( P_{ij} \) represents the probability of being in state \( s_j \) at time \( t_{n+1} \), given that one is in state \( s_i \) at time \( t_n \). More precisely, this is a 1st order Markov chain, where the next state depends only on the current state. A 2nd order Markov chain considers the last two states to select the next state.

When modelling a driving cycle with a Markov chain, the driving profiles of a real data set are therefore divided into driving states. The construction is then also carried out in four steps (Figure 1) [6]. After subdividing the speed profiles into driving states and classifying them into state classes, the transition probabilities are calculated in the second step based on the state transitions found [6]. In the third step, the construction of cycle candidates is carried out by a Markov chain with the previously calculated transition matrix. The final step corresponds to the procedures shown in above (Figure 1).

![Figure 1. Modelling a driving cycle with a Markov chain [6].](image-url)

LIN and NIEMEIER use the acceleration profile for data segmentation in the first step. With a maximum likelihood estimation (MLE) approach, the velocity-time curve is divided into small physically meaningful sequences. The driving sequences are classified by applying the MLE approach again. The exact procedure can be found in [6]. Each class characterizes a driving state.
and thus also represents a possible state of the Markov process. According to LIN and NIEMEIER the concatenation of these states or the driving sequences of a state is done by assuming a 1st order Markov chain. For this purpose, the transition matrix is calculated using the identified states in a given data set [6].

\[
P_{ij} = \frac{n_{ij}}{\sum_k n_{ik}}
\]  

(2)

The transition probability \( P_{ij} \) is then calculated as the quotient of the number \( n_{ij} \) of detected state transitions from state \( s_i \) to \( s_j \) and the number \( n_{ik} \) of all state transitions starting from state \( s_i \).

If the travel data are segmented into states and the transition matrix is known, the cycle construction is carried out in four steps [6]. A start sequence with a duration of 120 s is selected so that the distribution of speed and acceleration of this sequence corresponds well with that of the entire data set. Based on the transition matrix, the next state is determined. For this purpose, LIN and NIEMEIER use a random generator weighted with the transition probabilities. In the third step, the most suitable segment from this state class is then selected. These steps are repeated until the desired cycle time is reached [6].

DAI, EISINGER and NIEMEIER extend this cycle construction methodology with a new segmentation methodology. In contrast to the state determination by MLE, the state’s acceleration, deceleration, cruising and idling are fixed as such [9]. The allocation of the movement points to one of the states is then carried out using four fixed parameters. An acceleration state is defined as a single moving point with an acceleration greater than \( a_t \) and an increase in speed of at least \( v \) over the duration \( t \). A braking state is defined in the same way. The remaining driving points are classified as oscillating or idling states. For the optimal determination of the classification scheme \((a, a_t, v, t)\) different targets are classified in a comprehensive evaluation parameter. The values determined by DAI, EISINGER and NIEMEIER can be taken from [9]. A driving profile segmented according to this methodology is shown in the Figure 2 below.

![Figure 2. Example of trip segmentation result by [9].](image)

The construction of cycle candidates is also based on a 1st order Markov chain, but in a modified way. First, driving segments are formed from the different states in a separate Markov chain. The length of such a driving sequence is derived from the real driving data. A cycle candidate then consists of one or more such driving segments. The exact procedure can be taken from [9].

SCHWARZER and GHORBANI [13] show a methodology that also works with driving states, but is undefined with respect to the real driving data. The methodology was developed for the design of driving cycles for powertrain optimization. It is not necessary to have a database with recorded trips or trip sections that are combined to a cycle. Instead, the key parameters of a driving cycle can be described stochastically. The Driving Cycle Generation Tool (DCGT) is based on a nested modularity concept [13]. A driving cycle consists of several driving scenarios, which belong to one of
the five categories stop and go, urban traffic, mixed traffic, interurban traffic, and highway driving. Each driving scenario is further composed of driving pulses, which are equivalent to a microtrip to AUSTIN. However, here a driving pulse is built up parametrically by the four known driving states acceleration, deceleration, cruising, and idling. After an initial acceleration phase, a cruising section follows. Afterwards the vehicle is decelerated to a standstill (Figure 3). The modelled driving pulse ends with an idling sequence [13].

For the acceleration and braking sequence of a driving pulse, SCHWARZER and GHORBANI assume a linear course. The acceleration phase ends as soon as the cruising speed is reached. The braking phase also ends as soon as the vehicle is at a standstill. The modelling of a cruising sequence takes place within the DCGT by superimposed sine waves of different frequencies, which imply different driving conditions. The exact modelling can be found in [13]. The parameters required to calculate these driving pulse segments, such as the constant acceleration value for the acceleration segment, are represented by probability functions. These functions can be derived from real driving data or they can be freely defined [13]. In this way, driving pulses can also be generated which have not already been driven in real traffic. Increased vehicle loads can thus be synthetically specified. This makes the approach shown useful for stochastic optimization of powertrain components [13].

2.3. Limitations of the Previous Methodology

For the design of dimensioning-relevant driving cycles, a driving cycle must also be able to cause high vehicle loads, matched to the corresponding vehicle class. Criteria are derived from the set target image, which must be fulfilled by a cycle design methodology. A robust data segmentation, especially for different driving styles and vehicles, is an important requirement. A fully parametric cycle design is the central requirement. In order to be able to generate vehicle class-specific driving cycles, cycle characteristics such as maximum acceleration or maximum speed must be limited during driving cycle construction. A targeted intervention in the cycle design must be made possible here. Furthermore, it is assumed that the method enables a robust implementation and, as a result, maps a real driving behavior, which is relevant for powertrain dimensioning and at least allows the consideration of different vehicle classes. Based on these criteria, the methods shown for driving cycle design are generally judged to be unsuitable (Figure 4).
The velocity \( v(i+1) \) of a next time \( t(i+1) \) is then calculated from the acceleration \( a_i \) and the velocity \( v_i \) of the state-based approach is excluded here. The state-based method chains real driving segments to a driving cycle, analogous to the methods already mentioned. Furthermore, the segmentation of driving profiles into sequences of different states is not robust here. This is not critical if real sequences are linked together, but it is critical if characteristic values are to be derived from the segmented driving profiles for each driving state (details are shown below).

Only the method shown by SCHWARZER and GHORBANI is based on a parametric cycle construction [13]. The most important requirement is fulfilled here. However, due to its synthetic character, it does not reflect real driving behavior. Acceleration and braking processes are depicted in a highly simplified way and numerous driving situations of a real drive, such as transition areas from city to country driving, are not considered.

Therefore, in the following, a method is presented which is state based in its core, but has a robust data segmentation and allows a complete parameterization of the driving cycle design. In addition, a single Markov chain for the construction of a complete driving cycle is used here, which can map all driving areas and their transitions.

3. Enhanced Modal Cycle Construction (EMCC)

The construction of a driving cycle based on real driving data is implemented in four steps [6]. In the first step, the driving data are divided into sections. These driving segments can be characterized by different parameters, such as average speed or maximum speed. In the second step, a statistical analysis or a cluster procedure divides the driving sequences into classes based on their characterizing parameters. The construction of so-called cycle candidates takes place in the third step by concatenating these driving sequences. In the fourth step, a representative driving cycle is selected from the set of driving cycles using defined criteria.
3.1. Steps of Enhancement

For the calculation of a parametric driving profile the acceleration $a_i$ is required at any time $t_i$. The velocity $v_{i+1}$ of a next time $t_{i+1}$ is then calculated from the acceleration $a_i$ and the velocity $v_i$ of the past time. The calculation of a driving profile is therefore carried out iteratively for any points in time $t_i$, $i = 0 \ldots n$

$$v_{i+1} = a_i(t_{i+1} - t_i) + v_i \quad (3)$$

One way to determine the acceleration at any point in time is to define each point in a driving profile as a separate state (see Fries et al. [14]). The following figure shows an exemplary division into the four driving states of acceleration, deceleration, cruising and idling.

Figure 5 clearly shows that a high-order Markov chain is necessary if each point in time is considered a separate state. Whether acceleration occurs in the next time step depends not only on the current point in time, but also on numerous points in time before and within the current driving range (city, interurban, highway). The definition of each time point as a separate driving state therefore shows clear disadvantages. A high-order Markov chain is complex to implement. In addition, a separate Markov chain has to be constructed for the three areas of city, rural and highway driving, since the transition probabilities from area to area will differ due to significantly different speed limits. The state-based method of LIN and NIEMEIER has shown that with a variable duration of the individual states, the assumption of a 1st order Markov chain can be made [6]. A 1st order Markov chain is also preferred in this approach.

![Figure 5. Exemplary state assignment to a driving sequence.](image)

How can it be justified that the probability, given that the current driving state is a state of acceleration, of assuming a cruising state as the next state depends only on this current state, without knowing whether the journey is in city traffic or on the highway and how long the current state lasts?

An approach based on state refinement is shown, providing a method for fully parametric driving cycle construction through a 1st order Markov chain based on a heterogeneous data set. The following figure shows two acceleration sequences, the speed increases from time to time. However, there is a significant difference between the two sequences (Figure 6).
The probability that a sequence of the left type will be followed by another acceleration state will be significantly higher than after the right sequence. With high probability a cruising or braking state will follow the sequence shown in the right graph. This statement is also independent of whether one of these acceleration states occurs during the simulation of a city or a rural trip. In this step lies the solution to the challenge that was worked out before. For the first time, it is now possible to model an entire driving cycle, covering city, rural and highway traffic, using a single 1st order Markov chain.

The basic assumption of the method shown here is therefore that the driving states macroscopically identified as acceleration and braking states can be further subdivided into sub-states. The following figure shows this subdivision for a global acceleration sequence (Figure 7).

Characterized by the acceleration value, a division into three sub-states, increasing \((s_1)\), uniform \((s_2)\) and decreasing acceleration \((s_3)\), can be made:

\[
\begin{align*}
    s_1 : & \quad a(t_{i+1}) > a(t_i) \\
    s_2 : & \quad a(t_{i+1}) \approx a(t_i) \\
    s_3 : & \quad a(t_{i+1}) < a(t_i)
\end{align*}
\]

In the same form, a macroscopic deceleration state can be divided into three sub-states, increasing, uniform and decreasing deceleration.
3.2. Steps of Cycle Construction

The core idea of the methodology shown was explained in the previous section. With this knowledge, the cycle design is carried out in the familiar four steps (Figure 8).

![Figure 8. Steps of driving cycle construction.](image)

Starting point are the driving profiles of a heterogeneous data set. In the first step, the segmentation into the four global driving states acceleration, deceleration, oscillation and idling takes place. The data analysis in the second step comprises the state refinement and serves to derive characteristic values for each driving state. The results here are, on the one hand, the completely segmented driving profiles, as well as so-called relevant matrices that characterize a driving state. For each driving state $S_1$ to $S_{12}$, the relevant matrices contain the characteristic values required for the parametric calculation of a driving segment of the corresponding state. More details are shown below. In the third step, the transition matrix can be calculated with this, before a driving cycle is parametrically calculated in the final fourth step.

3.2.1. Used Database

The presented method is shown based on a real driving data record according to the framework shown by Wittmann et al. [15]. Here, an existing database is used, which has been entered with different vehicles, from small cars to luxury class, in different contexts. The journeys were recorded with the internal sensors of smartphones at a sample rate of 1 Hz. The recorded velocity profile is used for calculation of the acceleration profile by a Euler forward approach. All journeys were carried out in Germany, Switzerland and Italy. The consideration of journeys with maximum speeds above 200 km/h represents a first difference to current driving cycles. A heterogeneous data set with city, rural and highway trips is available, whereby in a recorded trip all or even one of these areas may be prominent. An exact subdivision into these areas cannot be made due to the lack of data. Therefore, the transferability of the method is given for all data sets. The majority of the vehicles use a conventional drive (ICEV). The reason for this is the use of mainly private vehicles to record journeys with a smartphone. There is a heterogeneous data set with city, rural and motorway trips, whereby in a recorded trip all or even only one of these areas may stand out. An exact subdivision into these areas cannot be made due to the lack of data knowledge. A total of 3950 km of journey data with a total time duration of 66 h is available.
3.2.2. Data Segmentation

For the EMCC methodology, a new two-stage segmentation approach is shown, which in the first stage prescribes concrete characteristic values for all global driving states. Initially, it is not required that a driving point can only be assigned to exactly one of the four global driving states: acceleration, deceleration, oscillation, and idling. Note that oscillation in a speed window is composed of acceleration and deceleration. The unambiguousness, which is absolutely necessary to derive the transition matrix, is achieved by the second segmentation stage in a logic.

**Step 1: Pre-Segmentation**

First, the criteria to be met for each driving condition are set. A driving sequence is identified as an acceleration sequence if for at least 3 s the acceleration in each individual driving point is greater than \( a_i \geq 0.01 \text{ m/s}^2 \) and the sum of the acceleration values in the driving points is greater than \( a_{\text{sum}} \geq 0.1 \text{ m/s}^2 \). A deceleration sequence is defined in an analogous manner. A travel sequence is a deceleration sequence if the acceleration is less than \( a_i \leq -0.005 \text{ m/s}^2 \) for at least 3 s and the sum of the acceleration values in the individual driving points is less than \( a_{\text{sum}} \leq -0.1 \text{ m/s}^2 \). Previous procedures define all points in a travel profile which have not been identified as acceleration or braking states as oscillating or idling states. Here, however, defined criteria are also to be set for these two driving states. To identify a cruising sequence, a driving sequence with a duration of 10 s is examined. The driving sequence is a cruising sequence if the deviation of the speed in the individual driving points from the average speed of the examined sequence does not exceed a defined tolerance window. This tolerance window is assumed as a function of the average speed of the examined sequence in order to avoid too strong a generalization. The permissible tolerance decreases with increasing speed. The tolerance range is between 25% at very low speeds to 2% at very high speeds. The identification of an idle state is only carried out on the basis of the driving speed. If the driving speed is lower than \( v_i \leq 1 \text{ km/h} \) for at least 3 s, an idle state is assumed for this sequence. The following figure shows a classified driving sequence according to the criteria mentioned above (Figure 9).

![Figure 9. Pre-Segmentation of a driving profile.](image)

The figure shows that a cruising sequence is composed of acceleration and deceleration states. Therefore, driving points can be assigned to more than one global driving state.

**Step 2: Unambiguousness**

To decide whether a driving point belongs to an acceleration, deceleration, or cruising sequence, a logic is used which is based on four principles.
1. A cruising sequence is not interrupted by an acceleration sequence that is shorter than the current cruising sequence, e.g., in Figure 9, at time 1415 s.
2. A cruising sequence is not interrupted by a braking sequence that is shorter than the current cruising sequence, e.g., in Figure 9, at time 1420 s.
3. An acceleration sequence is not interrupted by a subsequent cruising sequence that is detected, e.g., in Figure 9, at time 1550 s.
4. If the deceleration sequence is longer than the cruising sequence which has also been detected, the cruising sequence is interrupted at the starting point of the deceleration sequence. The braking sequence then dominates, e.g., in Figure 9, at time 1530 s.

The Figure 10 below shows the result after applying this logic.

![Figure 10. Unambiguous segmentation of a driving profile.](image)

This two-stage classification procedure enables the robust and unambiguous assignment of driving sequences to the four global driving states with fixed criteria. From the nearly 4000 km of driving data, 4410 acceleration, 4204 deceleration, 3368 cruising and 538 idling sequences can be extracted by the two-stage segmentation method. For the data set used, over 95% of all driving points can thus be assigned to one of the four global driving states. Non-assigned points have no influence on the results of cycle construction, as in the approach presented here no real driving segments are linked, but rather these are constructed parametrically.

3.2.3. Data Analysis

In order to avoid a generalization of the characteristic values of the individual states, the driving sequences are subdivided into different speed ranges analogous to [10]. For the set of driving sequences of a global driving state and speed range the evaluation and derivation of the characteristic values is done in three steps. In the first step a state refinement is applied to justify the assumption of a 1st order Markov chain. From the four global states, 12 driving states (S1–S12) are derived. Accordingly, after this step, a set of driving sequences is available for each driving state S1–S12.

For the parametric simulation of a sequence of these driving states, a set of characteristic values is required for each state. These differ from state to state and in general include the duration tseq and initial acceleration astart of the corresponding state. In the second step, therefore, these descriptive characteristic values are identified. Once the variables have been identified for each state, these characteristic values can be assigned in the third step by means of a statistical analysis.
Sequences of acceleration and deceleration:

The global acceleration and deceleration sequences are first divided into sub-states (Figure 8). The following Figure 11 shows a subdivided global acceleration and deceleration sequence in the corresponding sub-states.

The states of increasing acceleration (S₁) and increasing deceleration (S₄) are defined as follows:

\[
\frac{a_{i+1}}{a_i} > 1.17 \quad \text{and} \quad \frac{a_{i+2}}{a_{i+1}} > 1.17
\]  

(4)

In most cases, one of these states can be detected at the beginning of an acceleration sequence or deceleration sequence. Depending on the total duration of the sequence to be segmented, a state of uniform acceleration usually follows, referred to below as state S₂ or S₅.

\[
a_{i+1} \approx a_i
\]  

(5)

This state can last from one to many seconds, depending on the duration of an acceleration or deceleration process. The end of a global acceleration or deceleration sequence is usually characterized by a flattening of the acceleration value. The following applies to states S₃ (acceleration) and S₆ (deceleration):

\[
\frac{a_{i+1}}{a_i} < 0.85 \quad \text{and} \quad \frac{a_{i+2}}{a_{i+1}} < 0.85
\]  

(6)

For the choice of the conditions set in Equations (4) and (6) for state refinement, a compromise between robust state assignment and generalization must be chosen. For each state S₁–S₆, further characteristic values are derived from the set of corresponding sequences, which allow to construct such sequences parametrically. In the following, the further evaluation for the acceleration states S₁–S₃ is shown. The evaluation of the deceleration states follows the same procedure and is not shown further here.

The following Table 1 shows the identified characteristic values which are necessary for the calculation of a driving segment of the corresponding state.

![Figure 11. Subdivided states of acceleration and deceleration in real driving data.](image-url)
After Equation (3) the driving profile can then be calculated for the duration $t_{seq}$. The characteristic values of a state are summarized in a matrix relevant for this state and for the scaling factor scale$_{S1}$. Furthermore, one of the identified characteristic values can depend on one of the other characteristic values, a constant value can be assumed or whether a frequency distribution must be taken into account.

For each characteristic value of a driving condition and speed range it must be decided whether a constant value can be assumed or whether a frequency distribution must be taken into account. For the driving state $S_1$, the statistical evaluation has shown that a constant value can be assumed for the sequence duration $t_{seq}$.

After the state refinement and the identification of the characteristic values that are necessary for the parametric calculation of a driving sequence, the derivation of these values from the extracted real driving sequences is carried out in the third step of the data analysis. The following figure shows an example of the distribution for the sequence duration $t_{seq}$ and the start acceleration $a_{start}$ for a speed range of the driving state $S_1$ (Figure 12).

![Figure 12](image)

**Figure 12.** Frequency distribution of duration and initial acceleration for speed $< 65$ km/h.

For the driving states $S_1$ and $S_3$, the acceleration in the next time step can be calculated using the scaling factor.

$$a_{i+1} = a_i \cdot \text{scale}_{S_1}$$  \hspace{1cm} (7)

For the driving state $S_1$ the acceleration value $a_{start}$ is required for the first time step of this state. Since the state’s steady acceleration ($S_2$) and decreasing acceleration ($S_3$) usually follow on another acceleration state, the initial acceleration value is taken over from the last state in the first time step. After Equation (3) the driving profile can then be calculated for the duration $t_{seq}$.

For the driving state $S_1$ the acceleration value $a_{start}$ is required for the first time step of this state. Since the state’s steady acceleration ($S_2$) and decreasing acceleration ($S_3$) usually follow on another acceleration state, the initial acceleration value is taken over from the last state in the first time step. After Equation (3) the driving profile can then be calculated for the duration $t_{seq}$.

The characteristic values of a state are summarized in a matrix relevant for this state and velocity range (Table 2).

### Table 1. Identified characteristic values.

| Class | $t_{seq}$ | $a_{start}$ | scale$_{S1}$ |
|-------|-----------|-------------|---------------|
| $S_1$ | $t_{seq}$ | $a_{start}$ | scale$_{S1}$ |
| $S_2$ | $t_{seq}$ | $a_{start}$ | scale$_{S2}$ |
| $S_3$ | $t_{seq}$ | $a_{start}$ | scale$_{S3}$ |

For the driving states $S_1$ and $S_3$, the acceleration in the next time step can be calculated using the scaling factor.

$$a_{i+1} = a_i \cdot \text{scale}_{S_1}$$  \hspace{1cm} (7)

For the driving state $S_1$ the acceleration value $a_{start}$ is required for the first time step of this state. Since the state’s steady acceleration ($S_2$) and decreasing acceleration ($S_3$) usually follow on another acceleration state, the initial acceleration value is taken over from the last state in the first time step. After Equation (3) the driving profile can then be calculated for the duration $t_{seq}$.

After the state refinement and the identification of the characteristic values that are necessary for the parametric calculation of a driving sequence, the derivation of these values from the extracted real driving sequences is carried out in the third step of the data analysis. The following figure shows an example of the distribution for the sequence duration $t_{seq}$ and the start acceleration $a_{start}$ for a speed range of the driving state $S_1$ (Figure 12).

![Figure 12](image)

**Figure 12.** Frequency distribution of duration and initial acceleration for speed $< 65$ km/h.

For each characteristic value of a driving condition and speed range it must be decided whether a constant value can be assumed or whether a frequency distribution must be taken into account. Furthermore, one of the identified characteristic values can depend on one of the other characteristic values. For the driving state $S_1$, the statistical evaluation has shown that a constant value can be assumed for the sequence duration $t_{seq}$. The start acceleration $a_{start}$ is selected in accordance with a frequency distribution, for the scaling factor scale$_{S1}$ the value is determined as a function of the start acceleration.

### Table 2. Characteristic values of a state.

| Class | Relative Frequency | Initial Acceleration [m/s$^2$] | Duration [s] | Scaling Factor |
|-------|--------------------|--------------------------------|--------------|---------------|
| 1     | 0.32228            | 0.04125                        | 3.5411       | 2628          |
| 2     | 0.27624            | 0.10625                        | 3.5411       | 1886          |
| 3     | 0.15891            | 0.18047                        | 3.5411       | 1673          |
| ...   | ...               | ...                            | ...          | ...           |
If the next state selected by the Markov chain is the driving state $S_1$ and the current cycle speed is within the range corresponding to this matrix, then the first row of this matrix is selected with a probability of 32.2%. For the further acceleration states $S_2$ and $S_3$, as well as the deceleration states $S_4$–$S_6$, an analogous data analysis is performed. In the following Table 3, the identified characteristic values for these states are summarized again.

**Table 3. Identified characteristic values.**

| Driving State | Name            | Number of Velocity Ranges | Characteristic Values                      | Variable | Constant |
|---------------|-----------------|---------------------------|-------------------------------------------|----------|----------|
| S1            | increasing acceleration | 3                     | initial acceleration, scale (matched) duration | duration |          |
| S2            | constant acceleration   | 3                     | duration                                  |          |          |
| S3            | decreasing acceleration | 3                     | scale                                     | duration |          |
| S4            | increasing deceleration | 3                     | initial deceleration, scale (matched) duration |          |          |
| S5            | constant deceleration   | 3                     | duration                                  |          |          |
| S6            | decreasing deceleration | 3                     | scale                                     | duration |          |

**Sequences of Cruising:**

For the acceleration and deceleration sequences, a subdivision into three speed ranges was applied [10]. For the evaluation of the cruising sequences, the EMCC methodology proposes a finer subdivision into five ranges. The limit values are 55, 80, 100, 130 km/h (Figure 13).

![Figure 13. Division of cruising sequences in speed ranges.](image)

For each of these speed ranges, an evaluation is carried out according to the procedure described above. In their work, SCHWARZER and GHORBANI show a method that represents cruising sequences as speed noise. For the EMCC method a simplified modelling of a cruising sequence is to be applied. Such a sequence can be described and parametrically modelled by means of three characteristic values (Figure 14).

Besides the sequence duration $t_{seq}$, the limits of the acceleration value $a_{\text{limit\_pos/\_neg}}$ are needed. For each point in time of the cruising state, an acceleration value is then randomly selected which lies within these limits. As a result, the driving speed varies in a small window around the initial speed, which corresponds to the definition of a cruising sequence on which this paper is based. This simplified approximation of cruising sequences is considered appropriate for the objective here. However, the method shown by SCHWARZER and GHORBANI certainly offers higher accuracy.
The duration of a cruising sequence. The following table shows a section of the relevant matrix for the speed range belongs to the driving state $S_7$. As a result of this state refinement, the range of the cruising duration $t_{seq}$ of one state decreases significantly.

For the consideration of cruising sequences of different lengths, the definition of a global cruising state is not sufficient. Even for speeds up to 55 km/h the duration of the identified cruising sequences in the real data varies from one to more than 100 s. Therefore, a state refinement is also applied here. In each speed range, five cruising states $S_7$–$S_{11}$ are defined, which are characterized by a different cruising duration. The limit values for the duration of a state vary for each speed range, but are set in such a way that after the cruising sequences have been divided into these driving states $S_7$–$S_{11}$, a fixed prescribed frequency distribution results. For example, 45% of the extracted cruising sequences of a speed range belong to the driving state $S_7$. As a result of this state refinement, the range of the cruising duration $t_{seq}$ of one state decreases significantly.

For each driving state $S_7$–$S_{11}$ and speed range the statistical evaluation and derivation of the above identified characteristic values $t_{seq}$, $a_{(\text{limit,pos})}$, $a_{(\text{limit,neg})}$ is carried out according to a uniform procedure. The duration $t_{seq}$ of a cruising sequence is chosen quasi randomly according to the frequency distribution found in the real data (Figure 15).

The minimum and maximum acceleration $a_{(\text{limit,pos/neg})}$ is the average value of a class formed for the duration of a cruising sequence. The following table shows a section of the relevant matrix for the driving state $S_7$ (<55 km/h) (Table 4).
Table 4. Relevant matrix for the driving condition S7.

| Class | Relative Frequency | Duration In s | Max. Acceleration in m/s² | Max. Deceleration in m/s² |
|-------|-------------------|---------------|--------------------------|--------------------------|
| 1     | 0.092735505       | 1             | 0.001340254              | −0.002380952             |
| 2     | 0.06921944        | 2             | 0.050723404              | −0.034638298             |
| 3     | 0.082474227       | 3             | 0.030321429              | −0.105107143             |

If the next state selected by the Markov chain is driving state S7 and the current cycle speed is below 55 km/h, then with a probability of 7% this state will last for 2 s and the acceleration values will be between −0.035 m/s² and +0.05 m/s² (class 2). Depending on the speed range and cruising state, these characteristics vary.

In summary, for each driving state S1–S11 and the different speed ranges such a matrix exists with all relevant characteristic values and the frequency distributions to be taken into account. With the help of this matrix, segments of the driving states can be calculated parametrically.

Sequences of Idle:

For the remaining idle state S12, the duration of such a state is used as the only characteristic value. The speed and acceleration must be set to zero. In addition to traffic conditions, such as red lights or traffic jams, the duration of an idling sequence is also significantly influenced by the driver and his intentions. The data set used here was recorded with smartphones. Whether the vehicle was actually idling or whether the journey was simply not interrupted manually on the smartphone and the vehicle was already parked cannot be reconstructed from the data set. Therefore, the duration of an idle state will not be derived from the real driving data in this paper. The duration of the driving state S12 is randomly chosen between one and 90 s. This value corresponds to the maximum circulation time of a traffic light and is considered useful here [15]. For the results in this paper, an equal distribution for values between 1 to 90 s is used. However, this can be adapted to specific applications, e.g., city cycles.

This means that the characteristic values required for the parametric calculation according to Equation (3) are known for all 12 driving states. The 12 driving states are linked to a driving cycle by a 1st order Markov chain.

3.2.4. Markov Chain and Transition Matrix

For the complete definition of a Markov chain, the so-called initial distribution is required in addition to the transition matrix P. This is defined for a Markov chain \((X_0, X_1, \ldots)\) with the states \((S_1, S_2, \ldots, S_{12})\) by a row vector [10].

\[
\mu^0 = \begin{pmatrix} P(X_0 = S_1), \ldots, P(X_0 = S_{12}) \end{pmatrix}
\]

For the vehicle to start moving at the beginning of a driving cycle, the first driving state must be an acceleration state. The increasing acceleration state \((S_1)\) is set as the first state. The state distribution for the time \(t = 0\) s is thus obtained:

\[
\mu^0 = S^0 = [1 0 0 0 0 0 0 0 0 0 0 0]
\]

In total, 12 generally valid driving states were defined and all real driving profiles were subdivided into these driving states. The EMCC method therefore allows the use of a single constant transition matrix \(P_{ij}\). The entries of the transition matrix are calculated according to Equation (2). The following transition matrix results for the data set used here (Figure 16).
where previous methods according to [6,7,9,13], the shown EMCC method requires that physically reasonable probability of 80%, driving state $S$ values of the 12 driving states and the Markov chain recorded in the relevant matrices, the driving zero results due to negative acceleration. Deceleration) cannot be assumed at the current cycle speed close to zero, since otherwise a speed below limit values be observed. The Markov chain has no knowledge that the driving state $S$ states based on the characteristic values. In contrast to the linking of real driving segments in the length is reached.

Each of the next selected travel states of the Markov chain. This is repeated until the desired cycle speed can finally be calculated.

For this purpose, the common method of the weighted number generator is chosen [6]. With a distribution for values between 1 to 90 s is used. However, this can be adapted to specific applications, e.g., city cycles.

3.2.4. Markov Chain and Transition Matrix

According to Equation (3) the driving cycle can be calculated iteratively. If the state is determined by the Markov chain, the associated travel segment can be calculated using the characteristic values of this state. For this purpose, a state vector is defined which comprises all characteristic values of the selected travel state and the current cycle speed. For the first driving state $S_1$ of a driving cycle after the initial distribution, the following state vector results as an example.

$$
\text{state vector}_{t=0} = \begin{bmatrix} v_0 \\
        t_{\text{seq}} \\
        a_{\text{start}} \\
        \text{scale}_{S_1} \end{bmatrix} = \begin{bmatrix} 0 \text{ km/h} \\
        4 \text{ s} \\
        0.11 \text{ m/s}^2 \\
        1.89 \end{bmatrix}
$$

For this state vector, a driving segment with a duration of 4 s is calculated starting from an initial speed of zero according to the following relationship.

$$
v_i = v_{i-1} + \left( a_{\text{start}} \cdot 1.89^{i-1} \right) \left( t_i - t_{i-1} \right) \text{ for } i = 1 \ldots 4
$$

where $t$ is the current cycle time. In this way, the corresponding travel segment can be calculated for each of the next selected travel states of the Markov chain. This is repeated until the desired cycle length is reached.

The EMCC methodology presented here builds up motion segments for the defined motion states based on the characteristic values. In contrast to the linking of real driving segments in the previous methods according to [6,7,9,13], the shown EMCC method requires that physically reasonable limit values be observed. The Markov chain has no knowledge that the driving state $S_1$ (increasing deceleration) cannot be assumed at the current cycle speed close to zero, since otherwise a speed below zero results due to negative acceleration.
The two major interventions to maintain the physical limits are achieved by setting a minimum speed of 0 km/h and a vehicle-specific maximum cycle speed.

The parametric cycle design presented here allows to generate a driving cycle specifically for one vehicle class based on one global data set. Whether a cycle is drivable for a vehicle depends not only on the already limited maximum speed but also on the acceleration ramps. A sports car will run operating points over its lifetime that a small car cannot reach. By limiting the maximum cycle acceleration, it is possible to react specifically to the vehicle class. Since the acceleration capacity depends on the current vehicle speed, the maximum possible acceleration is not assumed to be constant but is determined by a simplified longitudinal dynamics model based on the current cycle speed.

By means of the parametric cycle calculation shown and the targeted interventions in it, a specific driving cycle can be generated if vehicle-specific characteristic values are known. Exemplary results are presented in the following section.

4. Results and Validation

The underlying assumption of the EMCC methodology shown in this paper is the definition of a driving cycle in the form of a stochastic process. This is further modelled by a 1st order Markov chain. An elementary result is the non-deterministic behavior of the cycle construction. An infinite set of different driving cycles can be generated while maintaining the vehicle class specific characteristics. Different vehicle classes have to meet different requirements regarding the powertrain, so that representative driving cycles for each vehicle class represent a considerable gain in knowledge. The following Table 5 summarizes the set boundary conditions for the driving cycles discussed in this chapter.

| Cycle Time in s | Change City Rural at Time in s | Change Rural Highway at Time in s | Min. Velocity in km/h | Max. Deceleration in m/s² | Max. Velocity/Acceleration |
|----------------|-------------------------------|----------------------------------|-----------------------|--------------------------|---------------------------|
| 1800           | 600                           | 1200                             | 0.1                   | −3                       | vehicle specific          |

The total length of a cycle here is based on the duration of the WLTC. The proportions of city, rural and motorway are equally distributed and are only simulated by setting the maximum cycle speed. However, it could be more precise if the proportion of city, rural and motorway is adopted to the considered vehicle class. For further comparison of different driving cycles this could be neglected. By specifying the maximum acceleration and top speed, as well as other vehicle characteristics, a driving cycle can be generated that requires operating points that are close to the performance limits of the powertrain. The following figure shows an exemplary driving cycle for the small car class and the luxury class (Figure 17).

According to the unlimited speed on German highways, for the small car cycle a maximum speed of $v_{\text{max,small}} = 160$ km/h and a maximum initial ($v = 0$ km/h) acceleration $a_{0,\text{small}} = 2.0$ m/s² is assumed here. Significantly higher values can be applied for the driving cycle of the luxury class. A maximum speed of $v_{\text{max,exe}} = 250$ km/h and a maximum initial acceleration of $a_{0,\text{exe}} = 4.0$ m/s² is permitted. The differences can also be easily seen in the generated cycles in (Figure 17).
Nevertheless, it should be noted that the CV value is a relative valuation according to other driving cycles. Conditions correspond to a state of acceleration. These conditions clearly indicate a high vehicle load. And decelerations often occur. The driving cycle will also be highly dynamic, as over 45% of the driving time is calculated, which transfers the five characteristic values CV \(C_{cycle,i}\) weighted in equal proportions into a characteristic value. To calculate the CV, 400 driving cycles for each vehicle class (same input parameters) were constructed using the approach shown here. For each characteristic \(C_{cycle,i}\) of a driving cycle, the minimum \(C_{min,i}\), and maximum value \(C_{max,i}\) of the underlying 400 cycles are used to calculate the CV for the corresponding characteristic.

\[
CV_{cycle,i} = 1 + \frac{9}{C_{max,i} - C_{min,i}} \left( C_{cycle,i} - C_{min,i} \right) 
\]

Figure 17. Compressed driving cycle for small car and luxury class.

Since the method presented in this thesis does not link real driving segments, the drivability of a driving cycle is not directly given. With previous methods of cycle design, the selection of a representative driving cycle is performed by comparing the speed-acceleration distribution of the cycle with the real driving data [5]. For a heterogeneous data set, driven by different vehicles in different traffic environments, such an approach is not possible for the methodology shown here. For a heterogeneous data set used here, a comparison of the SAFD is only possible if concrete data knowledge is available. The data set must then be classified according to vehicle classes. In this case, the common comparison of SAFD provides information about general representativeness of driving behavior [5]. Such data knowledge is not available for the data set used here. In order to be able to make a statement about the constructed driving cycles nevertheless, a categorization based on a characteristic value is first shown.

4.1. Valuation Based on a Characteristic Value

A Categorization Value (CV) is introduced, which reflects the stress on a vehicle caused by a driving cycle in comparison to other driving cycles. For the calculation of the CV, this thesis uses the following characteristics of a driving cycle, which can be directly related to the load of a vehicle by the driving cycle: the average speed with respect to the maximum vehicle speed \(v_{avg,\%}\); the idling portion \(n_{id}\); the portion of acceleration states \(s_{acc,\%}\); the portion of accelerations exceeding 70% of the maximum possible acceleration \(a_{max,70,\%}\) and the portion of decelerations exceeding 70% of the maximum deceleration \(a_{min,70,\%}\).

Since the method presented in this thesis does not link real driving segments, the drivability of a driving cycle is not directly given. With previous methods of cycle design, the selection of a representative driving cycle is performed by comparing the speed-acceleration distribution of the cycle with the real driving data [5].
The Figure 18 below shows how driving cycles with different CV values differ.

![Figure 18. Compressed driving cycles with different CV values for compact class.](image)

Shown here are two driving cycles for the compact class with different CV values. For this vehicle class, the maximum vehicle speed $v_{\text{max, compact}} = 210 \text{ km/h}$ and a maximum initial acceleration $a_{\text{max}} = 3.0 \text{ m/s}^2$ are assumed. The blue curve shows a driving cycle with a resulting CV value of $CV = 5.9$, the cycle shown in green has only a value of $CV = 4.7$. The difference can be seen on the one hand in the significantly increased dynamics in the urban area and on the other hand in the higher maximum and average cycle speed.

Whether a driving cycle is drivable for a vehicle in reality cannot be shown so far. Therefore, the validation of the methodology shown here includes a test on a chassis dynamometer.

4.2. Driveability Check

For the validation of the driving cycles a roller test bench with a rotating roller is used. The non-driven axle of the test vehicle is firmly clamped by the fixation of the tires [16]. The test vehicle used here is a VW eGolf with front-wheel drive, whose maximum acceleration is $2.9 \text{ m/s}^2$ and maximum speed is $140 \text{ km/h}$ [17]. The exact sequence of the speed specification by the driving cycle is controlled by a pedal robot, which actuates the accelerator and brake pedal of the vehicle. The aim of the driveability test is to check the set limit values of acceleration, as these are decisive for the driveability of the driving cycle by the vehicle. The driving cycle shown below (Figure 19) is a suitable cycle for this purpose.

![Figure 19. Used driving cycle for valuation on dynamometer.](image)
It is easy to see that the actual course follows the target course well over long distances. The required acceleration process from the 300th second is implemented almost exactly by the test vehicle. For this acceleration section a maximum acceleration of 1.1 m/s² is called up by the driving cycle. The maximum possible acceleration calculated by a simplified longitudinal dynamics model is 1.7 m/s² at this point in time. For the acceleration process at second 470, here marked by a blue frame, the actual course shows that the test vehicle can hardly follow the target speed towards the end of the sequence. For this point in time, the driving cycle requires an acceleration of 1.7 m/s². This value corresponds exactly to the maximum possible acceleration predicted from the vehicle data and the current vehicle speed via the longitudinal dynamics model. Since the actual speed here shows a slightly flatter curve, the maximum possible vehicle acceleration is actually called up. This is also consistent with the observations of the speedometer during the driving cycle on the chassis dynamometer.

As a summary statement, it can be stated here that the predicted acceleration limit is maintained by the cycle design and this corresponds well with the real limit values of the test vehicle. By means of the Categorization Value the load capacity of a generated driving cycle can be estimated. A basic drivability was shown by a test on the chassis dynamometer. Finally, representative driving cycles are to be shown by way of example and compared with the WLTC.

4.3. **Representative Driving Cycles for Powertrain Design**

The aim of this paper is to generate driving cycles that can be used for the design and dimensioning of the powertrain. Therefore, driving cycles with increased dynamics and increased vehicle load are suitable for this purpose. In the following, a driving cycle for the small car class is shown as an example, which has a CV value of 7.8 and therefore causes a high load on the powertrain (Figure 20).

![Figure 20. Suggested driving cycle and SAFD for powertrain design in small cars.](image-url)
A maximum acceleration of \( a_{\text{max}} = 2.0 \text{ m/s}^2 \) in the initial state and a maximum speed of \( v_{\text{max}} = 160 \text{ km/h} \) is assumed for this vehicle class. After subdividing the driving cycle into sections A–F, each of these sections may be associated with a traffic condition. Sections A and B are generally assigned to urban traffic, where section A can be described as “light urban traffic”. The increased acceleration and braking usually occurs in “increased urban traffic” (Section B). Section C is referred to here as “dynamic interurban travel”. This section is characterized by frequent acceleration and braking. Section D is a general “stop and go” segment. This can occur both in city traffic and when driving on the motorway. The concluding sections E and F form two motorway sections. For section E, the maximum speed is reached, this section is associated with a “free motorway journey”. For the following section F, the cycle speed is limited to the recommended speed. Therefore, this section can be described as “restricted motorway travel”. In addition to these assigned areas, the cycle is characterized by the following characteristics. Overall, 43% of the times of this driving cycle are acceleration states, 6% of which have an acceleration that is at least 70% of the maximum possible acceleration. In total, 11% of the points in time are driven at a speed that is at least 80% of the maximum vehicle speed. If 99% of the maximum speed is reached, the same applies to the limit of maximum acceleration. This reaches 98%. These characteristic values result in an average speed of \( v_{\text{avg,}\%} = 0.34 \) (34% of the maximum speed) and in an idling ratio of 2%. These characteristic values result in the high CV for this driving cycle.

Taking into account the maximum speed \( v_{\text{max, WLTP}} = 131.7 \text{ km/h} \) and the maximum acceleration \( a_{\text{max, WLTP}} = 1.75 \text{ m/s}^2 \), it can generally be said that the WLTC is not well suited for the design and dimensioning of the powertrain. Even for the small car class, these limits are well below the possible accelerations and speeds of a typical vehicle in this class. The figure below shows a direct comparison of the WLTP with the driving cycle recommended in this paper for the small car class (Figure 21).

Figure 21. Comparison of suggested driving cycle to WLTP.

If one calculates the CV value resulting from the WLTC for the small car class, one gets \( \text{CV} = 3.2 \), which once again shows that the WLTC is not a relevant load. With increasing vehicle class, the relevance decreases further. The final figures show a direct comparison of the WLTC with the driving cycles proposed here as examples for the compact class and the luxury class (Figure 22).

Finally, it should be noted that the cycles shown are suggested for the design of the drive train. If the general average driving behavior is to be mapped, for example to determine fuel consumption, cycles with lower CV values are recommended.
accelerations and speeds of a typical vehicle in this class. The figure below shows a direct comparison of the WLTP with the driving cycle recommended in this paper for the small car class (Figure 21).

Figure 21. Comparison of suggested driving cycle to WLTP.

If one calculates the CV value resulting from the WLTC for the small car class, one gets CV = 3.2, which once again shows that the WLTC is not a relevant load. With increasing vehicle class, the relevance decreases further. The final figures show a direct comparison of the WLTC with the driving cycles proposed here as examples for the compact class and the luxury class (Figure 22).

Figure 22. Suggested driving cycles for compact and luxury class.

5. Conclusions

Current driving cycles, such as the WLTC, are suitable for comparing different vehicles, as they provide reproducible results under laboratory conditions. However, they generally do not represent real driving behavior and, moreover, they do not apply across vehicle classes. Therefore, current regulatory driving cycles are not appropriate for optimal performance design of the powertrain, with respect to maximum acceleration and high-load operations.

Current methods for designing driving cycles using real driving data were shown and their suitability for the design of vehicle classes of specific driving cycles was discussed. The methods shown fulfil the criteria in some points, but none of them could be used for the intended purpose. Therefore, a new method for parametric cycle construction was shown, which is based on the state-based method of LIN and NIEMEIER [6] and is therefore called Enhanced Modal Cycle Construction (EMCC). This methodology enables a fully parametric cycle construction by state refinement. The global driving states acceleration, deceleration, cruising are further divided into sub-states. This step enables the construction of a complete driving cycle through a single 1st order Markov chain with a constant transition matrix. The driving segments to be linked are calculated parametrically using characteristic values. The characteristic values could be obtained from the real driving data by statistical analysis. This makes it possible to force high accelerations in a targeted manner, which can occur more frequently in Battery Electric Vehicles (BEV) in particular, and are therefore absolutely necessary for the design.

By targeted interventions in the cycle design, it is possible to design specific driving cycles for specific vehicle classes, which cause a significant load on the drive train and can thus be used for the
powertrain design and dimensioning. Validation on a roller test bench has shown that the drivability of the driving cycles is guaranteed when taking into account the vehicle-specific limit values, and thus the reality is well represented. Driving cycles can be compared with each other via an introduced Categorization Value. The value also allows conclusions to be drawn about the load of the driving cycle on the powertrain.

The validation of the generated driving cycles still represents an uncertainty. In future work, the cycles shown here should be checked with the help of vehicle class specific data sets. Furthermore, a comparison with driving data from BEV should be investigated to show to what extent the transferability of ICEV driving data to driving behavior in BEV can be guaranteed. Another future application of the method shown here is the representation of different driving styles for autonomous vehicles, which can be represented by changing acceleration rates and top speeds [18].
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