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Abstract—With the increasing demand of autonomous machines, pixel-wise semantic segmentation for visual scene understanding needs to be not only accurate but also efficient for any potential real-time applications. In this paper, we propose CABiNet (Context Aggregated Bi-lateral Network), a dual branch convolutional neural network (CNN), with significantly lower computational costs as compared to the state-of-the-art, while maintaining a competitive prediction accuracy. Building upon the existing multi-branch architectures for high-speed semantic segmentation, we design a cheap high resolution branch for effective spatial detailing and a context branch with light-weight versions of global aggregation and local distribution blocks, potent to capture both long-range and local contextual dependencies required for accurate semantic segmentation, with low computational overheads. Specifically, we achieve 76.6% and 75.9% mIOU on Cityscapes validation and test sets respectively, at 76 FPS on an NVIDIA RTX 2080Ti and 8 FPS on a Jetson Xavier NX.

I. INTRODUCTION

Visual scene understanding has profound implications in modern robotic systems. However, autonomous machines have real-time requirements that require crucial trade-offs, especially in computationally intense designs, such as for pixel-wise image semantic segmentation. Hence, low-latency semantic segmentation becomes a challenging task as the optimal balance between accuracy and efficiency, i.e. computational complexity, memory footprint and execution speed, is hard to achieve. Conventional real-time semantic segmentation architectures usually address only one of the above perspectives, thereby making high-accuracy designs computationally expensive and high-speed models relatively inaccurate. These high-speed models tend to have a relatively lower prediction accuracy, e.g. [26], [27], whereas the more accurate models tend to have lower inference speeds and higher computational overheads, e.g. [23], [39]. There is a significant gap between the high-speed and high-accuracy architectures, in terms of computational expenses and execution speeds (See Table I).

There are several challenges that are very commonly associated with real-time segmentation designs. Firstly, high-accuracy designs like [23], [39] rely heavily on dense feature extractors such as ResNet-18 [8]. Secondly, the shallow extractors utilized in the relatively high-speed algorithms such as [26], [27], provide for lower computational expenses but are unable to extract sufficient features for accurate segmentation. Thirdly, even though the computationally expensive models are accurate, they suffer from some local and global inconsistencies during inference. These aforementioned inconsistencies are usually not found in non-real time methods like [45], [15], but while designing low-latency architectures, the trade-offs are sometimes unfavourable. In these regards, inspired by popular dual-branch architectures, we propose 

CABiNet - Context Aggregated Bi-lateral Network, where we design two branches, one for fast and effective spatial detailing and the other for dense context embedding. We further address the issue of local and global inconsistencies by reformulating global aggregation and local distribution (GALD) blocks [15] for real-time applications. Our speed-accuracy trade-offs and effective spatial-contextual feature fusion allow us to outperform the previous state-of-the-art approaches for real-time semantic segmentation on Cityscapes dataset \(^1\) with an mIOU score of 75.9\% at 76 FPS.

II. RELATED WORK

Real-time semantic segmentation has been addressed using diverse approaches. Romera et al. [29] proposed to use factorized convolutions with residual connections for maintaining a balance between accuracy and execution speed. Poudel et al. [26] suggest a dual-branch network with bottle-necks to effectively capture local and global context for fast segmentation. Later they propose an improved learning-to-dowmsample module in [27] for improved trade-offs between execution speed and accuracy. Accurate dual-branch segmentation networks were suggested by Yu et al. [39], where novel feature fusion and attention refinement modules for accurate semantic segmentation tasks were proposed. Multiple encoder-decoder pairs with multi-scale skip connections were also studied in this regard in [46]. This ensemble of shallow and deep paths is viewed as a shelf of multiple networks allows for effective feature representation with

\(^1\) Codes and training models will be made publicly available. Experimental results on a challenging UA Vid semantic segmentation dataset [22] are shown in the supplementary video.
shallow backbones like ResNet-34, as compared to [39], [42]. Another approach to real-time segmentation is by using depth-wise asymmetric bottlenecks [14], which theoretically provides for a sufficient receptive field as well as captures dense context.

Attention modules have the capability to model long-range dependencies, and several authors have employed the concept of attention in various works [17], [19], [36], [31]. The introduction of attention to machine understanding was achieved first in [19], where the global dependencies of inputs were learnt, which were then applied to natural language processing. Since then, a lot of works have utilized this concept for several scene understanding tasks at both single and multiple scales [6], [15], [28], [43], [44], [35], [11], thereby outperforming the previous conventional context embedding methodologies.

Another context-focused work was published by Jiang et al. [12] where they introduced context refinement and context integration modules for efficient scene segmentation. Light-weight feature pyramid encoding models were suggested in [20], which is an adaptation of the regular encoder-decoder architecture with depth-wise dilated convolutions. Multi-scale context aggregation was presented in yet another couple of approaches [33], [40], where [33] uses class boundary supervision to process certain relevant boundary information and [40] use optimized cascaded factorized ASPP [3] module to balance the trade-offs between accuracy and execution speed. Orsic et al. [23] developed an approach which exploits light-weight upsampling and lateral connections with a residual network as the main recognition engine for real-time scene understanding. This particular algorithm is deemed as the current state-of-the-art network for real-time semantic segmentation on Cityscapes dataset.

III. METHOD

We illustrate the architecture of CABI\textit{Net} in Fig. 2 with the two branches, one for fast and effective spatial detailing and the other for dense context embedding. The spatial and context branches allow for multi-scale feature extraction with significantly low computations. These two branches are then fused in the fusion block (FFM) for the final object category prediction.

A. Spatial Branch

Conventional real-time designs usually either downsize the image to a smaller resolution [41] or use a lightweight reduction model [2], [25] for speeding up the overall architecture. Downsizing the image however, inures a loss in the spatial information and light-weight reduction models like Xception [4] tend to damage the receptive fields because of the incessant channel pruning, especially in the early stages [1], [25]. This problem was addressed in [39], but at the cost of significant increase in the computations, thereby imparting a lower execution speed on mobile and embedded platforms. Based upon these observations, we propose a shallow branch that encodes rich spatial information and maintains an adequate receptive field, while maintaining a significantly low computational cost from a full-resolution image. Specifically, this path has four convolutional layers, where the first layer has a large kernel size, followed by batch-normalization and ReLU, followed by two depth-wise convolutional layers. A strategic use of depth-wise convolutions results in the same outcomes as that of conventional convolutions, but with reduced computations, and the marginal loss in features can be compensated by enlarging the number of feature representations. Finally, the last layer is another convolutional layer with kernel size of 1. Strides for the first three layers are fixed at 2, whereas the last layer has a unit stride. This branch (Fig. 3), hence generates an output that is \((\frac{1}{2})^{th}\) of the input resolution [39], thereby maintaining the required spatial information with a significant reduction in computations.

B. Context Branch

As already established previously, detailed spatial information coupled with adequate receptive field, significantly affects semantic segmentation accuracy [39]. While the shallow branch takes care of the spatial details, we design a new attention-based context branch, with light-weight global aggregation [15] and local attention [15] blocks, for providing a sufficient receptive field and capturing both global and local context. We use a pre-trained MobileNetV3-Small

**Fig. 2: CABiNet Architecture.** The spatial and context branches allow for multi-scale feature extraction with significantly low computations. Fusion block (FFM) assists in feature normalization and selection for optimal scene segmentation. The bottleneck in the context branch allows for a deep supervision into the representational learning of the attention blocks.
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In our experiments, the number of sparse representations can be reduced by pooling at four scales and the pooling results are flattened before entering the next multiplication process. Following [45], we use four adaptive maximum pooling operations to select the most representative points and feed only certain representative points to the subsequent layers. Instead of feeding all the spatial points to the pyramid pooling (SPP) modules [42] in the global attention (GA) module, we can effectively alleviate some of the computations. Although, changes to the input feature vector, $F$, are performed on relatively large matrices [45], the key idea is to begin with a smaller size for execution speed, but a neural design with lesser parameters and better memory usage is desirable.

2) Context Aggregation Block. The long-range and local dependencies in the representational outputs of feature extractors are crucial for accurate semantic segmentation [45], [15], [37]. The proposed context aggregation block is to capture such inter-channel and intra-channel mappings, effectively and efficiently. Several previous works have suggested that accurate feature selection requires either accurate channel selection or accurate feature selection. For our work, we adopt the global attention (GA) block from global aggregation and local distribution (GALD) [15]. This module is potent enough to capture long-range dependencies crucial for accurate semantic segmentation but is computationally expensive and requires significant GPU memory for execution.

Reduced Global Attention Block. Fig. 3 shows the flow of the global attention (GA) module. A careful observation of the pipeline indicates that there could be two possible limitations to the global attention module suggested in [15]. Firstly, the original design proposes to extract the contextual information directly from the outputs of the backbone using three parallel combination layers, thereby increasing the required number of parameters. Secondly, the matrix multiplications of the key and value convolutions followed by the next multiplication process after the softmax activation stage, increase the time complexity, as these computations are performed on relatively large matrices [45].

The matrix multiplications are large because of the size of the input feature vector, $A$, and if it was changed to a smaller value $M$, (where $M << A$), it might help in alleviating some of the computations. Although, changes have to be made in such a way that the output size of the vector remains unchanged. Hence, we employ spatial pyramid pooling (SPP) modules [42] in the global attention module to effectively reduce the size of the feature vectors (Fig. 3). Instead of feeding all the spatial points to the multiplication process, it becomes more feasible to sample the points and feed only certain representative points to the process. Following [45], we use four adaptive maximum pooling at four scales and the pooling results are flattened and concatenated to serve as the input to the next layer. For our experiments, the number of sparse representations can be formulated as $M = \sum_{n\in\{1,3,5,8\}} n^2 = 110$, thereby reducing the complexity to $O(\hat{N}A^2)$, which is much lower than $O(NA^2)$. Specifically, for the input to the GA block of $64 \times 32 = 2048$, this asymmetric multiplication saves $64 \times 32 \times 2048 \approx 18$ times the computation cost. Furthermore, the feature statistics captured by the pooling module are sufficient to provide cues about the global scene semantics.

Next, this block employs three parallel $1 \times 1$ convolution layers, which results in a relatively larger number of parameters. This might not have a direct influence on the overall execution speed, but a neural design with lesser parameters and better memory usage is preferable. Regular convolution layers have multiple learnable filters that convolve on the input feature vector. It was suggested in [7] that these regular convolution layers can be replaced with a concept called cheap linear operations (CLO), which is graphically depicted in Fig. 3. The key idea is to begin with a smaller convolution, and then perform a set of linear transformations on the output of the smaller convolution to generate new representation. Then to simply stack the representations from both the stages to create a set of features that correspond to a full convolution operation. These linear transformations significantly reduce the parameters and computations [7] as compared to regular convolutions.

Local Attention. Previously calculated the global statistics for every group in the global attention module are later multiplied back to features within. However, the windows in which the statistics are calculated are relatively large, and hence there is a possibility that the statistical cues could be biased towards the larger patterns as there are more samples within, which can further cause over-smoothing of the smaller patterns.
In this regard, a local attention (LA) module was proposed in [15] to adaptively use the features, considering patterns at every position encoded by the previous global attention block. LA module is adapted directly after the GA block as a fine-tuning stage for the global semantic cues. Our ablation studies indicate that this module is efficient and fast and hence requires no additional improvements. Fundamentally, the LA block predicts local weights by re-calculating the spatial extent, which is primarily targeted to avoid coarse feature representation issues present in the previous GA module. Here, the predicted local weights add a point-wise trade-off between the global information and local context. Therefore, the local attention block is modelled as a set of three depth-wise convolutional layers, which allows for fine-tuning the feature representations from the previous GA module.

3) Bottleneck: Inspired from previous works [9], [8], we design a simple downsampling module to restrict the representation of the refined features in the depth dimension. Furthermore, this restriction, when adapted directly post the context aggregation stage allows us to supervise the representational learning of the attention blocks and context branch.

C. Feature Fusion Module (FFM)

It is to be noted that the features extracted from both the branches are at different scales of representation and require a scale normalization for effective fusion. Hence, a simple addition of both features [26], [27] to save computations, is unlikely to produce desirable accuracy. Therefore in this work, we implement a feature fusion technique as suggested in [39], with certain adaptations. In order to fully utilize the vector representations from both the branches, we concatenate both the features first, followed by a downsampling bottleneck. After the concatenation, the final feature representation has large dimensions, which increases the amount of required computations. Adding a downsampling bottleneck reduces these computations in the later stages of feature selection (weighted attention) by a significant margin, without causing damage to the overall accuracy (Table VI). The weighted attention section inspired from [39], [10] is added to selectively weigh the features in terms of their contribution to the overall prediction accuracy. These selected features are later upsampled to generate the same number of representations as [39], but with significant reduction in computations. The final two layers after the upsampling bottleneck generate the final output predictions. We use only two layers in this case because for a simple class-wise separation, multiple layers become unnecessary, hence one depth-wise separable convolution and one point-wise convolution are sufficient. A detailed schematic is shown in Fig. 4.

D. Loss Functions

For training the model, we use three cross entropy loss functions with online hard example mining [32], one (primary) for the final output and two (auxiliary) for the context branch. The auxiliary loss functions allow for a deep supervision of the learning of the context branch and attention modules. The overall joint loss representation of our model $L(X;W)$ can be formulated as:

$$L(X;W) = l_p(X;W) + l_{c1}(X_1;W) + l_{c2}(X_2;W)$$

(1)

where, $l_p$ is the principal loss for monitoring the overall output, $l_{c1}$ is the auxiliary loss for the reduced global attention module of the network, $l_{c2}$ is the auxiliary loss for the local attention module, $W$ are the network parameters, and $p$ is the final output of the network prediction. Utilizing a joint loss makes it easier to optimize the model, as suggested in [45], [39].

IV. Experiments

We benchmark our proposed approach on the Cityscapes dataset [5]. Cityscapes is an urban-scene understanding dataset which contains a total of fully annotated 5000 images out of which, 2975 are for training, 500 for validation and the remaining 1525 for testing. This dataset contains 35 classes, out of which 19 are used for urban scene understanding and the image size is $1024 \times 2048$.

A. Training Setting

For optimizing the network, we use Stochastic Gradient Descent (SGD) [13] and set the initial learning rate as $e^{-4}$ for Cityscapes. We employ the poly-learning rate strategy, where during training, the learning rate is multiplied with $1 - \left( \frac{t}{\text{iter}_{\text{max}} - \text{iter}} \right)^{\text{power}}$, with power being equal to 0.9. For Cityscapes image, we randomly crop patches of [1024, 1024] from the original input images during training. We use data augmentation techniques like random horizontal flips,
Fig. 5: Semantic segmentation results on the Cityscapes validation set. From left, the first column consists of the input images; the second column indicates the prediction results of SwiftNet [23]; the third column shows the predictions from our architecture and the red boxes show the regions of improvements and the last column comprises of the ground truths.

Table I: Comparison with state-of-the-art on the Cityscapes dataset. For all the network models, mIOU are taken directly from the original publications. FPS and FPS* indicate the average model run-times on a single RTX 2080Ti and Jetson Xavier NX respectively, on an input resolution of 1024×2048. We recompute the MAdd and FLOPS on the full resolution image from the official implementations, except GAS [18].

| Model               | mIOU | Memory   | MAdd  | Flops  | Params | FPS   | FPS*  |
|---------------------|------|----------|-------|--------|--------|-------|-------|
| ContextNet [26]     | –    | 66.1     | 1429.43MB | 13.98G | 6.74G  | 0.88M | 118.65 | 10.49 |
| SINet [24]          | 69.4 | 68.2     | 672.00MB | 2.99G  | 1.24G  | 0.12M | 68.61  | 12.02 |
| Fast-SCNN [27]      | –    | 68.4     | 1239.33MB | 13.85G | 6.72G  | 1.14M | 128.97 | 11.49 |
| LedNet [38]         | 71.5 | 70.6     | 3031.75MB | 90.71G | 45.84G | 0.93M | 24.72  | 0.7   |
| ESNet [21]          | –    | 70.7     | 1176.29MB | 66.81G | 33.81G | 1.81M | 55.65  | 4.65  |
| ShelfNet [46]       | 75.2 | 74.8     | 1158.12MB | 187.37G | 93.69G | 14.6M | 44.37  | 2.59  |
| SwiftNet [23]       | 75.4 | 75.5     | 1671.66MB | 207.64G | 103.37G | 11.80M | 45.40  | 2.61  |
| BiSeNet [39]        | 74.8 | 74.7     | 1941.39MB | 208.18G | 103.72G | 12.89M | 47.20  | 2.42  |
| GAS [18]            | 72.4 | 71.8     | –       | –      | –      | 108.40 | –      | –     |
| CABiNet (Ours)      | 76.6 | 75.9     | 1256.18MB | 24.37G | 12.03G | 2.64M | 76.50  | 8.21  |

Table II: Basic ablation study. SB and CB stand for spatial and context branches, whereas FFM stands for feature fusion module respectively.

| Model                          | mIOU | FPS   |
|--------------------------------|------|-------|
| Baseline                       | 68.4 | 110.65|
| Baseline + SB + CB             | 72.3 | 86.76 |
| Baseline + SB + CB + CAB       | 74.7 | 81.20 |
| Baseline + SB + CAB + FFM      | 76.6 | 76.50 |

A detailed comparison between our method and other architectures has been provided in Table I, based upon the GPU memory footprint, MAdd/GLOPs count, execution speed (RTX 2080Ti) and the overall mIOU score on the Cityscapes validation and test sets. As it can be observed from the table, our model outperforms the previous methods for real-time scene understanding and achieves the highest mIOU scores of 76.6% and 75.9% on validation and test sets respectively. In comparison with the most memory efficient model SINet [24], CABiNet has 7.7% higher mIOU and 7.8 FPS faster speed. In comparison with fastest model Fast-SCNN [27], CABiNet has 7.5% higher mIOU. In comparison with the most recent work GAS [18], our model has 4.1% higher mIOU, while being competitive regarding the speed assuming full resolution image input. Qualitative results are shown in Fig. 5. Compared with [23], our model has better performance in terms of detecting under-represented objects like poles, traffic signs, etc. Thanks to the efficient global and local semantic aggregation, our model does not suffer from such local or global inconsistencies. Furthermore, comparing our proposed method with the previously established state-of-the-art algorithms [27], [23], [39], our improvements favour both accuracy and speed simultaneously. Computational overheads such as parameter count, GFLOPs etc. in our architecture are significantly lower than the existing accurate real-time architectures, with increased accuracy. Optimized GALD-blocks coupled with efficient spatial detail and light-weight dense extractors, allow our approach to outperform the conventional real-time semantic segmentation architectures in multiple aspects. More qualitative results on Cityscapes test set are shown in Fig. 6.

C. Ablation Studies

Baseline is defined as a simple dual-branch network with two convolution layers in the spatial branch and untrained feature extractor in the second branch. The baseline is devoid of attention and bottleneck modules and is similar in structure with [26]. For fusing the features from both branches, we simply add them which are later discriminated by a small classifier block into the respective number of classes. Both branches are fed images at the same resolution, unlike [26] and all the ablation experiments are performed on this baseline.

1) Context Aggregation Block: The context aggregation block (CAB) is designed specifically to capture local and
global context effectively and efficiently. If we remove CAB from the design keeping all other modules and training/inference parameters intact, we observe a drop of 2.1% in the overall mIoU score, along with a drop in inference time by almost 3ms. This implies that the addition of the context block enhances the feature representations, while having minimal impact on the overall execution speed and complexity. Table III further proves the efficacy of the context aggregation block, which can be used as a plug & play module with other dual-branch architectures for semantic segmentation.

Interestingly, using SPP modules [42] for attention modules was suggested in [45], but adding cheap linear operations (CLO) [7] not only reduces the required computations, but also provides a slightly better accuracy (Table IV). This could be attributed to the fact within these linear transformations, there can be multiple kernel sizes [7], thereby allowing for multi-scale feature aggregation.

TABLE III: CAB implemented in other algorithms. Straightforward addition to [26], [27] results in significant improvements over the baseline models. In [39], the attention refinement modules were replaced with CAB.

| Model          | mIoU w/o CAB | mIoU w CAB |
|----------------|--------------|------------|
| ContextNet [26] | 66.1         | 69.2       |
| Fast-SCNN [27]  | 68.4         | 71.2       |
| BiSeNet [39]    | 74.7         | 75.3       |

TABLE IV: Comparative study of different attention modules. FLOPs, Params and Runtime correspond to the attention modules and not the overall architecture.

| Module     | FLOPs  | Params | Runtime | mIoU  |
|------------|--------|--------|---------|-------|
| BiSeNet [39]| 3.63G  | 311K   | 3.24 ms | 74.8  |
| DANet [6]  | 1.01G  | 82.24 K| 17.62 ms| 76.3  |
| GALDNNet [15]| 1.01G | 65.34 K| 14.28 ms| 76.1  |
| ANNNet [45]| 0.82G  | 42.24 K| 8.35 ms | 76.4  |
| GALD+SPP+CLO | 0.024 | 12.29K | 3.48 ms | 76.6  |

TABLE V: Complexity comparison between our approach and the current state-of-the-art with different backbones. R18 and MV3 stand for ResNet-18 and MobileNetV3-Small (1×) respectively.

| Model                  | mIoU  | FLOPs  | Params   | Runtime |
|------------------------|-------|--------|----------|---------|
| BiscNet-R18 [39]       | 74.8  | 103.72G| 12.89M   | 47.20   |
| SwiftNet-R18 [23]      | 75.4  | 103.37G| 11.80M   | 45.40   |
| CABiNet-R18 (Ours)     | 76.7  | 66.41G | 9.19M    | 54.30   |
| CABiNet-MV3 (Ours)     | 76.6  | 12.03G | 2.64M    | 66.50   |

TABLE VI: Comparative study of different fusion modules. AW stands for attention weight based fusion.

| Fusion Style                      | mIoU  | FLOPs  |
|-----------------------------------|-------|--------|
| Feature Addition [26]             | 75.2  | 0.5G   |
| Feature Concatenation w/o AW [27] | 74.5  | 0.8G   |
| Feature Concatenation w AW [39]   | 76.7  | 1.8G   |
| Feature Concatenation w AW + BOTTENNECKS | 76.6  | 0.9G   |

2) Backbone Choice: A lot of previous real-time semantic segmentation architectures [39], [23], [46], [41] employ powerful feature extractors like ResNet-18 [8]. Even though this choice is justified for accurate semantic segmentation, the implications on execution speed and computational complexity are profound. Hence, for effective comparison, we replace our MobileNetV3 backbone with ResNet-18 and study the outcomes (Table V). From the table we confirm that our segmentation head is still lighter, faster and more accurate as compared to both SwiftNet [23] and BiSeNet [39], even if we use an expensive feature extractor like ResNet-18. Furthermore, the comparison between CABiNet-R18 and CABiNet-MV3 from Table V reveals that the computational overheads added by ResNet-18 are larger as compared to MobileNetV3-Small even though they both provide similar mIoU scores.

3) Feature Fusion Module: Several fusion techniques have been suggested in the literature and designing the right one has significant impacts on the final outcome. Consider Table VI for a quantitative comparison between the various fusion techniques. Feature concatenation with weighted attention and bottlenecks provides the most optimal mIoU-FLOPs balance out of all the variants.

4) Results on Embedded Device: Inference on full scale GPUs (Titan X or RTX20 series) is unlikely to provide a real-world analysis, as autonomous vehicles, UAVs and UGVs are more likely to have low-power consumption modules with limited memory. Hence, we further benchmark our algorithm and others on Jetson Xavier NX, a small form factor system-on-module, on the full resolution Cityscapes images. Results are shown in the last column of Table I.

V. CONCLUSIONS

In this paper, we have developed a light-weight approach to address the challenge of real-time semantic segmentation with improved inference speeds and reduced computational expenses. Our proposed approach is end-to-end trainable on Cityscapes, and computes an accurate prediction within 13 ms. For future work, we will extend the current approach to address real-time panoptic segmentation.
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