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ABSTRACT

The X-ray spectra of anomalous X-ray pulsars (AXPs) have long been fit by smooth, empirical models such as the sum of a blackbody plus a power law. These reproduce the ~0.5–10 keV range well, but fail at lower and higher energies, grossly overpredicting the optical and underpredicting the hard X-ray emission. A poorly constrained source of uncertainty in determining the true, intrinsic spectra, in particular at lower energies, is the amount of interstellar extinction. In previous studies, extinction column densities with small statistical errors were derived as part of the fits of the spectra to simple continuum models. Different choices of model, however, each produced statistically acceptable fits but a wide range of columns. Here we attempt to measure the interstellar extinction in a model-independent way, using individual absorption edges of the elements O, Fe, Ne, Mg, and Si in X-ray grating spectra taken with XMM-Newton. We find that our inferred equivalent hydrogen column density $N_H$ for 4U 0142+61 is a factor of 1.4 lower than the typically quoted value from blackbody plus power-law fits, and is now consistent with estimates based on the dust scattering halo and visual extinction. For three other sources, we find column densities consistent with earlier estimates. We use our measurements to recover the intrinsic spectra of the AXPs empirically, without making assumptions on what the intrinsic spectral shapes ought to be. We find that the power-law components that dominate at higher energies do not extend below the thermal peak.

Subject headings: pulsars: general — pulsars: individual (1E 1048.1–5937, 1E 2259+586, 1RXS J170849.0−400910, 4U 0142+61) — X-rays: ISM — X-rays: stars

Online material: color figures

1. INTRODUCTION

The anomalous X-ray pulsars (AXPs) are a group of about six young, isolated neutron stars showing pulsations with periods of the order 10 s, whose high-energy luminosity vastly exceeds what is available in rotational energy losses. They are modeled as magnetars, their energetics dominated by energy released from a decaying superstrong magnetic field, $\sim 10^{14}$ G externally. See Woods & Thompson (2006) for a summary of current observations and their interpretation in the context of the magnetar model.

Since their discovery, the X-ray spectra of the AXPs have been fitted with simple continuum models, most commonly the sum of a blackbody, representing the peak of the spectrum around a few keV, and a power law to account for the emission at higher energies. The overall spectra are relatively soft, as indicated by high power-law indices. In the fitting process, the interstellar extinction is estimated as well, by including a multiplicative term to take account of the absorption of all elements, parameterized by the hydrogen column density, $N_H$.

While these smooth continuum spectral models reproduce the spectra of all AXP well in the range observed by satellites such as the Chandra-Observatory, XMM-Newton, and ASCA (Advanced Satellite for Cosmology and Astrophysics) (roughly 0.5–10 keV), their extrapolation fails at both higher and lower energies. At energies from tens of keV to $\sim$1 MeV, Kuiper et al. (2004) and Den Hartog (2006) found from the Rossi X-Ray Timing Explorer High-Energy X-Ray Timing Experiment and International Gamma-Ray Astrophysics Laboratory (INTEGRAL) observations that much harder power-law components are present, which dominate the total energetics. In the optical and infrared, the first detections of AXP spectra made by Hulleman et al. (2000, 2001) already showed that while the optical and infrared emission is only a tiny part of the energy budget, it is well below (by orders of magnitude) the extrapolation of the X-ray spectra dominated by the power law, yet well above the extrapolation of just a blackbody component. Thus, the optical and infrared emission also appears to require a separate emission component. More recently, the situation was complicated even further, when Wang et al. (2006) found from mid-infrared observations from Spitzer that at least one of the AXPs (4U 0142+61) shows evidence of a circumstellar dusty disk.

The above discrepancies led us to wonder whether the measurements of interstellar extinction were reliable. These are particularly sensitive to the low-energy (<500 eV) part of the spectra (where the absorption is highest), and one would expect that they would depend strongly on the assumed model for the intrinsic emission. For instance, the above-mentioned model consisting of a blackbody and a power-law component rises toward lower energies, while a model of, say, two blackbody components, would turn over. Thus, to match a given observation, the former would require a larger column density than the latter.

From previous studies (see Table 1), it is indeed clear that the inferred column density $N_H$ depends strongly on the assumed intrinsic model, with the differences in $N_H$ for different models fitted to the same spectrum far exceeding the statistical uncertainty obtained for any given one. Clearly, without knowing the intrinsic shape of the spectrum, one cannot measure the extinction accurately, and, conversely, without knowing the extinction independently, one can obtain only little information about the true intrinsic spectrum.

Another clue that the extinction is not estimated correctly, and hence that the models used for the intrinsic spectrum are incorrect, comes from variability studies. AXP spectra have been seen to vary both from one epoch to another, and between phase bins (e.g., Woods et al. 2006; Rea et al. 2005), and, generally, different values of $N_H$ are found for these different spectra (see
Although an intrinsic, variable contribution to the extinction is not impossible in light of the discovery of a possible debris disk around 4U 0142+61 (Wang et al. 2006), it seems unlikely, especially on the timescale of seconds. Indeed, discrepancies between column densities and what atomic data we use. In this paper we measure the extinction to the four best-studied AXPs by analyzing the individual absorption edges present in the sensitivity range of XMM-Newton Reflection Grating Spectrometer (RGS), and use this to derive intrinsic X-ray spectra for each AXP, as well as to estimate reddenings at optical and infrared wavelengths. In §2 we present the data sets we use and their reduction. We describe in §3 how we infer individual element column densities and what atomic data we use. In §4 we use Monte Carlo simulations to estimate the uncertainties of our measurements. We present our results in §5, and show de-extincted X-ray spectra in §6. We continue by deriving optical extinctions for all sources in §7, and discussing the overall spectral energy distribution of the best-studied source, 4U 0142+61, in §8. We briefly summarize our results and look forward to future work in §9.

2. DATA REDUCTION

We searched the XMM-Newton archive for observations of all the AXPs. The XMM-Newton observatory (Jensen 1999) provides data from three separate telescopes simultaneously, but in this work we are concerned with the RGS instrument (den Herder et al. 2001), which provides high-resolution spectra in the range 6–40 Å. We found a number of long observations for the four brightest AXPs\(^2\) (see Table 2; we omitted shorter data sets with few counts). For all these, RGS is used with the same instrumental setup, thus ensuring a fair comparison of the sources. We also searched for high-resolution spectra taken by Chandra, but found only a few observations. Since these did not allow a comparison between sources, we decided not to use these in the present work.

We reduced the raw data (Observation Data Files or ODFs) with the 20041122 version of the analysis software, XMM-SAS, and calibration files. We used the pipeline products for the data from the European Photon Imaging Cameras (EPIC; Strüder et al. 2001; Turner et al. 2001). These were used only as additional information for the RGS reduction (see below).

A light curve was produced with 10 s bins from the EPIC data. These showed periods of high background (flaring), and such periods were excised from the RGS analysis using good time intervals (GTIs). The EPIC data was also used for source selection, using the automated source detection algorithm. This only works for imaging modes, but fortunately there are three imaging instruments (EMOS1, EMOS2, and EPN), and out of these only one is required. The coordinates of the brightest source were used to extract the RGS spectra. This eliminates any uncertainties arising from the telescope pointing and bore-sight correction, since the relative alignment of the telescopes and instruments is well known.

Final spectra were obtained by subtracting the background and then converting to flux using the XMM-SAS task rgsfluxer. For
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\(^1\) Another source of differences may be the use of different sets of cross sections and abundances; see, e.g., Weisskopf et al. (2004).

\(^2\) For the AXP 1E 1841-045, two short XMM-Newton observations exist, but we found these contained too few counts to provide reliable measurements.
our spectral modeling, we decided to bin to a relatively low resolution (0.1 Å), since the errors associated with bins with few or no counts is uncertain. We kept a large number of bins in the spectra and response matrix functions until the final fluxing, as recommended in the documentation. The documentation also states that rgsfluxer fluxes are not recommended for final scientific analysis, but for the relatively low resolution we use and the relatively poor signal-to-noise ratio of our data, the accuracy is ample.

In order to improve the signal-to-noise ratio, we decided to merge the spectra from different observations of each object into averaged spectra. Here we must raise two caveats. The first is that there are no significant background lines which might contaminate it. The increased background does, however, lead to poorer signal-to-noise where the AXP flux is low.

Finally, we note that for 1E 2259+586 there is enhanced background emission due to the supernova remnant surrounding the AXP. From the pipeline-produced order images, however, we find that the spectrum of the central source remains distinguishable and that there are no significant background lines which might contaminate it. The increased background does, however, lead to poorer signal-to-noise where the AXP flux is low.

3. ANALYSIS

For our measurements, we assume that it is possible to find small regions of a spectrum around an absorption edge, over which the intrinsic spectrum is continuous and well described by a power law. To each spectral region of interest, we fit a function of the form

$$ F_{\lambda} = A \left( \frac{\lambda}{\lambda_{\text{edge}}} \right)^{\alpha} \begin{cases} 1 & \text{for } \lambda > \lambda_{\text{edge}}, \\ \exp \left[ - \left( \frac{\lambda}{\lambda_{\text{edge}}} \right)^{5/2} N \sigma \right] & \text{for } \lambda \leq \lambda_{\text{edge}}. \end{cases} $$

In the fits, the edge wavelength $\lambda_{\text{edge}}$ and photoionization cross section at the edge $\sigma$ were kept fixed, but the normalization $A$, power-law index $\alpha$, and the column density $N$ were allowed to vary. Note that the value of the power-law index that attenuates the cross section with wavelength here is not the more familiar 3. The value of 2.5 fits better with theoretical calculations (e.g., Verner & Yakovlev 1995). We note that the fits below are insensitive to this change, and negligible additional uncertainty is incurred.

For the oxygen K edge ($\sigma = 5.642 \times 10^{-19}$ cm$^{-2}$), we fitted the range 19–26 Å and used $\lambda_{\text{edge}} = 23.1$ Å, as found by Takei et al. (2002). We masked the regions 22.5–23.1 Å for multiple edges, and 23.25–23.6 Å for narrow lines.

For the iron L edge(s) ($\sigma = 4.936 \times 10^{-19}$ cm$^{-2}$), we fitted the 16–19 Å range and used $\lambda_{\text{edge}} = 17.52$ Å, following the work of A. Juett et al. (2006, in preparation). There are no sharp absorption features, but the edge has multiple components, leading to a complex shape around the edge. Accordingly, we masked the range 17.2–17.56 Å.

In the case of the neon K edge ($\sigma = 3.523 \times 10^{-19}$ cm$^{-2}$), we fitted the range 13–16 Å and used $\lambda_{\text{edge}} = 14.31$ Å following once more the work of Juett et al. Three narrow absorption features fall into the fitting range, which we excluded by masking 14.44–14.66 and 13.4–13.5 Å.

The magnesium K edge ($\sigma = 2.191 \times 10^{-19}$ cm$^{-2}$) is the only one in our sample that shows no complicated features. We used $\lambda_{\text{edge}} = 9.5$ Å, as found by Ueda et al. (2005), and fitted in the range 8.5–10.5 Å.

Finally, for the silicon K edge ($\sigma = 1.476 \times 10^{-19}$ cm$^{-2}$), we once more used the work of Ueda et al., fitting in the range 6.2–7.5 Å and using $\lambda_{\text{edge}} = 6.72$ Å. We masked the region 6.61–6.73 Å for edges of silicon in silicates, which are slightly shifted from the edge for atoms in isolation.

4. FITTING METHOD AND ERROR DETERMINATION

For each edge, we fit the data with the model in equation (1), with $\lambda_{\text{edge}}$ and $\sigma$ fixed to the values given above, and the best
values of $A$, $\alpha$, and $N$ found by $\chi^2$ minimization. For the uncertainties on each data point, we use the errors given by rgsf1uxer.

There are two possible problems with our fitting method. First, the uncertainties produced by rgsf1uxer are known to be poorly defined for faint sources. This is because in the high-resolution input spectra (which are rebinned to our 0.1 Å bin size in rgsf1uxer), bins with zero counts are assigned an arbitrary uncertainty of 1, when the expectation value for the (faint) source might genuinely be near zero and hence the associated uncertainty should be smaller as well. These assigned errors are propagated, and, as a result, the uncertainties on the rebinned fluxes are greatly overestimated, leading to values of reduced $\chi^2$ far smaller than unity in our fits. The second possible problem, related to this, is that for these counting data, it would be more appropriate to use the Cash statistic rather than $\chi^2$, since the probability distribution is Poissonian rather than Gaussian.

Fortunately, in practice these problems are not severe. In a given fitting region, we find that in our 0.1 Å bins both the number of counts and the rgsf1uxer uncertainty are roughly constant. Thus, even though the given errors are overestimated, this effect is roughly equal for each point and hence it does not affect the best-fit parameters. Furthermore, the bins we use are sufficiently wide that they contain many counts, and hence the assumption of Gaussian uncertainties is not so bad. Indeed, fits made by minimizing the Cash statistic led to results very close to those found through the $\chi^2$ method. We preferred not to use them generally, however, since with the Cash minimization our fitting routine converged much less robustly to the global best fit.

In order to estimate the uncertainties on our measurements, we have conducted Monte Carlo simulations, in which we produce simulated data sets which we fit in the same manner as the real data. We employed two different methods for simulating the data. In the first, we used Monte Carlo simulations, in which we produce simulated data sets which we fit in the same manner as the real data. We employed two different methods for simulating the data. In the first, we used Monte Carlo simulations, in which we produce simulated data sets which we fit in the same manner as the real data. We employed two different methods for simulating the data.

In the first, we used Monte Carlo simulations, in which we produce simulated data sets which we fit in the same manner as the real data. We employed two different methods for simulating the data. In the first, we used Monte Carlo simulations, in which we produce simulated data sets which we fit in the same manner as the real data. We employed two different methods for simulating the data.

There are two possible problems with our fitting method. First, the uncertainties produced by rgsf1uxer are known to be poorly defined for faint sources. This is because in the high-resolution input spectra (which are rebinned to our 0.1 Å bin size in rgsf1uxer), bins with zero counts are assigned an arbitrary uncertainty of 1, when the expectation value for the (faint) source might genuinely be near zero and hence the associated uncertainty should be smaller as well. These assigned errors are propagated, and, as a result, the uncertainties on the rebinned fluxes are greatly overestimated, leading to values of reduced $\chi^2$ far smaller than unity in our fits. The second possible problem, related to this, is that for these counting data, it would be more appropriate to use the Cash statistic rather than $\chi^2$, since the probability distribution is Poissonian rather than Gaussian.
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we use the abundances of Asplund et al. (2005); we discuss this further below. Also listed are the weighted means of the column densities.

Comparing our results with those found through broadband fits using assumed intrinsic models (Table 1), one sees that the values are consistent with the ranges found previously. Unfortunately, for all sources but 4U 0142+61, our uncertainties are too large to distinguish between different models. For 4U 0142+61, however, our value of \( N_H \) is well determined, and we find it to be lower by a factor 1.4 than the value inferred from the commonly used blackbody plus power-law model, and closer to that found using the model consisting of two blackbodies. Interestingly, this is also the source for which White et al. (1996) found a discrepancy between the extinction and the brightness of its X-ray scattering halo, while Hulleman et al. (2004) found a discrepancy between X-ray extinction, as inferred from the blackbody plus power-law model, and optical reddening. With our new value, the different measurements are all consistent.

In the sections below, we will use our \( N_H \) values to derive intrinsic spectra and optical extinctions. Before doing so, it is worth stressing that while we quote values of \( N_H \), our measurements are of the neon and magnesium (and oxygen for 4U 0142+61) column densities. Thus, the accuracy with which we can determine columns of a given other element (or dust) depends not only on our statistical uncertainty, but also on the uncertainty on the abundance of that element relative to neon and magnesium (as well as on possible corrections for the extent to which a given element is locked up in optically thick dust; e.g., Wilms et al. [2000]; for a general caution on the implications of the set of abundances used, see Weissskopf et al. [2004]).

In general, the relative abundances of refractive elements are known precisely from studies of meteorites, but those of the volatiles are much more uncertain, as has recently become apparent again from the controversy on the abundances of oxygen and neon. Briefly, Asplund et al. (2005) inferred from improved models for the solar atmosphere that the solar oxygen and carbon abundances were much lower than thought previously. The revised abundances, however, led to discrepancies between helioseismology and models for the solar interior (e.g., Schmelz et al. 2005). To remedy this, it has been suggested that the abundance of neon might have to be revised upwards (e.g., Bahcall et al. 2005), but this leads to a number of other problems (e.g., Young 2005; Drake & Testa 2005).

From our data, an increased neon abundance seems unlikely: the value of the neon to magnitude ratio we find, \( \text{Ne/Mg} = 2.4 \pm 0.7 \), is much closer to the solar-abundance value of 2.0 from Asplund et al. (2005) than the value of 5.8 hypothesized by Bahcall et al. (2005) for consistency with helioseismology. For oxygen, we have only one measurement, for 4U 0142+61, which gives \( \text{O/Mg} = 13.1 \pm 3.6 \). This is also much closer to the

![Fig. 1](image)

**Fig. 1.** Fits obtained for the Si K, Mg K, Ne K, and Fe L edges (left to right), with the O K edge for 4U 0142+61 only in the lower right. Open circles have been excluded from the fit, due to complex edge structures or narrow features. For each edge, the scales span the same factor in flux for the different AXPs. As discussed in the § 4, we do not use iron or silicon in determining the average extinction, since these results are less reliable. [See the electronic edition of the Journal for a color version of this figure.]

### TABLE 4

**Inferred Hydrogen Column Densities and Amounts of Visual Extinction**

| AXP          | \( N_H \) (O K) | \( N_H \) (Ne K) | \( N_H \) (Mg K) | \( \langle N_H \rangle \) | \( A_V \) |
|--------------|-----------------|-----------------|-----------------|-----------------|--------|
| Abundance⁴  | 4.6 \( \times 10^{-4} \) | 6.9 \( \times 10^{-5} \) | 3.4 \( \times 10^{-5} \) | ... | ... |
| 4U 0142+61   | 0.60 ± 0.09     | 0.77 ± 0.19     | 0.65 ± 0.15     | 0.64 ± 0.07     | 3.5 ± 0.4 |
| 1E 2259+589  | ...             | 1.23 ± 0.58     | 1.06 ± 0.41     | 1.12 ± 0.33     | 6.3 ± 1.8 |
| 1E 1048.1--5937 | ...         | 1.0 ± 1.0       | 0.8 ± 0.7       | 0.87 ± 0.57     | 4.9 ± 3.2 |
| IRXS J170849.0--400910 | ... | 2.1 ± 0.7       | 0.9 ± 0.6       | 1.4 ± 0.4       | 7.7 ± 2.2 |

**Notes.**—All column densities \( N_H \) are in units of \( 10^{22} \, \text{cm}^{-2} \). Column \( \langle N_H \rangle \) is the weighted mean of all measurements. For previous determinations of the hydrogen column density, from broadband spectral fits, see Table 1. \( A_V \) is the extinction (in magnitudes) in the V-band; the errors listed are statistical only, and do not include systematic uncertainties in the conversion from \( N_H \). The \( N_H \) values themselves do not include several possible systematic errors (see § 6).

⁴ Elemental abundance \( N_{\text{Ne/Mg}}/N_H \) used to convert from the measured column from Table 3 to the equivalent hydrogen column listed here. See §§ 3 and 5 for details.
revised solar abundance of 13.5 of Asplund et al. (2005) than the old one of 22.4 listed by Anders & Grevesse (1989).3

Given the above, we are fairly confident that for columns of other refractive elements (or of dust), any additional uncertainty beyond the statistical one is small. However, we are less confident for the abundances of hydrogen, helium, carbon, nitrogen, and oxygen. This will affect our corrections for extinction below, especially at low energies.

6. INTRINSIC SPECTRA

The main question underlying this work is the nature of the intrinsic spectra of AXPs. As discussed in § 1, different simple models reproduce the spectral data equally well, and they do not allow one, e.g., to distinguish between spectra that rise or fall with decreasing energy at low energies. With the column densities obtained above, we can de-extinct the observations to find the intrinsic spectra empirically. For this purpose, rather than attempt to model the extinction in detail (e.g., Wilms et al. 2000), we will use a simplified model that can be described and reproduced easily; this will be sufficient to answer the main question, whether the intrinsic spectra rise or fall at long wavelengths.

For the extinction correction, we convert the average hydrogen column densities \(N_{\text{H}}\) from Table 4 to individual columns for oxygen, iron, neon, magnesium, and silicon (using the abundances of Asplund et al. 2005; see Table 4 for O, Ne, Mg; furthermore, \(N_{\text{Fe}} = 2.8 \times 10^{-5} N_{\text{H}}\), \(N_{\text{Si}} = 3.2 \times 10^{-5} N_{\text{H}}\)), and correct the spectra for the contribution of each of these using the simple edge model from equation (1) and the cross sections given following that equation. Furthermore, we take into account the absorption by lighter elements, in particular helium, carbon, and nitrogen, with an additional component \(\exp \left(-\tau_{25}/(25 \text{ Å})\right)^{\beta}\), where \(\tau_{25}\) is the optical depth at 25 Å. Inspired by the behavior of the total cross-section shown in Figure 1 of Wilms et al. (2000), we choose \(\beta = 3\); it is intermediate between the steeper decrease of the cross sections of helium and hydrogen at these energies and the shallower one for carbon and nitrogen. For the scaling, we use the relation given by Morrison & McCammon (1983), \(\tau_{25} = 7.6 \times 10^{-22} N_{\text{H}}\).

The main systematic uncertainty in our correction is due to the relative abundances, in particular for oxygen and for the lighter elements represented by \(\tau_{25}\) (see § 5). The latter uncertainty could be quite large: for example, calculating \(\tau_{25}\) from the abundances and cross sections in Morrison & McCammon (1983), one gets a correction \(\sim 1.7\) times larger—and thus 1.7 times larger implied intrinsic flux—than by using those in Wilms et al. (2000). This discrepancy, however, reduces rapidly with decreasing wavelength and does not alter the shape of the spectra by much (at least on the logarithmic scale on which they are shown).

In Figure 2 we show the observed (circles) and de-extincted (triangles) spectrum of 4U0142+61: all the edges apparent in the observed spectrum have been removed in the corrected spectrum (although discrete features are still evident, such as those due to the multiple edges of iron at 17.5 Å). From the de-extincted

3 The good match to the solar abundances is perhaps surprising, given the discrepant abundance ratios found in other recent X-ray spectroscopic studies (N. Schultz, 2005, private communication); it may be a consequence of the fact that AXPs are not affected by binary interactions.
It is clear that the de-extincted spectrum falls with wavelength at longer wavelengths. In order to see how it might have been possible to infer a rise at longer wavelengths from broadband data, we also show the spectrum de-extincted with $N_{\text{H}} = 9.5 \times 10^{21} \text{ cm}^{-2}$ (crosses), as found by White et al. (1996) from *ASCA* data, and overdraw their fit of the sum of a power law and blackbody (upper curve) and this same model extincted by their value of the hydrogen column (lower curve). One sees from the figure that, qualitatively, their fit is not unreasonable, so the source has not varied much. Looking in detail, however, especially near the oxygen edge, it is clear that their column density is too high, and that the data are inconsistent with an intrinsic spectrum rising at long wavelengths.

In Figure 3 we show the de-extincted spectra derived for all four AXPs under consideration. Two things are immediately apparent: they are not consistent in shape with one-another, and there is no continuation at low energies of any power-law component representing the emission at $>2$ keV: the photon indices, measured from power-law plus blackbody fits, of 2.4–4.0 correspond to slopes of $\alpha = -0.6, -0.1, 0.4$, and 1.0 ($F_\lambda \propto \lambda^{-\alpha}$), for 1RXS J170849.0–400910, 1E 1048.1–5937, 4U 0142+61, and 1E 2259+586, respectively, while the spectra shown have indices of approximately $\alpha = -3, -2, -2$, and 0 (if the low-energy tail is taken to be a power law). Note that the largest cause of uncertainty in these derived spectra are the uncertainties in the column depths of the individual edges, rather than abundances, detector response, or photon statistics. However, the conclusion that any power-law component at short wavelengths does not continue to long wavelength is robust.

The above result raises a paradox: How can it be that even for the sources other than 4U 0142+61, for which the equivalent hydrogen columns $N_{\text{H}}$ we determine are consistent with those from power-law plus blackbody fits, we do not see the power-law component at long wavelength? The answer lies in the fact that the low-energy region is actually not reproduced all that well in typical fits to broadband spectra, but this may not be noticed in the formal $\chi^2$ since it has relatively few counts and thus carries little weight (if it is included at all). For a good example of this, see Figure 2 in Woods et al. (2006): below 0.75 keV, the data lie systematically $\sim 20\%$ above the model (particularly easy to see in this figure, since it has a panel with the ratio of the data to the model, rather than the usual, less instructive $\chi^2$ residuals). With relatively few counts and larger uncertainties, these points do not affect much the overall $\chi^2$, but clearly (by eye) they are not well described by the model (and indeed a bad fit would likely have been found if the data had been binned more heavily).

While at low energies there is no evidence of continuations of high-energy power-law components, the spectra also do not decline as fast as would be expected if they were due to a blackbody component. If the thermal emission arises from the neutron star surface, as seems likely, this might simply reflect a range of temperatures on the surface. Alternatively, it may indicate that more realistic models are required to describe the emission, which also include the effects of magnetic field, interactions with

---

4 White et al. (1996) used the cross sections of Morrison & McCammon (1983) in calculating extinction, so we have used this also in this instance only, for consistency.
high-energy particles in the magnetosphere, and gravitational light-bending (the latter particularly important for phase-resolved spectra).

Finally, looking in detail at the spectra, it appears that for 4U 0142+61, there is a hint of a feature in the spectrum at about 13.5 Å (this is easier to see in Fig. 4 at around 2 × 10^{17} Hz). One could interpret this either as a broad absorption feature at ~13 Å, or a broad emission feature at ~15 Å. Assuming it is cyclotron absorption (emission), i.e., \( E_{\text{cycl}} = \frac{h e B}{m c} \), this corresponds to 7.9 × 10^{10} G (7.1 × 10^{10} G) for electrons or 1.5 × 10^{14} G (1.3 × 10^{14} G) for protons. If the line is redshifted, the inferred magnetic field strength would increase by a factor 1 + z_{GR} = (1 - 2GM/Rc^2)^{-1/2}, equal to ~1.3 at the surface (for a neutron star with \( M = 1.4 M_{\odot} \) and \( R = 10 \text{ km} \)). Intriguingly, the value for proton cyclotron lines is close to the magnetic dipole field strength inferred from timing measurements, \( B_{\text{dip}} = 3.2 × 10^{19} (PP)^{1/2} = 1.3 × 10^{14} \text{ G} \) (Woods & Thompson 2006).

7. OPTICAL EXTINCTION

Our revised X-ray extinction measurements also allow us to estimate the extinction in the optical and infrared. For this purpose, we use the relation between the hydrogen column \( N_{\text{H}} \) and visual extinction \( A_V \) derived by Predehl & Schmitt (1995): \( A_V = 5.6(N_{\text{H}}/10^{22} \text{ cm}^{-2}) \) mag. The resulting values of \( A_V \) are listed in Table 4. Here the errors on \( A_V \) listed are statistical, i.e., they do not include the uncertainty in the conversion factor. The latter uncertainty could be fairly large, both because there is substantial scatter in the measurements used by Predehl & Schmitt, and because their sample had typically lower values of extinction. Furthermore, their hydrogen column is not measured directly, but is based on X-ray extinction measurements and thus a measure of elements that contribute significantly to absorption in X-rays, i.e., carbon, oxygen, neon, and magnesium. The latter should not be a problem in our case, however, since we measure some of the same elements in Predehl & Schmitt’s sensitivity range (they did not have the spectral resolution to measure individual absorption edges), and thus systematic effects in converting to \( N_{\text{H}} \) should cancel. The only caveat is that we used the revised solar abundances of Asplund et al. (2005), while Predehl & Schmitt used, implicitly, the old solar abundances. For neon and magnesium, however, the abundances have not changed, while the change for oxygen should not have a large effect, since for the one case where we measure it—for 4U 0142+61 only—the inferred \( N_{\text{H}} \) is consistent with the values inferred from neon and magnesium (see Table 4).

While the above indicates one should be somewhat careful in using the absolute values of the reddening, the relative reden- dings should be much more accurate, since any systematic un- certainties in the conversion should be similar from source to source. Our results indicate that in order of increasing reddening, the AXPS are 4U 0142+61, 1E 1048.1−5937, 1E 2259+586 and 1RXS J170849.0−400910.

We can compare our revised estimates with earlier work. First, for 4U 0142+61, Hulleman et al. (2004) found from the colors of field stars, that the reddening along the line of sight was likely substantially lower than the value \( AV = 5.1 \) inferred from the literature values of \( N_{\text{H}} \) for the power-law plus blackbody model. Our new value of \( A_V = 3.5 ± 0.4 \) is consistent with the range of \( A_V = 2 \) to 4 seen in their Figure 3. Second, comparing 4U 0142+61 with 1E 1048.1−5937, Durant & van Kerkwijk (2005) noted that in order for the broadband optical/infrared spectrum of these AXPS to have the same shape, the difference in reddening would have to be \( ΔA_V = 2.5 ± 0.5 \). This was inconsistent with previous estimates, which gave very similar values of \( A_V \) (based on the very similar values of \( N_{\text{H}} \), see Table 1), but is consistent with our new results, which give a difference in reddening of \( ΔA_V = 1.3 ± 0.3 \). Thus, the optical/infrared spectra of the different AXPS may be similar in shape, and therefore produced by the same mechanism.

8. THE SPECTRAL ENERGY DISTRIBUTION OF 4U 0142+61

With our empirical estimates of the intrinsic (soft) X-ray spectra, and the revised estimate for optical/infrared reddening, we can reexamine the spectral energy distributions of the AXPS. We only consider 4U 0142+61, since this object is the only one for which we find a significantly different column density from that typically quoted. Furthermore, it has the best X-ray data, and the best broadband coverage, from mid-infrared (Wang et al. 2006), to near-infrared and optical (Hulleman et al. 2004; Israel et al. 2004), to hard X-rays (Den Hartog et al. 2006).

Figure 4 shows the inferred intrinsic spectral energy distribution of 4U 0142+61, determined with our new values of \( N_{\text{H}} \) and \( A_V \). The interpretation of the optical and infrared emission is still unclear: it could be understood as combination of a large mid-infrared bump combined with a rising power-law that has a sharp break at B, or as a combination of a much smaller mid-infrared bump combined with a flatter power-law and a large emission feature centered between \( R \) and \( V \). Wang et al. (2006) interpret the mid-infrared bump as arising from a passively illuminated dusty disk. This disk is presumably formed from supernova fall-back material, and the data is well fitted by a blackbody from dust at the sublimation radius. This disk would also influence the flux in the \( K \) band. Wang et al. used our new estimate of \( N_{\text{H}} \), but their results are not very sensitive to the exact value of \( N_{\text{H}} \), as long as the reddening is above \( A_V ≈ 2.6 \) (D. Chakrabarty 2005, private communication).

The soft X-ray spectrum in Figure 4 suggestively has a slope which would meet up with the optical points if extended. This is in marked contrast with the earlier power-law models, which grossly overpredict the optical emission (see § 1). The uncertainty in the
slope of the soft X-rays is dominated by the uncertainty in the hydrogen column (and its systematics, particularly due to abundance uncertainties), so there is not enough information at present to say whether the break between the $B$ and $V$ bands is due to an emission or an absorption feature.

9. CONCLUSIONS

We have attempted to measure the extinction to the AXPs without making assumptions about what their intrinsic spectral shapes might be. With our resulting best estimates, we derived intrinsic spectra, which can be compared with each other as well as with predictions, such as those from simulations and semi-analytic models that are now being produced within the magnetar framework (e.g., Lyutikov & Gavriil 2006; Fernández & Thompson 2006).

Apart from these comparisons, future work could include extending our analysis to other sources (once better spectra become available), or improving the precision of our measurements using further XMM-Newton observations (some already taken but not yet public) or Chandra spectra (some available). More interestingly, by measuring the run of reddening with distance along the line of sight to the AXPs (using field stars), our extinction estimates can be used to estimate distances and thus determine the intrinsic luminosities of the AXPs. It turns out that although the extinctions are not very well determined, the AXPs fall into areas of rapidly rising extinction associated with spiral arms, and so can be well localized (Durant & van Kerkwijk, 2006). Finally, our reddening estimates will place on much firmer footing inferences from further optical and infrared studies, such as could be used, e.g., to uncover the nature of the break seen between $V$ and $B$ in 4U 0142+61 (Hulleman et al. 2004) or to measure the precise parameters of the possible debris disk around that source (Wang et al. 2006).
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