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Editorial on the Research Topic

Fundamentals and Applications of AI: An Interdisciplinary Perspective

Machines, computers, and algorithms appear recurrently in the future imagined in science fiction pieces. Terminator’s SkyNet, Space Odyssey’s HAL 9000, Psychohistory of Asimov’s Foundation, and Westworld’s Dolores are just a few examples of our collective imaginary of a (days) topic future. Interestingly, the year 2019 has represented the future in some works. Toronto Star in 1983 asked Asimov to predict the future, the world of 2019. This is also the case for Blade Runner, where the action runs in a dystopic LA, in 2019, with replicants having “almost” human cognitive capabilities. Although we have not reached most of the utopian pictures, the growth of Big Data and Artificial Intelligence algorithms is unquestionable (Figure 1). Thus, celebrating the unstoppable advance of AI, we collect in this RT several studies addressing fundaments and applications from a physics perspective.

In 2020, AI has continued its penetration into classical fields and emerging technologies. Fueled by deep learning and the automatic generation of data, the techniques developed in AI are being applied to predict and control physical, biological, engineering, and even commercial systems. Given the two-way interaction between AI and different fields and including how these fields inspire novel methods and theory in AI, we had envisioned a volume illustrating such an interdisciplinary perspective. Contributions include quantum annealers and quantum neural networks, echo state networks, machine learning (reinforcement learning and graph-based methods), and applications to optimization, classification of heartbeats, animal collective movement, and climate forecast, and the use of AI to discover physical laws.

A fast machine learning model for ECG-based heartbeat classification and arrhythmia detection was developed, based on echo state networks [1]. The classifier requires a small number of features and a single ECG signal suffices. The possibility of using a combination of ensembles allows them to exploit parallelism to train the classifier with remarkable speed. The sensitivity and predictive values are comparable with those of the state of the art in fully automatic ECG classifiers and even outperform other ECG classifiers that follow more complex feature selection approaches.

Reservoir computers are investigated in two contributions. First, a coherent all-optical fiber-ring reservoir computer with distributed Kerr nonlinearity is investigated numerically and experimentally [2]. The system is based on a passive coherent optical fiber-ring cavity where part of the nonlinearity is due to the Kerr effect. They compare the nonlinear transformations of information in the reservoir’s input layer, the reservoir itself, and the readout layer. They find that the Kerr effect enhances the computational capability of the reservoir, in particular, its nonlinear computational capacity. Second, the trade-off
between information processing capacity and rate is analyzed in Ref. [3] using a delay-based reservoir computer. Delay-based reservoir computers have a trade-off between computational capacity and processing speed due to the nonzero response time of the nonlinear node. They find that the computational capacity degrades for a sampling output rate that is higher than the inverse of the response time of the system. Moreover, the computational capacity also depends on the misalignment between the delay time of the nonlinear node and the data injection time.

In the realm of biology, the collective behavior of animals is a fascinating field aiming to understand how patterns of coordination among a large number of individuals emerge as a result of local interactions. Inferring the rules that give rise to a certain behavior is a challenging problem as any occasional observer of flocks and fish schools can attest. Ref. [4] uses the framework of reinforcement learning, machine learning techniques in which an agent acts in an environment and learns to maximize a reward signal, to model the problem of automatically discovering local rules of interaction that would lead to a desired collective behavior. To that end, Costa et al. apply evolutionary strategies to optimize a single policy (mapping from sensory inputs to actions) followed by the agents so that a desired collective behavior would emerge.

The potential of graph-based methods in combination with machine learning algorithms is addressed in Ref. [5]. The authors explore two methods to detect outliers, with applications to high-dimensional datasets. The first method measures the fragmentation of a graph, where the node samples are the nodes of the graph, while the second method is based on the Isomap algorithm, a dimensionality reduction technique. The performance is compared with alternative methods and assessed on the dependence on the size of an anomalous region within an image, a known problem in anomaly and outlier detection.

An example of large-scale coordination occurs in the climate and ocean circulation systems. Predicting temporal patterns such as El Niño oscillation is a problem of considerable practical and fundamental interest. Ref. [6] reviews different machine learning techniques to predict El Niño events for lead times larger than 12 months and studies which type of attributes is most relevant for an accurate forecast. The review focuses on feed-forward artificial neural networks from early work back in the late 90s to the more recent graph-based methods.

Quantum approaches are explored in three contributions. Refs. [7 and 8] implement quantum annealers to solve quadratic unconstrained binary optimization (QUBO) in two applications: an industrial problem, the control of automated guided vehicles in a factory [7], and the problem of item listing optimization for e-commerce [8]. The contributions probe the capacity of quantum annealers to address industrial and commercial problems stimulating further research of quantum annealers to solve optimization problems in real-world systems. Ref. [9] addresses the no-cloning theorem—the impossibility to duplicate a quantum state—and how to circumvent this limitation for applying quantum computing. In particular, they obtain lower bounds of input redundancy, that is, how many times the data must be reintroduced in parameterized quantum circuits (PQCs) (also referred to as quantum neural networks or variational quantum circuits). This contribution analyzes two different functions for the encoding (linear encoding and arcsin encoding) and proves that lower bounds are logarithmic in terms of a linear algebraic complexity measure of the target function.

A different approach is the implementation of internal processing capacity in models of complex systems, in particular, agent-based models. Ref. [10] introduces an agent-based model with cognitive and social dynamics, the Bayesian word learning model, to study the effects of cognitive and social dynamics on the emergence of linguistic consensus in the naming game. In the game, agents learn new words by generalization, using Bayes statistics, from previous experience. The novelty of the approach, with agents modeled after a Bayesian inference framework, captures important properties of human behavior and learning and opens the possibility to study applications to language, semiotics cognitive science, and complex systems.

Finally, a research line that is attracting interest is the development of an automated scientist, to extract interpretable dynamics and laws directly from data. In this direction, Ref. [11] uses machine learning and data-driven approaches, the sparse identification of nonlinear dynamics algorithm, to model the motion of falling objects. One conclusion is that blindly applying machine learning techniques can be inappropriate without using domain-specific knowledge. Additionally, the contribution addresses interesting issues related
to model “discoverability” and “interpretability,” important concepts that we are only starting to understand, and that can play an important role in the future. Indeed, AI is already being used to learn models from quantum mechanics to statistical physics, and this trend can only be expected to grow.
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