Characterizing the generalized complementarity polytope with extractable information from MUBs
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Complementarity polytope is a geometric structure that exists in $N^2 - 1$ dimensional space for an $N$ dimensional Hilbert space. The existence of $N + 1$ mutually unbiased bases (MUBs) is possible, if such a polytope can be shown to be a subset of density matrices, which is a very difficult task. With the hope of simplifying this task, we have shown in this work that, the complementarity polytope can be characterized by the total extractable information from $N + 1$ MUBs. We also demonstrate that $t \leq N + 1$ number of MUBs also form a polytope that exists in $t(N - 1)$ dimensional space, which we refer to as “generalized complementarity polytope”. The generalized complementarity polytope can also be characterized by total extractable information from $t$ MUBs.

I. INTRODUCTION

Quantum systems can have properties which are complementary to each other, i.e., if we know completely about one property, then we have zero knowledge about it’s complementary property. Mathematically, this characteristic is understood [4–9]. For cases, when properties of MUBs for prime powered dimensions are well understood [13]. In fact, for the simplest composite dimension of $N = 6$, solutions containing a maximum of only three bases have been found [14–25]. Among many efforts to find MUBs in dimensions which are not power of prime, a geometric object called the complementarity polytope was discovered in [26]. A complementarity polytope exists in an $N^2 - 1$ dimensional space for all dimensions regardless of whether $N$ is power of prime or not. However for $N + 1$ MUBs to exist it is necessary that the complementarity can be accommodated inside the polytope of density matrices. However, using this approach also, it was not possible to pinpoint on any peculiarity which will solve this problem.

In this work, we have introduced a new measure of information and use it to calculate extractable information from a set of $N + 1$ MUBs. We show that this total information characterizes the complementarity polytope. We further show that the existence of generalized complementarity polytopes for $t \leq N + 1$ number of MUBs and characterize it using total extractable information from $t$ MUBs. Through the generalized polytopes it could be easier to show the existence or non-existence of $t \leq N + 1$ MUBs.

II. ABSOLUTE MEASURE OF INFORMATION AND UNCERTAINTY

In quantum theory, the measurement of an observable on a quantum system is described in terms of probabilities of the possible outcomes. Any such probability distribution $\{p_n\}_{n=1}^{N}$ of the $N$ possible outcomes is least informative whenever it is a maximally uncertain distribution, i.e., $\forall n, p_n = \frac{1}{N}$. Also, $\{p_n\}_{n=1}^{N}$ is most informative when it is a maximally certain probability distribution. Therefore, we can define the information content of a probability distribution as $I_p = 1 - \bigwedge \rho$, where $\bigwedge \rho$ can be any proper measure of uncertainty. The uncertainty measures can be constructed using Schur-concave functions of probability distributions [27]. In our case we use the following measure of uncertainty for the probability distribution $\{p_n\}_{n=1}^{N}$

$$U = 1 - \frac{N}{2(N - 1)} \sum_{n=1}^{N} \left| p_n - \frac{1}{N} \right|^2,$$

where $\frac{N}{2(N - 1)}$ is the normalization so that $0 \leq U \leq 1$. Using this measure of uncertainty we define it’s absolute information content as

$$\mathbb{I} = \frac{N}{2(N - 1)} \sum_{n=1}^{N} \left| p_n - \frac{1}{N} \right|^2 \quad (1)$$

It is straightforward to note that $0 \leq \mathbb{I} \leq 1$. We highlight here that, this measure of information has a very similar structure to how the Brukner and Zeilinger(BZ) invariant information [28] was constructed. The only difference being that we are taking the absolute value of $p_n - \frac{1}{N}$, instead of squaring it. One can also define information using any other measure of uncertainty also [29], but as we shall show that only this form is useful for our purpose.
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III. COMPLEMENTARITY POLYTOPE FROM INFORMATION THEORETIC PERSPECTIVE

That, a complete set of MUBs in $N$ dimensions defines a complementarity polytope in $N^2 - 1$ dimensions, was originally shown in [26]. It was also concluded that the existence of $N+1$ set of MUBs is dependent on the fact whether the complementarity polytope can be made to form a subset of density matrices. Here, we show that the total extractable information from MUBs characterizes the complementarity polytope. To demonstrate this, first we briefly present the structure of states in $N^2 - 1$ dimensions [26].

We look for how the pure MUB states sit in the space of density matrices in $N^2 - 1$ dimensions. To do that, we first define the squared distance between two matrices $\rho_1$ and $\rho_2$ as

$$D^2(\rho_1, \rho_2) = \frac{1}{2} \text{Tr}(\rho_1 - \rho_2)^2.$$  

(2)

which ensures that the states occupy an $N^2 - 1$ dimensional space. In the $N^2 - 1$ dimensional space the matrices are represented with vectors, such that the origin lies at the matrix $\rho_0 = \frac{1}{N}$ with the scalar product given as

$$(\rho_1, \rho_2) = \frac{1}{4} \left[ D^2(\rho_1 + \rho_2, \rho_0) - D^2(\rho_1 - \rho_2, \rho_0) \right] = \frac{1}{2} \left| \text{Tr} \rho_1 \rho_2 - \frac{1}{N} \right|^2.$$  

(3)

Let’s assume that $O_m = (\Pi_{nm})_{n=1}^{N}$ and $O_{m'} = (\Pi_{nm'})_{n=1}^{N}$ with $m, m' \in \{1, ..., N+1\}$, are two orthonormal bases which are mutually unbiased with each other. Note that in the $N^2 - 1$ dimensional space, the projectors $\Pi_{nm}$ need not always represent quantum states, they can be matrices lying on the boundary of the sphere in $N^2 - 1$ dimensions. The projectors of these MUBs satisfy the following relations

$$\text{Tr}(\Pi_{nm})^2 = 1,$$  

(4)

$$\text{Tr} \Pi_{nm} \Pi_{n'm'} = 0, \quad n \neq n',$$  

(5)

$$\text{Tr} \Pi_{nm} \Pi_{n'm'} = \frac{1}{d}, \quad m \neq m'.$$  

(6)

From Eq.(4), it follows that all the pure states are located on the surface of a sphere of radius $\sqrt{\frac{N-1}{2N}}$ centered at $\rho_0$. This sphere forms the outspace of the convex set of density matrices. Further Eq.(2) along with Eq.(5) implies that two different projectors from an orthonormal basis are at unit distance from each other. Thus, all the states belonging to an orthonormal basis $O_m = (\Pi_{nm})_{n=1}^{N}$, form a regular simplex in an $N-1$ dimensional space. Finally, on supplying Eq.(6) in Eq.(3), tells us that the vectors representing mutually unbiased vectors are orthogonal with each other, implying that two different MUBs lie in orthogonal subspaces.

Therefore, the $N^2 - 1$ dimensional space can be divided into $N+1$ number of $N-1$ dimensional spaces which implies that we can have a maximum of $N+1$ MUBs for $N$ dimensional Hilbert space. In this way we get $N(N+1)$ number of points forming a convex polytope in a $N^2 - 1$ dimensional space.

If we restrict ourselves to prime or prime power dimensions, i.e., $N = p^k$, where $p$ is a prime number and $k$ is an integer, then it is known that there exist $N + 1$ MUBs. But the same can’t be said about Hilbert spaces with composite dimensions. Despite all this, a complementarity polytope exists irrespective of whether $N$ is prime or non-prime.

To calculate the total extractable information from MUBs for a given state $\rho$, we note that each MUB $O_m$ is associated with the probability distribution $|p_{nm}|^2$ with information content given by (from Eq.(1))

$$I_m = \frac{N}{2(N-1)} \sum_{n=1}^{N} |p_{nm} - \frac{1}{N}|.$$  

(4)

Further, as $O_m$ and $O_{m'}$ are mutually unbiased, they capture completely independent information about $\rho$, i.e., $I_m$ and $I_{m'}$ are independent. Then, all the MUBs together can capture total information of $\rho$, which is given by

$$I_{\text{total}} = \sum_{m=1}^{N+1} I_m,$$

(7)

$$= \frac{N}{2(N-1)} \sum_{n=1}^{N} \sum_{m=1}^{N+1} |p_{nm} - \frac{1}{N}|.$$  

Now, we present the main result of our work.

Theorem 1. The states on the surface of complementarity polytope are characterized by $I_{\text{total}} = 1$. Where as the states inside and outside the complementarity polytope are identified via $I_{\text{total}} < 1$ and $I_{\text{total}} > 1$ respectively.

Proof. A state on the surface of the complementarity polytope can be written as a convex hull of projectors $\Pi_{nm}$ of the MUBs, such that at least one projector from each MUB is not included. A state on this surface is represented by $\rho_{\text{surface}} = \sum_{n=1}^{N} \sum_{m=1}^{N+1} a_{nm} \Pi_{nm}$, so that $\sum_{m=1}^{N+1} \sum_{n=1}^{N} a_{nm} = 1$. In this summation, at least one $a_{nm}$ is zero for each MUB $O_m$. For this state the information content from probability distribution of an MUB $O_{m=1}$ is given by

$$I_s = \sum_{n=1}^{N} \frac{N(N-1)}{2(N-1)} \left( \frac{a_{ns}(N-1)}{N} \right) \left( \frac{a_{nt}}{N} \right) = \sum_{n=1}^{N} a_{ns}.$$  

(8)

and therefore we have the total information from MUBs on the surface of the complementarity polytope as

$$I_{\text{total}} = \sum_{s=1}^{N+1} I_s = \sum_{s=1}^{N+1} \sum_{n=1}^{d} a_{ns} = 1.$$  

(9)

Thus, on the surface of the complementarity polytope the total information content from the MUBs is unity everywhere. Any point above the surface outside the polytope can also be represented as a sum of $\rho_{\text{out}} = \sum_{n=1}^{N} \sum_{m=1}^{N+1} a_{nm} \Pi_{nm}$, with $\sum_{m=1}^{N+1} \sum_{n=1}^{N} a_{nm} > 1$. Hence, the total extractable information from MUBs, for any state outside the complementarity polytope is greater than unity, i.e., $I_{\text{total}} > 1$. Using a similar argument, for a point below this surface and inside the polytope will have $I_{\text{total}} < 1$. This concludes the proof.
This feature of constant value of $I_{\text{total}}$ on the surface of complementarity polytope, has a stark similarity with the BZ invariant information, which has constant value on the surface of the $N^2 - 1$ dimensional sphere, which can be seen from the form of BZ information and Eq.(4)

$$I_{\text{BZ}} = \sum_{i=1}^{N+1} \left( p_i - \frac{1}{N} \right)^2 = 2 \text{Tr} \rho^2 - \frac{1}{N}. $$

In fact, as we take different values of $\alpha$ in $\left| p_i - \frac{1}{N} \right|^\alpha$, we can get a different surface with constant total information from MUBs. It should also be noted that the $I_{\text{total}}$ from Eq.(7) is not invariant with respect to the choice of complementarity set of bases, unlike the BZ information. Thus, for each choice of set of complementarity bases, $I_{\text{total}}$ identifies a different complementarity polytope.

Coming to the information theoretic characterization of the complementary polytope via total extractable information from MUBs. The total information from MUBs is constant on the surface of complementarity polytope is always true irrespective of whether the dimension $N$ is prime powered or not. It remains unclear how this information can help to verify the existence or non-existence of $N + 1$ MUBs.

### IV. GENERALIZED COMPLEMENTARY POLYTOPES

Now, we will show that for Hilbert space of dimension $N$, even less than $N + 1$ number of MUBs form a polytope which we refer to as the “Generalized complementarity polytope”(GCP). We keep the setting from the previous section the same, i.e., the notion of distance(Eq.2) and scalar product(Eq.3) are unchanged. The only different thing we do is to consider only $t$ number of MUBs with $t \leq N + 1$, so that the $t$ MUBs $O_m$ with $m \in \{1,...,t\}$, occupy a $t(N - 1)$ dimensional space. An analysis similar to previous section follows.

Each orthonormal basis $O_m = \{\Pi_{nm}\}_{n=1}^{N}$ forms a regular simplex consuming $N - 1$ number of dimensions. Also, two different MUBs lie in orthogonal spaces, and therefore the $t$ MUBs lie in the $t(N - 1)$ dimensional space. In this way we have $tN$ number points from $t$ MUBs forming a convex polytope. It should be noted that all the generalized polytopes with $t \leq N + 1$, always have its vertices on the surface of the $N^2 - 1$ dimensional sphere.

Not only that, the generalized polytopes can also be characterized with an information measure, however unlike Theorem.1, this time the information measure is the total information extractable with only $t$ MUBs, which is defined as

$$I_{t-\text{total}} = \sum_{m=1}^{t} I_m,$$

$$= \frac{N}{2(N-1)} \sum_{m=1}^{t} \sum_{n=1}^{N+1} \left| p_{nm} - \frac{1}{N} \right|. \tag{10}$$

**Theorem 2.** The states on the surface of generalized complementarity polytopes are characterized by $I_{t-\text{total}} = 1$. While the states inside and outside the complementarity polytope are identified via $I_{t-\text{total}} < 1$ and $I_{t-\text{total}} > 1$ respectively.

**Proof.** The proof is exactly same as for Theorem.1, but we still write it here for completeness. A state on the surface of a GCP can be written as $\rho_{\text{surface}} = \sum_{m=1}^{t} \sum_{n=1}^{N} a_{nm} \Pi_{nm}$, so that $\sum_{m=1}^{t} \sum_{n=1}^{N} a_{nm} = 1$, with atleast one $a_{nm}$ is zero for each MUB $O_m$. The information extractable from each of the MUB is given by Eq.(8). On adding, we can get the extractable information from $t$ MUBs as

$$I_{t-\text{total}} = \sum_{m=1}^{t} I_m = \sum_{m=1}^{t} \sum_{n=1}^{N} a_{nm} = 1. \tag{11}$$

Following the proof of Theorem.(1), we can also show that for the states inside and outside the GCP, $I_{t-\text{total}} < 1$ and $I_{t-\text{total}} > 1$ respectively. \hfill \Box

The utility of generalized polytopes can be understood as following. Given an $N^2 - 1$ dimensional Euclidean space, a complementarity polytope always exists and if it’s possible to rotate it so that it becomes a subset of set of density matrices implies the existence of $N + 1$ MUBs in $N$ dimensions. In the same way a generalized complementarity always exists in a $t(N - 1)$ (and hence in $N^2 - 1$) dimensions, and if it can be arranged such that it becomes a subset of density matrices, implies the existence of $t$ number of MUBs in $N$ dimensions. If such an arrangement is not possible, it implies the non-existence of $t$ or greater than $t$ number of MUBs. Therefore, we need to handle far lesser number of parameters to prove the non-existence of $N + 1$ number of MUBs.

**Example 1.** For the simplest case two-dimensional Hilbert space we can see in Fig.1 the two possible generalized polytopes. For three dimensional Hilbert space, the smallest GCP occupies a 4 dimensional space, with 6 vertices. In general, the smallest GCP for an $N$ dimensional Hilbert space, occupies $2(N - 1)$ dimensions.

![FIG. 1: (Color online)Two possible complementarity polytopes for qubit states. We get an octahedron for 3 MUBs and a square for 2 MUBs.](image-url)
V. DISCUSSION AND CONCLUSION

To summarize the work done here. We introduce the absolute information measure of a probability distribution and calculate the total information extractable from MUBs using this measure. Thereafter, we successfully characterized the complementarity polytope using the total extractable information from MUBs. Further, we demonstrated that $t \leq N + 1$ number of MUBs also form a polytope, which we refer to as the generalized complementarity polytope. Moreover, the GCP can also be characterized by the extractable information from $t$ MUBs. With the GCP, it should be a lot easier to check whether it can be made to lie within the convex set of density matrices and whether $t$ MUBs exist for a given Hilbert space.

So far, we couldn’t recognize how the total extractable information could help us to study the existence or non-existence of $N + 1$ number of MUBs in $N$ dimensional Hilbert space. We hope it leads to better understanding of the geometry of quantum states and MUBs. To look for the existence of $t \leq N + 1$ should be a much easier task than to look for the existence of $N + 1$ MUBs. GCPs can be made use of in this direction. One way to approach it could be to look for the ratios of the volume of GCP formed with $t$ MUBs and the volume of all density matrices in the $(tN - 1)$ dimensional subspace. Finding the volume of a GCP is a straightforward task, but the volume of all density matrices in $(tN - 1)$ dimensions is a complicated task, so we have left it for future work.
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