Clustering of Public Opinion on Natural Disasters in Indonesia Using DBSCAN and K-Medoids Algorithms
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Abstract. Natural disasters are disasters caused by events or series of events caused by nature such as earthquakes, tsunamis, volcanic eruptions, floods, tornadoes, and landslides. Some of these natural disasters have taken a lot of public attention, from empathy, sadness and criticism that form an opinion on social media. One of the most popular social media used by the public is Twitter. Opinions written by Twitter users are called tweets. A collection of tweets can be processed to obtain information by using data mining techniques namely Text Mining. In this study, the Density-Based Spatial Clustering of Application with Noise (DBSCAN) algorithm and K-Medoids were used. The result of this study shows that DBSCAN is the best algorithm because it has the Silhouette Index (SI) validity of 0.9140 and the average execution time in RapidMiner Studio is 83.40 seconds. Meanwhile, the K-Medoids algorithm has a Silhouette Index (SI) validity of 0.2259 and an average execution time in RapidMiner Studio 849.93 seconds. The frequency of the word "earthquake" dominates for the positive category, the word "disaster" dominates the negative category, and the word "flood and earthquake" dominates the negative category.

1. Introduction

The use of social media applications among the people indicates that technology has developed very rapidly and has given great influence in terms of social interaction. With the use of social media, the interaction happens as if it has been moved into a virtual platform [1]. Some social media applications that are widely used by Indonesian people based on a survey from the Ministry of Communication and Information, namely Facebook with 65 million users, Twitter with 19.5 million users, Google+ with 3.4 million users, LinkedIn with 1 million users, and Path with 700 thousand users [2].

One social media that provides free API access is Twitter. Twitter is a social media application created in March 2006 by Jack Dorsey that gives users access to real-time information [3]. Active Twitter users currently reach 22% of internet users in the world with 500 million tweets per day that are dominated by 80% mobile devices [4].

With the availability of information access in real-time, Twitter users can share information about an event or certain events quickly, including the event of natural disasters [5]. Natural disasters are events...
that are caused by nature and are destructive such as floods, earthquakes, tsunamis, landslides, fires, and whirlwinds [6]. Indonesia is a country with a high intensity of natural disasters, this is caused by the Indonesia’s geographical location which is in the confluence of three major plates of the world, namely the Eurasian, Pacific and Indo Australian plates [7]. Natural disasters trigger people to provide information and opinions in the form of tweets. These tweets can be in the form of empathy or complaints. Collection of tweets data can be processed by using one of the data mining techniques, namely text mining [8][9].

Text Mining is a discipline that studies text data processing such as information retrieval, document text analysis, data extraction, and data visualization [10]. Text Mining has a tendency in the field of data mining research, so there is similarity in architectural aspects [11]. One of the data mining techniques that are commonly used in text mining research is clustering. Clustering is a technique used to group data in a cluster (groups) using certain parameters so that object in one cluster has the same level of similarity [12]. The Density Based Spatial Clustering of Application with Noise (DBSCAN) algorithm and K-Medoid were used in this research.

Previous research on Analysis and Implementation of Community Detection Using the DBSCAN Algorithm on Twitter found that the advantages of the DBSCAN algorithm were to produce clusters that were able to handle noise / outliers, more accurate clusters results, and it was good for large amounts of data [13]. Other research on the K-Medoids algorithm is the Comparison of K-Means and K-Medoid Clusters on Outlier Data, with the results that the K-Medoids algorithm was better than K-Means in clustering data with 5% outliers.

2. Materials and Method
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The planning stage is the stages that must be carried out by researchers in conducting a study which consists of determining research objectives, identifying problems, determining the limitations of the study, reviewing literatures, and determining the data. The next stage is collecting data by crawling from Twitter and reviewing literatures. At the stage of preprocessing text, it starts from cleaning, filtering,
tokenizing, and stemming. The results and analysis stage consists of weighting TF-IDF, processing using both algorithms to find the best cluster validity, visualizing the word and analysing, and doing documentation.

Preprocessing has a very important role in text mining techniques [14]. Preprocessing stages include data preparation, integration, cleaning process, normalization, transformation, complexity reduction, and irrelevant things removal [15]. TF-IDF is a method for evaluating the importance of words in documents. Whether the word is important or not, it depends on the number of times the word appears in a document [16].

2.1. Density-Based Spatial Clustering of Applications with Noise (DBSCAN)

DBSCAN is an algorithm designed to find clusters and noise in database space [17]. The basic concept of this algorithm is that for each data point in a cluster, an environment with a given radius (Eps) must contain at least a minimum number of points (Minpts) that is the intensity of the environment must exceed several thresholds [18]. The DBSCAN algorithm is started by calculating the distance of the central point (p) to another point using the Euclidean distance and stated in equation 1 [19].

\[ D(x_i, p_j) = \sqrt{\sum_{a=1}^{p} (x_{ia} - p_{ja})^2} \]  

(1)

2.2. K-Medoids

The K-Medoids algorithm is used to find medoids in a cluster. K-Medoids is stronger than K-Means in finding k as a representative object to minimize the number of data object inequality, reduce noise and outliers [20]. The basic strategy of this algorithm is to find k clusters in n objects first randomly. Each remaining object is grouped with the most similar Medoid. K-Medoids algorithm uses representative objects as representative points in retrieving the average value of objects in each cluster [21]. The distance between objects i and j is calculated using the dissimilarity measurement function, where one of them is the Euclidean Distance Function shown in equation 2 [22]:

\[ d_{ij} = \sqrt{\sum_{a=1}^{p} (x_{ia} - x_{ja})^2}, i = 1, \ldots, n; j = 1, \ldots, n \]

(2)

From the equation above, Xia is the a-variable of object i (i = 1, ..., n; a = 1, ..., p) and dij is the Euclidean Distance value. The algorithm also calculates the exchange probability of each object with another cluster center using criteria functions such as equation 3:

\[ E = \sum_{i=1}^{k} \sum_{j\in C_i} |p - o_j| \]

(3)

The equation 3 above implies that E is the sum of absolute errors for all objects in the dataset; p is the point in the space that represents an object in the Cj cluster, and oj is the object in the Cj cluster.

3. Results And Analysis

At the analysis stage, natural disaster data in Indonesia in 2018 and 2019 were analysed by using the Density-Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm and K-Medoids was used to group data into clusters. The data used in this study were obtained from Twitter data by using crawling techniques. Crawling was performed by using the Python programming language with the keywords natural disasters, earthquakes, tsunamis, floods, landslides, fires, volcanic eruptions, and tornados. The data was taken in the span of 1 January 2018 - 30 September 2019.

Preprocessing Text aims to prepare raw data before the next process is performed. In general, Text Preprocessing is the process of eliminating inappropriate data or changing data to a more suitable form so that it is easy to process. The stages of Text Preprocessing in text mining consist of Tokenizing, Filtering, Stemming, Tagging and Analyzing [23] then the labeling process. The labelled data are
calculated to obtain the TF-IDF weights by using the Python programming language. TF-IDF is calculated by eliminating terms with maximum proportion of frequency documents exceeding 90% and minimum frequency document is less than 2% so that it produces each term from the query "natural disasters, earthquakes, earthquakes and tsunamis, floods, landslides, fires, and the volcano erupted".

3.1. Data Grouping Using DBSCAN Algorithm

Twitter text documents that had been weighted using TF-IDF were clustered by using the DBSCAN algorithm with different epsilon (Eps) and minpoints (MinPts) parameters.

3.2. Positive Label Natural Disaster Data

Table 1 is the result of the number of clusters from the clustering experiment with DBSCAN using several different Eps and MinPts parameters.

| No | Eps | MinPts | Silhouette Index | Number of Clusters | Noise | Execution Time (Seconds) |
|----|-----|--------|------------------|--------------------|-------|-------------------------|
| 1  | 0.3 | 5      | 0.9371           | 26                 | 898   | 20                      |
| 2  | 0.3 | 6      | 0.9265           | 22                 | 918   | 16                      |
| 3  | 0.3 | 7      | 0.9182           | 19                 | 936   | 15                      |
| 4  | 0.3 | 8      | 0.9182           | 19                 | 936   | 12                      |
| 5  | 0.3 | 9      | 0.9137           | 18                 | 944   | 16                      |
| 6  | 0.3 | 10     | 0.9153           | 17                 | 953   | 18                      |
| 7  | 0.4 | 5      | 0.8547           | 28                 | 851   | 12                      |
| 8  | 0.4 | 6      | 0.8491           | 26                 | 866   | 13                      |
| 9  | 0.4 | 7      | 0.8593           | 19                 | 905   | 14                      |
| 10 | 0.4 | 8      | 0.8593           | 19                 | 905   | 12                      |
| 11 | 0.4 | 9      | 0.8517           | 18                 | 913   | 16                      |
| 12 | 0.4 | 10     | 0.8517           | 18                 | 913   | 14                      |
| 13 | 0.5 | 5      | 0.7613           | 31                 | 797   | 13                      |
| 14 | 0.5 | 6      | 0.7697           | 26                 | 825   | 18                      |
| 15 | 0.5 | 7      | 0.7647           | 22                 | 850   | 16                      |
| 16 | 0.5 | 8      | 0.7760           | 21                 | 861   | 13                      |
| 17 | 0.5 | 9      | 0.7829           | 19                 | 877   | 18                      |
| 18 | 0.5 | 10     | 0.8004           | 18                 | 886   | 11                      |

The lower epsilon value, then higher the Silhouette Index value, as well neutral and negative labels. Neutral and negative labels are not displayed in this paper.

3.3. Data Grouping Using the K-Medoids Algorithm

Twitter text documents that had been weighted using TF-IDF were clustered by using the K-Medoids algorithm with different k parameters.

3.4. Positive Label Natural Disaster Data

K-Medoids cluster results for natural disaster data with positive label is shown in Table 2.

| No | K  | Silhouette Index | Number of Clusters | Execution Time (Seconds) |
|----|----|------------------|--------------------|-------------------------|
| 1  | 2  | 0.0530           | 2                  | 169                     |
| 2  | 3  | 0.0380           | 3                  | 142                     |
| 3  | 4  | 0.0842           | 4                  | 228                     |
| 4  | 5  | 0.0805           | 5                  | 220                     |
| 5  | 6  | 0.0687           | 6                  | 171                     |
3.5. Cluster Validity

Cluster validity aims to obtain the best cluster from several experiments that have been carried out using Silhouette Index (SI). The best SI value is the greatest one or close to 1. The comparison of the best SI value from the positive, negative and neutral label natural disaster data from the DBSCAN and K-Medoids algorithm can be seen in Figure 2.
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**Figure 2.** The Comparison of the best SI value

4. Conclusion

The DBSCAN algorithm has the highest Silhouette Index (SI) cluster validity with an average of 0.9140 and average execution time of 83.40 seconds. Meanwhile, the K-Medoids algorithm has a SI value of 0.2258 with an average execution time of 849.93 seconds. The frequency of the word "earthquake" dominated for the positive category, the word "disaster" dominated the negative category, and the word "flood and earthquake" dominated the neutral category. In the positive category table, for further analysis, it contained expressions of empathy or public concern on the earthquake events that happened in Indonesia. On the other hand, in the neutral category table, it contained information about natural disaster events such as floods and earthquakes, and in the negative category table, it contained criticism to the government related to natural disaster management.
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