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Abstract. The main goal of this paper has a double purpose. On the one hand, we propose a new definition in order to compute the fractal dimension of a subset respect to any fractal structure, which completes the theory of classical box-counting dimension. Indeed, if we select the so called natural fractal structure on each euclidean space, then we will get the box-counting dimension as a particular case. Recall that box-counting dimension could be calculated over any euclidean space, although it can be defined over any metrizable one. Nevertheless, the new definition we present can be computed on an easy way over any space admitting a fractal structure. Thus, since a space is metrizable if and only if it supports a starbase fractal structure, our model allows to classify and distinguish a much larger number of topological spaces than the classical definition.

On the other hand, our aim consists also of studying some applications of effective calculation of the fractal dimension over a kind of contexts where the box-counting dimension has no sense, like the domain of words, which appears when modeling the streams of information in Kahn’s parallel computation model. In this way, we show how to calculate and understand the fractal dimension value obtained for a language generated by means of a regular expression, and also we pay attention to an empirical and novel application of fractal dimension to natural languages.

1. INTRODUCTION

Since the concept of fractal was introduced by Benoît Mandelbrot at early seventies, the study and analysis of this kind of non-linear objects has become more and more important. In this way, fractals have been applied to a diverse spectrum of fields in science, such as the diagnosis of diseases (like osteoporosis ([21]) or cancer ([1]), dynamical systems ([24]), ecology ([3]), earthquakes ([13]), detection of eyes in...
human face images (19), and the analysis of the human retina (18), just to name a few. Furthermore, topology allows the study of fractals from both theoretical and applied points of view, by means of fractal structures, which were first sketched in [2]. In this way, the introduction of fractal structures has allowed to formalize some topics on fractal theory, and its use leads to connect diverse and interesting subjects on general topology like transitive quasi-uniformities, non-archimedean quasimetrization, metrization, topological and fractal dimensions, self-similar sets and even space filling curves (see [22]). Indeed, one of the main tools applied to the study of fractals is the fractal dimension, understood as the classical box-counting dimension, since it is a single quantity which offers some information about the complexity of a given set.

One of the purposes of this paper consists of providing a new definition in order to calculate the fractal dimension of a set respect to any fractal structure. With this in mind, we examine some properties of that definition and relate it with the box-counting dimension where the latter can be defined, by providing some conditions over the elements of the fractal structure we select. In this way, we also study the new fractal dimension over self-similar sets, which constitute a kind of fractals which always present a fractal structure in a natural way.

Recall that a fractal structure is a countable collection of coverings which constitutes an approximation of the whole space by a discrete sequence of levels. Thus, it is the perfect place to provide a definition of fractal dimension. The first notion of dimension we propose depends only on the fractal structure we select but not on any metric. Notice that it may seems counterintuitive at a first glance, since spaces as the Cantor set have dimension one with respect to some fractal structure, but this fact is a consequence of depending only on the fractal structure and not on any metric we can consider on the space. We explain this situation in remark 4.6. The second notion of dimension we propose depends not only on the fractal structure but also on a metric or a distance function. In this way, the second version of fractal dimension agrees with the first one when working with the semimetric associated with the fractal structure. Thus, we can use the second notion if we need to consider the size of the elements of each level of the fractal structure.

On the other hand, one of the main advantages of box-counting dimension consists of the easiness of its effective calculation and empirical estimation over the euclidean spaces, though it can also be defined over the metrizable ones. However, this classical definition does not have so good analytical properties as other definitions present, like the Hausdorff dimension. Moreover, our new definitions in order to compute
the fractal dimension of a subset respect to any fractal structure can be easily calculated over any space admitting a fractal structure. In this way, recall that a topological space is metrizable if and only if it admits a starbase fractal structure ([6, Theorem 4.2]), so that the new definitions allow to classify and distinguish a larger volume of topological spaces than the box-counting model. Note that the box-counting dimension is just a particular case of the new fractal dimension definitions, since it suffices with taking the natural fractal structure on any euclidean space which we formally introduce in section 3.

The other main goal that this paper provides consists of computing the fractal dimension in interesting contexts where the box-counting dimension has no sense, as the domain of words which appears when modeling the streams of information in Kahn’s parallel computation model (see [17] and [20]). Thus, we calculate and explain the fractal dimension of a language generated by means of a regular expression where infinite length words could exist. Moreover, we present another empirical application of fractal dimension to the study of the fractal complexity of any natural language, which allows to compare natural languages, and even to analyze the variety of words used in any text or book written in any language. It is also possible to quantify the complexity of a translation of any text respect to its original version. Finally, we show how fractal dimension is a useful tool in order to study the efficiency of an encoding system as the standard BCD.

2. Preliminaries

Let’s start with some preliminary topics.

2.1. Fractal structures, self-similar sets and quasipseudometrics. The main purpose of this section consists of recalling some notations and basic notions that will be useful in this paper.

In this way, the key concept we are going to use is about fractal structures. Nevertheless, although a more natural use of them is in the study of fractals, and in particular self-similar sets (see [9]), its introduction was first motivated in order to characterize non-archimedeanly quasimetrization (see [5]). The use of fractal structures provides a powerful tool in order to study new models for a fractal dimension definition, since they will allow to distinguish and classify a larger volume of spaces than by using the classical definitions of fractal dimension (which will be obtained as a particular case), that only work over metrizable spaces. So that, these kind of topological spaces constitutes a perfect place in order to develop a theory on fractal dimension.
Let $\Gamma$ be a covering of $X$. Thus, we will denote $St(x, \Gamma) = \bigcup \{ A \in \Gamma : x \in A \}$ and $U_{x\Gamma} = X \setminus \bigcup \{ A \in \Gamma : x \notin A \}$. Furthermore, if $\Gamma = \{ \Gamma_n : n \in \mathbb{N} \}$ is a countable family of coverings of $X$, then we will denote $U_{x\Gamma} = X \setminus \bigcup \{ A \in \Gamma : x \notin A \}$.

The next definition was introduced in [5].

**Definition 2.1.** Let $X$ be a topological space. A pre-fractal structure on $X$ is a countable family of coverings (called levels) $\Gamma = \{ \Gamma_n : n \in \mathbb{N} \}$ such that $U_{x\Gamma}$ is an open neighborhood base of every point $x \in X$.

Moreover, if $\Gamma_{n+1}$ is a refinement of $\Gamma_n$ (which can be denoted by $\Gamma_{n+1} \leq \Gamma_n$), such that for all $x \in A$ with $A \in \Gamma_n$, there exists $B \in \Gamma_{n+1}$ such that $x \in B \subseteq A$, we will say that $\Gamma$ is a fractal structure on $X$.

If $\Gamma$ is a (pre-) fractal structure on $X$, then we will say that $(X, \Gamma)$ is a generalized (pre-) fractal space, or simply a (pre-) GF-space. If there is no doubt about $\Gamma$, then we will say that $X$ is a (pre-) GF-space.

**Remark 2.2.** Note that the levels we use in order to define a fractal structure $\Gamma$ are not coverings in the usual sense, since we are going to enable the possibility that could exist elements on any level of the fractal structure which can appear two times or more when determining the whole family $\Gamma$. For instance, $\Gamma_1 = \{ [0, \frac{1}{2}], [\frac{1}{2}, 1], [0, \frac{1}{2}] \}$ could be the first level of a given fractal structure $\Gamma$ defined over the closed unit interval.

Note also that if $\Gamma$ is a pre-fractal structure, then any of its levels is a closure preserving closed covering for each (see [7], Prop. 2.4).

If $\Gamma$ is a fractal structure on $X$ and $St(x, \Gamma)$ is a neighborhood base of $x$ for all $x \in X$, we will call $\Gamma$ a starbase fractal structure. In general, if $\Gamma_n$ has the property $P$ for all $n \in \mathbb{N}$, and $\Gamma = \{ \Gamma_n : n \in \mathbb{N} \}$ is a fractal structure on $X$, we will say that $\Gamma$ is a fractal structure with the property $P$, and that $(X, \Gamma)$ is a GF-space with the property $P$. For instance, if $\Gamma_n$ is a finite covering for all natural number $n$ and $\Gamma$ is a fractal structure on $X$, then we will say that $\Gamma$ is a finite fractal structure on $X$, and that $(X, \Gamma)$ is a finite GF-space.

On the other hand, we also recall the definition of self-similar set provided by Hutchinson (see [16]).

**Definition 2.3.** Let $I = \{1, \ldots, m\}$ be a finite index set and let $\{ f_i : i \in I \}$ be a family of contractive mappings defined from a complete metric space $X$ into itself. Then there exists a unique non-empty compact subset $K$ of $X$ such that $K = \bigcup_{i \in I} f_i(K)$, which is called a self-similar set.

In classical non-linear theory, $(X, \{ f_i : i \in I \})$ is called an iterated function scheme (which we will denote by IFS for short), and the
self-similar set \( K \), as the attractor of that IFS. Next, we provide an interesting example which describes analytically the so called Sierpinski’s gasket, which is a typical example of a strict self-similar set.

**Example 1.** Let \( I = \{1, 2, 3\} \) be a finite index set and let \( \{f_i : i \in I\} \) be a finite set of similarities over the euclidean plane which are defined by

\[
\begin{align*}
  f_i(x, y) &= \begin{cases} 
  \left(\frac{x}{2}, \frac{y}{2}\right) & \text{if } i = 1 \\
  f_1(x, y) + (\frac{1}{2}, 0) & \text{if } i = 2 \\
  f_1(x, y) + (\frac{1}{4}, \frac{1}{2}) & \text{if } i = 3
  \end{cases}
\end{align*}
\] (2.1)

for all \((x, y) \in \mathbb{R}^2\). Thus, the Sierpinski’s gasket is determined on an unique way as the non-empty compact subset verifying the next Hutchinson’s equation: \( K = \bigcup_{i \in I} f_i(K) \). In this way, note that each component \( f_i(K) \) is a self-similar copy of the attractor of the IFS \((\mathbb{R}^2, \{f_i : i \in I\})\).

To consult a procedure in order to approach self-similar sets, see [4] and [10]. Self-similar sets constitute an interesting kind of fractals that are characterized by having a fractal structure in a natural way, which was first sketched in [2]. Indeed, that paper becomes the origin of the term fractal structure. Next, we present the description of such fractal structure (see [9]).

**Definition 2.4.** Let \( I = \{1, \ldots, m\} \) be a finite index set, and let \((X, \{f_i : i \in I\})\) be an IFS whose associated self-similar set is \( K \). The natural fractal structure on \( K \) can be defined as the countable family of coverings \( \Gamma = \{\Gamma_n : n \in \mathbb{N}\} \), where \( \Gamma_n = \{f_n^\omega(K) : \omega \in \Gamma_n\} \) for every natural number \( n \). Here for all \( n \in \mathbb{N} \) and all \( \omega = \omega_1 \omega_2 \ldots \omega_n \in \Gamma_n \), we denote \( f_n^\omega = f_{\omega_1} \circ \ldots \circ f_{\omega_n} \).

**Remark 2.5.** Another available description for this fractal structure is as follows: \( \Gamma_1 = \{f_i(K) : i \in I\} \) and \( \Gamma_{n+1} = \{f_i(A) : A \in \Gamma_n, i \in I\} \) for all \( n \in \mathbb{N} \).

On example 1 we described analytically the IFS whose associated self-similar set is the Sierpinski’s triangle. Next, we are going to present the natural fractal structure associated with this strict self-similar set.

**Example 2.** The natural fractal structure associated with the Sierpinski’s triangle can be described as the countable family of coverings \( \Gamma = \{\Gamma_n : n \in \mathbb{N}\} \), where \( \Gamma_1 \) is the union of three equilateral “triangles” with sides equal to \( \frac{1}{2} \), \( \Gamma_2 \) consists of the union of 3\(^2\) equilateral “triangles” with sides equal to \( \frac{1}{4} \), and in general, \( \Gamma_n \) is the union of 3\(^n\) equilateral “triangles” whose sides are equal to \( \frac{1}{2^n} \). Furthermore, this is a finite starbase fractal structure with \( \text{Ord}(\Gamma) = 1 \).
Moreover, recall that a quasipseudometric on a set \( X \) is a non-negative real-valued function \( d \) on \( X \times X \) such that for all \( x, y, z \in X \),

\[
\text{(i) } d(x, x) = 0 \quad \text{ and } \quad \text{(ii) } d(x, y) \leq d(x, z) + d(z, y).
\]

In addition \( d \) satisfies also the next one: (iii) \( d(x, y) = d(y, x) = 0 \) iff \( x = y \), then \( d \) is called a quasi-metric. In particular, a non-archimedean quasipseudometric is a quasipseudometric which also verifies that \( d(x, y) \leq \max\{d(x, z), d(z, y)\} \) for all \( x, y, z \in X \). Further, we have that each quasipseudometric \( d \) on \( X \) generates a quasiuniformity \( \mathcal{U}_d \) on \( X \) which has as a base the family of sets of the form \( \{(x, y) \in X \times X : d(x, y) < 2^{-n}\} \), \( n \in \mathbb{N} \). Then the topology \( \tau(\mathcal{U}_d) \) induced by \( \mathcal{U}_d \) will be denoted simply by \( \tau(d) \). Therefore, a space \((X, \tau)\) is said to be (non-archimedeanly) quasipseudometrizable if there exists a (non-archimedean) quasipseudometric \( d \) on \( X \) such that \( \tau = \tau(d) \). Recall that the theory of quasiuniform spaces is covered in [13].

2.2. The classical definition of fractal dimension over euclidean spaces. Fractal dimension is one of the main tools used in order to study fractals, since it is a single value which provides information about its complexity and the irregularities it presents when being examined with enough level of detail. In this way, fractal dimension is usually understood as the classical box-counting dimension. The latter has been also known as information dimension, Kolmogorov entropy, capacity dimension, entropy dimension, metric dimension, etc. Note that the box-counting definition is better from an applied point of view than other theoretical ones, like Hausdorff dimension, since the easiness of its effective calculation an empirical estimation. Nevertheless, box-counting dimension have not so good theoretical properties as Hausdorff dimension, for instance. The basic theory on box-counting dimension can be found in [11]. Thus, the lower/upper box-counting dimensions of a subset \( F \subset \mathbb{R}^d \) are given by the following (lower/upper) limit:

\[
\dim_B(F) = \lim_{\delta \to 0} \frac{\log N_{\delta}(F)}{-\log \delta} \tag{2.2}
\]

where \( \delta \) is the scale used in the study of \( F \) and \( N_{\delta}(F) \) can be calculated on an equivalent way as one of the following quantities (see [11], Equivalent definitions 3.1):

1. the number of \( \delta \)-cubes that meet \( F \). Recall that a \( \delta \)-cube in \( \mathbb{R}^d \) is a set of the form \([k_1 \delta, (k_1 + 1) \delta] \times \ldots \times [k_d \delta, (k_d + 1) \delta]\) where \( k_i \) are integers for all \( i \in \{1, \ldots, d\} \).
2. the number of \( \delta = \frac{1}{2^n} \)-cubes that intersect \( F \), with \( n \in \mathbb{N} \).
3. the smallest number of sets of diameter at most \( \delta \) that cover \( F \).
4. the largest number of disjoint balls of radius \( \delta \) centered on \( F \).
Note also that the limit described at 2.2 can be discretized by means of
$$\delta = \frac{1}{2^n}.$$ In this way, $N_\delta(F)$ is just the number of elements of each level
$\Gamma_n$ of the fractal structure which meet $F$. Moreover, the box-counting
dimension can be estimated as the slope of a log-log graph plotted over
a suitable discrete collection of scales $\delta$.
Hence a natural idea arises: we can propose a new definition of fractal
dimension for any fractal structure which generalizes the classical
box-counting dimension and allows to classify and distinguish a larger
volume of spaces than by means of the classical box-counting dimension
definition. Thus, it also results useful in order to calculate the fractal
dimension over another kind of spaces, such as the non-euclidean ones,
where the box-counting dimension can have no sense. Thus, we show
some interesting applications of this fact on section 5, where the box-
counting dimension cannot be applied in the context of domains of
words. Nevertheless, our new definition in order to compute the fractal
dimension of a subset allows to calculate and illustrate it.
On the other hand, the next remark results useful in this paper.

**Remark 2.6.** In order to calculate the (lower/upper) box-counting di-
mensions of any subset $F$ of a space $X$, it suffices with taking limits
as $\delta \to 0$ by means of a decreasing sequence $\{\delta_n\}_{n \in \mathbb{N}}$ verifying that
$\delta_{n+1} \geq c \delta_n$ for all $n \in \mathbb{N}$, where $c \in (0, 1)$ is a suitable constant.

### 3. Generalized definition of fractal dimension for a
subset respect to any fractal structure

The starting point of the fractal dimension theory for fractal structures begins by taking into account the euclidean metrizable space $\mathbb{R}^d$ as well as the equivalent definition 2 for the quantity $N_\delta(F)$ that appears at the box-counting introduction seen in subsection 2.2. Indeed, we can construct a fractal structure $\Gamma$ on any euclidean space $\mathbb{R}^d$ in a natural way verifying some desirable properties: it is a locally finite tiling starbase fractal structure which has a finite order. Indeed, it is going to be the so called natural fractal structure over any euclidean space, whose definition is as follows.

**Definition 3.1.** The natural fractal structure on the euclidean space
$\mathbb{R}^d$ is defined as the countable family of coverings $\Gamma = \{\Gamma_n : n \in \mathbb{N}\}$,
whose levels are given by $\Gamma_n = \{[\frac{k_1}{2^n}, \frac{k_1+1}{2^n}] \times [\frac{k_2}{2^n}, \frac{k_2+1}{2^n}] \times \ldots \times [\frac{k_d}{2^n}, \frac{k_d+1}{2^n}] : k_i \in \mathbb{Z}, i \in \{1, \ldots, d\}\}$ for all $n \in \mathbb{N}$.

Note that the natural fractal structure $\Gamma$ on the euclidean space $\mathbb{R}^d$
is just the tiling consisting of $\frac{1}{2^n}$-cubes for all natural number $n$ on
$\mathbb{R}^d$ which allows to calculate the box-counting dimension of any subset
of such space. In this way, we are going to propose a new definition
of fractal dimension on a generic GF-space \((X, \Gamma)\) which generalizes the box-counting one if we use the natural fractal structure on the euclidean space \(\mathbb{R}^d\). However, as happens with box-counting dimensions, our model for a generic fractal dimension is going to be defined using upper and lower limits. Nevertheless, one of the main advantages it presents, consists of the easiness of its effective calculation and theoretical interpretation. Taking it into account, we can consider a larger volume of fractal structures than box-counting dimension, in order to calculate the fractal dimension of a given set. The key concept of this section is defined below.

**Definition 3.2.** Let \((X, \Gamma)\) be a GF-space and let \(N_n(F)\) be the number of elements of \(A_n(F)\) for all \(n \in \mathbb{N}\). Thus, the (lower/upper) fractal dimensions \(I\) of a non-empty bounded subset \(F\) of \(X\) respectively, are defined as the (lower/upper) limit:

\[
\dim_I^1(F) = \lim_{n \to \infty} \frac{\log N_n(F)}{n \log 2} \quad (3.1)
\]

if this limit exists, where \(A_n(F)\) is the next family of elements on each level of the fractal structure \(\Gamma\), for all natural number \(n\):

\[
A_n(F) = \{ A \in \Gamma_n : A \cap F \neq \emptyset \} \quad (3.2)
\]

In order to estimate the fractal dimension from a computational point of view, we can calculate the slope of the regression line on a log-log graph, just like with the box-counting dimension estimation. In this way, the next result allows to calculate the box-counting dimension of any subset \(F \subset \mathbb{R}^d\) by means of the fractal dimension \(I\) formula: it suffices with counting the number of \(\frac{1}{2^n}\)-cubes for all \(n \in \mathbb{N}\), just like the box counting dimension with equivalent definition \((2)\) for \(N_\delta(F)\). Thus, the proof of the following result becomes straightforward.

**Theorem 3.3.** Let \(\Gamma\) be the natural fractal structure on the euclidean space \(\mathbb{R}^d\) and let \(F\) be a subset of \(\mathbb{R}^d\). Then the (lower/upper) box-counting dimension and the (lower/upper) fractal dimension \(I\) of \(F\) are equal.

Hausdorff dimension constitutes the reference of any definition of fractal dimension. In this way, we can check some of its analytical properties for the fractal dimension \(I\) definition (see [11, Chapter 3]). Indeed, we have the following proposition.

**Proposition 3.4.** Let \((X, \Gamma)\) be a GF-space. Then,

1. Both \(\dim^1_{\Gamma}\) and \(\widehat{\dim}^1_{\Gamma}\) are monotonic.
2. \(\dim^1_{\Gamma}\) is finitely stable.
3. Neither \(\dim^1_{\Gamma}\) nor \(\widehat{\dim}^1_{\Gamma}\) is countably stable.
There exists countable sets $F \subset X$ such that $\dim^1_{\Gamma}(F) \neq 0$.

(5) There exists a locally finite tiling starbase fractal structure $\Gamma$ with finite order on a suitable space $X$ such that $\dim^1_{\Gamma}(F) \neq \dim^1_{\Gamma}(F)$ for a given subset $F \subset X$.

Proof. The more straightforward items are left to the reader.

(4) Recall that the countable stability property for a dimension function $\dim$ means that $\dim(\bigcup_{i \in I} F_i) = \sup_{i \in I} \dim(F_i)$, where $\{F_i\}_{i \in I}$ is a countable family of subsets of $X$. Therefore, consider $X = [0, 1]$ with $F = \mathbb{Q} \cap [0, 1]$, and let $\Gamma$ be the natural fractal structure on $\mathbb{R}$ induced in $[0, 1]$, which can be described by $\Gamma_n = \{[\frac{k}{2^n}, \frac{k+1}{2^n}] : k \in \{0, 1, \ldots, 2^n - 1\}\}$ for all $n \in \mathbb{N}$. Then, it is clear that $N_n(F) = 2^n$, so that $\dim^1_{\Gamma}(F) = 1$. Further, note that (4) implies (3).

(5) Indeed, consider the fractal structure $\Gamma = \{\Gamma_n : n \in \mathbb{N}\}$ with $\Gamma_n = \{[\frac{k}{2^n}, \frac{k+1}{2^n}] \times \{0\} : k \in \{0, 1, \ldots, 2^n - 1\}\} \cup \{\{\frac{1}{2^n}\} \times [\frac{k}{2^n}, \frac{k+1}{2^n}] : k \in \{0, 1, \ldots, 2^n - 1\}, m \in \mathbb{N}\}$ for all natural number $n$, on the space $X = ([0, 1] \times \{0\}) \cup \{\{\frac{1}{2^n}\} \times [0, 1] : n \in \mathbb{N}\}$. Take also $F = \bigcup_{k \in \mathbb{N}} (\frac{k}{2^n}, \frac{k+1}{2^n}) \times \{0\}$ as a subset of $X$. Note that $\text{Ord}(\Gamma) = 2$. On the other hand, it is clear that $\overline{F} = [0, 1] \times \{0\}$, so that $N_n(F) = 2^n$ and $N_n(\overline{F}) = \infty$ for all natural number $n$, which implies that $\dim^1_{\Gamma}(F) = 1$ and $\dim^1_{\Gamma}(\overline{F}) = \infty$.

The next question we are going to investigate consists of the possibility of determining an approximation of the box-counting dimension of a subset on a metric space, in terms of its fractal dimension $\Gamma$. In this way, we define the diameter of each level of a fractal structure $\Gamma$ as well as the diameter of a subset in a given level of $\Gamma$ as follows.

**Definition 3.5.** Let $\Gamma$ be a fractal structure on a metric space $(X, \rho)$, and let $F$ be a subset of $X$. Then, the diameter of each level $\Gamma_n$ of the fractal structure $\Gamma$ is defined as

$$\delta(\Gamma_n) = \sup \{\delta(A) : A \in \Gamma_n\} \quad (3.3)$$

and the diameter of $F$ on each level $\Gamma_n$ of the fractal structure $\Gamma$ is given as the quantity

$$\delta(F, \Gamma_n) = \sup \{\delta(A) : A \in A_n(F)\} \quad (3.4)$$

Note that starbase fractal structures lead to GF-spaces with some desirable properties. Taking it as well as definition 3.5 into account, we have found a condition over the diameters of each level of the fractal
structure in order to get this kind of topological spaces. The proof of the next theorem results straightforward.

**Proposition 3.6.** Let $\Gamma$ be a fractal structure on a compatible metric (or quasimetric) space $(X, \rho)$, and suppose that $\delta(\Gamma_n) \to 0$. Then $\Gamma$ is starbase.

**Proof.** Indeed, it suffices with checking that $St(x, \Gamma)$ is a neighborhood base of $x$ for all $x \in X$. First of all, it is clear that $x \in U_{x_n} \subset St(x, \Gamma_n)$ for all $x \in X$ and all natural number $n \in \mathbb{N}$, with $U_{x_n}$ being a neighborhood of $x$ about the topology associated with the fractal structure $\Gamma$. On the other hand, let $x \in X$ be a fixed point on $X$, and let $\varepsilon > 0$. Since $\delta(\Gamma_n) \to 0$, then there exists a natural number $n_0 \in \mathbb{N}$ such that $\delta(\Gamma_n) < \varepsilon$ for all $n \geq n_0$. Hence, let $m \in \mathbb{N}$ be a natural number such that $m \geq n_0$, and consider $St(x, \Gamma_m)$. Then, for all $y \in St(x, \Gamma_m)$ there exists $A \in \Gamma_m$ with $x \in A$, such that $y \in A$. Moreover, as $\delta(\Gamma_m) < \varepsilon$, we have that $\rho(x, y) < \varepsilon$, namely, $y \in B_\rho(x, \varepsilon)$. Accordingly, there exists $m \in \mathbb{N}$ such that $St(x, \Gamma_m) \subset B_\rho(x, \varepsilon)$. □

A very natural condition which a fractal structure could verify, consists of the fact that the sequence of diameters of each level of the fractal structure $\Gamma$ decreases on a geometric way, which constitutes the main idea in the following theorem.

**Theorem 3.7.** Let $\Gamma$ be a fractal structure on a metric space $(X, \rho)$ with $F$ being a subset of $X$, and suppose that there exists a constant $c \in (0, 1)$ such that the next condition is verified:

$$\delta(F, \Gamma_{n+1}) \leq c \delta(F, \Gamma_n) \quad (3.5)$$

for all natural number $n$. Take the constant $\gamma_c = \frac{\log 2}{\log c}$. Then,

1. $\dim_B(F) \leq \gamma_c \cdot \dim_f^1(F)$.
2. $\dim_B(F) \leq \gamma_c \cdot \dim_f(F)$.
3. Moreover, if there exist both box-counting dimension and fractal dimension $I$ of $F$, then $\dim_B(F) \leq \gamma_c \cdot \dim_f^1(F)$.

**Proof.** In order to calculate the box-counting dimension of $F$, let $N_\delta(F)$ be as on equivalent box-counting definition seen at preliminary subsection 2.2.

(1) Taking the geometric decreasing of the diameters of each level of the fractal structure $\Gamma$ into account, we affirm that there exists a constant $c \in (0, 1)$ such that $\delta(F, \Gamma_n) \leq c^{n-1} \cdot \delta(F, \Gamma_1)$ for all $n \in \mathbb{N}$. Denote $\delta_n = c^{n-1} \cdot \delta(F, \Gamma_1)$ as the general term of a decreasing sequence which converges to 0. Thus, $\dim_B(F) =$
\[
\lim_{n \to \infty} \frac{\log N_{\delta_n}(F)}{\log \delta_n} \leq \lim_{n \to \infty} \frac{\log N_n(F)}{-n \log c} = \gamma_c \cdot \lim_{n \to \infty} \frac{\log N_n(F)}{n \log 2},
\]
where remark 2.6 is used in the first equality.

(2) Consider the previous sequence \(\{\delta_n\}_{n \in \mathbb{N}}\). Since \(\lim_{\delta \to 0} \frac{\log N_{\delta}(F)}{\log \delta} \leq \lim_{n \to \infty} \frac{\log N_{\delta_n}(F)}{-\log \delta_n}\), then it suffices with applying a similar argument to the former.

\[\square\]

Since the sequence of diameters \(\delta(\Gamma_n)\) always decreases on a geometric way when working with self-similar sets (by its construction), then we can estimate the box-counting dimension of a self-similar set by means of its fractal dimension \(I\), which is easier to calculate, since we are going to select its natural fractal structure. In this way, we present the next result.

**Corollary 3.8.** Let \(\Gamma\) be the natural fractal structure on a self-similar set \(K\) provided with the euclidean distance. Then, the inequalities contained on the theorem 3.7 are verified, with \(c\) being the maximum of the contraction factors \(c_i\) associated with the contractions \(f_i\) on the IFS \((X, \{f_i : i \in I\})\) whose associated self-similar set is \(K\).

Fractal dimension \(I\) depends on the fractal structure \(\Gamma\) we utilize on the space. Indeed, we show it in the following remark.

**Remark 3.9.** Let \(X\) be a subspace of an euclidean space. Then, it is possible to obtain different values for its fractal dimension \(I\), depending on the fractal structure \(\Gamma\) we select in order to calculate it.

**Proof.** First of all, let \(\Gamma_1 = \{\Gamma_{1,n} : n \in \mathbb{N}\}\) be a fractal structure whose levels are given by \(\Gamma_{1,n} = \left\{\frac{k}{2^n}, \frac{k+1}{2^n} : k \in \mathbb{Z}\right\}\) for all \(n \in \mathbb{N}\), as the natural fractal structure on the real line induced on the middle third Cantor set \(C\). Thus, by means of theorem 3.3, we have that \(\dim_{\Gamma_1}(C) = \dim_B(C) = \frac{\log 2}{\log 3}\) (see [11, Example 3.3]). On the other hand, let \(\Gamma_2\) be the natural fractal structure on \(C\) as a self-similar set. Then, an easy calculation leads to \(\dim_{\Gamma_2}(C) = 1\), since on each level of the fractal structure \(\Gamma_2\), there are \(2^n\) subintervals of length equal to \(\frac{1}{3^n}\).

\[\square\]

The theoretical justification of this result is based on the idea that the first version of fractal dimension regards all the elements on each level \(\Gamma_n\) of the fractal structure \(\Gamma\) as having the same “size”, namely, \(\frac{1}{2^n}\).
4. Fractal Dimension on GF-spaces: a second version

We have just presented a first method in order to calculate the fractal dimension of a subset. In this way, the use of GF-spaces leads to generalize the box-counting dimension, which only works over metrizable spaces (and in particular, over the euclidean ones), and it enables the use of a larger collection of fractal structures in order to calculate the fractal dimension than the box-counting method. As seen on the previous section, the definition 3.2 of fractal dimension I regards each element on the family $A_n(F)$ as having the same “size”, equal to $\delta = \frac{1}{2^n}$ for all $n \in \mathbb{N}$. So that, the natural fractal structure of $\delta$–cubes which we use on the euclidean spaces in order to determine the box-counting dimension of a given subset, can be extended to other kinds of tilings such as triangulations on the plane.

Recall also that in remark 3.9 we have shown the fact that fractal dimension I depends on the fractal structure we use on each case. Taking it into account, we are going to propose another model in order to calculate the fractal dimension of any subset on a GF-space, but this time, we pretend that our definition can consider the possibility that the elements on each family $A_n(F)$ could present diameters not necessarily equal to $\frac{1}{2^n}$.

To this end, we will use the more general concept of distance function (see [25]):

**Definition 4.1.** A mapping $d : X \times X \to \mathbb{R}^+$ defined on a set $X$ is said to be a distance function, or merely a distance on $X$, if it verifies that $d(x, x) = 0$ for all $x \in X$.

Diameters of subsets, coverings, etc. with respect to a distance function are defined in the same way that for a metric.

The definition that follows is going to be called as the second version of the fractal dimension definition.

**Definition 4.2.** Let $\Gamma$ be a fractal structure on a distance space $(X, \rho)$ and let $N_n(F)$ be the number of elements of $A_n(F)$ for all $n \in \mathbb{N}$. Thus, the (lower/upper) fractal dimensions II of a non-empty bounded subset $F$ of $X$ respectively, are defined as the (lower/upper) limit:

$$\dim^2_\Gamma(F) = \lim_{n \to \infty} \frac{\log N_n(F)}{-\log \delta(F, \Gamma_n)}$$  \hspace{1cm} (4.1)

if this limit exists, where $A_n(F)$ is defined at 3.2 for all $n \in \mathbb{N}$. 


It is also important that working with finite fractal structures simplifies the necessary calculations in order to determine the fractal dimension of a subset. In this way, the next remark shows that metrizable and separable topological spaces are useful for our purposes.

**Remark 4.3.** A metrizable space is second-countable if and only if it is separable (see [8, Theorem 5.7]). On the other hand, it is known that every topological space which is second-countable has a compatible finite fractal structure (see [7, Theorem 4.3]).

The second model we have presented in order to calculate the fractal dimension of a given subset enables the use of fractal structures whose elements could present different diameters on each level. In this way, we have used the quantity \( \delta(F, \Gamma_n) \) in order to do this. Nevertheless, it would be also possible to consider \( \delta(\Gamma_n) \) instead of \( \delta(F, \Gamma_n) \) but it implies certain disadvantages. This idea is included in the next example.

**Example 3.** Let \( \Gamma \) be a finite fractal structure whose levels are given by \( \Gamma_n = \left\{ \left[ \frac{k_i}{2^n}, \frac{k_i+1}{2^n} \right] \times \ldots \times \left[ \frac{k_d}{2^n}, \frac{k_d+1}{2^n} \right] : k_i \in \{-n2^n, \ldots, n2^n - 1\}, i \in \{1, \ldots, d\} \right\} \cup \{\mathbb{R}^d \setminus (-n, n)^d\} \) for all natural number \( n \), defined on the euclidean space \( \mathbb{R}^d \). Thus, for all subset \( F \) of \( \mathbb{R}^d \), we have that \( \delta(\Gamma_n) = \infty \) for all \( n \in \mathbb{N} \), but nevertheless, there exists a natural number \( n_0 \) such that \( \delta(F, \Gamma_n) < \infty \) for all \( n \geq n_0 \).

Taking into account the definition [4.2] as well as the 3.2 one, it results clear that fractal dimensions I and II are going to agree if we select any fractal structure \( \Gamma \) such that \( \delta(F, \Gamma_n) = \frac{1}{2^n} \) for all \( n \in \mathbb{N} \). In this way, we are looking for a general condition for the elements of the fractal structure \( \Gamma \), in order to show that the two fractal dimension definitions are equal. First of all, we are going to pay attention to starbase fractal structures defined on a suitable class of distance spaces. In particular, a semimetric on a topological space \( X \) (see [14, Def. 9.5]) is a non-negative real mapping \( d \) defined on \( X \times X \), and verifying the following conditions: (i) \( d(x, y) = 0 \) if and only if \( x = y \), (ii) the mapping \( d \) is symmetric, and (iii) The family \( \{B_d(x, \varepsilon) : \varepsilon > 0\} \) is a neighborhood base for all \( x \in X \), namely, the topology induced by the semimetric \( d \) agrees with the starting topology. By the way, it is also possible to define a suitable semimetric on a GF-space. Note that starbase fractal structures enables to verify the condition (iii). The concept of semimetric associated with a fractal structure \( \Gamma \) was introduced on [9, Theorem 6.5]. Indeed, let \( (X, \Gamma) \) be a starbase GF-space. The semimetric associated with the fractal structure \( \Gamma \) can be described as
the mapping $\rho : X \times X \to \mathbb{R}^+$ given by:

$$
\rho(x, y) = \begin{cases}
0 & \text{if } x = y \\
\frac{1}{2^n} & \text{if } y \in \text{St}(x, \Gamma_n) \setminus \text{St}(x, \Gamma_{n+1}) \\
1 & \text{if } y \notin \text{St}(x, \Gamma_1)
\end{cases}
$$ (4.2)

It follows from expression (4.2) that $B_\rho(x, \frac{1}{2^n}) = \text{St}(x, \Gamma_{n+1})$ for all $n \in \mathbb{N}$ and all $x \in X$, and since $\Gamma$ is a starbase fractal structure, we conclude that the topology induced by the semimetric $\rho$ agrees with the topology induced by the fractal structure.

**Theorem 4.4.** Let $(X, \Gamma)$ be a starbase GF-space equipped with the semimetric associated with the fractal structure $\Gamma$, and let $F$ be a subset of $X$. Suppose also that for all $n \in \mathbb{N}$ there exists $x \in F$ such that $\text{St}(x, \Gamma_n) \neq \text{St}(x, \Gamma_{n+1})$. Then,

1. $\overline{\dim}_1^1(F) = \overline{\dim}_1^2(F)$.
2. $\overline{\dim}_2^1(F) = \overline{\dim}_2^2(F)$.
3. If there exists any of the fractal dimensions I or II, then $\overline{\dim}_1^1(F) = \overline{\dim}_1^2(F)$.

**Proof.** Given $n \in \mathbb{N}$, there exists $x \in F$ such that $\text{St}(x, \Gamma_n) \neq \text{St}(x, \Gamma_{n+1})$. This implies that there exists $A \in \Gamma_n$ with $x \in A$ and such that $A \notin \text{St}(x, \Gamma_{n+1})$. Thus, $\delta(A) = \frac{1}{2^n}$, and then, $\delta(F, \Gamma_n) = \frac{1}{2^n}$. Therefore, $\lim_{n \to \infty} \frac{\log N_n(F)}{\log \delta(F, \Gamma_n)} = \lim_{n \to \infty} \frac{\log N_n(F)}{n \log 2}$. The case for lower limits may be dealt with in the same way. \[ \square \]

Fractal dimension II also generalizes the fractal dimension I as well as the box-counting dimension on the euclidean space $\mathbb{R}^d$ equipped with its natural fractal structure. In this way, we get a result like theorem 3.3 on the previous section.

**Theorem 4.5.** Let $\Gamma$ be the natural fractal structure on the euclidean space $\mathbb{R}^d$, and let $F$ be a subset of $\mathbb{R}^d$. Then $\overline{\dim}_1^1(F) = \overline{\dim}_1^2(F) = \overline{\dim}_B(F)$ (the same is true for upper and lower dimensions).

**Proof.** By theorem 3.3, $\overline{\dim}_1^1(F) = \overline{\dim}_B(F)$.

Note also that $\delta(A) = \frac{\sqrt{d}}{2^n}$ for all $A \in \Gamma_n$. Accordingly, we have that $\lim_{n \to \infty} \frac{\log N_n(F)}{\log \delta(F, \Gamma_n)} = \lim_{n \to \infty} \frac{\log N_n(F)}{n \log 2}$ which implies that $\overline{\dim}_2^1(F) = \overline{\dim}_2^2(F)$. The case for lower limits may be dealt with in the same way. \[ \square \]
As seen on proposition 3.4 for fractal dimension I, we can also study some analytical properties for the fractal dimension II definition. In this way, let $\Gamma$ be a fractal structure on a distance space $(X, \rho)$. First of all, it is clear that both $\dim_2 \Gamma$ and $\dim_2^2 \Gamma$ are monotonic. Furthermore, since fractal dimension II generalizes fractal dimension I (by means of theorem 4.4), then any counterexample available for fractal dimension I remains valid for fractal dimension II. In particular, we can use those given for statements 3, 4 and 5 on proposition 3.4 for fractal dimension II. Nevertheless, unlike fractal dimension I, we affirm that fractal dimension II does not verify the finite stability, as shown in the next example.

Example 4. Let $\Gamma_1$ be the natural fractal structure on $C_1$ as a self-similar set, where $C_1$ is the middle third Cantor set on $[0, 1]$. Let also $\Gamma_2$ be a fractal structure on $C_2 = [2, 3]$ given by $\Gamma_2 = \{\Gamma_{2,n} : n \in \mathbb{N}\}$, with $\Gamma_{2,n} = \{[\frac{k}{2^n}, \frac{k+1}{2^n}] : k \in \{2^{2n+1}, 2^{2n+1} + 1, \ldots, 3 \cdot 2^{2n} - 1\}\}$ for all natural number $n$. Consider now $\Gamma = \{\Gamma_n : n \in \mathbb{N}\}$ as a fractal structure on $C = C_1 \cup C_2$, where $\Gamma_n = \Gamma_{1,n} \cup \Gamma_{2,n}$ for all $n \in \mathbb{N}$. A simple calculation leads to $\dim_2(C_1) = \frac{\log 2}{\log 3}$ and $\dim_2(C_2) = 1$, while $\dim_2^2(C) = \frac{\log 4}{\log 3} > 1$.

Recall that on remark 3.9 we have shown that the fractal dimension I and the box-counting dimension of the middle third Cantor $C$ set did not agree: indeed, we got that $\dim_B(C) = \frac{\log 2}{\log 3}$, unlike $\dim_1^1(C) = 1$. Note that these dimensions were calculated respect to different fractal structures: we used the natural fractal structure on the real line induced on $C$ in order to calculate the box-counting dimension, and on the other hand, we selected the natural fractal structure on the self-similar set to obtain the fractal dimension I of such space. However, the fractal dimension II agrees with the box-counting dimension of $C$. In this way, we consider again the natural fractal structure on $C$ as a self-similar set. Note that $\dim_2^2(C) = \lim_{n \to \infty} \frac{\log 2^n}{\log 3^n} = \frac{\log 2}{\log 3} = \dim_B(C)$ since on each level $\Gamma_n$ of the fractal structure there are $2^n$ elements with diameters equal to $3^{-n}$.

Nevertheless, though the value obtained from fractal dimension I of $C$ may seem counterintuitive at a first time, it is possible to explains it by means of the fractal dimension II. Indeed, the reason is that fractal dimension I only depends on the fractal structure we select in order to calculate it. We study this fact in the next remark.

Remark 4.6. Fractal dimension I only depends on the fractal structure, while fractal dimension II also depends on the diameter of the elements of each level of the fractal structure. We show this difference by constructing a family of spaces which from the fractal structure point of view are the same.
Proof. Indeed, let us consider slight modifications on the construction of the middle third Cantor set, which we are going to denote by \( C_i \), such that their associated contraction factors are \( c_i \in \left[ \frac{1}{3}, \frac{2}{3} \right] \) for the two similarities that give \( C_i \). Thus, it is clear that \( \delta(C_i, \Gamma_n) = c_i^n \) for all natural number \( n \). Therefore, consider the natural fractal structure \( \Gamma_i \) on each space \( C_i \) as a self-similar set. Then, an easy calculation yields (or apply theorem 4.15) \( \dim_B(C_i) = \dim^2_\Gamma(C_i) = \frac{\log 2}{\log c_i} \to 1 = \dim^1_\Gamma(C) \), when \( c_i \to \frac{1}{2} \).

\hfill \Box

It is also possible to find an upper bound for the box-counting dimension of any subset in terms of its fractal dimension \( \Gamma \), under the natural hypothesis \( \delta(F, \Gamma_n) \to 0 \). Furthermore, we find a connection between Hausdorff dimension and fractal dimension \( \Gamma \).

**Theorem 4.7.** Let \( \Gamma \) be a fractal structure on a metric space \( (X, \rho) \) with \( F \) being a subset of \( X \), and suppose that \( \delta(F, \Gamma_n) \to 0 \). Then,

\[
(1) \quad \dim_H(F) \leq \dim_B(F) \leq \dim^2_\Gamma(F).
\]

(2) If there exist both box-counting dimension and fractal dimension \( \Gamma \) of \( F \), then \( \dim_B(F) \leq \dim^2_\Gamma(F) \).

(3) Suppose also that there exists a constant \( c > 0 \) such that \( \delta(F, \Gamma_{n+1}) \leq c \Delta(F, \Gamma_{n+1}) \) for all natural number \( n \). Then,

\[
\frac{\log N_n(F)}{-\log \delta_n} \leq \lim_{n \to \infty} \frac{\log N_n(F)}{-\log \delta_n} = \dim^2_\Gamma(F).
\]

Proof. In order to calculate the box-counting dimension of \( F \), let \( N_n(F) \) be as (5) on equivalent box-counting definition seen at preliminary section 2, and take \( \delta_n = \delta(F, \Gamma_n) \) for all \( n \in \mathbb{N} \).

(1) First of all, it is clear that \( F \subset \bigcup \{ A : A \in \mathcal{A}_n(F) \} \). Further, \( \delta(A) \leq \delta(F, \Gamma_n) = \delta_n \) for all \( A \in \mathcal{A}_n(F) \). Accordingly, \( F \) can be covered by \( N_n(F) \) sets with diameters at most \( \delta_n \), so applying [11],Prop. 4.1 we get: \( \dim_H(F) \leq \dim_B(F) = \lim_{n \to \infty} \frac{\log N_n(F)}{-\log \delta_n} = \dim^2_\Gamma(F) \).

(2) It suffices with taking into account the previous result as well as the existence of both fractal dimensions.

(3) Let \( c \in (0, 1] \) be such that \( \delta(F, \Gamma_n) \leq c \Delta(F, \Gamma_{n+1}) \) for all \( n \in \mathbb{N} \). Thus, \( \delta(F, \Gamma_n) \) does not converges to 0, which is a contradiction, so that \( c > 1 \). Hence, there exists \( d \in (0, 1) \) such that \( \delta_{n+1} \geq d \Delta_n \) for all \( n \in \mathbb{N} \). Therefore, using remark 2.6 \( \dim_B(F) = \lim_{n \to \infty} \frac{\log N_n(F)}{-\log \delta_n} \leq \lim_{n \to \infty} \frac{\log N_n(F)}{-\log \delta_n} \) since \( \delta(A) \leq \delta_n \) for all \( A \in \mathcal{A}_n(F) \).

\hfill \Box
In this way, as a consequence of theorem 4.7, it is possible to get an approximation of the box-counting dimension of a self-similar set in terms of its fractal dimension $\overline{\alpha}$.

**Corollary 4.8.** Let $I = \{1, \ldots, m\}$ be a finite index set with $(\mathbb{R}^d, \{f_i : i \in I\})$ being an IFS whose associated self-similar set is $K$. Let also $\Gamma$ be the natural fractal structure on the self-similar set, and let $F$ be a subset of $K$. Then,

1. $\dim B(F) \leq \dim^2 \Gamma(F)$.
2. If there exist both box-counting dimension and fractal dimension $\overline{\alpha}$ of $F$, then $\dim B(F) \leq \dim^2 \Gamma(F)$.
3. Suppose that there exists $i \in I$ such that $f_i$ is a bilipschitz contractive mapping. Then $\overline{\dim} B(F) \leq \dim^2 \Gamma(F)$. In particular, this inequality is verified for strict self-similar sets.

**Proof.** In order to calculate the box-counting dimension of $F$, let $N_\delta(F)$ as (5) on equivalent box-counting definition seen at preliminary section 2.

1. Since $K$ is a self-similar set, it is clear that $\delta(F, \Gamma_n) \to 0$ for all $F \subset K$, so it suffices with applying the theorem 4.7.1.
2. This is by the first item.
3. Let $f_i$ be a bilipschitz contraction. Thus, there exist constants $L_i$ and $c_i$ with $0 < L_i < c_i < 1$, such that $L_i d(x,y) \leq d(f_i(x), f_i(y)) \leq c_i d(x,y)$ for all $x,y \in K$. Now, consider $A \in \mathcal{A}_n(F)$ verifying that $\delta(A) = \delta(F, \Gamma_n)$. By definition of supremum, we have that for all $\varepsilon > 0$, there exist $x,y \in A$ such that $d(x,y) > \delta(A) - \varepsilon$. Let $B = f_i(A) \in \Gamma_{n+1}$. Thus, we have that $d(f_i(x), f_i(y)) \geq L_i d(x,y) > L_i (\delta(A) - \varepsilon)$, which implies that $\delta(B) = \delta(f_i(A)) \geq L_i \delta(A)$. Accordingly, $\delta(F, \Gamma_{n+1}) \geq \delta(B) \geq L_i \delta(F, \Gamma_n)$, so that it can be applied the proposition 4.7.3 in order to get the result.

\[\square\]

In the next result, we look for properties on the natural fractal structure of an euclidean space in order to generalize theorem 4.5.

**Theorem 4.9.** Let $\Gamma$ be a fractal structure on a metric space $(X, \rho)$ with $F$ being a subset of $X$, and suppose that there exists a natural number $k \in \mathbb{N}$ such that for all $n \in \mathbb{N}$, every subset $A$ of $X$ with $\delta(A) \leq \delta(F, \Gamma_n)$, meets at most at $k$ elements of the level $\Gamma_n$ on the fractal structure $\Gamma$. Suppose also that $\delta(F, \Gamma_n) \to 0$. Then,
First of all, it is clear that

\[ \dim_B(F) \leq \dim_B^2(F) \leq \overline{\dim}_F^2(F) \leq \underline{\dim}_F(F). \]

Moreover, if there exists \( \dim_B(F) \), then \( \dim_B(F) = \dim_F^1(F) \).

(2) If there exists \( c \in (0, 1) \) such that \( \delta(F, \Gamma_{n+1}) \geq c \delta(F, \Gamma_n) \), then

\[ \overline{\dim}_B(F) = \underline{\dim}_F(F) \]

and \( \dim_B(F) = \dim_F^2(F) \).

**Proof.** In order to calculate the box-counting dimension of \( F \), let \( N_\delta(F) \) be as (5) on equivalent box-counting definition seen at preliminary section 2, and let \( \delta_n = \delta(F, \Gamma_n) \) for all \( n \in \mathbb{N} \).

(1) First of all, note that by proposition \( \ref{prop1} \) we have that \( \dim_B(F) \leq \dim_F^2(F) \). On the other hand, the main hypothesis implies that \( N_\delta(F) \leq k N_\delta_n(F) \) for all \( n \in \mathbb{N} \), so it is clear that

\[ \lim_{n \to \infty} \frac{\log N_\delta(F)}{\log \delta_n} \leq \lim_{n \to \infty} \frac{\log N_\delta_n(F)}{\log \delta_n} \leq \dim_B(F). \]

(2) Note that, by remark \( \ref{rem2} \) \( \overline{\dim}_B(F) = \lim_{n \to \infty} \frac{\log N_\delta_n(F)}{\log \delta_n} \), which implies \( \overline{\dim}_B(F) \leq \underline{\dim}_F^2(F) \). Now, an application of the first item leads to the opposite inequality. The case for lower limits may be dealt with in the same way.

\[ \square \]

The condition used on theorem \( \ref{thm4} \) in order to get the equality between fractal dimension \( \Pi \) and box-counting dimension is necessary, as the next remark shows:

**Remark 4.10.** There exists a self-similar set \( K \) on the euclidean plane provided with its natural fractal structure \( \Gamma \), for which \( \dim_B(K) \neq \dim_F^2(K) \).

**Proof.** Indeed, let \( I = \{1, \ldots, 8\} \) be a finite index set and let \( (K, \{f_i : i \in I\}) \) be an IFS whose associated strict self-similar set is the unit square on the euclidean plane. Consider the contraction mappings \( f_i : \mathbb{R}^2 \to \mathbb{R}^2 \) given as follows:

\[
f_i(x, y) = \begin{cases} 
(\frac{x}{2}, \frac{y}{2}) + (0, \frac{i-1}{4}) & \text{if } i = 1, 2, 3, 4 \\
(\frac{x}{2}, \frac{y}{2}) + (\frac{1}{2}, \frac{i-5}{4}) & \text{if } i = 5, 6, 7, 8
\end{cases}
\]

(4.3)

Let \( \Gamma \) be the natural fractal structure on \( K \) as a self-similar set. First of all, it is clear that \( K \) is a self-similar set which is not a strict one. Further, we have that the contractive mappings \( f_i \) have the same contraction factors, namely \( c_i = \frac{1}{2} \) for all \( i \in I \). It is also immediate the fact that \( \dim_B(K) = 2 \). On the one hand, note that there are \( 8^n \) rectangles on each level \( \Gamma_n \) of the fractal structure \( \Gamma \), whose dimensions are \( \frac{1}{2^n} \times \frac{1}{2^n} \). Thus, it is verified that \( \delta(A) = \delta(K, \Gamma_n) = \sqrt{\frac{1+2^n}{2^{2n}}} \) for all \( A \in \Gamma_n \). Hence, we can calculate the fractal dimension \( \Pi \) of \( K \) as...
follows: \( \lim_{n \to \infty} \frac{\log N_n(K)}{-\log \delta(K, \Gamma_n)} = \lim_{n \to \infty} \frac{\frac{3n}{n} \log 2}{\frac{1}{2} \log \left( \frac{1 + 2n}{2n} \right)} = \lim_{n \to \infty} \frac{3n}{n} \log 2 = 3. \)

Let \( f, g : \mathbb{N} \to \mathbb{R}^+ \) be two sequences of positive real numbers. We say that \( O(f) = O(g) \) iff they verify that \( 0 < \lim_{n \to \infty} \frac{f(n)}{g(n)} < \infty \). In order to show that fractal dimensions I and II agree on a GF-space, we will need that all the elements on \( \Gamma_n \) have a diameter of order \( \frac{1}{2^n} \), as the next theorem establishes. Its proof is left to the reader.

**Theorem 4.11.** Let \( \Gamma \) be a fractal structure on a metric space \( (X, \rho) \). Let \( F \) be a subset of \( X \), and suppose that \( \delta(A) = \delta(F, \Gamma_n) \) for all \( A \in \mathcal{A}_n(F) \) and \( O(\delta(F, \Gamma_n)) = O\left( \frac{1}{2^n} \right) \) for all \( n \in \mathbb{N} \). Then \( \dim_1^1(F) = \dim_2^1(F) \) (the same is true for upper and lower dimensions).

Recall that we have been able to calculate an upper bound for the box-counting dimension of every self-similar set equipped with its natural fractal structure in terms of its fractal dimension II. However, it is possible to reach the equality between these two quantities under certain conditions on the self-similar set structure. In particular, we will get the result if the elements on each level of \( \Gamma \) do not overlap too much, and because of the shape that the elements of the natural fractal structure on a self-similar set have, this restriction is going to be associated with the contractions \( f_i \) of the corresponding IFS. Indeed, this property is the so called open set condition (see [11] and [23]):

**Definition 4.12.** Let \( I = \{1, \ldots, m\} \) be a finite index set with \( (X, \{f_i : i \in I\}) \) being an IFS whose associated self-similar set is \( K \). The contractions \( f_i \) satisfy the open set condition iff there exists a non-empty bounded open set \( V \) of \( X \) such that \( \bigcup_{i \in I} f_i(V) \subset V \), with \( f_i(V) \cap f_j(V) = \emptyset \) for all \( i \neq j \). Furthermore, if \( V \cap K \neq \emptyset \), then the contractions \( f_i \) are said to verify the strong open set condition.

**Remark 4.13.** Open set condition and strong open set condition are equivalent in any euclidean space (see [23]).

**Lemma 4.14.** Let \( I = \{1, \ldots, m\} \) be a finite index set and let \( (\mathbb{R}^d, \{f_i : i \in I\}) \) be an IFS whose associated self-similar set is \( K \). Suppose that \( f_i \) are injective contractions verifying the open set condition for all \( i \in I \). Then, there exists \( \varepsilon > 0 \) and \( x \in K \) such that for all natural number \( n \in \mathbb{N} \) and all \( \omega, u \in I^n \) with \( \omega \neq u \), we have that \( f_\omega(B(x, \varepsilon)) \cap f_u(B(x, \varepsilon)) = \emptyset \), where \( B(x, \varepsilon) \) denotes the ball centered at \( x \in X \) with radius \( \varepsilon > 0 \), which is embedded in \( \mathbb{R}^d \).

**Proof.** Since \( K \subset \mathbb{R}^d \) is a self-similar set, then we have that open set condition is equivalent to strong open set condition by remark 4.13 Thus, there exists a non-empty bounded open set \( O \subset \mathbb{R}^d \) such that
\[ \cup_{i \in I} f_i(O) \subset O, \text{ with } f_i(O) \cap f_j(O) = \emptyset \text{ for all } i, j \in I \text{ such that } i \neq j. \]

Moreover, \( O \cap K \neq \emptyset \), so we can take \( x \in O \cap K \subset O \). Since \( O \) is an open set, there exists \( \varepsilon > 0 \) such that \( B = B(x, \varepsilon) \subset O \). We also know that \( f_i(B) \subset O \) for all \( i \in I \). The result will be shown by induction over the length of the words on \( I^n \). In fact, let \( \omega_n = i_1 i_{n-1} \ldots i_1 \in I^n \) and denote \( f_{\omega_n}(F) = f_{i_n} \circ f_{i_{n-1}} \circ \ldots \circ f_{i_1}(F) \) for all \( F \subset \mathbb{R}^d \). First of all, take \( n = 1 \). Then we can select \( \omega_1 = i_1, u_1 = j_1 \in I \). Accordingly, we have that \( f_{\omega_1}(B) \cap f_{u_1}(B) \subset f_{\omega_1}(O) \cap f_{u_1}(O) = \emptyset \), since the \( f_i \) contractions verify the open set condition for all \( i \in I \). Suppose now that \( f_{\omega_n}(B) \cap f_{u_n}(B) = \emptyset \), with \( \omega_n, u_n \in I^n \) such that \( \omega_n \neq u_n \). Then, we distinguish the two following cases:

1. Suppose that \( i_{n+1} = j_{n+1} \), so that \( \omega_{n+1} = i_{n+1} i_n \ldots i_1 \) and \( u_{n+1} = i_{n+1} j_n \ldots j_1 \), with \( \omega_{n+1}, u_{n+1} \in I^{n+1} \). Thus, using the injectivity of \( f_{i_{n+1}} \) and the induction hypothesis, we conclude that \( f_{\omega_{n+1}}(B) \cap f_{u_{n+1}}(B) = f_{i_{n+1}}(f_{\omega_n}(B)) \cap f_{i_{n+1}}(f_{u_n}(B)) = \emptyset. \)

2. Suppose that \( \omega_{n+1} \neq u_{n+1} \), so that \( \omega_{n+1} = i_{n+1} i_n \ldots i_1 \) and \( u_{n+1} = i_{n+1} j_n \ldots j_1 \), with \( i_{n+1} \neq j_{n+1} \). Then, it is clear the following chain of inclusions: \( f_{\omega_{n+1}}(B) \cap f_{u_{n+1}}(B) = f_{i_{n+1}}(f_{\omega_n}(B)) \cap f_{j_{n+1}}(f_{u_n}(B)) \subset f_{i_{n+1}}(O) \cap f_{j_{n+1}}(O) = \emptyset. \) Note that \( f_{\omega_n}(B) \subset O \) for all \( \omega_n \in I^n \). Indeed, it is clear for words whose length is 1, since it is obvious that \( f_i(B) \subset O \). Suppose now that \( f_{\omega_n}(B) \subset O \) for all \( \omega_n \in I^n \). Then, it is verified that \( f_{\omega_{n+1}}(B) = f_{i_{n+1}}(f_{\omega_n}(B)) \subset f_{i_{n+1}}(O) \subset O. \)

\[ \square \]

On [11] Theorem 9.3] we find an interesting result which allows to calculate the box-counting dimension of a certain class of self-similar sets on the euclidean space \( \mathbb{R}^d \) as the solution of a simple equation which only involves the contraction factors associated with each mapping \( f_i \) of the corresponding IFS. Indeed, under the open set condition hypothesis, box-counting dimension agrees with Hausdorff dimension of such self-similar sets, and moreover, this value can be easily calculated from the mentioned expression. In this way, it would be an interesting result to reach the equality between box-counting dimension and fractal dimension \( \Pi \) of a self-similar set whose contractions \( f_i \) verify the open set condition. Moreover, the calculus of such quantity would become almost immediate from the number of contractive mappings of the IFS and its contraction factors.

Indeed, by means of the previous lemma, we present now the expected theorem.

**Theorem 4.15.** Let \( I = \{1, \ldots, m\} \) be a finite index set and let \( (\mathbb{R}^d, \{f_i : i \in I\}) \) be an IFS whose associated strict self-similar set
is $K$. Suppose that the similarities $f_i$ verify the open set condition and have equal similarity factors $c \in (0, 1)$. Let $\Gamma$ be the natural fractal structure on $K$ as a self-similar set. Then,

$$\dim_B(K) = \dim_F^0(K) = \frac{-\log m}{\log c} \quad (4.4)$$

**Proof.** In order to calculate the box-counting dimension of $K$, let $N_\varepsilon(K)$ be as (6) on the equivalent box-counting definition seen at preliminary section 2, and let $\delta_n = \delta(K, \Gamma_n)$ for all $n \in \mathbb{N}$. First of all, corollary 4.8 implies that $\overline{\dim}_B(K) \leq \overline{\dim}^0_F(K)$. Next, we are going to show the opposite inequality. Note that $\delta_n = c^n \delta(K)$ for all natural number $n$, since $K$ is a strict self-similar set. Applying lemma 4.14, there are so many disjoint balls with radius $\varepsilon_n = c^n \varepsilon$ with $\varepsilon > 0$, and centered in $K$, as the number of elements of $I^n$. Now, since $N_{\varepsilon_n}(K)$ is the largest number of such balls, it is obvious that the number of elements of $I^n$ is at most $N_{\varepsilon_n}(K)$, namely, $N_n(K) \leq N_{\varepsilon_n}(K)$. On the other hand, there exists $k > 0$ such that $\delta(K, \Gamma_n) = k \varepsilon_n$. Indeed, it suffices with taking $k = \frac{\delta(K)}{\varepsilon n}$. Therefore, it results clear that

$$\lim_{n \to \infty} \frac{\log N_n(K)}{\log \delta(K, \Gamma_n)} \leq \lim_{n \to \infty} \frac{\log N_{\varepsilon_n}(K)}{\log k \varepsilon_n} = \lim_{n \to \infty} \frac{\log N_{\varepsilon_n}(K)}{-\log \varepsilon_n} \leq \overline{\dim}_B(K).$$

Now, we get the next chain of inequalities:

$$\overline{\dim}_B(K) \leq \overline{\dim}^2_F(K) \leq \overline{\dim}^0_F(K) \leq \overline{\dim}_B(K),$$

where the first inequality is by corollary 4.8. Now, the existence of the box-counting dimension of $K$ implies the existence of the fractal dimension II of $K$ and the expected equality $\dim_B(K) = \dim_F^0(K)$. Furthermore, apply [11] Theorem 9.3] in order to get the last equality on 4.4.

The hypothesis based on the equality of the contraction factors on theorem 4.15 is necessary. By the example in remark 4.10, the contractions have to be similarities, while by the next example, all contraction factors must be the same.

**Remark 4.16.** There exists a strict self-similar set $K$, whose similarities $f_i$ verify the open set condition and have different contraction factors $c_i$, such that $\dim_B(K) < \dim_F^0(K)$.

**Proof.** Indeed, we can take the IFS $(\mathbb{R}, \{f_i : i \in \{1, 2\}\})$, whose associated self-similar set is $K$, where the similarities $f_1, f_2 : \mathbb{R} \to \mathbb{R}$ are given by $f_1 : x \mapsto \frac{x}{2}$, and $f_2 : x \mapsto \frac{x+3}{4}$. It is clear that their associated contraction factors are $c_1 = \frac{1}{2}$ and $c_2 = \frac{1}{4}$ respectively, and it is also obvious the fact that $K$ is a strict self-similar set. We can also justify that the similarities $f_i$ satisfy the open set condition on an easy way: it suffices with taking $V = (0, 1)$ as a suitable open set. Now, let $\Gamma$ be the natural fractal structure on $K$ as a self-similar set. Then,
by Theorem 9.3, we can calculate the box-counting dimension of $K$ as the solution of the equation $\frac{1}{s} + \frac{1}{4s} = 1$. Thus, we have that $\dim_B(K) = \log(\frac{\log \sqrt{5} \cdot 2}{\log 2})$. On the other hand, it is clear that there are $2^n$ subintervals of $[0, 1]$ on each level $\Gamma_n$ of the fractal structure $\Gamma$, where the largest of them has diameter equal to $\frac{1}{2^n}$ for all natural number $n \in \mathbb{N}$, which implies that $\dim^2_2(K) = 1 > \dim_B(K)$. □

5. An application to the domain of words

The goal of this section consists of providing a variety of applications of the fractal dimension introduced in this paper, where the box-counting dimension cannot be computed. Indeed, we show that the use of fractal structures in the context of a domain of words could contribute some information about the complexity of a language. In this way, we study and show how to calculate the fractal dimension of a language generated by means of a regular expression, and then we introduce an empirical application consisting of computing the fractal dimension of a natural language. In both cases, we show and explain the obtained results. Finally, we present how fractal structures and dimensions can help us in order to determine the efficiency of a system of information encoding like the BCD. We start with some preliminary topics.

5.1. Fractal structures and domains of words. The domain of words, which we introduce next, appears when modeling the streams of information in Kahn’s model of parallel computation (see [17], [20]). Indeed, let $\Sigma$ be a finite non-empty alphabet (set) and let $\Sigma^\infty$ be the collection of finite ($\cup_{n \in \mathbb{N}} \Sigma^n$) and infinite ($\Sigma^\mathbb{N}$) sequences (called words) over $\Sigma$. Let us denote by $\varepsilon$ to the empty word. The prefix order $\sqsubseteq$ is defined on $\Sigma^\infty$, as usual, by $x \sqsubseteq y$ iff $x$ is a prefix of $y$. Thus, for each $x \in \Sigma^\infty$, let $l(x)$ be the length of $x$, where $l(\varepsilon) = 0$, and for $x, y \in \Sigma^\infty$, we denote by $x \cap y$ to the common prefix of $x$ and $y$. Hence, a (non-archimedean) quasi-metric $d$ can be defined on $\Sigma^\infty$ by $d(x, y) = 0$ if $x \sqsubseteq y$, and $d(x, y) = 2^{-l(x \cap y)}$, in other case (see [26]). Furthermore, the non-archimedean quasi-metric $d$ induces a fractal structure on $\Sigma^\infty$ (see [5]) which can be described as follows: $\Gamma = \{\Gamma_n : n \in \mathbb{N}\}$, where its levels are given by

$$\Gamma_n = \{w^\# : w \in \Sigma^n\} \cup \{w^\varepsilon : w \in \Sigma^k : k < n\} \quad (5.1)$$

Note that for $w \in \Sigma^n$, $w^\varepsilon = \{u \in \Sigma^k : k \leq n$ and $u \sqsubseteq w\}$ is the collection of prefixes of $w$, and $w^\# = \{wu : u \in \Sigma^\infty\} \cup w^\varepsilon$ is the collection of words (finite or infinite) which start with $w$ or are a prefix of $w$. Moreover, for each $w \in \Sigma^n$, we have that $w^\# = B_{d-1}(w, 2^{-n})$, and for each $w \in \Sigma^k$ with $k < n$, $w^\varepsilon = B_{d-1}(w, 2^{-n})$. 
Then, a language $L$ is defined as a subspace of $\Sigma$, and usually it is defined by means of a formal grammar. In particular, we can consider the languages generated by regular expressions. Now, since we have a fractal structure and a quasi-metric, then we can calculate the fractal dimension of any language.

5.2. The fractal dimension of a language generated by a regular expression. Consider the regular expression $(00 + 1)^+$, that is constructed by concatenating consecutively (at least one time) 00 and 1. Our main purpose consists of computing the fractal dimension of the previous language $L \subset \Sigma^\infty$ generated by means of the previous regular expression. In this way, we are going to apply the fractal dimension model. First of all, note that $L$ can be described as the following set:

$$L = \{1, 00, 11, 100, 001, 111, 0000, 0011, 1001, 1100, 1111, \ldots \}$$

Let also $\Gamma$ be the fractal structure induced by the non-archimedean quasi-metric $d$ given at 5.1. Then, we have that $\Gamma = \{\Gamma_n : n \in \mathbb{N}\}$, where, for instance, the first levels are given as follows: $\Gamma_1 = \{1^\#, 0^\#\}$, $\Gamma_2 = \{10^\#, 11^\#, 00^\#, 1^\#\}$, $\Gamma_3 = \{000^\#, 001^\#, 100^\#, 111^\#, 110^\#, 00^\#, 1^\#\}$, and so on. In order to calculate the fractal dimension of $L$, note that $N_1(L) = 2$, $N_2(L) = 3 + 1$, $N_3(L) = 5 + 3$, $N_4(L) = 8 + 6$, $N_5(L) = 13 + 11$, and so on, where the first term on each sum refers to the number of elements of the appropriate level of the form $w^\#$, and the second one to the number of elements of each level of the form $w^\subseteq$. Hence, if we consider $\{f_n\}_{n \in \mathbb{N}}$ as the Fibonacci’s sequence, where $f_1 = f_2 = 1$, with $f_n = f_{n-1} + f_{n-2}$ for all $n \geq 3$, then it can be checked what follows:

$$N_n(L) = f_{n+2} + \sum_{i=2}^{n} f_i \quad (5.2)$$

for all $n \in \mathbb{N}$. In this way, since the Fibonacci’s sequence verifies the next property:

$$\sum_{i=1}^{n} f_i = f_{n+2} - 1 \text{ for all } n \geq 2 \quad (5.3)$$

then $N_n(L) = 2 \left(f_{n+2} - 1\right)$ for all natural number $n$. Furthermore, it is known that $f_n = \frac{\varphi^n - \beta^n}{\varphi - \beta}$ for all $n \in \mathbb{N}$, where $\varphi = \frac{1 + \sqrt{5}}{2}$ (the golden ratio) and $\beta = \frac{1 - \sqrt{5}}{2}$. Accordingly, we obtain the fractal dimension $I$ of $L$ as follows:

$$\begin{align*}
\lim_{n \to \infty} \frac{\log N_n(L)}{n \log 2} &= \lim_{n \to \infty} \frac{\log f_{n+2}}{n \log 2} = \lim_{n \to \infty} \frac{\log(\varphi^{n+2} - \beta^{n+2})}{n \log 2} = \\
&= \lim_{n \to \infty} \frac{\log \left(1 - \left(\frac{\beta}{\varphi}\right)^{n+2}\right) + (n + 2) \log \varphi}{n \log 2} = \log_2 \varphi
\end{align*} \quad (5.4)$$
Hence, we have that the fractal dimension of \( L \) is related with the golden ratio. Note that the result we have just got in expression (5.4) implies that \( N_n(L) \simeq \varphi^n \) for all natural number \( n \), which is equivalent to \( N_{n+1}(L) \simeq \varphi \cdot N_n(L) \). Roughly speaking, we have that for any word of length \( n \), there are about \( \varphi \) words of length \( n + 1 \). On the other hand, since \( \dim_1(\Sigma^\infty) = 1 \), it is clear that \( N_{n+1}(\Sigma^\infty) \simeq 2 \cdot N_n(\Sigma^\infty) \) for all \( n \in \mathbb{N} \). Thus, fractal dimension I constitutes a register about the evolution and complexity of the language \( L \) with respect to the domain of words \( \Sigma^\infty \) where it has been defined.

Moreover, since \( \delta(L, \Gamma_n) = \frac{1}{2} \) for all \( n \in \mathbb{N} \), then we have that \( \dim_2(L) = \infty \), so that the fractal dimension II method does not provide information about the evolution of the language \( L \) with respect to the domain of words.

Fractal dimension II will be useful in order to describe the complexity of a language when the related fractal structure \( \Gamma \) is starbase. In this way, note that the fractal structure induced by the (non-archimedean) quasi-metric \( d \) is not starbase. Indeed, suppose the opposite. Then, \( \Sigma^\infty \) would be a metrizable space (see [17]), which implies that \( \Sigma^\infty \) is \( T_1 \), that constitutes a contradiction. Now, by means of proposition 3.6 if the distance function is compatible with the fractal structure, we have that \( \delta(\Gamma_n) \to 0 \) as \( n \to \infty \). Further, if \( N_n(L) \to \infty \) as \( n \to \infty \) (as it occurs in this example), we get that \( \dim_2(L) = \infty \). However, this disadvantage can be improved by means of the next remark.

Remark 5.1. Let \( \Gamma' = \{ \Gamma'_n : n \in \mathbb{N} \} \) be the fractal structure whose levels are given by \( \Gamma'_n = \{ w^\# : w \in \Sigma^n \} \) for all natural number \( n \). Note that this fractal structure constitutes a simplification of the previous \( \Gamma \). Furthermore, we have that \( N'_n(L) = f_{n+2} \), as well as \( \delta(L, \Gamma'_n) = \frac{1}{2^n} \) for all \( n \in \mathbb{N} \), which implies that \( \dim_2(L) = \log_2 \varphi = \dim_1(L) \), so that fractal dimension II provides the same information about \( L \) than fractal dimension I in this case.

5.3. An empirical application to natural languages. Although fractal dimensions can be computed for languages described by means of regular expressions, where words of infinite length could exist, it is also possible to determine the fractal dimension of other languages, like the natural ones. In this way, since fractal dimensions are not only theoretical but also empirical quantities, we are going to calculate them with respect to the fractal structure \( \Gamma \) given at 5.1, though it is also possible to work with the fractal structure \( \Gamma' \). Nevertheless, since always exists a maximum value for the length of any word in a natural language, it is clear that \( \dim_1(N) = \dim_1(N') = 0 \) where \( N \) denotes to any natural language.
Taking it into account, for a practical application, we are going to calculate the fractal dimension of a given natural language $N$ by means of the slope of the regression line obtained by comparing $\log N_n(N)$ versus $\log 2^n$. In order to do this, we are going to count the number of words with a given length which appears on the relative dictionary to the natural language $N$. Note that in this case we are computing $N_n(N)$ for $n \in \{1, 2, 3, 4\}$, which leads to a suitable approximation of the fractal dimension of $N$. This quantity provides information about the complexity and evolution of that natural language, by means of the length and the variety its words present (in this case, specially the words with small length). Indeed, we have calculated the fractal dimension of a wide list of natural languages and got the results which appear in the table 1.

| Natural Language                          | Fractal dimension |
|------------------------------------------|-------------------|
| German, Polish                           | 3.1               |
| U.K. English                             | 3.0               |
| U.S. English, Hungarian, Italian, Latin  | 2.9               |
| Africans, Czech, Danish, Dutch           | 2.8               |
| Spanish, Swedish, Ukrainian              | 2.7               |
| Croatian, Mongolian, Portuguese, Russian, Romanian, Slovenian | 2.6 |
| French, Serbian, Slovak                  | 2.5               |
| Bulgarian                                | 2.4               |

Table 1. Fractal dimensions for natural languages, calculated respect to the fractal structure $\Gamma$ induced by the quasi-metric $d$ (see 5.1).

The obtained results allows to compare the complexity between two given natural languages. For instance, in figure 1 we can regard the difference of the fractal complexity between English and Spanish. In this way, note that English has a larger variety of small prefixes than Spanish, although the number of prefixes of a given length increases faster in Spanish than in English for medium length words.

The fractal dimension models developed in this paper allows also to compare the complexity of any text written in a specific language. Indeed, since the fractal dimension of a language has been calculated by means of its corresponding dictionary, an effective calculation of the fractal dimension of a book written on that language gives us some interesting information about the variety of the words it uses. Moreover, it is also possible to perform a fractal complexity comparison between a given translation of a book and its original version.
Figure 1. Graph of the fractal complexity comparison between the languages English and Spanish.

With this in mind, next we show some examples where the fractal dimension of some books has been calculated. In order to do this, we have considered the set which contains all the words used in the corresponding book and chosen the fractal structure $\Gamma$ defined in 5.1. The effective calculation of the fractal dimension has been done by taking into account the four first levels of the fractal structure. Thus, we show the fractal dimension of the selected books as well as the fractal dimension of that book’s language (the latter is the number which appears into brackets), which gives information about the complexity of the given translations.

For instance, the fractal dimension of the English version of the book *On the Origin of Species* (Charles Darwin, 1859) is 2.2 (3.0), while the fractal dimension of its French version is about 2.3 (2.6). On the other hand, the fractal dimension of the English version of the text *Alice’s Adventures in Wonderland* (Lewis Carroll, 1865) is 1.8 (3.0), while its Spanish version has the value 2.0 (2.7). Note that a classical book like *Don Quijote de la Mancha* (Miguel de Cervantes, 1605) has a fractal dimension of 2.5 (2.7) in its original Spanish version, while its English translation is about 2.3 (3.0), and for instance, the dimension of its Dutch version is 2.2 (2.9).

5.4. The fractal dimension as a tool to study the efficiency of an encoding system. So far, we have shown two applications of our models for determining the fractal dimension where box-counting
dimension has no sense. The first one results interesting since it consists on a language generated by means of a regular expression where infinite length words could exist. The second one consists of an empirical application where we use the fractal dimension as a tool in order to study the complexity and evolution of a natural language. Now, we are going to show a computational application of our models to an interesting method for coding and decoding information from other languages.

The binary-coded decimal (which we denote by BCD for short) is a method for encoding decimal numbers which represents each decimal digit by means of its binary sequence. Although nowadays is used with less frequency in some applications, it results useful in computer and electronic systems (which specially consists only of digital logic without microprocessors) in order to display or print decimal numbers. One of its advantages is that BCD allows faster decimal calculations. Nevertheless, it is not an efficient encoding method, since it uses more space than a simple binary representation.

The BCD system stores each decimal digit from 0 to 9 by means of 4 bits which contains its binary sequence. In this way, the set

\[ S = \{0000, 0001, 0010, 0011, 0100, 0101, 0110, 0111, 1000, 1001\} \]  

(5.5)
generates the language \( B \) of binary-coded decimal numbers. For instance, note that 1100 \( \notin B \), since it is not a codification of any decimal digit. For example, the number 215 (in 10-base), is converted to an expression like 0010 0001 0101. Indeed, note that its binary representation is 11010111, which needs less space to be stored than by means of the BCD codification.

Fractal dimension constitutes a measure of the computational efficiency of a language which consists of the encoding of another language, like the BCD system. In this way, next we extract some conclusions related to the encoding goodness of the latter method. Let \( \Gamma \) be the fractal structure defined at 5.1 though it is also possible to consider its simplified version \( \Gamma' \). First of all, note that

\[
N_n(L) = \begin{cases} 
2 \cdot 10^i \ldots n = 4i \\
3 \cdot 10^i \ldots n = 4i + 1 \\
4 \cdot 10^i \ldots n = 4i + 2 \\
6 \cdot 10^i \ldots n = 4i + 3 
\end{cases} 
\]  

(5.6)

which leads to \( \dim_1^L(L) = \dim_1^{\Gamma'}(L) = \frac{\log_{10} 10}{\log_{16} 10} = \log_2 \sqrt[4]{10} \). Therefore, we have that \( N_n(L) \simeq 10^{\frac{n}{2}} \) for all \( n \in \mathbb{N} \), which implies that \( N_{n+1}(L) \simeq \sqrt[4]{10} \cdot N_n(L) \) for all natural number \( n \). Thus, given a real number with \( n \) decimal digits, we need \( 4n \) binary digits in order to encode it, which allows to represent \( 10^n \) different numbers on the BCD system,
while in the binary representation, \(4n\) binary digits allows to represent \(2^{2n}\) numbers. Therefore, we can calculate the efficiency of BCD when encoding decimal numbers, by means of the next ratio:

\[
\frac{N_n(L)}{N_n(\Sigma^\infty)} = \frac{10^n}{2^n} = \left(\frac{10}{16}\right)^n
\]  

(5.7)

For instance, take a decimal number with \(n = 10\) digits, which needs \(4n = 40\) bits to be encoded. Accordingly,

\[
\frac{N_{40}(L)}{N_{40}(\Sigma^\infty)} = \left(\frac{10}{16}\right)^{10} \simeq \frac{10^{10}}{10^{12}} = 0.01
\]

(5.8)

so that, BCD encodes the 1% of the possible numbers encoded directly in binary. Indeed, there is a lack of the order of 62.5% (that is, \(\left(\frac{10}{16}\right)^*\)) for each encoded digit.
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