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Abstract. We consider the transmission of classical information through a degraded broadcast channel, whose outputs are two quantum systems, with the state of one being a degraded version of the other. Yard et al. [IEEE Trans. Inf. Theory, 57(10):7147–7162, 2011] proved that the capacity region of such a channel is contained in a region characterized by certain entropic quantities. We prove that this region satisfies the strong converse property, that is, the maximal probability of error incurred in transmitting information at rates lying outside this region converges to one exponentially in the number of uses of the channel. In establishing this result, we prove a second-order Fano-type inequality, which might be of independent interest. A powerful analytical tool which we employ in our proofs is the tensorization property of the quantum reverse hypercontractivity for the quantum depolarizing semigroup.

1. Introduction

A broadcast channel models noisy one-to-many communication, examples of which abound in our daily lives. It can be used to transmit information to two\textsuperscript{1} receivers (say, Bob and Charlie) from a single sender (say, Alice). It was introduced by Cover in 1972 [1]. In the most general case, part of the information (the common part) is intended for both the receivers, while part of the information (the private part) consists of information intended for Bob and Charlie separately. Classically, the so-called discrete memoryless broadcast channel is modelled by a conditional probability distribution \(\{p_{YZ|X}(y,z|x)\}\), where the random variables \(X, Y, Z\) take values in \(\mathcal{X}\) (the input alphabet), and alphabets \(Y\) and \(Z\) (the output alphabets), respectively. Hence, \(X\) models Alice’s input to the channel, while \(Y\) and \(Z\) correspond to the outputs received by Bob and Charlie, respectively. Suppose Alice sends her messages (or information) through multiple (say \(n\)) successive uses of such a channel, with \(R_B\) and \(R_C\) being the rates at which she transmits private information to Bob and Charlie, respectively, and \(R\) being the rate at which she transmits common information to both of them. A triple \((R_B, R_C, R)\) is said to be an achievable rate triple if the probability that an error is incurred in the transmission of the messages vanishes in the limit \(n \to \infty\). In other words, these rates correspond to reliable transmission of information. Obviously, there is a tradeoff between these three rates: if one of them is high, the others are lowered in order to ensure that the common-as well as private information are transmitted reliably. The set of all achievable rate triples defines the achievable rate region, and its closure defines the capacity region of the broadcast channel.

Determining the capacity region for a general broadcast channel remains a challenging open problem. However, certain special cases have been solved (see e.g. [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21]), the first of these being the case of the so-called degraded

\textsuperscript{1}More generally, one can consider even more than two receivers.
broadcast channel (DBC). This is a broadcast channel for which the message that Charlie receives is a degraded version of the message that Bob receives. In other words, there exists a stochastic map which when acting on the message that Bob receives, yields the message that Charlie receives. Hence \( p_{Y,Z|X}(y,z|x) = p_{Z|Y}(z|y)p_{Y|X}(y|x) \), and the three random variables \( X, Y \) and \( Z \) form a Markov Chain \( X - Y - Z \). Let us focus on the case in which there is no common information\(^2\) and hence the capacity region is specified by achievable rate pairs \((R_B, R_C)\). In this case, the capacity region has been shown to be given by \([2, 7, 22]\)

\[
\bigcup \{ (R_B, R_C) : R_B \leq I(X; Y|U), R_C \leq I(U; Z) \},
\]

where the union is over all joint probability distributions \( \{p_{UX}(u, x)\}_{u \in U, x \in X} \), with \( U \) being an auxiliary random variable taking values in an alphabet \( U \) with cardinality \( |U| \leq \min\{|X|, |Y|, |Z|\} + 1 \). Here \( I(X; Y|U) \) and \( I(U; Z) \) denote the conditional mutual information (between \( X \) and \( Y \) conditioned on \( U \)) and the mutual information between \( U \) and \( Z \), respectively, and are the entropic quantities characterizing the achievable rate region.

In this paper, we consider a classical-quantum degraded broadcast channel (c-q DBC), which we denote by \( \mathcal{W}^{X \rightarrow B C} \). Here too, the input to the channel is classical and denoted by a random variable \( X \) but the outputs are states of quantum systems \( B \) and \( C \). The channel is degraded in the sense that there exists some other quantum channel (say \( \mathcal{N} \)), which when acting on the state of the system \( B \) yields the state of the system \( C \). Bob and Charlie receive the systems \( B \) and \( C \) respectively, and perform measurements on them in order to infer the classical messages that Alice sent to each of them. The channel is assumed to be memoryless and the achievable rates are computed in the asymptotic limit \((n \to \infty, \text{where } n \text{ denotes the number of successive uses of the channel})\). The achievable rate region for this channel was studied by Yard et al. \([23]\) and later by Savov and Wilde \([24]\). Let \( R_B \) and \( R_C \) denote the rates at which Alice sends private information to Bob and Charlie respectively, and let \( R \) be her rate of transmission of common information to both of them. See Figure 1 for the illustration.

It was shown in \([23]\) (see also \([24]\)) that any rate triple \((R, R_B, R_C)\) satisfying

\[
R_B \leq I(X; B|U)_{\sigma}, \\
R + R_C \leq I(U; C)_{\sigma},
\]

lies in the achievable rate region\(^3\). Here the entropic quantities, appearing in the above inequalities are, taken with respect to a state \( \sigma_{UXBC} \) of the following form

\[
\sigma_{UXBC} = \sum_{(u,x) \in U \times X} p_U(u) p_X(u | x) |u\rangle \langle u|_U \otimes |x\rangle \langle x|_X \otimes \sigma_{BC}.
\]

Here we use \( X \) and \( U \) to denote both random variables (taking values in finite sets \( X \) and \( U \), respectively), as well as quantum systems whose associated Hilbert spaces, \( \mathcal{H}_X \) and \( \mathcal{H}_U \), have complete orthonormal bases \( \{|x\rangle\} \) and \( \{|u\rangle\} \) labelled by the values taken by these random variables\(^4\). Hence, \( |U| := \dim \mathcal{H}_U \) and \( |X| := \dim \mathcal{H}_X \).

Moreover, Yard et al. \([23, \text{Theorem 2}]\) established that the capacity region for such a c-q DBC is contained in a region specified by the following inequalities:

\[
R_B \leq I(X; B|U)_{\omega}, \\
R + R_C \leq I(U; C)_{\omega},
\]

\(^2\)The capacity region with common information can be obtained from the one without common information (see e.g. \([21, \text{Chapter 5.7}]\)).

\(^3\)For a precise definition of the achievable rate region and the capacity region, see Section 2.1.

\(^4\)Yard et al. \([23]\) showed that it suffices to consider a random variable \( U \) for which \( |U| \leq \min\{|X|, d_B^2 + d_C^2 - 1\} \).
for some state $\omega_{UXBC}$ of the following (more general) form, in which the system $U$ is a quantum system:

$$\omega_{UXBC} = \sum_{x \in X} p_X(x) \rho^x_U \otimes |x\rangle \langle x| \otimes \rho^x_{BC},$$

where $\forall x \in X$, $\rho^x_U$ is a state of the quantum system $U$.

The above result establishes that for any rate triple $(R_B, R_C, R)$ which does not satisfy the inequalities (1) for $\rho_{UXBC}$ of the above form, the maximum probability of incurring an error in the transmission of information is bounded away from zero, even in the asymptotic limit. In this paper, we show that the region spanned by such rate triples satisfies the so-called strong converse property, that is, for any rate triple which lies outside this region, the maximal probability of error in the transmission of information is not only bounded away from zero but goes to one in the asymptotic limit. Moreover, the convergence to one is exponential in $n$. A precise statement of this result is given by Corollary 6 of Section 3 below. We first establish this strong converse property in the case in which no common information is sent (i.e. $R = 0$) and then discuss how this result can be extended to the general case in which both private and common information is sent by Alice.

**Figure 1.** The task of transmitting private information by Alice to Bob and Charlie through a classical-quantum broadcast channel. We refer the readers to Section 2.1 for detailed notation.

**Organization of the paper:** In Section 2, we introduce necessary notation and the information-theoretic protocol of c-q DBC coding. In Section 3, we state our main results. In Section 4, we prove a second-order Fano-type inequality for c-q channel coding, which is a main ingredient for establishing the second-order strong converse bound, which we prove in Section 5.

### 2. Notations and Definitions

Throughout this paper, we consider finite-dimensional Hilbert spaces, and discrete random variables which take values in finite sets. The subscript of a Hilbert space (say $B$), denotes the quantum system (say $\mathcal{H}_B$) to which it is associated. We denote its dimension as $d_B := \dim \mathcal{H}_B$. Let $\mathbb{N}$, $\mathbb{R}$, and $\mathbb{R}_{\geq 0}$ be the set of natural numbers, real numbers, and non-negative real numbers, respectively. Let $\mathcal{B}(\mathcal{H})$ denote the algebra of linear operators acting on a Hilbert space $\mathcal{H}$, $\mathcal{P}(\mathcal{H}) \subset \mathcal{B}(\mathcal{H})$ denote the set of positive semi-definite operators, $\mathcal{D}(\mathcal{H}) \subset \mathcal{P}(\mathcal{H})$ the set of quantum states (or density matrices): $\mathcal{D}(\mathcal{H}) : \{\rho \in \mathcal{P}(\mathcal{H}) : \text{Tr}[\rho] = 1\}$. A quantum operation (or quantum channel) is a superoperator given by a linear completely positive trace-preserving (CPTP) map. A quantum operation $\mathcal{N}^{A\rightarrow B}$ maps operators in $\mathcal{B}(\mathcal{H}_A)$ to operators in $\mathcal{B}(\mathcal{H}_B)$. A superoperator $\Phi : \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H})$ is said to be unital if $\Phi(\mathbb{I}) = \mathbb{I}$, where $\mathbb{I}$ denotes the identity operator in $\mathcal{B}(\mathcal{H})$. We denote the identity...
It is well-defined if \( \text{supp} \rho \subseteq \text{supp} \sigma \), and is equal to \(+\infty\) otherwise. Here \( \text{supp} A \) denotes the support of the operator \( A \). The quantum relative Rényi entropy of order \( \alpha \), for \( \alpha \in (0, 1) \), is defined as follows [25]:

\[
D_\alpha(\rho||\sigma) := \frac{1}{\alpha - 1} \log \text{Tr} \left[ \rho^\alpha \sigma^{1-\alpha} \right].
\]

It is known that \( D_\alpha(\rho||\sigma) \rightarrow D(\rho||\sigma) \) as \( \alpha \rightarrow 1 \) (see e.g. [26, Corollary 4.3], [27]). An important property satisfied by these relative entropies is the so-called data-processing inequality, which is given by \( D_\alpha(\Lambda(\rho)||\Lambda(\sigma)) \leq D_\alpha(\rho||\sigma) \) for all \( \alpha \in (0, 1) \) and quantum operations \( \Lambda \). This induces corresponding data-processing inequalities for the quantities derived from these relative entropies, such as the quantum mutual information information (3) and the conditional entropy (4).

For a bipartite state \( \rho_{AB} \in \mathcal{D}(\mathcal{H}_A \otimes \mathcal{H}_B) \), the quantum mutual information and the conditional entropy are given in terms of the quantum relative entropy as follows:

\[
I(A;B)_\rho = D(\rho_{AB}||\rho_A \otimes \rho_B); \tag{3}
\]

\[
H(A|B)_\rho = -D(\rho_{AB}||\mathbb{I}_A \otimes \rho_B). \tag{4}
\]

The following inequality plays a fundamental role in our proofs.

**Lemma 1** (Araki-Lieb-Thirring inequality [28, 29]). For any \( A,B \in \mathcal{P}(\mathcal{H}) \), and \( r \in [0,1] \),

\[
\text{Tr} \left[ B^{\frac{r}{2}} A^r B^{\frac{\alpha}{2}} \right] \leq \text{Tr} \left[ \left( B^{\frac{r}{2}} A B^{\frac{\alpha}{2}} \right)^r \right].
\]

The proof of one of our main results (Theorem 3) employs a powerful analytical tool, namely, the so-called quantum reverse hypercontractivity of a certain quantum Markov semigroup (QMS) and its tensorization property. Let us introduce these concepts and the relevant results in brief. For more details see e.g. [30] and references therein. The QMS that we consider is the so-called generalized quantum depolarizing semigroup (GQDS). In the Heisenberg picture, for any state \( \sigma > 0 \) on a Hilbert space \( \mathcal{H} \), the GQDS with invariant state \( \sigma \) is defined by a one-parameter family of linear completely positive (CP) unital maps \( (\Phi_t)_{t \geq 0} \), such that for any \( X \in \mathcal{B}(\mathcal{H}) \),

\[
\Phi_t(X) = e^{-t} X + (1 - e^{-t}) \text{Tr}[\sigma X] \mathbb{I}. \tag{5}
\]

In the Schrödinger picture, the corresponding QMS is given by the family of CPTP maps \( (\Phi^*_t)_{t \geq 0} \), such that

\[
\text{Tr}[Y \Phi_t(X)] = \text{Tr}[\Phi_t^*(Y) X], \quad \forall, \; X,Y \in \mathcal{B}(\mathcal{H}).
\]

The action of \( \Phi_t^* \) on any state \( \rho \in \mathcal{D}(\mathcal{H}) \) is that of a generalized depolarizing channel, which keeps the state unchanged with probability \( e^{-t} \), and replaces it by the state \( \sigma \) with probability \( (1 - e^{-t}) \):

\[
\Phi_t^*(\rho) = e^{-t} \rho + (1 - e^{-t}) \sigma.
\]

Note that \( \Phi_t^*(\sigma) = \sigma \) for all \( t \geq 0 \), and that \( \sigma \) is the unique invariant state of the evolution.
To state the property of quantum reverse hypercontractivity, we define, for any $X \in \mathcal{B}(\mathcal{H})$, the non-commutative weighted $L_p$ norm with respect to the state $\sigma \in \mathcal{D}(\mathcal{H})$, for any $p \in \mathbb{R}\setminus\{0\}$:

$$||X||_{p,\sigma} := \left(\text{Tr}\left[|\sigma^{-\frac{1}{p}}X\sigma^{-\frac{1}{p}}|^p\right]\right)^{\frac{1}{p}}.$$  \hspace{1cm} (6)

A QMS $(\Phi_t)_{t \geq 0}$ is said to be reverse $p$-contractive for $p < 1$, if

$$||\Phi_t(X)||_{p,\sigma} \geq ||X||_{p,\sigma}, \quad \forall X > 0.$$ \hspace{1cm} (7)

The GQDS can be shown to satisfy a stronger inequality: $\forall p < q < 1$,

$$||\Phi_t(X)||_{p,\sigma} \geq ||X||_{q,\sigma}, \quad \forall X > 0,$$ \hspace{1cm} (8)

for

$$t \geq \frac{1}{4\alpha_1(\mathcal{L})} \log \left(\frac{p-1}{q-1}\right),$$

where $\alpha_1(\mathcal{L}) > 0$ is the so called modified logarithmic Sobolev constant, and $\mathcal{L}$ denotes the generator of the GQDS, which is defined through the relation $\Phi_t(X) = e^{-t\mathcal{L}(X)}$ and is given by

$$\mathcal{L}(X) = X - \text{Tr}[\sigma X]I.$$ 

The inequality (8) is indeed stronger than (7) since the map $p \mapsto ||X||_{p,\sigma}$ is non-decreasing.

In the context of this paper, instead of the GQDS defined through (5), we need to consider the QMS $(\Phi_{t,x^n})_{t \geq 0}$, with $\Phi_{t,x^n}$ being a CP unital map acting on $\mathcal{B}(\mathcal{H}^{\otimes n})$, and being labelled by sequences $x^n \equiv (x_1, x_2, \ldots, x_n) \in \mathcal{X}^n$, where $\mathcal{X}$ is a finite set. For any $x \in \mathcal{X}$, let $\rho^x \in \mathcal{D}(\mathcal{H})$. Further, let

$$\rho^{x^n} := \rho^{x_1} \otimes \cdots \otimes \rho^{x_n} \in \mathcal{D}(\mathcal{H}^{\otimes n}).$$

Then,

$$\Phi_{t,x^n} := \Phi_{t,x_1} \otimes \cdots \otimes \Phi_{t,x_n},$$

where $(\Phi_{t,x})_{t \geq 0}$ is a GQDS with invariant state $\rho^x$. We denote by $\mathcal{K}_{x^n} = \sum_{i=1}^n \hat{\mathcal{L}}_{x_i}$ the generator of $(\Phi_{t,x^n})_{t \geq 0}$ where $\hat{\mathcal{L}}_{x_i} = \text{id}^{\otimes i-1} \otimes \mathcal{L}_{x_i} \otimes \text{id}^{\otimes n-i}$, with $\mathcal{L}_{x_i}$ being the generator of the GQDS $(\Phi_{t,x_i})_{t \geq 0}$. If the modified logarithmic Sobolev constant $\alpha_1(\mathcal{K}_{x^n})$ is independent of $n$, or satisfies an $n$-independent lower bound, then it is called the tensorization property of the GQDS. The following tensorization property of the quantum reverse hypercontractivity of the above tensor product of GQDS was established in [30] (See [31] for its classical counterpart, as well as [32] for its extension to doubly stochastic QMS):

**Theorem 2** (Quantum reverse hypercontractivity for tensor products of depolarizing semigroups [30, Corollary 17, Theorem 19]).

For the QMS $(\Phi_{t,x^n})_{t \geq 0}$ introduced above, for any $p \leq q < 1$ and for any $t$ satisfying $t \geq \log \frac{p-1}{q-1}$, the following inequality holds:

$$||\Phi_{t,x^n}(G_n)||_{p,\rho^{x^n}} \geq ||G_n||_{q,\rho^{x^n}}, \quad \forall G_n > 0,$$

In other words, $\alpha_1(\mathcal{K}_{x^n}) \geq \frac{1}{q}$.

\*For $p < 1$, these are pseudo-norms, since they do not satisfy the triangle inequality. For $p < 0$, they are only defined for $X > 0$ and for a non-full rank state by taking them equal to $(\text{Tr}[||\sigma^{-\frac{1}{p}}X^{-1/2}\sigma^{-\frac{1}{2}}||^{-p}])^{1/p}$.\*
2.1. Classical-quantum (c-q) broadcast channel. We define the classical-quantum (c-q) degraded broadcast channel as follows.

Definition 2.1. A classical-quantum broadcast channel \( W^{X \rightarrow BC} \) is a quantum operation defined as follows:

\[
W \equiv W^{X \rightarrow BC} : \mathcal{X} \rightarrow \mathcal{D}(\mathcal{H}_B \otimes \mathcal{H}_C); \quad x \mapsto \rho^x_{BC}.
\]

Here \( X \) is a random variable which takes values in a finite set \( \mathcal{X} \). A classical input \( x \in \mathcal{X} \) to this channel, yields a quantum state \( \rho^x_{BC} \) as output. Moreover, such a channel is said to be a c-q degraded broadcast channel (c-q DBC), if there exists a quantum channel \( \mathcal{N}^{B \rightarrow C} \) such that for all \( x \in \mathcal{X} \) the reduced state of the system \( C \), \( \rho^x_C = \text{Tr}_B(\rho^x_{BC}) \), satisfies

\[
\rho^x_C = \mathcal{N}^{B \rightarrow C}(\rho^x_B), \quad \text{with } \rho^x_B = \text{Tr}_C(\rho^x_{BC}).
\]

Here \( \text{Tr}_B \) and \( \text{Tr}_C \) denote the partial traces over \( \mathcal{H}_B \) and \( \mathcal{H}_C \), respectively. As in the classical case, we consider Alice to be the sender (she hence holds \( X \)) while the quantum systems \( B \) and \( C \) are received by Bob and Charlie, respectively.

As in the classical case, we assume the channel to be memoryless and consider multiple (say \( n \in \mathbb{N} \)) successive uses of it. In this scenario, one hence considers a sequence of channels \( \{W^\otimes n\}_{n \in \mathbb{N}} \) such that for all \( x^n \equiv (x_1, x_2, \ldots, x_n) \in \mathcal{X}^n \),

\[
W^\otimes n(x^n) := W(x_1) \otimes W(x_2) \otimes \cdots \otimes W(x_n).
\]

As mentioned above, we first focus on the case in which there is no common information, and hence \( R = 0 \). In this case, the inequalities (2) reduce to

\[
\begin{align*}
R_B &\leq I(X; B|U)\omega, \\
R_C &\leq I(U; C)\omega,
\end{align*}
\]

for some state

\[
\omega_{UXBC} = \sum_{x \in \mathcal{X}} p_X(x) \rho^x_U \otimes \ket{x}\bra{x} \otimes \rho^x_{BC}.
\]

Let Alice’s private messages to Bob and Charlie be labelled by the elements of the index sets \( \mathcal{M} := \{1, 2, \ldots, |\mathcal{M}|\} \) and \( \mathcal{K} := \{1, 2, \ldots, |\mathcal{K}|\} \), respectively. For any \((R_B, R_C) \in \mathbb{R}^2_{\geq 0}\), and any \( n \in \mathbb{N} \), an \((n, R_B, R_C)\) code is given by the pair \((E_n, D_n)\), where \( E_n \) is the encoding map

\[
E_n : \mathcal{M} \times \mathcal{K} \rightarrow \mathcal{X}^n; \quad (m, k) \mapsto x^n(m, k) = (x_1(m, k), x_2(m, k), \ldots, x_n(m, k)),
\]

with \(|\mathcal{M}| = 2^{nR_B}\) and \(|\mathcal{K}| = 2^{nR_C}\). Henceforth, for simplicity we assume that \(2^{nR_B}\) and \(2^{nR_C}\) are integers. The decoding map \( D_n \) consists of two POVMs: \( \Pi_{B^n} := \{\Pi_{B^n}^m\}_{m \in \mathcal{M}}, \text{ and } \Pi_{C^n} := \{\Pi_{C^n}^k\}_{k \in \mathcal{K}} \), where \( \Pi_{B^n}^m \in \mathcal{P}(\mathcal{H}_{B^n}), \text{ and } \Pi_{C^n}^k \in \mathcal{P}(\mathcal{H}_{C^n}) \) for any \((m, k) \in \mathcal{M} \times \mathcal{K} \) and \( \sum_{m \in \mathcal{M}} \Pi_{B^n}^m = 1_{B^n} \) and \( \sum_{k \in \mathcal{K}} \Pi_{C^n}^k = 1_{C^n} \).

If the classical sequence \( x^n(m, k) \) (which is the codeword corresponding to the message \((m, k)\)) is sent through \( n \) successive uses of the memoryless c-q DBC \( W^{X \rightarrow BC} \), the output is the product state

\[
P_{B^nC^n}^{x^n(m, k)} = \rho_{BC}^{x_1(m, k)} \otimes \rho_{BC}^{x_2(m, k)} \cdots \otimes \rho_{BC}^{x_n(m, k)} \in \mathcal{D}(\mathcal{H}_{BC}^\otimes n),
\]

where \( \mathcal{H}_{BC} \equiv \mathcal{H}_B \otimes \mathcal{H}_C \). The probability that an error is incurred in sending the message \((m, k)\) is then given by

\[
1 - \text{Tr} \left[ \rho_{B^nC^n}^{x^n(m, k)} \left( \Pi_{B^n}^m \otimes \Pi_{C^n}^k \right) \right].
\]
The maximal probability of error for the code \((E_n, D_n)\) is then defined as follows:
\[
p_{\text{max}}(E_n, D_n) := \max_{(m,k) \in \mathcal{M} \times \mathcal{K}} \left(1 - \Tr \left[ x^{n(m,k)}_{B^m C^k} (\Pi_{B^m} \otimes \Pi_{C^k}) \right] \right).
\]

and the average probability of error for the code \((E_n, D_n)\) is defined as
\[
p_{\text{avg}}(E_n, D_n) := \frac{1}{|\mathcal{M}| |\mathcal{K}|} \sum_{(m,k) \in \mathcal{M} \times \mathcal{K}} \left(1 - \Tr \left[ x^{n(m,k)}_{B^m C^k} (\Pi_{B^m} \otimes \Pi_{C^k}) \right] \right).
\]

For any \(\varepsilon \in [0, 1]\), an \((n, R_B, R_C)\) code \((E_n, D_n)\) is said be an \((n, R_B, R_C, \varepsilon)\) code if \(p_{\text{max}}(E_n, D_n) \leq \varepsilon\). For a fixed \(\varepsilon \in [0, 1]\), a rate pair \((R_B, R_C)\) is said to be \(\varepsilon\)-achievable (under the maximal error criterion) if there exists a sequence of \((n, R_B, R_C, \varepsilon_n)\) codes such that \(\varepsilon_n \to \varepsilon\) as \(n \to \infty\).

A rate pair \((R_B, R_C)\) is achievable if \(\varepsilon = 0\). It is clear that any rate pair which is achievable is also \(\varepsilon\)-achievable for all \(\varepsilon \in (0, 1)\). For any \(\varepsilon \in [0, 1]\), let us define the \(\varepsilon\)-achievable rate region and the \(\varepsilon\)-capacity region of \(W\) as follows:
\[
\mathcal{R}_W(\varepsilon) := \left\{(R_B, R_C) \in \mathbb{R}^2_{\geq 0} : (R_B, R_C) \text{ is } \varepsilon\text{-achievable}\right\};
\]
\[
\mathcal{C}_W(\varepsilon) := \overline{\mathcal{R}_W(\varepsilon)},
\]

where \(\overline{\mathcal{R}_W(\varepsilon)}\) denotes the closure of the set \(\mathcal{R}_W(\varepsilon)\). The capacity region of \(W\) is then \(\mathcal{C}_W(0)\). It is clear that
\[
\mathcal{R}_W(0) = \bigcap_{\varepsilon \in (0, 1)} \mathcal{R}_W(\varepsilon); \quad \mathcal{C}_W(0) = \bigcap_{\varepsilon \in (0, 1)} \mathcal{C}_W(\varepsilon).
\]

Similarly, one can introduce the \(\varepsilon\)-capacity region under the average error criterion, which we denote as \(\mathcal{C}_{W,\text{avg}}(\varepsilon)\). Since the average probability of error of a code is always less than or equal to the associated maximal probability of error, the inclusion \(\mathcal{C}_W(\varepsilon) \subseteq \mathcal{C}_{W,\text{avg}}(\varepsilon)\) holds for all \(\varepsilon \in [0, 1]\). Furthermore, a standard codebook expurgation method \([33], [21, Problem 8.11]\) shows that it is possible to construct a sequence of \((n, R_B - \frac{2}{n} \log n, R_C - \frac{2}{n} \log n)\) code with maximal probability of error less than \(\sqrt{\varepsilon_n}\) if a sequence \((n, R_B, R_C)\) code with average probability of error \(\varepsilon_n\) exists such that \(\varepsilon_n \to 0\) as \(n \to \infty\). Hence,
\[
\mathcal{C}_{W,\text{avg}}(0) = \mathcal{C}_W(0).
\]

For convenience, we will only focus on the \(\varepsilon\)-capacity region \(\mathcal{C}_W(\varepsilon)\) under the maximal error criterion throughout this paper.

Let us define the following entropic regions
\[
\mathcal{R}_W^{\text{ent}} := \bigcup \left\{(R_B, R_C) \in \mathbb{R}^2_{\geq 0} : R_B \leq I(X; B|U)_\omega, R_C \leq I(U; C)_\omega \right\};
\]
\[
\mathcal{C}_W^{\text{ent}} := \overline{\mathcal{R}_W^{\text{ent}}},
\]

where the union is taken over all states \(\omega_{UXBC}\) of the form (9). Yard et al. showed that \([23, Theorem 2]\)
\[
\mathcal{C}_W(0) \subseteq \mathcal{C}_W^{\text{ent}}.
\]

We now have all the definitions needed to state our main results.

### 3. Main Results

For the memoryless c-q DBC \(W \equiv W^{X \rightarrow BC}\) defined above, the results that we obtain can be briefly summarized as follows. For more detailed and precise statements of these results, see the relevant corollaries and theorems given in Section 4.

**Result 1 [Strong converse property, Corollary 5]** For any \(\varepsilon \in (0, 1)\)
\[
\mathcal{C}_W(\varepsilon) \subseteq \mathcal{C}_W^{\text{ent}},
\]
where $C_W(\varepsilon)$ denotes its $\varepsilon$-capacity region (defined in (10)), whereas $C_{\text{ent}}$ is the region characterized by entropic quantities given in (11).

This result implies that for any sequence of $(n, R_B, R_C)$ codes $(\mathcal{E}_n, \mathcal{D}_n)$, for which the rate pair $(R_B, R_C)$ lies outside the region $C_{\text{ent}}$ of the c-q DBC $W$,

$$p_{\text{max}}(\mathcal{E}_n, \mathcal{D}_n) \to 1 \quad \text{as } n \to \infty.$$  

(13)

This establishes the strong converse property of $C_{\text{ent}}$.

**Result 2** [Exponential convergence, Corollary 6] The convergence in (13) is exponential in $n$:

$$p_{\text{max}}(\mathcal{E}_n, \mathcal{D}_n) \geq 1 - e^{-nf}, \quad \forall n \in \mathbb{N},$$

where $f = (\sqrt{d_B + d_C}^2 + \eta - \sqrt{d_B} - \sqrt{d_C})^2 > 0$ for some $\eta > 0$, which depends only on how far the rate pair $(R_B, R_C)$ is from the region $C_{\text{ent}}$.

**Proof Ingredients:** We prove the above results by first strengthening (12) [23, Theorem 2] by establishing second order (in $n$) upper bounds on $\varepsilon$-achievable rate pairs $(R_B, R_C)$; see Theorem 4 of Section 4. The key ingredient of the proof of this result is a second-order Fano-type inequality for c-q channel coding (Theorem 3), which we consider to be a result of independent interest. The latter in turn employs the powerful analytical tool described in Theorem 2, namely the tensorization property of the quantum reverse hypercontractivity for the quantum depolarizing semigroup [30, 34, 35].

4. **Second-Order Fano-type Inequality**

In this section we give precise statements of our results (which were summarized in Section 3) and their proofs. In Theorem 3 below, we establish a second-order Fano-type inequality for standard classical-quantum (c-q) channel coding. This theorem is a key ingredient in the proof of the second-order strong converse bound for the c-q degraded broadcast channel $W^{X \rightarrow BC}$ (Theorem 4), which leads to our main results (Corollaries 5 and 6).

**Theorem 3** (Second-order Fano-type inequality for c-q channel coding). Let $\mathcal{M}, \mathcal{K},$ and $\mathcal{X}$ denote arbitrary finite sets, and let the map $x \mapsto \rho_B^x \in \mathcal{D}(\mathcal{H}_B)$ denote a c-q channel for all $x \in \mathcal{X}$. Consider the following encoding map: $\forall m \in \mathcal{M}$,

$$\mathcal{E}_n : m \mapsto x^n(m, k) \in \mathcal{X}^n \quad \text{with probability } q(k),$$

where $\{q(k)\}_{k \in \mathcal{K}}$ denotes an arbitrary probability distribution on $\mathcal{K}$. Further, let $\mathcal{D}_n$ denote a decoding map given by a POVM $\{\Pi_{B^n}^m\}_{m \in \mathcal{M}}$. If $(\mathcal{E}_n, \mathcal{D}_n)$ are such that for some $\varepsilon \in (0, 1)$,

$$\prod_{(m,k) \in \mathcal{M} \times \mathcal{K}} \left( \text{Tr} \left[ \rho_B^{x^n(m,k)} \Pi_{B^n}^m \right] \right)^{1-q(k)} \geq 1 - \varepsilon,$$  

(14)

then

$$\log |\mathcal{M}| \leq I(M; B^n)_\rho + 2\sqrt{nd_B \log \frac{1}{1 - \varepsilon}} + \log \frac{1}{1 - \varepsilon}.$$  

(15)

In the above, the mutual information is taken with respect to a state $\rho_{MB^n}$, which is the reduced state of

$$\rho_{MB^n} := \frac{1}{|\mathcal{M}|} \sum_{(m,k) \in \mathcal{M} \times \mathcal{K}} q(k) |m\rangle \langle m| \otimes |k\rangle \langle k| \otimes \rho_B^{x^n(m,k)},$$

with $\rho_B^{x^n(m,k)} = \bigotimes_{i=1}^n \rho_B^{x_i(m,k)}$ being an $n$-fold product state on $\mathcal{H}_B^n$.

---

6That is, for a point-to-point channel with a single user and a single receiver, as opposed to a broadcast c-q channel.
Remark 4.1. We refer to it as a Fano-type inequality because of the following. The usual (classical) Fano inequality [36] can be cast in the following form: Let \( M, \hat{M} \) denote two random variables taking values in the same finite set \( \mathcal{M} \). If \( \Pr(M \neq \hat{M}) = \varepsilon \in [0, 1) \). Then, the (classical) Fano inequality [36] states that

\[
H(M) \leq I(M; \hat{M}) + h(\varepsilon) + \varepsilon \log (|\mathcal{M}| - 1),
\]

where \( h(\varepsilon) := -\varepsilon \log \varepsilon - (1 - \varepsilon) \log (1 - \varepsilon) \) is the binary entropy function.

In Theorem 3, the random variable \( M \) is equiprobable and hence \( H(M) = \log |\mathcal{M}| \). Considering \( \hat{M} \) to be the random variable denoting the outcome of the POVM \( \{\Pi_B^n\}_{m \in \mathcal{M}} \) on the state \( \rho_{\mathcal{M}B^n}^{x^n(m,k)} \), and using the data-processing inequality for the mutual information, one can upper bound the right-hand side of (16) by

\[
\log |\mathcal{M}| \leq I(M; B^n) + h(\varepsilon) + \varepsilon \log (|\mathcal{M}| - 1) \leq I(M; B^n) + h(\varepsilon) + \varepsilon \log |\mathcal{M}|
\]

which can be rewritten as

\[
\log |\mathcal{M}| \leq \frac{1}{1 - \varepsilon} I(M; B^n) + f(\varepsilon),
\]

where \( f(\varepsilon) = h(\varepsilon) \frac{1}{1 - \varepsilon} \). The similarity between (17) and (15) lead Liu et al. [34] to refer to the latter as a Fano-type inequality in the classical case. The phrase ‘second-order’ is used because the right-hand side of (15) explicitly gives a term of order \( \sqrt{n} \).

Remark 4.2. The above theorem is a generalization of Theorem 32 of [30], in which an inequality similar to (15) was obtained. The main difference between the two is that in [30], the mutual information, arising in the inequality, was evaluated with respect to a state which is a direct sum of tensor product states. In contrast, in Theorem 3, the mutual information is with respect to states which have a more general form, namely, they are direct sums of mixtures of tensor product states (i.e. separable states):

\[
\rho_{MB^n} = \frac{1}{|\mathcal{M}|} \sum_{m \in \mathcal{M}} |m\rangle \langle m| \otimes \rho^m_B,
\]

where

\[
\rho^m_B := \sum_{k \in \mathcal{K}} q(k) \rho_{B^n}^{x^n(m,k)}, \quad \forall m \in \mathcal{M},
\]

where \( \rho_{B^n}^{x^n(m,k)} = \bigotimes_{i=1}^n \rho_{B}^{x_i(m,k)} \). This generalization is crucial for our proof of the strong converse property of a c-q DBC.

Remark 4.3. The condition given by the inequality (14) is called the geometric average error criterion. It is stronger than the average error criterion,

\[
\frac{1}{|\mathcal{M}|} \sum_{(m,k) \in \mathcal{M} \times \mathcal{K}} q(k) \text{Tr}[\rho_{B^n}^{x^n(m,k)} \Pi_B^n] \geq 1 - \varepsilon,
\]

in the classical Fano inequality [36], but is weaker than the maximal error criterion,

\[
\min_{(m,k) \in \mathcal{M} \times \mathcal{K}} \text{Tr}[\rho_{B^n}^{x^n(m,k)} \Pi_B^n] \geq 1 - \varepsilon.
\]

Since the Fano-type inequality is a tool to prove converse results in network information theory, one might wonder if it still holds under a weaker error criterion. In the classical case, Liu et al. showed that an analogous second-order Fano-type inequality does not hold if the geometric

---

\(^7\)A classical analogue of Theorem 32 of [30] was earlier proved in [34].
average error criterion is replaced by the average error criterion [37], [34, Remark 3.3]. However, by a standard technique known as the codebook expurgation (see e.g. [21, Problem 8.11], [33], [38], [39]), which consists of discarding codewords corresponding to large error probabilities, one might still be able to show a second-order converse bound under the average error criterion in certain network information-theoretic tasks.

**Proof of Theorem 3.** Before starting the proof, we introduce necessary definitions that will be used later. Consider the QMS \( (\Phi_{t,x^n(m,k)})_{t \geq 0} \), where for all \((m,k) \in \mathcal{M} \times \mathcal{K} \)

\[
\Phi_{t,x^n(m,k)} := \Phi_{t,x_1(m,k)} \otimes \cdots \otimes \Phi_{t,x_n(m,k)},
\]

and \( \forall (m,k) \in \mathcal{X} \), \( \Phi_{t,x(m,k)} \) denotes the superoperator defining the GQDS (5):

\[
\Phi_{t,x(m,k)}(T) := e^{-t} T + (1 - e^{-t}) \text{Tr} \left[ \rho_{B}(m,k) T \right] I_B, \quad \forall T \in B(H_B), \quad t > 0
\]

Further, we define the following superoperator

\[
\Psi_t(T) := e^{-t} T + (1 - e^{-t}) \text{Tr} [T] I_B, \quad \forall T \in B(H_B).
\]

For any \( \rho, \sigma \in \mathcal{D}(H_B) \), the projectively measured Rényi relative entropy is defined as [40, 41, 42]:

\[
D^P_\alpha(\rho||\sigma) := \frac{1}{\alpha - 1} \log Q^P_\alpha(\rho||\sigma), \quad \forall \alpha \in (0, 1),
\]

with

\[
Q^P_\alpha(\rho||\sigma) := \inf_{\{P_i\}_{i=1}^{d_B}} \left\{ \sum_{i=1}^{d_B} (\text{Tr}[P_i \rho])^\alpha (\text{Tr}[P_i \sigma])^{1-\alpha} \right\}, \quad \forall \alpha \in (0, 1),
\]

where the optimization is over all sets of mutually orthogonal projectors \( \{P_i\}_{i=1}^{d_B} \) on \( H_B \).

Let \( m \in \mathcal{M}, t > 0, p \in (0, 1/2) \) and let \( \hat{p} = (1 - 1/p) \) be its Hölder conjugate. We commence the proof by invoking a variational formula for \( Q^P_\hat{p} \) [43, Lemma 3]:

\[
Q^P_\hat{p}(\rho_B^n||\rho_B^n) = \inf_{G_n > 0} \left\{ (\text{Tr}[\rho_B^n G_n])^p \left( \text{Tr} \left[ \rho_B^n (\Psi_t^{\otimes n}(\Pi_B^n))^{\hat{p}} \right] \right)^{1-p} \right\}
\]

\[
\leq \left( \text{Tr} \left[ \rho_B^n (\Psi_t^{\otimes n}(\Pi_B^n))^{\hat{p}} \right] \right)^{1-p}
\]

\[
= \left( \text{Tr} \left[ \rho_B^n (\Psi_t^{\otimes n}(\Pi_B^n))^{\hat{p}} \right] \right)^{1-p} \left( \sum_{k \in \mathcal{K}} q(k) \text{Tr} \left[ \rho_B^n (\psi_t^{\otimes n}(\Pi_B^n))^{\hat{p}} \right] \right)^{1-p}.
\]

In the above, we remark that \( \Psi_t^{\otimes n}(\Pi_B^n) > 0 \) for all \( t > 0 \) due to the definition of \( \Psi_t \) and the condition (14).

Applying the Araki-Lieb-Thirring inequality, Lemma 1, with \( r = \hat{p} \in (0, 1), A = (\Psi_t^{\otimes n}(\Pi_B^n)) \) and \( B^r = \rho_B^n \) \( x_n(m,k) \) yields

\[
\text{Tr} \left[ \rho_B^n (\psi_t^{\otimes n}(\Pi_B^n))^{\hat{p}} \right] \leq \text{Tr} \left[ \left( \rho_B^n (\psi_t^{\otimes n}(\Pi_B^n)) \right)^{-\frac{1}{2p}} \left( \Psi_t^{\otimes n}(\Pi_B^n) \right)^{-1} \right]^{-\frac{1}{2p}}
\]

\[
= \left\| \Psi_t^{\otimes n}(\Pi_B^n) \right\|_{\psi_t^{\otimes n}(\Pi_B^n)}, \quad (21)
\]

On the other hand, it is clear from the the definition (19) that \( Q^P_\hat{p}(\rho_B^n||\rho_B^n) = Q^P_{1-p}(\rho_B^n||\rho_B^n) \). Combining (20) and (21), taking logarithms of both sides of the resulting inequality, and dividing by \( p \), yields

\[
D^P_{1-p}(\rho_B^n||\rho_B^n) \geq \frac{1}{p} \log \left( \sum_{k \in \mathcal{K}} q(k) \left\| \Psi_t^{\otimes n}(\Pi_B^n) \right\|_{\psi_t^{\otimes n}(\Pi_B^n)} \right) - \log \text{Tr} \left[ \rho_B^n (\Psi_t^{\otimes n}(\Pi_B^n))^{\hat{p}} \right].
\]

(22)
Further, the left-hand side of (22) can be upper bounded using the data processing inequality for the relative Rényi entropy with respect to projective measurements, i.e. for \( p \in (0,1/2) \),

\[
D^p_{1-p} (\rho_B^m \| \rho_B^n) \leq D_{1-p} (\rho_B^m \| \rho_B^n) := \frac{1}{1-p} \log \text{Tr} \left[ (\rho_B^n)^{1-p} (\rho_B^m)^p \right].
\]

Averaging over all \( m \in \mathcal{M} \), we have

\[
\frac{1}{|\mathcal{M}|} \sum_{m \in \mathcal{M}} D_{1-p} (\rho_B^m \| \rho_B^n) \geq \frac{1}{|\mathcal{M}|} \sum_{m \in \mathcal{M}} \frac{1}{p} \log \left( \sum_{k \in \mathcal{K}} q(k) \left\| \Psi^\otimes n_t (\Pi_B^m) \right\|_{\rho_B^m}^{\hat{p}} \right) - \frac{1}{|\mathcal{M}|} \sum_{m \in \mathcal{M}} \log \text{Tr} \left[ \rho_B^n (\Pi_B^m)^n \right]. \tag{23}
\]

In the following, we lower bound the right-hand side of (23). The superoperator \( (\Psi^\otimes n - \Phi_{t,x^n(m,k)}) \), where \( \Phi_{t,x^n(m,k)} \) is the superoperator defined through (18), is positivity-preserving for every \( (m,k) \in \mathcal{M} \times \mathcal{K} \), since \( \rho_B^m \leq \mathbb{I}_B \) for all \( x \in \mathcal{X} \). (This can be proved by induction in \( n \), as in the proof of [30, Theorem 29]). Further, the non-commutative weighted \( L_p \)-norm \( \| \cdot \|_{p,q} \) is monotone non-decreasing in its argument for every \( p \in \mathbb{R} \setminus \{0\} \) (which can be immediately verified from the definition (6) by using Weyl’s Monotonicity Theorem [44, Corollary III.2.3]). Hence, for every \( m \in \mathcal{M} \),

\[
\sum_{k \in \mathcal{K}} q(k) \left\| \Psi^\otimes n_t (\Pi_B^m) \right\|_{\rho_B^m}^{\hat{p}} \leq \sum_{k \in \mathcal{K}} q(k) \left\| \Phi_{t,x^n(m,k)} (\Pi_B^m) \right\|_{\rho_B^m}^{\hat{p}}. \tag{24}
\]

Then, we employ the Reverse Hypercontractivity, Lemma 2, on the right-hand side of (24) with \( p = \hat{p} \in (-1,0) \) and any \( q = q \in (0,1) \) satisfying \( t = \log \left( \frac{\hat{p}-1}{q} \right) \) to obtain

\[
\left\| \Phi_{t,x^n(m,k)} (\Pi_B^m) \right\|_{\rho_B^m}^{\hat{p}} \geq \left\| \Pi_B^m \right\|_{q,\rho_B^m}^{x^n(m,k)} \geq \left( \text{Tr} \left[ \left( (\rho_B^m)^{x^n(m,k)} \right)^{\frac{1}{q}} \right] \right)^{\frac{q}{r}} \geq \left( \text{Tr} \left[ \left( \rho_B^m \right)^{x^n(m,k)} \right] \right)^{\frac{q}{r}}. \tag{25}
\]

Here, we used the Araki-Lieb-Thirring inequality, Lemma 1, with \( A = \Pi_B^m \), \( B = (\rho_B^m)^{\frac{1}{q}} \), and \( r = q \in (0,1) \) to obtain the inequality (25). The inequality (26) holds because \( 0 \leq \Pi_B^m \leq \mathbb{I}_B \), so that \( (\Pi_B^m)^q \geq \Pi_B^m \) for \( q \in (0,1) \). From (24) and (26), the first term on the right-hand side of (23) is hence lower bounded by

\[
\frac{1}{|\mathcal{M}|} \sum_{m \in \mathcal{M}} \frac{1}{\hat{p}} \log \left( \sum_{k \in \mathcal{K}} q(k) \left( \text{Tr} \left[ \rho_B^m \Pi_B^m \right] \right)^{\frac{q}{r}} \right). \tag{27}
\]

Next, we lower bound the second term on the right-hand side of (23). The concavity of the logarithm function implies that

\[
-\frac{1}{|\mathcal{M}|} \sum_{m \in \mathcal{M}} \log \text{Tr} \left[ \rho_B^n (\Pi_B^m) \right] \geq -\log \left( \frac{1}{|\mathcal{M}|} \sum_{m \in \mathcal{M}} \text{Tr} \left[ \rho_B^n (\Pi_B^m) \right] \right) = -\log \left( \frac{1}{|\mathcal{M}|} \text{Tr} \left[ \rho_B^n (\mathbb{I}_B^\otimes n) \right] \right),
\]

\[
\geq \log |\mathcal{M}| - dnt, \tag{28}
\]
where the last inequality follows from the fact that
\[\Psi_t^\otimes n(I^\otimes n) = (e^{-t}d(1 - e^{-t}))^n I^\otimes n \leq e^{(d-1)t} I^\otimes n \leq e^{dnt} I^\otimes n.\]

Combining (23), (27), and (28) yields
\[
\frac{1}{|\mathcal{M}|} \sum_{m \in \mathcal{M}} D_{1-p}(\rho_B^m \| \rho_B^n) \geq \frac{1}{|\mathcal{M}|} \sum_{m \in \mathcal{M}} \frac{1}{p} \log \left( \sum_{k \in \mathcal{K}} q(k) \left( \operatorname{Tr} \left[ \rho_B^n x_n^{(m,k)} \Pi_B^m \right] \right)^\frac{1}{q} \right) + \log |\mathcal{M}| - dnt. \tag{29}
\]

Next we take the limits \(p \to 0\) and \(\hat{p} \to 0\) (which in turn ensures that \(q \to 1 - e^{-t}\)) on both sides of the above inequality. Then the left-hand side of (29) becomes
\[
\lim_{p \to 0} \frac{1}{|\mathcal{M}|} \sum_{m \in \mathcal{M}} D_{1-p}(\rho_B^m \| \rho_B^n) = \frac{1}{|\mathcal{M}|} \sum_{m \in \mathcal{M}} D(\rho_B^m \| \rho_B^n) \tag{30}
\]
\[= D(\rho_M \otimes \rho_B^n) = I(M; B^n)_\rho, \tag{31}\]
where the equality (30) follows from the fact that the quantum relative Rényi entropy \(D_{1-p}\) converges to the quantum relative entropy \(D\) as \(p \to 0\).

On the other hand, the first term on the right-hand side of (29) becomes
\[
\lim_{\hat{p} \to 0} \frac{1}{|\mathcal{M}|} \sum_{m \in \mathcal{M}} \frac{1}{p} \log \left( \sum_{k \in \mathcal{K}} q(k) \left( \operatorname{Tr} \left[ \rho_B^n x_n^{(m,k)} \Pi_B^m \right] \right)^\frac{1}{q} \right) = \frac{1}{|\mathcal{M}|} \sum_{(m,k) \in \mathcal{M} \times \mathcal{K}} q(k) \frac{1}{1 - e^{-t}} \log \operatorname{Tr} \left[ \rho_B^n x_n^{(m,k)} \Pi_B^m \right] \tag{32}
\]
\[\geq \frac{1}{1 - e^{-t}} \log(1 - \varepsilon) \tag{33}\]
\[\geq - \left( 1 + \frac{1}{t} \right) \log \frac{1}{1 - \varepsilon}. \tag{34}\]

In the above, equality (32) is due to L’Hôpital’s rule; inequalities (33) and (34) hold because of the assumption given in (14) and the fact that \(\frac{1}{1 - e^{-t}} \leq 1 + \frac{1}{t}\). Finally, (29), (31), and (34), together imply that
\[
\log |\mathcal{M}| \leq I(M; B^n)_\rho + dnt + \left( 1 + \frac{1}{t} \right) \log \frac{1}{1 - \varepsilon}. \tag{35}\]

The above bound (35) can be shown to be optimized when
\[
t = \sqrt{-\frac{\log(1 - \varepsilon)}{dn}}, \tag{36}\]
which satisfies the requirement \(t > 0\) since \(\varepsilon \in (0, 1)\). Substituting (36) in (35) yields the desired result. □

---

\(8\)Note that the convexity of \(h(u) := u^d\) for \(d \geq 2\) implies that \((h(u) - h(1))/(u - 1) \geq h'(1)\) for ever \(u \geq 1\). Hence, \(e^{dt} - 1 \geq d(e^t - 1)\) for every \(t \geq 0\), and \(e^{-t} = d(1 - e^{-t}) \leq e^{(d-1)t}\).
5. Second-Order Strong Converse Bound for a Classical-Quantum Degraded Broadcast Channel

Let us now revert to the c-q degraded broadcast channel $W^{X\rightarrow BC}$ which was introduced in Section 2.1, and is the focus of this paper. In the following theorem we establish second-order (in $n$) upper bounds to rate pairs $(R_B, R_C)$ of any $(n, R_B, R_C, \varepsilon)$ code for such a channel $W^{X\rightarrow BC}$.

**Theorem 4** (Second-order strong converse bound for a c-q DBC). For a c-q DBC $W^{X\rightarrow BC}$ as given in Definition 2.1, any $(n, R_B, R_C, \varepsilon)$ code satisfies

$$R_B \leq I(X; B|U) + 2\sqrt{\frac{d_B}{n} \log \frac{1}{1-\varepsilon}} + \frac{1}{n} \log \frac{1}{1-\varepsilon};$$
$$R_C \leq I(U; C) + 2\sqrt{\frac{d_C}{n} \log \frac{1}{1-\varepsilon}} + \frac{1}{n} \log \frac{1}{1-\varepsilon},$$

(37)

for some $\omega_{UXBC}$ of the form

$$\omega_{UXBC} = \sum_{x \in \mathcal{X}} p_x(x)|x\rangle \langle x| \otimes \rho^x_U \otimes \rho^x_{BC}$$

(38)

for some probability distribution $p$ on $\mathcal{X}$, and some collection of density matrices $\{\rho^x_U\}_{x \in \mathcal{X}}$.

**Remark 5.1.** Theorem 4 can be extended to the case in which Alice transmits common information (at a rate $R$, say), in addition to private information. It can be verified that if $(R, R_B, R_C)$ is an $\varepsilon$-achievable rate triple, then $(0, R_B, R + R_C)$ is also $\varepsilon$-achievable. An intuitive way to see this is as follows: Bob can disregard the common information that he receives, while Charlie can consider the common information that he receives as part of his private information, without affecting the error probability of the protocol. This was stated for the case $\varepsilon = 0$ for a c-q DBC in [23] and is well-known for the case of classical broadcast channels (see e.g. [21]). Due to this reason it suffices to incorporate the common information rate into the rate of private information transmission to Charlie. If the common information rate $R$ is non-zero, then the left-hand side of (37) should be read as $R + R_C$.

**Proof of Theorem 4.** Let

$$\rho_{MKX^nB^nC^n} = \frac{1}{|M||K|} \sum_{m \in M} \sum_{k \in K} |m\rangle \langle m| \otimes |k\rangle \langle k| \otimes |x^n(m,k)\rangle \langle x^n(m,k)| \otimes \rho^x_{B^nC^n}.$$ 

Observe that

$$\min \left\{ \text{Tr} \left[ \rho^x_{B^nC^n} \Pi^m_{B^n} \right], \text{Tr} \left[ \rho^x_{C^n} \Pi^k_{C^n} \right] \right\} \geq \text{Tr} \left[ \rho^x_{B^nC^n} \Pi^m_{B^n} \otimes \Pi^k_{C^n} \right] \geq 1 - \varepsilon$$

by definition of an $(n, R_B, R_C, \varepsilon)$ code. Hence, the $(n, R_B, R_C, \varepsilon)$-code satisfies the geometric average error criterion given by (14) (cf. Remark 4.3) We then apply the second-order Fano-type inequality, Theorem 3, with the choice $q(k) = \frac{1}{|K|}$ for every $k \in K$ and $nR_B = \log |M|$, $nR_C = \log |K|$ to obtain the following upper bounds for the rate pair:

$$nR_B \leq I(M; B^n) + 2\sqrt{nd_B \log \frac{1}{1-\varepsilon}} + \frac{1}{n} \log \frac{1}{1-\varepsilon};$$
$$nR_C \leq I(K; C^n) + 2\sqrt{nd_C \log \frac{1}{1-\varepsilon}} + \frac{1}{n} \log \frac{1}{1-\varepsilon}.$$ 

To complete the proof, we need to find upper bounds on $I(M; B^n)$ and $I(K; C^n)$ in terms of single-letter entropic quantities. This was done by Yard et al. [23, Theorem 2] following the same idea that was used by Gallager [7] in the classical case, and which is often referred to as identification
of the auxiliary random variable (see also [21, Chapter 5.4]). The upper bounds obtained are given by

\[
\begin{align*}
I(M; B^n)_\rho &\leq nI(X; B|U)_\omega, \\
I(K; C^n)_\rho &\leq nI(U; C)_\omega,
\end{align*}
\]

(39)

for some quantum state \(\omega_{UXBC}\) of the form given in (38) of the statement of Theorem 4. For the sake of completeness, we include the proof in Appendix A. This concludes the proof of Theorem 4. \(\square\)

Taking the limit \(n \to \infty\), on both sides of the inequalities in Theorem 4 directly shows that the \(\varepsilon\)-capacity region \(C_W(\varepsilon)\) is contained in \(C_{\text{ent}}^W\) for all \(\varepsilon \in (0, 1)\). This in turn demonstrates the strong converse property for the c-q DBC, stated in Corollary 5. In other words, for any sequence of codes with rate pair \((R_B, R_C) \notin C_{\text{ent}}^W\), transmission of private information from Alice to Bob and Charlie fails with certainty, no matter how many times the channel is used.

**Corollary 5** (Strong Converse Property). For a c-q DBC \(W^{X\to BC}\) as given in Definition 2.1, the following holds:

\[
C_W(\varepsilon) \subseteq C_{\text{ent}}^W, \quad \forall \varepsilon \in (0, 1).
\]

In fact, Theorem 4 yields a finite blocklength strong converse, namely, that the maximal error of any \((n, R_B, R_C)\)-code converges to 1 exponentially fast (in \(n\)) whenever \((R_B, R_C) \notin C_{\text{ent}}^W\). This is stated in the following corollary.

**Corollary 6** (Exponential Strong Converse). For a c-q DBC \(W^{X\to BC}\) as given in Definition 2.1 and any non-negative rate pair \((R_B, R_C) \notin C_{\text{ent}}^W\), the maximal error of any \((n, R_B, R_C)\) code \((E_n, D_n)\) satisfies

\[
p_{\text{max}}(E_n, D_n) \geq 1 - e^{-nf},
\]

where

\[
f = \left( \sqrt{(\sqrt{d_B} + \sqrt{d_C})^2 + \eta - \sqrt{d_B} - \sqrt{d_C}} \right)^2 > 0
\]

for some \(\eta > 0\) depending only on how far the rate pair \((R_B, R_C)\) is from the region \(C_{\text{ent}}^W\).

**Proof of Corollary 6.** Let us first define the function

\[
F(t) := \sup_\rho \{I(X; B|U)_\rho : I(U; C)_\rho \geq t\}, \quad \forall t \geq 0,
\]

where the supremum is taken over all states \(\rho \equiv \rho_{UXBC}\) of the form of (38). By the definition of \(C_{\text{ent}}^W\) given in (11), \((R_B, R_C) \notin C_{\text{ent}}^W\) implies that \(R_B > F(R_C)\).

In Appendix B, we prove that \(F(t)\) is a concave function in \(t \geq 0\). Therefore, by the method of Lagrange multipliers, inequality (40) can be further written as

\[
R_B \geq \inf_{\mu \geq 0} \sup_\rho \{I(X; B|U)_\rho + \mu I(U; C)_\rho - \mu R_C\}.
\]

Hence, there must exist some \(\mu^* \in \mathbb{R}_{\geq 0}\) and \(\gamma > 0\) such that

\[
R_B + \mu^* R_C \geq \sup_\rho \{I(X; B|U)_\rho + \mu^* I(U; C)_\rho\} + \gamma,
\]

(41)
On the other hand, Theorem 4 guarantees that any \((n, R_B, R_C)\) code \((\mathcal{E}_n, D_n)\) with \(p_{\text{max}}(\mathcal{E}_n, D_n) \leq \varepsilon \in (0, 1)\) satisfies

\[
R_B \leq I(X; B|U)_\omega + 2\sqrt{\frac{d_B}{n}} \log \frac{1}{1 - \varepsilon} + \frac{1}{n} \log \frac{1}{1 - \varepsilon},
\]

\[
R_C \leq I(U; C)_\omega + 2\sqrt{\frac{d_C}{n}} \log \frac{1}{1 - \varepsilon} + \frac{1}{n} \log \frac{1}{1 - \varepsilon}
\]

for some \(\omega_{UXBC}\) of the form (38). Defining \(x_n^2 := \log \frac{1}{1 - \varepsilon}\), then we have

\[
R_B + \mu^* R_C \leq I(X; B|U)_\omega + \mu^* I(U; C)_\omega + 2\left(\frac{1 + \mu^*}{\sqrt{n}}\right) \left(\sqrt{d_B} + \sqrt{d_C}\right) x_n + \frac{(1 + \mu^*)}{n} x_n^2
\]

\[
\leq \sup_{\rho} \{I(X; B|U)_\rho + \mu^* I(U; C)_\rho\} + 2\left(\frac{1 + \mu^*}{\sqrt{n}}\right) \left(\sqrt{d_B} + \sqrt{d_C}\right) x_n + \frac{(1 + \mu^*)}{n} x_n^2.
\]

Combining (41) and (42) gives

\[
(1 + \mu^*) x_n^2 + 2(1 + \mu^*) \left(\sqrt{nd_B} + \sqrt{nd_C}\right) x_n - n\gamma \geq 0.
\]

Solving this and choosing \(\eta = \frac{n}{1 + \mu^*} > 0\) concludes the proof of the corollary. \(\square\)
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APPENDIX A. PROOF OF (39)

For each \(i \in \{1, \ldots, n\}\), we introduce an auxiliary composite quantum system \(U_i = (K, B^{i-1})\). We upper bound the first term in (39) as follows:

\[
I(M; B^n)_\rho \leq I(M; KB^n)_\rho
\]

\[
= I(M; KB^n)_\rho - I(M; K)_\rho
\]

\[
= I(M; B^n|K)_\rho
\]

\[
= \sum_{i=1}^{n} I(M; B_i|K, B^{i-1})_\rho
\]

\[
= \sum_{i=1}^{n} I(M; B_i|U_i)_\rho
\]

\[
\leq \sum_{i=1}^{n} I(M; B_i|U_i)_\rho + I(X_i; Y_i|MU_i)_\rho
\]

\[
= \sum_{i=1}^{n} I(X_i, M; B_i|U_i)_\rho
\]

\[
= \sum_{i=1}^{n} I(X_i; B_i|U_i)_\rho + I(M; B_i|X_iU_i)_\rho
\]

\[
= \sum_{i=1}^{n} I(X_i; B_i|U_i)_\rho.
\]
Here, inequality (43) is due to monotonicity of the mutual information with respect to the partial trace. Identity (44) is because $M$ and $K$ are uncorrelated. Equalities (45), (46), (48), and (49) follow from the chain rule of quantum mutual information: $I(A^n : C|B)_\rho = \sum_{i=1}^n I(A_i; C|B, A^{i-1})_\rho$ and $I(A; C^n|B)_\rho = \sum_{i=1}^n I(A; C_i|B, C^{i-1})_\rho$. Inequality (47) is due to the non-negativity of the conditional quantum mutual information. The last line (50) holds because of the Markov chain: $M \rightarrow (K, X_i, B_i-1) \rightarrow B_i$. To see this, the right quantum system $B_i$ can be produced by knowing the value of $X_i$.

Next, we consider the second term in (39):

$$I(K; C^n)_\rho = \sum_{i=1}^n I(K; C_i|C^{i-1})_\rho$$
$$= \sum_{i=1}^n H(C_i|C^{i-1})_\rho - H(C_i|KC^{i-1})_\rho$$
$$\leq \sum_{i=1}^n H(C_i)_\rho - H(C_i|KC^{i-1})_\rho$$
$$\leq \sum_{i=1}^n H(C_i)_\rho - H(C_i|KB^{i-1})_\rho$$
$$= \sum_{i=1}^n I(K, B^{i-1}; C_i)_\rho.$$  \hspace{1cm} (54)

Here, equalities (51) and (54) are again by the chain rule. Inequality (52) is because conditioning reduces entropies. Inequality (53) follows from the data processing with respect to the tensor product of the degrading quantum operation $\mathcal{N}^{B \rightarrow C}$.

Now, we introduce a time-sharing random variable $T$ that is uniform on $\{1, \ldots, n\}$ and independent of other systems. Identify $U = (T, K, B^{T-1})$, which clearly satisfies (38). We have the following bounds of (50) and (54), respectively:

$$\sum_{i=1}^n I(X_i, B_i; U_i)_\rho = n I(X_T; B_T|TKB^{T-1})_{T \otimes \rho}$$
$$= n I(X; B|U)_\omega,$$

and

$$\sum_{i=1}^n I(KB^{i-1}; C_i)_\rho = n I(K, B^{T-1}; C_T|T)_{T \otimes \rho}$$
$$\leq n \left[ I(KB^{T-1}; C_T|T)_{T \otimes \rho} + I(T; C_T)_{T \otimes \rho} \right]$$
$$= n I(K, KB^{T-1}; C_T)_{T \otimes \rho}$$
$$= n I(U; C)_\omega.$$  \hspace{1cm} \Box
APPENDIX B. A CONCAVITY PROPERTY

We define the following function:

\[ F(t) := \sup_{\rho \in \Sigma(W)} \{ I(X; B|U)_\rho : I(U; C)_\rho \geq t \}, \quad \forall t \geq 0; \]

\[ \Sigma(W) := \left\{ \rho_{UXBC} = \bigoplus_{x \in \mathcal{X}} p(x)\rho_{U}^x \otimes \rho_{BC}^x : p \text{ is a probability distribution on } \mathcal{X}, \text{ and } \{ \rho_{U}^x \}_{x \in \mathcal{X}} \subset \mathcal{D}(\mathcal{H}_U) \right\}. \]

The following concavity of the function \( F(t) \) can be proved by following similar idea of Ahlswede and Körner [22]. For completeness, we provide a proof here.

**Theorem 7.** The function \( F(t) \) defined in (55) is concave for all \( t \geq 0 \). Moreover,

\[ F(t) = \inf_{\mu \geq 0} \sup_{\rho \in \Sigma(W)} \{ I(X; B|U)_\rho + \mu I(U; C)_\rho - \mu t \}. \]

**Proof.** We aim to prove

\[ F(\lambda t_0 + (1 - \lambda)t_1) \geq \lambda F(t_0) + (1 - \lambda)F(t_1), \]

for all \( \lambda \in [0, 1] \) and \( t_0, t_1 \geq 0 \). For every \( \gamma > 0 \), let \( \rho_0, \rho_1 \in \Sigma(W) \) such that \( I(X; B|U)_{\rho_0} \geq F(t_i) - \gamma \) and \( I(U; C)_{\rho_i} \geq t_i \) for \( i \in \{0, 1\} \).

Now, we introduce a new Bernoulli random variable \( V \) with \( \Pr[V = 0] = \lambda \) and \( \Pr[V = 1] = (1 - \lambda) \) such that

\[ \rho_{VUBC} := \lambda|0\rangle\langle 0| \otimes \rho_0 + (1 - \lambda)|1\rangle\langle 1| \otimes \rho_1 \in \Sigma(W). \]

From the choice of \( \rho_0, \rho_1 \), and \( \rho \), we have

\[ \lambda F(t_0) + (1 - \lambda)F(t_1) - \gamma \leq \lambda I(X; B|U)_{\rho_0} + (1 - \lambda)I(X; B|U)_{\rho_1} \]

\[ = I(X; B|UV)_{\rho}. \]

On the other hand, using the chain rule and non-negativity of quantum mutual information, we have

\[ \lambda t_0 + (1 - \lambda)t_1 \leq \lambda I(U; C)_{\rho_0} + (1 - \lambda)I(U; C)_{\rho_1} \]

\[ = I(U; C|V)_{\rho} \]

\[ = I(VU; C)_{\rho} - I(V; C)_{\rho} \]

\[ \leq I(VU; C)_{\rho}. \]

This means that \( \rho \) satisfies the constraint of in the definition of \( F(\lambda t_0 + (1 - \lambda)t_1) \). Therefore,

\[ F(\lambda t_0 + (1 - \lambda)t_1) \geq I(X; B|UV)_{\rho} \]

\[ \geq \lambda F(t_0) + (1 - \lambda)F(t_1) - \gamma. \]

Since this holds for every \( \gamma > 0 \), we conclude the proof by letting \( \gamma \to 0 \). The second assertion in (56) follows from the method of Lagrange multipliers and the concavity of \( F(t) \). \( \square \)
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