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A B S T R A C T

Reservoirs and dams are vital human-built infrastructures that play essential roles in flood control, hydroelectric power generation, water supply, navigation, and other functions. The realization of those functions requires efficient reservoir operation, and the effective controls on the outflow from a reservoir or dam. Over the last decade, artificial intelligence (AI) techniques have become increasingly popular in the field of streamflow forecasts, reservoir operation planning and scheduling approaches. In this study, three AI models, namely, the backpropagation (BP) neural network, support vector regression (SVR) technique, and long short-term memory (LSTM) model, are employed to simulate reservoir operation at monthly, daily, and hourly time scales, using approximately 30 years of historical reservoir operation records. This study aims to summarize the influence of the parameter settings on model performance and to explore the applicability of the LSTM model to reservoir operation simulation. The results show the following: (1) for the BP neural network and LSTM model, the effects of the number of maximum iterations on model performance should be prioritized; for the SVR model, the simulation performance is directly related to the selection of the kernel function, and sigmoid and RBF kernel functions should be prioritized; (2) the BP neural network and SVR are suitable for the model to learn the operation rules of a reservoir from a small amount of data; and (3) the LSTM model is able to effectively reduce the time consumption and memory storage required by other AI models, and demonstrate good capability in simulating low-flow conditions and the outflow curve for the peak operation period.

1. Introduction

Half of the major global river systems are affected by reservoirs and dams, and human beings manage and utilize water resources through reservoirs for power generation, water supply, navigation, disaster prevention, flood control and mitigation, drought relief (Dynesius and Nilsson, 1994; WCD, 2000; ICOLD, 2011; Lehner et al., 2011; Shang et al., 2018). In recent years, many countries (including China) have also actively adopted reservoir operations to mitigate the adverse effects of reservoirs and maintain the health of river ecosystems. The scientific calculation, simulation and prediction of reservoir storage or release, as well as the development of proper reservoir operation plans are important to achieve all types of reservoir functions and to avoid danger to humans and river ecology (Loucks and Sijzvaldason, 1981).

Starting in the 1980s, with the development of hydrology, hydraulics and river dynamics, conceptual or physical-based models (such as HEC-ResSim, WEAP21, etc.) have been proposed and are widely used in reservoir hydrological process simulation and reservoir operation decisions (Klipsch and Hurst, 2003; Yates et al., 2005). Such models transform the empirical, mechanical, and blind operation patterns of early reservoir operations that were based on historical hydrological statistics, operated by so-called rule curves. Physical-based models provide a more practical physical and mathematical basis for the calculation of controlled releases or storage (See Table 1).

However, the practical application scenarios of reservoir operation are extremely complex and involve multiple time scales and multifold regimes, often accompanied by occasional emergencies. A reservoir should undertake the medium- and long-term (seasonal and monthly scale) operation task of managing downstream water supply and optimization of economic benefit. Reservoirs should also undertake short-term (daily and hourly scale) operation tasks of managing power grid load, water demand, navigation and stimulation of fish breeding.
used AI models in the reservoir operation field (Lin et al., 2006; Hipp et al., 2013; Yang et al., 2017b). Meanwhile, some scholars coupled the SVR algorithm with other AI algorithms and explored the application of the improved SVR algorithm in reservoir management (Khalil et al., 2005; Su et al., 2013; Ji et al., 2014; Aboutalebi et al., 2015). For example, Aboutalebi et al. (2015) coupled the nondominated sorting genetic algorithm and SVR algorithm and applied the coupled model to optimize reservoir operation rules.

In addition to the above two classic AI algorithms, many other AI algorithms have been successfully applied to the reservoir operation field, such as genetic algorithm (GA), adaptive network-based fuzzy inference system (ANFIS), decision tree (DT). Chang and Chang (2001) and Chang et al. (2005) coupled the GA and ANFIS and applied the coupled model to estimate reservoir storage or release. Yang et al. (2016) used the improved DT algorithm, classification and regression tree, to reasonably estimate the storage or release of 9 reservoirs in California.

Although the above AI algorithms have been proved to be applicable to the estimation of reservoir storage or release, those algorithms still have some shortcomings, such as insufficient feature extraction capability and longer time consumption. In recent years, a new type of machine learning method, i.e., deep learning, has gradually become the frontier of computer science and technology and has achieved great success in the fields of computer vision, speech recognition and natural language processing. Deep learning, derived from ANN, is a new field in machine learning research. This algorithm has been proven as an abstract, high-level representation of attribute categories or characteristics through the combination of low-level features and can significantly improve recognition accuracy (Girshick et al., 2014; Lecun et al., 2015). LSTM model is a widely used deep learning model, which is applied to hydrological forecasting because of its ability to solve complex scheduling problems (Zhang et al., 2018). Zaytur and Amrani (2016) and Zhang et al. (2018) applied the LSTM model to forecast weather and urban sewage pipeline overflow, respectively. They obtained satisfactory results and verified the validity of LSTM in the prediction of timing problems. Shi et al. (2015) improved the traditional LSTM model, proposed a convolutional LSTM (ConvLSTM) and used it to build an end-to-end trainable model for the precipitation nowcasting problem on the spatial and temporal scale, and the application of the LSTM model has been extended from a one-dimension temporal sequence to a two-dimension spatial and temporal sequence. Because LSTM is a new type of deep learning model, it has few reports in the field of reservoir operation.

In recent years, research on AI models in the field of reservoir operation has developed rapidly, but there are still many shortcomings. First, at present, AI model research focuses on a specific case problem (often a single time scale or flow regime) and lacks a systematic comparison of the simulation effect of the model with complex operation scenarios (multiscale and multflow regime). Second, the deep learning model as a popular AI model, has a strong ability to address the time series problem, but whether the model can address the reservoir operation problem effectively and accurately is unknown. Third, the parameter setting is the key technology of AI model building. However, investigations of different parameters among those models and comprehensive comparison studies are rarely reported.

Therefore, in this study, we selected three AI models, (1) a benchmark three-layer backpropagation (BP) neural network, (2) an SVR technique, and (3) the long short-term memory (LSTM) model, and constructed a reservoir operation model with three time scales including hourly, daily, and monthly scale to analyze the sensitivity of applying AI models to reservoir operation. For case study, we choose Gezhouba (GZB) reservoir in China (which had relatively complete, detail and long sequence operation records) to test the simulation performance of three models at various flow regimes, including (1) low flow, (2) intermediate flow, and (3) high flow. In summary, the goals of this study are (1) to summarize the influence of the parameter settings...
2. Methodology

2.1. BP neural network

ANN are mathematical models of biologically motivated computation (Haykin, 1994), and they are known as flexible modeling tools with the ability to provide a neural computing approach for processing complex problems that might otherwise not be solved with a mathematical formula (Yang et al., 2017). ANN application in hydrology started in the early 1990s. In the last decade, ANN have been applied to hydrology, including rainfall-runoff modeling (Wu and Chau, 2011; Chiang et al., 2004), streamflow forecasting (Moradkhani et al., 2004; Anctil et al., 2004), ground water (Johnson and Rogers, 2000) reservoir operation (Chaves et al., 2004; Jain et al., 1999; Cheng et al., 2015).

In this study, a feed-forward neural network is used in combination with an error backpropagation training algorithm, namely, the BP neural network. The BP neural network consists of one input layer, one or more hidden layers and one output layer (Fig. 1). The important issues in the establishment of topological structure include the determination of the number of hidden layers, the number of hidden neurons (nodes) and the transfer function. The Kolmogorov theorem has certified that a single hidden layer is competent for ANN to approximate any complicated nonlinear function and establish a nonlinear mapping between the input and output layers. Therefore, this study establishes a three-layer BP neural network; the topological configuration and the selection of the activation function are illustrated in Fig. 1. In contrast to the signal, the error is backward propagated, and in the process of backward propagation, the weights and deviations of the network are gradually adjusted to complete the training. The interested readers are referred to Thirumalaiah and Deo, 1998, Jain and Srinivasulu, 2004, Fernando and Shamseldin, 2009, Senthil kumar et al., 2012 for further details.

2.2. Svr

The basic concept of SVR is to nonlinearly map the initial data in a higher dimensional feature space and to solve the linear regression problem in the feature space (Fig. 2). Therefore, SVR usually needs to build a suitable function \( f(x) \) to describe the nonlinear relationship between feature \( x \) and target value \( y \), as shown in the following Eq. (4):

\[
f(x) = w \cdot \phi(x) + b
\]

where \( w \) is the coefficient vector, \( \phi(x) \) is the transformation function, and \( w \) and \( b \) represent the weight and bias, respectively. \( w \) and \( b \) are estimated by minimizing the so-called regularized risk function, as shown in the following Eq. (5):

\[
R(w) = \frac{1}{2} \| w \|^2 + C \sum_{i=1}^{n} L_{\varepsilon}(y_i, f(x_i))
\]

where \( \frac{1}{2} \| w \|^2 \) is the regularization term; \( C \) is the penalty coefficient; \( L_{\varepsilon}(y_i, f(x_i)) \) is the \( \varepsilon \)-insensitive loss function, which is calculated according to Eq. (6):

\[
L_{\varepsilon}(y, f(x)) = \max \{0, |y - f(x)| - \varepsilon\}
\]

where \( \varepsilon \) denotes the permitted error threshold, so that \( \varepsilon \) will be ignored if the predicted value is within the threshold; otherwise, the loss equals a value greater than \( \varepsilon \).

To solve the optimization boundary, two slack factors \( \xi^+ \) and \( \xi^- \) are introduced:

---

**Fig. 1.** Schematic diagram of the three-layer BP neural network.
Long short-term memory is a complex recurrent model developed by Hochreiter and Schmidhuber (1997) to address the deficiencies of RNNs. In contrast to RNNs, LSTMs apply memory blocks to replace the hidden layer of RNNs. In this paper, the LSTM network consists of parallel memory blocks recurrently connected to each other, lying between an input layer and an output layer, and the conceptual illustration is shown in Fig. 3. The LSTM block was obtained from Gers et al. (2000), and it consists of an input gate, a memory cell, a forget gate, and an output gate, as shown in Fig. 4. The corresponding forward propagation equations are presented below. For our LSTM, the first step is to decide what information to remove from the cell state by the forget gate. The forget gate is essentially a sigmoid function. The forget gate is to decide what information to remove from the cell state by the forget gate. In Eqs. (13), the input gate de-

\[
\begin{align*}
\min (w, \xi^{-}, \xi^{+}) & = \frac{1}{2} ||w||^2 + C \sum_{i=1}^{n} (\xi^{-}, \xi^{+}) \\
\text{Subject to} & \\
(\{x_i(w-x_i)\} - b) & \leq \xi^{-} \xi^{+} \geq 0 \\
(\{w-x_i\} + b-y_i) & \leq \xi^{-} \xi^{+} \geq 0 \\
\text{The key is to develop a Lagrangian function according to the objective function and the corresponding constraint conditions.} \ \\
\max H(\delta^{-}, \delta^{+}) & = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} (\delta^{-}_i - \delta^{-}_j)(\delta^{-}_j - \delta^{+}_j)K(x_i, x_j) + \sum_{i=1}^{n} \eta_1(\delta^{-}_i - \delta^{+}_i) \\
& = -\varepsilon \sum_{i=1}^{n} \eta_1(\delta^{-}_i + \delta^{+}_i) \\
\text{Subject to} \\
\sum_{i=1}^{n} (\delta^{-}_i - \delta^{+}_i) & = 0, \delta^{-}, \delta^{+} \in [0, C] \\
\text{Hence, the regression function is as follows:} \\
f(x) = \sum_{i=1}^{n} (\delta^{-}_i - \delta^{+}_i)K(x_i, x) + b \\
\text{where } K(x_i, x) \text{ is the kernel function. In this study, the simulation effect of kernel function is tested, include the Linear, Polynomial, Radial Basis Function (RBF), and Sigmoid kernels, as shown in the following equation:} \\
\text{Linear kernel: } K(x_i, x) = x_i x_i \\
\text{Polynomial kernel: } K(x_i, x) = (\gamma (x_i x_i) + b)^d \\
\text{Radial Basis Function: } K(x_i, x) = \exp\left(-\frac{||x_i - x||^2}{2\sigma^2}\right) \\
\text{Sigmoid kernel: } K(x_i, x) = \tanh(\gamma (x_i x_i) + b) \\
\text{where } d \text{ is the degree of the polynomial term, } \gamma \text{ represents the residuals, and } \sigma \text{ is the structural parameter in the polynomial, RBF and sigmoid kernels. Different } d, \gamma, \text{ and penalty coefficient } C \text{ values will be tested in the paper.} \\
\end{align*}
\]

3. Data and processing

3.1. Case reservoir and operation data

The Gezhouba (GZB) dam is the first dam across Yangtze River which built after the founding of New China (Fig. 5). It located in Yichang city of Hubei province, approximately 38 km downstream of the Three Gorges dam, plays a role in power generation, flood control, navigation, and fisheries, and provides other comprehensive benefits. GZB is a large-scale water project that controls a drainage area of \(1 \times 10^6 \text{ m}^2\), accounting for more than half of the Yangtze River basin. The mean annual discharge of this reservoir is 14,300 \text{ m}^3/\text{s}, the design-flood discharge is 86,000 \text{ m}^3/\text{s}, the normal water level is 66.0 m, the maximum dam height is 53.8 m, and the total storage is 15.8 \times 10^8 \text{ m}^3. GZB reservoir has relatively mature operating rules, and complete, navigation, and fish spawning stimulation etc., and
provide a large number of operating data for machine learning in this study. The reservoir hydrological data and operation data were obtained from the official website of China Three Gorges Corporation (http://www.ctg.com.cn/). The GZB data span a period of more than 30 years, from 1982 to 2015. The data include the inflow and outflow of the reservoir and the water level upstream and downstream of the dam measured every six hours (or four hours, when the flood peak passes through the reservoir, all reservoir operating indicators are more intensive monitored). These data were aggregated into daily and monthly time scales.

3.2. Model building and inputs

In this study, we use selected artificial intelligence and data mining tools, namely, the BP neural network, SVR and LSTM, to simulate the GZB reservoir operation at monthly, daily, and hourly scales. The hourly data refer to the reservoir operation data collected every two or four hours. GZB reservoir operation data span the period from 27 June 1981 to 7 September 2015. Based on the commonly accepted “80/20” split rule, the data from 1 January 2008 to 7 September 2015 are used as the test period and the remainder are used for training, as shown in Table 2. The reservoir operation data are imported as model input (decision variables) and output (target variable). Specifically, the inputs include current and previous inflow (1-moment lag), previous outflow (1-moment lag), the current and previous water level in front of the dam (1-moment lag), the current and previous water level of the downstream region (1-moment lag), and the current time (month of year). Therefore, 9 inputs are included in the model. The model output is the current outflow of the reservoir. To match the consistency of the model, all source data were normalized in the range 0.0–1.0 and were then transformed to original values after the simulation using, the normalized equation is as follows:

\[
X = \frac{X_{ori} - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}
\]

where \(X\) is the normalized value; \(X_{ori}\) is the original value; and \(X_{\text{min}}\) and \(X_{\text{max}}\) represent the minimum and maximum values of the data, respectively.
Fig. 5. The location of Gezhouba (GZB) Reservoir.

Fig. 6. BP neural network performance varies with the number of hidden nodes and maximum iterations. (a) and (d) represent the monthly statistical results; (b) and (e) represent the daily statistical results; (c) and (f) represent the hourly statistical results.
3.3. Parameterization and setting

To illustrate the strengths and weaknesses of the different AI methods, different parameterizations are used for BP, SVR, and LSTM. In BP, four maximum iteration (MI) numbers are tested, i.e., $1 \times 10^5$, $5 \times 10^5$, $1 \times 10^6$, and $2 \times 10^6$, in combination with different numbers of hidden nodes, i.e., 5, 10, 15, and 20. In SVR, four types of kernel functions are set, i.e., linear, RBF, polynomial, and sigmoid kernel functions with different penalty coefficients ($C$, 20 values are selected from 0.0001 to 10,000, according to the geometric progression), gamma ($\gamma$, 20 values are selected from 0.0001 to 10,000, according to the geometric progression), and degree ($d$, i.e., 2, 3, 4). Therefore, for linear kernel function, we test 20 set of parameterizations, for RBF and sigmoid kernel function, we test 400 set of parameterizations, and for polynomial kernel function, we test 1200 set of parameterizations. Then, a performance comparison is conducted among various types of kernel functions in combination with the optimal parameters. With respect to the LSTM model, different MI numbers are tested, including 50, 75, 100, and 200 iterations, in combination with various numbers of hidden nodes, i.e., 10, 20, 30, 40 and 50. Specific parameter configurations are described in the results and discussion sections.

3.4. Model evaluation statistics

To mathematically quantify the skill of the model simulations, four statistical measures are calculated: the root mean square error (RMSE), RMSE-observation standard deviation ratio (RSR), and the Nash-Sutcliffe model efficiency coefficient (NSE) (Nash and Sutcliffe, 1970). The indices RMSE and RSR are valuable because they indicate error in the units (or squared units) of the constituent of interest, which contributes to result analysis, and RMSE and RSR values of 0 indicate a perfect fit. The NSE is a normalized statistic that determines the relative magnitude of the residual variance compared to the measured data variance (Nash and Sutcliffe, 1970). NSE values range from negative infinity to 1, with 1 indicating an exact match between simulated and observed values. As suggested by previous studies, an RMSE value less than half the standard deviation of the observed data may be considered low, and if RSR < 0.7 and NSE > 0.5, model performance can be considered satisfactory (Singh et al., 2010; Moriasi et al., 2007; Yang et al., 2017b). The equations of the selected statistics are shown below (Eqs. (19)–(20)):

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (s_i - o_i)^2}{n}}$$

Fig. 7. LSTM model performance varies with the number of hidden nodes and maximum iterations. (a) and (d) represent the monthly statistical results; (b) and (e) represent the daily statistical results; (c) and (f) represent the hourly statistical results.

Fig. 8. Comparison of predicted and observed monthly outflow using BP neural network (a), SVR (b), and LSTM (c) model.
\[
R_{SR} = \frac{RMSE_{STDEV_{obs}}}{\sqrt{\frac{\sum_{i=1}^{n} (s_i - \bar{s})^2}{\sum_{i=1}^{n} (o_i - \bar{o})^2}}}
\]

\[
NSE = 1 - \frac{\sum_{i=1}^{n} (o_i - s_i)^2}{\sum_{i=1}^{n} (o_i - \bar{o})^2}
\]

where \(o_i\) and \(s_i\) are the respective observed and simulated values for outflows; \(\bar{o}\) and \(\bar{s}\) are the respective average observed and simulated inflows; and \(n\) is the total number of observations. In Eq. (21), \(r\), \(a\) and \(\beta\) represent the correlation coefficient, variability and bias ratio between the simulations and observations, respectively.

To estimate the uncertainty associated with model simulations, the residuals of testing sets are computed and analyzed. The analysis consists of three components: independence analysis, heteroscedastic analysis, and normality analysis; the implementation methods consist of plotting graphs of residual autocorrelation, residual variation relative to observed values, and residual probability distributions (Figs. 11–13).

The residual independent analysis is based on residual autocorrelation: if the residual sequence is autoregressive, then the model fails to fully explain the variation rule of the variable, and there is some regularity that is not explained, which eventually leads to a larger prediction deviation of the model. On the other hand, low residual heteroscedasticity and a close approximation to the normal distribution indicate the model is closer to unbiased estimation and has low uncertainty.

The so-called residual is the difference between the predicted value and the actual observed value, which is calculated according to Eq. (22):

\[
e_i = o_i - s_i
\]
where $r$ represents standardized residuals, and $\sigma$ represents the standard deviation.

All the experiments presented in this study were performed on an Inter(R) Xeon(R) CPU E5-2660 v3 @ 2.60 GHz with 64 GB DDR3 1600 MHz memory.

### 4. Results

#### 4.1. Comparison of simulation results for different time scales

In this section, the observed GZB reservoir outflows are compared with simulated results based on the three different AI models, i.e., the BP neural network, SVR, and LSTM model, combined with various model parameters. First, our results show that, BP neural network and LSTM, the number of hidden nodes and maximum iterations are two key parameters that affect the simulation accuracy. Moreover, there is no obvious regularity about the effect of the number of hidden nodes on simulation accuracy, but the increase of the number of maximum iterations can significantly improve the simulation accuracy of the two models (Figs. 6 and 7). With respect to SVR, the choice of kernel function can directly affect the model accuracy. Our results show that, at monthly scale, the simulation accuracy is ranked as Sigmoid > Polynomial > RBF > Linear among the different kernel functions, at daily scale, the best accuracy ranking is Sigmoid > RBF > Linear > Polynomial; and at hourly scale, the best accuracy ranking is Sigmoid > RBF > Polynomial > Linear (Table 4).
On the other hand, the prediction performances of the BP neural network, SVR, and LSTM model are shown in Tables 3–5 and Figs. 8–10. The calculation results show that at the monthly scale, the best RMSE values obtained by the BP neural network, SVR, and LSTM model are 1122.827, 1932.814, and 161.712; the best RSR values are 0.1411, 0.2429, and 0.0203; and the best NSE values are 0.9799, 0.9404, and 0.9996, respectively (Tables 3–5). The best simulation results are shown in Fig. 8. When the best statistical results are achieved, the \( M I \) and \( H \) of the BP neural network are \( 2 \times 10^6 \) and 15, respectively; the kernel function of SVR is sigmoid, the respective values of \( \gamma \) and \( C \) are 0.1265 and 3.728; and the \( M I \) and \( H \) of the LSTM model are 200 and 50, respectively (Tables 3–5). According to the comparison among different models, the best accuracy ranking is the LSTM model > BP neural network > SVR.

With respect to the daily time scale, the best RMSE values generated using the BP neural network, SVR, and LSTM model are 1073.402, 1332.720, and 663.723; the best RSR values are 0.1253, 0.1556, and 0.0230; and the best NSE values are 0.9843, 0.9758, and 0.9935, respectively (Tables 3–5). The best simulation results are shown in Fig. 9. When the best statistical results are obtained, the \( M I \) and \( H \) of the BP neural network are \( 2 \times 10^5 \) and 5, respectively (Table 3), the kernel function of SVR is sigmoid, and the values of \( \gamma \) and \( C \) are 0.0869 and 2.560, respectively (Table 4). In addition, the \( M I \) and \( H \) of the LSTM model are 200 and 20, respectively (Table 5). According to our experimental results, the best accuracy ranking is the LSTM model > BP neural network > SVR (Tables 3–5, Fig. 9).

### Table 3

| Statistical performance on different time scales of BP neural network with different maximum iteration (\( M I \)) and different numbers of hidden nodes (\( H \)). The bold and underlined values indicate the best statistics at same time scales. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Monthly scale | Daily scale | Hourly scale |
| RMSE (m³/s) | RSR (−) | NSE (−) | Time | RMSE (m³/s) | RSR (−) | NSE (−) | Time | RMSE (m³/s) | RSR (−) | NSE (−) | Time |
| \( M I = 1 \times 10^5 \) | \( H = 5 \) | 4931.537 | 0.6199 | 0.6118 | 00:36:55 | 5377.449 | 0.6278 | 0.6057 | 60:48:04 | 6189.017 | 0.7310 | 0.4656 | 78:39:56 |
| \( M I = 1 \times 10^5 \) | \( H = 10 \) | 3806.961 | 0.4785 | 0.7686 | 00:37:31 | 6614.750 | 0.7723 | 0.4034 | 57:09:55 | 4244.474 | 0.5013 | 0.7487 | 160:57:31 |
| \( M I = 1 \times 10^5 \) | \( H = 15 \) | 3335.441 | 0.4193 | 0.8224 | 00:38:16 | 3233.053 | 0.3880 | 0.9144 | 4244.474 | 0.5013 | 0.7487 | 160:57:31 |
| \( M I = 1 \times 10^5 \) | \( H = 20 \) | 2855.010 | 0.2332 | 0.9451 | 00:38:51 | 2227.102 | 0.2600 | 0.9324 | 129:48:06 | 3714.903 | 0.4388 | 0.8074 | 159:08:51 |
| \( M I = 5 \times 10^5 \) | \( H = 5 \) | 1610.882 | 0.2025 | 0.9587 | 00:39:26 | 3923.759 | 0.4581 | 0.7901 | 130:16:19 | 4522.122 | 0.5341 | 0.7140 | 162:58:52 |
| \( M I = 5 \times 10^5 \) | \( H = 10 \) | 2478.664 | 0.3116 | 0.9019 | 00:39:51 | 2571.767 | 0.4170 | 0.8260 | 150:21:40 | 4244.474 | 0.5013 | 0.7487 | 160:57:31 |
| \( M I = 5 \times 10^5 \) | \( H = 15 \) | 1762.991 | 0.2216 | 0.9504 | 00:40:26 | 2243.612 | 0.2619 | 0.9314 | 121:26:55 | 4527.507 | 0.5348 | 0.7140 | 162:58:52 |
| \( M I = 5 \times 10^5 \) | \( H = 20 \) | 1855.010 | 0.2332 | 0.9451 | 00:41:01 | 2227.102 | 0.2600 | 0.9324 | 129:48:06 | 3714.903 | 0.4388 | 0.8074 | 159:08:51 |

![Fig. 11](image-url). Investigation of residuals of BP neural network (Column1), SVR (Column2), and LSTM (Column3) model at monthly scale. (a–c) Autocorrelation function (ACF) plots of \( r_s \) at with 95% significance levels. (d–f) \( r_s \) as a function of observed reservoir outflows. (g–i) Fitted (solid line) and actual (bars) probability density function (PDF) of \( r_s \).
Fig. 12. Investigation of residuals of BP neural network (Column1), SVR (Column2), and LSTM (Column3) model at daily scale. (a–c) Autocorrelation function (ACF) plots of $r_s$ at with 95% significance levels. (d–f) $r_s$ as a function of observed reservoir outflows. (g–i) Fitted (solid line) and actual (bars) probability density function (PDF) of $r_s$.

Fig. 13. Investigation of residuals of BP neural network (Column1), SVR (Column2), and LSTM (Column3) model at hourly scale. (a–c) Autocorrelation function (ACF) plots of $r_s$ at with 95% significance levels. (d–f) $r_s$ as a function of observed reservoir outflows. (g–i) Fitted (solid line) and actual (bars) probability density function (PDF) of the $r_s$. 
The results of the hourly time scale suggest that the best RMSE values produced by the BP neural network, SVR, and LSTM model are 1596.052, 1051.484, and 488.121; the best RSR values are 0.1885, 0.1242, and 0.0577; and the best NSE values are 0.9645, 0.9846, and 0.9967, respectively (Tables 3–5). The best simulation results are shown in Fig. 10. When the best statistical results are achieved, the MI and H of the BP neural network are 2 × 106 and 20, respectively (Table 3); the kernel function of SVR is sigmoid, the values of γ and C are 0.0464 and 2.783, respectively (Table 4), and the MI and H of the LSTM model are 75 and 50, respectively (Table 5). Notably, within a day, Gezhouba peak-load-dispatching operation according to the inflow conditions and peak frequency modulation to meet the demand of the power grid and to stabilize the flow regime of the reservoir. Therefore, compared with the monthly and daily scales, the hourly model needs to consider the predicted accuracy of outflow for the peak operation period. Fig. 10 shows that the simulation accuracy of the LSTM model is higher than that of the BP neural network and SVR during the peak-load-dispatching operation period. Overall, the best accuracy ranking is the LSTM model > SVR > BP neural network.

In addition to the simulation accuracy, the calculation speed is also an important index to measure the performance of a model. In this paper, the time consumption is used as an evaluation index to compare the calculation speed of the three models. The experimental results show that there are significant differences in the calculation speed among the three models and the three time scales. In general, the time consumption is ranked as the BP neural network > SVR > LSTM model among the different models and as the hourly scale > daily scale > monthly scale among the different time scales. The BP neural network is the longest-running model, and the time consumption increases as MI increases (Table 3). The time consumption associated with optimal results at the monthly, daily, and hourly scales is 74:05:56, 519:31:23, and 786:13:09, respectively (Table 3). In addition to the time scale, the time consumption of SVR is also related to the selected kernel function, and the time consumption is ranked as polynomial > sigmoid > RBF > linear. The time consumption associated with optimal results at the monthly, daily, and hourly scales is 74:05:56, 519:31:23, and 786:13:09, respectively (Table 3). Similar to the BP neural network, the time consumption of the LSTM model is related to the time scale and MI, which indicates as an increase in the time consumption with an increase in MI, and the time consumption associated with optimal results for the LSTM algorithm is 6″, 37°04″, and 1:52″ for the monthly, daily, and hourly scales, respectively (Table 5). It should be noted that the time consumption of the LSTM model is significantly lower than that of the BP neural network and SVR (Tables 3–5).
4.2. Residuals analysis

As shown in Figs. 11–13, to evaluate the uncertainty of the models, residual analysis is performed on the best statistical results of the three models at different time scales. At the monthly scale, the experimental results show that the residual distribution of LSTM model has a significant autocorrelation, and the ACVF presents a trend of alternating positive and negative variations as the lag changes (Fig. 11b). Compared with SVR, the autocorrelation of residuals for the BP neural network and LSTM model is weak, and the ACVF lies mainly in the 95% confidence interval (Fig. 11a–c). Fig. 9d–f show the scatter points of residuals as a function of observed reservoir outflows. It is clear that the residual values do not appear to be randomly distributed over the flow interval for each model, and the residuals of the LSTM model show an obvious increasing trend with an increase in outflow. Fig. 11g–i display the probability density distribution of residuals for the three models. The results show that the probability density distribution curve of residuals for the BP neural network is flat with obvious skewness, and the values of residuals are mainly distributed between −1 and 3 (Fig. 11g). With respect to the SVR model, the probability density of residuals shows a bimodal distribution, ranging mainly between −2 and 0 (Fig. 11h). The residuals of the LSTM model presents a unimodal distribution with a sharp peak, and the residuals are mainly distributed between −2 and 2 (Fig. 11i).

At the daily scale, the autocorrelation of residuals for the LSTM model is the weakest, whereas the residuals values of the BP neural network and SVR model show remarkable autocorrelation (Fig. 12a–c). The residuals of the three models exhibit heteroscedasticity as the observed outflow changes. Compared with the BP neural network and SVR, the spatial distribution of residuals with observed outflow for the LSTM model is relatively uniform (Fig. 12d–f). The probability density of residuals for the BP neural network displays a unimodal distribution, ranging mainly between −1 and 1 (Fig. 12g). The residuals of SVR has a multimodal distribution, with three peaks (two high and one low) distributed at −1.2, 0 and 1.4, respectively (Fig. 12h). The residuals of the LSTM model presents a unimodal distribution with a sharp peak, and the residuals are mainly distributed between −1 and 2 (Fig. 12i).

The experimental results show that at the hourly scale, autocorrelation of residuals is found in all three models (Fig. 13a–c). The ACVF values of the BP neural network and SVR are positive, with periodic increases or decreases as the lag changes (Fig. 13a and b). The ACVF values of the LSTM model present a trend of alternating positive and negative variations as the lag changes and also exhibit the phenomenon of periodic increases or decreases. The residuals values of all three models exhibit heteroscedasticity (Fig. 13d–f). The probability density curve of residuals for the BP neural network model has a single peak, ranging mainly between −1 and 2, and obvious (mainly positive) skewness is exhibited (Fig. 13g). The distribution of residuals for the SVR model is also unimodal, and a wide distribution is evident between −4 and 2 (Fig. 13h). With respect to the LSTM model, the probability density curve of residuals is unimodal, and residuals are densely distributed, mainly between −1 and 1 (Fig. 13i).

4.3. Comparison of simulation results for different flow regimes

The experimental results of Section 4.2 show that model uncertainty varies with observed flows. To better determine the ability of the models to reproduce different flow regimes, the models with the best simulation results are evaluated for three specific regimes, i.e., low, intermediate, and high flow conditions. The division of these flow regimes is based on the calculation of the inflow frequency distribution curve. The flow regimes are categorized by using the 25th and 75th percentiles, and the flow limit is 5985 m³/s and 18,050 m³/s, respectively. The model accuracy for the different flow regimes is graphically represented in three scatter plots (Figs. 14–16) and is measured in terms of RMSE, RSR, and NSE (Table 6). The experimental results show that, in general, the LSTM model has a significant advantage with respect to simulation accuracy, and this model can produce more accurate simulation results for each time scale and flow regime. Specifically, at the monthly scale, the comparison results show that the evaluation index values of the LSTM model are the best and the simulation accuracy is the highest; the comparison results of the two other models show that, under low flow conditions, the simulation accuracy of these two models is not ideal, i.e., the RSR value is greater than 1, and the NSE value is negative. Under intermediate and high flow conditions, the simulation accuracy of the two latter models meets the evaluation criteria, and the accuracy of the BP neural network simulation is higher than that of SVR (Table 6, Fig. 14). At the daily time scale, the simulation accuracy of the LSTM model is significantly higher than that of the two other models. Under low flow conditions, poor simulation is observed for the BP neural network and SVR, and it is difficult to obtain satisfactory results. Under intermediate and high flow conditions, both of these models exhibit satisfactory simulation results; the simulation accuracy of the SVR model is slightly higher than that of the BP neural network under intermediate flow conditions, whereas the simulation accuracy of the BP neural network is higher than that of SVR under high flow conditions (Table 6). The simulation accuracy of the BP neural network and SVR is poor under low flow conditions. Under intermediate and high flow conditions, the simulation accuracy of the two models meets the evaluation criteria; the simulation accuracy of SVR is higher than that of the BP neural network under intermediate flow conditions, whereas the simulation accuracy of the BP neural network is slightly higher than that of SVR under high flow conditions (Table 6, Fig. 16).

5. Discussion

5.1. Suggestions for model parameterization

Parameter setting has always been the focus of the performance research of AI models. In this study, we test the influence of different parameter combinations on the performance of three selected AI models. First, we explore the effect of the maximum number of iterations and the number of hidden nodes on the accuracy of a BP neural network. According to the statistics shown in Table 3 for the BP neural network, (1) in general, an increase in the number of maximum iterations can improve the simulation accuracy, and (2) the effects of the number of hidden nodes on the simulation accuracy are uncertain and irregular. In addition, selection of the appropriate number of hidden nodes can help improve the statistics. As shown in Table 3, the best BP neural network statistics for the three time scales are consistently achieved by a maximum number of iterations equal to 2 × 10⁶. In the use of the BP neural network in our study, an error backpropagation combined with a gradient descent algorithm is employed. As the number of maximum iterations increases, the gradient optimization scheme continuously explores the response surface of the objective function (Eq. (3)), and the evolution is not completed until the algorithm reaches the preset error value or the allowable number of maximum iterations. However, as the search evolves with more iterations, the gradient of the objective function will decrease; consequently, any further increase in the maximum iteration number results in less improvement in the objective function value, as shown for the 1 × 10⁶ and 2 × 10⁶ maximum iteration scenarios in Table 3. In addition, to ensure that the network training reaches the maximum number of iterations, the error value is set as 0.0001, which is significantly lower than that of the model. Our results show that choosing the appropriate number of hidden nodes can significantly improve model accuracy, but the effect of the number of hidden nodes on accuracy is unpredictable. The best BP neural network statistics for the monthly, daily, and hourly time scales are obtained when the number of hidden nodes is 15, 5, and 20, respectively (Table 3). As mentioned in Yao (1999), the number of hidden nodes in ANN is crucial for model performance and should be
jointly designed and optimized with a proper training algorithm. As such, the number of hidden nodes is one of the research hotspots in the ANN field. It is generally believed that determination of the number of hidden nodes is related to the number of input and output nodes (Lippmann, 1987; Chen, 1996; Moody and Antsaklis, 1996). Nevertheless, studies have not adopted a universally accepted method for choosing the number of hidden nodes. At present, the number of hidden nodes is usually determined by trial and error with the objective of minimizing the cost function.

With respect to SVR, we examine the influence of the kernel function on the simulation performance based on an optimal structural parameter ($\gamma$), penalty coefficients ($C$) and degree ($d$, for the polynomial). The kernel function is introduced to map the linear non-separable training sample from the input space to the feature space, thereby realizing the linear separability of the training samples in the feature space. In this way, a linear classifier can be used to divide the training samples after mapping in the feature space. As shown in Table 4, SVR models are able to produce satisfactory results, but the simulation accuracy and time consumption differ significantly among different kernel functions. Our results show that, regardless of the time scale, the best simulation accuracy is consistently generated by the sigmoid kernel function; however, the time consumption of this function is relatively long (Table 4). This is not consistent with previous research, and most reviewed studies have suggested that RBF is the most appropriate kernel function that tends to exhibit satisfactory performance (Yaseen et al., 2015). However, technological research conducted on the kernel function shows that any kernel function has its own advantages and limitations because of different training samples, and kernel functions have different classification abilities (Amari and Wu, 1999; Asefa et al., 2006; Yang et al., 2017b). The sigmoid kernel function is derived from ANN and has been proved to have good global classification performance (Lin and Lin, 2005). Our results also show that the classification performance of the sigmoid kernel function is better than that of other kernel functions for our training sample.

With respect to the LSTM model, we mainly consider the influence of the number of maximum iterations and hidden nodes on model performance, and the main results in this paper are as follows: (1) an increase in the number of maximum iterations improves the precision of the LSTM model, and (2) a change in the number of hidden nodes affects the simulation accuracy, but the function is weak and irregular. As shown in Table 5, when the number of maximum iterations increases from 50 to 75, the model accuracy is effectively increased, but increasing the number of maximum iterations to greater than 100 does not improve accuracy further. Based on an advanced investigation, we deduce that model accuracy is not improved further because the training process of the LSTM model adopts the BPTT algorithm, which has a similar principle as the classical BP algorithm. The BPTT algorithm uses a forward algorithm to calculate the output value, backward calculates the error of each individual LSTM cell, and continuously updates the weights, extending the direction to reduce the error. With the narrowing of the gap between the model’s output value and the desired output value, the decline rate of the model error tends to slow down, so an increase in the number of maximum iterations does not significantly improve model precision when the number of maximum iterations reaches a certain limit. However, unlike the BP neural network, the number of iterations required for LSTM model convergence is much smaller than the BP neural network. Our analysis indicates that the reason for this result is that the LSTM model has strong feature extraction capabilities, which ensures that the model can extract the characteristic information of the data more efficiently and complete the convergence process quickly. According to our experimental results, we cannot specify how to achieve the best statistics by choosing the number of hidden nodes. However, it is worth noting that while the number of iterations is the same, the changes of number of hidden node have only a limited effect on the simulation accuracy. At present, studies that examine the influence of the number of hidden nodes on the precision of LSTM models are rarely reported. Wielgosz et al. (2017) tested the influence of the number of hidden nodes on simulation accuracy and concluded that, for their test data, the simulation accuracy was highest when the number of hidden nodes was 32, but the effect of different numbers of hidden nodes on model accuracy was not discussed in detail.

In conclusion, we believe that priority should be given to the number of maximum iterations in the BP neural network and LSTM model building, and a reasonable increase in the number of maximum iterations can significantly improve the model accuracy. In contrast, the number of hidden nodes has a weak effect on model accuracy. For the SVR model, the selection of kernel function is the key to model construction. Combined with previous research results, we believe that sigmoid and RBF kernel function can be considered the priority object.

---

**Fig. 14.** Scatter plots of predicted and observed hourly outflow for BP neural network (a), SVR (b), and LSTM (c) model. Different colors are used to represent the flow regimes.

**Fig. 15.** Scatter plots of predicted and observed daily outflow for BP neural network (a), SVR (b), and LSTM (c) model. Different colors are used to represent the flow regimes.
Meanwhile, in the process of model construction, due to differences in data volume and structure, model parameters have different influences on model performance. Therefore, we suggest that the model should be repeatedly trained before practical application to determine the optimal parameters and ensure the prediction ability of the model.

5.2. Suggestions for the applicability of AI models under different scenarios

The AI model has the ability to address complex nonlinear prediction problems, which is widely applied in the field of reservoir operation simulation. At present, reports on the performance comparison and analysis of AI models are common, but such reports mainly focus on the global precision comparison analysis of a single time scale. However, analyzing the global and extreme event simulation performance of the model from multiple time scales is the key to the model comprehensive learning operation rule and generating long and short-term operation plans for different scenarios. Therefore, in this study, we analyzed the simulation results of the BP neural network, SVR and LSTM under different time scales and flow regimes from three aspects of model accuracy, uncertainty and calculation speed. Based on the above analysis, we explored the guiding significance of three AI models for reservoir long and short-term operation, and the coping capacity of three AI models for extreme inflow conditions such as drought and flood, and we summarized the application scenarios of each model in order to provide a reference for the practical application of these models.

First, the application effect of the BP neural network in reservoir operation was studied. In the 1990s, the emergence of BP algorithm greatly facilitated the development of ANN and effectively promoted the research of ANN algorithms in the field of reservoir operation. In our study, the BP neural network was applied to the reservoir operation simulation, and the results showed that, for reservoir long-term operation (monthly scale), the simulation accuracy of the ANN model is good, the uncertainty is weak, and the time consumption is long; at the daily scale, the accuracy of the BP model still met the evaluation criteria, but the residuals were autocorrelated and exhibited heteroscedasticity, and the time consumption increased. At the hourly scale, due to the further increase in data volume, the disadvantages of the model regarding the uncertainty and time consumption are more obvious (Table 3). Thus, we consider that if the model is able to learn the operation rule of a reservoir from a small amount of data (such as the research of reservoir long-term operations or the influence factors of reservoir operations), the BP neural network can obtain satisfactory simulation accuracy and the time consumption is not too long, so it can be used for the simulation of reservoir operations. However, for large reservoirs and the short-term fine operation of reservoirs, the data that are required by the model learning reservoir operation rules are large, due to the large number of influencing factors. In this case, the time consumption of the BP neural network is too long, and the applicability is weak. On the other hand, for different flow regimes, the results show that under intermediate and high flow conditions, the BP neural network can obtain satisfactory results, but under low flow conditions, the BP neural network has poor simulation results and is not suitable for simulation of low inflow scenarios.

Because the feature extraction ability is poor, the training time of the BP neural network is too long, and the practical application is limited, the emergence of the SVR algorithm partly compensates for the deficiency in BP neural networks. The SVR algorithm introduces the Lagrangian method to simplify the quadratic optimization problem in SVR calculations and introduces the kernel function to reduce the complexity of high-dimensional computations, thus allowing the SVR model to calculate the high efficiency characteristics. This paper first compares the processing power of the model to different time scale problems. The results show that the SVR algorithm can attain satisfactory statistics, but compared with the BP neural network, the two models have advantages and disadvantages. At monthly and daily time scales, the accuracy of the BP neural network model is higher than SVR, and at the hourly time scale, the calculation accuracy of the SVR model is higher than that of the BP neural network (Tables 3 and 4). In this study, the simulation ability of the model to different time scale problems reflects the processing power of the model to different data volumes to some extent. Therefore, the BP neural network has a stronger processing capability than SVR when the data volume is small, whereas

| Table 6 |
|---|
| Statistical performance on different flow regimes of BP neural network, SVR, and LSTM. The bold and underlined values indicate the best statistics for each flow regime at same time scales. |
| | Low flow | Intermediate flow | High flow |
| --- | --- | --- | --- |
| | BP | SVR | LSTM | BP | SVR | LSTM | BP | SVR | LSTM |
| Monthly scale | RMSE (m³/s) | 920.057 | 578.508 | 75.719 | 1262.017 | 1739.038 | 150.391 | 912.0822 | 3101.806 | 243.847 |
| RSR (−) | 2.3805 | 1.4968 | 0.1955 | 0.3213 | 0.4428 | 0.0383 | 0.1768 | 0.6011 | 0.0473 |
| NSE (−) | −4.9370 | −1.3472 | 0.9598 | 0.8947 | 0.8001 | 0.9985 | 0.9670 | 0.6186 | 0.9976 |
| Daily scale | RMSE (m³/s) | 475.169 | 784.946 | 118.550 | 1350.407 | 1255.688 | 1262.017 | 1739.038 | 1262.017 | 1739.038 |
| RSR (−) | 1.2718 | 2.1009 | 0.2850 | 0.3805 | 0.3538 | 0.1000 | 0.1509 | 0.2973 | 0.0281 |
| NSE (−) | −0.6195 | −3.4194 | 0.9174 | 0.8551 | 0.8747 | 0.9990 | 0.9772 | 0.9115 | 0.9992 |
| Hourly scale | RMSE (m³/s) | 1058.031 | 496.4571 | 102.934 | 1861.919 | 899.2275 | 527.392 | 1606.689 | 1739.038 |
| RSR (−) | 2.7868 | 0.5227 | 0.7267 | 0.9363 | 0.9001 | 0.1347 | 0.6011 | 0.2973 | 0.0281 |
| NSE (−) | −6.7674 | −0.71019 | 0.9265 | 0.7267 | 0.9363 | 0.9781 | 0.9332 | 0.9243 | 0.9941 |

Fig. 16. Scatter plots of predicted and observed hourly outflow for BP neural network (a), SVR (b), and LSTM (c) model. Different colors are used to represent the flow regimes.
the advantages of the SVR model are gradually revealed when the data volume is large. Next, we compared the differences in calculation speed and the uncertainty of the two models, and the results show that, compared with the BP neural network, the computing speed of the SVR model significantly increased, but the time was still very long, and the uncertainty of the SVR model is high (Tables 3 and 4). Finally, under different flow regimes, our research results show that SVR still does not overcome the problem that the BP neural network cannot simulate low flow conditions (Table 6, Figs. 14–16).

In view of the above problems, namely, that the simulated speed of the traditional AI models is slow, the accuracy needs to be increased, and it is difficult to address extreme events, we turned our attention to the LSTM model, which performed well in solving the time series problems. Taking the GZB reservoir as an example, this paper constructs an LSTM model to predict the outflow of the GZB reservoir and explores the application of LSTM in reservoir operations. The results show that the LSTM model effectively makes up for the deficiency of the traditional AI models. Whether from the accuracy, uncertainty, calculation speed, extreme conditions processing, the LSTM has significant advantages over the BP neural network and SVR (Tables 3–6, Figs. 8–16). Especially at the hourly scale, facing vast amounts of data, LSTM performance is outstanding, and the training and prediction process takes only approximately an hour. Meanwhile, LSTM is the only one of the three models that can accurately simulate the outflow curve of GZB for the peaking operation period (Fig. 10). The experimental results for show that the LSTM model overcomes the disadvantage of previous models, i.e., poor simulation accuracy for extreme events, and the LSTM model can accurately predict reservoir outflow under low and high inflow conditions. In conclusion, compared with the BP neural network and SVR, the LSTM model has significant advantages in terms of simulation accuracy, stability and computing speed, and we believe that LSTM, as a deep learning model, has a strong sequential predictive ability and can be used for reservoir operation simulations. At present, the application of the LSTM model in reservoir operation has been rarely reported, but Zhang et al. (2018) arrived at similar conclusions in the study of sewage overflow prediction, which can provide some reference for us. Zhang et al. (2018) compared the predictive effects of the LSTM and SVR models on sewage discharge, and the results showed that the simulation accuracy of the LSTM model was significantly higher than that of the SVR model, which was similar to our conclusion.

In summary, with respect to the AI model applicability, the BP neural network is suitable if the model is able to learn the operation rule of a reservoir from a small amount of data (such as the research of reservoir long-term operations or if the influence factors of reservoir operation are small). For large reservoirs, short-term fine operation of reservoirs and low inflow conditions, the applicability of the BP neural network is weak. The main limitation of the BP neural network is that the independent feature extraction ability of the network is poor, so the time consumption required for satisfactory results is too long. The applicability of the SVR model and the BP neural network is similar. Although the SVR model improves computing speed, its ability to address massive data and low inflow conditions is still insufficient. By contrast, the LSTM model has obvious advantages and can quickly and accurately simulate the reservoir operation under various time scales and flow conditions. Therefore, LSTM can be used for medium- and long-term reservoir operation and short-term refinement operation simulation, as well as to address various emergencies. Meanwhile, the LSTM effectively solves the time consumption problems of the BP neural network and SVR model corrects for the fact that traditional AI cannot simulate low flow conditions or the outflow curve for the peak operation period.

6. Conclusions

Reservoir operation is an important part of reservoir management, and the theory and method of reservoir operation have been gradually developed with the construction of reservoirs and hydropower stations in the early 20th century. At present, according to the theoretical basis of the model, reservoir operation models are divided into two main categories: models based on physical concepts and AI models based on data mining technology. However, a physical-based model is useful only if the operating rules incorporated in the simulation can realistically reflect the actual operation. In practice, the operation of a reservoir is affected by many uncertain factors, such as natural conditions and artificial demand, and the operation often deviates from the operating rules, which limits the application of such models. AI models, or data-driven models, are able to autonomously learn the operating rules from the historical operation data of a reservoir and thus have greater robustness and are good at dealing with complex factors.

This paper investigated the usefulness of two traditional AI models (BP neural network and SVR) and a new deep learning model (LSTM model) in assisting reservoir operation. Detailed discussion and recommendation are made with respect to the process of model parameter settings, the simulation performances, and the applications of employed AI models under different flow regimes and temporal resolution. The main conclusions are as follows:

(1) With respect to parameter setting, our results show for the BP neural network and LSTM model, the effects of the number of maximum iterations on model performance should be prioritized. The effects of the number of hidden nodes on model performance are limited. For the SVR model, the simulation performance is directly related to the selection of the kernel function. Combined with previous research results, we consider that sigmoid and RBF kernel functions should be prioritized in uses of SVR model. Meanwhile, in the process of model construction, due to differences in data volume and structure, model parameters have a different influence on model performance. Therefore, we suggest that the model should be repeatedly trained before practical application to determine the optimal parameters and ensure the prediction ability of the model.

(2) With respect to the AI model applicability, the BP neural network is suitable if the model is able to learn the operation rule of a reservoir from a small amount of data (such as the research of reservoir long-term operation or if the influence factors of reservoir operation are small). For large reservoirs, short-term fine operation of reservoirs and low inflow conditions, the applicability of the BP neural network is weak. The main reason to limit the application of the BP neural network is that the independent feature extraction ability of the network is poor, so the time consumption required for satisfactory results is long. The applicable conditions of the SVR model and BP neural network are similar. Although the SVR model improves computing speed, its ability to address massive data and low inflow conditions is still insufficient. By contrast, the LSTM model has obvious advantages and can quickly and accurately simulate the reservoir operation under various time scales and flow conditions. Therefore, LSTM can be used for medium- and long-term reservoir operation and short-term refinement operation simulation, as well as to address various emergencies.

(3) The LSTM model can effectively solve the time consumption problem associated with the BP neural network and SVR model, and it has superior performances over other AI models in simulating reservoir operation during low-flow conditions or the outflow curve for the peak operation period, whereas traditional BP neural network and SVR model tend to fail.
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