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Abstract: Recent advances in deep learning facilitate the development of end-to-end Vietnamese text-to-speech (TTS) systems with high intelligibility and naturalness in the presence of a clean training corpus. Given a rich source of audio recording data on the Internet, TTS has excellent potential for growth if it can take advantage of this data source. However, the quality of these data is often not sufficient for training TTS systems, e.g., noisy audio. In this paper, we propose an approach that preprocesses noisy found data on the Internet and trains a high-quality TTS model on the processed data. The VLSP-provided training data was thoroughly preprocessed using 1) voice activity detection, 2) automatic speech recognition-based prosodic punctuation insertion, and 3) Spleeter, source separation tool, for separating voice from background music. Moreover, we utilize a state-of-the-art TTS system that takes advantage of the Conditional Variational Autoencoder with the Adversarial Learning model. Our experiment showed that the proposed TTS system trained on the preprocessed data achieved a good result on the provided noisy dataset.
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1. Introduction

Text-to-Speech (TTS) is a technology that converts any text into a speech signal. With TTS, human-machine communication is easier and more natural than ever. As a result, it has great potential and can be applied to several applications (e.g., audiobooks, movie narrations, response services in telecommunications, and virtual assistants). Through decades of research and development, end-to-end speech synthesis systems for a single language have achieved outstanding results and produced natural human-like voices even in real-time. Based on these advances, recent end-to-end neural TTS models have been extended to enable control of speaker identity, controllability, or multilingual.
In the last two decades, there have been many attempts to build high-quality Vietnamese TTS systems. A data processing scheme proved its efficacy in optimizing the naturalness of end-to-end TTS systems trained on Vietnamese found data [1]. Text normalization methods were explored, utilizing regular expressions and language model [2]. New prosodic features (e.g., phrase breaks) were investigated, which showed their efficacy in improving the naturalness of Vietnamese hidden Markov models (HMM)-based TTS systems [3, 4]. The pronunciation of foreign words is also improved [5]. For post-filtering, it was shown that a global variance scaling method might destroy the tonal information; therefore, exemplar-based voice conversion methods were utilized in post-filtering to preserve the tonal information [6]. With clean datasets, existing approaches give good results and produce quality sound. At the VLSP 2020 competition, [7] proposed an approach to utilize an end-to-end TTS system that takes advantage of the Tacotron-2 [8] acoustic model, and a custom vocoder combining with a High Fidelity Generative Adversarial Networks [9] (HiFiGAN)-based vocoder and a WaveGlow [10] denoiser. The use of sophisticated models (e.g., HiFiGAN) is probably a key role of the success of the TTS systems. Recently, the English TTS systems using the Conditional Variational Autoencoder with the VITS have outperformed HiFiGAN-based systems [11]. Therefore, we examine the efficacy of the state-of-the-art VITS for building Vietnamese TTS systems.

Developing the Vietnamese TTS systems with sophisticated models requires a large amount of good quality data. However, building such dataset is costly because it requires professional speakers and dedicated recording equipment. Moreover, according to our observations, potential data for training the TTS model is available on many websites such as Youtube, Facebook,.. If we can take advantage of this rich data source, we will save the cost of building datasets and making TTS technology accessible to more people. The use of the found data for building TTS systems has received more and more attention in recent years [1, 12, 13].

Dataset of the competition [14] exploited the voice source from a female youtuber. The challenges of using spontaneous speech are

- poor quality (e.g., inconsistent speaking rate)
- background noise such as music,
- sometimes mixed with other voices,
- differences in intensity, stress, prosody and voice styles (voice with diverse rhythms) across the dataset.
- wrong transcripts (although validated manually), making it difficult for current TTS models to learn to produce good quality voices.

Spontaneous speech in TTS is especially important if you want to apply TTS in natural conversations, instead of just using TTS for readable text. With the training data being spontaneous speech, the quality of TTS will be more natural in human-machine communication applications. To build a spontaneous speech training dataset in ideal studio conditions is not easy, expensive and time consuming when the speakers do not have a prepared script in advance. Therefore, it is very necessary to exploit the available spontaneous speech data sources.

| Test         | MOS |
|--------------|-----|
| in-domain    | 3.8 |
| out-domain   | 3.5 |

In this paper, we propose an approach that uses spontaneous speech datasets to build a TTS model that produces high-quality voices. Our approach is based on a rigorous preprocessing pipeline [1] and the Conditional Variational Autoencoder with the VITS. Preprocessing pipelines include:

1) Spleeter-based noise processing [15],
2) Sentence splitting by Voice Activity Detection,
3) Automatic Speech Recognition-based text and punctuation normalization. Our experiment shows that the proposed TTS system trained on preprocessed data achieved good results on a
non-clean dataset with a Mean Opinion Score (MOS) of 3.8 on the test in domain and 3.5 on the test out domain (as shown in Table 1).

2. Data Pre-processing

In this section, we present our approach to build high-quality TTS systems on noisy training corpus.

2.1. Data Preprocessing

Our dataset consists of many problems: i) background music, ii) other people’s voices, iii) fast speaking rate, iv) slow speaking rate, v) unavailability of speech, vi) labeled words not correct. Our processing steps are: remove the abnormal speaking rate, merge them to reduce noise, then trim the audio again based on Voice Activity Detection (VAD), relabel and add punctuation using the Automatic Speech Recognition (ASR) system. We address the problems with a data processing scheme (as shown in Figure 1).

2.1.1. Data Selection

The representation of each word will vary depending on the pronunciation speed of the speaker. We calculate the speaking rate (words per second - WPS). Then, we exclude audio with a slower or faster rate than usual. After statistics and listening to many different levels, we select a speaking rate from 2.9 to 5.4. In addition, we also only used audio with word count $\geq 4$. Other male voices usually have a reasonably fast speaking speed $WPS > 5$, so we check the audios with $WPS > 5$ and listen to the audios immediately at the end. Together we sorted out about 65 audios containing male voices. Audios containing many strange noises such as crowd sounds, prolonged laughter, and music usually have $WPS < 2$, so they are eliminated. Finally, after this WPS step, we removed 1249 audios from the raw dataset and left 4029 audios to do the following steps.

2.1.2. Noise Reduction

The biggest challenge for provided (Youtube) data is background music. We consider background music as another sound source and refer to the problem of sound source separation for processing. Source separation can be thought of as speaker dimerization but for music. The speaker dimerization models have to differentiate between the voices of different speakers and then split the original audio into multiple tracks corresponding to each speaker. We apply Spleeter, which is a source separation Python library created by the Deezer R&D team [15], to address the problem. It provides pre-trained state-of-the-art models built using Tensorflow for various source separation tasks. Our original audio is short, mostly three to five seconds. We realize that Spleeter does not give good results with the short audios. Therefore, we
concatenate every 50 audios into a longer one with a duration of three to five minutes. Finally, we apply Spleeter for denoising. We perceive that the noise is drastically reduced.

2.1.3. Voice Activity Detection

We use the Voice Activity Detection (VAD) module to split long audio files of many sentences into short speech segments corresponding to many new sentences. Additionally, significant silences at the beginning and the end of each audio were removed. We utilized the VAD model [16] including a Long Short Term Memory Recurrent Neural Network (LSTM-RNN)-based classification.

2.1.4. Automatic Speech Recognition and Speech Punctuation Insertion

We use the Automatic Speech Recognition (ASR) system to get the timestamp of each word or sound in a given case and a given sentence. Furthermore, punctuation marks in sentences are identified and considered potential punctuation marks. With timestamps defined, we mark the pause as a punctuation mark when its duration is more significant than the 0.12-second threshold. Then punctuation is added to the input text. Suppose the input text to the VITS model does not contain punctuation. In that case, the model will encounter audio with no pauses in the sentence, significantly reducing the synthesized voice quality. Adding punctuation helps the model understand that the sound is a pauses audio instead of understand that the sound is still from the previous word. The inflection and tone that it uses will vary depending on the punctuation you use. It makes the TTS voice achieve the intended meaning and clarity as well as enlivening it. The ASR audio model is a modern time-delay neural network [17]. The language model is trained to get the best performance on fed VLSP data.

3. System Architecture

We propose a text-to-speech system that can synthesize speech from the text in the most natural way when training on a dataset of multiple speech styles. We use Variational Inference with adversarial learning for end-to-end Text-to-Speech [11] or VITS for short for our system (shown in Figure 2). Our system was composed of a end-to-end model for speech synthesis called VITS and the input to the system is processed using character embedding before going into the model for speech synthesis. The model can process the audio data of voices with different speech styles and aims to reproduce the most natural sound possible.

VITS: We compare our system VITS to baseline systems such as Tacotron2+Waveglow, Tacotron2+HifiGAN, Speedyspeech+HifiGAN, but these models are all weak in handling inconsistent data in voice quality, reading speed, and background noise,... According to the evaluation results published in the VITS report, when applying this method to the English language, the results show that VITS’s MOS score is the highest when compared to previous methods like Tacotron2+Hifigan, and the results are also close to reality.

Our model architecture is almost the same as [11], with a bit of change to work with Vietnamese. First, we change the embedding way to fit the Vietnamese sentence dataset, instead of using the text-to-phonemes conversion as suggested in the original source-code, we use the easier way of character embedding instead, specifically we split the input sentence into characters and numbering. Those characters follow the Vietnamese alphabet, including the accents in Vietnamese. After embedding, the data will be put into VITS to proceed to create the sound. Lastly, we have a few changes to some of the parameters, including changing the sampling rate to be 22.05kHz.

4. Experiments

In this section, we show the effectiveness of the method we used when training the data for various intonation and speaking styles. As we said, the model we use is the end-to-end VITS model for training.
4.1. Data

The data provided by the organizers is the data of one speaker, there is no consistency in speaking style between audio files, and the audio contains much noise in which typical forms such as background music, laughter, the sound of objects, noise from the environment. Some audio has more than one speaker voice. As for the text, there are many non-Vietnamese words, and the pronunciation of the labeled words is not correct. The punctuation also disappears. In addition, there are misspelled Vietnamese words such as "s" and "x", "tr", and "ch". Moreover, there is an enormous number of English words in the provided databases, so our solution is to borrow Vietnamese sounds to read the English words. Even, the English words can consist of Vietnamese syllables and English fricative sounds (for example, x sound) if necessary (for instance, "study" becomes x-ta-di’), which can make it easier for the model to learn the fricative sounds. In general, the provided data has a lot of noise and difficulty training the model. We manually reprocess the data to make sure the labeled words are correct. Our processed data is available here.

4.2. Network Training

The VLSP-provided corpus contains 7 hours and 12 minutes of speech from a female speaker. Moreover, after preprocessing, the corpus had 5 hours and 21 minutes of speech. We train the VITS model with a batch size of 16, using the Adam optimizer configured with an initial learning rate of 0.0002 from scratch. It took six days on one Nvidia RTX 3090 to create a usable model.

4.3. Experimental Results

We submitted our proposed system (described in Section) to the VLSP 2021’s TTS evaluation [18]. The system was evaluated using the VLSP organizer’s subjective MOS test. Twenty-four participants were listening to the stimuli of synthesized and natural speech. There are both 100 in-domain and 100 out-domain sentences synthesized from the model. The participants gave each utterance a score on a 5-point scale, including “excellent” (5), “good” (4), “fair” (3), “poor” (2), “bad” (1). Details of the second MOS test results are given in Table 1. The results are calculated based on two sets of in-domain and out-domain, where in-domain are texts with the same topic and style as the training text, out-domain are sentences with different topics and styles. The above difference occurs because the text of the indomain is spontaneous sentences and the speed of the voice is fast, the way to express emotions through sentences is very natural when compared to the text of out domain which are sentences and dialogues in stories, in plays. The in-domain MOS score is higher than the out-domain one as expected. Our intelligibility result is not good (78.2%) because we keep the original speaking speed which is already faster than normal. Speak speed is too fast can distorted word or miss word so it’s harder to hear and understand than usual. The samples can be found here.

5. Conclusion

In this paper, we present our Vietnam TTS system for VLSP 2021, a method to build a TTS model that generates a good voice from data collected on the internet. Our approach yields
positive results with a preprocessing pipeline and a model capable of learning from data of different voice styles. The challenges of naturalness, background noise, voice style, and background music in synthesized voice have been overcome. With this approach, we take advantage of the rich source of recorded data on the internet, making TTS accessible to many people who cannot afford to build their datasets. We plan to research and apply a denoiser model to the post-processing step to make the voice smoother for improving the quality of speech synthesis.
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