INVERSE PROBLEMS ON LOW-DIMENSIONAL MANIFOLDS
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Abstract. We consider abstract inverse problems between infinite-dimensional Banach spaces. These inverse problems are typically nonlinear and ill-posed, making the inversion with limited and noisy measurements a delicate process. In this work, we assume that the unknown belongs to a finite-dimensional manifold: this assumption arises in many real-world scenarios where natural objects have a low intrinsic dimension and belong to a certain submanifold of a much larger ambient space. We prove uniqueness and Hölder and Lipschitz stability results in this general setting, also in the case when only a finite discretization of the measurements is available. Then, a Landweber-type reconstruction algorithm from a finite number of measurements is proposed, for which we prove global convergence, thanks to a new criterion for finding a suitable initial guess.

These general results are then applied to several examples, including two classical nonlinear ill-posed inverse boundary value problems. The first is Calderón’s inverse conductivity problem, for which we prove a Lipschitz stability estimate from a finite number of measurements for piece-wise constant conductivities with discontinuities on an unknown triangle. A similar stability result is then obtained for Gel’fand-Calderón’s problem for the Schrödinger equation, in the case of piece-wise constant potentials with discontinuities on a finite number of non-intersecting balls.
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1. Introduction

We consider the problem of inverting the operator equation

\[ F(x) = y, \]

where \( F \) is a possibly nonlinear map between Banach spaces modeling a measurement (forward) operator, \( x \) is an unknown quantity to be recovered and \( y \) is the measured data. This serves as a model of well-known inverse problems such as computed tomography, magnetic resonance, ultrasonography, and inverse problems for partial differential equations (PDE).

In an ideal setting, with infinite-precision measurements and no noise, many important inverse problems can be solved – i.e. there is a unique solution – and stability holds, possibly in a very weak form, for the reconstruction. However, in real applications, the measurements are affected by noise and only a finite-dimensional projection can be acquired. Another issue is the ill-posedness of the map \( F \), that can amplify the noise in the measurements if not properly taken into account. This can be observed in the stability estimates, which may be of logarithmic type \([8]\) when no particular assumptions on the unknown are imposed: this is an intrinsic phenomenon of some ill-posed problems \([81]\) and it reflects in poor numerical reconstructions. On the other hand, Lipschitz and Hölder stability estimates have great impact on applications, since they allow for good numerical reconstructions \([50]\). It is therefore a fundamental question to find explicit conditions on the problem that guarantee good stability properties.

There is a wide literature on Lipschitz stability results for nonlinear ill-posed inverse problems (mostly inverse boundary value problems for PDE) under the assumption that the unknown belongs to a known finite-dimensional subspace or submanifold of a Banach space \([13, 29, 28, 26, 59, 27, 10, 9, 11, 30, 90, 33]\). All these results require infinitely many measurements, even though the number of degrees of freedom to recover are finite. Similar results have been obtained with a finite number of measurements, mostly regarding inverse boundary value problems \([58, 6, 4, 64, 89, 7, 65, 5, 78]\) and scattering problems in the case when the unknown has a periodic, polygonal or polyhedral structure \([47, 12, 23, 67, 34, 35, 77]\).

In this paper, we consider an abstract setting in which most of these works fall in: we assume the unknown to belong, or to be close, to a finite-dimensional submanifold \( M \) of a Banach space. This setup arises in many real-world scenarios where the objects of interest have a low intrinsic dimensionality compared to the large dimension of the ambient space \([87]\). Priors expressed with manifolds are very popular in machine learning, for example in manifold learning and nonlinear dimensionality reduction \([75, 76, 24, 38]\), and especially when machine learning is applied to solving inverse problems \([1, 71, 79, 18]\). In particular, the methods developed in \([68]\) are based on the so-called \( M \)-RIP property, which is exactly the Lipschitz stability estimate we derive in this work. We note that low-dimensional manifolds are also used for image denoising \([85]\).

Under this assumption we are able to obtain a general Hölder and Lipschitz stability result with infinite-precision measurements and also a similar result from a finite number of measurements. The main finding is that the ill-posedness of an inverse problem can be mitigated by imposing nonlinear constraints. More precisely, we only require the unknown to belong to a \( C^1 \) manifold of a Banach space \( X \), not necessarily embedded in \( X \) but only satisfying some Hölder or Lipschitz
embedding properties, as described in the next section. Most of the conditions on the map $F$ and on the $C^1$ manifold are sharp, as we show with many examples and counterexamples. The approach is based on the inverse function theorem, by using the differential of $F$, as in many of the papers mentioned above, which are often based on the use of the Fréchet derivative of $F$ composed with the parametrisation of the manifold. Thus, the results of this work may be seen as a generalisation of those ad-hoc methods to the abstract manifold setting. The particular case in which $M$ is a finite-dimensional subspace was studied in [7], by using some ideas appeared in Lipschitz stability results for nonlinear ill-posed problems [21, 91, 39] combined with finite-dimensional approximations used in [4, 65].

We then apply these general stability results to two classical nonlinear ill-posed problems: Calderón’s inverse conductivity problem and Gel’fand-Calderón problem for the Schrödinger equation. Both are inverse boundary value problems that suffer from exponential instability [81, 69, 73], but there are very few Lipschitz stability results for these problems in the case the unknown conductivity/potential belongs to a finite-dimensional manifold [31, 26, 30, 19]. Thanks to our abstract stability estimates, we are now able to include the known results as part of a general framework, where precise conditions on the finite-dimensional manifold are crucial and stability can be obtained also with a discretization of the measurements.

For the Calderón problem, we consider piece-wise constant conductivities with discontinuities on a triangle, with a finite number of measurements. The same argument extends to more general polygons and is based on a similar stability results in the case where the full infinite-dimensional measurements are available [30]. We then consider the Gel’fand-Calderón problem for piecewise constant potentials with discontinuities on a finite number of non-intersecting balls. To the best of our knowledge, this setting has never been considered, and thus the Lipschitz stability we obtain is new also for the case of full boundary measurements. Another novelty consists in the fact that not only is the location and size of each ball unknown, but also the values of the potential in each ball are to be determined and they belong to a continuous interval. The key step to achieve this improvement was the use of the Runge approximation property for solutions of elliptic equations.

This work is structured as follows. In Section 2 we present the framework and the main stability results. Many examples and counterexamples are given to motivate the assumptions. The Lipschitz stability results for Calderón’s and Gel’fand-Calderón’s problems from a finite number of measurements are presented in Section 3. In Section 4 we design a globally convergent reconstruction algorithm based on the Lipschitz stability estimate and on [50]. In Section 5 we present several examples of manifolds in Banach spaces that verify the assumptions of the stability estimates. Moreover, as an application, we obtain a Lipschitz stability estimate for the ill-posed inverse problem of differentiation. Sections 6 and 7 are devoted to the proofs of the main abstract results. Sections 8 and 9 contain the proofs of the stability results for the two inverse problems presented in Section 3. Section 10 is devoted to concluding remarks and open questions. In Appendix A we recall some basic concepts related to the tangent space of a manifold and the differential of maps between manifolds. Finally, Appendix B contains some technical estimates regarding the size of the symmetric difference between balls in $\mathbb{R}^d$. 
2. Abstract stability results

Let $X$ and $Y$ be Banach spaces with norms $\| \cdot \|_X$ and $\| \cdot \|_Y$, and let $A \subseteq X$ be an open set. In this work, we focus on solving the inverse problem

$$F(x) = y,$$

where $F : A \to Y$ is the forward map, possibly nonlinear. As discussed in the introduction, we assume $x \in M$, for a certain known manifold $M \subseteq X$, as detailed below.

We always assume that $F$ is Fréchet differentiable, namely, for every $x \in A$ there exists a bounded linear operator $F'(x) \in L(X,Y)$ such that

$$\lim_{y \to x} \frac{\|F(y) - F(x) - F'(x)(y-x)\|_Y}{\|y-x\|_X} = 0,$$

and that the map $F' : A \to \mathcal{L}(X,Y)$ is continuous: in short, we write $F \in C^1(A,Y)$.

It is worth clarifying why the results of this paper are most meaningful for low-dimensional manifolds $M$. Indeed, they will involve a stability constant $C > 0$ and, for those in Section 2.2, a parameter $N \in \mathbb{N}$ quantifying the number of measurements needed for stability. Both these constants depend on the manifold $M$, and grow as $\dim M$ grows, for ill-posed problems; the dependence on $\dim M$ is typically of exponential type for severely ill-posed problems [88, 28, 27, 4, 7]. Therefore, since in practice small values of $C$ and $N$ are needed, these estimates are interesting for low-dimensional manifolds $M$.

2.1. Stability with infinite measurements. Our starting point is a Lipschitz stability result that can be found in [21, Proposition 5], [91, Theorem 2] and [39, Theorem 2.1], where sufficient conditions for Lipschitz stability are provided in the case in which $M = W \subseteq X$ is an $n$-dimensional subspace and $x \in K$, where $K \subseteq W \cap A$ is a known compact and convex subset. However, the convexity of $K$ is not a reasonable assumption towards a generalization of this result to a differentiable manifold $M \subseteq X$. In our first result we show that the convexity of $K$ can actually be dropped from the assumptions of [39, Theorem 2.1]. Indeed, the property of a line segment being included in $K$ is needed only in the case in which the endpoints are close enough. The following result is then obtained by constructing a suitable neighbourhood of $K$ which contains all line segments up to a certain length.

**Theorem 2.1.** Let $X$ and $Y$ be Banach spaces, $A \subseteq X$ be an open set, $W \subseteq X$ be an $n$-dimensional subspace and $K \subseteq W \cap A$ be a compact subset. Consider a Fréchet differentiable map $F \in C^1(A,Y)$ satisfying that

1. $F|_K$ is injective;
2. $F'(x) \in \mathcal{L}(X,Y)$ is injective on $W$ for every $x \in W \cap A$.

Then there exists $C > 0$ such that

$$\|x - y\|_X \leq C\|F(x) - F(y)\|_Y, \quad x, y \in K.$$

It is worth observing that the assumption on the continuity of $F'$ may not be dropped, as shown in the following example.
Example 2.1. Let us take \( A = X = Y = \mathbb{R} \), \( K = [0,1] \) and \( F = f: \mathbb{R} \to \mathbb{R} \) the function defined as

\[
f(x) := \begin{cases} 
  x^2 \left( \text{sign}(x) + \frac{1}{x} \right) + x & \text{if } x \neq 0, \\
  0 & \text{if } x = 0.
\end{cases}
\]

It turns out that \( f \) is continuous and differentiable, but \( f' \) is not continuous at \( x = 0 \). More precisely, we have

\[
f'(x) = 2x \left( \text{sign}(x) + \frac{1}{x} \right) - \cos \frac{1}{x} + 1, \quad x \neq 0, \quad f'(0) = \lim_{x \to 0} \frac{f(x)}{x} = 1.
\]

Then \( f'(x) > 0 \) for every \( x \in \mathbb{R} \) and, in particular, \( f \) is injective. However, (2.1) does not hold. Indeed, for \( x_k = \frac{1}{2k\pi} \) we have that

\[
\lim_{k \to \infty} f'(x_k) = \lim_{k \to \infty} \frac{1}{k\pi} = 0.
\]

If \( f \) were Lipschitz stable, there would exist a constant \( C > 0 \) such that \( f'(x) \geq C \) for every \( x \), a contradiction.

Next, we introduce some concepts that will be needed for the generalization of the Lipschitz stability estimate to manifolds. We start by the definition of a differentiable manifold in a Banach space.

Definition 2.1. Let \( X \) be a Banach space. We say that \( M \subseteq X \) is an \( n \)-dimensional differentiable manifold in \( X \) if there exists an atlas \( \{ (U_i, \varphi_i) \}_{i \in I} \), with \( U_i \subseteq M \), \( \bigcup_{i \in I} U_i = M \) and \( \varphi_i: U_i \to \mathbb{R}^n \), such that

1. for every \( i \in I \), \( U_i \) and \( \varphi_i(U_i) \) are open sets, with respect to the topologies of \( M \) inherited from \( X \) and of \( \mathbb{R}^n \), respectively;
2. for every \( i \in I \), \( \varphi_i: U_i \to \mathbb{R}^n \) is a homeomorphism onto its image \( \varphi_i(U_i) \);
3. for every \( i, j \in I \), the transitions maps
   \[
   \varphi_j \circ \varphi_i^{-1}: \varphi_i(U_i \cap U_j) \to \varphi_j(U_i \cap U_j)
   \]
   are continuously differentiable.

Therefore, given \( x \in M \) and \( i \in I \) such that \( U_i \ni x \), the map \( \varphi_i^{-1} \) can be seen as a parametrization of \( M \) in a neighbourhood of \( x \). We shall denote the tangent space of \( M \) at \( x \in M \) by \( T_x M \). For the precise definition, see Appendix A.

Note that \( M \) is always a topological submanifold of \( X \). However, in general \( M \) is not a differentiable submanifold of \( X \), since the two differential structures may not be compatible, meaning that the tangent space \( T_x M \) may not be contained in \( X \). In other words, the differentiability of \( M \) has to be understood in an intrinsic sense, independently of the structure of the ambient space where \( M \) lies. In fact, it is easy to construct differentiable manifolds which are not differentiable as objects contained in a given Banach space \( X \) (e.g., \( M = \{(x, |x|) : x \in \mathbb{R}\} \subseteq \mathbb{R}^2 = X \) or see the example in Section 5.1). Therefore, as it will be made clear later, we will need to require certain regularity with respect to the norm in \( X \).

Definition 2.2. Let \( X \) be a Banach space and \( M \subseteq X \) be an \( n \)-dimensional differentiable manifold. We say that \( M \) is \( \alpha \)-Hölder in \( X \), with \( \alpha \in (0, 1] \), if there exists \( \ell \in (0, 1] \) such that, for every \( i \in I \), the map \( \varphi_i^{-1}: \varphi_i(U_i) \to M \) is \( \alpha \)-Hölder
continuous with respect to \( \| \cdot \|_X \), that is
\[
|\varphi_i(x) - \varphi_i(y)|^\alpha \geq \ell, \quad x, y \in U_i.
\]
If \( \alpha = 1 \), we say that \( M \) is Lipschitz in \( X \).

For example, the manifold \( \{(x, |x|) : x \in \mathbb{R}\} \) introduced above is Lipschitz in \( \mathbb{R}^2 \).

Next, we recall the definition of differentiability of a function on a differentiable manifold.

**Definition 2.3.** Let \( X \) and \( Y \) be Banach spaces and \( M \subset X \) be an \( n \)-dimensional differentiable manifold. We say that a mapping \( F : M \to Y \) is differentiable if \( F \circ \varphi_i^{-1} : \varphi_i(U_i) \to Y \) is Fréchet differentiable for every \( i \in I \). In addition, if the maps \((F \circ \varphi_i^{-1})' : \varphi_i(U_i) \to \mathcal{L}(\mathbb{R}^n, Y)\) are continuous for every \( i \in I \), we write \( F \in C^1(M, Y) \).

Note that, even though \( F \) is not necessarily Fréchet differentiable from \( M \) to \( Y \), it is always continuous, since \( M \) is a topological submanifold of \( X \).

We now state the main Hölder and Lipschitz stability result of this subsection.

**Theorem 2.2.** Let \( X \) and \( Y \) be Banach spaces, \( \alpha \in (0, 1] \), \( M \subset X \) be an \( n \)-dimensional differentiable manifold \( \alpha \)-Hölder in \( X \) and \( K \subset M \) be a compact set. Consider a differentiable map \( F \in C^1(M, Y) \) satisfying that
1. \( F \) is injective;
2. the differential \( dF_x : T_xM \to Y \) is injective for every \( x \in M \).

Then there exists a constant \( C > 0 \) such that
\[
\|x - y\|_X \leq C\|F(x) - F(y)\|_Y^\alpha, \quad x, y \in K.
\]

Observe that the second assumption in the previous theorem is a hypothesis regarding the differential \( dF_x \) (see Appendix A.2). This means that the condition on \( F \) is tied to the structure of the manifold where the function is defined. The differentiability of \( F \) may be uncoupled from the differential structure of \( M \) when the manifold \( M \) is embedded in \( X \), as we now discuss.

**Remark 2.1.** We say that an \( n \)-dimensional differentiable manifold \( M \) is embedded in \( X \) if the inclusion map \( M \hookrightarrow X \) is an embedding between differentiable manifolds, that is, if \( \varphi_i : U_i \to \varphi_i(U_i) \) is a diffeomorphism for every \( i \in I \), namely, \( \varphi_i^{-1} : \varphi_i(U_i) \to X \) is continuously differentiable and \((\varphi_i^{-1})' : \mathbb{R}^n \to X \) is injective for every \( x \in U_i \). In other words, \( M \) is embedded in \( X \) if it inherits the differential structure of \( X \). It is worth observing that a manifold \( M \) may be Lipschitz in \( X \) but not be embedded in \( X \), as e.g. \( \{(x, |x|) : x \in \mathbb{R}\} \subset \mathbb{R}^2 \), or see Example 2.2 below.

Thanks to a simple calculation (see Appendix A.2), when \( M \) is embedded in \( X \) and \( F \) is Fréchet differentiable, the differential of \( F \) coincides with its Fréchet derivative restricted to \( T_xM \), which may be identified with a subspace of \( X \). More precisely, we have
\[
dF_x = F'(x)|_{T_xM}.
\]
Thus, when \( M \) is embedded in \( X \), assumption (2) in Theorem 2.2 may be replaced by the condition
\[
F \in C^1(A, Y) \text{ and } F'(x) \text{ is injective on } T_xM \subset X \text{ for every } x \in M,
\]
where \( A \supset M \) is an open set of \( X \).
The following result is a consequence of Theorem 2.2 and Remark 2.1.

**Corollary 2.1.** Under the assumptions from Theorem 2.2, if \( \{(U_i, \varphi_i)\} \) is an atlas for \( M \), then \( F(M) \subseteq Y \) is an \( n \)-dimensional differentiable manifold with the atlas \( \{(F(U_i), \varphi_i \circ F^{-1})\} \). Furthermore, \( F(M) \) is embedded in \( Y \) and \( dF_x : T_xM \to T_{F(x)}F(M) \).

**Proof.** The Hölder stability estimate \( (2.3) \) yields that \( F : M \to F(M) \subseteq Y \) is a homeomorphism. Moreover, since \( \{(U_i, \varphi_i)\} \) is an atlas for \( M \) satisfying the conditions from Definition 2.1, then \( F \circ \varphi_i^{-1} \) is also an homeomorphism, and we can define an atlas for \( F(M) \) by \( \{(F(U_i), \varphi_i \circ F^{-1})\} \) so that \( F(M) \) is an \( n \)-differentiable manifold in \( Y \). By Remark 2.1, to see that \( F(M) \) is embedded in \( Y \) we just need to check that \( \varphi_i \circ F^{-1} : F(U_i) \to \varphi_i(U_i) \) is a diffeomorphism, that is, \( F \circ \varphi_i^{-1} : \varphi_i(U_i) \to Y \) is continuously differentiable and \( (F \circ \varphi_i^{-1})'(\varphi_i(x)) : \mathbb{R}^n \to Y \) is injective for every \( x \in U_i \), which are granted by the hypothesis \( F \in C^1(M, Y) \) (Definition 2.3) and the fact that \( dF_x \) is injective by assumption, respectively. \( \square \)

In the following example we show that, if the manifold is not embedded, the Fréchet differentiability of \( F \) alone is not a sufficient assumption, even if \( F'(x) \) is injective on the whole \( X \) for every \( x \in M \).

**Example 2.2.** Let \( M = \{ \chi_{[t, t+1]} : t \in \mathbb{R} \} \subseteq L^1 = L^1(\mathbb{R}) \) and consider the function \( \varphi : M \to \mathbb{R} \) defined as \( \varphi(\chi_{[t, t+1]}) = t \) for every \( t \in \mathbb{R} \). We first check that the conditions from Definition 2.1 are satisfied so that \( M \) is a 1-dimensional differentiable manifold together with the atlas \( \{(M, \varphi)\} \). Since \( \varphi^{-1}(t) = \chi_{[t, t+1]} \), a direct computation shows that

\[
(2.4) \quad \|\varphi^{-1}(s) - \varphi^{-1}(t)\|_{L^1} = 2 \min(1, |s-t|).
\]

Thus, \( \varphi \) is a homeomorphism. Finally, we just simply observe that, since the atlas associated to \( M \) has only one chart, the unique transition map \( \varphi \circ \varphi^{-1} \) is the identity operator on \( \mathbb{R} \), so \( M \) is a differentiable manifold. Furthermore, in view of Definition 2.2, by \( (2.4) \) it turns out that \( M \) is Lipschitz in \( L^1 \). However, \( M \) is not embedded in \( L^1 \) because \( \varphi^{-1} : \mathbb{R} \to L^1 \) is not differentiable.

Now we consider a function \( F : L^1 \to L^1 \) satisfying all the hypotheses in Theorem 2.2 except the injectivity of \( (F \circ \varphi^{-1})'(\varphi(x)) \in \mathcal{L}(\mathbb{R}, L^1) \), which is replaced by the injectivity of \( F'(x) \) in \( L^1 \), but failing to be \( \alpha \)-Hölder stable for every \( \alpha \in (0, 1] \).

Let \( g \in L^\infty(\mathbb{R}) \) be the 1-periodic function defined by

\[
g(t) = e^{-\frac{1}{t}}, \quad t \in (0, 1].
\]

Then we consider \( F'(u) := gu \) for each \( u \in L^1 \). It is easy to check that \( F \) is an injective linear bounded map from \( L^1 \) to \( L^1 \). Thus \( F \) belongs to \( C^1(\mathbb{R}, L^1) \) and, by linearity, the Fréchet derivative of \( F \) coincides with \( F \), i.e., \( F'(u) \equiv F \) for every \( u \in L^1 \). However, \( F \) is not \( \alpha \)-Hölder stable in \( M \). Indeed, by the linearity of \( F \) we have

\[
F(\varphi^{-1}(t)) - F(\varphi^{-1}(0)) = F(\varphi^{-1}(t) - \varphi^{-1}(0)) = g : (\chi_{[t, t+1]} - \chi_{[0, 1]})
\]

for every \( t \in (0, 1) \), and taking the \( L^1 \)-norm we obtain

\[
\|F(\varphi^{-1}(t)) - F(\varphi^{-1}(0))\|_{L^1} = \int_0^t g(s) \, ds + \int_1^{1+t} g(s) \, ds = 2 \int_0^t g(s) \, ds \leq 2te^{-\frac{1}{t}}.
\]
The last term is infinitesimal of infinite order as $t \to 0^+$ and so, by (2.4),
\[
\frac{\|F(\varphi^{-1}(t)) - F(\varphi^{-1}(0))\|_{L^1}}{\|\varphi^{-1}(t) - \varphi^{-1}(0)\|_{L^1}} \leq 2^{a-1} \frac{e^{-\frac{t}{t^{1-\alpha}}}}{t^{1-\alpha}} \to 0.
\]
This proves that $F$ is not $\alpha$-Hölder stable in $M$, namely, (2.3) is not satisfied.

2.2. Stability with finite measurements. We now consider the case where, instead of the infinite-dimensional measurements $F(x)$, we have at our disposal only a finite-dimensional approximation. As in [7], inspired by the theory of regularization by projection [72], we write the new measurements as $Q_N F(x)$ for a suitable operator $Q_N$.

**Hypothesis 2.1.** For each $N \in \mathbb{N}$, let $Q_N : Y \to Y$ be a bounded linear map. Assume that there exist a subspace $\tilde{Y} \subseteq Y$ and $D > 0$ such that
\begin{enumerate}
  \item $\|Q_N|_{\tilde{Y}}\|_{L(\tilde{Y}, Y)} \leq D$ for every $N \in \mathbb{N}$;
  \item $Q_N|_{\tilde{Y}} \to I_{Y}$ as $N \to \infty$ with respect to the strong operator topology, i.e.
  \[ \lim_{N \to \infty} \|y - Q_N y\|_Y = 0 \]
  for every $y \in \tilde{Y}$.
\end{enumerate}

Note that condition (1) is implied by (2) when $\tilde{Y}$ is a closed subspace of $Y$, by the uniform boundedness principle.

Let us now list some examples of operators $Q_N$.

Any family of bounded operators $Q_N$ such that $Q_N \to I_Y$ strongly may be considered (in particular, we do not require convergence with respect to the operator norm). This situation can arise in practice when $Y$ is an infinite-dimensional separable Hilbert space and $Q_N$ is the orthogonal projection onto the space spanned by the first $N$ elements of an orthonormal basis (see [7, Example 1] for more details).

Another example, that is adapted to inverse boundary value problems, is when the measurements themselves are operators. In this case, the maps $Q_N$ do not converge strongly to the identity on the whole $Y$. Let us present it in more details.

**Example 2.3.** Let $Y = L(Y^1, Y^2)$ be the space of bounded linear operators from $Y^1$ to $Y^2$, where $Y^1$ and $Y^2$ are Banach spaces. Let $P^k_N : Y^k \to Y^k$ be bounded maps such that $P^k_N \to I_{Y^k}$ and $(P^1_N)^* \to I_{Y^*}$ strongly as $N \to +\infty$.

Let $\tilde{Y} = \{T \in Y : T$ is compact $\}$ and $Q_N : Y \to Y$ be the maps defined by
\[ Q_N(y) = P^2_N y P^1_N, \quad y \in Y. \]
Then, even if $Q_N \not\to I_Y$ strongly, Hypothesis 2.1 is satisfied. We refer to [7, Example 2] for full details.

We now present the following Lipschitz stability result with finite measurements in the case of linear subspaces, which can be found in [7, Theorem 2] under the additional assumption that $K$ is convex.

**Theorem 2.3.** Let $X$ and $Y$ be Banach spaces, $A \subseteq X$ be an open set, $W \subseteq X$ be an $n$-dimensional subspace, $K \subseteq W \cap A$ be a compact set and $Q_N : Y \to Y$ be bounded linear maps satisfying Hypothesis 2.1. Consider a Fréchet differentiable map $F \in C^1(A, Y)$ such that
\begin{enumerate}
  \item $F(x) - F(y) \in \tilde{Y}$ for every $x, y \in K$;
  \item $\text{ran}(F'(x)|_W) \subseteq \tilde{Y}$ for every $x \in W \cap A$, where $\text{ran}$ denotes the range;\end{enumerate}
(3) the Lipschitz stability estimate
\[ \|x - y\|_X \leq C\|F(x) - F(y)\|_Y, \quad x, y \in K, \]
is satisfied for some $C > 0$.
Then $Q_N F$ satisfies the Lipschitz stability estimate
\[ \|x - y\|_X \leq 2c_K C\|Q_N F(x) - Q_N F(y)\|_Y, \quad x, y \in K, \tag{2.5} \]
for some $c_K > 0$ depending only on $K$ and every sufficiently large $N \in \mathbb{N}$. If $K$ is
convex, we can choose $c_K = 1$. In the general case, we have
\[ c_K = \frac{\text{diam} K}{\delta_K}, \]
where $\delta_K$ is the constant given in Lemma 6.2 below.

**Remark 2.2.** It is worth to note that the values of $N \in \mathbb{N}$ for which the Lipschitz
stability estimate in the previous theorem holds depend on the a priori data explicitly. More precisely, as it will be clear from the proof, the inequality (2.5) is true
for those $N \in \mathbb{N}$ satisfying
\[ \sup_{\xi, \eta \in \hat{K}} \|(I_Y - Q_N)(F(\xi) - F(\eta))\|_Y \leq \frac{\delta_K}{2C}, \]
\[ \sup_{\xi \in \hat{K}} \|(I_Y - Q_N)F'(\xi)\|_{\mathcal{L}(W,Y)} \leq \frac{1}{2C}, \]
where $\hat{K} = \{\xi \in W : \text{dist}_X(\xi, K) \leq \delta_K\} = \overline{B_X(K, \delta_K)} \cap W$ is the compact
neighbourhood of $K$ constructed in Lemma 6.2 below. If $K$ is convex, the first of
these two inequalities may be dropped.

We now consider the case of a manifold.

**Theorem 2.4.** Let $X$ and $Y$ be Banach spaces, $M \subseteq X$ be an $n$-dimensional
differentiable manifold, $K \subseteq M$ be a compact set, $Q_N : Y \to Y$ be bounded linear
maps satisfying Hypothesis 2.1 and $C > 0$. Assume in addition that $M$ is $\alpha$-
Hölder in $X$ for some $\alpha \in (0, 1]$ with constant $\ell \in (0, 1]$ as in (2.2). Consider a
differentiable map $F \in C^1(M,Y)$ such that

1. $F(x) - F(y) \in \hat{Y}$ for every $x, y \in K$;
2. $\text{ran}(dF_x) \subseteq \hat{Y}$ for every $x \in M$;
3. and either
   3a. $\varphi_i$ is $\ell^{-1}$-Lipschitz for every $i \in I$ and
   \[ \|x - y\|_X \leq C\|F(x) - F(y)\|_Y, \quad x, y \in K, \]
   3b. or for every $i \in I$
   \[ |\varphi_i(x) - \varphi_i(y)| \leq \ell^{-1}C\|F(x) - F(y)\|_Y, \quad x, y \in U_i \cap K. \]

Then $Q_N F$ satisfies the Hölder stability estimate
\[ \|x - y\|_X \leq c_{K,M}(2C)^\alpha\|Q_N F(x) - Q_N F(y)\|_Y, \quad x, y \in K, \]
for some $c_{K,M} > 0$ depending only on $K$ and $M$ and every sufficiently large $N \in \mathbb{N}$.

Note that it is possible to obtain a constructive estimate for the parameter $N$.
This involves conditions similar to the one given in Remark 2.2, but related to the
composition of $F$ with the charts. For the sake of exposition we decided not to
include this expression here; it can be easily obtained from the proof.
Remark 2.3. As in Theorem 2.2 and Remark 2.1, in the case when \( M \) is embedded in \( X \) and \( F \) is Fréchet differentiable, assumption (2) in Theorem 2.4 may be replaced by the condition

\[
F \in C^1(A,Y) \text{ and } \text{ran}(F'(x)|_{T_xM}) \subseteq \tilde{Y} \text{ for every } x \in M,
\]

where \( A \supseteq M \) is an open set of \( X \).

Remark 2.4. In the case in which \( \tilde{Y} \subseteq Y \) is a closed subspace, the condition \( \text{ran}\{dF_x\} \subseteq \tilde{Y} \) is a consequence of the condition

\[
(2.6) \quad F(x) - F(y) \in \tilde{Y}, \quad x, y \in M.
\]

Indeed, fix \( x \in M \) and \( i \in I \) such that \( x \in U_i \). Then

\[
dF_x h = (F \circ \varphi_i^{-1})(\varphi_i(x))h = \lim_{t \to 0} \frac{F \circ \varphi_i^{-1}(\varphi_i(x) + th) - F \circ \varphi_i^{-1}(\varphi_i(x))}{t}
\]

for every \( h \in \mathbb{R}^n \). Observe that the right-hand side is the limit of elements in \( \tilde{Y} \). Since \( \tilde{Y} \) is closed, then the limit is also in \( \tilde{Y} \), so \( \text{ran}\{dF_x\} \subseteq \tilde{Y} \).

As a combination of Theorem 2.2 and Theorem 2.4 we also derive the following result.

Theorem 2.5. Let \( X \) and \( Y \) be Banach spaces, \( M \subseteq X \) be an \( n \)-dimensional differentiable manifold Lipschitz in \( X \), \( K \subseteq M \) be a compact set and \( Q_N : Y \to Y \) be bounded linear maps satisfying Hypothesis 2.1. Consider a differentiable map \( F \in C^1(M,Y) \) satisfying that

1. \( F \) is injective;
2. the differential \( dF_x : T_xM \to Y \) is injective for every \( x \in M \);
3. \( F(x) - F(y) \in \tilde{Y} \) for every \( x, y \in K \);
4. \( \text{ran}(dF_x) \subseteq \tilde{Y} \) for every \( x \in M \).

Then \( Q_N F \) satisfies the Lipschitz stability estimate

\[
(2.7) \quad \|x - y\|_X \leq C\|Q_N F(x) - Q_N F(y)\|_Y, \quad x, y \in K,
\]

for some \( C > 0 \) and every sufficiently large \( N \in \mathbb{N} \).

Remark 2.5. Assume that \( Y = \mathcal{L}(Y^1,Y^2) \), with \( Y^1 \) and \( Y^2 \) Banach spaces, \( Q_N \) is given as in Example 2.3 and

\[
dF_x h : Y^1 \to Y^2 \text{ is compact for every } x \in M, h \in T_xM.
\]

In view of Remark 2.4, this assumption may be replaced by

\[
F(x_1) - F(x_2) \text{ is compact for every } x_1, x_2 \in M.
\]

Then Hypothesis 2.1 is satisfied with \( \tilde{Y} = \{ T \in Y : T \text{ is compact} \} \) and by Theorem 2.5 we obtain a Lipschitz stability estimate from a finite number of measurements.

It is worth observing that Theorems 2.2, 2.4 and 2.5 can be readily extended to the case with a finite number of pairwise disjoint manifolds, possibly with different dimensions. For example, the extension of Theorem 2.5 reads as follows.
Theorem 2.6. Let $X$ and $Y$ be Banach spaces, $Q_N : Y \to Y$ be bounded linear maps satisfying Hypothesis 2.1 and $P \in \mathbb{N}$. For $p = 1, \ldots, P$, let $M_p \subseteq X$ be $n_p$-dimensional differentiable manifolds Lipschitz in $X$ and $K_p \subseteq M_p$ be pairwise disjoint compact sets. Set $M = \bigcup_{p} M_p$ and $K = \bigcup_{p} K_p$. Consider a map $F : M \to Y$ satisfying for every $p = 1, \ldots, P$ that

1. $F \in C^1(M_p, Y)$;
2. $F$ is injective;
3. the differential $dF_x : T_x M_p \to Y$ is injective for every $x \in M_p$;
4. $F(x) - F(y) \in \bar{Y}$ for every $x, y \in K$;
5. $\text{ran}(dF_x) \subseteq \bar{Y}$ for every $x \in M_p$.

Then $Q_N F$ satisfies the Lipschitz stability estimate

$$\|x - y\|_X \leq C\|Q_N F(x) - Q_N F(y)\|_Y,$$

for some $C > 0$ and every sufficiently large $N \in \mathbb{N}$.

2.3. Stability when $x, y \notin K$. It is easy to see that all Hölder and Lipschitz stability estimates derived in this section may be easily extended to deal with the case $x, y \notin K$, which models mismodeling errors, namely, the case when $d(x, K)$ and $d(y, K)$ are small but possibly nonzero.

Suppose that $F : A \subseteq X \to Y$ is Lipschitz and satisfies (2.6) and the Hölder stability estimate

$$\|x - y\|_X \leq c\|Q_N F(x) - Q_N F(y)\|_Y^\alpha,$$

where $K$ is a compact set (possibly a subset of a manifold $M$). Take now $x, y \in A$ such that

$$d(x, K) \leq \delta, \quad d(y, K) \leq \delta,$$

for some $\delta \in [0, 1]$. We claim that

$$\|x - y\|_X \leq c\|Q_N F(x) - Q_N F(y)\|_Y^\alpha + 2(1 + c(DL)^\alpha)\delta^\alpha,$$

where $L > 0$ denotes the Lipschitz constant of $F$.

Indeed, let $x_K, y_K \in K$ be such that $d(x, K) = \|x - x_K\|_X$ and $d(y, K) = \|y - y_K\|_X$, whose existence follows by the compactness of $K$. We readily derive

$$\|x - y\|_X \leq \|x - x_K\|_X + \|x_K - y_K\|_X + \|y_K - y\|_X \leq c\|Q_N F(x_K) - Q_N F(y_K)\|_Y^\alpha + d(x, K) + d(y, K).$$

By using the fact that $t \mapsto t^\alpha$ is subadditive, together with condition (1) from Hypothesis 2.1, we obtain

$$\|Q_N F(x_K) - Q_N F(y_K)\|_Y^\alpha \leq (DL)^\alpha (\|x - x_K\|_X^\alpha + \|y - y_K\|_X^\alpha) + \|Q_N F(x) - Q_N F(y)\|_Y^\alpha.$$

Altogether, we have

$$\|x - y\|_X \leq c\|Q_N F(x) - Q_N F(y)\|_Y^\alpha + d(x, K) + d(y, K) + c(DL)^\alpha (d(x, K)^\alpha + d(y, K)^\alpha)$$

for every $x, y \in A$. Thus, by using (2.9), (2.10) immediately follows.
3. Stability for two nonlinear inverse problems

In this section we apply the abstract stability results to two severely ill-posed nonlinear inverse boundary value problems: the Calderón problem and the Gel’fand-Calderón problem. We present here the main results and leave all the proofs to Sections 8 and 9.

3.1. The Calderón problem with a triangular inclusion. In this section we focus on the Calderón problem [43, 37, 93], which is the mathematical model for electrical impedance tomography (EIT) [46].

Consider a bounded Lipschitz domain \( \Omega \subseteq \mathbb{R}^d \), with \( d \geq 2 \), equipped with an electrical conductivity \( \sigma \in L^\infty_+ (\Omega) \), where

\[ L^\infty_+ (\Omega) := \{ f \in L^\infty (\Omega) : f \geq \lambda \text{ a.e. in } \Omega, \text{ for some } \lambda > 0 \} . \]

The corresponding Dirichlet-to-Neumann (DN) or voltage-to-current map is the operator \( \Lambda_\sigma : H^{1/2} (\partial \Omega) \to H^{-1/2} (\partial \Omega) \), defined by

\[
\Lambda_\sigma (f) = \sigma \frac{\partial u^f_\sigma}{\partial \nu} \bigg|_{\partial \Omega},
\]

where \( \nu \) is the unit outward normal to \( \partial \Omega \) and \( u^f_\sigma \in H^1 (\Omega) \) is the unique weak solution of the Dirichlet problem for the conductivity equation

\[
\begin{cases}
-\nabla \cdot (\sigma \nabla u^f_\sigma) = 0 & \text{in } \Omega, \\
u^f_\sigma = f & \text{on } \partial \Omega.
\end{cases}
\]

The following inverse boundary value problem arises from this framework, see [43, 37, 93] and references therein.

Inverse conductivity problem. Given \( \Lambda_\sigma \), find \( \sigma \) in \( \Omega \).

It is well known that the knowledge of \( \Lambda_\sigma \) determines \( \sigma \) uniquely if \( d = 2 \) [82, 20] or if \( \sigma \) is smooth enough [92, 62, 45]. The inverse problem is severely ill-posed, and only logarithmic stability holds true [8, 81, 48, 44].

In recent years several Lipschitz stability estimates have been obtained for this inverse problem under certain a priori assumptions on \( \sigma \), such as for \( \sigma \) piecewise constant [13], piecewise linear [10], for \( \sigma \) belonging to a finite-dimensional subspace of piecewise analytic functions [64, 52] (see [59, 9] for the anisotropic case), or under nonlinear assumptions, namely for \( \sigma \) piece-wise constant on polygons or polygonal partitions with a known upper bound on the number of (unknown) vertices/edges [32, 30, 33, 19]. In all these cases, full boundary measurements are required, i.e. all possible combinations of current/voltage data.

When only a finite number of measurements is available, several results have been recently obtained [4, 64, 89, 7, 5] where the conductivity is always assumed to lie in a certain finite-dimensional linear subspace \( W \) of \( L^\infty (\Omega) \). Related works consider the problem of locating small inhomogeneities inside the medium, which again can be seen as a way of reducing the dimensionality of the unknown space [40, 15, 16].

We now show how the results of Section 2.2 can be used to derive Lipschitz stability estimates for EIT under nonlinear assumptions with finite measurements.

For this, it is useful to denote the family of triangles in \( \mathbb{R}^2 \) by \( \Delta^2 \), namely,

\[ \Delta^2 := \{ \text{conv} \{ v_0, v_1, v_2 \} : v_0, v_1, v_2 \in \mathbb{R}^2, \det(v_1 - v_0, v_2 - v_0) \neq 0 \} . \]
where \( \text{conv} \, S \) stands for the convex hull of a set \( S \), i.e. the smallest set containing all convex combinations of elements in \( S \). The condition \( \det(v_1 - v_0, v_2 - v_0) \neq 0 \) in the definition of \( \triangle^2 \) ensures that the triangles are not degenerate.

Let us now consider the following two-dimensional setup.

- \( \Omega \subset \mathbb{R}^2 \) is a bounded Lipschitz domain.
- \( X = L^1(\Omega) \).
- \( Y = \mathcal{L}(H^\frac{1}{2}(\partial \Omega), H^{-\frac{1}{2}}(\partial \Omega)) \).
- \( M = \{ \sigma_T = 1 + (k - 1)\chi_T : T \in \triangle^2, T \subseteq \Omega, \text{dist}(T, \partial \Omega) > d_0/2 \} \) for some fixed \( d_0 > 0 \) and \( k > 0, k \neq 1 \).
- \( K = \{ \sigma_T \in M : \text{dist}(T, \partial \Omega) \geq d_0, |T| \geq d_1 \} \), for some \( d_1 > 0 \).
- \( P_N^1 : H^\frac{1}{2}(\partial \Omega) \to H^\frac{1}{2}(\partial \Omega) \) and \( P_N^2 : H^{-\frac{1}{2}}(\partial \Omega) \to H^{-\frac{1}{2}}(\partial \Omega) \) are bounded linear maps for \( N \in \mathbb{N} \), such that \( (P_N^j)^* = P_N^j \), \( j = 1, 2 \), and \( P_N^I \to I_{H^\frac{1}{2}(\partial \Omega)} \) and \( P_N^2 \to I_{H^{-\frac{1}{2}}(\partial \Omega)} \) strongly as \( N \to +\infty \). In particular, since \( H^s(\partial \Omega) \) is a Hilbert space for \( s \in \mathbb{R} \), the \( P_N^1 \) can be chosen as orthogonal projections onto the space spanned by the first \( N \) elements of any orthonormal bases.
- \( Q_N y = P_N^2 y P_N^1 \) for \( y \in Y \), as in Example 2.3.

This is a special case of the one considered in [30], where the following Lipschitz stability was proved:

\[
\| \sigma_1 - \sigma_2 \|_{L^1(\Omega)} \leq C \| \Lambda_{\sigma_1} - \Lambda_{\sigma_2} \|_{H^\frac{1}{2}(\partial \Omega) \to H^{-\frac{1}{2}}(\partial \Omega)} \quad \sigma_1, \sigma_2 \in K, \tag{3.3}
\]

where \( C > 0 \) is a constant depending on \( K \) and \( M \). The techniques developed in this paper allows us to easily obtain the same stability in the case of a finite number of measurements.

**Theorem 3.1.** Under the above assumptions, there exists \( C > 0 \) depending only on \( \Omega, d_0, d_1 \) and \( k \) such that

\[
\| \sigma_1 - \sigma_2 \|_{L^1(\Omega)} \leq C \| Q_N(\Lambda_{\sigma_1}) - Q_N(\Lambda_{\sigma_2}) \|_{H^\frac{1}{2}(\partial \Omega) \to H^{-\frac{1}{2}}(\partial \Omega)} \quad \sigma_1, \sigma_2 \in K, \tag{3.4}
\]

for every sufficiently large \( N \in \mathbb{N} \).

The proof is presented in Section 8. After having showed that \( M \) is indeed a manifold with the required properties, the result follows from (3.3) and Theorem 2.4. As far as we know, the only available stability result in this setting with finite measurements is [78] (see also [58, 70, 25] for uniqueness results), which, in contrast to ours, cannot be extended beyond polygonal-type assumptions.

**Remark 3.1.** We chose to consider a manifold of piecewise constant conductivities on triangles in order to keep the exposition as simple as possible. Since the Lipschitz stability result with the full DN map [30] holds for general polygons, it is natural to ask if a discretized estimate (3.4) could be obtained in that setting. We believe that this is possible thanks to Theorem 2.6. Indeed, the set of piece-wise constant conductivities with discontinuities on a single polygon, as considered in [30], can be seen as a (finite) disjoint union of manifolds of different dimensions.

### 3.2. The Gel’fand-Calderón problem with spherical inclusions

This is a close relative of the Calderón problem. We consider the Dirichlet problem for the Schrödinger equation

\[
\begin{cases}
-\Delta u + (\beta + q)u = 0 & \text{in } \Omega, \\
u = \phi & \text{on } \partial \Omega,
\end{cases}
\]
where \( \phi \in H^{1/2}(\partial \Omega) \), \( q \in L^\infty(\Omega) \) and \( \beta \in L^\infty(\Omega) \) is a known background potential, with \( \Omega \subseteq \mathbb{R}^3 \) a bounded Lipschitz domain. We assume that 0 is not a Dirichlet eigenvalue of \(-\Delta + \beta + q\), so that the boundary value problem is well posed.

Under this assumption, we can define the Dirichlet-to-Neumann map

\[
\Lambda_q: H^{1/2}(\partial \Omega) \to H^{-1/2}(\partial \Omega), \quad \Lambda_q(\phi) = \left. \frac{\partial \phi}{\partial \nu} \right|_{\partial \Omega},
\]

where \( u^\phi_{q} \) is the unique solution of the Dirichlet problem above. Let us now state the related inverse boundary value problem.

**Gel'fand-Calderón’s problem.** Given \( \Lambda_q \), find \( q \) in \( \Omega \).

Also for this problem, many uniqueness and logarithmic stability results have been obtained \( [83, 8, 42, 84] \), as well as many Lipschitz stability results for potentials belonging to a finite-dimensional space or with polyhedral type discontinuities (see \( [28, 26, 11, 90] \) and references therein). All these results require the knowledge of the full DN map, i.e. an infinite number of measurements.

As for the Calderón problem, we show how the results of Section 2 can be used to derive a Lipschitz stability estimate with a finite number of measurements.

We consider potentials \( q \) that are piecewise constant with discontinuities on a finite number of (disjoint) balls, with unknown centers and radii. We also assume that the coefficient on each ball is unknown and varies continuously in a bounded interval. To the best of our knowledge, the latter assumption has never been considered in the literature and provides an additional challenge to the problem. Thus, in this setting, the stability with an infinite number of measurements is new as well.

Let \( a_{\text{max}} > 0 \) and \( 0 < q_{\text{min}} < q_{\text{max}} < +\infty \) and consider \( L^\infty(\Omega) \) potentials of the form \( \beta + q \), where

\[
q = \sum_{k=1}^{p} \lambda_k \chi_{B(a_k, r_k)},
\]

where \( 1 \leq p \leq N_B \), for some known \( N_B \in \mathbb{N} \), and \( |\lambda_k|, r_k \in [q_{\text{min}}, q_{\text{max}}] \) and \( a_k \in \mathbb{R}^3 \) with \( |a_k| \leq a_{\text{max}} \) for \( k = 1, \ldots, p \). We assume that \( B(0, a_{\text{max}} + q_{\text{max}}) \subseteq \Omega \) and

\[
r_k + r_{\ell} \leq \eta |a_k - a_{\ell}| \quad \text{for every} \quad k \neq \ell,
\]

for some \( \eta \in (0, 1) \), so that the balls are contained in \( \Omega \) (and at positive distance from \( \partial \Omega \)) and are pairwise disjoint. Moreover, we assume that there is a constant \( D > 0 \) such that

\[
\|(-\Delta + \beta + q)^{-1}\|_{L(H^{-1}(\Omega), H^1_0(\Omega))} \leq D,
\]

which, in particular, tells us that \( \Lambda_q \) is well defined. We denote the set of potentials \( q \) satisfying the above conditions by \( K \).

We now consider the projections \( Q_N y = P_N^2 y P_N^1 \) for \( y \in L(H^{1/2}(\partial \Omega), H^{-1/2}(\partial \Omega)) \) as in section 3.1.

We can now state the main stability result of the section.

**Theorem 3.2.** Under these assumptions, there exists \( C > 0 \) depending only on \( K \) such that

\[
\|q_1 - q_2\|_{L^1(\Omega)} \leq C\|Q_N(\Lambda_{q_1}) - Q_N(\Lambda_{q_2})\|_{H^{1/2}(\partial \Omega) \to H^{-1/2}(\partial \Omega)}, \quad q_1, q_2 \in K,
\]

for every sufficiently large \( N \in \mathbb{N} \).
The proof is given in Section 9 and it is based on Theorem 2.6. Several preliminary lemmas are needed before we can check the assumptions of Theorem 2.6. The crucial step is the injectivity of the Frechét derivative of the DN map. This is obtained by combining a family of complex geometrical optics (CGO) solutions with a Runge approximation argument, together with some properties of Bessel functions.

4. Reconstruction algorithm

The $\alpha$-Hölder stability estimate from Theorem 2.4 can be used to design a reconstruction algorithm when $\alpha \in \left(\frac{1}{2}, 1\right]$. In this section, we slightly strengthen the assumptions of Theorem 2.4 (regarding the regularity of $F$, $M$ and the map $Q$), and let

- $X$ and $Y$ be Banach spaces;
- $Q : Y \to Y$ be a continuous finite-rank operator;
- $A \subseteq X$ be an open set;
- $M \subseteq A$ be an $n$-dimensional differentiable manifold $\alpha$-Hölder in $X$, for some $\alpha \in \left(\frac{1}{2}, 1\right]$ and constant $\ell \in (0, 1]$ as in (2.2);
- $K \subseteq M$ be a compact set;
- $F \in C^1(M, Y)$ be such that
  \begin{itemize}
  \item $(F \circ \varphi_i^{-1})' : \varphi_i(U_i) \to \mathcal{L}(\mathbb{R}^n, Y)$ is Lipschitz continuous for every $i \in I$, where $\{(U_i, \varphi_i)\}_{i \in I}$ is an atlas for $M$;
  \item there exists $C > 0$ such that
  \begin{equation}
  \|x - y\|_X \leq C\|QF(x) - QF(y)\|_Y^\alpha, \quad x, y \in M.
  \end{equation}
\end{itemize}

Remark 4.1. Since the range of $Q$ is finite dimensional, it is isomorphic to a finite-dimensional Euclidean space. In particular, in what follows, and without loss of generality, we assume that $Y$ is a Hilbert space.

We denote the unknown signal by $x^\dagger \in K$ and the corresponding measurements by $QF(x^\dagger)$. We derive a global reconstruction algorithm which allows for the recovery of $x^\dagger$ from the knowledge of $QF(x^\dagger)$.

4.1. The initial guess $x_0$. To reconstruct $x^\dagger$ from its corresponding measurement $QF(x^\dagger)$, we perform an iterative method based on the Landweber iteration (see [50, Theorem 3.2] and [7, Proposition 10]). Before doing this, we need to find a starting point $x_0 \in K$ sufficiently close to the unknown $x^\dagger$ so that the following two conditions are satisfied.

1. Both $x_0$ and $x^\dagger$ are contained in the same compact set $K_0 \subseteq U_i$ for some $i \in I$. More precisely, by Lemma 6.3 below, if $x_0 \in K$ is a point satisfying
   \[ \|x_0 - x^\dagger\|_X < \delta_{K,M} \]
   ($\delta_{K,M}$ is a positive constant depending only on $K$ and $M$), then there exists a compact set $K_j \subseteq K$ such that $x_0 \in K_j$ and
   \[ x^\dagger \in K_0 := \overline{B_X(K_j, \delta_{K,M})} \cap K \subseteq U_i \]
   for some $i \in I$. 

\begin{itemize}
\item $X$ and $Y$ be Banach spaces;
\item $Q : Y \to Y$ be a continuous finite-rank operator;
\item $A \subseteq X$ be an open set;
\item $M \subseteq A$ be an $n$-dimensional differentiable manifold $\alpha$-Hölder in $X$, for some $\alpha \in \left(\frac{1}{2}, 1\right]$ and constant $\ell \in (0, 1]$ as in (2.2);
\item $K \subseteq M$ be a compact set;
\item $F \in C^1(M, Y)$ be such that
  \begin{itemize}
  \item $(F \circ \varphi_i^{-1})' : \varphi_i(U_i) \to \mathcal{L}(\mathbb{R}^n, Y)$ is Lipschitz continuous for every $i \in I$, where $\{(U_i, \varphi_i)\}_{i \in I}$ is an atlas for $M$;
  \item there exists $C > 0$ such that
  \begin{equation}
  \|x - y\|_X \leq C\|QF(x) - QF(y)\|_Y^\alpha, \quad x, y \in M.
  \end{equation}
\end{itemize}
\end{itemize}
(2) The Landweber iteration related to the minimization of
\[ \min_{h \in \varphi_i(K_0)} \| Q(F \circ \varphi_i^{-1})(h) - QF(x^\dagger) \|^2_Y, \]
starting at \( h_0 = \varphi_i(x_0) \in \mathbb{R}^n \) converges. This is ensured when
\[ \| x_0 - x^\dagger \|_X < \omega^{-1}(\rho), \]
for a certain fixed \( \rho > 0 \) (see Proposition 4.1 below), where \( \omega \) is the modulus of continuity given in Remark 6.1 below.

In the following lemma we establish a condition to discriminate whether a point \( x_0 \in K \) satisfies these requirements by comparing the value \( QF(x_0) \) with the measurement \( QF(x^\dagger) \).

**Lemma 4.1.** If \( x_0 \in K \) satisfies
\[ (4.3) \quad \| QF(x_0) - QF(x^\dagger) \|_Y < \left( \frac{\min\{\omega^{-1}(\rho), \delta_{K,M}\}}{C} \right)^{1/\alpha}, \]
then
\[ (4.4) \quad \| x_0 - x^\dagger \|_X < \min\{\omega^{-1}(\rho), \delta_{K,M}\}. \]

**Proof.** The bound (4.4) is a direct consequence of (4.3) and the Hölder stability estimate for \( QF \), (4.2). \( \square \)

It only remains to show a procedure to choose a good candidate for the initial guess \( x_0 \in K \) satisfying (4.3).

**Lemma 4.2.** Let \( \{x_j\}_{j \in J} \subseteq K \) be a finite set of points satisfying
\[ (4.5) \quad K \subseteq \bigcup_{j \in J} B_X(x_j, r), \]
with
\[ (4.6) \quad r = \frac{1}{L\|Q\|_{L(Y,Y)}} \left( \frac{\min\{\omega^{-1}(\rho), \delta_{K,M}\}}{C} \right)^{1/\alpha}. \]
Then, inequality (4.3) holds for at least one point \( x_0 = x_j \) in the set.

The finite set of points \( \{x_j\}_{j \in J} \subseteq K \), which exists since \( K \) is compact, can be constructed by considering sufficiently fine lattices in \( \varphi_i(U_i \cap K) \) mapped back to \( M \) via \( \varphi_i^{-1} \).

**Proof.** Since \( x^\dagger \in K \), there exists \( x_j \) in the lattice at a distance of at most \( r > 0 \) from \( x^\dagger \). Recalling (4.1) we have
\[ \| F(x_j) - F(x^\dagger) \|_Y \leq L\|x_j - x^\dagger\|_X. \]
Then we can estimate
\[ \| QF(x_j) - QF(x^\dagger) \|_Y \leq L\|Q\|_{L(Y,Y)}\|x_j - x^\dagger\|_X < L\|Q\|_{L(Y,Y)}r, \]
so (4.3) follows for \( x_0 = x_j \). \( \square \)
4.2. Local reconstruction. In the following proposition we provide an iterative method based on [50] to reconstruct $x^\dagger$ starting from a good approximation $x_0$.

**Proposition 4.1.** There exist $\rho, \mu > 0$ and $c \in (0, 1)$ such that the following is true. Let $x^\dagger \in K$ and $QF(x^\dagger) \in Y$. Suppose that $x_0 \in K$ satisfies

$$\|x_0 - x^\dagger\|_X < \min\{\omega^{-1}(\rho), \delta_{K,M}\}.$$ 

Let $i \in I$ be the index from condition (1) above and $\{x_k\}_k$ be the sequence of points defined by the recursive relation

$$\varphi_i(x_{k+1}) = \varphi_i(x_k) - \mu(F \circ \varphi_i^{-1})(\varphi_i(x_k))^\ast Q^\ast(QF(x_k) - QF(x^\dagger)).$$

Then $x_k \to x^\dagger$. More precisely, the convergence rate is given by

$$\|x_k - x^\dagger\|_X \leq \frac{\rho c^k}{k}, \quad k \in \mathbb{N},$$

if $\alpha = 1$, and

$$\|x_k - x^\dagger\|_X \leq \frac{1}{k} \left(ck \frac{1-\alpha}{\alpha} + \rho \frac{1-\alpha}{\alpha}\right)^{-\frac{\alpha}{1-\alpha}}, \quad k \in \mathbb{N},$$

if $\alpha \in \left(\frac{1}{2}, 1\right)$.

**Proof.** First recall that the index $i \in I$ and the compact set $K_0 \subseteq U_i$ were fixed in condition (1). Next define $\tilde{F} = F \circ \varphi_i^{-1} : \varphi_i(U_i) \to Y$ and let $h_0 = \varphi_i(x_0)$. The Landweber iteration for the minimization of

$$\min_{h \in \tilde{F}(U_i)} \|Q \tilde{F}(h) - QF(x^\dagger)\|^2_Y$$

reads

$$h_{k+1} = h_k - \mu \tilde{F}'(h_k)^\ast Q^\ast(Q \tilde{F}(h_k) - QF(x^\dagger)), \quad k \in \mathbb{N},$$

where $\mu > 0$ is the step size. Since $\varphi_i|_{K_0}$ has modulus of continuity $\omega$ (see Remark 6.1 below), we have that

$$|h_0 - \varphi_i(x^\dagger)| \leq \omega(\|x_0 - x^\dagger\|_X) < \rho,$$

and by [50, Theorem 3.2] (see also [7, Proposition 10]), $h_k \to \varphi_i(x^\dagger)$. Moreover, if $\alpha = 1$, the convergence rate is

$$|h_k - \varphi_i(x^\dagger)| \leq \rho c^k,$$

while for $\alpha \in \left(\frac{1}{2}, 1\right)$,

$$|h_k - \varphi_i(x^\dagger)| \leq \left(ck \frac{1-\alpha}{\alpha} + \rho \frac{1-\alpha}{\alpha}\right)^{-\frac{\alpha}{1-\alpha}}, \quad k \in \mathbb{N}.$$

Finally, let us define $x_k = \varphi_i^{-1}(h_k)$ for every $k \in \mathbb{N}$ and observe that by continuity $x_k \to x^\dagger$. Moreover, by (2.2), the convergence rate is

$$\|x_k - x^\dagger\|_X \leq \frac{1}{k} |h_k - \varphi_i(x^\dagger)|^\alpha, \quad k \in \mathbb{N},$$

and the proof is complete. \qed

4.3. Global reconstruction. We combine these two steps to obtain a global reconstruction algorithm, see Algorithm 1. Note that this algorithm can be split into an offline part and an online part. The offline part consists of the computation of $Q(F(x_j))$ for $j \in J$, which has to be done only once and can be done in parallel.
5. Toy Examples

In this section, we consider several examples of manifolds $M$ and, in one case, of an operator $F$ satisfying the assumptions of our results. We do not aim at studying complicated and real-world scenarios, but rather at illustrating our results with simple, if not toy, case studies.

5.1. Indicator functions on balls with variable centres and radii. Let

$$M = \{ \chi_{B(a,r)} : a \in \mathbb{R}^d, |a| < A, \theta_0 < r < \theta_1 \},$$

where $A > 0$ and $0 < \theta_0 < \theta_1$ are fixed parameters, and consider the function $\varphi: M \to \mathbb{R}^d \times \mathbb{R}$ given by $\varphi(\chi_{B(a,r)}) = (a, r)$.

$M$ is a differentiable manifold Hölder in $L^p = L^p(\mathbb{R}^d)$ for $p \in [1, +\infty)$. We show that the set $M$ together with the atlas $\{(M, \varphi)\}$ is an $(d + 1)$-dimensional differentiable manifold in $L^p$ for finite $p$. Since $M \subseteq L^p$ for each $1 \leq p \leq \infty$ and $\varphi \circ \varphi^{-1} = Id$ is the unique transition map, it only remains to study for which values of $p$ the function $\varphi$ is indeed a homeomorphism. For $p = \infty$, the difference in $L^\infty$ between any two different elements in $M$ is equal to 1, that is

$$\| \chi_{B(a_1,r_1)} - \chi_{B(a_2,r_2)} \|_{L^\infty} = 1,$$

so $\varphi^{-1}$ is not continuous in $L^\infty$. As a consequence, $M \subseteq L^\infty$ is not a differentiable manifold in $L^\infty$. For $1 \leq p < \infty$, it turns out that

$$\| \chi_{B(a_1,r_1)} - \chi_{B(a_2,r_2)} \|_{L^p} = \left( \int_{\mathbb{R}^d} |\chi_{B(a_1,r_1)}(x) - \chi_{B(a_2,r_2)}(x)|^p \, dx \right)^{1/p} = |B(a_1,r_1) \triangle B(a_2,r_2)|^{1/p},$$


\begin{algorithm}
\caption{Reconstruction of $x^i$ from $Q(F(x^i))$}
\begin{algorithmic}[1]
\STATE 1: Input $X$, $Y$, $M$, $\{(U_i, \varphi_i)\}_{i \in I}$, $K$, $Q$, $F$, $Q(F(x^i))$, $\alpha$, $\ell$, $\rho$, $\mu$, $C$ and $M$.
\STATE 2: Equip $\mathbb{R}^n$ and $Q(Y)$ with equivalent Euclidean scalar products.
\STATE 3: Find a finite set $\{x_j\}_{j \in J} \subseteq K$ so that (4.5) is satisfied with $r$ as in (4.6).
\FOR {$j \in J$}
\STATE 4: Compute $Q(F(x_j))$.
\IF {$(4.3)$ is satisfied with $x_0 = x_j$}
\STATE 5: Choose $i \in I$ and $K_0 \subseteq U_i$ as in condition (1).
\STATE 6: Let $h_0 = \varphi_i(x_0)$.
\FOR {$k = 0, 1, 2, \ldots$}
\STATE 7: Set $h_{k+1} = h_k - \mu(F \circ \varphi_i^{-1})'(h_k) \times (Q(F \circ \varphi_i^{-1})(h_k) - QF(x^i))$.
\STATE 8: Check the stopping criterion.
\ENDFOR
\STATE 9: Output $x_{k+1} = \varphi_i^{-1}(h_{k+1})$.
\ENDFOR
\end{algorithmic}
\end{algorithm}


Consider the function $L$ diffeomorphism in that $\parallel L(\delta)\parallel$ not embedded in $(d, A, g_0, g_1)$.

In consequence, $\phi(\delta)$ is a homeomorphism, so $M \subseteq L^p$ is an $(d + 1)$-dimensional differentiable manifold in $L^p$ for each $1 < p < \infty$. In addition, by Definition 2.2, it turns out that $M$ is $\frac{1}{p}$-Hölder in $L^p$ for $1 \leq p < \infty$.

$M$ is not embedded in $L^p$ for $p \in (1, +\infty)$. Since

$$\frac{\| \chi_B(a_1, r_1) - \chi_B(a_2, r_2) \|_{L^p}}{|(a_1, r_1) - (a_2, r_2)|} \asymp |(a_1, r_1) - (a_2, r_2)|^{-(p-1)/p},$$

the function $\phi^{-1}$ is not locally Lipschitz for any $1 < p < \infty$. Hence $\phi$ fails to be a diffeomorphism and, by Remark 2.1, $M$ is not embedded in $L^p$ for any $1 < p < \infty$.

$M$ is Lipschitz but not embedded in $L^1$. For $p = 1$, both $\phi$ and $\phi^{-1}$ are Lipschitz continuous, and according to Definition 2.2, $M$ is Lipschitz in $L^1$. However, $M$ is not embedded in $L^1$. To see this, fix $r_1 = r_2 = 1$ (without loss of generality, assume that $g_0 < 1 < g_1$) and observe that $\phi^{-1}$ is not Fréchet differentiable, so $\phi$ is not a diffeomorphism in $L^1$. Indeed, the following holds for $h \in \mathbb{R}^d \setminus \{0\}$,

$$\lim_{t \to 0^+} \frac{\chi_B((1, h_1))(z) - \chi_B(0, 1))(z)}{t} = \begin{cases} +\infty & \text{if } |z| = 1 \text{ and } \langle z, h \rangle > 0, \\ -\infty & \text{if } |z| = 1 \text{ and } \langle z, h \rangle < 0, \\ 0 & \text{elsewhere.} \end{cases}$$

The right-hand side in the previous equation defines a function which is zero almost everywhere. However, by (5.1) we have

$$\frac{\| \chi_B((1, h))(z) - \chi_B(0, 1))(z) \|_{L^1}}{t} \asymp |h|,$$

for every $t > 0$, so $\phi^{-1}$ is not Fréchet differentiable. Thus $M$ is not embedded in $L^1$.

5.2. Indicator functions on balls with variable centres, radii and intensities. Take $A > 0$ and $0 < g_0 < g_1$ and let

$$M = \{ \lambda \chi_{B(a, r)} : a \in \mathbb{R}^d, |a| < A, \lambda, r \in (g_0, g_1) \}.$$ Consider the function $\varphi : M \to \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}$ given by $\varphi(\lambda \chi_{B(a, r)}) = (a, r, \lambda)$ for every $\lambda \chi_{B(a, r)} \in M$, so that $\varphi(M) = B(0, A) \times (g_0, g_1)^2$. 

$f(x) \asymp g(x)$ for $x \in X$ means that there exists a constant $c \geq 1$ independent of $x$ such that $\frac{1}{c} g(x) \leq f(x) \leq c g(x)$ for every $x \in X$. 

$1$
\( M \) is a differentiable manifold Lipschitz in \( L^1 = L^1(\mathbb{R}^d) \). We show that set \( M \) together with the atlas \( \{(M, \varphi)\} \) is an \((d + 2)\)-dimensional differentiable manifold in \( L^1 = L^1(\mathbb{R}^d) \). Since \( M \subset L^1 \) and \( \varphi \circ \varphi^{-1} = \text{Id} \) is the unique transition map, it only remains to check that \( \varphi \) is a homeomorphism. In fact, we claim that \( \varphi \) is bi-Lipschitz, and in particular \( M \) is Lipschitz in \( L^1 \).

Let \((a_1, r_1, \lambda_1), (a_2, r_2, \lambda_2) \in \varphi(M)\). Then

\[
\| \lambda_1 \chi_{B(a_1, r_1)} - \lambda_2 \chi_{B(a_2, r_2)} \|_{L^1} = \int_{\mathbb{R}^d} |\lambda_1 \chi_{B(a_1, r_1)}(x) - \lambda_2 \chi_{B(a_2, r_2)}(x)| \, dx = \lambda_1 |B(a_1, r_1) \setminus B(a_2, r_2)| + \lambda_2 |B(a_2, r_2) \setminus B(a_1, r_1)| + |\lambda_1 - \lambda_2| |B(a_1, r_1) \cap B(a_2, r_2)|.
\]

Recalling (B.1) we get

\[
\lambda_1 |B(a_1, r_1) \setminus B(a_2, r_2)| + \lambda_2 |B(a_2, r_2) \setminus B(a_1, r_1)| \leq |B(a_1, r_1) \Delta B(a_2, r_2)| \leq |(a_1, r_1) - (a_2, r_2)|.
\]

Furthermore, observe that

\[
|B(a_1, r_1) \cap B(a_2, r_2)| \leq \omega_d \max\{r_1, r_2\}^d \leq \omega_d g^d,
\]

where \( \omega_d \) stands for the Lebesgue measure of the unit ball in \( \mathbb{R}^d \). Combining these two estimates, we obtain that \( \varphi^{-1} \) is Lipschitz continuous.

For the reverse inequality we distinguish three cases. First, if \(|a_1 - a_2| < |r_1 - r_2|\) then either \(B(a_1, r_1) \subseteq B(a_2, r_2)\) or \(B(a_2, r_2) \subseteq B(a_1, r_1)\), and thus

\[
|B(a_1, r_1) \cap B(a_2, r_2)| \geq \omega_d \min\{r_1, r_2\}^d \geq \omega_d g^d.
\]

On the other hand, if \(|a_1 - a_2| \geq |r_1 - r_2|\) and \(|a_1 - a_2| < g_0\), by using the argument at the beginning of subsection B we have

\[
|B(a_1, r_1) \cap B(a_2, r_2)| \geq \omega_d \left( \frac{r_1 + r_2 - |a_1 - a_2|}{2} \right)^d \geq \omega_d \left( \frac{2g_0 - |a_1 - a_2|}{2} \right)^d > \omega_d \left( \frac{g_0}{2} \right)^d.
\]

Otherwise, if \(|a_1 - a_2| \geq |r_1 - r_2|\) and \(|a_1 - a_2| \geq g_0\), then we estimate \(|B(a_1, r_1) \cap B(a_2, r_2)| \geq 0\) and thus there exists a constant \( c > 0 \) such that

\[
\| \lambda_1 \chi_{B(a_1, r_1)} - \lambda_2 \chi_{B(a_2, r_2)} \|_{L^1} \geq c |(a_1, r_1) - (a_2, r_2)| \geq c |a_1 - a_2| + |r_1 - r_2| \geq g_0 + |r_1 - r_2| 
\]

\[
\geq g_0 \geq \frac{g_0}{\text{diam} \varphi(M)} |(a_1, r_1, \lambda_1) - (a_2, r_2, \lambda_2)|.
\]

Hence

\[
\| \lambda_1 \chi_{B(a_1, r_1)} - \lambda_2 \chi_{B(a_2, r_2)} \|_{L^1} \geq |(a_1, r_1) - (a_2, r_2)| + |\lambda_1 - \lambda_2| \geq |(a_1, r_1, \lambda_1) - (a_2, r_2, \lambda_2)|,
\]

that is, \( \varphi \) is bi-Lipschitz in \( M \). Thus \( M \) is an \((d + 2)\)-dimensional differentiable manifold Lipschitz in \( L^1 \).
5.3. Gaussians with different centres. For $a \in \mathbb{R}^d$, let $G_a : \mathbb{R}^d \to \mathbb{R}$ be the function $G_a(z) = e^{-|z-a|^2}$. We define $M = \{G_a : a \in \mathbb{R}^d\}$ and $\varphi : M \to \mathbb{R}^d$ as the function $\varphi(G_a) = a$. It is clear that $M \subseteq L^p(\mathbb{R}^d)$ for every $p \in [1, +\infty]$. In fact, we now show that $M$, together with the atlas $\{(M, \varphi)\}$, is a differentiable manifold embedded in $L^p$. For simplicity, we only treat the case $p \in [1, +\infty)$.

$\varphi^{-1}$ is Fréchet differentiable and $(\varphi^{-1})'(a)$ is injective for every $a \in \mathbb{R}^d$. To see this we first show that $\varphi^{-1} : \mathbb{R}^d \to L^p$ is Fréchet differentiable, i.e. that there exists a linear map $(\varphi^{-1})'(a)$ at each $a \in \mathbb{R}^d$ satisfying

$$\lim_{h \to 0} \frac{\|\varphi^{-1}(a + h) - \varphi^{-1}(a) - (\varphi^{-1})'(a)h\|_{L^p}}{|h|} = 0,$$

and then that $(\varphi^{-1})'(a)$ is injective for each $a \in \mathbb{R}^d$. To do this, we assume without loss of generality that $a = 0$ and we observe that the gradient of $h \mapsto G_h(z) = e^{-|z-h|^2} = e^{-|z|^2}e^{-|h|^2 + 2\langle z, h \rangle}$ at $h = 0$ is equal to $2e^{-|z|^2}z$. Thus

$$\lim_{h \to 0} \frac{|e^{-|z-h|^2} - e^{-|z|^2} - 2e^{-|z|^2}\langle z, h \rangle|}{|h|} = 0$$

for each $z \in \mathbb{R}^d$. In order to apply Lebesgue’s dominated convergence theorem to obtain (5.3) we need to show that the function

$$z \mapsto \frac{|e^{-|z-h|^2} - e^{-|z|^2} - 2e^{-|z|^2}\langle z, h \rangle|}{|h|}$$

is bounded by a function in $L^p$ for every sufficiently small $|h| > 0$. Indeed, by the triangle inequality,

$$\frac{|e^{-|z-h|^2} - e^{-|z|^2} - 2e^{-|z|^2}\langle z, h \rangle|}{|h|} \leq \frac{|e^{-|z-h|^2} - e^{-|z|^2}|}{|h|} + 2|z|e^{-|z|^2}.$$

Notice that, for every $z \in \mathbb{R}^d$ the following holds

$$|e^{-|z-h|^2} - e^{-|z|^2}| = e^{-|z|^2}\left|e^{\|z\|^2 - |z-h|^2} - 1\right|$$

$$\leq e^{-|z|^2}\left(e^{\|z\|^2 - |z-h|^2} - 1\right)$$

$$\leq \|z\|^2 - |z-h|^2 e^{\|z\|^2 - |z-h|^2} - |z|^2$$

$$= \|h|^2 - 2\langle z, h \rangle e^{|h|^2 - 2\langle z, h \rangle - |z|^2}$$

$$\leq |h|(\|h\| + 2|z|)e^{\|h\|^2 + 2|z||h| - |z|^2},$$

where in the second inequality we have used that $e^t \leq 1 + te^t$ for every $t \geq 0$. Thus, for every $0 < |h| < 1$ we have

$$\frac{|e^{-|z-h|^2} - e^{-|z|^2}|}{|h|} \leq (1 + 2|z|)e^{1 + 2|z||z|^2} = e^2(1 + 2|z|)e^{-(|z|^2 - 1)^2}.$$

Summarizing,

$$\frac{|e^{-|z-h|^2} - e^{-|z|^2} - 2e^{-|z|^2}\langle z, h \rangle|}{|h|} \leq e^2(1 + 2|z|)e^{-(|z|^2 - 1)^2} + 2|z|e^{-|z|^2}$$

$$+ e^{-|z|^2}e^{-|h|^2}.$$
for every $|h| < 1$, where the right-hand side is in $L^p$. Hence, by Lebesgue’s dominated convergence theorem,
$$\lim_{h \to 0} \frac{1}{|h|^p} \int_{\mathbb{R}^d} |e^{-|x-h|^2} - e^{-|z|^2} - 2e^{-|z|^2} (z, h)|^p \, dz = 0,$$
and (5.3) follows with $(\varphi^{-1})'(a) = \{z \mapsto 2e^{-|z-a|^2} (z - a, \cdot)\}$, which is an injective linear map in $\mathcal{L}(\mathbb{R}^d, L^p)$.

$M$ is a differentiable manifold embedded in $L^p$. It is easy to show that $(\varphi^{-1})'$ is continuous. We can now apply the inverse function theorem and obtain that $\varphi^{-1}$ is a diffeomorphism in a neighbourhood of every $a \in \mathbb{R}^d$. In particular, $\varphi^{-1} : \mathbb{R}^d \to M$ is a diffeomorphism and so $M$ is a differentiable manifold embedded in $L^p$. In particular, the tangent space $T_{G_a}M$ is contained in $L^p$,
$$T_{G_a}M = \left\{ z \mapsto 2e^{-|z-a|^2} (z - a, h) : h \in \mathbb{R}^d \right\} \subseteq L^p(\mathbb{R}^d).$$

$M$ is Lipschitz in $L^p$. By the mean value theorem for Gateaux differentiable functions between Banach spaces we obtain that for every $a, b \in \mathbb{R}^d$ there exists $c \in \mathbb{R}^d$ such that
$$\|\varphi^{-1}(a) - \varphi^{-1}(b)\|_{L^p} \leq \|((\varphi^{-1})'(c))_{\mathcal{L}(\mathbb{R}^d, L^p)}|a - b| = \|(\varphi^{-1})'(0))_{\mathcal{L}(\mathbb{R}^d, L^p)}|a - b|,$$
where we use the fact that, by construction, the norm of $(\varphi^{-1})'(c)$ is translation invariant.

$\varphi : M \to \mathbb{R}^d$ is uniformly Lipschitz. We already know that $\varphi$ is Lipschitz continuous, since it is a diffeomorphism. However, adapting the argument used to show that $\varphi^{-1}$ is uniformly Lipschitz, we immediately derive that $\varphi$ is uniformly Lipschitz too.

5.4. A classical inverse problem. In this example we consider the classical inverse problem of differentiation. We show that, even if this inverse problem is notoriously ill-posed, Lipschitz stability is restored by restricting the unknown to a finite-dimensional manifold.

The manifold $M$. Let $X = Y = L^1 = L^1([0, 1])$, fix $\varepsilon \in (0, 1/2)$ and consider the set
$$M = \{ \chi_{[a,b]} : a, b \in (0, 1), \ b - a > \varepsilon \} \subseteq L^1.$$
Let $\varphi : M \to \mathbb{R}^2$ be the function given by
$$\varphi(\chi_{[a,b]}) = (a, b).$$

The map $\varphi$ is bi-Lipschitz, and $M$ is a differentiable manifold Lipschitz in $L^1$. For $\chi_{[a_1,b_1]}, \chi_{[a_2,b_2]} \in M$, observe that
$$\|\chi_{[a_1,b_1]} - \chi_{[a_2,b_2]}\|_{L^1} = \|[a_1, b_1] \Delta [a_2, b_2]\|.$$
If $[a_1, b_1] \cap [a_2, b_2] \neq \emptyset$, then
$$\|[a_1, b_1] \Delta [a_2, b_2]\| = |a_1 - a_2| + |b_1 - b_2|.$$
On the other hand, if $[a_1, b_1] \cap [a_2, b_2] = \emptyset$, then
$$\|[a_1, b_1] \Delta [a_2, b_2]\| = b_1 - a_1 + b_2 - a_2 \leq |a_1 - a_2| + |b_1 - b_2|,$$ and for the other inequality, since $b_1 - a_1, b_2 - a_2 \geq \varepsilon$ and $a_1, a_2, b_1, b_2 \in [0, 1],$
$$\|[a_1, b_1] \Delta [a_2, b_2]\| = b_1 - a_1 + b_2 - a_2 \geq 2\varepsilon \geq \varepsilon(|a_1 - a_2| + |b_1 - b_2|).$$
Thus
\[ \varepsilon(|a_1 - a_2| + |b_1 - b_2|) \leq \|\chi_{[a_1,b_1]} - \chi_{[a_2,b_2]}\|_{L^1} \leq |a_1 - a_2| + |b_1 - b_2| \]
for \( \chi_{[a_1,b_1]}, \chi_{[a_2,b_2]} \in M \), so \( \varepsilon \) is bi-Lipschitz and \( M \subseteq L^1 \) is a 2-dimensional differentiable manifold 1-Hölder (Lipschitz) in \( L^1 \).

**The operator \( F \).** Next we define \( F : L^1 \to L^1 \) as the function
\[ u \mapsto F(u)(t) := \int_0^t u(s) \, ds, \quad t \in [0,1]. \]

**The differential of \( F \).** A direct computation shows
\[ F(\chi_{[a,b]})(t) = F(\chi_{[a,1]})(t) - F(\chi_{[b,1]})(t) = (t - a)\chi_{[a,1]}(t) - (t - b)\chi_{[b,1]}(t). \]

Since \( F \) is linear, then the Fréchet derivative of \( F \) at \( u \in L^1 \) coincides with \( F \), that is, \( F'(u) \equiv F \) for each \( u \in L^1 \). However, since \( M \) is not embedded in \( L^1 \) (see Section 5.1), we cannot define \( dF_{\chi_{[a,b]}} \) as the restriction of \( F'(\chi_{[a,b]}) \) to \( T_{\chi_{[a,b]}}M \) due to the fact that the tangent space is not contained in \( L^1 \). In order to compute \( dF_{\chi_{[a,b]}} \) we first need to check that \( F \circ \varphi^{-1} \) is Fréchet differentiable (see Appendix A.2). That is, we need to show that there exists a linear map \( A : \mathbb{R}^2 \to L^1 \) such that
\[ \lim_{\mu \to 0^+} \frac{1}{\mu} \left\| (F \circ \varphi^{-1})'(a + \mu h_1, b + \mu h_2) - (F \circ \varphi^{-1})(a, b) - \mu Ah \right\|_{L^1} = 0, \]
for \( h = (h_1, h_2) \in \mathbb{R}^2 \backslash \{0\} \). We start from the ansatz
\[ Ah(t) = \lim_{\mu \to 0^+} \frac{1}{\mu} \left( (F \circ \varphi^{-1})(a + \mu h_1, b + \mu h_2)(t) - (F \circ \varphi^{-1})(a, b)(t) \right) \quad \text{a.e. } t \in [0,1]. \]

Observe that the right-hand side above is equal to the derivative at \( \mu = 0 \) of
\[ \mu \mapsto (F \circ \varphi^{-1})(a + \mu h_1, b + \mu h_2)(t) \]
\[ = F(\chi_{[a+\mu h_1,b+\mu h_2]})(t) \]
\[ = (t - a - \mu h_1)\chi_{[a+\mu h_1,1]}(t) - (t - b - \mu h_2)\chi_{[b+\mu h_2,1]}(t). \]

Hence,
\[ Ah(t) = \begin{cases} 
0 & \text{if } t \in [0,a), \\
-h_1 & \text{if } t \in (a,b), \\
h_2 - h_1 & \text{if } t \in (b,1]. 
\end{cases} \]

In other words,
\[ Ah = h_2\chi_{[b,1]} - h_1\chi_{[a,1]} \quad \text{a.e. } t \in [0,1]. \]

We check that, in fact, \( A \) is the Fréchet differential of \( F \):
\[ \left\| (F \circ \varphi^{-1})(a + \mu h_1, b + \mu h_2) - (F \circ \varphi^{-1})(a, b) - \mu Ah \right\|_{L^1} \]
\[ = \int_{\mathbb{R}} \left| (t - a - \mu h_1)\chi_{[a+\mu h_1,1]}(t) - \chi_{[a,1]}(t) \right| + \left| (t - b - \mu h_2)\chi_{[b+\mu h_2,1]}(t) - \chi_{[b,1]}(t) \right| \, dt \]
\[ \leq \int_{a+\mu h_1}^{a+\mu h_1} \left| t - a - \mu h_1 \right| \, dt + \int_{b+\mu h_2}^{b+\mu h_2} \left| t - b - \mu h_2 \right| \, dt \]
\[ = \int_0^{\mu|h_1|} s \, ds + \int_0^{\mu|h_2|} s \, ds = \frac{\mu^2|h|^2}{2}, \]
so (5.4) holds. Thus \( F \circ \varphi^{-1} \) is Fréchet differentiable and 
\[
dF_{\chi[a, b]}(h_1, h_2) = h_2 \chi_{[b, 1]} - h_1 \chi_{[a, 1]}, \quad (h_1, h_2) \in \mathbb{R}^2,
\]
which is injective in \( \mathbb{R}^2 \) (since \( a < b < 1 \)).

The operator \( F \) is of class \( C^1(M, L^1) \). By Definition 2.3, we need to show that 
\( (F \circ \varphi^{-1})' : \varphi(M) \to \mathcal{L}(\mathbb{R}^2, L^1) \) is continuous, where
\[
\varphi(M) = \{(a, b) \in \mathbb{R}^2 : a, b \in (0, 1), b - a > \varepsilon \}
\]
and
\[
(F \circ \varphi^{-1})'(a, b) = dF_{\chi[a, b]}.
\]
In fact, if \((a, b), (a', b') \in \varphi(M)\), then
\[
\| (dF_{\chi[a, b]} - dF_{\chi[a', b']})(h_1, h_2) \|_{L^1} = \| h_2 (\chi_{[b, 1]} - \chi_{[b', 1]}) - h_1 (\chi_{[a, 1]} - \chi_{[a', 1]}) \|_{L^1} \leq |h_1| |a - a'| + |h_2| |b - b'| \\
\leq ((|h_1| + |h_2|)(|a - a'| + |b - b'|))
\]
for every \((h_1, h_2) \in \mathbb{R}^2\). Thus
\[
\|dF_{\chi[a, b]} - dF_{\chi[a', b']}\|_{\mathcal{L}(\mathbb{R}^2, L^1)} \leq \sqrt{2}(|a - a'| + |b - b'|),
\]
and the continuity of \(dF\) in \( \mathcal{L}(\mathbb{R}^2, L^1) \) follows.

Lipschitz stability with infinite-dimensional measurements. Let \( K \subseteq M \) be a compact set. For example, we can take
\[
K = \{\chi_{[a, b]} : a, b \in [\varepsilon, 1 - \varepsilon], b - a \geq 2\varepsilon\}.
\]
By Theorem 2.2, \( F \) satisfies the following Lipschitz stability estimate for some constant \( C > 0 \),
\[
\|\chi_{[a_1, b_1]} - \chi_{[a_2, b_2]}\|_{L^1} \leq C\|F(\chi_{[a_1, b_1]}) - F(\chi_{[a_2, b_2]})\|_{L^1}, \quad \chi_{[a_1, b_1]}, \chi_{[a_2, b_2]} \in K.
\]
Lipschitz stability with finitely many measurements. Furthermore, for \( N \in \mathbb{N} \) let us define the map \( Q_N : L^1 \to L^1 \) as the convolution \( Q_N u = \mathcal{F}_N * u \), where the so-called Fejér kernel is given by
\[
\mathcal{F}_N(t) = \sum_{k=-N}^{N} \left( 1 - \frac{|k|}{N + 1} \right) e^{2\pi i k t}.
\]
Constructed in this way, it turns out that \( Q_N \) satisfies the conditions from Hypothesis 2.1 with \( \bar{Y} = Y = L^1 \). Indeed, since \( \mathcal{F}_N * u \) converges to \( u \) in \( L^1 \) for every \( u \in L^1 \), then
\[
\lim_{N \to \infty} \|u - Q_N u\|_{L^1} = 0
\]
for every \( u \in L^1 \). On the other hand,
\[
\|Q_N u\|_{L^1} = \|\mathcal{F}_N * u\|_{L^1} \leq \|\mathcal{F}_N\|_{L^1} \|u\|_{L^1} = \|u\|_{L^1},
\]
so
\[
\|Q_N\|_{\mathcal{L}(L^1, L^1)} \leq 1, \quad N \in \mathbb{N}.
\]
As a consequence, by virtue of Theorem 2.5, for \( N \) and \( C \) large enough, \( Q_N F \) satisfies the Lipschitz stability estimate (2.7)
\[
\|x - y\|_{N} \leq C\|Q_N F(x) - Q_N F(y)\|_{Y}, \quad x, y \in K.
\]
It is worth observing that measuring $Q_N z$ for a certain $z \in L^1$ corresponds to measuring a low-frequency approximation of $z$.

6. Proofs: infinite-dimensional measurements

In this section we prove Theorems 2.1 and 2.2.

6.1. Lipschitz stability estimate in the large distance case. One of the common elements in the theorems in Section 2.1 is the injectivity assumption on the function $F$. This hypothesis, together with the continuity of $F$, is crucial to obtain the Lipschitz stability estimate in the large distance case, that is, when the distance between $x$ and $y$ in $K \subseteq X$ compact is uniformly bounded away from zero.

**Lemma 6.1.** Let $X$ and $Y$ be Banach spaces, $K \subseteq X$ be a compact set, $F : K \rightarrow Y$ be a continuous and injective function and $\delta > 0$. There exists a constant $C > 0$ such that

$$\|x - y\|_X \leq C\|F(x) - F(y)\|_Y$$

for every $x, y \in K$ such that $\|x - y\|_X \geq \delta$.

**Proof.** If $\{(x, y) \in K \times K : \|x - y\|_X \geq \delta\} = \emptyset$, the result is trivial. Otherwise, observe that since the set $\{(x, y) \in K \times K : \|x - y\|_X \geq \delta\}$ is compact and the function $(x, y) \mapsto \|F(x) - F(y)\|_Y$ is continuous, we can define

$C' := \min \{\|F(x) - F(y)\|_Y : x, y \in K \text{ s.t. } \|x - y\|_X \geq \delta\}$.

Then the injectivity of $F$ yields that $C' > 0$ and (6.1) follows with $C = \text{diam } K / C'$.

The previous lemma shows that the analysis can be restricted to the case where $x, y \in K$ are arbitrarily close, in which case we need to impose certain conditions for obtaining Lipschitz stability.

6.2. Proof of Theorem 2.1. In order to deal with the lack of convexity in the assumptions of Theorem 2.1, we show that it is possible to extend the compact set $K$ to a bigger compact subset of the manifold containing all line segments between points in $K$ of small length. This property, which can be understood as some sort of short distance convexity, turns out to be enough for our purposes. Here and in the rest of the paper we use the following notation: for $S \subseteq X$ and $\delta > 0$, we let

$$B_X(S, \delta) = \bigcup_{x \in S} B_X(x, \delta)$$

denote the $\delta$-neighbourhood of $S$.

**Lemma 6.2.** Let $X$ be a Banach space, $A \subseteq X$ be an open set, $W \subseteq X$ be an $n$-dimensional subspace and $K \subseteq W \cap A$ be a compact subset. There exist $\delta_K \in (0, \text{diam } K]$ and a compact set $\hat{K} \subseteq W \cap A$ such that $(1 - t)x + ty \in \hat{K}$ for all $t \in [0, 1]$ and every $x, y \in K$ satisfying $\|x - y\|_X \leq \delta_K$.

**Proof.** If $K$ is a singleton, the result is immediate. We assume that $\text{diam } K > 0$.

We begin by observing that in the case in which $W \cap A = W$, we just simply define $\hat{K}$ as the convex hull of $K$, so the result follows for any $\delta_K > 0$. On the other hand, if $W \setminus A \neq \emptyset$ we set

$$\delta_K := \frac{1}{2} \text{dist}(K, W \setminus A) = \frac{1}{2} \inf \{\|x - w\|_X : x \in K, w \in W \setminus A\},$$

and...
and $\delta_K = \min \{ \delta_k, \text{diam } K \}$. Since $K$ is compact and $W \setminus A$ is closed, then $\delta_K > 0$. Observe that for every $x \in K$, $w \in W \setminus A$ and $y \in B_X(x, \delta_K) \cap W$ we have that

$$2\delta_K \leq \|x - w\|_X \leq \|x - y\|_X + \|y - w\|_X.< \delta_K + \|y - w\|_X,$$

so $\|y - w\|_X > \delta_K$. As a consequence, we have that

$$\tilde{K} := B_X(K, \delta_K) \cap W \subseteq W \cap A.$$

Furthermore, the line segment between $x$ and $y$ is strictly contained in $\tilde{K}$ for every $x, y \in K$ satisfying $\|x - y\|_X \leq \delta_K$. Finally, since $\tilde{K}$ is contained in a finite-dimensional subspace $W$, to see that $\tilde{K}$ is compact it is enough to check that $\tilde{K}$ is bounded and closed. This follows from the fact that $\tilde{K}$ is the set of points which are at a distance of at most $\delta_K$ from a point in the compact set $K$. \hfill $\square$

It is worth to mention that, despite the fact that it might not be convex, the compact set $\tilde{K}$ contains every closed line segment between close points in $K$, and the same argument in the proof of [39, Theorem 2.1] is still valid if instead of $K$ we consider its extension $\tilde{K}$. However, for the sake of completeness and the benefit of the reader, we have decided to include the proof of the Lipschitz stability estimate here.

**Proof of Theorem 2.1.** By Lemma 6.1, we can assume that $x, y \in K$ are given such that $\|x - y\|_X < \delta$ for some fixed $\delta \in (0, \delta_K]$ to be determined later. Then, by Lemma 6.2, the closed line segment between $x$ and $y$ is contained in a compact set $\hat{K} \subseteq W \cap A$, i.e. $\gamma(t) := (1 - t)x + ty \in \hat{K}$ for every $t \in [0, 1]$. Recalling the fundamental theorem of calculus we can write

$$F(y) - F(x) = \int_0^1 (F \circ \gamma)'(t) \ dt = \int_0^1 F'(\gamma(t))(y - x) \ dt,$$

where in the second equality we have used the fact that $F \in C^1(A, Y)$. Therefore,

$$(F'(x - y) = F(x) - F(y) + \int_0^1 [F'(x) - F'(\gamma(t))](x - y) \ dt,$$

and taking norms we get

$$\|F'(x - y)\|_Y \leq \|F(x) - F(y)\|_Y + \int_0^1 \|F'(x) - F'(\gamma(t))\|_L(W, Y) \|x - y\|_X \ dt.$$

A rearrangement and an estimation of the terms gives us the following inequality,

$$\frac{\|F(x) - F(y)\|_Y}{\|x - y\|_X} \geq \inf_{z \in S_W} \{\|F'(z)\|_Y\} - \sup_{t \in [0, 1]} \|F'(x) - F'(\gamma(t))\|_L(W, Y),$$

which holds for every $x, y \in K$ such that $\|x - y\|_X < \delta$, where $S_W = S_X \cap W$ is the unit sphere of $W$. The injectivity of $F'(x)$ in $W$ together with the compactness of $K$ and $S_W$ yields that

$$C' := \frac{1}{2} \inf_{x \in K, z \in S_W} \|F'(x)z\|_Y > 0.$$

On the other hand, since $F \in C^1(A, Y)$, $\hat{K} \subseteq W \cap A$ is compact and $\gamma(t) \in \hat{K}$ for every $t \in [0, 1]$, there exists a non-decreasing modulus of continuity $\omega_{F', \hat{K}}$ such that

$$\|F'(x) - F'(\gamma(t))\|_L(W, Y) \leq \omega_{F', \hat{K}}(\|x - \gamma(t)\|_X) \leq \omega_{F', \hat{K}}(\|x - y\|_X) \leq \omega_{F', \hat{K}}(\delta)$$

so that

$$\|F'(x) - F'(y)\|_L(W, Y) \leq \omega_{F', \hat{K}}(\|x - y\|_X) \leq \omega_{F', \hat{K}}(\delta).$$

Finally, since $\omega_{F', \hat{K}}(\delta)$ is finite, we obtain the desired inequality.

**Remark.** The above proof is not specific to the case $\delta = 0$. It is valid for any $\delta > 0$.

**Corollary.** Let $F : W \to Y$ be a Lipschitz continuous map. Then, there exists a constant $C > 0$ such that

$$\|F'(x) - F'(y)\|_L(W, Y) \leq C \|x - y\|_X,$$

for all $x, y \in K$.
for every $t \in [0,1]$. Then, choosing a small enough $\delta \in (0, \delta_K]$ such that $\omega_{\delta, K}(\delta) \leq C'$ we obtain (2.1) with $C = 1/C'$ for every $x,y \in K$ such that $\|x-y\|_X < \delta$. □

As an immediate consequence of Theorem 2.1, we obtain the following corollary in the particular case $X = \mathbb{R}^n$.

**Corollary 6.1.** Let $Y$ be a Banach space, $A \subseteq \mathbb{R}^n$ an open set and $K \subseteq A$ a compact subset. Consider $F \in C^1(A,Y)$ satisfying that

1. $F$ is injective;
2. $F'(x) \in \mathcal{L}(\mathbb{R}^n,Y)$ is injective for every $x \in A$.

Then there exists $C > 0$ such that

$$|x-y| \leq C\|F(x) - F(y)\|_Y, \quad x,y \in K.$$

We now pass to the proof of the main stability estimate in the case of an infinite number of measurements.

6.3. **Proof of Theorem 2.2.** In the following technical lemma we show that the parameter $\delta$ can be chosen small enough so that if $x$ and $y$ are two points such that $\|x-y\|_X < \delta$, then $x$ and $y$ belong to a single compact set contained in a chart $U_i$ for some $i \in I$. As a result, we will be able to consider a single chart in the atlas of $M$.

**Lemma 6.3.** Let $X$ be a Banach space, $M \subseteq X$ be an $n$-dimensional differentiable manifold with an atlas $\{(U_i, \varphi_i)\}_{i \in I}$ and $K \subseteq M$ be a compact set. There exist $\delta_{K,M} > 0$ and a finite collection of compact sets $K_1, \ldots, K_m \subseteq M$ such that $K = K_1 \cup \cdots \cup K_m$ and for every $j \in \{1, \ldots, m\}$ there exists $i \in I$ such that

$$\overline{B_X(K_j, \delta_{K,M})} \cap M \subseteq U_i.$$

**Remark 6.1.** This result implies a stronger continuity property of the charts. Recall that for every $j \in \{1, \ldots, m\}$ there exists $i_j \in I$ such that

$$\overline{B_X(K_j, \delta_{K,M})} \cap M \subseteq U_{i_j}.$$

Since the set $\overline{B_X(K_j, \delta_{K,M})} \cap K$ is compact and $\varphi_{i_j}$ is continuous, there exists a modulus of continuity $\omega_j$ for $\varphi_{i_j}$ restricted to $\overline{B_X(K_j, \delta_{K,M})} \cap K$. Setting

$$\omega(t) = \max_{j=1,\ldots,m} \omega_j(t)$$

yields a unique modulus of continuity $\omega$ which is valid for all the charts, namely

$$|\varphi_{i_j}(x) - \varphi_{i_j}(y)| \leq \omega(\|x-y\|_X), \quad x,y \in \overline{B_X(K_j, \delta_{K,M})} \cap K,$$

for every $j = 1, \ldots, m$.

**Proof.** Let us start with the case in which the manifold is associated to an atlas with just one chart, say $\{(M, \varphi)\}$. Then the inclusion

$$\overline{B_X(K, \delta)} \cap M \subseteq M$$

holds for any $\delta > 0$. Therefore, in what follows we assume that the atlas $\{(U_i, \varphi_i)\}$ has at least two charts.

Observe next that $M = \bigcup_{i \in I} U_i$ and $K \subseteq M$, so $\{U_i\}_{i \in I}$ is an open cover of $K$. Since $K$ is compact, we can extract a finite subcover of $K$ denoted by $\{U_i\}_{i=1,\ldots,m}$.

Next fix any $i = 1, \ldots, m$ and observe that the function

$$x \mapsto \text{dist}(x, M \setminus U_i) := \inf \{\|x-w\|_X : w \in M \setminus U_i\}$$
is continuous in $M$. Indeed, for $x, y \in M$ and $S = M \setminus U_i$ closed in $M$ we have that $\text{dist}(x, S) \leq \|x - w\|_X \leq \|y - w\|_X + \|x - y\|_X$ for every $w \in S$. Taking the infimum we get $\text{dist}(x, S) \leq \text{dist}(y, S) + \|x - y\|_X$, where the roles of $x$ and $y$ are interchangeable, so $|\text{dist}(x, S) - \text{dist}(y, S)| \leq \|x - y\|_X$. On the other hand, since $U_i$ is open with respect to the topology of $M$ inherited from $X$, the function $x \mapsto \text{dist}(x, S)$ is positive in $U_i$ (more precisely, every $x \in U_i$ has a neighbourhood contained in $U_i$, namely there is a sufficiently small $\varepsilon > 0$ such that $B_X(x, \varepsilon) \cap M \subseteq U_i$, so $\text{dist}(x, S) \geq \varepsilon > 0$). Therefore, since $K \subseteq \bigcup_{i=1}^{m} U_i \subseteq M$, the function $d: K \to (0, \infty)$ given by

$$d(x) := \max_{i=1, \ldots, m} \{\text{dist}(x, M \setminus U_i)\}$$

is continuous and positive in $K$. Hence, since $K \subseteq M$ is compact, then $\delta_{K, M} := \min_{K, M} d > 0$.

Finally, let us define the closed sets

$$K_i := \{x \in K \cap U_i : \text{dist}(x, M \setminus U_i) \geq 2\delta_{K, M}\}, \quad i = 1, \ldots, m.$$ 

Then $B_X(x, \delta_{K, M}) \cap M \subseteq U_i$ for each $x \in K_i$, and since $K_i \subseteq K$, the set $K_i$ is compact. Moreover, for each $x \in K$, since $d(x) \geq 2\delta_{K, M}$ we have that $x$ is contained in some $K_i$, so $K = K_1 \cup \cdots \cup K_m$.

We are now ready to prove Theorem 2.2.

**Proof of Theorem 2.2.** Let $\delta_{K, M}$ be the constant and $\{K_i\}_{i=1}^{m}$ be the compact sets from Lemma 6.3. If $x, y \in K$ with $\|x - y\|_X \geq \delta_{K, M}$, we obtain the Lipschitz stability estimate by recalling Lemma 6.1. Hence, we focus on the case in which $x, y \in K$ with $\|x - y\| < \delta_{K, M}$. Thus, as an immediate consequence of Lemma 6.3, there exist $i \in I$ and $j \in \{1, \ldots, m\}$ such that $x \in K_j$ and $y \in B_X(K_j, \delta_{K, M}) \cap M \subseteq U_i$.

Let $\tilde{A} = \varphi_i(U_i) \subseteq \mathbb{R}^n$ and consider $\tilde{F} = F \circ \varphi_i^{-1}: \tilde{A} \to Y$. Since $F \in C^1(M, Y)$, then $\tilde{F} \in C^1(\tilde{A}, Y)$. Moreover, by continuity, $\tilde{K}_j = \varphi_i(B_X(K_j, \delta_{K, M}) \cap M)$ is a compact set in $\tilde{A}$. By assumption, since $\varphi_i$ is a homeomorphism, we have that

1. $\tilde{F}$ is injective;
2. $dF_x = \tilde{F}'(\tilde{x}) \in C(\mathbb{R}^n, Y)$ is injective for every $\tilde{x} = \varphi_i(x) \in \tilde{A}$.

Then the hypotheses in Corollary 6.1 are satisfied, and so there exists $C_{K_j} > 0$ such that

$$\frac{\|\tilde{F}(\tilde{x}) - \tilde{F}(\tilde{y})\|_Y}{\|\tilde{x} - \tilde{y}\|} \geq C_{K_j},$$

for every $\tilde{x} = \varphi_i(x)$ and $\tilde{y} = \varphi_i(y)$ in $\tilde{K}_j$. Next, we have

$$\frac{\|F(x) - F(y)\|_Y}{\|x - y\|_X} = \left(\frac{\|\tilde{F}(\tilde{x}) - \tilde{F}(\tilde{y})\|_Y}{\|\tilde{x} - \tilde{y}\|}\right)^{\alpha} \frac{\|\varphi_i(x) - \varphi_i(y)\|_\alpha}{\|x - y\|_X} \geq C_{K_j}^{\alpha} \ell,$$

where in the inequality we have used (6.2) together with the regularity assumptions of the manifold (2.2).

Finally, choosing $C = (\ell \min\{C_{K_1}^\alpha, \ldots, C_{K_m}^\alpha\})^{-1}$ we obtain (2.3) for $\|x - y\| < \delta_{K, M}$, which concludes the proof. \qed
7. Proofs: finite-dimensional measurements

In this section we prove Theorems 2.3, 2.4 and 2.5. We begin with a lemma that guarantees stability for sufficiently distant points, in the case of a finite number of measurements.

**Lemma 7.1.** Let $X$ and $Y$ be Banach spaces, $K \subseteq X$ be a compact set, $Q_N : Y \to Y$ be bounded linear maps satisfying Hypothesis 2.1 and $F : K \to Y$ be a continuous function such that $F(x) - F(y) \in \tilde{Y}$ for every $x, y \in K$ and satisfying the Lipschitz stability estimate

$$
\|x - y\|_X \leq C\|F(x) - F(y)\|_Y, \quad x, y \in K,
$$

for some $C > 0$. Given $\delta > 0$, then

$$
(7.1) \quad \|x - y\|_X \leq \frac{2C \operatorname{diam} K}{\delta} \|Q_N F(x) - Q_N F(y)\|_Y
$$

for every $x, y \in K$ such that $\|x - y\|_X \geq \delta$ and every sufficiently large $N \in \mathbb{N}$ such that

$$
(7.2) \quad \sup_{\xi, \eta \in K} \|F(\xi) - F(\eta) - Q_N(F(\xi) - F(\eta))\|_Y \leq \frac{\delta}{2C},
$$

where the left hand side of this inequality goes to 0 as $N \to +\infty$.

**Proof.** We can assume that $0 < \delta \leq \operatorname{diam} K$ since otherwise the result is trivial. Then, if $x, y \in K$ satisfy $\|x - y\|_X \geq \delta$, by the Lipschitz stability of $F$ together with the triangle inequality we obtain

$$
\delta C^{-1} \leq \|F(x) - F(y)\|_Y
$$

$$
\leq \|Q_N F(x) - Q_N F(y)\|_Y + \sup_{\xi, \eta \in K} \|F(\xi) - F(\eta) - Q_N(F(\xi) - F(\eta))\|_Y.
$$

Hence, the result will follow for every $N \in \mathbb{N}$ such that (7.2) holds.

It remains to show that

$$
(7.3) \quad \lim_{N \to \infty} \sup_{\xi, \eta \in K} f_N(\xi, \eta) = 0,
$$

where $f_N : K \times K \to [0, \infty)$ is the function defined by

$$
\lim_{N \to \infty} \sup_{\xi, \eta \in K} f_N(\xi, \eta) = 0,
$$

$$
f_N(\xi, \eta) = \|F(\xi) - F(\eta) - Q_N(F(\xi) - F(\eta))\|_Y, \quad \xi, \eta \in K.
$$

Since $F(\xi) - F(\eta) \in \tilde{Y}$ for $\xi, \eta \in K$ by assumption, recalling Hypothesis 2.1 we get that $f_N(\xi, \eta) \to 0$ as $N \to \infty$ for every $\xi, \eta \in K$. Let us check that $f_N$ is continuous in $K \times K$: for $\xi_1, \xi_2, \eta_1, \eta_2 \in K$, we have

$$
|f_N(\xi_1, \eta_1) - f_N(\xi_2, \eta_2)| = \|F(\xi_1) - F(\eta_1) - Q_N(F(\xi_1) - F(\eta_1))\|_Y
$$

$$
- \|F(\xi_2) - F(\eta_2) - Q_N(F(\xi_2) - F(\eta_2))\|_Y
$$

$$
\leq \|F(\xi_1) - F(\xi_2)\|_Y + \|F(\eta_1) - F(\eta_2)\|_Y
$$

$$
+ \|Q_N(F(\xi_1) - F(\xi_2))\|_Y + \|Q_N(F(\eta_1) - F(\eta_2))\|_Y
$$

$$
\leq (D + 1)(\|F(\xi_1) - F(\xi_2)\|_Y + \|F(\eta_1) - F(\eta_2)\|_Y),
$$

where Hypothesis 2.1 has been recalled in the second inequality, so the continuity of $f_N$ follows from the fact that $F$ is continuous. Moreover, since $K \times K$ is compact,
the maximum of \( f_N \) is attained at some \((\xi_N, \eta_N)\) ∈ \( K \times K \), that is

\[
sup_{\xi, \eta \in K} f_N(\xi, \eta) = f_N(\xi_N, \eta_N).
\]

This produces a sequence of points \((\xi_N, \eta_N) \) in \( K \times K \). Let us consider a convergent subsequence \((\xi_{N_j}, \eta_{N_j}) \) → \((\xi, \eta) \) ∈ \( K \times K \), then

\[
\lim_{j \to \infty} f_{N_j}(\xi_{N_j}, \eta_{N_j}) = \lim_{j \to \infty} |f_{N_j}(\xi_{N_j}, \eta_{N_j}) - f_{N_j}(\xi, \eta)|
\]

\[
\leq (D + 1) \lim_{j \to \infty} \left( \| F(\xi_{N_j}) - F(\xi) \|_Y + \| F(\eta_{N_j}) - F(\eta) \|_Y \right)
\]

\[
= 0,
\]

where we used (7.4) in the last inequality. Since the same argument can be applied to any convergent subsequence \((\xi_{N_j}, \eta_{N_j}) \), by compactness this shows (7.3), and the proof follows.

### 7.1. Proof of Theorem 2.3

The proof of this result follows the same argument of the proof of [7, Theorem 2].

**Proof of Theorem 2.3.** Let \( \delta_K > 0 \) and \( \hat{K} \) be the constant and the compact neighbourhood of \( K \) from Lemma 6.2. If \( K \) is convex, simply set \( \delta_K = \text{diam} K \) and \( \hat{K} = K \). By Lemma 7.1, the Lipschitz stability of \( Q_N F(x) \) (2.5) follows in the case \( \| x - y \|_X \geq \delta_K \) with \( c_K = \frac{\text{diam} K}{\delta_K} \in [1, +\infty) \), so it only remains to show the estimate in the case \( \| x - y \|_X < \delta_K \).

By the triangle inequality,

\[
\| F(x) - F(y) \|_Y \leq \| Q_N F(x) - Q_N F(y) \|_Y + \| (I_Y - Q_N)(F(x) - F(y)) \|_Y,
\]

and since \( F \) is Lipschitz stable in \( \hat{K} \) by assumption,

\[
\frac{\| Q_N F(x) - Q_N F(y) \|_Y}{\| x - y \|_X} \geq C^{-1} - \frac{\| (I_Y - Q_N)(F(x) - F(y)) \|_Y}{\| x - y \|_X}.
\]

In order to show the Lipschitz stability estimate for \( Q_N F \), it is sufficient to show that

\[
(7.5) \quad \frac{\| (I_Y - Q_N)(F(x) - F(y)) \|_Y}{\| x - y \|_X} \leq \frac{1}{2C}, \quad x, y \in K, \| x - y \|_X < \delta_K,
\]

holds for every large enough \( N \in \mathbb{N} \). The strategy is to show that the left hand side in (7.5) is uniformly bounded in \( K \) by a constant depending on \( N \) and vanishing when \( N \to \infty \). Since \( \| x - y \|_X < \delta_K \), Lemma 6.2 yields that the closed line segment between \( x \) and \( y \) is contained in the compact set \( \hat{K} \). On the other hand, since \( Q_N \) is linear, then \( (Q_N F)'(x) = Q_N F'(x) \). Then, by the mean value theorem for Gateaux differentiable functions between Banach spaces, for every \( x, y \in K \) with \( \| x - y \|_X < \delta_K \) there exists \( \xi_0 \in \hat{K} \) such that

\[
\frac{\| (I_Y - Q_N)(F(x) - F(y)) \|_Y}{\| x - y \|_X} \leq \frac{\| (I_Y - Q_N)(F(x) - F(y)) \|_Y}{\| x - y \|_X}
\]

\[
\leq \sup_{\xi \in \hat{K}} \sup_{\xi' \in \hat{S}_W} \| (I_Y - Q_N)(F)'(\xi) \|_Y =: s_N,
\]

where the second inequality comes from the fact that \( x \) and \( y \) belong to the vector space \( W \). Therefore, (7.5) (and thus the desired Lipschitz stability estimate with constant \( 2C \leq 2c_K C \)) follows whenever \( s_N \leq \frac{1}{2C} \), which is ensured by the fact that \( s_N \to 0 \) as \( N \to \infty \) (see [7, Theorem 2]).
As in the case with infinite-dimensional measurements (Corollary 6.1), for $X = \mathbb{R}^n$ we obtain the following corollary as an immediate consequence of Theorem 2.3.

**Corollary 7.1.** Let $Y$ be a Banach space, $A \subseteq \mathbb{R}^n$ an open set and $K \subseteq A$ a compact subset. Consider a Fréchet differentiable map $F \in C^1(A,Y)$ such that

1. $F(x) - F(y) \in \tilde{Y}$ for every $x, y \in K$;
2. $\text{ran}(F'(x)) \subseteq \tilde{Y}$ for every $x \in A$;
3. the Lipschitz stability estimate
   $$|x - y| \leq C\|F(x) - F(y)\|_Y, \quad x, y \in K,$$

is satisfied for some $C > 0$. Then $Q_N F$ satisfies the Lipschitz stability estimate

$$|x - y| \leq 2c_K C \|Q_N F(x) - Q_N F(y)\|_Y, \quad x, y \in K,$$

for some $c_K > 0$ depending only on $K$ and every sufficiently large $N \in \mathbb{N}$. If $K$ is convex, we can choose $c_K = 1$. In the general case, we have

$$c_K = \frac{\text{diam } K}{\delta_K},$$

where $\delta_K$ is the constant given in Lemma 6.2.

We are now able to prove the main stability results with finite number of measurements and nonlinear priors.

**7.2. Proof of Theorem 2.4.** Let $\delta_{K,M} > 0$ be the constant and $\{K_j\}_{j=1}^m$ be the compact sets from Lemma 6.3. If $x, y \in K$ satisfy $\|x - y\|_X \geq \delta_{K,M}$, the Lipschitz stability follows by Lemma 7.1. Therefore, for the rest of the proof we assume that $\|x - y\|_X < \delta_{K,M}$, so $x$ and $y$ are covered by the same chart $(U_i, \varphi_i)$. In addition, let $K_j \subseteq K \cap U_i$ be the compact set from Lemma 6.3 such that $x, y \in K_j$.

Let $\tilde{A} = \varphi_i(U_i) \subseteq \mathbb{R}^n$ and consider $\tilde{F} = F \circ \varphi_i^{-1}: \tilde{A} \subseteq \mathbb{R}^n \to Y$. Since $F \in C^1(M,Y)$, then $\tilde{F} \in C^1(\tilde{A},Y)$. Moreover, by continuity, $\tilde{K}_j = \varphi_i(B_{\delta_K}(K_j) \cap K)$ is a compact set in $\tilde{A}$. Then $\text{ran}(\tilde{F}'(\tilde{x})) = \text{ran}(dF_x) \subseteq \tilde{Y}$ for every $x \in U_i$, where $\tilde{x} = \varphi_i(x)$, by assumption (2). Observe that assumption (3a) immediately implies (3b). Thus

$$\frac{\|\tilde{F}(\tilde{x}) - \tilde{F}(\tilde{y})\|_Y}{|\tilde{x} - \tilde{y}|} \geq \frac{\ell}{C},$$

for every $\tilde{x} = \varphi_i(x)$ and $\tilde{y} = \varphi_i(y)$ in $\tilde{K}_j$. By Corollary 7.1 there exists $N_j \in \mathbb{N}$ such that

$$\frac{\|Q_N \tilde{F}(\tilde{x}) - Q_N \tilde{F}(\tilde{y})\|_Y}{|\tilde{x} - \tilde{y}|} \geq \frac{\ell}{2c_{\tilde{K}_j} C}, \quad \tilde{x}, \tilde{y} \in \tilde{K}_j,$$

for every $N \geq N_j$. This together with the fact that $\varphi_i^{-1}$ is $\alpha$-Hölder continuous yields

$$\frac{\|Q_N F(x) - Q_N F(y)\|_Y}{\|x - y\|_X} = \left(\frac{\|Q_N \tilde{F}(\tilde{x}) - Q_N \tilde{F}(\tilde{y})\|_Y}{|\tilde{x} - \tilde{y}|}\right)^\alpha \cdot \frac{|\varphi_i(x) - \varphi_i(y)|^\alpha}{\|x - y\|_X}$$

$$\geq \left(\frac{\ell}{2c_{\tilde{K}_j} C}\right)^\alpha \frac{\ell}{C}$$

$$\geq \frac{\ell^{\alpha+1}}{(2C)^\alpha} \max\{c_{\tilde{K}_1}, \ldots, c_{\tilde{K}_m}\}^{-\alpha},$$
for every $N \geq \max(N_1, \ldots, N_m)$, and the proof is finished.  

7.3. Proof of Theorem 2.5. The proof of the Lipschitz stability estimate for $Q_N F (2.7)$ follows by combining Theorem 2.2 and Theorem 2.4 with $\alpha = 1$ and under assumption (3b), which was already obtained in the proof of Theorem 2.2 (estimate (6.2)).  

7.4. Proof of Theorem 2.6. By applying Theorem 2.5 to $F|_{M_p}$ for $p = 1, \ldots, P$ we obtain that there exist $C_p > 0$ and $N_p \in \mathbb{N}$ such that for every $N \geq N_p$ we have

$$(7.7) \quad \|x - y\|_X \leq C_p \|Q_N F(x) - Q_N F(y)\|_Y, \quad x, y \in K_p,$$

Since the sets $K_p$ are compact and pairwise disjoint, their pairwise distance is positive, namely $d(K_p, K_q) > 0$ for $p \neq q$. Thus there exists $\delta > 0$ such that

$$(7.8) \quad \delta \leq d(K_p, K_q), \quad p, q = 1, \ldots, P, \ p \neq q.$$  

Let us apply Lemma 6.1 to $F|_{K}$: there exists $C' > 0$ such that

$$(7.9) \quad \|x - y\|_X \leq C' \|F(x) - F(y)\|_Y, \quad x, y \in K, \quad \|x - y\|_X \geq \delta.$$  

As a consequence, by (7.7) and (7.8) we obtain

$$\|x - y\|_X \leq C'' \|F(x) - F(y)\|_Y, \quad x, y \in K,$$

where $C'' = \max(C', DC_1, \ldots, DC_p)$. Thus, by Lemma 7.1 applied to $F|_{K}$, there exists $\tilde{N} \in \mathbb{N}$ such that for every $N \geq \tilde{N}$ we have

$$(9.9) \quad \|x - y\|_X \leq \tilde{C} \|Q_N F(x) - Q_N F(y)\|_Y, \quad x, y \in K, \quad \|x - y\|_X \geq \delta,$$

where $\tilde{C} = \frac{2C'' \text{diam } K}{\delta}$.  

Finally, combining (7.7), (7.8) and (7.9) we obtain (2.8), namely

$$\|x - y\|_X \leq C \|Q_N F(x) - Q_N F(y)\|_Y, \quad x, y \in K,$$

for $N \geq \max(\tilde{N}, N_1, \ldots, N_P)$, where $C = \max(\tilde{C}, C_1, \ldots, C_p)$.  

8. The Calderón problem with a triangular inclusion

We first introduce the manifold we consider in this example. Next, we will apply our main results to prove Theorem 3.1.

8.1. The manifold: indicator functions on simplexes. For the sake of generality, we proceed in arbitrary dimension $d \geq 2$, even if the two-dimensional case would be sufficient for the current purposes.

The $d$-simplexes in $\mathbb{R}^d$. Let $\Delta^d$ denote the family of $d$-simplexes in $\mathbb{R}^d$. That is

$$\Delta^d := \{\text{conv}\{v_0, v_1, \ldots, v_d\} : v_0, v_1, \ldots, v_d \in \mathbb{R}^d, \ \det(v_1 - v_0, \ldots, v_d - v_0) \neq 0\},$$

where conv $S$ stands for the convex hull of a set $S$, i.e. the smallest set containing all convex combinations of elements in $S$. The condition $\det(v_1 - v_0, \ldots, v_d - v_0) \neq 0$ in the definition of $\Delta^d$ ensures that the simplexes are not degenerate. In addition, we introduce a constant $\mu > 0$ controlling the size of the simplexes in the following way: we assume that

$$(8.1) \quad |v_i - v_j| < \mu \quad \text{for } i, j = 0, 1, \ldots, d.$$
It turns out that each triangle in $\triangle^d$ can be identified with a $d \times (d + 1)$ real matrix containing the coordinates of its vertices as column vectors,

$$T \in \triangle^d \rightarrow v^T := (v_0, v_1, \ldots, v_d) \in \mathbb{R}^{d \times (d + 1)}, \quad T = \text{conv}\{v_0, v_1, \ldots, v_d\},$$

$$v = (v_0, v_1, \ldots, v_d) \in \mathbb{R}^{d \times (d + 1)} \rightarrow T_v = \text{conv}\{v_0, v_1, \ldots, v_d\} \in \triangle^d.$$ 

However, the matrix $v^T$ is not unique, since any permutation of its columns would represent the same triangle. To avoid this inconvenience, we assume without loss of generality that the vertices of $v$ are labeled according to an order in $\mathbb{R}^d$ (such as, for example, the so-called lexicographical order). We define a norm $\| \cdot \|_{\Delta^d}$ in $\mathbb{R}^{d \times (d + 1)}$ by

$$\|(v_0, v_1, \ldots, v_d)\|_{\Delta^d} = \max\{|v_0|, |v_1|, \ldots, |v_d|\},$$

where $| \cdot |$ stands for the usual Euclidean norm of a vector in $\mathbb{R}^d$. This norm is equivalent to the usual Euclidean norm when the elements in $\triangle^d$ are treated as vectors in $\mathbb{R}^{d(d+1)}$.

The manifold and the atlas. For each triangle $T \in \triangle^d$, we let $\chi_T$ be the indicator function on $T$, which is a function in $L^1 = L^1(\mathbb{R}^d)$. We define

$$\tilde{M} := \{\chi_{T_v} : v = (v_0, v_1, \ldots, v_d) \in \mathbb{R}^{d \times (d + 1)} \text{ satisfies } (8.1)\}.$$ 

We shall show that $\tilde{M} \subseteq L^1$ is a $(d + 1)$-dimensional manifold. To see this, we first need to construct an atlas for $M$. Let $T \in \triangle^d$ be any fixed triangle. Let $R_T = \frac{1}{d} \min_{i \neq j} |v_i^T - v_j^T|$ and define the following set of functions in $\tilde{M}$:

$$U_T = \left\{\chi_{T_v} \in \tilde{M} : \|v^T - v\|_{\Delta^d} < R_T \right\}.$$ 

In addition, let $\varphi_T : U_T \rightarrow \mathbb{R}^{d \times (d + 1)} \approx \mathbb{R}^{d(d+1)}$ be the function

$$\varphi_T(\chi_{T_v}) := v, \quad \text{such that } \|v^T - v\|_{\Delta^d} < R_T.$$ 

Note that the matrix $v$ is determined in a unique way. Indeed, since each vertex of $T_v$ is at a distance of at most $R_T$ from one of the vertices of $T$, and the balls of radius $R_T$ centred at the vertices of $T$ do not intersect, a permutation of the column vectors in $v$ would result in a new matrix $v'$ such that

$$\|v^T - v'\|_{\Delta^d} \geq 3R_T \geq R_T.$$ 

It is worth remarking that, even though the function $\varphi_T$ was constructed assuming that the vertices in $v^T$ had been labeled according to a pre-established order in $\mathbb{R}^d$, the matrices $v$ satisfying $\|v^T - v\|_{\Delta^d} < R_T$ might not have its vertices ordered in the same way. However, this is not a problem, since $\varphi_T^{-1}(v) = \chi_{T_v}$ does not depend on the order in which the vertices of $v$ are considered.

By construction, $\varphi_T$ is a bijective function between $U_T$ and $\varphi_T(U_T) = \{v \in \mathbb{R}^{d \times (d + 1)} : v \text{ satisfies } (8.1)\}$ and $\|v^T - v\|_{\Delta^d} < R_T$. Note that $\varphi_T(U_T)$ is open.

The maps $\varphi_T^{-1} : \varphi_T(U_T) \rightarrow \tilde{M}$ are Lipschitz. Let $v, v' \in \varphi_T(U_T)$. Since

$$\|\varphi_T^{-1}(v') - \varphi_T^{-1}(v)\|_{L^1} = \|\chi_{T_{v'}} - \chi_{T_v}\|_{L^1} = |T_{v'} \triangle T_v|,$$

our aim is to show that the inequality

$$|T_{v'} \triangle T_v| \leq C\|v' - v\|_{\Delta^d}, \quad v, v' \in \varphi_T(U_T),$$

is valid.
For $d = 2$ and $v', v$ such that $\|v' - v\|_{\Delta^2} = \delta < R_T$, we have that $T_{v'} \triangle T_v \subseteq S_1 \cup S_2 \cup S_3$, where the $S_i$'s are rectangles of area bounded by $(\mu + 2\delta)2\delta$.

holds for some constant $C > 0$. For simplicity, let us write $\delta = \|v' - v\|_{\Delta^d}$ and observe that the symmetric difference between $T_{v'}$ and $T_v$ is contained in the $\delta$-neighbourhood of $\partial T_v$, that is, $T_{v'} \triangle T_v \subseteq \{ \xi \in \mathbb{R}^d : \text{dist}(\xi, \partial T_v) \leq \delta \}$. In turn, by (8.1), this set is included in the union of $d + 1$ rectangular prisms of measure $(\mu + 2\delta)^{d-1}2\delta$ (see Figure 1). Hence, we can estimate

$$|T_{v'} \triangle T_v| \leq (d + 1)(\mu + 2\delta)^{d-1}2\delta,$$

and since $\delta \leq \|v' - v^T\|_{\Delta^d} + \|v^T - v\|_{\Delta^d} < 2R_T = \frac{1}{\frac{1}{2}} \min_{i \neq j} |v_i - v_j| \leq \mu$, then

$$|T_{v'} \triangle T_v| \leq 3^d(d + 1)(\mu)^{d-1}\delta,$$

so (8.3) follows with $C = 3^d(d + 1)\mu^{d-1}$.

The maps $\varphi_T : U_T \to \mathbb{R}^{d \times (d+1)}$ are continuous. For each $\chi_{T_0} \in U_T$ we take any sequence $\{\chi_{T_k}\}_k$ in $U_T$ converging to $\chi_{T_0}$. Then

$$|T_k \triangle T_0| = \|\chi_{T_k} - \chi_{T_0}\|_{L^1} \xrightarrow{k \to \infty} 0.$$

This means that $T_k$ converges as a set to $T_0$, and thus each vertex of $T_k$ converges to the corresponding vertex of $T_0$, so we have that

$$\|v^k - v^0\|_{\Delta^d} \xrightarrow{k \to \infty} 0,$$

for some matrices $v^k$ and $v^0$ such that $T_{v^k} = T_k$ and $T_{v^0} = T_0$. Then the continuity of $\varphi_T$ follows by construction.

The sets $U_T$ are open in $\tilde{M}$. Let $\chi_{T_0} \in U_T$. We show that $\chi_{T_0}$ is an interior point of $U_T$. Assume by contradiction that for every $k \geq 1$ there exists $\chi_{T_k} \in B_{L^1}(\chi_{T_0}; \frac{1}{k}) \cap M$ such that $\chi_{T_k} \notin U_T$. Then $\|v^k - v^T\|_{\Delta^d} \geq R_T$ for some $v^k \in \mathbb{R}^{d \times (d+1)}$ such that $T_{v^k} = T_k$. By the triangle inequality we then get that

$$0 < R_T - \|v^0 - v^T\|_{\Delta^d} \leq \|v^k - v^0\|_{\Delta^d}, \quad k \geq 1,$$

for some matrix $v^0$ such that $T_{v^0} = T_0$. Arguing as above, since $\|\chi_{T_k} - \chi_{T_0}\|_{L^1} \to 0$, we obtain that $\|v^k - v^0\|_{\Delta^d} \to 0$, a contradiction.

The transition maps are continuously differentiable. By construction, the transition maps are simply permutations of the vertices of the triangles, and are therefore smooth.
\[ \tilde{M} \text{ is a differentiable manifold Lipschitz in } L^1. \] We have shown that \( \{ (U_T, \varphi_T) : T \in \triangle^d \} \) is an atlas for \( \tilde{M} \), which is a \( d(d + 1) \)-dimensional differentiable manifold Lipschitz in \( L^1 \).

### 8.2. Lipschitz stability with finite measurements

We refer to Section 3.1 for the basic notation of Calderón’s problem. Let us remind here the considered setup.

- \( \Omega \subset \mathbb{R}^2 \) is a bounded Lipschitz domain.
- \( X = L^1(\Omega) \).
- \( Y = \mathcal{L}(H^{1/2}(\partial\Omega), H^{-1/2}(\partial\Omega)) \).
- \( M = \{ \sigma_T = 1 + (k - 1)\chi_T : T \in \triangle^2, T \subseteq \Omega, \text{dist}(T, \partial\Omega) > d_0/2 \} \) for some fixed \( d_0 > 0 \) and \( k > 0, k \neq 1. \)
- \( K = \{ \sigma_T \in M : \text{dist}(T, \partial\Omega) \geq d_0, |T| \geq d_1 \}, \) for some \( d_1 > 0. \)
- \( P_N^1 : H^{1/2}(\partial\Omega) \rightarrow H^{-1/2}(\partial\Omega) \) and \( P_N^2 : H^{-1/2}(\partial\Omega) \rightarrow H^{-1/2}(\partial\Omega) \) are bounded linear maps for \( N \in \mathbb{N} \), such that \( (P_N^j)^* = P_N^j, j = 1, 2, \) and \( P_N^1 \rightarrow I_{H^{-1/2}(\partial\Omega)} \) and \( P_N^2 \rightarrow I_{H^{-1/2}(\partial\Omega)} \) strongly as \( N \rightarrow +\infty. \) In particular, since \( H^s(\partial\Omega) \) is a Hilbert space for \( s \in \mathbb{R} \), the \( P_N^j \) can be chosen as orthogonal projections onto the space spanned by the first \( N \) elements of any orthonormal bases.
- \( Q_Ny = P_N^2yP_N^1 \) for \( y \in Y \), as in Example 2.3.

We recall the statement of our main result for Calderón’s problem, Theorem 3.1, the reader’s convenience.

**Theorem 3.1.** Under the above assumptions, there exists \( C > 0 \) depending only on \( \Omega, d_0, d_1 \) and \( k \) such that
\[
\| \sigma_1 - \sigma_2 \|_{L^1(\Omega)} \leq C\| Q_N(A_{\sigma_1}) - Q_N(A_{\sigma_2}) \|_{H^{-1/2}(\partial\Omega) \rightarrow H^{1/2}(\partial\Omega)}, \quad \sigma_1, \sigma_2 \in K,
\]
for every sufficiently large \( N \in \mathbb{N}. \)

We recall a result that will be used several times in the proof. First we define the set of triangles associated to our conductivities:
\[
A = \{ T : T \in \triangle^2, T \subseteq \Omega, \text{dist}(T, \partial\Omega) \geq d_0, |T| \geq d_1 \}.
\]
By an abuse of notation, we also define \( \partial A = \{ \partial T : T \in A \}. \) We also recall that given two bounded non empty subsets \( A \) and \( B \) of \( \overline{\Omega} \), the Hausdorff distance \( d_H(A, B) \) is defined as:
\[
d_H(A, B) = \max \left\{ \sup_{x \in A} \inf_{y \in B} \text{dist}(x, y), \sup_{y \in B} \inf_{x \in A} \text{dist}(y, x) \right\}.
\]

**Proposition 8.1.** There exists \( C > 0 \) depending only on \( \Omega, d_0, d_1 \) and \( k \) such that, if \( T_1, T_2 \in A \), then the vertices of \( T_1 \) and \( T_2 \) can be ordered in such a way that
\[
\| v_1 - v_2 \|_{\triangle^2} \leq Cd_H(\partial T_1, \partial T_2),
\]
where \( v_1, v_2 \) are the matrices of the vertices associated to \( T_1, T_2 \).

**Proof.** By [30, Proposition 3.3], there exist \( \delta_0 > 0 \) and \( C_0 > 0 \) depending only on \( \Omega, d_0, d_1 \) and \( k \) such that, if \( T_1, T_2 \in A \) satisfy
\[
d_H(\partial T_1, \partial T_2) \leq \delta_0,
\]
then the vertices of \( T_1 \) and \( T_2 \) can be ordered in such a way that
\[
\| v_1 - v_2 \|_{\triangle^2} \leq C_0d_H(\partial T_1, \partial T_2),
\]
where \( v_1, v_2 \) are the matrices of the vertices associated to \( T_1, T_2 \).

If \( H(\partial T_1, \partial T_2) \leq \delta_0 \), the estimate is proven. Otherwise, suppose \( H(\partial T_1, \partial T_2) > \delta_0 \). Then

\[
\|v_1 - v_2\|_{\Delta^2} \leq \|v_1\|_{\Delta^2} + \|v_2\|_{\Delta^2} \leq C(\Omega) \frac{\delta_0}{\delta_0} \leq \frac{C(\Omega)}{\delta_0} d_H(\partial T_1, \partial T_2).
\]

It is sufficient to take \( C = \max(C_0, \frac{C(\Omega)}{\delta_0}) \). \( \square \)

We are now ready to prove Theorem 3.1.

**Proof of Theorem 3.1.** We need to verify that the assumptions of Theorem 2.4 are satisfied.

The results in Section 8.1 can be easily adapted to show that

\[ M = \{ \sigma_T = 1 + (k - 1)\chi_T : T \in \Delta^2, T \subseteq \Omega, \dist(T, \partial \Omega) > d_0/2 \} \]

is a six-dimensional differentiable manifold Lipschitz in \( L^1(\Omega) \). The main difference is that we define the atlas as follows: for \( T \in \Delta^2 \) such that \( T \subseteq \Omega \) and \( \dist(T, \partial \Omega) > d_0/2 \) let

\[ U_T = \{ \sigma_{T_v} \in M : \|v^T - v\|_{\Delta^2} < R_T \}, \]

where \( R_T = \frac{1}{4} \min_{\sigma \neq T} |v_i^T - v_j^T| \). The charts \( \varphi_T : U_T \to \mathbb{R}^{2x3} \approx \mathbb{R}^6 \) are defined by

\[
(8.5) \quad \varphi_T(\sigma_T) = v, \quad \text{such that} \quad \|v^T - v\|_{\Delta^2} < R_T.
\]

We now prove that \( K = \{ \sigma_T \in M : \dist(T, \partial \Omega) \geq d_0, |T| \geq d_1 \} \) is compact as a subset of \( L^1(\Omega) \). First we show that \( \partial \Lambda \) is compact in the topology induced by the Hausdorff distance. It is known that the set of non-empty, closed and bounded subsets of \( \overline{\Omega} \) is a compact set in the Hausdorff distance topology, since \( \overline{\Omega} \) is compact [66]. The set \( \partial \Lambda \) is closed in the Hausdorff distance topology because, given a converging sequence, thanks to Proposition 8.1 we can order the vertices in such a way that they converge to the vertices of a triangle in \( \partial \Lambda \), which is therefore the limit of the sequence. The closedness of \( \partial \Lambda \) immediately yields its compactness. Now, given a sequence \( (\sigma_{T_j})_j \subseteq K \), we consider the associated sequences \( \{\partial T_j\}_j \subseteq \partial \Lambda \) of triangles. Then we can extract a converging subsequence \( \{\partial T_{j_m}\}_m \) converging to \( \partial T^* \in \partial \Lambda \) according to the Hausdorff distance. Hence, for \( m \) sufficiently large, we can again apply Proposition 8.1 and order the vertices of \( T_{j_m} \) such that they converge to the vertices of \( T^* \) in the \( \Delta^2 \) norm. Finally, thanks to inequality (8.3) we have that \( \sigma_{T_{j_m}} \to \sigma_{T^*} \) in \( L^1 \) as \( m \to +\infty \).

The regularity properties of the map \( \Lambda_\sigma \) over the manifold \( M \) have been studied in [32, Corollary 4.5] and [30]. In particular, [30, Lemma 3.5] (see also [32, Lemma 4.4]) shows the continuity of the partial derivative of the Dirichlet-to-Neumann map with respect to the position of the vertices of a polygon. From standard results of analysis [14, Theorem 1.9], this yields that the DN map (composed with the charts) is in fact differentiable with continuous derivative, which in our setting is equivalent to \( \sigma \mapsto \Lambda_\sigma \in C^1(M, Y) \).

Let \( \hat{Y} = \{ y \in Y : y \text{ is a compact operator} \} \). It is well known [81] that \( \Lambda_{\sigma_2} - \Lambda_{\sigma_1} \in \hat{Y} \) for every \( \sigma_1, \sigma_2 \in M \), because \( \sigma_2(x) = \sigma_1(x) = 1 \) for \( x \in \Omega \) with \( \dist(x, \partial \Omega) < d_0/2 \), by assumption. Moreover \( \hat{Y} \) is closed, therefore \( \text{ran}(d\Lambda_\sigma) \subseteq \hat{Y} \) for every \( \sigma \in M \), as shown in Remarks 2.4 and 2.5.

Now, from [30, Theorem 2.1] we have that for every \( T_1, T_2 \in \mathbb{A} \)

\[
(8.6) \quad d_H(\partial T_1, \partial T_2) \leq c \|\Lambda_{\sigma_1} - \Lambda_{\sigma_2}\|_{H^{1/2}(\partial \Omega)} \to H^{-1/2}(\partial \Omega),
\]
where \( \sigma_j = 1 + (k - 1)\chi_{T_j}, j = 1, 2, \) with the constant \( c \) depending only on \( \Omega, d_0, d_1 \) and \( k \). For \( \sigma_{T_1}, \sigma_{T_2} \in \hat{U}_T \), for some \( T \in \mathcal{A} \), we can combine Proposition 8.1 with estimates (8.6) and, after ordering the vertices of \( T_1 \) and \( T_2 \) accordingly, we get:

\[
\|v_1 - v_2\|_{\Delta^2} \leq c\|A_{\sigma_1} - A_{\sigma_2}\|_{H^s(\partial \Omega) \to H^{-s}(\partial \Omega)},
\]

for some constant \( c > 0 \) depending only on \( M \) and \( K \).

We now claim that

\[
\|\varphi_T(\sigma_1) - \varphi_T(\sigma_2)\|_{\Delta^2} \leq \|v_1 - v_2\|_{\Delta^2}.
\]

For each \( i = 1, 2, \) \( \varphi_T(\sigma_i) \) and \( v_i \) differ up to a permutation \( \gamma_i \). By an abuse of notation, we write \( v_i = \gamma_i(\varphi_T(\sigma_i)) \). Since \( \|v\|_{\Delta^2} = \|\gamma(v)\|_{\Delta^2} \) for all \( v \) and \( \gamma \), we have

\[
\|v_1 - v_2\|_{\Delta^2} = \|\gamma_1(\varphi_T(\sigma_1)) - \gamma_2(\varphi_T(\sigma_2))\|_{\Delta^2} = \|\gamma_2^{-1}(\gamma_1(\varphi_T(\sigma_1))) - \varphi_T(\sigma_2)\|_{\Delta^2}.
\]

If \( \gamma_1 = \gamma_2 \), the claim follows. Otherwise, \( \gamma_2^{-1} \circ \gamma_1 \) is a nontrivial permutation, so that by (8.2) and (8.5) we have

\[
\|v_1 - v_2\|_{\Delta^2} = \|\gamma_2^{-1}(\gamma_1(\varphi_T(\sigma_1))) - v_T - \varphi_T(\sigma_2)\|_{\Delta^2} \\
\geq \|\gamma_2^{-1}(\gamma_1(\varphi_T(\sigma_1))) - v_T\|_{\Delta^2} + \|v_T - \varphi_T(\sigma_2)\|_{\Delta^2} \\
\geq 3R_T - R_T = 2R_T \\
\geq \|\varphi_T(\sigma_1) - v_T\|_{\Delta^2} + \|v_T - \varphi_T(\sigma_2)\|_{\Delta^2} \\
\geq \|\varphi_T(\sigma_1) - \varphi_T(\sigma_2)\|_{\Delta^2},
\]

and (8.8) follows.

Combining (8.7) and (8.8) yields condition (3b) of Theorem 2.4. We can now apply Theorem 2.4 in order to obtain the desired estimate (8.4).

9. The Gel’fand-Calderón problem with spherical inclusions

This section is devoted to the proof of Theorem 3.2.

9.1. The manifold. First, we introduce the manifold of potentials we use. Even if in this paper we will eventually deal only with the three-dimensional case, we provide the description in arbitrary dimension because it may turn out useful in other settings.

9.1.1. The space of parameters. Let \( d \geq 2, A > 0 \) and \( 0 < g_0 < g_1 < +\infty \) and define the following parameter space

\[
P_1 = \left\{ v^T = (a^T, r, \lambda) \in \mathbb{R}^{d+2} : a \in \mathbb{R}^d, |a| < A, \lambda, r \in \mathbb{R}, |\lambda|, r \in (g_0, g_1) \right\}.
\]

Let \( \Omega \subseteq \mathbb{R}^d \) be an open set such that \( B(0, A + g_1) \subseteq \Omega \), so that \( B(a, r) \subseteq \Omega \) for every \( (a^T, r, \lambda) \in P_1 \).

For simplicity, in this section we denote by \( C > 0 \) any constant depending only on \( d, A, g_0 \) and \( g_1 \), while additional dependences are denoted as subindexes.

Let \( N \in \mathbb{N} \). We regard each element \( V \in P_1^N \) as a \((d + 2) \times N\) matrix whose columns are vectors in \( P_1 \). That is

\[
V = (v_1, \ldots, v_N) = \begin{pmatrix} a_1 & a_2 & \cdots & a_N \\ r_1 & r_2 & \cdots & r_N \\ \lambda_1 & \lambda_2 & \cdots & \lambda_N \end{pmatrix} \in P_1^N.
\]
Given \( V = (v_1, \ldots, v_N) \in \mathcal{P}_N^1 \) we introduce the notation
\[
\text{vec}(V)^T := (v_1^T, \ldots, v_N^T) \in \mathbb{R}^{N(d+2)}.
\]
In addition, we restrict the class of matrices in \( \mathcal{P}_N^1 \) to the matrices \( V = (v_1, \ldots, v_N) \in \mathcal{P}_N^1 \) such that
\[
(9.1) \quad r_k + r_\ell < |a_k - a_\ell| \quad \text{for every } k \neq \ell.
\]
We denote the set of matrices in \( \mathcal{P}_N^1 \) satisfying such condition by \( \mathcal{P}_N \). Constructed in this way, every matrix \( V \in \mathcal{P}_N \) determines a collection of pairwise disjoint balls \( \{B(a_k, r_k) : k = 1, \ldots, N\} \) in \( \mathbb{R}^d \). Conversely, given a finite family of disjoint balls \( B(a, r) \) with \( |a| < A \) and \( r \in (\varrho_0, \varrho_1) \), each of them assigned with an intensity \( \lambda \in \mathbb{R} \) with \( |\lambda| \in (\varrho_0, \varrho_1) \), there exists a unique matrix \( V \in \mathcal{P}_N \) (up to a permutation of its columns) representing the given set of balls and intensities.

In what follows we consider the matrix norm \( \| \cdot \| \) in \( \mathbb{R}^{N \times (d+2)} \) defined as
\[
\|V\| = \|\text{vec}(V)\| = \max \{|v_1|, |v_2|, \ldots, |v_N|\},
\]
where \( |\cdot| \) stands for the usual Euclidean norm of a vector in \( \mathbb{R}^{d+2} \). Since \( \mathbb{R}^{N \times (d+2)} \) is finite-dimensional, the norm \( \| \cdot \| \) is equivalent to the usual Euclidean norm when the elements in \( \mathbb{R}^{N \times (d+2)} \) are regarded as vectors in \( \mathbb{R}^{N(d+2)} \). More precisely,
\[
\frac{1}{\sqrt{N}}|\text{vec}(V)| \leq \|V\| \leq |\text{vec}(V)|.
\]
On the other hand, since \( v_k^T = (a_k^T, r_k, \lambda_k) \in \mathbb{R}^{d+2} \) for each \( k = 1, \ldots, N \),
\[
(9.2) \quad |a_k| + |r_k| + |\lambda_k| \leq \sqrt{3}|v_k| \leq \sqrt{3}\|V\|.
\]
With an abuse of notation, if \( \sigma \in \text{Perm}(N) \) is a permutation of order \( N \) then we denote the corresponding permutation of the column vectors of \( V \in \mathcal{P}_N \) as
\[
\sigma(V) = (v_{\sigma(1)}, \ldots, v_{\sigma(N)})
\]
and
\[
\sigma(\text{vec}(V)) = \text{vec} (\sigma(V)) = (v_{\sigma(1)}^T, \ldots, v_{\sigma(N)}^T)^T.
\]
As a consequence, \( \|\sigma(V)\| = \|V\| \) for every \( V \in \mathcal{P}_N \) and every permutation \( \sigma \).

Given any \( V = (v_1, v_2, \ldots, v_N) \in \mathcal{P}_N \) we set
\[
(9.3) \quad \gamma_V := \max_{k \neq \ell} \left\{ \frac{r_k + r_\ell}{|a_k - a_\ell|} \right\} \in (0, 1).
\]
Notice that, since \( r_k, r_\ell > \varrho_0 \), we have
\[
(9.4) \quad |a_k - a_\ell| \geq \frac{r_k + r_\ell}{\gamma_V} > \frac{2\varrho_0}{\gamma_V}, \quad k \neq \ell.
\]
In addition, we define
\[
(9.5) \quad \eta_V := \min \left\{ 1, \frac{1 - \gamma_V}{\sqrt{3}\gamma_V} \right\} \in (0, 1].
\]

**Lemma 9.1.** Let \( V = (v_1, \ldots, v_N) \in \mathcal{P}_N \). If \( V^1 = (v_1^1, \ldots, v_N^1) \) and \( V^2 = (v_1^2, \ldots, v_N^2) \) are matrices in \( \mathcal{P}_N^1 \) satisfying
\[
\|V^i - V\| < \eta_V \varrho_0, \quad i = 1, 2,
\]
with \( \eta_V \) given by (9.5), then \( V^1, V^2 \in \mathcal{P}_N \) and
\[
B(a_k^1, r_k^1) \cap B(a_\ell^2, r_\ell^2) = \emptyset, \quad k \neq \ell,
\]
for every \( k, \ell \).
where \((v_i^k)^	op = ((a_i^k)^	op, r_i^k, \lambda_i^k)\) for \(i = 1, 2\) and \(k = 1, \ldots, N\).

Proof. Our aim is to show that the inequality

\[
 r_k^1 + r_k^2 < |a_k^1 - a_k^2|
\]

holds for \(k \neq \ell\). We observe that the fact that \(V^1\) and \(V^2\) belong to \(P_N\) is a direct consequence of this inequality. Indeed, if we assume for a moment that \(V^1\) satisfies (9.1) and thus \(V^1\) belongs to \(P_N\) by definition. To show (9.6), observe that adding and subtracting \(r_k + r_\ell\) we can estimate

\[
 r_k^1 + r_\ell^2 - |a_k^1 - a_\ell^2| \leq r_k + r_\ell - |a_k^1 - a_\ell^2| + |r_k^1 - r_k| + |r_\ell^2 - r_\ell|.
\]

Since \(V \in P_N\), using (9.3) we obtain

\[
 r_k + r_\ell - |a_k^1 - a_\ell^2| \leq \gamma V |a_k - a_\ell| - |a_k^1 - a_\ell^2|
\]

\[
 = - (1 - \gamma V) |a_k - a_\ell| + |a_k - a_\ell| - |a_k^1 - a_\ell^2|
\]

\[
 \leq - (1 - \gamma V) |a_k - a_\ell| + |a_k^1 - a_k| + |a_\ell^1 - a_\ell|
\]

and replacing in the previous inequality we get

\[
 r_k^1 + r_\ell^2 - |a_k^1 - a_\ell^2|
\]

\[
 \leq - (1 - \gamma V) |a_k - a_\ell| + |a_k^1 - a_k| + |r_k^1 - r_k| + |a_\ell^2 - a_\ell| + |r_\ell^2 - r_\ell|
\]

\[
 \leq - (1 - \gamma V) |a_k - a_\ell| + \sqrt{3} \|V^1 - V\| + \sqrt{3} \|V^2 - V\|,
\]

where in the second inequality we have used (9.2). Then (9.6) follows from the fact that

\[
 \|V^1 - V\| < \eta V \varrho_0 \leq \frac{1 - \gamma V}{\sqrt{3} \gamma V} \varrho_0 < \frac{1 - \gamma V}{2\sqrt{3}} |a_k - a_\ell|, \quad i = 1, 2,
\]

which is a consequence of (9.4) and (9.5).

\[\square\]

Lemma 9.2. Let \(V, \tilde{V} \in P_N\) such that \(\|\tilde{V} - V\| < \eta V \varrho_0\). Then

\[
 \|\sigma(\tilde{V}) - V\| > \eta V \varrho_0
\]

for every non trivial permutation \(\sigma(\tilde{V})\) of the column vectors of \(\tilde{V}\).

Proof. Let us consider any permutation \(\sigma \in \text{Perm}(N) \setminus \{\text{Id}\}\), so that there is an index \(i = 1, \ldots, N\) such that \(\sigma(i) \neq i\). Using the notation \(\sigma(V) = (v_{\sigma(1)}, \ldots, v_{\sigma(N)})\), we have

\[
 2\varrho_0 < r_{\sigma(i)} + r_i
\]

\[
 < |a_{\sigma(i)} - a_i|
\]

\[
 \leq |v_{\sigma(i)} - v_i|
\]

\[
 \leq |\tilde{v}_{\sigma(i)} - v_{\sigma(i)}| + |\tilde{v}_{\sigma(i)} - v_i|
\]

\[
 \leq \|\tilde{V} - V\| + |\tilde{v}_{\sigma(i)} - v_i|
\]

\[
 < \eta V \varrho_0 + |\tilde{v}_{\sigma(i)} - v_i|.
\]

Since \(\eta V \leq 1\), we have \(\eta V \leq 2 - \eta V\), so that

\[
 \eta V \varrho_0 < |\tilde{v}_{\sigma(i)} - v_i| \leq \|\sigma(\tilde{V}) - V\|.
\]

\[\square\]
9.1.2. The simple functions. Each matrix $V \in \mathcal{P}_1^N$ yields a linear combination of indicator functions $q_V \in L^1(\Omega)$ defined as

\begin{equation}
q_V = \sum_{k=1}^{N} \lambda_k \chi_{B(a_k, r_k)}.
\end{equation}

Moreover, for $V \in \mathcal{P}_N$, since by condition (9.1) the balls $\{B(a_k, r_k)\}_{k=1,\ldots,N}$ are pairwise disjoint, we have

$$
\|q_V\|_{L^p(\Omega)} = \left(\omega_d \sum_{k=1}^{N} |\lambda_k|^p r_k^d \right)^{1/p},
$$

where $\omega_d = |B(0,1)|$.

In the following result we give $L^p$ continuity estimates for $q_V$ with $V \in \mathcal{P}_1^N$.

**Lemma 9.3.** Let $N \in \mathbb{N}$ and $1 \leq p < \infty$. There exists a constant $C > 0$ (depending only on $A$, $\theta_0$, $\theta_1$, $N$ and $p$) such that

\begin{equation}
\|q_{V^1} - q_{V^2}\|_{L^p(\Omega)} \leq C \|V^1 - V^2\|^{1/p}
\end{equation}

for every $V^1 = (v_1^1, \ldots, v_{N}^1)$ and $V^2 = (v_1^2, \ldots, v_{N}^2)$ in $\mathcal{P}_1^N$.

**Proof.** Using the triangle inequality we get

$$
\|q_{V^1} - q_{V^2}\|_{L^p(\Omega)} \leq \sum_{k=1}^{N} \|\lambda_k^1 \chi_{B(a_k^1, r_k^1)} - \lambda_k^2 \chi_{B(a_k^2, r_k^2)}\|_{L^p(\Omega)}
$$

\leq \sum_{k=1}^{N} \left( |\lambda_k^2| \|\chi_{B(a_k^1, r_k^1)} - \chi_{B(a_k^2, r_k^2)}\|_{L^p(\Omega)} + |\lambda_k^1 - \lambda_k^2| \|\chi_{B(a_k^1, r_k^1)}\|_{L^p(\Omega)} \right).

We estimate the two terms in the sum separately. For the first term we recall that $|\lambda_k^2| < \theta_1$ and (B.1) to obtain

$$
|\lambda_k^2| \|\chi_{B(a_k^1, r_k^1)} - \chi_{B(a_k^2, r_k^2)}\|_{L^p(\Omega)} = |\lambda_k^2| B(a_k^1, r_k^1) \Delta B(a_k^2, r_k^2)^{1/p} 
\leq C |(a_k^1, r_k^1) - (a_k^2, r_k^2)|^{1/p} 
\leq C |(a_k^1, r_k^1, \lambda_k^1) - (a_k^2, r_k^2, \lambda_k^2)|^{1/p}.
$$

For the other term,

$$
\|\chi_{B(a_k^1, r_k^1)}\|_{L^p(\Omega)} = |B(a_k^1, r_k^1)|^{1/p} \leq C,
$$

where we have used that $r_k^1 < \theta_1$. On the other hand, since $(a_k^1, r_k^1, |\lambda_k^1|), (a_k^2, r_k^2, |\lambda_k^2|) \in B(0, A) \times (\theta_0, \theta_1)^2$,

$$
|\lambda_k^1 - \lambda_k^2| \leq |(a_k^1, r_k^1, \lambda_k^1) - (a_k^2, r_k^2, \lambda_k^2)| 
\leq (2A + 4\theta_1)^{1/2} |(a_k^1, r_k^1, \lambda_k^1) - (a_k^2, r_k^2, \lambda_k^2)|.
$$

Therefore

$$
|\lambda_k^1 - \lambda_k^2| \|\chi_{B(a_k^1, r_k^1)}\|_{L^p(\Omega)} \leq C |(a_k^1, r_k^1, \lambda_k^1) - (a_k^2, r_k^2, \lambda_k^2)|^{1/p}
$$

and

$$
\|q_{V^1} - q_{V^2}\|_{L^p(\Omega)} \leq C \sum_{k=1}^{N} |(a_k^1, r_k^1, \lambda_k^1) - (a_k^2, r_k^2, \lambda_k^2)|^{1/p} 
\leq CN \|V^1 - V^2\|^{1/p},
$$

where $C$ is a constant depending on $A$, $\theta_0$, $\theta_1$, $N$ and $p$. Therefore we obtain the desired result.
where we have used the definition of \( \| \cdot \| \) in the second inequality. \( \square \)

### 9.1.3. The manifold

We denote by \( M_N \) the collection of all the functions \( q_V \), as defined in (9.7), parametrized by \( V \in \mathcal{P}_N \), i.e.

\[
M_N = \{ q_V : V \in \mathcal{P}_N \} \subset L^1(\Omega).
\]

Every function \( q \in M_N \) determines a set \( V(q) \subset \mathcal{P}_N \) consisting of all the matrices \( V \in \mathcal{P}_N \) such that \( q_V = q \). Observe that by construction each matrix in \( V(q) \) can be obtained as a permutation of the column vectors of any other matrix of the set. More precisely, for any \( V \in \mathcal{P}_N \) such that \( q_V = q \),

\[
V(q) = \{ \sigma(V) : \sigma \in \text{Perm}(N) \}.
\]

Equivalently, the \( V(q) \)'s are the classes of equivalence in the quotient space \( \mathcal{P}_N/\sim \), where \( V \sim W \) if and only if \( V \) and \( W \) have the same column vectors arranged in different orders.

Next, we define an atlas for \( M_N \) as follows: for each \( V \in \mathcal{P}_N \) let \( U_V \subset M_N \) be the set defined as

\[
U_V := \{ q_V \in M_N : \hat{V} \in \mathcal{P}_N, \| \hat{V} - V \| < \eta_V q_0 \}.
\]

Observe that, by Lemma 9.2, the matrix \( \hat{V} \) is unique, so in particular the map

\[
\varphi_V : U_V \to \mathbb{R}^{N(d+2)}, \quad \varphi_V(q_V) = \text{vec}(\hat{V}),
\]

is well defined.

**Lemma 9.4.** For every \( V \in \mathcal{P}_N \), the map \( \varphi_V : U_V \subseteq L^1(\Omega) \to \mathbb{R}^{N(d+2)} \) is bi-Lipschitz.

**Proof.** Take \( q_1, q_2 \in U_V \). There exist \( V^1 = (v^1_1, v^1_2, \ldots, v^1_N) \in V(q_1) \) and \( V^2 = (v^2_1, v^2_2, \ldots, v^2_N) \in V(q_2) \) such that

\[
\| V^i - V \| < \eta_V q_0, \quad i = 1, 2,
\]

so that \( \varphi_V(q_i) = \text{vec}(V^i) \) for \( i = 1, 2 \). Then

\[
\| q_1 - q_2 \|_{L^1(\Omega)} = \int_\Omega |q_1 - q_2| \, dx
\]

\[
= \int_\Omega \left| \sum_{k=1}^N \lambda_k^1 \chi_B(a^1_k, r^1_k) - \sum_{\ell=1}^N \lambda_\ell^2 \chi_B(a^2_\ell, r^2_\ell) \right| \, dx
\]

\[
= \sum_{k=1}^N \int_\Omega |\lambda_k^1 \chi_B(a^1_k, r^1_k) - \lambda_\ell^2 \chi_B(a^2_\ell, r^2_\ell)| \, dx.
\]

Notice that in the third equality we have recalled that, by Lemma 9.1, \( B(a^1_k, r^1_k) \cap B(a^2_\ell, r^2_\ell) \neq \emptyset \) if and only if \( k = \ell \), and that \( \{ B(a^1_k, r^1_k) \}_k \) are pairwise disjoint for \( i = 1, 2 \).

By the bi-Lipschitz estimate (5.2) obtained in Section 5.2,

\[
\| \lambda_k^1 \chi_B(a^1_k, r^1_k) - \lambda_\ell^2 \chi_B(a^2_\ell, r^2_\ell) \|_{L^1(\Omega)} \leq |(a^1_k, r^1_k, \lambda_k^1) - (a^2_\ell, r^2_\ell, \lambda_\ell^2)| = |v^1_k - v^2_\ell|,
\]

for \( k = 1, \ldots, N \). Then

\[
\| q_1 - q_2 \|_{L^1(\Omega)} \leq \sum_{k=1}^N |v^1_k - v^2_\ell| \leq \max_k |v^1_k - v^2_k| = \| V^1 - V^2 \|,
\]

Therefore, \( \varphi_V \) is bi-Lipschitz.
and so
\[ \|q_1 - q_2\|_{L^1(\Omega)} \leq |\text{vec}(V^1) - \text{vec}(V^2)| = |\varphi_V(q_1) - \varphi_V(q_2)|, \]
and the proof is concluded. \(\square\)

We have that \(U_V \subseteq M_N\) for each \(V \in \mathcal{P}_N\) and
\[ \bigcup_{V \in \mathcal{P}_N} U_V = M_N. \]
It turns out that \(\mathcal{A}_N = \{(U_V, \varphi_V) : V \in \mathcal{P}_N\}\) forms an atlas for \(M_N\).

**Lemma 9.5.** Consider \(M_N\) together with the atlas \(\mathcal{A}_N\). Then \(M_N\) is an \(N(d+2)\)-dimensional differentiable manifold in \(L^1(\Omega)\). Moreover, \(M_N\) is Lipschitz in \(L^1(\Omega)\).

**Proof.** By the definition of differentiable manifold (see Definition 2.1), we need to show that for each \(V, W \in \mathcal{P}_N\) the following hold:

1. \(U_V\) is open with respect to the topology of \(M_N\) inherited from \(L^1(\Omega)\);
2. \(\varphi_V(U_V)\) is open with respect to the topology of \(\mathbb{R}^{N(d+2)}\);
3. \(\varphi_V : U_V \to \mathbb{R}^{N(d+2)}\) is a homeomorphism onto its image for each \(V \in \mathcal{P}_N\);
4. the transition maps
   \[ \varphi_W \circ \varphi_V^{-1} : \varphi_V(U_V \cap U_W) \to \varphi_W(U_V \cap U_W) \]
   are continuously differentiable.

Proof of (1): Let \(q_0 \in U_V\). We show that \(q_0\) is an interior point of \(U_V\). Assume by contradiction that for every \(j \geq 1\) there exists \(q_j \in M_N\) such that
\[ \|q_j - q_0\|_{L^1(\Omega)} < \frac{1}{j} \]
and \(q_j \notin U_V\).

If we write \(q_j = \sum_{k=1}^{N} \lambda_k \chi_{B(a_k, r_k)}\) and \(q_0 = \sum_{k=1}^{N} \lambda_k \chi_{B(a_k, r_k)}\) then
\[ \int_{\Omega} \left| \sum_{k=1}^{N} \left( \lambda_k \chi_{B(a_k, r_k)} - \lambda_k \chi_{B(a_k, r_k)} \right) \right| \, dx < \frac{1}{j}, \quad j \geq 1, \]
and as a consequence (relabelling the terms in the sums if necessary) we deduce that \(a_k^j \to a_k\), \(r_k^j \to r_k\) and \(\lambda_k^j \to \lambda_k\). That is, the corresponding matrices \(V_{q_j}\) converge component by component to \(V_{q_0}\), so \(\|V_{q_j} - V_{q_0}\| \to 0\) as \(j \to \infty\).

Since \(q_j \notin U_V\), then \(\|V_{q_j} - V\| \geq \eta_V \psi_0\), and by the triangle inequality,
\[ 0 < \eta_V \psi_0 - \|V_{q_0} - V\| = \|V_{q_j} - V_{q_0}\|, \quad j \in \mathbb{N}. \]
Since the right-hand side converges to zero as \(j \to \infty\), we reach a contradiction.

Proof of (2): It is immediate to see that
\[ \varphi_V(U_V) = \{\text{vec}(\tilde{V}) : \tilde{V} \in \mathcal{P}_N \text{ and } \|\tilde{V} - V\| < \eta_V \psi_0\} \]
\[ = \{\text{vec}(\tilde{V}) : \tilde{V} \in \mathcal{P}_N \cup \tilde{V} \text{ satisfies (9.1) and } \|\tilde{V} - V\| < \eta_V \psi_0\} \]
is open in \(\mathbb{R}^{N(d+2)}\).

Proof of (3): The fact that \(\varphi_V\) is a homeomorphism is a direct consequence of the fact that \(\varphi_V\) is bijective and bi-Lipschitz (Lemma 9.4).
Proof of (4): Let \( q \in U_V \cup U_W \). There exist \( V_q, W_q \in \mathcal{V}(q) \) such that \( \text{vec}(V_q) \in \varphi_V(U_V \cap U_W) \) and \( \text{vec}(W_q) \in \varphi_W(U_V \cap U_W) \). Then
\[
\text{vec}(W_q) = \varphi_W \circ \varphi_V^{-1}(\text{vec}(V_q)).
\]
Since both \( V_q \) and \( W_q \) are in \( \mathcal{V}(q) \), there exists a permutation \( \sigma \) such that \( W_q = \sigma(V_q) \), so
\[
\varphi_W \circ \varphi_V^{-1}(\text{vec}(V_q)) = \text{vec}(\sigma(V_q)) = \sigma(\text{vec}(V_q)),
\]
where with an abuse of notation \( \sigma(\text{vec}(V)) := \text{vec}(\sigma(V)) \). Moreover, the permutation \( \sigma \) is independent of \( q \). To see this observe that by Lemma 9.4 both \( \varphi_V \) and \( \varphi_W \) are bi-Lipschitz, so the function \( \varphi_W \circ \varphi_V^{-1} \) is continuous, and since the number of possible permutations in \( \text{Perm}(N) \) is finite we have that
\[
\varphi_W \circ \varphi_V^{-1} = \sigma,
\]
which is continuously differentiable. \( \square \)

**Lemma 9.6.** \( M_{N_1} \cap M_{N_2} = \emptyset \) for every \( N_1 \neq N_2 \).

**Proof.** This immediately follows by construction of \( M_N \), since for \( V \in \mathcal{P}_N \) we have
\[
q_V = \sum_{k=1}^{N} \lambda_k \chi_{B(a_k, r_k)},
\]
where \( \lambda_k \neq 0 \) for every \( k \). In other words, functions in \( M_{N_1} \) and in \( M_{N_2} \) are linear combinations of indicator functions of a different number of balls. \( \square \)

9.1.4. The tangent space \( T_q M_N \). Arguing as in Section 5.1, it is possible to show that the manifold \( M_N \) is not embedded in \( L^1(\Omega) \). If \( F : M_N \to Y \) is a differentiable function, the differential of \( F \) at \( q_V \) is the linear map \( dF_{q_V} : T_{q_V} M_N \to Y \) given by
\[
dF_{q_V} = (F \circ \varphi_V^{-1})'(\varphi_V(q_V)) = (F \circ \varphi_V^{-1})'(\text{vec}(V)).
\]
Thus, given \( D \in \mathbb{R}^{(d+2) \times N} \) with an abuse of notation we denote
\[
dF_{q_V}(D) := dF_{q_V}(\text{vec}(D)) = (F \circ \varphi_V^{-1})'(\text{vec}(V))\text{vec}(D).
\]
Note that, without loss of generality, we have chosen the chart \((U_V, \varphi_V)\) to compute the differential (see Appendix A.2).

9.2. The inverse problem for the Schrödinger equation with indicator functions on balls. For the rest of this section, we assume \( d = 3 \). However, we prefer to leave \( d \) in all the mathematical expressions, in order to highlight that, unless otherwise stated, the derivation is valid in any dimension.

9.2.1. The PDE model. Consider the differentiable manifold constructed in the previous section,
\[
M_N = \{ q_V : V \in \mathcal{P}_N \} \subset L^1(\Omega),
\]
with the atlas \( \mathcal{A}_N = \{(U_V, \varphi_V) : V \in \mathcal{P}_N \} \) where
\[
U_V := \{ q_\tilde{V} \in M_N : \tilde{V} \in \mathcal{P}_N, \| \tilde{V} - V \| < \eta_V q_0 \},
\]
and
\[
\varphi_V : U_V \to \mathbb{R}^{N(d+2)}, \quad \varphi_V(q_\tilde{V}) = \text{vec}(\tilde{V}).
\]
We consider \( M_N \) as a subset of \( L^1(\Omega) \), where \( \Omega \subseteq \mathbb{R}^d \) is a bounded Lipschitz domain containing the support of all the elements in \( M_N \), that is \( \Omega \supseteq B(0, A + q_1) \). As we showed in Lemma 9.4, \( M_N \) is Lipschitz in \( L^1(\Omega) \).
Let $\beta \in L^\infty(\Omega)$ be a known background potential. In this section we consider the Dirichlet problem for the Schrödinger equation

$$\begin{cases}
-\Delta u + (\beta + q)u = 0 & \text{in } \Omega, \\
\quad u = \phi & \text{on } \partial\Omega,
\end{cases} \quad (9.9)$$

with $\phi \in H^{1/2}(\partial\Omega)$ and $q \in M_N$. In order to ensure the well-posedness of the problem, we need to restrict the functions $q$ in $M_N$ to those for which 0 is not a Dirichlet eigenvalue of $(-\Delta + \beta + q)$ in $\Omega$. For that reason, instead of working with $M_N$ we consider

$$\tilde{M}_N = \{q \in M_N : 0 \text{ is not a Dirichlet eigenvalue of } (-\Delta + \beta + q) \text{ in } \Omega\}.$$

We shall see as a consequence of the following lemmas that $\tilde{M}_N$ is open in $M_N$, and so it is a manifold itself, Lipschitz in $L^1(\Omega)$.

**Lemma 9.7.** Take $V \in P_N$. For $D \in \mathbb{R}^{(d+2) \times N}$ such that $\|D\| \leq 1$, let $L_D : H^1_0(\Omega) \to H^{-1}(\Omega)$ be the linear operator defined as

$$L_D = -\Delta + \beta + qV + D,$$

where $s = \|\beta\|_{L^\infty(\Omega)} + q_1 + 2$. Then there exists $c > 0$ such that for every $D \in \mathbb{R}^{(d+2) \times N}$ such that $\|D\| \leq 1$ we have that $L_D$ is invertible and

$$\|L_D\|_{L(H^1_0(\Omega), H^{-1}(\Omega))} \leq c \quad \text{and} \quad \|L_D^{-1}\|_{L(H^{-1}(\Omega), H^1_0(\Omega))} \leq c. \quad (9.10)$$

**Proof.** Observe that

$$\langle L_Du, v \rangle_{H^{-1}(\Omega) \times H^1_0(\Omega)} = \left| \int_{\Omega} \nabla u \cdot \nabla v + (\beta + qV + D)uv \, dx \right|$$

$$\leq \int_{\Omega} |\nabla u| |\nabla v| \, dx + \|\beta + qV + D + s\|_{L^\infty(\Omega)} \int_{\Omega} |uv| \, dx$$

$$\leq 3s \|u\|_{H^1(\Omega)} \|v\|_{H^1(\Omega)}$$

for every $u, v \in H^1_0(\Omega)$. On the other hand, since

$$|qV + D| \leq \max\{|\lambda_k + t_k| : k = 1, \ldots, N\} \leq \max_k |\lambda_k| + \|D\| \leq \rho_1 + 1$$

in $\Omega$, then

$$\beta + qV + D + s = \beta + \|\beta\|_{L^\infty(\Omega)} + qV + D + \rho_1 + 2$$

$$\geq qV + D + \rho_1 + 2$$

$$\geq \rho_1 + 2 - (\rho_1 + 1)$$

$$\geq 1.$$

Then

$$\langle L_Du, u \rangle = \int_{\Omega} (|\nabla u|^2 + (\beta + qV + D + s)u^2) \, dx$$

$$\geq \int_{\Omega} |\nabla u|^2 \, dx + \int_{\Omega} u^2 \, dx$$

$$= \|u\|_{H^1(\Omega)}^2.$$

Thus the operator $L_D$ is bounded and coercive, and by the Lax-Milgram theorem $L_D$ is invertible and there exists a constant $c > 0$ such that the bounds in (9.10) hold. $\square$
**Definition 9.1.** Let $X$ be a Banach space. A sequence $\{T_j\}_j$ of bounded linear operators $T_j : X \to X$ is collectively compact if the set $\{T_j(x) : \|x\|_X \leq 1, j \in \mathbb{N}\}$ is precompact, that is, if its closure is compact.

Even if the following proof requires $d \geq 3$, by using a different Sobolev embedding it is easy to see that the following result holds true even when $d = 2$.

**Lemma 9.8.** Take $V \in \mathcal{P}_N$. Let $D_j \in \mathbb{R}^{(d+2) \times N}$ be such that $\|D_j\| \leq 1$ and $D_j \to 0$. Then the sequence of operators $\{sL_{D_j}\}_j$ is collectively compact and converges pointwise to the operator $sL_0^{-1}I : H^1_0(\Omega) \to H^1_0(\Omega)$, where $I$ is the compact embedding $H^1_0(\Omega) \to H^{-1}(\Omega)$.

**Proof.** Step 1: a useful bound. For $q \in L^\frac{d}{2}(\Omega)$ and $u \in H^1(\Omega)$ we have

$$
\|q u\|_{H^{-1}(\Omega)} = \sup_{\|v\|_{H^1_0(\Omega)} = 1} |\langle q u, v \rangle_{H^{-1}(\Omega) \times H^1_0(\Omega)}| \\
\leq \sup_{\|v\|_{H^1_0(\Omega)} = 1} \int_{\Omega} |q v| dx \\
= \sup_{\|v\|_{H^1_0(\Omega)} = 1} \|q v\|_{L^1(\Omega)}.
$$

Thus, by the generalized Hölder inequality we can estimate

$$
\|q u\|_{H^{-1}(\Omega)} \leq \sup_{\|v\|_{H^1_0(\Omega)} = 1} \|q\|_{L^\frac{d}{2}(\Omega)} \|u\|_{L^\frac{2d}{d-2}(\Omega)} \|v\|_{L^{\frac{2d}{d-2}}(\Omega)}.
$$

Next, the Sobolev embedding $H^1(\Omega) \subseteq L^\frac{2d}{d-2}(\Omega)$ yields

$$
\|q u\|_{H^{-1}(\Omega)} \leq C(\Omega) \sup_{\|v\|_{H^1_0(\Omega)} = 1} \|q\|_{L^\frac{d}{2}(\Omega)} \|u\|_{H^1(\Omega)} \|v\|_{H^1_0(\Omega)}
$$

(9.11)

$$
= C(\Omega) \|q\|_{L^\frac{d}{2}(\Omega)} \|u\|_{H^1(\Omega)}.
$$

**Step 2:** $L_{D_j}^{-1} \to L_0^{-1}$ strongly. Take $g \in H^{-1}(\Omega)$ and set $u_j = L_{D_j}^{-1}g$ and $u_0 = L_0^{-1}g$. We need to show that $u_j \to u_0$ in $H^1_0(\Omega)$, namely,

$$
\|u_j - u_0\|_{H^1_0(\Omega)} \to 0.
$$

Since $L_{D_j} u_j = g = L_0 u_0$ we have $L_0(u_0 - u_j) = (L_{D_j} - L_0) u_j$, so that

$$
u_0 - u_j = L_0^{-1}(L_{D_j} - L_0)L_{D_j}^{-1}g.
$$

Thanks to (9.10) we obtain

$$
\|u_0 - u_j\|_{H^1_0(\Omega)} \leq C^2 \|g\|_{H^{-1}(\Omega)} \|L_{D_j} - L_0\|_{L(H^1_0(\Omega), H^{-1}(\Omega))}.
$$

It remains to bound the operator norm of $L_{D_j} - L_0$. For $u \in H^1_0(\Omega)$ we have $(L_{D_j} - L_0) u = (q v + q v) u$, and so by (9.11)

$$
\|L_{D_j} - L_0\|_{L(H^1_0(\Omega), H^{-1}(\Omega))} \leq C(\Omega) \|q v + q v\|_{L^\frac{2d}{d-2}(\Omega)} \leq C \|D_j\|^{\frac{2}{d}}
$$

where the second inequality comes from Lemma 9.3. Thus the right hand side of this expression goes to 0 as $j \to +\infty$, and the proof follows.

**Step 3:** $\{sL_{D_j}^{-1}I\}_j$ is collectively compact. We follow the proof of [94, Lemma 3]. We need to show that the set

$$
A = \{L_{D_j}^{-1}I v : v \in H^1_0(\Omega), \|v\|_{H^1_0(\Omega)} \leq 1, j \in \mathbb{N}\}$$
is precompact in $H^1_0(\Omega)$. In other words, every sequence in $A$ must have a subsequence convergent in $H^1_0(\Omega)$. Observe that

$$A = \{L^{-1}_{D_k}f : f \in B, \ j \in \mathbb{N}\},$$

where $B = I(B_{H^1_0(\Omega)}(0,1)) \subseteq H^{-1}(\Omega)$ is compact. Let $\{L^{-1}_{D_k}f_k\}$ be a sequence in $A$. Since $B$ is compact, up to a subsequence we have $f_k \to f$ in $H^{-1}(\Omega)$. If $(j_k)$ is bounded, it admits a definitely constant subsequence, and so the result immediately follows from the convergence $f_k \to f$. Otherwise, take a subsequence so that $j_k \to +\infty$. By (9.10) we have

$$\|L^{-1}_{D_k}f_k - L^{-1}_0f\|_{H^1_0(\Omega)} \leq \|L^{-1}_{D_k}f_k - L^{-1}_0f\|_{H^1_0(\Omega)} + \|L^{-1}_{D_k}f - L^{-1}_0f\|_{H^1_0(\Omega)}$$

$$\leq c\|f - f\|_{H^{-1}(\Omega)} + \|L^{-1}_{D_k}f - L^{-1}_0f\|_{H^1_0(\Omega)},$$

where the right hand side goes to 0 by using Step 2. In other words,

$$L^{-1}_{D_k}f_k \to L^{-1}_0f \in H^1_0(\Omega).$$

This concludes the proof. \qed

Lemma 9.9 ([17, Theorem 4.3]). Let $X$ be a Banach space and $\{T_j : X \to X\}$ be a collectively compact family of bounded linear operators that converge pointwise to a linear operator $T : X \to X$. Then $I_X - T$ is an isomorphism if and only if there exists $j_0 \in \mathbb{N}$ such that for every $j \geq j_0$ the operators $I_X - T_j$ are isomorphisms and $(I_X - T_j)^{-1}$ are uniformly bounded.

Next we show that the manifold $\tilde{M}_N$ is open in $M_N$, which is a consequence of the previous results.

Lemma 9.10. $\tilde{M}_N$ is open in $M_N$. In particular, $\tilde{M}_N$ is a manifold, and is Lipschitz in $L^1(\Omega)$.

Proof. Let $qv \in \tilde{M}_N$. Since 0 is not a Dirichlet eigenvalue of $L_0 - sI = -\Delta + \beta + qV$ by the definition of $\tilde{M}_N$, we have that the operator $L_0 - sI$ is an isomorphism. As a consequence, since $L_0$ is invertible by Lemma 9.7, then

$$I_{H^1_0(\Omega)} - sL_0^{-1}I = L_0^{-1}(-\Delta + \beta + qV)$$

is an isomorphism.

It is now sufficient to show that there exist $\tilde{\mu} \in (0,1]$ and $\tilde{c} > 0$ such that for every $D \in \mathbb{R}^{(d+2) \times N}$ with $\|D\| \leq \tilde{\mu}$, the operator

$$I_{H^1_0(\Omega)} - sL_D^{-1}I = L_D^{-1}(-\Delta + \beta + qV + D)$$

is an isomorphism,

and $\|I_{H^1_0(\Omega)} - sL_D^{-1}I\|_{C(H^1_0, H^1_0)} \leq \tilde{c}$.

In particular, this implies that $qV + D \in \tilde{M}_N$ (the uniform bound (9.13) will be useful later). Suppose, by contradiction, that for every $j \geq 1$ there exists $D_j$ with $\|D_j\| \leq \frac{1}{j}$, such that, either

$$I_{H^1_0(\Omega)} - sL_{D_j}^{-1}I = L_{D_j}^{-1}(-\Delta + \beta + qV + D_j)$$

is not an isomorphism, or $\|I_{H^1_0(\Omega)} - sL_{D_j}^{-1}I\|_{C(H^1_0, H^1_0)} > j$. By Lemma 9.8, the family of operators $\{sL_{D_j}^{-1}I\}$ is collectively compact and converges pointwise to the operator $sL_0^{-1}I$. Thus, by Lemma 9.9 we have that $I_{H^1_0(\Omega)} - sL_0^{-1}I$ is not an isomorphism, a contradiction.
We have shown that $\tilde{M}_N$ is open in $M_N$. The rest is an immediate consequence of Lemma 9.5.

**Lemma 9.11.** Take $V \in \mathcal{P}_N$ such that $q_V \in \tilde{M}_N$. There exist $\bar{\mu}, c > 0$ such that for every $\mu \in [0, \bar{\mu}]$, $D \in \mathbb{R}^{(d+2) \times N}$ such that $\|D\| \leq 1$ and $\phi \in H^{1/2}(\partial \Omega)$ the problem

\begin{equation}
\begin{aligned}
-\Delta u_\mu + (\beta + q_{V+\mu D})u_\mu &= 0 \quad \text{in } \Omega, \\
\mu D u_\mu &= \phi \quad \text{on } \partial \Omega,
\end{aligned}
\end{equation}

has a unique weak solution $u_\mu \in H^1(\Omega)$ satisfying

\[\|u_\mu\|_{H^1(\Omega)} \leq c\|\phi\|_{H^{1/2}(\partial \Omega)},\]

and

\[\|u_\mu - u_0\|_{H^1(\Omega)} \leq c\|u_0\|_{H^1(\Omega)} \mu^{2/d} \|D\|^{2/d} .\]

**Proof.** Let $\bar{\mu} \in (0, 1]$ be as in the proof of Lemma 9.10. For $\mu \in [0, \bar{\mu}]$, 0 is not a Dirichlet eigenvalue of $-\Delta + \beta + q_{V+\mu D}$, and so (9.14) has a unique solution $u_\mu \in H^1(\Omega)$. It remains to prove the bound on $\|u_\mu\|_{H^1(\Omega)}$, where $u_\mu = u_\mu - u_0 \in H^1_0(\Omega)$.

A direct calculation shows that $w_\mu$ satisfies

\[L_{\mu D} w_\mu = sw_\mu - (q_{V+\mu D} - q_V)u_0.\]

By Lemma 9.7 we obtain

\[(I_{H^1_0(\Omega)} - sL_{\mu D}^{-1})w_\mu = -L_{\mu D}^{-1}(q_{V+\mu D} - q_V)u_0,\]

and, in view of (9.13) and Lemma 9.7,

\[\|w_\mu\|_{H^1_0(\Omega)} \leq \|(I_{H^1_0(\Omega)} - sL_{\mu D}^{-1})\|_{L(H^1_0(\Omega),H^1_0(\Omega))}\|L_{\mu D}^{-1}(q_{V+\mu D} - q_V)u_0\|_{H^1_0(\Omega)} \leq C\|q_{V+\mu D} - q_V\|u_0\|_{H^{-1}(\Omega)} .\]

Therefore, by (9.11) we obtain

\[\|w_\mu\|_{H^1(\Omega)} \leq C\|q_{V+\mu D} - q_V\|_{L^\infty(H^1(\Omega))}\|u_0\|_{H^1(\Omega)} \leq C\|u_0\|_{H^1(\Omega)} \mu^{2/d} \|D\|^{2/d},\]

where in the last inequality we have used (9.8). □

We define $\Lambda: \tilde{M}_N \to \mathcal{L}_* = \mathcal{L}(H^{1/2}(\partial \Omega), H^{-1/2}(\partial \Omega))$ as the Dirichlet-to-Neumann map

\[\Lambda_q(\phi) := \frac{\partial u_\phi}{\partial \nu}|_{\partial \Omega},\]

where $u_\phi^\tilde{\phi} \in H^1(\Omega)$ is the unique solution of (9.9) and the Neumann derivative is (weakly) defined as

\[\langle \Lambda_q(\phi), \psi\rangle_{H^{-1/2}(\partial \Omega) \times H^{1/2}(\partial \Omega)} = \int_{\Omega} (\nabla u_\phi^\tilde{\phi} \cdot \nabla \psi + q u_\phi^\tilde{\phi} \psi) \, dx, \quad \psi \in H^1(\Omega).\]
Lemma 9.12. The Dirichlet-to-Neumann map $\Lambda$ is differentiable in $\widetilde{M}_N$. Moreover, for every $q = q_V \in \widetilde{M}_N$, $d\Lambda_q: \mathbb{R}^{(d+2)\times N} \to \mathcal{L}_*$ is given by

\begin{equation}
\langle d\Lambda_q(D)\phi, \psi \rangle_{H^{-1/2}(\partial\Omega) \times H^{1/2}(\partial\Omega)} = \sum_{k=1}^{N} t_k \int_{B(\alpha_k,r_k)} u_\phi^k u_\psi^k \, dx + \lambda_k \int_{\partial B(\alpha_k,r_k)} \left( h_k \frac{x - a_k}{r_k} + \rho_k \right) u_\phi^k u_\psi^k \, d\sigma(x),
\end{equation}

for every $\phi, \psi \in H^{1/2}(\partial\Omega)$, where $u_\phi^k$ and $u_\psi^k$ are the corresponding solutions to (9.9) and (9.15). More precisely, we need to show that its differential is given by (9.15). More precisely, we need to show that

$$
\Lambda \circ \varphi_V^{-1}: \varphi_V(U_V) \to \mathcal{L}_*
$$

is Fréchet differentiable. Moreover, we need to show that its differential is given by (9.15). More precisely, we need to show that

$$
\lim_{D \to 0} \frac{\|\Lambda_{q_V+\mu D} - \Lambda_{q_V} - d\Lambda_q(D)\|_{\mathcal{L}_*}}{\|D\|} = 0.
$$

Equivalently, we will prove that

$$
\lim_{\mu \to 0^+} \sup_D \frac{\|\Lambda_{q_V+\mu D} - \Lambda_{q_V} - \mu d\Lambda_q(D)\|_{\mathcal{L}_*}}{\|\mu\|} = 0,
$$

where the supremum is taken over all $D \in \mathbb{R}^{(d+2)\times N}$ such that $\|D\| = 1$.

By definition of operator norm we have

$$
\|\Lambda_{q_V+\mu D} - \Lambda_{q_V} - \mu d\Lambda_q(D)\|_{\mathcal{L}_*} = \sup_{\phi, \psi} |\langle (\Lambda_{q_V+\mu D} - \Lambda_{q_V} - \mu d\Lambda_q(D))\phi, \psi \rangle|,
$$

where the supremum is taken over all $\phi, \psi \in H^{1/2}(\partial\Omega)$ such that $\|\phi\|_{H^{1/2}(\partial\Omega)} = \|\psi\|_{H^{1/2}(\partial\Omega)} = 1$. By the triangle inequality we have

\begin{align*}
\|\Lambda_{q_V+\mu D} - \Lambda_{q_V} - \mu d\Lambda_q(D)\|_{\mathcal{L}_*} &\leq \sup_{\phi, \psi} |\langle (\Lambda_{q_V+\mu D} - \Lambda_{q_V})\phi, \psi \rangle - \int_{\Omega} (q_V+\mu D-q_V) u_\phi^k u_\psi^k \, dx| \\
&\quad + \sup_{\phi, \psi} |\int_{\Omega} (q_V+\mu D-q_V) u_\phi^k u_\psi^k \, dx - \mu (d\Lambda_q(D)\phi, \psi)|,
\end{align*}

We deal with these two terms separately.

**Step II:** We show that

$$
\lim_{\mu \to 0^+} \sup_{\phi, \psi, D} \frac{|\langle (\Lambda_{q_V+\mu D} - \Lambda_{q_V})\phi, \psi \rangle - \int_{\Omega} (q_V+\mu D-q_V) u_\phi^k u_\psi^k \, dx|}{\mu} = 0.
$$
Recalling Alessandrinii’s identity [8] we have
\[
\langle (\Lambda_{qV+\mu D} - \Lambda_{qV}) \phi, \psi \rangle = \int_{\Omega} (qV + \mu D - qV) u_{qV+\mu D}^\phi u_q^\psi \, dx,
\]
so that by (9.11) we obtain
\[
|\langle (\Lambda_{qV+\mu D} - \Lambda_{qV}) \phi, \psi \rangle - \int_{\Omega} (qV + \mu D - qV) u_{qV+\mu D}^\phi u_q^\psi \, dx| \\
= |\int_{\Omega} (qV + \mu D - qV)(u_{qV+\mu D}^\phi - u_{qV}^\phi) u_q^\psi \, dx| \\
\leq \| (qV + \mu D - qV) u_{qV}^\psi \|_{H^{-1}(\Omega)} \| u_{qV+\mu D}^\phi - u_{qV}^\phi \|_{H^1(\Omega)} \\
\leq C(\Omega) \| u_q^\psi \|_{H^1(\Omega)} \| qV + \mu D - qV \|_{L^{2/d}(\Omega)} \| u_{qV+\mu D}^\phi - u_{qV}^\phi \|_{H^1(\Omega)}.
\]
We estimate all these factors as follows:
- \( \| u_q^\psi \|_{H^1(\Omega)} \leq C \| \psi \|_{H^{1/2}(\partial \Omega)} = C \) because \( q \in \tilde{M}_N \), and so problem (9.9) is well posed;
- \( \| qV + \mu D - qV \|_{L^{2/d}(\Omega)} \leq C\mu^{2/d} \| D \|_{2/d} = C\mu^{2/d} \) thanks to Lemma 9.3;
- \( \| u_{qV+\mu D}^\phi - u_{qV}^\phi \|_{H^1(\Omega)} \leq C \| u_q^\phi \|_{H^1(\Omega)} \mu^{1/2} \| D \|_{2/d} \leq C \| \phi \|_{H^{1/2}(\partial \Omega)} \mu^{1/2} = C\mu^{1/2} \) thanks to Lemma 9.11.

Altogether, we have
\[
\sup_{\phi, \psi} \left| \frac{\langle (\Lambda_{qV+\mu D} - \Lambda_{qV}) \phi, \psi \rangle - \int_{\Omega} (qV + \mu D - qV) u_{qV+\mu D}^\phi u_q^\psi \, dx}{\mu} \right| \leq C\mu^{1/2} \to 0,
\]
uniformly in \( D \) with \( \| D \| = 1 \), as desired.

Step III: We show that
\[
\lim_{\mu \to 0^+} \sup_{\phi, \psi, D} \left| \int_{\Omega} (qV + \mu D - qV) u_{qV+\mu D}^\phi u_q^\psi \, dx - \mu (d\Lambda_q(\phi, \psi)) \right| = 0.
\]
Writing
\[
qV + \mu D - qV = \sum_{k=1}^{N} \left( (\lambda_k + \mu t_k) \chi_{B(a_k + \mu h_k, r_k + \mu \rho_k)} - \lambda_k \chi_{B(a_k, r_k)} \right),
\]
we immediately derive
\[
\int_{\Omega} (qV + \mu D - qV) u_{qV+\mu D}^\phi u_q^\psi \, dx \\
= \sum_{k=1}^{N} \left( (\lambda_k + \mu t_k) \int_{B(a_k + \mu h_k, r_k + \mu \rho_k)} u_{qV+\mu D}^\phi u_q^\psi \, dx - \lambda_k \int_{B(a_k, r_k)} u_{qV+\mu D}^\phi u_q^\psi \, dx \right) \\
= \sum_{k=1}^{N} \lambda_k \left( \int_{B(a_k + \mu h_k, r_k + \mu \rho_k)} u_{qV+\mu D}^\phi u_q^\psi \, dx - \int_{B(a_k, r_k)} u_{qV+\mu D}^\phi u_q^\psi \, dx \right) \\
+ \mu \sum_{k=1}^{N} t_k \int_{B(a_k + \mu h_k, r_k + \mu \rho_k)} u_{qV+\mu D}^\phi u_q^\psi \, dx.
\]
Therefore, recalling (9.15), it is sufficient to show that for every \( k = 1, \ldots, N \)
\[
(9.17) \quad \lim_{\mu \to 0^+} \sup_{\phi, \psi, D} \left| \int_{B(a_k + \mu h_k, r_k + \mu \rho_k)} u_{qV+\mu D}^\phi u_q^\psi \, dx - \lambda_k \int_{B(a_k, r_k)} u_{qV+\mu D}^\phi u_q^\psi \, dx \right| = 0
\]
and

\[(9.18) \quad \lim_{\mu \to 0^+} \sup_{\phi, \psi, D} \mu^{-1} \left[ \int_{B(a_k + \mu h_k + \rho_k)} u_\phi^\mu u_\psi^\mu \, dx - \int_{B(a_k, r_k)} u_\phi^\mu u_\psi^\mu \, dx \right]
- \mu \int_{\partial B(a_k, r_k)} \left( h_k \cdot \frac{x - a_k}{r_k} + \rho_k \right) u_\phi^\mu u_\psi^\mu \, d\sigma(x) = 0.\]

It is immediate to see that (9.18) implies (9.17), and so it remains to prove (9.18).

Suitable changes of variables yield

\[(9.19) \quad \int_{B(a_k + \mu h_k + \rho_k)} u_\phi^\mu u_\psi^\mu \, dx - \int_{B(a_k, r_k)} u_\phi^\mu u_\psi^\mu \, dx
= \int_{B(0, 1)} \left[ (r_k + \mu \rho_k)^d (u_\phi^\mu u_\psi^\mu) (a_k + \mu h_k + (r_k + \mu \rho_k) x) - r_k^d (u_\phi^\mu u_\psi^\mu) (a_k + r_k x) \right] \, dx
+ r_k \int_{B(0, 1)} \left[ (u_\phi^\mu u_\psi^\mu) (a_k + \mu h_k + (r_k + \mu \rho_k) x) - (u_\phi^\mu u_\psi^\mu) (a_k + r_k x) \right] \, dx.\]

Recalling that \(r_k < g_1\) and \(|\rho_k| \leq \||D|| = 1\), it is easy to see that

\[(r_k + \mu \rho_k)^d - r_k^d - dr_k^{d-1} \mu \rho_k = O(\mu^2)\]
holds uniformly for every \(||D|| = 1\). Then, since

\[\left| \int_{B(0, 1)} (u_\phi^\mu u_\psi^\mu) (a_k + \mu h_k + (r_k + \mu \rho_k) x) \, dx \right| \leq C \|u_\phi^\mu\|_{L^2(\Omega)} \|u_\psi^\mu\|_{L^2(\Omega)} = C,\]
we have

\[(9.20) \quad (r_k + \mu \rho_k)^d - r_k^d \int_{B(0, 1)} (u_\phi^\mu u_\psi^\mu) (a_k + \mu h_k + (r_k + \mu \rho_k) x) \, dx
= dr_k^{d-1} \mu \rho_k \int_{B(0, 1)} (u_\phi^\mu u_\psi^\mu) (a_k + \mu h_k + (r_k + \mu \rho_k) x) \, dx + O(\mu^2),\]

where all the constants hidden in the \(O\) symbols (here and below) are independent of \(\phi, \psi\) and \(D\).

We consider now a subdomain \(\Omega' \in \Omega\) such that \(B(a_k + \mu h_k, r_k + \mu \rho_k) \subseteq \Omega'\) for every \(k\) and for every \(\mu \in [0, \bar{\mu}]\), where \(\bar{\mu} > 0\) is given by Lemma 9.11. Thanks to classical regularity results for elliptic PDEs, we have that \(u_\phi^\mu, u_\psi^\mu \in C^{1,\alpha}(\overline{\Omega'})\) for some \(\alpha \in (0, 1)\) and

\[(9.21) \quad \|u_\phi^\mu\|_{C^{1,\alpha}(\overline{\Omega'})} \leq C \|\phi\|_{H^{2}(\partial \Omega)} = C, \quad \|u_\psi^\mu\|_{C^{1,\alpha}(\overline{\Omega'})} \leq C \|\psi\|_{H^{2}(\partial \Omega)} = C.\]

In particular, \(\|u_\phi^\mu u_\psi^\mu\|_{C^{1,\alpha}(\overline{\Omega'})} \leq C\). Thus, applying the identity

\[|u(y) - u(x) - (y - x) \cdot \nabla u(x)| \leq \|u\|_{C^{1,\alpha}(\overline{\Omega'})} |y - x|^{1+\alpha}, \quad x, y \in \overline{\Omega'},\]
Lemma 9.13. The Dirichlet-to-Neumann map is continuously differentiable, that is
\[ u = u_q^\phi u_q^\psi \] we have
\[
| (u_q^\phi u_q^\psi)(a_k + \mu h_k + (r_k + \mu \rho_k)x) - (u_q^\phi u_q^\psi)(a_k + r_kx) - \mu(h_k + \rho_k x) \cdot \nabla (u_q^\phi u_q^\psi)(a_k + r_kx) | 
\leq C(|h_k| + |\rho_k|)^{1+\alpha} \mu^{1+\alpha} 
= O(\mu^{1+\alpha}),
\]
where in the last inequality we have used that \(||D|| = 1\). Therefore

\[
\int_{B(0,1)} [(u_q^\phi u_q^\psi)(a_k + \mu h_k + (r_k + \mu \rho_k)x) - (u_q^\phi u_q^\psi)(a_k + r_kx)] dx 
= \mu \int_{B(0,1)} (h_k + \rho_k x) \cdot \nabla (u_q^\phi u_q^\psi)(a_k + r_kx) dx + O(\mu^{1+\alpha}) = O(\mu).
\]

Finally, using (9.19), (9.20) and (9.22) the expression in (9.18) may be rewritten (after a suitable change of variables) as

\[
dr_k^{-1} \rho_k \int_{B(a_k, r_k)} (u_q^\phi u_q^\psi)(x) dx + O(\mu) 
+ \int_{B(a_k, r_k)} \left( h_k + \rho_k \frac{x - a_k}{r_k} \right) \cdot \nabla (u_q^\phi u_q^\psi)(x) dx + O(\mu^\alpha) 
- \int_{\partial B(a_k, r_k)} \left( h_k \cdot \frac{x - a_k}{r_k} + \rho_k \right) u_q^\phi u_q^\psi \sigma(x). 
\]

Furthermore, noting that
\[
d \frac{\rho_k}{r_k} u_q^\phi u_q^\psi + \left( h_k + \rho_k \frac{x - a_k}{r_k} \right) \cdot \nabla (u_q^\phi u_q^\psi) = \text{div} \left( \left( h_k + \rho_k \frac{x - a_k}{r_k} \right) u_q^\phi u_q^\psi \right),
\]
thanks to the divergence theorem we obtain that the three integral terms in (9.23) cancel, and so (9.18) is proven. This concludes the proof. \( \square \)

Next, we show that \( \Lambda \) is of class \( C^1 \).

**Lemma 9.13.** The Dirichlet-to-Neumann map is continuously differentiable, that is \( \Lambda \in C^1(\tilde{M}_N, \mathcal{L}_e) \). Furthermore, for every \( q_{V,1} \in \tilde{M}_N \) there exists \( C > 0 \) such that
\[
\| d\Lambda_{q_{V,1}} - d\Lambda_{q_{V,2}} \|_{\mathbb{R}^{(d+2)\times N} \times \mathcal{L}_e} \leq C \| V^1 - V^2 \|^\frac{1}{2}
\]
for every \( V^2 \in \mathcal{P}_N \) such that \( q_{V,2} \in \tilde{M}_N \).

**Proof.** For the sake of simplicity, we introduce a functional \( \mathcal{F} : \mathcal{P}_N \times \mathbb{R}^{(d+2)\times N} \times W^{1,1}(\Omega) \to \mathbb{R} \) given by
\[
\mathcal{F}(V, D, u) = \sum_{k=1}^N \left\{ t_k \int_{B(a_k, r_k)} u \, dx + \lambda_k \int_{\partial B(a_k, r_k)} \left( h_k \cdot \frac{x - a_k}{r_k} + \rho_k \right) u \, d\sigma(x) \right\},
\]
where \( V \) and \( D \) are given by (9.16). Observe that, defined in this way, we have
\[
\langle d\Lambda_{q_V}(\phi), \psi \rangle = \mathcal{F}(V, D, u_q^\phi u_q^\psi) \text{ by (9.15).}
\]
Using the divergence theorem we can rewrite \( \mathcal{F}(V, D, u) \) as
\[
\mathcal{F}(V, D, u) = \sum_{k=1}^N \int_{B(a_k, r_k)} \left[ \left( t_k + \lambda_k d \frac{\rho_k}{r_k} \right) u + \lambda_k \left( h_k + \rho_k \frac{x - a_k}{r_k} \right) \cdot \nabla u \right] dx
\]
Performing changes of variables we obtain

\[
\mathcal{F}(V, D, u) \leq C \sum_{k=1}^{N} (|h_k| + |\rho_k| + |t_k|) \int_{B(a_k, r_k)} (|u| + |\nabla u|) \, dx
\]

\[
\leq C \|D\| \|u\|_{W^{1,1}(\Omega)}. \tag{9.24}
\]

Take \(V^1 \in \mathcal{P}_N\) such that \(q_{V^1} \in \tilde{M}_N\). We will show that \(d\Lambda\) is continuous in \(q_{V^1}\). Let \(V^2 \in \mathcal{P}_N\) such that \(\|V^1 - V^2\| \leq \bar{\mu}\), where \(\bar{\mu} > 0\) is given in Lemma 9.11, so that \(q_{V^2} \in \tilde{M}_N\). Given \(\phi, \psi \in H^{1/2}(\partial\Omega)\) we consider the \(H^1(\Omega)\)-solutions \(u_j = \psi_{q_{V^j}}^\phi\) and \(v_j = \psi_{q_{V^j}}^\psi\) with \(j = 1, 2\). Recalling the formula for the differential of the Dirichlet-to-Neumann map (9.15) and the definition of \(\mathcal{F}\),

\[
\left| \left( (d\Lambda_{q_{V^1}} - d\Lambda_{q_{V^2}})(D)(\phi), \psi \right) \right| = \left| \mathcal{F}(V^1, D, u_1 v_1) - \mathcal{F}(V^2, D, u_2 v_2) \right|
\]

\[
\leq \left| \mathcal{F}(V^1, D, u_1 v_1) - \mathcal{F}(V^2, D, u_1 v_1) \right|
\]

\[
+ \left| \mathcal{F}(V^2, D, u_1 v_1 - u_2 v_2) \right|
\]

By Lemma 9.11 we have the following estimates,

\[
\|u_1 - u_2\|_{H^1(\Omega)} \leq C \|\phi\|_{H^\frac{1}{2}(\partial\Omega)} \|V^1 - V^2\|^{\frac{1}{2}},
\]

\[
\|v_1 - v_2\|_{H^1(\Omega)} \leq C \|\psi\|_{H^\frac{1}{2}(\partial\Omega)} \|V^1 - V^2\|^{\frac{1}{2}},
\]

for some \(C > 0\) independent of \(V^2\), \(\phi\) and \(\psi\) (in the following, we will use the same letter \(C\) to denote different positive constants independent of \(V^2\), \(\phi\) and \(\psi\)). Hence, by using (9.24) we can get the estimate

\[
\mathcal{F}(V^2, D, u_1 v_1 - u_2 v_2)
\]

\[
\leq C \|u_1 v_1 - u_2 v_2\|_{W^{1,1}(\Omega)} \|D\|
\]

\[
\leq C \left( \|u_1\|_{H^1(\Omega)} \|v_1 - v_2\|_{H^1(\Omega)} + \|v_2\|_{H^1(\Omega)} \|u_1 - u_2\|_{H^1(\Omega)} \right) \|D\|
\]

\[
\leq C \|\phi\|_{H^\frac{1}{2}(\partial\Omega)} \|\psi\|_{H^\frac{1}{2}(\partial\Omega)} \|D\| \|V^1 - V^2\|^{\frac{1}{2}}.
\]

In what follows we focus on the difference \(\mathcal{F}(V^1, D, u_1 v_1) - \mathcal{F}(V^2, D, u_1 v_1)\). Performing changes of variables we obtain

\[
\mathcal{F}(V^1, D, u_1 v_1) - \mathcal{F}(V^2, D, u_1 v_1) = \sum_{k=1}^{N} t_k \left( \int_{B(a_k, r_k)} u_1 v_1 \, dx - \int_{B(a_k, r_k)} u_1 v_1 \, dx \right)
\]

\[
+ \sum_{k=1}^{N} \int_{S^{d-1}} (h_k \cdot x + \rho_k) \left( \lambda_k^1 (r_k) d - 1 (u_1 v_1) (a_k + r_k x) \right.
\]

\[
- \lambda_k^2 (r_k^2) d - 1 (u_1 v_1) (a_k^2 + r_k^2 x) \, d\sigma(x),
\]
so taking absolute values and recalling (9.2) we get

\[ |\mathcal{F}(V^1, D, u_1, v_1) - \mathcal{F}(V^2, D, u_1, v_1)| \leq \sum_{k=1}^{N} \left( |t_k| |\mathbb{I}_k| + (|h_k| + |\rho_k|) |\mathbb{I}_k| \right) \]

\[ \leq \sum_{k=1}^{N} \left( |h_k| + |\rho_k| + |t_k| \right) (|\mathbb{I}_k| + |\mathbb{I}_k|) \]

\[ \leq C \|D\| \sum_{k=1}^{N} (|\mathbb{I}_k| + |\mathbb{I}_k|), \]

where

\[ |\mathbb{I}_k| = \int_{B(a_k^1, r_k^1) \cup B(a_k^2, r_k^2)} |u_1 v_1| \, dx, \]

\[ |\mathbb{I}_k| = \int_{S^{d-1}} \left| \lambda_k^2(r_k^1)^{d-1}(u_1 v_1)(a_k^1 + r_k^1 x) - \lambda_k^2(r_k^2)^{d-1}(u_1 v_1)(a_k^2 + r_k^2 x) \right| \, d\sigma(x). \]

We claim that

\[ (9.25) \quad |\mathbb{I}_k|, |\mathbb{I}_k| \leq C \|\phi\|_{H^2_0(\partial\Omega)} \|\psi\|_{H^2_0(\partial\Omega)} \|V^1 - V^2\| \]

for each \( k = 1, \ldots, N \). This implies that

\[ \left| \langle (d\Lambda_{q_{v1}}, - d\Lambda_{q_{v2}})(D) (\phi, \psi) \rangle \right| \leq C \|\phi\|_{H^2_0(\partial\Omega)} \|\psi\|_{H^2_0(\partial\Omega)} \|D\| \|V^1 - V^2\|^2 + C \|\phi\|_{H^2_0(\partial\Omega)} \|\psi\|_{H^2_0(\partial\Omega)} \|D\| \|V^1 - V^2\|. \]

Then

\[ \| (d\Lambda_{q_{v1}}, - d\Lambda_{q_{v2}})(D) \|_{\mathcal{L}} \leq C \|D\| \|V^1 - V^2\|^2 \]

for every \( D \in \mathbb{R}^{(d+2) \times N} \). Therefore, \( d\Lambda \) is continuous in \( q_{v1} \), as desired.

Next we prove (9.25). For the first term, recalling (B.1) and (9.21), we have

\[ |\mathbb{I}_k| = \int_{B(a_k^1, r_k^1) \cup B(a_k^2, r_k^2)} |u_1 v_1| \, dx \]

\[ \leq \|u_1 v_1\|_{L^\infty(\Omega)} |B(a_k^1, r_k^1) \cup B(a_k^2, r_k^2)| \]

\[ \leq C \|u_1 v_1\|_{L^\infty(\Omega)} \|v_1\|_{L^\infty(\Omega)} (|a_k^1, r_k^1| - (a_k^2, r_k^2)|) \]

\[ \leq C \|\phi\|_{H^2_0(\partial\Omega)} \|\psi\|_{H^2_0(\partial\Omega)} (|a_k^1, r_k^1, \lambda_k^1| - (a_k^2, r_k^2, \lambda_k^2)|) \]

\[ \leq C \|\phi\|_{H^2_0(\partial\Omega)} \|\psi\|_{H^2_0(\partial\Omega)} \|V^1 - V^2\| \]

for each \( k = 1, \ldots, N \). Let us focus now on the other term. Adding and subtracting terms and using that \( \lambda_k^2(r_k^2)^{d-1} < \phi_k^2 \),

\[ |\lambda_k^1(r_k^1)^{d-1}(u_1 v_1)(a_k^1 + r_k^1 x) - \lambda_k^2(r_k^2)^{d-1}(u_1 v_1)(a_k^2 + r_k^2 x)| \]

\[ \leq \|u_1 v_1\|_{L^\infty(\Omega)} \|\phi_k^1(r_k^1)^{d-1} - \lambda_k^2(r_k^2)^{d-1}\| \]

\[ + \phi_k^2(u_1 v_1)(a_k^1 + r_k^1 x) - (u_1 v_1)(a_k^2 + r_k^2 x). \]
First, since \( r_k^1, r_k^2, |\lambda_k^1|, |\lambda_k^2| < q_1, \)
\[
|\lambda_k^1(r_k^1)^{d-1} - \lambda_k^2(r_k^2)^{d-1}| \leq q_1^{d-1}|\lambda_k^1 - \lambda_k^2| + q_1|(r_k^1)^{d-1} - (r_k^2)^{d-1}|
\]
\[
\leq q_1^{d-1}(|\lambda_k^1 - \lambda_k^2| + (d-1)r_k^1 - r_k^2)|
\]
\[
\leq C|(a_k^1, r_k^1, \lambda_k^1) - (a_k^2, r_k^1, \lambda_k^2)|
\]
\[
\leq C||V^1 - V^2||.
\]

For the other term, since \( u_1, v_1 \in C^1(\Omega'), \) using again (9.21),
\[
|(u_1v_1)(a_k^1 + r_k^1x) - (u_1v_1)(a_k^2 + r_k^2x)|
\]
\[
\leq \|
\nabla(u_1v_1)(a_k^1 + r_k^1x) - (u_1v_1)(a_k^2 + r_k^2x)
\nabla(u_1v_1)(a_k^1 - a_k^2) + |r_k^1 - r_k^2)|
\leq C\|
\phi\|_{H^\frac{1}{2}(\partial \Omega)}\|\psi\|_{H^\frac{1}{2}(\partial \Omega)}|(a_k^1, r_k^1, \lambda_k^1) - (a_k^2, r_k^2, \lambda_k^2)|
\]
\[
\leq C\|
\phi\|_{H^\frac{1}{2}(\partial \Omega)}\|\psi\|_{H^\frac{1}{2}(\partial \Omega)}||V^1 - V^2||
\]

for every \( x \in \mathbb{S}^{d-1}. \) Hence,
\[
[\mathbf{I}_k] \leq C\|
\phi\|_{H^\frac{1}{2}(\partial \Omega)}\|\psi\|_{H^\frac{1}{2}(\partial \Omega)}||V^1 - V^2||.
\]

and (9.25) follows.

9.2.3. Complex geometrical optics (CGO) solutions. Recall that we consider the case \( d = 3, \) even though the following construction works for any \( d \geq 3. \) We recall some basic properties of a special family of solutions of the Schrödinger equation first introduced in \([53]\) for quantum inverse scattering and in \([92]\) in inverse boundary value problems.

Let \( \zeta \in C^d, \) such that \( \zeta \cdot \zeta = 0. \) From \([86, \text{Lemma 5.5}], \) for \( |\zeta| \geq C(\|\beta + q\nu\|_{L^\infty(\Omega)}) \)
sufficiently large, there exists a solution \( u \) of the equation
\[
-\Delta u + (\beta + q\nu)u = 0 \quad \text{in } \Omega,
\]
of the form
\[
u (9.26) \quad u(x) = e^{i\zeta \cdot x}(1 + R(x)),
\]
where \( R \) satisfies
\[
u (9.27) \quad \|R\|_{L^2(\Omega)} \leq \frac{C}{|\zeta|} \quad \text{and} \quad \|\nabla R\|_{L^2(\Omega)} \leq C,
\]
for some constant \( C \geq 1. \)

Therefore, if \( B = B(a, r) \) is a ball with \((a, r, \lambda) \in \mathcal{P}_1, \) then
\[
u (9.28) \quad \|R\|_{L^2(B)} \leq \frac{C}{|\zeta|},
\]
and using the trace inequality (see [51]), interpolation inequality in $H^\theta(\Omega)$ ($\frac{1}{2} < \theta < 1$) and (9.27) we can estimate $\|R\|_{L^2(\partial B)}$, as follows:

\[
\|R\|_{L^2(\partial B)} \leq \|R\|_{H^{\theta-1/2}(\partial B)} \leq C \|R\|_{H^\theta(\Omega)}
\]

\[
\leq C \|R\|^{1-\theta}_{H^1(\Omega)} \|R\|^\theta_{H^1(\Omega)}
\]

\[
\leq C \|R\|^{1-\theta}_{L^2(\Omega)} \left( \|R\|_{L^2(\Omega)} + \|\nabla R\|_{L^2(\Omega)} \right)^\theta
\]

\[
\leq C \left( \frac{1}{|\xi|} + 1 \right) \frac{1}{|\xi|^{1-\theta}}
\]

\[
\leq \frac{C}{|\xi|^{1-\theta}}.
\]

(9.29)

Now let $\xi \in \mathbb{R}^d \setminus \{0\}$ be an arbitrary vector. We want to choose $\zeta_1, \zeta_2 \in \mathbb{C}^d$, such that $\zeta_j \cdot \xi = 0$ for $j = 1, 2$ and $\zeta_1 + \zeta_2 = \xi$. Given any pair of unitary orthogonal vectors $\eta_1$ and $\eta_2$ in the orthogonal subspace $\{\xi\}^\perp \subset \mathbb{R}^d$ (that is, $\xi \cdot \eta_1 = \xi \cdot \eta_2 = 0$ and $|\eta_1| = |\eta_2| = 1$), we define

\[
\zeta_1 = \zeta_1(s) = \frac{1}{2} \xi + a \eta_1 + b \eta_2 \quad \text{and} \quad \zeta_2 = \zeta_2(s) = \frac{1}{2} \xi - a \eta_1 - b \eta_2
\]

where $a$ and $b$ are complex numbers chosen so that $\zeta_1, \zeta_2 \in \mathbb{C}^d$ satisfy $\zeta_1 \cdot \zeta_j = 0$ and $|\zeta_j(s)| = (\zeta_j \cdot \overline{\zeta_j})^{1/2} = s$ for $j = 1, 2$ where $s \geq 1$ is a free parameter. For example:

\[
a = \frac{is}{\sqrt{2}} \quad \text{and} \quad b = \frac{1}{\sqrt{2}} \sqrt{s^2 - |\xi|^2}.
\]

Then, by the above discussion there exists a constant $C = C(\|q + \beta\|_{L^\infty(\Omega)}) \geq 1$ such that if $s = |\zeta_j(s)| \geq C$ then

\[
\|R_j\|_{L^2(\Omega)} \leq \frac{C}{s} \quad \text{and} \quad \|R_j\|_{L^2(\partial B)} \leq \frac{C}{s^{1-\theta}},
\]

(9.31)

for $j = 1, 2$, where $R_j$ corresponds to the choice $\zeta = \zeta_j$ in (9.26). We will now use CGO solutions to prove injectivity of the Fréchet derivative of the DN map.

9.2.4. Injectivity of the Fréchet derivative.

**Lemma 9.14.** Take $qv \in \tilde{M}_N$ and $D \in \mathbb{R}^{(d+2) \times N}$. If

\[
\langle d\Lambda_{qv}(D)(\phi), \psi \rangle = 0, \quad \phi, \psi \in H^{1/2}(\partial \Omega),
\]

then $D = 0$. As a consequence, $d\Lambda_{qv}$ is injective.

**Proof.** Using the notation (9.16), by (9.15) we have that

\[
\sum_{k=1}^N \left\{ t_k \int_{B(a_k, r_k)} uv \, dx + \lambda_k \int_{\partial B(a_k, r_k)} \left( h_k \cdot \frac{x - a_k}{r_k} + \rho_k \right) uv \, d\sigma(x) \right\} = 0
\]

(9.32)

for every $u, v \in H^1(\Omega)$ solutions of

\[
- \Delta u + (\beta + qv)u = 0 \quad \text{in} \ \Omega, \quad -\Delta v + (\beta + qv)v = 0 \quad \text{in} \ \Omega,
\]

(9.33)

where

\[
qv = \sum_{k=1}^N \lambda_k \chi_{B(a_k, r_k)}.
\]

We need to show that $h_k = 0$ and $t_k = \rho_k = 0$ for every $k = 1, \ldots, N$. Let us fix any $k_0 \in \{1, \ldots, N\}$. We claim that $h_{k_0} = 0$ and $t_{k_0} = \rho_{k_0} = 0$. 

Let $\varepsilon > 0$ be such that $B(a_k, r_k + \varepsilon) \subseteq \Omega$ for every $k$ and $B(a_k, r_k + \varepsilon) \cap B(a_j, r_j + \varepsilon) = \emptyset$, $j \neq k$.

Set

$$\Omega_1 = \bigcup_{k=1}^{N} B(a_k, r_k), \quad \Omega_2 = \bigcup_{k=1}^{N} B(a_k, r_k + \varepsilon).$$

We now consider functions of the form

$$\tilde{u}(x) = \begin{cases} e^{i\zeta_1 \cdot x}(1 + R_1(x)) & \text{if } x \in B(a_{k_0}, r_{k_0} + \varepsilon), \\ 0 & \text{otherwise}, \end{cases}$$

and

$$\tilde{v}(x) = \begin{cases} e^{i\zeta_2 \cdot x}(1 + R_2(x)) & \text{if } x \in B(a_{k_0}, r_{k_0} + \varepsilon), \\ 0 & \text{otherwise}, \end{cases}$$

where $\zeta_1$ and $\zeta_2$ are certain vectors in $\mathbb{C}^d$ as in Section 9.2.3 such that $\zeta_1 \cdot \zeta_1 = \zeta_2 \cdot \zeta_2 = 0$ and $R_1$ and $R_2$ are chosen so that $u(x) = e^{i\zeta_1 \cdot x}(1 + R_1(x))$ and $v(x) = e^{i\zeta_2 \cdot x}(1 + R_2(x))$ satisfy (9.33), and in particular

$$-\Delta \tilde{u} + (\beta + qV)\tilde{u} = 0 \quad \text{in } \Omega_2, \quad -\Delta \tilde{v} + (\beta + qV)\tilde{v} = 0 \quad \text{in } \Omega_2.$$

We now approximate these local solutions $\tilde{u}$ and $\tilde{v}$ by global solutions of (9.33) by using the Runge approximation property [74, 80]. More precisely, thanks to the estimates given in [22, Lemma 4.8] (see also [3, Corollary 7.9]), there exist $u_n, v_n \in H^1(\Omega)$ such that

$$-\Delta u_n + (\beta + qV)u_n = 0 \quad \text{in } \Omega, \quad -\Delta v_n + (\beta + qV)v_n = 0 \quad \text{in } \Omega,$$

and

$$\|u_n - \tilde{u}\|_{C^0(\overline{\Omega})} \to 0, \quad \|v_n - \tilde{v}\|_{C^0(\overline{\Omega})} \to 0.$$

By (9.32) and (9.36) we have

$$\sum_{k=1}^{N} \left\{ t_k \int_{B(a_k, r_k)} u_n v_n \, dx + \lambda_k \int_{\partial B(a_k, r_k)} \left( h_k \cdot \frac{x - a_k}{r_k} + \rho_k \right) u_n v_n \, d\sigma(x) \right\} = 0.$$

Taking the limit as $n \to +\infty$, by using (9.37) we obtain

$$\sum_{k=1}^{N} \left\{ t_k \int_{B(a_k, r_k)} \tilde{u} \tilde{v} \, dx + \lambda_k \int_{\partial B(a_k, r_k)} \left( h_k \cdot \frac{x - a_k}{r_k} + \rho_k \right) \tilde{u} \tilde{v} \, d\sigma(x) \right\} = 0.$$

Next, by (9.34) and (9.35) we derive

$$G(uv) := t_{k_0} \int_{B(a_{k_0}, r_{k_0})} uv \, dx + \lambda_{k_0} \int_{\partial B(a_{k_0}, r_{k_0})} \left( h_{k_0} \cdot \frac{x - a_{k_0}}{r_{k_0}} + \rho_{k_0} \right) uv \, d\sigma(x) = 0,$$

where $u(x) = e^{i\zeta_1 \cdot x}(1 + R_1(x))$ and $v(x) = e^{i\zeta_2 \cdot x}(1 + R_2(x))$ for each $x \in \Omega$.

In what follows we denote $\Psi = R_1 + R_2 + R_1 R_2$, so that $(uv)(x) = (1 + \Psi(x))e^{i\xi x}$.

By the linearity of $G$, after a rearrangement of the terms we get $G(e^{i\xi \cdot \cdot}) = -G(\Psi e^{i\xi \cdot \cdot})$. Thus, taking taking absolute values we obtain

$$|G(e^{i\xi \cdot \cdot})| = |G(\Psi e^{i\xi \cdot \cdot})| \leq c \left( \int_{B} |\Psi| \, dx + \int_{\partial B} |\Psi| \, d\sigma(x) \right),$$

where $B = B(a_{k_0}, r_{k_0})$ and $c = |t_{k_0}| + |\lambda_{k_0}|(|h_{k_0}| + |\rho_{k_0}|)$. Next we show that the left-hand side of this inequality is equal to zero by choosing a large enough value of
the parameter \( s \) in (9.30). To do that, let us start by estimating the first integral in the right-hand side using (9.31):

\[
\int_B |\Psi| \, dx \leq \int_B |R_1| + |R_2| + |R_1 R_2| \, dx
\]

\[
\leq C(\|R_1\|_{L^2(B)} + \|R_2\|_{L^2(B)}) + \|R_1\|_{L^2(B)} \|R_2\|_{L^2(B)}
\]

\[
\leq C \left( \frac{1}{|\xi_1(s)|} + \frac{1}{|\xi_2(s)|} + \frac{1}{|\xi_1(s)| \|\xi_2(s)|} \right)
\]

\[
= C \left( 1 + \frac{1}{s} \right) \frac{1}{s}
\]

while for the other integral,

\[
\int_{\partial B} |\Psi| \, d\sigma(x) \leq \int_{\partial B} |R_1| + |R_2| + |R_1 R_2| \, d\sigma(x)
\]

\[
\leq C(\|R_1\|_{L^2(\partial B)} + \|R_2\|_{L^2(\partial B)}) + \|R_1\|_{L^2(\partial B)} \|R_2\|_{L^2(\partial B)}
\]

\[
\leq C \left( \frac{1}{|\xi_1(s)|^{1-\theta}} + \frac{1}{|\xi_2(s)|^{1-\theta}} + \frac{1}{|\xi_1(s)|^{1-\theta} \|\xi_2(s)|^{1-\theta}} \right)
\]

\[
= C \left( 1 + \frac{1}{s^{1-\theta}} \right) \frac{1}{s^{1-\theta}}
\]

Therefore, replacing in (9.38) we get that

\[
|\mathcal{G}(e^{i\xi \cdot x})| \leq C \left( \frac{1}{s} + \frac{1}{s^{1-\theta}} \right) \leq \frac{C}{s^{1-\theta}}.
\]

which holds for every large enough \( s \geq C \geq 1 \). As a consequence, since \( \theta < 1 \),

\[
\mathcal{G}(e^{i\xi \cdot x}) = 0,
\]

which is equivalent to

\[
t_k \int_{B(0,1)} r_k e^{ir_k \xi \cdot x} \, dx + \lambda_k \int_{S^{d-1}} (h_k \cdot x + \rho_k) e^{ir_k \xi \cdot x} \, d\sigma(x) = 0,
\]

where \( S^{d-1} = \partial B(0,1) \) denotes the \((d-1)\)-dimensional unit sphere of \( \mathbb{R}^d \).

The proof will be an immediate consequence of the following lemma. \[ \square \]

**Lemma 9.15.** Let \((a, r, \lambda) \in \mathcal{P}_1\) and \((h, t, r) \in \mathbb{R}^{d+2}\). If

(9.39) \[
t \int_{B(0,1)} r e^{ir \xi \cdot x} \, dx + \lambda \int_{S^{d-1}} (h \cdot x + \rho) e^{ir \xi \cdot x} \, d\sigma(x) = 0,
\]

holds for every \( \xi \in \mathbb{R}^d \), then \((h, t, r) = 0\).

**Proof.** Let us focus on the first integral in (9.39). Using that

\[
re^{ir \xi \cdot x} = -i \frac{r}{|\xi|} \xi \cdot \nabla (e^{ir \xi \cdot x}),
\]

together with the divergence theorem we get

\[
\int_{B(0,1)} re^{ir \xi \cdot x} \, dx = -i \frac{r}{|\xi|^2} \int_{S^{d-1}} \xi \cdot x e^{ir \xi \cdot x} \, d\sigma(x),
\]
and replacing in (9.39),
\[
0 = \int_{S^{d-1}} \left( \lambda (h \cdot x + \rho) - \frac{it}{|\xi|^2} x \right) e^{i \tau x} d\sigma(x)
\]
\[
= \lambda \rho \int_{S^{d-1}} e^{i \tau x} d\sigma(x) + \left( \lambda h - \frac{it}{|\xi|^2} \right) \cdot \int_{S^{d-1}} xe^{i \tau x} d\sigma(x).
\]
We study each integral separately:
\[
\int_{S^{d-1}} e^{i \tau x} d\sigma(x) = \int_{S^{d-1}} e^{i r|\xi| x_1} d\sigma(x) = \int_{S^{d-1}} \cos(r|\xi| x_1) d\sigma(x),
\]
and
\[
\int_{S^{d-1}} xe^{i \tau x} d\sigma(x) = \frac{\xi}{|\xi|} \int_{S^{d-1}} x_1 e^{i r|\xi| x_1} d\sigma(x)
\]
\[
= i \frac{\xi}{|\xi|} \int_{S^{d-1}} x_1 \sin(r|\xi| x_1) d\sigma(x),
\]
where we have used the symmetry of the unit sphere $S^{d-1}$ to discard the odd terms.

If we define $I_1, I_2 : \mathbb{R} \to \mathbb{R}$ by
\[
I_1(\tau) := \int_{S^{d-1}} \cos(r\tau x_1) d\sigma(x),
\]
\[
I_2(\tau) := \int_{S^{d-1}} x_1 \sin(r\tau x_1) d\sigma(x),
\]
then (9.40) reads as follows,
\[
\lambda \rho I_1(|\xi|) + t \frac{I_2(|\xi|)}{|\xi|} + i \lambda h \cdot \xi \frac{I_2(|\xi|)}{|\xi|} = 0.
\]
Equivalently,
\[
\begin{cases}
\lambda \rho |\xi| I_1(|\xi|) + t I_2(|\xi|) = 0, \\
\lambda h \cdot \xi I_2(|\xi|) = 0.
\end{cases}
\]
Hence if we choose $\frac{\rho}{t} \leq |\xi| \leq \frac{\rho}{t^2}$, both $I_1(|\xi|)$ and $I_2(|\xi|)$ are positive real numbers, and from the second identity we immediately deduce that $h = 0$.

Now we show that this also implies that $\rho = t = 0$. We start by assuming that $t \neq 0$, since otherwise $\rho = 0$. Note that $I_1' = -r I_2$. Inserting this into the first identity we get
\[
\lambda \rho |\xi| I_1(|\xi|) - \frac{t^2}{r} I_2(|\xi|) = 0.
\]
Solving the differential equation with initial value $I_1(0) = \sigma(S^{d-1}) = \frac{2\pi^{d/2}}{\Gamma(d/2)}$ we obtain that
\[
I_1(|\xi|) = \frac{2\pi^{d/2}}{\Gamma(d/2)} \exp \left\{ \frac{\lambda \rho r}{2t} |\xi|^2 \right\}.
\]
Then the contradiction follows by recalling [60, Appendix B.4]
\[
I_1(|\xi|) = \frac{(2\pi)^{d/2}}{(r|\xi|)^{d-2}} J_{d-2}(r|\xi|),
\]
where $J_{d-2}(z)$ denotes the Bessel function of the first kind of order $\frac{d-2}{2}$. Indeed this implies that
\[
J_{d-2}(z) = c_1 z^{\frac{d-2}{2}} e^{cz^2}
\]
for some constants $c_1, c_2 \neq 0$, which yields the desired contradiction. Thus $(h, \rho, t) = 0$. □

9.2.5. Proof of Theorem 3.2. We are now ready to prove Theorem 3.2.

Proof of Theorem 3.2. We need to verify the assumptions of Theorem 2.6.

Let 

$$
\varrho_0 = \varrho_{\min}/2, \quad \varrho_1 = \varrho_{\max} + \delta/3, \quad A = a_{\max} + \delta/3,
$$

where 

$$
\delta = d\left(B(0, a_{\max} + \varrho_{\max}), \partial \Omega\right) > 0,
$$

so that $B(0, A + \varrho_1) \subseteq \Omega$, $\varrho_0 < \varrho_{\min}$ and $\varrho_1 > \varrho_{\max}$. Let

$$
M = \bigcup_{p=1}^{N_B} \tilde{M}_p.
$$

From Lemma 9.10 we have that $\tilde{M}_p$, $p = 1, \ldots, N_B$, are $p(d+2)$-dimensional Lipschitz manifolds in $L^1(\Omega)$. Furthermore, by Lemma 9.6, they are pairwise disjoint.

The set $K$ from the statement can be decomposed as $K = \bigcup_{p=1}^{N_B} K_p$ with $K_p \subseteq \tilde{M}_p$, where each $K_p$ is compact thanks to the condition

$$
\left\|(-\Delta + \beta + q)^{-1}\right\|_{\mathcal{L}(H^1_0(\Omega), H^{-1}(\Omega))} \leq D,
$$

and the bounds on the parameters $a_k, \lambda_k, r_k$, $k = 1, \ldots, p$.

The Dirichlet-to-Neumann map $q \mapsto \Lambda_q$ is shown to be of class $C^1$ in Lemmas 9.12 and 9.13, while the Fréchet derivative is injective thanks to Lemma 9.14. It is a classical result that the the Dirichlet-to-Neumann map uniquely determines a $L^\infty(\Omega)$ potential in dimension $d \geq 3$ (see, for instance [63]), so this yields immediately the injectivity of the map $q \mapsto \Lambda_q$.

Let $\tilde{Y} = \{y \in Y : y$ is a compact operator$\}$. Then it is well known [81] that $\Lambda_{q_2} - \Lambda_{q_1} \in \tilde{Y}$ for every $q_1, q_2 \in M$, because $q_2(x) = q_1(x)$ for $x$ close to $\partial \Omega$ by construction. Moreover $\tilde{Y}$ is closed, therefore ran($d\Lambda_q$) $\subseteq \tilde{Y}$ for every $q \in M$, as shown in Remarks 2.4 and 2.5.

The assumptions of Theorem 2.6 are now verified, and this yields the desired Lipschitz stability estimate of Theorem 3.2. □

10. Conclusions

In this work, we showed that the ill-posedness of inverse problems may be mitigated by assuming a priori that the unknown quantity belongs to a known low-dimensional manifold. This is a realistic assumption in many applied scenarios and is a standard setup in machine learning. The hypothesis $x \in M$ may be viewed as a prior and regularises the inverse problem, yielding stability. More precisely, Hölder and Lipschitz stability results were obtained with infinite-dimensional and finite-dimensional measurements. An extension to the case where $x \notin M$ was also presented. A globally-convergent reconstruction algorithm was designed. The theory was applied to several toy examples as well as to two inverse boundary value problems, for which new Lipschitz stability results with finite measurements were derived.

The abstract approach developed in this paper provides a solid foundation for the use of low-dimensional manifolds as a priori assumptions in inverse problems. However, the results are preliminary and many interesting issues and questions remain open. We outline some of them here.
We have already mentioned in the introduction that the Lipschitz stability results derived in this work are nothing but the $\mathcal{M}$-RIP property, which is the basic assumption of the approach based on learning developed in [68]. In particular, even if in principle our results are based on the knowledge of $M$, these a priori estimates are useful also in cases when $M$ is unknown and has to be learned from a training set of samples, by using unsupervised learning. It would be interesting to investigate this aspect in more detail, and consider simultaneously the manifold learning problem and the inverse problem. In the context of manifold learning, this problem is related to the works [54, 55], in which one looks for a manifold fitting a training set of noisy data.

In the last years, it has become very popular to rewrite iterative regularisation schemes for inverse problems as neural networks, a process called unrolling (see [1, 2, 18] and references therein). These networks can then be partially learned by using a training set, with the aim of optimising the recovery with the actual data. This approach has been extended to more general reconstruction algorithms for linear and nonlinear inverse problems [49, 41]. It would be interesting to see whether the reconstruction algorithm of this work may be written as a neural network, and whether supervised learning may be used to learn some of the parameters of the network, like those related to the manifold $M$ which, as mentioned before, may be unknown.

The manifolds considered in this work are without boundary and, by definition, of fixed dimension. However, there are situations where boundary points may be of interest, in order to cover, for instance, the case of degenerate polygons, for which the number of parameters vary. Extending the current theory to this generalised setting would enlarge the range of applicability of these results.

Another key assumption of the main results is the injectivity of the differential of $F$. However, in some cases, the differential of $F$ may not be injective. It would be interesting to investigate whether a workaround may be found by using higher order derivatives of $F$, as in certain higher order inverse mapping theorems [61, 56, 57].

The examples discussed in this paper are presented with the main objective of illustrating the results in simplified settings. The applications to other inverse problems, such as inverse scattering problems or inverse boundary value problems for the wave equation, is left for future work.

The numerical implementation of the reconstruction algorithm presented in this work for some applications, for instance in one of those discussed as examples, is a necessary step towards validating the approach and testing its applicability.

A very ambitious task would be the study of compressed sensing results in this nonlinear setting [36], with signals that are sparse in a nonlinear manifold. In other words, the sparsity of $x \in M$ is measured via the charts, and corresponds to the sparsity of $\varphi(x)$ in the parameter space. Ideally, under this assumption, it should be possible to reduce the number of measurements $N$. 
INVERSE PROBLEMS ON LOW-DIMENSIONAL MANIFOLDS
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Appendix A. Tangent Spaces and Differentials

In this section we recall some basic notions on the tangent space of a manifold and on the differential of a map between manifolds.

A.1. The tangent space. Let $X$ be a Banach space and $M \subseteq X$ be an $n$-dimensional differentiable manifold with atlas $\{(U_i, \varphi_i)\}_{i \in I}$ (Definition 2.1). For $x \in M$, we define the tangent space $T_xM$ of $M$ at $x$ as the quotient space

$$T_xM := \{ \gamma : (-1,1) \to M : \gamma(0) = x \text{ and } \varphi_i \circ \gamma \text{ is differentiable in } 0 \}/ \sim,$$

where the equivalence relation is defined by

$$\gamma_1 \sim \gamma_2 \iff (\varphi_i \circ \gamma_1)'(0) = (\varphi_i \circ \gamma_2)'(0),$$

where $i \in I$ is such that $x \in U_i$. The equivalence class of $\gamma$ is denoted by $[\gamma]$. It is worth noting that, due to the differentiability of the transition maps, the definitions
of $T_xM$ and of $[\gamma]$ are independent of the chart. The tangent space $T_xM$ inherits a vector space structure thanks to the bijection

$$T_xM \to \mathbb{R}^n, \quad [\gamma] \mapsto (\varphi_i \circ \gamma)'(0).$$

In this paper, we always identify the elements of $T_xM$ with vectors $h = (\varphi_i \circ \gamma)'(0)$ in $\mathbb{R}^n$.

When $M$ is embedded in $X$ (Remark 2.1), the tangent space $T_xM$ may be viewed as a subspace of $X$. This is achieved by using the identification (A.1) and the immersion $(\varphi_i^{-1})'(\varphi_i(x)) \colon \mathbb{R}^n \to X$ as follows:

$$T_xM \to X, \quad [\gamma] \mapsto (\varphi_i^{-1})'(\varphi_i(x))h, \quad h = (\varphi_i \circ \gamma)'(0).$$

Note that this map gives the standard interpretation of the tangent space as the collection of tangent vectors, since

$$\gamma'(0) = (\varphi_i^{-1} \circ \varphi_i \circ \gamma)'(0) = (\varphi_i^{-1})'(\varphi_i(x))h.$$ 

This expression also shows that, even though the identification given in (A.1) depends on the chart, the embedding (A.2) is intrinsic to the manifold and is independent of the chart used.

A.2. Differential. Let $F \colon M \to Y$ be a differentiable function (Definition 2.3). The differential $dF_x$ of $F$ at $x \in M$ is defined by

$$dF_x \colon T_xM \to Y, \quad h \mapsto (F \circ \varphi_i^{-1})'(\varphi_i(x))h,$$

where $i \in I$ is such that $x \in U_i$. Here we are looking at $Y$ as an infinite-dimensional manifold modelled on $Y$ itself and identifying the tangent space to $Y$ at $F(x)$ with $Y$.

It is worth observing that the expression of $dF_x$ does depend on $i$, in contrast to the definition of $T_xM$. However, if $j \in I$ is another index for which $x \in U_j$, by the chain rule we have

$$(F \circ \varphi_i^{-1})'(\varphi_i(x)) = (F \circ \varphi_j^{-1} \circ \varphi_j \circ \varphi_i^{-1})'(\varphi_i(x))$$

$$= (F \circ \varphi_j^{-1})'(\varphi_j(x))((\varphi_j \circ \varphi_i^{-1})'(\varphi_i(x))).$$

Condition (3) of Definition 2.1 implies that the transition map $\varphi_j \circ \varphi_i^{-1}$ is a diffeomorphism, so that $(\varphi_j \circ \varphi_i^{-1})'(\varphi_i(x)) \colon \mathbb{R}^n \to \mathbb{R}^n$ is an invertible linear map, which can be seen as change of variables. Thus, the two maps $(F \circ \varphi_j^{-1})'(\varphi_i(x))$ and $(F \circ \varphi_j^{-1})'(\varphi_j(x))$ coincide up to a change of variables. In particular, the injectivity of $dF_x$ is an intrinsic property, independent of the chart.

When $M$ is embedded in $X$ and $F \in C^1(A,Y)$ for some open set $A \supset M$, since $\varphi_i^{-1}$ is differentiable, we can apply the chain rule and obtain

$$dF_x(h) = (F \circ \varphi_i^{-1})'(\varphi_i(x))h = F'(x) \circ (\varphi_i^{-1})'(\varphi_i(x))h.$$ 

Thanks to the identification of $T_xM$ as a subspace of $X$ via (A.2), this identity shows that the differential of $F$ at $x$ coincides with the Fréchet derivative of $F$ at $x$ restricted to $T_xM$, namely,

$$dF_x = F'(x)|_{T_xM}.$$
Appendix B. Estimates for the symmetric difference of two balls

In this section we prove some estimates we need in Section 5.

Lemma B.1. Take $A > 0$ and $0 < \varrho_0 < \varrho_1 < \infty$. Then the following inequalities hold for every $a_1, a_2 \in B(0, A) \subseteq \mathbb{R}^d$ and $r_1, r_2 \in [\varrho_0, \varrho_1]$,

\[(B.1) \quad \frac{1}{C} |(a_1, r_1) - (a_2, r_2)| \leq |B(a_1, r_1) \triangle B(a_2, r_2)| \leq C |(a_1, r_1) - (a_2, r_2)|
\]

for some $C = C(d, A, \varrho_0, \varrho_1) \geq 1$.

Proof. Observe that since $(a, r) \mapsto |a| + |r|$ defines a norm in $\mathbb{R}^{d+1}$, then

\[|(a, r)| \gtrsim |a| + |r|\]

and thus (B.1) is equivalent to

\[|B(a_1, r_1) \triangle B(a_2, r_2)| \leq |a_1 - a_2| + |r_1 - r_2|.
\]

For simplicity, fixed $(a_1, r_1)$ and $(a_2, r_2)$, we will denote $B_1 = B(a_1, r_1)$ and $B_2 = B(a_2, r_2)$. We split the proof of (B.1) in three different cases depending on the values of $|a_1 - a_2|$, $|r_1 - r_2|$ and $r_1 + r_2$. We set $K = \overline{B(0, A)} \times [\varrho_0, \varrho_1]$.

Case $|a_1 - a_2| \geq r_1 + r_2$. In this case $B_1 \cap B_2 = \emptyset$ and

\[|B_1 \triangle B_2| = |B_1| + |B_2| = \omega_d(r_1^d + r_2^d)
\]

\[= \omega_d \left[ \left( \frac{r_1}{r_1 + r_2} \right)^d + \left( \frac{r_2}{r_1 + r_2} \right)^d \right] (r_1 + r_2)^d,
\]

where we denote the Lebesgue measure of the unit ball of $\mathbb{R}^d$ by $\omega_d$. By the convexity of $t \mapsto t^d$ and the fact that $\frac{r_1}{r_1 + r_2} < 1$ we get that

\[2^{1-d} \omega_d(r_1 + r_2)^d \leq |B_1 \triangle B_2| \leq \omega_d(r_1 + r_2)^d.
\]

Moreover, since $r_1 + r_2 \leq |a_1 - a_2|$ by assumption and $|a_1 - a_2| \leq |a_1 - a_2| + |r_1 - r_2| \leq c(|a_1, r_1) - (a_2, r_2)| \leq c \text{diam} K$ for some fixed constant $c$, where the diameter is computed with respect to the standard norm,

\[\frac{2^{1-d} \omega_d(r_1 + r_2)^d}{c \text{diam} K} |a_1 - a_2| \leq |B_1 \triangle B_2| \leq \omega_d(r_1 + r_2)^d - 1 |a_1 - a_2|.
\]

On the other hand, using $|a_1 - a_2| \geq r_1 + r_2 \geq |r_1 - r_2| \geq 0$ we obtain the estimate

\[\frac{\omega_d(r_1 + r_2)^d}{2^d c \text{diam} K} (|a_1 - a_2| + |r_1 - r_2|) \leq |B_1 \triangle B_2| \leq \omega_d(r_1 + r_2)^d - 1 (|a_1 - a_2| + |r_1 - r_2|).
\]

Finally, recalling that $r_1, r_2 \in [\varrho_0, \varrho_1]$, we get

\[\frac{\omega_d(r_1 + r_2)^d}{c \text{diam} K} (|a_1 - a_2| + |r_1 - r_2|) \leq |B_1 \triangle B_2| \leq 2^{d-1} \omega_d R^{d-1} (|a_1 - a_2| + |r_1 - r_2|),
\]

so (B.1) follows.
In any case, by the mean value theorem
\[ |B_1 \Delta B_2| = |B_1| - |B_2| = \omega_d |r_1^d - r_2^d| = d\omega_d \xi^{d-1}|r_1 - r_2| \]
for some \( \xi \in (r_1, r_2) \). Thus, recalling that \( r_1, r_2 \in [q_0, q_1] \),
\[ d\omega_d \xi^{d-1}|r_1 - r_2| \leq |B_1 \Delta B_2| \leq d\omega_d R^{d-1}|r_1 - r_2|. \]
Since \( 0 \leq |a_1 - a_2| < |r_1 - r_2| \) by assumption,
\[ \frac{d}{2} \omega_d \xi^{d-1}(|a_1 - a_2| + |r_1 - r_2|) \leq |B_1 \Delta B_2| \leq d\omega_d R^{d-1}(|a_1 - a_2| + |r_1 - r_2|), \]
which implies (B.1).

**Case** \( |r_1 - r_2| \leq |a_1 - a_2| \leq r_1 + r_2 \). In this case \( B_1 \cup B_2 \) can be decomposed as the union of three nonempty disjoint sets: \( B_1 \cap B_2, B_1 \setminus B_2 \) and \( B_2 \setminus B_1 \).

We first prove the second inequality of (B.1) by constructing two balls, one contained inside the other, such that their symmetric difference contains \( B_1 \Delta B_2 \).

Let \( B(z_1, s_1) \) and \( B(z_2, s_2) \) be the smallest ball containing \( B_1 \cup B_2 \) and the largest ball contained in \( B_1 \cap B_2 \), respectively (see Figure 2). Then \( 2s_1 = \text{diam}(B_1 \cup B_2) = r_1 + |a_1 - a_2| + r_2 \). On the other hand, \( \text{diam}(B_1 \cup B_2) = (r_1 + |a_1 - a_2| - r_2) + 2s_2 + (r_2 + |a_1 - a_2| - r_1) = 2(s_2 + |a_1 - a_2|) \), so \( 2s_2 = \text{diam}(B_1 \cup B_2) - 2|a_1 - a_2| = r_1 + r_2 - |a_1 - a_2| \). Therefore
\[ B_1 \Delta B_2 \subseteq B\left(z_1, \frac{r_1 + r_2 + |a_1 - a_2|}{2}\right) \setminus B\left(z_2, \frac{r_1 + r_2 - |a_1 - a_2|}{2}\right). \]

Using this inclusion, we can estimate
\[ |B_1 \Delta B_2| \leq \frac{\omega_d}{2^d}\left[(r_1 + r_2 + |a_1 - a_2|)^d - (r_1 + r_2 - |a_1 - a_2|)^d\right]. \]

Observe that, given \( 0 < h < t \), by the mean value theorem there exists \( \xi \in [t - h, t + h] \) such that \( (t + h)^d - (t - h)^d = 2d\xi^{d-1}h \), then we can estimate \( (t + h)^d - (t - h)^d \leq \).
Figure 3. $B_1 \triangle B_2$ contains the two disjoint red balls.

$2d(t + h)^{d-1}h$. Replacing this with $t = r_1 + r_2$ and $h = |a_1 - a_2|$ in the inequality above we obtain that

$$|B_1 \triangle B_2| \leq \frac{d \omega_d}{2^{d-1}} (r_1 + r_2 + |a_1 - a_2|)^{d-1} |a_1 - a_2|$$

$$\leq 2^{d-1} \omega_d R^{d-1} |a_1 - a_2|$$

$$\leq 2^{d-1} \omega_d R^{d-1} (|a_1 - a_2| + |r_1 - r_2|),$$

where in the second inequality we have used that $r_1 + r_2 + |a_1 - a_2| < 2(r_1 + r_2) \leq 4R$.

To prove the first inequality in (B.1) we need to distinguish two cases:

Case $|a_1 - a_2| > \max\{r_1, r_2\}$. Let us consider the disjoint balls

$$B\left(z_3, \frac{|a_1 - a_2| + r_1 - r_2}{2}\right) \subseteq B_1 \setminus B_2$$

and

$$B\left(z_4, \frac{|a_1 - a_2| + r_2 - r_1}{2}\right) \subseteq B_2 \setminus B_1,$$

(see Figure 3). Then by the convexity of $t \mapsto t^d$,

$$|B_1 \triangle B_2| \geq \frac{\omega_d}{2^d} \left( |a_1 - a_2| + r_1 - r_2 \right)^d + (|a_1 - a_2| + r_2 - r_1)^d$$

$$\geq \frac{\omega_d}{2^d} |a_1 - a_2|^d$$

$$\geq \frac{\omega_d}{2^d} \theta_0^{d-1} |a_1 - a_2|$$

$$\geq \frac{\omega_d}{2^d} \left( |a_1 - a_2| + |r_1 - r_2| \right),$$

where in the third inequality we used the assumption $|a_1 - a_2| > \max\{r_1, r_2\} \geq \theta_0$, and in the last inequality that $|a_1 - a_2| \geq |r_1 - r_2|$. Then the first inequality in (B.1) follows.

Case $|a_1 - a_2| \leq \max\{r_1, r_2\}$. Let us assume without loss of generality that $r_1 \geq r_2$. Then

$$B_1 \triangle B_2 \supseteq B_1 \setminus B_2 \supseteq B(a_1, r_1) \setminus B(a_2, r_1) \supseteq S,$$

where $S$ is the set enclosed by the red line in Figure 4.

Observe that the intersection of $S$ with any line parallel to $a_1 - a_2$ has length $|a_1 - a_2|$. Then, by Steiner symmetrization with respect to the hyperplane orthogonal
to $a_1 - a_2$, we have that the measure of $S$ is equal to the measure of a cylinder of height $|a_1 - a_2|$ and radius
\[
h = \sqrt{r_1^2 - \frac{|a_1 - a_2|^2}{4}} \geq \frac{\sqrt{3}}{2} r_1 \geq \frac{1}{2} \rho_0,
\]
where we have used $|a_1 - a_2| \leq r_1$ and $r_1 \geq \rho_0$. Then we can estimate
\[
|B_1 \triangle B_2| \geq |S| = \omega_{d-1} h^{d-1} |a_1 - a_2|
\geq \frac{\omega_{d-1} \rho_0^{d-1}}{2^{d-1}} |a_1 - a_2|
\geq \frac{\omega_{d-1} \rho_0^{d-1}}{2^d} (|a_1 - a_2| + |r_1 - r_2|),
\]
and the proof of (B.1) is finished. \(\square\)

**Remark B.1.** It is noteworthy to mention that all the estimates in the proof of Lemma B.1 are valid for balls with respect to other norms (such as, for example, the infinity norm in $\mathbb{R}^d$), except the lower estimate in the case $|r_1 - r_2| \leq |a_1 - a_2| \leq \max\{r_1, r_2\}$, where the geometry of the balls has been used. However, it is possible to adapt the idea to obtain the desired estimate for norms different than the usual Euclidean norm.

For instance, if we define $Q(a, r) = \{ x \in \mathbb{R}^d : |x - a|_\infty < r \}$ and we assume that $(a_1, r_1)$ and $(a_2, r_2)$ are points in $\mathbb{R}^d \times \mathbb{R}^+$ such that $0 \leq r_1 - r_2 \leq |a_1 - a_2|_\infty \leq r_1$, then $Q_1 \triangle Q_2$ contains a rectangle $S$ of measure $(2r_1)^{d-1} |a_1 - a_2|_\infty$ (see Figure 5). Then the desired estimate is obtained following the same reasoning.
Figure 5. $S \subseteq Q_1 \triangle Q_2$. 