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Abstract

Recent work by Bravyi et al. constructs a relation problem that a noisy constant-depth quantum circuit (QNC$^0$) can solve with near certainty (probability $1-o(1)$), but that any bounded fan-in constant-depth classical circuit (NC$^0$) fails with some constant probability. We show that this robustness to noise can be achieved in the other low-depth quantum/classical circuit separations in this area. In particular, we show a general strategy for adding noise tolerance to the interactive protocols of Grier and Schaeffer. As a consequence, we obtain an unconditional separation between noisy QNC$^0$ circuits and AC$^0[p]$ circuits for all primes $p \geq 2$, and a conditional separation between noisy QNC$^0$ circuits and log-space classical machines under a plausible complexity-theoretic conjecture.

A key component of this reduction is showing average-case hardness for the classical simulation tasks—that is, showing that a classical simulation of the quantum interactive task is still powerful even if it is allowed to err with constant probability over a uniformly random input. We show this is true even for quantum interactive tasks which are ⊕L-hard to simulate. To do this, we borrow techniques from randomized encodings used in cryptography.

1 Introduction

A major goal in quantum complexity theory is identifying problems which are efficiently solvable by quantum computers and not efficiently solvable by classical computers. If willing to believe certain conjectures, one can be convinced of this separation by the discovery of quantum algorithms that solve classically hard problems. For example, the belief that classical computers cannot efficiently factor integers contrasts with Shor’s algorithm for factoring integers on a quantum computer [Sho97]. However, a demonstration of Shor’s algorithm on instances that are not efficiently solvable by classical computers would require quantum resources far out of reach of near-term capabilities. This has spurred developments
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in devising sampling problems that separate efficient, near-term quantum computers and classical computers like IQP circuit sampling [BJS10], BosonSampling [AA11], and random circuit sampling [Boi+18]. However, convincing evidence that noisy quantum computers outperform classical computers in these tasks suffers from the necessity of assuming some non-standard complexity-theoretic conjectures that are often native to each proposal.

Surprisingly, if you restrict to the setting of constant-depth circuits, a noisy, unconditional separation is possible. At first, these unconditional separations were known only in the noiseless setting. That line of work was initiated by pioneering work of Bravyi, Gosset, and König [BGK18] who showed a strict separation between constant-depth quantum circuits (QNC⁰) and constant-depth classical circuits with bounded fan-in gates (NC⁰). The separation is based on the relation problem[1] associated with measuring the outputs of a shallow Clifford circuit, which they called the Hidden Linear Function (HLF) problem due to certain algebraic properties of the output. Furthermore, they show that NC⁰ cannot even solve this problem on average, a result which was later strengthened in several ways [CSV18; Le 19; Ben+19]. Nevertheless, these works still assumed that the quantum circuit solving the task was noise free.

Follow-up work of Bravyi, Gosset, König, and Tomamichel [Bra+20] showed that it was possible to encode the qubits of the quantum circuit in such a way that it preserved the separation while affected by noise. Interestingly, this was accomplished not by explicitly carrying out the quantum error correction procedure, but by simply measuring the syndrome qubits of the code and requiring the classical circuit to do the same. In fact, their procedure provided a more-or-less general recipe for taking a constant-depth quantum/classical circuit separation and turning it into a separation in which the quantum circuit was also allowed noise.

This raises an obvious question: how many circuit separations can we upgrade in this way? NC⁰ circuits are fairly weak—they cannot even compute the logical AND of all input bits—and so we would like to show that even larger classes of classical devices cannot solve a problem that a noisy shallow quantum circuit can.

As a warm-up, we first consider the separation of Bene Watts, Kothari, Schaeffer, and Tal [Ben+19], which shows that constant-depth classical circuits with unbounded fan-in gates (AC⁰) cannot solve the HLF problem on average. Combining this result with the general error-correction recipe for relation problems, we arrive at the following result:

**Theorem 1.** There is a relation task solved by a noisy QNC⁰ circuit with probability 1−o(1) on all inputs. On the other hand, any probabilistic AC⁰ circuit can solve the problem on inputs of length n with probability at most \(\exp(-n^{\alpha})\) on a uniformly random input for some constant \(\alpha > 0\).

The result of Bene Watts et al. is the strongest known low-depth separation of its kind, but stronger separations are known for tasks which admit some amount of interactivity. Consider

---

[1] Generally speaking, a relation problem is defined by a relation \(R \subseteq \Sigma^* \times \Sigma^*\). Given an input \(x\), the task is to find some \(y\) such that \((x, y) \in R\).

[2] The authors of that paper refer to their task as the “Relaxed Parity Halving Problem,” but it is still essentially the problem of measuring the outputs of a constant-depth Clifford circuit.

[3] We employ the same local stochastic noise model used in [Bra+20]. We refer the reader to Section 2.2 for those details.
the shallow Clifford measurement problem discussed above, where the measurements are made in two rounds. In the first round, the quantum device is given the bases in which to measure some of the qubits and returns their measurement outcomes; and in the second round, the quantum device is given bases in which to measure the remaining qubits and returns their measurement outcomes. Grier and Schaeffer [GS20] show that any classical device which can solve such problems must be relatively powerful. More specifically, if the initial Clifford state is a constant-width grid state, then the classical device can be used to solve problems in $\text{NC}^1$, and if the starting state is a poly-width grid state, then the classical device can be used to solve problems in $\oplus L$. Because $\text{AC}^0[p] \not\subseteq \text{NC}^1$ unconditionally, the above interactive task can be solved by a $\text{QNC}^0$ circuit but not an $\text{AC}^0[p]$ circuit, i.e., an $\text{AC}^0$ circuit with unbounded $\text{MOD}_p$ gates for some prime $p$.

One of the contributions of this work is massaging the noisy circuit separation recipe for relations problems into a recipe for interactive problems as well. Starting from an interactive protocol which exhibits a separation with a noise-free quantum circuit, there are three key steps to upgrade the separation to the noisy setting:

1. **Augment the interactive protocol with the surface code encoding of Bravyi et al. [Bra+20].** This is straightforward, but it’s worth noting that it changes the problem definition—not just because there are more physical qubits due to the encoding, but because we cannot prepare the initial state exactly or decode the syndrome in constant depth. As for the relational case, the burden of these steps is offloaded into the problem definition.

2. **Show classical average-case hardness.** That is, show that even when the classical circuit simulating the interactive protocol is allowed to err with some constant probability over a uniformly random input, it can still be leveraged to solve a hard problem (e.g., a problem in $\text{NC}^1$ or $\oplus L$). This step is the most involved, and new ideas will be required to upgrade existing interactive separations in this way.

3. **Connect to separations of classical complexity classes.** In some cases, this will lead to an unconditional separation between noisy shallow quantum circuits and shallow classical circuits, and in some cases this will lead to a conditional separation. We note that these separations will not be identical to those obtained in Ref [GS20] due to the fact that we use quasipolynomial-size circuits to decode the syndrome qubits of the surface code.

Fortunately, it was shown in Ref [GS20] that Step 2 holds for the $\text{NC}^1$-hardness result. We immediately obtain the following separation:

---

4See Section 2.1 for definitions of all the relevant complexity classes needed for the paper.

5There is a sense in which classical average-case hardness is not strictly required to construct an interactive protocol demonstrating a quantum/classical separation robust to noise. That is, one could require that any classical simulation of the protocol be correct with high probability on all inputs. In this case, simply combining the results of [Bra+20] with an amplified version of [GS20] suffice to show these types of simulations can be leveraged to solve hard problems. However, we believe (much like [Bra+20]) that these results are more convincing when a weaker requirement is made on the classical simulation—namely, that the classical device need only succeed with high probability over some reasonable distribution of inputs. In this setting, average-case hardness is required.

6Although it is not strictly required, we prove a slightly stronger average-case hardness in Lemma.
**Theorem 2.** There is a two-round interactive task solved by a noisy QNC\(^0\) circuit with probability \(1 - o(1)\) on all inputs. Any probabilistic AC\(^0[p]\) circuit (for primes \(p \geq 2\)) fails the task with some constant probability on a uniformly random input.

Unfortunately, Step 2 is left as an open question in Ref \([GS20]\) for the \(\oplus L\)-hardness result. The second major contribution of this paper (and main technical result) is to show that we can, in fact, obtain average-case hardness for this setting:

**Theorem 3.** There is a two-round interactive task solved by a QNC\(^0\) circuit with certainty. Let \(\mathcal{R}\) be a classical oracle solving the task with probability \(1 - \delta\). There exists \(\delta > 0\) such that when \(\mathcal{R}\) is implemented by a broad family\(^7\) of classical devices (e.g., log-space Turing machines, log-depth and bounded fan-in classical circuits) then

\[
\oplus L \subseteq \text{(BPAC}^0\text{)}^{\mathcal{R}}.
\]

The proof of this theorem borrows an idea from cryptography called randomized encodings. In particular, we will employ the construction of Applebaum, Ishai, and Kushilevitz \([AIK06]\) which randomizes instances of the following problem—given a directed acyclic graph (DAG), determine the parity of the number of paths from vertex \(s\) to vertex \(t\). In fact, we will use that this problem reduces to the \(\oplus L\)-hardness result in \([GS20]\). Importantly, we show that when we compose the randomized encoding with the rest of the reduction, the distribution over inputs in the promise will be fairly uniform. This leads to a general way to boost the randomization in worst-to-average-case reductions using the framework in \([GS20]\).

Combining the recipe for interactive circuit separations with Theorem 3, we obtain the following consequence:

**Theorem 4.** There is a two-round interactive task solved by a noisy QNC\(^0\) circuit with probability \(1 - o(1)\) on all inputs. Assuming \(\oplus L \notin (q\text{BPAC}^0)^L\), any probabilistic log-space machine fails the task with some constant probability over a uniformly random input.

Let us briefly unpack the \(\oplus L \notin (q\text{BPAC}^0)^L\) assumption. First, consider the plausible assumption that \(\oplus L \notin L\). An \(L\) machine is deterministic, while a \(\oplus L\) machine is non-deterministic and accepts if the parity of accepting paths is zero. On the other hand, it is well-known that the parity function is not in \(q\text{BPAC}^0\) (i.e., randomized AC\(^0\) circuits of quasipolynomial size). Therefore, one might also expect that \((q\text{BPAC}^0)^L\) is insufficiently powerful to compute \(\oplus L\) functions\(^8\).

We do not attempt to give an exhaustive list of separations obtainable from combining Theorem 3 and the recipe for interactive circuit separations. Much like the results of \([GS20]\), there is an inherent trade-off to the separation. We can weaken the assumption at the expense

---

\(^7\)The actual broad family of devices we require are those that are “rewindable” which we discuss in Section 2.3.1.

\(^8\)This assumption is slightly nonstandard; specifically, we would hope for a weaker assumption like \(\oplus L \notin (\text{BPAC}^0)^L\). The barrier to proving our theorem under this assumption is that we require a polynomial-size low-depth classical circuit to decode the surface code. When the number of physical qubits per logical qubit is of order \(O(\log n)\), there is a polynomial-size AC\(^0\) circuit for this task, but in our constructions, we have that the number of physical qubits per logical qubit is of order \(\omega(\log n)\) to achieve a constant noise rate, and to the authors’ knowledge, it is not known how to decode the surface code in AC\(^0\) (or even NC\(^1\)) under these constraints.
of weakening the separation. For example, instead of a conditional separation between $\text{QNC}^0$ and $L$ as in Theorem 2, one could also make the analogous statement about $\text{QNC}^0$ and $\text{NC}^1$ under the assumption $\oplus L \not\subseteq (\text{qBPAC}^0)^{\text{NC}^1}$.

1.1 Open Problems

Our work still leaves several unresolved questions. We show average-case hardness results for classical devices solving quantum interactive tasks—if the classical machine only errs with small probability on a uniformly random input, it can be leveraged to solve hard problems. We ask what happens in the error regime below this threshold. Can the success probabilities be exponentially reduced by parallel repetition of the same problems? Direct product theorems are often useful in proving these types of error amplifications, but it is unclear how they apply in this setting. Parallel repetition could also improve the success probability of the noisy quantum circuit if we only require that some fraction of the instances are solved correctly. This could boost the error probability from inverse quasipolynomial to inverse exponential.

One could also approach this problem from the other direction by showing that there are circuits that can tolerate even higher amounts of error. More generally, we ask what is the optimal amount of allowable error for each problem. We show error thresholds of $29/30$ for classical devices solving $\text{NC}^1$ problems, and $420/421$ for $\oplus L$ problems. Surely, these bounds are not tight. How far can they be improved?

2 Preliminaries

This section discusses much of the background needed for this paper. Readers familiar with previous results in this area, particularly [Bra+20] and [GS20], can comfortably skip this section, except for Section 2.4 where we formally define the main task we will consider for the rest of the paper.

Section 2.1 briefly touches on the low-depth circuit classes relevant to this paper. Section 2.2 explains the local stochastic noise model [Bra+20], i.e., the type of error we allow in the quantum circuit. Section 2.3 describes the surface code (also following [Bra+20]) and its behavior under local stochastic noise. Section 2.4 defines a shallow Clifford circuit measurement task that unifies both the relation and interactive problem statements of [BGK18] and [GS20]. Nevertheless, to make this distinction clear, we discuss the differences in relation and interactive tasks in Section 2.5. Finally, in Section 2.6 we discuss the connection between our problem and measurement-based quantum computation.

2.1 Weak complexity classes

For reference, we list the weak complexity classes of interest in this paper:

- $\text{NC}^i$: $\log^i$-depth circuits with bounded fan-in AND/OR/NOT gates.
- $\text{AC}^i$: $\log^i$-depth circuits with unbounded fan-in AND/OR/NOT gates.
• AC\(^i\)[p]: AC\(^i\) circuits with MOD\(_p\) gates. The MOD\(_p\) gate outputs 1 iff the sum of the inputs bits is 0 mod \(p\).
• BPC: \(C\) circuits (e.g., NC\(^0\), AC\(^0\), etc.) that have access to random bits and two-sided bounded error.
• qC: \(C\) circuits of quasipolynomial (i.e., exp\((\log^{O(1)} n)\)) size.
• L: log-space Turing machines.
• \(\oplus\)L: Non-deterministic L machines such that the accepting condition is that the number of accepting paths is odd.
• QNC\(^i\): log\(^i\)-depth quantum circuits with arbitrary one and two-qubit gates.

In addition, we have the following inclusions that are either proven strict (\(⊊\)) or believed to be strict (\(⊆\)): NC\(^0\) \(⊊\) AC\(^0\) \(⊊\) AC\(^0\)[p] \(⊊\) NC\(^1\) \(⊆\) L \(⊆\) \(\oplus\)L. We note that the inclusion AC\(^0\)[p] \(⊆\) NC\(^1\) is only known to be strict when \(p\) is prime.

### 2.2 Local Stochastic Noise Model

While a noise-free quantum computation can reliably execute a sequence of operations, a noisy quantum computation may have sources of errors that corrupt several key parts of the computation including state initialization, gate execution, and measurement. To capture these sources of error, we consider the local stochastic quantum noise model [FGL18; Bra+20]. Under this model, random errors occur at each timestep of the execution of a quantum circuit. For example, a gate error occurs when random noise enters the computation prior to the execution of the gate. Similarly, an erroneous measurement outcome is modeled by random noise affecting the state of the system right before measurement.

The types of random noise that we consider are random Pauli errors on each qubit. For a Pauli error \(E \in \{I, X, Y, Z\}^\otimes n\), we borrow the convention of \(\text{Supp}(E) \subseteq [n]\) to denote the subset of indexed qubits for which \(E\) acts by a \(X\), \(Y\), or \(Z\). In other words, \(\text{Supp}(E)\) is the subset of qubits on which \(E\) acts non-trivially. Local stochastic noise is parameterized by the noise rate \(p\):

**Definition 5.** Let \(p \in [0, 1]\). A random \(n\)-qubit Pauli error \(E\) is \(p\)-local stochastic if

\[
\Pr[F \subseteq \text{Supp}(E)] \leq p^{|F|} \quad \forall F \subseteq [n]
\]

Notice that this allows distant qubits to have correlated errors, but the probability that \(k\) qubits are corrupted simultaneously decreases exponentially in \(k\). When we say that a layer of local stochastic noise \(E\) is sampled with noise rate \(p\), we use the notation \(E \sim N(p)\).

### 2.3 The 2D surface code

The 2D surface code is a CSS-type error correcting code that encodes one logical qubit into \(m\) physical qubits on a 2D lattice. For a detailed discussion of the construction we employ throughout this paper, we refer the reader to Section IV of [Bra+20]. We will abstract away the physical surface code and henceforth denote the encoded version of a state with a line
over the state vector, e.g., the logical $|0\rangle$ state is encoded as the $\bar{|0\rangle}$ state. We follow the same convention when speaking of encoded circuits and measurement observables. If $\mathcal{Y}$ is the physical measurement outcome over multiple codeblocks, we denote $\mathcal{Y} = \mathcal{Y}^1 \ldots \mathcal{Y}^n$ with each $\mathcal{Y}^i$ the $m$ outcomes of the $i$'th codeblock. The space of binary physical measurement outcomes on one codeblock forms a linear subspace called the codespace, and we refer to it by $\mathcal{L}$.

A standard quantum computation begins with qubits prepared in a basis state, e.g., multiple copies of $|0\rangle$. However, the surface code must begin with an encoded basis state, $|\bar{0}\rangle$, so we require a constant-depth procedure to produce such a state. We can do this, albeit at the cost of extra ancilla qubits and a Pauli recovery operator dependent on the measurement outcomes of the ancillae.

Fact 6. (Basis state preparation, Theorem 23 in [Bra+20]) There is a constant-depth Clifford circuit on $2m + m_{\text{anc}}$ qubits that measures $m_{\text{anc}}$ qubits with measurement outcome $s \in \{0,1\}^{m_{\text{anc}}}$ and leaves the remaining $2m$ qubits in the state $\text{Rec}(s) |\bar{0}\rangle^\otimes 2$ for some Pauli operator $\text{Rec}$ completely determined by $s$. Furthermore, the error on the final encoded basis state can be taken to be local stochastic noise with error parameter scaling polynomially in the error parameter for the circuit (but independent of $m$ and $m_{\text{anc}}$).

Following basis-state preparation, we would like to perform a constant-depth Clifford circuit on the surface code.

Fact 7 (Constant-depth Cliffords, [Mon16]). The encoded $\mathbf{H}$, $\mathbf{S}$, $\mathbf{CNOT}$ gates have constant-depth implementations on the surface code.

In particular, an unencoded Clifford circuit can be transformed to an encoded Clifford circuit on the surface code with only constant depth overhead. If we add local stochastic noise to a Clifford circuit, we can propagate the errors to the end of the circuit.

Fact 8. (Propagating noise, Theorems 17 and 23 in [Bra+20]) Suppose we have a quantum circuit with noise rate $p$ that creates multiple $\text{Rec}(s) |\bar{0}\rangle^\otimes 2$ states using Fact 6. Then suppose that it performs a depth-$D$ Clifford circuit on these states. The state of the system is equivalent to a noiseless computation with only one layer of local stochastic noise, $E$, following the circuit such that $E \sim \mathcal{N}(O(p^{2-O(D)}))$.

Suppose that we have finished performing an encoded Clifford circuit on the surface code as Fact 8 describes. We could express the final Pauli error as $X(v)Z(w)$ where $X(v)$ is a Pauli $X$ only on qubits with their corresponding bit in $v$ set to 1, and similarly for $Z(w)$. Note that for $Z$-basis measurements only the $X(v)$ term will affect the measurement outcomes. Measuring one logical qubit, we obtain a length-$m$ bitstring $\mathcal{Y}$ encoding the measurement outcome. The decoding function $\text{Dec} : \{0,1\}^m \rightarrow \{0,1\}$ selects whichever logical measurement is most likely, and is robust to errors in the $m$ physical measurements:

---

9We note that the original construction of [Bra+20] actually creates an encoded Bell state $|\bar{\Phi}\rangle$ instead of two zero states $|\bar{0}\rangle^\otimes 2$ (up to a Pauli recovery operator), but these two states are equal up to a constant-depth Clifford, so these protocols are essentially identical using Fact 7 and the fact that Pauli operators can be “pushed through” Cliffords, see Equation (3).
Fact 9. (Lemma 21 in [Bra+20]) Suppose that there is only one layer of local stochastic noise $X(v) \sim \mathcal{N}(r)$ with $r \leq 0.01$ which occurs immediately before the measurement of any codeblock. Then

$$\Pr_{X(v) \sim \mathcal{N}(r)} \left[ \text{Dec}(x \oplus v) = \text{Dec}(x) \right] \geq 1 - \exp\left( -\Omega(m^{1/2}) \right)$$

for any $x \in \mathcal{L}$.

This fact says that when the layer of local stochastic noise is below a constant threshold of 0.01, then Dec will successfully decode the surface code measurement outcome for any $x$ in the codespace.

### 2.4 Generic Graph State Measurement Problem

All of the problems we consider fit into the following framework.

**Problem 10** ($k$-Round Graph State Measurement problem). Let $k \geq 1$ be an integer. Let $\{G_n = (V_n, E_n)\}_{n \geq 1}$ be a uniform family of graphs, where $G_n$ has $|V_n| = O(\text{poly}(n))$ vertices. Furthermore, for each graph $G_n$, suppose the vertices are colored with $k$ colors, i.e., there exists $\chi_n : V_n \rightarrow [k]$ for all $n \geq 1$. Each choice of $k$, $\{G_n\}$, and $\{\chi_n\}$ defines a problem within this framework.

Let $\text{CZ}(i,j)$ denote a controlled-$Z$ gate on qubits $i$ and $j$. The problem is to prepare the graph state $|G_n\rangle$, where

$$|G_n\rangle := \prod_{(i,j) \in E_n} \text{CZ}(i,j) |+\rangle^{\otimes |V_n|},$$

and then measure the vertices in $k$ rounds of interaction. In the $i$th round, measurement bases (either $X$ or $Y$) are provided for all vertices of color $i$ (i.e., $\chi^{-1}(i)$), and the device is expected to output corresponding measurement outcomes (either +1 or -1) for each such vertex. At the end of $k$ rounds, the device succeeds if measuring $|G_n\rangle$ in the input measurement bases could generate (with non-zero probability) the output measurement outcomes.

Within this paper, we will consider only non-interactive relation problems ($k = 1$, following [BGK18; Bra+20], etc.), and two-round interactive problems ($k = 2$, following [GS20]) where the respective graphs are defined in the literature. As a result, we will avoid precisely defining the families of graphs and rely on the following properties of the graphs:

- The family of graphs is efficiently constructible and uniform (i.e., all graphs are constructed by the same machine). In other words, we will assume any basic processing of the graph (e.g., enumerating the vertices, determining adjacency, etc.) is not a bottleneck in our complexity reductions.
- The maximum degree of the vertices is $O(1)$ to allow constant-depth (QNC$^0$) construction of $|G_n\rangle$.
- The state $|G_n\rangle$ may be used as a resource for MBQC (measurement-based quantum computation) for some family of quantum circuits that is precisely defined.
Additionally, all of the problems that we describe can be solved by families of classically-controlled Clifford circuits. A classically-controlled Clifford circuit is a Clifford circuit which receives classical input \( x \in \{0, 1\}^n \) and has the property that each gate in the circuit is uniquely controlled by a single bit of the classical input \( x \). That is, the gate indexed by \( i \) is activated iff \( x_i = 1 \).

With this definition in hand, we make the following straightforward claim.

**Theorem 11.** Any \( k \)-Round Graph State Measurement problem on graphs \( \{G_n\}_{n \geq 1} \) with \( O(1) \) maximum degree is solved by a family of \( O(1) \)-depth, classically-controlled Clifford circuits. Furthermore, the circuits are uniform (i.e., generated by a fixed Turing machine, say, given the input \( n \)) if the family of graphs is uniform.

The theorem above follows almost by definition of the problem itself. Figure 1 depicts a circuit for a general 2-round protocol. In the 2-Round Graph State Measurement problem there is no garbage (all qubits are eventually measured), but otherwise a circuit for the task looks very much like Figure 1.

![Figure 1: General form of a quantum circuit for a 2-round interactive protocol.](image)

### 2.5 Relation and Interactive problems

As discussed above, we will only consider problems with one or two rounds of interactivity. A one-round protocol corresponds to what would ordinarily be called a relation problem, i.e., given an input \( x \in \{0, 1\}^n \), produce an output \( y \in \{0, 1\}^m \) (where \( m \) is polynomially related to \( n \)) such that \((x, y)\) belongs to some relation \( R \subseteq \{0, 1\}^n \times \{0, 1\}^m \). In this paper, for all \( x \in \{0, 1\}^n \) in the promise there exists some \( y \in \{0, 1\}^m \) satisfying the relation, but we note that it may not be unique (for us, often half the strings satisfy the relation). We use the notation \( R(x, y) = 1 \) to indicate success (i.e., \((x, y)\) satisfies the relation problem), otherwise \( R(x, y) = 0 \).

The two-round tasks are back-and-forth interactions between a question-asker (challenger) and a computational device. The challenger provides the first input \( x_1 \), and the device replies with its first output \( y_1 \). The challenger provides a second input, \( x_2 \), possibly dependent on \( y_1 \), and the device is expected to reply with some output \( y_2 \). The sequence of back-and-forth messages \((x_1, y_1, x_2, y_2)\) is known as the transcript. The problem itself is
defined by a set of transcripts $T$, and the device succeeds if the final transcript belongs to $T$.

For the purposes of complexity theoretic reductions, we treat the device as an *oracle with state*, in a very natural way. We feed the first round input, it returns the first round output, then the next input it treats as the second round input (i.e., continuing the previous interaction, making use of its internal state), and answers with the second round output. After the last round of input/output, feeding another input to the oracle will cause it to restart the whole protocol again from the beginning.

### 2.5.1 Rewind Oracle

Ordinarily, oracles are treated as black boxes in reductions. However, the results of Grier and Schaeffer [GS20] depend on a pivotal difference between a *classical* implementation of an interactive oracle and a *quantum* implementation. Crucially, when a classical device solves an interactive problem, the internal state of the device may be duplicated at any time during the protocol, and later restored to that point. That is, in addition to restarting the interactive protocol afresh, we have the option to *rewind* it to any previous point in the computation, and perhaps continue with different inputs. It turns out that for many classical complexity classes, if the oracle belongs to that class, then so does the oracle with rewinding.

**Fact 12.** Suppose $O$ is an oracle for an interactive problem, and let $R$ be the rewind oracle obtained by giving rewind capability to $O$. If $O$ is implemented by a device in some classical complexity class $\mathcal{C}$, then $R$ is also in $\mathcal{C}$ as long as $\mathcal{C}$ is one of $\text{AC}^0$, $\text{AC}^0[p]$, $\text{TC}^0$, $\text{NC}^1$, $\text{L}$.

**Proof sketch.** For the case of a circuit, one can simply fix the outputs of the gates up to some point and use these outputs as additional input to simulate subsequent points of the computation multiple times. For a Turing machine, one copies the contents of the tape up to some point and restarts the TM from these contents to simulate subsequent points of the computation multiple times.

In the context of 2-round graph state measurement, the oracle’s answers represent measurement outcomes for a round of qubits. With a rewind oracle, we can measure the second round qubits and then rewind back to the end of the first round. We are then free to choose a different basis (i.e., change the second round input) and measure again, as many times as we choose. This is a powerful ability which an actual quantum device does not have since, in general, it is impossible to make two non-commuting measurements on a state, even if the measurements are known in advance. We formally state all of our hardness reductions in terms of the rewind oracle, meaning that the problem is only ($\text{NC}^1$, $\oplus\text{L}$, etc.)-hard for classical devices, since a quantum solution does not imply a rewind oracle.

Last, although rewind oracles appear to give the power to measure the second round qubits in arbitrary bases, the outcomes are not truly *samples* from the distribution of measurement outcomes. Because of our definition of interactive protocols (and the $k$-round graph state measurement problem), we can only claim that oracle returns a *possible* outcome, not necessarily with the same probability, or perhaps not even random at all!

In fact, we must assume the oracle produces adversarial outputs, designed to thwart our hardness reductions at every turn. For example, suppose we wish to distinguish between two
non-orthogonal states. For any measurement, there is some outcome consistent with both states, and in the worst case the oracle will always give us that outcome. \cite{GS20} combats this in two ways: First, they use demonstrations of non-contextuality (specifically, the magic square and magic pentagram games) to force the oracle to reveal some information about the state. Second, they use self-randomization subroutines to conceal the original query within a uniformly random input query, so that the oracle cannot tell which pair of states we want to distinguish, and thus cannot reliably choose an outcome common to both. See \cite{GS20} for a full description of this process; we re-use many of their ideas, but make changes in our proof of Theorem 29 to increase the input query randomization. We discuss the motivation behind this change in the corresponding sections.

### 2.6 Measurement-based Quantum Computation

Many of the results in \cite{GS20} are based on the hardness of computing the final state (or even distinguishing between two possible final states) in some depth-\(\Omega(n)\) Clifford circuit. However, we need the simulation to be performed by a constant-depth quantum circuit, so we use the following theorem from measurement-based quantum computation (MBQC) \cite{RB01, RBB03}:

**Theorem 13.** Fix the layout of a circuit of one- and two-qubit gates, i.e., a circuit diagram where all the gates are placeholders to be replaced with a concrete one- or two-qubit unitary later. Let us map each placeholder gate to a gadget (details omitted, see \cite{RB01, RBB03} or \cite{GS20}), in the form of a constant-size graph, and connect these gadgets together (as they are connected in the circuit) to form a graph \(G\).

For any concrete unitary \(U\), there exists a set of measurement bases for the qubits of the corresponding gadget, such that measuring in those bases performs \(PU\) for some Pauli operation \(P\) depending on the measurement outcomes. That is, if we plug in unitaries to get a circuit \(U_k \cdots U_1\) and measure the gadget qubits in the appropriate bases, then the remaining qubits are in state \(P_k U_k \cdots P_1 U_1 \ket{\psi}\) for Pauli operations \(P_1, \ldots, P_k\). Moreover, if the unitary operations are Clifford then \(X\)- and \(Y\)-basis measurements suffice.

In other words, we can simulate any Clifford circuit with a particular layout by measuring a constant-degree graph, and thus with a constant-depth circuit. The only catch is that there are Pauli errors throughout the circuit. Fortunately, the Clifford group normalizes the Pauli group by definition, so each Pauli operation can be “pushed” through the circuit at the expense of some computation. Unfortunately, pushing all the error to the end of the circuit is effectively as hard as simulating the circuit outright, and therefore not practical in our hardness reductions.

Finally, we note that MBQC works as expected with interactive protocols. In our interactive protocols, for instance, we let nearly all of the gates be in the first round, and only a handful, comprising a constant-depth circuit at the end, into the second round. Then for all the gates in a round, we measure the qubits of their gadgets appropriately, computing the state \(\psi := P_2 U_2 P_1 U_1 \ket{+}^n\) where \(U_1, U_2\) are the Clifford unitaries represented by the two parts of the circuits, and \(P_1, P_2\) are Pauli operations. Since \(U_1\) is a deep Clifford circuit, we are unable to compute \(P_1\) in our reductions, but we can compute \(P_2\) since it is easy to push Pauli operations through a constant-depth circuit such as \(U_2\). In the second round we also
measure $|\psi\rangle$ in, say, the $X$-basis (this is part of the second round), which means we can tell which outcomes $P_2$ flipped, and translate the actual measurement outcomes to outcomes for the state $U_2P_1U_1|+\rangle^n$.

Thus, we can think about our interactive protocols like this: the first round input specifies Clifford gates for the placeholders in some layout. The first round output determines $P_1$, but not in an easily decodable way, not unlike a cryptographic commitment. The second round input specifies more gates, but since they have constant depth, they are used only to change the measurement basis. Finally, the second round output tells us, with some constant-depth classical processing, the result of measuring $P_1U_1|+\rangle^n$ in the measurement basis specified in the second round input. With a rewind oracle, this gives us the power to measure $P_1U_1|+\rangle^n$ in different bases with the same unknown $P_1$ each time.

### 3 The noisy extension and $\mathbf{AC^0}$ separation

In this section, we review the noisy relaxation of the 1-Round Graph State Measurement Problem of [Bra+20] called the noisy extension. We will revisit the main results of that paper, and show how their separation between noisy $\mathbf{QNC^0}$ and $\mathbf{NC^0}$ can be extended to a separation between noisy $\mathbf{QNC^0}$ and $\mathbf{AC^0}$ using the results of Bene Watts et al. [Ben+19]. The results of this section are not independent from our results for interactive Clifford simulation tasks since the noisy extension will play a critical role there, as well.

#### 3.1 The noisy extension

Suppose that we have a relation problem defined by $R \subseteq \{0,1\}^* \times \{0,1\}^*$ that is solved with certainty by a classically-controlled Clifford circuit $C$. On input $x \in \{0,1\}^n$, the circuit is tasked with finding a $y$ such that $(x,y) \in R$, or in other words, it is tasked with solving the relation problem defined by $R$. Let us name this circuit on input $x$ as $C_x$. The computation begins with multiple copies of $|0\rangle$, applies $C_x$, and measures all qubits as output. To make this relation noise-tolerant, we convert $R$ to its noisy-extended version. The noisy-extended version is defined using the 2D surface code in Section 2.3. Its effect on a relation problem is the following: For some input $x$, the set of $y$ such that $(x,y) \in R$ is enlarged to the set of $Y$ that decode to $y$.

However, recall that the procedure for basis state preparation on the surface code incurs an additional Pauli operator $\text{Rec}(s)$. Fortunately, the effect of this Pauli operator on the overall quantum computation can be propagated through the circuit. Consider the classically-controlled Clifford circuit on input $x$, $\overline{C_x}$. Since the Clifford group normalizes the Pauli group, we can define $f(s,x)$ and $h(s,x)$ by

$$X(f)Z(h) \sim \overline{C_x}\text{Rec}(s)\overline{C_x}$$

where $f = f^1 \ldots f^n$ and each $f^i$ is $m$ bits describing the Pauli $X$ operator on the $i$’th codeblock of the circuit. We are now ready to define the noisy-extended relation.

**Definition 14.** The noisy-extended relation $R'$ associated with relation $R$ is defined as
\[
R'(x, (\mathcal{Y}, s)) = \begin{cases} 
1 & \text{if } R(x, y) = 1 \text{ for } y_i = \text{Dec}(\mathcal{Y}^i \oplus f^i(s, x)) \quad \forall i \in [n] \\
0 & \text{otherwise}
\end{cases}
\tag{4}
\]

As a sanity check, let us first show that if a noiseless quantum circuit solves a relation problem \( R \) with certainty, then the noiseless quantum circuit encoded by the 2D surface code solves the noisy-extended relation problem \( R' \) with certainty. Through the basis state preparation procedure (Fact 6), the circuit prepares the state \( \text{Rec}(s_1) \otimes \ldots \otimes \text{Rec}(s_n) |\bar{0}^n\rangle \) obtaining syndrome outputs \( s = s_1 \ldots s_n \). It then performs a classically-controlled Clifford circuit (on input \( x \) \( C_x \)) in constant-depth (Fact 7) and measures the output \( \mathcal{Y} \) with the property

\[
|\langle \mathcal{Y} | \overline{\text{Rec}}(s) |\bar{0}^n\rangle|^2 > 0. 
\tag{5}
\]

By propagating the Pauli \( \text{Rec}(s) \) over Clifford circuits using Equation (3), we have that \( |\langle \mathcal{Y} | X(f) Z(h) \overline{C_x} |\bar{0}^n\rangle|^2 > 0 \). Since Pauli Z operators have no effect on Z-basis measurement, we get

\[
|\langle \mathcal{Y} \oplus f(s, x) | \overline{C_x} |\bar{0}^n\rangle|^2 > 0. 
\tag{6}
\]

Finally, because \( \overline{C_x} \) is the encoded version of \( C_x \), the bit string \( y \) defined by

\[
y_i = \text{Dec}(\mathcal{Y}^i \oplus f^i(s, x)) \quad \forall i \in [2n] 
\tag{7}
\]

satisfies the original relation \( R \), and therefore the output of the entire procedure (i.e., \( (\mathcal{Y}, s) \)) satisfies the noisy extended relation \( R' \). Of course, the whole point of defining the noisy extension is to show that the outputs of a noisy quantum circuits still satisfy it:

**Theorem 15** (Noise-tolerance of noisy extension, Theorem 17 in [Bra+20]). Suppose a constant-depth classically-controlled Clifford circuit solves a relation problem. Then, there exists another constant-depth classically-controlled Clifford circuit solving its corresponding noisy extended relation problem with probability at least \( 1 - \exp(-\Omega(m^{1/2})) \) when the noise rate is below some constant constant threshold.

### 3.1.1 AC⁰ decoding circuit

The noisy extension allows a noisy constant-depth quantum circuit to solve the modified relation problem with high probability. However, in order to demonstrate a separation between the quantum and classical circuits’ capabilities, we need to argue that the noisy extended relation problem remains hard for classical circuits. Our goal is to show that any qAC⁰-capable device can actually decode measurements of the physical qubits into measurements of the logical qubits. Therefore, any such device which can solve the noisy extended relation problem can also solve the original relation problem. This allows us to port previous noiseless separations to the noisy setting.

Recall that the encoded quantum circuit will output \( \mathcal{Y} \) and \( s \) such that the bitstring \( y \) defined by Equation (7) is the output of an unencoded circuit. We show that decoding can be carried out by an \( \exp(m, m_{anc}) \)-size AC⁰ circuit. \(^{10}\) The construction is shown in Figure 2.

\(^{10}\)In fact, this size is nearly optimal for AC⁰ circuits because computing the parity of \( n \) bits reduces (using only projections) to Dec on \( O(n^2) \) bits.
Lemma 16. Given 0/1 bitstrings $Y$, $s$, and $x$ of lengths $m$, $m_{\text{anc}}$, and $n$, respectively, $\text{Dec}(Y^i \oplus f^i(s, x))$ can be computed by an $\text{AC}^0$ circuit of size $\exp(m_{\text{anc}}, m)$ for each $i$.

Proof. Note that $\text{Rec}$ and $\text{Dec}$ can be computed by $\exp(m, m_{\text{anc}})$ size circuits by using a truth-table circuit for these functions. We would like to conjugate the Pauli $\text{Rec}(s) = \text{Rec}(s^1) \otimes \ldots \otimes \text{Rec}(s^n)$ with the classically-controlled Clifford circuit, $\overline{C_x}$, to obtain $f^i(s, x)$ in Equation (3). Consider any depth-one Clifford circuit, $C$, on $mn$ qubits composed of one- and two-qubit gates. Conjugating the Pauli operator $\text{Rec}(s)$ by $C$ is locally computable by a polynomial size $\text{AC}^0$ circuit because $C$ only uses one- and two-qubit Clifford gates. Repeating this process for each layer of the constant-depth circuit $\overline{C_x}$, XOR’ing each bit with $Y^i$, and plugging the output into $\text{Dec}$ gives the lemma.

In summary, we have computed $\text{Dec}(Y^i \oplus f^i(s, x))$ for each $i$ with a $\exp(m, m_{\text{anc}})$ size $\text{AC}^0$ circuit. Because $m, m_{\text{anc}} = \text{polylog}(n)$ in all of our constructions, we have shown that the decoding can be done in $\text{qAC}^0$. This quasipolynomial blowup will not affect the conclusion of this section since neither poly-size nor quasipoly-size $\text{AC}^0$ circuits can solve parity. However, this blowup will be important to our conclusions about interactive problems (see, for instance, Theorem 4 in the Introduction).

3.2 Noise-tolerant $\text{AC}^0$ separation

We begin by reviewing the relevant problem that is solvable by noiseless $\text{QNC}^0$ circuits but is hard for $\text{AC}^0$ circuits to solve. By applying the noisy extension introduced in the previous section, we can prove that a separation persists as the quantum circuit is subject to noise.

It was shown in [Ben+19] that there is a problem that is solved with certainty by a $\text{QNC}^0$ circuit but is hard for $\text{AC}^0$ circuits to solve. The problem, a promise version of 1-Round Graph State Measurement Problem that they call the Relaxed Parity Having Problem (RPHP), is a relation problem with inputs uniformly chosen from a set $P_n \subseteq \{0, 1\}^n$ for all $n$ that is solved with certainty by a constant-depth classically-controlled Clifford circuit $\text{RPHP}$ is hard for $\text{AC}^0$ circuits with an error rate exponentially close to 1.

---

11 We assume that $\text{poly}(n) \leq \exp(m, m_{\text{anc}})$ throughout the paper, so we omit the circuit’s size dependence on $n$.

12 We will actually use Parallel RPHP (under the same name RPHP, for simplicity), a version with polynomially many copies of vanilla RPHP, since this gives us better error guarantees.
Lemma 17 (Theorem 26 in [Ben+19]). Any probabilistic AC$^0$ circuit of size $s$ and depth $d$ cannot solve RPHP with probability exceeding

$$\exp\left(\frac{-n^{1/2-o(1)}}{O(\log s)^{2d}}\right)$$

over a uniformly random input $x \in P_n$.\(^\text{13}\)

Define Noisy RPHP to be the noisy extended relation problem associated with RPHP (see Definition 14) with $m, m_{\text{anc}} = \Theta(\text{polylog}(n))$. By construction, a noisy quantum circuit can solve Noisy RPHP with high probability. Plugging this relation problem into Theorem 15, we get:

**Proposition 18.** There is a constant-depth classically-controlled Clifford circuit that solves Noisy RPHP with probability at least $1 - \exp\left(-\Omega(\text{polylog}(n))\right)$ over all inputs when the noise rate is below some constant threshold.

We conclude with the separation between AC$^0$ and noisy QNC$^0$ using Noisy RPHP:

**Theorem 19.** Any probabilistic AC$^0$ circuit of size $s$ and depth $d$ cannot solve Noisy RPHP with probability exceeding

$$\exp\left(\frac{-n^{1/2-o(1)}}{O(\log(s + \exp(\text{polylog}(n))))^{2d+O(1)}}\right)$$

over the uniformly random $x \in P_n$.

**Proof.** We decode the output of Noisy RPHP to one of RPHP using Lemma 16. This incurs an extra size overhead of the AC$^0$ circuit by $\exp(m, m_{\text{anc}}) = \exp(\text{polylog}(n))$. By applying this size expansion to Lemma 17 we arrive at the desired bound. \(\square\)

### 4 Interactive hardness

To start, let us extend the 2-Round Graph State Measurement Problem (Problem 10) to its noisy variant by encoding the qubits in the surface code in the natural way:

**Problem 20 (Noisy $k$-Round Graph State Measurement).** Consider the $k$-Round Graph State Measurement Problem where each logical qubit is encoded in $\Theta(\text{polylog}(n))$ physical qubits according to the surface code (see Section 2.3). That is, we start with some encoded graph state

$$\left|G_n(s)\right| := \prod_{(i,j) \in E_n} \text{CZ}(i,j) \text{Rec}(s) \left|\top\right|_{V_n}^{\otimes|V_n|},$$

where $s$ denotes the syndrome qubits associated with preparing the $|V_n|$ logical $\top$ states. The choice of $s$ is left to the device. In the $i$th round of interaction, logical measurement bases

\(^{13}\)The original statement of this claim in [Ben+19] refers to deterministic AC$^0$ circuits instead of probabilistic circuits. A simple argument shows that it also holds for probabilistic circuits: A probabilistic circuit is a convex combination of deterministic circuits, and every deterministic circuit in this convex combination succeeds with probability at most $\exp(-n^{1/2-o(1)}/O(\log s)^{2d})$ over a uniformly random input.
(either $X$ or $Y$) are provided for all vertices of color $i$, and the device is expected to output the corresponding measurement outcomes for every physical qubit representing each such vertex. At the end of the $k$ rounds, the device also outputs $s$.

The device succeeds if its outputs match possible outcomes (i.e., literally any outcome with non-zero probability) from measuring $\overline{G_n(s)}$ in the bases given as input. This acceptance criterion is equivalent to requiring that the measurements of the encoded graph state satisfies the noisy-extended relation (see Definition 14).

Showing that there exists a noisy, constant-depth circuit which solves the 2-round problem for constant-degree graphs is relatively straightforward given the properties of the code.

**Theorem 21.** There exists a constant-depth classically-controlled Clifford circuit that solves Noisy 2-Round Graph State Measurement on constant-degree graphs with probability at least $1 - \exp(-\Omega(\text{polylog}(n)))$ for any input when the noise rate is below some constant threshold.

**Proof.** We will construct the natural classically-controlled Clifford circuit (see Figure 3) using the surface code with logical qubits of size $m = \Omega(\text{polylog}(n))$. In fact, this circuit is identical to that used for the associated relation problem (i.e., Noisy 1-Round Graph State Measurement), except the second-round inputs are only provided after the first-round measurements are returned by the circuit. Therefore, the round-one outputs may leak information about the error on the round-two qubits. However, we will show that the challenger’s questions in round two cannot concentrate the error on any given logical qubit and therefore, the error can be decoded normally.

To recap the error correcting components, let us describe the circuit $C$: first, the circuit prepares the logical zero state $\text{Rec}(s) |0\rangle^{\otimes |V_n|}$ using Fact 6 next, the circuit constructs the graph state using a constant-depth circuit $\overline{C_G}$ using Fact 7 finally, in each round of the protocol, the circuit performs a basis change Clifford operation ($\overline{C_A}$ and $\overline{C_B}$ for the first round and second round, respectively) and measures in the $Z$ basis.

Let us analyze the effect of noise in this process. Consider the error $E$ immediately before the first round measurement. By Fact 8 we know that if the noise rate is below some constant threshold, then $E \sim \mathcal{N}(p)$ with $p < .01$. In fact, by the definition of local stochastic noise, the error $E = E_1 \otimes E_2$ can be decomposed into two errors (on the round-one qubits and round-two qubits, respectively) both of which are themselves locally stochastic with the same parameter. That is, $E_1 \sim \mathcal{N}(p)$ and $E_2 \sim \mathcal{N}(p)$. Because the error on the first-round qubits $E_1$ has noise parameter $p < .01$, the first round measurements are correct with with probability at least $1 - \exp(-\Omega(\text{polylog}(n)))$ by Fact 9.

By the same token, we also have that $E_2$ is local stochastic noise. The second-round inputs may depend on $E_2$, but critically, $\overline{C_B}$ is simply a single layer of logical single-qubit gates. By Fact 7 we have that each such operation can be applied with a constant-depth circuit on a single codeblock, and so the number of non-identity Pauli elements in $E_2$ can increase by at most a constant factor. Furthermore, the rest of the error in the circuit can once again be captured as local stochastic noise right before the second-round measurement by Fact 8. Therefore, there is once again a small enough parameter for the noise rate such

---

14In fact, the specific construction of the single-qubit logical operations [Mou16] increases the non-identity Pauli elements by at most a factor of 2.
that the number of errors from both sources remain below the distance\(^{15}\) of the code with high probability.

\[ \text{Figure 3: Circuit solving Noisy 2-Round Graph State Measurement Problem} \]

\[ \textbf{4.1 NC}^1\text{-hardness} \]

This section focuses on the 2-Round Graph State Measurement problem on a \(2 \times O(n)\) grid, especially in the noisy setting\(^{16}\). Since the grid is of width 2, the first round measurements are suitable for an MBQC simulation of a sequence of 2-qubit Clifford gates, and the second round measurements are used to apply one more Clifford gate to permit arbitrary Clifford measurements of a 2-qubit state. We will show that a classical simulation of this problem requires solving NC\(^1\)-hard problems (Theorem 22), and as a result obtain an unconditional separation between AC\(^0[p]\) circuits and noisy QNC\(^0\) circuits (Corollary 27).

Let us quickly recap how [GS20] connects this problem to NC\(^1\)-hard computation. First, a result of Barrington and Thérien shows that computing products in non-solvable groups is NC\(^1\)-hard \([BT88]\), even to distinguish between the product being the identity or some other predetermined group element. The 2-qubit Cliffords modulo 2-qubit Pauli operations, which we denote \(\{C_2/P_2\}\), turn out to be a non-solvable group (specifically, isomorphic to \(S_6\)). For this special case, Barrington and Thérien’s result translates to the following:

\textbf{Theorem 22.} Let \(C_1,\ldots,C_n \in C_2/P_2\) be given. Promised that the product \(C_1\cdots C_n\) is either \(I \otimes I\) or \(H \otimes H\) modulo Pauli operations, deciding whether \(|\psi\rangle := C_1\cdots C_n |++\rangle\) is an \(X\)-basis state (\(i.e., |++\rangle, |+-\rangle, |->\rangle, |--\rangle\)) or a \(Z\)-basis state (\(|00\rangle, |01\rangle, |10\rangle, |11\rangle\)) is NC\(^1\)-hard.

Our problem for this section is explicitly designed to prepare \(|\psi\rangle\) (up to an unknown Pauli \(P \in P_2\)) and measure it in an arbitrary Clifford basis. Our goal is to show that a rewind oracle for the problem solves an NC\(^1\)-hard problem. All that remains is to show how repeated

\(^{15}\)Although we have mostly referred to the surface code as being able to correct for some specific noise rate, we observe that a low noise rate corresponds to few errors with high probability, and it is the paucity of errors that ultimately determines the success of the code [Bra+20].

\(^{16}\)The noiseless version of the problem is referred to as the CliffSim[2] in [GS20]. Technically, the graph used in [GS20] is a subset of the \(2 \times O(n)\) grid arranged in a brick-like pattern. However, such a pattern was only used to reduce the number of qubits per Clifford operation, and the result is qualitatively the same with a simple grid.
measurements of $P|\psi\rangle$ in arbitrary Clifford bases can be used to determine something about the state, and ultimately leveraged to distinguish $X$-basis states from $Z$-basis states.

We borrow a tool of [GS20] to extract some information about the first round state from the rewind oracle $R$. We simply quote the lemma here without proof, but it uses a demonstration of non-contextuality, the magic square game, to force the oracle to reveal something about the state, and then it uses a plethora of randomization tricks so the oracle does not control what it reveals.

**Lemma 23.** (Theorem 24 in [GS20]) Let $R$ be a rewind oracle solving the $2\times O(n)$ interactive problem, possibly with some error (i.e., it may fail the task some fraction of the time). Suppose we are given gates $C_1, \ldots, C_n \in C_2$. There is a randomized $(AC^0)^R$ circuit which

- processes $C_1, \ldots, C_n$ to a related but uniformly random sequence of operations,
- calls $R$ with the above uniformly random sequence in the first round, and makes 6 uniformly random (but not independent) measurements in the second round (i.e., rewinds 5 times), then
- post-processes the outputs from $R$ in conjunction with the randomization.

The result is an algorithm which outputs either a uniformly random stabilizer Pauli (excluding $II$) or uniformly random non-stabilizer Pauli of $C_1\cdots C_n |++\rangle$. Moreover, the circuit outputs a stabilizer only if at least one call to $R$ was in error.

We apply this lemma repeatedly to learn many non-stabilizers of $C_1\cdots C_n |++\rangle$, until we accumulate enough non-stabilizers to determine the state $C_1\cdots C_n |++\rangle$ up to Pauli operations. Thus, a rewind oracle for the 2-Round Graph State Measurement Problem on a $2 \times \text{poly}(n)$ grid, with randomized $AC^0$ reduction circuits, can solve the NC$^1$-hard problem in Theorem 22. We do not state the theorem (or proof) since it will generalize it to the noisy version of the problem in Lemma 25 with proof in Appendix A.

### 4.1.1 Noisy NC$^1$ separation

Now let us add an error correcting code with $\text{polylog}(n)$ physical qubits per logical qubit, so that a noisy constant-depth quantum circuit can solve the problem with high probability. That is, we extend the original 2-Round Graph State Measurement Problem (on the $2 \otimes \text{poly}(n)$ grid) to its noisy-extended version using Problem 20.

By applying Theorem 21, we immediately get a constant-depth quantum circuit that solves the problem.

**Corollary 24.** There exists a constant-depth classically-controlled Clifford circuit that solves the Noisy 2-Round Graph State Measurement Problem on a $2 \times \text{poly}(n)$ grid with probability at least $1 - \exp(-\Omega(\text{polylog}(n)))$ when the noise rate is below some constant threshold.

We now prove classical hardness for the same task. We first show that a $(\text{BPAC}^0)^R$ circuit can decide a NC$^1$-hard problem even if the rewind oracle $R$ fails on $\frac{1}{30}$ possible inputs. This is a slight improvement over the $\frac{2}{3}$ present in [GS20]. Then we reduce the from the noisy problem to the noiseless problem to complete the reduction.
Lemma 25. Let $R$ be the rewind oracle for the 2-Round Graph State Measurement Problem on a $2 \times \text{poly}(n)$ grid. Suppose for a uniformly random input (first & second round), $R$ is incorrect with probability $\epsilon < \frac{1}{30}$. Then

$$\text{NC}^1 \subseteq (\text{BPAC}^0)^R$$ (10)

We defer the proof to Appendix A. Clearly, replacing a rewind oracle for the noiseless problem with one for the noisy problem (having the same error rate) makes no difference, except that we require quasipoly-size $\text{AC}^0$ for decoding. By decoding its output using Lemma 16, we conclude that a $(\text{qBPAC}^0)^R$ solves an $\text{NC}^1$-hard problem.

Theorem 26. Let $R$ be the rewind oracle for the Noisy 2-Round Graph State Measurement Problem on a $2 \times \text{poly}(n)$ grid. Suppose for a uniformly random input (first & second round), $R$ is incorrect with probability $\epsilon < \frac{1}{30}$. Then

$$\text{NC}^1 \subseteq (\text{qBPAC}^0)^R$$ (11)

Quasi-polynomial size bounded-probability $\text{AC}^0$ circuits ($\text{qBPAC}^0$) may seem like an unnatural class, but we can relate this result to more familiar classes.

Corollary 27. For any prime $p$, any probabilistic $\text{AC}^0[p]$ circuit of depth $d$ and size $\exp(n^{1/2d})$ cannot pass the Noisy 2-Round Graph State Measurement Problem on a $2 \times \text{poly}(n)$ grid with probability at least $\frac{29}{30}$ over a uniformly random input.

Proof. Suppose that an $\text{AC}^0[p]$ circuit could pass the interactive protocol with probability $\frac{29}{30}$ over the uniform input distribution, implying a rewind oracle of similar size and depth that succeeds with probability at least $\frac{29}{30}$. By the previous results, this gives a $\text{BPAC}^0[p]$ circuit of similar size and depth solving an $\text{NC}^1$-hard problem, which combined with the fact that $\text{BPAC}^0[p]$ is contained in non-uniform $\text{AC}^0[p]$ with similar size and depth [AB84], we arrive at the stated size lower bound by Razborov and Smolensky [Raz87; Smo87].

4.2 ⊕L-hardness

The main theorem of this section is an average-case ⊕L-hardness result for the 2-Round Graph State Measurement Problem on a $\text{poly}(n) \times \text{poly}(n)$ grid state, which leads to a conditional separation between noisy $\text{QNC}^0$ circuits and classical log-space machines. We will do this by showing a worst-to-average-case reduction from a simple ⊕L-hard problem to the 2-Round Graph State Measurement Problem on a $\text{poly}(n) \times \text{poly}(n)$ grid state.

First, let us review this ⊕L-hard problem, which concerns the parity of paths in a directed acyclic graph. Define $M$ to be the set of upper-triangular adjacency matrices of monotone graphs—i.e., a directed graph on vertices $V = \{1, \ldots, n\}$ with no edges from $j$ to $i$ for $j \geq i$.

Lemma 28. ([Dam90]) Let $\text{DAGParity}$ be the problem of deciding the parity of paths from 1 to $n$ in $A \in M$. Then

$$\oplus L \subseteq (\text{NC}^0)^{\text{DAGParity}}.$$
For a detailed description of how an instance of $\text{DAGParity}$ is reduced to an instance of the $2$-Round Graph State Measurement Problem, we refer the reader to [GS20]. Our goal in this section will be to show that randomizing an instance of the $\text{DAGParity}$ problem suffices for an average-case hardness result for the graph state measurement problem. It will be useful to describe this randomized algorithm as a composition of three algorithms, $\gamma$, $\mathcal{E}$, and $\mathcal{D}$, which once composed together take $A \in M$ as input and output a sequence of operations which serve as input to the graph state measurement problem through measurement-based computation gadgets. We will describe $\gamma$, $\mathcal{E}$, and $\mathcal{D}$ in greater detail in the next section.

To obtain our average-case hardness result, we constrain the first round inputs of the graph state measurement problem to be from the set $\gamma \circ \mathcal{E} \circ \mathcal{D}(M)$. We constrain the second round inputs to be from a small set of Pauli measurements $I_2$, defined formally in Appendix B.

**Theorem 29.** Let $\mathcal{R}$ be the rewind oracle for $2$-Round Graph State Measurement Problem on a $\text{poly}(n) \times \text{poly}(n)$ grid promised that input is from the image of $\gamma \circ \mathcal{E} \circ \mathcal{D}(M)$ in the first round and $I_2$ in the second round. If the oracle fails with probability $\epsilon \leq \frac{1}{421}$ on a uniformly random input (first and second round) satisfying the promise, then

$$\oplus \mathcal{L} \subseteq (\text{BPAC}^0)^{\mathcal{R}}.$$  

Appealing to Lemma 16, we obtain the following corollary for the Noisy $2$-Round Graph State Measurement Problem:

**Corollary 30.** If the rewind oracle $\mathcal{R}'$ fails with probability $\epsilon < \frac{1}{421}$ on uniformly random inputs of the Noisy $2$-Round Graph State Measurement Problem (under the same promise as Theorem 29), then

$$\oplus \mathcal{L} \subseteq (\text{qBPAC}^0)^{\mathcal{R}'}.$$  

The corollary above suffices to prove the conditional separation mentioned in the Introduction (Theorem 4): assuming $\oplus \mathcal{L} \not\subseteq (\text{qBPAC}^0)^{\mathcal{L}}$, any probabilistic $\mathcal{L}$ machine fails the Noisy $2$-Round Graph State Measurement Problem with some constant probability over a uniformly random input. Suppose that some probabilistic $\mathcal{L}$ machine fails with probability $o(1)$ over uniform input. Then by Corollary 30 we have $\oplus \mathcal{L} \subseteq (\text{qBPAC}^0)^{\mathcal{L}}$, contradicting the assumption.

### 4.2.1 Input half-randomization and $\gamma \circ \mathcal{E} \circ \mathcal{D}$ description

Before detailing each of the three algorithms, let us briefly describe the purpose of each. The algorithm $\gamma$ captures the randomization scheme described in [GS20], whose main goal is to

---

17 Careful readers might notice that the $\oplus \mathcal{L}$-hard instances in [GS20] are derived from layered directed acyclic graphs with directed edges only passing from one layer to the next. This layered structure in the associated problem $\text{LDAGParity}$ is used throughout those reductions. Nevertheless, we will show how to convert our $\text{DAGParity}$ instances into instances of $\text{LDAGParity}$ and so the entire reduction goes through as normal.

18 Formally, each one of these operations consists of a CNOT gate followed by a circuit of CZ and Phase gates.

19 The probability is taken over the randomness of the input, as well as the internal randomness of $\mathcal{R}$, since we allow $\mathcal{R}$ answer randomly.
randomize the second round of the interactive protocol. The result is that an adversarial
oracle cannot prevent us from learning the state \(|\psi\rangle\) created by the first round measurements.
We keep \(\gamma\) so we do not have to re-invent the wheel for the second round. However, \(\gamma\) does
not sufficiently randomize the first round to conceal the instance of the \(\oplus L\)-hard problem we
are trying to solve. It is conceivable that the oracle has some small probability of error, but
coincidentally concentrates that error on the instance (or small number of instances which
\(\gamma\) randomizes to the same distribution) that we wish to solve.

The other procedure, \(D\), is adapted from work of Applebaum, Ishai and Kushilevitz [AIK06]. They introduce the notion of a randomized encoding, where it is possible to transform \(x\) to a probability distribution that hides everything about \(x\) except some function \(f(x)\). For example, and especially relevant to us, they show how a binary matrix of a certain form can be mapped to a uniformly random matrix of the same form, and same determinant modulo 2. In this case, the randomized encoding hides everything about the input (which, recall, is essentially the problem instance) except for one bit, a property we call half randomizing. It turns out the parity of the determinant is even \(\oplus L\)-complete, but since our quantum gates are inherently reversible (i.e., non-zero determinant), we must find a more nuanced way to randomize a \(\oplus L\)-complete problem to adequately randomize the first round.

Finally, \(E\) connects the two procedures by performing a reduction from the output of \(D\) to the input for \(\gamma\).

To describe this approach in more detail, let us recall two additional problems from [GS20]: \(\text{LDAGParity}\) (the layered variant of \(\text{DAGParity}\)) is the problem of deciding whether a layered DAG has an even number of paths from a fixed start vertex to a fixed end vertex; \(\text{CNOTMult}^*\) is the problem of deciding whether a sequence of CNOT gates (where each gate acts on two of polynomially many input wires) multiplies to the identity, promised that they multiply to either the identity or a fixed 3-cycle. Let us also borrow the notation \(\text{CNOT}_m\) to denote the set of 2-input CNOT gates that can act on \(m\) wires.

It was shown [GS20] that \(\text{LDAGParity}\) is \(\text{NC}^0\)-reducible to \(\text{CNOTMult}^*\) using the deterministic algorithm \(E\).

**Lemma 31 ([GS20]).** There exists a deterministic algorithm \(E\) in \(\text{NC}^0\) that takes as input an adjacency matrix \(A \in \{0,1\}^{n \times n}\) of a layered DAG and outputs a sequence of CNOT gates \(g_1, \ldots, g_{\text{poly}(n)} \in \text{CNOT}_{\text{poly}(n)}\) such that

1. \(A \in \text{LDAGParity} \iff (g_1, \ldots, g_{\text{poly}(n)}) \in \text{CNOTMult}^*\).
2. \(E\) is injective.

Then the output of \(E\), \((g_1, \ldots, g_{\text{poly}(n)})\), is converted to first round input for the 2-Round Graph State Measurement Problem using the randomized algorithm \(\gamma\). We prove the following crucial property about \(\gamma\) in Section [B.1].

**Lemma 32.** For any distinct sequences of CNOT gates \((a_1, \ldots, a_{\text{poly}(n)}) \neq (b_1, \ldots, b_{\text{poly}(n)})\), \(\gamma(a_1, \ldots, a_{\text{poly}(n)})\) and \(\gamma(b_1, \ldots, b_{\text{poly}(n)})\) are uniform distributions over disjoint sets of the same cardinality.

The output of \(\gamma(g_1, \ldots, g_n)\) is a random sequence of operations; each operation is a CNOT gate followed by a circuit of CZ and Phase gates. We describe precisely how this sequence is generated in Section [B.1]. We note that although the composition \(\gamma \circ E\) is a randomized
algorithm converting an instance of LDAGParity to first round input to the 2-Round Graph State Measurement Problem, its output does not hide the particular instance of LDAGParity it was given as input. To obtain this property, we compose $\gamma \circ \mathcal{E}$ with the randomized algorithm $\mathfrak{D}$ which employs the random self-reducibility of DAGParity. Altogether, the image of $\gamma \circ \mathcal{E} \circ \mathfrak{D}$ is the set of first round inputs to the rewind oracle. We will use $r_\gamma$ and $r_\mathcal{D}$ as notation for the random bits of $\gamma$ and $\mathcal{D}$ when disambiguation is required. To prove that $\gamma \circ \mathcal{E} \circ \mathcal{D}$ conceals the first-round input while simultaneously preserving the ability to decided membership in DAGParity, we define a property called half-randomizing.

**Definition 33.** Let $\Pi = (\Pi_{\text{yes}}, \Pi_{\text{no}})$ be a promise problem. A randomized algorithm $f$ over the promise $\Pi$ is half-randomizing if there are two disjoint, equal-sized sets $C_{\text{yes}}$ and $C_{\text{no}}$, such that for $i \in \{\text{yes}, \text{no}\}$

$$f(x) \equiv U_{C_i} \text{ for all } x \in \Pi_i,$$

where $U_{C_i}$ is the uniform distribution over $C_i$.

Functions which are half-randomizing will be useful to us because they can spread out the probability of a few problematic instances relatively evenly amongst all the inputs:

**Observation 34.** Let $f$ be half-randomizing. If a uniformly random element of the image $C_{\text{yes}} \cup C_{\text{no}}$ satisfies some property $P$ with probability $\leq \epsilon$, then for any $x \in \Pi_{\text{yes}} \cup \Pi_{\text{no}},$

$$\Pr[f(x) \text{ has property } P] \leq 2\epsilon.$$

To be concrete, consider a probabilistic oracle that fails with probability $\epsilon$ over a uniformly random input in $C_{\text{yes}} \cup C_{\text{no}},$ and suppose there is a reduction from $\Pi_{\text{yes}} \cup \Pi_{\text{no}}$ to $C_{\text{yes}} \cup C_{\text{no}}$. An ordinary reduction gives us only average-case guarantees—many inputs in $\Pi_{\text{yes}} \cup \Pi_{\text{no}}$ map to something the oracle can solve with high probability, but any particular $x \in \Pi_{\text{yes}} \cup \Pi_{\text{no}}$ may or may not be solved with high probability. If the reduction $f$ is half-randomizing, then $x$ maps to a uniform distribution over $C_{\text{yes}}$ or $C_{\text{no}}$, and can be solved with probability at least $1 - 2\epsilon$, over the randomness of $f$ and the probabilistic oracle, by the observation.

We now describe the half-randomizing algorithm $\mathfrak{D}$, which maps an instance of DAGParity to LDAGParity. It is composed of two separate subroutines: first, the input (an adjacency matrix for a DAG) is mapped to a uniformly random input sharing the same parity of paths from source to target; second, we convert the DAG to a layered DAG. In the first subroutine, we use randomized encoding techniques introduced by [AIK06]:

**Fact 35.** (Fact 4.13, [AIK06]) Let $A$ be an $n \times n$ monotone adjacency matrix, and let $L$ be the $(n - 1) \times (n - 1)$ top-right submatrix of $A - I$. Then $\det(L) \mod 2$ is the parity of the number of paths from 1 to $n$ in $A$.

Since DAGParity is $\oplus L$-hard, this fact shows that the determinant of $L$ encodes the answer to a $\oplus L$-hard problem. Note that $L$ is upper-triangular except for $-1$ on its second diagonal. Furthermore, the randomized encoding scheme of Applebaum, Ishai and Kushilevitz allows us to sample uniformly from matrices that have the same form and same determinant:

**Proposition 36** (Lemma 4.17, [AIK06]). Given matrix $L$, a randomized NC$^0$ circuit can sample polynomially many Boolean variables

$$\{(K^{(1)}_{i,j}, K^{(2)}_{i,j}, \ldots)\}_{1 \leq i,j \leq n - 1}$$
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uniformly such that the \((n-1) \times (n-1)\) matrix \(K^\oplus\) defined by \(K^\oplus_{i,j} = \oplus_t K_t^{(i,j)}, -1\) on its second diagonal, and 0 below it has,\(^{20}\)

\[
\det(K^\oplus) \equiv \det(L) \mod 2. \tag{12}
\]

Recall that \(L\) is derived from our original monotone adjacency matrix \(A\). The lemma above shows that we can generate a uniformly random matrix \(K^\oplus\) that has the same form as \(L\), but we now must convert that matrix back into an adjacency matrix in order to use it as input to \textsc{DAGParity}. We see that similar to how \(L\) is a submatrix of \(A-I\), \(K^\oplus\) is also the submatrix of another matrix \(B-I\). As shown in Figure 4, we define \(B \in \{0,1\}^{n \times n}\) as the matrix whose entries above the main diagonal are the same as those entries on or above the main diagonal of \(K^\oplus\), and whose entries on or below the main diagonal are 0.

\[
B + I = \begin{bmatrix}
1 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

Figure 4: Relationship between \(B\) and \(K^\oplus\)

**Proposition 37.** \(B\) is a uniformly random monotone adjacency matrix such that the parity of paths from 1 to \(n\) is the same as in \(A\).

**Proof.** By construction \(B\) is a monotone adjacency matrix, and \(K^\oplus\) is the \((n-1) \times (n-1)\) top-right submatrix of \(B-I\). The entries on or above the main diagonal of \(K^\oplus\) are uniformly random subject to the determinant constraint in Equation (12), and therefore, so are the entries above the main diagonal of \(B-I\) (and hence \(B\)). However, by Fact \(35\) this constraint is equivalent to \(A\) and \(B\) having the same parity of paths from 1 to \(n\). \(\square\)

Proposition 37 completes the first subroutine of \(\mathcal{O}\)—that is, \(B\) is a uniformly random monotone adjacent matrix which has the same parity of paths from the source to target as \(A\). We now turn to the second half of the algorithm, which is converting \(B\) (and instance of \textsc{DAGParity}) into a layered monotone adjacency matrix (and instance of \textsc{LDAGParity}) that has the same parity of paths from source to target. To do this, we give a simple deterministic

\(^{20}\)The construction of \(\{(K^{(1)}_{i,j}, K^{(2)}_{i,j}, \ldots)\}_{1 \leq i \leq j \leq n-1}\) proceeds by sampling random upper triangular matrices with a particular structure, \(R_1\) and \(R_2\), to produce \(K^\oplus = R_1 L R_2\). Each element in the upper triangular region of \(K^\oplus\) can be described by a sum of degree-3 monomials whose values after some further randomization, \(\{(K^{(1)}_{i,j}, K^{(2)}_{i,j}, \ldots)\}_{1 \leq i \leq j \leq n-1}\), are computable in \(\text{NC}^0\). For full details, see [AIK06].
procedure which takes $B$ (actually the entries $\{(K_{ij}^{(1)}, K_{ij}^{(2)}, \ldots)\}_{1 \leq i \leq j \leq n-1}$ from which it is comprised) and creates a new layered DAG $C$ with $2n-1$ layers.

Consider first a procedure for where all the entries of $B = \{b_{ij}\}$ are given explicitly (recall that in our case, each entry of $B$ is a sum of $K_{ij}^{(t)}$ terms). To construct $C$, we create $n$ layers, each of which is comprised of a copy of all $n$ nodes in the graph. Between layers $i$ and $i+1$, there are two types of edges: first, there is a path from each node $k$ to the same node $k$; second, there is a path from node $i$ to node $j$ for each $j$ such that $b_{ij} = 1$. One can show then at layer $k$, the number of paths you can take from node 1 to any other node in the graph is the number of paths you can take by using edges $b_{ij}$ with $i < k$, completing the construction. To handle the fact that the entries of $B$ are actually sums of $\text{NC}^0$-computable values, we construct additional paths between the layers for each such value (which requires adding an additional layer to prevent multiple edges).

Let us now formally construct the matrix $C$ that we sketched above. First, we have $n$ layers labeled $N_i$ for each $i \in [n]$ and $(n-1)$ layers labeled $J_i$ for each $i \in [n-1]$, and the layers are ordered from left to right in the following way: $N_i, J_1, N_2, J_2, \ldots, J_{n-1}, N_n$. Each $N_i$ has vertices $\{1, ..., n\}$ and each $J_i$ has vertices $\{1, ..., n\} \cup \{K_{ij}^{(t)}\}_{i,t}$. The only edges between layers fall under two classes:

1. $(N_i \to J_i)$ For every $q \in [n]$, vertex $q$ in $N_i$ always connects to vertex $q$ in $J_i$. Vertex $i$ in $N_i$ connects to vertex $K_{ij}^{(t)}$ in $J_i$ iff the value $K_{ij}^{(t)}$ is 1.

2. $(J_i \to N_{i+1})$ For every $q \in [n]$, vertex $q$ in $J_i$ always connects to vertex $q$ in $N_{i+1}$. Vertex $K_{ij}^{(t)}$ in $J_i$ always connects to vertex $j+1$ in $N_{i+1}$.

Figure 3 shows an example of this construction where the elements of $B \in \{0,1\}^{3 \times 3}$ are defined implicitly in a $2 \times 2$ upper triangular matrix $\{(K_{ij}^{(1)}, K_{ij}^{(2)})\}_{1 \leq i \leq j \leq n-1}$:

\[
\begin{pmatrix}
(1,0) & (1,1) \\
0 & (0,1)
\end{pmatrix}
\]

where, for example, $(K_{1,2}^{(1)}, K_{1,2}^{(2)}) = (1,1)$ is the top-right entry.

The following proposition shows that our construction of $C$ preserves the parity of paths from source to target:

**Proposition 38.** Given $A \in M$, the parity of the number of paths in $C$ from vertex 1 in $N_1$ to vertex $n$ in $N_n$ is equal to the parity of the number of paths from 1 to $n$ in $A$.

**Proof.** We prove inductively that the parity of paths from vertex $i$ in $N_i$ to vertex $n$ in $N_n$ is the same as $i$ to $n$ in $B$. Note that the edge $i$ to $i$ between $N_i$ and $J_i$ does not contribute to the parity of paths from $i \in N_i$ to $n \in N_n$. The parity of paths from $i \in N_i$ to $j \in N_{i+1}$ is equal to $K_{ij}^{\oplus}$, and there is only one path from $j \in N_{i+1}$ to $j \in N_j$. Hence, the paths from $i \in N_i$ to $j \in N_j$ only change the parity if $K_{ij}^{\oplus} = 1$ and the parity of paths from $j$ to $n$ in $B$ is odd (by assumption). Therefore, the parity of paths from vertex $i$ in $N_i$ to vertex $n$ in $N_n$ is equal to those from $i$ to $n$ in $B$. 

This concludes the correctness of $\mathfrak{D}$. We are now ready to show that it is also half-randomizing.
Figure 5: Example: creating a layered DAG from a DAG.

**Theorem 39.** \( \mathcal{D} \) is half-randomizing.

**Proof.** Let \( \Pi_{\text{yes}} \) be the adjacency matrices with an odd number of paths from 1 to \( n \), and let \( \Pi_{\text{no}} \) be those adjacency matrices with an even number of paths. Notice that \( |\Pi_{\text{yes}}| = |\Pi_{\text{no}}| \) because adding/removing the edge from 1 to \( n \) forms a bijection between the two sets. Therefore, the subroutine of \( \mathcal{D} \) mapping \( A \in M \) to \( B \) is half-randomizing because \( B \) is a uniformly random instance of the same parity due to Proposition 37. Finally, the matrix \( C \) is generated by an injective function on \( B \), so the entire algorithm \( \mathcal{D} \) is half-randomizing.

We now lift the half-randomization of \( \mathcal{D} \) to the composition \( \gamma \circ \mathcal{E} \circ \mathcal{D} \):

**Corollary 40.** \( \gamma \circ \mathcal{E} \circ \mathcal{D} \) is half-randomizing.

**Proof.** By Lemma 32 and injectivity of \( \mathcal{E} \) (Lemma 31), for distinct LDAG adjacency matrices \( C \neq C' \), \( \gamma \circ \mathcal{E}(C) \) and \( \gamma \circ \mathcal{E}(C') \) are uniform distributions over disjoint sets of the same cardinality. Combined with the fact that \( \mathcal{D} \) is half-randomizing (Theorem 39), we immediately get that \( \gamma \circ \mathcal{E} \circ \mathcal{D} \) is also half-randomizing.

In conclusion, \( \mathcal{E} \circ \mathcal{D} \) maps odd parity adjacency matrices to gates that multiply to the 3-cycle and even parity adjacency matrices to gates that multiply to the identity. Running the \( \gamma \) algorithm on this sequence of gates produces an input to the first round of the 2-Round Graph State Measurement Problem. The composition of all three algorithms is half-randomizing.
4.2.2 Proof of average-case ⊕L-hardness

Notice that in the previous section we never stated that $\gamma \circ E$ is half-randomizing, and indeed it is not half-randomizing. As a result, any error in a rewind oracle for 2-Round Graph State Measurement might concentrate on a few instances $\gamma \circ E(C)$ for some layered DAG $C$. Indeed, this was the entire reason $\mathcal{D}$ was introduced. On the other hand, we now claim (proof in Section B.1) that if this type of concentration of error does not occur, then the rewind oracle can be used to solve any instance of LDAGParity.

**Proposition 41.** Let $C \in \{0, 1\}^{n\times n}$ be a layered DAG adjacency matrix and $\mathcal{R}$ be the rewind oracle for 2-Round Graph State Measurement on a $\text{poly}(n) \times \text{poly}(n)$ grid. If

$$\Pr[\exists \lambda \in I_2 \text{ s.t. } \mathcal{R} \text{ fails on input } (x, \lambda) \mid x \leftarrow \gamma \circ E(C)] < \frac{1}{21}$$

then a $\text{BPAC}^0$ circuit can compute the parity of the number of paths from 1 to $n$ in $C$.

We are now ready to prove the main theorem of this section, which we restate below:

**Theorem 29.** Let $\mathcal{R}$ be the rewind oracle for 2-Round Graph State Measurement Problem on a $\text{poly}(n) \times \text{poly}(n)$ grid promised that input is from the image of $\gamma \circ E \circ \mathcal{D}(M)$ in the first round and $I_2$ in the second round. If $\mathcal{R}$ fails a uniformly random input in the promise with probability $\epsilon < \frac{1}{21}$ then

$$\oplus L \subseteq \text{BPAC}^0.$$

**Proof.** We will show that a $\text{BPAC}^0$-circuit with access to rewind oracle $\mathcal{R}$ can solve DAGParity, which is $\oplus L$-hard by Lemma 28. Suppose $A \in \{0, 1\}^{n\times n}$ is the adjacency matrix of a monotone graph, representing an instance of DAGParity. By Proposition 38, we will use $\mathcal{D}$ to reduce $A$ to a random LDAGParity instance $C \in \{0, 1\}^{\text{poly}(n) \times \text{poly}(n)}$, and then use Proposition 41 to solve the LDAGParity instance. If the rewind oracle is always correct, then this strategy clearly solves the original DAGParity problem, so it only remains to analyze the allowable error.

By assumption, with probability $\epsilon$ the rewind oracle $\mathcal{R}$ will produce a faulty output on an input sampled from $\gamma \circ E \circ \mathcal{D}(A) \times I_2$, over the internal randomness of $\mathcal{R}$ and choice of input. Consequently, $\mathcal{R}$ fails with probability at most $(2\epsilon)$ when input is sampled from $\gamma \circ E \circ \mathcal{D}(A) \times I_2$ because $\gamma \circ E \circ \mathcal{D}$ is half-randomizing (Corollary 10) and half-randomizing algorithms evenly spread out errors (Observation 34). Furthermore, since $|I_2| = 5$, we get

$$\mathbb{E}_{r_d}[\Pr[\exists \lambda \in I_2 \text{ s.t. } \mathcal{R} \text{ fails on input } (x, \lambda) \mid x \leftarrow \gamma \circ E \circ \mathcal{D}_{r_d}(A)]] \leq 10\epsilon$$

by a union bound. Applying Markov’s inequality, we get

$$\Pr_{r_d}[\Pr[\exists \lambda \in I_2 \text{ s.t. } \mathcal{R} \text{ fails on input } (x, \lambda) \mid x \leftarrow \gamma \circ E \circ \mathcal{D}_{r_d}(A)] \geq \frac{1}{21}] \leq 210\epsilon. \quad (13)$$

We can assume that the $(\text{BPAC}^0)^\mathcal{R}$ circuit from Proposition 41 succeeds with probability $1 - \alpha$ for any constant $\alpha > 0$. Using this circuit, we get

$$\Pr_{r_d}[\text{circuit fails to decide parity of } \mathcal{D}_{r_d}(A)] \leq 210\epsilon + \alpha(1 - 210\epsilon) < \frac{1}{2},$$
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where the first inequality comes from Proposition 41 and Equation (13) and the final inequality comes from choosing small enough \( \alpha \) and \( \epsilon < \frac{1}{421} \). To finish, we repeat the process by sampling \( O(\log n) \) elements from \( \mathcal{D}(A) \) and applying the circuit from Proposition 41 on each sampled instance. By taking a majority vote of outputs over all instances, we recover the parity of the paths from 1 to \( n \) in \( A \) with high probability.

\[ \square \]
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Here we improve the error threshold for the 2-Round Graph State Measurement problem on an $2 \times O(n)$ grid (see Section 4.1) becomes hard. Previously, the threshold was $\epsilon < \frac{1}{40}$ [GS20], and we improve it to $\epsilon < \frac{1}{30}$.
Lemma 42. Let $\mathcal{R}$ be the rewind oracle for the interactive problem in Section 4.1. Suppose for a uniformly random input (first & second round), $\mathcal{R}$ is incorrect with probability $\epsilon < \frac{1}{30}$. Then
\[
\text{NC}^1 \subseteq (\text{BPAC}^0)^\mathcal{R}
\] (14)

Proof. Let $C_1, \ldots, C_n$ be two-qubit Cliffords. By Lemma 23, we can use $\mathcal{R}$ to output one of fifteen non-trivial Paulis: either a uniformly random non-stabilizer or a uniformly random stabilizer (excluding $II$) for the state $|\psi\rangle := C_1 \cdots C_n |\text{++}\rangle$.

Since Lemma 23 makes 6 uniformly random calls to $\mathcal{R}$, and each one fails with probability at most $\epsilon$, there is a failure with probability at most $6\epsilon$. Only when there is a failure can the algorithm output a stabilizer Pauli, and there are three nontrivial stabilizers of $|\psi\rangle$, so the probability of returning any particular stabilizer $S \in \mathcal{P}_2\setminus\{II\}$ is
\[
\Pr[\text{output } S] < 6\epsilon \cdot \frac{1}{3}.
\] (15)

On the other hand, at least $1 - 6\epsilon$ fraction of the time the algorithm returns one of twelve nonstabilizer Paulis. Thus, any particular nonstabilizer $N \in \mathcal{P}_2$ is observed with probability
\[
\Pr[\text{output } N] \geq (1 - 6\epsilon) \cdot \frac{1}{12}.
\] (16)

As long as $\epsilon < \frac{1}{30}$, we have that Equation (15) and Equation (16) are bounded above by $\frac{1}{15}$ and below by $\frac{1}{15}$, respectively. In fact, the gap between the bounds is a constant, $\sigma := (1 - 30\epsilon)/12$, so with $O(1/\sigma^2)$ samples we can empirically estimate the probability for each Pauli well enough to distinguish stabilizers from nonstabilizers (with constant probability). It follows $(\text{BPAC}^0)^\mathcal{R}$ circuit can learn the stabilizer group of $|\psi\rangle$, and thus solve an NC$^1$ hard problem. \hfill \Box

B Error analysis for $\oplus\text{L}$-hardness

The purpose of this section is to fill in some of the details regarding the interactive protocol on the $\text{poly}(n) \times \text{poly}(n)$ grid used in [GS20]. Along the way, will give some more detailed accounting of the error of that protocol. Eventually, this will culminate in a proof of Proposition 41, the main missing ingredient in Section 4.2 for $\oplus\text{L}$-hardness (Theorem 29). This appendix is intentionally brief—for a slower introduction to the material, as well as proofs of correctness, we refer the reader to [GS20].

We begin by borrowing much of the notation from [GS20]. First, let us define two groups and a set of 3-qubit Paulis with important roles in the interactive protocol. Let $H_m = \langle CZ, S \rangle_m$, i.e., circuits composed of CZ and Phase gates. Also let $H^\oplus_m$ be the subgroup of $H_m$ that consists of even numbers of CZ and S gates on the first three qubits. We have the following relationship: $H^\oplus_3 \leq H_m \leq G_m$.

\footnote{We remind the reader that we consider Paulis only up to sign, and exclude $II$, which is why there are fifteen rather than 32 or 64.}
We denote the sets of second round measurements (Pauli measurements on the first three qubits) by
\[ I_2 = \{\{XXX, XY Y, YXY, YXX\}, \{IY I, XI I, XYY, IIY\}, \{IY Y, YXY, Y II, IX I\}, \{XXX, XI I, IIX, IX I\}, \{IY I, IX Y, Y Y I, XY Y\}\}, \]

and define \( \star \) be the union over these sets. Let us define the operation \( A \cdot B \) as \( ABA^{-1} \). It can be checked that \( |H_3^\oplus \cdot \star| = 24 \) where \( \cdot \) is performed pairwise between the elements of the two sets.

Let us now review a protocol from [GS20] that uses the rewind oracle for the interactive task to glean some information about the second round state. To be clear, this protocol is called several times in order to solve a single \( @(L\text{-hard}) \) problem; second, an element \( f \in H_3^\oplus \) which will be altered by the product \( g_1 \cdots g_n \) via conjugation. That is, the protocol can be used successfully to identify the product \( g_1 \cdots g_n \) if it can track how the \( f \) is changed. For this reason, we label the algorithm \( R_f \) so that it is parameterized by this important element \( f \). The output of \( R_f \) is a single 3-qubit Pauli which is obtained by playing the magic pentagram game many times using the rewind oracle. We write out the full details of this protocol in pseudocode (Algorithm 1).

**Algorithm 1:** Randomized algorithm, \( R_f \), carried out by \((\text{BPAC}^0)^R \) circuit

| Input: \( f \in H_3^\oplus, g_1, \ldots, g_n \in \text{CNOT}_m \) promised that \( \pi = g_1 \cdots g_n \in \{C_3, I\} \) |
| Output: A 3-qubit Pauli in \( \star \) |
| 1 Sample \( f' \leftarrow H_3^\oplus \); |
| 2 Sample \( h_1, \ldots, h_{2n-1} \leftarrow H_m \); |
| /* The following is Kilian randomization */ |
| 3 \((g_1', \ldots, g_n') \leftarrow \langle f'g_1h_1, h_1^{-1}g_2h_2, \ldots, h_{n-1}^{-1}g_nh_n, h_n^{-1}fg_nh_{n+1}, \ldots, h_{2n-2}^{-1}g_2h_{2n-1}, h_{2n-1}^{-1}g_1 \rangle \); |
| 4 Input \((g_1', \ldots, g_{2n}')\) to \( R \) in first round; |
| 5 for Pauli line \((P_1, P_2, P_3, P_4)\) in \( I_2 \) do |
| 6 Input \((P_1, P_2, P_3, P_4)\) to \( R \) in the second round; |
| 7 Record measurement outcome of \( P_i \) for \( i \in [4] \) from \( R \); |
| 8 Rewind \( R \) to beginning of second round; |
| /* Each 3-qubit Pauli \( P_i \) is measured exactly twice in the loop */ |
| 9 \( P \leftarrow \) any 3-qubit Pauli for which \( R \) returns inconsistent results; |
| 10 return \( f'^{-1} \cdot P \) |

From [GS20], we know that the first round input \( g_1', \ldots, g_{2n}' \) in Algorithm 1 is uniformly random with the constraints: (1) \( g_i' H_m = g_i H_m \) and \( g_{n+i}' H_m = g_{n+i} H_m \) for \( i \in [n] \) and (2) \( g_1' \cdots g_{2n}' \in H_3^\oplus \). Let us denote by \( I_1(g_1, \ldots, g_n) \) the support of this distribution.

---

\(^{22}\)Although each \( g_i' \) appearing in the algorithm is an element of the form \( H_m \text{CNOT}_m H_m \), we can w.l.o.g. consider it in the form \( \text{CNOT}_m H_m \) due to the fact that for any \( g \in \text{CNOT}_m \), \( H_m g H_m = g H_m \), and this transformation can be computed in \( \text{NC}^0 \). See [GS20] for details.
If the oracle makes no errors, then the output of $R_f$ will be a sample from the distribution of 3-qubit Paulis $(\pi f\pi^{-1}) \cdot D_\mathcal{R}$ where $D_\mathcal{R}$ is a distribution over the 20 nonstabilizers of $|+^3\rangle$ in $S := H_3^\perp \star$. Let us call this errorless distribution $R_{f,0}$. Otherwise, suppose that the oracle fails on $(g'_1, ..., g'_{2n})$ with probability $\epsilon$ for $(g'_1, ..., g'_{2n})$ sampled from $I_1(g_1, ..., g_n)$, where we say the oracle fails for $(g'_1, ..., g'_{2n}) \in I_1(g_1, ..., g_n)$ if it fails for any input in $(g'_1, ..., g'_{2n}) \times I_2$. Then with probability $\epsilon$, $R_f$ samples from any fixed distribution over $S$, and with probability $1 - \epsilon$, $R_f$ samples from $R_{f,0}$. Let us call this faulty distribution $R_{f,\epsilon}$. Notice that in both cases, $D_\mathcal{R}$ is fixed regardless of the value of $f$. This leads us to choose $f$ in a useful way for distinguishing the 3-cycle or identity.

**Lemma 43** (Theorem 33, [GS20]). For every Pauli $P \in D_\mathcal{R}$, an $\text{NC}^0$ circuit can determine an $f \in H_3^\perp$ such that $f \cdot P$ has no weight in $R_{f,0}$ if $\pi = C_3$.

A nice observation is that if we set $f$ to be the identity element, then Algorithm 1 is sampling from $D_\mathcal{R}$. After obtaining an element from this distribution, say $P$, we can use Lemma 43 to identify an $f$ such that the new output distribution will never output $f \cdot P$ if the unknown permutation $\pi$ is the 3-cycle. Therefore, by repeatedly sampling from $R_{f,0}$, we can learn $\pi$. The following lemma shows that this protocol still works in the presence of error.

**Lemma 44.** Suppose that a $\text{BPAC}^0$ circuit can sample from a distribution $\gamma_f(g_1, ..., g_n)$ over first round inputs to $\mathcal{R}$ of the form in the first three lines of Algorithm 1 and

$$\delta := \Pr[\exists \lambda \in I_2 \text{ s.t. } \mathcal{R} \text{ fails on input } (x, \lambda) \mid x \leftarrow \gamma_f(g_1, ..., g_n)] < \frac{1}{21}$$

Then a $(\text{BPAC}^0)^\mathcal{R}$ circuit can determine whether $\pi = g_1 ... g_n$ is the 3-cycle or identity.

**Proof.** We divide the $(\text{BPAC}^0)^\mathcal{R}$ circuit into two distinct components: first, the circuit learns information about the distribution $D_\mathcal{R}$; second, the circuit uses this information to deduce the value of $\pi$.

In the first phase, the circuit samples $O(\log n)$ 3-qubit Paulis from $R_{I,\delta}$, where the oracle $\mathcal{R}$ fails with probability $\delta < \frac{1}{21}$ for first round input sampled from $\gamma_f(g_1, ..., g_n)$ (by assumption). That is, the circuit samples from $R_{f,0} = D_\mathcal{R}$ with probability $1 - \delta$. Since there are only 20 Paulis in the support of $D_\mathcal{R}$, there exists a 3-qubit Pauli $P \in S$ with maximal weight $D_\mathcal{R}(P) \geq \frac{1}{20}$. The Pauli $P$ also has the maximal weight in $R_{I,\delta}$ because $\frac{1}{20}(1 - \delta) \geq \delta$. By sampling $O(\log n)$ times from $R_{I,\delta}$ and choosing the most frequent Pauli, the circuit recovers the Pauli $P$ (or another element in the support of $D_\mathcal{R}$ with equal probability) with high probability.

In the second phase of the circuit, the circuit uses Lemma 43 to determine an $f \in H_3^\perp$ such that $f \cdot P$ has no weight in $R_{f,0}$. Then, the circuit samples $O(\log n)$ Paulis from $R_{f,\delta}$. With probability $1 - \delta$, a sample will be from the distribution $R_{f,0} = (\pi f\pi^{-1}) \cdot D_\mathcal{R}$. If $\pi = I_1$, then $R_{f,0} = f \cdot D_\mathcal{R}$, so $f \cdot P$ has equal weight in $R_{f,0}$ as $P$ has weight in $D_\mathcal{R}$. If $\pi = C_3$, then $f \cdot P$ has no weight in $R_{f,0}$ by Lemma 43. Combining these facts, we get

$$R_{f,\delta: \pi = I}(f \cdot P) \geq (1 - \delta)D_\mathcal{R}(P) \geq \frac{1}{21} > \delta \geq R_{f,\delta: \pi = C_3}(f \cdot P)$$
so $R_{f,\delta;\pi=I}(f \bullet P)$ and $R_{f,\delta;\pi=\gamma}(f \bullet P)$ are at least a constant difference apart. Thus, the circuit can distinguish $\pi \in \{C_3, I\}$ using the $O(\log n)$ Pauli samples from $R_{f,\delta}$ with high probability by checking whether $f \bullet P$ appears in significantly more than a $1/21$ ratio of all samples.

\section*{B.1 Properties of $\gamma$}

Let us now connect back to the results of Section 4.2. Let us define randomized algorithm $\gamma_f$ to be the first three lines of Algorithm 1. Because the two constraints on the output distribution of $\gamma_f$ are actually independent of $f$, we will instead call this randomized algorithm $\gamma$ for convenience. In this section, we prove Lemma 32 which concerns the output distribution of $\gamma$, and apply Lemma 41 to $\gamma$ to prove the error-tolerance described in Proposition 11. We begin with the proof of Lemma 32.

**Lemma 32.** For any distinct sequences of CNOT gates $(a_1, \ldots, a_n) \neq (b_1, \ldots, b_n)$, $\gamma(a_1, \ldots, a_n)$ and $\gamma(b_1, \ldots, b_n)$ are uniform distributions over disjoint sets of the same cardinality.

**Proof.** Recall that for any $g_1, \ldots, g_n \in \text{CNOT}_m$, the output $(g_1', \ldots, g'_n) \leftarrow \gamma(g_1, \ldots, g_n)$ is uniformly random with the constraints: (1) $g_i H_m = g_i H_m$ and $g_{i+1} H_m = g_{i+1} H_m$ for $i \in [n]$ and (2) $g_1' \cdots g'_n \in H_3^\oplus$. Constraint (1) above implies that the distributions $\gamma(a_1, \ldots, a_n)$ and $\gamma(b_1, \ldots, b_n)$ are disjoint. This is because for any distinct $a_i, b_i \in \text{CNOT}_m$, we have that $a_i H_m \cap b_i H_m = \emptyset$.

Furthermore, let’s show that the supports of $\gamma(a_1, \ldots, a_n)$ and $\gamma(b_1, \ldots, b_n)$ have equal size. To show that $|\gamma(a_1, \ldots, a_n)| = |\gamma(b_1, \ldots, b_n)|$, we now show a bijection between the $a_1', \ldots, a_n'$ and $b_1', \ldots, b_n'$ output by $\gamma(a_1, \ldots, a_n)$ and $\gamma(b_1, \ldots, b_n)$. By condition (1), we can write the outputs $a_1', \ldots, a_n'$ such that $a_i' = a_i \oplus h_i$ and such that $a_1' \cdots a_n' \in H_3^\oplus$. By pushing all the elements of $H_m$ to the right, we get that

\[ a_1' \cdots a_n' = a_1 h_1 a_2 h_2 \cdots a_n h_n a_{n+1} h_{n+1} \cdots a_1 h_2 = h_1' \cdots h_2', \]

where say pushing $h \in H_m$ past elements $a_1 \cdots a_i$ yields element $a_1 \cdots a_i h a_{i+1} \cdots a_1 \in H_m$. Indeed, because $H_m$ is normal in $G_m$, we have that $h_1' \in H_m$. Furthermore, by condition (2) we have $h_1' \cdots h_2' \in H_3^\oplus$. To obtain the image of the bijection we simply push back each $h_i'$ to the left in the sequence of CNOT gates $b_1, \ldots, b_n$:

\[ h_1' \cdots h_2' = b_1 h_1'' b_2 h_2'' \cdots b_n h_n'' b_{n+1} h_{n+1}'' \cdots b_1 h_2'' = b_1' \cdots b_2'. \]

Since all operations are invertible, this completes the bijection. \hfill \square

**Proposition 11.** Let $C \in \{0,1\}^{n \times n}$ be a layered DAG adjacency matrix and $R$ be the rewind oracle for 2-Round Graph State Measurement on a $\text{poly}(n) \times \text{poly}(n)$ grid. If

\[ \Pr[\exists \lambda \in I_2 \text{ s.t. } R \text{ fails on input } (x, \lambda) \mid x \leftarrow \gamma \circ \mathcal{E}(C)] < \frac{1}{21} \]

then a $(\text{BPAC}^0)^R$ circuit can compute the parity of the number of paths from 1 to $n$ in $C$. 

32
Proof. The main difference between the statement above and Lemma 44 is the composition of $\gamma$ with $E$ (recall that we are referring to $\gamma_f$ as $\gamma$). We address this difference, which directly leads to the proof of the statement.

The algorithm $E$ is a valid and deterministic reduction from $LDAGParity$ to $CNOTMult^*$ (Lemma 31). Thus determining whether the instance of $CNOTMult^*$ output by $E(C)$ multiplies to the 3-cycle or identity also determines the parity of the number of paths from 1 to $n$ in $C$.

Combining this fact with Lemma 44 directly implies the claim. 
