Chapter 5
Direct and Indirect Effects of Soil Fauna, Fungi and Plants on Greenhouse Gas Fluxes
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Abstract  Soils harbour diverse soil fauna and a wide range of soil microorganisms. These fauna and microorganisms directly contribute to soil greenhouse gas (GHG) fluxes via their respiratory and metabolic activities and indirectly by changing the physical, chemical and biological properties of soils through bioturbation, fragmentation and redistribution of plant residues, defecation, soil aggregate formation,
herbivory, and grazing on microorganisms and fungi. Based on recent results, the methods and results found in relation to fauna as well as from fungi and plants are presented. The approaches are outlined, and the significance of these hitherto ignored fluxes is discussed.
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## 5.1 Greenhouse Gases from Soil Fauna

### 5.1.1 Introduction

Soils harbour a diverse group of fauna. Based on their size and the resulting occupied soil space, soil animals can be grouped into microfauna (<200 μm: protists, some nematodes), mesofauna (0.2–2 mm, e.g. nematodes, microarthropods, enchytraeids, molluscs), and macrofauna (>2 mm, e.g. earthworms and other worms, ants, beetles, termites, spiders, molluscs) (Lavelle et al. 2006). These animals directly contribute to soil GHG fluxes via their respiratory and metabolic activities and indirectly by changing the physical, chemical and biological properties of soils through bioturbation, fragmentation and redistribution of plant residues, defecation, soil aggregate
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formation, herbivory, and grazing on microorganisms and fungi. Additionally, microhabitats are created that can support greater microbial activity than bulk soil does (Brown et al. 2000; Lubbers et al. 2013). Thus, soil fauna can substantially influence the spatial and temporal variability of GHG fluxes in the field. Additionally, climate, abiotic soil conditions, land management and interactions within the soil food web modify the abundance, activity and vertical distribution of fauna in soils. The magnitude of the effect of soil fauna on soil GHG fluxes remains poorly quantified. Most of our current knowledge comes from laboratory experiments, while field data are scarce, which are often controversial and have been limited to only a few regions and species. Filser et al. (2016) provided the latest review and an extensive literature list on soil fauna and its effects on soil organic matter (SOM) turnover and nutrient cycling. The following sections provide a broad overview of the current knowledge of direct and indirect effects of soil animals on soil GHG fluxes and summarize available field methods for quantifying these effects.

5.1.2 Overview of Fauna on GHG Emissions

5.1.2.1 Carbon Dioxide (CO₂)

Spatial clustering of soil fauna can result in an increased spatial variability of soil CO₂ emissions due to the creation of CO₂ point sources (Ohashi et al. 2007). Positive correlations between soil CO₂ emissions and faunal biomass have been observed (Binet et al. 1998), and faunal respiration can contribute between 2 and 40% of total
soil respiration (Briones et al. 2004; Lubbers et al. 2013). Ignoring these soil CO\textsubscript{2} flux hotspots might result in substantial errors in ecosystem carbon (C) balances (Ohashi et al. 2007). However, indirect effects of the presence of soil fauna on total soil respiration often seem to be more important than direct respiratory contributions.

The most studied soil fauna groups with respect to soil CO\textsubscript{2} fluxes are earthworms, potworms (Enchytraeids), termites and beetles. Earthworms are divided into three functional groups based on their feeding and movement patterns in soils. Anecic earthworms live in deeper soil zones where they ingest moderate amounts of mineral soil as well as litter which they drag down from the soil surface into their burrows. Earthworms living and feeding mainly in the rhizosphere are called endogeic. These earthworms ingest substantial amounts of mineral soil. Epigeic earthworms live and feed preferentially in the litter zone above the mineral soil (Horn et al. 2006). Soil properties are altered by its passage through the earthworm gut, and earthworm casts, burrows and middens provide microhabitats for smaller soil animals and microorganisms (Brown et al. 2000; Lubbers et al. 2013). Interactions of functional earthworm groups seem to lead to greater mean soil CO\textsubscript{2} emissions compared to soils where only one functional earthworm group is present (Speratti and Whalen 2008). Increased soil CO\textsubscript{2} emissions through earthworm activity seem to be transient, though in the long-term earthworms might increase C storage in soils through stabilization of SOM in stable micro-aggregates (Lubbers et al. 2013; Six and Paustian 2014).

Earthworm abundances increase and species compositions change when moving from conventional tillage systems to systems with reduced or no tillage (Lubbers et al. 2013). In conventionally tilled fields, enchytraeids seem to be more important for organic matter (OM) mineralization than earthworms (van Vliet et al. 2004). Like earthworms, enchytraeids are burrowing animals that can ingest large amounts of soil, including fungi, bacteria, algae and even dead bodies of larger invertebrates (Briones et al. 2004; van Vliet et al. 2004).

---

M. Šimek  
Institute of Soil Biology, Biology Centre of the Czech Academy of Sciences, and Faculty of Science, University of South Bohemia, České Budějovice, Czech Republic

M. dos Reis Martins · S. Urquiaga  
EMBRAPA Agrobiologia Seropédica, Brazilian Agricultural Research Corporation, Seropédica, RJ, Brazil

R. Well  
Thünen Institute of Climate-Smart Agriculture, Braunschweig, Germany

S. Zaman  
University of Canterbury, Christchurch, New Zealand

J. Zhang  
School of Geography, Nanjing Normal University, Nanjing, China

K. Lenhart  
Bingen University of Applied Sciences, Berlinstr. 109, Bingen 55411, Germany
Termites are primarily concentrated in tropical grasslands and forests, and based on their nesting habits are classified as mound-building, wood-nesting or subterranean termites (Jamali et al. 2011a). Termite mounds are point sources of CO₂ emissions (Brümmer et al. 2009) which can show large seasonal patterns due to seasonal population dynamics of termites inhabiting the mounds, as well as changes in gas diffusivity of the mound walls (Jamali et al. 2011b, 2013). These patterns are controlled by changes in temperature, moisture, food quantity and quality, as well as the termites’ life cycle, and can be highly species-specific (Jamali et al. 2011b). Although total mound CO₂ emissions are mainly comprised of termite respiration, microbial respiration within the mound walls can also be a significant contributor. Suitability of mound walls as habitats for microorganisms depends on properties such as mound bulk density and wall thickness that again can vary widely between termite species (Jamali et al. 2013). Termite CO₂ emissions might be negligible on an ecosystem scale, but uncertainties in CO₂ flux estimates are high (Brümmer et al. 2009; Jamali et al. 2013). These uncertainties are due to a lack of field studies for termites that do not construct mounds, uncertainties in the global estimates of total termite biomass and number of nests, and a lack of process understanding of gaseous exchange between termites and the atmosphere (Jamali et al. 2011a).

In recent years, another group of arthropods has received increasing attention regarding its effects on soil GHG fluxes—dung beetles. On farmland with grazing animals, dung pats are GHG flux hotspots. Dung beetles are important contributors to dung composition and can significantly alter the temporal pattern of CO₂ emissions from dung pats. Dung beetles can either enhance or suppress CO₂ emissions from dung pats based on the species and their feeding behaviours (Penttilä et al. 2013; Piccini et al. 2017).

5.1.2.2 Methane (CH₄)

Soil fauna groups known to emit CH₄ are termites, scarab beetles, millipedes and cockroaches. Emissions have been observed from tropical as well as temperate species, but not from all tested species within a group, and within-group variability is high (Egert et al. 2005; Sustr and Šimek 2009; Brune 2010; Kammann et al. 2017). Methane is produced by methanogenic microorganisms in the insect gut which either live on intestinal surfaces or as endosymbionts inside gut-inhabiting protozoa (Brune 2010). Like termite respiration, termite CH₄ fluxes scale with termite biomass (Jamali et al. 2011b). Methane emitted by termites can significantly affect the CH₄ balance of an ecosystem, offsetting part of the CH₄ sink of the surrounding soil (Jamali et al. 2011a). However, not all CH₄ produced by termites reaches the atmosphere because part of it is oxidized to CO₂ by methanotrophic microorganisms during its diffusive passage through mound walls and the soil surrounding termite nests (Sugimoto et al. 1998; Jamali et al. 2011a, 2013). Termites can also directly enhance CH₄ oxidation as their burrowing activities increase soil diffusivity, and the increasing soil CH₄ concentration supports a larger and more active methanotrophic community (Bender and Conrad 1995). Methane emissions from other soil-dwelling insects have thus
far been regarded as negligible at the ecosystem scale (Egert et al. 2005; Sustr and Šimek 2009). However, recent studies suggest that CH$_4$ emitted by Scarab beetle larvae have the potential to significantly enhance soil CH$_4$ oxidation and thus affect the soil CH$_4$ balance in well-aerated upland soils (Kammann et al. 2017). However, the observations on dung beetles are controversial. Methane emissions from dung pats, especially if they are from grazing dairy cows, can be extremely high, being able to switch a field from a net CH$_4$ sink to a net CH$_4$ source. Depending on species, dung beetles have been shown to either drastically reduce or increase dung pat CH$_4$ fluxes (Penttilä et al. 2013; Piccini et al. 2017). Adult scarab beetles can also be CH$_4$ sources (Bijnen et al. 1996). Earthworms are generally not considered as CH$_4$ emitters (Drake et al. 2006), but recently, CH$_4$-emitting earthworms were discovered in Brazil (Schulz et al. 2015).

5.1.2.3 Nitrous Oxide (N$_2$O)

Earthworms are the only faunal group for which a considerable amount of literature on their effects on soil N$_2$O fluxes is available (Kuiper et al. 2013). Earthworms themselves as well as their casts and burrow walls can be N$_2$O emission hotspots, able to increase soil N$_2$O emissions by more than 40% (Brown et al. 2000; Lubbers et al. 2013). In contrast to CH$_4$-emitting soil fauna, earthworms do not have a quantitatively significant indigenous microbial biome in their guts. Instead, N$_2$O emissions are due to the activation of nitrate- and nitrite-reducing bacteria in the ingested material during its gut passage. Conditions favourable for denitrifiers inside the earthworm gut include anoxia, an ample supply of C as well as nitrate and nitrite, a suitable pH, and a high moisture content (Drake and Horn 2006; Horn et al. 2006). Gut passage does not only affect soil denitrifiers, but the overall soil bacterial community composition. This is due to selective digestion of bacteria by the earthworms and the mixing of ingested material with mucus, an aqueous secretion rich in organic molecules (Drake et al. 2006). However, the impact of earthworms on functional bacterial soil communities remains unclear (Chapuis-Lardy et al. 2010).

The impact of earthworms on soil N$_2$O emissions depends on soil type, environmental conditions, earthworm functional groups and species compositions, but the emissions themselves do not seem to scale with earthworm biomass (Chapuis-Lardy et al. 2010). The impact of earthworms on soil structure, gas diffusion, and N and C availability seems to have a much larger effect on soil N$_2$O fluxes than direct N$_2$O emissions from the earthworms (Bertora et al. 2007; Kuiper et al. 2013). Increase in N$_2$O emissions in the presence of earthworms has only been observed for soils to which crop residues or fertilizers were applied (Chapuis-Lardy et al. 2010; Speratti and Whalen 2008). Earthworms initially speed up residue mineralization and thus increase inorganic N availability. However, as already seen for CO$_2$ emissions, this seems to be a transient phenomenon and in the long-term earthworm presence may lead to lower N$_2$O emissions, compared to fields without an abundant earthworm population (Bertora et al. 2007; Chapuis-Lardy et al. 2010). The earthworm effect on N$_2$O fluxes due to residue incorporation can be partly replaced by ploughing
in agricultural systems (Bertora et al. 2007). Other soil invertebrate fauna can also significantly modify soil \( \text{N}_2\text{O} \) fluxes, both positive and negative, with the effect being dependent on the fauna’s ability to modify soil structure and its relative biomass in the soil fauna food web (Kuiper et al. 2013; Penttilä et al. 2013; Piccini et al. 2017). However, for soil fauna groups other than earthworms, studies have mainly focused on N mineralisation, rather than on direct gaseous N fluxes (van Vliet et al. 2004; Kuiper et al. 2013).

5.1.3 Field Methodology

Soil fauna can substantially influence the spatial and temporal variability of GHG fluxes in the field through direct and indirect effects, but it is often logistically or methodologically not possible to quantify them in situ. Nevertheless, a basic knowledge of the local soil fauna can significantly aid the interpretation and upscaling of GHG flux data. Thus, in the planning phase of a GHG flux study, one should consider the following questions:

(i) What are the key species or functional groups of the soil fauna at the study site and to which degree do they have to be considered in order to reach the aim of the study?
(ii) Are the measurement plots representative for the selected land management types or ecosystems with regard to the soil fauna?
(iii) Do temporal changes in the behaviour of key faunal species or their functional groups have to be considered in the measurement schedule?

There are no standard field methods and measurement protocols available specifically for quantifying soil fauna GHG fluxes since the vast majority of studies have been in the laboratory or in field mesocosms under controlled and simplified conditions. However, all of the measurement methods described in this book can potentially be adapted to quantify soil fauna GHG fluxes in situ, and examples of such adaptations are listed in the following paragraphs.

Measurements of net GHG fluxes with the chamber or eddy covariance method (Chap. 4) include all soil fauna effects at the plot scale regardless of the available knowledge on these animals at a particular field site. Abundances and total biomass of key species and functional groups can be quantified in accompanying soil sampling campaigns. Abundance, weight and vertical distribution in the soil are the easiest parameters to obtain for soil fauna characterization. Greenhouse gas emissions of excavated animals can be directly estimated in the field by incubating them in hermetically sealed vessels, preferably glass vessels. Vessel size (e.g. Exetainers, test tubes, glass jars) and incubation time depend on animal size and expected emission strength (Sustr and Šimek 2009). Figure 5.1 shows a freshly excavated Scarab beetle larva (2.6 g) which was incubated in a 110 ml test tube sealed with a rubber stopper for an hour.
At the end of the incubation period, 25 ml of gas were extracted from the test tube with a syringe for gas concentration analysis. The GHG emission rates are then calculated from the increase of gas concentrations in the headspace air of the incubation vessel over time. Vessels should be kept in the shade or a cooler to prevent a large temperature increase relative to the soil layer from which the animals were excavated. For incubation times over an hour, wet pieces of paper towel should be added to the vessels to keep the animals from drying out. Each incubation series should include blank measurements (=empty sealed vessels). In some studies, individuals were rinsed with water before incubating them to remove attached soil particles (e.g. Horn et al. 2006). Each vessel should only be used once in the field as earthworms and scarab beetle larvae can defecate during the incubation. Any emissions from the faeces can be determined by sealing the vessel again for at least an hour after the animal has been removed. These incubations can also be performed on soil fauna which is kept in the laboratory under controlled conditions. However, one has to keep in mind that GHG emissions may strongly depend on the available food source and thus, laboratory and field quantifications might not be directly comparable.

Chambers can also be used to measure directly net GHG fluxes by soil fauna clusters like dung pats or termite mounds (Penttilä et al. 2013; Jamali et al. 2011a, b). The flexibility of the chamber and collar design permits it to fit as precisely as possible to the size of the clusters, thus reducing the relative contribution of soil adjacent to the clusters to the measured GHG flux. However, when targeting soil faunal effects
on GHG fluxes with the chamber method, there are two additional considerations which have to be taken into account during construction and installation of permanent collars. First, permanent collar installation can constrain the horizontal movement of soil fauna and, as a result, change their behaviour. Depending on the targeted soil fauna groups, it might not be possible to find a collar insertion depth that adheres to the guidelines for airtight chamber measurements and permits unconstrained soil fauna movement at the same time. Second, the chosen collar material has to be durable enough to withstand any fragmentation attempts by the soil fauna, especially the mandibles of macro-arthropods (e.g. scarab beetle larvae).

Net GHG fluxes at soil fauna clusters may also be quantified using soil gas sampling probes (see Chap. 2, Sect. 2.3.) and the flux gradient technique. Jamali et al. (2013) installed nylon tubes in termite mounds for measuring CO$_2$ and CH$_4$ concentrations. Net mound CO$_2$ and CH$_4$ fluxes measured with chambers were significantly correlated to the internal mound CO$_2$ and CH$_4$ concentrations, respectively. There was also a significant relationship between net mound CH$_4$ fluxes and internal mound CO$_2$ concentrations. However, all these relationships were highly species-specific, and using internal mound gas concentrations as a proxy for determining net mound fluxes results in higher uncertainties in the flux estimates compared with direct chamber measurements. Nevertheless, in areas where chamber measurements on termite mounds are not possible, this method can be used with great caution to derive at least rough estimates of net mound CH$_4$ and CO$_2$ emissions (Jamali et al. 2013).

Stable isotope methods provide possibilities to measure GHG fluxes in situ without disturbing the soil system and are especially helpful to estimate gross fluxes, such as the contribution of soil fauna. Sugimoto et al. (1998) estimated the proportion of CH$_4$ oxidized by diffusion through the walls of termite mounds from the difference in $\delta^{13}$C-CH$_4$ between the CH$_4$ produced inside the mounds and the CH$_4$ captured outside during chamber measurements (natural abundance approach). An isotope pool dilution technique developed by von Fischer and Hedin (2002) allows the simultaneous estimation of gross CH$_4$ production and gross CH$_4$ oxidation rates in soils. Originally developed for incubating intact soil cores in hermetically sealed vessels, this technique can also be used in combination with chambers (Yang and Silver 2016). Immediately after a chamber is placed airtight onto a collar to start a flux measurement, $^{13}$C-CH$_4$ is injected into the chamber headspace to reach an isotopic enrichment of 2–10 atom % $^{13}$C-CH$_4$. However, headspace CH$_4$ concentration should remain at the ambient level and not increase by more than 0.1 ppm. The chamber headspace can additionally be labelled with trace amounts of SF$_6$ (~10 ppb) to quantify diffusional losses of the $^{13}$C-CH$_4$ label from the chamber and then correct the measurement results accordingly. After labelling, the chamber measurement proceeds as usual, taking gas samples either manually with a syringe or automatically with an attached gas analyser (Yang and Silver 2016). Section 5.3 provides a practical example of the analysis of manually collected discrete gas samples with a stable carbon isotope analyser. Gross CH$_4$ production and gross CH$_4$ oxidation rates are estimated by fitting equations for the change of the amount of labelled CH$_4$, the total amount of CH$_4$, and the isotope ratio over time (von Fischer and Hedin 2002). This technique has
the potential to be used to quantify in situ CH₄ production of soil-dwelling Scarab beetle larvae and other CH₄-emitting macro-arthropods in well-aerated upland soils, although it is yet to be field-tested for this purpose. The various CH₄ production and oxidation processes can also be analysed via a stable isotope tracing model similar to NtraceGas described in Chap. 7, Sect. 7.5.7.

Another way to use stable isotopes in soil fauna GHG flux studies is to add ¹³C and/or ¹⁵N labelled plant material to soils. Methane production by scarab beetle larvae in well-aerated upland soils feeding on the residues could be estimated by quantifying the emission of ¹³C-CH₄ from the soil by using chambers. Measuring ¹⁵N-N₂O soil emissions using chambers allows estimation of the plant material contribution to the overall N₂O emissions. Excavated earthworms can be freeze-dried, ball-milled and dried at 60 °C for ¹⁵N determination. This information can untangle which of the earthworm species is most active in digesting plant material residues (Giannopoulos et al. 2010).

5.2 Greenhouse Gases from Fungi and Plants

Many experiments focus on the greenhouse gas balance of an ecosystem. Therefore, CH₄, N₂O and CO₂ fluxes from the surface to the atmosphere are measured, either with chamber techniques on a number of plots or–on larger scale–via eddy covariance techniques. With these techniques, the net fluxes of GHG between the ecosystem and the atmosphere can be quantified and the sink or source strength can be determined. Nevertheless, this approach neglects simultaneously occurring production and consumption processes of CH₄ and N₂O plants that are part of the soil–plant–atmosphere continuum (SPAC).

Currently, when investigating greenhouse gas fluxes and emission pathways, the focus lies on microbial-derived greenhouse gas emissions from soils. Recently, it has been shown for a broad range of species that eukaryotic organisms–namely, algae (Scranton and Brewer 1977), fungi (Lenhart et al. 2012), cryptogams (Lenhart et al. 2015), animal cells (Ghyczy et al. 2008) and higher plants (Keppler et al. 2006)—release considerable amounts of CH₄ and N₂O to the atmosphere. From those organisms, only fungi are known to produce N₂O from soil. In addition, fungi can also emit CH₄ (Lenhart et al. 2012). Plants can either be a source of CH₄ (Keppler et al. 2006) and N₂O (Lenhart et al. 2019) themselves, or they can have a “chimney” function, transporting dissolved CH₄ and N₂O via the transpiration stream. Depending on ecosystem and environmental conditions, this will lead to an over- or underestimation of GHG fluxes (Machacova et al. 2016). Lichens and mosses will be of minor importance in most agricultural ecosystems due to their low abundance in managed ecosystems. Nevertheless, depending on cryptogamic biomass and metabolic activity, cryptogam-derived emissions are of relevance in natural ecosystems.
5.2.1 Methane (CH$_4$)

Investigating CH$_4$ production in aerated soil in the field is difficult because it occurs simultaneously to CH$_4$ consumption. For aerated ecosystems (e.g. upland soils), CH$_4$ consumption usually exceeds CH$_4$ production by several orders of magnitude; thus, it is extremely difficult to detect and quantify small CH$_4$ production rates. Methane consumption by methanotrophic bacteria is the only biological CH$_4$ sink of atmospheric CH$_4$ and causes—due to the arising concentration gradient—flux of CH$_4$ from the atmosphere into the soil. Besides atmospheric CH$_4$, which is usually the predominant CH$_4$ source in aerated soils, several biotic or abiotic sources are known in the plant–soil system (Wang et al. 2013). An overview is given in Fig. 5.2.

Abiotic CH$_4$ formation from soil organic matter is triggered by solar radiation, temperature and wetting–drying cycles. For a detailed description of abiotic greenhouse gas sources, we refer to Wang et al. (2017). Biotic formation of CH$_4$ occurs in anoxic microsites and in the gut of soil macrofauna by methanogenic archaea. Plants release CH$_4$ from roots to soil air and from aboveground biomass directly to the atmosphere. Due to their strong connection via mycorrhiza, it is virtually impossible to distinguish between root- and fungi-derived CH$_4$ in nature.

Methane formation of methanogenic archaea is restricted to anoxic conditions. Thus, free-living archaea occur in deeper soil layers, water-saturated soils, anoxic microsites or within the gut of soil animals (Hackstein and Stumm 1994). In contrast to Archaea, plants and fungi are not restricted to anoxic conditions. Thus, plants
and fungi emit CH$_4$ in the presence of oxygen (i.e. in upland soils where methane-consuming bacteria occur), although their emission rates are in general much lower than the rates that can be achieved by methanogenic Archaea under anoxic conditions. Moreover, the fluxes of CH$_4$ from these sources (Fig. 5.2) are characterized by a high temporal and spatial variability, depending on the environmental conditions such as temperature, pH, water content, O$_2$ concentration and substrate availability.

Our knowledge about CH$_4$ formation from plants and fungi is still rudimentary. Physical damage (Wang et al. 2009; Lenhart et al. 2015), UV-radiation (Bruhn et al. 2014) and inhibition of the cytochrome C oxidase (Wishkerman et al. 2011) leads to an increased formation of CH$_4$ by plants. The biochemical pathways leading to CH$_4$ formation in plants and fungi are unknown, although various organic compounds like pectins (Keppler et al. 2008), lignins (Vigano et al. 2008), hydrocarbons (Eti่อpe and Klusman 2002), ascorbic acid (Althoff et al. 2010) and methionine (Lenhart et al. 2015) were identified as a precursor for CH$_4$ production.

By using isotopic labelling techniques ($^{13}$C), it is possible to identify the precursors of CH$_4$. When $^{13}$C labelled compounds are added that are metabolized to CH$_4$, also the $^{13}$C label in headspace-CH$_4$ will be labelled. Moreover, using position-specific components (i.e. compounds where only one atom is $^{13}$C labelled), it is even possible to determine a specific atom or functional group of a molecule that is converted to CH$_4$. One example of position-specific labelling is the amino acid methionine, where only the sulphur bound methyl group of methionine is $^{13}$C labelled ($S-^{13}$CH$_3$). In a laboratory approach, it was shown that sterile cultivated plants are able to convert this methyl group to CH$_4$ (Lenhart et al. 2015). In a similar experiment where fungi were supplemented with acetate, and where either the carboxy group (HOO$^{13}$CH$_3$) or the methyl group (HOOC-$_{13}$CH$_3$) was $^{13}$C labelled (Fig. 5.3), it was shown that fungi can convert the methyl group of acetate to CH$_4$.

**Fig. 5.3** CH$_4$ production form $^{13}$C labelled acetate in sterile culture of Pleurotus sapidus ($n=3$) at 25 °C in the dark. $\delta^{13}$C (a, b) and concentration (c, d) of headspace CH$_4$ are presented separately for the control (a, c) “medium only” and P. sapidus (b, d).
5.2.2 A Laboratory Approach to Study CH$_4$ Production from Plants and Fungi

Traditional approaches that measure greenhouse gas fluxes from the plant–soil system often measure net fluxes; determination of gross rates is rare. Only one field study of plant-derived CH$_4$ exists (Wang et al. 2008). However, to get insights into the complex system of soil air CH$_4$ sources and sinks occurring in the plant–soil system, we suggest investigating CH$_4$ production processes under controlled laboratory conditions. We are aware that transfer of laboratory results to the field site is very complex and not always reasonable. On the other hand, with our current knowledge, it is not possible to conduct the following experiments in the field.

To quantify CH$_4$ formation, a closed chamber system (Fig. 5.4) must be used to achieve a sufficient CH$_4$ enrichment. For open flux chamber systems, the CH$_4$ (and N$_2$O) production rates of plants and fungi are probably too low to be detected. This might cause artificial effects, e.g. by affecting gas diffusion (including O$_2$ availability) in the soil. When measuring CH$_4$ production in the plant–soil system, methane oxidation by methanotrophic bacteria must be inhibited. This can be achieved with the gaseous inhibitors Difluormethane (DFM, 1 ml l$^{-1}$) or Acetylene (1 ml l$^{-1}$). Both substances are reversible inhibitors of the enzyme methane monooxygenase, resulting in a nearly complete inhibition of CH$_4$ consumption by methanotrophic bacteria.

Fig. 5.4 Example of a closed chamber system that can be used to measure trace gas emissions from organisms–also under sterile conditions. If the lid is equipped with two Festo tube connectors, the flask can be connected to a gas analyser for automated analysis (see Sect. 3.2.2)
5.2.3 Measuring Procedure

Field-fresh soil samples should be sieved (2–6 mm) to increase the diffusivity of the inhibitors in the soil. When collecting soil cores with vegetation (e.g. grassland soil), the efficiency of inhibitors is limited due to the lower diffusivity compared to sieved soil.

Insert the field-fresh sample into an airtight flask or chamber equipped with a septum to collect gas samples or connect it to an online system for trace gas measurements (e.g. Picarro system, Plate 3.10). Add either DFM or Acetylene. To accelerate the diffusion of the inhibitor into the soil, we recommend pressure fluctuations, e.g. by “pumping” air in and out with a syringe (=volume change).

Attention: Those inhibitors often cause interferences with a laser-based system → check before the start of the incubation. It is therefore recommended to collect gas samples and measure the concentration with a GC system.

The time to collect gas samples depends on the concentration change, which in turn depends on the amount of sample, the volume of the flask/chamber and the production rate (mostly temperature dependent). For a temperate grassland soil, we obtained good results with 2.7 l headspace, 300 g samples (soil + vegetation), and 25 °C and 15 h incubation. A pre-experiment is recommended to determine the emission rates of CH₄, N₂O and CO₂ under “normal” conditions before working with inhibitors. Depending on the outcome of this pre-experiment, the system must be adjusted (volume, temperature, amount of sample, sampling time). For all incubations, we add three control flasks where only water was added and no changes in CH₄ concentration over time can be expected. In those flasks, gas concentration should remain constant.

5.3 Measuring Discrete Gas Samples with a Cavity Ring-Down Spectrometer for CO₂ and CH₄ Concentration and Carbon Isotope Analysis

In greenhouse gas flux studies, it is common practice to perform the gas concentration and isotope analysis with a gas chromatograph and mass spectrometer, respectively. Some commercially available optical gas analysers are capable to combine both analyses, thus simplifying sample collection and sample processing for the user. The gas analyses to quantify the concentrations of GHG emissions and the stable isotope compositions as described in Sects. 5.1 and 5.2. were predominantly carried out with an optical analyser. One such analyser is the Picarro G2201-i cavity ring-down spectrometer. The Picarro G2201-i is a field-deployable analyser capable of simultaneous concentration and δ¹³C measurements for both CO₂ and CH₄. It can be directly connected to a chamber for continuous closed-loop measurements or employed for the analysis of discrete gas samples, which is the focus here. The following sections address sample injection modes, carrier gas stream and sample
volume choice, as well as sample processing times specifically for the Picarro G2201-
i, but large parts of the information are either directly or in a slightly modified version transferable to other commercially available optical gas analysers.

**Sample injection mode**

An important gas analyser property to consider when designing an experiment is its sample injection mode since this has implications on the maximum number of processible samples and the method of sample storage prior to analysis. The Picarro G2201-i has three possible sample injection modes: (a) injecting each sample manually with a syringe directly into the carrier gas stream, (b) injecting each sample manually into a Picarro Small Sample Introduction Module (SSIM) which automatically passes the samples on into the carrier gas stream, or (c) equipping the SSIM with a manifold to completely automate the injection of multiple samples (see Fig. 5.5).

For all three discrete injection modes, the basic requirement is the supply of the Picarro G2201-i with a continuous carrier gas stream of either dry zero air (i.e. air with <1 ppm CO₂ and CH₄ and <10 ppm H₂O) or dry standard air with ambient trace gas concentrations (Dickinson et al. 2017) at a pressure of ≥3 psi (0.2 bar) and <8 psi (~0.5 bar). The slight overpressure at the sample inlet ensures that the analyser can draw in the required ~25 ml min⁻¹ into its optical cavity.

An example of a custom-made direct manual sample injection setup has been described by Dickinson et al. (2017). It was tested with different Picarro gas analysers, but the principle of operation can also be transferred to other optical gas analysers. In general, the preferred tubing material for the carrier gas stream line is stainless steel due to its gas tightness and chemical inertness, but PTFE and FEP tubing can also be used, with FEP being the least expensive material. In this case, FEP tubing was equipped with two Luer lock three-way valves. The valve closest to the analyser is the designated sample injection port. Regardless of the sample injection mode, the tubing between the sample injection port and the analyser’s sample inlet should be minimized to decrease potential dead volumes, mixing and lag times between sample injection and the actual measurement inside the analyser. The other valve is used for controlling the carrier gas stream. Samples were delivered to the carrier

![Fig. 5.5 Comparison of different discrete sample injection modes: left direct manual injection (figure modified after Dickinson et al. 2017), center injection via Small Sample Introduction Module (SSIM) and right automated injection of multiple samples via a 16-port-manifold. The manifold allows to attach up to 8 sample bags (every second inlet is capped off for purging cycles)]
gas stream with a gastight syringe equipped with a push-button valve and Luer lock fitting. Once the syringe is connected to the sample injection port, the three-way valve is closed manually to stop the carrier gas stream. Then the syringe valve is opened, and the gas sample drawn steadily into the analyser without any further assistance since the analyser operates with a vacuum inside the optical cavity. After complete evacuation of the syringe, the carrier gas stream is manually switched back on. A sample volume of 50 ml was estimated to be the minimum volume for reliable operation of this injection mode. Larger volumes can be administered as well but would require some adjustments in the data processing routine which are described in Dickinson et al. (2017). This custom-made injection setup requires a well-cleaned and silicone-lubricated glass syringe to ensure smooth sample evacuation. Any friction between the plunger and the syringe wall can cause the plunger to jump during sample evacuation which can create small pressure fluctuations inside the analyser’s optical cavity and thus increase measurement noise.

Injecting discrete gas samples via the SSIM avoids the problem of possible pressure variations. The SSIM is composed of a 20 ml sample chamber with a sample injection port, a solenoid valve system, an internal pressure sensor and an external vacuum pump. It is inserted into the carrier gas stream line as close as possible to the analyser’s sample inlet. The solenoid valve system can shut off the sample cell from the carrier gas stream, but the carrier gas stream into the analyser is never interrupted. At the beginning of a discrete sample measurement, the SSIM is purged with carrier gas and subsequently evacuated several times to remove residues of previous samples. The last pre-measurement step is always a sample chamber evacuation. Injections of discrete sample volumes between 20 and 25 ml can be performed actively with a syringe, or by attaching larger sample containers (e.g. Teflon bags) to the SSIM sample injection port from which samples can be drawn in by the sample chamber vacuum. Once sample injection into the SSIM sample chamber is complete, the sample injection port is closed and the solenoid valve connecting the sample chamber with the carrier gas stream is opened to release the sample into the carrier gas stream. As the pressure in the sample chamber decreases, the outlet valve of the analyser slowly closes to maintain a constant pressure in the cavity. In this way, the flow rate through the cavity is reduced to ensure that the residence time of the sample in the cavity is maximized for a longer peak integration. It is also possible to inject less than 20 ml of gas into the SSIM sample chamber. In that case, the remaining sample chamber volume is filled up with carrier gas prior to releasing the sample to the analyser, resulting in sample dilution. This process is later in this case study referred to as automatic zero air dilution. When working in the dilution mode, one has to make sure that the CO₂ and/or CH₄ concentrations are within the dynamic range of the analyser. The standard specification range for the G2201-i is 380–2000 ppm for CO₂ and 1.8–1000 ppm for CH₄ (unless the analyser was upgraded for low and/or high CO₂ concentration measurements).

To automate discrete sample injection, the SSIM can be equipped with a 16-port manifold. The 16-port manifold is a rotary valve that allows to attach up to 8 discrete samples, while the other 8 ports must be closed off so that they can be used for purging between measurements to reduce memory effects due to sample carry-overs. Also,
when attaching the manifold to the SSIM, it is important to keep the tubing as short as possible to reduce dead volume effects which might degrade the accuracy for concentration measurements. The sequence of sample and standard measurements can be defined in the SSIM control software (referred to as ‘Coordinator’ software) also allowing for repeated sample injection. After defining the measurement sequence and other measurement parameters, the SSIM performs a purge and pump step and then asks the user to attach all sample containers to the manifold keeping the valves to the container closed. The Coordinator software then starts another purge and pump cycle for all selected input ports, and once completed, the user has to manually open all sample container valves before the actual unattended sample measurement starts. The duration of a single measurement takes 12 or 8 min in the standard or fast measurement mode, respectively (Fig. 5.5).

Effect of carrier gas and sample volume on the measurement result

The Picarro G2201-i continuously measures gas concentrations and $\delta^{13}C$ in its optical cavity at a rate of approximately three to five seconds depending on whether one focuses only on the stable carbon isotopes of one gas species or the simultaneous quantification of both $\delta^{13}C-CO_2$ and $\delta^{13}C-CH_4$. The carrier gas stream provides a baseline measurement on which discrete sample measurements are superimposed as peaks. Choosing dry standard air instead of zero air as carrier gas is foremost an economical choice, but it has important implications for the data processing. Adding zero air to a discrete gas sample dilutes it resulting in lower CO$_2$ and CH$_4$ concentrations. However, the isotopic signature of the sample remains unchanged since no additional $^{12}C$ and $^{13}C$ are added to the sample. There are three possible reasons for diluting discrete gas samples: (a) it was not possible to collect sufficiently large gas sample volumes during an experiment, (b) CO$_2$ and/or CH$_4$ concentrations in the samples are too high and exceed the analyser’s operational range, or (c) the samples contain contaminants (e.g. ammonia, hydrogen sulphide, ethylene) in high enough concentrations to negatively affect the spectroscopic measurements. When the Picarro G2201-i is coupled with the SSIM, the analyser’s software automatically calculates the isotopic signature for each discrete gas sample regardless of whether it has been diluted with zero air in the SSIM or not, and no further data processing by the user is required. However, there is a limit to sample dilution. If the absolute concentrations of $^{12}C$ and $^{13}C$ in the sample approach the lower end of the analyser’s operational range, instrument noise can increase to a degree that a reliable estimate of the isotopic signature becomes impossible.

Under certain conditions, the Picarro G2201-i is also able to provide reliable CO$_2$ and CH$_4$ concentration measurements (Picarro Application Note AN038). As previously mentioned, zero air addition to a discrete gas sample dilutes its CO$_2$ and CH$_4$ concentrations and ultimately biases the measurement result towards the carrier gas. Biases can also be introduced by sample carry-overs. Sample carry-overs are significantly reduced in the SSIM by the purging and evacuation cycles taking place immediately prior to sample injection. To physically limit zero air dilution of the sample, it is important to minimize the path length between the SSIM injection port and the sample, e.g. by using a septum port, and to inject at least 20 ml of gas into
the SSIM sample chamber. If less sample is injected, a bias in the concentration data is unavoidable and has to be corrected by post-processing the data.

Dickinson et al. (2017) have developed data post-processing routines to correct for biases in the analyser’s output data, both for the concentration and the $\delta^{13}$C values. Post-processing of the $\delta^{13}$C-CO$_2$ and $\delta^{13}$C-CH$_4$ is required when dry standard air is used as carrier gas since it already contains CO$_2$ and CH$_4$ at ambient levels with a specific stable carbon isotopic signature. Another important point to consider when opting for dry air as carrier gas is that its CO$_2$ and CH$_4$ concentrations and their isotopic signatures have to be significantly different from the expected values in the discrete gas samples because otherwise no unambiguous peak identification in the analyser’s continuous data output can be achieved.

**Sample processing time**

The processing time for a single discrete gas sample depends on the injection mode, the sample volume and required analyser precision. For the direct injection of 50 ml samples into the carrier gas stream, the sample-to-sample time is ~5 min. Half of this time is needed for complete sample evacuation from the syringe. If one likes to use this injection mode with sample volumes >50 ml, sample-to-sample time will increase accordingly (Dickinson et al. 2017). For the combination of the Picarro G2201-i with the SSIM, the user has the possibility to choose between a standard and a fast measurement mode, which have a sample-to-sample time of 15 and 10 min, respectively. This includes 3 min for the purge and evacuation cycle to clean the SSIM and the analyser between samples. The actual measurement times for the $\delta^{13}$C and concentration values are 4 min and 9 min for the fast and standard mode, respectively. The analyser’s software reports the discrete sample measurement results as averages with their respective standard deviations for these time intervals. Longer measurement time per sample increases measurement precision, but significantly reduces the amount of processible samples per day. The sample-to-sample time is independent of the gas sample volume injected into the SSIM sample cell since the SSIM adds carrier gas to the sample cell if less than 20 ml have been injected. As a result, the SSIM always releases the same gas sample volume into the carrier gas stream. However, if a user is not accustomed yet to manually injecting discrete samples into the SSIM sample cell or if there is a problem during the injection, significant time can be lost during this step and sample-to-sample times can increase up to 20 min. Daily sample throughput can be maximized by automating the entire sample injection process, i.e. equipping the SSIM with a programmable manifold. This does not decrease sample-to-sample times, but samples can also be processed during laboratory off-hours since no personnel has to be present for the sample injection process. For the calculation of the total number of processible samples per day, one does not only have to take into account the number of discrete gas samples obtained from an experiment, but also allocate time for instrument warm-up periods and instrument maintenance as well as the regular analysis of gas standards.

*A practical example of discrete gas sample measurements with a Picarro G2201-i*

This example demonstrates step-by-step workflow for discrete gas sample measurements with a Picarro G2201-i equipped with an SSIM. The focus of this
example is solely on the physical handling of the gas samples and the analyser setup. Post-processing of the measurement data to account for biases will not be discussed but we refer to the considerations described by Dickinson et al. (2017). The gas samples were from a field study using chambers to measure soil CO$_2$ and CH$_4$ fluxes. 45 ml gas samples were taken from the chambers and stored in 20 ml screw-capped glass vials which were sealed with pierceable grey chlorobutyl rubber septa. The overpressure serves as protection against sample contamination during transport in case of minor leakages, and to ensure the extraction of ~20 ml of gas from the vials for injection into the SSIM to minimize sample dilution.

Figure 5.6 shows an example of how a sample measurement plan for the analysis of discrete gas samples with a Picarro G2201-i can look like. The first row identifies the experiment and the day on which the gas samples were obtained. The second row lists the names of the files in which the measurement data is stored on the analyser. As soon as the analyser is operational after being switched on, it automatically starts recording all data it collects regardless of whether the user will later use the data for analysis or not. These continuous data are stored in dat files at a sampling rate of approximately three to five seconds depending on the chosen measurement mode. In this example, the dat file name includes the date and the instrument time at which it was generated. To operate the SSIM, the CRDS coordinator software has to be installed on the analyser and launched, as well as a software monitoring the pressure inside the SSIM sample cell. The coordinator software automatically detects the peaks and integrates the signals to provide average $\delta^{13}$C and gas concentration values and their uncertainties for each discrete sample injected via the SSIM. The discrete data are stored in csv files, and the file names also include the date and the instrument time at which it was generated as well as the abbreviation SSIM. When using the concentration data, e.g. for the calculation of soil chamber fluxes, one has to make sure to use the dry concentration values, not the uncorrected wet concentration values as this could lead to flux underestimation.

![Fig. 5.6](image)

**Fig. 5.6** Example of a measurement plan for a Picarro G2201-i equipped with an SSIM
The measurement plan in Fig. 5.6 contains columns for sample descriptions (vial and sample id), a running number which is taken from the csv file (SSIM Run Num), the injected sample volume (ml injected), the pressure inside the SSIM sample cell after sample injection (SSIM pressure injec.) and after automatic zero air dilution (SSIM pressure dilut.), the time at which each sample was injected into the SSIM (injection time), and comments. The measurement schedule consists of three different phases—a start-up phase, a leak testing and calibration phase, and the actual measurement phase. The start-up phase includes all the necessary steps to get the analyser ready for discrete sample injection. If the analyser is not running yet, but still has to be switched on, it needs at least 45 min to warm up and achieve the necessary vacuum in its optical cavity, after which it should run for about two more hours just measuring room air for laser stabilization. This is to ensure the best possible analyser performance. The next step is to connect the carrier gas stream to the SSIM and the SSIM to the analyser (Fig. 5.7). Before conducting any discrete sample measurements, the analyser should be purged with the carrier gas for about an hour to ensure the absence of memory effects. A well-established carrier gas reading is also essential for any required data post-processing due to memory effects and data biases (Dickinson et al. 2017). These preparatory steps can also be conducted the day before the actual discrete measurements. However, if the carrier gas is zero air, it
is not recommended to have the analyser measure the gas stream for several hours as the uninterrupted absence of CO₂ and CH₄ can cause the analyser to drift and offset the analyser’s calibration.

Once the analyser is ready for the injection of discrete gas samples, it is very important to perform leak tests and any calibration checks deemed necessary before measuring unknown samples. The most common location for leakages is the sample injection port. In this example, the SSIM injection port was equipped with a so-called septum injector nut with ¼” GC septum (VICI International, Schenkon, Switzerland). The septum used was a 6-mm-thick EC grade, high-temperature silicone septum (Trajan Scientific Europe Ltd, Milton Keynes, United Kingdom). A septum injector nut provides the shortest possible injection pathway from the sample to the SSIM sample cell. It is screwed onto the SSIM injection port, but it is very important not to overtighten the nut. Nut overtightening can significantly compress the septum, thus reducing the septum’s flexibility and resealing capability, ultimately resulting in leakage. Additionally, a tightly compressed septum is more difficult to pierce with a needle.

To check the overall system’s gas tightness, one should monitor the water concentration and the SSIM pressure. When the dry carrier gas stream is connected to the analyser, the water concentration should drastically drop below 10 ppm and then very slowly continue to decrease throughout the measurement day. The slow continuous decrease is due to the fact that it takes a significant amount of time to purge an analyser completely of all moisture as water vapour attached to the tubing walls will only slowly detach and enter the carrier gas stream. To specifically check the gas tightness of the SSIM, one should first perform a discrete sample injection without actually injecting a sample (Fig. 5.6, SSIM Run Num 1). The normal injection routine for the SSIM consists of six steps: (1) The SSIM coordinator prompts the user to attach a syringe with a vacuum-proof valve to the sample injection port with the syringe valve closed. (2) The sample cell including the tubing to the injection port (and thus the syringe needle) is purged with carrier gas and subsequently evacuated to remove any gas residues. (3) The user is prompted to open the syringe valve, and the sample is sucked into the sample chamber by the vacuum as indicated by a slowly inward moving plunger. As the vacuum in the sample cell is diminished by the inflowing sample, the plunger movement will slow down, and the user has to press in the plunger completely to finish the sample injection. Once the sample has been injected, the syringe can be removed. (4) The sample cell is filled up with carrier gas if necessary (=automatic zero air dilution). (5) The gas in the sample cell is released into the carrier gas stream. (6) The SSIM is purged with carrier gas and evacuated several times to prepare it for the next sample. When no sample is injected during step 3, the pressure in the sample cell should remain stable at ~0 Torr (Fig. 5.6, SSIM pressure injec.). If the injection port is not gastight, the pressure in the sample cell will slowly increase. This test should be regularly repeated since the septum wears down with time and then has to be changed. If no sample is injected, the sample cell is filled with ~20 ml of carrier gas in step 4. The total amount depends on the actual pressure of the carrier gas stream which is depicted by “SSIM pressure dilute” in Fig. 5.5. The user’s manual reading of this value from the analyser screen will vary a
bit because this is only a short pressure spike in the sample cell before the sample is released to the analyser. However, the exact value can be retrieved later from the data file if necessary. Apart from the stable vacuum during step 3, the discrete carrier gas sample measurement should have a water vapour concentration only slightly above the reading of the continuous carrier gas stream if the injection port is gastight.

Apart from leakage checks, the SSIM pressure can be used to estimate the volume for a gas sample if the user does not know it. The relationship between the gas volume and the pressure in the SSIM sample cell is theoretically perfectly linear. The first six measurements in Fig. 5.5 were all injections of known gas sample volumes which were used to construct a simple linear regression model. The resulting equation was

$$SSIM\ pressure\ injec.\ [Torr] = 45.576\ Torr/mL \ast Volume_{injected}[mL] + 15.130\ Torr$$

with $R^2 = 1.000$. If the user is not able to establish this linear relationship with an $R^2$ value of 1, this is also indicative of leakages in the system. This equation was used to later calculate the gas sample volumes for the unknown samples (Fig. 5.6, SSIM Run Num 7–16). These samples were extracted from the 20-ml screw-capped glass vials. The syringe used was a 25-ml 1025 SL Hamilton SampleLock Syringe for 22 gauge needles. To retrieve a discrete sample from a glass vial, the syringe needle was inserted into the vial and the syringe plunger pulled out all the way to the 25 ml mark. The plunger was held in this position for about five seconds to assure that a pressure equilibrium was reached between the vial and the syringe as the air needed some time to flow through the needle. Then the syringe valve was closed, and the plunger could be released. When transferring the sample from the vial to the syringe, the sample gas will equilibrate between these two volumes and only a part of the actual sample gas can be used for analysis, the remainder stays behind in the vial. Thus, as mentioned before, it is mandatory to have an overpressure in the vial of at least the volume which one wishes to inject into the analyser. After the sample was secured in the syringe, the plunger was gently pressed into the syringe until it met a slight resistance and then released again. The mark at which the plunger finally stopped was an indicator of the sample volume retrieved from the vial, albeit a very rough one. This value was noted down in the “ml injected” column; however, the precise SSIM pressure reading during sample injection was later used to derive a better sample volume estimate as described above.

At the end, a small remark regarding the syringe needle. We recommend the usage of side port needles to prevent septum coring. Septum coring means that the needle detaches a piece of silicone from the septum while piercing it. Usually, this silicone piece gets stuck inside the needle completely blocking it. A sure sign for coring is that the syringe plunger does not start to move when the syringe is subjected to the SSIM sample cell vacuum. However, needle blockage also means that no sample can be lost when coring occurs. One can simply close the syringe valve, remove the syringe, clean the needle, and repeat the injection. Needles which are open at the tip are much more prone to coring than side port needles. Side port needles are more expensive than other needle types; however, in the long run, frequent septum coring
requires the septum in the injector nut to be changed more often and one also loses valuable measurement time.
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