New Distance Measures for Dual Hesitant Fuzzy Sets and Their Application to Multiple Attribute Decision Making
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Abstract: Multiple attribute decision making (MADM) is full of uncertainty and vagueness due to intrinsic complexity, limited experience and individual cognition. Representative decision theories include fuzzy set (FS), intuitionistic fuzzy set (IFS), hesitant fuzzy set (HFS), dual hesitant fuzzy set (DHFS) and so on. Compared with IFS and HFS, DHFS has more advantages in dealing with uncertainties in real MADM problems and possesses good symmetry. The membership degrees and non-membership degrees in DHFS are simultaneously permitted to represent decision makers’ preferences by a given set having diverse possibilities. In this paper, new distance measures for dual hesitant fuzzy sets (DHFSs) are developed in terms of the mean, variance and number of elements in the dual hesitant fuzzy elements (DHFEs), which overcomes some deficiencies of the existing distance measures for DHFSs. The proposed distance measures are effectively applicable to solve MADM problems where the attribute weights are completely unknown. With the help of the new distance measures, the attribute weights are objectively determined, and the closeness coefficients of each alternative can be objectively obtained to generate optimal solution. Finally, an evaluation problem of airline service quality is conducted by using the distance-based MADM method to demonstrate its validity and applicability.
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1. Introduction

Multiple attribute decision making (MADM) is one of the most significant components of decision theory, which aims to generate an optimal solution among several alternatives by selecting and ranking a set of alternatives profiled from conflictive attributes with respect to decision makers’ cognitions [1]. In the process of analyzing MADM problem, we are usually plagued by uncertain and vagueness due to intrinsic complexity, limited experience and individual cognition.

A growing number of methods and theories have been applied to deal with different kinds of uncertainties in MADM. Fuzzy sets theory [2] appeared in 1965 and has been successfully applied in representing and handing uncertainties. On account of existence of numerous kinds of uncertainties, many surveys were conducted on the extensions of the fuzzy sets (FSs). Atanassov [3] developed the intuitionistic fuzzy sets (IFSs) characterized by membership degree, non-membership degree and hesitance degree in 1986. Torra and Narukawa [4] proposed the hesitant fuzzy sets (HFSs) portrayed by a set of possible membership degrees based on IFSs. Zhu et al. [5] developed the dual hesitant fuzzy sets (DHFSs) to handle the uncertain situations that permit membership and non-membership degrees simultaneously to represent decision makers’
preferences by a given set having diverse possibilities in a dual hesitant fuzzy element (DHFE), which has more advantages in dealing with uncertainties in real MADM problems and possesses good symmetry. Among these extensions, DHFSs developed by Zhu et al. has been attracted increasingly studied in the last decade.

At present, research related to the DHFSs has been conducted in four respects—(1) A series of basic concepts of DHFSs were proposed. As the theoretical basis of DHFSs, the addition, multiplication, union, intersection, exponentiation [5] and other aggregation operators [6,7] were investigated first. Then, the most widely used measures and indexes were developed, such as distance and similarity measures [8–10], entropy measures [11], correlation coefficients [12,13] and cross-entropy measures [14] and so forth; (2) Several typical MADM methods were developed. Ren and Wei [15] developed the novel similarity measure and score function, based on which a prioritized MADM method was proposed to handle the problem with DHF assessment. Qu et al. [16] put forward a MADM method based on DHF Choquet aggregation operators to solve DHF problems. With the help of the means of three-way decisions, Liang et al. [17] developed a MADM method and applied it to a dual hesitant fuzzy MADM problem; (3) Some extensions of DHFS were studied. Although the DHFS is sufficient to represent many kinds of uncertainties in MADM, its expression capability is inadequate in specific situation. Therefore, Chen et al. [18] introduced the notion of higher order dual hesitant fuzzy set (HODHFS) and developed a series of corresponding distance measures for HODHFS. To better depict specific situation in MADM problems, Xu and Wei [19] developed the dual hesitant bipolar fuzzy set (DHBFS) and the relevant aggregation operators for DHBFS were introduced; (4) Some DHF hybrid fuzzy models with a rough component or with a soft component were developed. Zhang et al. [20] constructed a new hybrid model called dual hesitant fuzzy rough set (DHFRS) by integrating DHF theory with rough set theory. By hybridizing DHFSs with soft sets, Zhang and Shu [21] introduced the notion of the dual hesitant fuzzy soft sets (DHFSS) and presented some operations of DHFSS.

In the process of MADM, a distance measure is utilized to calculate the degree of distance between DHFSs, which is regarded as the one of the most effective tool to handle MADM problems with DHF information. Several basic distance measures for DHFSs were developed by Su et al. [8] and applied to pattern recognition. A series of distance measures and the relevant similarity measures for DHFSs were first proposed by Wang et al. [9] and these distance measures were integrated with a TOPSIS method to evaluate weapon selection problem. A number of normalized generalized distance measures for DHFSs utilizing the set-theoretic and the geometric distance model were defined by Singh [10] and applied in MADM. At present, distance measures have usually already identified as the foundation of some effective multiple attributes decision making methods, such as VIKOR, TOPSIS, PROMETHEE and ELECTRE [22–25].

In the definition of the existing distance measures for DHFSs [26–28], there are two potential assumptions still working—(1) possible membership and non-membership degrees in two DHFEs must be rearranged in ascending or descending order and (2) the length of possible membership and non-membership degrees in two DHFSs need to be unified to the same. The deficiencies caused by the two assumptions are as follows [29,30]—(1) whether rearranging the values of membership and non-membership degrees in ascending order or descending order can depict all possible situations is questionable and (2) unifying the length of possible membership and non-membership degrees in two DHFSs to the same cannot completely characterize all preferences and cognitions of decision makers in MADM. Moreover, the existing distance measures for DHFSs do not satisfy the property of triangle inequality [31] which is considered as an essential part of the axioms of distance measures. Besides, DHFSs are a new extension of IFSs and HFSs, whose information has two kinds of uncertainties. One is vagueness and the other one is volatility. The existing distance measures were defined only depending on the difference among numerical values of the membership and non-membership degrees but paid few attentions on the volatility of the DHF information.

To overcome such deficiencies, some new distance measures are developed in terms of the mean, the variance and the number of elements in the DHFEs. The proposed distance measures are
effectively applicable to solve MADM problems where the attribute weights are completely unknown [32–36]. Similar to the construction of distance measures, the determination of completely unknown attribute weights is also difficult. To determinate attribute weights objectively, we develop an optimization model with the help of a deviation maximization method [37] and the new distance measure.

The remainder of this paper is organized as follows. In Section 2, we introduce some basic notions of DHFS and several existing distance measures for DHFSs. In Section 3, the deficiencies of existing distance measures for DHFSs are analyzed and some new distance measures for DHFSs are developed. In Section 4, we introduce the determination of completely unknown attribute weights and the algorithm for MADM problem with DHF assessments. In Section 5, the application example of airline service quality assessment is conducted to illustrate the validity and applicability of the developed MADM method. In the last section, we summarize the main work of this paper.

2. Preliminaries

We give a brief introduction about basic notions of DHFSs and several existing distance measures for DHFS in this part.

2.1. Dual Hesitant Fuzzy Sets

As mentioned in Introduction, although HFS and IFS are useful tool in some cases, they cannot solve all possible situations. For example, several membership degrees [0.5, 0.4, 0.3] and several non-membership degrees [0.3, 0.2] are given in MADM problem according to the knowledge and experience of decision maker but such assessment information cannot be solely expressed by using HFSs and IFSs. To solve such a complicated situation, Zhu et al. [5] developed basic notions of DHFSs by extending HFS theory.

**Definition 1.** [5] Let \( X \) be a universe of discourse, then a dual hesitant fuzzy set \( M \) on \( X \) is defined as

\[
M = \{x, h_x(x), g_x(x) | x \in X\},
\]

(1)

where \( h_x(x) \) and \( g_x(x) \) represent the sets of possible membership degrees and non-membership degrees of the element \( x \in X \) to \( M \), respectively, such that \( \gamma_x(x) \in h_x(x) \), \( \eta_x(x) \in g_x(x) \), \( \gamma_x(x) \in [0, 1] \), \( \eta_x(x) \in [0, 1] \) and \( 0 \leq \max \{\gamma_x(x)\} + \max \{\eta_x(x)\} \leq 1 \) for all \( x \in X \). For a specific \( x \), the pair \( \{h_x(x), g_x(x)\} \) is called a DHFE which can be denoted as \( e = \{h, g\} \).

In the following, the comparison rules between DHFEs are given.

**Definition 2.** [5] Let \( e = \{h, g\} \) be a DHFE. Then the score function of \( e \) is given as follows:

\[
s(e) = \frac{1}{l(h)} \sum \gamma - \frac{1}{k(g)} \sum \eta,
\]

(2)

where \( l(h) \) and \( k(g) \) symbolize the length of \( h \) and \( g \), respectively.

The accuracy function of \( e \) is given as follows:

\[
p(e) = \frac{1}{l(h)} \sum \gamma + \frac{1}{k(g)} \sum \eta,
\]

(3)

Let \( e_1 \) and \( e_2 \) be any two DHFEs, the comparison rules between DHFEs are given as follows:

1. if \( s(e_1) < s(e_2) \), then \( e_1 \) is inferior than \( e_2 \), denoted by \( e_1 < e_2 \);
2. if \( s(e_1) = s(e_2) \), then
   1. if \( p(e_1) = p(e_2) \), then \( e_1 \) is equal to \( e_2 \), denoted by \( e_1 = e_2 \);
(ii) if \( p(e_1) < p(e_2) \), then \( e_1 \) is inferior to \( e_2 \), denoted by \( e_1 < e_2 \).

Based on the comparison rules, the following notions are proposed by Singh [13]:

**Definition 3.** [10] Let \( A \) and \( B \) be two DHFSs on \( X = \{x_1, x_2, \ldots, x_n\} \). If \( t_x(e) = t_x(e) \) and \( p_x(e) = p_x(e) \) for any \( x \in X \), DHFS \( A = \{A(x) | x \in X\} \) is considered to be identical to DHFS \( B = \{B(x) | x \in X\} \), denoted by \( A = B \).

### 2.2. Existing Distance Measures for DHFSs

We review some existing distance measures for DHFSs below before analyzing the deficiencies of them.

Wang et al. [9] first explicit the axioms of distance measures for DHFSs.

**Definition 4.** [9] For \( A, B \in \text{DHFS}(X) \), let \( d \) be a mapping \( d: \text{DHFS}(X) \times \text{DHFS}(X) \rightarrow [0, 1] \). If \( d(A, B) \) satisfies the following properties:

\[(P1) \ 0 \leq d(A, B) \leq 1; \]
\[(P2) \ d(A, B) = 0 \text{ if and only if } A = B; \]
\[(P3) \ d(A, B) = d(B, A); \]

Then \( d(A, B) \) is said to be a distance measure between DHFSs \( A \) and \( B \).

Based on Definition 4, Wang et al. [12] proposed the distance measures for DHFSs as follows.

**Definition 5.** [9] Let \( A = \{a_1, h_A(x), g_A(x)\} \) and \( B = \{a_2, h_B(x), g_B(x)\} \) be two DHFSs on \( X = \{x_1, x_2, \ldots, x_n\} \). Then, a generalized distance measure between DHFSs \( A \) and \( B \) is developed as follows:

\[
d^*_A(A, B) = \frac{1}{n} \sum_{j=1}^{n} \left[ \sum_{i=0}^{k} \left( x_{ij}^A - x_{ij}^B \right)^2 + \sum_{i=0}^{k} \left( h_{ij}^A - h_{ij}^B \right)^2 + \sum_{i=0}^{k} \left( g_{ij}^A - g_{ij}^B \right)^2 \right]^{1/2}, \tag{4}
\]

where \( k > 0 \) is a parameter to identify different types of distance measures for DHFSs, \( l_i = k_i \cdot l_i = \max\{l_i(x), l_i(x)\} \) and \( k_i = \max\{l_i(x), k_i(x)\} \). \( l_i(x) \), \( l_i(x) \) and \( k_i(x) \), \( k_i(x) \) are the numbers of values of \( h_A(x), h_B(x), g_A(x), g_B(x) \), respectively. Specifically, \( (\sigma_1, \sigma_2, \ldots, \sigma_{l_i}) \) is a permutation of \( (1, 2, \ldots, l_i) \) and \( (\sigma_1, \sigma_2, \ldots, \sigma_{k_i}) \) is a permutation of \( (1, 2, \ldots, k_i) \) such that \( x_{ij}^A \leq x_{ij}^B \), \( h_{ij}^A \leq h_{ij}^B \), \( g_{ij}^A \leq g_{ij}^B \), \( \forall j = 1, 2, \ldots, l_i \) or \( k_i \). Precisely, when \( k = 1 \), we get a DHF Hamming distance measure between \( A \) and \( B \).

However, it is not allowed to expand the shorter DHFS by increasing the length of the shorter one to the same length in some practical cases. Therefore, Wang et al. [9] developed another distance measure as follows:

\[
d^*_A(A, B) = \frac{1}{n} \sum_{j=1}^{n} \left[ \frac{1}{\sum_{i=0}^{\min(k, l_i)} \sum \left( x_{ij}^A - x_{ij}^B \right)^2 + \frac{1}{\sum_{i=0}^{\max(k, l_i)} \sum \left( h_{ij}^A - h_{ij}^B \right)^2 + \frac{1}{\sum_{i=0}^{\max(k, l_i)} \sum \left( g_{ij}^A - g_{ij}^B \right)^2} \right]^2 \right], \tag{5}
\]

where \( l_i > 0 \).

In the MADM problems, we usually have to consider the weight of each DHFE. Then, the generalized weighted distance measure between DHFSs \( A \) and \( B \) is developed as follows:

\[
d^*_A(A, B) = \frac{1}{n} \sum_{j=1}^{n} \left[ \frac{1}{\sum_{i=0}^{\min(k, l_i)} \sum \left( x_{ij}^A - x_{ij}^B \right)^2 + \frac{1}{\sum_{i=0}^{\max(k, l_i)} \sum \left( h_{ij}^A - h_{ij}^B \right)^2 + \frac{1}{\sum_{i=0}^{\max(k, l_i)} \sum \left( g_{ij}^A - g_{ij}^B \right)^2} \right]^2 \right], \tag{6}
\]

where \( l_i > 0 \).

Singh [10] also put forward some distance measures for DHFSs.
Definition 6. [10] Let $A=\{<x, h_x(x), g_x(x)>\}$ and $B=\{<x, h_x(x), g_x(x)>\}$ be two DHFSs on $X=\{x_1, x_2, \ldots, x_n\}$. Then, a generalized distance measure between DHFSs $A$ and $B$ is developed as follows:

$$d_{\alpha}^+(x) = \left[\frac{1}{2\alpha} \sum_{i=1}^{n} \left(\frac{1}{\alpha} \sum_{k=1}^{n} |z_{i_k}^{\alpha}(x) - z_{i_k}^{\alpha}(x)| + \frac{1}{\alpha} \sum_{k=1}^{n} |z_{i_k}^{\alpha+(x)} - z_{i_k}^{\alpha+(x)}|\right)^2\right]^{1/2},$$

where $\alpha > 0$ is a parameter to identify different types of distance measures for DHFSs.

Suppose that $w_i (i=1,2,\ldots,n)$ and $z_i (i=1,2,\ldots,n)$ are the weights of membership degrees and non-membership degrees, respectively, such that $\sum w_i = 1$ and $\sum z_i = 1$ for all $x \in X$. Then, the generalized weighted distance measure between DHFSs $A$ and $B$ is developed as follows:

$$d_{\alpha}^+(x) = \left[\frac{1}{2\alpha} \sum_{i=1}^{n} \left(\frac{1}{\alpha} \sum_{k=1}^{n} w_{i_k} |z_{i_k}^{\alpha}(x) - z_{i_k}^{\alpha}(x)| + z_i \frac{1}{\alpha} \sum_{k=1}^{n} w_{i_k} |z_{i_k}^{\alpha+(x)} - z_{i_k}^{\alpha+(x)}|\right)^2\right]^{1/2},$$

where $\alpha > 0$.

3. New Distance Measure for DHFSs

We analyze the deficiencies of existing distance measures and some new distance measures for DHFSs are developed in this section.

3.1. Analysis of Deficiencies of Existing Distance Measures

First of all, we can find that most of the distance measures are based on the following two assumptions—(1) possible membership and non-membership degrees in two DHFSs are rearranged in ascending or decreasing order and (2) the length of possible membership or non-membership degrees in two DHFEs is unified to the same. Obviously, the original information of DHFSs has been changed when DHFEs are added or decreased, which directly leads to the distortion of the evaluation results.

Besides, DHFSs are a new extension of HFIs and IFSs, whose information has two kinds of uncertainties. Vagueness is the first kind of uncertainty, which mainly reflects distinct and specific information—possible membership and non-membership. Volatility is another kind of uncertainty, which mainly reflects unknown degree of membership and non-membership. We can find that that the existing distance measures between DHFSs are defined only depending on numerical value. The main feature of these existing distance measures is to consider the differences in the numerical value between DHFSs. Compared with hesitant fuzzy sets, DHFS introdures the non-membership degree, laying emphasis on hesitanty of the possible membership degree and the non-membership degree which is characterized by both the differences between the values and the volatility of dual hesitant fuzzy information. However, the volatility of dual hesitant fuzzy information in the existing distance measures is not considered, which may lead to unconvincing results.

Another point worth noting is that the axioms of the existing distance measures are not complete. According to the measure space theory, a measure space consists of two parts—a non-empty set $X$ and a distance $d$ on $X$. Distance is the basic element of the measurement space. The triangle inequality is an important property of the distance measure. Obviously, the axioms of distance measures in the Definition 4 are not comprehensive enough. In order to analyze the deficiencies of existing distance measures for DHFSs, we improve the Definition 4 by adding the property of triangle inequality, which makes the axioms of distance measures more complete.

Definition 7. For $A, B \in DHFSs(X)$, Let $d$ be a mapping $d : DHFSs(X) \times DHFSs(X) \to [0, 1]$. If $d(A, B)$ satisfies the following properties:

(P1) $0 \leq d(A, B) \leq 1$;

(P2) $d(A, B) = 0$ if and only if $A = B$;
When, are X, x, X, are the exceptions of A, C, A, respectively and x, X, are a generalization of A, C, A, respectively, we just need to focus on the analysis of A, C, and A. Through the analysis of the example, we can find the following deficiencies:

1. The first deficiency is that it is inaccurate when the shorter DHFEs is extended to the same length by adding any value in it. We do not know whether the decision maker adopt pessimistic strategy or optimistic strategy. Besides, when we unify the membership degrees and non-membership degrees of DHFSs, the original given information has been changed.

Example 1. Let \( A(x) = \langle x, [0.4, 0.2], [0.5, 0.4] \rangle \), \( B(x) = \langle x, [0.8, 0.5, 0.4], [0.3, 0.2, 0.1] \rangle \) be two DHFSs on \( x \). When we calculate the distance measure between DHFSs A and B, \( M(x) \) can be extended as \( \langle [0.4, 0.2, 0.2], [0.5, 0.4, 0.4] \rangle \) and \( \langle [0.4, 0.2, 0.4], [0.5, 0.4, 0.5] \rangle \) in pessimistic strategy and optimistic strategy, respectively. Obviously, the original given information has been changed, which leads to different results of the distance measures.

2. The second deficiency is that these existing distance measures do not satisfy the property (P4) in Definition 7.

Example 2. Let \( A(x) = \langle x, [0.2], [0.7, 0.6] \rangle \), \( B(x) = \langle x, [0.8, 0.3], [0.1] \rangle \) and \( C(x) = \langle x, [0.8, 0.6, 0.5], [0.1, 0.15, 0.2] \rangle \) be three DHFSs on \( x \). Suppose that we add the minimum value of the shorter one to make three DHFSs have the same length. Then we have

\[
d_1(A, B) = 0.45, \quad d_1(A, C) = 0.375, \quad d_1(B, C) = 0.0583.
\]

Hence, \( d_1(A, B) > d_1(A, C) + d_1(B, C) \).

Similarly, \( d_1(A, B) = 0.45, \quad d_1(A, C) = 0.375, \quad d_1(B, C) = 0.0583 \).

Hence, \( d_1(A, B) > d_1(A, C) + d_1(B, C) \).

Apparently, these distance measures do not satisfy the property of triangular inequality (P4).

3. The third deficiency is that these existing distance measures are not precise because they cannot depict the volatility of the values of membership and non-membership degrees in a DHFE.

Example 3. Let \( A(x) = \langle x, [0.55], [0.25] \rangle \), \( B(x) = \langle x, [0.4, 0.7], [0.25] \rangle \), \( C(x) = \langle x, [0.25], [0.25] \rangle \) and \( D(x) = \langle x, [0.3, 0.8], [0.25] \rangle \) be four DHFSs on \( x \). Suppose that the decision maker adopts a pessimistic strategy to unify the DHFSs. Then we have

\[
d_1(A, B) = 0.3, \quad d_1(A, C) = 0.3. \quad \text{Hence,} \quad d_1(A, B) = d_1(A, C).
\]

Similarly, \( d_1(A, B) = 0.3, \quad d_1(A, C) = 0.3, \quad d_1(A, B) = 0, \quad d_1(A, D) = 0 \).

Hence, \( d_1(A, B) = d_1(A, C), \quad d_1(A, B) = d_1(A, D) \).

Since \( B(x) \neq C(x) = D(x) \), it is obvious that \( d(A, B) = d(A, C) = d(A, D) \). The reason for this result is that the existing distance measures are defined only by the differences between the values but do not consider the volatility of DHF information. Thus, these existing distance measures may lead to unreasonable results.
3.2. Construction of New Distance Measures for DHFSs

To overcome the deficiencies mentioned in the previous section, we develop a variety of new distance measures below. First, we introduce the following concepts.

**Definition 8.** Let \( e = \{\{h, g\}\} \) be any DHFE. Denote

\[
G_e(h) = \frac{1}{l(h)} \sum_{m \in n} \gamma
\]

(9)

\[
G_e(g) = \frac{1}{k(g)} \sum_{m \in n} \eta
\]

(10)

\[
V_e'(h) = \frac{1}{2} \left( \frac{1}{l(h)} \sum_{m \in n} (\gamma - G_e(h))^2 + \frac{1}{1 + \ln l(h)} \right)
\]

(11)

\[
V_e'(g) = \frac{1}{2} \left( \frac{1}{k(g)} \sum_{m \in n} (\eta - G_e(g))^2 + \frac{1}{1 + \ln k(g)} \right)
\]

(12)

where \( \gamma \) and \( \eta \) are the values of \( h \) and \( g \), respectively; \( l(h) \) and \( k(g) \) are the length of \( h \) and \( g \), respectively. \( G_e(h) \) and \( G_e(g) \) are the mean functions of membership degrees and non-membership degrees of the DHFE \( e \), respectively. We denote \( V_e'(h) \) and \( V_e'(g) \) the volatility functions of the membership and non-membership degrees in the DHFE \( e \), respectively.

For any DHFE \( e \), \( G_e(h) \) and \( G_e(g) \) symbolize the values of the membership and non-membership degrees. Specially, when \( e = \{\{1\}, \{0\}\} \), it means that the value of membership degrees and non-membership degrees given by the decision maker is determined, that is, the decision maker’s opinions are positive and without any volatility; when \( e = \{\{0\}, \{1\}\} \), it means that the decision maker’s opinions are consistently negative. \( V_e'(h) \) and \( V_e'(g) \) are constructed by the variance and the number of elements in the DHFEs, which symbolizes the volatility degree for DHF information. The larger the values of the volatility functions are, the greater the inconsistency of the DHF information is given by the decision makers. When \( V_e'(h) = V_e'(g) = 0 \), that means decision maker determines the value of membership degrees and non-membership degrees of the DHFE \( e \) without any volatility.

Suppose that \( M_1 \) and \( M_2 \) are any two DHFSs on \( X = \{x_1, x_2, ..., x_n\} \). Then the mean distance for the membership degree of an element between DHFSs \( M_1 \) and \( M_2 \) is defined as

\[
G_e(x) = \|G_e(M_1(x)) - G_e(M_2(x))\|
\]

(13)

the mean distance for the non-membership of an element between DHFSs \( M_1 \) and \( M_2 \) is defined as

\[
G_e(x) = \|G_e(M_1(x)) - G_e(M_2(x))\|
\]

(14)

the volatility distance for the membership of an element between DHFSs \( M_1 \) and \( M_2 \) is defined as

\[
V_e(x) = \|V_e(M_1(x)) - V_e(M_2(x))\|
\]

(15)

the volatility distance for the non-membership of an element between DHFSs \( M_1 \) and \( M_2 \) is defined as

\[
V_e(x) = \|V_e(M_1(x)) - V_e(M_2(x))\|
\]

(16)

In the following, we give the new distance measures for DHFSs.
Definition 9. Let \( M_i \) and \( M_j \) be the any two DHFSs on \( X = \{x_1, x_2, \ldots, x_n\} \), then a new dual hesitant fuzzy Hamming distance between \( M_i \) and \( M_j \) is defined as follows:

\[
d_h(M_i, M_j) = \frac{1}{2n} \sum_{i=1}^{n} \left( G^i(x_1) + G^i(x_2) + V^i(x_1) + V^i(x_2) \right),
\]

(17)
a new dual hesitant fuzzy Euclidean distance between \( M_i \) and \( M_j \) is defined as follows:

\[
d_e(M_i, M_j) = \left[ \frac{1}{2n} \sum_{i=1}^{n} \left( G^i(x_1) + G^i(x_2) + V^i(x_1) + V^i(x_2) \right) \right]^{\frac{1}{2}},
\]

(18)
a new dual hesitant fuzzy generalized distance between \( M_i \) and \( M_j \) is defined as follows:

\[
d_g(M_i, M_j) = \left[ \frac{1}{2n} \sum_{i=1}^{n} \left( \frac{G^i(x_1) + G^i(x_2)}{2} + \frac{V^i(x_1) + V^i(x_2)}{2} \right) \right]^{\frac{1}{2}},
\]

(19)
where \( \lambda \geq 1 \), \( G^i(x) \) and \( G^j(x) \) are the mean distances for the membership degrees and non-membership degrees of an element between DHFSs \( M_i \) and \( M_j \), respectively; \( V^i(x) \) and \( V^j(x) \) are the volatility distances for the membership degrees and non-membership degrees of an element between DHFSs \( M_i \) and \( M_j \), respectively.

If we consider the influence of the preferences of mean distance and the volatility distance in a DHFE, then a new generalized distance with preference between DHFSs \( M_i \) and \( M_j \) is defined as follows:

\[
d_{wpg}(M_i, M_j) = \left[ \frac{1}{n} \sum_{i=1}^{n} \left( \alpha \frac{G^i(x_1) + G^i(x_2)}{2} + \beta \frac{V^i(x_1) + V^i(x_2)}{2} \right) \right]^{\frac{1}{2}},
\]

(20)
where \( 0 \leq \alpha, \beta \leq 1 \), \( \alpha + \beta = 1 \), \( \lambda \geq 1 \). Precisely, when \( \lambda = 1 \), we get a new dual hesitant fuzzy Hamming distance with preference between DHFSs \( M_i \) and \( M_j \).

Definition 10. Let \( M_i \) and \( M_j \) be any two DHFSs on \( X = \{x_1, x_2, \ldots, x_n\} \). Then the new weighted generalized distance with preference between DHFSs \( M_i \) and \( M_j \) is defined as follows:

\[
d_{wpg}(M_i, M_j) = \left[ \sum_{i=1}^{n} \left( \alpha \frac{G^i(x_1) + G^i(x_2)}{2} + \beta \frac{V^i(x_1) + V^i(x_2)}{2} \right) \right]^{\frac{1}{2}},
\]

(21)
where \( 0 \leq \alpha, \beta \leq 1 \), \( \alpha + \beta = 1 \), \( \lambda \geq 1 \), \( 0 \leq w_i \leq 1 \) and \( \sum w_i = 1 \). \( G^i(x) \) and \( G^j(x) \) are the mean distance for the membership degrees and non-membership degrees of an element between DHFSs \( M_i \) and \( M_j \), respectively; \( V^i(x) \) and \( V^j(x) \) are the volatility distance for the membership degrees and non-membership degrees of an element between DHFSs \( M_i \) and \( M_j \), respectively.

It should be noted that when \( w_1 = w_2 = \cdots = w_n = \frac{1}{n} \), \( d_{wpg} \) in Definition 10 reduces to \( d_g \); when \( \alpha = \beta = \frac{1}{2} \), \( d_{wpg} \) reduces to \( d_h \); when \( \lambda = 1 \), \( d_{wpg} \) reduces to \( d_e \); when \( \lambda = 2 \), \( d_{wpg} \) reduces to \( d_h \).

Theorem 1. \( d_{wpg}(M_i, M_j) \) is a new distance measure between DHFSs \( M_i \) and \( M_j \) on the universe of discourse \( X = \{x_1, x_2, \ldots, x_n\} \).

Since \( d_e, d_h, d_g \) and \( d_{wpg} \) are the exceptions of \( d_{wpg} \). We just need to prove that \( d_{wpg} \) satisfies the properties (P1)–(P4) in Definition 7.

To prove the Theorem 1, the lemma is introduced as follows:
Lemma 1. [38] Let \((a_1, a_2, \ldots, a_n), (b_1, b_2, \ldots, b_n) \in \mathbb{R}^n\) and \(1 \leq \alpha \leq +\infty\). Then
\[
\left(\sum_{i=1}^{n} |a_i + b_i|^{\frac{1}{\alpha}}\right)^{\alpha} \leq \left(\sum_{i=1}^{n} |a_i|^{\frac{1}{\alpha}}\right)^{\alpha} + \left(\sum_{i=1}^{n} |b_i|^{\frac{1}{\alpha}}\right)^{\alpha}
\]
(22)

Proof. Let \(M_1, M_2\), and \(M_3\) be three DHFSs on \(X = \{x_1, x_2, \ldots, x_n\}\).

(P1) Taking into account Equations (13)–(16), it is easy to find that \(0 \leq G_a(M(x)), G_i(M(x)), V_a(M(x)), V_i(M(x)) \leq 1\) and then \(0 \leq G_a(x), G_i(x), V_a(x), V_i(x) \leq 1\). Therefore we can obtain
\[
0 \leq w_i \left[\frac{G_a^2(x) + G_i^2(x)}{2} + \beta \frac{G_a^2(x) + G_i^2(x)}{2}\right] \leq 1 \quad \text{for} \quad 0 \leq \alpha, \beta, w_i \leq 1, \quad i \geq 1, \quad \text{thus} \quad 0 \leq d_{\alpha,\beta}(x) \leq 1.
\]

(P2) Apparently, if \(M_i = M_j\), it is easy to prove that \(d_{\alpha,\beta}(M_i, M_j) = 0\); on the other hand, if \(d_{\alpha,\beta}(M_i, M_j) = 0\), we can obtain that \(G_a(x) = 0\) and \(G_i(x) = 0\) for any \(x \in X\), then we have \(G_a(M_i(x)) = G_i(M_i(x))\) and \(G_i(M_i(x)) = G_a(M_i(x))\). Hence, \(s(M_i(x)) = G_i(M_i(x)) = G_a(M_i(x)) = G_i(M_i(x)) + G_a(M_i(x)) = p(M_i(x))\) for any \(x \in X\). Based on Definition 2, we can obtain that \(M_i = M_j\).

(P3) Based on Equations (13)–(16) and (21), it is obvious that \(d_{\alpha,\beta}(M_i, M_j) = d_{\alpha,\beta}(M_j, M_i)\).

(P4) Taking into account Lemma 1 and Equation (21), it is easy to prove that \(d_{\alpha,\beta}(M_i, M_j) \leq d_{\alpha,\beta}(M_i, M_k) + d_{\alpha,\beta}(M_k, M_j)\). \(\square\)

Compared with the existing distance measures in Section 2.2, the merits of the new distance measures are as follows:

1. The new distance measures for DHFSs are developed in terms of the mean, variance and number of elements of DHFEs, which efficiently considers the characteristics of DHFS. The new distance measures not only focus on the difference among the value of DHFEs but also pay much attention to the volatility of DHF information.
2. The new distance measures between DHFSs are developed without the consideration of two potential assumptions adopted in aforementioned distance measures. We do not need to extend the shorter DHFEs to the same length by adding any value in it, which can avoid inaccuracy by adding values to DHFEs artificially.
3. As a basic property of the distance measures, the triangle inequality is an essential part of the axioms of distance measures. We improve the Definition 4 by adding the property of triangle inequality, which makes the axioms of distance measures more complete. The new distance measures for DHFSs not only meet all properties in Definition 4 but also the property of triangular inequality.

4. MADM Method Based on New Distance Measure for DHFSs

In this section, we introduce the MADM method based on the new distance measure between DHFSs, mainly including the determination of completely unknown attribute weights and the algorithm of MADM problem with DHF assessment.

4.1. Determination of Completely Unknown Attribute Weights

Due to limited knowledge of decision makers and intrinsic complexity of the MADM problems, the attribute weights may be completely unknown in some cases. It is important to obtain the attribute weight objectively in DHF assessment.

Several typical methods for the determination of completely unknown attribute weights have been studied by some scholars, such as the deviation maximization model [37], the entropy measure [11], the standard deviation model [39] and the integration of correlations with standard
deviations model [40]. The main idea of these attribute weights determination methods is based on the differences among performances of all alternatives concerning each attribute. Inspired by this idea, a maximizing deviation optimization model is constructed to determine attribute weights with the help of new distance measure.

Suppose that there are \( m \) alternatives \( A_i (i = 1, 2, \ldots, m) \) with \( n \) attributes \( C_j (j = 1, 2, \ldots, n) \) in a MADM problem. The corresponding weights of the attribute \( C_j (j = 1, 2, \ldots, n) \) are denoted by \( w_j (j = 1, 2, \ldots, n) \) such that \( 0 \leq w_j \leq 1 \), \( \sum_{j=1}^{n} w_j = 1 \). The DHF assessment value of an alternative \( A_i \) concerning an attribute \( C_j \) is denoted by a DHF \( a_{ij} = (h_j, g_j) \). In the idea of maximizing deviation, we think that the greater the differences of the performance of alternatives concerning attribute \( C_j \) has, the greater the effect of attribute \( C_j \) has on the decision-making and the greater the weight should be assigned to the attribute. Therefore, the optimization model is constructed as follows:

\[
M - 1 \left[ \max f(w) = \sum_{i=1}^{M} \sum_{j=1}^{n} d_i (a_{ij}, a_{ij}) w_j, \right]
\]

where \( d_i (a_{ij}, a_{ij}) \) is calculated by using Equation (17).

To solve the above model, the Lagrange function is constructed as

\[
L(W, \lambda) = \sum_{i=1}^{M} \sum_{j=1}^{n} d_i (a_{ij}, a_{ij}) w_j + \frac{1}{2} \lambda \left( \sum_{j=1}^{n} w_j - 1 \right). \tag{24}
\]

Take the partial derivative of Equation (24) with respect to \( w_j \) and \( \lambda \) and set it to 0, namely,

\[
\begin{align*}
\frac{\partial L(w, \lambda)}{\partial w_j} &= \sum_{i=1}^{M} \sum_{j=1}^{n} d_i (a_{ij}, a_{ij}) w_j + \lambda = 0, \\
\frac{\partial L(w, \lambda)}{\partial \lambda} &= \frac{1}{2} \sum_{j=1}^{n} w_j - 1 = 0.
\end{align*}
\tag{25}
\]

By solving the Equation (25), we have

\[
w_j = \frac{\sum_{i=1}^{M} \sum_{j=1}^{n} d_i (a_{ij}, a_{ij})}{\sum_{i=1}^{M} \sum_{j=1}^{n} d_i (a_{ij}, a_{ij})}. \tag{26}
\]

By the normalization of \( w_j \), the attribute weights can be determined by

\[
w_j = \frac{\sum_{i=1}^{M} \sum_{j=1}^{n} d_i (a_{ij}, a_{ij})}{\sum_{j=1}^{n} d_i (a_{ij}, a_{ij})}, \tag{27}
\]

where \( j = 1, 2, \ldots, n \).

4.2. Algorithm for MADM Problem with DHF Assessment

In the solution procedure of MADM, the algorithm for MADM problem with DHF assessment includes the following steps:

Step 1—Generate DHF decision matrix \( D = (a_{ij})_{m \times n} \). Suppose that the DHF assessment value of an alternative \( A_i \) concerning an attribute \( C_j \) is denoted by a DHF \( a_{ij} = (h_j, g_j) \). Then, the DHF decision matrix of the alternative \( A_i (i = 1, 2, \ldots, m) \) concerning the attribute \( C_j (j = 1, 2, \ldots, n) \) is defined as

\[
\begin{align*}
&
\end{align*}
\]
\[
D = \begin{pmatrix}
\langle h_1, R_{i1} \rangle & \langle h_2, R_{i2} \rangle & \cdots & \langle h_n, R_{in} \rangle \\
\langle h_{11}, R_{11} \rangle & \langle h_{12}, R_{12} \rangle & \cdots & \langle h_{1n}, R_{1n} \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle h_{m1}, R_{m1} \rangle & \langle h_{m2}, R_{m2} \rangle & \cdots & \langle h_{mn}, R_{mn} \rangle
\end{pmatrix},
\]

(28)

Step 2—Determine the weights of completely unknown attributes. The attribute weights can be calculated by using Equations (17) and (27).

Step 3—Acquire the positive ideal solution \( A^+ \) and negative ideal solution \( A^- \). The positive ideal solution \( A^+ \) and negative ideal solution \( A^- \) are given as follows:

\[
A^+ = \begin{pmatrix}
\max \{ \gamma_1 \} & \max \{ \gamma_2 \} & \cdots & \max \{ \gamma_n \} \\
\min \{ \eta_1 \} & \min \{ \eta_2 \} & \cdots & \min \{ \eta_n \}
\end{pmatrix}
\]

(29)

\[
A^- = \begin{pmatrix}
\min \{ \gamma_1 \} & \min \{ \gamma_2 \} & \cdots & \min \{ \gamma_n \} \\
\max \{ \eta_1 \} & \max \{ \eta_2 \} & \cdots & \max \{ \eta_n \}
\end{pmatrix},
\]

(30)

where \( \gamma_i \in h_i, \eta_i \in g_i, i = 1, 2, \ldots, m \).

Step 4—Calculate the closeness coefficient between the alternative and the ideal solution. With the help of the TOPSIS method [22], the closeness coefficient of each alternative can be defined as follows:

\[
CC_i = \frac{d_{wpg}(A_i, A^-)}{d_{wpg}(A_i, A^+) + d_{wpg}(A_i, A^-)},
\]

(31)

where \( i = 1, 2, \ldots, m \), \( d_{wpg}(A_i, A^-) \) is the distance measure between alternative \( A_i \) and the negative ideal solution \( A^- \), \( d_{wpg}(A_i, A^+) \) is the distance measure between alternative \( A_i \) and the positive ideal solution \( A^+ \), and \( d_{wpg}(A_i, A^-) \) and \( d_{wpg}(A_i, A^+) \) can be obtained by using Equation (21).

Step 5—Rank the alternatives and derive the optimal solution in ascending order according the value of the closeness coefficient. Obviously, the greater the value of the closeness coefficient is, the better the alternative is. The optimal solution is the alternative with maximum value of the closeness coefficient.

5. Application of the Proposed Method in MADM

In this section, airline service quality evaluation problem is analyzed by the proposed method to illustrate the decision-making procedure and we demonstrate applicability and validity of the MADM method based on the new distance measure between DHFSs.

5.1. Description of the Airline Service Quality Evaluation Problem

Due to the rapid development of high-speed railways, Chinese airline market faces a huge challenge. At first, increasingly Chinese airlines tried to attract passengers by reducing price but they soon realized that this was not a win-win situation in increasingly competitive domestic market. The airline service quality is the basic factor for survival, which plays an important role in promoting airline economic benefits. Whether the airline service quality is efficient or not has become a significant criterion to measure the productivity of an airline and even the development level of the whole airline market. To improve the service quality of domestic airlines, the Civil Aviation Administration of China wants to figure out which airline has the best service in the country and then asks other airlines to improve their airline service quality by learning from the best one. To this end, the Civil Aviation Authority establishes a decision-making committee to evaluate the four major airlines—Northern Airlines \((A_1)\), Southern Airlines \((A_2)\), Eastern Airlines \((A_3)\) and Xiamen Airlines \((A_4)\).

Suppose that the decision-making committee evaluates the four major airlines according to the following four main attributes—Booking and ticketing services \((C_1)\), security and boarding services \((C_2)\), cost \((C_3)\), and customer satisfaction \((C_4)\).
\( (C_2) \), cabin services \( (C_3) \) and responsive services \( (C_4) \). The Table 1 shows the detailed description of four attributes of airline service quality evaluation problem.

**Table 1. Attributes of the airline service quality evaluation problem.**

| Attribute                     | Description of the Attribute                                                                 |
|-------------------------------|---------------------------------------------------------------------------------------------|
| Booking and ticketing services \( C_1 \) | Booking and ticketing services mainly include the convenience, rapidity and courtesy in the process of purchasing air tickets, etc. |
| Security and boarding services \( C_2 \) | Security and boarding services mainly include the convenience and efficiency of security inspection, the courtesy of security personnel, the clarity of notices and announcements, etc. |
| Cabin Services \( C_3 \) | Cabin services can generally be divided into cabin security demonstration services, courtesy and helpfulness of flight attendants, cleanliness and comfort in the cabin, etc. |
| Responsive Services \( C_4 \) | Responsive services mainly include the appropriateness of call waiting time, the satisfaction degree of complaint handling and baggage parcel loss processing, etc. |

Assume that the decision making committee uses the dual hesitant fuzzy number to conduct their assessments of the four major airlines under each attribute. The assessment values of each attribute are presented in Table 2.

**Table 2. Dual hesitant fuzzy assessment values.**

| \( C_1 \) | \( C_2 \) | \( C_3 \) | \( C_4 \) |
|----------|----------|----------|----------|
| \( A_1 \) \( (0.6, 0.4), (0.4, 0.2, 0.1) \) \( (0.7, 0.6), (0.3, 0.2, 0.1) \) | \( (0.9, 0.7, 0.5), (0.1) \) | \( (0.6, 0.4), (0.3, 0.2) \) |
| \( A_2 \) \( (0.4, 0.3, 0.2), (0.4) \) \( (0.6, 0.5, 0.4), (0.2, 0.1) \) | \( (0.6, 0.5, 0.4, 0.2), (0.2, 0.1) \) | \( (0.8, 0.5), (0.2) \) |
| \( A_3 \) \( (0.6, 0.4), (0.3, 0.2) \) \( (0.8, 0.4), (0.2, 0.1) \) | \( (0.5, 0.3), (0.4, 0.2) \) | \( (0.6, 0.4), (0.3, 0.2) \) |
| \( A_4 \) \( (0.8, 0.4), (0.2, 0.1) \) \( (0.8, 0.5), (0.2, 0.1) \) | \( (0.6, 0.4), (0.3, 0.2, 0.1) \) | \( (0.7), (0.2) \) |

5.2. Solution Procedure of Airline Service Quality Evaluation Problem

Since the weights of attributes are completely unknown, the optimal solution would be obtained by utilizing the DHF assessment information given above. In the following, we apply the proposed distance-based method to solve airline service quality evaluation problem. The detailed procedure for solution and results are presented below based on the algorithm in Section 4.2:

Step 1—Generate DHF decision matrix. Based on the DHF assessment values in Table 2 and Equation (28), the DHF decision matrix \( D \) can be obtained as follow.

\[
D =  \begin{bmatrix}
(0.6, 0.4, (0.4, 0.2, 0.1)) & (0.7, 0.6, (0.3, 0.2, 0.1)) & (0.9, 0.7, 0.5) & (0.1) \\
(0.4, 0.3, 0.2) & (0.4) & (0.6, 0.5, 0.4, 0.2) & (0.6, 0.4, 0.3, 0.2) \\
(0.6, 0.4, (0.2, 0.1)) & (0.8, 0.4) & (0.2, 0.1) & (0.5, 0.3, 0.4, 0.2) \\
(0.8, 0.4, (0.2, 0.1)) & (0.6, 0.4, (0.3, 0.2, 0.1)) & (0.7) & (0.2) \\
\end{bmatrix}
\]  

(32)

Step 2—Determine the weights of completely unknown attributes. Using the maximizing deviation optimization model and the assessment values in Table 2, we can acquire the weight of each attribute. According to Equations (17) and (27), the weights of attribute \( C_j \) \( (j = 1, 2, ..., 4) \) can be obtained as \( w_1 = 0.2692, w_2 = 0.2245, w_3 = 0.3086, w_4 = 0.1977 \).

Step 3—Acquire the positive ideal solution \( A^+ \) and negative ideal solution \( A^- \). By using Equations (29) and (30), the positive ideal solution \( A^+ \) and the negative ideal solution \( A^- \) can be obtained as:

\[
A^+ = \begin{bmatrix}
0.8, 0.1 \\
0.8, 0 \\
0.9, 0.1 \\
0.8, 0.2 \\
\end{bmatrix}
\]

\[
A^- = \begin{bmatrix}
0.2, 0.4 \\
0.4, 0.3 \\
0.2, 0.4 \\
0.4, 0.3 \\
\end{bmatrix}
\]

Step 4—Calculate the closeness coefficient between the alternative \( A_i \) \( (i = 1, ..., 4) \) and the ideal solution. Without loss of generality, let \( \lambda = 1, \alpha = 0.5, \beta = 0.5 \). By using Equation (21), the values of
$d_{wpg}(A, A')$ and $d_{wpg}(A, A')$ for each alternative can be calculated and we have $d_{wpg}(A_1, A') = 0.4032$, $d_{wpg}(A_2, A') = 0.6481$, $d_{wpg}(A_3, A') = 0.6435$, $d_{wpg}(A_4, A') = 0.5482$, $d_{wpg}(A_1, A') = 0.6181$, $d_{wpg}(A_2, A') = 0.3526$, $d_{wpg}(A_3, A') = 0.4254$, $d_{wpg}(A_4, A') = 0.5570$. By using Equation (31), the closeness coefficient of each airline $CC_i (i = 1, ..., 4)$ can be calculated and we have $CC_1 = 0.6052$, $CC_2 = 0.3289$, $CC_3 = 0.3979$, $CC_4 = 0.5279$.

Step 5—Rank the alternatives and derive the optimal solution in ascending order. According to the value of $CC_i (i = 1, ..., 4)$, we have $A_1 > A_3 > A_4 > A_2$. Thus, Northern Airlines $A_1$ is the optimal solution for the airline service quality evaluation problem.

5.3. Comparison Analysis with the Existing Distance Measures

To highlight the difference between the existing distance measure and the proposed distance measure, Wang et al.’s and Singh’s distance measures are also applied to solve the airline service quality evaluation problem given in Section 5.1. Suppose that assessments of four airlines portrayed by DHFEs are presented in Table 2. \( w_j (j = 1, ..., 4) = (0.2492, 0.2245, 0.3086, 0.1977) \) and \( \lambda = 1 \). Then, based on Wang et al.’s distance $d_{wpg}$ [9] and Singh’s distance $d_{w^3}$ [10], the ranking order of the four airlines are derived and presented in Table 3. The relevant results based on our new distance measure are also shown in Table 3.

| Airlines | $CC_i$ Using $d_{wpg}$ | Ranking Order | $CC_i$ Using $d_{w^3}$ | Ranking Order | $CC_i$ Using $d_{w^3}$ | Ranking Order |
|----------|------------------------|---------------|------------------------|---------------|------------------------|---------------|
| $A_1$    | 0.6052                 | 1             | 0.5412                 | 1             | 0.5832                 | 1             |
| $A_2$    | 0.3289                 | 4             | 0.4068                 | 4             | 0.4830                 | 2             |
| $A_3$    | 0.3979                 | 3             | 0.4255                 | 3             | 0.3821                 | 4             |
| $A_4$    | 0.5279                 | 2             | 0.4726                 | 2             | 0.4328                 | 3             |

As can be seen from the Table 3, the optimal solution of the airline service quality evaluation problem is always $A_1$. It indicates that our new distance measures are applicable and available. Based on the Wang et al.’s distance $d_{w^3}$, the ranking order of alternatives is $A_1 > A_3 > A_4 > A_2$, agreeing with the ranking order of the new distance measure. Although the ranking orders of alternatives are exactly the same, the discrimination of Wang et al.’s distance is obviously weaker than our proposed distance measure. The reason for this result is that Wang et al.’s distance $d_{w^3}$ is defined only depending on numerical value. However, the proposed distance measure is defined in terms of the mean, variance and number of elements in DHFEs, which efficiently considers the characteristics of DHF information and possesses a higher degree of discrimination.

It can be seen from Table 3 that the ranking results of the four airlines obtained by Singh’s distance $d_{w^3}$ is different from those obtained by the new distance measure $d_{wpg}$. Compared to the proposed distance measure, the ranking of $A_1$ obtained by Singh’s distance $d_{w^3}$ is changed from the third to the fourth and the ranking of $A_1$ is changed from the second to the third. In particular, the ranking of $A_1$ is changed from the fourth to the second. It should be noted that the construction of Singh’s distance $d_{w^3}$ depends on the assumption that the original DHFEs of each alternative on all attributes have the same length. However, the proposed distance measure is unrelated to this assumption, which can avoid the impact of artificially addition of elements to DHFEs. From comparison analysis with the existing distance measures, it indicates that the new distance measures possess better validity and applicability.

5.4. Sensitivity Analysis on the Parameter of the Proposed Distance Measure
Since different parameters can produce different solutions for a MADM problem, parameter plays an important role in the proposed method. We conduct the sensitivity analysis on the parameter to verify the stability of our method. The influences of a variation in $\lambda$ on ranking results are analyzed in the airline service quality evaluation problem. Moreover, it is necessary to analyze how different values of the preference parameters $\alpha$ and $\beta$ change the results.

Assume that there are three different values of parameters $\alpha$ and $\beta$ which can symbolize three different preferences of the influences of mean and volatility of DHFE. For parameter $\lambda$ between 1 to 20 in steps of 1, we calculate the corresponding closeness coefficient of each airline to study the influence of different parameters on the ranking order. The movement of $CC_i (i = 1, 2, 3, 4)$ with a variation in $\lambda$ is shown in Figures 1–3.

**Figure 1.** Movement of $CC_i (i = 1, 2, 3, 4)$ with a variation in $\lambda$ when $\alpha = 0.2, \beta = 0.8$.

**Figure 2.** Movement of $CC_i (i = 1, 2, 3, 4)$ with a variation in $\lambda$ when $\alpha = 0.5, \beta = 0.5$. 
As can be seen from Figure 1, when $\alpha = 0.2$, $\beta = 0.8$, the four alternatives are sorted as $A_4 > A_3 > A_1 > A_2$. $A_4$ is always the optimal solution.

As can be seen from Figure 2, when $\alpha = 0.5$, $\beta = 0.5$, then
1. If $\lambda \in [1, 1.957]$, the four alternatives are sorted as $A_4 > A_3 > A_1 > A_2$ and the optimal solution is $A_4$.
2. If $\lambda \in (1.957, 20]$, the four alternatives are sorted as $A_4 > A_3 > A_2 > A_1$ and the optimal solution is $A_4$.

As can be seen from Figure 3, when $\alpha = 0.8$, $\beta = 0.2$, then
1. If $\lambda \in [1, 7.232]$, the four alternatives are sorted as $A_4 > A_3 > A_2 > A_1$ and the optimal solution is $A_4$.
2. If $\lambda \in (7.232, 20]$, the four alternatives are sorted as $A_4 > A_3 > A_2 > A_1$ and the optimal solution is $A_4$.

According to the above computational results, the proposed new distance measure can be assigned different values of preference parameters $\alpha$ (or $\beta$) in accordance with the different attitudes of the decision makers, which can give decision makers more choices. From Figures 1–3, we can find that different parameters $\alpha$ (or $\beta$) can produce different ranking results. Although the ranking result is indeed affected by different preference parameters $\alpha$ (or $\beta$), $A_4$ is always the optimal solution. It implies that the proposed distance-based method for DHFSs is stable and effective. In addition, optimists always pay more attention on the values of the DHFE, while ignoring the volatility of the DHFE. Pessimists focus more on the volatility of the DHFE, while ignoring the values of the DHFE. Therefore, the parameters $\alpha$ and $\beta$ can represent the level of pessimism or optimism in respectively decision making. It can be concluded that when the decision makers are optimistic, the values of the parameters $\alpha$ can be increased, while a smaller value is more likely to be assigned to parameter $\alpha$ by pessimists.

In the following, we analyze how the results of $CC_i$ ($i = 1, \ldots, 4$) are affected as values of the parameter $\lambda$ changes according to Figures 1–3. As can be seen from Figure 1, the values of $CC_i$ ($i = 1, \ldots, 4$) are monotonically decreasing but the values of $CC_i$ ($i = 1, \ldots, 4$) in Figures 2 and 3 are not all decreasing. For instance, as the value of parameter $\lambda$ continues to increase, when $\alpha = 0.2$, $CC_i$ is monotonically decreasing, while when $\alpha = 0.8$, $CC_i$ is increasing. The reason for this result is that the preference value $\alpha$ (or $\beta$) of the mean and volatility have a considerable effect on $d_{\text{me}}$ and $d_{\text{vol}}$ directly affect the value of the $CC_i$ ($i = 1, \ldots, 4$).

But it should be noticed that the values of $CC_i$ ($i = 1, \ldots, 4$) tend to be stable with the increase of the value of parameter $\lambda$ and $A_4$ is always the optimal solution. That is to say, the result of the optimal solution is not sensitive to the value of parameter $\lambda$. Through the sensitivity analysis on the parameters of the new distance measure, it can be concluded that the result of the optimal solution has strong stability and further proves that the proposed distance-based method is rational and effective.

As analyzed above, the major advantages of the proposed distance-based MADM can be concluded as follows:

1. From the perspective of DHF theory, the proposed new distance measures between DHFSs do not depend on two assumptions to deal with DHF information, which makes the calculation
results more objective. Moreover, the construction of new distance measures takes into account not only the difference among the value of DHFEs but also the volatility of dual hesitant fuzzy information. The proposed new distance measures further reflect the characteristics of the DHF information. Besides, the preference coefficients can be determined according to the decision maker’s psychological preference, having strong practicability and availability.

2. From the perspective of the determination of completely unknown attribute weights, the weights of attributes can be obtained objectively by constructing optimization model with the help of the new distance measure for DHFSs. The decision information is fully utilized and the attribute weight determination model is flexible and easy to operate.

3. From the perspective of practical application, DHFS can better characterize the preferences and cognitions of decision makers in MADM problem. The proposed distance measures for DHFSs can be effectively applied to solve the MADM problem of airline service quality evaluation and help the Civil Aviation bureau to find the best service quality airline.

6. Conclusions

In this paper, we propose a variety of new distance measures for DHFSs in terms of the mean, the variance and the number of elements in the DHFEs, which overcomes some deficiencies of the existing DHF distance measures. The proposed distance measures for DHFSs are effectively applicable to MADM problems where the attribute weights are completely unknown. To solve MADM problem, we develop a MADM method based on new distance measures for DHFSs. In the method, a maximizing deviation optimization model is constructed to determine completely unknown attribute weights with the help of the new distance measure. The closeness coefficient of each alternative is then calculated and compared with all alternatives to further generate solution. The example of airline service quality assessment further illustrates the applicability of the distance-based method. Through the comparative analysis and sensitivity analysis on parameter, the validity of the proposed DHF distance measures and MADM method is demonstrated.

According to the above analysis, the main advantages of this distance-based MADM method are summarized in the following three respects—(1) a variety of new distance measures for DHFSs are developed without any assumption; (2) we define new distance measures for DHFSs in terms of the mean, the variance and the number of elements in the DHFEs, which not only considers the difference among the value of DHFEs but also the volatility of dual hesitant fuzzy information; and (3) The completely unknown weights of attributes are better determined by a maximizing deviation optimization model with the help of the new distance measure. Meanwhile, there are disadvantages in the developed MADM method as well. The main disadvantage of this distance-based MADM method is that the new distance measure has a large amount of calculation due to the multiple parameters and variables in the complicated distance formula.

For future work, some focused research can be conducted in the following respects—(1) Distance measures for extended DHFSs are worthy further investigation. As the MADM problems become more and more complex, some extensions of DHFSs are needed to depict decision makers’ preferences. We can apply our ideas of constructing new distance measures to these extensions of DHFSs, such as higher order DHFSs [18], dual extended hesitant fuzzy sets [41], DHF linguistic term sets [42] and so on. (2) The proposed DHF distance measures can be integrated with some typical MADM methods, such as the VIKOR method, the PROMETHEE method and the ELECTRE method. We can conduct further comparative analysis among different MADM methods. (3) The proposed distance-based method can be applied to other practical fields, such as supplier selection, human resource management and so on.
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