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ABSTRACT
Steganography refers to the art of concealing secret messages within multiple media carriers so that an eavesdropper is unable to detect the presence and content of the hidden messages. In this paper, we firstly propose a novel key-dependent steganographic scheme that achieves steganographic objectives with adversarial training. Symmetric (secret-key) and asymmetric (public-key) steganographic scheme are separately proposed and each scheme is successfully designed and implemented. We show that these encodings produced by our scheme improve the invisibility by 20% than previous deep-learning-based work, and further that perform competitively remarkable undetectability 25% better than classic steganographic algorithms. Finally, we simulated our scheme in a real situation where the decoder achieved an accuracy of more than 98% of the original message.

Index Terms— steganography, adversarial training, symmetric, asymmetric

1. INTRODUCTION
The security of communication is of increasing concern, as the ongoing development of computers and the Internet provides a cheap and fast way for data transmission. Steganography, as an approach to protect communication, plays an important role in hiding the presence of sensitive information within transmitted messages, which has much practical significance in military, e-commerce, government affairs, copyright protection, etc.

The formulation of steganography in the modern scientific literature may be traced back to the year 1983, in which Simmons modeled it as the prisoner problem [1]. There are two prisoners Alice and Bob, separately locked in jail cells and wishing to plot some secret plan of escaping. However, the prison warden, Eve, can monitor any communication between Alice and Bob, and if he detects any hint of “unusual” communications, Alice and Bob would be removed into solitary confinement as punishment. Steganography solves this problem by concealing secret digital data into an appropriated multimedia carrier, e.g. text, image, audio and video, so that the eavesdropper Eve would regard the non-secret transmission of carrier files between Alice and Bob as innocent communication.

Nowadays, classic steganographic algorithms, such as WOW [2], HUGO [3] and S-UNIWARD [4], conceal the secret information into cover images spatial domain or transform domains by hand-crafted rules. However, they can systematically alter the statistics of the image, leading to reliable detection [5]. With the rise of deep learning in recent years, deep learning has been applied to steganography [6, 7]. The goal of Volkonskiy et al. [6] is to generate images suitable for steganography, whereas we seek to train a model that learns a steganographic algorithms by itself. Hayes and Danezi [7] proposed a GAN-based model using a fully connected networks to hide information resulting in weak invisibility. Furthermore, their work did not take the usage of keys into consideration. Nevertheless, existing works in steganography [8, 9] have formally defined and discussed the great importance of keys for security.

The main contributions of this work include:

• Symmetric and asymmetric steganographic schemes are designed and successfully implemented without any prescribed rules or hand-crafted features, further that achieved an accuracy of more than 98% of original messages in a simulation of real situation,

• Compared to previous deep-learning-based work, we take usage of convolutional layers and additionally use the structure similarity index (SSIM) as metric, achieving better performance about 20% in invisibility,

• Defending against the existing steganalysis tool, resultant algorithms have outstanding performance 25% better than classic steganographic methods.

2. RELATED WORK

2.1. Steganography
A wide variety of steganography settings and methods have been proposed in the literature. One of the most popular and
easy-to-implement steganographic algorithms is the Least Significant Bit (LSB) algorithm [10]. Its main idea is to store the secret message in the least significant bits (last bits) of some color channel of each pixel in a given image container; Others change mid-frequency components in the frequency domain [11]. There are several popularly used and sophisticated steganographic algorithms developed from above, like WOW [2], HUGO [3] and S-UNIWARD [4]. The compared details is in section 5.

2.2. Adversarial training

Recently, Adversarial training have received more and more attention, achieved the state-of-art performance on tasks such as image generation, style transfer, speech synthesis and so on. It normally consists of generator network for generating data, a discriminator network for discriminating generated data from real data. Volkhonskiy et al. introduced a steganographic generative adversarial networks model (SGAN) to generate images as steganographic containers, which is in different goal and way to our scheme, Hayes and Danezis [7] also applied adversarial training to the design of steganographic algorithms, but the invisibility is weak. The compared detail is in section 5.

3. STEGANOGRAPHIC ADVERSARIAL TRAINING

3.1. Scheme overview

This section discusses our key-dependent steganographic scheme, the models we use and the information each party wishes to conceal or reveal. Each of Alice, Bob and Eve is designed as a convolutional networks with trainable parameters \( \theta_A, \theta_B \) or \( \theta_E \) and our training method is exactly a process to adjust these parameters. The detailed adversarial training schemes of symmetric and asymmetric steganography are separately described in the rest of this section.

3.2. Symmetric

Symmetric steganography, allows Alice and Bob to communicate with some shared secret. As depicted in Figure[1]

The encoder Alice receives a cover image \( I \) of shape \( C \times H \times W \), a binary secret message \( M \in \{0,1\}^{L_M} \) of length \( L_M \) and a binary random secret key \( sk \in \{0,1\}^{L_{sk}} \) of length \( L_{sk} \). The message \( M \) and key \( sk \) is firstly concatenated and resized to a tensor of size \( 1 \times h \times w \) where \( h \times w = (L_M + L_{sk}) \), then fed into several transposed convolutional layers generating a feature map of size \( C \times H \times W \), the same size of cover image \( I \). The feature map and \( I \) are concatenated to a tensor of size \( 2C \times H \times W \) which the feature map is dispersed throughout the bits in the image, then fed to several residual convolutional layers to reduce the number of channels from \( 2C \) to \( C \). Finally we get the output of Alice, the stego image \( I' \) of size \( C \times H \times W \).

The decoder Bob accepts as input the stego image and the secret key. The secret key \( sk \) firstly is resized and fed to several convolutional layers generating a feature map. It is concatenated with the stego image \( I' \), which is then fed into last several convolutional layers, outputting the reconstructed message \( M' \). The adversary Eve has a structure similar to the decoder, but it outputs a binary classification \( p(\tilde{I}) \) instead, given an image \( \tilde{I} \in \{I, I'\} \), i.e. either a cover image or stego image.

Unlike previous works [7], they just use the mean square error (MSE) or the the Euclidean distance, which only punishes the large errors of the corresponding pixels between two images, ignoring the underlying structure in the images. The Human Visual System (HVS) is more sensitive to brightness and color changes in non-textured areas. So we introduce the structure similarity index (SSIM). The SSIM index separates the task of similarity measurement into three comparisons: luminance, contrast and structure.

\[
MSE(I, I') = \frac{1}{n} \sum (x_i - y_i) \quad (1)
\]

\[
SSIM(I, I') = \frac{(2\mu_I \mu_{I'} + c_1)(2\sigma_{I \mid I'} + c_2)}{\mu_I^2 + \mu_{I'}^2 + c_1 \sigma_{I \mid I'}^2} \quad (2)
\]

Considering pixel value differences and structure differences simultaneously, we put MSE (1) and SSIM (2) together. The value range of the SSIM index is \([0,1]\). The higher the index is, the more similar the two images are. So the loss (metric) between cover and stego image is as below:
\(\text{Loss}_I(I, I') = \alpha \text{MSE}(I, I') + \beta (1 - \text{SSIM}(I, I'))\) (3)

where \(\alpha, \beta > 0\) are the hyperparameters directing the trade off among the importance of each individual metric term.

We set Bobs loss (the secret message reconstruction loss), to be the L1 distance between \(M\) and \(M'\):

\[\text{Loss}_M(M, M') = \sum_i |M_i - M'_i|\] (4)

And adversarial loss, the ability of the adversary Eve to detect a stego image \(I'\):

\[\text{Loss}_p(I') = \log (1 - p(I'))\] (5)

The secret key \(sk\) also plays an important role in the design of steganographic algorithms. It is a bridge to strengthen the link between Alice and Bob, directing them to learn how to encode and decode. We perform stochastic gradient descent (SGD) on updating \(\theta_A\) and \(\theta_B\), then obtain the optimal Alice and Bob by minimizing the following loss over the distribution of input images, messages and key:

\[
E_{I,M,sk} = \text{Loss}_I(I, I') + \gamma \text{Loss}_M(M, M') + \delta \text{Loss}_p(I')
\]

\[O_{AB}(\theta_A, \theta_B) = \arg \min_{\theta_A, \theta_B} E_{I,M,sk}\] (6)

where \(\gamma, \delta > 0\) are the hyperparameters to trade of the quality of stego images, revealed secret message and the ability of defending against Eve’s detecting.

The steganalyzer Eve incurs a classification loss function from its predictions:

\[\text{Loss}(\tilde{I}) = (1 - \log(p(I))) + \log(p(I'))\] (7)

To minimize the above loss means improving the ability of detecting whether a given image contains an encoded message. Simultaneously, this provides an adversarial property that improves the quality of the Alice’s output, stego image \(I'\). We also perform SGD on updating \(\theta_E\), and obtain the optimal Eve by minimizing the following loss over the same distribution:

\[
E_{I,M,sk} = \text{Loss}(\tilde{I})
\]

\[O_E(\theta_E) = \arg \min_{\theta_E} E_{I,M,sk}\] (8)

### 3.3. Asymmetric

As depicted in Figure 2, Receiver Bob in asymmetric steganography has an additional public-key generator and given a secret key \(sk\), outputs a public key \(pk\), then publishes it over the channel. Only Bob has access to the underlying secret key.

The public-key generator is itself a neural network, with its own trainable parameters \(\theta_K\). The secret key \(sk\) is fed to several fully connected layers generating a random public key \(pk\), a tensor of length \(L_{pk}\), note that \(L_{pk} = L_{sk}\). Then the public key \(pk\), cover image and secret message participate in the training process which is same as that of symmetric scheme. Loss function and optimal value of each agent in this asymmetric scheme is defined in a similar manner as those in the symmetric steganograph:

\[
E_{I,M,sk} = \text{Loss}_I(I, I') + \gamma \text{Loss}_M(M, M') + \delta \text{Loss}_p(I')
\]

\[\text{Loss}(\tilde{I}) = \arg \min_{\theta_E} E_{I,M,sk}\]

\[O_{ABK}(\theta_A, \theta_B, \theta_K) = \arg \min_{\theta_A, \theta_B, \theta_K} E_{I,M,sk}\]

\[O_E(\theta_E) = \arg \min_{\theta_E} E_{I,M,sk}\]

In asymmetric scheme, public-key generator serves for Alice and Bob and its objective is consistent with Alice and Bobs. Therefore, during the updating of parameters \(\theta_A, \theta_B\), for Alice and Bob, \(\theta_K\) is updated at the same time.

### 4. EXPERIMENT

As a proof-of-concept, we implement our steganographic training scheme for asymmetric as well as symmetric. In this section, we firstly explain the datasets and primary hyperparameters, then we display the training results.

---

1 Source code will be made available.
Both symmetric steganography and asymmetric steganography were successfully implemented in our experiment. Figure 3 shows the training loss of symmetric and asymmetric. In the first few rounds of training, the visual quality of Alice output is low in a way that allows Eve to improve its understanding as well so that the loss value of Eve is declining. Gradually, After approximately 10 epoches, Alice learns to successfully embed information in a cover image such that Eve is fooled whose loss value is increasing, and Bob learns to correctly decode the message. After 20 epoches, Bob’s loss is much low, while Eves loss remains the same. This demonstrates that Alice and Bob were trained from random initialization to appropriate performance and they have managed to effectively defeat against Eve.

The declining trend of Bob's loss value was echoed by its rising decoding success shown in Figure 4. It can be seen that the number of correctly decoded bits from either the symmetric or the asymmetric decoder Bob with bitrate of 0.06bpp, climbs faster than that from decoders with bitrate of 0.5bpp. At the end of our training epoches, both of the symmetric and the asymmetric decoders with bitrate of 0.06bpp achieved accuracy over 100%, while decoders with bitrate of 0.5bpp have been more than 99% correct.

## 5. EVALUATION

We analyze the performance of our method by measuring invisibility, the distortion made upon cover images; capacity, the size of the message we can hide; security, the degree to which encoded images can be detected by steganalyzers; and practicality, whether our scheme are practical for information hiding in real situation or not.

### Invisibility

For many scenarios, it can safely be assumed that access to the original cover image is impossible for an attacker. However, what if the cover image was discovered, even without access to the decoding network? Table 2 shows the residual image between the cover and the stego. The black pixel implies the corresponding position in the cover image and stego image are exactly the same in all RGB channels. Moreover, since the distortions are too subtle for human to observe distributions, we magnified all residual images by 8 times in Table 2. It can be found that our encoders introduce subtle distortions on cover images, and the longer message concealed in a cover image, the larger distortion occurs. It also shows the hidden message is dispersed throughout the bits in all the image, and generated stego images are quite similar with original images in appearance and can hardly be distinguished with naked eyes.

We also compare our work with Hayes and Danezi [7], which uses the fully connected layer in encoder. The alterations occur in cover images are quantitatively measured by MSE and SSIM in this paper. As displayed in Table 3 the

### 4.1. Implementation

**Datasets and Hyperparameters.** We started our experiment with “ImageNet” Dataset [12]. It is a large-scale, accurate and diverse image database built upon the hierarchical structure provided by WordNet, consisting of a total of 3.2 million cleanly annotated images. In the experiment, we make use of randomly selected pairs of images from the “ImageNet” training set. The testing was conducted on 8,000 image pairs taken from ImageNet images (not used in training).

The values of primary hyperparameters used for training are given in Table 1. Moreover, we introduce a parameter bitrate referring to the number of bits to be concealed within per pixel of containers (bpp). The experimental results and evaluation are as follows.

| Parameter | Dataset(ImageNet) |
|-----------|-------------------|
| ImageSize | $3 \times 128 \times 128$ |
| KeyLength | 1024bit |
| LearningRate | 0.001 |
| BatchSize | 64 |
| Epoches | 100 |
| Payload | 0.06bpp 0.5bpp |
| $\alpha$ | 0.5 0.5 |
| $\beta$ | 0.5 0.5 |
| $\gamma$ | 0.02 0.03 |
| $\delta$ | 0.01 0.02 |

### 4.2. Results

Both symmetric steganography and asymmetric steganography were successfully implemented in our experiment.

Figure 3 shows the training loss of symmetric and asymmetric. In the first few rounds of training, the visual quality of Alice output is low in a way that allows Eve to improve its understanding as well so that the loss value of Eve is declining. Gradually, After approximately 10 epoches, Alice learns to successfully embed information in a cover image such that Eve is fooled whose loss value is increasing, and Bob learns to correctly decode the message. After 20 epoches, Bob’s loss is much low, while Eves loss remains the same. This demonstrates that Alice and Bob were trained from random initialization to appropriate performance and they have managed to effectively defeat against Eve.

The declining trend of Bob's loss value was echoed by its rising decoding success shown in Figure 4. It can be seen that the number of correctly decoded bits from either the symmetric or the asymmetric decoder Bob with bitrate of 0.06bpp, climbs faster than that from decoders with bitrate of 0.5bpp. At the end of our training epoches, both of the symmetric and the asymmetric decoders with bitrate of 0.06bpp achieved accuracy over 100%, while decoders with bitrate of 0.5bpp have been more than 99% correct.

We analyze the performance of our method by measuring invisibility, the distortion made upon cover images; capacity, the size of the message we can hide; security, the degree to which encoded images can be detected by steganalyzers; and practicality, whether our scheme are practical for information hiding in real situation or not.

### Invisibility

For many scenarios, it can safely be assumed that access to the original cover image is impossible for an attacker. However, what if the cover image was discovered, even without access to the decoding network? Table 2 shows the residual image between the cover and the stego. The black pixel implies the corresponding position in the cover image and stego image are exactly the same in all RGB channels. Moreover, since the distortions are too subtle for human to observe distributions, we magnified all residual images by 8 times in Table 2. It can be found that our encoders introduce subtle distortions on cover images, and the longer message concealed in a cover image, the larger distortion occurs. It also shows the hidden message is dispersed throughout the bits in all the image, and generated stego images are quite similar with original images in appearance and can hardly be distinguished with naked eyes.

We also compare our work with Hayes and Danezi [7], which uses the fully connected layer in encoder. The alterations occur in cover images are quantitatively measured by MSE and SSIM in this paper. As displayed in Table 3 the
expected MSE of stego images by our training scheme is kept to a satisfactorily lower value than Hayes and Danezi [7]. Furthermore, the SSIM of that is also kept to a higher value than Hayes and Danezi [7]. On average, the results is 20% better.

The above convincingly demonstrates that the invisibility of our proposed steganographic scheme are superior to previous work, as well as visually indistinguishable from the cover image.

**Capacity and Security.** We compare our scheme against both state-of-the-art steganographic algorithms and steganalysis tools and show that it performs competitively.

Often, the amount of hidden message is set to 0.4bpp or lower. The longer the message, the larger the bpp, and therefore the more the carrier is altered [13]. The state-of-the-art steganographic algorithms, like WOW [2], HUGO [3] and S-UNIWARD [4], are commonly employed with relatively small messages (no more than 0.4bpp). So our work matches the baselines on BPP (0.4 vs 0.4). As displayed in Figure 4, both of symmetric and asymmetric decoders with bitrate of 0.5bpp achieved accuracy over 99%, so there is additionally the bitrate of 0.5bpp to compare our work with the state-of-the-art steganographic algorithms.

We compare our results against a state-of-the-art steganalyzer, ATS [14]. ATS uses labeled data to build artificial training sets of cover and stego images, and is trained using an SVM with a Gaussian kernel. Results are shown in Table 4. When we test ATS on 0.4bpp and 0.5bpp of our key-dependent steganographic scheme, it achieves a detection accuracy of around 60%, a little better than random guessing. In comparison, ATS achieves detection accuracies of 76% for HUGO [3] and more than 80% for WOW [2] and S-UNIWARD [4], even though there is only 0.4bpp of these algorithms. The detection rate of our scheme decreased by 25%, which indicates an advantage of learned steganographic scheme: unlike static classical algorithms, they can employ a different set of encoding strategies, achieving larger capacity and higher security.

**Practicality.** To validate the practicality of our idea, we simulated a real situation and implemented our asymmetric scheme with bitrate of 0.06bpp. We firstly implement our training scheme locally on machine A and then model information is transmitted to another machine B that reconstructed the learned models. The stego images embedded by the Alice

---

**Table 2. Visual effects of resultant steganographic encoders.**

| Cover bpp | Symmetric (stego / residual × 1 / residual × 8) | Asymmetric (stego / residual × 1 / residual × 8) |
|-----------|-----------------------------------------------|-----------------------------------------------|
| 0.06      | ![Symmetric 0.06](image) ![Asymmetric 0.06](image) | ![Symmetric 0.06](image) ![Asymmetric 0.06](image) |
| 0.5       | ![Symmetric 0.5](image) ![Asymmetric 0.5](image) | ![Symmetric 0.5](image) ![Asymmetric 0.5](image) |

**Table 3. Alteration in appearance measured by MSE and SSIM**

| Steganography       | Bitrate (bpp) | MSE   | SSIM  |
|---------------------|---------------|-------|-------|
| Hayes and Danezi[11]| 0.06          | 0.0894| 0.8910|
| Symmetric steganography | 0.06        | 0.0384| 0.9710|
| Asymmetric steganography | 0.5         | 0.0856| 0.9432|
| Asymmetric steganography | 0.06        | 0.0517| 0.9581|
| Asymmetric steganography | 0.5         | 0.0901| 0.9346|
Table 4. Accuracy of distinguishing between cover and steganographic images for the steganalyzers ATS

| Steganography | Bitrate (bpp) | Accuracy(%) |
|---------------|--------------|-------------|
| HUGO          | 0.4          | 76          |
| WOW           | 0.4          | 84          |
| S-UNIWARD     | 0.4          | 81          |
| Symmetric     | 0.4          | 55          |
| steganography | 0.5          | 61          |
| Asymmetric    | 0.4          | 56          |
| steganography | 0.5          | 59          |

is passed from Machine A, to Machine B, who used the Bob model to recover the secret messages. Table 5 shows Machine B was able to recover 98% of messages even though there is noise in public communication channel. The performance indicates that our steganographic decoder algorithm allows a rather effective communication between two real-world machines without obvious influence on the meaning of messages.

6. CONCLUSION

In this paper, we firstly proposed a novel key-dependent steganographic scheme with adversarial training. Compared to previous works, our key-dependent scheme improves the invisibility by 20%. In terms of capacity and security, the steganography algorithm obtained through this scheme has improved them by 25%, even if the secret message is larger. Furthermore, in the simulation of the real situation, the decoder’s accuracy rate exceeds 98%, which indicates that our scheme are effective and practical for information hiding in communication.

Furthermore, we expect this work to be expanded to other cover media such as audio and video, and expect it to be implemented on other forms of deep learning e.g. recurrent neural networks, etc.
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Table 5. An example in simulated communication

| Cover Message                                                                 | Before encode | After decode | Reconstructed message |
|------------------------------------------------------------------------------|---------------|--------------|------------------------|
| Two months ago, across an assembly-room table in a factory in Jacksonville, Fla., President Barack Obama was talking to me about... | 01010100 01110111 01110100 01100001 ... | 01010100 01110111 01110100 01100 ... | Two months ago, across an assembly-room table in a factory in Jacksonville, Fla., President Barack Obama was talking to me about... |