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ABSTRACT
Accurate astrometry is a key deliverable for the next generation of multi-conjugate adaptive optics (MCAO) systems. The MCAO Visible Imager and Spectrograph (MAVIS) is being designed for the Very Large Telescope Adaptive Optics Facility and must achieve 150 μas astrometric precision (50 μas goal). To test this before going on-sky, we have created MAVISIM, a tool to simulate MAVIS images. MAVISIM accounts for three major sources of astrometric error, high- and low-order point spread function (PSF) spatial variability, tip-tilt residual error and static field distortion. When exploring the impact of these three error terms alone, we recover an astrometric accuracy of 50 μas for all stars brighter than $m = 19$ in a 30s integration using PSF-fitting photometry. We also assess the feasibility of MAVIS detecting an intermediate mass black hole (IMBH) in a Milky Way globular cluster. We use an N-body simulation of an NGC 3201-like cluster with a central 1500 M⊙ IMBH as input to MAVISIM and recover the velocity dispersion profile from proper motion measurements. Under favourable astrometric conditions, the dynamical signature of the IMBH is detected with a precision of $0.20$ km/s in the inner $4''$ of the cluster where HST is confusion-limited. This precision is comparable to measurements made by Gaia, HST and MUSE in the outer $60''$ of the cluster. This study is the first step towards building a science-driven astrometric error budget for an MCAO system and a prediction of what MAVIS could do once on sky.
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1 INTRODUCTION

Precision astrometry is entering a new era, ushered in by the third (early) data release of the Gaia satellite (Gaia Collaboration et al. 2016, 2018, 2020) and surely culminating in the first measurements from the European Extremely Large Telescope’s MICADO imager (Multi-AO Imaging Camera for Deep Observations, Davies et al. 2016). While Gaia has provided exceptional astrometry of single stellar sources out to large distances, its accuracy is inherently limited in crowded fields, especially those beyond the Milky Way (MW) Halo. This regime will be reserved for the extremely large telescopes (ELTs). As an example, the centre of Milky Way (MW) globular clusters (GCs) are regions complicated by both crowding and often distance. The Hubble Space Telescope (HST) has dominated the study of crowded cluster centres since its inception, making use of its diffraction-limited imaging and near-distortion-free reference frame (Anderson & King 2003) to produce a plethora of surveys and dedicated studies of MW GCs (Sarajedini et al. 2007;
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\[ \text{behavior of wide field AO, provides the most uniform AO correction across a wide field of view (FoV) by correcting multiple layers of the atmosphere. This is done using multiple deformable mirrors and natural and laser guide stars (NGS and LGS respectively, Dicke 1975; Beckers 1988; Ellerbroek 1994). Since the first demonstration of MCAO on-sky in 2007 using ESO’s MCAO Demonstrator MAD, astrometry with MCAO has become increasingly popular (Marchetti et al. 2003, 2007; Meyer et al. 2011a). The only MCAO system on-sky today (used for night time astronomy) is the Gemini Multi-conjugate adaptive optics System (GeMS, Rigaut et al. 2014; Neichel et al. 2014a) at the Gemini South Telescope. Although GeMS was not designed with accurate astrometry in mind, it has since been shown to be a powerful tool for both astrometric and PM measurements in MW GCs (Massari et al. 2015, 2016b; Dalessandro et al. 2016; Monty et al. 2018).

As part of the next generation of MCAO instruments, the MCAO Assisted Visible Imager and Spectrograph (MAVIS) is an instrument being built for the Very Large Telescope Adaptive Optics Facility (Rigaut et al. 2020; McDermid et al. 2020). MAVIS will be the first workhorse MCAO system to perform AO corrections in the visible, with performance optimised at 550 nm. To do this, MAVIS will use three deformable mirrors conjugated to correct the ground layer, 6 km and 13.5 km layer turbulence, eight LGS and three NGS. For clarity, a schematic of the MAVIS on-sky footprint is shown in Fig. 1, where the circular technical field is marked (r_{TF} = 60\degree), the CCD footprint is shown as the green region enclosing the AO-corrected science field (r_{SC} = 15\degree). The three NGS (shown in red in Fig. 1) are selected within the technical field, while the eight LGS (shown in orange) lie just beyond the science field. MAVIS will provide 15% encircled energy within 50 mas over 50% of the sky at the South Galactic Pole. Furthermore, MAVIS will deliver a maximum FWHM of 26 mas (goal 24 mas) using three NGS as faint as magnitude H = 18.

Feeding both an imager and a spectrograph, a core science target of MAVIS will be crowded stellar fields. A science target shared in common with MICADO (Fiorentino et al. 2017). To complement the capabilities of MICADO, MAVIS will add additional spectral information below 800 nm and deliver astrometric and PM accuracy on the order equal to the ELT with a differential astrometric requirement of 150 \mu as and target of 50 \mu as. To achieve this level of astrometric accuracy, each term contributing to the final astrometric error must be well understood and accounted for in the final astrometric error budget. This is challenging, as MCAO systems have been shown to have both static and dynamic astrometric error terms (Lu et al. 2014; Massari et al. 2016b; Patti & Fiorentino 2019), with dynamic contributions varying on the timescale of single exposures. Despite the challenges associated with astrometry on MCAO instruments, they provide the only opportunity to achieve similar or better spatial resolution than HST in dense stellar fields over a comparable FoV (Dalessandro et al. 2016; Massari et al. 2016b).

MAVIS will explore a variety of science cases in crowded stellar fields, with a key science theme being the study of stellar clusters across cosmic time. Coupling the high spatial resolution of MAVIS (~0.02\arcsec in the V band) with the high spectral resolution mode (R~13000) of the proposed spectrograph, science cases for GCs include probing as-yet unresolved cluster cores to examine chemical inhomogeneities and binary and multiple stellar populations (for a complete list of science cases see McDermid et al. 2020). A key capability of MAVIS will be to couple chemical abundances and kinematic information with spatially resolved photometry in a homogeneous way.

A MAVIS science case that will demand both the high spatial and spectral resolution of MAVIS is the search for intermediate mass black holes (IMBHs) in cluster centres. IMBHs, in the mass range of 10^3 - 10^5 M_\odot have been proposed as the “missing link” between the formation of stellar mass BHs and the super-massive BHs found in galactic centres (Rees 1978, 1984; Miller & Colbert 2004; Ferrarese & Ford 2005; Volonteri 2010). If IMBHs exist in GC centres, the mechanism behind their creation is still unclear. One theory, “runaway collisions”, involves the formation and subsequent merging of massive stars in cluster centres (Ebisuzaki et al. 2001; Portegies Zwart et al. 2004; Gürkan et al. 2004). Merging occurs between massive binaries and triple systems at the cluster centre at an increasing rate until a supermassive star (~ 400 – 1900 M_\odot) is formed at the centre (Sakurai et al. 2017). This central star then collapses directly to form an IMBH. Other theories suggest the formation of IMBHs through the repeated dynamical interactions of close binaries composed of stellar-mass BHs and main sequence stars coupled with accretion on longer timescales (Giersz et al. 2015).

Thus far, observational evidence for a low mass (350 M_\odot) IMBH in a young, dense star cluster has been found through X-ray observations (Portegies Zwart et al. 2004). But as of yet, no undisputed evidence of IMBHs at the centre of GCs has been found, with
many early assertions being challenged through either additional observations and/or re-modeling (e.g. in the case of 47 Tuc; Grindlay et al. 2001; de Rijcke et al. 2006; Kızıltan et al. 2017; Freire et al. 2017; Hénault-Brunet et al. 2020). From a strictly stellar dynamical point of view, the characteristic signature alluding to the presence of an IMBH is a rise in velocity dispersion in the cluster core. An increase in measured velocity dispersion from PM measurements (subject to considerations of cluster anisotropy), coupled with a cluster surface brightness profile can be used to infer the expected dispersion from visible matter alone (e.g. Anderson & van der Marel 2010; Noyola & Baumgardt 2011). The discrepancy in observed dispersion can then be associated with a dark matter component, be-it a collection of stellar-mass black holes or a central IMBH (Hénault-Brunet et al. 2020). The approach was used by Håberle et al. (2021) in their study of the MW GC NGC 6441 using the NACO instrument (Lenzen et al. 2003; Rousset et al. 2003b) at the VLT. By coupling their NACO data with existing HST data they recovered PMs over a 15 year epoch with a precision of ~30 µas/yr for the brightest stars. They concluded that a central IMBH in NGC 6441 could neither be confirmed, nor ruled out finding an upper mass limit of M_{IMBH} < 1.32 × 10^4 M_☉.

Alternatively, direct measurement of the line-of-sight velocities of stars near the cluster core could be used to infer the presence of an IMBH (e.g. Kamann et al. 2016). To put a detection on firmer footing, both techniques have been used, coupling line-of-sight velocity measurements from one instrument with PM measurements from HST (Gebhardt et al. 2005). Recently, a survey using the MUSE IFU spectrograph (Bacon et al. 2010) (without AO), was undertaken of 25 MW GCs in part to examine the internal dynamics (Kamann et al. 2018). Using a powerful de-blending technique developed in Kamann et al. (2013), the survey team were able to extract a total of 200,000 stars. The technique relies on the use of a complementary photometric catalogue of similar spatial resolution to perform source detection and a well described analytical model of the PSF (Kamann et al. 2013). Using this technique Kamann et al. (2016) measured the line-of-sight velocities in NGC 6397 for 12,000 stars, concluding that an IMBH could be present. Coupling the higher spatial and spectral resolution of MAVIS, a homogeneous study of GC cores could be undertaken with high enough discrimination to say with certainty whether central IMBHs are present.

Fig. 2 shows MW GCs with measured central velocity dispersions as a function of heliocentric distance. The dispersion values were taken from the catalogue of Baumgardt & Hilker (2018) and converted to PM. The contours of constant velocity dispersion highlight the increasing difficulty of PM measurements at increasing heliocentric distances. The red shaded regions highlight the MW GCs with central dispersion values that could be resolved by MAVIS given the predicted astrometric precision alone. To detect an IMBH in any of these clusters MAVIS would need to resolve the dynamical signature of the IMBH in addition to the internal dispersion. Note that the number of clusters with resolvable internal kinematics increases by nearly a factor of two if MAVIS achieves its goal of 50 µas precision.

Formally, the astrometric requirement for MAVIS is that for high signal-to-noise sources (S/N > 200) separated by no more than one arcsecond, MAVIS will provide an astrometric accuracy of 150 µas (with the goal of 50 µas). Furthermore, this assumes that at least three astrometric (e.g. Gaia) reference sources are present in the image and that the lower order plate scale and rotational terms can be calibrated to within 0.01%. Although a highly technical requirement, as a first step to verifying that it can be achieved, several sources of error must be quantified and understood to predict the true capabilities of MAVIS. It is with this goal in mind that we have designed the MAVIS Image Simulator (MAVISIM).

This paper is organised as both a review of the common astrometric error sources present in MCAO systems, presented with observational astronomers in mind, as well as an exploration into the predicted capabilities of MAVIS, the first workhorse visible MCAO instrument. Section 2 presents an initial astrometric error budget for MAVIS and a description of three major astrometric errors considered in this study. Section 3 then transitions to a discussion of how we have chosen to model the aforementioned errors in MAVISIM. In Section 4, drawing inspiration from Fiorentino et al. (2020), MAVISIM is used to explore the possibility of detecting a central IMBH in a MW GC with MAVIS. Section 5 presents the results of an exploration into the predicted dominant source of astrometric error in MAVIS and the results of the IMBH investigation. Finally, Section 6 discusses what we aim to incorporate into the next version of MAVISIM.

2 THE PRELIMINARY MAVIS ASTROMETRIC ERROR BUDGET

The preliminary MAVIS astrometric error budget is shown in Table 1. Each error is listed alongside a brief description of its expected impact, scale and whether it is modeled in this first iteration of MAVISIM. The current version of the budget draws from existing astrometric investigations and budgets for other MCAO-fed instruments (e.g. MAD: Meyer et al. 2011b, GeMS/GSOFI: Neichel et al. 2014b, TMT/IRIS: Schöck et al. 2013, 2016, ELT/MICADO: Trippe et al. 2010; Rodeghiero et al. 2018) with many sources in common. While identifying the absolute scale and impact of each effect is difficult and likely not possible before going on-sky, we aim to incorporate as many of the listed error sources as possible in MAVISIM, presenting a new way to directly test the impact of each on real MAVIS science cases. In the following section we provide a brief description of the three major astrometric errors we have modeled thus far.
Table 1. The preliminary astrometric error budget for MAVIS including the different sources, their expected effect and impact on astronomy and whether they are included in this first version of MAVISIM. Note that the effects of each error term are characterised as having a high- (HO) or low-order (LO) distortive effect on the PSF. The terms shown in bold are discussed in more detail in section 2.

| Error Type                          | Description                                      | Expected Impact | In MAVISIM 1.0 |
|-------------------------------------|--------------------------------------------------|-----------------|----------------|
| PSF Field Variability               | HO and LO spatial variability of the PSF across the FoV | Large           | ✓              |
| Tip-Tilt Residual Error             | Degradation of the PSF (core) across the FoV      | Large           | ✓              |
| Atmospheric Differential Refraction | Positional bias after ADC correction             | T.B.D.          |                |
| Charge Diffusion in Detector Pixels | Brooding of PSF core                             | Intermediate    | ✓              |
| CCD Pixel Quantum Efficiency Inhomogeneity | Intra-pixel and inter-pixel effects       | T.B.D, Small    | ✓              |
| Photon & Read Noise                 | Overall degradation of PSF                      | Intermediate    | ✓              |
| Static Distortion from the AO Module| HO and LO effects to PSF                         | Small           |                |
| Dynamic Distortion from the AO Module| HO and LO effects to PSF                        | T.B.D.          |                |
| Telescope Plate Scale Variations    | LO effect to PSF                                 | T.B.D.          |                |
| Telescope Field Distortion          | HO effect to PSF                                 | T.B.D.          |                |
| AO Module Deformable Mirrors        | HO effect to PSF                                 | Small           |                |

2.1 PSF Field Variability

Positionally-dependent changes to the PSF profile, characterised as “PSF field variability” are both dynamic and static perturbations to the PSF. The primary cause of the variability is anisoplanatism between the science object and AO reference sources. In the case of high-order (HO) spatial variability, stemming from the LGS reference sources, the static contributions are associated with the fixed geometry of the LGS constellation, while dynamic contributions can result from a time-dependent sodium layer profile (Thomas et al. 2008). Briefly, static anisoplanatism occurs when the science object and AO reference object (LGS/NGS) do not occupy the same isoplanatic patch and thus occupy regions of non-identical turbulence (Fried 1982). This results in a worsening AO correction with increasing angular distance from the reference object, manifesting as a spatially-dependent degradation of the PSF.

2.2 Tip-Tilt Residual

Representing the dominant aberrations in all AO systems, uncorrected tip-tilt (TT) terms introduce an unknown shift to the centroid of science objects. Understanding the residual error associated with the expected TT correction is therefore a critical component of our astrometric budget. The TT residual is dynamic in reality due to e.g. the effects of “windshake”, telescope vibrations and measurement errors associated with NGS flux (Kulesár et al. 2012), but is often modeled as a single, static error. The effect of NGS anisoplanatism also leads to a spatially variable TT residual. In practice, temporal and spatial changes to the TT residual affect differential astrometry by changing the measured distance between science objects across different exposures (Cameron et al. 2009). Ignoring the contributions from the telescope to the residual, the NGS characteristics and configuration govern the scale and field variability of the TT residual. Selecting an optimum NGS constellation is limited by the availability of guide stars both in terms of geometry and brightness.

2.3 Low Order Static Distortion from the AO Module

Considering the AO module (AOM) only, both static and dynamic distortions contribute to the astrometric budget. Static distortion largely stems from non-common path aberrations (NCPAs) and off-axis alignment of optical elements and can be modeled using ray-tracing software or recovered on-sky using a calibration (pinhole) mask. In the GeMS AOM, the presence of significant static distortion in the system has been a limiting factor for achieving precision astrometry (Massari et al. 2016b). The static distortion contributes a fixed spatial offset to the stars that can be mis-interpreted as an additional PM term. To improve astrometric measurements with GeMS post-commissioning, the static distortion has been studied using both the ray-tracing technique (Patti & Fiorentino 2019) and an astrometric mask which was installed in 2017 (Riechert et al. 2018). Both studies found that μas distortion residuals were achievable when fitting the distortion pattern with at least a third order polynomial.

3 THE MAVIS IMAGE SIMULATOR

MAVISIM was designed to produce “realistic” MAVIS images that can be used to explore both the technical and scientific capabilities of MAVIS. It is written entirely in Python using an object oriented approach. Following the example set by SimCADO (Leschinski et al. 2016), we have bundled MAVISIM as a Python package to simplify its distribution. In the following section we present how each error term included in MAVISIM is modeled. Each of the error terms is modeled independently and can therefore be analysed separately to examine their effect on astrometric performance. In Section 3.2 we give an overview of the steps used to generate the final image, the inputs, and the final product.

3.1 Modeling Astrometric Error Terms

3.1.1 PSF Variability: High Order Aberrations

In Section 2.1 we described PSF field variability due to anisoplanatism in a general sense, in the context of MAVISIM we use the term “HO PSF field variability” to describe the effects of anisoplanatism specifically associated with the high-order (HO) LGS corrections. In the modal modeling approach, Zernike polynomials are used to model the wavefront (Noll 1976). LGS light is used to recover the aberrations represented by the HO Zernike polynomials. Among the HO aberrations, anisoplanatism is the most dominant. In practice, LGS anisoplanatism affects the entire PSF profile but dominates inside the AO control radius (~ 0.28″ at 550 nm). Where the control radius is defined in radians as, \( r_{\text{corr}} = {\lambda n/2D} \), with \( n \) being the number of actuators in the telescope pupil diameter (40 for MAVIS), \( \lambda \) the image wavelength and \( D \) the telescope diameter.

In this first iteration of MAVISIM we simulate the MAVIS PSF...
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using a Fourier-based method (Roddier 1981; Jolissaint et al. 2006; Neichel et al. 2008, 2021; Agapito et al. 2020). This method has the advantage of modeling the effects of imperfect HO corrections very quickly. Although a more accurate model of the MAVIS PSF has been generated using an end-to-end AO simulation in COMPASS (Gratadour et al. 2014; Cranney et al. 2019), we choose to experiment only with the Fourier PSF at this point. The reason for this is two-fold: i) the quick generation of PSFs across the MAVIS FOV on the time scale of seconds and ii) the ability to add the low order (LO) TT residual term separately, providing flexibility on the choice of NGS constellation. Although MAVISIM can accept PSFs generated using either method, we postpone the use of an end-to-end PSF model to a later version of the simulator, discussing the specific test cases in Section 6.4.

Briefly, the Fourier method provides a representation of the long-exposure, time averaged PSF. The PSF is derived by taking the Fourier transform (ℱ) of the system Optical Transfer Function (OTF) as described by: 

\[ \text{PSF} = \mathcal{F} \left[ \text{OTF}_{\text{system}} \right] = \mathcal{F} \left[ \text{OTF}_{\text{DL}} \times \text{OTF}_{\text{AO}} \right]. \]

Where the system OTF itself is expressed as the product of the OTF of the telescope and instrument in the turbulence-free case (OTF_{DL}), and the OTF resulting purely from the turbulence residuals after AO compensation (OTF_{AO}). The AO OTF itself can be computed from the structure function of the compensated phase, the difference between the true and reconstructed wavefront. The latter is estimated from the AO error term including but not limited to anisoplanatism, servo-lag introduced by the AO loop, aliasing associated with the wavefront sensor (Rigaut et al. 1998; Gentron & Rouset 2012) and measurement noise.

To cover the range of PSF spatial variability across the 30′×30′ imager field, we create an equally sampled grid of 11×11 PSFs using the Fourier method. A Bilinear interpolation is then used to determine the PSF at interim positions in the grid. To facilitate rapid experimentation of the different error terms, we trim the Fourier PSF to enclose > 95% of the encircled energy. An example profile of the Fourier PSF is shown in Fig. 3, with the AO core (control radius) marked for clarity.

Two examples of the MAVIS Fourier PSF radial profile are shown in Fig. 3 at different locations in the imager FoV. Adopting the convention that the centre of the MAVIS imager is (0′, 0″), all the PSFs selected are from the lower left hand corner (-15″, -15″) and slightly inwards (-9″, -9″). Note that the PSF at (-15″, -15″) is actually outside of the optimally corrected MAVIS science field, a circle with \( r = 15″ \). The radial profiles are shown in the left plots alongside log-intensity thumbnails of the PSFs where the radial slice is denoted with a cyan line. Both radial profiles are plotted on top of the radial profile of the central PSF (0′, 0″), shown in red. The PSF at (-15″, -15″) shows the most obvious disagreement with the central PSF profile, with the bulk of the light pushed out from the central peak and out to radii closer to the AO control radius (\( r \sim 0.28″ \)). In fact, the control radius is not easily discernible in the worst-case PSF in the direction of elongation. The second case, closer to the centre at (-9″, -9″) shows better agreement with the central PSF profile, even in the direction of elongation.

### 3.1.2 Tip-Tilt Residuals: Low Order Aberrations

In practice the effect of the TT residual is to broaden the probability distribution function associated with each measured object, smearing and increasing the size of the core of the PSF (\( -0.18″ \) at 550 nm vs. the diffraction limited case of \( -0.14″ \)). In addition to increased PSF core sizes, anisoplanatism arising from the NGS constellation geometry introduces a spatial dependence on the final shape of the PSF core. Also, as the TT determination is sensitive to measurement noise, which is governed by the number of NGS photons, the magnitude of the TT residual depends on the stellar NGS magnitudes as well.

As the TT residual can be approximated using Gaussian statistics (Olivier et al. 1993), it can be visualised and modeled as a 2D multivariate Gaussian kernel. The shape and size of the kernel at different points in the field, parametrised as the semi-major axis, semi-minor axis and inclination angle capture the magnitude and field variability of the residual. The time averaged TT kernel is then calculated at various points in field by adding the total tomographic error in quadrature with the total vibration/windshake error, and a term capturing the noise covariance matrix of the three NGSs as

\[ \sigma_{TT}^2 = \sigma_{\text{vib}}^2 + \sigma_{\text{windshake}}^2 + \sigma_{\text{noise}}^2. \]

Note that the tomographic error encompasses the anisoplanatic term.

To determine the TT contribution under different conditions, we consider three different TT kernel maps derived using the different NGS constellations given in Table 2. These three maps capture the "good", "typical" and "bad" TT cases. Interestingly, although the magnitude of the TT kernel is the largest in the case of the bad constellation, it is more variable in the case of the good constellation and even more so in the case of the typical constellation. The effects of both the magnitude and variability of the TT kernel are investigated in subsequent sections.

![Figure 3](image_url)

**Figure 3.** Radial profile of the MAVIS PSF at two different points in the imager field, (top) at the edge of the field in the lower left corner (-15″, -15″), demonstrating the worst case PSF and (bottom) slightly inwards from the corner of the field (-9″, -9″). Both are shown as black dashed lines. Plotted beneath each profile and shown in red, is the profile of the PSF at the centre of the FoV (0″, 0″). The AO control radius is marked in each profile with a black dotted line. To the right of each profile is a log intensity thumbnail PSF, highlighting the radial elongation of the PSF due to anisoplanatism. The axes are both in pixels and mas, as the pixel sampling is one pixel mas.

| Const. NGS1 | NGS2 | NGS3 |
|-------------|------|------|
| (0″, 0′, mag) | (0″, 0′, mag) | (0″, 0′, mag) |
| Good | (10, 0, 15) | (10, 120, 15) | (10, 240, 15) |
| Typical | (30, 330, 16) | (40, 90, 18) | (10, 240, 15) |
| Bad | (40, 0, 18) | (40, 120, 18) | (40, 240, 18) |
The three maps of the calculated TT kernel, sampled every 3\arcsec across the imager FoV, are shown in Fig. 4. Each point in the maps represents the projected shape of the TT kernel. The NGS constellations are also shown in Fig. 4 as the red stars. The left map shows the good constellation configuration, the centre shows the typical configuration and the right the worst configuration. In the top map, only NGS3 lies in the science field, while the worst map contains no NGSs in the science field. In the case of Fig. 4 and all the simulated constellations, the TT kernel spatial variability is relatively smooth and thus easily interpolated. This allows for the creation of a field-dependent and thus object-dependent TT kernel at each point in the MAVIS imager FoV. Additionally, the Gaussian nature of the kernel allows for sub-pixel positional shifts to be captured in the kernel itself.

### 3.1.3 Low Order Distortion: Static Term

The MAVIS AOM has been designed to minimise geometric distortion, primarily through the use of on-axis transmissive optics. As MAVIS operates in the visible, transmissive optics provide optimal throughput and remove the need for off-axis optical elements, the primary contributor to field distortion. Off-axis parabolic mirrors, found in current and future near-IR MCAO systems including GeMS (James et al. 2003) and NFIROAS (Herriot et al. 2010) are the primary source of off-axis-introduced distortions. Although in the case of NFIROAS, two pairs of off-axis parabolic mirrors correct for the introduced distortions (Crane et al. 2018). In addition to avoiding the use of off-axis elements, the MAVIS AOM will have a dedicated pinhole mask to calibrate both static and quasi-static (night-to-night) distortions. In a subsequent paper we will explore the characteristics and capabilities of the distortion mask.

To model the static distortion in the AOM, we use a ray-tracing technique to create a static distortion map (as described in Patti & Fiorentino (2019)). The map is then interpolated and used to shift each TT kernel. The nominal MAVIS static distortion map is shown on the left in Fig. 5 along with the scaled x and y-projections. The MAVIS science FoV, representing the area with the best AO correction, is shown as the red circle (\(r_{SF} = 15\arcsec\)) in Fig. 5. At present we do not consider mid-spatial frequency errors (caused by the grinding/polishing process) for the optical surfaces and therefore expect this to be a lower limit of the true static distortion map. That being said, we see a maximum distortion (summing the x and y contributions in quadrature) of 0.44 mas at (15\arcsec, -15\arcsec) which is outside of the science FoV. For context, Patti & Fiorentino (2019) recover a maximum static distortion of 180 mas (nine pixels) with a standard deviation of 34 mas (1.7 pixels) across the GeMS field. More importantly, within the MAVIS science field the distortion is significantly smaller. The distortion at points a, b and c marked in the distortion map shown in Fig. 5, is 0 mas, 0.02 mas and 0.16 mas respectively. A further encouraging result is the small value of the standard deviation across the science FoV, 0.05 mas when summing the x and y contributions in quadrature.

### 3.1.4 Modeling the Imager

The post-focal instrumentation of MAVIS will include a \(\sim4000\times4000\) pixel imager (the current baseline is a CCD250) to provide diffraction limited imaging of the \(r = 15\arcsec\) MAVIS science field. Nominally the imager will cover the U to z band, sampling at 7.36 mas per pixel. For simulation purposes we round the pixel size to 7.5 mas per pixel for ease of computation. The true pixel size of 7.36 mas reflects the choice to optimise and oversample around the V band where the FWHM at 550 nm is \(\sim17.9\) mas. Slightly larger than the diffraction-limited FWHM, the realistic FWHM is determined by adding the diffraction-limited PSF, 14.2 mas in quadrature with the average TT residual FWHM from the typical map 8.5 mas and an additional term due to charge diffusion among adjacent pixels (pixel cross-talk). In the case of the CCD250, we estimate the charge diffusion PSF to be at maximum 94\% of a pixel, or 6.9 mas. Read out noise and quantum efficiency are based on the detector baseline (Rigaut et al. 2020). Additional detector effects like inter-pixel sensitivity variations will be investigated in the future following the method outlined by Toyozumi & Ashley (2005). The sky background value for Paranal, as well as instrumental and telescope throughput, are included to simulate realistic image characteristics.

For the case of monochromatic images, we adopt a V band sky brightness of 21.61 mag/arcsec\(^2\) (Patat 2004). The throughput of the system is taken into account by combining the expected throughput of the AOM with the average reflectivity of the VLT. This results in a total throughput of \(\sim45\%\), which is slightly larger than that of the MAVIS exposure time calculator (ETC) but agrees within 5\% (see McDermid et al. 2020, for details of the MAVIS ETC). Shot noise...
is added to the image, assuming the read noise limited case for each pixel (Poisson statistics). The image is then converted from photons to electrons assuming a quantum efficiency of 89%. Finally, 3 e$^-$ of read noise is added before capping saturated stars assuming a 16 bit analogue to digital converter.

3.2 Image Generation

Having described each component of MAVISIM, we now provide an overview of the entire process leading to the creation of monochromatic image in Fig. 6. Beginning with the source data, each object (point source) is represented using it’s position and flux. This information is then used in-part to create a unique TT kernel represented by a Gaussian. The mean value of the kernel is derived using the object’s positional information including sub-pixel shifts and field-dependent static distortion. The standard deviation of the Gaussian kernel is then calculated by summing the charge diffusion term (3 mas), an additional vibration term (3.5 mas) and the object-kernel is then calculated by summing the charge diffusion term and additional unknown terms. The kernel is then scaled using the field-dependent TT residual in quadrature. The vibration term is fixed at 3.5 mas to capture a pessimistic estimate of the telescope vibrations and additional unknown terms. The kernel is then scaled using the object’s flux. Simultaneously, the objects position is used to create a field-dependent “thumbnail” Fourier PSF capturing the specifics of the MAVIS OTF and the HO terms out to the control radius. Recall thumbnail-sized PSFs are selected to avoid lengthy convolutions. The object kernel and Fourier PSF are then convolved to create the final PSF for each object in the data set.

Following the convolution, the PSF of the object is placed into a 5000 $\times$ 5000 pixel array with fixed plate scale to be used in the creation of the final image. For simplicity, we call this large array the “AO Field”. A snapshot of the field can be seen in the “Final PSF (HO + LO Terms)” block of Fig. 6. Although not pictured in the figure, the object kernels are also placed into a 5000 $\times$ 5000 pixel array we call the “Kernel Field”. To capture the seeing wings of each object we convolve the Kernel Field with a single large 40$''$ $\times$ 40$''$ PSF taken at the centre of the MAVIS FoV. Prior to convolution, information within the control radius of the large PSF is removed and ramped to smooth the transition into the wings. Convolution with the Kernel Field results in the “Seeing Field”, an image of seeing wings, as shown in the “Apply Seeing Wings” block of Fig. 6. To create the penultimate, noise-free image, we add the AO Field and Seeing Field together. Note that flux is preserved as there is no overlap between the images aside from the small ramped region associated with the central PSF and wings. The sky, noise and detector characteristics are then applied following the procedure outlined in Sec. 3.1.4 to create the final MAVISIM image.

4 APPLICATION OF MAVISIM: SCIENCE TEST CASE

To test the predicted astrometric capabilities of MAVIS on a real science case, we have simulated multi-epoch observations of the MW GC NGC 3201 to recover the dynamical signature of a central IMBH through measured PMs. In this section we discuss the input N-body catalogue to MAVISIM and the method by which the PMs are extracted.

4.1 Simulating a MW-like Globular Cluster

As input to MAVISIM we adopt the cluster-specific N-body catalogues of Baumgardt (2017) and Baumgardt & Hilker (2018). As described in Baumgardt & Hilker (2018), the cluster-specific N-body model is chosen from a grid of 2700 simulations created through varying the initial density profile, half-mass radius, cluster metallicity and mass fraction of the IMBH. The best-fit model is then selected by comparing the observed cluster velocity dispersion, surface brightness profile and mass function against the simulated catalogues. We model a ten year epoch and create two sets of input N-body catalogues, each normalised to contain the same distribution of stellar magnitudes and the same total number of stars. The number of stars chosen represents the typical stellar density of the core of NGC 3201 to match the predicted MAVIS imager FoV. One catalogue set contains a central 1500M$_\odot$ IMBH, representing ~ 1% of the cluster mass, while the other has no central IMBH.

In the simulation we include all the effects discussed in Section 3, although the static distortion is held constant across epochs and thus has no effect on the simulated astrometry. This is a strong assumption and is likely not physical. However, we expect that with the astrometric calibration mask discussed in Section 6.3 we will be able to reduce the static distortion present in MAVIS to a negligible level at any epoch. The turbulence conditions are also kept constant.

Figure 5. Static distortion map and projections created using a ray-tracing method. The MAVIS science FoV is marked as the red circle in the left plot of the static distortion. Three positions are marked in the field as a, b and c, the distortion values associated with these points are given in Sec. 3.1.3. Projections of the x and y-offsets, scaled by a factor 1000, are included in the middle and right plots respectively.

Figure 6. To create the penultimate, noise-free image, we add the AO Field and Seeing Field together. Note that flux is preserved as there is no overlap between the images aside from the small ramped region associated with the central PSF and wings. The sky, noise and detector characteristics are then applied following the procedure outlined in Sec. 3.1.4 to create the final MAVISIM image.
across the two epochs. We select the best case TT residual represented by the “good” NGS constellation. This choice is justified by NGC 3201 being a bright and nearby cluster that is likely to contain three \( m_H \sim 15 \) stars in its centre. The flux associated with each star is calculated by MAVISIM using the V band magnitude from the input catalogue. We assume the observations are made at zenith to adopt an extinction of 0.129 magnitudes and calibrate to the Vega photometric system. The total integration time of the simulated images is 3600s, created by stacking 120, 30s frames. The final stacked image is normalised such that the maximum value is the saturation value (65535 ADU). An example image is shown in Fig. 7. The HO PSF field variability at two regions in the imager field is highlighted using the zoomed insets, one inside and one outside the science FoV (area of optimal AO correction).

### 4.2 Recovering Astrometry with DAOPhot

To recover astrometry in MAVISIM images we use DAOPhot - IV and ALLSTAR (Stetson 1987, 1994), standard photometry tools used for MCAO images (Turri et al. 2015; Massari et al. 2015, 2016a; Monty et al. 2018; Saracino et al. 2015, 2016, 2019). We follow the standard “recipe” for photometry with DAOPhot-IV: i) PHOT to perform initial forced aperture photometry using an input coordinate file ii) PSF to build a mixed analytical-empirical model of the PSF and iii) ALLSTAR to perform the final PSF photometry and re-centroiding. In order to only probe the capabilities of PSF-fitting photometry in the extraction of astrometry, we perform forced photometry initially. Forced photometry is standard practice in crowded field and is typically done using an instrument of comparable spatial resolution (e.g. using HST Monty et al. 2018). As MAVIS will deliver higher spatial resolution than HST, forced photometry may not be possible in practice, however we accept this assumption in this study to avoid biasing ourselves by the abilities of source detecting software. We use a cubically variable PSF, modeled as Moffat function of \( \beta = 3.5 \), selected following some experimentation. As we choose not to investigate the predicted photometric precision of MAVIS in this paper, we do not optimise DAOPhot - IV for MAVISIM images at this time. We consider this an appropriate compromise as astrometry is most sensitive to modeling of the PSF core and less so to potentially complex PSF wings. To this end, we evaluate the entire MAVIS FoV as one, selecting stars across the field to build the PSF, rather than performing photometry “chip-by-chip” as discussed in (Saracino et al. 2015; Turri et al. 2015).

A challenging aspect of the MAVIS Fourier PSF is the complex structure within the AO control radius. Within the control radius, the Fourier PSF displays a pinwheel shape related to the LGS geometry. As such, we experimented with the ideal parameters from which to generate the model of the PSF within DAOPhot-IV. The resulting astrometric accuracy and residual image were used to converge on the best modelling parameters. Ultimately, we adopted an analytical profile within the radius of the first Airy ring, specified using the FITRAD parameter. Beyond the first ring and up until the final discernible Airy Ring we adopted an empirical model of the PSF captured in a lookup table and specified using the PSFRAD parameter. Although we did not examine the photometric results using these parameters, the residuals captured in the subtracted image produced by DAOPhot were satisfactory. In the future, we hope this approach will aid in the analysis of diffraction-limited images with DAOPhot-IV which has proven a robust and capable tool for non-AO and AO images alike.

Ultimately, an accurate model of the PSF provided alongside observed data will greatly ease the challenges associated with PSF-fitting. A relatively recent and encouraging technique is PSF-reconstruction (Veran et al. 1997), where information from the wavefront sensor is used to reconstruct the PSF. It has successfully been used to model the PSF on extreme AO and ground-layer AO systems (Beltramo-Martin et al. 2020; Fusco et al. 2020) and has already been used successfully as a PSF input to extract highly precise stellar positions and magnitudes (Massari et al. 2020).
5 RESULTS

In the following section we present the results of simulating the performance of MAVIS including: astrometric precision under different observing conditions and the predicted performance in achieving a key science case, the detection of IMBHs in GC centres.

5.1 Astrometric Accuracy: Towards a Complete Astrometric Error Budget

As a reminder, MAVIS currently models the NGS TT residuals, including the spatially-dependent terms, a field variable PSF capturing LGS anisoplanatism and additional HO terms, and the fixed static distortion from the AOM. Using MAVIS we can tune each term individually to propagate the effects through to proposed science cases. In this section we examine the consequences of adopting the best and worst NGS constellations and a HO and LO spatially variable PSF on astrometric accuracy. As we assume that the static distortion will be modeled out using our calibration mask and we have not yet modeled a realistic dynamical term, we neglect these terms in our discussion.

To examine the aforementioned effects we generated eight images (simulations) of 30s each. The parameters for each simulation are given in Table 3. For each simulation listed in Table 3, we represent the TT residual term derived from each map as the average semi-major axis of the TT kernel, $\sigma_{\text{TT,res}}$. In every case the final TT kernel is derived as described in Sec. 3.2.

As listed in Table 3, simulations II-IV have different input TT kernel maps, accounting for the good, typical and bad NGS constellations described in Sec. 3.1.2 and shown in Fig. 4. In the case of Simulation I, we do not include the NGS TT residuals and instead adopt a static TT kernel comprised only of charge diffusion and vibration terms (see Sec. 3.2). Simulation Ia explores the effects of turning on the HO PSF variability, while holding the TT residual kernel constant. Simulation Ib explores the opposite, keeping the HO PSF static and turning on the TT residual variability by adopting the residual map associated with the typical NGS constellation. Simulations III×3 and IV×3 utilise the same NGS constellation as simulations III and IV but the TT residual term is multiplied by a factor of three to probe the extreme cases. In all cases, except Simulation I and Ib, we adopt a field variable HO PSF. In the case of simulations I and Ib, we adopt the PSF at the centre of the FoV as our static HO PSF, thus neglecting all anisoplanatic terms. At this time we consider only a monochromatic PSF at 550 nm. All images include sky background and detector effects. As input to MAVIS we use the catalogue described in Sec. 4.1 emulating the MW GC NGC 3201 containing ~ 3500 stars.

To recover the stellar positions for each simulation we use ALLSTAR as described in Section 4.2. Briefly, to model the PSF we select ~ 100 stars across the FoV and keep the DAOPhot parameters constant across simulations Ib and II-IV except in the case of simulations III×3 and IV×3 where we double the PSFRAD parameter. For simulations I and Ia we model the PSF as both a static PSF and cubically variable PSF and adopt the better results of the two (quantified

---

Table 3. Parameters used, and effects included for each of the eight, 30s simulations. $\sigma_{\text{TT,res}}$ refers to the TT kernel atmospheric residuals only, while the average FWHM additionally includes the charge diffusion and vibration terms. The fraction of DAOPhot - IV-recovered stars relative to input stars is given in the last two columns for stars brighter than 22 magnitudes and fainter than 22 magnitudes respectively.
as smaller astrometric errors, though the results are comparable in both cases). The stellar positions are re-determined during our final run of ALLSTAR by selecting the re-centroiding option and then matched with the input catalogue using the SciPy implementation of a cKDTree (Virtanen et al. 2020). When performing ALLSTAR we leave the FITRAD parameter free for each simulation, experimenting with different values to extract the best astrometry. Prior to discussing the results, we remind the reader that the magnitudes discussed throughout this section are the ground truth magnitudes taken directly from the N-body input catalogue. We do not quote the DAOPhot recovered magnitudes at any point.

The results of the eight simulations are shown in Figs. 8-10 as the difference in the input x-position vs. the recovered x-position of each star in the catalogue. The average astrometric dispersion for one-magnitude-sized bins are also given, following three iterations of 2\(\sigma\)-clipping Gaussian filtration. Average dispersion values are also quoted in Table 4, in slightly wider bin intervals. The number of stars in each bin is included next to the dispersion values. Beginning with simulations I, Ia and Ib we examine the effects of HO PSF and TT residual spatial variability independently using Simulation I as our reference point. Examining both Fig. 8 and rows 1-3 in Table 4, we can see that all three simulations show similar values of dispersion until around \(m \approx 22\). Above \(m \approx 22\) the dispersion increases between the three simulations, with the largest increase in dispersion associated with Simulation Ib. Recall Ib includes a spatially variable TT residual kernel and a static HO PSF. From this, we can conclude that at fainter magnitudes the effects of a field variable HO PSF, dominated by LGS anisoplanatism, are less important than a spatially variable TT kernel. If we consider that the majority of the change to the PSF shape attributed to the HO terms (seen for example in Fig. 3) occurs beyond the first Airy ring and assert that the centroiding algorithm performed through PSF-fitting photometry is most sensitive to the PSF core, this result is not unexpected. Note that this result, as well as those that follow were found to be insensitive to exposure time, as we experimented with increasing the exposure time by a factor of 10 and found the trends remained.

Perhaps the most interesting result is related to the change of

![Figure 8](image1.png)  
**Figure 8.** Astrometric accuracy as a function of magnitude for simulations I, Ia and Ib. The average dispersion for each one magnitude wide bin is shown as the black error bars. Note that the average dispersion for each bin was calculated following three iterations of 2\(\sigma\)-clipping Gaussian filtering. Stars removed from the averaging are shown in black, while stars used in the determination of the average are shown in pink.

![Figure 9](image2.png)  
**Figure 9.** Astrometric accuracy and average dispersion as a function of magnitude for simulations II, III and IV.

NGS guide star constellations, between simulations II-IV as shown in Fig. 9. Recall that the three NGS constellations are shown in Fig. 4. Simulations III and IV allow us to probe the effects of the spatial variability vs. the total magnitude of the TT residual. The bad NGS constellation used in Simulation IV displays a relatively smooth residual across the field, as the stars are distributed equidistant from each other. However, the stars are faint and distant from the field centre, leading to the larger overall magnitude of the TT residual. In the case of Simulation III and the typical constellation, both the scale and the orientation of the TT kernel change drastically across the FoV, as can be seen in both plots in Fig. 4. In the bottom left corner of the typical constellation for example, the kernel is elongated in the radial direction relative to the centre of the field, in the top right it is elongated tangentially.

Examining the results of simulations II-IV shown in Fig. 9 and summarised in Table 4 we see that the average dispersion increases between simulations II-IV. Again, this disagreement is larger at fainter magnitudes, with the average dispersion nearly doubling between simulations II and IV below \(m \approx 22\). Fig. 10 looks at the difference in dispersion values between simulations III and IV further by amplifying the magnitude of the TT residual kernels. In both Fig. 10 and in Table 4 the dispersion is larger in all bins in the case of Simulation IV. Note that in the case of these simulations and some of the others, the brightest bins show large dispersion values due to the measurement of saturated stars. At the faintest end of Simulation IV \(m \geq 26\), the completion drops off substantially, explaining the smaller average dispersion. Thus, from simulations III and IV we can conclude that the scale of TT residual field variability can be captured relatively well with a cubically variable PSF model, given that Simulation III is more accurate in general than Simulation IV. In other words, the magnitude of the residual appears to matter more than the spatial variability. The other obvious result between all the Simulations, is the loss of stars at fainter magnitudes in the case of larger TT residual. This is to be expected if we consider that a larger TT kernel has the effect of smearing the light out in the PSF, making the core less sharp. This smearing makes the detection of fainter stars more difficult.

To compare these results to analogous observational studies, we turn to works examining MW GCs using the GeMS MCAO system. However, when examining the results presented in these studies, it is difficult to decouple the effects of TT spatial variability and the magnitude of the TT kernel. This is because the bulk of the
Table 4. Results of the eight simulations described in Sec. 5.1, showing the average astrometric dispersion at different magnitude intervals. The number of stars used to calculate each average is shown next to the value in parenthesis, if the number of stars is the same as Sim.I (row one) it is not shown. Recall the exposure time for each simulation is 30s. The dispersion is calculated following three iterations of 2σ-clipping Gaussian filtering (~ 5% of stars removed on average). Finer dispersion intervals are given visually in Figs. 8-10. Note that in the case of Sim. Ia, Ib and II the brightest bins show large dispersion values due to the measurement of saturated stars.

| Sim   | m<16 [µas] | m∈ [16, 17] [µas] | m∈ [17, 18] [µas] | m∈ [18, 19] [µas] | m∈ [19, 20] [µas] | m∈ [20, 22] [µas] | m∈ [22, 24] [µas] | m∈ [24, 26] [µas] | m≥ 26 [µas] |
|-------|-------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------|
| I     | 46.52 (18)  | 71.31 (19)        | 53.19 (81)        | 48.62 (144)       | 43.94 (143)       | 109.16 (297)      | 291.41 (379)      | 771.35 (205)      | 3347.11 (128) |
| Ia    | 77.34       | 66.58             | 48.57             | 53.61             | 63.10             | 95.20             | 307.12 (377)      | 977.75 (200)      | 3234.32 (146)  |
| Ib    | 142.64      | 69.35             | 56.38             | 55.40             | 91.90 (141)       | 127.51            | 423.99 (380)      | 1407.16 (197)     | 2702.02 (131)  |
| II    | 72.99       | 33.63             | 35.49             | 55.81             | 57.41             | 103.18            | 320.64 (378)      | 1431.62 (191)     | 2879.16 (116)  |
| III   | 42.22       | 34.03             | 42.56             | 52.63             | 73.77             | 152.97            | 438.74 (376)      | 1618.90 (179)     | 3447.96 (83)   |
| IV    | 46.96       | 39.44             | 35.55             | 46.62             | 79.91             | 181.75 (296)      | 576.50 (372)      | 2388.81 (264)     | 2894.38 (36)   |
| IIIx3 | 27.75 (17)  | 133.10            | 78.34             | 108.12            | 164.58            | 364.36 (293)      | 1237.78 (345)     | 3253.26 (98)      | 3976.99 (21)   |
| IVx3  | 68.72 (17)  | 61.05             | 138.12            | 163.37            | 270.93 (142)      | 708.75 (288)      | 1407.16 (197)     | 2702.02 (131)     | 2732.31 (19)   |

Figure 10. Astrometric precision and average dispersion as a function of magnitude for simulations IIIx3 and IVx3.

Figure 11. Proper motion accuracy represented as the difference between the input and measured proper motions in the x-direction as a function of input V-band magnitude. The catalogue has been filtered to remove 147 poor matches (~ 8% of the original catalogue). The two top-level astrometric requirements for MAVIS are shown as the dark indigo (150 µas) and purple (50 µas) points respectively. Simulated results support MAVIS achieving 50 µas accuracy down to relatively faint magnitudes.

studies examined (e.g. Massari et al. 2016a,b; Dalessandro et al. 2016; Monty et al. 2018) involve observations with NGS constellations most like our good constellation (the left map in Fig. 4). Therefore, we will try to compare the results indirectly.

Massari et al. (2016a) determines the absolute age of the MW GC, NGC 2808 using Daophot to perform PSF-fitting photometry. In Fig. 1 of their study they show the FWHM variation across the GSAOI field alongside the location and brightness of the three GeMS NGSs, similar to our Fig. 4. The worst FWHM they measure is associated with chip 4, the most distant chip relative to the NGS constellation and the closest chip to the faintest NGS. They find this directly correlates with the photometric completeness, with chip 4 dropping below 50% completeness around magnitude 18 in \( K_s \). If we consider the FWHM to be a proxy for the magnitude of the TT residual, this is generally in agreement with our findings but lacks consideration of the TT variability.

In Monty et al. (2018), a similar study was performed to determine the absolute ages of two MW GCs. They also considered the spatially variability of the GeMS PSF by examining FWHM and ellipticity changes across their images. Again, we can consider the FWHM as a proxy for TT residual magnitude and ellipticity as a proxy for variation in the TT residual kernel across the FoV. They found the cluster with the larger dispersion (NGC 3201) in FWHM (~ 0.12") across the image showed a smaller dispersion in ellipticity (~ 0.2) when compared to the other cluster (NGC 2298).

This equates to large overall magnitude and little spatial variation of the TT residual, most like our bad NGS constellation map. The other cluster (NGC 2298) showed a smaller dispersion in FWHM (~ 0.05") but slightly larger dispersion in ellipticity (~ 0.25). They also show the recovered astrometric errors for the two clusters as a function of magnitude, with NGC 3201 showing notably worse errors overall. Again, this is generally in agreement with our findings.

Although these results are preliminary and do not account for all the sources of error in the MAVIS astrometric error budget, they are encouraging as they account for the largest terms in the budget at this point. In the case of simulations II and III, representing the most realistic NGS constellations for the astrometric science cases, an astrometric accuracy of 50 µas is achieved in all magnitude bins brighter than \( m = 19 \) (neglecting the saturated stars in the case of Simulation II) for an exposure time of 30s. This equates to about 20% of the recovered stars. An astrometric accuracy of 150 µas is achieved in bins down to \( m = 22 \) or about 50% of the recovered...
stars. The results are also encouraging in that they demonstrate the successful application of current PSF-fitting photometric methods to simulated MAVIS data, in particular the idealised Fourier modelled PSF with its unique eight pronged pinwheel.

5.2 Detecting a Central IMBH in NGC 3201

The results of the simulation described in Section 4 are shown in Figs. 11 and 12 where we show the PM results and the recovered cluster velocity profile respectively. Beginning with Fig. 11, we show the difference between the input and measured PMs over the ten year epoch as a function of magnitude (top panel) and cluster-centric distance (bottom panel). The matched catalogue has been filtered to include only the best matches (1228 matches kept). In both plots we also take the dispersion values listed in their Table 4 for bins ranging in cluster-centric distance from $r_{\text{min}} = 57.75\arcsec$ to $r_{\text{max}} = 384.09\arcsec$ and convert them to km/s assuming the same distance as Baumgardt et al. (2019a) for the cluster (4.6 kpc). The resulting dispersion errors are fairly consistent across the radial bins, with an average upper limit of 0.26 km/s and lower limit of 0.24 km/s. These numbers are almost identical to the dispersion error associated with the innermost radial bin in our profile ($r_{\text{min}} = 3.89\arcsec$, ±0.23 km/s). Note that we have a similar number of stars per bin as Baumgardt et al. (2019a) (~300). Our dispersion errors decrease as a function of increasing clustercentric radius, as one would expect, but do not vary drastically. The smallest dispersion error we find is ±0.20 km/s in the furthest bin, $r_{\text{max}} = 17.2\arcsec$.

At present there is no published dispersion profile for NGC 3201 using HST, however we can compare our results to a similar cluster studied in the HSTPROMO study (Bellini et al. 2014; Watkins et al. 2015). The MW GC NGC 6752 is similar in mass to NGC 3201, although it is slightly more massive and centrally concentrated (Baumgardt & Hilker 2018). Nonetheless, the HST cluster dispersion profile gives us a rough estimate of the expected performance of HST in NGC 3201. Using the distance listed in the catalogue of Baumgardt & Hilker (2018) we converted the PM dispersion profile of NGC 6752 published in Watkins et al. (2015) to km/s. A dispersion error of ±0.81 km/s was measured in the inner $r_{\text{min}} = 2.74\arcsec$ of the cluster using 25 stars. If we resize our bins to include 150 stars each, we are able to probe the inner 2.73\arcsec of our synthetic NGC 3201-like cluster and recover a dispersion error of ±0.35 km/s. Having significantly more stars in the inner radial bin naturally results in a smaller overall error, thus the more impressive takeaway is the factor six times more stars recoverable by MAVIS in same inner region of the cluster.

We can also compare our dispersion profile to one generated using radial velocities measurements. To do this, we turn to the study of Kamann et al. (2018) using MUSE wide-field mode. Within the core radius, $r_c = 1.3\arcmin$ (Baumgardt & Hilker 2018) Kamann et al. (2018) compute an internal velocity dispersion with an associated uncertainty of ±0.5 km/s by weighting ~27,000 spectra of ~4000 stars. They also determine the dispersion in smaller bin intervals ranging from $r_{\text{min}} = 5.87\arcsec$ to $r_{\text{min}} = 63.09\arcsec$, with at least 100 stars per bin and associated errors ranging from ~±0.44 km/s in the inner-most bin to 0.21 km/s in the outer-most bin. In the second-outside-most bin, presumably the most populated, at $r = 46.5\arcsec$, they achieve an impressively small dispersion error of ~±0.10 km/s. If we re-size our bins to include exactly 100 stars, we find a com-
parable dispersion error of $\pm0.45$ km/s in the inner 2.19″ of the cluster. Therefore, we find our predicted astrometric accuracy to be comparable if not better beyond the crowding limit of MUSE in the seeing-limited mode. However, this improvement equalises with increasing clustercentric radius, in-line with decreased crowding and likely increased bin populations.

A recent study to examine the internal kinematics of the MW GC M15 was made by Usher et al. (2021) using MUSE in narrow field mode, the AO-assisted mode utilising the GALACSI AO module (Arsenault et al. 2012; Ströbele et al. 2012). Although M15 is more than twice as distant as NGC 3201 (Baumgardt & Hilker 2018), we can explore the gain in GC studies by MUSE with the addition of AO. Usher et al. (2021) report an increase of a factor of $\sim5$ in the number of measurable stars within the inner 1″ of the cluster (33 vs. 7) and a factor $\sim2$ increase in the number of measurable stars within the inner 8″ (801 vs. 363). They also report an average FWHM of 0.08″ for their AO-corrected PSFs at $H_\alpha$ (656.3 nm). Recall that MAVIS is expected to provide AO-corrected PSF FWHM of 0.0179″ at 550 nm and thus we can expect to measure even more stars within the crowded cluster centres of distant MW GCs like M15.

Bearing in mind that this simulation is likely optimistic, we have shown that MAVIS will be able to measure stellar velocities in the crucial central few arcseconds as accurately from proper motions as other instruments will at much larger radii from spectroscopic radial velocities. And we have shown that MAVIS has the potential to out-perform both Gaia and HST in cluster centres. We can also conclude from this simulation that MAVIS has the potential to detect modestly sized IMBHs in GC centres. Finally, a handful of high-velocity stars ($\sim30$ km/s) were also recovered in the centre of the MAVIS FoV, highlighting an additional potential capability of MAVIS, recovering a predicted population of high-velocity stars in the vicinity of an IMBH (Baumgardt et al. 2019b). Ultimately, this simulation provides an exciting glimpse into the astrometric capabilities of MAVIS, both for the indirect detection of IMBHs in GCs from thousands of accurate stellar proper motions, and for the direct detection of an IMBH through a handful of accurately measured high-velocity stars.

6 FUTURE WORK

Although the results presented in the previous section are encouraging, they are preliminary. There are several outstanding sources of error, and methods to model expected errors, that must be tested to complete a comprehensive astrometric budget for MAVIS. In this section we discuss two additional sources of error, atmospheric dispersion and dynamic distortion, and discuss improvements to MAVIS including; moving to an end-to-end PSF and modeling the calibration procedure for the imager. Additionally, though discussed briefly, we would like to further investigate the use of an alternative analysis tool to DAOPhot.

6.1 Dynamic Distortion Term

Unlike the LO static distortion discussed in Sec. 2.3, which can be calibrated without on-sky measurements, dynamic distortion must be calibrated on-sky using astrometric reference stars. Sources of dynamic distortion include: gravitational and thermal flexure of the entire telescope-instrument optical relay. In the case of GeMS, Lu et al. (2014) found that dynamic distortions contributed a $2000\mu$as LO RMS error and $600\mu$as HO RMS error (after fitting) introduced over two consecutive nights of observing. This is compared to the $790\mu$as LO RMS error and $460\mu$as HO RMS error measured in a single night. Despite fitting with a high order polynomial, they found residual distortions in the case of multi-epoch astrometry. Lu et al. (2014) identified the source of dynamic distortion as the flexure induced by an elevation change of $10^\circ$. Dynamic distortions from gravitational flexure have proven to be the dominant terms in the GeMS astrometric error budget (Neichel et al. 2014b). Because MAVIS will be located on the Nasmyth platform of the VLT it will be significantly more resilient to gravitationally induced flexure. Additionally, much work is being done to deliver deliver stable temperature controls.

In this first iteration of MAVSIM, we do not attempt to model dynamic distortions. This decision is made to avoid any oversimplification of dynamic terms through modeling as simple perturbations of the static distortion map. In the next iteration we will explore a method similar to that of Rodeghiero et al. (2018). That is, realistic perturbations are introduced as the misalignment of different optical elements to simulate gravitational and thermal flexures. Ray tracing techniques will then be used to generate the final distortion mask for each set of perturbations, this is then done for several trials in a Monte Carlo-style simulation.

6.2 Atmospheric Dispersion

Throughout this first study using MAVSIM we adopt a monochromatic PSF at the wavelength of optimised performance for MAVIS, 550 nm. In the next iteration of the tool we will use broadband PSFs to better investigate the influence of any chromatic terms in the astrometry budget, with the most obvious term originating from atmospheric refraction. As light traverses the atmosphere it experiences refraction that is both a function of the incident angle and wavelength of the light. In the broadband situation this results in chromatic dispersion that elongates the PSF shape. van den Born & Jellena (2020) recently investigated the effect of chromatic dispersion on the astrometric budget of MICADO. They examined the effects of input atmospheric models, the chromatic dispersion internal to the MICADO optical design and the predicted capabilities of the atmospheric dispersion corrector. They found that the optical design dominated the dispersion budget. As such, we will investigate the contribution from the MAVIS optomechanical design using an end-to-end approach with Zemax. The spatial dispersion of the PSF will be calculated at several wavelengths and a broadband PSF will be then created from a weighted average of the individual PSFs.

6.3 Calibrating the MAVIS Imager

Designing an MCAO system with highly accurate astrometry ($50$–$150$ $\mu$as) as a goal requires a combined approach to both minimise the internal static distortion, and model the remaining distortion well such that it can be calibrated out (Rodeghiero et al. 2018). Static distortion, of the kind described in Sec. 2.3, can be calibrated using an astrometric mask, although to what precision is unclear. Both NFIRAOS/IRIS (InfraRed Imaging Spectrograph Larkin et al. 2010) and MAORY/MICADO have astrometric calibration masks planned as part of their calibration units (e.g. NFIRAOS/IRIS, MAORY/MICADO: Service et al. 2018, 2019; Rodeghiero et al. 2019).

The MAVIS team is undertaking an investigation into the ideal calibration mask pattern and sampling to recover the static distortion pattern within the AOM. As part of this experimentation we are
the ability, ii) a tip-tilt (TT) residual error, iii) static field distortion and instrument. In the current iteration of The MCAO Visible Imager and Spectrograph (MAVIS) cation to The MCAO conjugate adaptive optics (MCAO) systems, with a specific application to model the major sources of astrometric error in multi-object spectroscopy (MOS). For each of these error terms, we have developed a model for MAVIS in MAVISIM.

As discussed in Section 3.1.1, an end-to-end (e2e) PSF model has been built for MAVIS in COMPASS (Gratadour et al. 2014). The details of which can be found in Cranney et al. (2019). Recall that the rapid adjustment of the input NGS constellation and thus exploration of the TT residual is not possible using an e2e PSF and therefore it was not appropriate for this study. However, as we explore science cases that require both accurate astrometry and photometry like MW GCs, we will move to using the e2e PSF to investigate both. As in the case of NGC 3201, most MW GCs are likely to contain NGS distributed most like the “good” NGS constellation and thus we can fix the the input TT contribution. The e2e PSF is more appropriate for a study involving photometry study as it presents a more realistic representation of the PSF beyond the core. This is shown in Fig. 13, where the radial profile of the central e2e PSF is compared to the profile of the central Fourier PSF. The theoretical control radius is marked with a gray dashed line and is clearly distinguishable in the case of the Fourier PSF. This is not the case of the e2e PSF. Similar techniques will be used to model the PSF for photometric studies but more attention will be paid to accurately modeling the PSF out to larger radii.

7 CONCLUSIONS

We have introduced the novel image simulating tool, MAVISIM, designed to model the major sources of astrometric error in multi-conjugate adaptive optics (MCAO) systems, with a specific application to The MCAO Visible Imager and Spectrograph (MAVIS) instrument. In the current iteration of MAVISIM we model i) high (HO) and low order (LO) point spread function (PSF) field variability, ii) a tip-tilt (TT) residual error, iii) static field distortion and iv) telescope and adaptive optics module throughput and detector characteristics. In this study we have used MAVISIM to examine, for the first time, the expected astrometric accuracy of the system after accounting for these terms. Note that these errors represent only a small subset of the error terms present in our preliminary astrometric budget (Table 1) and thus we are investigating an incomplete and surely optimistic picture of the astrometric abilities of MAVIS. To derive an initial astrometric accuracy, we have generated eight different images using MAVISIM to investigate the effects individually and in tandem. We have analysed these images using the standard astrometric analysis tool, DAOPhotIV (Stetson 1987, 1994) to perform PSF-fitting photometry and extract stellar positions.

The first result of the simulations is that the LO TT residual error is more important at faint magnitudes than the HO PSF field variability. The TT residual term is associated with imperfect corrections to the LO AO distortion terms and is a direct reflection of the natural guide star (NGS) constellation geometry and NGS magnitudes. We find that HO PSF field variability associated with the laser guide star (LGS) constellation geometry has little effect on the simulated astrometric capabilities when performing PSF-fitting photometry using a spatially variable model of the PSF.

The second result of the simulations is that the magnitude of the TT residual term is more important than the field variability. This conclusion was reached through performing three simulations using different NGS constellations with associated TT residual maps. Each constellation was comprised of slightly different NGS geometry and magnitudes. The worst constellation, comprised of the faintest NGSs located the furthest from the centre of the FoV had the largest overall, but smoothest varying, TT residual map. When compared against the astrometric accuracies associated with a typical NGS constellation, showing the highest spatial variability in the TT residual, the worst constellation yielded the worst results. This result was found to be in agreement with existing literature studies of Milky Way (MW) globular clusters (GCs), though a direct comparison was not possible.

The final result from the simulations show that MAVIS could achieve an astrometric accuracy of 50 μas for stars with magnitude m ≤ 19 in a 30" exposure. Bearing in mind that we have yet to model all the astrometric error terms in the MAVIS astrometric budget as discussed in Section 6 and thus these results are optimistic. Nevertheless, this accuracy was achieved in the case of both the best and typical NGS constellations, with the best constellation likely to be found in stellar fields, like GCs, and the typical constellation being more general. Using the same NGS configurations, an astrometric accuracy of 150 μas was measured for stars with magnitude m = 22, equating to about 50% of the total number of measured stars.

To test the simulated capabilities of MAVIS on a real science case, we used MAVISIM to investigate the likelihood of dynamically detecting an intermediate mass black hole (IMBH) at the centre of a MW GC. We used two N-body catalogues, specifically modeled after the MW GC NGC 3201 as input and simulated a 10 year epoch accounting for all astrometric effects, while assuming the best-case NGS constellation. One of the catalogues contained the signature of a central 1500 M☉ IMBH, while the other did not. The recovered PM accuracy in the catalogue containing the IMBH was found to be within 50 μarcsec for 97/181 of the recovered stars with magnitudes m ≥ 25 and for 1182/1194 of the recovered stars with magnitudes m ≤ 25. We also confirm in our PM study that the LO TT residual term is the dominant source of astrometric error, not HO PSF field variability, as the PM accuracies show no obvious field dependence. Comparing our recovered velocity dispersion profiles between the two catalogues, we show that MAVIS could under favourable astrometric conditions, recover the dynamical signature of the IMBH and that the signature occurs within the typical crowding limit of
The data underlying this article are available in the instrument with a broad and well balanced science portfolio. In the next iteration of the tool we will investigate the effects of dynamical distortion, adopt a more realistic end-to-end model of the MAVIS PSF, investigate atmospheric effects in more detail and experiment with calibration of the expected astrometric distortion. Ultimately, the astrometric error budget will need to be accounted for as many error terms as can be modeled or calculated accurately, and feedback directly into the core MAVIS science. MAVISIM provides the means to do both and the intention is to improve and test the tool as frequently as possible until MAVIS goes on-sky. Once on-sky, MAVIS will open up a hitherto unexplored regime of wide field AO in the visible, serving as a workhorse instrument with a broad and well balanced science portfolio.

8 DATA AVAILABILITY

The data underlying this article are available in the example directory on GitHub at https://github.com/smonty93/MAVISIM. MAVISIM is also available through this repository.
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