Item Recommendation Using User Feedback Data and Item Profile
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ABSTRACT. Matrix factorization (MS) is a collaborative filtering (CF) based approach, which is widely used for recommendation systems (RS). In this research work, we deal with the content recommendation problem for users in a content management system (CMS) based on users’ feedback data. The CMS is applied for publishing and pushing curated content to the employees of a company or an organization. Here, we have used the users’ feedback data and content data to solve the content recommendation problem. We prepare individual user-profiles and then generate recommendation results based on different categories, including Direct Interaction, Social Share and Reading Statistics, of user’s feedback data. Subsequently, we analyze the effect of the different categories on the recommendation results. The results have shown that different categories of feedback data have different impacts on recommendation accuracy. The best performance achieves if we include all types of data for the recommendation task. We also incorporate content similarity as a regularization term into an MF model for designing a hybrid model. Experimental results have shown that the proposed hybrid model demonstrates better performance compared with the traditional MF-based models.
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INTRODUCTION

The problem of information overload has become prominent owing to the rapid growth in the amount of available digital information and increasing the number of visitors to different web resources, such as music, movies and e-book. Due to massive amount (or volume) of information, it is challenging for the users to find items of interest in a short time. Finding users preferable items, recommender systems (RS) are used widely [1–3]. Recommender systems are information filtering techniques that recommend items to different users according to their preferences, interests, or observed behaviour on items. Depending on a user profile, RS can determine whether a particular user likes an item or not. Hence, various approaches have been developed by researchers for building recommender systems, including collaborative filtering (CF), content-based filtering, and hybrid filtering [4]. Nowadays, RS have been applied in different research fields, such as Internet of Things (IoT) [5–7], social networks
Most of the CF-based RS [14, 15] use a rating matrix to recommend items or products. Rating matrix is generated from the value of implicit or explicit ratings (or scores) given by the users on different items. Rating data may be retrieved from different content provider websites, which can be used as explicit feedback, whilst user interaction data, such as likes, comments, etc., can be used as implicit feedback. However, most of the CF-based recommender systems do not include text information of the items or products in their rating matrix. The CF-based recommenders suffer a lot when the rating matrix is sparse. To improve the recommendation accuracy, we can include text information into the CF-models. In this work, we generate a user-item rating matrix based on the feedback record from different users and include content information. The main objectives for this work are:

- To study users interactions and utilizing their feedback data stored in a database to generate users-profile. Here we analyze different types of interactions that a user makes on their posts. We calculate implicit feedback scores based on the users’ historical interaction records on a post and then prepare individual user profiles using their interaction data on different posts.
- Utilizing the CF method for content recommendation, we utilize users’ feedback score as the rating data and a MF model on the rating matrix for content recommendation.
- Finding similarity scores between different posts and incorporating these as an extra regularization term into the MF model.
- Analyzing the effect of different categories of feedback data on the recommendation results.

The remaining of this paper is organized as follows. Section 2 presents related works in the field of recommender systems. The proposed recommender system architecture and matrix factorization scheme are given in Section 3. Section 4 describes the experimental details used to evaluate the proposed model performances. Finally, Section 5 summarizes our findings, highlights the contributions, and points out future research directions.

**RELATED WORK**

Researchers in different domains have utilized recommender systems for improving decision making and the quality of services in the context of users and service providers. For a personalized recommendation, a clustering-based approach is proposed in reference [16] to model a user profile, whilst the authors selected various attributes, including interest, profession, gender, country, languages, postal code, age, etc., for constructing a user model. Using these attributes, they created communities of user-profiles by gathering similar profiles, which constitutes the clustering phase of their approach. Similarly, both explicit and implicit ratings have been used in reference [17] to model a user profile. For explicit profiling, the authors collect explicit opinions of the users, which are given by the users about an item after consuming its content. On the other hand, for implicit profiling, the authors have used duration, e.g. browsing duration, which a user spends for the content of an item. For instance, a longer consumption time for a user on an item, such as a video, implies their preference for that particular item. Then using a weighted combination of these ratings, they created the user model that the recommender engine would use to predict unseen items for a user. To extract signals about individual preferences for a recommendation, users personality traits have been used in references [18, 19]. The researchers assessed user personality along with user ratings to deliver a recommendation.

Recommender systems are used widely to recommend web services, e.g. e-commerce. To generate a user profile using explicit feedback is hard, because users’ ratings on services seldomly report. In reference [20], implicit feedback data are used to build a user profile for a web-service recommendation, whilst the authors used user-service interaction records, including duration and frequency of uses, for building a user profile. In prior works, the researchers have utilized different approaches to build user profiles for recommender systems. However, in the proposed work, we utilize users’ explicit, implicit, and social share interactions to build a user profile. Later, a weighted combination of these three types of interactions evaluates for calculating a combined feedback score to generate users-profile. Additionally, for generating users’ profiles weighted scores for the individual types of feedback have been used.
METHODOLOGY

This section describes the proposed methods for content recommendations utilizing user feedback data. In this analysis, a company’s content management system (CMS) dataset has been used for evaluating the proposed model performance. The CMS dataset consists of employee interactions on different posts, including direct posts, sharing a post either locally or on social network platforms. This research work has explored two recommendation methods: collaborative filtering (CF) approach (using only the feedback data) and hybrid schemes (using CF and post-similarity scores).

Workflow of the Proposed Approaches

To accomplish this research goal, we have taken the following steps: i) we generate individual user profiles based on their interactions with the posts, whilst interactions are made by users with their posts, including like, share, comment, tweet, and reply. After extracting user interactions, we classify these into three major categories based on the nature of interactions. The first category is Direct Interaction, which means that user/post-interaction happened in the CMS itself. The second category is Social Share, which means users share posts from the CMS system, to their social networking websites. The third category is Reading Statistics, which refers to the feedback score a user gives to the particular content by taking a specific action, such as reading progress (reading action). In the CMS, all the interactions have been assigned individual weights. We use those weights and calculate the user feedback score for each user. Furthermore, we compare results from each category with an overall feedback score to evaluate which category reflects the user behaviour the most; ii) we generate content recommendations using a CF approach, whilst we utilize a CF approach and users implicit feedback scores as rating data. We also use an MF algorithm for the collaborative filtering model to generate recommendations for individual users; iii) we find similarity scores between different posts, whilst these scores are added to the MF model as a regularization term; iv) finally, we evaluate recommendation results received from a) MF based on ratings and b) MF with regularization term based on post similarities. An abstract view of the proposed recommendation approach is depicted in Figure 1.

Matrix Factorization

The matrix factorization (MF) [21, 22] is used extensively in recommender systems. It uses various known rating scales for generating the latent preferences of users and latent features of the items. To predict the unknown ratings, we multiply the user latent vectors and item latent vectors. The process of MF starts with a user-item rating matrix \( R \). Here, the size of matrix \( R \) is \( m \times n \), where \( m \) denotes the total number of users and \( n \) denotes the total number of items. MF decomposes the rating matrix \( R \) into two low-rank latent feature matrices \( P \) for users and \( Q \) for items, whilst the size of matrix \( P \) is \( m \times d \) and the size of matrix \( Q \) is \( n \times d \), whilst \( d \) is the rank of the matrices and defines dimension for the latent features [23]. If \( \hat{R} \) is a matrix of predicted ratings, then matrix factorization approximates \( \hat{R} \) in such a way that \( \hat{R} = PQ^T \). Afterwards, we use the matrices \( P \) and \( Q \) for predicting the ratings on different items from any users. Predicting a rating scale from user \( u \) on item \( i \), an inner product between \( P_u \) and \( Q_i \) is performed. To apply MF, different optimization techniques have been proposed. For decomposing a sparse rating matrix, the following objective function (Equation 1) is used by the traditional matrix factorization methods [24]:

FIGURE 1. Workflow of the proposed model.
\[ L = \min_{P, Q} \frac{1}{2} \sum_{(u,l) \in C} (R_{u,l} - P_u Q_l^T)^2 + \frac{\lambda}{2} (\|P\|_F^2 + \|Q\|_F^2) \quad (1) \]

where \( C \) indicates a set of (user, item) pairs of known ratings, \( T \) defines transpose of \( Q \) matrix and \( \|\|F \) represents a matrix norm (\( F \) means Frobenius norm). To avoid overfitting problem, two regularization terms on the sizes of \( P \) and \( Q \) are added as constraints and \( \lambda \) is used as a regularization parameter. In this proposed work, to complete MF, we have used the rating data and the objective function \( L \) defined in Equation 1. However, the objective function \( L \) in Equation 1 is only based on users’ ratings, it does not include the content information in the factorization model. To do so, we include the post similarity score into the model. We define \( S_{jn} \) as the similarity coefficient between two posts \( j \) and \( n \), which satisfies: i) \( S_{jn} \in [0,1] \); ii) \( S_{jn} = S_{nj} \); and iii) the larger \( S_{jn} \) means, the more similarity between the posts. With the similarity coefficient, the similarity regularization is to minimize (\( \min \)) the following term:

\[ \min \frac{\alpha}{2} \sum_{j=1}^{N} \sum_{n=1}^{N} (S_{jn} - Q_j^T Q_n)^2 \quad (2) \]

To add the impact of content profiles to the basic factorization model, we add a regularization term defined in Equation 2, where \( N \) defines the total number of items and \( \alpha \) represents a regularization parameter, to the objective function \( L \) (Equation 1). Hence, we get the following new objective function \( L' \) (Equation 3):

\[ L' = \min_{P, Q} \frac{1}{2} \sum_{(u,l) \in C} (R_{u,l} - P_u Q_l^T)^2 + \frac{\lambda}{2} (\|P\|_F^2 + \|Q\|_F^2) + \frac{\alpha}{2} \sum_{j=1}^{N} \sum_{n=1}^{N} (S_{jn} - Q_j^T Q_n)^2 \quad (3) \]

In this research, we design the hybrid recommendation model based on the updated objective function \( L' \) and use this model to complete MF based on both rating scale data and content similarity score. Additionally, we employ this model to multiple user profiles.

### Posts Similarity Calculation

Finding the similarity score between posts, we need to build content profiles. For modelling the post profiles a potential solution is used, such as bag-of-words (BoW), i.e. term frequency-inverse document frequency (TF-IDF) [25]. In this experiment, we generate content profiles using the TF-IDF. Hence, finding similarities between different posts, we utilize the cosine similarity algorithm. However, in Section 3, we have been explained the proposed methodology of this research work. In the following section (Section 4), we discuss the experimental details that have been performed for evaluating the proposed approach, including details of the overall system.

### EXPERIMENTS

In this section, we explore model implementation, experimental design, and the experiments that we have performed to validate the performance of our proposed recommendation systems.

### Model Implementation

The RS model was implemented on a Windows system (version 10) with Intel Core i7 processor, 16 GB RAM and 2.0 GHz clock-speed. Python (version 2.7) is used as the programming language for the implementation of the proposed model. Since it has most of the libraries used for machine learning (ML) and data mining techniques. The CMS database is recorded in my structured query language (MySQL) server; hence, MySQL connector is used in Python code for extracting data required for this research.

### Dataset

The dataset used in this experiment is a company’s CMS dataset. It has two significant entities: posts and users, which consists of 250 users, and 6,900 posts as well as user/post interactions. For each post, we extract the post ID and contents of the post. Similarly, for each user, we extract user ID and their interaction data, including direct
share, direct impression, direct reshare, direct like, direct comment, direct clickthrough, Twitter share/reshare, Facebook share/reshare, LinkedIn share/reshare, reading progress, etc. We have been using all these interactions for generating user profiles. First, we categorize all interactions into three categories: Direct Interaction, Social Share, and Reading Statistics, whilst Tables 1, 2, and 3 show the statistical information about each category, respectively. Then, we generate an overall feedback score considering these three categories. We also calculate the feedback score by considering each category separately, to identify which category has a greater impact on the recommendations system.

**TABLE 1.** Statistical information about Direct Interaction category.

| Description                              | Item counts |
|------------------------------------------|-------------|
| Total number of direct interactions      | 20,868      |
| Total number of users with direct interactions | 150         |

**TABLE 2.** Statistical information about Social Share category.

| Description                              | Item Counts |
|------------------------------------------|-------------|
| Total number of social shares            | 28,363      |
| Total number of users with social shares  | 165         |

**TABLE 3.** Statistical information about Reading Statistics category.

| Description                              | Number of Interactions |
|------------------------------------------|------------------------|
| Total number of posts with reading statistics | 10,985     |
| Total number of users with reading statistics | 134         |

Evaluation Results: RMSE, MAE, and F1-Score

We have used both basic MF and hybrid MF, to generate recommendations based on different types of feedback matrices. Root mean squared error (RMSE) and mean absolute error (MAE) values are calculated for the generated recommendation results. And, for the same result sets, we also estimated F1-scores for the top 10 recommendations. Figures 2 and 3 show that all interaction-based recommendation systems generate the smallest RMSE and MAE values for both factorization methods using the datasets, as presented in Tables 1, 2 and 3.

![Figure 2](Image)

**FIGURE 2.** Evaluation of the model using RMSE.

From Figure 4, we observed that all interaction-based recommendations generate the highest F1-score for both models: basic MF and hybrid MF, using all the available datasets listed in Tables 1, 2 and 3. We also notice that out of these three types of feedback categories, e.g. social, direct, and reading, social share-based recommendation performed the best, and the worst-performing one is the reading statistics-based recommendation. However, in all
cases, the hybrid model outperformed the traditional model, whilst performances of the social share are very close to all interaction performances.

**FIGURE 3.** Evaluation of the model using MAE.

**FIGURE 4.** Evaluation using F1-Score.

**Discussion**

We have four categories of user-profiles: All Interaction, Direct Interaction, Social Share, and Reading Statistics. The result shows that the All-Interaction feedback score profile is performed the best among all four profiles. If we consider three profile categories: Social Share, Direct Interaction, and Reading Statistics, then the Social Share category performs much better than the other two types. We get the second-best performance from the Direct Interaction profile, and the last one is the Reading Statistics profile. The reason behind this result is that there are different types of social shares in this category. In other words, we can say in this category; we have more types of user/post interactions than the other categories, and data largely sharing by users on their social networking websites. As a comparison, the Reading Statistics profile has only two types of interactions. Therefore, the Social Share profile has more interaction data. It works better than the Direct Interaction profile and Reading Statistics
profile. While comparing the Social Share profile with the All-Interaction feedback score profile, the All-Interaction feedback score profile works better than the Social Share profile. Though, their differences are very small. However, when efficiency is a concern, we may use social feedback scores only, because it requires minimal data processing time. Finally, we compare all the evaluation metrics based on the two methods of matrix factorization: basic MF and hybrid MF. The results show that the hybrid MF performs better than the basic MF for all four types of user-profiles.

**CONCLUSION**

This research evaluates the effectiveness of generating content profiles by utilizing different types of user feedback data to provide content recommendations. Overall, the evaluation result shows that combining TF-IDF content profiles with all interaction feedback user profile, i.e. the hybrid model generates the best recommendations for this CMS dataset. Moreover, different types of user interaction data may have different impacts on recommendation performance. Therefore, exploring and investigating the optimal way of using and combining them in a recommender system is necessary. In future work, we want to compare automatically generated user interaction weights with those weights that are predefined in a dataset. Additionally, we would like to apply a regression model or a classification algorithm for finding optimal weights based on user interactions.
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