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Abstract—Cell-Free (CF) Massive MIMO is an alternative topology for Massive MIMO networks, where a large number of single-antenna access points (APs) are distributed over the coverage area. There are no cells but all users are jointly served by the APs using network MIMO methods. In prior work, it has been claimed that CF Massive MIMO inherits the basic properties of cellular Massive MIMO, namely channel hardening and favorable propagation. In this paper, we evaluate if one can rely on these properties when having a realistic stochastic AP deployment. Our results show that the level of channel hardening depends strongly on the propagation environment and there is generally little hardening, except when the pathloss exponent is small. We further show that using 5–10 antennas per AP, instead of one, we can greatly improve the hardening. The level of favorable propagation is affected by the propagation environment and by the distance between the users, where only spatially well separated users exhibit favorable propagation. The conclusion is that we cannot rely on channel hardening and favorable propagation when analyzing and designing CF Massive MIMO networks, but we need to use achievable rate expressions and resource allocation schemes that work well in the absence of these properties. Some options are described in this paper.
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I. INTRODUCTION

The throughput of conventional cellular networks is limited by the uncoordinated inter-cell interference. To mitigate this interference, Shamai and Zaidel introduced the co-processing concept in 2001 [2], which is more commonly known as network multiple-input multiple-output (MIMO) [3]. The key idea is to let all access points (APs) in the network jointly serve all users, in downlink as well as uplink, thereby turning interference into useful signals [4]. Despite the great theoretical potential, the 3GPP LTE standardization of this technology failed to provide any remarkable gains [5].

Two practical issues with network MIMO are to achieve scalable channel acquisition and sharing of data between APs. The former can be solved by utilizing only local channel state information (CSI) at each AP [6], which refers to knowledge of the channels between the AP and the users. These channels can be estimated by exploiting uplink pilot transmission and channel reciprocity in time-division duplex (TDD) systems, thus making TDD a key enabler for network MIMO. User-centric clustering, where all APs reasonably close to a user transmit signals to it, is key to reduce the data sharing overhead [7]. These concepts are not easily incorporated into LTE, which relies on codebook-based channel acquisition and network-centric AP clustering.

The network MIMO concept has recently reappeared under the name Cell-Free (CF) Massive MIMO [8], [9], which refers to a network with a massive number of geographically distributed single-antenna APs that jointly serve a smaller number of users. In particular, it has been presented as a better option for providing coverage than using uncoordinated small cells [10]. The CF concept is fundamentally the same as in the network MIMO paper [6], where the APs perform joint transmission with access to data to every user but only local CSI. The main novelty introduced by CF Massive MIMO is the capacity analysis that takes practical pilot allocation and imperfect CSI into account [10], [11], using similar methodology as in the cellular Massive MIMO literature [12].

Conventional cellular Massive MIMO systems consist of non-cooperating APs equipped with a massive number of colocated antennas. Such systems deliver high spectral efficiency by utilizing the channel hardening and favorable propagation phenomena [12]. Channel hardening means that the beamforming turns the fading multi-antenna channel into an nearly deterministic scalar channel [13]. Favorable propagation means that the users’ channel vectors are almost orthogonal [14]. These are both consequences of the law of large numbers.

CF Massive MIMO is essentially a single-cell Massive MIMO system with antennas distributed over a wide geographical area, which makes the joint channel from the APs to a user strongly spatially correlated—some APs are closer to the user than others. The capacity of Massive MIMO with spatial correlation and imperfect CSI has been analyzed in [15]–[17], among others, but with channel models that provide channel hardening and favorable propagation. It is claimed in [10] that the outstanding aspect of CF Massive MIMO is that it can also utilize these phenomena, but this has not been fully demonstrated so far. Hence, it is not clear if the known Massive MIMO capacity lower bounds are useful in the CF context or if they underestimate the achievable performance. For example, [18] derived a new downlink capacity lower bound for the case when the precoded channels are estimated using downlink pilots. That bound provides larger values than the common bound that estimates the precoded channels by relying on channel hardening, but it is unclear whether this indicates the need for downlink pilots and/or the lack of channel hardening in the CF Massive MIMO setup.
This paper aims at answering the following open questions:
- Can we observe channel hardening and favorable propagation in CF Massive MIMO with single-antenna APs?
- Is it more beneficial to deploy more antennas on few APs or more APs with few antennas, in order to achieve a reasonable degree of channel hardening and favorable propagation?
- Are there any other important factors that affect the conditions of these two properties?
- Which capacity bounds in conventional cellular Massive MIMO are appropriate to use in CF Massive MIMO?

In order to answer these questions, we model the AP distribution by a homogeneous Poisson Point Process (PPP), where each AP is equipped with $N \geq 1$ antennas. Unlike the conventional regular grid model for the base station deployment, the stochastic point process model considered in this work can capture the irregular and semi-random AP deployment in real networks [19], [20]. First, conditioning on a specific network realization with APs located at fixed locations and a reference user point at the origin, we define the channel hardening and favorable propagation criteria as functions of the AP-user distances. Then, we examine the spatially averaged percentage/probability of randomly located users that satisfy these criteria. The separation of the randomness caused by small-scale fading and the spatial locations of APs allows us to study the statistical performance of large-scale CF Massive MIMO network with time-scale separation. It is similar to the concept of meta distribution proposed in [21], where the difference mainly lies in the definition of the studied performance metrics.

Our analysis is carried out by considering different number of antennas per AP and different non-singular pathloss models: the single-slope model with different pathloss exponents [22], [23] and the multi-slope model [10]. Compared to the conference paper [1], which focuses on the channel hardening aspect of CF Massive MIMO, in this paper, we provide thorough investigation for both channel hardening and favorable propagation, based on which we give insights into the selection of achievable rate expressions in CF Massive MIMO.

The remainder of this paper is organized as follows. In Section II we describe the CF Massive MIMO network model, including the AP distribution and the channel models. Next, Section III analyzes the channel hardening and Section IV analyzes the favorable propagation in CF Massive MIMO. Section V considers different capacity lower bounds from cellular Massive MIMO and demonstrates which ones are useful in CF systems. Section VI concludes this paper.

II. SYSTEM MODEL

We consider a CF Massive MIMO system in a finite-sized network region $\mathcal{A}$. The APs are distributed on the two-dimensional Euclidean plane according to a homogeneous PPP $\Phi_A$ with intensity $\lambda_A$, measured by per m$^2$. [24]. Each AP is equipped with $N \geq 1$ antennas, which is a generalization of the $N = 1$ CF Massive MIMO considered in prior works [8]–[11]. All the APs are connected to a central processing unit (CPU) through backhaul, and the CPU codes and decodes the data signals; see Fig. 1 for an illustration. Different to a small-cell network, all the APs are coordinated to serve all users simultaneously using the same frequency-time resources. The number of users and their locations are generated by another independent point process. Denote by $L$ the number of APs in a specific realization of the PPP $\Phi_A$, we have that $L$ is a Poisson random variable (RV) with mean value

$$\mathbb{E}[L] = \lambda_A S(\mathcal{A}),$$  \hspace{1cm} (1)$$

where $S(\mathcal{A})$ denotes the area of the network region $\mathcal{A}$. Let $M$ denote the total number of antennas existing in $\mathcal{A}$, then we have $M = LN$ and $\mathbb{E}[M] = N \lambda_A S(\mathcal{A})$.

Given the user distribution, we assume that there are $K$ users in a specific network realization, where $K \ll M$. When the AP density is much larger than the user density, the boundary effect caused by the finite-size network region is weak, i.e., users located at the network boundary are still likely to have nearby dominant APs that makes their received signal distribution similar to network-center users. Consider a typical user at the origin, the spatially averaged network statistics seen at this typical user can represent the average network performance seen by randomly located users in the network. Denote by $\mathbf{g}_k$ the $M \times 1$ channel vector between all the antennas and the typical user (labeled as user $k$), the $m$-th element $g_{m,k}$ is modeled by

$$g_{m,k} = \sqrt{l(d_{m,k})} h_{m,k},$$  \hspace{1cm} (2)$$

where $h_{m,k}$ represents the small-scale fading and $l(d_{m,k})$ represents the distance-dependent pathloss and it is a function of the distance $d_{m,k}$ between the $m$-th antenna and the user $k$. Since every $N$ antennas are co-located at the same AP, we have $d_{(i-1)N+1,k} = d_{(i-1)N+2,k} = \ldots = d_{iN,k}$, for $i = 1, \ldots, L$.

We assume independent Rayleigh fading from each antenna to the typical user, which means that $\{h_{m,k}\}$ are independently and identically distributed (i.i.d.) $CN(0, 1)$ RVs. In the first part of this paper, we consider a non-singular pathloss model $l(r) = \min(1, r^{-\alpha})$, where $r$ is the antenna-user distance and
\( \alpha > 1 \) is the pathloss exponent. A three-slope pathloss model will also be studied in Section 11.1D.

Note that we do not include shadow fading in our analysis. With the commonly used log-normal shadowing model, the random shadowing coefficients from randomly located APs do not have any fundamental impact on the channel gain distribution. Therefore, the inclusion of shadowing coefficients would not change the general trends observed in this paper.

### A. Main Advantage of CF Massive MIMO

Similar to other distributed antenna systems, the main advantage of CF Massive MIMO is the macro-diversity; that is, reduced distance between a user and its nearest APs. This can be demonstrated by analyzing the distribution of the squared norm of the channel vector,

\[
\| \mathbf{g}_k \|^2 = \sum_{m=1}^{M} |h_{m,k}|^2 l(d_{m,k}),
\]

which we refer to as the channel gain. Here, \( M \) depends on each realization of the PPP \( \Phi_A \).

Each AP is equipped with \( N \) antennas and therefore the sum of the small-scale fading coefficients of its \( N \) co-located antennas is a RV following a Gamma(\( N, 1 \)) distribution, which has mean \( N \) and variance \( N \). We define the distance vector \( \mathbf{r} = [r_1, \ldots, r_L]^T \), where each element \( r_i \) denotes the distance from the \( i \)-th AP to the typical user at the origin. Thus, the squared norm in (3) can be written as

\[
\| \mathbf{g}_k \|^2 = \sum_{i \in \Phi_A} H_i l(r_i),
\]

where \( H_i = \left( \sum_{m=(i-1)N+1}^{iN} |h_{m,k}|^2 \right) \sim \text{Gamma}(N, 1) \) and \( r_i = d_{(i-1)N+1,k} = \ldots = d_{iN,k} \) for \( i = 1, \ldots, L \).

Note that there are two sources of randomness in (3): \( \{H_i\} \) and \( \Phi_A \). When studying the channel distribution for a randomly located user, it is natural to consider the distribution of \( \| \mathbf{g}_k \|^2 \) with respect to both sources of randomness. From prior studies on the application of stochastic geometry in wireless networks, it is well known that the sum of the received power from randomly distributed nodes is described by a shot noise process. The mean and variance of \( \| \mathbf{g}_k \|^2 \) averaging over the spatial distribution of the antennas are known for the unbounded and bounded pathloss models. For our considered pathloss model \( l(r) = \min(1, r^{-\alpha}) \), in a finite network region with radius \( \rho \) centered around the typical user, we have

\[
\mathbb{E} [\| \mathbf{g}_k \|^2] = \begin{cases} N \lambda_A \pi \left( 1 + \frac{2(1-\rho^{-2\alpha})}{\alpha-2} \right) & \text{if } \alpha \neq 2, \\ N \lambda_A \pi \left( 1 + 2 \ln(\rho) \right) & \text{if } \alpha = 2. \end{cases}
\]

\[
\text{Var} [\| \mathbf{g}_k \|^2] = (N^2 + N) \lambda_A \pi \left( 1 + \frac{1 - \rho^{2-2\alpha}}{\alpha - 1} \right). \tag{6}
\]

**Proof:** See Appendix A.

1Note that the unbounded pathloss model \( l(r) = r^{-\alpha} \) is not appropriate when analyzing CF Massive MIMO with stochastic geometry, because the antennas can then be arbitrarily close to the user, which might result in unrealistically high power gain when using the unbounded pathloss model.

When \( \alpha > 2 \), \( \| \mathbf{g}_k \|^2 \) is guaranteed to have finite mean even with infinite network size, i.e., \( \rho \to \infty \). When \( 1 < \alpha < 2 \), \( \| \mathbf{g}_k \|^2 \) increases unboundedly when the network size grows.

It is particularly interesting to study the case when the antenna density \( \mu = N\lambda_A \) is fixed. We then observe that the mean channel gain in (5) is the same, irrespective of whether there is a high density of single-antenna APs or a smaller density of multi-antenna APs. The variance is, however, proportional to \( (N^2 + N)\lambda_A = (N + 1)\mu \) and thus grows with \( N \).

![Fig. 2. CDF of \( \| \mathbf{g}_k \|^2 \) to user \( k \) with respect to small-scale fading and PPP realizations. The number of antennas per AP is \( N = \{1, 10, 100\} \). The antenna density is fixed \( \mu = 0.001/m^2 \).](image-url)

\( N=1 \) vs. \( N=10 \) vs. \( N=100 \)

Fig. 2 shows the cumulative distribution function (CDF) of \( \| \mathbf{g}_k \|^2 \), with respect to random spatial locations and small-scale fading realizations. We consider \( \mu = 10^1/km^2 \) and different numbers of antennas per AP; \( N \in \{1, 10, 100\} \). Note that the horizontal axis is shown in decibel, thus a few users are very close to an AP and have large values of \( \| \mathbf{g}_k \|^2 \) while the majority have substantially smaller values. The long-tailed exponential distribution of the small-scale fading \( |h_{m,k}|^2 \) has a strong impact on the CDF, but also the AP density makes a difference. The larger \( N \) is, the longer tail the distribution has; at the 95%-likely point, \( N = 1 \) achieves a 12 dB higher value than \( N = 100 \). The reason behind the increasing tail with \( N \) is that \( \text{Var}[\| \mathbf{g}_k \|^2] \) is proportional to \( (N + 1) \), as described above. A practical interpretation is that having higher AP density reduces the average distance between the APs and this macro-diversity reduces the risk that a randomly located user has large distances to all of its closest APs. This observation evinces a key motivation of CF Massive MIMO with \( N = 1 \) and high AP density, in terms of providing more uniform coverage to users at random locations than a conventional cellular Massive MIMO deployment with \( N = 100 \) and a low AP density.

From (23) and (25), it is known that a Gamma distribution provides a good approximation of the interference distribution in a Poisson random field with non-singular pathloss. Here, the expression of \( \| \mathbf{g}_k \|^2 \) coincides with the definition of interference power in (23) and (25). Thus, the Gamma distribution can be used to approximate the distribution of \( \| \mathbf{g}_k \|^2 \). The details are omitted since it is outside the scope of this work.
The previous analysis characterized the channel gain distribution that a user will observe when moving around in a large network. Once the APs are deployed, for a user at a fixed location (e.g., located in a room), the small-scale fading varies over time but the large-scale fading from the APs to the user remains the same. Conditioning on a specific network realization of $\Phi_A$, assuming that there are $L$ APs in the network, the distances between the APs and the typical user are basically fixed. The conditional distribution of the channel statistics with respect to the small-scale fading distribution is essential for performance evaluation (e.g., computing the ergodic capacity) of CF Massive MIMO networks with a fixed topology and users at fixed but random locations.

With single-antenna APs, i.e., $N = 1$, the total number of antennas $M$ is equal to the number of APs $L$. As a result of the exponentially distributed small-scale fading coefficient $|h_{m,k}|^2$, the conditional distribution of the channel gain $||g_k||^2$ in (7) follows a Hypoexponential distribution, denoted by Hypo($l_1, \ldots, l_L$), which is usually a long-tailed distribution when the coefficients $l_i$ are distinct [26].

With $N > 1$ antennas per AP, the channel gain $||g_k||^2$ is given by (3) where $H_i \sim \text{Gamma}(N, 1)$. As a result, the conditional distribution of the channel gain from the $i$-th AP is $H_i l_i \sim \text{Gamma}(N, l_i)$ for $i = 1, \ldots, L$. Due to the sum of independent Gamma RVs with different scale parameters, the mean and variance of $||g_k||^2$ conditioning on the distance vector $r$ are

$$\mathbb{E}[||g_k||^2 | r] = N \sum_{i=1}^{L} l(r_i)$$

$$\text{Var}[||g_k||^2 | r] = N \sum_{i=1}^{L} l^2(r_i).$$

The exact conditional probability density function (PDF) of $||g_k||^2$ can be computed using the approach in [27] and the exact expression is available in [28] Eq. (6). By looking at (7) and (8), it is unclear how the channel gain behaves; for example, if it is the mean value or the channel variations that grow faster.

In cellular Massive MIMO with $M$ co-located antennas, conditioning on a specific location of the user, denote by $\beta = \mathbb{E}[||g_k||^2 | r]/M$ the pathloss from the $M$ co-located antennas to the user. The squared norm of the channel gain $||g_k||^2$ then follows a Gamma$(M, \beta)$-distribution, with mean value $\beta M$ and standard deviation $\beta \sqrt{M}$. When $M$ increases, the distribution approaches a normal distribution and is (relatively speaking) concentrated around the mean since it grows faster than the standard deviation. The different channel gain distributions in CF and cellular Massive MIMO highlight the fundamental difference between the channel statistics of these two types of networks. In the remainder of this paper, we will proceed to investigate if in a CF Massive MIMO network, we could observe the classical Massive MIMO phenomena, namely channel hardening and favorable propagation.

### III. Measure of Channel Hardening

In cellular Massive MIMO, when the number of antennas grows, the channel between the AP and the user behaves as almost deterministic. This property is of called channel hardening. Conditioning on a specific network realization with distance vector $r = [r_1, \ldots, r_L]^T$, channel hardening appears in CF Massive MIMO when the following condition holds:

$$\mathbb{E}[||g_k||^2 | r] \rightarrow 1 \quad \text{as} \quad M \rightarrow \infty,$$

where $||g_k||^2 = \sum_{i=1}^{L} H_i l(r_i)$ is the channel gain from the $L$ APs to the typical user. One way to prove channel hardening (with convergence in mean square sense) is to show that the channel gain variation

$$\text{Var} \left[ \mathbb{E}[||g_k||^2 | r] \right] = \text{Var} \left[ \frac{||g_k||^2}{\mathbb{E}[||g_k||^2]} \right] \rightarrow 0 \quad \text{as} \quad M \rightarrow \infty.$$ (10)

For a large wireless network, studying the channel statistics at a specific location is of limited interest and the results cannot be generalized to users at other arbitrary locations. To quantify the channel gain variation for users at arbitrary locations, we define the following channel hardening measure:

$$p_0 = \mathbb{P} \left[ \text{Var} \left[ \frac{||g_k||^2}{\mathbb{E}[||g_k||^2 | r]} \right] \leq \theta \right].$$ (11)

This is the CDF of $\frac{\text{Var} [||g_k||^2]}{\text{Var} [||g_k||^2 | r]}$ given a certain threshold $\theta$. Here, the probability is obtained over different network realizations that generate different distance vector $r$. As mentioned in Section II, the spatially averaged probability $p_0$ provides the percentage of randomly located users that experience $\text{Var}[||g_k||^2 | r]$ smaller or equal to $\theta$. Notice that $p_0 = 1$ implies that all users have channel gain variations that are smaller than $\theta$. The ideal case is $p_0 = 1$ where the variance is zero for all users. When the threshold $\theta$ is small enough, the larger $p_0$ is, with higher possibility we observe channel hardening for users at arbitrary locations.

#### A. Necessary Conditions for Channel Hardening

With $N \geq 1$ antennas per AP, from (7) and (8), the channel hardening measure in (11) can be written as

$$p_0 = \mathbb{P} \left[ \frac{\sum_{i=1}^{L} l^2(r_i)}{\left( \sum_{i=1}^{L} l(r_i) \right)^2} \leq \theta \right] = \mathbb{P} \left[ \frac{\sum_{i=1}^{L} l^2(r_i)}{\left( \sum_{i=1}^{L} l(r_i) \right)^2} \leq \theta \right].$$ (12)

Since $N$ appears in the denominator, for a given $\theta$, $p_0$ always increases with $N$. This implies that regardless of the AP density, having more antennas per AP always helps the channel to harden. In the following, we fix the number of antennas $N$ per AP and study the impact that the AP density $\lambda_A$ has on the channel hardening criterion.

2Note that convergence in mean square implies convergence in probability.
For a given network realization with $L$ APs, by defining $Y_1 = \sum_{i=1}^L l(r_i)$, $Y_2 = \sum_{i=1}^L l^2(r_i)$, and
\begin{equation}
X_{ch} = \frac{Y_2}{NY_1^2} = \frac{\sum_{i=1}^L l^2(r_i)}{N \left( \sum_{i=1}^L l(r_i) \right)^2},
\end{equation}
we can write the channel hardening measure as
\begin{equation}
p_\theta = \mathbb{P} \left[ X_{ch} \leq \theta \right].
\end{equation}

The exact of distribution of $X_{ch}$ is difficult to analyze even with the joint PDF of $r_i$, $i = 1, \ldots, L$. One objective of this work is to provide intuitive insights into the relation between channel hardening and the AP density. Specifically, if $p_\theta$ should approach 1 when the AP density $A$ increases, we need $X_{ch} \to 0$ when $A \to \infty$. Since $Y_2^1 = Y_2 + \sum_{i=1}^L l(r_i) \sum_{j=1, j \neq i}^L l(r_j)$, it follows that $Y_2$ and $Y_2^1$ are highly correlated. Though the distributions of $Y_2$ and $Y_2^1$ are not trivial to obtain, their mean and variance can be obtained by Campbell’s theorem as in Section II-A. For the non-singular pathloss model $l(r_i) = \min(1, r^{-\alpha})$, in a network region with radius $\rho$, we have
\begin{equation}
\mathbb{E}[Y_1] = \begin{cases}
\lambda_A \pi \left( 1 + \frac{2(1-\rho^{-2-\alpha})}{\alpha-2} \right) & \text{if } \alpha \neq 2 \\
\lambda_A \pi (1 + 2 \ln(\rho)) & \text{if } \alpha = 2
\end{cases}
\end{equation}
\begin{equation}
\text{Var}[Y_1] = \lambda_A \pi \left( 1 + \frac{1 - \rho^{-2-2\alpha}}{\alpha - 1} \right).
\end{equation}

Then, using $\mathbb{E}[Y_1^2] = \text{Var}[Y_1] + (\mathbb{E}[Y_1])^2$, we obtain
\begin{equation}
\mathbb{E}[Y_2^1] = \begin{cases}
\lambda_A \pi \left( \frac{\alpha - \rho^{2+\alpha}}{\alpha - 1} + \lambda_A \pi \left( \frac{\alpha - 2^{-\alpha}}{\alpha - 2} \right)^2 \right) & \text{if } \alpha \neq 2 \\
\lambda_A \pi \left( \frac{\alpha - 2^{-\alpha}}{\alpha - 1} + \lambda_A \pi (1 + 2 \ln(\rho))^2 \right) & \text{if } \alpha = 2,
\end{cases}
\end{equation}
\begin{equation}
\text{Var}[Y_2] = \lambda_A \pi \frac{\alpha - \rho^{2+\alpha}}{\alpha - 1} = \text{Var}[Y_1].
\end{equation}

From the above results, we make the following observations:
- $Y_2$ scales proportionally to $X^2$.
- The higher order element of $Y^2$ scales proportionally to $X^2$.
- When the pathloss is bounded, both $Y_2$ and $Y^2_2$ have finite mean, which increase with $\lambda_A$.

Given these observations, one intuitive conclusion is that when $\lambda_A$ increases, $\frac{Y_2}{NY_1^2} \to 0$, which implies $\frac{\mathbb{E}[Y_2]}{N\mathbb{E}[Y_1]} \to 0$. In other words, if $\frac{\mathbb{E}[Y_2]}{N\mathbb{E}[Y_1]}$ does not converge to zero when $\lambda_A$ increases, adding more APs will not help the channel to harden. We continue to investigate this necessary condition for channel hardening below.

When the network region grows infinity large, i.e., $\rho \to \infty$, depending on the pathloss exponent, we have the following cases:

1) $\alpha > 2$: As the network radius $\rho \to \infty$, we have $\rho^{2-2\alpha} \to 0$ and $\rho^{2\alpha} \to 0$, which implies
\begin{equation}
\mathbb{E}[Y_2] \to \lambda_A \pi \left( \frac{\alpha}{\alpha - 1} + \lambda_A \pi \left( \frac{\alpha}{\alpha - 2} \right)^2 \right),
\end{equation}
\begin{equation}
\mathbb{E}[Y_2] \to \lambda_A \pi \frac{\alpha}{\alpha - 1},
\end{equation}
\begin{equation}
\frac{\mathbb{E}[Y_2]}{\mathbb{E}[Y_1]} \to \frac{1}{N} + \lambda_A \pi \frac{\pi \alpha (\alpha - 1)}{(\alpha - 2)^2} \to 0.
\end{equation}

With small $N$, in order to have $\mathbb{E}[Y_2]/\mathbb{E}[Y_1]$ approaching 0, the AP density should satisfy $\lambda_A \pi (\alpha - 1)/(\alpha - 2)^2 \gg 1$. Since the AP density is measured in APs per $m^2$, the condition for channel hardening is only satisfied if $\lambda_A \sim 1$ AP/m$^2$, which is a rather unrealistic condition in practice.

2) $\alpha = 2$: This case behaves as in a free-space propagation environment. As $\rho \to \infty$, we have $\ln(\rho) \to \infty$ and $\rho^{2-2\alpha} \to 0$, which implies
\begin{equation}
\mathbb{E}[Y_2] \to \lambda_A \pi \frac{\alpha}{\alpha - 1},
\end{equation}
\begin{equation}
\frac{\mathbb{E}[Y_2]}{\mathbb{E}[Y_1]} \to \frac{1}{N} + \lambda_A \pi \frac{\pi \alpha (1 + 2 \ln(\rho))^2}{(\alpha - 2)^2} \to 0.
\end{equation}

From the above equations, we see that $\frac{\mathbb{E}[Y_2]}{\mathbb{E}[Y_1]}$ decreases rapidly with $\lambda_A$ and $\rho$ when $\alpha \leq 2$. When the network region grows infinitely large, $\frac{\mathbb{E}[Y_2]}{\mathbb{E}[Y_1]}$ will eventually approach 0. This suggests that with smaller pathloss exponents, e.g., free-space propagation and indoor near field propagation, it is more likely to observe channel hardening in CF Massive MIMO. With the two-ray ground-reflection pathloss model and $\alpha = 4$ [29], the convergence to channel hardening only happens with impractically high antenna density.

In order to validate our analytical predictions, we present in Fig. 3 the simulated $p_\theta$ (i.e., the CDF of $X_{ch}$) for different AP densities, obtained with pathloss exponents $\alpha \in \{3, 7.6, 2\}$. Note that in this figure we only consider $N = 1$. We have chosen large values of $\lambda_A$ in order to see the behavior of $p_\theta$ when $\lambda_A \to \infty$. Fig. 3 shows that with $\alpha = 3.76$, for a given threshold $\theta$, the channel hardening measure $p_\theta$ does not change much with the AP intensity, unless we reach $\lambda_A = 10^3/km^2$ (0.1/m$^2$). However, having $\lambda_A > 10^3/km^2$ is probably practically unreasonable. With $\alpha = 2$, the convergence of the channel hardening measure $p_\theta$ to one becomes more obvious when the AP density grows, which indicates that the probability to observe channel hardening at random locations is fairly large.
choose larger hardening comes at the price of less macro diversity. Having more antennas on fewer APs if we have a limited fixed N. Since the denominator contains ρX/α, this will slightly reduce the hardening, the scope of CF Massive MIMO if each AP is equipped with an array of 5-10 antennas. With a smaller pathloss exponent, the required number of antennas per AP to achieve reasonably strong channel hardening is also smaller.

Property 1. Increasing the number of antennas per AP in CF Massive MIMO always helps the channel to harden. With one antenna per AP, increasing the AP density does not lead to channel hardening when using typical pathloss exponents and AP densities. In a propagation environment with a very small pathloss exponent, α ≤ 2, the channel hardening criterion has higher chance to be satisfied as the AP density increases.

B. More Antennas on Few APs or More APs with Few Antennas?

When the antenna density µ = NλA is fixed, whether to choose larger N with smaller AP density λA or vice versa to achieve a high level of channel hardening can be inferred from (21) for α > 2. We can rewrite (21) as

\[ \mathbb{E}[Y_2] = \frac{1}{N + N\lambda_A \pi \frac{\alpha(\alpha-1)}{(\alpha-2)^2}} = \frac{1}{N + \mu X \frac{\alpha(\alpha-1)}{(\alpha-2)^2}}. \]  

(25)

Since the denominator contains N plus a constant term for fixed µ, we will clearly obtain more channel hardening by having more antennas on fewer APs if we have a limited number of antennas to deploy. For α ≤ 2, we can get the same observations from (23) and (24). Note that the stronger hardening comes at the price of less macro diversity.

In Fig. 3 we present p0 (i.e., the CDF of Xch) for different λA and N while keeping the overall antenna density fixed at µ = NλA = 10^2 km^-2 (10^-3/m^2). This figure confirms our prediction from (25) that having multiple antennas per AP will substantially help the channel to harden, and the level of channel hardening clearly increases with N. The curve N = 50 can be interpreted as a cellular Massive MIMO system, due to the massive number of antennas per AP. The largest gains occur when going from N = 1 to N = 5 (or to N = 10), thus we can achieve reasonable strong channel hardening within the scope of CF Massive MIMO if each AP is equipped with

\[ \frac{\lambda_A}{\pi \lambda_A} = \frac{10^2/\text{km}^2}{10^3/\text{m}^2}. \]

This result was obtained with uncorrelated fading between the user and the antennas on an AP. If there instead is spatially correlated fading, due to insufficient scattering around the AP, this will slightly reduce the hardening, but more antennas will still be beneficial.

\[ \text{Threshold } \theta \text{ vs. } \lambda_A \text{ at } N = 1000/\text{km}^2. \]

Fig. 3. The CDF of Xch, with pathloss exponent α ∈ {3.76, 2}. The network radius is ρ = 0.5 km and N = 1. The AP density is λA ∈ {10^2, 10^3, 10^5}/km^2, which is equivalent to {10^{-4}, 10^{-3}, 0.1}/m^2.

\[ \text{Threshold } \theta \text{ vs. } \lambda_A \text{ at } N = 1000/\text{km}^2. \]

Fig. 4. The CDF of Xch with pathloss exponent α = 3.76 and network radius ρ = 0.5 km. The antenna density is µ = NλA = 1000/\text{km}^2 (10^{-3}/m^2).

C. Distance vs. Number of Antennas

With higher AP density, the average number of antennas in a certain area is larger, thus the distances from the nearest APs to the user are generally smaller—this is the macro diversity effect. The effect of larger AP density on the channel hardening criteria can be related to the reduced distance and/or the increased antenna number. To understand whether the distance or the number of antennas plays the dominant role, we now examine the impact of the AP density while assuming that the typical user is only served by the Mc nearest antennas, where Mc is usually much smaller than the total antenna number M in the network region. Here, we focus only on the case with a single antenna per AP. Thus, the Mc nearest antennas represent also the Mc nearest APs.

From existing results on the distance distribution in Poisson networks, the joint PDF of the distances r = [r1, r2, . . . , rM]T from the Mc nearest antennas to the typical user is

\[ f_r(x_1, . . . , x_{M_c}) = e^{-\pi \lambda_A x_{M_c}} (2\pi \lambda_A)^{M_c} \text{ for } 0 < x_1 < . . . < x_{M_c} < \infty. \]

To avoid the dependence between the distribution of the Mc distance variables, we consider an approximately equivalent case where a fixed number Mc antennas are uniformly and independently distributed in a disk B(0, R) centered at the typical user at the origin. Here, R is an average radius determined by the equivalent antenna density, i.e., R = \sqrt{\frac{M_c}{\pi \lambda_A}}.

As a result of the i.i.d. uniform distribution, the joint PDF of the Mc points within B(0, R) is

\[ f_r(x_1, . . . , x_{M_c}) = \prod_{i=1}^{M_c} \frac{2x_i}{R^2} \]

for x1, . . . , xM_c ∈ [0, R]. Then we have

\[ \mathbb{E}[X_{ch}] \approx \int_0^R \cdots \int_0^R \frac{M_c}{\sum_{m=1}^{M_c}} \frac{L(r_m)^2}{R^2} \prod_{i=1}^{M_c} 2x_i \text{d}x_1 \cdots \text{d}x_{M_c}. \]

(27)

Here, the approximation comes from two parts:
\begin{itemize}
  \item $M_c \ll M$, i.e., we consider that only the $M_c$ nearest APs contribute to the majority of the channel gain and $M_c$ is usually much smaller than $M$;
  \item Our assumption on having $M_c$ antennas uniformly distributed on $B(0, \sqrt{\frac{M_c}{\pi l_A}})$ is an approximation of the real joint distance distribution of the $M_c$ nearest antennas.
\end{itemize}

In Fig. 5, we present the approximation and simulation results of \( \mathbb{E}[X_{ch}] \) for different antenna densities. We compare the approximation obtained from (27) with $M_c = 10$, and the mean value of $\mathbb{E}[X_{ch}]$ obtained in simulations when assuming only the nearest $M_c = 10$ antennas are transmitting to the user. For comparison, we present also simulation results of $\mathbb{E}[X_{ch}]$ with all the $M$ antennas inside the entire network area of radius $\rho = 0.5$ km transmitting to the user at the origin. From this figure we make the following observations:

- Both analytical and simulation results show that the mean value of $X_{ch}$ is barely affected by the AP density $\lambda_A$ when $\lambda_A > 10^3$/km$^2$, but it depends on the pathloss exponent $\alpha$. The smaller $\alpha$ is, the smaller mean of $X_{ch}$ we have, the more likely we can observe channel hardening, which evidences our previous observations;
- The approximation in (27) provides an accurate measure of $\mathbb{E}[X_{ch}]$ when only a few nearest APs affect the channel gain variation, i.e., when the pathloss exponent $\alpha$ is large;
- With smaller pathloss exponent, e.g., $\alpha = 2$, the mean value of $X_{ch}$ when the typical user is served by $M \gg M_c$ antennas is much lower than by $M_c = 10$ nearest antennas. This implies that the number of APs that affect the channel gain variation is much higher than 10. For example, when $\lambda_A = 10^3$/km$^2$, based on Monte Carlo simulations, approximately the nearest 200 APs can affect the distribution of $X_{ch}$. The pathloss exponent determines the speed of signal attenuation, therefore, with smaller $\alpha$, more APs will affect the network statistics observed from the user.

**Property 2.** When the AP density grows, the shortened distances from nearby APs to the user have little impact on the channel hardening criterion. Increasing the total number of antennas in an environment with small pathloss exponent have stronger influence on the channel hardening than in a system with a larger pathloss exponent.

\section*{D. Multi-Slope Pathloss Model}

In this section, we extend our analysis to the scenario with a multi-slope pathloss model, which models the fact that the pathloss exponent generally increases with the propagation distance. Similar to [10], we consider the three-slope pathloss model

\begin{equation}
I(r) = \begin{cases}
Cr^{-3.5} & \text{if } r > d_1 \\
Cr^{-2}d_1^{-1.5} & \text{if } d_0 \leq r \leq d_1 \\
Cd_0^{-2}d_1^{-1.5} & \text{if } r < d_0,
\end{cases}
\end{equation}

where $d_0$ and $d_1$ are fixed distances at which the slope starts to change, $C$ is a constant that depends on the carrier frequency and antenna height. Since the constant factor $C$ does not affect the channel hardening measure, for simplicity, we consider $C = 1$ in the remainder of this section.

As previously in this paper, we consider $\frac{\mathbb{E}[Y_1]}{\mathbb{E}[Y_1]^2} \rightarrow 0$ as the necessary condition of channel hardening. When $\rho \rightarrow \infty$,

\begin{align}
\mathbb{E}[Y_1] &= 2\lambda_A \int_0^\infty \mathbb{E}[Y(r)]dr = 2\lambda_A \pi d_1^{-1.5} \left( \ln d_1 - \ln d_0 + \frac{7}{6} \right); \\
\mathbb{E}[Y_1] &= 2\lambda_A \pi d_1^{-3} \left( \ln d_1 - \ln d_0 + \frac{7}{6} \right)^2 + d_0^{-2} - \frac{3}{10} d_1^{-5}.
\end{align}

Since $\mathbb{E}[Y_2] = \mathbb{Var}[Y_1]$, we have

\begin{equation}
\frac{\mathbb{E}[Y_2]}{\mathbb{Var}[Y_1]^2} = \frac{1}{\mathbb{Var}[Y_1]^2} = \frac{1}{\mathbb{Var}[Y_1]^2} = \frac{1}{\mathbb{Var}[Y_1]^2}
\end{equation}

where the approximation holds when $d_1 \gg 1$ m. Based on this, using larger $d_0$ and $d_1$ will make $\frac{\mathbb{E}[Y_2]}{\mathbb{Var}[Y_1]^2}$ approach 0 with higher speed when $\lambda_A$ increases. This is intuitive, given the previous observation that a smaller pathloss exponent improves the hardening, because as $d_0$ and $d_1$ increase, the number of APs with small pathloss exponents increases. Adding more antennas to the APs will also improve the channel hardening, both for a fixed $\lambda_A$ and when the total antenna density $\mu = N\lambda_A$ is fixed.

Fig. 6 shows $p_0$ (i.e., the CDF of $X_{ch}$) obtained with the three-slope pathloss model, with $d_0 = 10$ m and $d_1 = 50$ m. In this figure, we compare $p_0$ obtained with different values...
of the AP density \( \lambda_A \) for \( N = 1 \) and \( N = 10 \) antennas per AP. First, with \( N = 1 \), when the antenna density increases, the increase of \( p_0 \) is substantial, and more influential than the results in Fig. 3 and Fig. 4 with the one-slope model. Second, comparing the results obtained with \( N = 1 \) and \( N = 10 \), we see that the number of antennas per AP plays a more important role than increasing the AP density in helping the channel AP. First, with \( N = 10 \), when the antenna density increases, the large-scale fading coefficients from each antenna \( d_i \) to the user \( k \) are different, which can be approximated when the number of antennas grows to infinity, in which case the channels are said to provide asymptotically favorable propagation. To be more specific, in

\[
\mathbf{g}_k^H \mathbf{g}_j = \begin{cases} 
0 & \text{if } k \neq j \\
\|\mathbf{g}_k\|^2 \neq 0 & \text{if } k = j.
\end{cases} 
\]

When this condition is satisfied, each user can get the same communication performance as if it is alone in the network [31]. In practice, this condition is not fully satisfied, but can be approximately achieved when the number of antennas grows to infinity, in which case the channels are said to provide asymptotically favorable propagation. To be more specific, in

\[
\mathbf{g}_k^H \mathbf{g}_j = \sqrt{\mathbb{E} \left[ \|\mathbf{g}_k\|^2 \|\mathbf{d}_k\| \right]} = 0, \quad \text{when } M \to \infty, k \neq j. 
\]

Here, we have conditioned on a specific network realization with distance vectors \( \mathbf{d}_k = [d_{1,k}, \ldots, d_{M,k}]^T \) and \( \mathbf{d}_j = [d_{1,j}, \ldots, d_{M,j}]^T \), and each element \( d_{m,k} \) represents the distance from the \( m \)-th antenna to the user \( k \). Recall that every \( N \) antennas are co-located at the same AP, we have \( d_{(i-1)N+1,k} = \ldots = d_{iN,k} \) for \( i = 1, \ldots, L \).

Different from cellular Massive MIMO with co-located antennas, the large-scale fading coefficients from each antenna in CF Massive MIMO to a user are different, which can be viewed as a type of spatial channel correlation. Thus, we have

\[
\mathbf{g}_k^H \mathbf{g}_j = \sum_{m=1}^{M} l(d_{m,k}) l(d_{m,j}) h^*_{m,k} h_{m,j} 
\]

and

\[
\sqrt{\mathbb{E} \left[ \|\mathbf{g}_k\|^2 \|\mathbf{d}_k\| \right]} = \sqrt{\mathbb{E} \left[ \|\mathbf{g}_j\|^2 \|\mathbf{d}_j\| \right]} = \sqrt{\sum_{m=1}^{M} l(d_{m,k}) l(d_{m,j})}.
\]

Since \( \{h_{m,k}\} \) are i.i.d. \( CN(0,1) \) RVs, we have

\[
\mathbb{E} \left[ h_{m,k} h_{m,j} \right] = \begin{cases} 
0 & \text{if } k \neq j \\
1 & \text{if } k = j
\end{cases} 
\]

and it follows that

\[
\mathbb{E} \left[ \frac{\mathbf{g}_k^H \mathbf{g}_j}{\sqrt{\mathbb{E} \left[ \|\mathbf{g}_k\|^2 \|\mathbf{d}_k\| \right]} \sqrt{\mathbb{E} \left[ \|\mathbf{g}_j\|^2 \|\mathbf{d}_j\| \right]}} \right] = \begin{cases} 
0 & \text{if } k \neq j \\
1 & \text{if } k = j
\end{cases}. 
\]

With this mean value, the convergence in (34) holds (in mean square sense and in probability) if the variance of the left-hand side goes asymptotically to zero. Using (35) and (36), we have

\[
\sqrt{\mathbb{E} \left[ \|\mathbf{g}_k\|^2 \|\mathbf{d}_k\| \right]} \mathbb{E} \left[ \|\mathbf{g}_j\|^2 \|\mathbf{d}_j\| \right] = N \sum_{i=1}^{L} l(d_{i,N,k}) l(d_{i,N,j}) 
\]

\[
\leq N^2 \sum_{i=1}^{L} l(d_{i,N,k}) \sum_{i=1}^{L} l(d_{i,N,j}) 
\]

\[
= NL^2 \left( \frac{1}{L} \sum_{i=1}^{L} l(d_{i,N,k}) \right) \left( \frac{1}{L} \sum_{i=1}^{L} l(d_{i,N,j}) \right). 
\]

As the AP density \( \lambda_A \) grows, \( L \) increases, \( \frac{1}{L} \sum_{i=1}^{L} l(d_{i,N,k}) \) will approach \( \mathbb{E}[l(d_{i,N,k})] > 0 \), which is a positive value that only depends on the network size and the pathloss model. Thus, (40) is upper-bounded by a positive value that decreases as \( 1/L \) when \( L \) increases. When \( L \to \infty \), the variance of the channel orthogonality will approach 0. Combined with (35), we can prove that the asymptotically favorable propagation condition defined in (34) holds for CF Massive MIMO.
For finite $L$, we use (40) to define the channel orthogonality metric

$$X_{fp} = \frac{\sum_{i=1}^{L} l(d_{i-N,k})l(d_{i-N,j})}{N \sum_{i=1}^{L} l(d_{i-N,k}) \sum_{i=1}^{L} l(d_{i-N,j})}$$

(42)

and consider the probability that two users at random locations have $X_{fp}$ no larger than a threshold $\gamma$:

$$p_\gamma = \mathbb{P}[X_{fp} \leq \gamma].$$

(43)

Clearly, in order to have asymptotically favorable propagation, when the antenna density grows, $p_\gamma$ should approach one for any $\gamma \geq 0$. For practical purposes, it is desirable that $p_\gamma$ is large for values of the threshold $\gamma$ that are close to zero. In the following, we will analyze how the antenna density, the inter-user distance, and the pathloss exponent affects the channel orthogonality.

### A. Impact of Antenna Density on Channel Orthogonality

The impact of the antenna density $\mu = N \lambda_A$ will be analyzed in two cases: fixed $\lambda_A$ with different $N$ or fixed $N$ with different $\lambda_A$. As mentioned above, $X_{fp}$ is inversely proportional to $N$ when $L$ is fixed, so increasing $N$ always helps the channels to become more orthogonal. In the other case, when $L$ increases, the denominator of $X_{fp}$ grows almost as $L^2$, while the numerator increases almost linearly with $L$. Knowing that $L$ is a Poisson RV with mean value proportional to $\lambda_A$, consequently, $X_{fp}$ will scale roughly inversely proportional to $\lambda_A$, which evinces that for a given $\gamma$, $p_\gamma$ will grow with the AP density $\lambda_A$. Combining the two cases, we can see that both larger $N$ and larger AP density $\lambda_A$ can help the channel to offer more favorable propagation. Fig. 7 presents the CDF of the channel orthogonality metric $X_{fp}$ with different $\lambda_A$ and $N$. By comparing the results obtained with $\lambda_A = (500,100)/\text{km}^2$ and $N = \{1, 5\}$ (marked with circle, left triangle and plus sign), we validate that both increasing $\lambda_A$ and increasing $N$ can improve the channel orthogonality.

### B. More Antennas on Few APs or More APs with Few Antennas?

From (42), we see that the value of $X_{fp}$ is always upper-bounded by $\frac{1}{N}$. When the antenna density $\mu = N \lambda_A$ is fixed, increasing $N$ means smaller $\lambda_A$. As the result, the average number of APs within close distance to the user will be less. Thus, it is hard to predict whether it is more beneficial to have more antennas on few APs or more APs with few antennas.

In Fig. 7, we present the CDF of $X_{fp}$ when fixing the total antenna density $N \lambda_A = 500/\text{km}^2$. We see that increasing $N$ does not necessarily lead to higher or lower $p_\gamma$ for a given value of $\gamma$. We also observe that when choosing sufficiently large $N$, e.g., $N \geq 20$, the channel orthogonality metric $X_{fp}$ becomes very small. In other words, sufficiently large $N$ will help the channels to different users to be asymptotically orthogonal.

**Fig. 7.** The CDF of $X_{fp}$. Pathloss exponent $\alpha = 3.76$. Network radius $\rho = 0.5$ km. For the first four curves (marked with upward triangle, cross, circle and left triangle), the antenna density is $\mu = N \lambda_A = 500/\text{km}^2$ ($5 \times 10^{-4}/\text{m}^2$). The distance between user $j$ and user $k$ is $70$ m.

### C. Impact of Inter-User Distance on Channel Orthogonality

From (34), it is obvious that the distance between two users affects the variance of each term $\sqrt{l(d_{m,k})l(d_{m,j})}h_{m,k}^*h_{m,j}$. When two users are far apart, their channel vectors are more likely to be orthogonal with smaller variance. This result comes from the fact that $l(d_{m,k})l(d_{m,j})$ for all $m = 1, \ldots, M$ will become much smaller when the distance $l_{k,j}$ between user $k$ and user $j$ is large. In addition, $\sum_{m=1}^{M} l(d_{m,k})l(d_{m,j})$ will not vary much with the inter-user distance $l_{k,j}$ when $M$ is fixed. Therefore, $X_{fp}$ becomes smaller when the distance $l_{k,j}$ increases.

**Fig. 8.** The CDF of $X_{fp}$ with different $\lambda_A$ and different inter-user distances $l_{k,j}$, $N = 1$, and pathloss exponent $\alpha = 3.76$.

In Fig. 8, we present $p_\gamma$ for different AP densities $\lambda_A \in \{50, 100, 200\} \text{APs/km}^2$, $N = 1$, and inter-user distances $l_{k,j} \in \{70, 212\}$ m. First, it is shown that with larger $\lambda_A$, the variance of the orthogonality metric $X_{fp}$ is smaller. Second, when the distance between two users is larger, they are more likely to have nearly orthogonal channels. This observation showcases the importance of serving spatially separated users in order to ensure near channel orthogonality.

### D. Impact of Pathloss Exponent on Channel Orthogonality

When the number of antennas $M$ and their locations are fixed, we consider two extreme cases: user $k$ and user $j$ are
very close or extremely far from each other. Since \( X_{\text{ch}} \) coincides with \( X_{\text{fp}} \) in the special case when \( d_{i,N,k} = d_{i,N,j} \) for all \( m = 1, \ldots, M \), we infer from Section III that smaller pathloss exponent will also lead to smaller \( X_{\text{fp}} \). In the other extreme case, when the two users are far apart, in the denominator of \( X_{\text{fp}}, \sum_{i=1}^{L} l(d_{i,N,j}) \) is almost independent of \( \sum_{i=1}^{L} l(d_{i,N,k}) \), and both terms increase much faster than the numerator, especially when \( \alpha \) is small. Combining these two extreme cases, we expect that smaller pathloss exponent would help the channels to become asymptotically orthogonal when \( M \) is sufficiently large.

Consider a CF Massive MIMO system with \( M \) single-antenna APs and \( K \) users, which are assigned mutually orthogonal pilot sequences. The transmission is divided into coherence intervals of \( \tau_{c} \) samples, where each \( \tau_{p} \) is used for uplink pilot signaling and \( K \leq \tau_{p} \leq \tau_{c} \). The channels are modeled as in previous sections: \( \mathbf{g}_k \sim \mathcal{CN}(0, \mathbf{B}_k) \), where \( \mathbf{B}_k = \text{diag}(\beta_1, \ldots, \beta_M) \) and \( \beta_m \) is the orthogonal pilot sequence. User \( k \) uses the transmit powers \( \rho_k \) and \( p_k \) for pilot and data, respectively. Since the elements in \( \mathbf{g}_k \) are independent, it is optimal to estimate them separately at the receiving antenna. The MMSE estimate of \( g_{m,k} \) is

\[
\hat{g}_{m,k} = \frac{\sqrt{\tau_p \rho_k \beta_{m,k}}}{\tau_p \rho_k \beta_{m,k} + 1} \left( \sqrt{\tau_p \rho_k g_{m,k} + w_{m,k}} \right),
\]

where \( w_{m,k} \sim \mathcal{CN}(0,1) \) is i.i.d. additive noise. If we denote by \( \gamma_{m,k} = \mathbb{E}[|\hat{g}_{m,k}|^2] \) the mean square of the MMSE estimate of \( g_{m,k} \), then it follows from (44) that

\[
\gamma_{m,k} = \frac{\tau_p \rho_k \beta_{m,k}^2}{\tau_p \rho_k \beta_{m,k} + 1}.
\]

We will now compare different achievable rate expressions for uplink and downlink when using maximum ratio (MR) processing, which is commonly assumed in CF Massive MIMO since it can be implemented distributively. The expressions are lower bounds on the capacity, thus we should use the one that gives the largest value the accurately predict the achievable performance.

A. Uplink Achievable Rate

During the uplink data transmission, all \( K \) users simultaneously transmit to the \( M \) APs. When using MR, an achievable rate (i.e., a lower bound on the capacity) of user \( k \) is

\[
R_{u,k}^{\text{Uaf}} = \log_2 \left( 1 + \frac{p_k \left( \sum_{m=1}^{M} \gamma_{m,k} \right)^2}{\sum_{j=1}^{K} p_j \left( \sum_{m=1}^{M} \gamma_{n,m,k} \beta_{m,j} + \sum_{m=1}^{M} \gamma_{m,k} \right)} \right),
\]

which was used for CF Massive MIMO in (10). This bound is derived based on the use and then forget (Uaf) principle (12), where the channel estimates are used for MR but then “forgotten” and channel hardening is utilized to obtain a simple closed-form expression. Note that \( R_{u,k}^{\text{Uaf}} \) is a special case of the general expression in (32) for correlated single-cell Massive MIMO systems that apply MR processing. Alternatively, the achievable rate expression in (16) for spatially correlated channels can be used:

\[
R_{u,k} = \mathbb{E} \left[ \log_2 \left( \frac{p_k |\hat{a}_k^H \hat{g}_k|^2}{\sum_{j \neq k} p_j |\hat{a}_k^H \hat{g}_k|^2 + \frac{K}{K} \sum_{j=1}^{K} p_j (\mathbf{B}_j - \Gamma_j) + \mathbf{I}_M} \right) \right],
\]
Fig. 10. The CDF of the uplink achievable rates obtained with the UatF bound, the general bound, and the rate with perfect CSI. $M = 100$, $N = 1$, $K = 20$, $\tau_p = 20$.

Fig. 11. Same as Fig. 10. $M = 100$, $N = 5$, $K = 20$, $\tau_p = 20$.

TABLE I
SIMULATION SETUP

| Parameters          | Values                |
|---------------------|-----------------------|
| $M$, $K$, $\tau_p$, $\tau_c$ | 100, 20, 20, 500     |
| $d_0$, $d_1$        | 10 m, 50 m            |
| Carrier frequency $f$ | 1.9 GHz             |
| Antenna height $h_{AP}$, $h_u$ | 1.5 m, 1.65 m       |
| Uplink pilot power $p_k$, data power $p_k$ | 100 mW, 100 mW |
| Downlink power per UE $q$ | 100 mW          |

where $\mathbf{g}_k = [\hat{g}_{1,k}, \ldots, \hat{g}_{M,k}]^T$, $\mathbf{\Gamma}_j = \text{diag}(\gamma_{1,j}, \ldots, \gamma_{M,j})$, and $\mathbf{a}_k$ is the combining vector, which is $\mathbf{a}_k = \mathbf{g}_k$ for MR. This general bound does not rely on channel hardening.

In Fig. 10 and Fig. 11 we compare the uplink achievable rates obtained with (46) and (47), and also the rate with perfect CSI (obtained from (47) by letting $\rho_k \to \infty$). The simulation is performed in a network area of 1 km x 1 km. $K = 20$ users are randomly and uniformly distributed in the network region, and we have $\tau_p = K$. The total number of antennas is $M = 100$. The results in Fig. 10 are obtained with $L = 100$ single-antenna APs and those in Fig. 11 are obtained with $L = 20$ APs with $N = 5$ antennas per AP. All the APs are independently and uniformly distributed in the network region. The length of the coherence block is $\tau_c = 500$. The large-scale fading coefficients between the antennas and the users are generated from 300 different PPP realizations. The three-slope pathloss model in [28] is used with $d_0 = 10$ m and $d_1 = 50$ m. The constant factor $C$ (dB) is given by

$$C = 105 + 46.3 + 33.9 \log 10(f) - 13.82 \log 10(h_{AP}) - (1.1 \log 10(f) - 0.7)h_u + (1.56 \log 10(f) - 0.8),$$

where $f$ is the carrier frequency, $h_{AP}$ and $h_u$ are the AP and user antenna height, respectively. The simulation parameters are summarized in Table I. Fig. 10 and Fig. 11 show the CDFs of the user rates for random distances between the $L$ APs and the $K$ users. The general rate expression in (47) provides almost identical rates to the perfect CSI case, which indicates that the estimation errors to the closest APs are negligible. In contrast, the UatF rate in (46) is a much looser bound on the capacity, particularly for the users that support the highest data rates. Some users get almost twice the rate when using the general expression. This is due to the lack of channel hardening for users that are close to only a few APs. Hence, a general guideline is to only use (47) for achievable rates in CF Massive MIMO with single-antenna APs. An important observation from Fig. 10 and Fig. 11 is that, with multiple antennas per AP, e.g., $N = 5$, the differences between the UatF bound and the perfect CSI case becomes smaller, particularly for the users that support the smallest rates. This comes from the fact that having multiple antennas per AP gives better channel hardening, as we have seen in Section III. However, the average rate reduces when going from many single-antenna APs to fewer multi-antenna APs, so it is not obvious what is the better choice in practice.

B. Downlink Achievable Rate

In the downlink of Massive MIMO, it is popular to use rate expressions where the only CSI available at the user is the channel statistics. When there is channel hardening, one can achieve rates similar to the uplink. If MR precoding is used, then one can use the rate expression for spatially correlated fading from [16] and obtain the achievable rate

$$R_{d,k}^{UatF} = \log_2 \left( 1 + \sum_{m=1}^{M} \frac{\sqrt{p_{m,k} \gamma_{m,k}}^2}{\sum_{k' = 1}^{K} \sum_{m=1}^{M} p_{m,k'} \beta_{m,k} + 1} \right)$$

for user $k$, where $p_{m,k}$ is the average transmit power allocated to user $k$ by AP $m$. This type of expression was used for CF Massive MIMO in [10], using a slightly different notation. We call this the UatF rate since we use the received signals for detection, but “forget” to use them for blind estimation of the instantaneous channel realizations.

Suppose $\mathbf{a}_k$ is the precoding vector (including power allocation) assigned to user $k$. To avoid relying on channel hardening, user $k$ can estimate its instantaneous channel after precoding $\mathbf{a}_k^H \mathbf{r}_d$, from the collection of $\tau_d$ received downlink
signals in the current coherence block. By following a similar approach as in [33] Lemma 3], we obtain the achievable rate

\[ R_{lk} = \mathbb{E} \left[ \log_2 \left( \frac{|a_k^H g_k|^2}{\sum_{j \neq k} |a_j^H g_{j, k}|^2 + 1} \right) \right] - \frac{1}{\tau_d} \sum_{l=1}^{K} \log_2 \left( 1 + \tau_d \text{Var}[a_k^H g_k] \right). \]  

(50)

The first term in [50] is the rate with perfect CSI and the second term is a penalty term from imperfect channel estimation at the user. Note that the latter term vanishes as \( \tau_d \to \infty \), thus this general rate expression is a good lower bound when the channels change slowly. The rate with MR precoding is obtained by setting \( a_k = [\hat{g}_{1,k}, \frac{p_{1,k}}{\gamma_{1,k}} \ldots \hat{g}_{M,k}, \frac{p_{M,k}}{\gamma_{M,k}}]^T \).

VI. CONCLUSION

In this work, we provided thorough investigation of the channel hardening and favorable propagation phenomena in CF Massive MIMO systems from a stochastic geometry perspective. By studying the channel distribution from stochastically distributed APs with either single or multiple antennas per AP, we characterized the channel gain distribution, based on which we examined the conditions of channel hardening and favorable propagation. Our results showed that whether the channel hardens with increasing number of antennas strongly depends on the propagation environment and pathloss model, but one should generally not expect much hardening. However, one can improve the hardening by deploying multiple antennas per AP. There are several factors that can help the channel to provide favorable propagation, such as smaller pathloss exponent, higher antenna density, and spatially separated users with larger distances. Well separated users will generally exhibit favorable propagation since they are mainly communicating with different subsets of the APs.

A main implication of this work is that one should not rely on channel hardening and favorable propagation when computing the achievable rates in CF Massive MIMO, because this could lead to a great underestimation of the achievable performance. There is a good uplink rate expression for spatially correlated Massive MIMO systems that can be used. Further development of downlink rate expressions is needed to fully understand the achievable downlink performance in CF Massive MIMO.

APPENDIX

A. Proof of (5) and (6)

Recall Campbell’s theorem as follows [23]. If \( f(x) : \mathbb{R}^d \to [0, +\infty] \) is a measurable function and \( \Phi \) is a stationary/homogeneous PPP with density \( \lambda \), then

\[ \mathbb{E} \left[ \sum_{x \in \Phi} f(x) \right] = \lambda \int_{\mathbb{R}^d} f(x) dx. \]  

(52)

Since \( \Phi_A \) is a two-dimensional homogeneous PPP, for a finite network region with radius \( \rho \), we have

\[ \mathbb{E} \left[ \|g_k\|^2 \right] = \mathbb{E} \left[ \sum_{l \in \Phi_A} H_l l(r_i) \right] = \mathbb{E} \left[ H_l \right] \cdot \lambda_A \int_{\partial(0, \rho)} l(\|x\|) dx. \]

(53)

Note that \( l(r) = \min(1, r^{-\alpha}) \) and \( \mathbb{E} \left[ H_l \right] = N \) as a result of the Gamma distribution, thus

\[ \mathbb{E} \left[ \|g_k\|^2 \right] = N \lambda A 2\pi \left( \int_0^1 r dr + \int_1^\rho r^{1-\alpha} dr \right). \]  

(54)

Depending on the value of \( \alpha \), we have

\[ \mathbb{E} \left[ \|g_k\|^2 \right] = \begin{cases} N \lambda A \pi \left( 1 + \frac{2(1-r^{-\alpha})}{\alpha-2} \right) & \text{if } \alpha \neq 2 \\ N \lambda A \pi (1 + 2 \ln \rho) & \text{if } \alpha = 2 \end{cases} \]  

(55)
From \cite{23}, we have the expression for the variance
\[
\text{Var} \left( \sum_{x \in \Phi} f(x) \right) = A \int_{\mathbb{R}^d} f(x)^2 \, dx. \quad (56)
\]
Since $H_i \sim \text{Gamma}(N, 1)$, we have $\mathbb{E} \left[ H_i^2 \right] = (\mathbb{E} [H_i])^2 + \text{Var} [H_i^2] = N^2 + N$, thus
\[
\text{Var} \left[ ||g||^2 \right] = \lambda_A \cdot \mathbb{E} \left[ H_i^2 \right] 2\pi \int_0^\rho \tilde{f}_i(r) r \, dr = (N^2 + N) \lambda_A 2\pi \left( \int_1^\rho r \, dr + \int_1^\infty r^{1-2\alpha} \, dr \right) = (N^2 + N) \lambda_A \pi \left( 1 + \frac{1}{\alpha - 1} \left( 1 - r^{2-2\alpha} \right) \right). \quad (57)
\]
Note that (57) will have a different form when $\alpha = 1$, which is unlikely to happen in a real propagation environment. Thus, this case is not discussed here.
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