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The urgent need for efficient energy storage devices has stimulated a great deal of research on electrochemical double layer capacitors (EDLCs). This review aims at summarizing the recent progress in nanoporous carbons, as the most commonly used EDLC electrode materials in the field of capacitive energy storage, from the viewpoint of materials science and characterization techniques. We discuss the key advances in the fundamental understanding of the charge storage mechanism in nanoporous carbon-based electrodes, including the double layer formation in confined nanopores. Special attention will be also paid to the important development of advanced in situ analytical techniques as well as theoretical studies to better understand the carbon pore structure, electrolyte ion environment and ion fluxes in these confined pores. We also highlight the recent progress in advanced electrolytes for EDLCs. The better understanding of the charge storage mechanism of nanoporous carbon-based electrodes and the rational design of electrolytes should shed light on developing the next-generation of EDLCs.

1. Introduction

Reducing the consumption of fossil fuels and developing renewable and sustainable energy sources have been considered to be effective strategies to tackle the climate change crisis. To address such issues, more efficient electrical energy conversion and storage devices are required.1 The most commonly used electrochemical energy storage technologies today are batteries and supercapacitors. Batteries store energy through a
faradaic reactions of electrode materials with electrolytes, usually along with chemical interconversions and phase changes, providing high energy supplement, with energy densities of a few hundreds of W h kg$^{-1}$. However, these battery-type faradaic reactions undergo sluggish kinetics and material irreversible processes, leading to limited power performance and lifetime. By contrast, supercapacitors store the charge at the electrode/electrolyte interface, via physical ion adsorption/desorption process, for electrochemical double-layer capacitors (EDLCs); through fast and non-diffusion limited faradaic reactions for pseudocapacitive materials. These fast and highly reversible storage mechanisms make supercapacitors promising candidates for energy storage devices with high power density and a long cycling life, which are nowadays used in a broad range of applications where high power delivery and/or uptake is needed, such as energy harvesting. However, the energy density (~10 W h kg$^{-1}$ for the best commercial devices) still hampers the spread of this technology over a wider range of applications.

1.1 Basic operating principles of EDLCs

As mentioned above, EDLCs are capacitive energy storage devices that store energy through a non-faradaic mechanism. Like batteries, a supercapacitor device contains two electrodes immersed in an electrolyte (see Fig. 1), with an ionically conducting, porous separator placed in-between to prevent electrical short circuits. Basically, when an external voltage is applied between the EDLC electrodes, the electronic charge that accumulates at electrode surfaces is balanced by the adsorption of the ions of opposite ionic charge from the electrolyte. The capacitance $C$ created by this charge separation at the electrode/electrolyte interface, resulting from electrostatic charge separation, is given by

$$\frac{C}{A} = \frac{\varepsilon_0 \varepsilon_r}{d}$$

where $\varepsilon_0$ ($8.85 \times 10^{-12}$ F m$^{-1}$) is the permittivity of the vacuum, $\varepsilon_r$ is the relative dielectric constant of the electrolyte which is dimensionless, $d$ (m) is the average approaching distance of ions to the electrode surface, and $A$ (m$^2$) is the accessible surface area of the electrode. This capacitance is often called the electrochemical double layer capacitance, or double layer capacitance. Considering conventional values for the relative dielectric constant of the electrolyte (less than about 100) and the approaching distance $d$ (a few $10^{-10}$ m), the double layer capacitance values span the range of a few tens $\mu$F cm$^{-2}$. Materials with a high specific surface area (m$^2$ g$^{-1}$) have then been used to increase the total electrode capacitance. Among the potential candidates, porous carbon meets all the requirements because of its large specific surface area (1500 m$^2$ g$^{-1}$ can be achieved), electrical conductivity, electrochemical stability and low cost. Following these principles, Becker proposed the first patent using a porous carbon electrode and an aqueous electrolyte in 1957. Later on, Sohio Corporation designed another apparatus also using carbon materials along with an
organic electrolyte, and NEC Corporation marketed the first supercapacitor devices in 1971.13 Today, supercapacitors are everywhere, from micro-farad-sized computer electronics to thousands-farad-sized rubber-tired gantry crane.

Tremendous efforts have been focused initially on the fabrication of high SSA carbons (such as activated carbons) since eqn (1) suggested that higher SSA leads to higher specific capacitance. In 2006, several groups observed an unexpected capacitance increase by using nanoporous carbons with tunable pore structures in the subnanometer range,\textsuperscript{14,15} revealing that not only the SSA but also the carbon pore structures, such as average pore size and pore size distribution,\textsuperscript{16,17} have significant impacts on the carbon electrode performance. The discovery of a drastic capacitance increase when the ions were confined in sub-nanopores (<1 nm) of porous carbon materials, that is, in pores less than the size of the solvated ions, has not only resulted in a two-times increase of the energy density of commercial devices but has also led to revisit the fundamental concepts of the EDL charging in confined carbon nanopores. Since then, alternative EDL theories and models have been proposed and developed to understand the charge storage mechanisms in nanoporous carbons. This has been made possible by the important development of theoretical studies as well as analytical techniques to better understand the ion environment and ion fluxes in these confined pores.

This review aims at summarizing the recent progress in the field of capacitive energy storage using nanoporous carbon materials, from the viewpoint of materials science and the characterization techniques. In particular, we will focus on the charge storage mechanisms of the nanoporous carbon-based electrode in EDLCs, from classical theories to the most recent models. Simulations and advanced in situ techniques have been since then extensively developed and will be reviewed in the following. Finally, perspectives will be given as a guideline for building supercapacitors with improved performance.

1.2 Key characteristics of EDLCs
As mentioned earlier, a supercapacitor cell contains two parallel electrodes, in which the positive and negative electrodes are equivalent to two capacitors assembled in series (see Fig. 1); therefore, the capacitance $C_{\text{cell}}$ of the device is expressed as

$$C_{\text{cell}} = \frac{C_p + C_n}{C_p + C_n}$$

where $C_p$ and $C_n$ are the capacitances of the positive and negative electrode, respectively. Similar to batteries, the two main performance metrics used to characterize EDLC devices are the energy and power density. The energy $E$ (W h) is given by

$$E = \frac{1}{2} C_{\text{cell}} U^2 \frac{1}{3600}$$

where $U$ is the operating voltage window (V). The maximum power $P_{\text{max}}$ (W) supply of the supercapacitors is given by

$$P_{\text{max}} = \frac{U_{\text{max}}^2}{4R_s}$$

where $R_s$ is the series resistance ($\Omega$). And the average power $P_a$ (W) is associated with the energy delivered per unit time (s) and can be expressed as

$$P_a = \frac{E}{t_d}$$

where $t_d$ is the discharge time.

From a practical point of view, the energy and power of EDLCs can be presented and compared on a gravimetric (per weight), volumetric (per volume), or areal (per area) basis. It is worth noting that selecting suitable performance characteristics is essential for reporting new materials and electrode architectures, and the reader can refer to several papers recently published reporting best practices for interpreting the performances of electrochemical energy storage systems.\textsuperscript{18–21}

To summarize, energy and power densities based on cell stack volume or total cell weight should be reported in Ragone plots instead of values normalized to the active material weight.\textsuperscript{18,19} In the case of microdevices and some flexible electronics which have a negligible mass loading (tens of $\mu$g) or an extremely thin film (hundreds of nm), the volumetric or areal energy density is more appropriate than gravimetric parameters.\textsuperscript{18,22}

The key challenge EDLCs are facing is their energy density improvement to increase their operating time beyond one minute. This results in finding strategies to improve the cell voltage and/or the capacitance, such as shown in eqn (3). Basically, the capacitance of porous carbon electrodes is controlled by the carbon/electrolyte interface, and this will
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be the core of the present paper and extensively discussed in the next sections. The cell voltage of EDLCs is limited by the electrochemical stability of the electrolyte, as well as the presence of impurities (surface groups) on the carbon electrode. With the operating voltage in aqueous-based electrolytes being limited to about 1.23 V, because of water electrolysis, non-aqueous electrolytes are preferentially used since they can provide cell voltage beyond 3 V.\(^ {24,25}\) Advanced electrolytes which have been recently proposed for EDLC devices will be briefly described in Section 4 at the end of this paper, but the reader will find more detailed information on the electrolytes from other literature.\(^ {26–28}\)

To sum up, choosing the suitable electrode material and electrolyte matrix remains the core issue to enhance the performance of EDLC devices.

### 2. EDL capacitance at the porous carbon/electrolyte interface

#### 2.1 EDL models based on 2D electrodes

The first EDL model proposed by Helmholtz\(^ {8}\) described the charge separation at the electrode/electrolyte interface considering a planar electrode surface. In this model (Fig. 2a), the charges accumulated at the electrode surface are balanced by electrostatic adsorption from the electrolyte of a counterion monolayer, resulting in two layers of opposite charges at the interface. This model is analogous to the conventional parallel-plate dielectric capacitors, and the Helmholtz layer capacitance can be therefore expressed as eqn (1).

The areal capacitance (per cm\(^2\)) of the Helmholtz layer (\(C_H\)) can be normalized by \(\varepsilon_r\) the electrolyte dielectric constant and \(d\) the thickness of the Helmholtz layer, both of them depending on the selected electrolytes. The dielectric constant value of bulk water is around 78,\(^ {29}\) and it falls in the range of 1 to 100 at room temperature for most of the solvents used in EDLC applications.\(^ {25,29,30}\) However, one should note that the dielectric constant would be arguably nonvalid at such scale (sub-nanometer) and it has been found to be smaller than that of the electrolyte bulk.\(^ {29}\) The Helmholtz model suggests a linear potential drop within the Helmholtz layer. However, the surface excess charges of the electrode are unlikely to be entirely counterbalanced by the Helmholtz layer, especially in the case of low concentration solutions.\(^ {25}\) Also, the counterion layer from the electrolyte side cannot be formed as a single static compact layer due to the ion movement from thermal fluctuation. The Gouy–Chapman model,\(^ {31,32}\) as presented in Fig. 2b, includes a diffuse layer between the electrode and bulk electrolyte to take into account the thermal fluctuation according to the Poisson–Boltzmann equation.\(^ {12}\) The ion distribution of the diffuse layer highly depends on the distance since the electrostatic attractions decrease from the electrode surface to the electrolyte bulk. The average thickness of the diffuse layer (also called Debye length, \(\lambda_D\)) for monovalent electrolytes is defined as

\[
\lambda_D = \frac{\varepsilon_0 \varepsilon_r RT}{2(zF)^2C_0}
\]

where \(\varepsilon_0\) and \(\varepsilon_r\) are respectively the vacuum dielectric constant (F m\(^{-1}\)) and the relative permittivity of the electrolyte (dimensionless), \(R\) is the ideal gas constant (J mol\(^{-1}\)), \(T\) is the absolute temperature (K), \(F\) is the Faraday constant (C mol\(^{-1}\)) and \(C_0\) is the bulk electrolyte concentration (mol m\(^{-3}\)). Capacitance \(C_D\) of the diffuse layer can be calculated from the Poisson–Boltzmann equation, leading to

\[
C_D = \frac{\varepsilon_0 \varepsilon_r \cosh \left( \frac{zF\phi}{2RT} \right)}{\lambda_D}
\]

where \(\phi\) is the electrical potential (volts); \(F\), the Faraday constant (C mol\(^{-1}\)); \(R\), the ideal gas constant (J mol\(^{-1}\)); \(T\), the temperature (K); \(\varepsilon_0\) and \(\varepsilon_r\), respectively the vacuum dielectric constant and the relative dielectric constant (F m\(^{-1}\)). According to (7), the differential capacitance \(C_D\) (F cm\(^{-1}\)) of the Gouy–Chapman model is then no longer constant. Instead, the model predicts a kind of “U” shape of the differential capacitance with the electrode potential, which is in accordance with the
experimental results observed using NaF solutions in contact with Hg in low concentration solutions.\textsuperscript{35} Also, the capacitances experimentally measured (a few tens of μF cm\(^{-2}\) in aqueous electrolytes for instance) were far below those predicted from the model (a few hundreds of μF cm\(^{-2}\)).\textsuperscript{34} Indeed, one major flaw of the Gouy–Chapman model is to consider point charges which can virtually approach the surface at zero distance leading to an infinite capacitance. To address these issues, Stern modified the Gouy–Chapman model by considering an actual size for ions which led to an additional compact layer (Stern layer) in series with the diffuse layer (Fig. 2c).\textsuperscript{35} The compact layer is identical with the Helmholtz layer from the physics point of view, whose thickness is \(\lambda_H (m)\). The EDL capacitance of this Gouy–Chapman–Stern model is given by

\[
\frac{1}{C_{DL}} = \frac{1}{C_H} + \frac{1}{C_D} = \frac{\chi_H}{\varepsilon_0\varepsilon_r} + \frac{\lambda_D}{\varepsilon_0 \varepsilon_r \cosh \left( \frac{2F\phi}{2RT} \right)} \tag{8}
\]

where \(C_H\) and \(C_D\) are the capacitances of the Stern (Helmholtz) layer and the diffuse layer, respectively (both in F m\(^{-2}\)). The total EDL capacitance is governed by the smallest capacitance between \(C_H\) and \(C_D\). In highly concentrated electrolytes, the diffuse layer thickness (\(\lambda_D\)) drops to zero so that the Helmholtz capacitance (\(C_H\)) is the only one to be considered. The Gouy–Chapman–Stern model was indeed a milestone that depicted a more realistic gross feature of the EDL, which is close to some experimental observations. However, this model still suffers from some limitations. For instance, it does not take into account the effects of ion–ion correlation, which are important, especially in solvent-free ionic liquid systems.\textsuperscript{25,36} Besides, some chemical interactions between the electrode surface and species from the electrolyte, also known as specific adsorption, may also impact the EDL formation.\textsuperscript{34} Moreover, previous literature suggested that considering a linear potential drop within the compact layer was inappropriate in the case of high electrode polarization in high concentration electrolytes.\textsuperscript{25,37} However, the Gouy–Chapman–Stern model provided a constructive and predictive interpretation of the EDL that had led to the development of the EDLC field over the past few decades.

The EDL formation at planar electrodes in solvent-free ionic liquid electrolytes deviates from predictions of classical models based on dilute-solution approximation.\textsuperscript{36} Unlike solvent-containing electrolytes, the absence of solvent molecules for screening the charge between cations and anions in ionic liquids results in strong ion–ion correlations. The orientations and rearrangements of non-spherical shaped ion chains triggered by the polarization and complex force fields make it even more difficult to depict the electrode/ionic liquid interface structure.\textsuperscript{25} Kornyshev’s group predicted the existence of a differential capacitance–potential curve with bell-like and camel-like shapes based on mean-field theory,\textsuperscript{36} which was further confirmed by experimental and simulation studies.\textsuperscript{39–43} For potential below the potential of zero charge (PZC) range, an over-screening effect is proposed due to the ion–ion correlations (see Fig. 2d), leading to the formation of a first counterion layer with an excess charge compared to the electrode. For even larger polarization below PZC, a crowding effect is predicted at higher voltage (vs. PZC), when the increased polarization suppresses the over-screening and leads to the formation of counterions approaching the inner layer (Fig. 2e).\textsuperscript{36,38} On a flat electrode, the global view is now that the EDL is formed by a stacking of multilayers of ions, as evidenced from both experimental and modeling observations.\textsuperscript{41,43–47} Monolayered interfacial structures\textsuperscript{48,49} and a controversial dilute electrolyte-like picture\textsuperscript{50} have also been proposed. Using molecular dynamics simulation based on coarse grained models, Kirchner \textit{et al.} suggested a structural transition from multiple alternating layers of counter- and co-ions to a surface-frozen monolayer of counterions at certain charge densities.\textsuperscript{51}

### 2.2 High surface area carbons for EDLC electrodes

According to IUPAC,\textsuperscript{52} pores can be classified into three categories, namely micropores (0.2 to 2 nm), mesopores (2 to 50 nm), and macropores (>50 nm). The smallest pores—micropores—can be sub-divided into super- (>0.7 nm) and ultra-micropores (<0.7 nm). Micropores are then nano-sized. For the sake of clarity, in the next sections, we will refer to nanopores as pore size of nanoporous and sub-nanoporous dimensions.

As mentioned above, nanoporous carbons have been widely used as EDLC electrode materials. First, an extremely high specific surface area (beyond 2000 m\(^2\) g\(^{-1}\)) as well as tunable average pore size and pore size distribution can be achieved using various processes, including activation, carbonization, etc.\textsuperscript{5} Carbon materials also have excellent electrochemical stability in both aqueous and non-aqueous systems. The operating voltage windows of carbon-based EDLCs were usually limited by the decomposition potential of electrolytes instead of the carbon electrodes. Their electrical conductivity allows for a limited ohmic drop during electrochemical polarization. Finally, they can be prepared from low cost, abundant bio-sourced precursors using cheap processes.\textsuperscript{11}

Fig. 3 shows that various kinds of carbon materials with several dimensionalities can be used for EDLC applications, from 0-dimensional (0D) non-porous carbon onions, to 1D (carbon nanotubes and carbon fibers), 2D (graphene), and 3D porous carbons (activated carbons, templated carbons, carbide-derived carbons). A few examples of various carbons used in EDLCs are summarized in Table 1.

Activated carbons (ACs) are amorphous porous carbons containing mainly sp\(^2\) carbon atoms. They are prepared from physical (thermal) and/or chemical activation of various types of natural or synthetic organic precursors.\textsuperscript{11} In general, precarbonization is required before the activation process when natural precursors are used as carbon precursors. Physical activation takes place in the high temperature range of 600–1200 °C under oxidizing atmospheres (such as steam and CO\(_2\)), while chemical activation requires a lower temperature range of 300–600 °C using chemical reagents (such as KOH, ZnCl\(_2\), etc.). ACs are highly porous with a broad range of pore sizes from a few tens of nanometers to a few nanometers, resulting in high SSA, mainly ranging from 1000 to 2000 m\(^2\) g\(^{-1}\). The SSA and pore size distribution are predominantly determined...
by carbon precursors and the activation process. Owing to their relatively good electrical properties and high SSA, and especially the low cost compared to other carbon materials, ACs have been widely used as supercapacitor electrode materials. AC based supercapacitors show a long cycle life span (>106 cycles), making ACs the best option as supercapacitor electrodes in commercial devices. The electrochemical performances of AC based electrodes have been significantly improved during the past few years, exceeding 200 F g\(^{-1}\) in nonaqueous based electrolytes.\(^{16,53-55}\) This has been mainly achieved by tuning the mean pore size and pore size distribution in the micropore range, below 1.5 nm (see below). In aqueous electrolytes, AC electrodes enable the delivery of capacitance ranging from 100 to 300 F g\(^{-1}\) depending on pore size distribution and surface chemistry, but the penalty is the low energy density associated with the limited voltage window.\(^{56,57}\)

Carbide-derived carbons (CDCs) are produced by selective etching of metals from various metal carbides, with TiC being the most used.\(^{58}\) CDCs offer the key advantage of fine-tuning their pore size (below 2 nm) and pore size distribution by adjusting the synthesis parameters such as temperature and time; the carbon structures and particle size are defined by the carbide precursors.\(^{59}\) Generally, CDCs exhibit high BET SSA ranging from 1000 to 2000 m\(^2\) g\(^{-1}\) and a narrow pore size distribution in the nanometer and sub-nanometer range. Taking TiC-CDCs as an example, their average pore sizes vary from 0.68 to 1.1 nm which can be tunable with 0.05 nm accuracy by changing the chlorination temperature in the range of 500 to 1000°C.\(^{14}\) Owing to their controlled, narrow pore size distribution in the micropore range, CDCs have been extensively used as model materials to understand the fundamental of EDL formation in porous materials\(^{4,60}\) and have helped in identifying the capacitance increase in nanopores (see later). TiC-CDCs showing a specific capacitance value of 160 F g\(^{-1}\) were reported in an ionic liquid, which showed a high volumetric capacitance of 85 F cm\(^{-3}\), higher than standard ACs at that time.\(^{60}\) Later on, several approaches have been proposed to design CDCs with high EDL capacitance and high-rate performance, including reducing the CDC particle size\(^{61}\) and adding mesopores.\(^{62-64}\) Interestingly, CDCs have moved into real products since they are now used in commercial EDLCs.\(^{65}\)

Templated carbons (TCs) are obtained by template-assisted carbonization of carbon precursors and subsequent removal of the templates. This approach leads to carbon materials with precise control of the pore size in the mesopore range, which is of great significance for electrode materials of supercapacitors.\(^{66}\) The pore structures of TCs can be controlled by using two kinds of templates, namely hard template (such as zeolites, mesoporous silicas, and metal oxides) and soft template (such as metal–organic frameworks and block copolymer surfactants).\(^{10}\) Numerous publications based on TCs have been published during the last decade; here we provide a few examples. Zeolite templated carbons (ZTC) produced by acetylene CVD can achieve a high capacitance of 140 to 190 F g\(^{-1}\) (70 to 85 F cm\(^{-3}\)) in organic-based electrolytes.\(^{67,68}\) Such materials are interesting for conducting basic studies of ion transfer and adsorption in nanopores. However, the commercial development is limited by the cost of production.

Carbon onions, also called onion-like carbons (OLCs), are spherical or polyhedral carbon nanoparticles, consisting of concentric defective sp\(^3\)-hybridized carbon multiple shells, with a small size around a few tens of nanometers. Among a number of synthetic routes for preparing OLCs, thermal treatment of detonation nanodiamond powders is the most practical method.\(^{69-71}\) Since OLC particles are non-porous, they exhibit a limited external SSA of 300–600 m\(^2\) g\(^{-1}\), together with a high interparticle pore volume around 1 cm\(^3\) g\(^{-1}\). The pore structure of OLC electrodes consists predominantly of micro and mesopores existing between the OLC particles. However, due to the non-porous particles, the whole surface is highly accessible to electrolyte ions. As a result, OLC-based electrodes can achieve a limited capacitance of 50 F g\(^{-1}\) with excellent power ability due to the highly accessible external surface area. In summary, OLCs are not good candidates to increase the capacitance of EDLC electrodes but can deliver high power.\(^{75,76}\) Besides, OLCs with a particle size around 10 nm are also employed as conductive additives for EDLCs.\(^{77,78}\)

Carbon nanotubes (CNTs) are large cylindrical carbon materials consisting of a hexagonal arrangement of sp\(^2\) hybridized
Table 1 Examples of carbon materials for EDLCs

| Carbon   | Electrode materials | SSA\(^a\) (m\(^2\) g\(^{-1}\)) | Electrolyte (mol l\(^{-1}\)) | \(C_e^{b}\) (F g\(^{-1}\)) | \(C_i^{b}\) (F cm\(^{-3}\)) | Voltage (V) | Test conditions | High-rate test \(c_{\text{e}}^{b}\) (F g\(^{-1}\)) | \(c_{\text{i}}^{b}\) (F cm\(^{-3}\)) | Ref. |
|----------|---------------------|------------------------|------------------|-----------------|-----------------|----------------|----------------|-----------------|----------------|-------|
| ACs      | PICACTIF SC         | 2315 (B)               | TEAMS (1.7)      | 125 (g)         | 2               | 10 mA cm\(^{-2}\) (2el) | —             | 53              | —               | 55    |
|          | 3432 (B)            |                        | EMIBF\(_4\)      | 256 (g)         | 2.3             | 1 mA s\(^{-1}\) (2el)  | 150 (g)        | —               | 100 mA s\(^{-1}\) | 54    |
|          | 2244 (D)            |                        |                  | 2               | 2.3             | 1 mA s\(^{-1}\) (2el)  | 173 (g)        | —               | 100 mA s\(^{-1}\) | 54    |
|          | 3967 (B)            |                        | TEABF\(_4\) (1)  | 236 (g)         | 2.3             | 1 mA s\(^{-1}\) (2el)  | 173 (g)        | —               | 100 mA s\(^{-1}\) | 54    |
|          | 2387 (D)            |                        |                  | 100 (g)         | 2               | 1 A g\(^{-1}\) (2el)    | 238 (g)        | 10 A g\(^{-1}\) | 57    |
|          | 2841 (B)            |                        | KOH (2)          | 330 (g)         | 1               | 1 A g\(^{-1}\) (3el)    | —              | —               | —               | —     |
| CDCs     | TiC-CDC             | 1270 (B)               | TEABF\(_4\) (1.5)| 145 (g)         | 2.3             | 5 mA cm\(^{-2}\) (2el) | 128 (g)        | 100 mA cm\(^{-2}\) | —               | 14    |
|          | TiC-CDC             | 1270 (B)               | EMITFSI          | 160 (g)         | 3              | 5 mA cm\(^{-2}\) (2el) | 140 (g)        | 20 A g\(^{-1}\) | 64    |
|          | OM-CDC              | 2364 (B)               | H\(_2\)SO\(_4\) (1)| 188 (g)         | 0.6             | 0.1 A g\(^{-1}\) (3el) | 115 (g)        | 100 mA s\(^{-1}\) | —               | 62    |
|          | Mesoporous-CDC      | 2250 (B)               | TEA BF\(_4\) (1)| 170 (g)         | 2               | 0.1 A g\(^{-1}\) (2el) | 150 (g)        | 17 A g\(^{-1}\) | —               | 62    |
| TCs      | ZTC                 | 2940 (B)               | TEA BF\(_4\) (1)| 168 (g)         | 2               | 0.05 A g\(^{-1}\) (3el) | 153 (g)        | 2 A g\(^{-1}\) | 67    |
|          | ZTC-L               | 2910 (B)               | TEABF\(_4\) (1)| 75 (g)          | 2               | 1 A g\(^{-1}\) (3el)    | 140 (g)        | 20 A g\(^{-1}\) | 68    |
|          | MCNAs               | 1266 (B)               | TEABF\(_4\) (1)| 152 (g)         | 2.5             | 5 mA s\(^{-1}\) (2el)  | —              | —               | —               | 97    |
|          | Z-900               | 1075 (B)               | H\(_2\)SO\(_4\) (0.5) | 214 (g) | 1.2 | 5 mA s\(^{-1}\) (3el) | — | — | 98 |
| OCLs     | ND-1200             | 500 (B)                | TEABF\(_4\) (1.5)| 38 (g)          | 2.3             | 5 mA cm\(^{-2}\) (2el) | 30 (g)         | 200 mA cm\(^{-2}\) | — | 73 |
|          | 1700-VAC            | 364 (B)                | TEABF\(_4\) (1) | 20 (g)          | 2.7             | 5 mA s\(^{-1}\) (2el)  | 18 (g)         | 1 V s\(^{-1}\) | 94 |
|          | 340 (D)             |                        |                  | 16 (g)          | 2               | 5 mA cm\(^{-2}\) (2el) | 16 (g)         | 20 mA cm\(^{-2}\) | — | 73 |
| CNTs     | MWCNT               | 200 (B)                | TEABF\(_4\) (1.5)| 18 (g)          | 2.3             | 5 mA cm\(^{-2}\) (2el) | —              | — | — |
| Graphene | a-MEGO              | 2400 (B)               | BMIMBF\(_4\) (1)| 165 (g)         | 3.5             | 1.4 A g\(^{-1}\) (2el) | 164 (g)        | 5.7 A g\(^{-1}\) | 90 |
|          | HGF                 | 830 (B)                | EMIBF\(_4\) (1)  | 262 (g)         | 3.5             | 1 A g\(^{-1}\) (2el)   | 190 (g)        | 20 A g\(^{-1}\) | 92 |
|          | EM-CCG              | 167 (B)                | EMIBF\(_4\) (1)  | 167 (g)         | 3.5             | 1 A g\(^{-1}\) (3el)   | 135 (g)        | 10 A g\(^{-1}\) | 89 |

\(a\) B and D represent SSA obtained from the BET and DFT method, respectively. \(b\) \(g\) and \(v\) give the specific gravimetric and volumetric capacitance, respectively.

Carbon atoms, which are formed by rolling up a single sheet of graphene (single-walled carbon nanotubes, SWCNTs) or by rolling up multiple sheets of graphene (multiwalled carbon nanotubes, MWCNTs).\(^{79}\) To date, the commonly used synthesis techniques for CNTs are arc discharge, laser ablation, and chemical vapor deposition (CVD).\(^{80}\) The SSA of CNTs ranges from 100 to 1000 m\(^2\) g\(^{-1}\).\(^{81}\) CNTs can exhibit narrow pore size distribution, but the internal pores are unlikely to contribute to EDL capacitance due to the ion diffusion limitation inside the carbon walls and because of the absence of the inner electric field in regular operating conditions. Instead, similar to OLCs, the external surface of CNTs can be used to form exohedral capacitors, leading to a moderate capacitance below 100 F g\(^{-1}\).\(^{59}\) However, the highly accessible external surface and excellent electric conductivity make CNTs suitable candidates for high power devices,\(^{59}\) even under extreme climatic conditions.\(^{76}\) In addition, CNTs have been used as model materials in simulation experiments to study the double layer formation inside or outside the tube.\(^{82-84}\)

Graphene, one of the most studied two-dimensional materials, can be synthesized by (1) “bottom-up” approaches, such as CVD, epitaxial growth and chemical synthesis, and (2) “top-down” methods, including the micromechanical and liquid-phase exfoliation of graphite and the reduction of graphene oxide (rGO).\(^{85}\) A single graphene sheet has a high theoretical SSA of 2630 m\(^2\) g\(^{-1}\) and a high intrinsic capacitance of about 21 µF cm\(^{-2}\).\(^{86,87}\) However, these excellent properties at the single layer graphene scale do not translate at large macroscopic scale due to the restacking issue.\(^{88}\) In order to enhance the performance of graphene-based EDLCs, extensive efforts have been made to address such a restacking issue. One promising approach is to pre-insert molecules between the graphene layers or build 3D structures based on 2D rGO.\(^{88-91}\) For example, porous holey graphene (HGF) material showed an impressive capacitance beyond 200 F g\(^{-1}\) and high gravimetric and volumetric stack energy densities\(^{92}\) owing to the creation of 3D ionic pathways, but the synthesis process has to be carefully controlled to prepare porous graphene with suitable structure.
and surface composition. In summary, graphene and graphene-based materials show some interesting performance at the lab level, but the cost issue and the lack of techniques for industrial-scale high-quality graphene electrode production still hamper their commercial development. However, as an ideal 2D carbon surface, graphene offers great opportunities as a model surface material to develop some fundamental studies on the understanding of EDL formation in real and simulation experiments.29

2.3 Capacitance in nanoporous carbon-based electrodes

There are numerous parameters that affect the electrochemical performance of nanoporous carbon material-based EDLC electrodes, such as conductivity, the presence of surface groups, and most importantly, SSA, pore size, and PSD. Although most of the carbons can achieve high conductivity owing to their high density of electronic states at the Fermi level, still a few carbons exhibit semiconducting properties, such as SWCNTs with certain diameter and helicity29 or bilayer graphene.100 This semiconducting character was suggested to account for the observed current drop near the potential of zero charge (PZC) in a cyclic voltammogram (CV), resulting in a butterfly-shaped CV in a three electrode system and a trapezoid-shaped CV in a two electrode device, indicating that EDL capacitance in some electrode-based carbons was not independent of the charging state.29 In addition, Xie et al. identified that the quantum capacitance versus gate potential has a symmetric V-shape with a minimum at the Dirac point in single- and bilayer graphene.87 Efforts have been made to modify the quantum capacitance of graphene by increasing its charge carrier density via N-doping approach, leading to an enhanced interfacial capacitance.101 However, more evidence on how the quantum capacitance quantitatively affects the electrode capacitance is needed. Besides, the presence of surface groups has strong impacts on the electrochemical performance of carbon-based electrodes, especially in aqueous systems. The surface groups such as –O and –OH are frequently present as impurities in activated carbons or rGO materials, coming from the synthesis and/or activated process. In addition, –N groups are used as the dopant to improve the electrochemical performance of carbons. These surface groups contribute to the capacitance in aqueous electrolytes by adding a pseudocapacitive contribution, which is beyond the scope of this review. Most importantly, the capacitance of carbon-based electrodes in the EDLC system is strongly correlated to the SSA and pore structures.

A comprehensive characterization of the surface and textural properties is crucial to understand how the SSA and pore structures affect the electrochemical performance of porous carbon-based EDLCs since SSA is strongly connected to the pore structures. However, porous carbons are complex materials with various structures, including local graphitized and/or disorder carbon arrangements, that it is unrealistic to completely depict their real local- and long-range structures.102,103 Nevertheless, many experimental techniques, including gas sorption, electron microscopy, Raman spectroscopy, nuclear magnetic resonance spectroscopy, X-ray scattering, neutron scattering, and recently developed in situ techniques, have made sound progress in this way.104 In addition, complementary simulation techniques (such as the Monte Carlo method and density functional theory) and analysis models (pair distribution function) were also proposed to unravel the pore structures of porous carbons.104 Among these techniques, the gas sorption technique is the most commonly used one owing to its non-destructive nature and relatively low cost. Importantly, it can be used to characterize the textural properties of porous materials with a wide range of SSA and pore size distributions.105 The next section will focus on the surface area and pore structure characterization based on the gas sorption technique; other advanced techniques mentioned above will be presented in Section 3.

Gas sorption technique. From the general point of view, the characteristics of porous carbons, including SSA, average pore size, pore size distribution, and porous volume, can be estimated from experimental gas sorption isotherms by using various theoretical models.106 The probe gas and the appropriate model should be carefully selected to evaluate the SSA and pore textures of porous carbons, especially when micropores (<2 nm) are involved. N2 gas sorption (cross-sectional area of 0.162 nm2) at its boiling temperature (77 K) has been used for a while as a standard gas probe for porous carbons to collect the adsorption isotherm. However, since in pores smaller than 2 nm the interaction of the surface is increasing, it has been pointed out that the nitrogen quadrupole moment brings out some discrepancies because of the orientation of the adsorbed nitrogen molecules on the porous carbon surface107 which in turn also affects the micropore filling pressure, limiting the accessibility of probe nitrogen to be adsorbed in micropores. Consequently, the nitrogen adsorption isotherm might not be reliable to construe the accurate information of SSA and pore size distribution of micropore sized carbon.107 As an alternative, Ar (cross-sectional area of 0.166 nm2) gas sorption at its liquid temperature of 87 K was used to measure the SSA and PSD of porous carbons. The slightly higher measurement temperature with Ar, compared to that with nitrogen at 77 K, together with a relatively high micropore filling pressure (10-3 to 10-1 vs. 10-7 to 10-3 with N2) results in high gas molecule diffusion, improving the resolution of gas adsorption isotherms in the micropore range. These advantages make Ar a more interesting gas probe to characterize nanoporous carbons. However, for ultra-micropores, the low operating temperature for nitrogen and argon gas limits the kinetics of the gas adsorption process. Carbon dioxide (diameter of 0.33 nm) adsorption at 273 K can serve as a suitable probe to assess the ultra-micropores, taking advantage of the high operating temperature (room temperature) which allows the probe molecule to characterize micropores as small as 0.4 nm, owing to the fast diffusion of gas molecules.108 It is worth noting that CO2 is not suitable for porous carbons containing a large amount of surface groups because the quadrupole moment of CO2 is even higher than that of N2.109

Once the adsorption isotherm has been made, one should select the appropriate model to fit the isotherm to get the SSA, pore volume and PSD. The Brunauer–Emmett–Teller (BET) equation was considered as the standard model to evaluate
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the surface area, denoted as $S_{\text{BET}}$, for decades.\textsuperscript{109} However, now it is well known that this simplified model cannot clearly distinguish between monolayer-multilayer adsorption and micropore filling in microporous materials, leading to significant inaccuracies in the SSA and pore size distributions.\textsuperscript{110}

Various classical macroscopic methods including models based on the Kelvin equation and Dubinin–Radushkevitch related approaches were also applied to interpret the gas isotherm, but the lack of description of molecular packing at the local level limits their applicability. DFT-based models and simulation from the microscopic level are now considered as more effective methods to analyze the data of gas sorption experiments.\textsuperscript{111} Non-local density functional theory (NLDFT)-based models firstly proposed by Lastoskie \textit{et al.} to characterize nanoporous carbons have led to significantly improved accuracies.\textsuperscript{102,112,113} Thommes \textit{et al.} proposed the quenched solid density functional theory (QSDFT) that takes into account the effects of surface heterogeneity, leading to a more reliable evaluation of porosity in nanoporous carbons.\textsuperscript{105,110,114}

Although the description of the “real” surface of nanoporous carbon still remains challenging as outlined above, reliable porous carbon characteristics such as SSA, pore volume and PSD can be assessed by gas adsorption with a carefully selected gas probe and analysis model. Also, porosity obtained from other techniques (such as scattering methods) showed a good agreement with gas adsorption.\textsuperscript{115,116} This makes reasonable the comparison of the textural parameters of different porous carbons obtained from gas adsorption measurements, to further understand the correlation between electrochemical performance and porosity.

**Capacitance vs. SSA.** According to the Gouy–Chapman–Stern model, the double layer capacitance ($C_{\text{DL}}$) is proportional to the EDL surface area, which has been triggering tremendous efforts to increase the EDLC performance by increasing the SSA of carbon materials. Initial research on activated carbon was then directed towards increasing the pore volume by developing high SSA and refining the activation process. However, it was quickly established that the gravimetric capacitance of activated carbons was limited even for the most porous samples exhibiting a very high SSA.\textsuperscript{16,53,117,118} As pointed out by Ruoff \textit{et al.}, the area-normalized capacitance of various porous carbon-based electrodes decreased to 4–5 μF cm$^{-2}$ when the SSA was larger than 1500 m$^{2}$ g$^{-1}$.\textsuperscript{119} Barbieri \textit{et al.} have attributed this capacitance saturation at ultrahigh SSA to a space charge capacitance, which originates from a space charge gradient layer on the electrode side.\textsuperscript{116} Additionally, the presence of micropores was considered to be mainly at the origin of the capacitance limitation. Specifically, the narrow sub-nanometer size micropores in porous carbons were believed to be too small in size to accommodate the electrolyte ions, which excluded any EDL contribution from these non-accessible pores; such an ion sieving effect was previously suggested as another explanation.\textsuperscript{17,120,121}

As a result, no direct clear trend could be established between SSA and capacitance.

**Capacitance vs. pore size.** There was a long-held axiom stating that carbon pore size larger than the solvated ion size was needed so that pores could be accessible to the electrolyte ions.\textsuperscript{117} In other words, porous carbon with a pore size smaller than the solvated electrolyte ions does not contribute to EDL capacitance and thus was considered useless. Taking into account the commonly used electrolytes, the sizes of bare ions and ions with solvation shells vary from a few to tens of Å. For instance, the size of the bare tetraethylammonium cation is around 0.68 nm, and its solvation shell in acetonitrile (ACN) increases the size of the solvated ion to 1.3 nm. Under this circumstance, large micropore and mesopore carbons seem to be the most suitable candidates for allowing a high capacitance.

However, several groups reported high capacitance by using microporous carbons with sub-nanometer pores in various electrolyte systems,\textsuperscript{14,15,122,123} taking advantage of the tunable pore structure of CDCs, Chmiola \textit{et al.} reported in 2006 high gravimetric and volumetric capacitance for CDC pore size below 1 nm.\textsuperscript{14} The specific gravimetric capacitance normalized by BET SSA ($C_{\text{BET}}$/S$_{\text{BET}}$) obtained from Ar gas sorption (see Fig. 4a) revealed a capacitance increase for carbon pore size smaller than 1 nm. In addition, DFT SSA-normalized capacitance was also calculated at that time and the same capacitance increase was obtained, which indicated that the underestimation of SSA of microporous carbons by the BET model was not the cause of the increasing trend of $C_{\text{BET}}$/S$_{\text{BET}}$.\textsuperscript{14} Raymundo-Pinero \textit{et al.} reported a similar increasing trend of capacitance using microporous ACs in both aqueous and non-aqueous electrolytes. They suggested that pore filling was more efficient for EDL formation when the pore size is around 0.7 nm in aqueous and 0.8 nm in organic electrolytes, respectively.\textsuperscript{15} The EDL capacitance increase in sub-nanometer pores was defying the traditional views of ion adsorption and EDL formation in carbon electrodes.\textsuperscript{5} Partial ion desolvation was proposed to explain the enhanced capacitance in sub-nanometer pores: owing to the distortion of the solvation when entering nanosized pores, the ion could get closer to the carbon wall so that the $d$ in eqn (1) is decreased (Fig. 4c), confirming previous experimental observations made on nanoporous carbons under polarization.\textsuperscript{17,124–126}

Later on, by monitoring the potential change of each electrode of a symmetric system using a silver quasi-reference electrode, a different EDL capacitance behavior at negative and positive electrodes was reported by Chmiola \textit{et al.},\textsuperscript{127} which confirmed partial desolvolization during the charge/discharge process.

The desolvation effect was further studied by using advanced \textit{in situ} techniques and simulation approaches, and this is the focus of Section 3. All the sets of results make this ion desolvation a universal phenomenon for virtually all nanoporous carbons because of the pore size dispersion and presence of ultranarrow (sub-nanometer) pores.\textsuperscript{128}

However, because of the presence of the solvation shell that affects the effective ion size, it was not clear whether an optimum pore size could be achieved to maximize the capacitance. To this end, CDCs with various controlled pore sizes and PSD were characterized in a solvent-free electrolyte, ethyl-methylimidazoliumbis[trifluoromethane-sulfonyl]imide (EMITFSI).\textsuperscript{66} Solvent-free electrolytes rule out the solvation effect, and EMI$^+$ and TFSI$^-$ have similar ion sizes (0.79 and 0.76 nm in the longest
dimension for TFSI and EMI ions, respectively).\textsuperscript{60,127} Fig. 4d shows the change of the normalized capacitance of various CDC electrodes vs. pore size in the EMITFSI electrolyte. The same trend was also reported for the change of the specific gravimetric and volumetric capacitance vs. the carbon pore size. The capacitance reaches a maximum when the ion size is close to the carbon mean pore size. This result was a major finding since (i) it shows that high capacitance could be achieved when the ion was confined in pores of the same dimension, and (ii) it evidences that the conventional way to describe the EDL formation using the Gouy–Chapman model in these confined nanopores was not valid anymore. This has led to an important work from both experimental and modelling point of view to explain this behavior, which will be discussed in Section 3.

Although numerous experimental and modeling studies confirmed the capacitance increase in nanopores, Centeno \textit{et al.} reported a “regular pattern”, depicting a constant specific capacitance contribution of all micro- and mesopores in porous carbon-based EDLCs.\textsuperscript{129,130} The constant capacitance claimed...
by Centeno et al. was the capacitance normalized by surface area \(S\), where \(S\) was determined by using different probe molecules.\textsuperscript{129,130} In ref. 129, Centeno et al. attributed the increase of surface-related capacitance \((C/S)\) reported by Chmiola et al.\textsuperscript{14} to the shortcoming of the BET method for SSA determination, despite the fact that similar capacitance increase in the sub-nanometer range pores was also observed by using NLDFT SSA.\textsuperscript{14}

Nevertheless, this controversy raised a very important discussion about the trend of \(C/S\) vs. pore size, and it is important to define the limitations of the approach. To begin with, the commonly used pore size in the literature is average pore size, since porous carbon with ideal monodisperse pore size distribution does not yet exist. The mean pore size is generally defined as the pore size where the value of 50% of cumulative porous volume is reached.\textsuperscript{131} Moreover, most of the porous carbons exhibit a dispersed, broad PSD, which makes the use of average pore size to describe the porosity inaccurate unless these carbons have unimodal pore size distribution.\textsuperscript{132} Therefore, porous carbons with a narrow unimodal pore size distribution such as CDCs are preferred to be used for the experimental verification of \(C/S\) vs. pore size. Then, unlike SSA which can only be obtained based on the use of a gas probe with finite dimension and modeling, the specific gravimetric or volumetric capacitance \(C\) can be accurately measured by electrochemical experiments by measuring the capacitance, the weight, and the volume of carbon films. As shown in Fig. 4e and f, there is a similar correlation between the specific gravimetric capacitance and pore size, as well as specific volumetric capacitance.\textsuperscript{14,60}

Also, some works specifically designed to address this question confirmed the increasing trend of capacitance in micropores (see also Section 3). For instance, Galhena et al. confirmed the correlation between capacitance and pore size by \textit{in situ} tuning the interlayer constrictions (measured by XRD) of a graphene oxide paper in an organic electrolyte, eliminating any potential interference factors that may originate from the complex porosity evaluations.\textsuperscript{113} A similar increasing trend of capacitance in the sub-nanometer pore size (referred to as interlayer spacing in this case) range was reported by the same group and the maximum capacitance was obtained when the pore size matched the desolvated ion size.\textsuperscript{133}

Although gravimetric and volumetric capacitances are better to be used since they are based on reliable experimental measurements, the use of SSA-normalized capacitance is interesting for fundamental studies of the EDL formation at porous carbon electrodes. As mentioned above, the porosity is determined by the size of the molecular probe used, and there is no doubt that this affects the SSA value used to normalize the capacitance. In ref. 130, Centeno et al. investigated three microporous carbon monoliths – average pore size in the micropore range – in 1 M solution of TEABF\textsubscript{4} in ACN. They selected a cut-off at \(S_{0.63}\) (that is the surface of pores above 0.63 nm, around 75% of the \(S_{\text{total}}\)) to determine the SSA-normalized capacitance, which subsequently leads to the absence of capacitance change with the average carbon pore size.\textsuperscript{130} Note that, the computed neat ion size of TEA\textsuperscript{+} cation and BF\textsubscript{4} anion is around 0.68 and 0.44 nm, respectively,\textsuperscript{134} and the specific value of 0.63 nm is the size of carbon tetrachloride used as a molecular probe in the porosity evaluation. \(S_{0.63}\) was then interpreted as the accessible surface area of the carbon monoliths for both TEA\textsuperscript{+} cation and BF\textsubscript{4} anion. However, this might be misleading since experimental evidence suggested that cations could be distorted when entering small pores under electric polarization.\textsuperscript{135} For instance, Ania et al. studied a microporous carbon with an average pore size centered at 0.58 nm with about 60% of pores smaller than the neat TEA\textsuperscript{+} cation in the same electrolyte as ref. 130; still, a high capacitance of 92 F g\textsuperscript{-1} was obtained.\textsuperscript{135} As illustrated in Fig. 5a, pores with a size of about 0.6 nm could allow distorted desolvated TEA\textsuperscript{+} to be squeezed inside, which at least indicated that pores smaller than 0.63 nm could be accessible for TEA\textsuperscript{+} to contribute to EDL capacitance. This is even more true when using BF\textsubscript{4} anion, since its computed size is around 0.44 nm and it is assumed that such ions can access pores less than 0.63 nm, which makes
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**Fig. 5** (a) Illustration of the polarization-induced distortion of TEA\textsuperscript{+} ions in pores with a size of 0.6 nm. Reprinted from ref. 135, with permission from Elsevier (copyright 2009). (b) Plot of differential specific surface-normalized capacitance vs. pore size of various carbons in organic electrolytes of 1 M TEABF\textsubscript{4} in ACN and PC. The plot is reproduced from ref. 137 with permission from 2016 American Chemical Society; the grey dashed line representing the regular pattern is from ref. 129, and the blue dashed line representing the Huang model is from ref. 134.
the absence of any capacitance dependence on the pore size highly questionable. Instead, Jackel et al. proposed another model to investigate the capacitance of microporous carbons in organic electrolyte systems. DFT kernels were used to extract the porosity of several porous carbons from N₂ and CO₂ adsorption isotherms. Instead of collecting the total capacitance of the cell, the differential capacitances at both positive and negative electrodes during polarization, which reflect the contribution to EDL capacitance from the anions and cations, were used to understand the correlation between C/S and pore size. Importantly, the surface area accessible to anions and cations was also defined differently, with the cutoff pore size of 0.4 (S > 0.4) and 0.6 (S > 0.6) nm being selected for BF₄⁻ and TEA⁺, respectively, to take into account the difference in ion size. The pore sizes of d₂₅ and d₇₅ (representing the pore width at 25 and 75% of the total pore volume, respectively) were also added in complement to d₅₀ (the pore width at 50% of the total pore volume) to capture a more reliable picture of the porosity than the mean diameter. Fig. 5b shows the differential specific capacitance of porous carbons normalized by the accessible DFT SSA vs. pore size in both ACN and PC based electrolytes: a similar increasing trend of surface-normalized capacitance in the sub-nanometer range pores was observed.

Finally, the capacitance increase in the sub-nanometer pore range was also studied from a theoretical point of view using DFT and molecular dynamics simulations, with various carbon structures and electrolyte combinations, and the details are presented in Section 3. Instead, Section 2.4 is focused on analytical analysis of the charge compensation process in cylindrical shaped pores, which has been proposed to depict the EDL charging in non-planar electrodes to represent the confined pores.

2.4 EDL models with surface curvature effects
The observed increase in specific capacitance in carbon nanopores has caught the interest of theoreticians to help in understanding the EDL formation in confined nanopores via advanced in situ techniques and simulation methods. Classical EDL models based on a 2D planar electrode were insufficient to describe the EDL formation in carbon nanopores since these 2D models do not take into account curvature and porous effects. Nanoporous carbons have pores of various shapes, including endohedral pores (cylindrical, slit, and spherical) and exohedral pores between the carbon nanoparticles (CNTs, OLCs). Depending on different pore shapes, endohedral capacitors – when the electrolyte ions enter inside the pores (see Fig. 6a, b, and f) – and exohedral capacitors – ions located on the outer surfaces of carbons (see Fig. 6d and e) – were proposed.

Endohedral capacitor models. Huang et al. proposed the first simple, heuristic model for nanoporous carbon-based
supercapacitors which include endohedral pore curvatures. They first considered a cylindrical shaped mesopore, where the solvated ions could enter under polarization and approach the pore walls to form electric double-cylinder capacitors (EDCCs). Fig. 6a shows the schematic of the EDCC formed in a negatively charged mesopore, with the corresponding double-cylinder capacitance given by

$$C = \frac{2\pi \varepsilon_0 \varepsilon_{\text{r}} L}{\ln(b/a)}$$

(9)

where $L$ is the pore length, and $b$ (nm) and $a$ (nm) are the radii of the outer and inner cylinders, respectively.

The capacitance normalized by the surface area $A$ is given as

$$\frac{C}{A} = \frac{\varepsilon_0 \varepsilon_{\text{r}}}{b \ln \left(\frac{b}{b-d}\right)}$$

(10)

where $d$ (nm) can be viewed as the distance between the center of counterions and the carbon walls. When the pore size was reduced from mesopores to micropores, the limited space inside micropores does not allow the formation of a double cylinder; instead, the electric wire-in-cylinder-capacitors (EWCCs) were proposed by Huang et al. when assuming a cylindrical micropore filled with solvated (or desolvated) counterions (Fig. 6b). The corresponding capacitance is given as

$$\frac{C}{A} = \frac{\varepsilon_0 \varepsilon_{\text{r}}}{b \ln \left(\frac{b}{a_0}\right)}$$

(11)

where $b$ (nm) is the micropore radius and $a_0$ (nm) is the radius of the inner cylinder formed by the counterions. Note that both $d$ from eqn (10) and $a_0$ from eqn (11) are approximately independent of pore size; instead, their values are related to the effective size of the counterions. The EDCC/EWCC model can be further extended to porous carbons with bimodal porous distribution, which exhibit relatively narrow pore size distributions of micropores and mesopores (the contribution of macropores to the total SSA is neglected), and the capacitance is given by

$$C = \frac{\varepsilon_0 \varepsilon_{\text{r}} \varepsilon_{\text{micro}} A_{\text{micro}}}{\h_{\text{micro}} \ln(h_{\text{micro}}/a_0)} + \frac{\varepsilon_0 \varepsilon_{\text{r}} \varepsilon_{\text{meso}} A_{\text{meso}}}{\h_{\text{meso}} \ln(h_{\text{meso}}/\h_{\text{meso}} - d)}$$

(12)

The EDCC/EWCC model was based on two assumptions: (i) the total charges of the carbon wall can be screened by the counterions inside the cylinder pore and (ii) the space charge capacitance of the carbon walls can be neglected owing to the high conductivity of carbon materials. Eqn (10) and (11) indicate that the surface normalized capacitance depends on both the pore size of nanoporous carbon and electrolyte ion size. The linear $C$ vs. $A$ relationship suggested by the classical 2D model is not expected in the present EDCC/EWCC model, because of the curvature effects. Besides, the change of capacitance with carbon pore size predicted by the EDCC/EWCC model for various porous carbons in both aqueous and organic electrolyte systems (see Fig. 6c) agrees well with the experimental results (see Fig. 5b).134,138

Another sandwich capacitor model was proposed by Feng et al. by assuming the presence of slit-shaped pores. Using MD simulation, $K^+$ ion distribution in the slit-shaped micropores was investigated by considering ion hydration and water–water interactions. As presented in Fig. 6f, the sandwich capacitor was formed by one layer of counterions located in the middle of two carbon walls with the same polarity, and the corresponding capacitance is given by

$$\frac{C}{A} = \frac{\varepsilon_0 \varepsilon_{\text{r}}}{b - a_0}$$

(13)

where $b$ (nm) is half of the slit-shaped pore width and $a_0$ (nm) is the effective ion radius of the counterions.139

**Exohedral capacitor models.** Exohedral capacitors can be formed on the outer surface of exohedral carbons. Fig. 6d gives the schematic illustration of a negatively charged exohedral capacitor, such as expected from the EDL charge of 0D OLCs and 1D CNTs [Fig. 6e].140 For 0D OLCs, solvated counterions accumulate on the outer spherical surface under polarization to form an exohedral electric double-sphere capacitor (xEDSC). In the case of 1D CNTs, an exohedral electric double-cylinder capacitor (xEDCC) of solvated counterions was formed between the solvated counterions and carbon walls. The surface-area normalized capacitance of xEDSC and xEDCC is given by eqn (14) and (15):

$$\frac{C}{A} = \frac{\varepsilon_0 \varepsilon_{\text{r}}(a + d)}{ad}$$

(14)

$$\frac{C}{A} = \frac{\varepsilon_0 \varepsilon_{\text{r}}}{a \ln \left(\frac{a + d}{a}\right)}$$

(15)

where $a$ (nm) is the radius of the inner sphere/cylinder charge layer, related to the carbon particle size, $b$ (nm) is the radius of the outer sphere/cylinder charge layer, and $d$ (nm) is the effective double-layer thickness (i.e. the difference between the outer and the inner diameter).

The $C/A$ was calculated based on these two exohedral capacitor models by using a similar parameter as in the previously mentioned EDCC model, and the results are presented in Fig. 6c.140 Interestingly, a similar increasing trend of capacitance was observed along with the decrease in carbon particle size for both exohedral capacitor models; the capacitance of the xEDSC is increased faster than that of the xEDCC. Moreover, the results obtained for the xEDCC were similar to experimental results obtained with CNTs.141 The larger capacitance predicted from the xEDSC model compared to the experimental results obtained with OLCs was explained by particle agglomeration during electrode preparation.29

Reasonable prediction can then be made using these simple xEDCC and xEDSC models. However, they consider the electrode charge to be entirely screened by a single layer of counterions on the carbon surface so that the electrolyte contribution to the EDL beyond the counterion single layer is negligible. This situation is unlikely to occur in solvent-free ionic liquid electrolytes where an overscreening effect arises due to the strong ion–ion correlations.
3. Understanding the charge storage mechanisms in nanoporous carbons

In this section, we broadly review the advanced in situ techniques and computational tools used to characterize the interfaces between carbon material and electrolyte, specially dedicated to the topic of ion confinement in nanoporous carbons during the last ten years. The in situ techniques include in situ nuclear magnetic resonance (NMR) spectroscopy, in situ small-angle X-ray scattering (SAXS), in situ infrared (IR) spectroscopy, gravimetric and dissipative electrochemical quartz crystal microbalance (EQCM) and other in situ and advanced ex situ techniques. Besides the experimental methods, simulation is an alternative and complementary approach. Here, we will simply introduce the use of some classic simulation methods, such as ab initio, Monte Carlo and Molecular Dynamics simulations which, in combination with experimental techniques, have pushed further the fundamental understanding of the carbon/electrolyte interface and the charging mechanisms of electrochemical double layer capacitors.

3.1 Electrochemical quartz crystal microbalance (EQCM)

EQCM is a powerful technique for monitoring the electrode/electrolyte interface and was developed by Sauerbrey in the 1950s. EQCM is composed of a thin piezoelectric quartz crystal sandwiched between two metal electrodes used to apply an alternating electric field across the crystal, causing vibrational motion of the crystal at its resonance frequency. Under gravimetric mode (linear behavior), the shift of the quartz resonance frequency ($\Delta f$) can be converted into mass change ($\Delta m$) on the quartz crystal and electrodes by applying Sauerbrey's equation:

$$\Delta m = -C_f \Delta f$$  \hspace{1cm} (16)

It has been used in different research fields due to its sensitive electrode/electrolyte interface measurement capability, such as the adsorption and detection of proteins for biology studies, the redox processes on electroactive polymer films, the electrochemical behaviors of electrolytes for lithium-ion batteries, and the details of complex electrochemical reactions. In the last 10 years, a series of works have shown that EQCM can also serve as a useful and quantitative tool for studying the behavior of electroadsorbed ions and solvent molecules in porous carbon materials for supercapacitors. The ion desolvation, achieved by stripping-off the solvent molecules present around the ion, was studied with porous carbons containing micropores in various electrolyte systems. The primary experimental results indicated that highly solvated Li$^+$ in an aprotic propylene carbonate electrolyte lost a part of its solvation shell while entering the micropores. Later on, the solvation number of different cations and anions in an aqueous environment confined in nanopores was calculated. By comparing with the bulk hydration number of each ion, partial desolvation was observed which agrees with the previous study in organic systems. In addition, an ion-sieving effect was observed by changing the size of cations and anions and the carbon perm-selectivity behavior was discussed by the same group. In 2014, EQCM was used to study the direct relationship between ion size and pore size by using solvent-free ionic liquids (EMI$^+$, TFSI$^-$) and porous CDCs, whose pore size and pore size distribution can be finely tuned by controlling the chlorination temperature. Two different pore sizes of 0.65 and 1 nm were selected. The results show that for CDCs with a pore size of 1 nm which is close to the size of cations and anions, cations are the only species involved in charge balance during negative polarization. Differently, under positive polarization, the ion exchange mechanism (exchange between anions and cations) is dominant at low charge density, while counterion (anion) adsorption occurs at high charge density. The experimental results are shown in Fig. 7. Similar experiments were conducted in the presence of a solvent, and the electrochemical behavior of porous CDCs was studied in 2 M EMITFSI in acetonitrile. Even in the presence of solvent molecules, the same trend has been observed: counterion (cation) adsorption at the negative electrode and mixed mechanism – so involving both co-ions (cations) and counterions (anions) – at the positive electrode. This asymmetry in the adsorption process with the electrode polarity is still under investigation and ion–carbon correlation should surely be considered.

![Fig. 7 Scheme of neat ionic liquid EMITFSI transport in CDC-1 nm pores during different charging states based on EQCM results. The blue solid lines represent the measured mass change (EQCM), and the red dashed lines represent the theoretical mass change of neat ions calculated from Faraday’s law. The black dashed line shows the linear fitting of the measured mass change. Reproduced from ref. 150 with permission from American Chemical Society (copyright 2008).](image-url)
Interestingly, the partial desolvation of ions was experimentally observed when entering carbon nanopores. EM+ ions enter 1 nm pores together with 3 to 4 solvent molecules around, while they are surrounded by 8 solvent molecules in the electrolyte bulk. In 0.65 nm pores, the solvent molecules number decreased down to 1–2. Additionally, apart from porous carbon materials, the ion dynamics of the EMITFSI ionic liquid has also been studied at two-dimensional single layer graphene by EQCM.153 On this 2-D, pore-free carbon surface, an ion reorganization was assumed to be at the origin of the charging mechanisms during negative polarization.153 These results somehow echo the previous finding of Antonietti et al., who proposed that ion reorganization in neat ionic liquids could lead to increased capacitance.154

Since the EQCM technique appeared to be a powerful tool to characterize the electrode/electrolyte interface during operation, several improvements have been made during the past few years. The disadvantage of this technique is the drop of the quartz quality factor – because viscoelasticity – because of active material deposit, an important step is expected through the improvement of the deposition process. With this aim, recently a work has been published dealing with the development of a deposition process of different active materials onto a quartz crystal resonator. Instead of typical drop coating or spray coating, a new method by using vacuum filtration has been developed to prepare homogeneous coatings on the Au coated quartz.155 The roughness and the homogeneity of the deposit being greatly improved, more accurate measurements are obtained with a lot less frequency noise.

Besides gravimetric EQCM, other advanced EQCM modes have been developed over the years. One of them is called EQCM with dissipation monitoring (EQCM-D). EQCM-D takes into account the mechanical properties of the film present on the quartz surface.156–160 Basically, the mechanical properties of the deposited film on the quartz can lead to a change in the resonance frequency not in relation to a weight change of the film; as a result, Sauerbrey’s equation does not apply anymore in such a situation. The dissipation factor D is the reciprocal of the quality factor and is defined by the following equation:161–163

\[ D = \frac{W}{f} \]  

(17)

where \( W \) is the full width at half maximum of the resonance peak (FWHM, in Hz) and \( f \) is the resonance frequency (in Hz). The loading of the coating film and the immersion in the electrolyte cause shifting of the resonance frequency and bandwidth. For example, in the case of a thin, stiff and nonporous solid electrode, there will be no change of the resonance peak width (\( \Delta W = 0 \)), and the resonance frequency normalized by overtone order, \( n \), is proportional to the mass change – it is worth noting that a resonator exhibits one fundamental frequency and several harmonic frequencies which usually is a multiplication of an odd number of the fundamental one. In this case, Sauerbrey’s equation can be directly applied.164,165 Differns from an ideal flat surface, in the case of a coating with porous morphology or one that is relatively soft, the viscoelastic behavior of the film will become important at higher harmonics (shorter wavelength) which results in the change of \( \Delta f/n \) and \( \Delta W/n \). Sauerbrey’s equation cannot be used since the oscillation energy dissipates across the film’s width.162,163,165–167 This has raised the attention within the community since previous studies of EQCM did not consider the structural parameters of the coating. Another in situ technique which is an extension of EQCM-D is in situ hydrodynamics spectroscopy. This technique focuses on the trapped or movable liquid inside the porous materials by observing the change of penetration depth \( \delta \) with \( \Delta f/n \) and \( \Delta W/n \).168 The use of EQCM-D to study the electrode/interface in the electrode for energy storage materials has been pioneered by Levi and Aurbach.145,147–149,151,169 By analyzing the mechanical properties of the deposited materials, studies have shown that the selection of a binder is crucial, whose viscoelastic behavior can vary based on the electrolyte environment, affecting in turn the accuracy of the EQCM results.169–171 The analysis of EQCM-D signals and its subsequent modeling using complex equations and models allow for collecting textural, structural and mechanical data of the coating.160

Despite the fact additional mechanical information can be extracted by monitoring the dissipation, EQCM used in gravimetric and dissipation modes has still some limitations. For instance, since an electrolyte is a mixture, it is difficult to break down clearly the respective contribution of each single species: individual ions, solvent molecules. For this aspect, ac-electrogravimetry (ac-EQCM) has been shown to be a great tool to help deconvolute the role of each involved species in the charge exchange process; interestingly such a technique gives access to rate constants.172–176 Escobar-Teran et al. used ac-EQCM to study the electrochemical behavior of carbon nanotubes in complex aqueous electrolytes.173 In this work, the authors first established charge/potential and electrogravimetric transfer functions considering all ionic species involved. Then, the transfer functions were used to fit the experimental results by playing with two kinetic parameters: \( K_i \) and \( G_i \) respectively, accounting for ion and solvent molecule transfer at the interface and conductance. Fig. 8a and b present the experimental transfer functions \( \frac{\Delta Q}{\Delta E}(\omega) \) and \( \frac{\Delta m}{\Delta E}(\omega) \) fitted by theoretical equations. With the change of frequency, as shown in Fig. 8b, the different ionic species can be distinguished. From Fig. 8c, the result shows that the hydrated Na+ ion mass transfer is surprisingly faster than that of protons, i.e. \( K_i (\text{Na}^+) > K_i (\text{H}^+) \). Moreover, the relative concentration change of individual species can be estimated by ac-EQCM which allows distinguishing between the contributions of the different ionic species to charge storage in nanoporous carbon (Fig. 8d). Although this technique is complex to set up and use, the ionic fluxes in carbon nanopores during the charge/discharge process can be analyzed in detail.

3.2 Nuclear magnetic resonance spectroscopy (NMR)

To observe and quantify the ion environments in porous carbons, nuclear magnetic resonance spectroscopy (NMR) is one of the promising techniques to work with.177–180 The working principle of NMR dedicated to the ion confinement in nanopores is based on the shift of resonance of the target electrolyte ions to lower
frequency because of the delocalized electron distribution present at the carbon surface that shields the signal. The chemical shift difference between the resonances of ions confined inside nanopores and the neat electrolyte is defined as $D_d$. With the help of density functional theory (DFT) calculations, $D_d$ is found to be related to the intrinsic electronic structures of carbon, carbon structure and pore size distribution.\textsuperscript{103,181,182} Studies show that this so-called nucleus-independent chemical shift (NICS) allows for distinguishing the ion confined within carbon pores, as well as the ion population.\textsuperscript{181–185}

In 2006, Lee et al. used ex situ magic angle spinning (MAS) NMR to study ion adsorption in porous carbon in organic electrolytes.\textsuperscript{186} Solid state $^{11}$B NMR spectra could distinguish between the BF$_4^-$ anions located outside and inside the pores at the open-circuit voltage (OCP), charged, and discharged stages. The same technique was used to obtain the relative concentrations of cations, anions, and solvents inside or outside the carbon porosity. Moreover, the exchange of ions from the adsorption site to the free state of the electrolyte can be characterized using two-dimensional $^{13}$C and $^{11}$B NMR exchange spectra.\textsuperscript{187} To avoid cell dismantling needed for ex situ NMR analysis, in situ NMR has been developed by Grey’s group which allows tracking the change of the local environment in porous carbon in real-time as well as the charge storage mechanisms operando.\textsuperscript{180,188,189} A detailed work aiming at understanding the electric double layer structure in microporous carbon YP50F in tetrathylphosphonium tetrafluoroborate (PET$_4$BF$_4$) with acetonitrile has been published by combining in situ NMR and EQCM.\textsuperscript{185} In situ NMR results showed the evolution of the absolute ion population of cations and anions confined in carbon nanopores at various states of charge. Two charging mechanisms were identified, depending on the electrode polarity. During negative polarization, the charge is stored by counter-ion (cation) adsorption, while ion exchange was the charge storage mechanism during positive polarization. On the other hand, similar results were obtained by EQCM which suggests a concomitant solvent reorganization in the pores, with no net solvent flux in and out of the porous network. This combination provided a direct insight into the molecular level of the charging process in carbon micropores.

Another microporous carbon material TiC-CDC has also been studied by ex situ NMR, in 1 M NEt$_4$–BF$_4$ in an acetonitrile organic electrolyte. The NMR results show in-pore and ex-pore features of ions in NMR spectra.\textsuperscript{182} Fig. 9a and b show the experimental results with the signals corresponding to in-pore NEt$_4$ and BF$_4$ ions highlighted in red. Furthermore, the structural characterization of TiC-CDC nanoporous carbons was realized by combining ex situ NMR and Raman techniques.\textsuperscript{103}
Lately, *in situ* pulsed field gradient NMR has been introduced to explore the ionic transport in porous carbon electrodes. As can be seen from Fig. 9c, the total in-pore ion population increased from 0 V to negative potential while the in-pore diffusion coefficients ($D_{\text{in-pore}}$) decreased significantly for both cations and anions (Fig. 9d). In addition, the difference of electrolyte concentrations indicates that with less ions confined in nanopores, $D_{\text{in-pore}}$ will increase because of the reduced ion-ion interactions. This study emphasizes the strong correlation existing between the charging mechanisms and ion dynamics for microporous carbon electrodes.

### 3.3 Small angle scattering (SAS) techniques

SAS techniques are well-known to be efficient techniques for characterizing three-dimensional structures at the micro- and mesoscopic scale using X-rays or thermal neutrons. Small angle X-ray scattering (SAXS) has been widely used for porosity characterization for carbon materials. Iiyama et al. firstly operated advanced *in situ* SAXS to study the formation of cluster-like water molecules adsorbed in activated carbon fiber micropores. Further on, SAXS also demonstrated its ability to study the adsorption of gas molecules in nanoporous carbon.

Since then, lots of studies based on *in situ* SAXS have revealed interesting facts during polarization of the nanoporous carbon electrode. For instance, some inaccessible micropores at OCP can be filled with the electrolyte under polarization, when the carbon electrode overpotential was large enough. This mechanism was proposed since the electron density contrast decreased greatly and was barely reversible.
Besides, ion confinement in carbon micropores has also been studied with SAXS. \(^{202}\) By combining \textit{in situ} SAXS and Monte Carlo simulation the degree of confinement (DoC) of ions in micropores has been reported for an aqueous-based electrolyte.\(^{128}\) Fig. 10a shows an illustration of an example of a different DoC. The calculated DoC is based on Monte Carlo simulated \textit{in situ} SAXS data. For carbon with different pore sizes, the ion number and shape of the histogram at different DoC vary (see Fig. 10b). We can observe that at the positive or negative charge, more charge-induced ions were confined in smaller pores (with higher DoC). The influence of a confined environment on in-pore ion concentration was pointed out. From Fig. 10c, at higher DoC sites, the surface charge density is higher (red). Thus, comparing the dashed circles in Fig. 10c for AC1 and CDC samples, the counterions are more localized at higher DoC sites for AC1 and CDC samples in 1 M CsCl. If more counterions moved to higher DoC sites during charging, the repulsion of counterions can be minimized reducing the energy cost. With DoC, the degree of desolvation of ions (DoDS) can also be obtained (from the first solvation shell). In this article, they summarized that pore size is not the only factor impacting the capacitance for carbon-based supercapacitors, and that DoC, DoDS and the size dispersity of the carbon electrode are required to be considered thoroughly.

Ionic liquids have been found to have a higher density of cations and anions confined at the center of the pore. With the help of molecular dynamics simulations, the authors concluded that the interaction between ionic liquid and carbon walls is stronger than the bonding of the ion pairs, resulting in a denser and less coordinated ions packed in the micropores. With the same methodology as the previous study, Futamura \textit{et al.} revealed the structure of ionic liquids confined in TiC-CDC nanoneopores with the confirmation of a superionic state for EMIFS and EMIBF\(_4\) ionic liquids confined in small 0.7 nm nanopores.\(^{204}\) The coulombic ordering was preserved in larger 1 nm nanopores under ion confinement. The partial breaking of the coulombic ordering – superionic state – was observed when monolayer confinement occurred due to the existence of image charges in the carbon walls that partially screen the repulsive electrostatic interaction between co-ions.

SAXS also provides information about the carbon structure and the electrolyte organization. Prehal \textit{et al.} studied the structural and concentration change of ions confined in micropores during polarization, by acquiring the electron density

---

**Fig. 10** (a) A 2-D cross-section drawing demonstrating the concept of degree of confinement (DoC) and degree of desolvation (DoDS) in 3-D micropores. (b) Histograms of ion number corresponding to selected DoC at different charge state for AC1 and CDC samples in 1 M CsCl. (c) A 3-D view of the distribution of cations (blue) and anions (yellow) at −0.6 V for AC1 and CDC samples. The red and white areas indicate high negative surface charge density and zero electric fields, respectively. The figure is reproduced from ref. 128 with permission from Springer Nature (copyright 2017).
profiles in various aqueous electrolytes, such as NaCl, KCl and CsCl. They first evidenced three regions from SAXS curves, shown in Fig. 11a. At the small value of scattering vector modulus \(Q (\leq 0.7 \text{ nm}^{-1})\), a part of the decay of the SAXS intensity is due to large pores between the activated particles. The second region between 0.7 and 5 \(\text{nm}^{-1}\) indicates the scattering from disordered micropores, which is described by the Debye–Anderson–Burmberger (DAB) model. At a larger \(Q\) value (>5 \(\text{nm}^{-1}\)), the molecular structural factors of carbon and electrolyte govern. The intensity of the SAXS signal represents micropores filled with the electrolyte (blue line) is lower than that corresponding to empty pores (black line) until a large \(Q\) value is reached (WAXS signal). This result agrees with the literature; the SAXS contrast decreases once the micropores are filled with the electrolyte. On the other hand, the increase of electron density contrast at higher \(Q\) values for the blue line is the consequence of the addition of the electrolyte molecular structure factor to the carbon structure factor. Since the value of the electrolyte structure factor depends on the type of ions and their concentration, the intensities of different composition of ions in the three aqueous electrolytes are expected to vary at a larger \(Q\) value as shown in Fig. 11b. All aqueous electrolytes show a maximum intensity at positive and negative potentials (Fig. 11c–e). With the radius of gyration \(R_g\) obtained from Guinier analysis of the SAXS data and the average electrolyte electron density \(\rho_{el}\) measured by X-ray transmission, a model was proposed to fit the SAXS intensity changes versus potential which corresponds to the change of the electrolyte local environment near the micropore wall. At low charge density, ion swapping dominates the charge storage mechanism, while at higher charge density, not only counterion adsorption was involved in the charging process, but also local in-pore ion rearrangement took part. Counterions stay closer to the pore wall, resulting in a denser layer of ions and solvents.

The SAXS technique has also been useful to study the influence of the porous carbon texture and structure on the capacitive performance, especially the volume fraction of inaccessible pores, the shape of pores and the pore organization, which are key parameters controlling the ion confinement in nanopores. In addition, Koczwara et al. proposed an advanced SAXS technique called in situ anomalous small angle X-ray scattering (ASAXS), for characterizing both the structural change of pores and the concentration change of the in-pore ions at the same time. However, more equipment and theory are required to develop this technique for further electrolyte systems.

Small angle neutron scattering (SANS) involves scattering nuclei which may result in different scattering signals, especially the presence of micropores in carbon materials. Compared with other scattering techniques, SANS is easier to use “contrast-matching” to detect the closed porosity inaccessible to electrolytes. Some works have shown its ability to
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characterize microporous carbon materials.\textsuperscript{116,192,196} The variation of contrast was also observed when the micropores of carbon nanotubes were filled with a liquid.\textsuperscript{214} Yushin’s group pioneered \textit{in situ} SANS to reveal the electroadsoption of organic electrolyte ions in carbon pores of different sizes in aqueous and organic systems.\textsuperscript{215,216} They observed electrowetting – enhanced ion sorption in subnanometer pores under an applied potential – counterbalancing the high interfacial energy of the carbon/electrolyte interface in small pores.

In summary, the development of experimental \textit{in situ} SAS techniques has been a key for pushing further our basic understanding of ion confinement in carbon nanopores and charging mechanisms of EDLCs.

### 3.4 Other \textit{ex situ} and \textit{in situ} characterization techniques

X-ray diffraction (XRD) is commonly used to describe the structural features of carbon materials.\textsuperscript{217–221} Kaneko’s group firstly demonstrated the use of XRD to study C$_2$H$_5$OH gas sorption in slit-shaped micropores of activated carbon.\textsuperscript{222} Later, they used the same methodology to analyze organic electrolytes (TEABF$_4$ in propylene carbonate) confined in the micropores of CDC and activated carbon fiber (ACF).\textsuperscript{223} Fig. 12a shows the synchrotron XRD patterns of porous carbons and porous carbons impregnated with the electrolyte. Fig. 12b represents the corrected XRD patterns, obtained by removing the contribution from the carbon in Fig. 12a. By comparing the bulk and the confined electrolyte signals and with the help of Monte Carlo simulations, a visual view of the ions confined in micropores was obtained. The simulated XRD patterns are comparable to the experimental results, as shown in Fig. 12c. This study shows the interest of synchrotron XRD to study the electrolyte confinement in microporous carbons.

\textit{In situ} infrared spectroelectrochemistry, also known as attenuated total reflectance-surface-enhanced infrared adsorption spectroscopy (ATR-SEIRAS), has also delivered some key insights into the ion dynamics in porous carbon materials. This
technique was first introduced by Richey et al. to study the interface between ionic liquid EMITFSI and pseudocapacitive RuO₂ electrode, for probing the ion dynamics during the charging process.²²⁴ The technique is based on the infrared adsorption of the molecules at the solid/liquid interface, which is called surface enhanced infrared adsorption (SEIRA).²²⁵ This results in a local increase of the electromagnetic field, so the chemical changes at the surface of the material can be detected.²²⁶

Carbon materials such as carbon onions, CDCs and nanoporous carbon nanofibers were studied in ionic liquid systems by combining electrochemical measurement and in situ infrared spectroelectrochemistry.²²⁴,²²⁷,²²⁸ This technique allows for tracking the ion concentration change in the porous network. Infrared spectra were collected at different concentrations of cations and anions (Fig. 13a). This allows the calibration of the concentration of cations and anions, which can be plotted with the absorbance of infrared (Fig. 13b). As a result, the concentration of cations and anions can then be extracted from the infrared spectra during polarization. For example, from Fig. 13c, while the carbon nanotubes were charged from −0.5 to 1.5 V, the number of anions increases drastically compared with that of cations. As a result, it proposes that a larger concentration of anions is located in the nanopores of the nanofibers at higher voltage, although both ions are still present.

Another in situ technique that was recently used to characterize ion confinement in nanopores is in situ dilatometry. Hantel et al. pioneered the technique to study the pore expansion/extraction and ion sieving effect during cycling of different carbon materials.²²⁹–²³¹ They observed that the strain change at positive and negative polarization was asymmetric.²²⁹,²³² A study combining in situ SAXS and dilatometry showed that the strain increased with the increasing amount of micropores. This result is related to the combination of total ion concentration (cations and anions) change during charging with a higher amount of micropores and the electron/hole doping causing the elongation of C–C bonding.²³³ A further study showed that in the ionic liquid system, with a different size of anions, the organization of ions confined in nanopores varies.²³⁴ This can be observed by dilatometry because the strain of pores is sensitive to ion adsorption/desorption, orientation, and transportation. Also, this technique evidenced the importance of the ion valence state during electrosorption in carbon nanopores from aqueous electrolytes.²³⁵ Rochefort’s group used in situ dilatometry combined with solid state NMR to study ion fluxes in porous materials in biredox electrolytes.²³⁶ In these experiments, the dilatometry measurements helped in resolving the charge storage mechanism in carbon pores, in the presence of redox moieties in the electrolyte. They confirmed the ion exchange mechanism at low potential and
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counterion adsorption at high potentials at the positive electrode, while only counterion adsorption occurred at the negative electrode.

During the recent past year, new in situ techniques were introduced to the community. In situ electrochemical atomic force microscopy (AFM) has shown the transition of layering of ionic liquids and the orientation of cations and anions from zero volt to the applied voltage on graphite materials.\(^{237}\) Several studies carried out by in situ scanning tunneling microscopy (STM) demonstrated the interaction and structural change of ionic liquids at the surface of a polarized metal electrode.\(^{238-240}\) These techniques are useful for investigating the electrode/electrolyte interface. To understand the EDL changes during polarization, in situ vibrational spectroscopy measurements were made in an organic electrolyte system.\(^{241}\) Combined with MD simulation, the solvation shell of charged ions and the compositional change of the EDL were observed. This technique can serve to establish modern EDL models for ionic liquid and concentrated electrolyte systems. To study the ion dynamics, in complement to EQCM and classic in situ NMR techniques, in situ nuclear magnetic resonance imaging (MRI) has been proposed, pioneered by Grey’s group for energy storage study.\(^{242}\) A 1-dimensional ion concentration profile was recorded during the charge/discharge of a supercapacitor cell.\(^{243}\) This approach gives a visual and realistic view of the interactions of ions and carbon electrodes inside the electrode and in the cell, which can be also useful for industrial purposes.

### 3.5 Modeling and simulation

A lot of work has been dedicated to modeling the interface of electrode materials and electrolytes. We will highlight in this section some works focusing on ion confinement in nanoporous carbon-based materials.

After the experimental discovery of the capacitance increase in carbon nanopores smaller than the solvated ion size, various nanoporous carbon structures and electrolytes have been used for modeling not only to improve the theoretical EDL models but also to resolve the underlying theory and predict optimized carbon structures.\(^{36,82,83,138,139,244-249}\) For example, in aqueous electrolytes, the desolvation process of ions in nanopores has proven to be crucial to explain their transport properties using molecular dynamics (MD).\(^{246,256,257}\) However, the origin for such a phenomenon was not yet clear until the group of Kornyshev brought up the ‘superionic state’ of ions confined in nanopores.\(^{252}\) A schematic overview is shown in Fig. 14a. The superionic state, recently confirmed by experimental SAXS measurements as mentioned before,\(^{204}\) is attributed to two effects. Firstly, the metallic properties of carbon materials weaken the electrostatic interactions of ions, resulting in breaking the Coulombic ordering of ions in the nanopores, by the creation of image charges. Second, the negative free energy of ions entering the pores from the bulk due to the desolvation of ions favors the increase of ion density inside the pores. They applied mean field theory on a slit-shaped pore model and reproduced the capacitance increase versus pore width. The comparison results are displayed in Fig. 14b. In addition, the transition from ion-rich-
to ion-deficient nanopores was observed when reaching a threshold voltage $V_t$ as shown in Fig. 14c. Further on, they modified and investigated deeply the same model using Monte Carlo simulation for ionic liquid systems and ended up with simulation results closer to experiments. Experiments had proven the superionic state of ions in nanopores. Fig. 14d-f shows different anion–anion pair ratios ($r$) at different applied potentials. In the first coordination shell of the TFSI$^-$ anion, there was also an existence of anions as calculated from Fig. 14g–i. For slit-shaped pores like carbon models, a fundamental work was proposed by Palmer et al. using quenched MD simulation. They built up a realistic carbon model in which the carbon structure changes with chlorination temperature such as observed for TiC–CDC materials. This establishment pushed further the modeling closer to reality.

Differently from the slit-shaped pore structure of porous carbon, another model based on cylindrical micropores was one of the first models proposed to mimic the ion confinement effect in carbon nanopores. Huang et al. simulated a series of organic electrolytes and their results aligned with the experimental results showing that the optimal capacitance was obtained when the ion size is close to the nanopore size. For both slit-shaped pore and cylindrical pore models, overscreening and crowding are not considered to happen in the ionic liquid system, such as can be observed when using a classic double layer model at planar electrodes.

In a cylindrical model, the curvature of the electrode is an important difference compared to the slip-pore model. A few modeling works have mentioned the effect of curvature over the years. Merlet et al. used MD simulation to characterize different sites with various morphology of CDC materials (edge, plane, hollow and pocket) and calculate the degree of confinement of the adsorbed ions. The results showed that at the edge, plane, hollow and pocket sites (with the increased degree of confinement) of CDC samples, the degree of desolvation of anions varies compared to the bulk. Electrowetting of the smallest pores at high potential was also observed. This study not only raises the idea of a better way to confine ions in nanopores but also establishes the importance of how the carbon structure influences the ion confined environment, for further experimental and simulation works. To characterize precisely the porous structure of carbon materials, the DFT method is frequently used to estimate the pore size distribution and accessible surface area from gas sorption experiments. For carbon materials, which are relatively rough and contain more functional groups on the surface, QSDFT is found to be preferable to characterize microporous and mesoporous carbons. Classic DFT and molecular DFT (MDFT) can be used to calculate the free energy of solvent which is very useful information while discussing the desolvation of ions, especially for aqueous and organic electrolyte systems, confined in nanopores. Following on, we will introduce in the next section a few simulation methods which are frequently used for modeling the ion confinement in nanopores, starting with Monte Carlo simulations.

The working principle of MC is based on the statistic of the ion movements and sampling the probability of an organization based on anion and cation number, ion-pair number and potential energy of the system at the molecular level. The potential energy considers the interaction between ions, ion and electrode, and electrodes. The movements of ions in this simulation include ion exchange, migration, insertion in electrodes, and also charge balance and transfer between anode and cathode. MC simulations run for million steps to reach the equilibrium of the system. Different electrode setups (planar to porous) and electrolyte systems have been studied by MC simulation. As mentioned before, the superionic state of ionic liquids has been studied by this method, which was also used to evidence the oscillation of capacitance in the ionic liquid system. Later on, Kornyshev’s group used MC to discuss the effect of ionophilicity and ionophobicity of slit-like nanopores on the improvement of the energy density for supercapacitors. Unlike DFT, the MC method can simulate three-dimensional porous carbon, leading to a better view of the electrode/electrolyte interface.

Another method also achieved at the molecular level is MD simulation. For EDLC related topics, MD simulation models the system by simulating the ion movements according to Newton’s second law. There are two different ways to build up polarized electrodes. In the earlier time, most of the work based on MD simulations applied fixed charges to each carbon atom. However, in 2012, Salanne’s group pointed out that the electrolyte responses to constant charge and constant potential applied to an electrode are distinct. Applying a constant potential, especially for porous carbon materials, results in a more realistic way to model the system by limiting energy dissipation (temperature increase is limited) and does not stray from equilibrium. However, the cost remains an issue for further applications. After discovering the anomalous increase of capacitance with nanometer-sized pores, MD simulation was used to provide an insight at the molecular level into the electrolyte organization in carbon pores. The ionic structure of an ionic liquid confined in disordered microporous carbon was shown by MD simulation in 2012. Afterwards, the arrangement of ions in carbon micropores and mesopores was studied with various combinations of ionic liquids. The greatest advantage of MD simulation is the possibility of modeling the charging dynamics in nanopores. As shown in the previous section, there are mainly three charging mechanisms: counter-ion adsorption, co-ion desorption, and ion exchange. Over the years, MD simulation has proven that ion dynamics and transport properties of ions play an important role in improving the performance of supercapacitors. The origin of the increase of capacitance in nanopores and further improvement (fast ion transport) is not only due to the structure and texture of the carbon but also due to the combination of ion exchange and adsorption mechanisms during charging. The diffusion coefficients of the in-pore ions have also been related to the power performance of charging nanoporous carbon. Interestingly, Kornyshev et al. suggested an accelerating charging dynamics of ionic liquids in subnanometer ionophobic pores, and a recent simulation study observed a similar charging
behavior. This enhanced charging dynamics in pores smaller than 1 nm was innovative compared to the conventional views that larger pores provide faster charging, and offered an exciting opportunity for designing ionophobic porous materials with both high energy and high power performance.

Classical coarse-grained simulation methods at the molecular level (MC and MD) share the disadvantage of considering ions as spheres, most of the time, for the sake of simplicity and cost. For a deeper investigation of the interaction between ions and carbons at the electrode/electrolyte interface, especially during polarization, more realistic atomistic approaches are required, such as ab initio simulations, which can capture molecular geometry and polarization. Ab initio simulations take into account not only the atoms or ions or molecules but also the electronic structure of carbon materials. During polarization, the screening potential and structure of the EDL are affected by the change of the electronic structure of the carbon electrode and the electrostatic interactions between ions. Classic DFT and other advanced DFT methods are mostly used for ab initio simulation. As mentioned above, DFT is useful to probe the porous carbon structure and texture. It also explains the origin of the capacitance increase in nanopores in terms of the positive curvature of carbon nanopores. Apart from the morphology of porous carbon, during the last decade, DFT calculations were utilized to study the EDL structure and electrode/electrolyte interface and detailed reviews can be found in more specialized papers.

Interestingly, a new mesoscopic model called lattice model has been recently used to predict the structural, dynamical and capacitive properties of electrochemical double layer capacitors. A key advantage is that it is approximately 10 000 times faster than common molecular simulations. The model combines input from molecular and experimental results and has been used to study the effects of solvation and pore size on the quantity of adsorbed ions and capacitive properties in neat and solvated liquid electrolytes. This approach has predicted the quantity of adsorbed ions, capacitances and diffusion coefficients in an efficient manner. Such type of model should rapidly develop in the near future.

Finally, an alternative way to predict the capacitance of carbon-based electrodes via artificial neural network and machine learning methods was proposed very recently. By using the published data and adjusting several variables (such as SSA, PSD, voltage window, etc.), the machine learning approach can provide an acceptable prediction that is likely to benefit researchers in the selection of carbon materials for EDLC systems.

In summary, in academic research, experiments and simulations complement each other. Various advanced in situ techniques for experimental use and simulation methods at different time scales have been reviewed in this section. Owing to the advanced in situ techniques and simulations, the exploration of the insights into charge storage in porous carbon materials has stepped up over the years. We believe that the development of the present or new techniques will push further our basic understanding of ion dynamics and adsorption in porous carbon electrodes as well as the electrolyte structure in the porous networks. These results will be the key to boost the performance of the EDL cells or even create a new generation of supercapacitors with higher energy and power density.

4. Advanced electrolytes

The electrolyte is one of the most critical factors that determine the performance of EDLCs. Eqn (3) and (4) indicate the two main properties of the electrolytes used for EDLCs: (1) electrochemical stability, defining the voltage window, which is essential for energy density; (2) ionic conductivity related to the ESR, which limits the power performance. Electrolytes for supercapacitors can be classified into three main categories, depending on their nature: aqueous- and organic-based electrolytes and liquid electrolytes. For aqueous electrolytes, safety and low cost are key advantages from the industrial point of view. However, the operating voltage window for such electrolytes is limited by water electrolysis (1–1.2 V). As a result, the energy density of aqueous-based EDLCs is still one magnitude smaller compared to devices operating in non-aqueous electrolytes. To tackle the restriction of the limited voltage window of aqueous electrolytes, several approaches have been developed over the years. By combining a pseudocapacitive material (transition metal oxides or conducting polymers) as a positive electrode and carbon-based materials as a negative electrode, the potential of hydrogen evolution shifts which results in a wider potential window. Such asymmetric or hybrid configurations can enlarge the full cell voltage window up to 1.6–2 V.

In 2015, Suo et al. introduced the concept of “water-in-salt” electrolytes (WIS) for lithium-ion batteries where cell voltage beyond 2 V could be reached owing to the limited amount of free water molecules. As a result, the stability of water molecules toward oxidation is higher compared to conventional salt-in-water electrolytes. Using 21 M LiTFSI electrolytes and activated carbon as electrodes, the operating voltage window broadens to 2.4 V. Although the existing LiTFSI shows decent performance, the cost, high viscosity and limiting operating temperature of this kind of electrolyte still need to be solved. Some alternative salts to LiTFSI have been reported in recent years, such as NaTFSI or NaClO4. In addition, an idea of introducing a co-solvent is shown to be effective for improving the power performance of such electrolytes. The charging mechanism at the interface was demonstrated by MD simulation. The behavior of ions depending on the change of potential acted like ionic liquid, instead of solvated aqueous or organic electrolytes. The differences in the charging mechanisms are mentioned in the previous section. Although the approach sounds interesting, the WIS concept did not result in a major breakthrough in the energy storage field. Also, for supercapacitors, the porous structure of the electrode makes
the ion exchange and transfer at the electrolyte/electrode interface even more complex compared to conventional battery materials.

Generally speaking, organic-based electrolytes have a wider voltage window compared with aqueous electrolytes, which results in a great improvement of energy density. Most of the supercapacitors available on the market are using organic electrolytes, and their energy density can reach up to 10 W h kg⁻¹. However, the drawbacks of these electrolytes are the flammable property, high requirement for purification and lower conductivity compared to aqueous electrolytes. For carbon-based supercapacitors, the most frequent formulation for industrial use is TEABF₄ in PC or ACN solvent. Several works have focused on the degradation of organic electrolytes and the aging of carbon materials in such a system, for improving safety. Although the reactions are complex, there is useful knowledge today about the degradation mechanisms and their impact on supercapacitor performance. On the other hand, to enhance the performance of supercapacitors in such an electrolyte system, the ionic dynamics and ion confinement in micropores have also been investigated including the effect of solvent and desolvation of ions while entering micropores.

Recently, a computational method was proposed to boost the process to discover new organic solvents in an efficient and systematic way. By screening the desirable properties of the solvent, such as voltage window, viscosity, and ion solubility, several combinations of new solvents (cyano ester-based and nitrile-based) and salts were proposed as alternative electrolytes. Fig. 15 first shows the screening procedures, then an example of discovering new solvents.

In combination with the conventional TEABF₄ salt, an operating cell voltage up to 3.2 V was achieved which confirms the potential of the method and justifies further use of machine learning and artificial intelligence, owing to the large variety of combinations possible. The same computation method was also applied for investigating new ionic liquids. In addition to organic electrolytes, ionic liquids are also a compatible choice that can exhibit a high energy density. Ionic liquids are solvent-free electrolytes which only contain cations and anions. The general properties of ionic liquids are good chemical stability, wide electrochemical voltage window, but low to moderate ionic conductivity and limited low temperature operation. In the past decade, a lot of works have shown ionic liquids are safe and perform relatively well in a large range of temperature (80 to −50 °C). Although the energy density has met the requirement for industrial use, because of their high viscosity (relatively low ionic conductivity compared to other electrolytes), the improvement of power density for such systems is a challenge. A large amount of experimental and simulation works over the years have shown that with a mixture of different solvents and ionic liquids or ionic liquids with different viscosities, the general properties (viscosity, ionic conductivity, diffusion coefficient and so on) are improved; also the interaction of ionic liquids at an electrified surface can be modified. As a kind of solvent in the salt approach, the wettability of ionic liquids with a small addition of solvent has been improved for porous materials. Although this work did not yet result in a major breakthrough in terms of performance, it led to important advances in the scientific understanding of the ionic/carbon interaction in porous carbon electrodes. Recently, DFT calculation has been applied to predict the electrochemical potential windows for ionic liquids to accelerate the process for experimental selection. Theoretical and experimental works have shown that unlike solvated electrolytes, the EDL structure of ionic liquids does not align with the classic EDL models (for details of the model see Section 2.1). In ionic liquids, the existence of ion pairs and compact packing of ions result in a short- to long-range of electrostatic force based on the applied voltage. Apart from the development of the classic two dimensional EDL models for ionic liquids, the ion...
The advantage of reactions occurring in an electrolyte medium is that the ion transport in solid materials is slower than that in liquids. In this case, the power performance will not be sacrificed while improving energy density. This concept was first applied for supercapacitors in aqueous-based electrolytes, including halide ions, quinones, and VOSO₄. During these two years, some new strategies are proposed, for example, applying redox additive electrolytes for hybrid supercapacitors or choosing suitable supporting electrolytes. However, because of their high diffusivity of ions in aqueous electrolytes, the self-discharge remains a great issue.

A new concept proposed by Rochefort’s and Fontaine’s group uses a biredox ionic liquid as salt in an electrolyte to achieve bulk-like redox density with liquid-like fast kinetics. The cation and anion of these biredox ionic liquids bear moieties that undergo very fast reversible redox reactions. Mourad et al. synthesized an ionic liquid with two different redox active species anthraquinone (AQ) and 2,2,6,6-tetramethylpiperidinyl-1-oxyl (TEMPO) attached on perfluorosulfonate anions (PFS⁻) and methyl imidazolium cations (MIm⁺), respectively. The structure and charge storage mechanisms are shown in Fig. 16. The capacitance in this biredox electrolyte was twice that of the biredox-free BMimTFSI ionic liquid electrolyte and remained stable for 2000 cycles. The power performance was similar in both electrolytes. Importantly, the leakage current measured for the biredox IL was two to three times lower than that for the biredox-free IL, which means a decreased self-discharge. This was explained by specific interactions inside the porous carbon network.

The biredox electrolytes offer opportunities for improving the energy density of EDLC devices and there is little doubt that more work will appear in the next years to exploit this concept. Differently from conventional supercapacitors, micro-supercapacitors and flexible supercapacitors are currently fast developing to meet the requirements for diverse applications such as the internet of things (IoT). In this field, work has been dedicated to the development of solid-state electrolytes (SSEs) to prevent the leakage of liquid electrolytes. Like in batteries, a SSE acts as an electrolyte and a separator in the device. As a result, it requires high mechanical strength and wide operating temperature. Differently from batteries, a SSE cannot be prepared from ceramic (oxides or sulfur) because of the high surface area of the porous carbons used. Alternatively, SSEs for supercapacitors contain liquid electrolytes embedded inside the polymer or non-organic matrix (such as silica). For instance, a zwitterionic-type of polymer matrix has been proposed as an aqueous-based gel electrolyte, with high water content and fast ion migration, which result in decent volumetric capacitance for graphene-based supercapacitors (300 F cm⁻² at 0.8 A cm⁻²). Ionogels, which combine an ionic liquid electrolyte entrapped in an inorganic silica matrix, have been successfully developed for this application. A key feature of these SSEs is the possibility of the IL to diffuse by capillarity, and by hydrophobic interaction, to impregnate the nanoporous network of the carbon electrode. As a result, the capacitance is close to that of IL electrolytes.

Another family of SSEs for supercapacitors deal with polymers. Polymers have been used as proton conducting electrolytes as well
as gel polymer electrolytes (GPEs). There has been a huge amount of work on these systems so that we will not go into the details and will refer to review papers where all key information can be found.28,396,397 Basically, polymers offer interesting properties for designing proton conducting electrolytes and aqueous-based GPEs, but still fall short to provide a voltage window beyond 1.5 V with decent stability. As a result, the energy density is still low, but the absence of electrolyte leakage is an added value for micro-devices.

Last, a recent study proposed the design of an “all-in-gel” supercapacitor.998 The idea is to produce gel-like electrodes by mixing carbon nanotubes, an ionic liquid and some additives so that the contact issue at the electrode/electrolyte interface can be solved. The mechanical strength of this type of electrolyte is high and it is easy to shape it in different forms so that this approach could be interesting to follow for solid state micro-devices.

5. Summary and perspectives

Electrochemical capacitors are currently key energy storage devices for high-power applications. The recent decade has witnessed the booming of novel electrode materials, for instance metal oxides or metal carbides/nitrides, and electrolyte concepts; yet porous carbon-based electrodes are still the leading materials in real applications. This review is dedicated to covering the recent progress in nanoporous carbon electrodes for electrochemical capacitive energy storage.

It has started up with detailing the fundamental basics of EDL formation from the view point of ion–electrode correlations at planar, 2D electrodes. However, this model falls short to describe correctly the charge mechanism in nanoporous carbons, for which a good picture of the porous structure is required. The refinement of gas sorption techniques turned out to be crucial to push further our basic understanding of the charge storage mechanism in porous carbon-based EDLCs. Ar and CO₂ gas probes are the ones to be recommended instead of N₂ for measuring the SSA and PSD of nanoporous carbons. Although high SSA is always beneficial for increasing capacitance, no direct trend has been established so far. Instead, it has been found that small pore size matters the most and leads to a capacitance increase for nanoporous carbons with pore size below 1 nm, due to the ion desolvation. Some authors, using simple analytical models, have succeeded in showing that, by means of ideal endo- and exo-hedral carbon, the local curvature of the carbon surface in nanopores can explain the capacitance increase in carbon nanopores.

Since then, new advanced in situ experimental setups and computational tools have been proposed to gain insights into the charge storage mechanisms. In situ EQCM is reviewed as a powerful tool for tracking ion and solvent molecule transfer across the porous carbon material/electrolyte interface, during the polarization of the electrode. This technique has been nicely complemented with in situ NMR, to obtain information on the ion environments in nanopores. In situ SAS techniques and other techniques like in situ XRD, in situ infrared spectro-electrochemistry, etc., have turned out to be useful for investigating ion adsorption in nanoporous carbon. When coupled with advanced characterization techniques, modeling and simulation demonstrate great potential in resolving the underlying theory and predicting optimized carbon structures. For instance, MD simulation and DFT approach are capable of illustrating the origin of the capacitance increase in nanopores in terms of positive curvature of carbon nanopores.

Even though lots of efforts have been made on the carbon side, there has been still recent progress in developing advanced electrolytes. The “water-in-salt” electrolytes have made possible the obtention of aqueous-based electrolytes exhibiting an operating voltage as high as 2.4 V. In the meantime, an appealing class of ionic liquids has been given birth: the biredox ionic liquids with great potential in bringing redox reaction on the nanoporous carbon surface, which may highly enhance the capacitance. There is still room for improvement of this aspect, and computational approaches have been recently proposed to boost the process to discover new organic solvents in an efficient and systematic way.

Despite the aforementioned impressive progress, carbon-based supercapacitors are still limited by relatively low energy density. The design of nanoporous carbon with finely tuned, controlled pore size below 1 nm is still highly challenging. Therefore, new strategies for producing high-quality nanoporous carbon with controlled pore size in a more cost-effective and efficient way are needed. Alternatively, carbon with ionophobic pores was predicted to achieve high energy density without compensation of power performance, and this could be an effective way to improve the performance; however, the preparation of these ionophobic carbons remains highly challenging. Progress can also be made by optimizing the electrode composition, which goes beyond the limitation of carbon materials to enhance the performance of EDLCs. For instance, while electrochemically inactive binders and conducting additives are used for electrode preparation, recent works suggested that these components can be replaced with graphene or MXene materials, which can contribute to EDL capacitance.399,400

The fundamental understanding of the charge storage mechanism in nanopores has achieved considerable progress; however, the full picture remains unclear, especially when a complex pore structure is considered, or a redox reaction is involved. More advanced techniques are essential to gain more information about the electrolyte/electrode interface interaction. As many techniques are claimed as in situ or operando techniques, attention should be paid to the possible change of the electrochemical process that may be induced by the measurements themselves, and therefore, non-destructive techniques are recommended. The combination with simulation or modeling is another effective tool for digging extra information, such as ion distribution and population.

Developing new electrolytes is one of the most effective routes to push EDLCs to higher energy density. Aqueous electrolytes with a large operating potential range as well as redox electrolytes are promising. More related electrolytes with low cost, high stability, and good safety should be designed...
with the assistance of computational methods. Considering the booming advancement of machine learning and artificial intelligence, there is no doubt that the computational methods will play a very important role in this field in the upcoming years.
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