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Abstract—Density-based and classification-based methods have ruled unsupervised anomaly detection in recent years, while reconstruction-based methods are rarely mentioned for their poor reconstruction ability and low performance. However, the latter requires no extra training samples for the unsupervised training that is more practical, so this paper focuses on improving reconstruction-based methods and proposes a novel Omni-frequency Channel-selection Reconstruction (OCR-GAN) network to handle sensory anomaly detection task in a perspective of frequency. Concretely, we propose a Frequency Decoupling (FD) module to decouple the input image into different frequency components and model the reconstruction process as a combination of parallel omni-frequency image restorations, as we observe a significant difference in the frequency distribution of normal and abnormal images. Given the correlation among multiple frequencies, we further propose a Channel Selection (CS) module that performs frequency interaction among different encoders by adaptively selecting different channels. Abundant experiments demonstrate the effectiveness and superiority of our approach over different kinds of methods, e.g., achieving a new state-of-the-art 98.3 detection AUC on the MVTec AD dataset without extra training data that markedly surpasses the reconstruction-based baseline by +38.1↑ and the current SOTA method by +0.3↑. The source code is available in the additional materials.

Index Terms—Anomaly detection, omni-frequency decoupling, unsupervised learning, reconstruction-based network.

I. INTRODUCTION

Anomaly detection is a binary classification task to distinguish whether a given image deviates from the predefined normality, which is an essential task in visual image understanding that has various applications in the real world, e.g., novelty detection [1], product quality monitoring based on industrial images [2], automatic defect restoration [3], human health monitoring [4] and video surveillance [5], [6], [7], [8]. In real-world applications, anomaly detection tasks can be divided into sensory AD (Fig. 1a) and semantic AD (Fig. 1b): the former only suffers from covariate shift without semantic shift, while the latter is the opposite. Most anomalies appear in the form of defects in the sensory AD, such as the normal defect detection task in MVTec AD [2] and KolektorSDD [9] datasets. However, semantic AD task detects images with label shifts, assuming that normal and abnormal come from different semantic distributions, such as the one-class detection task in CIFAR-10 [10]. This work focus on solving the sensory AD task but also evaluate on the related semantic AD dataset.

In anomaly detection, obtaining abnormal samples and detecting novel abnormalities are time-consuming and costly objects that force us to develop unsupervised methods for more practical applications. Current unsupervised anomaly detection methods are mainly divided into three categories: density-based (Fig. 2a), classification-based (Fig. 2b) and reconstruction-based (Fig. 2c) methods. a) Density-based methods generally employ a pre-trained model to extract meaningful vectors of the input image. The anomaly score can be obtained by calculating the similarity between the embedding representation of the test image and the reference density distribution. This kind of method [11], [12], [13] achieves a high AUC score on the popular MVTec AD [2] dataset, but they need pre-trained models and are insufficient for the model interpretability. b) Classification-based methods try to find the...
classification boundaries of normal data. Self-supervised methods are representative of classification-based methods, which use the model trained by the proxy task to detect anomalies. Thus, self-supervised methods rely on how well the proxy tasks match the test data. For example, CutPaste [14] performs well in anomaly detection on MVTec AD dataset. However, it is difficult for this method to perform well on other datasets. Also, these methods rely on pre-trained models and extra training data. c) Reconstruction-based methods [15], [16], [17], [18] contain a generator to reconstruct the input image, and the anomaly score is the more interpretable reconstruction error. These methods do not need pre-trained models and extra training data. However, current reconstruction-based methods without extra training data are much less expressive than other methods. In summary, current unsupervised anomaly detection approaches are still suffering from two main challenges: (1) Some works achieve high AUC score but require abnormal samples or extra training data that are hard to obtain and costly for practical use. (2) Current reconstruction-based methods are more practical and do not need pre-trained models and extra training data but suffer from low performance. Although our approach borrows from self-supervised methods for constructing pseudo-anomaly data, this paper focuses on improving the reconstruction-based method as it requires no extra training data and only normal samples that are more practical.

To improve the performance of the reconstruction-based method, we need to enhance the reconstruction ability of the generator for the anomaly detection task. For an image, different frequency bands contain different types of information, e.g., low frequency represents more semantic information while high frequency represents more detailed texture information. Also, we find that the model performance can be improved from the frequency domain perspective in many computer vision tasks, e.g., in image super-resolution task. [20] separates the different frequency components to compensate for the loss of information in different frequency bands of real LR images to improve the performance of the model. Motivated by the idea, we analyze the frequency distribution of normal and abnormal images in the anomaly detection task. As shown in Fig. 3(a), we count the frequency energy distribution of normal and abnormal images, as the energy distribution of the Fourier-transformed image is reflected in the amplitude spectrum. We re-analyze this paradigm and find that normal and abnormal samples have different frequency distributions in sensory AD. So it may be difficult and unsuitable for only one generator to learn the full-frequency reconstruction of the RGB image. Therefore, we propose an anomaly detection framework using multiple frequency branches to reconstruct information from different frequency bands respectively. In order to differentiate the use of information from different frequency bands, we propose an effective Frequency Decoupling (FD) module to pre-obtain omni-frequency representation of the input image and use parallel generators to reconstruct images of multiple frequencies. Considering the model efficiency, we conduct experiments with 2 or 3 frequency branches in this paper. Different frequency branches in the framework are independent by default. However, an image contains information in multiple frequency bands, and the information in different frequency bands is not completely unrelated to each other but complementary in the real world. So, we design a tailored Channel Selection (CS) module to further realize omni-frequency interaction among multiple branches that can adaptively select different channel features. Based on the above modules and the baseline Skip-GANomaly [21], we propose a novel Omni-frequency Channel-selection Reconstruction (OCR-GAN) network. Our method achieves state-of-the-art (SOTA) results on multiple public datasets consistently. Specifically, our OCR-GAN improves +0.3↑ than current SOTA method Draem [19] and significantly +18.3↑ than SOTA reconstruction-based DGAD [17] without extra training data on MVTec AD in Fig. 3(b), which strongly proves that the reconstruction-based method can also perform well even without extra training data and pre-trained models. To the best of our knowledge, this paper is the first attempt to explore omni-frequency information with reconstruction-based anomaly detection method. Our main contributions can be summarized as follows:

- We rethink the difference between normal and abnormal images from the frequency domain perspective and propose a novel framework for anomaly detection based on omni-frequency reconstruction.

![Diagram](image-url)
Fig. 3. (a) Energy distribution with frequencies for normal and abnormal samples in MVTec AD dataset, and the shadow represents standard deviation. Normal and abnormal data have noticeable frequency distribution differences. (b) Development of three kinds of methods. Our approach surpasses the SOTA reconstruction-based method without extra training data by a large margin, i.e., $+18.3\uparrow$. Note that the current SOTA Draem [19] is not a classical reconstruction-based method, which requires a new training strategy and extra training data.

- We propose an effective FD module to obtain different frequency bands information of the image that enables the omni-frequency reconstruction by multiple branches.
- We propose a CS module to realize omni-frequency interaction among multiple branches and adaptive selection of different channel features.
- Abundant experiments demonstrate the superiority of our OCR-GAN over SOTA methods, e.g., we achieve a new SOTA 98.3 detection AUC on the MVTec AD dataset without extra training data, which markedly surpasses the SOTA reconstruction-based method without extra training data by $+18.3\uparrow$ and the SOTA method by $+0.3\uparrow$.

The remainder of the paper is organized as follows. In Sec. II, we review some related works. Details of the proposed OCR-GAN method are given in Sec. III. Experimental results are presented in Sec. IV. And we conclude the paper with discussion and summary in Sec. V.

II. RELATED WORK

Anomaly detection methods can be mainly divided into density-based, classification-based and reconstruction-based methods as follows.

A. Density-Based Methods

Density-based methods build a density estimation model for the distribution of normal training data. And this kind of method assumes that normal data have a higher likelihood under this model than abnormal data during inference. Parameter density estimation assumes that the density of normal data can be represented by some reference distribution. A pre-trained network is used to extract meaningful vectors representing the whole image or patch image for anomaly detection. The similarity between the representation vector of the test image and the reference vector is set as anomaly score. Some researches train the model on the entire image, while works train the model on the patch image. The normal distribution reference can be the parameter of the Gaussian distribution of the normal image embedding vectors, the mixed Gaussian distribution, the Poisson distribution, the center of the sphere containing the embedding from normal images, the entire set of normal embedding vectors, the feature of the last layer in the network, the mid-level feature representation. Mahalanobis distance is used to calculate the anomaly score between the embedding vector of the test image and the reference vector of the normal training distribution. The PaDIM [13] elaborate that the density-based model (i.e., embedding similarity-based model) lacks interpretability. This method only performs anomaly detection and gives promising results. However, it lacks interpretability as it is impossible to know which part of an anomalous image is responsible for a high anomaly score. PaDIM interprets the location of anomalies by detecting them in the patch, but this introduces a large amount of computation. Also, this kind of method requires the pre-trained model for extracting vectors that is less practical for various real scenarios.

Another method of density estimation is normalizing flows. Normalizing flows are used to learn bijective transformations between data distributions with a special property. DifferNet [39] using normalizing flows to estimate the precise likelihood. Since flow-based methods have no dimensional reduction, the computation cost is significant. And this kind of method also needs pre-trained models to extract features.

B. Classification-Based Methods

Classification-based methods [40] try to find the classification boundaries of normal data. DeepSVDD [34] first introduces one-class classification to anomaly detection. Moreover, there are some self-supervised learning methods to design good proxy tasks to help the model detect anomalies from normal samples. One classical self-supervised anomaly detection method is isolation forest [41]. Other proxy tasks for self-supervised anomaly detection methods include image transformation prediction, contrastive learning [43].
and proxy binary classification [14]. Reference [14] uses data augmentation to generate pseudo-anomaly data and then does a binary classification proxy task with normal training samples to train the feature extraction model. The self-supervised method relies on the design of proxy tasks, which is difficult to perform well on multiple data sets. Representation learning performance in self-supervised methods relies on the ability of network feature extraction. Therefore, such methods usually use a pre-trained model as the feature extraction network.

C. Reconstruction-Based Methods

One of the reconstruction-based methods is sparse reconstruction which assumes that normal samples can be reconstructed with a limited number of basis functions while abnormal samples are more expensive to reconstruct. $L_1$ norm-based kernel PCA [44] and low-rank embedded networks [45] are belong to sparse reconstruction methods.

The reconstruction method is intuitive and easy to understand. Abnormal images would get higher reconstruction errors as they have a different data distribution than normal images. The autoencoder (AE) [46] and generative adversarial networks (GAN) [47] can reconstruct samples from the normal training data. [48] propose to use an autoencoder for the reconstruction process and structural similarity to measure reconstruction error. Some studies [47], [49] have shown that using adversarial network training would improve generation results. Moreover, GAN-based methods have more suitable metrics that can play the role of anomaly score, e.g., output of the discriminator [50], [51] and latent space distance [21], [51], [52]. For more accurate anomaly detection, OCGAN [53] uses a denoising autoencoder, latent discriminator, visual discriminator, and classifier to ensure that any example generated from the learned latent space is indeed from the normal class. For GAN-based methods, the discriminator is usually used to distinguish the reconstructed image from the original image, but OGNet [54] redefines the role of the discriminator that is used to distinguish reconstructed images of different qualities. Recently, [55] utilize backpropagated gradients as representations to characterize anomalies, and The generation ability of the generator has a significant influence on the effect of the reconstruction-based method, so [56] propose to construct GAN ensembles for anomaly detection as GAN ensembles often outperform the single GAN. It is challenging to ensure poor reconstruction for abnormal samples as the capacity of the generator is strong. Thus these methods perform poorly in sensory detection. These methods indiscriminately reconstruct all frequencies of the RGB image that may be difficult for the generator, leading to poor results in anomaly detection. Also, we find that normal and abnormal samples have different frequency distributions, so we propose a new paradigm that uses parallel branches to reconstruct omni-frequency images.

III. OUR APPROACH

A. Overview

In this section, we aim at improving the current reconstruction-based approach without extra training data and designing a generalized network for anomaly detection. As the difference between normal and abnormal images varies in different frequency bands, we perform anomaly detection from the perspective of the frequency domain. As shown in Fig. 4, our method derives from a frequency-decoupling idea that comprises multiple generators, i.e., $G = \{\phi_1, \phi_2, \ldots\}$, to reconstruct omni-frequency images $\{\hat{I}_1, \hat{I}_2, \ldots\}$, which is trained alternately with a discriminator $D$ to further boost the model performance. Concretely, we propose an effective FD module to decouple the input image $I$ to omni-frequency images $\{I_1, I_2, \ldots\}$ and a CS module to realize omni-frequency interaction by adaptively selecting channels among encoders.
\{\phi^E_1, \phi^E_2, \ldots\}. When the model finishes the training, the abnormal images would be poorly reconstructed and get higher anomaly scores than normal images.

### B. Frequency Decoupling

Pixel distributions reflect the spatial frequency of the image. Different frequency components contain different information, e.g., the low frequency of the image contains more semantic information while the high frequency includes more details and texture information. As previously mentioned, normal and abnormal images have obvious frequency distribution differences, which derive from the abnormal elements in abnormal data, e.g., holes, cracks, and scratches in the MVTec AD dataset. For a more thorough analysis, we counted the differences, which derive from the abnormal elements in normal and abnormal images. The energy distribution of the Fourier-transformed image is shown in Fig. 3(a), e.g., the low frequency of the image contains more semantic information and the high frequency includes more details.

Different frequency components contain different information while the high frequency includes more details. As previously mentioned, normal and abnormal images have obvious frequency distribution differences, which derive from the abnormal elements in normal and abnormal images. The energy distribution of the Fourier-transformed image is shown in Fig. 3(a), e.g., the low frequency of the image contains more semantic information and the high frequency includes more details.

The energy distribution of the Fourier-transformed image is shown in Fig. 3(a), e.g., the low frequency of the image contains more semantic information and the high frequency includes more details. As previously mentioned, normal and abnormal images have obvious frequency distribution differences, which derive from the abnormal elements in normal and abnormal images. The energy distribution of the Fourier-transformed image is shown in Fig. 3(a), e.g., the low frequency of the image contains more semantic information and the high frequency includes more details.

FD can be effectively applied to frequency-sensitive tasks such as anomaly detection by decoupling different frequency components as needed, and we set branch number two in the paper by default. Fig. 4 shows that different frequency components are reconstructed by multiple independent generators.

### C. Channel Selection

Different frequency branches are relatively independent in our anomaly detection framework with only the FD module, which goes against the objective fact that different frequencies complement each other. Besides, as shown in Fig. 5(a), the features of different channels in omni-frequency features are various. Attention [57] can help us to achieve the selection of information in different frequency bands. Therefore, we design a novel Channel Selection (CS) module to realize omni-frequency interaction among multiple branches and adaptive selection of different channel features. Fig. 5 shows the detailed structure of the CS module with a two-branch case that contains low and high-frequency features, but it is easy to extend to multiple branches. Concretely, for the given two feature maps $F_h \in \mathbb{R}^{H \times W \times C}$ with high-frequency information and $F_l \in \mathbb{R}^{H \times W \times C}$ with low-frequency information, we fuse them via an element-wise summation:

$$F = F_l + F_h.$$  

Then we apply Global Average Pooling to embed the global information and obtain channel-wise statistics $z^c \in \mathbb{R}^C$:

$$z^c = \mathcal{F}_{GAP}(F_c) = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} F_c(i, j),$$

where $c$ is the $c$-th channel with $C$ channels totally. After that, we use a fully connected layer to reduce the dimension of the embedded $z^1$ from $C$ to $d$ and obtain $z^2 \in \mathbb{R}^d$, which is able to provide a precise and adaptive selection:

$$z^2 = \mathcal{F}_{FC}(z^1).$$

Finally, we use compact feature descriptor $z^2$ to regress $c$-th channel attentions for different frequency branch by:

$$l_c = \frac{e^{L_c z^2}}{e^{L_c z^2} + e^{H_c z^2}},$$

$$h_c = \frac{e^{H_c z^2}}{e^{L_c z^2} + e^{H_c z^2}},$$

where $L, H \in \mathbb{R}^{C \times d}$ represent the parameter weights, while $l$ and $h$ denote the channel attention vectors for $F_l$ and $F_h$. The augmented feature maps $F'_l$ and $F'_h$ are obtained through the channel attention operations as follows:

$$F'_{lc} = l_c \cdot F_{lc},$$

$$F'_{hc} = h_c \cdot F_{hc}. $$

CS module augments feature maps of different frequency branches by adaptively selecting channels, i.e., using $l$ and $h$.
h to re-weight \( F_i \) and \( F'_i \). Note that the attention vectors of two branches complement each other, i.e., \( l_c + h_c = 1 \), and this module can be easily extended to multiple branches by adding corresponding weights in Equation 7.

The CS module is applied to the encoding stage of the generator. We use different generators to encode different frequency band information. As shown in Fig. 11 (b), the feature maps of each layer of the individual encoders are used as input to the CS module, and the output of the CS module is used as input to the next layer of the individual encoders. In general, the CS module is used at each stage of encoding.

**D. Training**

Our OCR-GAN is trained from scratch end-to-end with only normal samples and tested with both normal and abnormal samples. We expect the GAN to correctly reconstruct normal samples both in image and latent vector space. Consistent with the previous reconstruction-based methods, our OCR-GAN assumes that out-of-distribution (i.e., anomaly pixels) cannot be well reconstructed as the model is never trained on abnormal samples. Therefore, the difference between the reconstructed image and the input image in either image space or latent space is much greater for abnormal samples. Moreover, inspired by CutPaste [14], we also use data augmentation to generate forgery abnormal samples to assist the training process. Specifically, for normal images used in the training stage, we apply both CutPaste and CutOut [58] on each normal image to generate the forgery abnormal data. As shown in Fig. 6, the forgery abnormal samples generated by data augmentation and the samples generated by the generator are both used as positive inputs to the discriminator \( D \), while original normal samples are used as negative inputs. As shown in Fig. 4, we adopt three losses for model training to ensure that OCR-GAN can well reconstruct normal samples.

1) **Content Loss:** The first term \( \mathcal{L}_{con} \) ensures accurate reconstruction between the input normal image \( I \) and the reconstructed image \( \hat{I} \) by \( \ell_1 \) error:

\[
\mathcal{L}_{con} = \mathbb{E}_{I \sim p_n}[|I - \hat{I}|].
\] (9)

This loss enables learning how to reconstruct similar images from the training data directly.

2) **Adversarial Loss:** The second term \( \mathcal{L}_{adv} \) employs a discriminator \( D \) for adversarial training [47], which significantly improves the quality of the constructed image. Our model is to minimize it for \( G \) and maximize for \( D \). Adversarial loss allows the generator to reconstruct the image as realistically as possible, while the discriminator distinguishes the normal images from the reconstructed and forgery abnormal images:

\[
\mathcal{L}_{adv} = \mathbb{E}_{I \sim p_n}[D(I)] + \mathbb{E}_{\tilde{I} \sim p_f}[D(\tilde{I})] - \mathbb{E}_{I \sim p_n}[D(I)].
\] (10)

3) **Latent Loss:** Latent loss [21] penalizes the similarity between the positive and negative images in the latent space. In OCR-GAN, we use the features of the last convolutional layer of the discriminator \( D \) as latent space features. Then, the \( \ell_2 \) error between latent space features is used as the latent loss:

\[
\mathcal{L}_{lat} = \mathbb{E}_{I \sim p_n}[D_{lat}(I) - D_{lat}(\hat{I})]^2.
\] (11)

Note that \( \hat{I} = G(I) \), \( \tilde{I} \) is the forged abnormal data obtained by data augmentation, \( p_n, p_r \) and \( p_f \) are normal, reconstructed and forged image distributions, and \( D_{lat}(\cdot) \) denotes the feature extraction of \( D \) for the penultimate layer. The total loss \( \mathcal{L}_{all} \) is a weighted sum of above losses:

\[
\mathcal{L}_{all} = \lambda_{con}\mathcal{L}_{con} + \lambda_{adv}\mathcal{L}_{adv} + \lambda_{lat}\mathcal{L}_{lat}.
\] (12)

Based on the baseline skip-GANomaly settings and the results of our experiments, the weight parameters are chosen as \( \lambda_{con} = 50 \), \( \lambda_{adv} = 1 \), and \( \lambda_{lat} = 1 \).
E. Inference

Anomaly score proposed in [59] is used to detect anomalies during inference. For a test image \( I \), its anomaly score is defined as:

\[
A(I) = \lambda L_{con}(I) + (1 - \lambda)L_{lat}(I),
\]

where \( L_{con}(I) \) is the reconstruction error that measures the content similarity between the input and reconstructed images, while \( L_{lat}(I) \) is the latent representation error based on the latent loss. Following the setting of our baseline skip-GANomaly, the weight parameter \( \lambda \) is set to 0.9.

Based on Equation 13, we are able to compute the anomaly score for each test sample in the test set. The set of anomaly scores for all samples in the test set is \( A \). Following [21], we scale \( A \) to [0, 1]. Therefore, the final anomaly score for a test image \( I \) is:

\[
A'(I) = \frac{A(I) - \text{min}(A)}{\text{max}(A) - \text{min}(A)}.
\]

Threshold of anomaly score can be set according to requirements in real world applications.

IV. EXPERIMENTS

In order to assess the effectiveness of the proposed OCR-GAN, we consider two types of anomaly detection tasks: sensory AD and semantic AD. We evaluate the performance of the proposed OCR-GAN in two cases against state-of-the-art methods using public-available datasets.

A. Experimental Setup

1) Datasets: This paper focuses on the sensory AD task. Thus, we use MVTec AD [2], DAGM [60] and KolektorSDD [9] to evaluate the performance of OCR-GAN in sensory AD. To further validate that OCR-GAN can improve the generation ability of generators in anomaly detection tasks, we use CIFAR-10 [10] to evaluate the performance of OCR-GAN in semantic AD.

MVTec AD [2] contains 5,354 high-resolution color images that consist of 10 kinds of objects and 5 kinds of textures, which is widely used for the anomaly detection task. The image resolution ranges from 700 to 1,024, and we downscale all images to \( 256 \times 256 \) resolution for all experiments. The number of training samples for each category ranges from 60 to 320, and the abnormal samples in the test set contain more than 70 defects, e.g., cracks, scratches, deformation, and holes.

DAGM [60] is a well-known benchmark database for surface defect detection. It contains images of various surfaces with artificially generated defects. Surfaces and defects are split into 10 classes of various difficulties. It is a weakly supervised dataset, and there are 8,050 training and testing sets each, and the ratio of positive and negative samples for each type is approximately 1:7. OCR-GAN is trained only on anomaly-free training samples for all experiments.

KolektorSDD [10] is constructed from images of defected electrical commutators. Specifically, microscopic fractions or cracks are observed on the surface of the plastic embedding in electrical commutators. The dataset contains 50 commutator samples, each with 8 surfaces, totaling 399 images in \( 500 \times 1,240 \), of which 347 images are without any defect, and 52 images are with visible defects. The anomalies are tiny and visually similar to the background, making this dataset challenging for anomaly detection.

CIFAR-10 [10] consists of 60,000 color images in \( 32 \times 32 \) with 10 classes. Semantic AD experiments regard one class as normal and the other classes as abnormal. CIFAR-10 is a challenging semantic AD dataset because images differ substantially across classes, and the background of images are not aligned. We experimented under two settings. Setting1 (S1) is protocol 2 described in [53], which uses the whole training set of just one class as the normal data for training and the whole test set for the test time. Setting2 (S2) is the setting used in skip-GANomaly, that CIFAR-10 can yield 10 different anomaly cases, each with 45,000 normal training samples and 9,000:6,000 normal-anomaly test samples.

2) Implementation Details: Our method is implemented by PyTorch 1.2.0 [65] and CUDA 10.2, and all experiments run with a TITAN RTX GPU. We use Adam [66] optimizer and set \( \beta_1 = 0.5 \), \( \beta_2 = 0.999 \), weight-decay=1e\(^{-8}\), and learning rate=0.002. Unless otherwise specified, the batchsize is set to 32 for MVTec AD dataset, 64 for DAGM dataset, 64 for KolektorSDD dataset and 64 for CIFAR-10 dataset, and we use two frequencies (denoted as low-/high-frequency branches) for experiments. We choose Skip-GANomaly [21] as our baseline.

3) Evaluation Metrics: The Area Under the Curve (AUC) of the Receiver Operating Characteristic (ROC) Curve is used as a standard evaluation metric for anomaly detection. It is calculated by gradually changing the threshold of anomaly scores. AUC is accumulated to a score for the performance evaluation. A higher AUC score means better anomaly detection performance.

4) Default Setting: Following the previous unsupervised anomaly detection methods settings, our ablation experiments and interpretability experiments are all conducted on the MVTec AD dataset unless otherwise specified. Considering the number of parameters and the computational cost, we choose two frequency branches (high frequency and low frequency) for the experiments if not specified. Moreover, our OCR-GAN keeps the same parameter settings as the baseline. If not specified, the number of feature channels of each generator is set to 64.

B. Compare With SOTA Methods

We evaluate the performance of our OCR-GAN on four popular datasets to verify the superiority of our method over other SOTA methods.

1) Sensory AD: The difference between normal and abnormal images in the sensory AD task is covariate shift. And anomalies usually appear in the form of defects, such as cracks, scratches and holes. Actually, we design our OCR-GAN based on the motivation of difference in the frequency distribution of normal and abnormal samples in the MVTec AD dataset (shown in Fig. 3(a)). And the frequency analysis can be extended to other sensory AD datasets. Therefore, we choose three different sensory AD datasets to
evaluate the effectiveness of our method in the sensory AD task.

2) MVTec AD: Tab. I shows the detection AUC results of different methods on the MVTec AD dataset, and our experiments run five times using different random seeds without extra training data. We report the mean AUC score with corresponding standard error for each category and the average AUC for texture, object, and all categories. Results indicate that our approach achieves a new SOTA on the MVTec AD dataset with a classical reconstruction-based method without extra training data, by 3.6\% compared with SOTA classification-based method CutPaste [14]. Our OCR-GAN is compared with other unsupervised methods on DAGM are obtained by experimenting using their open-source code. Tab. II shows that supervised methods have achieved near-perfect AUC on the DAGM dataset. Compared with supervised methods, previous unsupervised methods (including classification-based methods, reconstruction-based methods, and density-based methods) did not perform well on this dataset. However, our OCR-GAN achieves a 99.3 detection AUC score without extra training data. Our performance is comparable to supervised methods, which is a remarkable result.

3) DAGM: Our OCR-GAN is trained only on normal samples for the DAGM dataset. Experimental results of other unsupervised methods on DAGM are obtained by experimenting using their open-source code. Tab. II shows that previous supervised methods have achieved near-perfect AUC on the DAGM dataset. Compared with supervised methods, previous unsupervised methods (including classification-based methods, reconstruction-based methods, and density-based methods) did not perform well on this dataset. However, our OCR-GAN achieves a 99.3 detection AUC score without extra training data. Our performance is comparable to supervised methods, which is a remarkable result.

4) KolektorSDD: OCR-GAN is compared with other unsupervised methods, and results are shown in Tab. III. As the anomaly elements in the dataset are small and similar to the background, previous unsupervised methods do not perform well on the KolektorSDD dataset. Without extra training data, our OCR-GAN achieves a 91.4 detection AUC score that increases by +5.5\% over the suboptimal method Draem which is trained with extra data. This result shows that our approach also performs reliably in challenging sensory AD dataset.

5) Semantic AD: Experiments on the semantic anomaly detection task are performed to assist in proving the effectiveness of our approach. Although our OCR-GAN does not achieve the best performance in every category, we obtain the highest overall score, and the AUC score of each category surpasses 95 (c.f.ours in the table) proves the robustness and practicality of our method. In conclusion, it is remarkable that we firstly achieve SOTA on the MVTec AD dataset with a classical reconstruction-based method without extra training data while previous classical reconstruction-based methods fail to perform so well on sensory AD.

### Table I: AUC Results with SOTAs on MVTec AD Dataset, Three to Ten Columns Are Reconstruction-Based Methods While the Following Four Columns Are Density-Based and Classification-Based Methods. Bold and Underline Represent Optimal and Suboptimal Results. \* Means the Year of Publication. \| Means Using the Pre-Trained Model With Extra Dataset.

| Texture | Carpet | Grid | Leather | Tile | Wood |
|---------|--------|------|---------|------|-------|
| 17'     | 49.0  | 60.0 | 52.0    | 60.0 | 60.0  |
| 18'     | 51.0  | 60.0 | 52.0    | 60.0 | 60.0  |
| 19'     | 52.0  | 63.0 | 53.0    | 63.0 | 63.0  |
| 20'     | 51.0  | 60.0 | 52.0    | 60.0 | 60.0  |
| 20'     | 50.0  | 60.0 | 51.0    | 60.0 | 60.0  |
| 21'     | 50.0  | 60.0 | 51.0    | 60.0 | 60.0  |
| Ours    | 92.9  | 93.1 | 100.0   | 98.8 | 98.8  |
| Ours\*  | 98.9±0.8  | 99.4±0.3 |

| Average | 54.2  | 63.4 | 64.6    | 45.86 | 74.1 |
|---------|-------|------|---------|-------|------|
| 17'     | 49.0  | 60.0 | 52.0    | 60.0 | 60.0  |
| 18'     | 51.0  | 60.0 | 52.0    | 60.0 | 60.0  |
| 19'     | 52.0  | 63.0 | 53.0    | 63.0 | 63.0  |
| 20'     | 51.0  | 60.0 | 52.0    | 60.0 | 60.0  |
| 20'     | 50.0  | 60.0 | 51.0    | 60.0 | 60.0  |
| 21'     | 50.0  | 60.0 | 51.0    | 60.0 | 60.0  |
| Ours    | 92.9  | 93.1 | 100.0   | 98.8 | 98.8  |
| Ours\*  | 98.9±0.8  | 99.4±0.3 |

| Object | Bottle | Cable | Capsule | Hazelnut | Metal Nut |
|--------|--------|-------|---------|----------|-----------|
| 17'    | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| 18'    | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| 19'    | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| 20'    | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| 20'    | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| 21'    | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| Ours   | 92.9  | 93.1 | 100.0   | 98.8     | 98.8      |
| Ours\* | 98.9±0.8  | 99.4±0.3 |

| Average | 56.0  | 63.5 | 73.9    | 67.4     | 71.2      |
|---------|-------|------|---------|---------|-----------|
| 17'     | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| 18'     | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| 19'     | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| 20'     | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| 20'     | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| 21'     | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| Ours    | 92.9  | 93.1 | 100.0   | 98.8     | 98.8      |
| Ours\*  | 98.9±0.8  | 99.4±0.3 |

| All     | 55.0  | 63.0 | 71.0    | 60.2     | 72.1      |
|---------|-------|------|---------|---------|-----------|
| 17'     | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| 18'     | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| 19'     | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| 20'     | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| 20'     | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| 21'     | 69.0  | 60.0 | 54.4    | 53.5     | 54.0      |
| Ours    | 92.9  | 93.1 | 100.0   | 98.8     | 98.8      |
| Ours\*  | 98.9±0.8  | 99.4±0.3 |
TABLE II
AUC RESULTS WITH SOTOS ON DAGM DATASET. BOLD AND UNDERLINE REPRESENT OPTIMAL AND SUBOPTIMAL UNSUPERVISED RESULTS.

| Methods                  | Class1 | Class2 | Class3 | Class4 | Class5 | Class6 | Class7 | Class8 | Class9 | Class10 | Average |
|--------------------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|---------|
| Baseline                 | 58.3   | 56.1   | 55.1   | 53.7   | 57.4   | 66.8   | 52.4   | 53.7   | 52.3   | 52.2    | 55.8    |
| sktGAN [21]              | 50.7   | 50.5   | 58.7   | 70.0   | 63.6   | 92.3   | 54.0   | 49.1   | 54.6   | 49.6    | 59.3    |
| Puzzle AE [61]           | 56.1   | 87.8   | 57.1   | 71.3   | 47.4   | 68.8   | 96.5   | 53.4   | 51.9   | 74.7    | 66.0    |
| CutPaste [14]            | 59.7   | 82.9   | 69.8   | 97.3   | 61.2   | 97.0   | 68.5   | 52.1   | 78.2   | 79.1    | 74.6    |
| DifferNet [39]           | 96.1   | 98.3   | 99.5   | 99.6   | 92.1   | 100.0  | 99.7   | 99.9   | 98.9   | 96.0    | 98.0 (99.0*) |
| Ours                     | 99.1   | 100.0  | 99.1   | 99     | 100.0  | 99.5   | 99.8   | 99.8   | 99.5   | 99.2    | 99.3    |

| Sup.                     |        |        |        |        |        |        |        |        |        |         |         |
| Lin et al. [63]          | 100    | 94.0   | 100    | 100    | 100    | 100    | 100    | 100    | 100    | 100     | 99.3    |
| Bó et al. [64]           | 100    | 100    | 100    | 100    | 99.9   | 99.9   | 100    | 100    | 100    | 100     | 100     |

TABLE III
AUC RESULTS WITH SOTOS ON KOLEKTORSDD DATASET. BOLD AND UNDERLINE REPRESENT OPTIMAL AND SUBOPTIMAL RESULTS.

| Methods  | AUC  |
|----------|------|
| sktGAN [21]       | 55.1 |
| Puzzle AE [61]    | 55.4 |
| DifferNet [39]    | 84.9 |
| InTra [62]        | 70.1 |
| CutPaste [14]     | 60.2 |
| Draem [19]        | 85.9 |
| Ours              | 91.4 |

detected (semantic AD), to verify the effectiveness of our method on all types of anomaly detection tasks.

6) CIFAR-10: As shown in Tab. IV, reconstruction-based methods perform better in the semantic AD compared to the density-based methods and the classification-based methods. 1) In the experiment under Setting1, our OCR-GAN outperforms all compared unsupervised methods and achieves 79.5 AUC on the CIFAR-10 dataset, which is +7.0↑ higher than the suboptimal method. 2) In the experiment under Setting2, the performance of our method is greatly improved +16.3↑ compared to the baseline skip-GANanomaly. The results verify that our OCR-GAN performs well in one-class detection (semantic AD). Although the difference in frequency bands is not suitable for semantic anomaly detection, the improvement to structural design implicitly improves the model’s reconstruction ability. Therefore the performance of the model in semantic AD is also enhanced.

C. Ablation Study

1) Influence of Different Components: We further conduct an ablation study on the MVTec AD dataset to investigate the effectiveness of each component of the proposed OCR-GAN. We choose Skip-GANomaly [21] as our baseline and gradually add different component, performing following seven experiments: (1) Baseline; (2) Baseline training with forgery abnormal images by both cutout and cutpaste data augmentations; (3) Adding FD module; (4) (3) training with forgery abnormal images by both cutout and cutpaste data augmentations; (5) Adding both FD and CS modules, i.e., OCR-GAN in the paper; (6) Using three frequency branches; (7) OCR-GAN training with forgery abnormal images by the cutout data augmentation; (8) OCR-GAN training with forgery abnormal images by the cutpaste data augmentation; (9) OCR-GAN training with forgery abnormal images by both cutout and cutpaste data augmentations. As shown in Tab. V, our baseline only obtains a 60.2 AUC score because this reconstruction-based method suffers from the poor reconstruction ability of the generator. Training with forgery abnormal images can bring +8.3↑ AUC improvement to the baseline model. When the FD module is added to the baseline, the model performance increases by a significant +14.6↑, and our proposed CS module further improves the AUC score by +22.1↑ to 96.9. And adding these two modules to the baseline with cutout/cutpaste still gives a significant improvement in anomaly detection performance, which verifies that the main improvement of the model is from FD and CS. The results strongly demonstrate the effectiveness of our proposed two modules for the anomaly detection task. Moreover, our approach improves by +0.6↑ when using three frequency branches, meaning that more frequencies contribute to the model performance. We set the frequency number as two in the paper to balance model effectiveness and efficiency. And we use data augmentation to generate forgery abnormal samples to assist the training process. As shown in Tab. V, each data augmentation contributes to the model performance, and our OCR-GAN obtains the best result when both augmentations are applied.

2) Influence of Frequency Branches: Flat distribution corresponds to the low-frequency component, while sharp changes (e.g., edge and noise) denote the high-frequency term. As different frequencies contain different information, we conduct an ablation study on the MVTec AD dataset to explore the anomaly detection performance using different frequency branches. As shown in Tab. VI, we conduct a set of experiments using only a high-frequency branch, only a low-frequency branch, two independent frequency branches, and two frequency branches with CS module (two-frequency-branch OCR-GAN). Results show that only high-frequency information performs better than low-frequency information, meaning that abnormal elements contain more high-frequency information. Nevertheless, using two-frequency branches independently is not ideal for lacking the information interaction between different frequency branches. Our designed CS module can well handle this problem and further improve the model performance.

3) Influence of Hyperparameter Values: The training and testing process of our OCR-GAN involves the choosing of
several hyperparameters, such as weighting parameters for different losses in Equation (12) and weighting parameters for reconstructed differences and latent space differences in Equation (13). The choice of these parameters in our experiments follows the parameter settings of our baseline skip-GANomaly. We further conduct experiments to explore the influence of the value of the hyperparameters on the anomaly detection performance of the model. We conduct the ablation experiments about the parameter settings in Equation (11). Fig. 7(a) shows how the value of $\lambda_{con}$ in the loss function influences the model performance, and Tab. VII shows the ablation study of using different loss components. The results show the contribution of each loss component to the anomaly detection performance. We also conduct experiments to explore the influence of the value of lambda in Equation (13). As shown in Fig. 7(b), when this parameter is set to 0.9, the model achieves the best anomaly detection performance.

4) Influence of Number of Parameters: Our OCR-GAN reconstructs the information of different frequency bands

| Methods          | Plane | Car   | Bird  | Cat   | Deer | Dog  | Frog | Horse | Ship  | Truck | Average |
|------------------|-------|-------|-------|-------|------|------|------|-------|-------|-------|---------|
| OCSVM [36]       | 63.0  | 44.0  | 64.9  | 48.7  | 73.5 | 50.0 | 72.5 | 53.3  | 64.9  | 50.8  | 58.6    |
| AutoGAN [59]     | 67.1  | 54.7  | 52.9  | 54.5  | 65.1 | 60.3 | 58.5 | 62.5  | 75.8  | 66.5  | 61.8    |
| skipGAN [21]     | 65.6  | 47.6  | 66.0  | 57.8  | 74.6 | 58.7 | 61.6 | 64.7  | 76.1  | 69.1  | 64.2    |
| OCGAN [53]       | 75.7  | 53.1  | 64.0  | 62.0  | 72.3 | 62.0 | 72.3 | 57.5  | 82.0  | 55.4  | 65.7    |
| Gradcon [55]     | 76.0  | 59.8  | 64.8  | 58.6  | 73.3 | 60.3 | 68.4 | 56.7  | 78.4  | 67.8  | 66.4    |
| Puzzle AE [61]   | 78.9  | 78.0  | 70.0  | 54.9  | 75.5 | 66.0 | 74.8 | 73.3  | 83.3  | 70.0  | 72.5    |
| Dragnet [19]     | 58.8  | 56.5  | 55.6  | 58.5  | 53.0 | 64.7 | 59.0 | 54.3  | 51.0  | 54.4  | 56.6    |
| CutPaste [14]    | 70.0  | 62.0  | 62.6  | 62.0  | 53.8 | 62.9 | 62.4 | 59.9  | 51.8  | 57.6  | 60.5    |
| Intra [62]       | 50.2  | 48.9  | 57.8  | 49.2  | 55.4 | 60.3 | 44.5 | 65.7  | 73.8  | 64.9  | 57.1    |
| Ours             | 82.0  | 78.9  | 68.4  | 78.9  | 84.5 | 80.8 | 75.1 | 89.6  | 84.4  | 72.2  | 79.5    |

| No. | BN | FD | CS | cutout | cutpaste | AUC |
|-----|----|----|----|--------|----------|-----|
| (1) | 2  | x  | x  | x      | x        | 60.2|
| (2) | 2  | x  | x  | x      | x        | 68.5|
| (3) | 2  | x  | x  | x      | x        | 74.8|
| (4) | 2  | x  | x  | x      | x        | 77.2|
| (5) | 2  | x  | x  | x      | x        | 96.9|
| (6) | 3  | x  | x  | x      | x        | 97.4|
| (7) | 2  | x  | x  | x      | x        | 99.0|
| (8) | 2  | x  | x  | x      | x        | 97.5|
| (9) | 2  | x  | x  | x      | x        | 98.3|

| Category   | high frequency | low frequency | two branches | OCR-GAN |
|------------|----------------|---------------|--------------|---------|
| texture    | 85.2           | 69.8          | 73.6         | 96.6    |
| object     | 81.3           | 75.1          | 75.4         | 97.0    |
| all        | 82.6           | 73.3          | 74.8         | 96.9    |
respectively, which means that one frequency band requires one generator. Considering the model efficiency, we conduct experiments mostly with two frequency branches. Compared with baseline, our OCR-GAN has a larger number of method parameters. So, we reduce the number of feature channels of the generator to explore the influence of model parameters.
Fig. 11. Influence of channel numbers. With the number of generator feature channels decreases, the AUC first increases and then decreases.

on the model performance. As shown in Fig. 11, when we reduce the number of feature channels, the model performs better. Our model performs best when the number of channels is set to 4, achieving 98.7 AUC on the MVTec AD dataset. This means that our lightweight model can even perform better in anomaly detection task. Since the lightweight model is not the focus of this study, we will further fully study the design of the lightweight anomaly detection model and why the lightweight model can bring certain performance improvement in the future work. For fair comparison, all of our experiments in this paper (except this one) use the standard model, i.e., the number of feature channels equals 64.

D. Interpretability of OCR-GAN

1) Analysis of Histogram: We visualize the anomaly score histogram for each category to further prove the effectiveness of our OCR-GAN. As shown in Fig. 8, abnormal samples would get higher anomaly scores while normal samples get lower anomaly scores, and there is a clear distinction between normal and abnormal samples, meaning that our model can well distinguish abnormal samples from normal samples by the anomaly score. Fig. 9 shows that normal samples and abnormal samples can not be distinguished by anomaly score in the histogram of the baseline. We further assess our proposed FD and CS module and results similarly indicate that each module contributes to the model.

2) Visualization of Latent-Space Features: We map the latent-space features from the last convolution layer of the D for each test sample to a two-dimensional subspace. Fig. 10 shows that our proposed OCR-GAN yields promising separation between normal and abnormal samples in the latent space.

3) Reconstruction Results: The reconstruction ability of the generator has a significant influence on the performance of the GAN-based method in the anomaly detection task. As shown in Fig. 12, we visualize the reconstructed images and the difference images between the reconstructed and original images to explore the reconstruction ability of different methods. Reconstructed results indicate that our OCR-GAN has a better reconstruction ability for details, and the abnormal areas are more prominent in the difference images than other classical reconstruction-based methods.

V. CONCLUSION

This paper proposes a novel reconstruction-based OCR-GAN for anomaly detection from a perspective of frequency domain. Specifically, we propose FD module to decouple the input image into different frequencies and model the reconstruction process as a combination of parallel omni-frequency image restorations. To better perform frequency interaction among different encoders, we propose a tailored CS module to adaptively select different channels among multiple branches. Our approach achieves new SOTA results over current SOTA methods on both sensory AD and semantic AD tasks even without extra training data, meaning that the proposed OCR-GAN is robust and effective for practical applications.

In the future, we will further explore the design of the lightweight model for AD tasks, while building more difficult practical dataset and testing the corresponding effects of our and other methods, hoping to contribute to the development of this field.
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