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Abstract—Localizing pre-visited places during long-term simultaneous localization and mapping, i.e. loop closure detection (LCD), is a crucial technique to correct accumulated inconsistencies. As one of the most effective and efficient solutions, Bag-of-Words (BoW) builds a visual vocabulary to associate features and then detect loops. Most existing approaches that build vocabularies off-line determine scales of the vocabulary by trial-and-error, which often results in unreasonable feature association. Moreover, the accuracy of the algorithm usually declines due to perceptual aliasing, as the BoW-based method ignores the positions of visual features. To overcome these disadvantages, we propose a natural convergence criterion based on the comparison between the radii of nodes and the drifts of feature descriptors, which is then utilized to build the optimal vocabulary automatically. Furthermore, we present a novel topological graph verification method for validating candidate loops so that geometrical positions of the words can be involved with a negligible increase in complexity, which can significantly improve the accuracy of LCD. Experiments on various public datasets and comparisons against several state-of-the-art algorithms verify the performance of our proposed approach.

Index Terms—Simultaneous localization and mapping (SLAM), loop closure detection, place recognition, bag of words.

I. INTRODUCTION

Intelligent robots apply simultaneous localization and mapping (SLAM) [1] technique to incrementally build maps of the environments while estimating their locations. As an indispensable component, loop closure detection (LCD) algorithm is implemented to detect re-observed places and correct accumulated errors during long-term exploration [2]–[5]. Given the low cost of cameras and the rich information provided by images, appearance-based LCD methods [6]–[51] have attracted increasing attention in the last decades. These methods retrieve candidates based on visual resemblances between the query image and referenced images in the database. Global features [30]–[32] offer compact and efficient representations of images but are sensitive to viewpoint and illumination changes. Thus, state-of-the-art LCD proposals [6]–[16] usually apply local features [33]–[35] to obtain a more robust representation.

In recent years, deep learning technology has been rapidly developed. Therefore, many LCD algorithms [17]–[25] utilize deep Convolutional Neural Network (CNN) to extract features and have achieved improved performances.

To minimize the computational and memory consumption, especially in large-scale environments, some time-efficient schemes [6], [7], [16], [22], [23], [28], [29] have been developed. Among them, the most effective one implemented in practical SLAM systems [2], [3] is the Bag-of-Words (BoW) framework [6], [7]. In this framework, a visual vocabulary that contains generalized features or visual words, should be trained to associate features and represent images. The scale of the vocabulary, usually determined by the depth of vocabulary tree (Lω) and the number of child nodes in each branch (Kω), reflects the abstractive and discriminative ability of visual words, affecting the accuracy of feature association in LCD. Traditional solutions that build vocabulary in an off-line manner usually use a trial-and-error approach. They tediously test various assumptions of Lω and Kω, and select the combination that achieves the best performance in test sets. This strategy is quite time-consuming, and more importantly, it still cannot guarantee to get the optimal vocabulary.

BoW-based algorithms also degrade when struggling with perceptual aliasing since the spatial distribution of the words is neglected in image representation. State-of-the-art visual solutions introduce temporal consistency [10]–[12], [28], [29] or geometrical consistency [7], [11] constraints to reject incorrect hypotheses. For example, a post-verification step based on random sample consensus (RANSAC) [36] is always performed at the end by checking the epipolar consistency between query and loop candidates. However, temporal checks may eliminate some correct detections and decrease the LCD performance when the robot comes to the pre-visited place.

Fig. 1. An example of the topological graph built by our proposed verification methods. The left (a) is the original frame, and the right (b) shows the graph. Red dots in the graph are extracted key points.
with a different route. Geometrical checks need sufficient correct matches between features to apply epipolar estimation and their effectiveness will be decreased when suffering from visual interference in real scenes.

In this paper, we propose a novel BoW-based LCD algorithm, which trains a hierarchical visual vocabulary in an automatic off-line manner and validates loops by topological graphs. The vocabulary training procedure is self-supervised and the depths of its branches can also be different. A deep CNN is utilized to extract local features from consecutive frames. Each frame is represented based on the extracted descriptors and a topological graph built by corresponding key points. The graph, as illustrated in Fig. 1, can efficiently and effectively check the candidate loop closures provided by the BoW framework, significantly improving the LCD precision.

Comprehensive experiments in very different datasets demonstrate that our proposed method outperforms several state-of-the-art LCD approaches with a negligible increase of the time requirement. The main contributions of this paper are summarized as follows:

- An automatic vocabulary training method is proposed, which is supervised by comparison between the quantized radii of visual words and the average drift of feature descriptors. It has been experimentally demonstrated to be the optimal visual vocabulary for BoW-based LCD.
- A two-step RANSAC feature matching method is proposed by considering the correspondence between sequential training images, which can produce more accurately matched features for proposed vocabulary training and estimate drifts of feature descriptors due to visual interference.
- A topological graph-based post-verification method is proposed to validate candidate loop closures obtained by standard BoW framework, which can be easily plugged into any appearance-based LCD algorithms.

A preliminary version of our work is presented in [21]. In the current paper, we first design a two-step RANSAC-based feature matching method to track corresponding features in image sequences and measure the drift of feature descriptors. Then we propose the automatic vocabulary training method based on the characteristics of feature quantization, eliminating the need for a user-defined depth. We also extend the experimental evaluation of our approach and obtain more comprehensive and reliable conclusions.

The remaining of this paper is organized as follows. Section II provides an overall description of the proposed algorithm. Then, section III describes our proposed feature matching method and automatic vocabulary training strategy. A detailed description of the on-line loop detection method is presented in Section IV. In Section V we present comprehensive analyses and comparative experiments on several public datasets. Finally, Section VI ends with conclusions and future works.

II. ALGORITHM OVERVIEW

The overview of our proposed LCD framework is illustrated in Fig. 2. It consists of an off-line vocabulary training procedure (see Section III) and an on-line loop closure detection...
pipeline (see Section [V]). In the off-line procedure, a visual vocabulary is trained automatically with the features extracted from the sequential training images. In the on-line exploration, features of the current frame are associated with visual words and a loop closure candidate is retrieved using the standard BoW-based framework. To exclude mismatches due to perceptual aliasing, we propose a geometrical verification method based on the topological graph. A candidate is validated as a positive loop closure only if its graph is similar enough to the current image.

Features matter in appearance-based LCD algorithms. In the preliminary version of our work [21], we demonstrated that the pre-trained SuperPoint can provide a robust image representation and improve the LCD performance. Therefore, we keep using SuperPoint to extract key points and descriptors of the current image. Based on the topological graph, a candidate is validated as a reliable features for LCD, which should be associated with the same point in the real world, which may be utilized in our algorithm and may obtain better performance, but this is beyond the scope of this paper.

III. Automatic Vocabulary Training

Most of the existing off-line vocabulary training procedures can be simply regarded as a clustering problem. With the user-defined parameters $K_ω$ and $L_ω$, these algorithms cluster image features into visual words. Usually, a trial-and-error strategy is utilized to select the parameters that achieve good performance of LCD. However, it is time-consuming and cannot guarantee the resulting vocabulary is optimal. In this paper, an automatic vocabulary training method is proposed, which can produce a vocabulary with the optimal structure. To achieve this goal, we first present an accurate feature matching algorithm to track feature points in image sequences (see Section III-A). Then the tracked features are assembled into a compact database and the average drift of feature descriptors is estimated for vocabulary training (see Section III-B). Finally, a natural criterion involving feature descriptor drifts is introduced to build the optimal vocabulary tree automatically (see Section III-C). Detailed descriptions are provided in the following subsections.

A. Feature Matching

To get an accurate estimation of descriptor drifts for vocabulary training, we need to match the features corresponding to the same point in the real world, which should be associated with the same visual word. Accurately matching features is difficult in real scenes, but the images used in LCD are generally sequential images captured by robots. Thus, the features can be tracked based on sequential spatial consistency, and accurate matches can be obtained with acceptable computational costs. Traditional tracking methods, such as LK optical flow [39] or

### Algorithm 1

**FM($M_1, P_1, P_2$, mode)** %feature matching

**INPUT:**
- $M_1$: matched features
- $P_1$: feature point in $I_1$
- $P_2$: feature point in $I_2$
- mode: {projection, verification}

**RETURN:**
- $M_2$: projected/verified matches

1. $M_2 = []$
2. $F =$calcFundamentalMat($M_1$, RANSAC)
3. $H =$calcHomographyMat($M_1$, RANSAC)
4. if fail($F$) AND fail($H$) then
   5. bad case, return empty
   6. else if num(inlier($H$)) $> \text {num(inlier($F$))}$ then
      7. if mode == verification then
         8. $M_2 =$inliers($H$)
      9. else if mode == projection then
         10. for $p_1$ in $P_1$ do
            11. $p'_1 =$HomographyProjection($H_p, p_1$)
            12. $p_2 =$findNearest($p'_1, P_2$)
            13. $M_2 = M_2 \cup [p_1, p_2]$
         end for
      15. end if
   16. else if num(inlier($F$)) $> \text {num(inlier($H$))}$ then
      17. if mode == verification then
         18. $M_2 =$inliers($F$)
      19. else if mode == projection then
         20. for $p_1$ in $P_1$ do
            21. $l_2 =$EpipolarProjection($F_p, p_1$)
            22. $p_2 =$findNearest($l_2, P_2$)
            23. $M_2 = M_2 \cup [p_1, p_2]$
         end for
      25. end if
   26. end if

KLST point tracker [40], degrade when appearance changes between adjacent images are large. Using conventional RANSAC method to select geometrical consistent features from two images is one of the most popular solutions, but it just eliminates wrong matches and cannot generate new matches. The trained vocabulary will be unrepresentative if there are too few image features. To obtain enough accurate matches, we propose a feature matching method based on two-step RANSAC, namely, projection and verification, as shown in Algorithm 1.
3) Estimate the second transform matrix by verification using the matched features in $MP$. The inlier matches selected by the second RANSAC procedure and geometrically verified are denoted as $M_V$, which consists of the final matches of our proposed method.

$$MV = FM(MP, -, -, \text{verification}). \quad (2)$$

Both the homography ($H$) and fundamental ($F$) matrices are estimated by OpenCV functions to cover as many situations as possible, as in [2], [3]. Furthermore, we discard unreliable matches when the numbers of inliers in calculating the $H$ and $F$ matrices are lower than 4 and 8, respectively. In projection, the searching areas for finding nearest points around projected points ($p'_1$) or projected epipolar lines ($l_2$) are limited to the same size of the RANSAC procedure.

In our proposed matching algorithm, RANSAC is applied first to estimate the transform matrix between adjacent images. Then the matrix is used to project the features of the former image onto the latter one to generate new matches based on geometrical consistency, which is called projection. Features fitting such correspondence are regarded as candidate matches. As shown in Fig. 3, the first RANSAC excludes the wrong matches $<p_{t-1}^1, p_t^1>, <p_{t-1}^2, p_t^3>, <p_{t-1}^1, p_t^4>$, $<p_{t-1}^3, p_t^1>, <p_{t-1}^4, p_t^3>$. Meanwhile, new candidate matches $<p_{t-1}^1, p_t^2>, <p_{t-1}^2, p_t^2>, <p_{t-1}^3, p_t^3>, <p_{t-1}^4, p_t^4>$ are generated by projection, which cannot be obtained by using the conventional RANSAC procedure. However, $MP$ may have some incorrect results because $MN$ has mismatches due to noisy descriptors. To further validate the candidate matches, we apply RANSAC again to select the matched features that meet the second transform matrix called verification. For instance, $<p_{t-1}^1, p_t^1>$ is eliminated by the second step. More geometrically consistent matches can be obtained using our proposed method.

### B. Feature Aggregation and Drift Estimation

By applying feature matching, a series of accurately tracked features can be obtained. Meanwhile, these features are aggregated into a compact database, denoted as $Ψ = \{ψ^i\}$. $ψ^i$ is the $i^{th}$ group of the matched features from the sequential images and defined as $ψ = \langle v, υ, γ, χ \rangle$, where $v$ is the center of the group, $γ$ is its radius, and $χ$ is the number of contained features. $v$ can be regarded as a compact feature and $γ$ denotes the largest drift of the contained feature descriptors.

Initially, the features of the first frame are extracted and added to $Ψ$ as individual groups. The initial $v$ of each $ψ$ is set as the descriptor of each feature, $γ$ is set to 0, and $χ$ equals 1.

For each frame $I_t$, the features are extracted and matched with those from previous frame $I_{t-1}$. The matched features are updated to their corresponding groups. For example, assuming a feature $f_t = \langle p_t, d_t \rangle$ from $I_t$ is matched with $f_{t-1}$ from frame $I_{t-1}$, and $f_{t-1}$ belongs to the $k^{th}$ group at time $t - 1$, that is, $ψ_{t-1}^k$, then the group should be updated as

$$v_t^k = v_{t-1}^k \times \chi_{t-1}^k + d_t, \quad \chi_{t-1}^k + 1$$

$$γ_t^k = \max\{||d_t - v_t^k||_2\}, d_t \in ψ_t^k$$

$$χ_t^k = χ_{t-1}^k + 1$$

When the database is scaled up, updating $γ$ will take too much time. Note that the distances between $v_t^k$ and the features belonging to $ψ_{t-1}^k$ change slightly after the group is updated. To save computational cost, we use the previous radius ($γ_{t-1}^k$) to approximate such distances and avoid numerous calculations. Therefore, the formula to update the radius can be simplified as follows:

$$γ_t^k = \max\{||v_t^k - d_i||_2, γ_{t-1}^k\}$$. \quad (6)

The unmatched features in $I_t$ are regarded as new compact features and added into $Ψ$ as the initialization step.

After all the features from the training image sequence are incrementally ensembled into the compact database, which is used to build the vocabulary later, the average radius $\bar{γ}$ is calculated as

$$\bar{γ} = \frac{\sum_k [γ^k > 0] γ^k}{\sum_k [γ^k > 0]}$$

where $[\ ]$ is the Iverson bracket, i.e., $[\text{True}] = 1$ and $[\text{False}] = 0$. The mean radius will be used as a convergence criterion for
During vocabulary training, we approximately regard $\bar{\tau}$ as the average drift of the feature descriptors due to appearance changes in the current scene.

C. Vocabulary Building

To design a natural convergence criterion that determines the scale of the vocabulary tree, instead of user-defined parameters, we look back to the feature quantization and association in the BoW-based method and determine how the vocabulary scale affects the representative ability of \textit{visual words}.

During vocabulary training, the entire feature space is hierarchically split into various sub-regions. The quantized ranges of nodes gradually decrease as the branch of the tree deepens, weakening the abstractive ability of nodes but strengthening their discriminative power. When detecting loops, features are associated with \textit{visual words}, that is, the leaves of the pre-trained vocabulary tree, by hierarchically retrieving the vocabulary node from the root to the bottom layer. Generally, if $L_w$ is extremely large, the quantized range of \textit{visual words} will be excessively small, reducing the abstractive ability of the vocabulary. In this condition, the same features from different observations may be associated with different words. In contrast, if $L_w$ is extremely small, different features will be associated with the same \textit{visual words}, reducing the discriminative ability.

As shown in Fig. 4, an optimal vocabulary should associate the same features in different visual conditions with the same word while distinguishing between different features. To this end, the quantized radius of \textit{visual words} $\theta$ should be slightly larger than the average radius ($\bar{\tau}$) obtained in Section III-B. Therefore, we train a vocabulary tree automatically by comparing $\theta$ and $\bar{\tau}$ of the compact database, instead of user-defined $L_w$.

Assume a node in the $d^{th}$ layer of the vocabulary tree is $\mathcal{N}^d$, then its sub-node is $\mathcal{S}\mathcal{N}^d_{p^{d+1}}$, $p \in [1, K_w]$ and the centers of the \textit{compact features} associated to $\mathcal{S}\mathcal{N}^d_{p^{d+1}}$ are denoted as set $\{\psi_{p^{d+1}}^d\}$. During vocabulary training, we calculate the mean quantized range of sub-nodes to judge whether the branch of vocabulary tree should extend or not. For example, we apply the K-means algorithm to create $K_w$ sub-nodes by clustering the \textit{compact features} contained in the parent node $\mathcal{N}^d$ while obtaining medians $MD_p$, $p \in [1, K_w]$ of each sub-node. Then, the quantized radius of each sub-node is calculated as

$$\theta_p = \frac{\sum_{i \in SN_{p^{d+1}}} ||\psi_{p}^d - MD_p||_2}{num(SN_{p^{d+1}})}, p \in [1, K_w] \tag{8}$$

where $num(\mathcal{S}\mathcal{N})$ returns the number of the \textit{compact features} contained in $\mathcal{S}\mathcal{N}$. The L2-norm distance is used due to real-valued CNN-based features. The mean quantized radius $\bar{\theta}$ of all the sub-nodes can be calculated as:

$$\bar{\theta} = \frac{1}{K_w} \sum_{p=1}^{K_w} \theta_p \tag{9}$$

If $\bar{\theta} < \bar{\tau}$, these sub-nodes will excessively discretize features, and the extension of this branch should stop. The parent node ($\mathcal{N}^d$) of these sub-nodes can be defined as a \textit{visual word} (leaf node in the bottom layer). Otherwise, the branch will be extended until the criterion is met.

In our vocabulary tree training, the quantized range of the sub-nodes and the average radius of the \textit{compact database} are measured totally based on the characteristics of the features and used to control the depth of the vocabulary tree. Thus, the overall training pipeline is self-supervised and can be automatically operated without human intervention. The training method can help to build a vocabulary with an optimal structure based on the natural convergence criterion. After obtaining the vocabulary, we associate features with the resulting \textit{visual words} and then retrieve the most similar image as loop candidate.

IV. ONLINE LOOP DETECTION

In this section, we describe the on-line loop detection procedure, which consists of loop candidate proposal and graph-based post-verification.

A. Candidate Proposal

The classic BoW framework \cite{19} is applied in our algorithm to retrieve loop closure candidates. For every query frame, we extract top-$K$ key points and descriptors. The descriptors are then associated with \textit{visual words} in the trained vocabulary and the image is converted into a BoW vector ($\nu$) for matching and retrieval. The vector is a statistic histogram of the resulting \textit{visual words} that occurred in the current frame. To emphasize frequently occurred words, the term-frequency weight $tf$ of \textit{visual word} $\omega$ is calculated as follows:

$$tf_\omega = \frac{n^\omega_i}{N_i}, \tag{10}$$

where $n^\omega_i$ is the number of occurrences of $\omega$ in image $I_i$, and $N_i$ is the total number of words that occurred in image $I_i$. 

**Fig. 4.** Schematic of optimal word quantization and feature association. The blue dots denote key points and the orange stars are the projection of their descriptors in BoW word space. Blue dashed circles $\omega_a, \omega_b$ are the resulting \textit{visual words} and $\theta$ is the quantized radius. $\theta$ should be slightly larger than $\bar{\tau}$ so that the identical features in various visual situations can be associated with the same \textit{visual words} and meanwhile, the different features are associated with different words.
procedure to build the triangulation is briefly described below: connecting adjacent points in the procedure, the similarity between two topological graphs is 1-to-1 matching relations. In graph matching, matched features to build graphs, the vertexes in the two graphs have one-to-one matching relations. In graph matching procedure, the similarity between two topological graphs is quantified by counting their public edges (PE), that is, an edge with two matched vertexes. We randomly choose a vertex in the graph and use the breadth-first searching strategy to traverse the entire structure. The similarity between the two graphs is calculated as follows:

\[
\zeta(G_{I_1}, G_{I_2}) = \frac{\text{num}(PE)}{\text{num}(E_{I_1})} \cdot \frac{\text{num}(PE)}{\text{num}(E_{I_2})},
\]

where \(\text{num}(X)\) returns the number of edges in the set \(X\). A larger \(\zeta\) means a smaller difference between the two graphs. The loop candidate is accepted as a positive loop closure only if it has similar graph with the query image (\(\zeta\) is larger than verification threshold \(\zeta_0\)). Otherwise, the query image has no matched loop closure or this place has not been visited.

V. EXPERIMENTAL EVALUATION

Comprehensive experiments on different datasets have been performed to evaluate our proposed algorithm. A laptop with an Intel Core i5@2.30GHz CPU and a TITAN RTX A5000 is used. In the experiments, we evaluate the performance of LCD system with commonly used precision \((P)\) and recall \((R)\) metrics. The publicly available SuperPoint model is utilized in our implementation. \(K\), \(K\), and \(T\) are set to 10, 500, and 50, respectively. We did not fine-tune these parameters and they may not be optimal, but the effectiveness of our proposed algorithm is still proved.

A. Datasets

The proposed LCD algorithm has been evaluated on six public datasets, as listed in Table I in City Centre [8] and New College [8], we rectify the fish-eye images based on the calibration parameters offered by the original paper.

| Dataset(abbreviation) | # Images | Description                  |
|-----------------------|----------|-------------------------------|
| City Centre (CC)      | 1237     | Campus, slight dynamics,      |
| New College (NC)      | 1073     | perceptual aliasing           |
| KITTI 00 (KT00)       | 4541     |                              |
| KITTI 05 (KT05)       | 2761     | Urban, road, slight dynamics  |
| KITTI 06 (KT06)       | 1101     |                              |
| Malaga 2009           | 3474     | Parking lot, dynamics,        |
| Parking 6L (M6L)      |          | perceptual aliasing           |
The binocular frames are also integrated into one image for larger field-of-view. In KITTI [42] dataset, three typical urban sequences are used in our experiments, namely, sequences 00, 05, and 06. Only the left images in KITTI and Malaga dataset [43] are utilized. All images are resized to $600 \times 800$. Approximately, 500 images are chosen at regular intervals to train a vocabulary tree in each dataset.

In general, the ground-truth data of loops are generated by GPS logs. However, it is found that loops may occur even if the distance between two places surpasses the GPS’s distance threshold. In such cases, the images still have shared appearances, and the transform matrix can be successfully estimated between two cameras. Therefore, we manually modify the ground-truth of CC and NC based on references [8], and that of M6L based on [13]. For KITTI dataset, we directly use the public ground-truth [13].

### B. Vocabulary Training

To demonstrate that our proposed automatic training method can build a vocabulary tree with the optimal scale, the standard BoW-based LCD algorithm [1] is performed, loading different vocabularies built by our algorithm and traditional training method with various $L_{\omega}$. Post-verification step is not performed. The $P$-$R$ curves are shown in Fig. 6 and the numbers of visual words in each vocabulary are also provided in Table II. The Recall and Precision axes begin from 0.75 in KT00, and 0.5 in M6L and CC for clear visualization.

Fig. 6 reveals that the vocabulary with larger scale (larger $L_{\omega}$ and more visual words) does not certainly perform better than the ones with smaller scales. This finding proves the motivation of the automatic training method that extremely large or small vocabularies could not quantize features well, and may decrease the performance of LCD methods. In the evaluations, the systems with $L_{\omega} = 4$ or 5 perform better than the others, except our method, on all the datasets.

The results also indicate that the systems loading our automatic vocabulary achieve a high recall rate and AUC even without graph verification. They perform best in all the datasets. Instead of building a regular tree with almost the same depth in each branch, we force the leaf nodes in the vocabulary to have appropriate quantized radii in our automatic training strategy. Therefore, different branches in the automatic vocabulary may have different depths, leading to a more reasonable discretization of the feature space. In Table II, $L_{\omega}$ of our vocabularies represents the largest depth of all branches. For the vocabularies that have the same $L_{\omega}$, our method has the fewest words (less than half of the traditional baselines), indicating a compact structure and high retrieval efficiency. The $P$-$R$ results demonstrate that our vocabularies have the optimal scales for feature association and can retrieve more loop events.

### C. Graph Verification

Our proposed verification method eliminates mismatches due to perceptual aliasing, by comparing the topological similarity between graphs of the query and the loop candidate. Only matched features are used to build the graphs so that the features located in dynamic regions will be discarded. As shown in Fig. 7(a), true loop closures with dynamics have highly similar graphs. In Fig. 7(b), different places with many identical visual words will be misjudged as loop closure by BoW-based method but the similarity between their graphs is quite low so that they can be effectively excluded by our method.

To quantitatively analyze our proposed graph verification, LCD algorithm without verification (w.o.), with our proposed

![Fig. 6. Comparative results with different vocabularies on various datasets. A larger area under the curve (AUC) means a better performance.](image)

| Dataset | ours ($L_{\omega}$) | traditional vocabulary $L_{\omega}$ |
|---------|--------------------|-----------------------------------|
| CC      | 108.9 (6)          | 1.0 10.0 95.6 253.9 275.7 277.3 |
| KT00    | 95.8 (6)           | 1.0 10.0 94.9 233.1 249.8 250.8 |
| M6L     | 73.0 (6)           | 1.0 10.0 89.4 189.0 198.6 199.4 |

---

1DBow3 is utilized as the basic framework in this work: [https://github.com/rmsalinas/DBow3](https://github.com/rmsalinas/DBow3).
TABLE III
The comparative results of LCD methods without (w.o.), with graph verification, or with RANSAC-based verification (RS), and the average execution time per query of RANSAC-based and our proposed verification (in millisecond).

| Dataset | w.o. | Inliers of RS | $\bar{\zeta}_t$ | Threshold of Graph Verification $\zeta_t$ | $\bar{t}_c$ |
|---------|------|---------------|-----------------|---------------------------------|-----------------|
|         |      | $>12$ | $>20$ | 0.10 | 0.35 | 0.45 | 0.5 | 0.55 | 0.6 | 0.65 | 0.75 | 0.8 | 0.95 |
| CC      | 0.4528 | 0.7897 | 0.8503 | 78.77 | 0.9037 | 0.8681 | 0.8378 | 0.8217 | 0.8057 | 0.7897 | 0.7736 | 0.7059 | 0.6310 | 54.32 |
| NC      | 0.4813 | 0.4813 | 0.4813 | 80.87 | 0.9413 | 0.5140 | 0.8364 | 0.8364 | 0.9463 | 0.9393 | 0.9159 | 0.8762 | 0.8551 | 53.93 |
| KT00    | 0.8997 | 0.8997 | 0.9505 | 45.57 | 0.9505 | 0.9505 | 0.9505 | 0.9505 | 0.9569 | 0.9569 | 0.9569 | 0.9543 | 0.9492 | 31.62 |
| KT05    | 0.9349 | 0.9349 | 0.9518 | 45.75 | 0.9349 | 0.9518 | 0.9518 | 0.9518 | 0.9518 | 0.9518 | 0.9518 | 0.9518 | 0.9424 | 31.52 |
| KT06    | 0.9963 | 0.9963 | 0.9963 | 43.00 | 0.9963 | 0.9963 | 0.9963 | 0.9963 | 0.9963 | 0.9963 | 0.9963 | 0.9926 | 0.9890 | 31.30 |
| M6L     | 0.3934 | 0.3934 | 0.6453 | 35.52 | 0.6453 | 0.8663 | 0.8682 | 0.8798 | 0.8934 | 0.8740 | 0.8624 | 0.8295 | 0.8062 | 21.23 |

The best performances on each dataset are emphasized in red. ↓ means less consuming time is needed.

The computational efficiency of SLAM systems is quite important. To analyze the execution efficiency of our proposed LCD algorithm, it is tested on four different datasets and the mean computational times of its three steps are recorded, namely, feature extraction, candidate proposal, and graph verification, as presented in Fig. 8 and Table IV.

The table indicates that the CNN-based feature extraction costs a significant amount of computational time in our proposed algorithm, which can be accelerated by a better GPU or replaced by other light features. By applying efficient BoW framework, our approach could update the database and then retrieve loop candidates efficiently in approximately 20 ms. The execution times in CC and NC are approximately 2 times
higher than those of the others because we use binocular images and 1000 features per query (two images). The proposed topological graph-based verification is also proven to be efficient. Moreover, the computation time does not increase as the database scales up as shown in Fig. 8.

Comparative results with existing methods are also provided in Table IV. The results of compared baselines are obtained by our implementation using open-sourced codes with default configurations. Although our method utilizes real-valued CNN-based features, which consumes a significant computational time, the totally required time remains less than the baselines [11], [13], [15], [16] in most datasets. The execution time of the proposed algorithm is slightly less than that of our preliminary work [21] mainly due to the compact vocabulary, which proves that our automatic vocabulary can reduce computational consumption.

E. Performance of Overall Algorithm

To comprehensively evaluate our proposed LCD algorithm, it is compared with many state-of-the-arts appearance-based LCD methods on six public datasets. For quantitative comparison, \( R_{max} \) is recorded in Table IV. In this evaluation, we first load the individual vocabularies automatically trained on each dataset and fine-tune the threshold of graph verification for each dataset, which indicates an upper-bound performance of our proposed approach. The fine-tuned configurations are also shown in Table IV.

The table shows that our proposed algorithm with topological graph verification exhibits the best or second-best performance in all datasets. The algorithm can detect more than 90% loop closure events with 100% precision on most of the datasets, as shown in Fig. 9 which indicates the state-of-the-art detection performance in appearance-based LCD algorithms to the best of our knowledge.

Our system is developed based on the DBoW3 framework, which is technically similar to DLoopDetector [7]. The experimental results show that significant improvements have been achieved on all datasets since we use CNN-based features, automatic vocabularies, and graph verification. The proposed method significantly outperforms FILD [19], which is a baseline that also uses CNN-based features. In our evaluation, we also trained the individual vocabulary and tuned the threshold of graph verification in our preliminary work [21] to obtain better performance. The proposed method exhibits better performances in all datasets than our preliminary work mainly due to the automatic vocabulary, which concludes the effectiveness of the proposed training method.

Compared with not only the BoW-based methods building vocabulary in off-line manner [7], [10], [21] but also in on-line/incremental manner [11], our proposed method can detect more loops accurately. Besides, our method achieves better performance than methods based on other incremental schemes [14]–[16], [19], indicating that the BoW-based method with optimal vocabulary and effective post-verification can still be the best choice for practical SLAM.

Furthermore, to evaluate the generalization of the whole system, we adopt threshold \( \zeta = 0.55 \) and KT05 vocabulary as a general configuration after comparing the performance of each automatic vocabulary. This vocabulary works well on all datasets and has a relatively compact structure (95.9K words). As shown in Table IV, the method with general setups also achieves a comparable performance and outperforms the methods [7], [10] in most of the datasets which also load a general vocabulary. Thus, our proposed LCD method exhibits a satisfactory generalization ability, which are beneficial to practical implementation in SLAM system.

VI. Conclusion

In this paper, a novel LCD algorithm based on automatic vocabulary and topological graph verification is proposed. SuperPoint features from image sequences are matched by a two-step RANSAC method to build a compact database so that the average drift of the feature descriptors can be approximately estimated. Comparison between the drift and quantized range of nodes is utilized as the convergence criterion to train a vocabulary tree automatically. To overcome the perceptual aliasing problem, a topological graph-based verification method is proposed to eliminate wrong matches detected by the standard BoW framework.
TABLE V: COMPARATIVE RESULTS WITH STATE-OF-THE-ART APPEARANCE-BASED LCD ALGORITHMS.

| Test set | DLoopDetector | HTMap | Tsintotas | iBoW-LCD | Kazmi$^\dagger$ | FILD$^\ddagger$ | Yue | Chen$^\ddagger$ | proposed general | fine-tuned$^\dagger$ |
|----------|----------------|-------|-----------|----------|----------------|-------------|-----|-------------|----------------|----------------|
| CC       | 0.2389         | 0.6292| 0.6132    | 0.6747   | 0.7558         | 0.6648      | 0.8984 | 0.4088      | 0.7932         | 0.9127         |
| NC       | 0.3551         | 0.7360| 0.9890    | 0.9963   | n.a.           | 0.8929      | 0.9752 | n.a.        | 0.7475         | 0.9463         |
| KT00     | 0.7243         | 0.9024| 0.9318    | 0.5774   | 0.9039         | 0.9123      | 0.9416 | 0.9753      | 0.9353         | 0.9569         |
| KT05     | 0.5197         | 0.7588| 0.9420    | 0.5307$^\dagger$ | 0.8141      | 0.8515      | 0.9494 | 0.8972      | 0.9518         | 0.9518         |
| KT06     | 0.8971         | 0.9926| 0.8603    | 0.9228   | 0.9739         | 0.9338      | 0.9963 | 0.9313      | 0.9890         | 0.9963         |
| M6L      | 0.7475$^\dagger$ | n.a. | 0.1321    | 0.0178   | 0.5098         | 0.5609      | 0.8605 | n.a.        | 0.8605         | 0.8934         |

The best, second-, and third-best performances are emphasized in red, green, and blue, respectively. $^\dagger$We directly report the results in [14] and [10] since the official implementation is not open-sourced. $^\ddagger$The results are obtained from the latest publication of the same authors [25] since the authors do not provide trained weights. $^\ddagger$In our implementations, the method cannot achieve 100% precision in the dataset, so we report the result from its original paper [7]. $^\star$And we report the result in KT05 from [14] for the same reason.

Comprehensive experiments have been performed to evaluate our proposed method. Our automatic vocabulary is proven to have an optimal and compact structure, which outperforms traditional vocabularies trained with user-defined scales. The results also demonstrate that our graph verification method can significantly improve LCD performance and perform better than conventional RANSAC-based verification. Comparative experiments on several datasets show that our proposed method achieves the highest recall at 100% precision while detecting loops efficiently.

The proposed automatic vocabulary training and graph verification can be easily plugged into any BoW-based LCD frameworks as independent components, which will further improve the performance of LCD algorithms. In the future, we would like to test our proposed LCD method in a practical SLAM system to increase the accuracy of localization and mapping.
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