ABSTRACT. We consider an empirical likelihood framework for inference for a statistical model based on an informative sampling design and population-level information. The population-level information is summarized in the form of the estimating equations and incorporated in the inference through additional constraints. Covariate information is incorporated both through the weights and the estimating equations. The estimator is based on conditional weights. We show that under usual conditions, with population size increasing unbounded, the estimates are strongly consistent, asymptotically unbiased and normally distributed. Moreover, they are more efficient than other probability weighted analogues. Our framework provides additional justification for inverse probability weighted score estimators in terms of conditional empirical likelihood. We give an application to demographic hazard modeling by combining birth registration data with panel survey data to estimate annual first birth probabilities.
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1. INTRODUCTION

In many applications in statistics and the social sciences, the use of population level information and sample survey data in conjunction is beneficial. In sample surveys, data are collected for large number of variables, and thus meaningful models for the behavior of a response of interest can be specified. However, survey data suffer from sampling error and from bias due to non-response. On the other hand, population level data collected from, e.g., census and vital events registration systems, typically do not contain a sufficient range of variables to specify meaningful models, but are collected with comparatively less error and are less biased. These complementary strengths and weaknesses suggest that a combination of population and sample data may produce more meaningful and efficient estimates of the model parameters and lead to better inference.

Several methods for incorporating population level information in sample-based modeling have been investigated. One procedure is to express the population level information as functions of the model parameters and to use them as restrictions in parameter estimation. Handcock et al. (2000, 2005) consider a constrained maximum likelihood estimator (CMLE) while Imbens and Lancaster (1994) use generalized method-of-moments (GMM) to incorporate the constraints. It is known that both these methods produce asymptotically normal and unbiased estimates. Analytic forms of their asymptotic covariance matrices are known. However, both methods, particularly the CMLE, are computationally intensive and generally difficult to handle. The likelihood is constrained by non-linear equality constraints, and though standard software to perform such optimization exist, optimization may be prohibitively slow for even moderate numbers of explanatory variables and population level constraints.

Empirical likelihood, introduced by Owen (2001), provides a semi-parametric method for augmentation of the population level information. Prior to this, Hartley and Rao (1968, 1969) used similar techniques in survey sampling under the name of scale-load approach. Qin and Lawless (1994) showed that the empirical likelihood can be used to define a profile empirical likelihood of the parameters, which can then be maximized to obtain the parameter estimates. They further showed that these estimates are asymptotically unbiased and normally distributed. Chen and Qin (1993) and Chen and Sitter (1999) used an empirical likelihood based method to incorporate auxiliary information available in a sample drawn from a finite population. For equal probability sampling, Chaudhuri et al. (2008) used an empirical likelihood based method to augment population level information in sample-based generalized linear modeling and developed a simple
two-step method to estimate the model parameters. Under standard regulatory conditions, this two-step estimator is strongly consistent, asymptotically normal and unbiased. Further, incorporation of population level information reduces the standard error of the parameter estimates. Empirical likelihood based methods maximize their objective function under linear equality constraints and so are computationally much less demanding than the CMLE. Unlike the CMLE, no parametric form of the distribution needs to be specified and so it is much more flexible and easy to implement. Moreover, the efficiency of this estimator is very close to the CMLE under the correctly specified parametric model and usually much better than the CMLE under misspecified models (Chaudhuri et al., 2007).

Real-world surveys are complex, with observations drawn according to informative designs and are accompanied by weights. In this paper we investigate methods of combining the inclusion-probability contained in these design weights with sampled observations and population level information through empirical likelihood based methods.

Empirical likelihood based methods which take into account the design weights in the sample have been studied by several researchers. Chen and Sitter (1999), motivated by the Horvitz-Thompson estimator in survey sampling, proposed a \textit{pseudo-empirical likelihood}. Wu and colleagues (notably Chen et al. (2002), Wu and Rao (2006), Rao and Wu (2008) among others) study this method extensively and apply it to several design based surveys. The pseudo empirical likelihood can be re-interpreted as a “backward” Kullback-Leibler divergence of the unknown weights from the sampling weights. The distribution is specified by the choosing the weights that minimize this divergence. Wu (2004) discuss a similar minimized weighted entropy estimator.

In this paper we develop a framework that produces a different procedure to the above. We use the framework to compare the two procedures (Section 6). We consider the conditional distribution of the sample given that they were selected in the sample and estimate their distribution in the population. Patil and Rao (1978) considered a similar but more restrictive parametric approach and implemented it on size-biased sampling. Pfeffermann and colleagues (e.g., Pfeffermann et al. (1998), Pfeffermann and Sverchkov (1999), Krieger and Pfeffermann (1992)) investigated its use in parametric modeling of survey data. Non-parametric estimators of the population distribution using the same principles were investigated by Vardi (1985). He considered multiple samples drawn from a population through different designs and provided conditions for the existence and uniqueness of the non-parametric estimator of the population distribution. The asymptotic properties of this non-parametric estimator have been studied by Gill et al. (1988). Non-parametric estimation under the same model and design has been studied by Qin (1993) employed empirical likelihood in a two-sample testing problem, where only one sample is biased by the design. He showed that under certain conditions the empirical log-likelihood ratio has an asymptotic Chi-squared limit. A similar approach has been taken by Qin et al. (2002) to analyze data with non-ignorable non-response. Qin and Zhang (2007) use an empirical likelihood based method in observational studies where part of the response is missing. Calibration estimation using a similar empirical likelihood in Poisson sampling has been considered by Kim (2009).

We develop an empirical likelihood method based on the conditional likelihood used by Pfeffermann and colleagues (e.g., Pfeffermann et al. (1998)). Population and model information are incorporated to infer from a sample drawn according to a stratified design. In Section 2 we interpret the sampling weights as random variables depending on all observations of the design variables in the population. We also introduce our model and develop a composite likelihood to incorporate sampling weights in our analysis. In Section 3 we use empirical likelihood and incorporate population level information in our composite likelihood. A two-step estimation procedure to estimate the model parameters by maximizing the empirical likelihood is developed in Section 4. The asymptotic properties of this composite empirical likelihood based estimator are compared with the pseudo-empirical likelihood estimator of Chen and Sitter (1999) (CS) and the unconstrained parametric \textit{pseudo likelihood} (PL) estimator. We show that, under standard regularity conditions, the composite empirical likelihood (CE) estimator is strongly consistent, asymptotically unbiased and has an asymptotic normal limit (Section 5). The CE estimator is shown to be more efficient that the CS and PL estimators in an application to demographic hazard modeling with a complex longitudinal survey (Section 7).
2. Model and Design Specification

We consider a “superpopulation” model with response $Y$, a set of auxiliary variables $X = \{X^{(1)}, X^{(2)}, \ldots, X^{(p)}\}$ and a set of design variables $D = \{D^{(1)}, D^{(2)}, \ldots, D^{(q)}\}$. The population is comprised of $N$ i.i.d. draws from the super-population model. We label the elements of the population by $\mathcal{P} = \{1, 2, \ldots, N\}$. The available data does not contain all variables in $D$, only a subset $Z = \{Z^{(1)}, Z^{(2)}, \ldots, Z^{(m)}\}$ is supplied. Let $Z_c = D \setminus Z$. Variables in $X$ and $Y$ are not directly involved in the sampling design. We denote $D$ variables in score functions $\psi$ where

$$\psi(Y, A) = \gamma.$$  

(1)

Suppose, $D_P$, $X_P$, $Y_P$, $Z_P$, $Z_P$ denote the vectors and matrices of all observations of the corresponding variables on the population $P$. For $S \subseteq P$, $V_S$ is the matrix of observations in $S$. $V_S$ are the observations not in $S$, where $S = P \setminus S$.

Primary scientific interest focuses on the relationship between a response $Y$ and the set of explanatory variables $A$. Examples of such models are generalized linear models (GLM) (McCullagh and Nelder, 1989). As an important special case, we consider joint models for $Y$ and $A$, $P_0(Y, A)$, parametrized by $\theta$. For example, for GLM $\mu(\theta) = A\theta$. We specify the broader class of applicable models in Section 2.1.

2.1. Model specification. Suppose $F^0$ is the distribution of $V_1$ in the population with density $dF^0$ w.r.t. a suitable measure. The relationship between the response $Y$ and the set of auxiliary variables $A$ is assumed to be specified by:

$$E_{F^0}[\psi_0(Y_1, A_1)] = 0.$$  

(1)

where $\psi$ is a known function depending only on $Y_1$ and $A_1$ and some unknown parameter $\theta$. There may be several choices for $\psi$ (Qin and Lawless, 1994). For parametric models, such as the GLM considered in the introduction, the corresponding score functions $S_0(Y, A)$ are natural choices.

Further, certain parameters in the superpopulation may be known without any error. Suppose $g$ is a given functional of $V$ not depending on $\theta$ and

$$E_{F^0}[g(V_1)] = \gamma.$$  

(2)

We then say that (2) specifies population-level auxiliary information if $\gamma$ is known without any error.

2.2. Design Specification. The sample $S$ is a random subset or random multiset for sampling with replacement, of size $n$ of $P$. Below we consider only the subsets of $P$, the description for multisets is similar.

For $S \subseteq P$ suppose $I_S$ is the random indicator function for $S \subseteq S$. We assume that $I_S$ satisfy the following conditions,

1. $I_\emptyset = 0$, where $\emptyset$ denotes the empty set.
2. For any $S \subseteq P$, if $I_S = 1$, then $I_T = 1$, for all $T \subseteq S, T \neq \emptyset$.
3. For any $S_1, S_2 \subseteq P$, if $I_{S_1} = 1$ and $I_{S_2} = 1$, then $I_{S_1 \cup S_2} = 1$.

The sample $S$ is the unique largest subset $S$ of $P$ such that $I_S = 1$. Notice that the above definition is valid for any sampling scheme producing samples of fixed or random sample sizes. Furthermore, the sample $S$ can equivalently be specified by the set $\{I_S : S \subseteq P\}$.

The sampled units are drawn according to a design depending on $D_P$. For any $S \subseteq P$, the design specifies the conditional probability of $I_S = 1$, given $D_P$. Suppose $\pi_S = P_{D_P}(I_S = 1 | D_P)$, where $P_{D_P}(\cdot)$ is the probability under the population. Thus the $\pi_S$ are represent the joint inclusion probabilities. Notice that, $\pi_S$ is a random variable because of $D_P$.

If the sample units are drawn according to a design, the sampling mechanism may not be ignorable. The observed distribution of $V$ in the sample $S$ may be different from its distribution in the population and may depend on the particular sample selected.

Assumption 1: Conditional independence given the design. For all possible $S \subseteq P$, under the population distribution, $\pi_S$ is conditionally independent of $Y_P$ and $X_P$ given $D_P$. That is

$$\pi_S \perp (Y_P, X_P) | D_P.$$  

(3)

for all $S \subseteq P$. 

This says that $\pi_S$ depends on the $Y_P$ and $X_P$ only through the design variables. Under Assumption 1 for all $S, E_P[\pi_S | Y_P, X_P, D_P] = E_P[\pi_S | D_P] = \pi(S, D_P)$, for some function $\pi$. Now using, $\pi_S = E_P[I_S | D_P]$ we obtain the following result.

**Lemma 2.1.** Assumption 1 holds iff $\pi_S = \pi(S, D_P)$.

Lemma 2.1 follows from the definition of conditional independence [Lauritzen, 1996]. It further shows that, under Assumption 1, conditioning on $D_P$ and the pair $(D_P, \pi_S)$ is same. The following relationships can also be obtained from Assumption 1 and Lemma 2.1

**Lemma 2.2.** Under Assumption 1, for all $S \subseteq \mathcal{P}$, the following holds

1. $E_P[I_S | \pi_S] = \pi_S$ and
2. $I_S \perp \perp D_P | \pi_S$.

Pfeffermann et al. (1998) use the relationship in Conclusion 1. to justify their parametric likelihood. The conditional independence relation in 2. is exactly the “Condition 1” in Sugden and Smith (1984), which implies that under Assumption 1 the selection procedure (i.e., the actual dependence of $\pi_S$ on $D_P$) can be ignored for inference given the design.

**Assumption 2: Conditional independence given the sampling probabilities.** We assume that for all $S \subseteq \mathcal{P}$, under the population distribution, $I_S$ is conditionally independent of $X_P, Y_P$ and $D_P$ given $\pi_S$. That is,

$$ I_S \perp \perp (X_P, Y_P, D_P) | \pi_S \quad \text{for all } S \subseteq \mathcal{P}. $$

Assumption 2 does not follow from Assumption 1 except in some special cases. It says that inclusion depends on the $X_P, Y_P$ and $D_P$ only only through the joint inclusion probabilities. In particular, it implies that the conditional probability of $I_S = 1$ given $X_P, Y_P, D_P$ and $\pi_S$ equals $E_P[I_S | \pi_S] = \pi_S$. Pfeffermann et al. (1998) make this assumption without stating it explicitly.

**Lemma 2.3.** For all $S \subseteq \mathcal{P}$, under Assumptions 1, Assumption 2 is equivalent to $I_S \perp \perp D_P | \pi_S$ and $I_S \perp \perp (X_P, Y_P) | D_P$.

The condition $I_S \perp \perp (X_P, Y_P) | D_P$ is the basic design assumption of Scott (1977). According to Sugden and Smith (1984), any design which only depends on $D_P$ should satisfy this condition.

**Lemma 2.4.** For all $S \subseteq \mathcal{P}$, Assumptions 1 and 2 imply the following conditional independence relationships.

1. $I_S \perp \perp V_S | \pi_S$,
2. $(I_S, \pi_S) \perp \perp (X_P, Y_P) | D_P$ and
3. $I_S \perp \perp (X_S, Y_S) | D_P$.

The statement 1. of Lemma 2.4 implies that $Pr_P[I_S | V_S, \pi_S] = Pr_P[I_S | \pi_S] = \pi_S$ for all $S \subseteq \mathcal{P}$. From this, following Pfeffermann and Sverchkov (2003) we obtain

$$ Pr_P[I_S = 1 | V_S] = E_P[I_S | V_S] = E_P[E_P[I_S | V_S, \pi_S] | V_S] = E_P[\pi_S | V_S], $$

$$ Pr_P[I_S = 1 | V_S] = Pr_P[I_S = 1 | V_S] Pr_P[V_S] = E_P[\pi_S | V_S] Pr_P[V_S]. $$

Note that, Assumption 2 is sufficient but not necessary for (5) to hold. One of the conditions $I_S \perp \perp V_S | \pi_S$ or $I_S \perp \perp (X_S, Y_S) | D_P$ would suffice. We could have alternatively assumed:

**Assumption 2′:** We assume that for all $S \subseteq \mathcal{P}$, under the population distribution, $I_S$ is conditionally independent of $X_S$ and $Y_S$ given $D_P$. That is,

$$ I_S \perp \perp (X_S, Y_S) | D_P \quad \text{for all } S \subseteq \mathcal{P}. $$

Unlike Assumption 2, Assumption 2′ still allows $I_S$ to be conditionally dependent on $(X_S, Y_S)$ given $\pi_S$ without violating Lemma 2.1. This will happen in very special situations where typically the information about the design available from $\pi_S$ is incomplete and the design is potentially mis-specified. We will use Assumption 2 to exclude these situations.

A graphical representation of the assumed conditional independencies in Assumptions 1 and 2 for $S = S$ can be found in Figure [1].

The assumption that the set of joint selection probabilities $\{\pi_S : S \subseteq \mathcal{P}\}$ contains all information about the sampling mechanism is natural and facilitates analysis. In sample surveys, the probability of selecting
an observation becomes unequal due to clustering, stratification, post-stratification, attrition, purposive “oversampling” and other non-response adjustments. In most cases, the published data does not contain all the design variables, thus the actual design procedure cannot be determined. Further, in many cases large datasets are constructed by merging several available datasets obtained from different surveys (e.g. Rendall et al. (2008); Tighe et al. (2010)). Typically, each survey is based on different designs dependent on different variables. A design for the merged dataset may not be easy to specify, but weights from individual surveys can be used to provide information about the underlying designs.

Once the function $\pi$ is specified by the design, the first order probability of selection for $\{i\}$, $i \in \mathcal{P}$, is given by $\pi_i = \pi(\{i\}, D_P)$. The second order probabilities are similarly determined by $\pi_{ij} = \pi(\{i, j\}, D_P)$. Higher order probabilities can be specified exactly the same way.

From the graph in Figure 1, we note that $\pi_S$ and $I_S$ may depend on the whole of $Y_P$ and $X_P$ via $Z_P$ which are not available in $S$. Thus even though $\pi_S$ does not depend on $Y_S$ and $X_S$ directly, in (5), $E_P[\xi(\pi_S) | V_S] \neq E_P[\xi(\pi_S) | Z_S]$ in general.

### 2.3. A composite likelihood for unequal probability sampling

We assume that the $i$th element in $S$ is drawn with probability $\pi_i$ (i.e. $\pi(\{i\})$), $i = 1, 2, \ldots, n$, with implied weight $d_i = \pi_i^{-1} / \sum_{i=1}^{n} \pi_i^{-1}$ (so that $\sum_{i=1}^{n} d_i = 1$). We also assume that $\pi_i$ is positive for $i = 1, 2, \ldots, N$.

We consider the implication of (5) on each $V_i$ (i.e. $V_i(\{i\})$, $i = 1, 2, \ldots, n$ selected in the sample. Let $F_S^{(i)}$ be the conditional distribution of $V_i$ given $\{i\} \subseteq S$, with density $dF_S^{(i)}$. Using Bayes’ rule (Pfeffermann et al., 1998), (29) and (5) it follows that:

$$
(7) \quad dF_S^{(i)} = \frac{Pr_P(I_{(i)} = 1, V_i)}{Pr_P(I_{(i)} = 1)} = \frac{E_P[\pi_i | V_i] dF^0(V_i)}{Pr_P(I_{(i)} = 1)},
$$

where

$$
(8) \quad Pr_P(I_{(i)} = 1) = \int Pr_P(I_{(i)} = 1, V_i) dV_i = \int E_P[\pi_i | V_i] dF^0(V_i) dV_i.
$$

We call the conditional inclusion probability $\nu_i = E_P[\pi_i | V_i]$ the conditional visibility for the $i$th element in the population and $\tau_i = \int \nu_i dF^0(V_i) dV_i = E_P[\pi_i] = E_P[\nu_i | V_i]$ the visibility factor for the $i$th element in the population (Patil and Rao, 1978). By substituting these expressions into (7) we obtain:

$$
(9) \quad dF_S^{(i)} = \frac{\nu_i dF^0(V_i)}{\tau_i}.
$$

To specify $dF_S^{(i)}$ in (9) it is typically necessary to model the conditional visibility ($E_P[\pi_i | V_i]$) and the distribution of $V_i$ in the population ($dF^0(V_i)$). Both of these models may depend on unknown parameters. We denote the parameter for $dF^0(V_i)$ by $\theta$ and that for the model for $E_P[\pi_i | V_i]$ by $\alpha$. 

---

**FIGURE 1.** A graphical representation of Assumption 1 through directed acyclic graphs. It represents that $I_S \perp (Z_P, Z_P^*) | \pi_S$ and $(I_S, \pi_S) \perp (Y_P, X_P) | D_P$ holds. The directed edges do not necessarily indicate a causal relationship.
The composite likelihood for $\alpha$ and $\theta$, using all $V_i, i = 1, 2, \ldots, s$ can now be constructed as:

$$L (V, \alpha, \theta) = \prod_{i=1}^{n} dF_S^{(i)}.$$  

(10)

It is similar to the sample likelihood of [Pfeffermann and Sverchkov (2003)]. Note that (10) does not capture the dependence structure of the $F_S^{(i)}$. It is a conditional likelihood if the units are drawn independently of each other, for example, via Poisson sampling. However, Pfeffermann, Krieger, and Rinott (1998) show that for several designs, and under fairly general conditions, the sampled observations in the conditional distribution are asymptotically independent as the population size $N \to \infty$. These results suggest that the distribution $\pi$ may be a useful surrogate for the conditional likelihood in these settings.

Notice that (10) is invariant to the scale of $\pi$ and $\nu$, which can be specified up to an arbitrary positive scaling constant. We can estimate $\nu$ directly from the data if the conditional distribution of $\pi_i$ given $V_i$ in $S$ is equal to that in $P$. Otherwise, from Pfeffermann and Sverchkov (1999), we obtain $Pr_S (\pi_i^{-1} | V_i) = \{\pi_i Pr_P (\pi_i^{-1} | V_i)\}/E_P [\pi_i | V_i]$. This implies:

$$E_P [\pi_i | V_i] = [E_S (\pi_i^{-1} | V_i)]^{-1}.  

(11)$$

Pfeffermann et al. (1998) discuss a class of conjugate parametric models for the distribution of $V_i$ and conditional distribution with $\pi_i$ given $V_i$ such that $dF_S^{(i)}$ is in the same class as $dF_0 (V_i)$. This avoids a complicated computation of $\tau_i$. However, estimation of $\theta$ is typically complex. The parameters in $dF_S^{(i)}$ usually depends on both $\theta$ and $\alpha$. Usually, though, estimates of $\alpha$ are not of primary interest.

Typically, $\nu_i$ would only depend on a subset of variables in $V$ which may be quite different from $A$. In particular, if the sample $S$ was obtained by merging several subsamples drawn from different designs, $\nu_i$ depend on the particular sample the $i$th observation belongs to. Such sample indicator variables usually would not be useful in modeling the response.

Parametric estimation of $F_0$ by maximizing (10) has been discussed in Patil and Rao (1978), Gill et al. (1988), Vardi (1985) consider the corresponding non-parametric likelihood when $\nu = \pi$ and study the empirical distribution for biased sampling models in one dimension.

3. EMPIRICAL LIKELIHOOD TO INCORPORATE SAMPLING WEIGHTS AND POPULATION LEVEL INFORMATION IN PARAMETER ESTIMATION

If $F_0$ is specified by a parametric family $F_{\theta}$, a natural way to include population level information may be to maximize (10) under the constraint that, $C (\theta) = E_{F_{\theta}} [g (V_i)] = \int g (V_i) dF_0 = \gamma$. However, since $C (\theta)$ is usually a non-linear function of $\theta$, such maximization is computationally difficult and becomes almost infeasible even for a moderate number of covariates and population level constraints. Furthermore, when using (10), analytical expressions are available only if one restricts to conjugate families of distributions. Outside this class $\tau_i$ has to be computed numerically (see Pfeffermann and Sverchkov (2003)) which may be time consuming. Correct specification of the joint distribution of $V_i$ is difficult in many situations.

An alternative is to use empirical likelihood (Owen, 2001) and estimate $F_0$ non-parametrically from the observed weighted sample and include all the available parametric or population based information in the analysis.

Suppose that, for each $F \in \mathcal{F}$, $w_i = F (\{V_i\})$ be the weights $F$ assigns on $V_i (w_i = 0$ for all $F$ continuous at $V_i$). Let $\Delta_{n-1}$ denote the $n$ dimensional simplex,

$$W_\theta = \left\{ w \in \Delta_{n-1} : \sum_{i=1}^{n} w_i \psi_{\theta} (Y_i, A_i) = 0 \right\} \text{ for each } \theta \in \Theta,$$

(12)

$$W_P = \left\{ w \in \Delta_{n-1} : \sum_{i=1}^{n} w_i g (V_i) = \gamma \right\} \text{ and } \mathcal{W} = \bigcup_{\theta \in \Theta} (W_\theta \cap W_P).$$

(13)

Assumption 3: Label-independence of the visibility factors. From Assumption 1, $\tau_i = E_P [\pi (i, D_P)]$. If these do not depend on the population labels but only on the design variables, $\tau_i = \tau (D_P) \equiv \tau$ (Godambe 1975, Hartley 1975). Hence, each element in the population and sample will have equal visibility factor.
Under Assumptions 1, 2 and 3, the natural empirical composite log-likelihood function corresponding to (10) is obtained by substituting \( dF_i^0 = F_0'\{V_i\} \) by \( w_i \) and \( \tau \) by \( \hat{\tau} = \sum_{i=1}^n \nu_i w_i \). It takes the form:

\[
L_{CE}(w, \nu) = \sum_{i=1}^n \log(w_i) - n \log\left(\sum_{i=1}^n \nu_i w_i\right).
\]

In presence of parametric and population level information we estimate the weights \( \hat{w}_{CE} \) as \( \arg\max_{w \in W} L_{CE}(w, \nu) \).

A constrained estimator \( \hat{\theta}_{CE} \in \Theta \) can be obtained as [Chaudhuri et al. 2008; Qin and Lawless 1994]

\[
\hat{\theta}_{CE} = \arg\max_{\theta \in \Theta} \left\{ \max_{w \in W_0 \cap W_P} \left( L_{CE}(w, \nu) \right) \right\}.
\]

Kim [2009] considers estimation of population mean under Poisson sampling and uses expression (14) with \( \nu_i \) replaced by \( \pi_i \). In the context of two sample testing, Qin [1993] maximizes (14) w.r.t. \( w_i \) and \( \tau \) with the additional constraint \( \sum_{i=1}^n w_i \pi_i = \tau \). Similar approaches have been taken by Qin et al. [2002]; Qin and Zhang [2007] to include auxiliary information in the presence of non-ignorable data.

Choice of \( \hat{\tau} \) in the second term of (14) is crucial. Our choice involves both \( \nu_i \) and \( w_i \). Use of the sample mean of \( \pi \) or \( \nu \) would lead to unweighted estimator of the parameters.

We follow Pfeffermann and Sverchkov [1999, 2003] and estimate \( \hat{\alpha} \) separately from \( \hat{w} \). In particular, \( \hat{\alpha} \), the maximum likelihood estimator for \( \alpha \) obtained under the model for \( E_P[\pi|V] \) is used to obtain \( \nu \). In most cases, our main interest is in finding \( \nu \), not \( \hat{\alpha} \).

**Theorem 3.1.** Suppose \( W_P = \Delta_{n-1} \). The estimate of \( F_0 \) obtained by maximizing (14) above over \( W_P \) is given by:

\[
\hat{F}_{CE}(C) = \sum_{i=1}^n \frac{1}{\nu_i} \sum_{i=1}^n \frac{1}{\nu_i} \chi_{\{V_i \in C \subseteq \mathbb{R}^{n+p+1}\}}.
\]

**Proof.** See Appendix. \( \square \)

Thus \( \hat{w}_{CE} \) has the desirable property that when \( W_P = \Delta_{n-1} \), the first step of the two-step method gives \( \hat{w}_{CEi} = \nu_i^{-1} / \sum_{i=1}^n \nu_i^{-1} \), for all \( i \). In this situation, \( \hat{\theta}_{CE} \) satisfies:

\[
\sum_{i=1}^n \frac{1}{\nu_i} \psi_{\theta}(y_i, a_i) = 0
\]

Estimators based on inverse probability weighted score functions, as in [17] have been studied in details in the statistics literature. They occur very often in connection with missing data, two-phase designs, etc. However, since the weights \( \nu \) are random, their justification as an usual Horvitz-Thompson type estimator is not entirely appropriate. Beaumont [2008] regards this as a smoothed Horvitz-Thompson estimator. Our framework avoids invoking Horvitz-Thompson estimators, and provides a better explanation in terms of conditional empirical likelihood. Furthermore, the derivation follows naturally from a likelihood framework. The resulting log-likelihood is also different from a typical weighted log-likelihood found in the literature. This can be exploited in Bayesian formulations of related problems specially in small-area estimation and in multi-phase sampling sampling where the design in the later phases depend on the observed variables in the earlier phase [Breslow and Wellner 2006].

4. COMPUTATIONAL METHODS FOR PARAMETER ESTIMATES

Since \( W \) is specified by linear constraints on weights, empirical likelihood based methodology has a clear computational advantage over the corresponding constrained maximum likelihood estimator. This computational burden can further be reduced by using a two-step procedure described in Chaudhuri et al. [2008].

In this adaption, the first maximization is done over \( W_P \). These maximizing weights are then substituted in the estimating equation for \( \theta \) and in the second step these equations are solved to obtain the parameter estimates using standard Newton-Raphson method.

Since the log-empirical likelihood in (14) is concave on a closed convex set \( W_P \), it has a unique maximize on \( W_P \). Clearly if this maximizing weights are in \( W_P \) for some \( \theta' \in \Theta \), \( \hat{\theta} = \theta' \). The two-step method may
Such situations are rare in practice. Maximizing (14) over \( \mathcal{W}_P \) requires some discussion. The objective function is:

\[
L(w, \lambda_1, \lambda_2) = \sum_{i=1}^{n} \log(w_i) - n \log \left( \sum_{i=1}^{n} \frac{\nu_i w_i}{\nu_i + \kappa h_i} \right) - n\lambda_1 \sum_{i=1}^{n} w_i - n\lambda_2 \sum_{i=1}^{n} w_i h_i,
\]

where \( \lambda_1 \) and \( \lambda_2 \) are Lagrange multipliers and \( h_i = g(Y_i, A_i) - \gamma \).

By differentiating w.r.t. \( w_i \) and following Owen (2001) mutatis mutandis, we obtain \( \lambda_1 = 0 \). So by writing

\[
\kappa = \lambda_2 \sum_{i=1}^{n} \nu_i w_i,
\]

we obtain (similar to Kim (2009))

\[
w_i = \frac{\sum_{i=1}^{n} \nu_i w_i}{n \nu_i + \kappa h_i}.
\]  

Clearly \( w_i \leq 1 \), for each \( i \) implies the restriction

\[
n\{\nu_i + \kappa h_i\} \geq \sum_{i=1}^{n} \nu_i w_i = \nu.
\]  

By substituting these values of \( w_i \) into (14) we obtain

\[
L_{CE}(w, \nu) = \sum_{i=1}^{n} \log (\nu_i + 1) - n \log (n).
\]  

The weights can be estimated by minimizing \( L_{CE}(w, \nu) \) w.r.t. \( \kappa \) under the restriction in (19) for all \( i = 1, 2, \ldots, n \).

From (19) it is clear that the lower bound on \( (\nu_i + \kappa h_i) \) depends on the weights which are unknown and thus direct constrained minimization of \( L_{CE}(w, \nu) \) does not follow from Owen (2001) in a straightforward manner. However, The following Lemma shows that \( \hat{w}_{CEi} \) can be obtained, by solving an easier but similar optimization problem:

**Lemma 4.1.** Suppose \( w^* = \arg \max_w \sum_{i=1}^{n} \log w_i \) subject to \( w \in \Delta_{n-1} \) and \( \sum_{i=1}^{n} w_i (h_i/\nu_i) = 0 \). Then \( \hat{w}_{CEi} = (w^*_i/\nu_i) / \sum_{i=1}^{n} (w^*_i/\nu_i) \).

**Proof.** See Appendix. \( \Box \)

We show later (see (30)) that \( \hat{w}^* = \nu_i \hat{w}_{CEi}/\hat{\nu} \). Thus \( \hat{w}^* \) correspond to constrained empirical likelihood estimator of \( F_0 \). Parameter constraints can also be included. One computes

\[
\hat{w}^* = \arg \max_w \sum_{i=1}^{n} \log (w_i)
\]

subject to \( w \in \Delta_{n-1} \), \( \sum_{i=1}^{n} w_i (\psi_0 (Y_i, A_i) / \nu_i) = 0 \) and \( \sum_{i=1}^{n} w_i (h_i/\nu_i) = 0 \).

Notice that, the constrained problem in (21) is analogous to Owen (2001) for which standard software are available (e.g. Chen et al. (2002)).

5. Two alternative estimators

5.1. **The pseudo-maximum likelihood estimator.** Suppose that \( F_0 \) belongs to the parametric family \( \mathcal{F}_\theta \) and that \( S_0 \) is the corresponding score function. Then the pseudo-maximum likelihood estimator (Krieger and Pfeffermann 1992) of \( \theta \) (i.e. \( \hat{\theta}_{PL} \)) with no constraints is obtained by solving:

\[
\sum_{i=1}^{n} d_i S_0 (Y_i, A_i) = 0.
\]

Under standard assumptions, \( \hat{\theta}_{PL} \) is asymptotically unbiased and normally distributed. Its asymptotic variance can also be computed analytically (Chambers 2003). Unfortunately, there is no clear way to incorporate population level information in \( \hat{\theta}_{PL} \). In what follows, we compare the efficiency of this estimator.
to other estimators. It is expected to be at a disadvantage as it does not incorporate any population level information. For similar unconstrained parametric estimates we refer to [Pfeffermann and Sverchkov 2003].

5.2. The pseudo-empirical likelihood estimator. Motivated by the idea that super-population parameters would be closely approximated by their large finite-population counterparts, [Chen and Sitter 1999] introduced a pseudo-empirical likelihood estimator (PELE) to include fixed sampling weights \( \hat{d}_i \). They estimate the total of \( \log(w_i) \) in the population through the design unbiased Horvitz-Thompson estimator from the sample. Their estimator for \( w \) is given by:

\[
\hat{w}_{CS} = \arg \max_{\hat{w} \in W} \sum_{i=1}^{n} d_i \log w_i.
\]

This estimator has been frequently used in sampling literature in several contexts. [Rao and Wu 2008] interpret of (23) as a “backward” Kullback-Leibler divergence between \( w \) and \( d \). \( \hat{w}_{CS} \) in (23) minimises this divergence. Parameter estimates \( \hat{\theta}_{CS} \) can be obtained similarly as in (15). It is known that for the population mean, under certain conditions PELE is asymptotically equivalent to the generalized regression (GREG) estimator. For stratified single stage and multi-stage sampling PELE is equivalent to the optimal regression estimator (ORE), but in many other cases PELE may be substantially better than the ORE. Further discussion on this estimate may be found in [Fu et al 2008; Glenn and Zhao 2007; Wu and Rao 2006] among others. In the absence of any population level information \( \theta_{CS} \) reduces to \( \theta_{PL} \) described above.

The two-step estimation method developed for \( \hat{\theta}_{CE} \) can be adapted to \( \hat{\theta}_{CS} \). However they are fundamentally different and lead to a completely different profile likelihoods for \( \theta \).

6. Asymptotic properties of the estimators

In this section we discuss the asymptotic properties of the two parameter estimates of \( \theta \) obtained from the two empirical likelihood based methods (CE and CS) under the true population distribution \( P^0 \) as \( N \to \infty \). Only two-step estimation of \( \hat{\theta}_{CS} \) and \( \hat{\theta}_{CE} \) are considered and compared with \( \hat{\theta}_{PL} \). In the last part of this section we discuss how to estimate their asymptotic standard errors form the sample. For a formal setup of \( N \to \infty \) we refer to [Fuller 2009].

We first discuss notation and specify the assumptions. Let us denote:

\[
f_1(v, d, \theta, \lambda) = \frac{d}{1 + \lambda h(v, \gamma)} (\psi(y, a), h(v, \gamma))
\]

\[
f_2(v, \nu, \theta, \kappa) = \frac{1}{\nu + \kappa h(v, \gamma)} (\psi(y, a), h(v, \gamma))
\]

Suppose \( \theta_0 \) is the true value of \( \theta \). We make the following assumptions.

A.1. We assume that under \( F_0 \) both \( f_1(v_i, d_i, \theta, \lambda), 1 \leq i \leq N \) and \( f_2(v_i, \nu_i, \theta, \kappa), 1 \leq i \leq N \) are i.i.d. random vectors for all \( \theta \) and \( \lambda \).

A.2. Suppose for all \( d \) and \( \nu, E_P[f_1(v, d, \theta_0, 0)] = E_P[f_2(v, \nu, \theta_0, 0)] = 0 \).

A.3. The rest of the regularity conditions are standard and similar to [Qin and Lawless 1994] and [Serfling 1980]. Details can be found in [BLINDED 2012].

Assumption A.1 is not the most general possible, but it is sufficient to illustrate the asymptotic properties of our estimator. This assumption is not too restrictive. Note that in the population by assumption \( V_i, 1 \leq i \leq N \) are i.i.d.. So if \( d_i \) and \( v_i \) are independent and identically distributed, A.1. would hold. As for example, \( f_2(v_i, \nu_i, \theta, \kappa) \) are i.i.d. if \( \pi_i = \pi \{D_i\}, i.e. \pi_i \) only depends on the \( i \)th observation in \( P \). In this case, \( d_i \) would be identically distributed but weakly dependent \( \sum_{i=1}^{N} d_i = 1 \) by assumption. Even if \( \pi_i \) and \( \pi_j \) are not independent, in many cases, judicious choice of variables in \( V \) can make \( \nu_i \) and \( \nu_j \) independent for all \( i \neq j \). Furthermore, under certain assumption, similar to [Pfeffermann et al. 1998] we can show that for large \( N \), the composite likelihood in (10) is very close to the composite likelihood of the whole sample.
Let us denote

\[\psi'(y, a, \theta) = \partial \psi(y, a, \theta) / \partial \theta, G = E_P \left[ d_1^3 \psi'(y_1, a_1, \theta_0) \right], \ G^* = E_P \left[ d_1^3 \psi^2(y_1, a_1, \theta_0) \right], \]

\[K_1 = E_P \left[ d_1^2 \psi(y_1, a_1, \theta_0) h(v_1, \gamma) \right], \ K_2 = E_P \left[ d_1^2 \psi(y_1, a_1, \theta_0) h(v_1, \gamma) \right], \]

\[H_1 = E_P \left[ d_1 h^2(v_1, \gamma) \right], \ H_2 = E_P \left[ d_1 h^2(v_1, \gamma) \right], \]

\[G = E_P \left[ \psi'(y_1, a_1, \theta_0) / \nu_1 \right], \ G^* = E_P \left[ \psi^2(y_1, a_1, \theta_0) / \nu_1^2 \right], \]

\[K = E_P \left[ \psi(y_1, a_1, \theta_0) h(v_1, \gamma) / \nu_1^2 \right], \ H_2 = E_P \left[ h^2(v_1, \gamma) / \nu_1^2 \right].\]

The next two theorems prove the strong consistency and the asymptotic normality of \(\hat{\theta}^{(N)}_{CS}\) and \(\hat{\theta}^{(N)}_{CE}\) respectively. The proofs can be found in the supplement (BLINDED 2012).

**Theorem 6.1.** Under the assumptions A.1. - A.3. almost surely the equation \(\sum_{i=1}^{N} f_1(v_i, d_i, \theta, \lambda) = 0\) admits a sequence of solutions \((\hat{\theta}^{(N)}_{CS}, \hat{\lambda}^{(N)})\) such that

1. \(N^{1/2}(\hat{\theta}^{(N)}_{CS} - \theta_0) \Rightarrow N(0, \nu_{CS})\) distribution as \(N \to \infty\),
2. \(N^{1/2}(\hat{\lambda}^{(N)} - \theta_0) \Rightarrow N(0, \nu_{CE})\) distribution as \(N \to \infty\), where
   \[\nu_{CS} = G^{-1} \left( G^* - K_1 H_1^{-1} K_1^T - K_2 H_1^{-1} K_2^T \right) \left( G^T \right)^{-1},\]
3. \(N^{1/2}(\hat{\lambda}^{(N)} - \lambda) \Rightarrow N(0, H_1^{-1} H_2 H_1^{-1})\) distribution as \(N \to \infty\),
4. \(\hat{\theta}^{(N)}_{CS}\) and \(\hat{\lambda}^{(N)}\) are asymptotically independent as \(N \to \infty\).

**Theorem 6.2.** Under the assumptions A.1. - A.3. almost surely the equation \(\sum_{i=1}^{N} f_2(v_i, \nu, \theta, \kappa) = 0\) admits a sequence of solutions \((\hat{\theta}^{(N)}_{CE}, \hat{\kappa}^{(N)})\) such that

1. \(N^{1/2}(\hat{\theta}^{(N)}_{CE} - \theta_0) \Rightarrow N(0, \nu_{CE})\) distribution as \(N \to \infty\), where
   \[\nu_{CE} = G^{-1} \left( G^* - K_2 H_2^{-1} K_2^T \right) \left( G^T \right)^{-1},\]
2. \(N^{1/2}(\hat{\kappa}^{(N)} - \kappa) \Rightarrow N(0, H_2^{-1})\) distribution as \(N \to \infty\),
3. \(\hat{\theta}^{(N)}_{CE}\) and \(\hat{\kappa}^{(N)}\) are asymptotically independent as \(N \to \infty\).

Suppose \(\hat{\theta}_{PL}\) is the unconstrained pseudo maximum likelihood estimator. It can be shown that the variance-covariance matrix of \(\sqrt{N} \left( \hat{\theta}^{(N)}_{PL} - \theta_0 \right)\) is given by \(G^{-1} G^\ast \left( G^T \right)^{-1}\). \(\hat{\theta}_{CS}\) and \(\hat{\theta}_{CE}\) are both constrained by population level information. Thus it is natural to expect that these two estimator would be more efficient than \(\hat{\theta}_{PL}\). Theorem 6.1 does not ensure any reduction in the standard error of \(\hat{\theta}_{CS}\). \(\hat{\theta}_{PL}\) does not use the same weights as \(\hat{\theta}_{CE}\), so no conclusion can be drawn based on Theorem 6.2. However, in the majority of cases \(\hat{\theta}_{CE}\) is more efficient than \(\hat{\theta}_{CS}\) and \(\hat{\theta}_{PL}\).

Note that, in Theorem 6.1, \(\hat{\theta}^{(N)}_{CS}\) and \(\hat{\lambda}^{(N)}\) are not asymptotically independent, and this heuristically explains why the asymptotic variance of \(\theta^{(N)}_{CS}\) does not always decrease with more constraints. In fact, we show that if \(\hat{\theta}^{(N)}_{CS}\) and \(\hat{\lambda}^{(N)}\) are asymptotically independent \(\hat{\theta}^{(N)}_{CS}\) would be at least as efficient as \(\hat{\theta}^{(N)}_{PL}\).

**Corollary 6.3.** Under the conditions of Theorem 6.1 if \(\hat{\theta}^{(N)}_{CS}\) and \(\hat{\lambda}^{(N)}\) are asymptotically independent, then

\[\nu_{CS} = G^{-1} \left( G^* - K_2 H_2^{-1} K_2^T \right) \left( G^T \right)^{-1}.\]

One situation (under A.1 to A.3) where the conditions of Corollary 6.3 hold is when \(d_i\) is independent of \(\psi(y_1, a_1, \theta_0), h(v_1, \gamma)\).

**6.1. The case where the conditional and unconditional visibilities are equal.** We know consider the important special case where \(\nu = \pi\). In this case, clearly, all of \(\hat{\theta}_{PL}, \hat{\theta}_{CS}\) and \(\hat{\theta}_{CE}\) depend on the same weights. Thus, if the assumptions A.1. to A.3. hold, from Theorem 6.2 it follows that \(\hat{\theta}_{PL}\) is less efficient than \(\hat{\theta}_{CE}\). In fact, in the following theorem we show that \(\hat{\theta}_{CE}\) is more efficient than \(\hat{\theta}_{CS}\) as well.

**Theorem 6.4.** If \(\nu_i = \pi_i\) for all \(i = 1, 2, \ldots, N\), then under the assumptions A.1. - A.3. the asymptotic standard error of \(\hat{\theta}^{(N)}_{CS}\) is at least as large as that of \(\hat{\theta}^{(N)}_{CE}\). Furthermore, the equality holds if in Theorem 6.1 \(\hat{\theta}^{(N)}_{CS}\) and \(\hat{\lambda}^{(N)}\) are asymptotically independent.
If the design puts equal probability on all sampled observations, \( \hat{\theta}_{CS} = \hat{\theta}_{CE} \). If all design variables are observed, i.e. \( \pi_i = \pi_i(\{i\}, Z_i) \), \( \theta_{CE} \) gains a lot over \( \hat{\theta}_{CS} \) in terms of efficiency. In fact, even if \( \nu \neq \pi \), \( \hat{\theta}_{CE} \) usually has lower standard error than \( \hat{\theta}_{CS} \). Kim (2009) considers estimation of population mean and discusses conditions when \( \hat{\theta}_{CS} \) could be more efficient than \( \theta_{CE} \). However, his simulation studies as well as ours (not presented here) show no major gain in efficiency for \( \theta_{CS} \) in any situation, unless assumption A.1 was strongly violated.

6.2. Estimating asymptotic covariance matrices. Theorems 6.2 and 6.1 are based on \( N \to \infty \). In practice, the asymptotic covariance matrices of \( \hat{\theta}_{CS} \) and \( \hat{\theta}_{CE} \) need to be estimated from the available data. We estimate them directly from their respective expressions. In particular the estimates are given by:

\[
\hat{G} = \sum_{i=1}^{n} \hat{w}_{CSi} d_i \psi'(y_i, a_i, \hat{\theta}_{CS}), \quad \hat{G}^* = \sum_{i=1}^{n} \hat{w}_{CSi}^2 d_i^2 \psi^2(y_i, a_i, \hat{\theta}_{CS}),
\]

\[
\hat{K}_1 = \sum_{i=1}^{n} \hat{w}_{CSi}^2 d_i \psi(y_i, a_i, \hat{\theta}_{CS}) h(v_i, \gamma), \quad \hat{K}_2 = \sum_{i=1}^{n} \hat{w}_{CSi}^2 d_i^2 \psi(y_i, a_i, \hat{\theta}_{CS}) h(v_i, \gamma),
\]

\[
\hat{H}_1 = \sum_{i=1}^{n} \hat{w}_{CSi}^2 d_i h^2(v_i, \gamma), \quad \hat{H}_2 = \sum_{i=1}^{n} \hat{w}_{CSi}^2 d_i^2 h^2(v_i, \gamma),
\]

\[
\hat{G}_1 = \sum_{i=1}^{n} \hat{w}_{CEi} \psi'(y_i, a_i, \hat{\theta}_{CE}) \nu_i, \quad \hat{G}_2^* = \sum_{i=1}^{n} \hat{w}_{CEi}^2 \psi^2(y_i, a_i, \hat{\theta}_{CE}) / \nu_i^2,
\]

\[
\hat{K}_2 = \sum_{i=1}^{n} \hat{w}_{CEi}^2 \psi(y_i, a_i, \hat{\theta}_{CE}) h(v_i, \gamma) / \nu_i^2, \quad \hat{H}_2 = \sum_{i=1}^{n} \hat{w}_{CEi}^2 h^2(v_i, \gamma) / \nu_i^2.
\]

The estimated values \( \hat{\nu}_{CS} \) and \( \hat{\nu}_{CE} \) at \( \hat{\theta}_{CS} \) and \( \hat{\theta}_{CE} \) can be found by substituting the above expression in the formulas in Theorems 6.1 and 6.2.

The properties of the above estimates depend on the specifics of the sampling design \( D \). In our experience with simulated and real data, these estimates are close to their target values and also those obtained from non-parametric bootstraps (results not shown).

7. Application to Demographic Hazard Modeling with a Complex Longitudinal Survey

We use 1985-97 years of the Panel Study of Income Dynamics (PSID, Institute for Social Research, 2010) in combination with population-level birth registration data from the National Center for Health Statistics (NCHS) age-specific first birth probabilities in the US (Schoen, 2005) to estimate the relationship between the probability of first birth to age and other socio-demographic factors.

The PSID design incorporates a high degree of stratification on variables associated with first birth timing, and additionally incorporates clustering within geographic areas and within families. Most important to the implementation of our composite empirical likelihood (CE) estimator is the incorporation of the unequal probabilities of selection produced by the PSID stratified design. This consists of two subsamples: an equal probability “Survey Research Center” (SRC) subsample and a low-income population oversample “Survey of Economic Opportunity” (SEO) subsample. Thus the weights of the SEO-low-income observations (Family IDs > 5,000) are about one-tenth of those in the main SRC sample (Family IDs < 3,000, see Figure 2(b)). However, when used with the sample weights supplied with the data, the combined subsamples are designed to be nationally representative. A comparison of the weighted PSID sample estimates of age-specific first birth probabilities to population-level NCHS probabilities for approximately the same period is seen in Figure 2(a). The NCHS data display the humped pattern found in very large-scale sample survey data (Sullivan, 2005). The probability initially peaks at the age 20 then drops off and then climbs again to a maximum at age 28. Sampling error in the weighted PSID estimates makes it difficult to discern a pattern beyond the similarly upward trend in age-specific birth probabilities over this age range.

The sampling scheme in the PSID followed not only all original 1968 household members but also all of their descendants. This within-family design results in a highly clustered sample in two ways: first in terms of a common family developmental environment and genetic inheritance, and second in terms of
common geographic locational features at least while growing up and often also into adulthood. While the CE estimator can be applied to data with clustering, it will be more appropriate if the level of clustering is not extreme and we therefore take steps to remove the family-based clustering built into the PSID design. Given family clusters of size \( n_f \) for the \( f \)th family, we construct 10000 de-clustered datasets, by randomly choosing one member from each family with probability \( 1/n_f \). The PSID weights of the selected units are adjusted for this de-clustering by multiplying them by their corresponding \( n_f \).

The probability of giving the first birth in year \( t-1 \) and \( t \) is modeled as:

\[
\text{log-odds}(I_i^{(B)}) = \theta_0 + \sum_{l \in C} \theta_l I_{i}^{(l)} + \sum_{k=18}^{30} \theta_k I_{i}^{(k)} + \theta_{MD} \cdot MD_i + \theta_{MD^2} \cdot MD_i^2. \tag{26}
\]

Here \( I_i^{(l)} = 1 \) and \( I_i^{(k)} = 1 \) if observation \( i \) is in category \( l \) and \( k \) respectively. The variables \( k \) denotes the age at time \( t \), \( k = 18, \ldots, 30 \) and \( B \) denotes the first birth in the year \( t-1 \) to \( t \). The set \( C \) consists of the following variables: \( M=\text{married at } t-1 \), \( PM=\text{previously married at } t-1 \), \( E=\text{employed at } t-1 \), \( W=\text{white} \), \( HS=\text{high school graduate at } t-1 \), \( NHNS=\text{non HS and not in school at } t-1 \), \( NHS=\text{non HS and in school at } t-1 \), \( COLL=\text{any college education at } t-1 \). The variable \( MD=\text{marital duration at } t-1 \).

The weight \( (d_i) \) of an observation depends strongly on the sample (i.e. SRC/SEO) it comes from. Suppose \( I_i^{(S)} = 1 \) if the observation is from the SRC sample. We assume that \( A \) is the set of all variables appearing in (26) and \( V = A \cup I_i^{(S)} \).

It is not clear if the distribution of \( \pi | V \) in the sample is same as in the population. Thus we use (11) to estimate \( \nu \). We take \( E_S [d_i | V_i] \) to be the fitted values from a Gamma regression with inverse (canonical) link function of \( d_i/n_f \) on \( V_i \), multiplied by \( n_f \). The model for the mean function was taken to be:

\[
\alpha_0 + \sum_{k=20}^{30} \alpha_k I_i^{(k)} + \alpha_W I_i^{(W)} + \alpha_S I_i^{(S)} + \alpha_{SW}(I_i^{(W)} \cdot I_i^{(S)}). \tag{27}
\]
We use NCHS values of the age specific first birth probability given in Schoen (2005) as our population level constraints. For \( k = 17, 18, \ldots, 30 \) the constraints are given by:

\[
\sum_{i=1}^{n} w_i I_i^{(k)} \left( I_i^{(B)} - \gamma_k \right) = 0.
\]

Following Handcock et al. (2005), we expect only the coefficients \( k \) for ages (plus the intercept representing the reference age) to have their standard errors substantially reduced by the introduction of population information in the constraint, even while all standard errors will be at least as low as for the unconstrained model.

The estimates \( \hat{\theta}_{PL}, \hat{\theta}_{CS} \) and \( \hat{\theta}_{CE} \) of \( \theta \) and their estimated asymptotic variances were calculated for each 10000 de-clustered datasets. The median of these parameter estimates and square root of the median of their estimated asymptotic variance over are presented in Figure 3. From the figure it is clear that on typically \( \hat{\theta}_{CE} \) is more efficient than both \( \hat{\theta}_{PL} \) and \( \hat{\theta}_{CS} \). Note that while \( \pi \neq \nu \), \( \hat{\theta}_{CE} \) turns out to preform better than \( \hat{\theta}_{CS} \). Typically, the standard errors for the age coefficients are about 10% lower for our CE estimator than the CS estimator.
8. Discussion

In this article we present a new method to include design weights in an empirical likelihood based estimation procedure. We also incorporate population level information in statistical modeling based on sample data. Typically, in sample surveys, observations are selected with unequal probabilities due to purposeful “oversampling”, clustering, stratification, post-stratification, attrition and other non-response adjustments. For such surveys, the observed distribution of the sampled observations are different from their distribution in the population. We adapt a parametric conditional likelihood (Pfeffermann et al. (1998)) to empirical likelihood and include population level information in the analysis. Information about the model and the population are introduced as equality restrictions through estimating equations. The parameter estimates are obtained by maximizing the empirical likelihood under these constraints by a two-step procedure. The product of the weights can be interpreted as a non-parametric likelihood of the sample under the true population distribution. We assume that the sampling weights contain all information about the design. The expectation of these sampling weights conditional on the observed variables are used in the analysis.

It is known that empirical likelihood and the estimators based on them have many desirable properties. Owen (2001) shows that the corresponding Wilk’s statistic has an asymptotic Chi-squared limit for i.i.d. observations. Similar results follow for various kinds of dependence as well. The constrained empirical likelihood can be expressed as a profile likelihood for \( \theta \). Qin and Lawless (1994) show that, under standard regularity conditions, \( \hat{\theta} \) is asymptotically unbiased and normally distributed. Handcock et al. (2005) and Chaudhuri et al. (2008) show that it is beneficial to include available population level information in statistical modeling. Such information is guaranteed to reduce the standard error of the estimates. As we show in Section 5, the two-step estimator used by Chaudhuri et al. (2008) can be adapted to obtain estimates. Analytic expressions of the asymptotic standard errors of the estimates are also known.

For empirical likelihood based estimators, one does not need to specify a parametric form for the likelihood. They are therefore more flexible and avoid unnecessary assumptions on the distribution of the design variables. For a fully parametric approach one needs to specify a parametric candidate for \( F_0 \). This is usually difficult and in practice the model can be misspecified. The proposed estimator requires specification of two models. One for the response of interest and the auxiliary variables (\( \psi_0(Y,A) \)), the other for the sampling probabilities (\( EP[\pi|V] \)). This can often be done based on substantive knowledge. Even if a parametric model for \( F_0 \) is correctly specified, \( \hat{\theta}_{CE} \) is almost as efficient as the corresponding CMLE. In fact, if the underlying distribution is misspecified, our CE can be more efficient than the corresponding CMLE. For illustrative examples, we refer to Chaudhuri, Drton, and Richardson (2007).

Empirical likelihood based methodologies have huge computational and implementational advantages over the corresponding constrained maximum likelihood estimators. Direct non-linear equality constraints on the parameters often make computation infeasible. Empirical likelihood based methods put linear constraints on the weights, which can be implemented quite easily. Furthermore, the parametric conditional likelihood involves a difficult high-dimensional integral which our method avoids by replacing \( r \) by \( \sum \nu_i w_i \) in (14).

The estimation of the weights in the CE requires a constrained maximization problem to be solved. This can be achieved using the algorithms in Owen (2001) and Chen et al. (2002). For generalized linear models, both have been implemented in open-source software developed by the authors (BLINDED) We will make the methods developed in this paper available in this package.

Our estimator differs from the minimum divergence estimator (Chen and Sitter (1999)). Our estimator incorporates the weights in the constraints while CS incorporates them in their likelihood (c.f. (21)). For large samples, our estimator is close to the correct likelihood. For biased sampling designs, the CS likelihoods will tend to be further from the super-population likelihoods than our CE likelihoods. Our estimator is likely to be more efficient than the CS. Also the design information is incorporated through the conditional expectation of the sampling probabilities. This can be estimated even when the inclusion probabilities are not known. This makes our estimator different from the estimator used by Kim (2009).

Our estimator is related to the inverse probability weighted general Horvitz-Thompson type estimator. In fact, without any population level restriction, the parameter estimates are obtained by solving the
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From Lauritzen (1996, page 29) it can be shown that,

\textbf{Proof.}

**Proof of Lemma 2.3**

\[\pi(S, D_P) = E_P[\pi_S | D_P] = E_P[E_P[I_S | D_P] | D_P] = E_P[I_S | D_P] = \pi_S.\]

The other side is immediate.

\textbf{Proof of Lemma 2.2}

\textbf{Proof.} Using \(\pi_S = \pi(S, D_P), E_P[I_S | \pi_S, D_P] = E_P[I_S | D_P] = \pi_S\). This means

\[E_P[I_S | \pi_S] = E_P[E_P[I_S | \pi_S, D_P] | \pi_S] = E_P[E_P[I_S | D_P] | \pi_S] = \pi_S.\]

2. Clearly \(Pr_P[I_S = 1 | \pi_S, D_P] = \pi_S\). Since \(I_S\) is binary, its conditional distribution given \(\pi_S\) and \(D_P\) is a function of \(\pi_S\) only. So from the definition of conditional independence [Lauritzen 1996] the result follows.

\textbf{Proof of Lemma 2.1}

\textbf{Proof.} From Lauritzen (1996, page 29) it can be shown that, \(I_S \perp \perp (X_P, X_P, D_P) | \pi_S\) is equivalent to \(I_S \perp \perp D_P | \pi_S\) and \(I_S \perp \perp (X_P, X_P) | (\pi_S, D_P)\). From Lemma 2.1 under Assumption 1, the second conditional independence relationship is equivalent to \(I_S \perp \perp (X_P, X_P) | D_P\).

\textbf{Proof of Lemma 2.4}

\textbf{Proof.} The proofs follow from [Lauritzen 1996] page 29. We only present a sketches.

1. Follows from Assumption 2.

2. From Assumption 2, it follows that \(I_S \perp \perp (X_P, X_P) | (\pi_S, D_P)\) holds. This together with Assumption 1 completes the proof.

3. This statement follows from 2. above.

\textbf{Proof of Theorem 3.1}

\textbf{Proof.} Consider the objective function in (14). Clearly for an extremum \(0 = \partial L / \partial w_i = (1/w_i) - \{n \nu_i / (\sum_{i=1}^n w_i \nu_i)\}\). This implies \(w_i = (\sum_{i=1}^n w_i \nu_i) / (n \nu_i)\). Now from \(\sum_{i=1}^n w_i = 1\) we obtain \(\sum_{i=1}^n w_i \nu_i / n = 1 / \sum_{i=1}^n 1 / \nu_i\). Thus \(w_i = (1 / \nu_i) / \sum_{i=1}^n 1 / \nu_i\) and the result follows.

\textbf{Proof of Lemma 4.1}

\textbf{Proof.} Following Owen (2001) it can be shown that \(\hat{\omega}^*_i = \{n(1 + \xi^* h_i / \nu_i)\}^{-1}\) with \((1 + \xi^* h_i / \nu_i) > n^{-1}\) for all \(i = 1, 2, \ldots, n\), where \(\xi^*\) is the unique optimal value of the Lagrange multiplier \(\xi\).

Further \(\xi^*\) satisfies, \(\sum_{i=1}^n (h_i / \nu_i) / (1 + \xi^* h_i / \nu_i) = 0\). This by uniqueness implies \(\kappa = \xi^*\).

Now by denoting \(\hat{\tau} = \sum_{i=1}^n \nu_i \hat{w}_{CEi}\) and from (15) by comparing \(\hat{\omega}^*_i\) and \(\hat{w}_{CEi}\) we notice that

\[\hat{\omega}^*_i = \frac{\nu_i \hat{w}_{CEi}}{\hat{\tau}}.\]
Now summing over $i$ and noting that $\sum_{i=1}^{n} \hat{w}_{CEi} = 1$ it follows that $\hat{\tau} = (\sum_{i=1}^{n} \hat{w}_{i}^*/\nu_{i})^{-1}$. Substituting these results in (18) it follows that $\hat{w}_{CEi} = (\hat{w}_{i}^*/\nu_{i})/\sum_{i=1}^{n}(\hat{w}_{i}^*/\nu_{i})$. Further note that by the non negativity of $w_{i}^*$

$$
\hat{\tau}^{-1} = \sum_{i=1}^{n} \frac{\hat{w}_{i}^*}{\nu_{i}} = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{\nu_{i} + \kappa h_{i}} \geq \frac{1}{n} \frac{1}{(\nu_{i} + \kappa h_{i})},
$$

for all $i = 1, 2, \ldots, n$, which is the restriction on $\hat{w}_{CEi}$ in (18).

**Proof of Corollary 6.3**

Proof. The condition means, $G^{-1} (K_{1}H_{1}^{-1}H_{2} - K_{2}H_{1}^{-1} = 0$. This implies $K_{1}H_{1}^{-1} - K_{2}H_{2}^{-1} = 0$. Now by substituting, $K_{2}H_{2}^{-1}$ for $K_{1}H_{1}^{-1}$ in the expression of $V_{CS}$, the result follows.

**Proof of Theorem 6.4**

Proof. Since $\nu = \pi$, $G = G$, $G^{*} = G^{*}$, $K_{2} = K_{2}$ and $H_{2} = H_{2}$, simple algebraic manipulation (see the supplement) shows that:

$$
G(V_{CS} - V_{G})G^{T} = (K_{2}H_{2}^{-1} - K_{1}H_{1}^{-1})H_{2} (H_{2}^{-1}K_{2}^{T} - H_{1}^{-1}K_{1}^{T}).
$$

Furthermore, $\hat{\theta}_{CS}^{(N)}$ and $\hat{\lambda}^{(N)}$ are asymptotically uncorrelated implies $K_{2}H_{2}^{-1} - K_{1}H_{1}^{-1} = 0$. From this the results clearly follow.

**APPENDIX B. ASYMPTOTIC PROPERTIES OF THE ESTIMATORS**

In this section we discuss the asymptotic properties of the two parameter estimates of $\theta$ obtained from the two empirical likelihood based methods (CE and CS) under the true distribution $F^{0}$ in the population. We only consider two-step estimation and show that as $N \rightarrow \infty$, both $\hat{\theta}_{CS}$ and $\hat{\theta}_{CE}$ are strongly consistent and asymptotically normal. They have different asymptotic covariance matrices, which we express analytically.

We first discuss notation and specify the assumptions. Let us denote:

1. $f_{1}(v, d, \theta, \lambda) = \frac{d}{1 + \lambda h(v, \gamma)} (\psi(y, a), h(v, \gamma))$
2. $f_{2}(v, \nu, \theta, \kappa) = \frac{1}{\nu + \kappa h(v, \gamma)} (\psi(y, a), h(v, \gamma))$

Suppose $\theta_{0}$ is the true value of $\theta$. Following Qin and Lawless [1994] and Serfling [1980] we make the following assumptions.

A.1. We assume that both $f_{1}(v, d, \theta, \lambda), 1 \leq i \leq N$ and $f_{2}(v, \nu, \theta, \kappa), 1 \leq i \leq N$ are i.i.d. random vectors for any $\theta$ and $\lambda$.

A.2. Suppose for all $d$ and $\nu$, $E_{P} [f_{1}(v, d, \theta_{0}, 0)] = E_{P} [f_{2}(v, \nu, \theta_{0}, 0)] = 0$.

A.3. Both Jacobians $\partial f_{1}(v, d, \theta, \lambda) / \partial (\theta, \lambda)$ and $\partial f_{2}(v, \nu, \theta, \kappa) / \partial (\theta, \kappa)$ and Hessians $\partial^{2} f_{1}(v, d, \theta, \lambda) / \partial^{2} (\theta, \lambda)$ and $\partial^{2} f_{2}(v, \nu, \theta, \kappa) / \partial^{2} (\theta, \kappa)$ exists for all $\theta, \lambda$ and $\kappa$ and the Jacobian matrices are continuous in the neighbourhood of the true value $(\theta_{0}, 0)$.

A.A(a) With $|| \cdot ||$ denoting the Euclidean norm, suppose that $||\partial f_{1}(v, d, \theta, \lambda) / \partial (\theta, \lambda)||, ||f_{1}(v, d, \theta, \lambda)||^{3}$ and $||\partial^{2} f_{1}(v, d, \theta, \lambda) / \partial^{2} (\theta, \lambda)||$ are bounded by $\Theta(v, d)$ for some integrable function $\Theta$ in the neighbourhood of $(\theta_{0}, 0)$.

A.A(b) $||\partial f_{2}(v, \nu, \theta, \kappa) / \partial (\theta, \kappa)||, ||f_{2}(v, \nu, \theta, \kappa)||^{3}$ and $||\partial^{2} f_{2}(v, \nu, \theta, \kappa) / \partial^{2} (\theta, \kappa)||$ are bounded by $\Psi(v, \nu)$ for some integrable function $\Psi(v, \nu)$ in the neighbourhood of $(\theta_{0}, 0)$.

A.5. Both $E_{P} \left[f_{1}(v, d, \theta_{0}, 0) f_{1}(v, d, \theta_{0}, 0)^{T}\right]$ and $E_{P} \left[f_{2}(v, \nu, \theta_{0}, 0) f_{2}(v, \nu, \theta_{0}, 0)^{T}\right]$ are positive definite matrices.

A.6. Both $E_{P} [\partial f_{1}(v, d, \theta_{0}) / \partial (\theta, \lambda)]$ and $E_{P} [\partial f_{2}(v, \nu, \theta_{0}) / \partial (\theta, \kappa)]$ have full ranks.

The next two proofs closely follow Chaudhuri et al. [2008]. We only present the sketch of the arguments here. The details can be found in the above reference.

**Theorem B.1.** Under our assumptions A.1–A.A(a) and A.5–A.6, almost surely the equation $\sum_{i=1}^{N} f_{1}(v_{i}, d_{i}, \theta, \lambda) = 0$ admits a sequence of solutions $(\hat{\theta}_{CS}^{(N)}, \hat{\lambda}^{(N)})$ such that
\section*{Proof.} Note that:

\begin{equation}
(1) \quad \frac{\partial f_1(v_i, d_i, \theta, \lambda)}{\partial (\theta, \lambda)} = \left( -\frac{d_1 \psi(v_i, \theta)}{1 + \lambda h(v_i, \gamma)} \quad \frac{d_1 \psi(v_i, \theta) h(v_i, \gamma)}{1 + \lambda h(v_i, \gamma)^2} \right).
\end{equation}

Thus

\begin{equation}
(2) \quad (\lambda) \mathbb{E}_\theta \left( \frac{\partial f_1(v_i, d_i, \theta, \lambda)}{\partial (\theta, \lambda)} \bigg|_{\theta=0, \lambda=0} \right) = \begin{pmatrix} 0 & 0 \\ 0 & K_1 \end{pmatrix}.
\end{equation}

Further

\begin{equation}
(3) \quad \text{Var}_\theta \{ f_1(v_i, d_i, \theta, 0) \} = \begin{pmatrix} G^* & K_2 \\ K_T^* & H_2 \end{pmatrix}.
\end{equation}

Now by expanding \( \sum_{i=1}^N f_1(v_i, d_i, \hat{\theta}_C, \hat{\lambda}_C) / N \) around \((\theta_0, 0)\), under the assumptions, the results can be shown via standard techniques.

In particular, \( \sqrt{N} \left( \hat{\theta}_C - \theta_0 \right) \) converges to a normal distribution with covariance matrix:

\[
\begin{pmatrix} -G & K_1 \\ 0 & H_1 \end{pmatrix}^{-1} \begin{pmatrix} G^* & K_2 \\ K_T^* & H_2 \end{pmatrix} \begin{pmatrix} -G^* & 0 \\ K_T^* & H_1 \end{pmatrix}^{-1} = \begin{pmatrix} G^{-1} \left( G^* - K_1 H_1^{-1} H_1^T \right) & G^{-1} \left( G^* - K_1 H_1^{-1} H_1^T \right) \left( G_T^* \right) \left( K_T^* \right) \left( H_1 \right) \end{pmatrix}
\]

\( \square \)

\section*{Theorem B.2.} Under our assumptions A.1--A.3 and A.4(b) -- A.6, almost surely the equation \( \sum_{i=1}^N f_2(v_i, \nu_i, \theta, \kappa) = 0 \) admits a sequence of solutions \( \hat{\theta}_C \), \( \hat{\kappa}_C \) such that:

(1) \( \hat{\theta}_C \rightarrow (\theta_0, 0) \) as \( N \rightarrow \infty \),

(2) \( N^{1/2} \left( \hat{\theta}_C - \theta_0 \right) \rightarrow N \left( 0, \mathcal{N}_C \right) \) distribution, where

\[
\mathcal{N}_C = G^{-1} \left( G^* - K_2 H_2^{-1} K_T^T \right) \left( G_T^* \right)^{-1},
\]

(3) \( N^{1/2} \hat{\kappa}_C \rightarrow N \left( 0, H_2^{-1} \right) \) distribution,

(4) \( \hat{\theta}_C \) and \( \hat{\kappa}_C \) are asymptotically independent.

\section*{Proof.} The proof is similar to that of Theorem 6.1. Note that:

\begin{equation}
(1) \quad \frac{\partial f_2(v_i, \nu_i, \theta, \kappa)}{\partial (\theta, \kappa)} = \left( -\frac{\nu_i \psi(v_i, \theta)}{\nu_i + \kappa h(v_i, \gamma)} \quad \frac{\nu_i \psi(v_i, \theta) h(v_i, \gamma)}{\nu_i + \kappa h(v_i, \gamma)^2} \right)
\end{equation}

Thus

\begin{equation}
(2) \quad (\lambda) \mathbb{E}_\theta \left( \frac{\partial f_2(v_i, \nu_i, \theta, \kappa)}{\partial (\theta, \kappa)} \bigg|_{\theta=0, \kappa=0} \right) = \begin{pmatrix} 0 & 0 \\ 0 & H_2 \end{pmatrix}.
\end{equation}

Similar to Theorem 6.1 we know that:

\begin{equation}
(3) \quad \text{Var}_\theta \{ f_2(v_i, \nu_i, \theta, 0) \} = \begin{pmatrix} G^* & K_2 \\ K_T^* & H_2 \end{pmatrix}.
\end{equation}

Now from the expansion of \( \sum_{i=1}^N f_2 \left( v_i, \nu_i, \hat{\theta}_C, \hat{\kappa}_C \right) / N \) in the neighbourhood of \((\theta_0, 0)\) as before, the results follow.
Furthermore, as before the asymptotic variance of $\sqrt{N} \left( \hat{\theta}_{CE}(N) - \theta_0 \right)$ is given by:

$$\left( -G \begin{pmatrix} K_2 \\ H_2 \end{pmatrix}^{-1} \begin{pmatrix} G^T \\ K_2 \\ H_2 \end{pmatrix} - G^T \begin{pmatrix} 0 \\ K_2 \\ H_2 \end{pmatrix} \right)^{-1} = \left( G^{-1} \left( G^T - K_2 \begin{pmatrix} H_2^{-1} & K_2 \end{pmatrix} \right) \left( G^T \right)^{-1} \begin{pmatrix} 0 \\ H_2^{-1} \end{pmatrix} \right)$$

□

The following theorem shows that if $\nu = \pi, \hat{\theta}_{CE}$ is more efficient than $\hat{\theta}_{CS}$. There is a sketch of the proof in the Appendix of the main article. We present the details below.

**Theorem B.3.** If $\nu = \pi_i$ for all $i = 1, 2, \ldots, N$, the asymptotic standard error of $\hat{\theta}_{CS}$ is larger than $\hat{\theta}_{CE}$.

**Proof.** Since $\nu = \pi, G = G, G^* = G^*, K_2 = K_2$ and $H_2 = H_2$.

$$G(V_{CS} - V_{CE})G^T = K_2 H_2^{-1} K_2^T - K_1 H_1^{-1} K_1^T - K_2 H_1^{-1} K_2^T + K_1 H_1^{-1} H_2 H_1^{-1} K_1^T$$

$$= K_2 \left( H_2^{-1} K_2^T - H_1^{-1} K_1^T \right) + K_1 H_1^{-1} \left( H_2 H_1^{-1} K_1^T - K_2^T \right)$$

$$= K_2 \left( H_2^{-1} K_2^T - H_1^{-1} K_1^T \right) + K_1 H_1^{-1} H_2 \left( H_1^{-1} K_1^T - H_2^{-1} K_2^T \right)$$

$$= (K_2 - K_1 H_1^{-1} H_2) \left( H_1^{-1} K_1^T - H_1^{-1} K_1^T \right)$$

$$= (K_2 H_2^{-1} - K_1 H_1^{-1}) H_2 \left( H_2^{-1} K_2^T - H_1^{-1} K_1^T \right)$$

Clearly $G(V_{CS} - V_{CE})G^T$ is a non-negative definite matrix. So $V_{CS} - V_{CE}$ is non-negative definite as well. □
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