DYNAMIC ANALYSIS OF A MODIFIED STOCHASTIC PREDATOR-PREY SYSTEM WITH GENERAL RATIO-DEPENDENT FUNCTIONAL RESPONSE

Yu Yang and Tonghua Zhang

Abstract. In this paper, we study a modified stochastic predator-prey system with general ratio-dependent functional response. We prove that the system has a unique positive solution for given positive initial value. Then we investigate the persistence and extinction of this stochastic system. At the end, we give some numerical simulations, which support our theoretical conclusions well.

1. Introduction

The dynamical relationship between predators and their preys is one of the dominant themes in ecology [5]. Let \( x(t) \) and \( y(t) \) represent population densities of prey and predator at time \( t \), respectively. Aziz-Alaoui and Okiye [4] proposed the following modified predator-prey model with Holling type II functional response:

\[
\begin{aligned}
\frac{dx(t)}{dt} &= x(t) \left( \alpha_1 - \beta_1 x(t) - \frac{v_1 y(t)}{m_1 + x(t)} \right), \\
\frac{dy(t)}{dt} &= y(t) \left( \alpha_2 - \frac{v_2 y(t)}{m_2 + x(t)} \right),
\end{aligned}
\]

where \( \alpha_1 \) is the growth rate of prey \( x \), \( \beta_1 \) measures the strength of competition among individuals of species \( x \), \( v_1 \) is the maximum value which per capita reduction rate of \( x \) can attain, \( m_1 \) (respectively, \( m_2 \)) measures the extent to which environment provides protection to prey \( x \) (respectively, to predator \( y \)), \( \alpha_2 \) describes the growth rate of \( y \), and \( v_2 \) has a similar meaning to \( v_1 \).
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Nindjin et al. [16] and Yafia et al. [22] incorporated time delay into system (1) and studied the dynamic behaviors of the model. Song and Li [19] incorporated impulsive effects into system (1).

However, in reality, uncertainties are always exist. Too often these uncertainties are ignored, which limits our prediction. Recently, Ji et al. [10] incorporated white noise in each equations of system (1), which is as follows:

\[
\begin{align*}
\frac{dx(t)}{dt} & = x(t) \left( \alpha_1 - \beta_1 x(t) - \frac{v_1 y(t)}{m_1 + x(t)} \right) dt + \sigma_1 x(t) dB_1(t), \\
\frac{dy(t)}{dt} & = y(t) \left( \alpha_2 - \frac{v_2 y(t)}{m_2 + x(t)} \right) dt + \sigma_2 y(t) dB_2(t).
\end{align*}
\]

Here \( B_i(t) \ (i = 1, 2) \) are independent standard Brownian motions. \( \sigma_i > 0 \ (i = 1, 2) \) represent the intensities of \( B_i(t) \ (i = 1, 2) \), respectively.

A general representation of functional response (see Kazarinoff and van de Driessche [11], Real [17, 18]) is

\[
g(x) = \frac{x^l}{c + x^l}, \quad c > 0, \quad l \geq 1.
\]

When \( l = 1 \) and \( l = 2 \), the functional response is called Holling type II and III functional response, respectively.

Some biological and physiological evidences (Arditi et al. [2], Arditi and Saiah [3], Gutierrez [7], etc) that in many situations especially when the predators have to search for food (and therefore have to share or compete for food). A more suitable to consider predator-prey models is the so called ratio-dependent theory. Based on the Holling type II function, Arditi and Ginzburg [1] proposed a ratio-dependent functional response of the form

\[
g \left( \frac{x}{y} \right) = \frac{\frac{x}{y}}{c + \frac{x}{y}} = \frac{x}{cy + x}, \quad c > 0.
\]

For more details about ratio-dependent functional response, we refer to [9, 13, 14, 20, 21] and references therein.

Then, based on system (2), Mandal and Banerjee [15] considered a modified stochastic predator-prey model with ratio-dependent functional response.

Motivated by the works in [11, 15, 17, 18], in this paper, we will study a modified stochastic predator-prey model with general ratio-dependent functional response as follows:

\[
\begin{align*}
\frac{dx(t)}{dt} & = x(t) \left( \alpha_1 - \beta_1 x(t) - \frac{v_1 x^{n-1}(t)y(t)}{m_1 y^n(t) + x^n(t)} \right) dt + \sigma_1 x(t) dB_1(t), \\
\frac{dy(t)}{dt} & = y(t) \left( \alpha_2 - \frac{v_2 y(t)}{m_2 + x(t)} \right) dt + \sigma_2 y(t) dB_2(t),
\end{align*}
\]

where \( n \geq 1 \).

The rest of the paper is organized as follows. In Section 2, we give some preliminaries which will be applied in this paper. In Section 3, we show that the
existence of unique positive global solution of system (3) for any positive initial value. In Section 4, we establish that the stochastic system (3) is persistent in mean and extinct under some conditions. In Section 5, numerical simulations are presented to illustrate our theoretical results. Finally, we conclude our work in Section 6.

2. Preliminaries

Throughout this paper, unless otherwise specified, let \((\Omega, \{\mathcal{F}_t\}_{t \geq 0}, P)\) be a complete probability space with a filtration \(\{\mathcal{F}_t\}_{t \geq 0}\) satisfying the usual condition (i.e., it is right continuous and \(\mathcal{F}_0\) contains all \(P\)-null sets).

In this section, we introduce the following definition and lemmas, which will be used in the following sections.

**Definition** (see [6]). The system is said to be persistent in mean, if

\[ \lim_{t \to +\infty} \frac{1}{t} \int_0^t x(s)ds > 0, \quad \lim_{t \to +\infty} \frac{1}{t} \int_0^t y(s)ds > 0. \]

Next, we introduce a lemma, which will be applied to show the solution of system (3) is global.

**Lemma 2.1** (see [10]). Consider one-dimensional stochastic differential equation

\[ dX(t) = X(t)(a - bX(t))dt + \sigma dB(t), \]

where parameters \(a, b\) and \(\sigma\) are positive, \(B(t)\) is a standard Brownian motion. Suppose \(a > \frac{\sigma^2}{2}\), then \(X(t)\) is the solution of equation (4) with any initial value \(X_0 > 0\), then we have

\[ \lim_{t \to \infty} \frac{\ln X(t)}{t} = 0, \]

and

\[ \lim_{t \to \infty} \frac{1}{t} \int_0^t X(s)ds = \frac{a - \frac{\sigma^2}{2}}{b}, \]

almost surely (a.s.).

Consider the following stochastic differential equation.

\[ dX(t) = \mu(X(t), t)dt + \sigma(X(t), t)dB(t). \]

Then we have:

**Lemma 2.2** (see [12]). Suppose \(X(t)\) is the solution of (5). If \(S(-\infty) > -\infty\) and \(S(+\infty) = +\infty\), then

\[ \lim_{t \to \infty} X(t) = -\infty, \]

where the scale function

\[ S(u) = \int_0^u e^{-\int_0^v \frac{\mu(s)}{\sigma^2(s)}ds}dv. \]
3. Existence and uniqueness of the positive solution

Because \( x(t) \) and \( y(t) \) in system (3) are population densities of the prey and the predator at time \( t \), respectively, we are only interested in positive solutions. We first prove that there exists a unique positive local solution of system (3) and then show that this solution is actually global by using comparison theorem for stochastic equations. We have the following result.

**Theorem 3.1.** Given positive initial value \( (x_0, y_0) \), system (3) has a unique positive global solution \( (x(t), y(t)) \) on \( t \in [0, \infty) \).

**Proof.** We consider the following system

\[
\begin{align*}
\quad &du(t) = \left( \alpha_1 - \frac{\sigma_1^2}{2} - \beta_1 e^{u(t)} - \frac{v_1 e^{(n-1)u(t)} e^{v(t)}}{m_1 e^{nu(t)} + e^{nu(t)}} \right) dt + \sigma_1 dB_1(t), \\
\quad &dv(t) = \left( \alpha_2 - \frac{\sigma_2^2}{2} - \frac{v_2 e^{v(t)}}{m_2 + e^{u(t)}} \right) dt + \sigma_2 dB_2(t),
\end{align*}
\]

on \( t \geq 0 \) with initial value \( u(0) = \ln x_0 \) and \( v(0) = \ln y_0 \). It is obvious that the coefficients of system (6) satisfy the local Lipschitz condition, then there is a unique local solution \( (u(t), v(t)) \) on \( t \in [0, \tau_e) \), where \( \tau_e \) is the explosion time. Therefore, by Itô formula, it is easy to see \( x(t) = e^{u(t)} \), \( y(t) = e^{v(t)} \) is the unique positive local solution to system (6) with initial value \( x_0 > 0 \), \( y_0 > 0 \).

Now, we show that this solution is global, i.e., \( \tau_e = \infty \). Since the solution is positive, we get

\[
dx(t) \leq x(t) (\alpha_1 - \beta_1 x(t)) dt + \sigma_1 x(t) dB_1(t).
\]

If \( x(t) \leq y(t) \), then

\[
\frac{v_1 x^{n-1}(t) y(t)}{m_1 y^n(t) + x^n(t)} = \frac{v_1}{\left( \frac{y(t)}{x(t)} \right)^n + m_1 \left( \frac{y(t)}{x(t)} \right)^n} \leq \frac{v_1}{m_1}.
\]

If \( x(t) > y(t) \), then

\[
\frac{v_1 x^{n-1}(t) y(t)}{m_1 y^n(t) + x^n(t)} = \frac{y(t)}{x(t)} \frac{v_1 x^n(t)}{m_1 y^n(t) + x^n(t)} \leq v_1.
\]

Let \( \gamma = \max \left\{ \frac{n}{m_1}, v_1 \right\} \). Then we have

\[
dx(t) \geq x(t) (\alpha_1 - \gamma - \beta_1 x(t)) dt + \sigma_1 x(t) dB_1(t).
\]

Let \( X_1(t) \) and \( X_2(t) \) be the solutions of following stochastic equations, respectively.

\[
\begin{align*}
\quad &dX_1(t) = X_1(t) (\alpha_1 - \gamma - \beta_1 X_1(t)) dt + \sigma_1 X_1(t) dB_1(t), \\
\quad &dX_2(t) = X_2(t) (\alpha_1 - \beta_1 X_2(t)) dt + \sigma_1 X_2(t) dB_1(t),
\end{align*}
\]
with initial value $x_0 > 0$. Consequently, by the comparison theorem for stochastic equations, we obtain
\begin{equation}
X_1(t) \leq x(t) \leq X_2(t), \text{ a.s. } t \in [0, \tau_e),
\end{equation}
where
\begin{align*}
X_1(t) &= \frac{e^{\left[(\alpha_1 - \gamma - \sigma^2 t^2) \tau + \sigma_1 B_1(t)\right]}}{\frac{1}{\sigma_0} + \beta_1 \int_0^t e^{\left((\alpha_1 - \gamma - \sigma^2 s^2) \tau + \sigma_1 B_1(s)\right)} ds},
\end{align*}
and
\begin{align*}
X_2(t) &= \frac{e^{\left((\alpha_1 - \sigma^2) \tau + \sigma_1 B_1(t)\right)}}{\frac{1}{\sigma_0} + \beta_1 \int_0^t e^{\left((\alpha_1 - \sigma^2 s^2) \tau + \sigma_1 B_1(s)\right)} ds}.
\end{align*}
On the other hand, from the second equation of system (3), we get
\begin{align*}
dy(t) &\leq y(t) \left(\alpha_2 - \frac{y_2}{m_2 + X_2(t)} y(t)\right) dt + \sigma_2 y(t) dB_2(t),
\end{align*}
and
\begin{align*}
dy(t) &\geq y(t) \left(\alpha_2 - \frac{y_2}{m_2} y(t)\right) dt + \sigma_2 y(t) dB_2(t).
\end{align*}
Let $Y_1(t)$ and $Y_2(t)$ be the solutions of following stochastic equations, respectively,
\begin{align*}
dY_1(t) &= Y_1(t) \left(\alpha_2 - \frac{y_2}{m_2} Y_1(t)\right) dt + \sigma_2 Y_1(t) dB_2(t),
\end{align*}
and
\begin{align*}
dY_2(t) &= Y_2(t) \left(\alpha_2 - \frac{y_2}{m_2 + X_2(t)} Y_2(t)\right) dt + \sigma_2 Y_2(t) dB_2(t),
\end{align*}
with initial value $y_0 > 0$. Using the comparison theorem for stochastic equations, we have
\begin{align*}
Y_1(t) \leq y(t) \leq Y_2(t), \text{ a.s. } t \in [0, \tau_e),
\end{align*}
where
\begin{align*}
Y_1(t) &= \frac{e^{\left[(\alpha_2 - \sigma^2 t^2) \tau + \sigma_2 B_2(t)\right]}}{\frac{1}{\sigma_0} + \frac{1}{m_2} \int_0^t e^{\left((\alpha_2 - \sigma^2 s^2) \tau + \sigma_2 B_2(s)\right)} ds},
\end{align*}
and
\begin{align*}
Y_2(t) &= \frac{e^{\left((\alpha_2 - \sigma^2) \tau + \sigma_2 B_2(t)\right)}}{\frac{1}{\sigma_0} + \frac{1}{m_2 + X_2(t)} \int_0^t e^{\left((\alpha_2 - \sigma^2 s^2) \tau + \sigma_2 B_2(s)\right)} ds}.
\end{align*}
From the expression of the solutions $X_1(t)$, $X_2(t)$, $Y_1(t)$ and $Y_2(t)$, it is clear that they are all existence on $t \in [0, +\infty)$, which implies that $\tau_e = +\infty$. This completes the proof. \qed
4. Persistence and extinction

In this section, we aim to establish the persistent and extinct conditions for system (3). From Lemma 2.1, equations (7) and (8), we have the following theorem.

**Theorem 4.1.** If \( \alpha_1 - \gamma - \frac{\sigma^2}{2} > 0 \), then for any initial value \( x_0 > 0 \), the solution \( x(t) \) of system (3) satisfies

\[
\lim_{t \to \infty} \frac{\ln x(t)}{t} = 0, \quad \text{a.s.}
\]

Furthermore, we can prove:

**Theorem 4.2.** If \( \alpha_1 - \gamma - \frac{\sigma^2}{2} > 0 \), then for any initial value \( x_0 > 0 \), the solution \( x(t) \) of system (3) has the property

\[
\liminf_{t \to \infty} \frac{1}{t} \int_0^t x(s) ds \geq \frac{\alpha_1 - \gamma - \frac{\sigma^2}{2}}{\beta_1} > 0, \quad \text{a.s.}
\]

**Proof.** Let \( V(x) = \ln x(t) \). Applying the Itô formula, we have

\[
\ln x(t) = \ln x_0 + \left( \alpha_1 - \gamma - \frac{\sigma^2}{2} \right) t - \beta_1 \int_0^t x(s) ds - v_1 \int_0^t \frac{x^{n-1}(s)y(s)}{m_1y^n(s) + x^n(s)} ds + \sigma_1 B_1(t).
\]

Hence,

\[
\frac{\ln x(t)}{t} = \frac{\ln x_0}{t} + \left( \alpha_1 - \gamma - \frac{\sigma^2}{2} \right) - \beta_1 \frac{1}{t} \int_0^t x(s) ds - v_1 \frac{1}{t} \int_0^t \frac{x^{n-1}(s)y(s)}{m_1y^n(s) + x^n(s)} ds + \sigma_1 \frac{B_1(t)}{t}.
\]

Letting \( t \to \infty \) and by the strong law of numbers of local martingales and Theorem 4.1, we get

\[
\lim_{t \to \infty} \left[ \beta_1 \frac{1}{t} \int_0^t x(s) ds + v_1 \frac{1}{t} \int_0^t \frac{x^{n-1}(s)y(s)}{m_1y^n(s) + x^n(s)} ds \right] = \alpha_1 - \frac{\sigma^2}{2}.
\]

Thus,

\[
\alpha_1 - \frac{\sigma^2}{2} \leq \beta_1 \liminf_{t \to \infty} \frac{1}{t} \int_0^t x(s) ds + \gamma,
\]

which implies that

\[
\liminf_{t \to \infty} \frac{1}{t} \int_0^t x(s) ds \geq \frac{\alpha_1 - \gamma - \frac{\sigma^2}{2}}{\beta_1} > 0, \quad \text{a.s.} \quad \square
\]

**Theorem 4.3.** If \( \alpha_1 - \gamma - \frac{\sigma^2}{2} > 0 \) and \( \alpha_2 - \frac{\sigma^2}{2} > 0 \), then for any initial value \( y_0 > 0 \), the solution \( y(t) \) of system (3) has the property

\[
\lim_{t \to \infty} \frac{\ln y(t)}{t} = 0, \quad \text{a.s.}
\]
Proof. From Lemma 2.1, equation (9) and Theorem 4.1, we know that for any \( \varepsilon > 0 \), there exists \( T > 0 \) such that

\[
e^{-\varepsilon t} \leq X_i(t) \leq e^{\varepsilon t} \quad \text{for} \quad t \geq T, \quad i = 1, 2.
\]

Then by the strong law of large numbers of local martingales, for \( \varepsilon > 0 \) and \( T > 0 \) above, we get

\[
-\varepsilon t \leq \sigma_i B_i(t) \leq \varepsilon t \quad \text{for} \quad t \geq T, \quad i = 1, 2.
\]

When \( \alpha_2 - \frac{\sigma_1^2}{2} > 0 \), from Lemma 2.1 and equation (10), we can also obtain

\[
\lim_{t \to \infty} \frac{\ln Y_1(t)}{t} = 0, \quad \text{a.s.}
\]

In the following, we choose \( T \), such that \( \frac{1}{2}e^{\left(\alpha_1 - \frac{\alpha_2^2}{2}\right)T} \geq 1 \) for \( t \geq T \), then when \( s \geq T \), we have

\[
X_2(t) = \frac{e^{\left(\alpha_1 - \frac{\alpha_2^2}{2}\right)t + \sigma_1 B_1(t)} - \frac{1}{\sigma_1^2} + \int_0^t e^{\left(\alpha_1 - \frac{\alpha_2^2}{2}\right)s + \sigma_1 B_1(s)} ds}{\beta_1 e^{-\varepsilon t} \int_0^t e^{\left(\alpha_1 - \frac{\alpha_2^2}{2}\right)s + \sigma_1 B_1(s)} ds}
\]

\[
\leq \frac{\alpha_1 - \frac{\sigma_1^2}{2}}{\beta_1} \frac{e^{\left(\alpha_1 - \frac{\alpha_2^2}{2}\right)t + \sigma_1 B_1(t)}}{e^{-\varepsilon t} e^{\left(\alpha_1 - \frac{\alpha_2^2}{2}\right)t}} \leq 2\frac{\alpha_1 - \frac{\sigma_1^2}{2}}{\beta_1} e^{2\varepsilon t}.
\]

On the other hand, from the expression of \( Y_2(t) \) that for any \( t > s \geq T \), we have

\[
1 \geq \frac{1}{Y_2(t)} e^{\left(-\left(\alpha_2 - \frac{\sigma_2^2}{2}\right)(t-T) - \sigma_2(B_2(t) - B_2(T))\right)} + e^{-\left(\alpha_2 - \frac{\sigma_2^2}{2}\right)t + \sigma_2 B_2(t)} \int_T^t \frac{v_2}{m_2 + X_2(s)} e^{\left(\alpha_2 - \frac{\sigma_2^2}{2}\right)s + \sigma_2 B_2(s)} ds \geq e^{-\left(\alpha_2 - \frac{\sigma_2^2}{2}\right)t + \sigma_2 B_2(t)} \int_T^t \frac{v_2}{m_2 + X_2(s)} e^{\left(\alpha_2 - \frac{\sigma_2^2}{2}\right)s + \sigma_2 B_2(s)} ds \geq e^{\beta_1 v_2 \frac{1}{\beta_1 m_2 + 2\sigma_1 - \sigma_2^2} \int_T^t e^{-2\varepsilon t} e^{\left(\alpha_2 - \frac{\sigma_2^2}{2}\right)s + \sigma_2 B_2(s)} ds} \geq e^{-4\varepsilon t} K(t),
\]

where

\[
K(t) = e^{\beta_1 v_2 \frac{1}{\beta_1 m_2 + 2\sigma_1 - \sigma_2^2} \int_T^t e^{-2\varepsilon t} ds}.
\]
where
\[ K(t) = \frac{2\beta_1 v_2}{(\beta_1 m_2 + 2\alpha_1 - \sigma_1^2)(2\alpha_2 - \sigma_2^2)} \left( 1 - e^{-(\alpha_2 - \frac{\sigma_2^2}{2})(t-T)} \right). \]

Therefore, we obtain
\[ -\ln Y_2(t) \geq \ln K(t) - 4\varepsilon t. \]

Then
\[ \frac{\ln Y_2(t)}{t} \leq -\frac{\ln K(t)}{t} + 4\varepsilon. \]

Moreover
\[ \frac{\ln K(t)}{t} \to 0 \quad \text{as} \quad t \to \infty. \]

Thus, for arbitrary \( \varepsilon > 0 \), we get
\[ \limsup_{t \to \infty} \frac{\ln Y_2(t)}{t} \leq 0, \quad \text{a.s.} \]

Consequently
\[ 0 \leq \liminf_{t \to \infty} \frac{\ln Y_1(t)}{t} \leq \liminf_{t \to \infty} \frac{\ln y(t)}{t} \leq \limsup_{t \to \infty} \frac{\ln y(t)}{t} \leq \limsup_{t \to \infty} \frac{\ln Y_2(t)}{t} \leq 0. \]

This implies that
\[ \lim_{t \to \infty} \frac{\ln y(t)}{t} = 0, \quad \text{a.s.} \]

The following theorem shows that system (3) is persistent in mean.

**Theorem 4.4.** Assume that \( \alpha_1 - \gamma - \frac{\sigma_1^2}{2} > 0 \) and \( \alpha_2 - \frac{\sigma_2^2}{2} > 0 \). Then for any initial value \( x_0, y_0 > 0 \), system (3) is persistent in mean.

**Proof.** Let \( V(y) = \ln y(t) \). Using the Itô formula, we obtain
\[ \ln y(t) = \ln y_0 + \left( \alpha_2 - \frac{\sigma_2^2}{2} \right) t - v_2 \int_0^t \frac{y(s)}{m_2 + x(s)} ds + \sigma_2 B_2(t). \]

Thus,
\[ \frac{v_2}{t} \int_0^t \frac{y(s)}{m_2 + x(s)} ds = -\frac{\ln y(t)}{t} + \frac{\ln y_0}{t} + \left( \alpha_2 - \frac{\sigma_2^2}{2} \right) + \sigma_2 B_2(t). \]

Letting \( t \to \infty \) and using the strong law of numbers of local martingales again and Theorem 4.3, we have
\[ \lim_{t \to \infty} \frac{1}{t} \int_0^t \frac{y(s)}{m_2 + x(s)} ds = \frac{\alpha_2 - \frac{\sigma_2^2}{2}}{v_2}, \quad \text{a.s.} \]
Then, we get
\[
\liminf_{t \to \infty} \frac{1}{t} \int_0^t y(s)ds \geq m_2 \liminf_{t \to \infty} \frac{1}{t} \int_0^t \frac{y(s)}{m_2 + x(s)} ds = \frac{m_2 (\alpha_2 - \frac{\sigma_2^2}{2})}{v_2} > 0, \quad \text{a.s.}
\]
From this, Definition 2 and Theorem 4.2, we obtain that system (3) is persistent in mean.

Next, we establish extinct results for prey or predator species.

**Theorem 4.5.** Let \((x(t), y(t))\) be a solution of system (3) with any initial value \(x_0, y_0 > 0\). Then we have
\[
\lim_{t \to \infty} x(t) = 0, \quad \lim_{t \to \infty} \frac{1}{t} \int_0^t y(s)ds = \frac{m_2 (\alpha_2 - \frac{\sigma_2^2}{2})}{v_2}, \quad \text{a.s.}
\]
when \(\alpha_1 - \frac{\sigma_1^2}{2} < 0\) and \(\alpha_2 - \frac{\sigma_2^2}{2} > 0\).

**Proof.** From the first equation of system (6), we have
\[
du(t) = \left(\alpha_1 - \frac{\sigma_1^2}{2} - \beta_1 e^{u(t)} - \frac{v_1 e^{(n-1)u(t)} e^{v(t)}}{m_1 e^{u(t)} + e^{mv(t)}}\right) dt + \sigma_1 dB_1(t)
\]
\[
\leq \left(\alpha_1 - \frac{\sigma_1^2}{2}\right) dt + \sigma_1 dB_1(t).
\]
Applying the comparison theorem for stochastic equations and the theory of diffusion processes (see Lemma 2.2), for \(\mu(t) = \alpha_1 - \frac{\sigma_1^2}{2}\) and \(\sigma(t) = \sigma_1\). By basic calculation, when \(\alpha_1 - \frac{\sigma_1^2}{2} < 0\), we obtain that \(S(-\infty) > -\infty\) and \(S(+\infty) = +\infty\). Then
\[
\lim_{t \to \infty} u(t) = -\infty, \quad \text{a.s.,}
\]
i.e.,
\[
\lim_{t \to \infty} x(t) = 0, \quad \text{a.s.}
\]
Therefore, for arbitrary small \(\varepsilon > 0\), there exist \(t_0\) and a set \(\Omega_\varepsilon\) such that \(P(\Omega_\varepsilon) \geq 1 - \varepsilon\) and \(\frac{x(t)}{m_2 + x(t)} \leq \varepsilon\) for \(t \geq t_0\) and \(\omega \in \Omega_\varepsilon\). Thus, from the second equation of system (3), we have
\[
dy(t) = y(t) \left(\alpha_2 - \frac{v_2 y(t)}{m_2 + x(t)}\right) dt + \sigma_2 y(t)dB_2(t)
\]
\[
= y(t) \left(\alpha_2 - \frac{v_2}{m_2} y(t) + \frac{v_2 x(t) y(t)}{m_2 (m_2 + x(t))}\right) dt + \sigma_2 y(t)dB_2(t).
\]
It is obvious that
\[
dy(t) \geq y(t) \left(\alpha_2 - \frac{v_2}{m_2} y(t)\right) dt + \sigma_2 y(t)dB_2(t)
\]
and
\[
dy(t) \leq y(t) \left(\alpha_2 - \frac{v_2}{m_2} (1 - \varepsilon) y(t)\right) dt + \sigma_2 y(t)dB_2(t).
\]
When $\alpha_2 - \frac{\sigma^2}{2} > 0$, from Lemma 2.1 and comparison theorem for stochastic equations, we have

$$\liminf_{t \to \infty} \frac{1}{t} \int_{0}^{t} y(s)ds \geq \frac{m_{2} (\alpha_2 - \frac{\sigma^2}{2})}{v_2}, \quad \limsup_{t \to \infty} \frac{1}{t} \int_{0}^{t} y(s)ds \leq \frac{m_{2} (\alpha_2 - \frac{\sigma^2}{2})}{v_2(1 - \varepsilon)}.$$  

For the arbitrary of $\varepsilon$, we get

$$\lim_{t \to \infty} \frac{1}{t} \int_{0}^{t} y(s)ds = \frac{m_{2} (\alpha_2 - \frac{\sigma^2}{2})}{v_2}, \quad \text{a.s.} \quad \square$$

**Theorem 4.6.** Let $(x(t), y(t))$ be a solution of system (3) with any initial value $x_0, y_0 > 0$. Then when $\alpha_1 - \frac{\sigma^2}{2} > 0$ and $\alpha_2 - \frac{\sigma^2}{2} < 0$, we have

$$\lim_{t \to \infty} x(t) = \frac{\alpha_1 - \frac{\sigma^2}{2}}{\beta_1}, \quad \int_{0}^{t} y(s)ds = 0, \quad \text{a.s.}$$

**Proof.** From the second equation of system (6), we get

$$dv(t) = \left( \alpha_2 - \frac{\sigma^2}{2} - \frac{v_2 e^{\sigma_2(t)}}{m_2 + e^{\sigma_2(t)}} \right) dt + \sigma_2 dB_2(t) \leq \left( \alpha_2 - \frac{\sigma^2}{2} \right) dt + \sigma_2 dB_2(t).$$

When $\alpha_2 - \frac{\sigma^2}{2} < 0$, similar as the proof of Theorem 4.5, we have

$$\lim_{t \to \infty} v(t) = -\infty, \quad \text{a.s.,}$$

i.e.,

$$\lim_{t \to \infty} y(t) = 0, \quad \text{a.s.}$$

Hence, for arbitrarily small $\varepsilon > 0$, there exist $T_0$ and a set $\Omega_\varepsilon$ such that $P(\Omega_\varepsilon) \geq 1 - \varepsilon$ and $v_1 \frac{w_2(t)}{x(t)} \leq \varepsilon$ for $t \geq T_0$ and $\omega \in \Omega_\varepsilon$. Then, from the first equation of system (3), we have

$$dx(t) \geq x(t) (\alpha_1 - \varepsilon - \beta_1 x(t)) dt + \sigma_1 x(t) dB_1(t)$$

and

$$dx(t) \leq x(t) (\alpha_1 - \beta_1 x(t)) dt + \sigma_1 x(t) dB_1(t).$$

When $\alpha_1 - \frac{\sigma^2}{2} > 0$, from Lemma 2.1 and comparison theorem for stochastic equations, we get

$$\liminf_{t \to \infty} \frac{1}{t} \int_{0}^{t} x(s)ds \geq \frac{\alpha_1 - \varepsilon - \frac{\sigma^2}{2}}{\beta_1}, \quad \limsup_{t \to \infty} \frac{1}{t} \int_{0}^{t} x(s)ds \leq \frac{\alpha_1 - \frac{\sigma^2}{2}}{\beta_1}. $$

By the arbitrary of $\varepsilon$, we have

$$\lim_{t \to \infty} \frac{1}{t} \int_{0}^{t} x(s)ds = \frac{\alpha_1 - \frac{\sigma^2}{2}}{\beta_1}, \quad \text{a.s.} \quad \square$$
Similar to Theorems 4.5 and 4.6, we can obtain the following result.

**Theorem 4.7.** Let \((x(t), y(t))\) be the solution of system (3) with any initial value \(x_0, y_0 > 0\). If \(\alpha_1 - \frac{\sigma_1^2}{2} < 0\) and \(\alpha_2 - \frac{\sigma_2^2}{2} < 0\), then
\[
\lim_{t \to \infty} x(t) = 0, \quad \lim_{t \to \infty} y(t) = 0, \quad \text{a.s.}
\]

5. Numerical simulations

In this section, we carry out numerical simulations to illustrate our theoretical results obtained in previous sections.

Our numerical method is based on the algorithm from [8]. Consider a case of \(n = 3\), the discretization equations are given as follows.

\[
\begin{align*}
x_{k+1} &= x_k + \left(\alpha_1 x_k - \beta_1 x_k^2 - \frac{v_1 x_k^2 y_k}{m_1 y_k^3 + x_k^3}\right) \Delta t + \sigma_1 x_k \sqrt{\Delta t}\chi_k \\
&\quad + \frac{\sigma_1^2}{2} x_k (\chi_k^2 - 1) \Delta t, \\
y_{k+1} &= y_k + \left(\alpha_2 y_k - \frac{v_2 y_k^2}{m_2 + x_k}\right) \Delta t + \sigma_2 y_k \sqrt{\Delta t}\eta_k \\
&\quad + \frac{\sigma_2^2}{2} y_k (\eta_k^2 - 1) \Delta t,
\end{align*}
\]

where \(\chi_k, \eta_k, k = 1, 2, \ldots, n\) are independent Gaussian random variables \(N(0, 1)\).

We choose \((x(0), y(0)) = (1, 10)\) as the initial value in system (3), and set parameters as \(\alpha_1 = 1.5, \beta_1 = 0.25, v_1 = 0.2, m_1 = 0.5, m_2 = 2, v_2 = 0.35\) and \(n_2 = 1\). Then \(\gamma = \max \left\{\frac{v_1}{m_1}, v_1\right\} = 0.4\). In Figure 5.1, we choose noise intensity \(\sigma_1 = 0.3\) and \(\sigma_2 = 0.15\), then the conditions of Theorem 4.4 are satisfied. As expected, system (3) is persistent in mean. Secondly, we fix \(\sigma_1 = 2\) and \(\sigma_2 = 0.8\). From Theorem 4.5, we have that prey species will become extinct (see Figure 5.2). Then, we let \(\sigma_1 = 0.7\) and \(\sigma_2 = 3\), which satisfy conditions of Theorem 4.6, it is clear that predator species will become extinct (see Figure 5.3). Finally, we choose \(\sigma_1 = 1.8\) and \(\sigma_2 = 2.3\). Then all conditions of Theorem 4.7 are satisfied. Thus, we obtain that both prey and predator species will become extinct (see Figure 5.4).

6. Conclusions

In this paper, we have incorporated general ratio-dependent function to describe the functional response. We have established the persistent and extinct results for system (3). For a special case \(n = 1\), system (3) is similar to that considered by Mandal and Banerjee [15]. The persistence of system (3) obtained in Theorem 4.4 are the same as Theorem 3.2 in [15]. However, in this paper, we have also established the extinct results for prey and predator species, which are not discussed by the authors in [15]. By our main results Theorems 4.4-4.7,
Figure 5.1. Numerical simulation of system (3) for $\sigma_1 = 0.3$, $\sigma_2 = 0.15$ and $\Delta t = 0.001$ shows that system (3) is persistent in mean.

Figure 5.2. Numerical simulation of system (3) for $\sigma_1 = 2$, $\sigma_2 = 0.8$ and $\Delta t = 0.001$ shows that prey species go to extinction.

we conclude that the power $n$ has no effect on the persistent and extinct results for system (3).
Figure 5.3. Numerical simulation of system (3) for $\sigma_1 = 0.7$, $\sigma_2 = 3$ and $\Delta t = 0.001$ shows that predator species go to extinction.

Figure 5.4. Numerical simulation of system (3) for $\sigma_1 = 1.8$, $\sigma_2 = 2.3$ and $\Delta t = 0.001$ shows that both prey and predator species go to extinction.

References

[1] R. Arditi and L. R. Ginzburg, *Coupling in predator-prey dynamics: ratio-dependence*, J. Theor. Biol. 139 (1989), no. 3, 311–326.
[2] R. Arditi, L. R. Ginzburg, and H. R. Akcakaya, Variation in plankton densities among lakes: a case for ratio-dependent predation models, Amer. Natural. 138 (1991), no. 5, 1287–1296.

[3] R. Arditi and H. Saiah, Empirical evidence of the role of heterogeneity in ratio-dependent consumption, Ecology 73 (1992), no. 5, 1544–1551.

[4] M. A. Aziz-Alaoui and M. D. Okiye, Boundedness and global stability for a predator-prey model with modified Leslie-Gower and Holling-type II schemes, Appl. Math. Lett. 16 (2003), no. 7, 1069–1075.

[5] A. A. Berryman, The origins and evolution of predator-prey theory, Ecology 73 (1992), no. 5, 1530–1535.

[6] L. Chen and J. Chen, Nonlinear Biological Dynamical System, Science Press, Beijing, 1993.

[7] A. P. Gutierrez, Physiological basis of ratio-dependent predator-prey theory: the metabolic pool model as a paradigm, Ecology 73 (1992), no. 5, 1552–1563.

[8] D. J. Higham, An algorithmic introduction to numerical simulation of stochastic differential equations, SIAM Rev. 43 (2001), no. 3, 525–546.

[9] S. B. Hsu, T. W. Hwang, and Y. Kuang, Global analysis of the Michaelis-Menten-type ratio-dependent predator-prey system, J. Math. Biol. 42 (2001), no. 6, 489–506.

[10] C. Ji, D. Jiang, and N. Shi, Analysis of a predator-prey model with modified Leslie-Gower and Holling-type II schemes with stochastic perturbation, J. Math. Anal. Appl. 359 (2009), no. 2, 482–498.

[11] N. D. Kazarinoff and P. van den Driessche, A model predator-prey system with functional response, Math. Biosci. 39 (1978), no. 1-2, 125–134.

[12] F. C. Klebaner, Introduction to Stochastic Calculus with Applications, Imperial College Press, London, 1998.

[13] Y. Kuang and E. Beretta, Global qualitative analysis of a ratio-dependent predator-prey system, J. Math. Biol. 36 (1998), no. 4, 389–406.

[14] B. Li and Y. Kuang, Heteroclinic bifurcation in the Michaelis-Menten-type ratio-dependent predator-prey system, SIAM J. Appl. Math. 67 (2007), no. 5, 1453–1464.

[15] P. S. Mandal and M. Banerjee, Stochastic persistence and stability analysis of a modified Holling-Tanner model, Math. Methods Appl. Sci. 36 (2013), no. 10, 1263–1280.

[16] A. F. Nindjin, M. A. Aziz-Alaoui, and M. Cadivel, Analysis of a predator-prey model with modified Leslie-Gower and Holling-type II schemes with time delay, Nonlinear Anal. Real World Appl. 7 (2006), no. 5, 1104–1118.

[17] L. A. Real, The kinetics of functional response, Amer. Natural. 111 (1977), no. 978, 289–300.

[18] ____, Ecological determinants of functional response, Ecology 60 (1979), no. 3, 481–485.

[19] X. Song and Y. Li, Dynamic behaviors of the periodic predator-prey model with modified Leslie-Gower Holling-type II schemes and impulsive effect, Nonlinear Anal. Real World Appl. 9 (2008), no. 1, 64–79.

[20] D. Xiao, W. Li, and M. Han, Dynamics in a ratio-dependent predator-prey model with predator harvesting, J. Math. Anal. Appl. 324 (2006), no. 1, 14–29.

[21] D. Xiao and S. Ruan, Global dynamics of a ratio-dependent predator-prey system, J. Math. Biol. 43 (2001), no. 3, 268–290.

[22] R. Yafia, F. E. Adnani, and H. T. Alaoui, Limit cycle and numerical simulations for small and large delays in a predator-prey model with modified Leslie-Gower and Holling-type II schemes, Nonlinear Anal. Real World Appl. 9 (2008), no. 5, 2055–2067.
Yu Yang  
School of Science and Technology  
Zhejiang International Studies University  
Hangzhou 310012, P. R. China  
E-mail address: yangyyj@126.com

Tonghua Zhang  
Department of Mathematics  
Swinburne University of Technology  
Melbourne, 3122, Australia  
E-mail address: tonghuazhang@swin.edu.au