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ABSTRACT

Gaussian belief propagation (BP) is a computationally efficient method to approximate the marginal distribution and has been widely used for inference with high dimensional data as well as distributed estimation in large-scale networks. However, the convergence of Gaussian BP is still an open issue. Though sufficient convergence conditions have been studied in the literature, verifying these conditions requires gathering all the information over the whole network, which defeats the main advantage of distributed computing by using Gaussian BP. In this paper, we propose a novel sufficient convergence condition for Gaussian BP that applies to both the pairwise linear Gaussian model and to Gaussian Markov random fields. We show analytically that this sufficient convergence condition can be easily verified in a distributed way that satisfies the network topology constraint.
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1. INTRODUCTION

Gaussian belief propagation (BP) [1,2] provides an efficiently distributed way to compute the marginal distribution of unknown variables with a joint Gaussian distribution, and Gaussian BP has been adopted in a variety of topics including image denosing [3], distributed power state estimation [4] in smart grid, data detection for massive MIMO systems [5], distributed beamforming [6] and synchronization [7–10] in distributed networks, fast solver for system of linear equations [11], distributed rate control in ad-hoc networks [12], factor analyzer networks [13], sparse Bayesian learning [14], inter-cell interference mitigation [15], and peer-to-peer rating in social networks [16]. It has been shown that Gaussian BP computes the optimal centralized estimator if it converges [1,2]. The challenge of deploying Gaussian BP for large-scale networks is determining if it will converge. In particular, it is generally known that, if the factor graph, which represents the joint distribution, contains cycles, the Gaussian BP algorithm may diverge. Thus, determining convergence conditions for the Gaussian BP algorithm is very important. Further, in practical applications for large-scale networks, having an easily verified sufficient convergence condition is of great importance.

Sufficient convergence conditions for Gaussian BP have been developed in [2, 17, 18] when the underlying Gaussian distribution is expressed in terms of Gaussian Markov random fields (GMRFs) with scalar variables. These works focus on the convergence analysis of Gaussian BP for computing the marginal distribution of a joint distribution with pairwise factors. However, as demonstrated in [1], the iterative equations for Gaussian BP on GMRFs are different from those for distributed estimation problems such as in [4,6–8,11–15], where linear Gaussian measurements are involved.

Recently, the convergence properties of Gaussian BP for the linear Gaussian measurement model with vector variables have been studied in [1]. It is analytically shown that the marginal covariance for each unknown vector variable converges to a unique positive definite matrix with double exponential rate with arbitrary positive-semidefinite initial message information matrix. Further, a sufficient convergence condition that guarantees the belief mean to converge to the exact marginal mean is also given. It is also shown that this sufficient convergence condition subsumes all the previous sufficient convergence conditions in [2, 17, 18].

Though sufficient convergence conditions have been studied for both the GMRFs and linear Gaussian models, verifying these conditions all require to gather all the information together to perform centralized computation. For example, in [1], the convergence condition requires computation with complexity of $O(N^3)$ of the spectrum radius of a dimension-$N$ matrix, where $N$ is the dimension of a vector constructed by stacking together all the mean vectors exchanged in the network at each iteration. This defeats the main advantage of low computation complexity of a distributed inference algorithm. In this paper, we present a sufficient convergence condition for Gaussian BP on both GMRFs and linear Gaussian models and demonstrate that it can be easily verified in a distributed way that respects the network topology constraints.

2. COMPUTATION MODEL

2.1. Belief Propagation

The BP algorithm computes the marginal distribution/function given a factorization of the distribution/function. The factorization can be represented by a graphical model known as
factor graph [19], and the BP algorithm can be expressed as message passing on the factor graph.

In the factor graph, every vector variable \( x_i \) is represented by a circle (called variable node) and the probability distribution of a vector variable or a group of vector variables is represented by a square (called factor node). A variable node is connected to a factor node if the variable is involved in that particular factor. For example, Fig. 1 shows the factor graph representation of a joint Gaussian distribution. The explicit functions of \( f_{i,j} \) and \( f_i \) for the linear Gaussian model and the GMRF will be given later.

We next derive the BP algorithm over the corresponding factor graph. It involves two types of messages: one is the message from a variable node \( x_j \) to its neighboring factor node \( f_{i,j} \), defined as

\[
m_{j→f_{i,j}}^{(ℓ)}(x_j) = p(x_j) \prod_{f_{k,j} \in B(j) \setminus f_{i,j}} m_{k,j→j}^{(ℓ-1)}(x_j),
\]

where \( B(j) \) denotes the set of neighboring factor nodes of \( x_j \), and \( m_{k,j→j}^{(ℓ-1)}(x_j) \) is the message from \( f_{k,j} \) to \( x_j \) at iteration \( ℓ - 1 \). The second type of message is from a factor node \( f_{i,j} \) to a neighboring variable node \( x_i \), defined as

\[
m_{f_{i,j}→i}^{(ℓ)}(x_i) = \int \cdots \int_{x_i} \prod_{j \in B(i) \setminus f_{i,j}} m_{j→f_{i,j}}^{(ℓ)}(x_j) d \{x_j\}_{j \in B(f_{i,j}) \setminus i},
\]

where \( B(f_{i,j}) \) denotes the set of neighboring variable nodes of \( f_{i,j} \). The process iterates between equations (1) and (2). At each iteration \( ℓ \), the approximate marginal distribution, also referred to as belief, on \( x_i \) is computed locally at \( x_i \) as

\[
b_{BP}^{(ℓ)}(x_i) = p(x_i) \prod_{f_n \in B(i)} m_{f_n→i}^{(ℓ)}(x_i).
\]

In the following subsections, we show the updating equations of Gaussian BP for the linear Gaussian model and the GMRF.

### 2.2. Linear Gaussian Model

Consider a general connected network of \( M \) nodes, with \( V = \{1, \ldots, M\} \) denoting the set of nodes, and \( E_{\text{Net}} \subset V \times V \) the set of all undirected communication links in the network, i.e., if \( i \) and \( j \) are within the communication range, \( (i, j) \in E_{\text{Net}} \). The local observations, \( y_{i,j} \), between node \( i \) and \( j \) are modeled by the pairwise linear Gaussian model [20, 21]:

\[
y_{i,j} = A_{i,j} x_i + A_{i,j} x_j + z_{i,j}, \tag{4}
\]

where \( A_{i,j} \) and \( A_{i,j} \) are known coefficient matrices with full column rank, \( x_i \) and \( x_j \) are local unknown vector parameters at node \( i \) and \( j \) with dimension \( N_i \times 1 \) and \( N_j \times 1 \), and with prior distribution \( p(x_i) \sim \mathcal{N}(x_i|0, W_i) \) and \( p(x_j) \sim \mathcal{N}(x_j|0, W_j) \), and \( z_{i,j} \) is additive noise with distribution \( z_{i,j} \sim \mathcal{N}(z_{i,j}|0, R_{i,j}) \). It is assumed that \( p(x_i, x_j) =

\[
\begin{align*}
p(x_j | x_i) \text{ and } p(z_{i,j}, z_{s,t}) &= p(z_{i,j}) p(z_{s,t}) \text{ for } \{i, j\} \neq \{s, t\}. \text{ The goal is to estimate } x_i, \text{ based on } y_{i,j}, p(x_i) \text{ and } p(z_{i,j}) \text{ for all } x_i \in V. \text{ Note that in (4), } y_{i,j} = y_{j,i}.
\end{align*}
\]

The joint distribution \( p(x) p(y|x) \) is first written as the product of the prior distribution and the likelihood function as

\[
p(x)p(y|x) = \prod_{i \in V} p(x_i) \prod_{i \in V} p(y_{i,j} | x_i, y_j, \{i, j\} \in E_{\text{Net}}).
\]

Following the computation rule of (2), it can be easily shown that the message from a factor that denotes prior information is a constant, i.e., \( m_{f_{i,j}→i}^{(ℓ)}(x_i) = p(x_i), \quad \forall \ell = 0, 1, \ldots \). Further, from (2) and (1), message \( m_{f_{i,j}→i}^{(ℓ)}(x_i) \) will never be used for message updating. Therefore, we next focus on the message exchange between the factor denoting the likelihood function and its neighboring variables.

It can be shown that the message from a factor node to a variable node is given by [1]

\[
m_{f_{i,j}→i}(x_i) \propto \exp \left\{ -\frac{1}{2} \|x_i - v_{f_{i,j}→i}^{(ℓ)}\|_2^2 C_{f_{i,j}→i}^{(ℓ-1)} \right\}, \tag{6}
\]

where \( C_{f_{i,j}→i}^{(ℓ-1)} \) and \( v_{f_{i,j}→i}^{(ℓ-1)} \) are the message covariance matrix and mean vector received at variable node \( i \) at the \( \ell - 1 \) iteration with

\[

\begin{align*}
C_{f_{i,j}→i}^{(ℓ-1)} &= A_{j,i}^T R_{i,j} + A_{i,j} C_{f_{j→i}}^{(ℓ-1)} A_{i,j}^T \tag{7}
\end{align*}
\]

and

\[

\begin{align*}
v_{f_{i,j}→i}^{(ℓ-1)} &= A_{j,i}^T \left( R_{i,j} + A_{i,j} C_{f_{j→i}}^{(ℓ-1)} A_{i,j}^T \right)^{-1} x_i, \tag{8}
\end{align*}
\]

Furthermore, the general expression for the message from a variable node to a factor node is

\[
m_{j→f_{i,j}}^{(ℓ)}(x_j) \propto \exp \left\{ -\frac{1}{2} \|x_j - v_{j→f_{i,j}}^{(ℓ)}\|_2^2 C_{j→f_{i,j}}^{(ℓ)} \right\}, \tag{9}
\]

![Fig. 1](image-url) An example of factor graph representing a joint Gaussian distribution.
where $C_{j \rightarrow f_{i,j}}^{(t)}$ and $v_{j \rightarrow f_{i,j}}^{(t)}$ are the message covariance matrix and mean vector received at variable node $j$ at the $t$-th iteration, where the inverse of the covariance matrix updating equation is given by

$$[C_{j \rightarrow f_{i,j}}^{(t)}]^{-1} = W_j^{-1} + \sum_{f_{k,j} \in B(j) \setminus f_{i,j}} [C_{f_{k,j} \rightarrow j}^{(t-1)}]^{-1},$$

and the mean vector is

$$v_{j \rightarrow f_{i,j}}^{(t)} = C_{j \rightarrow f_{i,j}}^{(t)} \left( \sum_{f_{k,j} \in B(j) \setminus f_{i,j}} [C_{f_{k,j} \rightarrow j}^{(t-1)}]^{-1} v_{f_{k,j} \rightarrow j}^{(t-1)} \right).$$

Following Lemma 2 in [1], we know that setting the initial message covariances inverse (also known as the message information matrix) $[C_{j \rightarrow f_{i,j}}^{(0)}]^{-1} = 0$ for all $k \in V$ and $j \in B(k)$ guarantees $[C_{j \rightarrow f_{i,j}}^{(t)}]^{-1} \geq 0$ for $t \geq 1$. Therefore, let the initial messages at factor node $f_{k,j}$ be in Gaussian functions with covariance $[C_{f_{k,j} \rightarrow j}^{(0)}]^{-1} \geq 0$ for all $k \in V$ and $j \in B(f_{k,j})$. Then all the messages $m_{j \rightarrow f_{i,j}}^{(0)}(x_j)$ and $m_{f_{k,j} \rightarrow j}(x)$ exist and are in Gaussian form.

Furthermore, during each round of message updating, each variable node can compute the belief for $x_i$ using (3), which can be easily shown to be

$$b_i^{(t)}(x_i) \sim \mathcal{N}(x_i; \mu_i^{(t)}, p_i^{(t)}),$$

with the inverse of the covariance matrix

$$[p_i^{(t)}]^{-1} = \sum_{f_{i,j} \in B(f_{i,j})} [C_{f_{i,j} \rightarrow i}^{(t)}]^{-1},$$

and mean vector

$$\mu_i^{(t)} = \left[ \sum_{j \in B(f_{i,j})} [C_{f_{i,j} \rightarrow i}^{(t)}]^{-1} \sum_{j \in B(f_{i,j})} [C_{f_{i,j} \rightarrow i}^{(t)}]^{-1} v_{f_{i,j} \rightarrow i}^{(t)} \right].$$

The iterative algorithm based on BP is summarized as follows. The algorithm is started by setting the message from factor node to variable node as $m_{j \rightarrow f_{i,j}}^{(0)}(x_i) = \mathcal{N}(x_i; v_{j \rightarrow f_{i,j}}^{(0)}), C_{j \rightarrow f_{i,j}}^{(0)}$ with a random initial vector $v_{j \rightarrow f_{i,j}}^{(0)}$ and $[C_{j \rightarrow f_{i,j}}^{(0)}]^{-1} \geq 0$. At each round of message exchange, every variable node computes the outgoing messages to factor nodes according to (10) and (11). After receiving the messages from its neighboring variable nodes, each factor node computes its outgoing messages according to (7) and (8). Such iteration is terminated when (14) converges (e.g., when $\|\mu_i^{(t)} - \mu_i^{(t-1)}\| < \eta$, where $\eta$ is a threshold) or the maximum number of iterations is reached. Then the estimate of $x_i$ of each node is obtained as in (14).

In recent work [1, 22], it is shown that the message information matrix converges with double exponential rate to a unique positive definite matrix with arbitrary positive semidefinite initial value. Thus, it is reasonable to assume that, for arbitrary initial value $v_{j \rightarrow f_{i,j}}^{(0)}$, the evolution of $v_{j \rightarrow f_{i,j}}^{(t)}$ in (11) can be written in terms of the limit message information matrices, i.e., $C_{j \rightarrow f_{i,j}}^{*}$ and $C_{f_{k,j} \rightarrow j}^{*}$, as

$$v_{j \rightarrow f_{i,j}}^{(t)} = C_{j \rightarrow f_{i,j}}^{*} \sum_{f_{k,j} \in B(j) \setminus f_{i,j}} [C_{f_{k,j} \rightarrow j}^{*}]^{-1} v_{f_{k,j} \rightarrow j}^{(t-1)}.$$

Using (8), and replacing indices $j, i$ with $k, j$ respectively, $v_{f_{k,j} \rightarrow j}^{(t-1)}$ is given by

$$v_{f_{k,j} \rightarrow j}^{(t)} = A_{k,j}^{T} \left[ R_{k,j} + A_{j,k} C_{k \rightarrow f_{k,j}}^{*} A_{k,j}^{T} \right]^{-1} \left( y_{k,j} - A_{j,k} v_{f_{k,j} \rightarrow j}^{(t-1)} \right).$$

Substituting (16) into (15), we have

$$v_{j \rightarrow f_{i,j}}^{(t)} = b_{j \rightarrow f_{i,j}} - C_{j \rightarrow f_{i,j}}^{*} \sum_{f_{k,j} \in B(j) \setminus f_{i,j}} C_{f_{k,j} \rightarrow j}^{*} M_{k,j} A_{j,k} v_{f_{k,j} \rightarrow j}^{(t)}.$$

The column vector $v_{j \rightarrow f_{i,j}}^{(t)}$ containing all $\{v_{j \rightarrow f_{i,j}}^{(t)}\}_{i \in V(j)}$ as subvectors with ascending index on $i$. Similarly, $b_{j}$ containing all $\{b_{j \rightarrow f_{i,j}}\}_{i \in V(j)}$ as subvectors with ascending index on $i$, and $v^{(t-1)}$ containing $v_{f_{k,j} \rightarrow j}^{(t-1)}$ for all $f_{k,j} \in B(j) \setminus f_{i,j}$ as subvectors with ascending index first on $z$ and then on $k$. The matrix $Q_{z}$ is a row block matrix with component blocks $0$ and $C_{j \rightarrow f_{i,j}}^{*}$ where $f_{k,j} \in B(j) \setminus f_{i,j}$.

In the next subsection, we show that the convergence of Gaussian BP for GMRF also depends on an iterative equation similar to (18), and a distributed convergence condition for such iterative updating is given in the next section.

### 2.3. Gaussian Markov Random Field

In the domain of physics and probability, a Markov random field (often abbreviated as MRF), Markov network, or undirected graphical model is a set of random variables having a Markov property described by an undirected graph. A multi-variate normal distribution forms a GMRF with respect to a graph if the missing edges correspond to zeros on the information matrix $J$. We denote the normalized joint Gaussian distribution as

$$p(x) \propto \exp\left(-\frac{1}{2}x^{T}Jx + h^{T}x\right)$$
where $J_{i,i} = 1$ for all $i$. Function $p(x)$ can always be factorized as
\[
p(x) \propto \prod_{i \in V} \exp \left( -\frac{1}{2} J_{i,i} x_i^2 + h_i x_i \right) \prod_{(i,j) \in E_{\text{MRF}}} \exp (-x_i J_{i,j} x_j).
\]
We denote the factor containing a single variable as
\[
f_i(x_i) = \exp \left( -\frac{1}{2} J_{i,i} x_i^2 + h_i x_i \right).
\]
The other factor represents local correlations and contains a pair of unknown variables
\[
f_{i,j}(x_i, x_j) = \exp \left( -x_i J_{i,j} x_j \right)
\]
with $J_{i,j} \neq 0$. Following the BP message computation rule in (1) and (2), we can compute the message updating equations for messages from factor node to variable node $m^{(\ell)}_{j \rightarrow f_{i,j}}(x_i)$ and also message from variable node to factor node $m^{(\ell)}_{f_{i,j} \rightarrow j}(x_j)$. We omit these equations due to space limitations. Similar to the message computation of Gaussian BP for the linear Gaussian model, the computation of $m^{(\ell)}_{j \rightarrow f_{i,j}}(x_j)$ depends on $m^{(\ell)}_{f_{i,j} \rightarrow j}(x_i)$. We substitute $m^{(\ell)}_{f_{i,j} \rightarrow j}(x_i)$ into $m^{(\ell)}_{j \rightarrow f_{i,j}}(x_j)$ and obtain the message updating expression
\[
m^{(\ell)}_{j \rightarrow f_{i,j}}(x_j) \propto \exp \left\{ -\frac{1}{2} J^{(\ell)}_{j \rightarrow f_{i,j}} x_j^2 + \Delta h^{(\ell)}_{j \rightarrow f_{i,j}} x_j \right\},
\]
with the updating parameters
\[
\Delta J^{(\ell)}_{j \rightarrow f_{i,j}} = -\frac{J^{2}_{j,i}}{J_{i,i} + \sum_{k \in \mathcal{N}(i) \backslash j} \Delta J^{(\ell-1)}_{k \rightarrow f_{k,i}}},
\]
\[
\Delta h^{(\ell)}_{j \rightarrow f_{i,j}} = -\frac{J_{j,i}(h_i + \sum_{k \in \mathcal{N}(i) \backslash j} \Delta h^{(\ell-1)}_{k \rightarrow f_{k,i}})}{J_{i,i} + \sum_{k \in \mathcal{N}(i) \backslash j} \Delta J^{(\ell-1)}_{k \rightarrow f_{k,i}}}.
\]

In [2, Proposition 1], based on the interpretation that $[J^{-1}]_{i,j}$ is the sum of the weights of all the walks from variable $j$ to variable $i$ on the corresponding GMRF, a sufficient Gaussian BP convergence condition known as walk-summability is provided, which is equivalent to
\[
I - [R] > 0,
\]
where $I$ is the initial message variance inverse. Then, $[R]$ is the matrix of entrywise absolute values of $R$. However, to verify the walk-summability, one needs to compute $I - J$ in a centralized way, which defeats the main advantage of distributed computing of Gaussian BP.

Following the convergence analysis of message information matrix in [1], it can be shown that $\Delta J^{(\ell)}_{j \rightarrow f_{i,j}}$ is convergence guaranteed if the initial value is $\Delta J^{(0)}_{j \rightarrow f_{i,j}} = 0$. Let $\Delta J^{(\ell)}_{j \rightarrow f_{i,j}}$ denote the converged fixed point, then (22) can be written as
\[
\Delta h^{(\ell)}_{j \rightarrow f_{i,j}} = -\frac{J_{j,i}(h_i + \sum_{k \in \mathcal{N}(i) \backslash j} \Delta h^{(\ell-1)}_{k \rightarrow f_{k,i}})}{J_{i,i} + \sum_{k \in \mathcal{N}(i) \backslash j} \Delta J^{(\ell-1)}_{k \rightarrow f_{k,i}}}.
\]

Then similar to the analysis before (18), we have
\[
\{h^{(\ell)}_{j \rightarrow f_{i,j}}\}_i \in \mathcal{N}(j) = \tilde{b}_j - \tilde{Q}_j \tilde{h}^{(\ell-1)},
\]
with $\tilde{b}_j = \frac{J_{j,i}}{J_{i,i} + \sum_{k \in \mathcal{N}(i) \backslash j} \Delta J^{(\ell-1)}_{k \rightarrow f_{k,i}}}$, and $\tilde{h}^{(\ell)}$ containing $h^{(\ell)}_{k \rightarrow f_{k,i}}$ for all $f_{k,i} \in \mathcal{B}(j) \setminus f_{i,j}$ as components. The matrix $\tilde{Q}_j$ is a row matrix with component 0 and
\[
\tilde{Q}_j = \frac{J_{j,i}}{J_{i,i} + \sum_{k \in \mathcal{N}(i) \backslash j} \Delta J^{(\ell-1)}_{k \rightarrow f_{k,i}}}.
\]

### 3. DISTRIBUTED CONVERGENCE CONDITION

The challenge of deploying the Gaussian BP algorithm is determining whether it will converge. In particular, it is generally known that, if the factor graph contains cycles, the BP algorithm may diverge. Thus, determining convergence conditions for the BP algorithm is very important. In loopy graphs, sufficient conditions for the convergence of Gaussian BP with scalar variables for the linear Gaussian model are available in [1], and sufficient conditions for the convergence of Gaussian BP with vector variables for GMRF are available in [2, 17]. However, checking these conditions requires centralized computation, which conflicts with the low computation complexity property of distributed computation. In this section, we present a sufficient convergence condition for Gaussian BP and demonstrate a distributed way to verify this condition for both the linear Gaussian model and the GMRF model. In the following, we perform the convergence analysis for the linear Gaussian model as an example, and all the analysis and results apply to the GMRF case.

For arbitrary pairwise linear Gaussian model, we define the block matrix $Q$ as
\[
Q = \begin{bmatrix}
Q_1 \\
Q_2 \\
\vdots \\
Q_M
\end{bmatrix},
\]
and let $v^{(\ell)}$ and $b$ be the vector containing $v^{(\ell)}_{j,i}$ and $b_j$ respectively with the same stacking order as $Q_j$ in $Q$. Following (18), we have
\[
v^{(\ell)} = -Qv^{(\ell-1)} + b.
\]

For this linear updating equation, it is known that, for arbitrary initial value $v^{(0)}$, $v^{(\ell)}$ converges if and only if the spectral radius $\rho(Q) < 1$. In [1], the convergence condition of Gaussian BP for the linear Gaussian model is given as following.
Theorem 1. The vector sequence \( \{v^{(\ell)}\}_{\ell=0,1,\ldots} \) defined by (26) converges to a unique value for any initial value \( \{v^{(0)}\} \) and initial covariance matrix inverse \( [C_{f_i,j}^{(0)}]^{-1} \geq 0 \) if and only if \( \rho(Q) < 1 \).

The above condition subsumes the walk-summability condition as shown in [1]. However, checking this condition requires computation of the spectral radius of \( Q \) with a computational complexity of \( O((\sum_i |V_i| N_i)^3) \), which conflicts with the low computation complexity purpose for distributed inference.

We next present a sufficient convergence condition and demonstrate a distributed way to verify this condition. Since \( Q \) is a square matrix, we have \( \rho(Q) \leq \sqrt{\rho(QQ^T)} \), and therefore \( \rho(QQ^T) < 1 \) is a sufficient condition for the convergence of \( v^{(\ell)} \).

According to the construction of \( Q_j \), which is a row block matrix with block components \( 0 \) and \( C_{j \rightarrow f_i,j} \) where \( f_k,j \in \mathcal{B}(j) \setminus f_i,j \), we have
\[
Q_j Q_j^T = 0, \quad \forall i \neq j.
\]
Therefore, \( QQ^T \) is a block diagonal matrix with block diagonal elements \( Q_i Q_i^T \), \( j = 1, \ldots, M \). Following the analysis above (18), \( Q_j \) is a matrix with entries \( C_{j \rightarrow f_i,j} \) or \( 0 \), therefore \( \rho(Q_j Q_j^T) \) can be computed locally at node \( j \).

From Theorem 1, by setting \( [C_{f_i,j}^{(0)}]^{-1} \geq 0 \), \( [C_{f_i,j}^{(\ell)}]^{-1} \) converges to a unique positive definite matrix. Then, according to (10), \( C_{j \rightarrow f_i,j}^{(\ell)} \) converges to a unique positive definite matrix. Once \( \rho(QQ^T) < 1 \) for all \( i \neq j \), we know \( v_{j \rightarrow f_i,j}^{(\ell)} \), which is an entry in \( v^{(\ell)} \), converges. Then, we can conclude \( \mu_j^{(\ell)} \) in (14) converges to a fixed point \( \mu_j^* \). It has already been shown that, once Gaussian belief propagation converges, it converges to the centralized optimal estimate [1, 2] for both the linear Gaussian model and the GMRFs. The above analysis also applies to Gaussian BP on GMRFs. We then have the following two theorems for the linear Gaussian model and GMRFs, respectively.

Theorem 2. For the linear Gaussian model, the marginal mean computed by Gaussian BP converges to the exact mean if \( \rho(Q_j Q_j^T) < 1 \) and \( [C_{f_i,j}^{(0)}]^{-1} \geq 0 \) for all \( j \in V, i \in \mathcal{B}(j) \).

Theorem 3. For the GMRF, the marginal mean computed by Gaussian BP converges to the exact mean if \( \rho(Q_j Q_j^T) < 1 \) and \( \Delta j_{j \rightarrow f_i,j}^{(\ell)} = 0 \) for all \( j \in V, i \in \mathcal{B}(j) \).

4. CONCLUSION

This paper has established distributed sufficient convergence conditions for Gaussian belief propagation for both the linear Gaussian model and Gaussian Markov random fields. Compared with existing convergence conditions for Gaussian belief propagation that need to gather information for centralized computation, the proposed sufficient condition only involves local computation at each node, which fits well distributed computation.
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