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Abstract—The rapid adoption of electric vehicles (EVs) calls for the widespread installation of EV charging stations. To maximize the profitability of charging stations, intelligent controllers that provide both charging and electric grid services are in great need. However, it is challenging to determine the optimal charging schedule due to the uncertain arrival time and charging demands of EVs. In this paper, we propose a novel centralized allocation and decentralized execution (CADE) reinforcement learning (RL) framework to maximize the charging station’s profit. In the centralized allocation process, EVs are allocated to either the waiting or charging spots. In the decentralized execution process, each charger makes its own charging/discharging decision while learning the action-value functions through a share replay memory. This CADE framework significantly improves the scalability and sample efficiency of the RL algorithm. Numerical results show that the proposed CADE framework is both computationally efficient and scalable, and significantly outperforms the baseline model predictive control (MPC). We also provide an in-depth analysis of the learned action-value function to explain the inner working of the reinforcement learning agent.
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 NOMENCLATURE

\( \beta_{it} \) A binary variable indicating if the \( i \)th EV is in the charging station at time \( t \).

\( \Delta a \) Interval between neighboring values in action set \( A \).

\( \Delta t \) Length of one time step.

\( \eta_{it} \) A binary variable indicating if the \( i \)th EV is connected to a charger at time \( t \).

\( A \) The set of all discrete actions of a reinforcement learning agent.

\( a \in A \) one of the actions, i.e. the charging/discharging power selected by a charger for an EV.

\( a^{\text{lower}} \) The lower bound of charging/discharging power constrained by battery energy level.

\( a^{\text{upper}} \) The upper bound of charging/discharging power constrained by battery energy level.

\( a^{\text{min}} \) The minimal charging power. The minimal charging power corresponds to the maximum discharging power.

\( B \) Net revenue of the charging station by charging and discharging EV batteries.

\( C_l \) Demand charge of the charging station.

\( C_p \) Penalty paid by the charging station for not charging EVs to their target energy levels.

\( e^r \) Remaining energy to be charged for an EV, i.e. the difference between \( e \) and \( e^{tgt} \).

\( e^{init}, e^{final}, e^{tgt} \) The initial/final/target energy level of an EV.

\( e^{min}, e^{max} \) The minimum/maximum energy level of an EV.

\( E_{r, w} \) Sum of \( e^r \) of all EVs in the waiting area.

\( e_{it} \) Energy level of the \( i \)th EV at time \( t \).

\( H \) The set of time-of-use periods.

\( h \) \( h \in H \), one of the time-of-use periods.

\( I \) The set of EVs that have arrived at the charging station in \( T \).

\( J \) The set of all chargers in the charging station.

\( L_{ht} \) Recorded peak power of a charging station in time-of-use period \( h \) at time \( t \).

\( m_t \) The net revenue of charging/discharging an EV with 1kWh of electricity.

\( N \) The total number of parking spots in a charging station.

\( N_{c} \) The number of chargers.

\( N_{w} \) The number of waiting spots.

\( P \) The price paid by an EV customer to the charging station for 1kWh of electricity.

\( P_{d} \) The price the charging station pays to the electric utility for discharging 1kWh of electricity.

\( P_e \) The price of electricity charged by the electric utility.

\( P_l \) The price the charging station pays to the electric utility for 1kW of recorded peak power.

\( Q(s, a) \) The state-action value function of taking action \( a \) at state \( s \).

\( r \) The reward received by a charger.

\( r^b \) The reward received by a charger through performing charging/discharging of EVs.

\( r^l \) The reward received by a charger for increasing the recorded peak power.

\( r^p \) The reward received by a charger for not charging an EV to its target energy level.

\( s \) The state of environment of a charger.

\( T \) A discrete time horizon.

\( t \) \( t \in T \), one of the time steps.

\( t^a / t^d \) The arrival/departure time of an EV.

\( t^c \) The remaining dwelling time of an EV.

\( T_B \) The billing period of demand charge \( C_l \).

\( Z \) Profit of the charging station.

I. INTRODUCTION

In the past decade, the global electric vehicle (EV) market has been growing exponentially thanks to the rapid advancement of battery technologies. To support further pene-
tation of EVs, it is critical to develop smart charging stations that could satisfy the charging needs in a cost-effective manner.

The topic of charging station operation optimization has been widely researched with model-based algorithms. The pricing and scheduling of EV charging are jointly considered in the charging station profit maximization problem and solved by an enhanced Lyapunov optimization algorithm [1]. By jointly considering the admission control, pricing, and charging scheduling, a charging station profit maximization problem is formulated and solved by the combination of multi-sub-process based admission control and gradient-based optimization algorithm [2]. The planning and operation problem of single output multiple cables charging spots is formulated and solved by a two-stage stochastic programming [3]. The charging station scheduling problem that considers vehicle-to-vehicle charging is formulated as a constrained mixed-integer linear program and solved by dual and Benders decomposition [4]. The scheduling of battery replacement in charging stations is solved by a multistage stochastic programming algorithm [5]. By considering renewable generation and energy storage systems in the design [6]–[8] and operation of charging stations [9], [10], significant economic benefits can be gained.

Model-based control approaches have also been applied to schedule EV charging considering vehicle-grid integration (VGI). A decentralized control algorithm to optimally schedule EV charging is developed to fill the valleys in electric load profiles [11]. To mitigate the impact on distribution networks, the EV charging and discharging coordination problem is solved with the strategy of the coalition formation [12]. To smooth out the power fluctuations caused by distributed renewable energy sources, a joint iterative optimization method is developed to schedule the charging of EVs and minimize the cost of load regulation [13]. The problem of routing and charging scheduling of EVs considering VGI is formulated as an optimization problem solved by an approximated algorithm [14]. The VGI, vehicle-to-vehicle energy transfer, and demand-side management in vehicle-to-building aspects have also been studied with the mixed integer programming [15] and a distributed control algorithm [16].

The aforementioned model-based methods rely heavily on sophisticated algorithm designs that are tailored for specific charging scenarios. Most of the model-based methods cast the charging station scheduling problem as a complex optimization problem, which is time-consuming to solve when the scale of the charging station increases. To address the scalability issues of model-based methods, researchers are turning to reinforcement learning (RL), which excels at solving sequential decision-making problems in real-time. The RL agent aims at learning a good control policy by interacting with the environment or a simulation system to achieve the best long-term rewards. Combining RL algorithms with deep neural networks has led to breakthroughs in solving complex problems with large-scale state and action spaces [17].

The application of RL to schedule the charging of a single EV is widely covered in the literature. An early attempt leverages the tabular Q-learning method [18], which can only deal with small-scale state and action space. To overcome the limitations of tabular methods, kernel averaging regression functions are used to approximate the action-value functions in scheduling the charging of an individual EV [19], [20] further extends the charging scheduling problem for a single EV by considering bidirectional energy transfer and utilizing deep neural networks to approximate state-action values. Apart from reducing the charging cost, drivers’ anxiety about the EVs’ range [21] and photovoltaic self-consumption [22] can also be quantified and included as training targets. To ensure the EV is sufficiently charged upon departure, [23] introduces an exponential penalty term to encourage the charger finishing the charging task on time, while [24] utilizes constrained policy optimization to learn a safe policy without the need to manually design a penalty term. Long short-term memory (LSTM) is also widely used to predict the electricity price as an input to the RL algorithm [20], [25]–[27].

Compared to the single EV algorithms, it is much more challenging to apply RL to coordinate the charging of multiple EVs in a charging station. This is because the dimensionality of the state space is changing with the stochastic arrival and departure of EVs. To address this problem, a two-stage heuristic RL algorithm is proposed [28]. In the first stage, an RL agent learns the collective EV fleet charging strategy. In the second stage, a simple heuristic is used to translate collective control action back to individual charger control action. The drawback of this approach is that the simple heuristic cannot guarantee optimal charging scheduling. An alternative approach to tackle the difficulty of dimension-varying state and action space is to represent the state-action function using a linear combination of a set of carefully designed feature functions [29]. However, designing good feature functions is a manual process that can be challenging. To overcome this challenge, [30] develops a novel grid representation of EVs’ required and remaining charging time such that the dimensions of state and action are constants. The problem with this grid approach is that the charger can only select to charge with full power or no charge, without any intermediate power outputs. While in most of the research papers RL agents are deployed to determine output charging powers, [31] instead uses RL to predict future conditions. A model-based method is used determine charging powers. The drawback of this approach is that the prediction can hardly be accurate. Researchers also studied the problem of charging scheduling of multiple individual EVs in a local area to reduce the load of the grid [32], [33]. In these work, each charger is an RL agent and collective features (e.g., the total load) are usually introduced to the state vector. These pioneering studies demonstrate the potential of RL in charging scheduling and pave the way for further research.

Other interesting applications of RL related to charging include the scheduling of multiple charging stations where each charging station is treated as a unit [34], [35], the dynamic pricing for charging services [36]–[38], and the scheduling of battery swapping stations [39], [40].

In this paper, we propose an innovative centralized allocation and decentralized execution (CADE) framework to schedule the charging activities at the charging station. Compared to previous work [28]–[31], the problem formulation in this paper considers waiting area, VGI, and demand charge, making it more realistic and comprehensive. By synergistically
combining the merits of RL and advanced optimization, our proposed CADE framework is highly scalable and yields competitive charging station profit compared to state-of-the-art baseline algorithms. The centralized allocation module leverages an optimization technique to determine which EVs should be connected to the chargers. To address the challenge of the dimension-varying state and action space of the charging station, we propose a decentralized execution scheme, where each charger is represented by an RL agent and determines its own charging/discharging actions. The individual chargers will submit operational experiences to a shared replay memory, which provides training samples to update the policies of the RL agents. Most of the existing algorithms neglect the demand charge cost as it is extremely difficult to predict the peak demand of a charging station ahead of time. In our proposed framework, an online algorithm is designed to assign the charging station-wide penalty associated with demand charge to the individual chargers.

The contributions of this paper are summarized below:

1) We propose a scalable centralized allocation and decentralized execution (CADE) framework to operate an EV charging station considering waiting area, vehicle-grid integration, and demand charge. By synergistically combining advanced optimization with reinforcement learning algorithms, our proposed approach identifies both the EV assignment and the chargers’ outputs that yield high charging station profit.

2) By modeling each charger as an intelligent RL agent, our proposed algorithm tackles the challenge of dealing with dimension-varying state and action space associated with stochastic EV arrivals and charging needs. To improve the learning efficiency, we allow the chargers to exploit a shared replay memory of operational experience in learning decentralized charger control policies.

3) Comprehensive numerical studies demonstrate that our proposed CADE framework is not only extremely scalable but also outperforms state-of-the-art baseline algorithms in terms of charging station profit.

The rest of this paper is structured as follows. Section II formulates the charging scheduling problem as an optimization problem. Then, Section III reformulates the charging scheduling problem as a Markov Decision Process and proposes the CADE framework to solve the sequential decision making problem. Case studies are included in Section IV to demonstrate the effectiveness of our proposed method. Section V provides a brief conclusion.

II. Problem Formulation

We will first formulate the charging station scheduling problem as an optimization problem. Let us consider a charging station with \( N \) parking spots, among which \( N_C \) are charging spots and \( N_W \) are waiting spots, such that \( N = N_W + N_C \). When the number of EVs in the charging station is larger than the number of chargers, the charging station needs to determine which EVs shall be connected to the chargers. Here, we assume that the time of switching an EV from a waiting spot to a charger or vice versa is negligible.

The goal of the charging station’s scheduling system is to maximize its profit while satisfying EV customers’ charging needs. The operating profit of a charging station \( Z \) consists of three components: the net revenue of charging and discharging EVs, \( B \), the penalty of failing to satisfy the customers’ charging needs, \( C^p \), and the demand charge of the station, \( C^d \) as shown in (1).

\[
Z = B - C^p - C^d \tag{1}
\]

We assume that \( Z \) is measured over a time horizon \( T \), which consists of intervals of equal length \( \Delta t \). All of the incoming EVs during \( T \) are denoted by a set \( I \). We will describe each component of \( Z \) in detail in the next few subsections.

A. Net Revenue from Charging and Discharging EVs

The EV owners pay the charging station \( p^c_i \) for each kWh of electricity charged and receive \( p^d_i \) for each kWh of electricity discharged from the batteries, which was sold to the electric grid. The charging station pays or receives \( p^c_e \) for each kWh of energy bought from or sold to the electric utility.

Suppose at time \( t \), the \( i \)th EV is charged/discharged at a power level \( a_{it} \), where \( a_{it} > 0 \) means charging and \( a_{it} < 0 \) means discharging. The net revenue from charging and discharging EVs, \( B \), can be calculated as:

\[
B = \sum_{i \in I} \sum_{t \in T} m_t |a_{it}| \Delta t, \tag{2}
\]

where \( m_t \) is the net revenue of charging/discharging an EV with 1kWh of energy at time \( t \) and can be calculated by:

\[
m_t = \begin{cases} p^c_i - p^c_e & \text{if } a_{it} \geq 0 \\ p^d_i - p^d_e & \text{if } a_{it} < 0 \end{cases}
\]

(3)

Note that the price paid to the customer for discharging the EV battery is higher than the EV charging cost, i.e. \( p^d_i > p^c_i \), \( \forall t \). This is necessary to cover the degradation cost of the EV battery [41].

B. Penalty of Failing to Satisfy Customers’ Charging Needs

Upon arrival, an EV customer \( i \) will specify the departure time \( t^{df}_i \) and the desired target energy level \( e^{tgt}_i \) at departure. The charging station will try to ensure that the EV’s energy level is not lower than \( e^{tgt}_i \) at time \( t^{df}_i \). If the target energy level is not met, a penalty will be imposed on the charging station to compensate the customer. The penalty is denoted as \( c^p_i \).

Such a penalty shall reflect the gap between the final energy level \( e^{fnl}_i \) and the target energy level \( e^{tgt}_i \). For simplicity, we use a linear function to calculate \( c^p_i \) as suggested by [33]:

\[
c^p_i = \mu (e^{tgt}_i - e^{fnl}_i)^+, \tag{4}
\]

where \( \mu \) is a constant coefficient and \( x^+ = \max(x, 0) \). Note that a penalty is triggered only when \( e^{fnl}_i < e^{tgt}_i \). \( e^{fnl}_i \) can be derived by (5):

\[
e^{fnl}_i = e^{ini}_i + \sum_{t=t^{df}_i}^{t^{df}_i} a_{it} \Delta T, \tag{5}
\]
where \(e_{i}^{ini}\) is the initial energy level of the \(i\)th EV and \(t_{i}^{a}\) is its arrival time. Also note that an EV customer cannot specify an \(e_{i}^{tgt}\) higher than a threshold that is physically achievable with the charging infrastructure. We explicitly express this requirement as shown in (6):

\[
e_{i}^{tgt} \leq \min\left(e_{i}^{max}, e_{i}^{ini} + a_{i}^{max}(t_{i}^{d} - t_{i}^{a})\right),
\]

where \(e_{i}^{max}\) is the maximum capacity of the battery, and \(a_{i}^{max}\) is the maximal charging power.

The total penalty for a charging station \(C_{p}\) is the sum of \(c_{i}^{p}\) over all EVs as shown in (7):

\[
C_{p} = \sum_{i \in I} c_{i}^{p}
\]

C. Demand Charge

Another important component of the charging station operation cost is the demand charge, which is calculated based on the maximum load in the billing period \(T_{B}\). Note that the demand charge during on-peak and off-peak periods can be drastically different, which incentivizes charging stations to demand charge during on-peak and off-peak periods.

Let us denote the set of time-of-use periods to be \(H\), and \(h \in H\) is one of the time-of-use periods. The price to be paid for each kW of peak demand in time-of-use period \(h\) is \(p_{h}^{l}\). The charging station’s demand charge \(C^{l}\) can be calculated by (8):

\[
C^{l} = \frac{T}{T_{B}} \sum_{h \in H} p_{h}^{l} \cdot L_{h}^{l},
\]

where \(T / T_{B}\) serves as a scaling factor if we choose a simulation time horizon \(T\) that is longer or shorter than \(T_{B}\). \(L_{h}^{l}\) is the peak load recorded in time-of-use period \(h\) during \(T\). The electric utility does not compensate the customer when the peak demand is negative. \(L_{h}^{l}\) is calculated by summing up the charging/discharging power of all the chargers at a given time \(t \in T_{h}\) and taking the maximal value among the results, as shown in (9):

\[
L_{h}^{l} = \max_{i \in I} \left(\sum_{t \in T_{h}} a_{it}\right),
\]

where \(T_{h} = f(h)\) and \(f : H \rightarrow T\), i.e. \(T_{h}\) is the set of time steps in time-of-use period \(h\).

D. Summary of the Charging Station Optimization Problem

The charging station scheduling problem can be formulated as the following optimization problem, which aims at maximizing the profit \(Z\) (10) while satisfying the operational constraints (11a) - (11g):

\[
\begin{align*}
\max_{a_{it}, \eta_{it}} & \quad Z = \sum_{i \in I} \sum_{t \in T} m_{it} |a_{it}| \Delta t - \sum_{i \in I} \left[ e_{i}^{tgt} - \left( e_{i}^{ini} + \sum_{t=t_{i}^{a}}^{t_{i}^{d}} a_{it} \Delta t \right) \right]^{+} \\
& \quad - \frac{T}{T_{B}} \sum_{h \in H} p_{h}^{l} \max_{t \in T_{h}} \left( \sum_{i \in I} a_{it} \right)^{+} \\
\text{subject to:} & \quad a_{min} \leq a_{it} \leq a_{max}, \quad \forall i \in I, \forall t \in T \quad (11a) \\
& \quad a_{it} = 0, \quad \text{if } \eta_{it} = 0, \quad \forall i \in I, \forall t \in T \quad (11b) \\
& \quad \eta_{it} \in \{0, 1\}, \quad \forall i \in I, \forall t \in T \quad (11c) \\
& \quad \sum_{i \in I} \eta_{it} \leq N^{c}, \quad \forall t \in T \quad (11d) \\
& \quad \sum_{i \in I} \beta_{it} - \sum_{i \in I} \eta_{it} \leq N^{u}, \quad \forall t \in T \quad (11e) \\
& \quad \beta_{it} - \eta_{it} \geq 0, \quad \forall i \in I, \forall t \in T \quad (11f) \\
& \quad e_{min} \leq e_{i}^{ini} + \sum_{t=t_{i}^{a}}^{t_{i}^{d}} a_{it} \Delta t \leq e_{max}, \forall i \in I, \forall t' \in [t_{i}^{a}, t_{i}^{d}] \quad (11g)
\end{align*}
\]

The operational constraints can be grouped into the following three categories.

1) Power constraints: The feasible range of charging power for an EV is defined by (11a). Equation (11b) states that an EV shall receive zero power if it is not connected to a charger, where \(\eta_{it}\) is a binary variable indicating if the \(i\)th EV is connected to a charger at time \(t\). \(\eta_{it} = 1\) indicates that the EV is connected to a charger.

2) Space constraints: The total number of EVs connected to chargers at the same time is limited by (11c). Equation (11d) limits the number of EVs in the waiting spots, where \(\beta_{it}\) is a binary variable indicating if the \(i\)th EV is in the charging station at time \(t\). \(\beta_{it} = 1\) means that the EV is in the charging station. If an EV is in the charging station, it is either connected to a charger or in a waiting spot. Equation (11c) implies that an EV cannot be connected to a charger if it is not in the charging station.

3) Energy constraints: The battery energy level of an EV must fall within the feasible range of \([e_{min}, e_{max}]\) when it is in the charging station as specified in (11g).

If all future information of EVs, i.e. \(\beta_{it}, e_{i}^{ini}, e_{i}^{tgt}, t_{i}^{a}\), and \(t_{i}^{d}\) \(\forall i \in I, \forall t \in T\) are known, then an oracle is able to obtain the global optimal solution of the charging station scheduling problem. In this case, the charging station scheduling problem is formulated as a mixed integer programming (MIP) problem.

In practice, it is impossible to have perfect predictions of arriving EVs. Instead, model predictive control methods are usually developed to handle similar problems. However, the effectiveness of the MPC-based algorithm heavily relies on accurate predictions of future EV arrivals and does not scale well with the size of the problem. This motivates us to develop model-free methods, such as reinforcement
learning-based algorithms, which is capable of making real-time decisions in complex environments.

III. TECHNICAL METHODS

We propose a centralized allocation and decentralized execution framework (CADE) to solve the charging station scheduling problem formulated in Section II. The overall framework of CADE for charging station scheduling is shown in Fig. 1. EVs stochastically arrive at the charging station. Immediately after observing the actual EV arrival at time step $t$, a centralized allocation algorithm determines which EVs shall be connected to chargers or assigned to the waiting area. Then each charger acts as an individual agent and makes charging/discharging decisions based on the state of the EV connected with it. The sequential decision-making problem of each charger is formulated as a Markov Decision Process (MDP). The operational experiences of all chargers will be collected and used in a learning process. In this process, the parameters of the state-action value function’s neural networks will be updated and then broadcast to all chargers.

A. Overview of Markov Decision Process

In this subsection, we briefly introduce MDP, which is the mathematical foundation for sequential decision-making problems. In an MDP, an agent interacts with an environment over a sequence of discrete time steps $t = \{1, 2, ..., T\}$. At each time step $t$, the agent senses the state $s \in S$ of the environment and takes action $a \in A$ accordingly. Once the action is taken, the environment will transition to a new state $s'$ with probability $Pr(s'| s, a)$ and provide a reward $r$ to the agent. The agent’s goal is to maximize the expected sum of discounted rewards $R_t = \mathbb{E} \left[ \sum_{\tau=t}^{\infty} \gamma^{\tau-t} r_{\tau} \right]$, where $\gamma \in [0, 1]$ is a discount factor that balances the relative importance of near-term and future rewards.

Suppose an agent follows a policy $\pi$ to make decisions, we can define the state-action value function of the policy in (12) to quantify how good it is to take an action $a$ in a state $s$:

$$Q^\pi(s, a) = \mathbb{E} \left[ R_t | s_t = s, a_t = a, \pi \right] \tag{12}$$

The state-action value function must satisfy the following Bellman equations (13):

$$Q^\pi(s, a) = \mathbb{E}_s \left[ r + \gamma \mathbb{E}_{a' \sim \pi(s')} Q^\pi(s', a') | s, a, \pi \right] \tag{13}$$

We define the optimal state-action value function $Q^*(s, a)$ as $Q^*(s, a) = \max_{\pi} Q^\pi(s, a)$. Then the optimal deterministic policy $\pi^*$ is the one that chooses actions $a^* = \arg\max_a Q^*(s, a)$.

B. Formulate the Charger Control Problem as an MDP

In the individual charger control problem, each charger is treated as an agent who interacts with the environment, which consists of the EV connected to the charger and the charging station.

Suppose the set of chargers is $J$. For an individual charger $j \in J$, its state of environment at time $t$ is defined as $s_{jt} = \{\delta_{jt}, t, t'_j, e_{jt}, e'_{jt}, N_{jt}^{EV, w}, E_{jt}^{\tau, w}, \delta_j, L_{ht}\}$. $\delta_{jt} \in \{0, 1\}$ indicates if there is an EV connected to charger $j$, $t \in T$ denotes the global time. $t'_j = t_{d, t} - t$ is the remaining dwelling time of the EV connected to the charger. $e_{jt}$ denotes the current energy level of the EV battery. $e'_{jt} = e_{jt}^{d, t} - e_{jt}$ is the remaining energy to be charged for the EV battery. $N_{jt}^{EV, w}$ is the total number of EVs in the waiting area at time $t$. $E_{jt}^{\tau, w}$ is the sum of remaining energy to be charged for all EVs in the waiting area, which can be calculated as $E_{jt}^{\tau, w} = \sum_{k=1}^{N_{jt}^{EV, w}} e_{kt}^{\tau}$. $\delta_j$ is an one-hot encoded vector indicating the current time-of-use period. The dimension of $\delta_j$ is $dim(H)$. For example, if there are three time-of-use periods and we are currently in the second period, then $\delta_j = [0, 1, 0]$. $L_{ht}$ is the maximum load that the charging station has seen so far for time-of-use period $h$, which corresponds to global time $t$.

Note that $t'_j$ and $e'_{jt}$ quantify the urgency of the need to charge the EV connected to charger $j$. $N_{jt}^{EV, w}$ and $E_{jt}^{\tau, w}$
quantify the urgency of the need to charge the EVs in the waiting area. The agent can obtain the current time-of-use pricing for electricity given the global time \( t \).

The action for a charger \( j \) at time \( t \) is its output power \( a_{jt} \). In this paper, we discretize the action space using discrete charging rates as suggested by \cite{44, 45}. The upper bound of the charger power output action \( a_{jt}^{upper} \) can be calculated as the minimum of the physical maximum charger output and the maximum charging rate allowed to fill up the battery of the EV: \( a_{jt}^{upper} = \min(\max(a_{min}, \frac{e_{j,t}^{max} - e_{jt}}{\Delta t}), a_{max}) \). The lower bound of the charger power output action \( a_{jt}^{lower} \) can be calculated as the maximum of the physical minimum charger output and the maximum discharging rate allowed to deplete the battery of the EV: \( a_{jt}^{lower} = \max(a_{min}, \frac{e_{jt}}{\Delta t}) \). Finally, the feasible action space for a charger is defined as an ordered set of discrete and increasing charger output \( A_{jt} = \{a_{jt}^{lower}, \ldots, a_{jt}^{upper}\} \) with uniform difference \( \Delta a \) between adjacent actions.

The design of the reward function for the chargers shall be consistent with the charging station operation objective in \cite{1}, which is maximizing the net revenue \( B \) from charging/discharging EVs and minimizing charging station demand charge \( C' \) and the penalty of not satisfying customers’ charging needs \( C_P \). The reward function of a charger equals to the sum of three components: \( r_{jt} = r_{jt}^b + r_{jt}^p + r_{jt}^{c_j} \). The first component \( r_{jt}^b = m_t|a_{jt}|\Delta t \) represents the net revenue of a charger for charging/discharging an EV in the period of \( \Delta t \).

The second component \( r_{jt}^p = -(c_{jt}^p + c_{jt}^{p,w}) \) accounts for the penalty of failing to satisfy the customer’s charging needs. The second component of the reward function has two parts. The first part \( c_{jt}^p \) is a penalty assigned to the charger \( j \) when the EV connected to it does not reach its desired energy level upon leaving, which can be calculated as follows:

\[
    c_{jt}^p = \begin{cases} 
    \mu(e_{jt}^t - e_{jt})^+ & \text{if } t^r = 0 \\
    0 & \text{if } t^r > 0
    \end{cases}
\] (14)

The second part \( c_{jt}^{p,w} \) is a penalty assigned to the charger \( j \) when EVs in the waiting area do not reach their desired energy level upon leaving. Since EVs in the waiting area are not directly associated with a specific charger, the corresponding penalty will be split among all chargers in the charging station. The aggregated penalty \( R_{jt}^{p,w} \) for all EVs in the waiting area can be calculated as \( R_{jt}^{p,w} = \sum_{k=1}^{N_{EV,w}} c_{kt} \). To encourage chargers to increase charging power when the EVs in the waiting areas have not reached their desired energy level, we propose splitting \( R_{jt}^{p,w} \) in a way that assigns chargers fewer penalties if their power output levels are higher:

\[
    c_{jt}^{p,w} = \frac{a_{jt}^{max} - a_{jt}}{\sum_{j \in J}(a_{jt}^{max} - a_{jt})} R_{jt}^{p,w}
\] (15)

The third component of the reward function \( r_{jt}^{c_j} \) is associated with the demand charge of the charging station. The aggregated additional demand charge to be paid by the charging station \( R_{jt}^l \) at time \( t \) is positive when the total charging power \( \sum_{j \in J} a_{jt} \) exceeds the maximum load of the charging station \( L_{ht} \) up to time \( t \). \( R_{jt}^l \) can be calculated by following Algorithm \[1\].

If a charger \( j \) selects a higher charging power \( a_{jt} \), then it contributes more to the increase in demand charge. Thus, we design \( r_{jt}^{c_j} \) in a way that assigns a charger with higher power output a greater penalty as shown in (16):

\[
    r_{jt}^{c_j} = \frac{1}{\sum_{j \in J} a_{jt}} R_{jt}^l.
\] (16)

Note that if the study time horizon \( T \) is different from the electricity billing period \( T_B \), then the increase in demand charge is scaled accordingly in Algorithm [1].

\begin{algorithm}
\caption{Online calculation procedure for \( R_{jt}^l \)}
1 Obtain maximum charging station load \( L_{ht} \) for time-of-use period \( h \) up to time \( t \).
2 Initialize \( R_{jt}^l = 0 \).
3 if \( \sum_{j \in J} a_{jt} > L_{ht} \) then
4 \[ R_{jt}^l \leftarrow -\frac{T_B}{T_H} p_h \left( \sum_{j \in J} a_{jt} - L_{ht} \right); \]
5 \[ L_{ht} \leftarrow \sum_{j \in J} a_{jt}; \]
6 end
\end{algorithm}

\textbf{C. Decentralized Execution at the Charger Level}

The chargers in the charging station determine the charging/discharging power for each time step by following an RL-based decentralized execution framework. Individual chargers collect historical operational experiences, which include the current state, the action, the next state, and the reward, and store them in a shared replay memory \( M \). The action value functions corresponding to the chargers will be learned through a deep Q-learning (DQN) algorithm \cite{46} using the shared replay memory. DQN is selected due to its ability to handle large state and action spaces. The learned parameters of the Q networks will be periodically broadcasted to the individual chargers. In real-time operations, the chargers will be taking charging/discharging actions based on its own observation of the state in a decentralized manner.

In the DQN algorithm, a deep neural network parameterized by \( \theta \) is used to approximate the action value function \( Q \). To stabilize the learning process, a second neural network parameterized by \( \theta^- \) called the target network is introduced to reduce the strong correlations between the function approximator and its target. The parameters of the Q-network are iteratively updated by stochastic gradient descent on the following loss function:

\[
    L(\theta) = \mathbb{E} \left[ r + \gamma(1-d) \max_{a' \in A} Q(s', a'; \theta^-) - Q(s, a; \theta) \right]^2,
\] (17)

where \( s \) and \( s' \) are the current state and the next state of the environment, respectively, \( d \in \{0, 1\} \) is an indicator of the terminal state for each episode, and \( d = 1 \) indicates \( s' \) is the terminal state. The target net’s parameters \( \theta^- \) are replaced by \( \theta \) after every certain number of training episodes.

We design the Q-network with the following structure. The input layer of the neural network includes the state and action
variables \((s, a)\) of the individual chargers. The output layer has a single neuron representing the value of \(Q(s, a)\). This design is suitable for the charger decision-making problem as the charging powers are ordinal variables.

### D. Centralized Allocation at the Charging Station Level

At each time step, the charging station scheduler needs to allocate the EVs to the chargers and waiting spots to maximize its own profit. Instead of directly solving the optimization problem formulated in Section II-D, we propose a centralized EV allocation algorithm that leverages the learned action value function \(Q\) for the chargers in the previous time step.

Suppose at time \(t\), we have \(N_t^{EV}\) EVs in the charging station. An EV can either be connected to one of the chargers or parked in the waiting area. Let a binary variable \(\alpha_k\) denotes whether the \(k\)th EV is connected to a charger. \(\alpha_k = 1\) indicates that the \(k\)th EV is connected to a charger, and such a connection will create an action value \(q_k^c = \max_a Q(s(\alpha_k = 1), a)\), where \(Q\) is the action value function learned in the previous time step and \(s(\alpha_k = 1)\) denotes the state of the charger when it is connected to the \(k\)th EV. On the other hand, when the \(k\)th EV is parked on a waiting spot, it is equivalent to be connected to a charger with zero power output, in which case, the connection will create an action value \(q_k^w = Q(s(\alpha_k = 1), a = 0)\). As a summary, the action value created by the connection of the \(k\)th EV is \(\alpha_k q_k^c + (1-\alpha_k) q_k^w\). Note that for state vector \(s(\alpha_k = 1), \forall k \in \{1, 2, ..., N_t^{EV}\}\), the remaining energy to be charged for all EVs in the waiting area can be approximated by its value in the previous time step.

The charging station’s scheduling problem can be solved by finding the EV allocation that maximize the summation of the action values created by the connections of all EVs while satisfying the space limitations as shown in (18), (19a), and (19b):

\[
\max_{\alpha_k} \sum_{k=1}^{N_t^{EV}} \alpha_k q_k^c + (1-\alpha_k) q_k^w \tag{18}
\]

subject to:

\[
\sum_{k=1}^{N_t^{EV}} \alpha_k = \min\left(N^c, N_t^{EV}\right), \tag{19a}
\]

\[
\alpha_k \in \{0, 1\}, \quad \forall k \in \{1, 2, ..., N_t^{EV}\}. \tag{19b}
\]

Equation (19a) enforces the constraint that at most \(N^c\) EVs are connected to chargers if \(N_t^{EV} > N^c\). If \(N_t^{EV} \leq N^c\), then all EVs should be allocated to charging area.

#### E. Summary of CADE Framework

By synergistically combining the centralized allocation and decentralized execution modules, the CADE framework can be summarized by Algorithm 2 in which line 10 corresponds to the centralized allocation module and line 11 ~ 25 correspond to the decentralized execution module in the training phase. It is worth noting that in the deployment phase when no more exploration and training is required, the decentralized execution module only includes lines 11, 17, and 21. Since we assumed that the chargers in the charging station are homogeneous, they all share the same parameter vector \(\theta\). The experiences from different chargers are stored in the same replay memory. The \(\epsilon\)-greedy technique is deployed during the training process to ensure sufficient exploration.

### IV. Numerical Study

In this section, we evaluate the performance of the proposed CADE framework in managing the operations of charging stations. A comprehensive comparison between the proposed and baseline algorithms in terms of optimality and scalability is conducted. We also examine the the learned action value function under different operation scenarios. The training of
the proposed RL algorithm is performed on a GPU (Nvidia GeForce RTX 2080 Ti). We leveraged a desktop with AMD Ryzen 7 8-core CPU and Gurobi solver to execute the MPC-based baseline algorithm.

A. Setup of the Numerical Study

It is assumed that the arrival of EVs at the charging station follows the Poisson process. The EV arrival patterns in four different locations are evaluated: Office zone, residential area, highway, and retail stores. The arrival rates per hour $\lambda$ of the four locations are shown in Fig. 2. For instance, a charging station near the residential area may expect higher EV arrival rates in the afternoon. Highway charging stations may see several peaks of arrival rates in a typical day [47] and the retail store features a noon-peak and a higher evening peak. It is worth emphasizing that the proposed method does not assume prior knowledge of the specific arrival patterns.

![Fig. 2: Four different EV arrival patterns](image)

**TABLE I: Electricity Price and Demand Charge**

| Time-of-Use Period (h) | On-peak (12PM - 5PM) | Mid-peak (8AM - 12PM) | Off-peak (5PM - 8AM) |
|------------------------|----------------------|----------------------|----------------------|
| $p^e$ ($/kWh)$ | 0.15 | 0.15 | 0.15 |
| $p^d$ ($/kWh)$ | 0.16 | 0.16 | 0.16 |
| $p^c$ ($/kWh)$ | 0.20 | 0.10 | 0.05 |
| $p^l$ ($/kWh)$ | 2.0 | 1.0 | 0.5 |

We assume that there are three time-of-use periods in a day: on-peak, mid-peak, and off-peak. The electricity price $p^e$ and the demand charge price $p^l$ paid by the charging station in each of the time-of-use periods are listed in Table I. The energy charging price $p^e$ and discharging price $p^d$ paid by EV customers are assumed to be constant. Note that we set $p^d > p^e$ to compensate the EV customers for battery degradation.

The remaining charging station environment parameters such as size of the charging station, penalty price for not satisfying charging needs, battery energy limits, dwelling time and initial/target battery energy levels are listed in Table II.

The parameters of the RL module in the proposed CADE framework is setup as follows. The neural network approximating the action value function has three hidden layers with 256, 128, and 64 neurons, respectively. The optimizer updating Q-network parameters is stochastic gradient descent (SGD). The initial learning rate is set at 0.01 and it is scheduled to decrease along the training process. The discount factor $\gamma$ is set to be 1. The target network is updated every 25 episodes.

**TABLE II: Charging Station and Environment Parameters**

| Parameter | Value | Unit |
|-----------|-------|------|
| Number of chargers $N^c$ | 10~100 | - |
| Number of waiting spots $N^w$ | 5~50 | - |
| Battery energy limits $e^{min}/e^{max}$ | 10/100 | kWh |
| Charging power limits $a^{min}/a^{max}$ | -100/100 | kW |
| Step change in charging power $\Delta a$ | 1 | kW |
| Penalty coefficient $\mu$ | 0.2 | $$/kWh$$ |
| Time horizon $T$ | 48 | hr |
| Time interval $\Delta t$ | 15 | min |
| Billing period $T_{Bill}$ | 30 | day |
| Dwelling time (office) | $\sim \mathcal{N}(8, 4^2)$ | hr |
| Dwelling time (residential) | $\sim \mathcal{N}(16, 4^2)$ | hr |
| Dwelling time (highway) | $\sim \mathcal{N}(1, 0.5^2)$ | hr |
| Dwelling time (retail) | $\sim \mathcal{N}(1, 0.75^2)$ | hr |
| Initial battery energy level $e^{ini}$ | $\sim \mathcal{N}(20, 10^2)$ | kWh |
| Target battery energy level $e^{tgt}$ | $\sim \mathcal{N}(80, 10^2)$ | kWh |

![Fig. 3: The charging station profit breakdown in the model training process.](image)
C. Profit Comparison with Baseline Methods

We compare the charging station profit obtained by the proposed CADE framework and four baseline methods. The first baseline method is the MPC-based approach, where the one-hour and two-hour ahead EV arrivals are predicted based on the ground-truth Poisson distribution. The second baseline is the MPC-ideal method, which assumes the charging station has perfect prediction for two-hour ahead EV arrivals. For both MPC and MPC-ideal methods, at each time step, the optimization problems are solved by replacing the original time horizon $T$ with the prediction horizon and the solution for this time step is executed. The third and fourth baselines are greedy methods. The GRD method assigns EVs to chargers based on urgency of charging needs. The urgency is measured by $e^c/t^r$, the minimum charging power required to fulfill the energy demand upon an EV’s departure. If an EV has a higher required minimum charging power, it has a higher urgency, which leads to a higher priority to be allocated to a charger. The chargers then charges EVs greedily at maximal power during off-peak hours, and discharges EVs evenly during on-peak hours to a level (no less than $E^{tgt}$) that avoids penalty. If discharging EV battery is not allowed, then the method is denoted as GRD-noVGI. All results are obtained with $N^c = 10$ and $N^w = 5$. The proposed and baseline methods are evaluated using 30 randomly generated trajectories from each of the 4 different EV arrival patterns. As shown in Fig. 5, the proposed CADE framework outperforms all baseline methods in terms of profit except MPC-ideal, which has an unfair advantage of having the perfect knowledge of future EV arrivals.

D. Scalability Analysis

In this subsection, we analyze the scalability of the proposed method. We evaluate the performance of CADE under 4 different charging station sizes with the number of chargers $N^c \in \{10, 20, 50, 100\}$. For each case, $N^w$ is kept as $0.5N^c$. The office zone EV arrival pattern is used and scaled linearly with the number of chargers. The average charging station and per charger profit under the 4 different cases are reported in Fig. 6. As the charging station size increases, the average daily profit per charger stays in a stable range from $7.8$ to $8.4$. This result shows that the proposed CADE framework can efficiently manage the operations of a large group of chargers.

The proposed CADE framework not only outperforms baseline methods in terms of profit but also achieves high computation efficiency. The computation time of the proposed
and MPC-based methods are listed in Table III. As shown in the table, the computation time of the proposed CADE framework is much shorter than that of the MPC-based method. The decentralized execution scheme of CADE enables its computation time to increase linearly with the number of chargers rather than exponentially.

**TABLE III:** Comparison of computation time per step.

| Station size ($N_c/N_w$) | 10/5 | 20/10 | 50/25 | 100/50 |
|---------------------------|------|-------|-------|--------|
| CADE                      | 0.7ms| 0.8ms | 1.1ms | 1.7ms |
| MPC (1h)                  | 3s   | 8s    | 313s  | 483s  |
| MPC (2h)                  | 19s  | 42s   | 506s  | 935s  |

**E. Interpretation of the Learned State-Action Values**

In our proposed CADE framework, the state-action value functions are represented by neural networks, which are difficult to interpret. To better understand how the trained RL-based chargers make decisions under different scenarios, we analyze the learned state-action values. Specifically, we change one component in the state vector at a time while fixing the rest to quantify how this component impacts the distribution of $Q$ values. Fig. 7(a)-(d) illustrate $Q$ values of four scenarios with different (a) time-of-use period $h$, (b) remaining charging time $t_r$, (c) number of EVs in the waiting area $N_{EV,w}^t$, and (d) historical maximum loads $L_h$. The vertical blue lines indicate the maximum $Q$ values and the associated actions. As shown in Fig. 7(a), the RL-based charger prefers discharging in on-peak hours and charging in off-peak hours to increase operating profit. Fig. 7(b) shows that when the remaining charging time $t_r$ is close to 0, i.e. the EV is about to leave, the RL agent prefers higher charging powers in order to meet the target battery energy level. In Fig. 7(c), we can see that higher charging powers are preferred when there are more EVs in the waiting area. As shown in Fig. 7(d), if a higher historical maximum load $L_h$ is recorded, the chargers are less concerned about incurring even higher demand charge, which led to the preference of larger charging power.

**V. Conclusion**

In this paper, a centralized allocation and decentralized execution (CADE) framework is developed to operate a charging station considering vehicle-grid integration. The objective of the proposed algorithm is to maximize the profit of the charging station by considering the net revenue of charging and discharging, as well as the operational costs associated with demand charge and penalty. A centralized optimization module handles the allocation of EVs among waiting and charging spots. Enabled by the reinforcement learning algorithm, the chargers collect and share operational experiences, which are used to learn charger control policies. Comprehensive numerical studies with different EV arrival patterns show that the proposed CADE framework outperforms state-of-the-art baseline algorithms. The scalability analysis shows that the CADE framework is more computationally efficient than the baseline model-based control algorithm. Detailed analysis on the learned state-action value function provides insights on how an RL-based charger makes charging and discharging decisions under different operational scenarios.
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