Finite time analysis of temporal difference learning with linear function approximation: Tail averaging and regularisation
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Abstract: We study the finite-time behaviour of the popular temporal difference (TD) learning algorithm when combined with tail-averaging. We derive finite time bounds on the parameter error of the tail-averaged TD iterate under a step-size choice that does not require information about the eigenvalues of the matrix underlying the projected TD fixed point. Our analysis shows that tail-averaged TD converges at the optimal \( O(1/t) \) rate, both in expectation and with high probability. In addition, our bounds exhibit a sharper rate of decay for the initial error (bias), which is an improvement over averaging all iterates. We also propose and analyse a variant of TD that incorporates regularisation. From analysis, we conclude that the regularised version of TD is useful for problems with ill-conditioned features.

1. Introduction

Temporal difference (TD) [21] learning is an efficient and easy to implement stochastic approximation algorithm used for evaluating the long-term performance of a decision policy. The algorithm predicts the value function using a single sample path obtained by simulating the Markov decision process (MDP) with a given policy. Analysis of TD algorithms is challenging, and researchers have devoted significant effort in studying its asymptotic properties [10, 15, 19, 23]. In recent years, there has been an interest in characterising the finite-time behaviour of TD, and several papers [2, 3, 6, 12, 17] have tackled this problem under various assumptions. For \( t \) iterations/updates, most existing works either provide a \( O(\frac{1}{t}) \) (with universal step-size) [2, 6] or a \( O(\frac{1}{\sqrt{t}}) \) (with constant step-size) [2, 12, 17] convergence rate to the TD-fixed point \( \theta^* \) defined as \( \theta^* = A^{-1}b \), where \( A \) and \( b \) are quantities which depend on the MDP and the policy (see Section 2 for the notational information). To obtain a \( O(\frac{1}{\sqrt{t}}) \) rate with a constant step-size, [2, 17] assume that the minimum eigenvalue of the matrix \( A \) is known apriori. However, in a typical RL setting, such eigenvalue information is not available. Estimating the matrix \( A \) and its lowest eigenvalue accurately might require a large number of additional samples, which makes the algorithm more complicated. Therefore, obtaining a \( O(\frac{1}{\sqrt{t}}) \) rate for TD with a universal step-size is an important open problem.

In this paper, we provide a solution to this problem by establishing a \( O(\frac{1}{\sqrt{t}}) \) bound on the convergence rate for a variant of TD that incorporates tail-averaging, and uses a constant ‘universal’ step-size. In [2, 12, 17] the authors study an alternate version called iterate averaging which was introduced independently by Polyak and Juditsky [16] and Ruppert [18] for general stochastic-approximation algorithms. A shortcoming of iterate averaging is that the initialisation error (i.e., distance between \( \theta_0 \) and \( \theta^* \)) is forgotten at a slower rate than the non-averaged case, and in practical implementations, one usually performs averaging after a sufficient number of iterations have been performed. This type of delayed averaging, called ‘tail-averaging’, has been explored in the context of ordinary least squares by Jain et al. in [11].

Inspired by the analysis of TD learning, we propose a variant of TD that incorporates regularisation, wherein we introduce a parameter \( \lambda \) and solve for the regularised TD fixed point given by \( \theta_{\text{reg}}^* = (A + \lambda I)^{-1}b \). The update rule for this algorithm is similar to vanilla TD except that it involves an additional factor with \( \lambda \). Through our analysis we observe that using regularisation can be helpful in obtaining better non-asymptotic bounds for many problems, where the discount factor is close to 1.

Concretely, the contributions of this paper are as follows: First, we establish a \( O(1/t) \) finite time bounds on the convergence rate of tail-averaged TD and tail-averaged TD with regularisation. Similar to [2, 6], the analysis assumes that the data is sampled in an i.i.d. fashion from a fixed distribution. The resulting bounds are valid under a universal step-size and hold in expectation as well as high probability. We also show that Markov sampling can be handled with simple mixing arguments. The salient features of the bounds for each variant are as follows:

- **Tail averaged TD**: In this variant, the step-size is a function of the discount factor and a bound on the norm of the state features. The expectation bound provides a \( O(1/t) \) convergence rate for tail-averaged TD iterate, while

---
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the high-probability bound establishes an exponential concentration of tail-averaged TD around the projected TD fixed point.

**Tail-averaged TD with regularisation:** For this variant, the step-size is a function of the discount factor, regularisation parameter \( \lambda \), and a bound on the norm of the state features. Although this variant converges to the regularised TD fixed-point \( \theta_{\text{reg}} \), we show that the worse-case bound on the difference between TD fixed point \( \theta^* \) and \( \theta_{\text{reg}} \) is \( O(\lambda) \) in the \( \ell_2 \) norm. Moreover, our analysis makes a case for using the regularised TD algorithm for problems with ill-conditioned features.

Next, we show that under mixing assumptions, we can extend our results to Markov sampling instead of i.i.d. sampling. These error bounds contain an extra \( O(\tau_{\text{mix}}) \), where \( \tau_{\text{mix}} \) is the underlying Markov chain’s mixing time. This is no better than making the samples appear approximately i.i.d. by considering one out of every \( O(\tau_{\text{mix}}) \) samples, and then dropping the rest. In fact, as per Nagaraja et al. [13, Theorem 2], even with the discount factor \( \beta = \frac{\tau_{\text{mix}}}{t} \), it is information-theoretically impossible to do any better without further assumptions on the nature of the linear approximation. Recently Agarwal et al. [1] showed that for linear MDPs, one can use reverse experience replay with function approximation to obtain finite time bounds which are independent of the mixing time constant. We leave the study of TD with different experience replay strategies as an interesting future direction, and for the sake of completeness, present the bounds for Markov sampling in Remark 8, and provide a proof sketch in Section 7.

In Table 1 we compare our expectation bounds with existing bounds in the literature. In addition, we also derive high-probability bounds for tail-averaged TD with/without regularisation, and we provide a summary of these bounds in a tabular form in Table 2.

| Reference | Algorithm | Step-size | Rate |
|-----------|-----------|-----------|------|
| Bhandari et al. [2] | Last iterate | \( c/t^1 \) | \( O(1/t) \) |
| Dalal et al. [6] | Last iterate | \( 1/t^\alpha \) | \( O(1/t^\alpha) \) |
| Lakshminarayanan and Szepesvari [12] | Constant step-size with averaging | \( c \) | \( O(1/t) \) |
| Prashanth et al. [17] | Last iterate | \( c/n, c \propto 1/\mu \) | \( O(1/t) \) |
| | Averaged iterate | \( c/t^\alpha, c > 0 \) | \( O(1/t^\alpha) \) |
| **Our work** | Tail-averaged TD | \( c > 0 \) | \( O(1/t) \) |
| | Regularised TD | \( c > 0 \) | \( O(1/t) \) |

1. Step-size requires information about eigenvalue of the feature covariance matrix \( \Sigma \).

2. The convergence here is to the regularised TD solution.

**Related work.** Over the past few years, there has been significant interest in understanding the finite-time behaviour of TD learning. Several researchers have proposed interesting frameworks establishing bounds on TD’s convergence rate under different assumptions. In [7, 9, 20, 24, 25] the authors analyse the finite time behaviour of TD using Lyapunov drift-conditions and establish finite time bounds that hold under expectation. The advantage of this framework is that it can be used directly for analysing TD with Markov noise. However, to provide an \( O(1/t) \) bound, these analyses use a step-size which depends on the eigenvalue of \( A \). For eg., in [20, Theorem 7], we have \( c = O(\frac{\log T}{\tau_{\text{mix}}}) \) where \( \tau_{\text{mix}} \) is essentially the smallest eigenvalue of \( A \). Similar conditions can also be found in [7, Eq. (88)], [24, Proposition 2], and [9, Eq. (18)].

The analysis presented in this work is closely related to bounds established in [2, 12, 17], where the authors...
provide an $O(1/t)$ bound in expectation on the mean square error of the parameters. Our bounds match the overall order of these bounds under comparable assumptions. The principal advantage with our bounds is that they hold for a ‘universal’ step-size choice, while the aforementioned references required the knowledge of $\mu$. Another advantage with our bounds, owing to tail averaging, is that the initial error is forgotten exponentially fast, while the corresponding term in the aforementioned references exhibit a power law decay. In another related work, for a universal step-size the authors in \cite{Prashanth17} provide a $O(1/t^{\alpha})$ bound in expectation, where $\alpha \in (0, 1)$, while we obtain a $O(1/t)$ bound under similar assumptions.

Finally, high-probability bounds for TD have been derived in \cite{Dalal17, Prashanth17}. In comparison to these works, the high-probability bound that we derive is easy to interpret and exhibits better concentration properties. The related Q-learning algorithm and modifications have also been considered in the finite-time regime with linear function approximation (cf. \cite{Kakade02, Konda02} and the references therein). However, these results too require the knowledge of the condition number to set the step-size.

The rest of the paper is organised as follows: In Section 2, we present the main model of TD with function approximation used for our analysis. In Section 3, we describe the tail-averaged TD algorithm, and also present the finite time bounds for this algorithm. In Section 4, we combine tail-averaging with regularisation in a TD algorithm, and provide finite time bounds for this algorithm. In Section 5, we present a sketch of the proofs of our main results, and the detailed proofs are available in section 6. In Section 7, we discuss the extension of our results to address the case of Markov sampling. Finally, in Section 8, we provide the concluding remarks.

## 2. TD with linear function approximation

Consider an MDP $(S, \mathcal{A}, P, r, \beta)$, where $S$ is the state space, $\mathcal{A}$ is the action space, $P(s'|s, a)$ is the probability of transitioning to the state $s'$ from the state $s$ on choosing action $a$, $r : S \times \mathcal{A} \to \mathbb{R}$ is the per step reward, and $\beta \in [0, 1)$ is the discount factor. We assume that the state and action spaces are both finite. A stationary randomised policy $\pi$ maps every state $s$ to a distribution over actions. For a given policy $\pi$, we define the value function $V^\pi$ as follows:

$$V^\pi(s) = \mathbb{E}^{\pi,P} \left[ \sum_{t=0}^{\infty} \beta^t r(s_t, a_t) | S_0 = s \right],$$

where the action $a_t$ in state $s_t$ is chosen using policy $\pi$, i.e., $a_t \sim \pi(s_t)$. The value function $V^\pi$ obeys the Bellman equation $T^\pi V^\pi = V^\pi$, where the Bellman operator $T^\pi$ is defined by $T^\pi V(s) = \mathbb{E}^{\pi,P} \left[ r(s, a) + \beta V(s') \right]$, where the action $a$ is chosen using $\pi$, i.e., $a \sim \pi(s)$ and the next state $s'$ is drawn from $P(\cdot|s)$.

### 2.1. Value function approximation

Most practical applications have high-dimensional state-spaces making exact computation of the value function infeasible. One solution to overcome this problem is to use a parametric approximation of the value function. In
this work, we consider the linear function approximation architecture [22], where the value function \( V^\pi(s) \), for any \( s \in S \), is approximated as follows:

\[
V^\pi(s) = \tilde{V}(s; \theta) := \phi(s)^T \theta.
\]  

(2)

In the above, \( \phi(s) \in \mathbb{R}^d \) is a fixed feature vector for state \( s \), and \( \theta \in \mathbb{R}^d \) is a parameter vector that is shared across states. When the state space is a finite set, say \( S = \{1, 2, \ldots, n\} \), the \( n \)-vector \( \tilde{V}(\theta) \) with components \( \tilde{V}(s; \theta) \) can be expressed as follows:

\[
\tilde{V}(:, \theta) = \begin{bmatrix}
\phi_1(1) & \phi_2(1) & \cdots & \phi_d(1) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_1(n) & \phi_2(n) & \cdots & \phi_d(n)
\end{bmatrix}
\begin{bmatrix}
\theta_1 \\
\vdots \\
\theta_d
\end{bmatrix} = (\Phi \theta),
\]  

(3)

where \( \Phi \in \mathbb{R}^{n \times d} \), and \( \theta \in \mathbb{R}^d \).

The objective is to learn the best parameter for approximating \( V^\pi \) within the following linear space:

\[
\mathcal{B} := \{ \Phi \theta \mid \theta \in \mathbb{R}^d \}.
\]  

(4)

Naturally, with a linear function approximation, it is not possible to find the fixed point \( V^\pi = T^\pi V^\pi \). Instead, one can approximate \( V^\pi \) within \( \mathcal{B} \) by solving a projected system of equations. The system of equations, which is also referred to as the projected Bellman equation, is given by

\[
\Phi \theta^* = \Pi T^\pi(\Phi \theta^*),
\]  

(5)

where \( \Pi \) is the orthogonal projection operator onto the set \( \mathcal{B} \) using a weighted \( \ell_2 \)-norm. More precisely, let \( D = \text{diag}(\rho(1), \ldots, \rho(n)) \in \mathbb{R}^{n \times n} \) denote a diagonal matrix, whose elements are given by the stationary distribution \( \rho \) of the Markov chain underlying the policy \( \pi \). We assume that the stationary distribution exists (see Assumption 1). Let \( \| V \|_D = \sqrt{\tilde{V}^T D \tilde{V}} \) denote the weighted norm of a \( n \)-vector \( V \), and assume that the matrix \( \Phi \) has full column rank. Then, the operator \( \Pi \) projects orthogonally onto \( \mathcal{B} \) using the \( \| \cdot \|_D \) norm, and it can be shown that \( \Pi = \Phi (\Phi^T D \Phi)^{-1} \Phi^T D \).

Next, the projected TD fixed point \( \theta^* \) for (5) is given by:

\[
A \theta^* = \mathbb{b}, \text{ where } A = \Phi^T D (I - \beta P) \Phi, \quad \mathbb{b} = \Phi^T D \mathbb{r},
\]  

(6)

and \( \mathbb{r} = \sum_{a \in A} \pi(s, a) r(s, a) \).

### 2.2. Temporal Difference (TD) Learning

Temporal difference (TD) [22] algorithms are a class of stochastic approximation methods used for solving the projected linear system given in (5). These algorithms start with an initial guess for the \( \theta_0 \), and at every time-step \( t \) and update them using samples from the Markov chain induced by a policy \( \pi \).

The update rule is given as follows:

\[
\theta_t = \theta_{t-1} + \gamma f_t(\theta_{t-1}), \text{ where } \\
f_t(\theta) = \left( r_t + \beta \theta^T \phi(s'_t) - \theta^T \phi(s_t) \right) \phi(s_t).
\]  

(7)

In the above, \( \gamma \) is the step-size parameter.

An alternate version of the algorithm (which we consider for deriving the high probability bounds) uses the projection \( \Gamma \) as follows:

\[
\theta_t = \Gamma(\theta_{t-1} + \gamma f_t(\theta_{t-1})).
\]  

(8)

In (8), operator \( \Gamma \) projects the iterate \( \theta_t \) onto the nearest point in a closed ball \( C \in \mathbb{R}^d \) with a radius \( H \), which is large enough to include \( \theta^* \).

An interesting result by [23] tells us that for any \( \theta \in \mathbb{R}^d \), the function \( f(\theta) = (r(s, a) + \beta \theta^T \phi(s') - \theta^T \phi(s)) \phi(s) \) has a well defined steady-state expectation given by

\[
\mathbb{E}^\rho_P[f(\theta)] = \sum_{s, s' \in S, a \in A} \rho(s) \pi(s, a) \left( r(s, a) + P(s' | s, a) \beta \theta^T \phi(s') - \theta^T \phi(s) \right) \phi(s).
\]  

(9)
We can rearrange (9) as $\sum_{s,s'} P(s'|s,a)(r(s,s') + \beta \theta^T \phi(s')) = (T^\pi \Phi \theta)(s)$, and use [23, Lemma 8] to get the following:

$$\mathbb{E}^{\pi \beta}[f(\theta)] = \Phi^T D (T^\pi (\Phi \theta) - \Phi \theta)$$

(10)

$$= -A \theta + b,$$

(11)

where $A$ and $b$ are as defined in (6). We can then characterise the mean behaviour of TD algorithm using the following update rule:

$$\theta_t = \theta_{t-1} + \gamma \left( \Phi^T D (T^\pi (\Phi \theta_{t-1}) - \Phi \theta_{t-1}) \right)$$

$$= \theta_{t-1} + \gamma \mathbb{E}^{\pi \beta}[f(\theta_{t-1})].$$

(12)

The characterisation of TD’s behaviour in (12) is of particular importance as it forms the basis of our analysis.

3. Tail-averaged TD

3.1. Basic algorithm

Tail averaging or suffix averaging refers to returning the average of the final few iterates of the optimisation process, to improve its variance properties. Specifically, for any $t$, the tail-averaged iterate $\theta_{k+1,N}$ is the average of $\{\theta_t, \ldots, \theta_k\}$, computed as follows:

$$\theta_{k+1,N} = \frac{1}{N} \sum_{i=k+1}^{k+N} \theta_i,$$

(13)

where $N = t - k$.

Note that Polyak and Juditsky [16], showed that averaging all the iterates produces best asymptotic convergence rate, but from a non-asymptotic analysis viewpoint, it is usually observed that the initial error (the rate at which the initial point is forgotten) is forgotten slower with iterate averaging as compared to the non-averaged case, see [8]. Tail averaging retains the advantages of iterate averaging, while ensuring that the initial error is forgotten exponentially fast - a conclusion that can be inferred from the finite time bounds that we derive for the TD algorithm.

Algorithm 1 presents the pseudocode of the tail-averaged TD algorithm.

Algorithm 1: Tail-averaged TD(0)

Input : Initial parameter $\theta_0$, step-size $\gamma$, initial state distribution $\zeta_0$, tail-average index $k$.

1. Sample an initial state $s_0 \sim \zeta_0$;

2. for $t = 0, 1, \ldots$ do

3. Choose an action $a_t \sim \pi(s_t)$;

4. Observe $r_t$, and next state $s'_t$;

5. Update parameters: $\theta_t = \theta_{t-1} + \gamma f(\theta_{t-1})$;

6. Average the final $N$ iterates: $\theta_{k+1,N} = \frac{1}{N} \sum_{i=k+1}^{k+N} \theta_i$, where $N = t - k$.

end

3.2. Finite time bounds

Before presenting our results, we list the assumptions under which we conduct our analysis.

Assumption 1. The Markov chain underlying the policy $\pi$ is irreducible.

Assumption 2. The samples $\{s_t, r_t, s'_t\}_{t \in \mathbb{N}}$ are independently and identically drawn from $\rho(s) P(s'|s)$ where, at time $t$ the state $s_t$, where $\rho$ stationary distribution underlying policy $\pi$, and $P(\cdot|s_t)$ is the transition probability matrix of the MDP.

Assumption 3. For all $s \in S$, $\|\phi(s)\|_2 \leq \Phi_{\text{max}} < \infty$.

Assumption 4. For all $s \in S$, and $a \in A$, $|r(s,a)| \leq R_{\text{max}} < \infty$.

Assumption 5. The matrix $\Phi$ has full column rank.

Assumption 6. The set $C \triangleq \{\theta \in \mathbb{R}^d, \|\theta\|_2 \leq H\}$ used for projection through $\Gamma$ satisfies $H > \frac{\|b\|_2}{\rho}$.
We now discuss the assumptions listed above. Assumption 1 ensures the existence of the stationary distribution for the Markov chain under policy \( \pi \). We study the non-asymptotic behaviour of the tail-averaged TD algorithm under the i.i.d observation model as specified in Assumption 2, and later show that our results can be extended to handle Markov sampling. Next, Assumptions 3 and 4 are boundedness requirements on the underlying features and rewards, and are common in the finite time analysis of TD algorithm, see [2, 17]. Assumption 5 requires the columns of the feature matrix \( \Phi \) to be linearly independent, in turn ensuring the uniqueness of the TD solution \( \theta^* \). Moreover, this assumption ensures that the minimum eigenvalue, say \( \mu' \) of \( B = \mathbb{E}^{\Phi^T \Phi} \) is strictly positive, in turn implying that the minimum eigenvalue \( \mu \) of the matrix \( A \) defined in (6) is strictly positive. Assumption 6 is required for the high-probability bounds, while the bounds in expectation do not require projection.

The first result we state below is a bound in expectation on the parameter error \( \| \theta_{k+1,N} - \theta^* \|_2^2 \).

**Theorem 1 (Bound in expectation).** Suppose Assumptions 1 to 5 hold. Choose a step size \( \gamma \) satisfying

\[
\gamma \leq \gamma_{\text{max}} = \frac{1 - \beta}{(1 + \beta)^2 \Phi_{\text{max}}^2},
\]

where \( \beta \) is the discount factor and \( \Phi_{\text{max}} \) is a bound on the features (see Assumption 3). Then the expected error of the tail-averaged iterate \( \theta_{k+1,N} \) when using Algorithm 1 satisfies

\[
\mathbb{E} \left[ \| \theta_{k+1,N} - \theta^* \|_2^2 \right] \leq 10 e^{-(1 - \beta) \gamma \| \theta^* \|_2^2} \left( \frac{\gamma}{1 - \beta} \right)^2 \frac{\sigma^2}{\mu' \lambda_{\text{max}}^2 N} \mathbb{E} \left[ \| \theta_0 - \theta^* \|_2^2 \right] + \frac{10 \sigma^2}{(1 - \beta)^2 \mu' \lambda_{\text{max}}^2 N},
\]

where \( N = t-k \), \( \theta_0 \) is the initial point, \( \sigma^2 = (R_{\text{max}} + (1 + \beta) \Phi_{\text{max}}^2 \| \theta^* \|_2^2) \), with \( \theta^* \) denoting the TD fixed point specified in (6), and \( \mu' \) is the minimum eigenvalue of \( B = \mathbb{E}^{\Phi^T \Phi} \).

**Proof.** See Section 5.1 for a sketch and Subsection 6.2.4 for a detailed proof.

A few remarks are in order.

**Remark 1.** It is apparent that the bound presented above scales inversely with the square of \( (1 - \beta)\mu' \). More importantly, the bound presented above is for a step-size choice that does not require information about the eigenvalues of matrices \( A \) or \( B \). To the best of our knowledge, this is the first bound of \( O(1/t) \) for a ‘universal’ step-size. Previous results, such as those by [2, 17] provide a comparable bound, albeit for a diminishing step-size of the form \( c/k \), where setting \( c \) requires knowledge of \( \mu \). On the other hand, [6, 17] provide a \( O(1/t^\alpha) \) bound for larger step-sizes of the form \( c/t^\alpha \), where \( c \) is a universal constant.

**Remark 2.** The first term on the RHS of (15) relates to the rate at which the initial parameter \( \theta_0 \) is forgotten, while the second term arises from a martingale difference noise term associated with the i.i.d. sampling model. Setting \( k = t/2 \), we observe that the first term is forgotten at an exponential rate, while the noise term is \( O(1/t) \).

**Remark 3.** In [12], the authors consider iterate averaging in a linear stochastic approximation setting. Comparing their Theorem 1 to the result we have presented above, we note that the first term on the RHS of (15) exhibits an exponential decay, while the corresponding decay is of order \( O(1/t) \) in [12]. The second term in their result as well as in (15) is of order \( O(1/t) \). While the second dominates the rate, the first term, which relates to the rate at which the initial parameter is forgotten, decays much faster with tail averaging. Intuitively, it makes sense to average after sufficient iterations have passed, instead of averaging from the beginning, and our bounds confirm this viewpoint.

**Remark 4.** A closely related result under comparable assumptions is Theorem 2 of [2]. This result provides two bounds corresponding to constant and diminishing step-sizes, respectively, while assuming the knowledge of \( \mu \). The bound there corresponding to the constant step-size for the last iterate of TD is the sum of an exponentially decaying ‘initial error’ term and a constant offset with the noise variance. The second bound in the aforementioned work is \( O(1/t) \) for both initial error and noise terms. The bound we derived in (15) combines the best of these two bounds through tail averaging, i.e., an exponentially decaying initial error, and a \( O(1/t) \) noise term. As an aside, our bound is for the projection-free variant of TD, while the bounds in [2] requires projection, with an assumption similar to Assumption 6.

**Remark 5.** Another closely related result is Theorem 4.4 of [17], where the authors analyse TD with linear function approximation, with input data from a batch of samples. The analysis there can be easily extended to cover our i.i.d. sampling model. As in the remark above, while the overall rate is \( O(1/t) \) in their result as well as (15), the initial error in our bound is forgotten much faster. A similar observation also holds w.r.t. the bound in the recent work [3], but the authors do not state their bound explicitly.

**Remark 6.** It is possible to extend our analysis to cover the Markov noise observation model, as specified in Section 8 of [2]. In this model, we assume that the underlying Markov chain is uniformly ergodic, which intuitively translates to a fast mixing rate. For finite Markov chains irreducibility and aperiodicity are sufficient to
establish this assumption. The fast mixing assumption allows us to translate the i.i.d. sampling results to Markov sampling. We provide the details of such an extension in Section 7.

Next, we turn to providing a bound that holds with high probability the parameter error $\|\theta_{k+1, N} - \theta^*\|_2$ of the projected TD algorithm. For this result, we require the TD update parameter to stay within a bounded region that houses $\theta^*$, which is formalized in Assumption 6.

**Theorem 2 (High-probability bound).** Suppose Assumptions 1 to 6 hold. Choose the step size such that $\gamma \leq \gamma_{\text{max}}$, where $\gamma_{\text{max}}$ is defined in (14). Then, for any $\delta \in (0, 1]$, we have the following bound for the projected tail-averaged iterate $\theta_{k+1, N}$:

$$P\left(\|\theta_{k+1, N} - \theta^*\|_2 \leq \frac{2\sigma}{(1 - \beta)\mu'\sqrt{N}} \log \left(\frac{1}{\delta}\right) + \frac{4e^{-k(1 - \beta)^2\mu'}}{\gamma(1 - \beta)\mu'\sqrt{N}} \mathbb{E}\|\theta_0 - \theta^*\|_2 + \frac{4\sigma}{(1 - \beta)\mu'\sqrt{N}}\right) \geq 1 - \delta,$$

where $N, \sigma, \mu, \theta_0, \theta^*$ are as specified in Theorem 1.

**Proof.** See Subsection 5.2 for a sketch and Subsection 6.3.2 for a detailed proof. □

**Remark 7.** High-probability bounds for TD algorithm have been derived earlier in [6, 17]. In comparison to Theorem 4.2 of [17], we note that our bound is an improvement since the sampling error (the first and third terms in $\mathcal{K}(n)$ defined above) decays at a much faster rate for tail-averaged TD. Next, unlike [6], we note that our bound requires projection. However it does exhibit a similar rate of convergence, the bounds depend inversely on $\mu^2$ for $\mu > 0$, which is formalized in Assumption 3. Such a dependence may be preferable over vanilla TD, as there are problem instances where $(1 - \beta)\mu' < \mu$. To make this intuition more concrete, consider the following problem instance.

In this section, we analyse the regularised TD algorithm. From the results in Theorems 1 and 2 one can observe that although tail-averaged TD achieves a $O\left(\frac{1}{T}\right)$ rate of convergence, the bounds depend inversely on $(1 - \beta)\mu'$, where $\mu'$ is the minimum eigenvalue of $B = \mathbb{E}B[\Phi \Phi^\top]$. In the following results we will show that the non-asymptotic bounds for regularised TD scale inversely with $\mu$ (minimum eigenvalue of matrix $A$). Such a dependence may be preferable over vanilla TD, as there are problem instances where $(1 - \beta)\mu' < \mu$. To make this intuition more concrete, consider the following problem instance.

**Example 1.** Consider a two state MDP with the transition dynamics as depicted in Figure 1, for a given policy, say $\pi$. The one-dimensional state features are given as follows: $\phi(1) = 1$, and $\phi(2) = \frac{1}{2}$. For the case of $p = \frac{1}{2}$, we have

$$A = (1/2) (\phi(1)^2 + \phi(2)^2) - \beta/4 (\phi(1)^2 + \phi(2)^2 + \phi(1)\phi(2) + \phi(2)\phi(1)) = \frac{5}{8} - \frac{9\beta}{16}.$$  

Further, $B = \frac{5}{8}$. Thus, for any $\beta \in [0, 1]$, $(1 - \beta)B \leq A$. Further, as $\beta$ approaches 1, $(1 - \beta)B \rightarrow 0$, while $A \rightarrow \frac{5}{8}$. Since convergence rate of tail-averaged TD depends inversely on $(1 - \beta)\mu'$ (see Theorems 1 and 2), there is a concrete case for an algorithm whose convergence rate depends on $\mu$ instead of $(1 - \beta)\mu'$. The regularised TD variant that we present next achieves this objective.
4.1. Basic algorithm

Instead of the TD solution (28), we solve the following regularised problem for a given regularisation parameter \( \lambda > 0 \):

\[
\hat{\theta}^*_{\text{reg}} = (A + \lambda I)^{-1} b,
\]

(16)

The update iteration of the TD analogue for the regularised case is as follows:

\[
\hat{\theta}_t = (I - \gamma \lambda) \hat{\theta}_{t-1} + \gamma (r_t + \beta \hat{\theta}^T_{t-1} \phi(s'_t) - \hat{\theta}^T_{t-1} \phi(s_t)) \phi(s_t).
\]

(17)

Similarly, the projected regularised TD update (which we consider for deriving the high probability bounds) uses the projection \( \Gamma \) as follows:

\[
\hat{\theta}_t = \Gamma((I - \gamma \lambda) \hat{\theta}_{t-1} + \gamma (r_t + \beta \hat{\theta}^T_{t-1} \phi(s'_t) - \hat{\theta}^T_{t-1} \phi(s_t)) \phi(s_t)).
\]

(18)

In (18), operator \( \Gamma \) projects the iterate \( \hat{\theta}_t \) onto the nearest point in a closed ball \( C \subset \mathbb{R}^d \) with a radius \( H \) which is large enough to include \( \hat{\theta}^*_{\text{reg}} \).

Using arguments similar to vanilla TD, it is easy to see that the iterate \( \hat{\theta}_t \) converges (16) under Assumptions 1 to 5, and a standard stochastic approximation condition on the step-size.

The overall flow of the regularised TD algorithm would be similar to Algorithm 1, except that the iterate is updated according to (17), and an additional regularisation parameter is involved.

4.2. Finite time bounds

Using a technique similar to that used in establishing the bound for tail-averaged TD in Theorem 1, we arrive at the following bound in expectation for regularised TD.

**Theorem 3 (Bound in expectation).** Suppose Assumptions 1 to 4 hold. Choose a step size \( \gamma \) satisfying

\[
\gamma \leq \gamma_{\max} = \frac{\lambda}{\lambda^2 + 2\lambda(1 + \beta)\Phi_{\max}^+ + (1 + \beta)^2 \Phi_{\max}^+}.
\]

(19)

Then the expected error of the tail-averaged regularised TD iterate \( \hat{\theta}_{k+1,N} \) satisfies

\[
\mathbb{E}
\left\|
\hat{\theta}_{k+1,N} - \theta^*_{\text{reg}}
\right\|_2^2 
\leq \frac{10e^{-ky(\mu+\lambda)}}{\gamma^2(\mu+\lambda)^2N^2}\mathbb{E}
\left\|
\hat{\theta}_0 - \theta^*_{\text{reg}}
\right\|_2^2 + \frac{10\sigma^2}{(\mu+\lambda)^2N^2},
\]

(20)

where \( N = t - k \), and \( \sigma^2 = (R_{\max} + (1 + \beta)\Phi_{\max}^2)\|\theta^*_{\text{reg}}\|_2^2 \).

**Proof.** See Section 5.3 for a sketch and Subsection 6.2.4 for a detailed proof. \( \square \)

While the result above bounded the distance to the regularised TD solution, the next result shows that the distance between regularised TD iterate and vanilla projected TD fixed point is of \( O(\lambda) \).

**Corollary 1.** Under conditions of Theorem 3, we have

\[
\mathbb{E}
\left\|
\hat{\theta}_{k+1,N} - \theta^*
\right\|_2^2 
\leq \frac{20e^{-ky(\mu+\lambda)}}{\gamma^2(\mu+\lambda)^2N^2}\mathbb{E}
\left\|
\hat{\theta}_0 - \theta^*_{\text{reg}}
\right\|_2^2 + \frac{20\sigma^2}{(\mu+\lambda)^2N^2} + \frac{2\lambda^2\Phi_{\max}R_{\max}}{\sigma_{\min}(A)^2(\mu+\lambda)^2}.
\]

(21)

where \( \sigma_{\min}(A) \) is \( A \)'s minimum singular value

**Proof.** See Subsection 6.4.4 \( \square \)

With a suitable choice of \( \lambda \), the next result shows that regularised TD obtains a \( O(1/t) \) rate (e.g., with \( k = t/2 \)), and the bound scales inversely with the eigenvalue \( \mu \) of the matrix \( A \). From the discussion earlier, recall that there are problem instances where \( \mu \gg (1 - \beta)\mu' \), and the bound for tail-averaged TD sans regularisation depended inversely on \( (1 - \beta)\mu' \).

**Corollary 2.** Under conditions of Theorem 3, and with \( \lambda = \frac{1}{\sqrt{N}} \), we obtain

\[
\mathbb{E}
\left\|
\hat{\theta}_{k+1,N} - \theta^*
\right\|_2^2 
\leq \frac{20(1 + (1 + \beta)\Phi_{\max}^+ \sqrt{N})}{\mu^2N^3}\mathbb{E}
\left\|
\hat{\theta}_0 - \theta^*_{\text{reg}}
\right\|_2^2 + \frac{20\sigma^2}{\mu^2N} + \frac{2\lambda^2\Phi_{\max}^2R_{\max}}{\mu^2N}.
\]

(22)

A few remarks are in order.
Remark 9. The choice of step-size in the bound of Theorem 3 is universal, i.e., does not require the knowledge of \( \mu \), and the rate of convergence is \( O(1/t) \), if we set \( k = t/2 \), or any constant multiple of \( t \). However, the regularised TD iterate converges to (16), which is different from the vanilla TD fixed point. But, the distance is between the regularised and vanilla TD solutions is \( O(\lambda) \), implying that for small value of \( \lambda \), the regularised TD solution is a good proxy, which in turn implies that the regularised TD iterate can be used in place of vanilla TD iterate, to obtain a good approximation to the TD fixed point. Corollary 1 makes this intuition precise.

Remark 10. The initial and sampling errors in (20) are as in the tail-averaged TD (see Theorem 1), i.e., initial error is forgotten at an exponential rate, while the sampling error is \( O(1/t) \).

Remark 11. In [17], the authors analyse the iterate-average variant of TD, and derive a \( O(1/t^\alpha) \) bound for a step-size \( \Theta(1/k^\alpha) \), where \( 1/2 < \alpha < 1 \). Further, their step-size choice is universal as is the case of tail-averaged TD in comparison to [17]. Our bound for regularised TD exhibits a better rate, though the bound measures the distance to the regularised TD solution.

Next, we present a high-probability bound for regularised TD in the spirit of Theorem 2.

Theorem 4 (High-probability bound). Suppose Assumptions 1 to 4, and 6 hold. Choose the step size such that \( \gamma \leq \gamma_{\text{max}} \), where \( \gamma_{\text{max}} \) is defined in (19). Then, for any \( \delta \in (0,1] \), we have the following bound for the projected tail-averaged regularised TD iterate \( \hat{\theta}_{k+1,N} \):

\[
P\left( \left\| \hat{\theta}_{k+1,N} - \theta^*_{\text{reg}} \right\|_{\ell_2} \leq \frac{2\sigma}{(\mu + \lambda)\sqrt{N}} \log\left( \frac{1}{\delta} \right) + \frac{4e^{(-k\gamma(\mu + \lambda))}}{\gamma(\mu + \lambda)N} \mathbb{E} \left[ \left\| \hat{\theta}_0 - \theta^*_{\text{reg}} \right\|_{\ell_2} \right] + \frac{4\sigma}{(\mu + \lambda)\sqrt{N}} \right) \geq 1 - \delta,
\]

where \( N, \sigma, \mu, \hat{\theta}_0, \theta^*_{\text{reg}} \) are as specified in Theorem 3.

Proof. The proof follows the same template as Theorem 2, and is given in Subsection 6.5.2.

As discussed in Remark 8 and Section 7 for tail-averaged TD sans regularisation, it is straightforward to extend the results in Theorems 3 and 4 to cover the case of Markov sampling.

5. Proof Ideas

5.1. Proof of Theorem 1 (Sketch)

Proof. We present here the framework for obtaining the results obtained in the paper; the framework has been introduced in the work of [2, 6, 17]. Towards that end, we begin by introducing some notation. First, we define the centered error \( z_t = \hat{\theta}_t - \theta^* \). Using the TD update (7), the centered error can be seen to satisfy the following recursive relation:

\[
z_t = (1 - \gamma a_t)z_{t-1} + \gamma f_t(\theta^*),
\]

where \( f(\cdot) \) defined as in (7), and \( a_t = \phi(s_t)\phi'(s_t)^T - \beta \phi(s_t)\phi'(s_t) \).

The centered error is decomposed into a bias and variance term as follows:

\[
\mathbb{E} \left[ \left\| z_t \right\|_{\ell_2}^2 \right] = 2\mathbb{E} \left[ \left\| C_t z_0 \right\|_{\ell_2}^2 \right] + 2\gamma^2 \sum_{k=0}^{t} \mathbb{E} \left[ \left\| \sum_{k=0}^{t} C_{t-k}^j f_k(\theta^*) \right\|_{\ell_2}^2 \right]
\]

\[
= 2z_t^\text{bias} + 2\gamma^2 z_t^\text{variance},
\]

where

\[
C_{t-j} = \begin{cases} (1 - \gamma a_t)(1 - \gamma a_{t-1}) \ldots (1 - \gamma a_j) & \text{if } i > j \\ 1, \text{ otherwise} \end{cases}
\]

The bias term is then bounded as \( z_t^\text{bias} \leq \exp(-\gamma(1 - \beta)\mu' t)\mathbb{E} \left[ \left\| z_0 \right\|_{\ell_2}^2 \right] \), while the variance term is bounded as \( z_t^\text{variance} \leq \frac{\sigma^2}{(1 - \gamma(1 - \beta)\mu')^2} \).

The centered error corresponding to the tail-averaged iterate \( \theta_{k+1,N} \) is given by \( z_{k+1,N} = \frac{1}{N} \sum_{i=k+1}^{k+N} z_i \). The analysis proceeds by bounding the expectation of the norm \( \mathbb{E} \left[ \left\| z_{k+1,N} \right\|_{\ell_2}^2 \right] \) using the following decomposition:

\[
\mathbb{E} \left[ \left\| z_{k+1,N} \right\|_{\ell_2}^2 \right] \leq \frac{1}{N^2} \left( \sum_{i=k+1}^{k+N} \mathbb{E} \left[ \left\| z_i \right\|_{\ell_2}^2 \right] + 2 \sum_{i=k+1}^{k+N} \mathbb{E} \left[ z_i^T z_j \right] \right).
\]
Using the definitions of \( z_t^{\text{bias}} \) and \( z_t^{\text{variance}} \), we simplify the RHS above as follows:
\[
\mathbb{E}\left[\left\| z_{k+1,N} \right\|_2^2 \right] \leq \frac{2}{N^2} \left( 1 + \frac{4}{\gamma(1-\beta)} \right) \sum_{i=k+1}^{k+N} z_i^{\text{bias}} + \frac{2}{N^2} \left( 1 + \frac{4}{\gamma(1-\beta)} \right) \sum_{i=k+1}^{k+N} z_i^{\text{variance}},
\]
where, \( z_i^{\text{bias}} = \mathbb{E}\left[ \| C^{i-1} z_0 \|_2^2 \right] \) and \( z_i^{\text{variance}} = \sum_{k=0}^{i-1} \mathbb{E}\left[ \| C^{i-k-1} f_k(\theta^*) \|_2^2 \right] \), and \( f(\cdot) \) defined as in (7).

The main result follows by substituting the bounds on \( z_i^{\text{bias}} \) and \( z_i^{\text{variance}} \) followed by some algebraic manipulations.

\[ \square \]

### 5.2. Proof of Theorem 2 (Sketch)

**Proof.** To obtain the high-probability bound we use the proof technique by Prashanth et al. [17], where we consider separately the deviation of the centered error from its mean, i.e., \( \| z_{k+1,N} \|_2^2 - \mathbb{E}\left[ \| z_{k+1,N} \|_2^2 \right] \). We decompose this quantity as a sum of martingale differences, establish a Lipschitz property followed by a sub-Gaussian concentration bound to infer
\[
P\left( \| z_{k+1,N} \|_2^2 - \mathbb{E}\left[ \| z_{k+1,N} \|_2^2 \right] > \epsilon \right) \leq \exp\left( -\frac{\epsilon^2}{(R_{\text{max}} + (1+\beta)\Phi_2 L_{\text{max}}^2) \sum_{i=k+1}^{k+N} L_i^2} \right).
\]
where \( L_i = \frac{1}{\sqrt{N}} \sum_{j=i}^{i+N} \left( 1 - \frac{(1-\beta)\mu^2}{2} \right)^j \). Next, under the choice of step-size \( \gamma \) specified in the theorem statement, we establish that
\[
\sum_{i=k+1}^{k+N} L_i^2 \leq \frac{4}{N(1-\beta)\mu^2}.
\]
The main claim follows by (i) substituting the bound obtained above in (26); (ii) using the bound on \( \mathbb{E}\left[ \| z_{k+1,N} \|_2^2 \right] \) specified in Theorem 1; and (iii) converting the tail bound resulting from (i) and (ii) into a high-probability bound. The detailed proof is given in Subsection 6.3.

\[ \square \]

### 5.3. Proof of Theorem 3 (Sketch)

The proof of Theorem 3 follows the same template as Theorem 1. The following lemma captures the interplay of the step size and regularization parameters and its subsequent effect on the constants and decay rates in Theorem 3’s result.

**Lemma 1.** With \( \gamma \leq \gamma_{\text{max}} \) as given in (19), the following bound holds
\[
\left\| \left( I - \gamma(A + \lambda I) \right)^T \left( I - \gamma(A + \lambda I) \right) \right\|_2 \leq 1 - \gamma(\mu + \lambda), \quad \text{and} \quad \| (I - \gamma A) \|_2 \leq 1 - \frac{\gamma(\mu + \lambda)}{2}.
\]

### 6. Convergence Analysis

#### 6.1. Preliminaries

Let \( \mathcal{F}_t \) denote the sigma-field generated by \( \{\theta_0, \ldots, \theta_t\}, t \geq 0 \), and let
\[
f_t(\theta) \pm (r_t + \beta^T \phi(s_t) - \theta^T \phi(s_t)) \phi(s_t).
\]
Recall that \( n \) denotes the number of states in the underlying MDP and the feature matrix \(|S| \times d\)-matrix, where \( \Phi \pm (\phi_1(s_1), \ldots, \phi_d(s_n)) \).

According to the characterisation of TD’s steady-state behaviour in (12), it’s final solution can be written as follows:
\[
\theta^* = A^{-1} b,
\]
Using (12), we rewrite the TD update in eq. (7) as follows:
\[
\theta_t = \theta_{t-1} + \gamma f_t(\theta_{t-1})
= \theta_{t-1} + \gamma \left( -A\theta_{t-1} + b + \Delta A \right).
\]
where $\Delta M_t = f_t(\theta_{t-1}) - \mathbb{E}^p [f_t(\theta_{t-1}) | F_{t-1}]$ is a martingale difference sequence with $f$ defined as in (27).

We shall first establish a few useful results in Lemma 3 to 6.

**Lemma 2.** For any $a, b \in \mathbb{R}^d$, we have

$$-\frac{\theta^T (aa^T + bb^T) \theta}{2} \leq \theta^T (ab^T) \theta \leq \frac{\theta^T (aa^T + bb^T) \theta}{2}.$$

**Proof.**

$$\theta^T ab^T \theta \overset{(a)}{=} \left( \theta^T a \theta \right) \left( \theta^T b \theta \right)^{1/2} \leq \frac{\theta^T a a^T \theta + \theta^T b b^T \theta}{2} = \frac{\theta^T (aa^T + bb^T) \theta}{2},$$

where (a) follows from Cauchy-Schwarz inequality and (b) follows from AM-GM inequality. $\square$

**Lemma 3.** The matrix $A$ defined in (28) satisfies

$$\|A\|_2 \leq (1 + \beta) \Phi_{\text{max}}^2,$$

where $\Phi_{\text{max}}$ is specified in Assumption 3, and $\beta$ is the discount factor.

**Proof.**

$$\|A\|_2 = \|\mathbb{E} [\phi(s_t) \phi(s_t)^T - \beta \phi(s_t) \phi(s'_t)^T]\|_2 \\
\overset{(a)}{=} \mathbb{E} [\|\phi(s_t) \phi(s_t)^T\|_2] + \beta \mathbb{E} [\|\phi(s_t) \phi(s'_t)^T\|_2] \\
\overset{(b)}{\leq} (1 + \beta) \Phi_{\text{max}}^2,$$

where (a) is due to Jensen’s inequality, and (b) uses Assumption 3. $\square$

**Lemma 4.** Recall that $B = \mathbb{E}^p [\phi(s_t) \phi(s_t)^T]$. For any $\theta \in \mathbb{R}^d$ the following inequality holds

$$2(1 - \beta) \theta^T B \theta \leq \theta^T (A + A^T) \theta \leq 2(1 + \beta) \theta^T B \theta.$$

**Proof.** We will first provide a proof for the lower bound

$$\theta^T (A + A^T) \theta = \theta^T \left( \mathbb{E} [\phi(s_t) \phi(s_t)^T - \beta \phi(s_t) \phi(s'_t)^T] + \mathbb{E} [\phi(s_t) \phi(s_t)^T - \beta (\phi(s_t) \phi(s'_t)^T)] \right) \theta \\
\overset{(a)}{=} \theta^T (2B - \beta \mathbb{E} [\phi(s_t) \phi(s'_t)^T] + \mathbb{E} [\phi(s'_t) \phi(s'_t)^T]) \theta \\
\overset{(b)}{\geq} 2(1 - \beta) \theta^T B \theta,$$

where (a) uses Lemma 2, and (b) follows from the fact that $\mathbb{E}^p [\phi(s_t) \phi(s_t)^T] = \mathbb{E}^p [\phi(s'_t) \phi(s'_t)^T]$ which holds because $\phi(s_t)$ and $\phi(s'_t)$ are both sampled from the stationary distribution $\rho$.

For the upper bound, we use Lemma 2 (30) to obtain

$$\theta^T (A + A^T) \theta \leq \theta^T (2B + \beta \mathbb{E} [\phi(s_t) \phi(s'_t)^T + \phi(s'_t) \phi(s'_t)^T]) \theta \\
= 2(1 + \beta) \theta^T B \theta.$$ $\square$

**Lemma 5.** Let $a_j \triangleq [\phi(s_j) \phi(s_j)^T - \beta \phi(s_j) \phi(s'_j)^T]$, and $B = \mathbb{E}^p [\phi(s_t) \phi(s_t)^T]$. Then for any $\theta \in \mathbb{R}^d$, the following inequality holds

$$\theta^T (\mathbb{E} [a_j a_j]) \theta \leq \Phi_{\text{max}}^2 (1 + \beta)^2 \theta^T B \theta.$$
Proof. Note that
\[ a_j^\top a_j = \|\phi(s_j)\|_2^2 [\phi(s_j)\phi(s_j)^\top - \beta(\phi(s_j)\phi(s_j)^\top + \phi(s_j)\phi(s_j)^\top) + \beta^2 \phi(s_j)\phi(s_j)^\top]. \]

Therefore,
\[
\theta^\top \mathbb{E}[a_j^\top a_j] \leq \theta^\top \left( \|\phi(s_j)\|_2^2 \mathbb{E}[\phi(s_j)\phi(s_j)^\top - \beta(\phi(s_j)\phi(s_j)^\top + \phi(s_j)\phi(s_j)^\top) + \beta^2 \phi(s_j)\phi(s_j)^\top] \right) \theta
\]
\[
\leq \theta^\top \left( \Phi_{\max}^2 \mathbb{E}[\phi(s_j)\phi(s_j)^\top - \beta(\phi(s_j)\phi(s_j)^\top + \phi(s_j)\phi(s_j)^\top) + \beta^2 \phi(s_j)\phi(s_j)^\top] \right) \theta
\]
\[
\leq \theta^\top \left( \Phi_{\max}^2 \mathbb{E}[\phi(s_j)\phi(s_j)^\top - \beta(\phi(s_j)\phi(s_j)^\top + \phi(s_j)\phi(s_j)^\top) + \beta^2 \phi(s_j)\phi(s_j)^\top] \right) \theta
\]
\[
\leq \theta^\top \Phi_{\max}^2 (1 + 2\beta + \beta^2) \theta^\top B \theta,
\]

where (a) follows from Assumption 3, (b) follows from Lemma 2, and (c) holds because \( \mathbb{E}^\rho [\phi(s_j)\phi(s_j)^\top] = \mathbb{E}^\rho [\phi(s_j')\phi(s_j')^\top] \).

\( \square \)

Lemma 6. Let \( a_j \doteq [\phi(s_j)\phi(s_j)^\top - \beta\phi(s_j)\phi(s_j)^\top] \). With \( \gamma \leq \nu_{\max} = \frac{1 - \beta}{(1 + \beta)^2 \Phi_{\max}} \), the following bounds hold for any random variable \( \theta \in \mathbb{R}^d \) that is \( \mathcal{F}_j \) measurable:
\[
\mathbb{E} \left[ \theta^\top (1 - \gamma a_j)^\top (1 - \gamma a_j) \theta | \mathcal{F}_j \right] \leq (1 - \gamma (1 - \beta)\nu') \|\theta\|_2^2,
\]
\[
\mathbb{E} \left[ \| (1 - \gamma a_j) \theta \|_2^2 | \mathcal{F}_j \right] \leq \left( 1 - \frac{\gamma (1 - \beta)\nu'}{2} \right) \|\theta\|_2^2.
\]

Proof. Note that
\[
\mathbb{E}[\theta^\top (1 - \gamma a_j)^\top (1 - \gamma a_j) \theta | \mathcal{F}_j] = \mathbb{E}[\theta^\top (1 - \gamma (a_j^\top + a_j) + \gamma^2 a_j^\top a_j) \theta | \mathcal{F}_j]
\]
\[
= \|\theta\|_2^2 - \gamma \theta^\top \mathbb{E}[a_j^\top + a_j | \mathcal{F}_j] \theta + \gamma^2 \theta^\top \mathbb{E}[a_j^\top a_j | \mathcal{F}_j] \theta.
\]
\[ (31) \]

We now bound "Term 1" on the RHS above as follows:
\[
\theta^\top \mathbb{E}[a_j^\top + a_j | \mathcal{F}_j] \theta \geq 2(1 - \beta)\theta^\top B \theta,
\]
\[ (32) \]
where (a) follows from Lemma 4, with \( B \doteq \mathbb{E}^\rho [\phi(s_j)\phi(s_j)^\top] \).

Next, we bound "Term 2" on the RHS of eq. (31) as follows:
\[
\theta^\top \mathbb{E}[a_j^\top a_j | \mathcal{F}_j] \theta \leq \Phi_{\max}^2 (1 + \beta)^2 \theta^\top B \theta,
\]
\[ (33) \]
where (a) is due to Lemma 5.

Compiling (32) and (33), we get
\[
\mathbb{E}[\theta^\top (1 - a_j)^\top (1 - a_j) \theta | \mathcal{F}_j] \leq \|\theta\|_2^2 - 2\gamma (1 - \beta)\theta^\top B \theta + \gamma^2 \Phi_{\max}^2 (1 + \beta)^2 \theta^\top B \theta
\]
\[
= \|\theta\|_2^2 - \gamma (1 - \beta) \left( 2 - \gamma (1 + \beta)^2 \Phi_{\max}^2 \right) \theta^\top B \theta
\]
\[
\leq \|\theta\|_2^2 - \gamma (1 - \beta) \theta^\top B \theta
\]
\[
\leq \|\theta\|_2^2 - \gamma (1 - \beta)\nu' \|\theta\|_2^2
\]
= (1 - γμ'(1-β)) \|θ\|_2^2, \tag{34}

where (a) uses \( γ \leq γ_{\text{max}} \), and (b) follows from using Cauchy-Schwarz inequality along with the fact that \( μ' \) as the minimum eigenvalue of \( B \).

Applying Jensen’s inequality in conjunction with (34), we obtain

\[
\mathbb{E}[\| (1-a_t)θ \|_2^2 | F_j ] \leq (1 - γμ'(1-β))^{1/2} \|θ\|_2^2
\]

\[
\leq \left( 1 - \frac{γμ'(1-β)}{2} \right) \|θ\|_2^2,
\]

where (a) uses \( 1 - γμ'(1-β) \geq 0 \implies (1 - γμ'(1-β))^{1/2} \leq 1 - \frac{γμ'(1-β)}{2} \). \hfill \Box

6.2. Expectation bound for Tail-averaged TD (Proof of Theorem 1)

6.2.1. Bias-variance decomposition of the non-asymptotic error

Let,

\[
C^{t, j} = \begin{cases} (1 - γa_i)(1 - γa_{i-1}) \ldots (1 - γa_j), & \text{if } i > j \\ 1, & \text{otherwise} \end{cases}
\]

where \( a_i \) is defined in Lemma 5

Next let,

\[
z_t^{\text{bias}} \pm \mathbb{E}[\| C^{t,1}z_0 \|_2^2],
\]

and

\[
z_t^{\text{variance}} \pm \mathbb{E}\left[ \left\| \sum_{k=1}^{t} C^{t,k+1}f_k(θ^*) \right\|_2^2 \right].
\]

Let the centered error be \( z_t = \theta_t - θ^* \). Then, using eq. (7), we obtain

\[
z_t = \theta_{t-1} - θ^* + γ(τ_{t-1} + βθ_{t-1}^Tφ(s_t) - θ_{t-1}^Tφ(s_t))φ(s_t)
= \theta_{t-1} - θ^* + γ(τ_{t-1}φ(s_t) - a_{t-1}θ_{t-1}) + γa_{t}θ^* - γa_{t}θ^* - γa_{t}θ^*
= (1 - γa_t)z_{t-1} + γf_t(θ^*)
\]

\[
\overset{\text{(a)}}{=} C^{t,1}z_0 + γ \sum_{k=1}^{t} C^{t,k+1}f_k(θ^*),
\]

where (a) follows from unrolling the update rule.

Taking expectations on both sides of (39), we obtain

\[
\mathbb{E}[\| z_t \|_2^2] = \mathbb{E}\left[ \left\| C^{t,1}z_0 + γ \sum_{k=1}^{t} C^{t,k+1}f_k(θ^*) \right\|_2^2 \right]
\]

\[
\overset{(a)}{\leq} 2z_t^{\text{bias}} + 2γ^2z_t^{\text{variance}},
\]

where (a) is obtained by using the following inequalities, i. \( \|a+b\|_2^2 \leq 2\|a\|_2^2 + 2\|b\|_2^2 \), ii. \( \|\sum_{i=0}^{n} x_i\| \leq \sum_{i=0}^{n} \|x_i\| \).

\( z_t^{\text{bias}} \) and \( z_t^{\text{variance}} \) are given by (36) and (38).

Therefore, a bound on \( \mathbb{E}[\| z_t \|_2^2] \) can obtained by bounding individual terms in eq. (40).

6.2.2. Bounding \( z_t^{\text{bias}} \)

**Lemma 7.** Under conditions of Theorem 1, we have

\[
z_t^{\text{bias}} \leq \exp(-γ(1-β)μ')\mathbb{E}[\| z_0 \|_2^2], \forall t \geq 1.
\]

**Proof.** Notice that

\[
z_t^{\text{bias}} = \mathbb{E}[\| C^{t,1}z_0 \|_2^2]
= \mathbb{E}\left[ \left\| (C^{t-1,1}z_0)^T (I - γa_t)^T (1 - γa_t) C^{t-1,1}z_0 \right\|_2^2 \right]
\]
Lemma 8. For any \(u_1D467\) \(6.2.4\). Proof of Theorem (6.2.4). Proof of Theorem

where \((a)\) follows from Lemma 6, and \((b)\) follows from using the argument in \((a)\) repeatedly.

6.2.3. Bounding \(z_i\) variance

Lemma 8. For any \(\Gamma_1\) - measurable random vector \(x \in \mathbb{R}^d\), and \(t \geq i\), we have

\[
\sum_{i=0}^{t} \mathbb{E}\left[\|C^{i+1}x\|_2^2\right] \leq \frac{\mathbb{E}\left[\|x\|_2^2\right]}{\gamma (1 - \beta)\mu}.
\]

Proof.

\[
\mathbb{E}\left[\sum_{i=0}^{t} \|C^{i+1}x\|_2^2\right] = \mathbb{E}\left[\sum_{i=0}^{t} (C^{i+1}x)^\top (C^{i+1}x)\right] = \mathbb{E}\left[\sum_{i=0}^{t} (C^{i+1}x)^\top (1 - \gamma a_i)^\top (1 - \gamma a_i)C^{i+1}x\right] = \sum_{i=0}^{t} \mathbb{E}\left[\|C^{i+1}x\|_2^2\right] \leq \sum_{i=0}^{t} (1 - \gamma (1 - \beta)\mu) \mathbb{E}\left[\|x\|_2^2\right]
\]

where \((a)\) follows from linearity of the expectation operator, \((b)\) follows from Lemma 6, \((c)\) follows from unrolling the recursion, and \((d)\) follows from the fact that \(\sum_{i=1}^t (1 - \gamma (1 - \beta)\mu)^i \leq \frac{1}{\gamma (1 - \beta)\mu} \).

Lemma 9. Under conditions of Theorem 1, we have

\[
z_i^{\text{variance}} \leq \frac{\sigma^2}{\gamma (1 - \beta)\mu}.
\]

Proof.

\[
z_i^{\text{variance}} = \sum_{i=0}^{t} \mathbb{E}\left[(C^{i+1}f_i(\theta^*))^\top (C^{i+1}f_i(\theta^*))\right] \leq \frac{1}{\gamma (1 - \beta)\mu} \mathbb{E}\left[\|f_i(\theta^*)\|_2^2 | \Gamma_{t-1}\right] \leq \frac{\sigma^2}{\gamma (1 - \beta)\mu}.
\]

where \((a)\) follows from Lemma 8, and \((b)\) follows from Assumption 4, and the fact that \(\mathbb{E}\left[\|f_i(\theta^*)\|_2^2 | \Gamma_{t-1}\right] \leq \sigma^2\), where \(\sigma^2 = (R_{\text{max}} + (1 + \beta)\Phi_{\text{max}}^2)\|\theta^*\|_2^2\).

6.2.4. Proof of Theorem 1

Recall that

\[
z_{k+1,N} = \frac{1}{N} \sum_{i=k+1}^t z_i.
\]
Now,
\[
\mathbb{E} \left[ \left\| z_{k+1,N} \right\|^2 \right] = \frac{1}{N^2} \sum_{i=k+1}^{k+N} \mathbb{E} [z_i^T z_i] \\
\leq \frac{1}{N^2} \left( \sum_{i=k+1}^{k+N} \mathbb{E} [z_i^2] + 2 \sum_{i=k+1}^{k+N} \sum_{j=i+1}^{k+N} \mathbb{E} [z_i^T z_j] \right),
\]
where (a) follows from separating out the diagonal and off-diagonal terms. For the bound in expectation for tail-averaged TD in Theorem 1, we establish a useful result that bounds the second term in the RHS of (48).

**Lemma 10.** For all \( i \geq 1 \), we have
\[
\sum_{i=k+1}^{k+N-1} \sum_{j=i+1}^{k+N} \mathbb{E} [z_i^T z_j] \leq \frac{2}{\gamma(1-\beta)^\mu} \sum_{i=k+1}^{k+N} \mathbb{E} \left[ \left\| z_i \right\|^2 \right].
\]

**Proof.**
\[
\sum_{i=k+1}^{k+N-1} \sum_{j=i+1}^{k+N} \mathbb{E} [z_i^T z_j] = \sum_{i=k+1}^{k+N-1} \sum_{j=i+1}^{k+N} \mathbb{E} \left[ z_i^T (C^{(j+1)} z_i + \gamma \sum_{l=0}^{j-1} C^{(j+1)} f_l(\theta^*)) \right] \\
\leq \sum_{i=k+1}^{k+N-1} \sum_{j=i+1}^{k+N} \mathbb{E} \left[ z_i^T z_i \right] \\
= \sum_{i=k+1}^{k+N-1} \sum_{j=i+1}^{k+N} \mathbb{E} [z_i^T (1-\gamma a_i) (C^{(j+1)} z_i)] \\
\leq \sum_{i=k+1}^{k+N-1} \sum_{j=i+1}^{k+N} \mathbb{E} \left[ \left\| z_i \right\|^2 \left\| C^{(j+1)} \right\| \right] \\
\leq \sum_{i=k+1}^{k+N} \mathbb{E} \left[ \left\| z_i \right\|^2 \right] \sum_{j=i+1}^{k+N} \left( 1 - \frac{\gamma(1-\beta)^\mu}{2} \right)^{j-i} \\
\leq \frac{2}{\gamma(1-\beta)^\mu} \sum_{i=k+1}^{k+N} \mathbb{E} \left[ \left\| z_i \right\|^2 \right],
\]
where (a) follows from the fact that \( \mathbb{E} [f_l(\theta^*) | F_{i-1}] = 0 \), (b) follows from the fact that \( z_i^T C^{(j+1)} z_i \leq \left\| z_i \right\| \left\| C^{(j+1)} \right\| \) due to Cauchy-Schwarz inequality, (c) is because \( \left\| C^{(j+1)} \right\| \leq \left\| (I - \gamma a) \right\|_{j-i} \leq \left( 1 - \frac{\gamma(1-\beta)^\mu}{2} \right)^{j-i} \) (due to Cauchy-Schwarz inequality and Lemma 6), and (d) follows from the summation of the geometric series. □

For the sake of readability, we will restate Theorem 1 below.

**Theorem 5.** Suppose Assumptions 1 to 5 hold. Choose a step size \( \gamma \) satisfying
\[
\gamma \leq \gamma_{\text{max}} = \frac{1-\beta}{(1+\beta)^2 \Phi_{\text{max}}},
\]
where \( \beta \) is the discount factor and \( \Phi_{\text{max}} \) is a bound on the features (see Assumption 3). Then the expected error of the tail-averaged iterate \( \theta_{k+1,N} \) formed using Algorithm 1 satisfies
\[
\mathbb{E} \left[ \left\| \theta_{k+1,N} - \theta^* \right\|^2 \right] \leq \frac{10 \sigma^2}{(1-\beta)^2 \mu^2 N \mathbb{E} \left[ \left\| \theta_0 - \theta^* \right\|^2 \right]} + \frac{10 \sigma^2}{(1-\beta)^2 \mu^2 N},
\]
where \( N = t - k \), \( \sigma^2 = (R_{\text{max}} + (1+\beta)\Phi_{\text{max}}^2 \left\| \theta^* \right\|_2^2) \), \( \theta_0 \) is the initial point, and \( \theta^* \) is the TD fixed point specified in (6).
Proof. Substituting the result of Lemma 10 in eq. (48), we obtain

\[
\mathbb{E}\left[\|z_{k+1,N}\|_2^2\right] \leq \frac{1}{N^2} \left( \sum_{i=k+1}^{k+N} \mathbb{E}\left[\|z_i\|_2^2\right] + \frac{4}{\gamma(1-\beta)^{\mu'}} \sum_{i=k+1}^{k+N} \mathbb{E}\left[\|z_i\|_2^2\right] \right) \\
= \frac{1}{N^2} \left( 1 + \frac{4}{\gamma(1-\beta)^{\mu'}} \sum_{i=k+1}^{k+N} \mathbb{E}\left[\|z_i\|_2^2\right] \right) \\
\leq \frac{2}{N^2} \left( 1 + \frac{4}{\gamma(1-\beta)^{\mu'}} \right) \sum_{i=k+1}^{k+N} \mathbb{E}\left[\|z_i\|_2^2\right] + \frac{2}{N^2} \left( 1 + \frac{4}{\gamma(1-\beta)^{\mu'}} \right) \sum_{i=k+1}^{k+N} \mathbb{E}\left[\|z_i\|_2^2\right],
\]

where (a) follows from eq. (40).

\(z_{k+1,N}^{\text{bias}}\) in eq. (52) is bounded as follows:

\[
z_{k+1,N}^{\text{bias}} \leq \frac{2}{N^2} \left( 1 + \frac{4}{\gamma(1-\beta)^{\mu'}} \right) \sum_{i=k+1}^{k+N} \mathbb{E}\left[\|z_i\|_2^2\right].
\]

where (a) follows from eq. (42) in proof of Lemma 7, and (b) follows from the bound on summation of a geometric series.

\(z_{k+1,N}^{\text{variance}}\) in eq. (52) is bounded as follows:

\[
z_{k+1,N}^{\text{variance}} \leq \frac{2\gamma^2}{N^2} \left( 1 + \frac{4}{\gamma(1-\beta)^{\mu'}} \right) \sum_{i=k+1}^{k+N} \frac{\sigma^2}{\gamma(1-\beta)^{\mu'}} \\
\leq \frac{2\gamma^2}{N^2} \left( 1 + \frac{4}{\gamma(1-\beta)^{\mu'}} \right) \sum_{i=0}^{N} \frac{\sigma^2}{\gamma(1-\beta)^{\mu'}} \\
= \left( 1 + \frac{4}{\gamma(1-\beta)^{\mu'}} \right) \frac{2\gamma^2\sigma^2}{(1-\beta)^{\mu'}N}.
\]

where (a) follows from Lemma 9.

Finally substituting the bounds on \(z_{k+1,N}^{\text{bias}}\) and \(z_{k+1,N}^{\text{variance}}\) in (52), we get

\[
\mathbb{E}\left[\|z_{k+1,N}\|_2^2\right] \leq \left( 1 + \frac{4}{\gamma(1-\beta)^{\mu'}} \right) \frac{2\gamma(1-\beta)^{\mu'}N^2}{k+1} \mathbb{E}\left[\|z_0\|_2^2\] + \frac{2\gamma^2\sigma^2}{(1-\beta)^{\mu'}N},
\]

where (a) follows from the fact that \(1+x)^\gamma = \exp(\gamma \log(1+x)) \leq \exp(xy)\), and (b) uses \(\gamma(1-\beta)^{\mu'} < 1\) as \(\mu' < \Phi_{\text{max}}^e\), which implies that \(1 + \frac{4}{\gamma(1-\beta)^{\mu'}} \leq \frac{5}{\gamma(1-\beta)^{\mu'}}\). \(\square\)

6.3. High probability bound for tail-averaged TD (Proof of Theorem 2)

Proposition 1. Suppose Assumptions 3 and 4 hold, then for all \(\epsilon \geq 0\), and \(t \geq 1\),

\[
P\left(\|z_{k+1,N}\|_2 - \mathbb{E}\left[\|z_{k+1,N}\|_2\right] > \epsilon\right) \leq \exp\left(-\frac{\epsilon^2}{\left(R_{\text{max}} + (1+\beta)H\Phi_{\text{max}}^e\right)^2 \sum_{i=k+1}^{k+N} L_i}\right),
\]

where \(L_i = \frac{\gamma N}{\sum_{j=i+1}^{k+N} \left(1 - \gamma(1-\beta)^{\mu'}\right)^{-j+i+1}}\).
Proof. To derive the result we follow the technique from [17].

**Step 1.** We decompose the centered error \( \|z_{k+1,N}\|_2 - \mathbb{E}[\|z_{k+1,N}\|_2] \) as follows:

\[
\|z_{k+1,N}\|_2 - \mathbb{E}[\|z_{k+1,N}\|_2] = \sum_{i=k+1}^{k+N} D_i,
\]

where \( D_i \equiv g_i - \mathbb{E}[g_i|F_{i-1}] \), and \( g_i \equiv \mathbb{E}[\|z_{k+1,N}\|_2 | F_{i-1}] \).

**Step 2.**

We prove that functions \( g_i \) are Lipschitz continuous in the random innovation \( f_i \) (given by (27)) at time \( i \) with constant \( L_i \).

First, let \( \Theta_{k+1,N}(\theta) \) be the value of the tail-averaged iterate at time \( t \) that evolves according to eq. (7) beginning from \( \theta \) at time \( i \). Next, let \( \bar{\Theta}_{k+1,N}(\bar{\theta}, \theta) \) be defined as follows:

\[
\bar{\Theta}_{k+1,N}(\bar{\theta}, \theta) \equiv \frac{(i-k)\bar{\theta}}{N} + \frac{1}{N} \sum_{j=i+1}^{k+N} \Theta_j(\theta),
\]

where \( \bar{\theta} \) is the value of the tail averaged iterate at time \( i \).

Now let \( f \) and \( f' \) denote two possible values of the random innovation at time \( i \), and set \( \theta = \theta_{t-1} + yf \) and \( \theta' = \theta_{t-1} + yf' \). Therefore,

\[
\mathbb{E}\left[ \left\| \Theta_j(\theta) - \Theta_j(\theta') \right\|_2 \right] = \mathbb{E}\left[ \left\| \Theta_j(\theta_{t-1}) - \Theta_j(\theta_{t-1}') - y[f(\Theta_j(\theta_{t-1})) - f(\Theta_j(\theta_{t-1}'))] \right\|_2 \right].
\]

We will now bound the term \( \Theta_j(\theta) - \Theta_j(\theta') \) inside the summation of (54).

We will first note that as the projection \( \Gamma \) is non-expansive, we have the following

\[
\mathbb{E}\left[ \left\| \Theta_j(\theta) - \Theta_j(\theta') \right\|_2 | F_{j-1} \right] \leq \mathbb{E}\left[ \left\| \Theta_j(\theta_{t-1}) - \Theta_j(\theta_{t-1}') - y[f(\Theta_j(\theta_{t-1})) - f(\Theta_j(\theta_{t-1}'))] \right\|_2 | F_{j-1} \right].
\]

Expanding \( f_i \) and using the definition \( a_j \) from Lemma 5, we have

\[
\Theta_j(\theta_{t-1}) - \Theta_j(\theta_{t-1}') = [f(\Theta_j(\theta_{t-1})) - f(\Theta_j(\theta_{t-1}'))]
\]

\[
= \Theta_j(\theta_{t-1}) - \Theta_j(\theta_{t-1}') - y[\phi(s_j)\phi(s_j)^\top - \beta\phi(s_j)\phi(s_j)^\top]((\Theta_j(\theta_{t-1})) - (\Theta_j(\theta_{t-1}'))) \]

\[
= (1 - y\alpha_j)((\Theta_j(\theta_{t-1}) - \Theta_j(\theta_{t-1}'))).
\]

Using the tower property of conditional expectations, it follows that

\[
\mathbb{E}\left[ \left\| \Theta_j(\theta) - \Theta_j(\theta') \right\|_2 | F_{j-1} \right] = \mathbb{E}\left[ \left\| \Theta_j(\theta_{t-1}) - \Theta_j(\theta_{t-1}') \right\|_2 | F_{j-1} \right]
\]

\[
= \mathbb{E}\left[ \left\| (1 - y\alpha_j)((\Theta_j(\theta_{t-1}) - \Theta_j(\theta_{t-1}')) \right\|_2 | F_{j-1} \right]
\]

\[
= (1 - y(1 - \beta)\mu') \mathbb{E}[\|\Theta_j(\theta_{t-1}) - \Theta_j(\theta_{t-1}')\|_2]
\]

\[
= (1 - y(1 - \beta)\mu')^{j-i+1} \|\theta - \theta'\|_2,
\]

where (a) follows from Lemma 6, and (b) follows from repeated application of argument used in arriving at (a).

Now, using Jensen’s inequality, we get

\[
|\mathbb{E}[\|\theta_j - \theta^*\|_2 | \theta_i = \theta] - \mathbb{E}[\|\theta_j - \theta^*\|_2 | \theta_i = \theta']| \leq \mathbb{E}[\|\Theta_j(\theta) - \Theta_j(\theta')\|_2],
\]

\[
\leq y \left( 1 - \frac{y(1 - \beta)\mu'}{2} \right)^{j-i+1} \left\| f - f' \right\|_2.
\]
Substituting (56) in (54), we obtain

\[ \mathbb{E} \| \tilde{\theta}_{k+1}^{'} (\check{\theta}, \theta) - \tilde{\theta}_{k+2}^{'} (\check{\theta}, \theta) \|_2 \leq \frac{Y}{N} \sum_{j=i+1}^{i+N} \left( 1 - \frac{y(1-\beta)\mu'}{2} \right)^{j-i+1} \| f - f' \|_2. \]  

(57)

From (56), it is clear that \( g_i \) is \( L_i \)-Lipschitz in the random innovation at time \( i \), which implies that \( D_i \) is Lipschitz with the constant \( L_i \).

**Step 3.**

Next, we derive a standard martingale concentration bound for the tail-averaged iterate \( z_{k+1,N} \). For any \( \eta > 0 \),

\[ P \left( \left\| z_{k+1,N} \right\|_2 - \mathbb{E} \left[ \left\| z_{k+1,N} \right\|_2 \right] \geq \varepsilon \right) = P \left( \sum_{i=k+1}^{k+N} D_i \geq \varepsilon \right) \leq \exp(-\eta \varepsilon) \mathbb{E} \left[ \exp(\eta \sum_{i=k+1}^{k+N} D_i) \right] \]

\[ \leq \exp(-\eta \varepsilon) \mathbb{E} \left[ \exp(\eta \sum_{i=k+1}^{k+N} D_i) \right] \mathbb{E} \left[ \exp(\eta D_{k+1,N}) \right] \left| F_{i-1} \right| \],

where are (a) follows from Markov inequality and (b) follows from eq. (53).

From [17, Proof of proposition 1 part 3, page 585], we have the following bound for a zero-mean r.v. \( Z \) with \( |Z| \leq B \) w.p. 1, and a \( L \)-Lipschitz function \( g \):

\[ \mathbb{E} \left[ \exp(\eta g(Z)) \right] \leq \exp \left( \frac{\eta^2 B^2 L^2}{2} \right). \]

Next, from assumption 4, and the projection step of the algorithm we have that \( f_i(\theta_{i-1}) < (R_{\text{max}} + (1 + \beta)H\Phi_{\text{max}}^2) \) is a bounded random variable, and conditioned on \( F_{i-1} \), \( D_i \) is Lipschitz in \( f_i(\theta_{i-1}) \) with constant \( L_i \). Hence,

\[ \mathbb{E} \left[ \exp(\eta D_i) \right] \left| F_{i-1} \right| \leq \exp \left( \frac{\eta^2 (R_{\text{max}} + (1 + \beta)H\Phi_{\text{max}}^2)^2 L_i^2}{2} \right). \]

Using these facts we get,

\[ P \left( \left\| z_{k+1,N} \right\|_2 - \mathbb{E} \left[ \left\| z_{k+1,N} \right\|_2 \right] \geq \eta \varepsilon \right) \leq \exp(-\eta \varepsilon) \exp \left( \frac{\eta^2 (R_{\text{max}} + (1 + \beta)H\Phi_{\text{max}}^2)^2 \sum_{i=k+1}^{k+N} L_i^2}{2} \right). \]

Optimising over \( \eta \) in the above inequality leads to

\[ P \left( \left\| z_{k+1,N} \right\|_2 - \mathbb{E} \left[ \left\| z_{k+1,N} \right\|_2 \right] > \varepsilon \right) \leq \exp \left( -\frac{\varepsilon^2}{(R_{\text{max}} + (1 + \beta)H\Phi_{\text{max}}^2)^2 \sum_{i=k+1}^{k+N} L_i^2} \right). \]

\[ \square \]

6.3.1. Bounding the Lipschitz constant

**Lemma 11.** With \( L_i \) as defined in Proposition 1, we have

\[ \sum_{i=k+1}^{k+N} L_i^2 \leq \frac{4}{N(1-\beta)^2 \mu'^2}. \]

**Proof.** Notice that

\[ \sum_{i=k+1}^{k+N} L_i^2 = \frac{\gamma^2}{N^2} \sum_{i=k+1}^{k+N} \left( \sum_{j=i+1}^{i+N} \left( 1 - \frac{y(1-\beta)\mu'}{2} \right)^{j-i+1} \right)^2 \]

\[ \leq \frac{\gamma^2}{N^2} \sum_{i=k+1}^{k+N} \left( \sum_{j=i+1}^{\infty} \left( 1 - \frac{y(1-\beta)\mu'}{2} \right)^{j-i+1} \right)^2 \]

\[ = \frac{\gamma^2}{N^2} \sum_{i=k+1}^{k+N} \left( \frac{4}{y^2(1-\beta)^2 \mu'^2} \right) \]

\[ = \frac{4}{N(1-\beta)^2 \mu'^2}. \]

\[ \square \]
6.3.2. Proof of Theorem 2

For the sake of convenience, we restate the high probability bound for tail-averaged TD below.

**Theorem 6 (High-probability bound).** Suppose Assumptions 1 to 6 hold. Choose the step size such that \( \gamma \leq \gamma_{\text{max}} \), where \( \gamma_{\text{max}} \) is defined in (14). Then, for any \( \delta \in (0, 1] \), we have the following bound for the projected tail-averaged iterate \( \theta_{k+1:N} \):

\[
P \left( \| \theta_{k+1:N} - \theta^* \|_2 \leq \frac{2 \sigma}{(1 - \beta) \mu' \sqrt{N}} \sqrt{\log \left( \frac{1}{\delta} \right)} + \frac{\sqrt{10} \sigma}{(1 - \beta) \mu' \sqrt{N}} \right) \geq 1 - \delta,
\]

where \( N, \sigma, \mu, \theta_0, \theta^* \) are as specified in Theorem 1.

**Proof.**

\[
P(\| z_{k+1:N} \|_2^2 - \mathbb{E}[\| z_{k+1:N} \|_2^2] > \epsilon) \leq \frac{e^2}{(R_{\text{max}} + (1 + \beta) H \Phi_{\text{max}}^2 \sum_{i=k+1}^N L_i^2)} \leq \frac{N (1 - \beta) \mu' \epsilon^2}{4 \sigma^2},
\]  

(58)

where (a) follows from Proposition 1, and (b) follows from Lemma 11. The inequality in eq. (58) can be re-written in high-confidence form as follows: For any \( \delta \in (0, 1] \),

\[
P \left( \| z_{k+1:N} \|_2^2 - \mathbb{E}[\| z_{k+1:N} \|_2^2] \leq \frac{2 \sigma}{(1 - \beta) \mu' \sqrt{N}} \sqrt{\log \left( \frac{1}{\delta} \right)} \right) \geq 1 - \delta.
\]

The final bound follows by substituting the bound on \( \mathbb{E}[\| z_{k+1:N} \|_2^2] \) from Theorem 1 in the inequality above. □

6.4. Expectation bound for Tail-averaged TD with regularisation

We will first begin by rewriting the regularised TD iteration as follows:

\[
\hat{\theta}_{t+1} = (I - \gamma I) \hat{\theta}_t + \gamma (-A \hat{\theta}_t + b \Delta M_t),
\]

where \( \Delta M_t = \hat{f}_t(\hat{\theta}_{t-1}) - \mathbb{E}^{\mathcal{F}_t} [\hat{f}_t(\hat{\theta}_{t-1}) | \mathcal{F}_{t-1}] \).

Recall that the solution for the regularised TD iteration is given by

\[
\theta^*_{\text{reg}} = (A + \lambda I)^{-1} b,
\]

where \( A \) and \( b \) are defined in eq. (6).

**Lemma 12.** With \( \gamma \leq \gamma_{\text{max}} = \frac{J}{2^2 + 2 \lambda (1 + \beta) \Phi_{\text{max}}^2 (1 + \beta) \Phi_{\text{max}}^2} \), we have

\[
\| (I - \gamma (A + \lambda I))^{-1} (I - \gamma (A + \lambda I)) \|_2 \leq 1 - \gamma (\mu + \lambda),
\]

and

\[
\| (I - \gamma A) \|_2 \leq 1 - \frac{\gamma (\mu + \lambda)}{2}.
\]

**Proof.**

\[
\| (I - \gamma (A + \lambda I))^{-1} (I - \gamma (A + \lambda I)) \|_2 = \| (I - \gamma (A + \lambda I) - \gamma (A + \lambda I) + \gamma (A + \lambda I)) (A + \lambda I) \|_2
\]
\[
= \| I - \gamma (A + A^\top + 2 \lambda I) + \gamma^2 (A + \lambda I)^\top (A + \lambda I) \|_2
\]
\[
\leq \| I - \gamma (A + A^\top + 2 \lambda I) \|_2 + \| \gamma^2 (A + \lambda I)^\top (A + \lambda I) \|_2
\]
\[
= \| I - \gamma (A + A^\top + 2 \lambda I) \|_2 + \gamma^2 \| A^\top A + \lambda (A^\top A) + \lambda^2 I \|_2.
\]
(a) \[ 1 - \gamma (2\mu + 2\lambda - \gamma (\lambda^2 + 2\lambda (1 + \beta) \Phi_{\max}^3 + (1 + \beta)^2 \Phi_{\max}^4)) \]

(b) \[ 1 - \gamma (2\mu + \lambda) \]

\[ \leq 1 - \gamma (\mu + \lambda), \]

where (a) follows from Lemma 3, and \( \| (A + A^\top) \|_2^2 \geq 2\mu \) and (b) follows as per definition of \( \gamma \).

For the second claim, note that \( 1 - \gamma (\mu + \lambda) \geq 0 \iff (1 - \gamma (\mu + \lambda))^2 \leq 1 - \gamma (\mu + \lambda). \) Therefore,

\[ \| (I - yA) \|_2 \leq 1 - \frac{\gamma (\mu + \lambda)}{2}. \]

Lemma 13. Let \( \gamma \leq \gamma_{\max} \), where \( \gamma_{\max} \) is set as per (19), and \( a_j \) be as defined in Lemma 5. Then for any \( \mathcal{F}_{t-1} \) measurable \( \hat{\theta} \in \mathbb{R}^d \) we have

\[ \mathbb{E} \left[ \hat{\theta}^\top (I - \gamma (\lambda I + a_j))^\top (I - \gamma (\lambda I + a_j)) \hat{\theta} | \mathcal{F}_t \right] \leq (1 - \gamma (\mu + \lambda)) \| \hat{\theta} \|_2^2 \]

and,

\[ \mathbb{E} \left[ \left\| (I - \gamma (\lambda I + a_j)) \hat{\theta} \right\|_2 | \mathcal{F}_t \right] \leq \left( 1 - \frac{\gamma (\mu + \lambda)}{2} \right) \| \hat{\theta} \|_2. \]

Proof.

\[ \mathbb{E} [\hat{\theta}^\top (I - \gamma (\lambda I + a_j))^\top (I - \gamma (\lambda I + a_j)) \hat{\theta} | \mathcal{F}_t] \]

\[ = \mathbb{E} [\hat{\theta}^\top (1 - 2\gamma \lambda I - \gamma a_j + a_j^\top a_j^\top) I + (\lambda^2 I + \lambda a_j + a_j^\top a_j)] \hat{\theta} | \mathcal{F}_t] \]

\[ = \mathbb{E} [\hat{\theta}^\top \hat{\theta} | \mathcal{F}_t] - \gamma \mathbb{E} [\hat{\theta}^\top 2\lambda I \hat{\theta} | \mathcal{F}_t] - \gamma \hat{\theta}^\top \mathbb{E} [a_j a_j^\top | \mathcal{F}_t] \hat{\theta} + \]

\[ y^2 \hat{\theta}^\top \mathbb{E} [a_j^\top a_j | \mathcal{F}_t] \hat{\theta} + 2y^2 \hat{\theta}^\top \mathbb{E} [a_j a_j^\top | \mathcal{F}_t] \hat{\theta} + y^2 \mathbb{E} [\hat{\theta}^\top \lambda^2 I \hat{\theta} | \mathcal{F}_t]. \]

We proceed by bounding the Terms 1, 2, and 3 individually.

Term 1:

\[ \theta^\top \mathbb{E} [a_j a_j^\top | \mathcal{F}_t] \theta = \theta^\top (A^\top + A) \theta \]

\[ \overset{(a)}{\geq} 2\mu \| \theta \|_2^2, \quad (59) \]

where, \( \mu \) is the minimum eigenvalue of matrix \( A \).

Term 2:

From Lemma 5 for any \( \hat{\theta} \in \mathbb{R}^d \), we have

\[ \theta^\top (\mathbb{E} [a_j a_j^\top]) \theta \leq \Phi_{\max}^2 (1 + \beta)^2 \theta^\top B \hat{\theta} \]

\[ \overset{(a)}{\leq} \Phi_{\max}^2 (1 + \beta)^2 \| \theta \|_2^2 \| B \|_2 \]

\[ \overset{(b)}{\leq} (1 + \beta)^2 \Phi_{\max}^4 \| \theta \|_2^2, \]

where (a) follows from the Cauchy-Schwarz inequality, and (b) follows from Assumption 3.

Term 3:

\[ \hat{\theta}^\top \mathbb{E} [a_j a_j^\top | \mathcal{F}_t] \hat{\theta} = \hat{\theta}^\top (A + A^\top) \hat{\theta} \]

\[ \overset{(a)}{\leq} \| \hat{\theta} \|_2^2 \| A + A^\top \|_2 \]

\[ \overset{(b)}{\leq} 2 \| \theta \|_2^2 (1 + \beta) \Phi_{\max}^2. \]
Let \( a \) follow from Cauchy-Schwarz inequality and \( b \) follows from Lemma 3.

Combining the bounds on Term 1,2, and 3, we obtain

\[
\mathbb{E}[\hat{\theta}^T (I - \gamma (\lambda I + a_j))^{-1} (I - \gamma (\lambda I + a_j)) \hat{\theta} | \mathcal{F}_j] \\
\leq (1 - \gamma (2\mu + 2\lambda - \gamma (\lambda^2 + 2(1 + \beta)^2 \Phi_{\max}^2 + (1 + \beta)^4 \Phi_{\max}^4))) \| \hat{\theta} \|_2^2 \\
\leq (1 - \gamma (2\mu + \lambda)) \| \hat{\theta} \|_2^2, \tag{60}
\]

where \( a \) follows from using the using the value of \( \gamma_{\max} \) given in (19).

Using Jensen’s inequality along with (60), we have

\[
\mathbb{E} \left[ \| I - \gamma (\lambda I + a_j) \|_2^2 | \mathcal{F}_j \right] \leq (1 - \gamma (\mu + \lambda))^{1/2} \| \hat{\theta} \|_2^2 \\
\leq \left( 1 - \frac{\gamma (\mu + \lambda)}{2} \right) \| \hat{\theta} \|_2^2, \tag{60a}
\]

where \( a \) uses the following fact: \( 1 - \gamma (\mu + \lambda) \geq 0 \implies (1 - \gamma (\mu + \lambda))^{1/2} \leq 1 - \frac{\gamma (\mu + \lambda)}{2}. \) \( \square \)

### 6.4.1. Bias-variance decomposition of the non-asymptotic error

Let

\[
z_t^{\text{bias}} \triangleq \mathbb{E} \left[ \| C^t \hat{z}_0 \|_2^2 \right], \tag{61}
\]

and

\[
z_t^{\text{variance}} \triangleq \sum_{k=0}^t \mathbb{E} \left[ \| c^k \Delta M_{t-k} \|_2^2 \right]. \tag{62}
\]

Now define the centered error rule as \( \hat{z}_t = \hat{\theta}_t - \hat{\theta}_t^{\text{reg}}. \) Using eq. (17), we obtain

\[
\hat{z}_t = (I - \gamma \lambda) \hat{\theta}_{t-1} - \hat{\theta}_t^{\text{reg}} + \gamma \left( -A \hat{\theta}_{t-1} + b + \Delta M_t \right) \\
= (I - \gamma \lambda) \hat{\theta}_{t-1} - \hat{\theta}_t^{\text{reg}} + \gamma \left( -A \hat{\theta}_{t-1} + (A + \lambda I) (A + \lambda I)^{-1} b + \Delta M_t \right) \\
= (I - \gamma (A + \lambda I)) \hat{z}_{t-1} + \gamma \Delta M_t, \\
\tag{63}
\]

where \( C = (I - \gamma (A + \lambda I)) \), and \( a \) follows from unrolling the update rule.

Taking expectation on both sides of eq. (63) we obtain

\[
\mathbb{E} \left[ \| \hat{z}_t \|_2^2 \right] = \mathbb{E} \left[ \| C^t \hat{z}_0 + \gamma \sum_{k=0}^t c^k \Delta M_{t-k} \|_2^2 \right] \\
\leq 2z_t^{\text{bias}} + 2\gamma^2 z_t^{\text{variance}}, \tag{64}
\]

where \( a \) is obtained by using the following inequalities i. \( \| a + b \|_2^2 \leq 2 \| a \|_2^2 + 2 \| b \|_2^2 \), ii. \( \| \sum_{i=0}^n x_i \|_2 \leq \sum_{i=0}^n \| x_i \| \). and \( z_t^{\text{bias}} \) & \( z_t^{\text{variance}} \) are defined in eqs. (61) and (62).

Therefore, a bound on \( \mathbb{E} \left[ \| \hat{z}_t \|_2^2 \right] \) can obtained by bounding individual terms in eq. (64).

### 6.4.2. Bounding \( z_t^{\text{bias}} \)

**Lemma 14.** For any step size \( \gamma \leq \gamma_{\max} \), the bias or the initial error of the TD update is upper bounded as

\[
z_t^{\text{bias}} \leq \exp(-\gamma (\mu + \lambda) t) \mathbb{E}[\| \hat{z}_0 \|_2^2].
\]

**Proof.**

\[
z_t^{\text{bias}} \leq \mathbb{E}[\| C^t \hat{z}_0 \|_2^2]
\]
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\[
\mathbb{E} \left[ (C^{t-1} \hat{z}_0)^\top (1 - \gamma (A + \lambda I)) \right] \leq \left\| (1 - \gamma (I - \gamma (A + \lambda I))) \right\|_2 \mathbb{E} \left[ \| C^{t-1} \hat{z}_0 \|^2_2 \right],
\]

where (a) follows Cauchy-Schwarz inequality, (b) follows from Lemma 6, and (c) is the recursive application of the bound in (b).

6.4.3 Bounding $\hat{z}_t$ variance

**Lemma 15.** For any random vector $x \in \mathbb{R}^d$,

\[
\sum_{t=0}^{\tau} \mathbb{E} \left[ \| C^t x \|^2_2 \right] \leq \frac{\mathbb{E} [\| x \|^2_2]}{\gamma (\mu + \lambda)}.
\]

**Proof.**

\[
\mathbb{E} \left[ \sum_{t=0}^{\tau} \| C^t x \|^2_2 \right] = \mathbb{E} \left[ \sum_{t=0}^{\tau} (C^t x)^\top (C^t x) \right] = \sum_{t=0}^{\tau} \mathbb{E} \left[ (x^\top (C^t)^\top C^t x) \right]
\]

\[
\leq \sum_{t=0}^{\tau} \mathbb{E} \left[ ((1 - \gamma (I - \gamma (A + \lambda I))) (1 - \gamma (I - \gamma (A + \lambda I)))) \right] \mathbb{E} [x^\top (C^{t-1})^\top C^{t-1} x]
\]

\[
\leq \sum_{t=0}^{\tau} (1 - \gamma (\mu + \lambda)) \mathbb{E} [x^\top (C^{t-1})^\top C^{t-1} x]
\]

\[
\leq \sum_{t=0}^{\tau} (1 - \gamma (\mu + \lambda))^t \mathbb{E} [\| x \|^2_2]
\]

\[
\leq \frac{\mathbb{E} [\| x \|^2_2]}{\gamma (\mu + \lambda)}.
\]

Where (a) follows from Cauchy-Schwarz inequality, (b) follows from Lemma 6 and definition of $C^t$, (c) follows from unrolling the recursion, and (d) follows from the fact that $\sum_{t=1}^{\tau} (1 - \gamma (\mu + \lambda))^t \leq \frac{1}{\gamma (\mu + \lambda)}$.

**Lemma 16.**

\[
\hat{z}_t \text{variance} \leq \frac{\sigma^2}{\gamma (\mu + \lambda)}.
\]

**Proof.**

\[
\hat{z}_t \text{variance} = \sum_{t=1}^{\tau} \mathbb{E} \left[ \left( C^t \Delta M_{t-1} \right)^\top \left( C^t \Delta M_{t-1} \right) \right]
\]

\[
\leq \frac{1}{\gamma (\mu + \lambda)} \mathbb{E} [\| \Delta M_t \|^2_2 | F_{t-1}] \leq \frac{\sigma^2}{\gamma (\mu + \lambda)}
\]

where (a) follows from Lemma 15, and (b) follows from Assumption 4, and the fact that $\mathbb{E} [\| \Delta M_t \|^2_2 | F_{t-1}] \leq \sigma^2$, where $\sigma^2 = (R_{max} + (1 + \beta) \Phi_{max}^2 \| \theta^* \|^2_2)$.
6.4.4. Proof of Theorem 3

We will first proceed by getting the bias variance decomposition of the tail-averaged regularised TD update.

\[
\mathbb{E}[\|\hat{\theta}_{k+1,N}\|^2] = \frac{1}{N^2} \sum_{i=k+1}^{k+N} \mathbb{E}[\hat{z}_i^T \hat{z}_i] \\
\leq \frac{(a)}{N^2} \left( \sum_{i=k+1}^{k+N} \mathbb{E}[\|\hat{z}_i\|^2] + 2 \sum_{i=k+1}^{k+N} \sum_{j=i+1}^{k+N} \mathbb{E}[\hat{z}_i^T \hat{z}_j] \right),
\]

(67)

where \((a)\) follows from separating out the diagonal and off-diagonal terms and using Cauchy-Schwarz inequality.

**Lemma 17.** For all \(i \geq 1\), we have

\[
\sum_{j=i+1}^{k+1} \sum_{i=k+1}^{k+N} \mathbb{E}[\|\hat{z}_i^T \hat{z}_j\|] \leq \frac{2}{\gamma(\mu + \lambda)} \sum_{i=k+1}^{k+N} \mathbb{E}[\|\hat{z}_i\|^2].
\]

**Proof.**

\[
\sum_{j=i+1}^{k+1} \sum_{i=k+1}^{k+N} \mathbb{E}[\|\hat{z}_i^T \hat{z}_j\|] = \sum_{j=i+1}^{k+1} \sum_{i=k+1}^{k+N} \mathbb{E}[\hat{z}_i^T (C^{(j-i)} \hat{z}_i + \gamma \sum_{j=0} C^i \Delta M_{j-i}))]
\\
= \sum_{j=i+1}^{k+1} \sum_{i=k+1}^{k+N} \mathbb{E}[\|\hat{z}_i\| \|C^{(j-i)}\|_2] \\
\leq \sum_{j=i+1}^{k+1} \sum_{i=k+1}^{k+N} (1 - \gamma(\mu + \lambda))^{j-i} \mathbb{E}[\|\hat{z}_i\|^2] \\
\leq \sum_{i=k+1}^{k+N} \sum_{j=i+1}^{\infty} (1 - \gamma(\mu + \lambda))^{j-i} \\
\leq \frac{2}{\gamma(\mu + \lambda)} \sum_{i=k+1}^{k+N} \mathbb{E}[\|\hat{z}_i\|^2],
\]

where \((a)\) follows from the fact that \(\mathbb{E}[\Delta M_i] = 0\), \((b)\) follows from Lemma 12, \((c)\) follows from the summation of the geometric series. \(\square\)

For the sake of convenience, we restate the bound in expectation for regularised TD below.

**Theorem 7 (Bound in expectation).** Suppose Assumptions 1 to 4 hold. Choose a step size \(\gamma\) satisfying

\[
\gamma \leq \gamma_{\text{max}} = \frac{\lambda}{\lambda^2 + 2\lambda(1 + \beta)\Phi_{\max}^2 + (1 + \beta)^2\Phi_{\max}^4}.
\]

Then the expected error of the tail-averaged regularised TD iterate \(\hat{\theta}_{k+1,N}\) satisfies

\[
\mathbb{E}[\|\hat{\theta}_{k+1,N} - \theta^*_\text{reg}\|^2] \leq \frac{10\epsilon(k(\mu + \lambda))}{\gamma^2(\mu + \lambda)^2N^2} \mathbb{E}[\|\hat{\theta}_0 - \theta^*_\text{reg}\|^2] + \frac{10\sigma^2}{(\mu + \lambda)^2N^2}.
\]

(69)

where \(N = t - k\), and \(\sigma^2 = (R_{\max} + (1 + \beta)\Phi_{\max}^2)\|\dot{\theta}^*_\text{reg}\|^2_2\).

**Proof.** Substituting the result of Lemma 17 in eq. (67) we get

\[
\mathbb{E}[\|\hat{z}_{k+1,N}\|^2] \leq \frac{1}{N^2} \sum_{i=k+1}^{k+N} \mathbb{E}[\|\hat{z}_i\|^2] + \frac{4}{\gamma(\mu + \lambda)} \sum_{i=k+1}^{k+N} \mathbb{E}[\|\hat{z}_i\|^2]
\\
= \frac{1}{N^2} \left( 1 + \frac{4}{\gamma(\mu + \lambda)} \right) \sum_{i=k+1}^{k+N} \mathbb{E}[\|\hat{z}_i\|^2]
\]
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where \((a)\) follows from eq. (64), and \(N = t - k\).

\(\hat{z}_{k+1,i}^{\text{bias}}\) in eq. (70) is bounded as follows

\[
\hat{z}_{k+1,i}^{\text{bias}} \leq \frac{2}{N^2} \left(1 + \frac{4}{\gamma(\mu + \lambda)}\right) \sum_{i=k+1}^{\infty} z_i \quad \leq (a) \frac{2}{N^2} \left(1 + \frac{4}{\gamma(\mu + \lambda)}\right) \sum_{i=k+1}^{\infty} (1 - \gamma(\mu + \lambda)) \gamma \left[ \|\hat{z}_0\|_2^2 \right] \]

\(\hat{z}_{k+1,i}^{\text{variance}}\) in eq. (70) is bounded as follows

\[
\hat{z}_{k+1,i}^{\text{variance}} \leq \frac{2}{N^2} \left(1 + \frac{4}{\gamma(\mu + \lambda)}\right) \sum_{i=k+1}^{\infty} \frac{\sigma_i^2}{\gamma(\mu + \lambda)} \quad \leq \frac{2}{N^2} \left(1 + \frac{4}{\gamma(\mu + \lambda)}\right) \sum_{i=0}^{N} \frac{\sigma_i^2}{\gamma(\mu + \lambda)} \quad = \left(1 + \frac{4}{\gamma(\mu + \lambda)}\right) \frac{2\sigma^2}{(\mu + \lambda)N}, \]

where \((a)\) follows from Lemma 16.

Finally substituting the bounds on \(\hat{z}_{k+1,i}^{\text{bias}}\) and \(\hat{z}_{k+1,i}^{\text{variance}}\) in (70), we get

\[
\mathbb{E} \left[ \|\hat{z}_{k+1,i}\|_2^2 \right] \leq \left(1 + \frac{4}{\gamma(\mu + \lambda)}\right) \left(\frac{2}{\gamma(\mu + \lambda)N^2} (1 - \gamma(\mu + \lambda)) \gamma k+1 \mathbb{E} \left[ \|\hat{z}_0\|_2^2 \right] + \frac{2\gamma\sigma^2}{(\mu + \lambda)N}\right),
\]

where \((a)\) is because \((1 + x)^y = \exp(y\log(1 + x)) \leq \exp(xy)\), and \((b)\) is because \(1 + \frac{4}{\gamma(\mu + \lambda)} \leq \frac{5}{\gamma(\mu + \lambda)}\).

**Corollary 3.** Under conditions of Theorem 3, we have

\[
\mathbb{E} \left[ \left\| \hat{\theta}_{k+1, N} - \theta^* \right\|_2^2 \right] \leq 20\frac{\exp(-k\gamma(\mu + \lambda))}{\gamma(\mu + \lambda)^2 N^2} \mathbb{E} \left[ \left\| \hat{\theta}_0 - \theta^*_\text{reg} \right\|_2^2 \right] + \frac{2\sigma^2}{(\mu + \lambda)^2} + \frac{2\lambda^2\sigma_{\text{max}}^2}{(\lambda + \mu)^2},
\]

where \(\sigma_{\text{min}}(A)\) as \(A\)’s minimum singular value.

**Proof.**

\[
\mathbb{E} \left[ \left\| \hat{\theta}_{k+1, N} - \theta^* \right\|_2^2 \right] \leq (a) 2\mathbb{E} \left[ \left\| \theta^*_\text{reg} - \theta^* \right\|_2^2 \right] + 2\mathbb{E} \left[ \left\| \hat{\theta}_{k+1, N} - \theta^*_\text{reg} \right\|_2^2 \right].
\]

where \((a)\) is because \(\|a + b\|_2^2 \leq 2\|a\|_2^2 + 2\|b\|_2^2\).

Bounding Term 1

\[
\mathbb{E} \left[ \left\| \theta^* - \theta^*_\text{reg} \right\|_2^2 \right] = \left\|\Lambda^{-1} b - (A + \lambda I)^{-1} b \right\|_2^2
\]

Bounding Term 2

\[
\mathbb{E} \left[ \left\| \hat{\theta}_{k+1, N} - \theta^*_\text{reg} \right\|_2^2 \right] = \left\|ight.\]
\[
\begin{align*}
\leq & \|A^{-1} - (A + \lambda I)^{-1}\|_2^2 \|b\|_2^2 \\
= & \|A^{-1} (A + \lambda I - A) (A + \lambda I)^{-1}\|_2^2 \|b\|_2^2 \\
\leq & \|A^{-1}\|_2^2 \lambda^2 \| (A + \lambda I)^{-1}\|_2 \|b\|_2^2 \\
\leq & \frac{\lambda \Phi_{\text{max}}^2}{\sigma_{\text{min}}(A)^2 (\lambda + \mu)^2} 
\end{align*}
\]  

(72)

where (a) follows from Cauchy-Schwarz inequality, and (b) follows from the fact that \(\|A^{-1}\| = 1/\sigma_{\text{min}}(A)\), with \(\sigma_{\text{min}}(A)\) as \(A\)'s minimum singular value.

\[\square\]

6.5. **High probability bound for Tail-averaged TD with regularisation**

**Proposition 2.** Under assumptions 3, 4, for all \(\epsilon \geq 0\), and \(t \geq 1\),

\[
P\left(\|\tilde{z}_{k+1,N}\|_2 - \mathbb{E}[\|\tilde{z}_{k+1,N}\|_2] > \epsilon\right) \leq \exp\left(-\frac{\epsilon^2}{(R_{\text{max}} + (1 + \beta) H \Phi_{\text{max}}^2)^2 \sum_{i=k+1}^{k+N} t_i^2}\right),
\]

where \(L_i = \frac{\lambda}{N} \sum_{i=1}^{k+N} (1 - \varphi(t_i))^{i-i+1}\).

For this proof we can use Step 1 and Step 3 of Proposition 1. However, as the update rule differs from the usual TD update, we will derive the Lipschitz constant (Step 2 in proof of Proposition 1) for the regularised TD algorithm separately. Towards that end, we need to prove that that functions \(g_i\) are Lipschitz continuous in \(f_i\) at time \(i\) with new constant \(L_i\).

Towards that end, first, define \(\hat{\Theta}_{k+1}^i(\hat{\theta})\) to be the value of the regularised-tail-averaged iterate at time \(t\) that evolves according to eq. (7) beginning from \(\hat{\theta}\) at time \(i\), and next, define \(\hat{\Theta}_{k+1,N}^i(\hat{\theta}, \hat{\theta})\) as follows:

\[
\hat{\Theta}_{k+1,N}^i(\hat{\theta}, \hat{\theta}) = \frac{(i-k)\hat{\theta}}{N} + \frac{1}{N} \sum_{j=i+1}^{i+N} \hat{\Theta}_j^i(\hat{\theta}),
\]

where \(\hat{\theta}\) is the value of the tail-averaged regularised TD iterate at time \(i\).

Let \(f\) and \(f'\) denote two different values of random innovations at time \(i\). Then we know that, \(\hat{\theta} = \hat{\theta}_{j-1} + \gamma f\), and \(\hat{\theta}' = \hat{\theta}_{j-1} + \gamma f'\) are the parameter values corresponding to each \(f\). Therefore,

\[
\mathbb{E}\left[\left\|\hat{\Theta}_{i+1,N}^i(\hat{\theta}, \hat{\theta}) - \hat{\Theta}_{i+1,N}^i(\hat{\theta}, \hat{\theta}')\right\|_2\right] = \mathbb{E}\left[\frac{1}{N} \sum_{j=i+1}^{i+N} \left\|\hat{\Theta}_j^i(\hat{\theta}) - \hat{\Theta}_j^i(\hat{\theta})\right\|_2\right].
\]  

(73)

We will now bound the term \(\hat{\Theta}_j^i(\hat{\theta}) - \hat{\Theta}_j^i(\hat{\theta})\) inside the summation of (73).

Note that as the projection \(\Gamma\) is non-expansive, we have the following

\[
\mathbb{E}\left[\left\|\hat{\Theta}_j^i(\hat{\theta}) - \hat{\Theta}_j^i(\hat{\theta})\right\|_2\right] = \mathbb{E}\left[\left\|\left(\hat{\Theta}_j^i - (\hat{\Theta}_j^i(\hat{\theta}) - \hat{\Theta}_j^i(\hat{\theta}'))\right) - \gamma [f_i(\hat{\Theta}_j^i(\hat{\theta})) - f_i(\hat{\Theta}_j^i(\hat{\theta}'))]\right\|_2\right].
\]

Expanding on \(f_i\) and using \(a_j = \{\phi(s_j)\phi(s_j)^\top - \beta \phi(s_j)\phi(s_j)^\top\}\), we have

\[
\begin{align*}
\hat{\Theta}_j^i(\hat{\theta}) - \hat{\Theta}_j^i(\hat{\theta}') = & \gamma [f_i(\hat{\Theta}_j^i(\hat{\theta})) - f_i(\hat{\Theta}_j^i(\hat{\theta}'))] \\
= & (1 - \gamma)(\hat{\Theta}_j^i(\hat{\theta}) - \hat{\Theta}_j^i(\hat{\theta}')) - \gamma [f_i(\phi(s_j))\phi(s_j)^\top - \beta \phi(s_j)\phi(s_j)^\top][(\hat{\Theta}_j^i(\hat{\theta})) - (\hat{\Theta}_j^i(\hat{\theta}'))] \\
= & (1 - \gamma)(\lambda + a_j)(\hat{\Theta}_j^i(\hat{\theta}) - \hat{\Theta}_j^i(\hat{\theta}')).
\end{align*}
\]  

(74)

Using the tower property of conditional expectations, it follows that:

\[
\mathbb{E}\left[\left\|\hat{\Theta}_j^i(\hat{\theta}) - \hat{\Theta}_j^i(\hat{\theta}')\right\|_2\right] = \mathbb{E}\left[\mathbb{E}\left[\left\|\hat{\Theta}_j^i(\hat{\theta}) - \hat{\Theta}_j^i(\hat{\theta}')\right\|_2\mid F_{j-1}\right]\right] \\
= \mathbb{E}\left[\mathbb{E}\left[\left\|(1 - \lambda I + a_j)(\hat{\Theta}_j^i(\hat{\theta}) - \hat{\Theta}_j^i(\hat{\theta}'))\right\|_2\mid F_{j-1}\right]\right].
\]
where \((a)\) follows from Lemma 13, and \((b)\) follows from repeated application of argument that helps us arrive at \((a)\).

Now using Jensen’s inequality we get,

\[
\mathbb{E}\left[\left\|\hat{\theta}_j - \theta_{reg}^*\right\|_2 \mid \hat{\theta}_j = \hat{\theta}\right] - \mathbb{E}\left[\left\|\hat{\theta}_j - \theta_{reg}^*\right\|_2 \mid \hat{\theta}_j = \hat{\theta}'\right] \leq \mathbb{E}\left[\left\|\hat{\theta}_j(\hat{\theta}) - \hat{\theta}_j(\hat{\theta}')\right\|_2\right] \leq y\left(1 - \frac{r(\mu + \lambda)}{2}\right)^{j-i+1} \left\|f - f'\right\|_2.
\]

(75)

Substituting (75) in (73), and using Lemma 10, we get the following

\[
\mathbb{E}\left[\left\|\hat{\theta}_k^{i+1}(\hat{\theta}_{i+1}, \hat{\theta}) - \hat{\theta}_k^{i+1}(\hat{\theta}_{i+1}, \hat{\theta}')\right\|_2\right] \leq \frac{y}{N} \sum_{j=i+1}^{i+N} \left(1 - \frac{r(\mu + \lambda)}{2}\right)^{j-i+1} \left\|f - f'\right\|_2.
\]

(76)

From (76) it is clear that \(g_i\) is \(L_i\)-Lipschitz in \(f_i\) at time \(i\), which implies that \(D_i\) is Lipschitz with Lipschitz constant \(L_i = \frac{r}{N} \sum_{j=i+1}^{i+N} \left(1 - \frac{r(\mu + \lambda)}{2}\right)^{j-i+1}\).

6.5.1. Bounding the Lipschitz constant

**Lemma 18.** For the tail-averaged TD, the Lipschitz constant \(L_i\) in Proposition 1 is upper bounded as follows:

\[
\sum_{i=k+1}^{k+N} L_i^2 \leq \frac{4}{(\mu + \lambda)^2 N}
\]

Proof.

\[
\sum_{i=k+1}^{k+N} L_i^2 = \frac{y^2}{N^2} \sum_{i=k+1}^{k+N} \left(1 - \frac{r(\mu + \lambda)}{2}\right)^{j-i+1} \leq \frac{y^2}{N^2} \sum_{i=k+1}^{k+N} \left(1 - \frac{r(\mu + \lambda)}{2}\right)^{j-i+1} \leq \frac{y^2}{N^2} \sum_{i=k+1}^{k+N} \left(\frac{4}{(\mu + \lambda)^2}\right)^{j-i+1} \leq \frac{y^2}{N^2} \sum_{i=k+1}^{k+N} \frac{4}{(\mu + \lambda)^2} = \frac{4}{(\mu + \lambda)^2 N},
\]

where \((a)\) is due to summing the geometric series. \(\square\)

6.5.2. Proof of Theorem 4

For the sake of convenience, we restate the high probability bound for regularised TD below.

**Theorem 8 (High-probability bound).** Assume 1 to 4, and 6. Choose the step size such that \(y \leq \gamma_{\text{max}}, \text{ where } \gamma_{\text{max}} \text{ is defined in (19)}. Then, for any \(\delta \in (0, 1]\), we have the following bound for the projected tail-averaged regularised TD iterate \(\hat{\theta}_{k+1,N}^*\):

\[
P\left(\left\|\hat{\theta}_{k+1,N} - \theta_{reg}^*\right\|_2 \leq \frac{2\sigma}{(\mu + \lambda)\sqrt{N}} \log \left(\frac{1}{\delta}\right) + \frac{4e^{(1-y)(\mu + \lambda)}}{\gamma(\mu + \lambda)N} \mathbb{E}\left[\left\|\hat{\theta}_0 - \theta_{reg}^*\right\|_2\right] + \frac{4\sigma}{(\mu + \lambda)\sqrt{N}} \right) \geq 1 - \delta,
\]

where \(N, \sigma, \mu, \hat{\theta}_0, \theta_{reg}^*\) are as specified in Theorem 3.
Proof.

\[
P(\|\mathbf{z}_{k+1,N}\|^2 - \mathbb{E}[\|\mathbf{z}_{k+1,N}\|^2] > \epsilon) \leq \exp \left( - \frac{\epsilon^2}{(R_{\text{max}} + (1 + \beta)H^2 \phi_{\text{max}}^2) \sum_{i=k+1}^{k+N} I_i} \right),
\]

where (a) follows from Proposition 2, and (b) follows from Lemma 18. The main claim follows by converting the bound above to a high-confidence form. In particular,

\[
\exp \left( - \frac{N(\mu + \lambda)^2 \epsilon^2}{4\sigma^2} \right) = \delta, \text{ leads to } \epsilon = \frac{2\sigma}{\mu + \lambda} \sqrt{\frac{\log(\frac{1}{\delta})}{N}}.
\]

The final bound follows by substituting the value for \( \epsilon \) from (78) in (77), and using the result from Theorem 3. \( \square \)

7. Bounds for Under Mixing Assumptions

Instead of Assumption 2, we now consider the case when \((s_t)_{t \in \mathbb{N}}\) are drawn from a single stationary trajectory of the Markov chain with policy \(\pi\). We assume exponential ergodicity for the Markov chain, which holds when any finite Markov chain is irreducible. Let \(\rho\) be the corresponding stationary distribution.

**Assumption 7.** \(s_1 \sim \rho\) and there exist constants \(C\) and \(n_{\text{mix}}\) such that for every \(t, \tau \in \mathbb{N}\)

\[
D(\tau) := \sup_{s \in S} TV(s_{t+\tau} | s_t = s, \rho) \leq C \exp(-\frac{\tau}{n_{\text{mix}}}).
\]

where TV denotes the total variation distance between probability measures. This is a standard assumption in the literature [2, 20]. We now adapt Lemma 3 from [13] to our present setting.

**Lemma 19 (Adaptation of Lemma 3 in [13]).** For any \(K \in \mathbb{N}\), define the random variable

\[
S_{K,n} := ((s_1, s_2), (s_{K+1}, s_{K+2}), (s_{2K+1}, s_{2K+2}), \ldots, (s_{nK+1}, s_{nK+2})).
\]

Let \(P\) denote the transition kernel for the Markov chain under policy \(\pi\). By \(\rho^{(2)}\) denote the joint distribution of \((s_1, s_2)\).

Under Assumption 7, we have

\[
TV(S_{K,n}, (\rho^{(2)})^\otimes n) \leq nD(K-1) \leq nC \exp(-\frac{K-1}{n_{\text{mix}}}).
\]

Now let \(R_{K,n} = (r_1, r_{K+1}, \ldots, r_{nK+1})\) be the random rewards corresponding to \(S_{K,n}\) and consider i.i.d random variables \(\tilde{S}_{K,n} = ((\tilde{s}_1, \tilde{s}_2), (\tilde{s}_{K+1}, \tilde{s}_{K+2}), (\tilde{s}_{2K+1}, \tilde{s}_{2K+2}), \ldots, (\tilde{s}_{nK+1}, \tilde{s}_{nK+2}))\) ~ \((\rho^{(2)})^\otimes n\) along with the corresponding rewards \(\tilde{R}_{K,n}\).

We can define these random variables on a common probability space such that

\[
\mathbb{P}( (S_{K,n}, R_{K,n}) \neq (\tilde{S}_{K,n}, \tilde{R}_{K,n}) ) \leq nD(K-1) \leq nC \exp(-\frac{K-1}{n_{\text{mix}}}).
\]

We will use the mixing technique used in SGD-DD in [13]. Here, when we obtain samples \((s_t, r_t, s_{t+1})\) from a trajectory instead of from the i.i.d distribution as considered before, we modify the Algorithm 1 in the following ways to account for mixing. We fix \(K \in \mathbb{N}\).

**Modification 1:** Run Algorithm 1 with data \(S_{K,n}, R_{K,n}\) - i.e, we input \((s_{tK+1}, r_t, s_{t+1})\) at step \(t\).

**Modification 2:** Run Algorithm 1 with data \(\tilde{S}_{K,n}, \tilde{R}_{K,n}\).

Note that the Modification 2 is exactly same as running the algorithm under Assumption 2 for \(n\) steps and therefore the results of Theorem 2 apply to this case if we replace \(N\) with \(n\). By the results in Lemma 19, we conclude that the trajectories \((\tilde{\theta}_t)\) generated by modification 1 and \((\tilde{\theta}_t)\) generated by modification 2 can be coupled such that

\[
\mathbb{P} \left( (\tilde{\theta}_t)_{t=1}^{n+1} \neq (\tilde{\theta}_t)_{t=1}^{n+1} \right) \leq nD(K-1).
\]

This is based on the fact that whenever the algorithm is fed with the same input, we obtain the same output. Setting \(K = \tau_{\text{mix}} \log(\frac{1}{\delta})\), we conclude that under Assumption 7, we have:

\[
\mathbb{P} \left( \theta_t)_{t=1}^{n+1} \neq (\tilde{\theta}_t)_{t=1}^{n+1} \right) \leq \delta.
\]

Therefore, we conclude the bounds in Remark 8.
8. Conclusions

We presented a finite time analysis of tail-averaged TD algorithm with/without regularisation. Our bounds are easy to interpret, and improve the previously known results. To the best of our knowledge, this is the first result that establishes a $O\left(\frac{1}{k}\right)$ convergence rate for a TD algorithm with a universal step size. Finally, we also analyse TD with regularisation and show how it can be useful in certain problem instances with ill-conditioned features.
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