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Abstract
In several crucial applications, domain knowledge is encoded by a system of ordinary differential equations (ODE). A motivating example is intensive care unit patients: The dynamics of some vital physiological variables such as heart rate, blood pressure and arterial compliance can be approximately described by a known system of ODEs. Typically, some of the ODE variables are directly observed while some are unobserved, and in addition many other variables are observed but not modeled by the ODE, for example body temperature. Importantly, the unobserved ODE variables are “known-unknowns”: We know they exist and their functional dynamics, but cannot measure them directly, nor do we know the function tying them to all observed measurements. Estimating these known-unknowns is often highly valuable to physicians. Under this scenario we wish to: (i) learn the static parameters of the ODE generating each observed time-series (ii) infer the dynamic sequence of all ODE variables including the known-unknowns, and (iii) extrapolate the future of the ODE variables and the observations of the time-series. We address this task with a variational autoencoder incorporating the known ODE function, called GOKU-net for Generative ODE modeling with Known Unknowns. We test our method on videos of pendulums with unknown parameters and a model of the cardiovascular system.

1. Introduction
Many scientific fields use the language of ordinary differential equations to describe important phenomena. These include microbiology, ecology, medicine, epidemiology and finance, to name but a few. Typically, an ODE model of the form $\frac{dz(t)}{dt} = f_\theta(z(t))$ is derived from first principles and mechanistic understanding, where $z(t)$ are time-varying variables and $\theta_f$ are static parameters, or degrees of freedom, of the ODE model $f$. Once a model $f_\theta$ is specified, the values $\hat{\theta}_f$ and possibly $\hat{z}(t)$ are found that best fit an observed dataset. These estimated values are often of great interest: in ecology these might correspond to the carrying capacity of a species, whereas in medicine they might represent the cardiovascular dynamics of a patient in the course of critical illness. Predictions based on extrapolating the estimated models into the future are also widely used, for example predicting how a patient’s state will evolve or respond to specific interventions.

Usually the assumption is that the dynamic variables $z(t)$ are directly observed, possibly with some independent noise. At most, an assumption is made that the observations, which we denote hereafter as $x(t)$, are a known, fixed mapping of the unobserved $z(t)$. This assumption however is not always realistic: in the case of critically-ill patients for example, while some physiological variables are directly observed such as arterial blood pressure, others that are key determinants of the dynamical system such as cardiac contractility (the heart’s ability to squeeze blood), stroke volume, or systemic vascular resistance are not only unobserved but also have a non-trivial mapping to the observed variables. Moreover, estimating the trajectory of these variables is of great clinical importance both diagnostically and in tailoring treatments aimed at their modification.

This work addresses the scenario where, on the one hand we have the mechanistic understanding needed to define the dynamic variables $z$ and a corresponding ODE model $f_\theta$, but on the other hand we cannot assume that we have a good model for how the variables $z$ tie in to the observations $x$. In such a scenario, $z$ and $\theta_f$ take on the role of known-unknowns: variables with a concrete meaning, which we do not know and wish to infer from data.

Therefore, our goal is to build a learning system that can use the conjunction of mechanistic ODE models together with data-driven methods (Baker et al., 2018), bringing out the best of both worlds and allowing us to address problems neither approach can solve on its own, especially focusing on
the correct identification of these known-unknowns. Specifically, we propose a variational autoencoder framework called GOKU-net, standing for Generative ODE Known-Unknown net. This is a VAE architecture with the known differential equation \( f \) at its heart, and with an added component that allows us on the one hand to effectively use standard VAE conditional-Gaussian parameterizations, yet still obtain estimates of the known-unknown quantities which correspond to their natural physical range.

In the next section we frame our task and its relevance to practice with an example of acute care patients. While approaches exist for learning the parameters of ODEs, and others exist for sequence modeling with latent variables, we believe none of them can jointly address the task we outline in a straightforward way. We therefore give a (necessarily partial) overview of relevant methods and explain why we believe they are not suited for the learning scenario we describe. We compare our method with several baselines in three domains: a classic Lotka-Volterra with an added non-linear observation model, a video of a pendulum, and a dynamic model of the cardiovascular system (Zenker et al., 2007). We show our approach can successfully estimate the known-unknowns in each case, and also outperforms in a straightforward way. We therefore give a (necessarily partial) overview of relevant methods and explain why we propose a variational autoencoder framework tailored to the identified pathophysiological process (such as titration of intravenous fluids or administration of vasoactive and inotropic support).

2. Task definition

We consider a setting where we are given \( N \) observed trajectories \( X^i = (x^i_0, ... , x^i_{T-1}) \), \( i = 1, ... , N \), each describing a time evolving phenomena observed at times \( t = 0, ... , T - 1 \). We assume each of these time sequences was generated by a noisy unknown emission process \( g \) from underlying latent trajectories \( Z^i = (z^i_0, ... , z^i_{T-1}) \). The dynamics of the latent variables \( Z^i \) are governed by an ODE with known functional form \( f \) and unknown static parameters \( \theta^i_f \). Note that the latent trajectories share the same functional form but have different ODE parameters across the samples \( i = 1, ... , N \):

\[
\begin{align*}
\frac{dz^i(t)}{dt} & = f_{\theta^i_f}(z^i(t)) \\
x^i_t & = g(z^i(t)) + \epsilon^i_t, \quad \epsilon^i_t \sim \mathcal{N}(0, \sigma_x I). 
\end{align*}
\]

Given a training set \( \{ X^i \}_{i=1}^N \), and a new test sequence \( X' = (x'_{T', 0} , ... , x'_{T'-1}) \), our task is three-fold:

(i) Estimate the static parameters \( \theta^i_f \) for \( X' \).
(ii) Estimate the latent states \( z^i_0, ... , z^i_{T-1} \) corresponding to the times of the observations \( X' \).
(iii) Extrapolate \( z^i_t \) and \( x^i_t \) for a set of future times \( t > T - 1 \).

Consider the pixel-pendulum experiment we report in Section 5.3: The latent state parameter \( Z \) is the pendulum’s angle and angular velocity; and the ODE system \( f \) is the classic pendulum equation, see Eq. (7). We take the parameter \( \theta^i_f \) to be a single number, the pendulum’s length. Finally, we assume our observations \( X \) are frames in a video of the pendulum, as shown in Figure 3. That means the emission function \( g \) is the function that takes as input the angle of the pendulum and generates a \( 28 \times 28 \) pixel image. The image is always scaled so that the length cannot be inferred from a single image. The task here is, given a previously unseen video, to infer the pendulum’s length, the sequence of angles and velocities, and to extrapolate the video into the future of the sequence.

In the ICU patient example, \( X^i \) would be a time-series of observed vital signs and other measurements such as heart rate and body temperature for patient \( i \). The variables \( Z^i \) describe a set of important physiological variables such as systolic and diastolic blood pressure, blood volumes in the heart, arteries and veins, cardiac stroke volumes and more. The function \( f_{\theta^i_f} \) is an ODE model for these physiological variables, such as those presented by Guyton et al. (1972); Smith et al. (2004); Zenker et al. (2007); Ellwein et al. (2013); Olufsen & Ottesen (2013). The parameters \( \theta^i_f \) would be important patient-specific static variables such as arterial and venous compliances. Correct estimation of these hidden variables and parameters conveys immediate clinical advantage both by aiding the clinicians in establishing the correct underlying diagnosis (for example hypotension due to reduced cardiac function versus septic shock or bleeding) and in serving as treatment goals with specific interventions tailored to the identified pathophysiological process (such as titration of intravenous fluids or administration of vasoactive and inotropic support).

3. Related Work

We divide existing work into several categories. First, work on parameter identification in dynamical systems which assumes both the ODE function \( f \) and the emission function \( g \) are known. Second, work on latent state sequence modeling. This work does not assume any known dynamics or emission model. Finally, there is recent work tying together machine learning models and physical models in a task-specific way. We summed up the differences between some of these methods and ours in Table 1.

Methods for parameter identification ODE parameter identification has been the subject of many decades of research across many scientific communities. For example, classic work on state-space models, including methods such as the Kalman filter (Kalman et al., 1960) and its non-linear extensions (Jazwinski, 2007; Julier & Uhlmann, 1997; Wan & Van Der Merwe, 2000) can learn the parameters of a dynamic system from observations; however, they are lim-
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4. Model and method

Given $N$ observed trajectories $X^i = (x^i_0, ..., x^i_{T-1}), i = 1, ..., N$, our main idea is based on explicit reconstruction of the latent trajectory $Z$, and the corresponding ODE parameters $\theta_f$, in a variational autoencoder approach (Rezende et al., 2014; Kingma & Welling, 2013). As usual, that implies learning both an inference function (encoder) and an emission function (decoder). The inference function takes an observed sequence $X^i$ as input, and has two components: The first infers the ODE parameters $\hat{\theta}_f^i$, and the second infers the initial $t = 0$ latent state $\hat{z}_0^i$. We next use the known ODE functional form $f$, the inferred ODE parameters $\hat{\theta}_f^i$ and the inferred initial state $\hat{z}_0^i$ to obtain an estimated trajectory $\hat{Z}^i$ by a numerical ODE solver. We then use $\hat{Z}^i$ as input to a learned emission function $\hat{g}$, obtaining a reconstructed signal $X^i$. We estimate the log-likelihood of the reconstructed signal, and use stochastic backpropagation (Rezende et al., 2014; Kingma & Welling, 2013) through the ODE solver in order to update the parameters of the inference network and emission model – details below. Extrapolating the latent trajectory using the ODE solver lets us make estimates of $X^i$ arbitrarily far forwards or backwards in time. Figure 1 illustrates the proposed model.

4.1. Generative model

Using the relationships between latent and observed variables given in Eqs. (1) and (2), we define a generative model over the set of ODE parameters $\theta_f$, the latent states $Z$, and the observations $X$. Note that while we assume the true ODE function $f$ is given to us, we estimate the emission by a learned function $\hat{g}$.

An important issue we must address is that in standard VAEs the prior distributions of the latent vectors $z_0$ and $\theta_f$ are set to be a zero-mean unit-variance Gaussian. However, in our case the latent space corresponds to specific variables with physical constraints: for example, the variable for blood volume has a limited set of realistic values. We overcome this by defining arbitrary latent vectors $\tilde{z}_0$ and $\tilde{\theta}_f$ with standard Gaussian priors, and add deterministic transformations $h_z$ and $h_{\theta_f}$ such that:

$$z_0 \sim \mathcal{N}(0, I), \quad z_0 = h_z(\tilde{z}_0),$$

$$\theta_f \sim \mathcal{N}(0, I), \quad \theta_f = h_{\theta_f}(\tilde{\theta}_f).$$

We then have $z_t, t > 0$ and $X$ generated following Eqs. (1) and (2). With the above generative model, we have the following factorized joint distribution over latent and observed variables:

$$p(X, Z, \theta_f, \tilde{z}_0, \tilde{\theta}_f) =$$

$$p(\tilde{z}_0)p(\tilde{\theta}_f)p(z_0|\tilde{z}_0)p(\theta_f|\tilde{\theta}_f) \prod_{t=1}^{T-1} p(x_t|z_t)p(z_t|z_{t-1}, \theta_f).$$
This follows due to the conditional independence: for \( t' \neq t \): \( x_t \perp (z_{t'}, \theta_f, \tilde{\theta}_f, \tilde{z}_0)|z_t \) and for \( t' \neq t - 1 \): \( z_t \perp (X, \theta_f, z_{t-1}, \tilde{\theta}_f) \) The probabilities \( p(z_0|\tilde{z}_0) \) and \( p(\theta_f|\tilde{\theta}_f) \) are deterministic, meaning they are Dirac functions with the peak defined by Eqs. (3) and (4). The transition distribution \( p(z_t|z_{t-1}, \tilde{\theta}_f) \) is also a Dirac function with the peak defined by Eq. (1). Finally, the emission distribution \( p(x_t|z_t) \) is defined by Eq. (2).

### 4.2. Inference

We define the following joint posterior distribution over the unobserved random variables \( Z, \theta_f, \tilde{z}_0 \) and \( \tilde{\theta}_f \), conditioned on a sequence of observations \( X \):

\[
q(Z, \theta_f, \tilde{z}_0, \tilde{\theta}_f|X) = q(\tilde{z}_0|X)q(\tilde{\theta}_f|X)q(z_0|\tilde{z}_0)q(\theta_f|\tilde{\theta}_f) \prod_{t=1}^{T-1} q(z_t|z_{t-1}, \tilde{\theta}_f).
\]

The inference network conditionals \( q(z_t|z_{t-1}, \tilde{\theta}_f) \), \( q(\tilde{z}_0) \) and \( q(\theta_f|\tilde{\theta}_f) \) are deterministic and mirror the generative model as defined in Eqs. (1), (3) and (4), respectively. For the posterior probabilities \( q(\tilde{z}_0|X) \) and \( q(\tilde{\theta}_f|X) \) we use conditional normal distributions as follows:

\[
q(\tilde{z}_0|X) = \mathcal{N}(\mu_{\tilde{z}_0}, \sigma_{\tilde{z}_0}), \quad [\mu_{\tilde{z}_0}, \sigma_{\tilde{z}_0}] = \phi^{enc}_{\tilde{z}_0}(X),
\]

\[
q(\tilde{\theta}_f|X) = \mathcal{N}(\mu_{\tilde{\theta}_f}, \sigma_{\tilde{\theta}_f}), \quad [\mu_{\tilde{\theta}_f}, \sigma_{\tilde{\theta}_f}] = \phi^{enc}_{\tilde{\theta}_f}(X),
\]

where \( \phi^{enc}_{\tilde{z}_0} \) and \( \phi^{enc}_{\tilde{\theta}_f} \) are learned neural networks.

### 4.3. Objective

We define our objective function using the evidence lower-bound (ELBO) variational objective proposed by Kingma & Welling (2013); Rezende et al. (2014):

\[
\mathcal{L}(X) = \mathbb{E}_{q(Z, \theta_f, \tilde{\theta}_f|X)} \left[ \log p(X|Z, \theta_f, \tilde{z}_0, \tilde{\theta}_f) \right] - KL \left[ q(Z, \theta_f, \tilde{z}_0, \tilde{\theta}_f|X)||p(Z, \theta_f, \tilde{z}_0, \tilde{\theta}_f) \right].
\]  

(5)

Since for all \( t' \neq t \) we have \( x_t \perp (x_{t'}, z_{t'}, \theta_f, \tilde{z}_0, \tilde{\theta}_f)|z_t \), the first term of (5) decomposes as:

\[
\mathbb{E}_{q(Z, \theta_f, \tilde{\theta}_f, \tilde{z}_0|X)} \left[ \log p(X|Z, \theta_f, \tilde{z}_0, \tilde{\theta}_f) \right] = \sum_{t=0}^{T-1} \mathbb{E}_{q(z_t|X)} \left[ \log p(x_t|z_t) \right].
\]

The KL term decomposes into the following sum of KL terms:

\[
KL \left[ q(Z, \theta_f, \tilde{z}_0, \tilde{\theta}_f|X)||p(Z, \theta_f, \tilde{z}_0, \tilde{\theta}_f) \right] =
KL \left[ q(\tilde{\theta}_f|X)||p(\tilde{\theta}_f) \right] + KL \left[ q(\tilde{z}_0|X)||p(\tilde{z}_0) \right].
\]

The full derivation of the objective and the above decompositions is given in the appendix.

### 4.4. Implementation

We model \( [\tilde{g}, h_z, h_{\theta_f}, \phi^{enc}_{\tilde{z}_0}, \phi^{enc}_{\tilde{\theta}_f}] \) as neural networks; \( \tilde{g}, h_z \) and \( h_{\theta_f} \) as fully connected neural networks; \( \phi^{enc}_{\tilde{z}_0} \) as an RNN which goes over the observed \( X \) backwards in time to predict \( \tilde{z}_0 \); and \( \phi^{enc}_{\tilde{\theta}_f} \) as a bi-directional LSTM (Huang et al., 2015) with fully connected networks from \( X \) into \( \tilde{\theta}_f \). We use bi-directional LSTM for \( \theta_f \) identification since \( \theta_f \) is time invariant.

In order to perform stochastic backpropagation, we must calculate the gradient through the ODE defined by \( f \) and \( \theta_f \). We do this by using the Latent-ODE implementation (Chen et al., 2018) for the ODE solver with the adjoint method, set to use the Runge-Kutta-4 numerical integration method.

#### 4.4.1. Grounding Loss for Under-Identified Systems

In some of our experiments we found that while reconstruction loss on \( X \) was small, the inferred latent \( Z \) and \( \theta_f \) were far from the ground truth. This can happen because of under-identification: different sets of \( \theta_f, \tilde{z}_0 \) can give rise to the same \( \tilde{X} \) by way of different emission models. We address this inherent limitation by assuming we have a sparse set of observations from the latent space \( Z \) grounding our signal.
Figure 1. GOKU-net model. An observed signal \( X(t) \) is taken as input by a bi-directional LSTM to produce \( \hat{z}_0 \) and \( \hat{\theta}_f \). The ODE solver uses these values together with the given ODE function \( f \) to produce the latent signal \( \hat{Z} \). Then reconstruct \( \hat{X} \) using an emission network \( \hat{g} \). The ODE solver can integrate \( \hat{z} \) arbitrarily far forward in time, enabling the extrapolation of \( X \) for any \( t = T + \tau \).

(Vani et al., 2017). This might be justified in some cases by assuming that observing the true latent \( Z \) is possible but difficult or expensive, thus not performed regularly. As we will see in Section 5 below, even as little as 1% of the latent data is often enough to ground the latent signals and parameters. When using such grounded signals, we added the following term to the objective function, with an adjustable hyper parameter:

\[
\mathcal{L}_{ground} = \sum_{t=0}^{T-1} M(t) \cdot \| \hat{z}_t - z^{observed}_t \|^2_2, \quad (6)
\]

where \( M(t) \in \{0, 1\} \) indicates for which time points the latent variables are observed. \( \hat{z}_t \) is the latent vector predicted by the model and \( z^{observed}_t \) is the observed samples of the latent vectors. We used these observations only during training, assuming such observations are not available to our model during test time, with the exception of what we call the “direct identification baseline”, which had access also during test, see 5.1.

5. Experiments

In this section we analyze how GOKU-net can be used for observed signal extrapolation and ODE parameter identification in three domains: the classic Lotka-Volterra system (Lotka, 1910) with added non-linear emission function; an OpenAI Gym video simulator of a pendulum (Brockman et al., 2016; Greydanus et al., 2019); and a model of the cardiovascular system based on Zenker et al. (2007). In each case we train the model on a set of sequences with varying ODE parameters \( (\theta_f) \) and initial conditions \( (z_0) \), and test on unseen sequences with parameters and initial conditions sampled from the same distribution as the train. Each dataset was randomly divided into train and test sets (90%, 10%). In the appendix we give the full details of the architectures used for each method and dataset.

5.1. Baselines

**Direct identification (DI)** Separately for each sparse sequence \( z^{observed} \) we infer \( \theta_f \) and \( z_0 \) by setting the loss function to be Eq. (6), and using gradient decent through an ODE solver; details in the appendix. Since this method does not use the observations \( X \), we assume, only for the DI baseline, that sparse \( Z \) observations are also available for the test set. In order to obtain estimates for the observations \( X \) under this baseline, we construct a training set where the instances are the \( (\hat{Z}, \hat{\theta}_f) \) inferred for each training sequence, and the labels are the corresponding observations \( X \). We then learn a function \( \hat{g} \) predicting \( X \) from \( (\hat{Z}, \hat{\theta}_f) \).

**Data-driven** For data-driven baselines with no input from mechanistic models we use (i) LSTM (Graves, 2013) and (ii) Latent-ODE (Chen et al., 2018), originally called Neural-ODE; we denote it L-ODE. These methods can only be used to extrapolate the given signal \( X \) for future time steps, since their latent space has no meaningful interpretation.

**Data-driven with grounding** Since in some of our experiments we assume sparse access to true latent \( Z \) in training, we created an extension of L-ODE (Chen et al., 2018) to this scenario. Assume \( z(t) \in \mathbb{R}^k \). We designate \( k \) of the latent dimensions of the L-ODE model and ground them to the available \( z^{observed} \) with the same loss term (6) as the DI baseline and GOKU-net. We call this baseline L-ODE+.

We evaluate GOKU-net, DI, and L-ODE+ across three grounding conditions: no access to grounding latent states \( Z \) (denoted 0%); and access to randomly sampled 1% and 5% of the latent \( Z \). The grounding observations are available only during training, except for the DI baseline which must use them at test time too.

5.2. Lotka-Volterra

We start by using the classic predator-prey model known as the Lotka-Volterra equations (LV), initially introduced by
Lotka (1910). The ODE system is as follows:

\[
\begin{align*}
\dot{z}_{\text{prey}}(t) &= \alpha z_{\text{prey}}(t) - \beta z_{\text{prey}}(t)z_{\text{predator}}(t), \\
\dot{z}_{\text{predator}}(t) &= -\gamma z_{\text{predator}}(t) + \delta z_{\text{prey}}(t)z_{\text{predator}}(t).
\end{align*}
\]

The ODE parameters we wish to infer are therefore \(\theta_{\text{LV}} = (\alpha, \beta, \gamma, \delta)\), and the ODE state we wish to infer is \(z_t = (z_{\text{prey}}(t), z_{\text{predator}}(t))\).

### 5.2.1. Data Set

We generated 10,000 sequences each of 100 time points with time step of \(\Delta t = 0.05\). The four ODE parameters were uniformly sampled from \(\theta_{\text{LV}} \sim U[1, 2]^4\), and initial ODE conditions uniformly sampled from \(z_0 \sim U[1.5, 3]^2\). We then generated a sequence of 4-dimensional observations \(x_t\) using a non-linear, deterministic, and time-independent emission function \(g\). The function \(g\) was created by randomly setting the weights of a neural network with 10-units hidden layer and ReLU activation function. The observations were additionally corrupted with white Gaussian noise with standard deviation of \(\sigma_x = 0.01\). Our test set had sequences of length 400 each, where the first 100 time points were the test input, and the additional 300 time points were used only for evaluating the signals’ extrapolation.

### 5.2.2. Evaluation and Results

The LV ODE parameters have some invariance. The stationary point of the LV ODE is known to be \((\frac{\alpha}{\beta}, \frac{\gamma}{\delta})\). We evaluate the error in estimating the stationary point over the test set:

\[
E_{\theta_f}^{\text{LV}} = \frac{1}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} \left( \left( \frac{\alpha_i}{\beta_i} - \frac{\alpha}{\beta} \right)^2 + \left( \frac{\gamma_i}{\delta_i} - \frac{\gamma}{\delta} \right)^2 \right).
\]

We present the results in Table 2. In the appendix we show the extrapolation error over time.

We see that in terms of identification, GOKU-net very clearly outperforms the baselines. However, it requires at least a small number of \(Z\) samples, and without them identification performance suffers. In terms of extrapolation GOKU-net also outperforms the baselines by a large margin. The data-driven approaches LSTM and L-ODE deteriorate quickly as the extrapolation goes further in time. The direct identification method completely failed in learning the mapping from \(Z\) to \(X\): even though it had the correct neural network structure for \(g\), it failed to learn good network weights. GOKU-net can use its access to the underlying ODE structure to extrapolates much more gracefully. This is true even when it has no access to the latent \(Z\).

### 5.3. Single Pendulum From Pixels

Our second task is a model of a friction-less pendulum from an observed sequence of frames. We describe pendulums as non-linear oscillators obeying the following ODE:

\[
\frac{d\theta(t)}{dt} = \omega(t), \quad \frac{d\omega(t)}{dt} = -\frac{g}{l} \sin \theta(t).
\]

We set the gravitational constant \(g\) to 10. The ODE has a single parameter which is the pendulum’s length \(l\), and the ODE state is \(z_t = (\theta(t), \omega(t))\). This task is more challenging than the Lotka-Volterra one above, because of the complex emission function we used, as we explain next.

### 5.3.1. Data Set

We followed Greydanus et al. (2019) and used the Pendulum-v0 environment from OpenAI Gym (Brockman et al., 2016). For training we simulated 500 sequences of 50 time points, with time steps of \(\Delta t = 0.05\). We generated the data as in Greydanus et al. (2019), with one important change: the ODE parameter \(l\) was uniformly sampled, \(l \sim U[1, 2]\) instead of being constant, making the task much harder. As in Greydanus et al. (2019), we pre-processed the observed data such that each frame is of size \(28 \times 28\). Each test set sequence is 100 time steps long, where the first 50 time steps are given as input, and the following 50 were used only for evaluating the signals extrapolation.

### 5.3.2. Evaluation and Results

As in the Lotka-Volterra experiment, we compare between our method and the baselines on the pixel-pendulum data set.

Table 3 shows the mean observed signals extrapolation error,
latent signals identification error and the ODE parameters identification error for different grounding mask rates in terms of $L_1$ error. Fig. 2 shows how the extrapolation error of the observed signals evolves over time, starting from time $t = 50$. In Fig. 3 we demonstrate how GOKU-net extrapolates on a single, randomly selected, signal when compared to the best performing baseline, the LSTM.

Again we see that in terms of identification, GOKU-net performs much better than the baselines. Unlike the previous experiment, here we see that even with no latent samples (0%) GOKU-net identifies the parameter $\theta_f$ quite well, though it still does not identify $Z$ in this case. When performing extrapolation, again we see in Figure 2 that GOKU-net extrapolates much better than all baselines, even with no samples from the latent $Z$. This includes HNN (Greydanus et al., 2019) which has difficulty with the fact that the ODE parameter is not constant. GOKU-net also outperforms the L-ODE+ baseline, where we aid Latent ODE by giving it access to some latent space information.

Table 3. Pixel-pendulum mean $L_1$ error across test samples with standard error of the mean of the pixel-pendulum experiment. Details as in Table 2. $X$ extrapolation given in Figure 2.

| Method     | 5%     | 1%     | 0%     |
|------------|--------|--------|--------|
| GOKU-net   | 0.021 ± 0.005 | 0.028 ± 0.008 | 0.096 ± 0.009 |
| DI         | 0.077 ± 0.029 | 0.511 ± 0.044 | n/a    |

(a) $\theta_f$ identification

| Method     | 5%     | 1%     | 0%     |
|------------|--------|--------|--------|
| GOKU-net   | 0.072 ± 0.005 | 0.241 ± 0.016 | 2.417 ± 0.134 |
| DI         | 0.092 ± 0.023 | 0.742 ± 0.076 | n/a    |
| L-ODE+     | 0.276 ± 0.013 | 0.840 ± 0.047 | n/a    |

(b) $Z$ identification

We experimented with data generated by and ODE system that is different from the one given as input to GOKU-net. We do this by adding friction to the pendulum ODE:

$$\frac{d\theta(t)}{dt} = \omega(t), \quad \frac{d\omega(t)}{dt} = -\frac{g}{l}\sin(\theta(t)) - \frac{b}{m}\omega(t).$$

Importantly, GOKU-net is still given the ODE defined by Eq. (7), without friction. For this task we added a trainable abstract function $f_{abs}$ to the ODE function such that now $\frac{dz}{dt} = f_{ODE}(zt, \theta_f) + f_{abs}(zt, \theta_f)$, where $f_{ODE}$ is the given friction-less ODE Eq. (7). The idea is that the abstract function would model the unknown unknowns of the system, in this case the friction. Results show that even with the incorrect ODE model, we were able to extrapolate the signal including the decay of the pendulum’s velocity. We further tested what happens if we zero the inferred $f_{abs}$ at test time, and see that then the pendulum’s velocity did not decay, strengthening the claim that $f_{abs}$ part modeled the friction, while $f_{ODE}$ modeled the friction-less pendulum. Details in the appendix.

5.3.3. Pixel Pendulum with Unknown Unknowns

5.4. Cardiovascular System

Our last experiment uses the cardiovascular system (CVS) model suggested by Zenker et al. (2007). This ODE system is more involved than the ones above. The system is a simplified mechanistic model of the cardiovascular system: It is a multi-compartment model comprising the heart, the venous and the arterial subsystems together with a reflex loop component representing the nervous system control of blood pressure. Although it is far from comprehensive, this model can capture the prototypical behaviour of the cardiovascular system and its responses to pathological insults such as internal bleeding or septic shock that manifests as a reduction...
in peripheral vascular resistance. We implemented here a slightly modified version of the original Zenker ODE, using the following system:

$$\begin{align*}
\frac{dSV(t)}{dt} &= I_{\text{external}} \\
\frac{dP_a(t)}{dt} &= \frac{1}{C_a} \left( \frac{P_a(t) - P_v(t)}{R_{TPR}(S)} - SV \cdot f_{HR}(S) \right) \\
\frac{dP_v(t)}{dt} &= \frac{1}{C_v} \left( -C_a \frac{dP_a(t)}{dt} + I_{\text{external}} \right) \\
\frac{dS(t)}{dt} &= \tau_{\text{Baro}} \left( 1 - \frac{1}{1 + e^{-k_{\text{width}}(P_a(t) - P_a(t)_{\text{set}})}} - S \right)
\end{align*}$$

where $R_{TPR}(S) = S(t) (R_{TPR_{\text{Max}}} - R_{TPR_{\text{Min}}}) + R_{TPR_{\text{Min}}} + R_{TPR_{\text{Mod}}}$, and $f_{HR}(S) = S(t) (f_{HR_{\text{Max}}} - f_{HR_{\text{Min}}}) + f_{HR_{\text{Min}}}$. In this model the variables have a directly interpretable mechanistic meaning: $SV$, $P_a$, $P_v$, $S$ are respectively cardiac stroke volume (the amount of blood ejected by the heart), arterial blood pressure, venous blood pressure and autonomic baroreflex tone (the reflex responsible for adapting to perturbations in blood pressure, keeping homeostasis). Table 6 in the appendix provides a full glossary of the above terms.

In this system we wish to find the ODE parameters: $\theta_{\text{CVS}} = (I_{\text{external}}, R_{TPR_{\text{Mod}}})$ since these are known-unknowns that describe recognized clinical conditions: $I_{\text{external}} < 0$ tells us that a patient is currently losing blood, and $R_{TPR_{\text{Mod}}} > 0$ tells us that their total peripheral resistance is getting lower, which is a condition of distributive shock as can be seen in sepsis for example. Both conditions can lead to an observed drop in blood-pressure. Discerning the relative contribution of each of the two to such a drop is very important clinically as often the underlying causes are not immediately clear and the choice of correct treatment relies on their accurate estimation. For clarity, in this example we consider the rest of the model parameters as known, setting them to the values stated in Zenker et al. (2007). The ODE state is $x_t = (SV(t), P_a(t), P_v(t), S(t))$. The observed state is the patient’s vital signs and defined to be: $x_t = (P_a(t), P_v(t), f_{HR}(t))$. Note that some of the observed variables are the same as some of the latent variables, though with added noise as we explain now.

### 5.4.1. Data Set

We simulated 1000 sequences of length 400, with time steps of $\Delta t = 1$. The parameter $I_{\text{external}}$ was randomly sampled to be either $-2$ or $0$, and the parameter $R_{TPR_{\text{Mod}}}$ was randomly sampled to be either $0.5$ or $0$. Initial ODE states uniformly sampled from $SV(0) \sim U[90, 100]$, $P_a(0) \sim U[75, 85]$, $P_v \sim [3, 7]$ and $S \sim [0.15, 0.25]$, where the intervals were set to the values given in Zenker et al. (2007). The observations were additionally corrupted with white Gaussian noise with standard deviation of $\sigma_x = 5$ for $P_a$, $\sigma_x = 0.5$ for $P_v$ and $\sigma_x = 0.05$ for $f_{HR}$ (standard deviation matches scale of the observed signal).

#### 5.4.2. Evaluation and Results

In addition to identification and extrapolation, we attempt to classify each $X^i$ series according to the sign of the inferred $I_{\text{external}}$ and $R_{TPR_{\text{Mod}}}$. These correspond to one of four possible clinical conditions: (1) Healthy (both non-negative), (2) Hemorrhagic shock ($I_{\text{external}} < 0$, $R_{TPR_{\text{Mod}}} \geq 0$), (3) Distributive shock ($I_{\text{external}} \geq 0$, $R_{TPR_{\text{Mod}}} < 0$) and (4) Combined shock ($I_{\text{external}} < 0$, $R_{TPR_{\text{Mod}}} < 0$). We compare this with the following: cluster the observations using K-means with $K = 4$, and assign each cluster to the most common true clinical condition.

Table 4 shows results on all the above tasks. L-ODE and L-ODE+ failed in this scenario and are not presented. We see that without any access to the latent space, GOKU-net successfully classifies which of the four clinical conditions the signal corresponds to, and extrapolates much better than the LSTM baseline. In this scenario, using $Z$ as we do for the grounding error is not realistic: measuring stroke-volume $SV(t)$ is a very hard task, and measuring $S(t)$ is impossible because it has no measurable meaning (it is a control signal). Nonetheless we add the grounding baselines for comparison, noting that DI with mask rate lower than 5% failed completely in reconstructing $X$.

| Method   | $I_{\text{external}}$ | $R_{TPR_{\text{Mod}}}$ | Class. | $X$ extrap. |
|----------|-----------------------|-------------------------|--------|-------------|
| GOKU-0%  | 24 $\pm$ 2            | 3 $\pm$ .0              | 0%     | 29 $\pm$ 1 |
| K-Means  | n/a                   | n/a                     | 13%    | n/a         |
| LSTM     | n/a                   | n/a                     | n/a    | 90 $\pm$ 2 |
| DI-5%    | 1 $\pm$ 0             | 0 $\pm$ .0              | 0%     | 11 $\pm$ 10|
| GOKU-5%  | 26 $\pm$ 4            | 3 $\pm$ .0              | 0      | 26 $\pm$ 1 |

Table 4. CVS parameter identification and extrapolation error ($\times 10^{-3}$), and classification error of clinical conditions. See text for K-means method. L-ODE and L-ODE+ failed and not shown.

#### 6. Discussion

We propose a model which is a hybrid of mechanistic and data-driven approaches (Baker et al., 2018). Compared to purely data-driven models such as Latent ODE (Chen et al., 2018) and LSTM, our model has an important advantage: it has access to part of the true mechanism underlying the data generating process, allowing us to reason about “known-known” variables. We show that the extra knowledge encoded in the ODE structure allows us to correctly identify the latent variables $z$ and meaningful ODE parameters $\theta_f$, which is impossible with the methods above. We also show this extra knowledge translates to much better time-series extrapolation across the board. Comparing with direct inference of the ODE parameters, we show that adding the
data-driven neural-net component allows GOKU-net to correctly learn the emission model, and yields much better estimates of the latent variables and model parameters. Finally, comparing to an augmented Latent ODE model with access to sparse observations of the true latent space, we still see a considerable advantage to our approach. We believe that finding new ways of combining mechanistic understanding and data-driven modeling is a valuable avenue for future research, especially in domains where data is scarce or where causal reasoning is crucial.
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A. Objective function

Derivation of the likelihood term in the objective (left term in Eq. (5)):

\[
\mathbb{E}_{q(Z, \theta_f, \hat{\theta}_f, z_0 | X)} \left[ \log p(X | Z, \theta_f, \hat{\theta}_f, z_0) \right] = \mathbb{E}_{q(Z, \theta_f, \hat{\theta}_f, z_0 | X)} \left[ \log \prod_{t=0}^{T-1} p(x_t | z_t) \right] \\
= \sum_{t=0}^{T-1} \mathbb{E}_{q(Z, \theta_f, \hat{\theta}_f, z_0 | X)} [\log p(x_t | z_t)] 
\]

This follows since for \( t' \neq t \): \( x_t \perp \perp (z_{t'}, \theta_f, \hat{\theta}_f, z_0) | z_t \).

Before decomposing the KL term, we note that the conditionals \( p(z_0 | \bar{z}_0) \) and \( p(\theta_f | \hat{\theta}_f) \) are deterministic, meaning they are Dirac functions with the peak defined by Eqs. (3) and (4). The transition distribution \( p(z_t | z_{t-1}, \theta_f) \) is also a Dirac function with the peak defined by Eq. (1) as stated in Section 4.

Therefore, The KL term from Eq. (5) can be written as:

\[
KL \left[ q(Z, \theta_f, \hat{\theta}_f | X) || p(Z, \theta_f, \hat{\theta}_f) \right] = \\
\int_Z \int_{\theta_f} \int_{\bar{z}_0} \int_{\hat{\theta}_f} q(\bar{z}_0 | X)q(\hat{\theta}_f | X)q(z_0 | \bar{z}_0)q(\theta_f | \hat{\theta}_f) \prod_{t=1}^{T-1} q(z_t | z_{t-1}, \theta_f) \cdot \log \left[ \frac{p(\bar{z}_0)p(\hat{\theta}_f)p(z_0 | \bar{z}_0)p(\theta_f | \hat{\theta}_f) \prod_{t=1}^{T-1} p(z_t | z_{t-1}, \theta_f)}{q(\bar{z}_0 | X)q(\theta_f | X)q(z_0 | \bar{z}_0)q(\theta_f | \theta_f) \prod_{t=1}^{T-1} q(z_t | z_{t-1}, \theta_f)} \right] 
\]

The KL term we got, decomposes into the sum of 3 terms:

(i) The first term:

\[
\int_Z \int_{\theta_f} \int_{\bar{z}_0} \int_{\hat{\theta}_f} q(\bar{z}_0 | X)q(\hat{\theta}_f | X)q(z_0 | \bar{z}_0)q(\theta_f | \hat{\theta}_f) \prod_{t=1}^{T-1} q(z_t | z_{t-1}, \theta_f) \log \left[ \frac{p(\bar{z}_0)p(z_0 | \bar{z}_0)}{q(\bar{z}_0 | X)q(\theta_f | \bar{z}_0)} \right] 
\]

(ii) In the same way, we get:

\[
\int_{\theta_f} q(\theta_f | X) \log \left[ \frac{p(\bar{z}_0)p(z_0 | \bar{z}_0)q(\theta_f | \bar{z}_0)q(\theta_f | \hat{\theta}_f) \prod_{t=1}^{T-1} q(z_t | z_{t-1}, \theta_f)}{q(\bar{z}_0 | X)q(\theta_f | X)q(\theta_f | \theta_f) \prod_{t=1}^{T-1} q(z_t | z_{t-1}, \theta_f)} \right] = 0, 
\]

where \( p(z_0 | \bar{z}_0) = q(z_0 | \bar{z}_0) \) by construction since both are determined exactly by Eq. (3).

(iii) The last term:

\[
\int_Z \int_{\theta_f} \int_{\bar{z}_0} \int_{\hat{\theta}_f} q(\bar{z}_0 | X)q(\hat{\theta}_f | X)q(z_0 | \bar{z}_0)q(\theta_f | \hat{\theta}_f) \prod_{t=1}^{T-1} q(z_t | z_{t-1}, \theta_f) \log \left[ \frac{p(\hat{\theta}_f)p(\theta_f | \hat{\theta}_f)}{q(\theta_f | X)q(\theta_f | \theta_f)} \right] = 0, 
\]

where \( p(z_t | z_{t-1}, \theta_f) = q(z_t | z_{t-1}, \theta_f) \) by construction since both are determined exactly by the ODE system \( f \). Thus the logarithmic term equals 0.
B. Algorithms

The algorithms below give the training procedure for a single iteration and a batch of size 1. The extension to larger batch sizes is straightforward. The notations for $X^i$, $Z^i$ and $M^i$ are time sequences of length $T$ for the observed signal, the observed latent signal and the grounding mask indicator (Eq. (6)) respectively.

At inference time, we are given the signals $X^i$, $Z^i$, $M^i$ of length $T$, but extrapolate to time $T + \tau$. Meaning, the ODE-solver for-loop is from time $t = 1$ to $t = T + \tau$, and the resulting sequences $X^i$ and $Z^i$ are of length $T + \tau$.

Algorithm 1 gives the training procedure for GOKU-net.

Algorithm 2 gives the training procedure for the Direct Identification (DI) baseline described in Section 5. In it, we first learn the parameters $\theta^i_\tau$ and the initial state of the ODE $z_0$ of every signal in the train and test sets. We then evaluate $\hat{Z}^i$ for the train set, and use these to learn the emission function $\hat{g}$, using the given train set signals $X^i$. In some cases, learning $z_{0i}$ was too difficult for the baseline so we tried a different approach. We used the learned parameters $\hat{\theta}^i_f$, the given ODE function $f$ and the first observed latent vector $z_{0i}$ (meaning the mask $M^i(t') = 1$ and $M^i(t < t') = 0$), and used the ODE solver to calculate $\hat{z}_{0i}$ backwards in time.

Algorithm 3 addresses the unknown-unknowns task. This algorithm is very similar to Algorithm 1, with the changes highlighted in blue. The main changes are that this method also include an abstract function $f_{abs}$ which models the Unknown Unknowns part of the ODE. I.e., the ODE is changed to be: $\frac{dz}{dt} = f_{ODE}(z_t, \theta_f) + f_{abs}(z_t)$.

Algorithm 4, describing the Latent-ODE+ (L-ODE+) baseline, follows the algorithm in Chen et al. (2018) while also grounding a set number of latent space dimensions to the observed one $Z$. We denoted the first $D$ dimensions of the latent sequence of $T$ time steps as $Z^T_D \in \mathbb{R}^{T \times D}$, where $D$ is the ODE dimension. The changes with respect to Chen et al. (2018) are colored in blue.

Algorithm 1 GOKU-net

Input:
1. sequence $X^i = (x_0, ..., x_{T-1})$
2. ODE function $f$
3. observed latent sequence $Z^i$ with mask $M^i$
4. ODE solver
5. hyper-parameters $\lambda_1$ and $\lambda_2$

initialize the neural nets $\phi_{enc}^{\hat{\mu}_0}, \phi_{enc}^{\hat{\sigma}_0}, h_{\theta}, h_\hat{g}$ and $\hat{g}$.

$[\mu_{\hat{z}_0}, \sigma_{\hat{z}_0}] = \phi_{enc}^{\hat{\mu}_0}(X^i)$,
$\hat{z}_0 \sim N(\mu_{\hat{z}_0}, \sigma_{\hat{z}_0})$, $\hat{z}_0 = h_{\theta}(\hat{z}_0)$
$[\mu_{\hat{g}_0}, \sigma_{\hat{g}_0}] = \phi_{enc}^{\hat{\mu}_0}(X^i)$,
$\hat{\theta}_f \sim N(\mu_{\hat{g}_0}, \sigma_{\hat{g}_0})$, $\hat{\theta}_f = h_{\hat{g}}(\hat{\theta}_f)$

for $t = 1, ..., T - 1$
do
\hspace{1cm} $\hat{z}_t = ODE\text{solver}(f, \hat{\theta}_f, \hat{z}_{t-1})$
\endfor

$ll_loss = \mathcal{L}_{\text{likelihood}}(X^i, \hat{X}^i)$; [see first term in Eq. (5)]
$kl_loss = \mathcal{L}_{\text{kl}}(\mu_{\hat{z}_0}, \sigma_{\hat{z}_0}, \mu_{\hat{g}_0}, \sigma_{\hat{g}_0})$; [see second term in Eq. (5)]

$grounding_loss = \mathcal{L}_{\text{ground}}(Z^i, M^i, \hat{Z}^i)$; [see Eq. (6)]
$loss = ll_loss + \lambda_1 kl_loss + \lambda_2 grounding_loss$
backpropagate(loss)
Algorithm 2 Direct Identification (DI)

Input:
1. ODE function $f$
2. ODE solver
3. train and test sets of observed signals $X^i$, $Z^i$ and $M^i$.

for train and test sets do
   Initialize $\theta_f$, $\bar{z}_0$
   for $t = 1, \ldots, T - 1$ do
      $\bar{z}_t = ODEsolver(f, \theta_f, \bar{z}_{t-1})$
   end for
   $loss = ||Z^i - \hat{Z}^i||_2$
   $\hat{\theta}_f := \theta_f + \lambda \frac{\partial loss}{\partial \theta_f}$ [backpropagate loss through the ODE solver]
   $\hat{z}_0 := \hat{z}_0 + \lambda \frac{\partial loss}{\partial \bar{z}_0}$
end for
for train set do
   $X^i = \hat{g}(\hat{Z}^i)$
   generative_loss = $||X - \hat{X}^i||_2$
   backpropagate(generative_loss)
end

Algorithm 3 GOKU with Unknown Unknowns (GOKU-UU)

Input:
1. sequence $X^i = (x_0, \ldots, x_{T-1})$
2. ODE function $f$
3. observed latent sequence $Z^i$ with mask $M^i$
4. ODE solver
initialize the neural nets $f_{abs}$, $\phi^enc$, $\phi^f$, $h_z$, $h_\theta$ and $\hat{g}$.
$[\mu_{z_0}, \sigma_{z_0}] = \phi^enc(X^i)$, $\bar{z}_0 \sim \mathcal{N}(\mu_{z_0}, \sigma_{z_0})$, $z_0 = h^{ODE}(\bar{z}_0)$
$[\mu_{\hat{\theta}_f}, \sigma_{\hat{\theta}_f}] = \phi^f(\bar{Z}^i)$, $\hat{\theta}_f \sim \mathcal{N}(\mu_{\hat{\theta}_f}, \sigma_{\hat{\theta}_f})$, $\hat{\theta}_f = h^{ODE}(\hat{\theta}_f)$
for $t = 1, \ldots, T - 1$ do
   $z_t^{ODE} = ODEsolver(f + f_{abs}, \hat{\theta}_f, \bar{Z}_{t-1})$
end for
$X^i = \hat{g}(\hat{Z}^i)$
loss = $L_{likehood}(X^i, \hat{X}^i) + \lambda_1 L_{kl}(\mu_{z_0}, \sigma_{z_0}, \mu_{\hat{\theta}_f}, \sigma_{\hat{\theta}_f}) + \lambda_2 L_{ground}(Z^i, M^i, \hat{Z}^i)$ [see Eqs. (5) and (6)]
backpropagate(loss)

Algorithm 4 Grounded Latent ODE (L-ODE+)

Input:
1. sequence $X^i = (x_0, \ldots, x_{T-1})$
2. observed latent sequence $Z^i$ with mask $M^i$
3. ODE solver
4. true ODE dim $D$
initialize the neural nets $f_{abs}$, $\phi^enc$ and $\hat{g}$.
$[\mu_{z_0}, \sigma_{z_0}] = \phi^enc(X^i)$, $\bar{z}_0 \sim \mathcal{N}(\mu_{z_0}, \sigma_{z_0})$
for $t = 1, \ldots, T - 1$ do
   $z_t^{ODE} = ODEsolver(f_{abs}, \bar{z}_{t-1})$
end for
$X^i = \hat{g}(\hat{Z}^i)$
$ll_loss = L_{likehood}(X^i, \hat{X}^i)$
$kl_loss = L_{kl}(\mu_{z_0}, \sigma_{z_0})$
$\hat{Z}_D = \{(\hat{z}_0, \ldots, \hat{z}_{T-1}) \in \mathbb{R}^{D \times T} | \hat{z}_0, \ldots, \hat{z}_{T-1} \in \mathbb{R}^D\}$
grounding_loss = $L_{ground}(Z^i, M^i, \hat{Z}^i)$ [see Eq. (6)]
loss = $ll_loss + \lambda_1 kl_loss + \lambda_2$ grounding_loss
backpropagate(loss)
C. Experiments

We provide here more information on all the experiments described in Section 5. We ran all of the experiments on a desktop CPU, with the exception of the Lotka-Volterra experiment where we used a single standard GPU (×20 larger dataset than the pixel pendulum experiment). We made the full code implementation for creating the datasets, implementing GOKU-net, and implementing baselines available on github.com/orilinial/GOKU.

C.1. Lotka-Volterra

Data set  We provide here the information on the generative transformation from the \( Z \) signals to the 4 dimensions observed signals \( X \). We created a non-linear, deterministic and time independent transformation using PyTorch by first creating a linear transformation from 2 dimensions to 10, followed by the ReLU activation and finally by another linear transformation from 10 dimensions to 4. Mathematically, the true emission function can be described as:

\[
x_t = A_2 \phi_{ReLU}(A_1 z_t + b_1) + b_2, \quad A_1 \in \mathbb{R}^{10 \times 2}, \ b_1 \in \mathbb{R}^{10}, \ A_2 \in \mathbb{R}^{4 \times 10}, \ b_2 \in \mathbb{R}^4
\]

The tensors \( A_1, b_1, A_2, b_2 \) were generated using PyTorch default random initialization mechanism.

Algorithm implementation details  In GOKU-net, given an observed signal \( X^i \), we first run the signal through a fully connected network with dimensions 4 \( \rightarrow \) 200 \( \rightarrow \) 64 and ReLU activations. For \( \phi_{\text{enc}}^{\tilde{z}_0} \) we used an RNN with hidden dimension of 64 followed by a linear transformation to \( \mu_{\tilde{z}_0} \) and another linear transformation to \( \sigma_{\tilde{z}_0} \), both with dimension of 64. \( \phi_{\text{enc}}^{\tilde{\theta}_f} \) is very similar to \( \phi_{\text{enc}}^{\tilde{z}_0} \) except for using a bi-directional LSTM instead of an RNN. For the \( h \) function we used an MLP, with 200 hidden units and ReLU activation. The final layer followed by a Softplus activation so that the \( \theta_{LV} \) and \( z_0 \) would be physically feasible. The emission function we used is an MLP with ReLU activation and 200 hidden units. In all experiments we set the KL distance hyper parameter to be \( 10^{-5} \), with a KL annealing scheme. We set the hyper parameter of the grounding loss to \( 10^{-2} \). In Latent ODE, We used the same layers for the input to RNN network as GOKU, followed by an RNN which then transforms linearly to \( \mu_{z_0} \) and \( \sigma_{z_0} \) with dimension 4. The ODE function \( f_{abs} \) is modeled as a neural network of sizes 4 \( \rightarrow \) 200 \( \rightarrow \) 200 \( \rightarrow \) 4 with ReLU activation. The emission function is the same as GOKU. In LSTM, We used an LSTM with 4 layers and a hidden size of 128, followed by the same emission function as GOKU. In DI we used the same emission function as in GOKU.

Results  A table with full results for \( X \) extrapolation, \( Z \) identification, and \( \theta_{LV} \) identification in terms of \( E_{\theta_{LV}}^{LV} \) as defined in Section 5, is shown in Table 2. Here we also provide the mean extrapolation error for observations \( X \) over time steps after end of input sequence in Figure Fig. 4.

![Figure 4. LV: mean extrapolation error for observations X over time steps after end of input sequence. Percentages in legend are percent grounding observation in training.](image-url)
C.2. Single Pendulum From Pixels

Algorithm implementation details For all algorithms we used an input-to-RNN network and emission function exactly as suggested in Greydanus et al. (2019), composed of four fully-connected layers with ReLU activations and residual connections. The output of the input-to-RNN net dimension is 32.

In GOKU, The RNN and LSTM are implemented as in the Lotka-Volterra (LV) experiment with output of dimension 16, followed by a linear transformation to $\mu_{z_0}$ and $\sigma_{z_0}$ of dimension 16 as well. The $h$ functions are implemented as in the LV, except that $h_3$ output is linear without the softplus activation. In Latent ODE, The networks are implemented as in the LV experiment with the latent dimension of 16. In the LSTM baseline, we used an LSTM with 4 layers and a hidden size of 16, followed by the same emission function as GOKU. In HNN, We used the code provided by Greydanus et al. (2019). The only change we made is in the dataset creation process, $l$ is uniformly sampled instead of being constant.

C.3. Pixel Pendulum with Unknown Unknowns

In this experiment we aimed to show how GOKU can be modified to handle unknown unknowns in the ODE: We are given an ODE system that only partially describes the system that created the data. Specifically in this scenario, the pixel-pendulum data is created with a friction model:

\[
\frac{d\theta(t)}{dt} = \omega(t), \quad \frac{d\omega(t)}{dt} = -\frac{g}{l} \sin(\theta(t)) - \frac{b}{m} \omega(t),
\]

and we are only given with the friction-less ODE system in Eq. (7). Our method (Algorithm 3) models the time derivatives of the unknown part, making the ODE functional form as:

\[
\frac{dz_t}{dt} = f_{ODE}(z_t, \theta_f) + f_{abs}(z_t),
\]

where $f_{abs}$ is modeled as a neural network (Algorithm 3).

Data set We created this data set in the same way as in the friction-less pixel-pendulum experiment. Here we set $l \sim U[1, 2]$ as in the non-friction experiment, and we set in addition $m = 1, b = 0.7$. We tested this task with grounding mask rate = 5%.

Algorithm implementation details For GOKU-UU (Algorithm 3), we only added a neural network that models $f_{abs}$, which is implemented as a fully connected network with $2 \rightarrow 200 \rightarrow 200 \rightarrow 2$ layers and ReLU activations.

Results In Fig. 5 we compare the $X$ extrapolation error between GOKU-UU (Algorithm 3) and the baselines. In Fig. 6 we demonstrate the extrapolation of $X$, by randomly selecting one test sample and showing the pendulum’s predicted angle for future times, and observe that GOKU-UU achieved near perfect results. In Fig. 7 we demonstrate that GOKU-UU’s added function $f_{abs}$, learned only the friction part. This is done by first training using GOKU-UU, and then zeroing $f_{abs}$ during test time. Fig. 7 shows that the signal with $f_{abs}$ zeroed extrapolates as if there was no friction at all, suggesting that we successfully separated the friction model from the pendulum model. We also tested if GOKU-UU could provide $\theta_f$ and $Z$ identification, we summed the results in Table 5.

These results show that using GOKU-net with the unknown-unknowns modification can successfully identify the ODE parameters and variables, and extrapolate the observed signal, although it does not observe the full ODE functional form. Moreover, it demonstrates capability to separate the Known-Unknowns (the given ODE’s state and parameters) from the Unknown-Unknowns (the friction).

| Method     | $\theta_f$ identification | $Z$ identification |
|------------|---------------------------|-------------------|
| GOKU-UU    | 0.057 ± .004             | 0.019 ± .002      |
| GOKU       | 0.047 ± .005             | 0.359 ± .022      |
| L-ODE+     | n/a                       | 0.101 ± .010      |

Table 5. $\theta_f$ and $Z$ identification for the pixel pendulum with friction task.
Figure 5. Pixel pendulum with friction - mean extrapolation error for observations $X$ over time steps after end of input sequence.

C.4. CVS

In addition to the dataset details in Section 5, we added in Table 6 information about the meaning of the ODE state variables, and ODE parameters.

**Algorithm implementation details** For all algorithms we used an input-to-rnn network of 2 fully connected layers with ReLU activation and 64 hidden units, and output with dimension of 64.

In GOKU, The RNN and LSTM are implemented as in the LV experiment with output of dimension 64, followed by a linear transformation to $\mu_z_0$ and $\sigma_z_0$ of dimension 64 as well. The $h$ functions are implemented as in the LV, except that their output has a sigmoid activation layer, to bound them to a physically feasible solution. The emission function is a takes $P_a$ and $P_v$ from the latent trajectories, and a fully connected $4 \rightarrow 200 \rightarrow 1$ network with ReLU activation layer to compute $f_H$. In Latent ODE the emission function is a fully connected $4 \rightarrow 200 \rightarrow 3$ network with ReLU activation layer. In LSTM, we used the same network as in the LV experiment.
Figure 6. Pixel pendulum with friction predicted angle example. Comparing GOKU-UU to the baselines.

Figure 7. Pixel pendulum with friction predicted angle example. Here we demonstrate that zeroing the $f_{abs}$ part of GOKU-UU, results in a friction-less signal.
| Symbol | Description | Unit |
|--------|-------------|------|
| $SV$  | Stroke volume, the volume of blood ejected during 1 cardiac cycle/ejection period | ml |
| $P_a$ | Pressure in arterial compartment | mm Hg |
| $P_v$ | Pressure in venous compartment | mm Hg |
| $S$   | Autonomic baroreflex tone, i.e., the reflex responsible for adapting to perturbations in blood pressure, keeping homeostasis | - |
| $f_{HR}$ | Heart rate, i.e., the number of complete cardiac cycles per unit time | Hz |
| $R_{TPR}$ | Total peripheral/systemic vascular hydraulic resistance, i.e., the hydraulic resistance opposing the flow through the capillary streambed that is driven by the arterio-venous pressure difference | mm HG s/ml |
| $C_a, C_v$ | Compliance of arterial, venous compartment | ml/mm Hg |
| $\tau_{Baro}$ | Time constant of the baroreflex response, i.e., of the linear low pass characteristic of the physiological negative feedback loop controlling arterial pressure | s |
| $k_{width}$ | Constant determining the shape and maximal slope of the logistic baroreflex nonlinearity | mm Hg$^{-1}$ |
| $P_{set}$ | Set point of the baroreflex feedback loop | mm Hg |
| $I_{external}$ | Possible external blood withdrawal or fluid infusion to or from the venous compartment | ml/s |
| $R_{TPR,mod}$ | Possible modification in $R_{TPR}$ | mm Hg s/ml |

*Table 6. Glossary of Variables and Parameters of the Cardiovascular Model, as shown in Zenker et al. (2007).*