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ABSTRACT

Methods of estimating an unconstrained covariance matrix are derived using future data as well as current data in the likelihood. The estimators are obtained by optimizing coefficient(s) for adjusting the usual maximum likelihood estimators based on current data. The optimization is given by maximizing the expected log-likelihood over the distributions of future and current data. Under the Wishart and normal distributions, the coefficients in their adjusted estimators are obtained using known quantities. When a covariance matrix is structured with structural parameters, asymptotic adjustments of the Wishart maximum likelihood estimators are obtained. Similar estimators of an unconstrained covariance matrix derived by minimizing the mean square error are also given. Numerical illustrations with simulations are shown using factor analysis models. Methods of overcoming the problem of the dependence of the optimal values on unknown population values are discussed.

1. Introduction

For estimation of parameters in statistical models, methods of maximum likelihood (ML), penalized ML, Bayes and weighted score (WS) are typically used when given current data, where the WS method includes the remaining ones when the posterior mode is used in the case of Bayes estimation (see, e.g., Ogasawara, 2014, 2016a). Additional information other than current data is also used when an informative prior distribution is used in Bayes estimation. Even in this case, data other than current ones are not explicitly used although we have prior distributions based on historical data (Ibrahim & Chen, 2000; Ibrahim, Chen & Sinha, 2003). When an informative prior is used, the prior may typically be based on past data or experiences.

In cross-validation, two sets of data are used, i.e., one for estimation, training or calibration and the other for evaluation, testing or validation although single-sample cross-validation indexes are also available (see, e.g., Browne, 2000). From a predictive viewpoint, the data for validation are seen as future data to be predicted. The cross-validation method is used primarily for selecting appropriate models. Stone (1977) showed that a cross-validation index is asymptotically equal to the Takeuchi information criterion (TIC; Takeuchi, 1976), which is an extension of the Akaike information criterion (AIC; Akaike, 1973). That is, the AIC and TIC can also be seen as single-sample counterparts of cross-validation indexes.

The AIC and TIC are bias-corrected estimators of minus 2 times the two-fold expected log-likelihood, where the two-fold expectation indicates one for current data and the other for independent future data. The bias-corrected estimators are seen as those corrected from the
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predictive viewpoint. This type of parameter estimators in statistical distributions has been given by Takezawa (2012a, 2015a, b, c) for the variance in a univariate normal distribution and the parameters in the exponential, binomial and geometric distributions, respectively, which are called predictive estimators.

The predictive estimators are obtained by maximizing the likelihood, where data are given by future data and parameter estimators are given by the usual ML estimator (MLE) based on current data with a tuning parameter. The expectation of the log-likelihood over the future and current data is taken, followed by maximizing the expectation with respect to the tuning parameter. Ogasawara (2017) derived a general expression of the predictive estimators maximizing the asymptotically expected predictive log-likelihood corresponding to the tuning parameter. Ogasawara (2017) derived a general expression of the predictive estimators minimizing mean square errors (MSEs).

A class of estimators of a covariance matrix under Stein’s loss (James and Stein, 1961, Equation (72)) with the assumption of normality is different from those by ML and MSEs, including a comparison with estimators minimizing mean square errors (MSEs).

The purposes of this paper are to derive predictive estimators of a covariance matrix, and the parameters in the exponential, binomial and geometric distributions, respectively, given by future data and parameter estimators are given by the usual ML estimator (MLE) based on current data with a tuning parameter. The expectation of the log-likelihood over the future and current data is taken, followed by maximizing the expectation with respect to the tuning parameter. Ogasawara (2017) derived a general expression of the predictive estimators including a comparison with estimators minimizing mean square errors (MSEs).

2. Predictive estimation under the assumption of normality

2.1. Predictive estimation of an unconstrained covariance matrix based on the Wishart distribution

Let \( l \) be the log-likelihood of a \( q \times 1 \) parameter vector \( \theta \) based on \( N \) independent observations for \( p \) observable variables summarized by an \( N \times p \) matrix \( X = (x_1, \ldots, x_N)' \), where \( x_i \) is the \( i \)-th vector variable or its realization for simplicity of notation \( (i = 1, \ldots, N) \), and let \( U = (u_1, \ldots, u_N)' \) be an \( N \times r \) fixed design matrix for \( r \) covariates:

\[
\hat{l} = \sum_{i=1}^{N} \ln f(x_i|\theta, u_i),
\]

where \( f(x_i|\theta, u_i) \) is the density or probability mass for \( x_i \) when \( \theta \) and \( u_i \) are given. Let \( \hat{l} = N^{-1}l \), which is the log-likelihood averaged over observations.

Assume that \( x_i \sim N(B_0 u_i, \Sigma_0) \), i.e., \( x_i \) follows the normal distribution with \( \text{E}(x_i) = B_0 u_i \) and \( \text{cov}(x_i) = \Sigma_0 \) \( (i = 1, \ldots, N) \), where \( B_0 \) is the \( p \times r \) matrix of population regression coefficients. Let \( S = n^{-1} \sum_{i=1}^{N} (x_i - \hat{x}_i)(x_i - \hat{x}_i)' \), where \( n = N - r \), \( \hat{x}_i = X'U(U'U)^{-1}u_i \) is the \( i \)-column of \( \hat{X}' = X'U(U'U)^{-1}U' \) projected on the column space of \( U \). Note that when \( x_i \sim N(u_0, \Sigma_0) \) with \( \mu_0 = \text{E}(x_i) \) \( (i = 1, \ldots, N) \), we have \( n = N - 1 \) and \( \hat{x}_i = \bar{x} \) with \( \bar{x} = N^{-1} \sum_{i=1}^{N} x_i \). That is, \( S \) with \( n = N - r \) is an unbiased estimator of \( \Sigma_0 \). Then, \( S \sim W_p(n^{-1} \Sigma_0, n) \), which indicates that \( S \) follows the Wishart distribution with a scale parameter \( n^{-1} \Sigma_0 \) and \( n \) degrees of freedom, whose density is

\[
f(S|\Sigma, n) = \frac{||S||^{(n-p-1)/2} \exp\{-tr(n\Sigma^{-1}S)/2\}}{2/n)^{np/2} \Sigma^{n/2} \Gamma_p(n/2)},
\]
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where \( \Gamma_p(\cdot) \) is the \( p \)-variate gamma function given by
\[
\Gamma_p(t) = \pi^{p(p-1)/4} \prod_{i=1}^{p} \Gamma\{t - (1/2)(i - 1)\}
\] (2.3)
and \( \Gamma(\cdot) \) is the usual gamma function.

Let us temporarily change the definition of \( \bar{I} = N^{-1}I \) to \( \bar{I} = n^{-1}I \) in the case of the Wishart distribution. Note that \( n \) is the effective number of observations in this distribution since (2.2) holds when \( S \) is replaced by \( n^{-1} \sum_{i=1}^{n} (x_i - \mu_0)(x_i - \mu_0)' \) using \( n \) observations when \( \mu_0 \) is known. Then,
\[
-2\bar{I} = -2n^{-1}I = \ln |\Sigma| + \text{tr}(\Sigma^{-1}S) + C(S)
\] (2.4)
with
\[
C(S) = -\frac{n-p-1}{n} \ln |S| + p \ln(2/n) + \frac{2}{n} \ln \Gamma_p(n/2).
\]

Let \( \theta = \sigma = \nu(\Sigma) \), where \( \nu(\cdot) \) is the vectorizing operator taking the non-duplicated elements of a symmetric matrix with its population value \( \theta_0 = \sigma_0 = \nu(\Sigma_0) \). A corresponding estimator of \( \theta_0 \) based on current data or \( S \) is denoted by \( \hat{\theta} = \hat{\sigma} = \nu(\hat{\Sigma}) \). Note that the Wishart MLE of \( \Sigma_0 \) is given by \( \hat{\Sigma}_{WML} = S = \nu(S) \). Let \( T \) be an independent copy of \( S \) corresponding to future data. Then, \( \bar{I}^* \) is defined as
\[
\bar{I}^* = E(T)\{\bar{I}\} = E(T)\{\nu(T)\} = E(T)\{\nu(S)\},
\]
where \( E(T)\{\cdot\} \) indicates that the expectation is taken over the distribution of \( T \) independent of \( S \). In the case of the Wishart distribution, (2.5) gives
\[
-2\bar{I}^* = E(T)\{\ln |\hat{\Sigma}| + \text{tr}(\hat{\Sigma}^{-1}T) + C(T)\} = \ln |\hat{\Sigma}| + \text{tr}(\hat{\Sigma}^{-1}\Sigma_0) + E(T)\{C(T)\},
\] (2.6)
where
\[
E(T)\{C(T)\} = E(S)\{C(S)\}
\]
\[
= -\frac{n-p-1}{n} E(T)\{\ln |T|\} + p \ln(2/n) + \frac{2}{n} \ln \Gamma_p(n/2)
\]
\[
= -\frac{n-p-1}{n} \{\ln |n^{-1}\Sigma_0| + p \ln 2 + \psi_p(n/2)\} + p \ln(2/n) + \frac{2}{n} \ln \Gamma_p(n/2)
\]
\[
= -\frac{n-p-1}{n} \{\ln |\Sigma_0| + p \ln(2/n) + \psi_p(n/2)\} + p \ln(2/n) + \frac{2}{n} \ln \Gamma_p(n/2)
\] (2.7)
and \( \psi_p(\cdot) \) is the \( p \)-variate digamma function or the first derivative of \( \ln \Gamma_p(\cdot) \). In (2.7), \( E(T)\{\ln |T|\} \) is derived by the property of a natural parameter \( n/2 \) in the Wishart distribution that belongs to the exponential family of distributions.

The problem of constructing a predictive estimator, denoted by \( \hat{\Sigma}^{(P)}_{Wk} \) based on the Wishart MLE \( \hat{\Sigma}^{(WML)}_W = S \), is reduced to maximizing \( E(S)\{\bar{I}^*\} \), where \( \Sigma \) in \( \bar{I}^* \) is replaced by \( \hat{\Sigma}^{(P)}_{Wk} = \Sigma(\hat{\theta}^{(P)}_{Wk}) \), with respect to a tuning parameter \( k \) in \( \hat{\Sigma}^{(P)}_{Wk} = kS \). This gives the following result.

**Theorem 1.** The optimal multiplicative constant \( k \) in the predictive estimator \( \hat{\Sigma}^{(P)}_{Wk} = kS \) maximizing \( E(S)\{\bar{I}^*\} \) based on the Wishart distribution is
\[
k = \frac{n}{n-p-1} \quad (n > p + 1).
\] (2.8)

The proof is given in the supplement to this paper (Ogasawara, 2018, Subsection A.1).

From (2.8), the optimal predictive estimator is derived as
\[
\hat{\Sigma}^{(P)}_{Wk} = \frac{n}{n-p-1}S = \frac{1}{n-p-1} \sum_{i=1}^{N} (x_i - \hat{x}_i)(x_i - \hat{x}_i)'
\] (2.9)
When \( p = 1 \) and \( \hat{x}_i = \bar{x} \) \( (i = 1, \ldots, N) \) with \( n = N - 1 \), we have

\[
\hat{\sigma}_W^2(p) = \frac{1}{N - 3} \sum_{i=1}^{N} (x_i - \bar{x})^2. \tag{2.10}
\]

Note that Takezawa’s (2012a) “the third variance” (see also Takezawa, 2012b, Section 5.5) or the predictive estimator based on the univariate normal distribution is defined as

\[
\frac{1}{N - 4} \sum_{i=1}^{N} (x_i - \bar{x})^2. \tag{2.11}
\]

It is seen that (2.10) is smaller than (2.11). Note also that for general \( p \), (2.8) depends on \( p \) as well as \( n \), which stems from the dependence of each element of \( \text{E}(\hat{\Sigma})\{(S^{-1}) \) on \( p \) (see Subsection A.1 of the appendix), while each element of \( \text{E}(\hat{\Sigma})\{ \) is independent of \( p \).

Stein’s loss mentioned in Section 1 is defined by

\[
L(\hat{\Sigma}, \Sigma_0) = \text{tr}(\hat{\Sigma}\Sigma_0^{-1}) - \ln |\hat{\Sigma}\Sigma_0^{-1}| - p. \tag{2.12}
\]

where \( \hat{\Sigma} \) is an estimator of \( \Sigma_0 \). Consider an estimator \( k S \) as \( \hat{\Sigma}^{(p)}_{Wk} = k S \) in Theorem 1. It is known that under normality \( \text{E}(\hat{\Sigma})\{L(kS, \Sigma_0)\} \) is minimized when \( k = 1 \) (e.g., Ye and Wang, 2009, p.716). Noting that under non-normality

\[
\text{E}(\hat{\Sigma})\{L(kS, \Sigma_0)\} = p(k - 1) - \ln k^p - \text{E}(\hat{\Sigma})\{\ln |S\Sigma_0^{-1}|\} \tag{2.13}
\]

and taking the derivative of (2.13) with respect to \( k \), we find that \( k = 1 \) is optimal under arbitrary distributions. The class of estimators minimizing the expectation of Stein’s loss under normality is different from that given by \( k S \) and tends to be complicated.

### 2.2. Predictive estimation of an unconstrained covariance matrix based on the multivariate normal distribution

Assume the condition in Subsection 2.1 without \( U \), i.e., \( x_i \sim N(\mu_0, \Sigma_0) \) \( (i = 1, \ldots, N) \).

For the additional parameter vector \( \mu \) in the multivariate normal density, we use the usual estimator \( \bar{x} \), giving

\[
f(X|\Sigma, \hat{\mu} = \bar{x}) = \frac{1}{(2\pi)^{Np/2}|\Sigma|^{N/2}} \exp \left\{ -\frac{1}{2} \sum_{i=1}^{N} (x_i - \bar{x})'\Sigma^{-1}(x_i - \bar{x}) \right\}. \tag{2.14}
\]

Let \( Z = (z_1, \ldots, z_N)' \) be an independent copy of \( X \). Then,

\[
-2\hat{\ell}^* = p \ln(2\pi) + \ln |\hat{\Sigma}| + \text{tr}[\hat{\Sigma}^{-1}\text{E}(\hat{Z})\{N^{-1} \sum_{i=1}^{N} (z_i - \bar{x})(z_i - \bar{x})'\}]
= p \ln(2\pi) + \ln |\hat{\Sigma}| + \text{tr}[\hat{\Sigma}^{-1}\{\Sigma_0 + (\bar{x} - \mu_0)(\bar{x} - \mu_0)\}]. \tag{2.15}
\]

Let

\[
\hat{\Sigma}^{(p)}_{Nk} = k\hat{\Sigma}_{\text{NML}} = kN^{-1} \sum_{i=1}^{N} (x_i - \bar{x})(x_i - \bar{x})', \tag{2.16}
\]

where \( N \) and NML indicate the normal distribution and MLE using this distribution, respectively. Then,

**Theorem 2.** The optimal \( k \) in \( \hat{\Sigma}^{(p)}_{Nk} = k\hat{\Sigma}_{NML} \) maximizing \( \text{E}(\hat{X}|\hat{\ell}^*) \), when \( \hat{\Sigma} \) in (3.2) is \( k\hat{\Sigma}_{NML} \), is given by

\[
k = \frac{N + 1}{N - p - 2} = \frac{N}{N - p - 3} + O(N^{-2}) \ (N > p + 3). \tag{2.17}
\]
The proof is given in Ogasawara (2018, Subsection A.2). Theorem 2 gives

\[
\hat{\Sigma}_{Nk}^{(P)} = \frac{N + 1}{N - p - 2} \hat{\Sigma}_{NML} = \frac{N + 1}{N(N - p - 2)} \sum_{i=1}^{N} (x_i - \bar{x})(x_i - \bar{x})',
\]

and its approximation up to order \(O_p(N^{-1})\) is

\[
\frac{N}{N - p - 3} \hat{\Sigma}_{NML} = \frac{1}{N - p - 3} \sum_{i=1}^{N} (x_i - \bar{x})(x_i - \bar{x})'.
\]

Note that when \(p = 1\), (2.19) gives Takezawa’s (2012a) predictive estimator or “the third variance” mentioned earlier. The exact version of (2.18) when \(p = 1\) can also be given by Takezawa (2012a, Equation (20)) though he did not use or define it. Again, we find that each element of (2.18) and (2.19) depends on \(p\) as well as \(N\).

From Theorem 1 without \(U\) and Theorem 2, it is found that

\[
\hat{\Sigma}_{Wk}^{(P)} = \frac{N}{N + 1} \hat{\Sigma}_{Nk}^{(P)} < \hat{\Sigma}_{Nk}^{(P)},
\]

where the inequality sign is used in Löwner’s sense. It is of interest to see that \(\hat{\Sigma}_{WML} = S > \hat{\Sigma}_{NML}\), where the direction of the inequality sign is reversed.

In Theorems 1 and 2, predictive estimators are derived using a single multiplicative constant \(k\) for all parameters. Except when \(p = 1\) with \(\hat{\mu} = \bar{x}\), this can be relaxed to distinct constants for the parameters. Ogasawara (2017, Equation (3.1)) defined a predictive estimator of a parameter vector:

\[
\hat{\theta}_{Ak}^{(P)} = \hat{\theta}_{ML} - N^{-1} \text{diag}(k) \hat{\alpha},
\]

where \(\hat{\theta}_{ML}\) is the MLE of \(\theta_0\), \(k\) is a \(q \times 1\) vector of coefficients, \(\text{diag}(k)\) is the diagonal matrix whose diagonal elements are given by \(k\) and \(\hat{\alpha}\) is a \(q \times 1\) stochastic vector typically given by \(\hat{\theta}_{ML}\) and a sample version \(\hat{\beta}_1\) of \(\beta_1\) with \(N^{-1} \beta_1\) being the asymptotic bias of \(\hat{\theta}_{ML}\).

When the elements of \(k\) are positive and \(\hat{\alpha} = \hat{\theta}_{ML}\), (2.21) gives a shrinkage estimator of \(\theta_0\). In these cases (2.21) has properties common to ridge regression (Hoerl & Kennard, 1970) and Lasso (Tibshirani, 1996), where shrinkage is explicitly obtained. A general formula for the optimal \(k\) maximizing the asymptotic predictive expected log-likelihood up to order \(O_p(N^{-2})\) denoted by, e.g., \(E(X)(\hat{\varphi})_{O(N^{-2})}\), when \(X\) is a current data set, is given by Ogasawara (2017, Result 3) as

\[
k = \text{diag}^{-1}(\alpha_0) I_{0}^{-1} \left\{ NE \left( \frac{\partial l}{\partial \theta_0} \otimes M \right) \text{vec}(I_{0}^{-1}) + \text{diag}^{-1}(\alpha_0) \text{Diag} \left( \frac{\partial \alpha'}{\partial \theta_0} \right) 1_{(q)} \right\},
\]

where \(\text{diag}^{-1}(\alpha_0) = \{\text{diag}(\alpha_0)\}^{-1}\); \(\alpha_0\) is the population counterpart of \(\hat{\alpha}\); \(E(\cdot)\) is the expectation over current data, e.g., \(E(X)(\cdot)\) in the case of the normal distribution, and is used for simplicity when confusion does not occur; \(\partial l/\partial \theta_0 = \partial l/\partial \theta_0|_{\theta = \theta_0}\); \(\otimes\) stands for the Kronecker product;

\[
M = \frac{\partial^2 l}{\partial \theta \partial \theta}|_{\theta = \theta_0} - E \left( \frac{\partial^2 l}{\partial \theta \partial \theta}|_{\theta = \theta_0} \right) \equiv \frac{\partial^2 l}{\partial \theta_0 \partial \theta_0} + I_0;
\]

\(\text{vec}(\cdot)\) is the vectorizing operator stacking the columns of a matrix sequentially; \(\text{Diag}(\cdot)\) is the diagonal matrix whose diagonal elements are those of the matrix in parentheses;
\[ \partial \alpha' / \partial \theta_0 = \partial \alpha' / \partial \theta \big|_{\theta = \theta_0}; \quad \alpha \text{ corresponding to } \alpha_0 \text{ is a vector variable}; \quad \text{and } \mathbf{1}_{(q)} \text{ is the } q \times 1 \text{ vector of 1's.} \]

In the case of the \( p \)-variate normal distribution with \( \theta = (\mu', \sigma')' \), \( q = p + \{p(p + 1)/2\}. \) Then, we have the following result:

**Theorem 3.** Under the assumption of normality, the constant vector \( \mathbf{k} \) in \( \hat{\theta}_{Ak}^{(P)} \) of (2.21) maximizing the asymptotic predictive expected log-likelihood, when \( \hat{\alpha} = \hat{\theta}_{\text{ML}} \), is given by

\[ \mathbf{k} = (\mathbf{k}_\mu', \mathbf{k}_\sigma')', \tag{2.24} \]

where the \( p \times 1 \) vector \( \mathbf{k}_\mu \) is

\[ \mathbf{k}_\mu = \text{diag}^{-1}(\mathbf{u}_0) \Sigma_0 \text{diag}^{-1}(\mathbf{u}_0) \mathbf{1}_{(p)}, \tag{2.25} \]

and the \( p^* \times 1 \) vector \( \mathbf{k}_\sigma \) with \( p^* = p(p + 1)/2 \) is

\[ \mathbf{k}_\sigma = -2(p + 2) \mathbf{1}_{(p^*)} + 2 \text{diag}^{-1}(\sigma_0) D_p^+ (\Sigma_0 \otimes \Sigma_0) D_p^{+}' \text{diag}^{-1}(\sigma_0) \mathbf{1}_{(p^*)}, \tag{2.26} \]

where \( D_p^+ = (D_p D_p)'^{-1}D_p' \) is the Moore-Penrose g-inverse or the left inverse of \( D_p \), and \( D_p \) is the duplication matrix with \( \text{vec}(\Sigma_0) = D_p \text{vec}(\Sigma_0) \).

The proof is given in Ogasawara (2018, Subsection 3.1). Note that \( 1/(1 + \alpha' / \sigma_0) \) gives the least MSE of \( \hat{\sigma} \) with \( \hat{\sigma} \) being a sample mean and \( \sigma_0 \) the coefficient of variation of \( \bar{X} \), which becomes 2 though when \( p > 1 \), (2.28) does not generally become 2. When \( p = 1 \), (2.26) becomes \( k_{\sigma} = -6 + 2 = -4 \), which reduces to the univariate case of Ogasawara (2017, Example 4.1). Note that when \( p = 1 \), the value \( k_{\sigma} = -4 \) gives another asymptotic approximation \( 1 + N^{-1} \) to \( (N + 1)/(N - p - 2) \) in (2.17).

In \( \mathbf{k}_\mu \) of (2.25), \( \text{diag}^{-1}(\mathbf{u}_0) \Sigma_0 \text{diag}^{-1}(\mathbf{u}_0) = C_{V_{\mu_0}}^{(2)} \), is seen as a matrix squared coefficient of variation of \( \mathbf{x}_i \), which becomes the squared usual coefficient of variation \( c_{V_{\mu_0}}^2 \). Similarly, in \( \mathbf{k}_\sigma \) of (2.27), \( \text{diag}^{-1}(\sigma_0) I_{\sigma_0, \sigma_0}' \text{diag}^{-1}(\sigma_0) = C_{V_{\sigma_0}}^{(2)} \) is seen as an asymptotic matrix squared coefficient of variation for \( N^{1/2} \hat{\delta}_{\text{NML}} \). It is known that \( k = 1/(1 + N^{-1} c_{V_{\mu_0}}^2) \) gives the least MSE of \( k \hat{x} \) with \( \hat{x} \) and \( c_{V_{\mu_0}} \) being a sample mean and the coefficient of variation of \( x_i \) (\( i = 1, \ldots, N \)), respectively under arbitrary distributions as long as the mean and variance of \( \bar{x} \) exist (Gruber, 1998, Section 1.6; see also Ogasawara, 2015, Subsection 3.1). Note that \( 1/(1 + N^{-1} c_{V_{\mu_0}}^2) = 1 - N^{-1} c_{V_{\mu_0}}^2 + O(N^{-2}) \).

The optimal vector \( \mathbf{k} \) in Theorem 3 depends on unknown \( C_{V_{\mu_0}}^{(2)} \) and \( C_{V_{\sigma_0}}^{(2)} \) defined earlier as well as \( p \), which is different from the results in Theorems 1 and 2, where the results were given only from known quantities. This problem with methods overcoming the difficulty will be addressed in the later discussion section.
2.3. Predictive estimation of structural parameters in a general covariance structure

In many cases of interest, a covariance matrix is structured with a $q \times 1$ structural parameter vector $\theta$, which is generally written as $\Sigma = \Sigma(\theta)$ with its population counterpart $\Sigma_0 = \Sigma(\theta_0)$. A typical case of $\Sigma(\theta)$ is the factor analysis model, which will be numerically illustrated later. In this section, we obtain a similar result as in Theorem 3 using a $q \times 1$ coefficient vector $k$ based on the Wishart distribution.

**Theorem 4.** Let $\hat{\theta}^{(P)}_k = \hat{\theta}_{WML} - n^{-1} \text{diag}(k) \hat{\theta}_{WML}$, where $\hat{\theta}_{WML}$ is a Wishart MLE of $\theta_0$. Then, the optimal $k$ maximizing the asymptotic predictive expected log-likelihood under normality is given by

$$k = \text{diag}^{-1}(\theta_0) \left[ \frac{1}{2} \sum_{a,b,c=1}^q (I_0^{-1})_{ab} \left\{ \Sigma_0^{-1} \frac{\partial \Sigma}{\partial \theta_0} \Sigma_0^{-1} \left( -2 \frac{\partial \Sigma}{\partial \theta_0} \Sigma_0^{-1} \frac{\partial \Sigma}{\partial \theta_0} \right) + \frac{\partial^2 \Sigma}{\partial \theta_0 \partial \theta_0^T} \right\} (I_0^{-1})_{ac} \right].$$

(2.29)

where $(\cdot)_b$ is the $b$-th column of a matrix, $\theta_{0a} = (\theta_0)_a$ the $a$-th element of $\theta_0$, and $(I_0)_{ij} = \frac{1}{2} \text{tr} \left( \Sigma_0^{-1} \frac{\partial \Sigma}{\partial \theta_0} \Sigma_0^{-1} \frac{\partial \Sigma}{\partial \theta_0} \right) (i, j = 1, \ldots, q)$. The proof is given in Ogasawara (2018, Subsection A.4). When an inverse structure $\Gamma = \Gamma(\theta) = \{\Sigma(\theta)\}^{-1}$, i.e., a structure of the inverse of $\Sigma$ is used (for the inverse structure see Ogasawara, 2016b), $l$ becomes

$$l = \frac{1}{2} \ln |\Gamma| - \frac{1}{2} \text{tr} (\Gamma S) - \frac{1}{2} C(S).$$

(2.30)

When $\Gamma$ with its population counterpart $\Gamma_0$ is linear in terms of $\theta$, $\theta$ is a vector of natural parameters in the exponential family of distributions and $M$ vanishes. Then, in this case, (2.29) becomes

$$k = \text{diag}^{-1}(\theta_0) I_0^{-1} \text{diag}^{-1}(\theta_0) 1(q),$$

(2.31)

where $(I_0)_{ij} = \frac{1}{2} \text{tr} \left( \Gamma_0^{-1} \frac{\partial \Gamma}{\partial \theta_0} \Gamma_0^{-1} \frac{\partial \Gamma}{\partial \theta_0^T} \right) = \frac{1}{2} \text{tr} \left( \Sigma_0 \frac{\partial \Sigma}{\partial \theta_0} \Sigma_0 \frac{\partial \Sigma}{\partial \theta_0^T} \right) (i, j = 1, \ldots, q)$. In (4.3), $\text{diag}^{-1}(\theta_0) I_0^{-1} \text{diag}^{-1}(\theta_0) = C^{(2)}_{\Gamma^0\theta^0}$ is seen as an asymptotic matrix squared coefficient of variation of $n^{1/2} \hat{\theta}_{WML}$ as $C^{(2)}_{\Gamma^0\theta^0}$ (see the discussion in the second last paragraph of Subsection 2.2).

An application of Theorem 4 is shown for an unconstrained covariance matrix as follows.

**Corollary 1.** For an unconstrained covariance matrix with $\theta = \nu(\Sigma)$, let $s_{Ak}^{(P)} = s - n^{-1} \text{diag}(k)s$ with $s = \nu(S) = \nu(\Sigma_{WML})$. Then, the optimal $k$ maximizing the asymptotic predictive expected likelihood under normality based on the Wishart MLE, i.e., $s$ is given by

$$(k)_{(gh)} = -2(p + 1) + \frac{1}{\sigma_{gh}} \sum_{c \geq d} (\sigma_{0gc} \sigma_{0hd} + \sigma_{0gd} \sigma_{0hc}) \frac{1}{\sigma_{0cd}},$$

(2.32)

where $(\cdot)_{(gh)}$ indicates the element of a vector corresponding to $\sigma_{gh}$ ($p \geq g \geq h \geq 1$) using a double subscript notation.

The proof is given in Ogasawara (2018, Subsection A.5). In (2.32), the second term on the right-hand side is written as $(C^{(2)}_{\Gamma^0\theta^0})_{(gh)} 1(q) = (C^{(2)}_{\Gamma^0\theta^0} 1(q))_{(gh)}$, where $(C^{(2)}_{\Gamma^0\theta^0})_{(gh)}$ is the $(gh)$-th row of $C^{(2)}_{\Gamma^0\theta^0}$. Note that the second term on the right-hand side of (2.32) for $k$ is equal to that in (2.26) for $k_\sigma$. When $p = 1$, (2.32) becomes $-2$, giving $s_{Ak}^{(P)} = (1 + N^{-1})s$.
with \( s = (S)_{11} \), which can be seen as an approximation to \( \frac{n}{n - 2} s = \frac{1}{N - 3} \sum_{i=1}^{N} (x_i - \bar{x})^2 \) up to \( O_p(N^{-1}) \) with \( x_i = (x_i)_1 \) and \( \bar{x} = (\bar{x})_1 \) in Theorem 1 without covariates when \( p = 1 \).

3. Predictive estimation of an unconstrained covariance matrix under possible non-normality

In practice, data are more or less non-normally distributed. In this section, an asymptotic result corresponding to Theorem 1 for an unconstrained covariance matrix under possible non-normality is obtained using the Wishart likelihood. The result is given as follows.

**Theorem 5.** The optimal multiplicative constant \( k \) in \( \Sigma^{(P)}_{W_k} = kS \) maximizing the asymptotic predictive expected likelihood based on the Wishart distribution under possible non-normality is given by

\[
k = 1 + n^{-1} \{ p + 1 + 2p^{-1} \text{tr}(\Omega^{-1}_{NT} K(4)) \},
\]

where \( \Omega_{NT} = \text{ncov}(s) \) is the normal-theory (NT) exact covariance of \( s \), and \( K(4) \) is the \( p^* \times p^* \) matrix of multivariate fourth cumulants for \( x_i \), i.e., \( K(4)_{abc,d} = \kappa_{abcd}(p \geq a \geq b \geq 1; p \geq c \geq d \geq 1) \) and \( \kappa_{abcd} \) is the multivariate fourth cumulant for \( (x_i)_a, (x_i)_b, (x_i)_c \) and \( (x_i)_d \) \((i = 1, \ldots, N; a, b, c, d = 1, \ldots, p)\).

The proof is given in Ogasawara (2018, Subsection A.6). Note that under normality \( K(4) = 0 \) a zero matrix, which yields \( k = 1 + n^{-1}(p + 1) \). This multiplicative constant is an asymptotic approximation to \( n/(n - p - 1) \) in Theorem 1 up to order \( O(n^{-1}) \).

4. Evaluation of the predictive estimator by the Kullback-Leibler distance

The quantity \( E_f(S)(-2\hat{l}^*) \), which is equal to \( E(S)(-2\hat{l}^*) \) used earlier when the density \( f(S|\theta) \) holds, is minimized when \( \hat{\theta} = \theta_0 \). Let non-stochastic \( \hat{l}^*_0 \) be \( \hat{l}^* \), when \( \hat{\theta} \) is replaced by \( \theta_0 \). Then, the difference \( E_f(S)(-2\hat{l}^* + 2\hat{l}^*_0) \) is

\[
E_f(S)(-2\hat{l}^* + 2\hat{l}^*_0) = 2 \int_{R(S)} f(S|\theta_0) \ln \frac{L^*(\theta_0)}{L^*(\hat{\theta})} dS,
\]

where \( R(S) \) is the range or region of \( S \),

\[
L^*(\theta_0) = \exp(\hat{l}^*_0) \quad \text{and} \quad L^*(\hat{\theta}) = \exp(\hat{l}^*).
\]

Since (4.1) is seen as two times the Kullback-Leibler distance for \( \hat{\theta} \) and \( \theta_0 \), (4.1) can be an index of the evaluation of \( \hat{\theta} \). In the case of the Wishart distribution under correct model specification, (4.1) becomes

\[
E_f(S)(-2\hat{l}^* + 2\hat{l}^*_0) = E_f(S)(-2\hat{l}^*) + 2\hat{l}^*_0
= E_f(S)(\ln|\hat{\Sigma}|) - \ln|\Sigma_0| + E_f(S)\{\text{tr}(\hat{\Sigma}^{-1}\Sigma_0)\} - p.
\]

4.1. The case of \( \hat{\Sigma} = kS \)

When \( \hat{\Sigma} = kS \) under normality, (4.3) becomes

\[
E_f(S)(-2\hat{l}^* + 2\hat{l}^*_0) = p \ln k + E_f(S)(\ln|S|) - \ln|\Sigma_0| + k^{-1} E_f(S)\{\text{tr}(S^{-1}\Sigma_0)\} - p
= p \ln k + \ln|\Sigma_0| + p \ln(2/n) + \psi_p(n/2) - \ln|\Sigma_0| + k^{-1} \frac{np}{n-p-1} - p
= p \ln k - p \ln(n/2) + \psi_p(n/2) + k^{-1} \frac{np}{n-p-1} - p.
\]
When \( k \) is optimal under normality, i.e., \( k = n/(n - p - 1) \), (4.4) is

\[
E_{f}^{(S)}(-2\hat{I}^{*} + 2\hat{l}^{*}_{\text{WML}}) = p \ln \frac{n}{n - p - 1} - p \ln(n/2) + \psi_p(n/2) \\
= p \ln \frac{n}{n - p - 1} + \psi_p(n/2).
\]

(4.5)

For a general \( k \) under possible non-normality with the density of \( S \) being \( g(S|\cdot) \), using (A6.5) and (A6.8) in Ogasawara (2018), we have

\[
E_{g}^{(S)}(-2\hat{I}^{*} + 2\hat{l}^{*}_{\text{WML}}) = p \ln k + E_{g}^{(S)}(\ln |S|) - \ln |\Sigma_0| + k^{-1}E_{g}^{(S)}(\text{tr}(S^{-1}\Sigma_0)) - p \\
= p \ln k - n^{-1}\{p^* + \text{tr}(\Omega_{NT}^{-1}K_{(4)})\} + k^{-1}[p + n^{-2}\{p^* + \text{tr}(\Omega_{NT}^{-1}K_{(4)})\}] - p \\
+ O(n^{-2}) \\
= p \ln k - n^{-1}\{p^* + \text{tr}(\Omega_{NT}^{-1}K_{(4)})\} + O(n^{-2}).
\]

(4.6)

It is of some interest to compare (4.4) and (4.6) under normality with \( K_{(4)} = O \). Equating the two expressions, it is found that \(-p \ln(n/2) + \psi_p(n/2)\) in (4.4) should be equal to \(-n^{-1}p^* + O(n^{-2})\). When \( k \) is asymptotically optimal, i.e., \( k = 1 + n^{-1}\{p + 1 + 2p^{-1}\text{tr}(\Omega_{NT}^{-1}K_{(4)})\} \), it can be shown that

\[
E_{g}^{(S)}(-2\hat{I}^{*} + 2\hat{l}^{*}_{\text{WML}}) = n^{-1}\{p^* + \text{tr}(\Omega_{NT}^{-1}K_{(4)})\} + O(n^{-2}).
\]

(4.7)

Note that the term of order \( O(n^{-1}) \) in (4.7) is unchanged even when \( k = 1 \). That is, the difference between the results using the asymptotically optimal \( k \) and \( k = 1 \) is of order \( O(n^{-2}) \). The actual expression of order \( O(n^{-2}) \) is too complicated to derive and is not given.

On the other hand, we can have \( E_{g}^{(S)}(-2\hat{I}^{*} + 2\hat{l}^{*}_{\text{WML}}) \) up to order \( O(n^{-2}) \), where \( \hat{I}^{*} \) is given by \( \hat{\Sigma} = kS \) with \( k = 1 + n^{-1}\{p + 1 + 2p^{-1}\text{tr}(\Omega_{NT}^{-1}K_{(4)})\} \) and \( \hat{l}^{*}_{\text{WML}} \) is \( \hat{l}^{*} \) when a Wishart MLE \( \hat{\Sigma}_{\text{WML}} = S \) or \( k = 1 \) is used for \( \hat{\Sigma} \). That is, \( E_{g}^{(S)}(-2\hat{I}^{*} + 2\hat{l}^{*}_{\text{WML}}) \) is the negative amount of the reduction of \( E_{g}^{(S)}(-2\hat{I}^{*}) \) when the asymptotically optimal predictive estimator is used over that when the usual \( S \) is used.

**Theorem 6.** Under possible non-normality when \( k = 1 + n^{-1}\{p + 1 + 2p^{-1}\text{tr}(\Omega_{NT}^{-1}K_{(4)})\} \), we have

\[
E_{g}^{(S)}(-2\hat{I}^{*} + 2\hat{l}^{*}_{\text{WML}}) = -\frac{n^{-2}}{2}p(p + 1 + 2p^{-1}\text{tr}(\Omega_{NT}^{-1}K_{(4)})^2) + O(n^{-3}).
\]

(4.8)

Under normality, (4.8) becomes

\[
E_{f}^{(S)}(-2\hat{I}^{*} + 2\hat{l}^{*}_{\text{WML}}) = -\frac{n^{-2}}{2}p(p + 1)^2 + O(n^{-3})
\]

(4.9)

and in particular when the exactly optimal \( k = n/(n - p - 1) \) is used, (4.8) is

\[
E_{f}^{(S)}(-2\hat{I}^{*} + 2\hat{l}^{*}_{\text{WML}}) = p \ln \frac{n}{n - p - 1} - \frac{p(p + 1)}{n - p - 1}.
\]

(4.10)

The proof is given in Ogasawara (2018, Subsection A.7). Note that the equality of (4.10) and (4.9) up to order \( O(n^{-2}) \) is seen by expanding (4.10) as

\[
p[n^{-1}(p + 1) + n^{-2}\{1 - (1/2)\}(p + 1)^2 + O(n^{-3})] - p(p + 1\{n^{-1} + n^{-2}(p + 1) + O(n^{-3})\} = -\frac{n^{-2}}{2}p(p + 1)^2 + O(n^{-3}).
\]
4.2. General covariance structure $\Sigma = \Sigma(\theta)$

In the case of a general covariance structure $\Sigma = \Sigma(\theta)$ using $\hat{\theta}^{(P)} = \hat{\theta}_{Ak}$ based on the Wishart distribution with the asymptotically optimal $k$ (see (2.29)), as in (4.7) it can be shown that $E_f^{(S)}(-2\tilde{t}^* + 2\tilde{t}_{\text{WML}}^*) = E_f^{(S)}(\ln |\hat{\Sigma}|) - \ln |\Sigma_0| + E_f^{(S)}(\text{tr}(\hat{\Sigma}^{-1}\Sigma_0)) - p$ (see (4.3)) with $\hat{\Sigma} = \Sigma(\hat{\theta}_{Ak})$, is equal to that when $\hat{\Sigma} = \hat{\Sigma}_{\text{WML}} = \Sigma(\hat{\theta}_{\text{WML}})$ up to order $O(n^{-1})$. The corresponding result up to order $O(n^{-2})$ becomes too complicated and is not derived. The result when $\hat{\Sigma} = \hat{\Sigma}_{\text{WML}}$ up to order $O(n^{-1})$ under possible non-normality is given in Ogasawara (2018, Subsection A.8).

On the other hand, $E_f^{(S)}(-2\tilde{t}^* + 2\tilde{t}_{\text{WML}}^*)$ under correct model specification and normality can be given by a special case of Ogasawara (2017, Result 3) as follows:

$$E_f^{(S)}(-2\tilde{t}^* + 2\tilde{t}_{\text{WML}}^*) = -n^{-2} \left\{ nE_f\left( \frac{\partial l}{\partial \theta_0} \otimes M \right) \text{vec}(I_0^{-1}) + \text{diag}^{-1}(\theta_0)1_{(q)} \right\} + O(n^{-3}).$$

When the inverse structure $\Gamma(\theta)$ is linear with respect to $\theta$ with $M = O$, (4.11) becomes

$$E_f^{(S)}(-2\tilde{t}^* + 2\tilde{t}_{\text{WML}}^*) = -n^{-2}1_{(q)}'\text{diag}^{-1}(\theta_0)I_0^{-1}\text{diag}^{-1}(\theta_0)1_{(q)} + O(n^{-3}) = -n^{-2}1_{(q)}'k + O(n^{-3}),$$

(4.12)

where $I_0$ is the information matrix for the inverse structure and $C_{\text{W}}^{(2)}(\theta_0)$ was defined earlier (see the result after (2.31)).

While the results in (4.11) and (4.12) are given by the difference of $E_f^{(S)}(-2\tilde{t}^*)$ and $E_f^{(S)}(-2\tilde{t}_{\text{WML}}^*)$, $E_f^{(S)}(-2\tilde{t}^*)$ and an associated result are given as follows:

**Theorem 7.** Under correct model specification and normality, $E_f^{(S)}(-2\tilde{t}_{\text{WML}}^*)$ using $\hat{\theta}_{\text{WML}}$ and $E_f^{(S)}(-2\tilde{t}^*)$ using $\hat{\theta}^{(P)}_{Ak}$ based on the Wishart distribution are

$$E_f^{(S)}(-2\tilde{t}^*) = -2\tilde{t}_{0}^* + n^{-1}q + O(n^{-2}),$$

(4.13)

which is known (see e.g. Ogasawara, 2017, Appendix), and

$$E_f^{(S)}(-2\tilde{t}_{\text{WML}}^*) = -2\tilde{t}_{0}^* + n^{-1}q + O(n^{-2}).$$

(4.14)

The proof is given in Ogasawara (2018, Subsection A.9). Note that $q$ of $n^{-1}q$ is a half of the correction term $2q$ of the AIC.

5. Numerical illustration with simulations

In this section, numerical illustrations of the predictive estimators for unconstrained covariance matrices and structural parameters in exploratory factor analysis are shown with simulations in the former cases under normality and non-normality.

Table 1 shows theoretical and simulated results for predictive estimators of a covariance matrix when $\Sigma_0 = \lambda_0'\lambda_0 + \Psi_0$, where $\lambda_0 = (.2, .3, .4, .5, .6, .7)'$ and $\Psi_0 = \text{diag}(.96, .91, .84, .75, .64, .51)$. In the simulations, non-normal data are generated by independently distributed common and unique factors following the uniform and chi-square distributions with 10 and 1 degrees of freedom, which are standardized with unit variances.
to give $\Sigma_0$. Note that in the uniform distribution, the excess kurtosis is $-1.2$, while that of the chi-square with 10 degrees of freedom is 1.2. The excess kurtosis of the chi-square with 1 degree of freedom is 12, showing strong non-normality.

In the table, $A = 1 + n^{-1}\{p + 1 + 2p^{-1}\text{tr}(\Omega^{-1}_{NT}K(4))\}$ is the asymptotically optimal value under arbitrary distributions (see (3.1)). The NT-exact $A$ corresponding to $1 + n^{-1}\{p + 1 + 2p^{-1}\text{tr}(\Omega^{-1}_{NT}K(4))\}$ is $n/(n - p - 1)$ (see (2.8)). The theoretical $B = E_g^S(-2\hat{l}^*_s + 2\hat{l}_0^*) \to O(n^{-1}) = n^{-1}\{p^* + \text{tr}(\Omega^{-1}_{NT}K(4))\}$ (see (4.7)) is given when $\hat{\Sigma} = A\hat{S}$ is used. The corresponding simulated $B$ is the simulated mean of $-2\hat{l}^*_s + 2\hat{l}_0^*$ under normality and non-normality using $10^5$ replications. The NT-exact $B$ is $E_f^S(-2\hat{l}^*_s + 2\hat{l}_0^*) = p\ln\{2/(n - p - 1)\} + \psi_p(n/2)$ (see (4.5)) when $\{n/(n - p - 1)\}\hat{S}$ is used. The corresponding simulated value is the sample mean of $-2\hat{l}^*_s + 2\hat{l}_0^*$ over $10^5$ replications when $\{n/(n - p - 1)\}\hat{S}$ is used under normality and non-normality. Under normality, since the exact $B$ is available, the corresponding simulated mean is unnecessary, but is included to show the validity of the simulations. The theoretical $C = E_g^S(-2\hat{l}^*_s + 2\hat{l}_0^{\text{WML}}) \to O(n^{-2}) = -(n^{-2}/2)p(p + 1 + 2p^{-1}\text{tr}(\Omega^{-1}_{NT}K(4))^2$ (see (4.8)) is the value when $\hat{\Sigma} = A\hat{S}$ is used. The corresponding simulated value is the sample mean of $-2\hat{l}^*_s + 2\hat{l}_0^{\text{WML}}$ when $\hat{\Sigma} = A\hat{S}$ for $-2\hat{l}^*_s$ and $\hat{\Sigma}_0^{\text{WML}} = \hat{S}$ for $2\hat{l}_{0}^{\text{WML}}$ are used under normality and non-normality. The NT-exact $C = E_f^S(-2\hat{l}^*_s + 2\hat{l}_0^{\text{WML}}) = p\ln\{n/(n - p - 1)\} - \{p(p + 1)/(n - p - 1)\}$ (see (4.10)) when $\{n/(n - p - 1)\}\hat{S}$ is used. The corresponding simulated values are similarly given.

In the table, $A$ depends on $K(4)$. In the case of the uniform distribution with a negative excess kurtosis, $A$ is smaller than that under normality. However, it is found that $A$ under the uniform distribution is still substantially larger than 1 especially when $N = 200$. On the other hand, the values of $A$ in the chi-square distributions with positive excess kurtoses are larger than that under normality. It is found that $A$ under normality is reasonably close to the NT-exact $A$.

The values of the theoretical and simulated $B$ are similar under normality and non-normality. Their values are much larger than the absolute values of the theoretical and simulated values of $B$ become larger.

Table 2 gives results corresponding to those in Table 1, where a real correlation matrix of Harman’s (1976, p.22; $N = 305$) eight physical variables is used. The fitted correlation matrix with two common factors is used as a population covariance matrix. Table 2 shows tendencies similar to those in Table 1.

Table 3 gives the values of the asymptotically optimal $1 - n^{-1}(k)_i$ ($i = 1, \ldots, q$) in $\hat{\theta}^{(p)}_{Ak} = \hat{\theta}_{\text{WML}} - n^{-1}\text{diag}(k)\hat{\theta}_{\text{WML}}$ (see Theorem 4) in the case of Tables 1 and 2 under the assumption of normality, where $\hat{\theta}_{\text{WML}}$ is the Wishart MLE of the parameters in factor analysis models. Note that $(\Lambda_0)_{12}$ is set to 0 to remove rotational indeterminacy, which is shown by * in the table. The corresponding coefficient denoted by * in the table is not defined since the fixed value is unchanged. It is found that $1 - n^{-1}(k)_i$ ($i = 1, \ldots, p$) for $\Psi_{\text{WML}}$ are relatively similar. In contrast, the values of $1 - n^{-1}(k)_i$ ($i = p + 1, \ldots, q$) for $\hat{\Lambda}_{\text{WML}}$ or $\hat{\Lambda}_{\text{WML}}^{-}$ have a relatively large variance. The extreme case of $1 - n^{-1}(k)_i$ for $(\Lambda_0)_{12} = -.031$ is $-.748$, which happened due to the finite sample size. In this case $1 - n^{-1}(k)_i$ should be 0, which is close to the population value $-.031$. 
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Table 1: Theoretical and simulated values for predictive estimators of a covariance matrix following the one-factor model (for \( \lambda_0 \) and \( \Psi_0 \) see Table 3)

| Data        | \( N = n + 1 = 200 \) | \( N = n + 1 = 400 \) |
|-------------|-----------------|-----------------|
| Normal      |                 |                 |
| A           | 1.0352          | 1.0175          |
| NT-exact A  | 1.0365          | 1.0179          |
| B           | 1.0553          | 1.0818          |
| NT-exact B  | 1.0819          | 1.0817          |
| C           | -0.00371        | -0.00389        |
| NT-exact C  | -0.00389        | -0.00395        |
| Uniform     |                 |                 |
| A           | 1.00299         | 1.0149          |
| B           | 0.8974          | 0.9250          |
| NT-exact B  | *               | 0.9257          |
| C           | -0.00268        | -0.00284        |
| NT-exact C  | *               | 0.00207         |
| Chi-square (10 df) |     |                      |
| A           | 1.0404          | 1.0202          |
| B           | 0.1213          | 0.1236          |
| NT-exact B  | *               | 0.1234          |
| C           | -0.00491        | -0.00503        |
| NT-exact C  | *               | -0.00497        |

Note. Th.= Theoretical values, Sim.= Simulated values, \( A = n/(n-p-1) \), Theoretical \( B = E^{(9)}(2\hat{r}^2 + 2\hat{\Omega}^2)_{\text{O}(n-1)} = n^{-1}(p^* + \text{tr}(\Omega_{\text{NT}-1}^{-1}K_{(4)})) \) using \( \hat{\Sigma} = \hat{\Delta} \). NT-exact \( B = E^{(9)}(2\hat{r}^2 + 2\hat{\Omega}^2)_{\text{O}(n-2)} = (n^{-2}/2)p(p+1+2p^{-1}\text{tr}(\Omega_{\text{NT}-1}^{-1}K_{(4)}))^2 \) using \( \hat{\Sigma} = \hat{\Delta} \). An asterisk indicates the corresponding NT value.

Table 2: Theoretical and simulated values for predictive estimators of a covariance matrix following the two-factor model based on Harman’s (1976, p.22, \( N = 305 \)) eight physical variables (for \( \Lambda_0 \) and \( \Psi_0 \) see Table 3)

| Data        | \( N = n + 1 = 200 \) | \( N = n + 1 = 400 \) |
|-------------|-----------------|-----------------|
| Normal      |                 |                 |
| A           | 1.0329          | 1.0628          |
| NT-exact A  | 1.0305          | 1.0185          |
| B           | 1.1842          | 1.2085          |
| NT-exact B  | 1.12089         | 1.12085         |
| C           | -0.00351        | -0.00364        |
| NT-exact C  | -0.00365        | -0.00364        |
| Uniform     |                 |                 |
| A           | 1.00299         | 1.00299         |
| B           | 1.3169          | 1.3393          |
| NT-exact B  | *               | 1.3397          |
| C           | -0.00434        | -0.00446        |
| NT-exact C  | *               | -0.00443        |
| Chi-square (10 df) |     |                      |
| A           | 1.0329          | 1.0628          |
| B           | 1.3169          | 1.3393          |
| NT-exact B  | *               | 1.3397          |
| C           | -0.00434        | -0.00446        |
| NT-exact C  | *               | -0.00443        |

Note. Th.= Theoretical values, Sim.= Simulated values, \( A = n/(n-p-1) \), Theoretical \( B = E^{(9)}(2\hat{r}^2 + 2\hat{\Omega}^2)_{\text{O}(n-1)} = n^{-1}(p^* + \text{tr}(\Omega_{\text{NT}-1}^{-1}K_{(4)})) \) using \( \hat{\Sigma} = \hat{\Delta} \). NT-exact \( B = E^{(9)}(2\hat{r}^2 + 2\hat{\Omega}^2)_{\text{O}(n-2)} = (n^{-2}/2)p(p+1+2p^{-1}\text{tr}(\Omega_{\text{NT}-1}^{-1}K_{(4)}))^2 \) using \( \hat{\Sigma} = \hat{\Delta} \). An asterisk indicates the corresponding NT value.
Table 3: Population values and coefficients \(1 - n^{-1}(k)_{i}(i = 1, \ldots, q)\) under normality for the predictive estimators based on the Wishart MLEs in factor analysis

| Artificial one-factor model | Two-factor model based on Harman’s (1976, p.22, N=305) eight physical variables |
|----------------------------|---------------------------------|
| \( \Psi_0 \) | \( \Lambda_0 \) | \( \Psi_0 \) | \( \Lambda_0 \) |
| \( N=200 \) | \( \lambda_0 \) | \( N=400 \) | \( \lambda_0 \) |
| Values of \( \Psi_0 \) and \( \lambda_0(\Lambda_0) \) | | | |
| \(.96 \quad .2 \) | (the same as \( .170 \quad .911 \) when \( N=200 \)) | \(.170 \quad .911 \) | \(0^*\) |
| \(.91 \quad .3 \) | \(.107 \quad .937 \) | \(1.20\) | \(-1.12\) |
| \(.84 \quad .4 \) | \(.166 \quad .906 \) | \(1.12\) | \(-1.12\) |
| \(.75 \quad .5 \) | \(.199 \quad .894 \) | \(1.03\) | \(-1.03\) |
| \(.64 \quad .6 \) | \(.089 \quad .513 \) | \(1.00\) | \(-1.00\) |
| \(.51 \quad .7 \) | \(.364 \quad .428 \) | \(1.00\) | \(-1.00\) |

| Coefficients \(1 - n^{-1}(k)_{i}(i = 1, \ldots, q)\) | |
| \(1.025 \quad .821 \) | \(1.013 \quad .911 \) | \(1.013 \quad 1.003 \) | \(1.026 \quad .923 \) | \(1.013 \quad .961 \) | \(1.027 \quad 1.010 \) | \(1.030 \quad .958 \) | \(1.014 \quad .979 \) | \(1.026 \quad 1.009 \) | \(1.006 \quad .699 \) |
| \(1.031 \quad .986 \) | \(1.016 \quad .993 \) | \(1.020 \quad .960 \) | \(1.017 \quad 1.033 \) |
| \(1.024 \quad .998 \) | \(1.012 \quad .999 \) | \(1.032 \quad .922 \) | \(1.018 \quad 1.022 \) |

Note. The zero with an asterisk \(0^*\) is a fixed value to remove rotational indeterminacy. The corresponding coefficient denoted by * is not given since the fixed value is unchanged.

6. Predictive estimation using mean square errors

6.1. Predictive estimation of variances and covariances

Predictive estimators can also be derived using associated mean square errors. In this section, predictive estimation of unconstrained variances and covariances is considered. Let \( T \) be an independent copy of \( S \) as before. Let

\[
F = \sum_{i \geq j} w_{ij} (k_{ij} s_{ij} - t_{ij})^2,
\]

where \( w_{ij} \) is a given weight, e.g., \( w_{ij} = 1 \) and \( w_{ij} = 2 - \delta_{ij} \), where \( \delta_{ij} \) is the Kronecker delta; \( k_{ij} \) is a constant to be derived; and \( s_{ij} = (S)_{ij} \) and \( t_{ij} = (T)_{ij} \). Then, the expectation of \( F \) over the distribution of \( T \) under possible non-normality is

\[
E_g(T)(F) = E_g(T) \left[ \sum_{i \geq j} w_{ij} \{k_{ij} s_{ij} - \sigma_{0ij} - (t_{ij} - \sigma_{0ij})\}^2 \right]
\]

\[
= \sum_{i \geq j} w_{ij} (k_{ij} s_{ij} - \sigma_{0ij})^2 + E_g(T) \sum_{i \geq j} w_{ij} (t_{ij} - \sigma_{0ij})^2.
\]

We minimize \( E_g(S) \{E_g(T)(F)\} \) with respect to \( k_{ij} \). The results are given as follows:

**Theorem 8.** The optimal constant \( k_{ij} \) minimizing \( E_g(S) \{E_g(T)(F)\} \) under possible non-normality is

\[
k_{ij} = \frac{1}{1 + c_V^2(s_{ij})},
\]

where \( c_V^2(s_{ij}) \) is the squared coefficient of variation of \( s_{ij} \), i.e.,
The proof is given in Ogasawara (2018, Subsection A.10). Since \( \text{var}(s_{ij}) = \frac{\kappa_{ij}}{N} + \frac{\sigma_{0ij}^2 + \sigma_{0ij}^2}{N-1} \) (Kaplan, 1952, Equation (3)), \( k_{ij} \) in (6.3) is written as

\[
k_{ij} = \frac{1}{1 + \frac{\kappa_{ij}}{N} + \frac{\rho_{0ij}^2}{N-1}}
\]

where \( \kappa_{ij}/\sigma_{0ij}^2 \) is seen as a multivariate excess kurtosis of \((x_m)_i, (x_m)_j and (x_m)_j (m = 1, \ldots, N); \rho_{0ij} = \sigma_{0ij}/(\sigma_{0ii}\sigma_{0jj})^{1/2} \) is the population correlation coefficient of \((x_m)_i \) and \((x_m)_j (p \geq i \geq j \geq 1; m = 1, \ldots, N). \)

Under normality

\[
k_{ij} = \frac{1}{1 + n^{-1}(\rho_{0ij}^2 - 1)} \quad (p \geq i \geq j \geq 1),
\]

with \( n = N - 1 \), which depends on unknown \( \rho_{0ij} \) when \( i \neq j \).

When \( i = j \), (6.5) becomes

\[
k_{ii} = \frac{1}{1 + \frac{\kappa_{ii}}{N} + \frac{2}{N-1}} \quad (i = 1, \ldots, p),
\]

which is known (see e.g., Ogasawara, 2015, Subsection 3.2), and depends on the unknown excess kurtosis of \((x_m)_i (m = 1, \ldots, N). \) Under normality, (6.7) becomes

\[
k_{ii} = \frac{1}{1 + \frac{2}{N-1}} = \frac{N - 1}{N + 1} \quad (i = 1, \ldots, p),
\]

which does not depend on unknown values and gives the known estimator of \( \sigma_{0ii}, \)

\[
k_{ii}s_{ii} = \frac{1}{N + 1} \sum_{m=1}^{N} (x_m - \bar{x})^2 \quad (i = 1, \ldots, p)
\]

(DeGroot & Schervish, 2002, p.431).

When \( k_{ij} = k \) \((p \geq i \geq j \geq 1) \) is used, we minimize

\[
\text{E}_{g}^S \left\{ \sum_{i \geq j} w_{ij} \left( k s_{ij} - \sigma_{0ij} \right)^2 \right\} = \sum_{i \geq j} w_{ij} \text{var}(s_{ij}) k^2 + \sum_{i \geq j} w_{ij} (k-1)^2 \sigma_{0ij}^2
\]

with respect to \( k \). The result is easily given as follows.

**Corollary 2.** The optimal \( k = k_{ij} \) \((p \geq i \geq j \geq 1) \) minimizing \( \text{E}_{g}^S \{ \text{E}_{g}^T (F) \} \) under possible non-normality is given by

\[
k = \frac{1}{\sum_{i \geq j} w_{ij} \text{var}(s_{ij}) + \sum_{i \geq j} w_{ij} \sigma_{0ij}^2} = \frac{1}{1 + \left\{ \sum_{i \geq j} w_{ij} \text{var}(s_{ij}) / \sum_{i \geq j} w_{ij} \sigma_{0ij}^2 \right\}}.
\]

In (6.11), \( \sum_{i \geq j} w_{ij} \text{var}(s_{ij}) / \sum_{i \geq j} w_{ij} \sigma_{0ij}^2 \) is a weighted mean squared coefficient of variation for \( s_{ij} \) \((p \geq i \geq j \geq 1) \).
Recall that the result in Theorem 8 does not depend on \( w_{ij} \) while that in Corollary 2 depends on \( w_{ij} \) \((p \geq i \geq j \geq 1)\). When \( w_{ij} = w \) \((p \geq i \geq j \geq 1)\) under possible non-normality, we have

\[
\hat{\Sigma} = \frac{1}{\sum_{i \geq j} \text{var}(s_{ij})} - \frac{1}{1 + \sum_{i \geq j} \sigma_{6ij}^2} + n^{-1},
\]

(6.12)

while under normality

\[
k = 1/\left[ 1 + n^{-1} \left\{ \left( \sum_{i \geq j} \sigma_{0ii} \sigma_{0jj} / \sum_{i \geq j} \sigma_{0ij}^2 \right) + 1 \right\} \right].
\]

(6.13)

Both of (6.12) and (6.13) depend on unknown population values.

As mentioned earlier, in (6.1) when \( w_{ij} = 2 - \delta_{ij} \) \((p \geq i \geq j \geq 1)\),

\[
F = \sum_{i \geq j} w_{ij} (k_{ij} s_{ij} - t_{ij})^2 = \sum_{i,j=1}^p (k_{ij} s_{ij} - t_{ij})^2 = \text{tr}\{(K \odot S - T)^2\},
\]

(6.14)

where \( \odot \) indicates the Hadamard product and \((K)_{ij} = k_{ij} \) \((i, j = 1, \ldots, p)\). In (6.14), the weights for the non-duplicated off-diagonal elements of \( S \) are two times those for the diagonal elements. On the other hand, when \( w_{ij} = 1 \) \((p \geq i \geq j \geq 1)\),

\[
F = \sum_{i \geq j} w_{ij} (k_{ij} s_{ij} - t_{ij})^2 = \nu'(K \odot S - T) \nu(K \odot S - T),
\]

(6.15)

where the weights for the non-duplicated elements of \( S \) are equal.

When \( w_{11} = 1 \) and the other \( w_{ij} \)'s are 0, this case under non-normality and normality reduces to (6.7) and (6.8), respectively. When \( w_{21} = 1 \) and the other \( w_{ij} \)'s are 0, this case under non-normality and normality reduces to (6.5) and (6.6) when \( i \neq j \), respectively.

6.2. Predictive estimation of an unconstrained mean vector based on the multivariate normal distribution

In Theorem 2, the optimal \( k \) for predictive estimation of a covariance matrix when \( \hat{\mu} = \bar{x} \) under normality was given, while in Theorem 3, simultaneous estimation of \( \mu_0 \) and \( \Sigma_0 \) under normality was shown. Since a sample mean vector is closely associated with these estimators, a predictive estimator of \( \mu_0 \), when \( \hat{\Sigma} \) is given by e.g., \( \hat{\Sigma}_{NML} \) and \( S \) under normality, is shown in this section. This is a reversed problem of Theorem 2.

Let \( Z = (z_1, \ldots, z_N)' \) be an independent copy of \( X \) as in (2.15). Define

\[
\hat{\Sigma} = c_N^{-1} \sum_{i=1}^N (x_i - \bar{x})(x_i - \bar{x})',
\]

(6.16)

where \( c_N \) is a fixed quantity depending on \( N \). For instance, when \( \hat{\Sigma} \) is \( \hat{\Sigma}_{NML} \), \( S \), \( \hat{\Sigma}_{WK}^{(P)} \) (see Theorem 1) and \( \hat{\Sigma}_{WK}^{(P)} \) (see Theorem 2), \( c_N \) is \( N \), \( n(= N - 1) \), \( N - p - 2 \) and \( N(N - p - 2)/(N + 1) \), respectively. Then, the conditional density of \( X \) is

\[
f(X | \mu, \hat{\Sigma}) = \frac{1}{(2\pi)^{Np/2} |\hat{\Sigma}|^{N/2}} \exp \left\{ -\frac{1}{2} \sum_{i=1}^N (x_i - \mu)' \hat{\Sigma}^{-1}(x_i - \mu) \right\}
\]

(6.17)
where \( \hat{\mu}_0 \) is an estimator of \( \mu_0 \). Using a \( p \times 1 \) fixed vector \( k \), let

\[
\hat{\mu}_k^{(P)} = k \odot \bar{x} = \text{diag}(\bar{x})k = \text{diag}(k)\bar{x}.
\]  

Then, we have the following result.

**Theorem 9.** The optimal \( k \) in \( \hat{\mu}_k^{(P)} = k \odot \bar{x} \) maximizing \( \text{E}(X)\langle \hat{r} \rangle \) under normality, when \( \hat{u} \) in (6.18) is \( \hat{\mu}_k^{(P)} \) and \( \hat{\Sigma} = c_N^{-1} \sum_{i=1}^N (x_i - \bar{x})(x_i - \bar{x})' \) with \( c_N \) being a fixed quantity depending on \( N \), is given by

\[
k = \{ N^{-1} \Sigma_0 \odot \Sigma_0^{-1} + \text{diag}(\mu_0) \Sigma_0^{-1} \text{diag}(\mu_0) \}^{-1} \text{diag}(\mu_0) \Sigma_0^{-1} \mu_0.
\]  

The proof is given in Ogasawara (2018, Subsection A.11). When \( p = 1 \), (6.20) becomes

\[
k = \frac{\mu_0^2}{N^{-1} + (\mu_0^2/\sigma_{011})} = \frac{1}{1 + c_N^2(\bar{x})} = \frac{1}{1 + N^{-1}c_{\bar{y}0}}.
\]  

where \( c_{\bar{y}0} = \sigma_{011}/\mu_0^2 \) (see Subsection 2.2). The \( k \) in (6.21) is the same as that minimizing the MSE (see Subsection 2.2 and (6.3)).

When

\[
F = \sum_{i=1}^p w_i \{ k_i(\bar{x}) - (\bar{z})_i \}^2,
\]  

where \( (\bar{x})_i \) and \( (\bar{z})_i (i = 1, \ldots, p) \) are sample means of the \( i \)-th observable variables in \( X \) and \( Z \), respectively, it can be shown that \( k_i \) (\( i = 1, \ldots, p \)) minimizing \( F \) is equal to (6.21).

Let the predictive generalized MSE (PGMSE) be

\[
\text{PGMSE} = \text{E}(X)[\text{E}(Z)\{ (\hat{\mu}_k^{(P)} - \bar{z})' \Sigma_0^{-1} (\hat{\mu}_k^{(P)} - \bar{z}) \}]
\]  

with \( \hat{\mu}_k^{(P)} = k \odot \bar{x} \) and \( \bar{z} \) being an independent copy of \( \bar{x} \). Then, we have

**Corollary 3.** The optimal \( k \) in \( \hat{\mu}_k^{(P)} = k \odot \bar{x} \) minimizing PGMSE of (6.23) under normality is given by (6.20) of Theorem 9.

The proof is given in Ogasawara (2018, Subsection A.12). The result of (6.23) is expected from the form of (6.17). Note, however, that the result of Corollary 3 is distribution-free in that the result holds under non-normality as long as the expectation in (6.23) exists and that no specific form of \( \hat{\Sigma} \) is used. We find that GMSE \( \equiv \text{E}(X)\{ (\hat{\mu} - \mu_0)' \Sigma_0^{-1} (\hat{\mu} - \mu_0) \} \) for an estimator \( \hat{\mu} \) of \( \mu_0 \) is a special case of Ogasawara (2017, Definition 1).
Table 4: Summary of the predictive estimators

| Theorems and Corollaries | Assumption or data | Distribution for MSE | Predictive estimators and optimal coefficients |
|--------------------------|--------------------|----------------------|-----------------------------------------------|
| Theorem 1                | Normal             | Wishart              | $\hat{\Sigma}_{W}^{(P)} = k \mathbf{S}$ $k = n/(n - p - 1)$ |
| Theorem 2                | Normal             | Multivariate normal with $\bar{\mu} = \mathbb{R}$ | $\hat{\Sigma}_{N}^{(P)} = k \hat{\Sigma}_{NML}$ $= k(n/N)\mathbf{S}$ $k = (N + 1)/(N - p - 2)$ |
| Theorem 3                | Normal             | Multivariate normal | $\hat{\Omega}^{(P)} = (\hat{\mu}^{(P)}_{k})'$ $\hat{\Omega}_{ML}^{(P)} = (\hat{\mu}^{(P)}_{k})'$ $\hat{\Omega}_{ML}$ $k = \text{diag}^{-1}(\mu_{b})\Sigma_{0}\text{diag}^{-1}(\mu_{b})\text{diag}(\sigma_{0})1_{(p_{*})}$ $k = \text{diag}^{-1}(\mu_{b})\Sigma_{0}\text{diag}^{-1}(\mu_{b})\text{diag}(\sigma_{0})1_{(p_{*})}$ |
| Theorem 4                | Normal             | Wishart              | $\hat{\Sigma} = \Sigma(\hat{\mu}_{k})$ $\hat{\Omega} = \hat{\Omega}_{WML}$ $- n^{-1}\text{diag}(k)\hat{\Omega}_{WML}$ $k = \text{diag}^{-1}(\mu_{b})\Sigma_{0}\text{diag}^{-1}(\mu_{b})\text{diag}(\sigma_{0})1_{(q)}$ |
| Corollary 1              | Normal             | Wishart              | $s^{(P)} = s - n^{-1}\text{diag}(k)\mathbf{a}_{k}$ $\mathbf{k}(\hat{\mu})_{(i)k} = -2(p + 1) + \frac{1}{2(d - (p + 1))} \sum_{1 \leq d \leq (p + 1)} (\sigma_{d+e}\sigma_{d+e} + \sigma_{d+e}\sigma_{d+e})$ $\mathbf{k}(\hat{\mu})_{(i)k} = -2(p + 1) + \frac{1}{2(d - (p + 1))} \sum_{1 \leq d \leq (p + 1)} (\sigma_{d+e}\sigma_{d+e} + \sigma_{d+e}\sigma_{d+e})$ |
| Theorem 5                | Non-normal         | Wishart              | $\hat{\Sigma}_{W}^{(P)} = k \mathbf{S}$ $k = 1 + n^{-1}(p + 1 - 2p^{-1}\text{tr}(\Omega_{NML}^{-1}K_{(q)}))$ |
| Theorem 8                | Non-normal         | MSE                  | $k_{ij}$ $k_{ij} = 1/\{1 + c_{ij}(s_{ij}) \}$ |
| Equation (6.6)           | Non-normal         | MSE                  | $k_{ij}$ $k_{ij} = 1/\{1 + n^{-1}(p_{ij} + 1) \}$ |
| Corollary 2              | Non-normal         | MSE                  | $k_{ij}$ $k_{ij} = 1/\{1 + n^{-1}(p_{ij} + 1) \}$ |
| Corollary 3              | Non-normal         | PGMSE                | $\hat{\mu}_{k}^{(P)} = k \otimes \mathbb{R}$ with $\Sigma$ given $\mathbf{k} = \{N^{-1}\Sigma_{0} + \Sigma_{0}^{-1}\text{diag}(\mu_{b})\Sigma_{0}^{-1}\text{diag}(\mu_{b})\}^{-1}$ $\times\text{diag}(\mu_{b})\Sigma_{0}^{-1}\mu_{b}$ |

7. Discussion

The predictive estimators derived earlier are summarized in Table 4. The optimal values of $k$ and $\mathbf{k}$ derived earlier depend on unknown population values except those of Theorems 1, 2 and $k_{ij}$ of (6.8). This problem can be solved in several ways as in Ogasawara (2016c, Section 7). Firstly, the optimal coefficients $k$ and $\mathbf{k}$ can be estimated using current data, which gives some information about the population optimal values. However, the estimators cannot be substituted for $k$ and $\mathbf{k}$ since the asymptotic optimality is generally lost by this replacement. When an additional independent data set of size $n^{*} = O(n)$ is available as in cross-validation, this can be used for estimation of $k$ and $\mathbf{k}$ without losing the asymptotic optimality.

Secondly, in many cases we have prior information about associated statistics, where $k$ and $\mathbf{k}$ are assumed to be monotonic functions of the statistics. For instance, consider $k_{ij} = 1/\{1 + c_{ij}(s_{ij}) \}$ in (6.3). If a lower bound of $c_{ij}$ is available, the upper bound of $k_{ij}$ is obtained, which can be used as a conservative version of the optimal $k_{ij}$.

Thirdly, we can obtain information about the optimal $k$ and $\mathbf{k}$ by simulations, where typical population $\theta_{0}$’s can be used. Based on this information, we can have lower or upper bounds for $k$ and $\mathbf{k}$.

Theorems 1 and 2 give the predictive estimators $\{n/(n - p - 1)\} \mathbf{S}$ and $\{(N + 1)/(N - p - 2)\} \hat{\Sigma}_{NML}$, respectively, which suggests the use of these predictive estimators in place of $\mathbf{S}$ and $\hat{\Sigma}_{NML}$ when a parameter vector $\theta$ in a covariance structure $\Sigma(\theta)$ is estimated. This
is intriguing since the usual method of estimation can be used only by replacing, e.g., $S$ with $\{n/(n-p-1)\}S$. However, this is not optimal since this method uniformly increases $\hat{\theta}_{WML}$ when, e.g., $\Sigma = \Lambda \Lambda' + \Psi$. That is, by this replacement $\{n/(n-p-1)\}^{1/2} \hat{\Lambda}_{WML}$ and $\{n/(n-p-1)\} \hat{\Psi}_{WML}$ are obtained. Note that this result is contradictory to the asymptotic result of Theorem 4 and its illustration in Table 3.
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