Latent Geometry for Complementarity-Driven Networks
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Networks of interdisciplinary teams, biological interactions as well as food webs are examples of networks that are shaped by complementarity principles: connections in these networks are preferentially established between nodes with complementary properties. We propose a geometric framework for complementarity-driven networks. In doing so we first argue that traditional geometric representations, e.g., embeddings of networks into latent metric spaces, are not applicable to complementarity-driven networks due to the contradiction between the triangle inequality in latent metric spaces and the non-transitivity of complementarity. We then propose the cross-geometric representation for these complementarity-driven networks and demonstrate that this representation (i) follows naturally from the complementarity rule, (ii) is consistent with the metric property of the latent space, (iii) reproduces structural properties of real complementarity-driven networks, if the latent space is the hyperbolic disk, and (iv) allows for prediction of missing links in complementarity-driven networks with accuracy surpassing existing similarity-based methods. The proposed framework challenges social network analysis intuition and tools that are routinely applied to complementarity-driven networks and offers new avenues towards descriptive and prescriptive analysis of systems in science of science and biomedicine.

Network embeddings or mappings of networks to latent geometric spaces are standard tools in the arsenal of data analysis, and are routinely used in machine learning, visualization, network science, and graph theory. In general, a procedure of network embedding is a mapping network nodes to points in a suitable latent metric space, such that latent distances between connected node pairs are smaller than those between disconnected node pairs.

Latent-geometric distances are often interpreted as generalized measures of node similarities [1]: the closer the two nodes in the latent space the more similar they are and the more likely they are to be connected in the network of interest. It is the similarity interpretation of latent distances that lies at the origin of many applications of network embeddings, including link prediction [2][12], soft community detection and clustering [13–16], network navigation [17–20], and search [21–23].

Of our interest in this letter are networks that are based not on similarity but complementarity principles: nodes are connected in these networks if their properties are complementary. Examples of complementarity-driven networks include interdisciplinary collaboration networks, molecular interaction networks, and food webs. Indeed, individuals with complementary expertise are more likely to solve an interdisciplinary problem of interest, interactions often take place between molecular with complementary chemical properties and/or binding interfaces. While cannibalism is certainly present in food webs, in general species preferentially eat other complimentary species.

The major challenge behind the geometric representation of complementarity-driven networks is that unlike similarity, complementarity is not transitive. Indeed, imagine a toy complementarity-driven network consisting of three nodes $A$, $B$, and $C$, such that nodes $A$ and $C$ are both connected to $B$, Fig. 1a. Being both complementary to $B$, nodes $A$ and $C$ are not necessarily complementary to each other and, as a result, are not likely to be connected. If embedded to a metric space, however, nodes are likely to be mapped to points such that latent distances $d(A, B)$ and $d(B, C)$ are small. The metric property of the latent space then dictates that $d(A, C) \leq d(A, B) + d(B, C)$, suggesting that nodes $A$ and $C$ are likely to be connected, while not being complementary to each other. It is the contradiction between the metric property of the latent space and non-transitivity of complementarity that may explain the rel-

FIG. 1: (a) Embedding of a network into a metric spaces imposes constraints on distances due to the triangle inequality. (b) These constraints are consistent with the similarity interpretation of latent distances since the former is transitive: if $A$ is similar to $B$ and $B$ is similar to $C$, then $A$ is similar $C$. (c) Triangle inequality is not consistent with complementarity: if $A$ is complementary to $B$ and $B$ is complementary to $C$, $A$ is not guaranteed to be complementary to $C$. 
This contradiction is closely related to the failure of the triadic closure principle observed in protein interaction networks [24]: proteins with a large number of common interaction partners are not likely to interact with each other. Instead, the authors of this work established that proteins are likely to interact with other proteins, that are similar to their existing interaction partners and used this principle to develop a link prediction method, based on the statistics of paths of length ℓ = 3 and called L3, to predict missing protein interaction [24]. The ideas behind the L3 method were further developed and generalized for unipartite [25] and bipartite [26] networks.

To enable geometric representations of complementarity-driven networks we propose a cross-geometric framework for statistical inference on complementarity-driven networks. We postulate that each node $i = 1, ..., N$ in the network is characterized by two points $x^1$ and $x^2$ in a latent metric space $\mathcal{M}$ and the connection probability between any two nodes takes the form of

$$p_{ij} = p \left[ d \left( x^1_i, x^2_j \right) \right] + p \left[ d \left( x^1_j, x^1_i \right) \right] - p \left[ d \left( x^2_i, x^1_j \right) \right] p \left[ d \left( x^2_j, x^1_i \right) \right],$$

(1)

where $p(x)$ is any decreasing integrable function with the range of $[0, 1]$, and $d(x, y)$ is the distance between points $x$ and $y$ in $\mathcal{M}$.

It is straightforward to verify that the proposed framework does not violate the transitivity constraint. Indeed, within the cross-geometric framework any node $A$ is represented by two points $x^1_A$ and $x^2_A$, and connection between any two nodes $A$ and $B$ is higher if either cross-distance $d \left( x^1_A, x^2_B \right)$ or $d \left( x^2_A, x^2_B \right)$ is small. Within the cross-geometric framework the formation of the $A$-$B$-$C$ toy wedge network, Fig. 2a, is possible in two cases: (i) points $x^1_A, x^2_B,$ and $x^2_C$ are close to each other, Fig. 2a, or (ii) point $x^1_A$ is close to point $x^2_B$, and $x^2_C$ is close to $x^2_B$, Fig. 2c. Neither case creates constraints on distances $d \left( x^1_A, x^2_C \right)$ and $d \left( x^2_C, x^2_B \right)$, relevant for the formation of the $A$-$C$ link. 2b, c.

The emerging cross-geometry of the proposed complementarity framework is easy to justify: two points corresponding to a given node characterize node’s orientation with respect to relevant node properties. Examples of such properties could be scientist’s expertise in two complementary disciplines, e.g., biology and statistics, in the case of a scientific collaboration network, or biochemical properties of a molecule. For some complementarity systems it might be necessary to include more than two points per node, and we discuss this possible generalization in Appendix C.

Cross-distances $d \left( x^1_i, x^2_j \right)$ and $d \left( x^2_i, x^1_j \right)$ in the connection probability of Eq. (1) quantify the complementarity between the two relevant node properties: the closer the two properties are, the higher is the extent of their complementarity. At first glance, it may seem unreasonable to place both node properties in the same space $\mathcal{M}$. A more intuitive setting could be a multi-space model, where node properties belong to distinct latent spaces $\mathcal{M}_1$ and $\mathcal{M}_2$, and connections are possible due to a certain mapping function $f: \mathcal{M}_1, \mathcal{M}_2 \rightarrow p \in [0, 1]$. We show in Appendix A that both single and multi-space formulations are compatible, and the former is the special case of the latter if node properties are correlated.

In this work we do not aim to learn latent spaces underlying real complementarity-driven systems, nor do we aim to learn the functional form of the probability function $p(d)$ in Eq. (1) – this will be the subject of the future research. Instead, we consider one example of the cross-geometric model that is using the hyperbolic disk as a latent space, $\mathcal{M} = \mathbb{H}^2$. We refer to this model as the Complementary-based Random Hyperbolic graph (CHRG). We demonstrate below that CHRG results in complementarity model networks with structural properties of real networks: heterogeneous distributions of node degrees and common neighbors, as well as vanishing density of short 3-loops, as captured by clustering coefficient. Further, we use the CHRG as a null-model to learn cross-geometric representations of real networks.

CHRG is based on the random hyperbolic graph [30] and uses the 2-dimensional hyperbolic disk $\mathbb{H}^2$ as a latent space. Points in $\mathbb{H}^2$ are described by polar coordinates $r \in [0, R]$ and $\theta \in [0, 2\pi]$, and distances between any two points $\{r^1, \theta^1\}$ and $\{r^2, \theta^2\}$ are calculated using the hyperbolic law of cosines:

$$\cosh d = \cosh r^1 \cosh r^2 - \sinh r^1 \sinh r^2 \cos \Delta \theta^{12},$$

(2)

where $\Delta \theta^{12} = \pi - |\pi - |\theta^1 - \theta^2||$. Similar to the RHG, we assume that angular coordinates are assigned uniformly at random, $\rho(\theta^t) = U[0, 2\pi]$, while radial coordinates are drawn from $\rho(r^t) = \frac{\sinh(\alpha r^t)}{\cosh(\alpha R) - 1}$, $r \in [0, R]$ for $t = 1, 2$. Here $\alpha > \frac{1}{\pi}$ is the parameter controlling the radial node density and affecting resulting degree distribution of the CRHG.

Different from the RHG, CRHG dictates that each node is characterized by two points in $\mathbb{H}^2$, and connections between nodes are established with the probability in Eq. (1), where $p(d)$ is parameterized as

$$p(d) = \frac{1}{1 + e^{-\frac{d}{\alpha}}},$$

(3)
Here $T \in (0,1)$ is the temperature parameter controlling the relevance of long-distance connections, and $R > 0$ is the radius of the hyperbolic disk, controlling the expected average degree of synthetic networks.

Following the hidden variable formalism [27], it is straightforward to express the structural properties of the CRHG in terms of those in the RHG model. Indeed, the expected degree of a node characterized by the coordinates \( \{r_1, \theta_1, r_2, \theta_2\} \), to the leading order, is
\[
\mathbf{\overline{k}}(r_1, \theta_1, r_2, \theta_2) = \mathbf{\overline{k}}^{\text{RH}}(r_1) + \mathbf{\overline{k}}^{\text{RH}}(r_2),
\]
where $\mathbf{\overline{k}}^{\text{RH}}(r)$ is the expected degree of a node with radial coordinate $r$ in the RHG:
\[
\mathbf{\overline{k}}^{\text{RH}}(r) = \frac{4N\alpha}{2\alpha - 1} \frac{T}{\sin \pi T} e^{-r/2},
\]
where $\alpha = 2\alpha + 1$.

Similarly, the expected number of common neighbors between nodes $i$ and $j$ can be expressed, to the leading order, as
\[
\mathbf{\overline{m}}_{ij} = \mathbf{\overline{m}}^{\text{RH}}(r_1, \theta_1; r_j, \theta_j) + \mathbf{\overline{m}}^{\text{RH}}(r_2, \theta_2; r_j, \theta_j),
\]
where $\mathbf{\overline{m}}^{\text{RH}}(r_1, \theta_1; r_j, \theta_j)$ is the expected number of common neighbors in RHG between nodes $\{r_1, \theta_1\}$ and $\{r_j, \theta_j\}$. Then, the probability $P(m)$ of $m$ common neighbors is the convolution of those in the RHG model
\[
P(m) = \sum_{m'=0}^{m} P^{\text{RH}}(m-m') \mathbf{\overline{m}}^{\text{RH}}(m') \sim m^{-\gamma},
\]
where $\gamma = 2\alpha + 1$.

[FIG. 3: Link prediction with cross-geometric hyperbolic framework. Link prediction results obtained with the Complementarity HyperLink (CHL) compared to HyperLink (HL) and other representative methods in (a) human protein-protein interaction network, (b) C. cerevisiae protein-protein interaction network, (c) Messel food web, and (d) Hamster social network. All experiments correspond to the $1 - q = 0.5$ fraction of removed links. Considered link prediction methods are the (CHL) Complementarity HyperLink (our method), the L3 method [27], the Structural Perturbation Method (SPM) [28], Katz index [29] with parameter $\beta = 0.1$ (Katz01) and $\beta = 0.9$ (Katz09), Preferential Attachment (PA) [30], Hyperlink (HL) [14], Cannistraci Resource Allocation (CRA) [31], Resource Allocation (RA) [32], Adamic Adar (AA) [33], Jaccard Index (JACC) [34], and the number of common neighbors (CN) [35].]
since $P^H(m) \sim m^{-\tau}$, where exponent $\tau = \tau(\gamma, T) > 2$, as documented both in empirical \cite{38,39} and theoretical \cite{40} studies.

The expression for clustering coefficient in the CHRG is more involved and is omitted here for brevity, what is important is that clustering coefficient vanishes in the large $N$ limit, as

$$\bar{c}(N) \sim N^{-1},$$  

consistent with the non-transitivity of complementarity.

To highlight the practical utility of the developed complementarity framework we next obtain cross-geometric hyperbolic representations of four real-world networks: the network of protein interactions in yeast \cite{41} and human \cite{42,43} cells, the Messel shell food web \cite{44}, and the social network of the website hamsterster.com \cite{45}, and use the obtained representations to predict missing links in these networks.

To this end, we remove a fraction of $1 - q$ links uniformly at random in the network of interest. In doing so, we go over every existing link in the network and remove it with probability $1 - q$. We then obtain cross-geometric representation of the resulting truncated network, see Appendix \cite{B} and rank unconnected node pairs in the truncated network by the sum of the cross-distances between the corresponding points:

$$\text{rank}_{ij} = d(x_i^1, x_j^2) + d(x_i^2, x_j^1),$$  

the smaller the rank the higher is the chance of a missing link.

Our link prediction results are summarized in Fig. 3. We observe that all similarity-based methods (lower half of each panel in Fig. 3) predict missing links in the four considered networks with accuracy lower than that of the methods that are not similarity-based (upper half of each panel in Fig. 3). This result is expected, since real networks of interest are driven by the complementarity rule, and similar nodes are not expected to be connected. Our second observation is that the cross-geometric representation, which we label as CHL in Fig. 3 is substantially more accurate in missing link prediction that any similarity based method, including the original HyperLink. Further, CHL performs comparable with the most accurate non-similarity based methods, validating the cross-geometric framework \cite{D}.

In summary, we would like to emphasize that the proposed cross-geometric framework is not specific to hyperbolic spaces: any metric space of arbitrary dimensionality may serve as a latent space in this framework. Here we presented the minimal version of the cross-geometric framework, where each network node corresponds to two points in the latent space. Higher order generalizations of the framework are straightforward and discussed in Appendix \cite{C}.

It also important to note that the proposed cross-geometric framework can not be mapped to a higher-dimensional version of the conventional latent-geometric framework, where each node is mapped to a single point. In the latter, the higher is the pairwise match between node coordinates, the smaller is the distance and the higher is the connection probability. In the former, on the other hand, the match of all node coordinates is not required: connections are established with high probability if at least one cross-distance is small. At the same time, the proposed cross-geometric framework is closely related to bipartite networks, which can be regarded as the special class of complementarity-driven networks, see Appendix \cite{B}.

The cross-geometric framework not only opens new avenues for the analysis of complementarity-driven systems such as biological networks, interdisciplinary collaboration, and food webs, it also challenges traditional ap-
for social networks and are routinely applied to other networks classes.

One example is the notion of the shortest path, which is often envisioned as a certain discrete trajectory in the network space, Fig. 4a. Such trajectory is possible in the cross-geometric framework: a chain of connections may form due to a spatial alignment of complementary points into a geometric trajectory, Fig. 4b. While such an alignment is definitely sufficient for the formation of a network chain, it is by no means necessary: another possibility is a collection of pairwise, yet disjoint, proximities between corresponding points in the latent space, as seen in Fig. 4c.

Network community, in its classical formulation, is a group of nodes densely connected within and sparsely connected outside the group. Based on this definition, network communities in social sciences are often envisioned as collections of node-points localized in certain network space, Fig. 5. While the cross-geometric framework admits this interpretation as well, Fig. 5b, communities that are partially localized in the latent space are also possible, Fig. 5c.

Shortest paths and communities have been adopted from similarity-based networks and are routinely used in the analysis of complementarity-driven networks. Network communities are routinely used to quantify disease and functional modules in biological networks [46–48], and scientific communities in collaboration networks [49, 50]. Shortest paths, on the other hand, are often used to quantify network-based separations between network modules of interest [51, 52]. While we do not question the use of paths and communities in complementarity-driven networks, we call for careful interpretation of the obtained results that should be consistent with the cross-geometric framework.

Acknowledgements

We thank R. Aldecoa, C. V. Cannistraci, D. Zinoviev, D. Korkin, P. van der Hoorn, D. Krioukov, I. Voitalov, H. Hartle, L. Torres, and B. Klein for useful discussions and suggestions. This work was supported by ARO Grant No. W911NF-17-1-0491 and NSF Grant No. IIS-1741355.

---

FIG. 5: Communities in complementarity-driven networks. Shown in (a) is the toy network consisting of a 5 node clique as well as (b)-(c) two configuration of points in the space that might lead to it. (b) In this configuration the clique network arises due to the complete clustering of all points. (c) This configuration demonstrates how the clique network in (a) may arise from partially clustered points in the latent space. In contrast, the complete clustering of all points in the latent space is the only possibility for the clique similarity-driven network.
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Appendix A: Cross-Geometry in Collaboration Networks

In the cross-geometric framework, proposed in the main text each network node corresponds to two points in the latent space, and connection probabilities, governed by Eq. (1), depend on distances between the opposing points $d(x_i, x_j)$ and $d(x_i, y_j)$. We interpret different points $x_i$ and $y_j$ corresponding to node $i$ as different node properties relevant for link formation, and distances $d(x_i, x_j)$ and $d(x_i, y_j)$ as measures of complementarity between the corresponding properties. To support this interpretation we consider a minimal model of a collaboration network where we derive the cross-geometric framework analytically.

The model includes a collection of $T$ interdisciplinary tasks, and the execution of each task $k$ requires two complementary skills $x_k$ and $y_k$, that are modeled as points in different latent spaces $\mathcal{M}_1$ and $\mathcal{M}_2$, respectively. Within the model, skills for each task are drawn uniformly at random from joint pdf $p_T(x,y)$. Tasks can be executed collaboratively by agents from two cohorts that possess either a skill of type 1 or a skill of type 2. To be precise, we postulate that every agent $i = 1, \ldots, N_1$ from cohort 1 has skill $x_i$, while every agent $j = 1, \ldots, N_2$ from cohort 2 has skill $y_j$. Similar to tasks, skills of the agents are points, respectively, in spaces $\mathcal{M}_1$ and $\mathcal{M}_2$. Intuitively, the probability that agent $i (j)$ can carry out her/his portion of the task $k$ is prescribed by probability function $r_1[d(x_i, x_k)] (r_2[d(y_j, y_k)])$, such that the smaller distance $d(x_i, x_k)$ ($d(y_j, y_k)$) is the higher is the probability to execute the corresponding part of task $k$.

The probability for two agents to co-execute task $k$ is

\[
p(i,j|k) = r_1[d(x_i, x_k)] r_2[d(y_j, y_k)] ,
\]

and the expected number of tasks co-executed by two agents is given by the sum of the $p(i,j|k)$ over all available tasks:

\[
m_{ij} = T \int dx dy p_T(x,y) r_1[d(x_i, x)] r_2[d(y, y_j)] .
\]
The choice of uncorrelated task coordinates, $\rho_T(x,y) = \rho_1(x)\rho_2(y)$, results in the degenerate collaboration model, where the co-productivity of any two agents $i$ and $j$ is proportional to the product of their corresponding productivities, $k_i$ and $k_j$, $m_{ij} \propto k_i k_j$.

A more interesting case, as empirical studies seem to suggest \cite{33,55}, is the case of a strong correlation between $x$ and $y$. The simplest choice for $\rho_T(x,y)$, to this end, is dictated by deterministic relationship between skills $x$ and $y$:

$$\rho_T(x,y) = \rho_1(x)\delta(y - f(x)).$$

(A3)

where $f : \mathcal{M}_1 \rightarrow \mathcal{M}_2$ can be any injective function and $\delta(x)$ is a multi-dimensional Dirac delta function. In this case the skill of agent $i$ in $\mathcal{M}_1$ is effectively mapped onto $\mathcal{M}_2$ or vice-versa. Further, in case $\mathcal{M}_1 = \mathcal{M}_2 = \mathcal{M}$, it is convenient to think of both skill types corresponding to the same space, resulting in

$$m(x_i, y_j) = T \int dx \rho_1(x) r_1 [d(x_i, x)] r_2 [d(f(x), y_j)].$$

(A4)

Since connection probabilities $r_1(x)$ and $r_2(x)$ are decreasing functions of $x$, it follows from Eq. (A4) that the co-productivity of agents $i$ and $j$ is peaked in cases when the distances $d(f(x_i), y_j)$ are small.

In particular, if function $f : \mathcal{M}_1 \rightarrow \mathcal{M}_2$ is distance preserving, $d(x_i, x_j) = d(f(x_i), f(x_j))$, the model is reduced to the model of bipartite networks with latent geometry \cite{10}, where agents and tasks correspond two different domains. The co-productivity of two agents in this case is the link weight between $i$ and $j$ in the unipartite projection onto the agent domain:

$$m(x_i, y_j) = m(x_i, x_j)$$

$$= T \int dx \rho_1(x) r_1 [d(x_i, x)] r_2 [d(x, x_j)].$$

(A5)

where $x_j = f^{-1}(y_j)$.

We analyzed unipartite projections of latent-geometric bipartite networks in Refs. \cite{10,56}. There we demonstrated that $m(x_i, x_j)$ is maximized when $d(x_i, x_j) = 0$, regardless of the form of the connection probability function, and is small for nodes pairs separated by large distances $d(x_i, x_j)$.

One simple example of a model where agent co-productivity is a function of latent distance, is the case of 1-dimensional space $\mathcal{M} = [-K, K]$, $f(x) = x$, where $K \gg 1$, and $r_{\{1,2\}}(x) = e^{-x^2}$. Under these circumstances

$$m(x_i, y_j) = m[d(x_i, y_j)] \propto \exp^{-d(x_i, y_j)^2}.\quad (A6)$$

Since resulting network is sparse \cite{30}, the probability that agents co-execute at least one task is also a function of $d(x_i, x_j)$:

$$p_{ij} \approx 1 - e^{-m(d(x_i, y_j))} = p[d(x_i, y_j)].\quad (A7)$$

supporting the use of cross-distances in the proposed complementarity framework.

A more general version of the collaboration network is the case, where each agent $i$ has both skills 1 and 2, which are quantified by points $x_i$ and $y_i$ in spaces $\mathcal{M}_1$ and $\mathcal{M}_2$, respectively. Then, the probability of two agents $i$ and $j$ to co-execute task $k$ is either due to agent $i$ using skill 1 and agent $j$ using skill 2 or vice versa:

$$p(i, j | k) = p_{12}(i, j | k) + p_{21}(i, j | k)$$

$$- p_{12}(i, j | k)p_{21}(i, j | k),$$

(A8)

$$p_{12}(i, j | k) = r_{11}[d(x_i, x_k)] r_{22}[d(y_k, y_j)],$$

$$p_{21}(i, j | k) = r_{11}[d(x_j, x_k)] r_{22}[d(y_k, y_i)].$$

By repeating the same steps as above we obtain, to the leading order, the co-productivity for two agents

$$m_{ij} = m_{12}(i, j) + m_{21}(i, j),$$

(A9)

which in the case of the strong correlation between $x$ and $y$ in the distribution of tasks $p_T(x,y)$ leads to the cross-geometric framework in Eq. (I).

Appendix B: Complementarity and Bipartite Networks

Several parallels can be drawn between the complementarity-driven networks and bipartite (multi-partite) networks.

In a bipartite network, nodes are split into two classes or domains and connections are possible only between the nodes of different classes. Thus, a bipartite network can be regarded as a special case of a complementarity-driven networks. Here two node domains are complementary to each other, and connections are only possible between the complementary node types. Connections between similar nodes (that belong to the same domain) are strictly forbidden.

As discussed in Appendix A, agents in a complementarity-driven network may be viewed as one domain of a bipartite collaboration network, where the second, possibly hidden, domain is the domain of tasks or functions. Then the observable complementarity-driven network is nothing else but a one-mode projection of the bipartite network onto the first domain.

Appendix C: Higher order generalizations

The cross-geometric framework, proposed in the main text assumes that each network node is mapped to two
points in the latent space. Here we sketch a possible generalization of the framework to the case of an arbitrary number of features per node.

We formulate such a generalization using the terminology of a collaboration network. We assume a collection of nodes, \(i = 1, \ldots, N\), each of which is characterized by \(M\) different skills, \(\{x^m_i\}\), \(m = 1, \ldots, M\). Any two nodes \(i\) and \(j\) are connected in the complementarity network if they jointly engage into at least one task \(k\), \(k = 1, \ldots, K\). Depending on the context, tasks can be explicit, e.g., scientific publications or problems in a collaboration network of implicit (unobserved), e.g., biological functions in molecular interaction networks. Thus, we introduce a collection of tasks, each of which is characterized by feature \(\{y_k\}\). The basic building block is the probability \(p^m(x^m_i, y_k)\) that node \(i\) engages in task \(k\) using its skill \(x^m_i\). The probability for node \(i\) to engage into task \(k\) through any of its tasks independently is

\[
q_{ik} = 1 - \prod_{m=1}^{M} \left[1 - p^m(x^m_i, y_k)\right],
\]

and the probability for any two nodes \(i\) and \(j\) to interact is the probability that any two nodes co-engage in at least one task:

\[
p_{ij} = 1 - \prod_{k=1}^{K} (1 - q_{ik} q_{jk}).
\]

In case \(q_{ik} \ll 1\), the connection probability in Eq. (C2) can approximated to the leading order as

\[
p_{ij} = \sum_{m=1}^{M} \sum_{n=1}^{M} g^{mn}(x^m_i, x^n_j),
\]

\[
g^{mn}(x^m_i, x^n_j) = \sum_{k=1}^{K} p^m(x^m_i, y_k)p^n(x^n_j, y_k)
\]

As seen from Eq. (C4), the general framework contains both similarity and complementarity components. In case \(M = 1\), each network node has only one feature and the connection probability \(p_{ij}\) depends on the mutual match between features \(x^1_i\) and \(x^1_j\). The case of \(M = 2\) contains both similarity, \(g^{11}\) and \(g^{22}\), and complementarity, \(g^{12}\) and \(g^{21}\), components.

We note that functions \(g^{mn}(x, y)\) comprising the cross-geometric framework in Eqs. (C3) and (C4) are not necessarily geometric, and their functional form should be learned from the network of interest.

It is established that ordinary geometric networks, including random geometric graphs and random hyperbolic graphs, are characterized by strong clustering coefficient due to the constraints imposed by the triangle inequality. Recent results in Ref. [27] imply that strong clustering should be a sufficient condition for network geometricity. What are the network geometricity conditions for complementarity-driven networks remains an open question.

Appendix D: Embedding complementarity-driven networks

Cross-geometric representations can be obtained by repurposing any existing MLE-based geometric embedding methods, e.g., Refs. [11, 17, 58, 59]. MLE-based embedders aim to find node coordinates maximizing the likelihood \(L\) that the network of interest was generated as the latent space model. Therefore, to repurpose one of the existing MLE-based embedders it is sufficient to swap the original connection probability \(p_{ij}\) in the likelihood function \(L\) with that of Eq. (1). In our work repurpose the HyperLink Embedder (HL) [11] and refer to the resulting complementarity-based embedder as the Complementarity-based HyperLink (CHL) embedder, see Appendix D.

In more precise terms, to facilitate the embedding of a trimmed network, where a fraction of \(1 - q\) links is removed uniformly at random, we are looking for node coordinate assignment \(\{x^t_i\}\) and \(\{x^2_i\}\) for every node \(i\) in the network, \(i = 1, \ldots, N\), maximizing the posterior probability

\[
L(\{x^t_i, x^2_i\}|a_{ij}, \mathcal{P}) = \frac{L(a_{ij}|\{x^t_i, x^2_i\}, \mathcal{P})P(\{x^t_i\})P(\{x^2_i\})}{L(a_{ij}|\mathcal{P})},
\]

where \(\mathcal{P}\) are the model properties, including the fraction of present links \(q \in [0, 1]\), and

\[
L(a_{ij}|\{x^t_i, x^2_i\}, \mathcal{P}) = \prod_{i<j} [q_{ij}]^{a_{ij}} [1 - q_{ij}]^{1-a_{ij}}
\]

is the likelihood for the network to be generated with complementarity framework, given that \(1 - q\) fraction of links is missing uniformly at random. Here, \(a_{ij}\) is the network adjacency matrix, and \(p_{ij}\) is the connection probability, as prescribed in Eq. (1). \(P(\{x^t_i\})\) and \(P(\{x^2_i\})\) are the prior probabilities of latent coordinates given by the model.

\[
P(\{x^t_i\}) = \prod_{i=1}^{N} \rho(x^t_i),
\]

for \(t = \{1, 2\}\). We will release the embedding code upon the publication of the article.