Interpolation between noncommutative martingale Hardy and BMO spaces: the case $0 < p < 1$
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Abstract. Let $\mathcal{M}$ be a semifinite von Neumann algebra equipped with an increasing filtration $(\mathcal{M}_n)_{n \geq 1}$ of (semifinite) von Neumann subalgebras of $\mathcal{M}$. For $0 < p < \infty$, let $h_p^c(\mathcal{M})$ denote the noncommutative column conditioned martingale Hardy space and $bmo^c(\mathcal{M})$ denote the column "little" martingale BMO space associated with the filtration $(\mathcal{M}_n)_{n \geq 1}$.

We prove the following real interpolation identity: if $0 < p < \infty$ and $0 < \theta < 1$, then for $1/r = (1 - \theta)/p$,

$$\left(h_p^c(\mathcal{M}), bmo^c(\mathcal{M})\right)_{\theta, r} = h_r^c(\mathcal{M}),$$

with equivalent quasi norms.

For the case of complex interpolation, we obtain that if $0 < p < q < \infty$ and $0 < \theta < 1$, then for $1/r = (1 - \theta)/p + \theta/q$,

$$\left[h_p^c(\mathcal{M}), h_q^c(\mathcal{M})\right]_{\theta} = h_r^c(\mathcal{M})$$

with equivalent quasi norms.

These extend previously known results from $p \geq 1$ to the full range $0 < p < \infty$. Other related spaces such as spaces of adapted sequences and Junge's noncommutative conditioned $L_p$-spaces are also shown to form interpolation scale for the full range $0 < p < \infty$ when either the real method or the complex method is used. Our method of proof is based on a new algebraic atomic decomposition for Orlicz space version of Junge's noncommutative conditioned $L_p$-spaces.

We apply these results to derive various inequalities for martingales in noncommutative symmetric quasi-Banach spaces.

1 Introduction

Hardy space theory takes on many forms and appears in many aspects of mathematics such as harmonic analysis, PDE's, functional analysis, probability theory, and many others. Interpolation spaces between Hardy spaces in various contexts have a long history. We refer to the articles [13, 23, 35] for some background on interpolations between classical Hardy spaces from harmonic analysis and [18, 47] for interpolations between Hardy spaces from martingale theory. On the other hand, the theory of noncommutative martingales has seen rapid development in many directions. Indeed, since the establishment of the noncommutative Burkholder–Gundy inequalities in
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[37], many classical inequalities are now understood for this context. We refer to the book [36, Chapter 14] for a summary of some of the main inequalities from noncommutative martingale theory. Further references relevant to our purpose are [1, 7, 24, 26, 32, 44]. The main focus of the present article is on Hardy spaces arising from noncommutative martingale theory. More specifically, column/row Hardy spaces defined from column/row conditioned square functions initiated by Junge and Xu in [26] in connection with the noncommutative Burkholder/Rosenthal inequalities. These spaces are generally referred to as conditioned Hardy spaces and its column (resp. row) version is usually denoted by $h^c_p$ (resp. $h^r_p$). We would like to emphasize that this particular class of martingale Hardy spaces is instrumental in classical theory. We refer to the monograph [47] for more in depth treatment of the classical setting.

Likewise, the Hardy spaces $h^c_p$ and $h^r_p$ represent objects in various aspects of the new progress made in the noncommutative martingale theory during the last several years. For instance, the formulation of the noncommutative Burkholder inequality for the case $1 < p < 2$ was mainly due to a reformulation of the case $2 \leq p < \infty$ as equivalence of norms involving the spaces $h^c_p$ and $h^r_p$. The asymmetric Doob maximal inequalities in [17] were derived from properties of $h^c_p$ and $h^r_p$ where $1 \leq p < 2$. The general theme of the present article is on interpolation spaces for the quasi-Banach space couple $(h^c_p, h^c_q)$ when $0 < p < q < \infty$.

To motivate our consideration, let us review some interpolation results from classical martingale theory. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and $(\mathcal{F}_n)_{n \geq 1}$ be an increasing sequence of $\sigma$-subfields of $\mathcal{F}$ satisfying the condition $\mathcal{F} = \sigma(\bigcup_{n \geq 1} \mathcal{F}_n)$. For $0 < p \leq \infty$, denote by $\mathcal{H}_p(\Omega)$ (resp. $h_p(\Omega)$) the martingale Hardy space defined by square functions (resp. conditioned square functions) and $\mathcal{BMO}(\Omega)$ (resp. $bmo(\Omega)$) the martingale BMO (resp. martingale little BMO) space associated with the filtration $(\mathcal{F}_n)_{n \geq 1}$. We refer to [14, 47] for precise definitions and properties of these spaces along with discussions on their importance for the classical theory. It is well established in the literature that the spaces $\mathcal{BMO}(\Omega)$ and $bmo(\Omega)$ play important role in interpolation theory as they may be used as natural substitutes for $L_\infty(\Omega)$. Our motivation comes from the following three classical results that involved martingale BMO spaces as one of the endpoints of interpolations:

\begin{equation}
\left[ \mathcal{H}_1(\Omega), \mathcal{BMO}(\Omega) \right]_\theta = \mathcal{H}_r(\Omega), \quad 0 < \theta < 1 \text{ and } \frac{1}{r} = 1 - \theta; \tag{1.1}
\end{equation}

\begin{equation}
\left[ \mathcal{H}_p(\Omega), \mathcal{BMO}(\Omega) \right]_\theta \varsubsetneq \mathcal{H}_r(\Omega), \quad 0 < p < 1, 0 < \theta < 1, \text{ and } \frac{1}{r} = \frac{1 - \theta}{p} < 1; \tag{1.2}
\end{equation}

\begin{equation}
\left( h_p(\Omega), bmo(\Omega) \right)_{\theta, r} = h_r(\Omega), \quad 0 < p < \infty, 0 < \theta < 1, \text{ and } \frac{1}{r} = \frac{1 - \theta}{p}, \tag{1.3}
\end{equation}

where $[\cdot, \cdot]_\theta$ (resp. $(\cdot, \cdot)_{\theta, r}$) denotes the complex (resp. real) interpolation method. The identity (1.1) and the inclusion (1.2) were obtained by Janson and Jones in [18], whereas (1.3) was established in its present form by Weisz in [46]. It is a natural question to consider if the three assertions stated above still hold for the noncommutative setting. The first result in this direction is due to Musat in [32] who proved a noncommutative
analogue of (1.1) where as introduced in [37], the noncommutative Hardy space \( \mathcal{H}_1 \) is the sum of the column version and the row version and the BMO space is defined as the intersection of column BMO and the row BMO. Later, Bekjan et al. established in [1] that the noncommutative analogue of (1.3) holds for the Banach space range. That is, (1.3) remains valid for the interpolation couple \((h^c_1, \text{bmo}^c)\). To the best of our knowledge, [1] and [32] are the only articles available in the literature that contain substantial advances in the study of interpolation spaces of noncommutative martingale Hardy spaces to date. The present paper extends the interpolation results from [1] to the case \(0 < p < 1\) thus providing a full noncommutative generalization of (1.3) for column/row spaces. We refer to Theorem 3.5 for detailed formulation. We also obtained interpolation spaces between spaces of adapted sequences which may be viewed as the right substitute for (1.1) when \(0 < p < 1\). This is stated in Theorem 3.13. We should point out that the result on the spaces of adapted sequences appears to be new even for the classical setting. Moreover, the noncommutative analogue of (1.2) can be easily deduced from the result on adapted sequences.

Our method of proof is very different from [1, 32]. In fact, the techniques used in both [1] and [32] appear to work only for Banach couples. Our main objective is to compare \(K\)-functionals for the couple \((h^c_p, h^c_q)\) where \(0 < p < q < \infty\) to those associated to the well-known couple \((L_p, L_q)\) associated with appropriate amplified von Neumann algebras. In the classical setting, this type of reduction is usually achieved through some strategic use of stopped martingales. We note that at the time of this writing there is no direct analogue of stopping times available for the noncommutative setting but the so-called Cuculescu projections [8] are often used as a substitute for stopping times. However, Cuculescu projections do not appear to be efficient enough to provide the desired truncations. This makes our approach very different from the classical setting as found in [18, 46]. Our method is based on the so-called algebraic atomic decompositions. The notion of algebraic atoms were introduced by Perrin in [34] for Junge’s noncommutative conditioned \(L_p\) spaces and the Hardy spaces \(h^c_p\) for \(1 \leq p < 2\) and found to be instrumental in the study of Doob’s maximal inequality for martingale in noncommutative Hardy spaces [17]. Algebraic atomic decompositions for the Hardy space \(h^c_p\) with \(0 < p < 1\) was recently studied in [7] by constructive approach. Another recent development in this direction is that the noncommutative Orlicz–Hardy space \(h^\Phi_p\) admits algebraic atomic decomposition for convex function \(\Phi\) satisfying some natural conditions. Using insights from the constructive approach used in [7, 44], we established that noncommutative conditioned Orlicz–Hardy spaces admit version of algebraic atomic decompositions when the Orlicz function is \(p\)-convex and \(q\)-concave for \(0 < p < q < 2\) (see Theorem 2.8 for details). These more general atomic decompositions turn out to be one of the decisive tools we used for our results on \(K\)-functionals for the couple \((h^c_p, h^c_q)\) when the distance between \(p\) and \(q\) is sufficiently small. The results on \(K\)-functionals coupled with the well-known Wolff’s interpolation theorem provide the full noncommutative generalization of (1.3). The case of spaces of adapted sequences is handle with the same techniques. That is, estimating the \(K\)-functionals through some version of algebraic atomic decompositions.

The paper is organized as follows. In the next section, we review the basics of noncommutative symmetric quasi-Banach spaces following the formulation of [28, 50].
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and give full detailed accounts of the construction of noncommutative martingale conditioned Hardy spaces associated with symmetric quasi-Banach spaces. We also formulate and prove the algebraic decomposition for noncommutative conditioned spaces associated with Orlicz function spaces and for spaces of adapted sequences.

Section 3 contains formulations and proofs of our principal results: noncommutative generalization of (1.2), noncommutative generalization of (1.3), and an extension of (1.1) to the full range when spaces of adapted sequences are used.

In Section 4, we explore some further applications of our results and methods from Sections 2 and 3 to various inequalities involving noncommutative martingale Hardy spaces in the context of general symmetric spaces of measurable operators.

2 Definitions and preliminary results

Throughout, we adopt the notation $A \lesssim B$ to indicate that there is a constant $C_\alpha$ depending only on the parameter $\alpha$ such that the inequality $A \leq C_\alpha B$ is satisfied. Similarly, $A \approx \alpha B$ is used if both $A \lesssim \alpha B$ and $B \lesssim \alpha A$ hold.

2.1 Noncommutative symmetric spaces

Throughout, $M$ denotes a semifinite von Neumann algebra equipped with a faithful normal semifinite trace $\tau$. Let $\tilde{M}$ denote the associated topological $\ast$-algebra of $\tau$-measurable operators in the sense of [12]. For $x \in \tilde{M}$, we recall that its generalized singular number $\mu(x)$ is the real-valued function defined by

$$\mu_t(x) = \inf \{ s > 0 : \tau(\chi_{(s,\infty)}(|x|)) \leq t \}, \quad t > 0,$$

where $\chi_{(s,\infty)}(|x|)$ is the spectral projection of $|x|$ associated with the interval $(s, \infty)$. We observe that if $M$ is the abelian von Neumann algebra $L_\infty(0, \infty)$ with the trace given by integration with respect to the Lebesgue measure, then $\tilde{M}$ becomes the space of measurable complex functions on $(0, \infty)$ which are bounded except on a set of finite measure and for $f \in \tilde{M}$, $\mu(f)$ is precisely the usual decreasing rearrangement of the function $|f|$. We refer to [38] for more information on noncommutative integration.

We denote by $L_0$, the space of measurable functions on the interval $(0, \infty)$. Recall that a quasi-Banach function space $(E, \| \cdot \|_E)$ of measurable functions on the interval $(0, \infty)$ is called symmetric if for any $g \in E$ and any $f \in L_0$ with $\mu(f) \leq \mu(g)$, we have $f \in E$ and $\|f\|_E \leq \|g\|_E$. Throughout, all function spaces are assumed to be defined on the interval $(0, \infty)$.

Let $E$ be a symmetric quasi-Banach function space. We define the corresponding noncommutative space by setting:

$$E(M, \tau) = \{ x \in \tilde{M} : \mu(x) \in E \}.$$

Equipped with the quasi-norm $\|x\|_{E(M, \tau)} := \| \mu(x) \|_E$, the linear space $E(M, \tau)$ becomes a complex quasi-Banach space [28, 50] and is usually referred to as the noncommutative symmetric space associated with $(M, \tau)$ corresponding to $E$. We remark that if $0 < p < \infty$ and $E = L_p$, then $E(M, \tau)$ is exactly the usual noncommutative $L_p$-space $L_p(M, \tau)$ associated with $(M, \tau)$. In the sequel, $E(M, \tau)$ will be abbreviated to $E(M)$. 
Other classes of examples that are relevant for our purpose are the class of Orlicz spaces and the class of Lorentz spaces. We review these two classes for convenience.

A function $\Phi : [0, \infty) \to [0, \infty)$ is called an Orlicz function whenever it is strictly increasing, continuous, $\Phi(0) = 0$, and $\lim_{u \to \infty} \Phi(u) = \infty$. The Orlicz space $L_\Phi$ is the collection of all $f \in L_0$ for which there exists a constant $c$ such that $I_\Phi(|f|/c) < \infty$ where the modular functional $I_\Phi(\cdot)$ is defined by:

$$I_\Phi(|g|) = \int_0^\infty \Phi(|g(t)|) \, dt, \quad g \in L_0.$$ 

The space $L_\Phi$ is equipped with the Luxemburg quasi-norm:

$$\|f\|_{L_\Phi} = \inf \{ c > 0 : I_\Phi(|f|/c) \leq 1 \}.$$ 

If $\Phi$ is convex then $L_\Phi$ is a symmetric Banach function space. However, we do not restrict ourselves to just the case of normed spaces. We refer to [45] for Orlicz spaces associated with nonnecessarily convex functions.

We recall that for $0 < p \leq q < \infty$, $\Phi$ is called $p$-convex (resp., $q$-concave) if the function $t \mapsto \Phi(t^{1/p})$ (resp., $t \mapsto \Phi(t^{1/q})$) is convex (resp., concave). Below, we only consider Orlicz functions that are $p$-convex and $q$-concave for some $0 < p \leq q < 2$.

For the next relevant example, assume that $0 < p, q \leq \infty$. The Lorentz space $L_{p,q}$ is the space of all $f \in L_0$ for which $\|f\|_{p,q} < \infty$ where

$$\|f\|_{p,q} = \begin{cases} \left( \int_0^\infty \mu_t^q(f) \, dt \right)^{1/q}, & 0 < q < \infty; \\ \sup_{t > 0} t^{1/p} \mu_t(f), & q = \infty. \end{cases}$$

If $1 \leq q \leq p < \infty$ or $p = q = \infty$, then $L_{p,q}$ is a symmetric Banach function space. If $1 < p < \infty$ and $p \leq q \leq \infty$, then $L_{p,q}$ can be equivalently renormed to become a symmetric Banach function [2, Theorem 4.6]. In general, $L_{p,q}$ is only a symmetric quasi-Banach function space.

Both noncommutative Orlicz spaces and noncommutative Lorentz spaces will be heavily involved throughout the paper.

2.2 Martingale Hardy spaces and conditioned spaces

In the sequel, we always denote by $(\mathcal{M}_n)_{n \geq 1}$ an increasing sequence of von Neumann subalgebras of $\mathcal{M}$ whose union is $w^*$-dense in $\mathcal{M}$. For every $n \geq 1$, we assume that there is a trace preserving conditional expectation $\mathcal{E}_n$ from $\mathcal{M}$ onto $\mathcal{M}_n$.

**Definition 2.1** A sequence $x = (x_n)_{n \geq 1}$ in $L_1(\mathcal{M}) + \mathcal{M}$ is called a noncommutative martingale with respect to $(\mathcal{M}_n)_{n \geq 1}$ if $\mathcal{E}_n(x_{n+1}) = x_n$ for every $n \geq 1$.

Let $E$ be a symmetric quasi-Banach function space and $x = (x_n)_{n \geq 1}$ be a martingale. If for every $n \geq 1, x_n \in E(\mathcal{M}_n)$, then we say that $(x_n)_{n \geq 1}$ is an $E(\mathcal{M})$-martingale. In this case, we set

$$\|x\|_{E(\mathcal{M})} = \sup_{n \geq 1} \|x_n\|_{E(\mathcal{M})}.$$
If $\|x\|_{E(M)} < \infty$, then $x$ will be called a bounded $E(M)$-martingale.

For a martingale $x = (x_n)_{n \geq 1}$, we set $dx_n = x_n - x_{n-1}$ for $n \geq 1$ with the usual convention that $x_0 = 0$. The sequence $dx = (dx_n)_{n \geq 1}$ is called the martingale difference sequence of $x$. A martingale $x$ is called a finite martingale if there exists $N$ such that $dx_n = 0$ for all $n \geq N$.

Let us now review some basic definitions related to martingale Hardy spaces associated to noncommutative symmetric spaces.

Following [37], we define the column square functions of a given martingale $x = (x_k)$ by setting:

$$S_{c,n}(x) = \left( \sum_{k=1}^{n} |dx_k|^2 \right)^{1/2}, \quad S_c(x) = \left( \sum_{k=1}^{\infty} |dx_k|^2 \right)^{1/2}.$$

The conditioned versions were introduced in [26]. For a given $L_2(M) + M$-martingale $(x_k)_{k \geq 1}$, we set

$$s_{c,n}(x) = \left( \sum_{k=1}^{n} E_{k-1}|dx_k|^2 \right)^{1/2}, \quad s_c(x) = \left( \sum_{k=1}^{\infty} E_{k-1}|dx_k|^2 \right)^{1/2}.$$

The operator $s_c(x)$ is called the column conditioned square function of $x$. For convenience, we will use the notation

$$S_{c,n}(a) = \left( \sum_{k=1}^{n} |a_k|^2 \right)^{1/2}, \quad S_c(a) = \left( \sum_{k=1}^{\infty} |a_k|^2 \right)^{1/2}$$

and

$$\sigma_{c,n}(b) = \left( \sum_{k=1}^{n} E_{k-1}|b_k|^2 \right)^{1/2}, \quad \sigma_c(b) = \left( \sum_{k=1}^{\infty} E_{k-1}|b_k|^2 \right)^{1/2}$$

for sequences $a = (a_k)_{k \geq 1}$ in $L_1(M) + M$ and $b = (b_k)_{k \geq 1}$ in $L_2(M) + M$ that are not necessarily martingale difference sequences. It is worth pointing out that the infinite sums of positive operators stated above may not always make sense as operators, but we only consider below the special cases where they do converge in the sense of the measure topology.

We will now describe various noncommutative martingale Hardy spaces associated with symmetric quasi-Banach function spaces.

Assume that $E$ is a symmetric quasi-Banach function space. We denote by $\mathcal{F}_E$ the collection of all finite martingales in $E(M)$. For $x = (x_k)_{k \geq 1} \in \mathcal{F}_E$, we set:

$$\|x\|_{\mathcal{F}_E} = \|S_c(x)\|_{E(M)}.$$

Then $(\mathcal{F}_E, \|\cdot\|_{\mathcal{F}_E})$ is a quasi-normed space. If we denote by $(e_{i,j})_{i,j \geq 1}$ the family of unit matrices in $B(\ell_2(N))$, then the correspondence $x \mapsto \sum_{k \geq 1} dx_k \otimes e_{k,1}$ maps $\mathcal{F}_E$ isometrically into a (not necessarily closed) linear subspace of $E(M \otimes B(\ell_2(N)))$. We define the column Hardy space $H^c_{E}(M)$ to be the completion of $(\mathcal{F}_E, \|\cdot\|_{\mathcal{F}_E})$. It then follows that $H^c_{E}(M)$ embeds isometrically into a closed subspace of the quasi-Banach space $E(M \otimes B(\ell_2(N)))$. 
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In the sequel, we will also make use of the more general space \( E(\mathcal{M}; \ell^2_p) \) which is defined as the set of all sequences \( a = (a_k) \) in \( E(\mathcal{M}) \) for which \( S_e(a) \in E(\mathcal{M}) \). In this case, we set

\[
\|a\|_{E(\mathcal{M}; \ell^2_p)} = \|S_e(a)\|_{E(\mathcal{M})}.
\]

Under the above quasi-norm, one can easily see that \( E(\mathcal{M}; \ell^2_p) \) is a quasi-Banach space. The closed subspace of \( E(\mathcal{M}; \ell^2_p) \) consisting of adapted sequences will be denoted by \( E^{ad}(\mathcal{M}; \ell^2_p) \). That is,

\[
E^{ad}(\mathcal{M}; \ell^2_p) = \{ (a_n)_{n \geq 1} \in E(\mathcal{M}; \ell^2_p) : \forall n \geq 1, a_n \in E(\mathcal{M}_n) \}.
\]

Note that for \( 1 < p < \infty \), it follows from the noncommutative Stein inequality that \( L^{ad}_p(\mathcal{M}; \ell^2_p) \) is a complemented subspace of \( L_p(\mathcal{M}; \ell^2_p) \). One should not expect such complementation if one merely assume that \( E \) is a quasi-Banach symmetric function space.

Next, we will discuss conditioned versions of the spaces defined earlier. Consider the linear space \( \mathcal{S} \) consisting of all \( x \in \mathcal{M} \) such that there exists a projection \( e \in \mathcal{M}_1 \), \( \tau(e) < \infty \), and \( x = exe \). We should note that if \( \mathcal{M} \) is finite, then \( \mathcal{S} = \mathcal{M} \). For every \( n \geq 1 \) and \( 0 < p \leq \infty \), we define the space \( L_p^\xi(\mathcal{M}, \mathcal{E}_n) \) to be the completion of \( \mathcal{S} \) with respect to the quasi-norm:

\[
\|x\|_{L_p^\xi(\mathcal{M}, \mathcal{E}_n)} = \|E_n(x^*x)\|^{1/2}_{p/2}.
\]

We would like to emphasize here that if \( x = exe \in \mathcal{S} \) as is described above, then \( E_n(x^*x) = eE_n(x^*x)e \) is a well-defined operator in \( \mathcal{M} \) and since \( \tau(e) < \infty \), it follows that \( E_n(x^*x) \in L_{p/2}^1(\mathcal{M}) \).

According to [24], for every \( 0 < p \leq \infty \), there exists an isometric right \( \mathcal{M}_n \)-module map \( u_{n,p} : L_p^\xi(\mathcal{M}, \mathcal{E}_n) \to L_p(\mathcal{M}_n; \ell^2_p) \) such that

\[
(2.1) \quad u_{n,p}(x)^*u_{n,q}(y) = E_n(x^*y) \otimes e_{1,1},
\]

whenever \( x \in L_p^\xi(\mathcal{M}; \mathcal{E}_n), y \in L_q^\xi(\mathcal{M}; \mathcal{E}_n) \), and \( 1/p + 1/q \leq 1 \). An important fact about these maps is that they are independent of \( p \) as the index \( p \) in the presentation of [24] was only needed to accommodate the nontracial case. Below, we will simply use \( u_n \) for \( u_{n,p} \).

For \( 0 < p \leq \infty \), the range of \( u_n \) is complemented in \( L_p(\mathcal{M}_n, \ell^2_p) \). In fact, as proved in [24, Proposition 2.8(iii)], there exists a contractive projection \( Q_n \) from \( L_p(\mathcal{M}_n; \ell^2_p) \) onto the range of \( u_n \) such that for every \( \xi \in L_p(\mathcal{M}_n; \ell^2_p) \),

\[
Q_n(\xi)^*Q_n(\xi) \leq \xi^*\xi.
\]

This fact will be used in the sequel.

Let \( \mathfrak{F} \) be the collection of all finite sequences \( a = (a_n)_{n \geq 1} \) in \( \mathcal{S} \). For \( 0 < p < \infty \), we defined the conditioned space \( L_p^{cond}(\mathcal{M}; \ell^2_p) \) to be the completion of the linear space \( \mathfrak{F} \) with respect to the quasi-norm:

\[
(2.2) \quad \|a\|_{L_p^{cond}(\mathcal{M}; \ell^2_p)} = \|\sigma_e(a)\|_p
\]
(here, we take \( \mathcal{E}_0 = \mathcal{E}_1 \)). According to [24], \( L_p^\text{cond}(\mathcal{M}; \ell_2^c) \) can be isometrically embedded into an \( L_p \)-space associated to a semifinite von Neumann algebra by means of the following map:

\[
U : L_p^\text{cond}(\mathcal{M}; \ell_2^c) \to L_p(\mathcal{M} \bar{\otimes} B(\ell_2(\mathbb{N}^2)))
\]

defined by setting:

\[
U((a_n)_{n \geq 1}) = \sum_{n \geq 1} u_{n-1}(a_n) \otimes e_{n,1}, \quad (a_n)_{n \geq 1} \in \mathfrak{F}.
\]

The range of \( U \) may be viewed as a double indexed sequences \( (x_{n,k}) \) such that \( x_{n,k} \in L_p(\mathcal{M}_n) \) for all \( k \geq 1 \). As an operator affiliated with \( \mathcal{M} \bar{\otimes} B(\ell_2(\mathbb{N}^2)) \), this may be expressed as \( \sum_{n,k} x_{n,k} \otimes e_{k,1} \otimes e_{n,1} \). It is immediate from (2.1) that if \( (a_n)_{n \geq 1} \in \mathfrak{F} \) and \( (b_n)_{n \geq 1} \in \mathfrak{F} \), then

\[
U((a_n))^* U((b_n)) = \left( \sum_{n \geq 1} \mathcal{E}_{n-1}(a_n^* b_n) \right) \otimes e_{1,1} \otimes e_{1,1}.
\]

In particular, if \( (a_n)_{n \geq 1} \in \mathfrak{F} \) then \( \| (a_n) \|_{L_p^\text{cond}(\mathcal{M}; \ell_2^c)} = \| U((a_n)) \|_p \) and hence \( U \) is indeed an isometry.

Now, we generalize the notion of conditioned spaces to the setting of symmetric spaces of operators. This is done in steps.

- Assume first that \( E \) is a symmetric quasi-Banach function space satisfying \( L_p \cap L_\infty \subseteq E \subseteq L_p + L_\infty \) for some \( 0 < p < \infty \) and \( L_p \cap L_\infty \) is dense in \( E \). This is the case for instance when \( E \) is a separable fully symmetric quasi-Banach function space. For a given sequence \( a = (a_n)_{n \geq 1} \in \mathfrak{F} \), we set:

\[
\| (a_n) \|_{E^\text{cond}(\mathcal{M}; \ell_2^c)} = \| \sigma_1(a) \|_{E(\mathcal{M})} = \| U((a_n)) \|_{E(\mathcal{M} \bar{\otimes} B(\ell_2(\mathbb{N}^2)))}.
\]

This is well-defined and induces a quasi-norm on the linear space \( \mathfrak{F} \). We define the quasi-Banach space \( E^\text{cond}(\mathcal{M}; \ell_2^c) \) to be the completion of the quasi normed space \( (\mathfrak{F}, \| \cdot \|_{E^\text{cond}(\mathcal{M}; \ell_2^c)}) \). The space \( E^\text{cond}(\mathcal{M}; \ell_2^c) \) will be called the column conditioned space associated with \( E \). It is clear that \( U \) extends to an isometry from \( E^\text{cond}(\mathcal{M}; \ell_2^c) \) into \( E(\mathcal{M} \bar{\otimes} B(\ell_2(\mathbb{N}^2))) \) which we will still denote by \( U \).

Below, we use the notation \( E^{0, \text{cond}}(\mathcal{M}; \ell_2^c) \) for the closure of the linear space \( \mathfrak{F}^0 = \{ a = (a_n) \in \mathfrak{F} : a_1 = 0 \} \) in \( E^\text{cond}(\mathcal{M}; \ell_2^c) \). One can easily see that for \( a = (a_n)_{n \geq 1} \in \mathfrak{F} \), we have

\[
\max \left\{ \left\| E_1(|a_1|^2)^{1/2} \right\|_{E(\mathcal{M}_1)} ; \left\| (a_n)_{n \geq 2} \right\|_{E^\text{cond}(\mathcal{M}; \ell_2^c)} \right\} \leq \left\| (a_n)_{n \geq 1} \right\|_{E^\text{cond}(\mathcal{M}; \ell_2^c)}.
\]

This shows that we have the direct sum

\[
E^\text{cond}(\mathcal{M}; \ell_2^c) = E^c(\mathcal{M}; \mathcal{E}_1) \oplus E^{0, \text{cond}}(\mathcal{M}; \ell_2^c).
\]

- Assume now that \( E \subseteq L_p + L_q \) for some \( 0 < p, q < \infty \) that is not necessarily separable. We set

\[
E^\text{cond}(\mathcal{M}; \ell_2^c) = \{ x \in (L_p + L_q)^\text{cond}(\mathcal{M}; \ell_2^c) : U(x) \in E(\mathcal{M} \bar{\otimes} B(\ell_2(\mathbb{N}^2))) \}.
\]
that it is complete. Indeed, if equipped with the quasi-norm:

$$\|x\|_{E_{\text{cond}}^{\ell_2^c}(M)} = \|U(x)\|_{E(M \bar{\boxplus} B(\ell_2^c(\mathbb{N}^2)))}.$$ 

It is clear that $E_{\text{cond}}^{\ell_2^c}(M)$ as defined is a linear quasi-normed space. We claim that it is complete. Indeed, if $(x_n)_{n \geq 1}$ is a Cauchy sequence in $E_{\text{cond}}^{\ell_2^c}(M)$, then it converges to some $x \in (L_p + L_q)_{\text{cond}}^{\ell_2^c}(M)$. Since $(U(x_n))_{n \geq 1}$ is also a Cauchy sequence in the quasi-Banach space $E(M \bar{\boxplus} B(\ell_2^c(\mathbb{N}^2)))$ and $E(M \bar{\boxplus} B(\ell_2^c(\mathbb{N}^2))) \subseteq (L_p + L_q)(M \bar{\boxplus} B(\ell_2^c(\mathbb{N}^2)))$, it follows that $x \in E_{\text{cond}}^{\ell_2^c}(M)$ and $(x_n)_{n \geq 1}$ converges to $x$ in $E_{\text{cond}}^{\ell_2^c}(M)$. We should note here that if $L_p \cap L_\infty$ is dense in $E$ then the above definition coincides with the one described in the previous bullet. We also define

$$E_{\text{cond}}^{0,\ell_2^c}(M) = (L_p + L_q)_{\text{cond}}^{0,\ell_2^c}(M) \cap E_{\text{cond}}^{\ell_2^c}(M).$$

The direct sum stated in (2.4) still applies.

**Remark 2.2** At the time of this writing, we do not know of any suitable definition for conditioned space associated with $E$. It is also unclear if our definition of $E_{\text{cond}}^{\ell_2^c}(M)$ for non separable space $E \subseteq L_p + L_q$ when $0 < p < 2$ is independent of the isometry $U$.

We now recall the construction of column conditioned martingale Hardy spaces. As in the conditioned spaces, we describe the noncommutative conditioned Hardy spaces in steps. Let $\mathcal{F}_s(M)$ be the collection of all finite martingale $(x_n)_{1 \leq n \leq N}$ for which $x_N \in \mathcal{F}$. We can easily see that for every $0 < p \leq \infty$, $\mathcal{F}_s(M) \subseteq h_p^c(M)$. As in the case of conditioned spaces, $\mathcal{F}_s(M)$ is dense in $h_p^c(M)$ when $0 < p < \infty$.

- First, assume that $E \subseteq L_2 + L_\infty$. In this case, column conditioned square functions are well-defined for bounded martingales in $E(M)$. We define $h_p^c(M)$ to be the collection of all bounded martingale $x$ in $E(M)$ for which $s_p(x) \in E(M)$. We equip $h_p^c(M)$ with the norm:

$$\|x\|_{h_p^c} = \|s_p(x)\|_{E(M)}.$$

One can easily verify that $(h_p^c(M), \|\cdot\|_{h_p^c})$ is complete.

- Next, we consider quasi-Banach space $E$ such that $L_p \cap L_\infty$ is dense in $E$ for some $0 < p < \infty$. This is the case if $E$ is separable. Let $x \in \mathcal{F}_s(M)$. As noted above, $s_p(x) \in L_p(M) \cap M$. In particular, $s_p(x) \in E(M)$. We equip $\mathcal{F}_s(M)$ with the quasi-norm

$$\|x\|_{h_p^c} = \|s_p(x)\|_{E(M)} = \|(dx_n)\|_{E_{\text{cond}}^{\ell_2^c}(M)}.$$ 

The column conditioned Hardy space $h_p^c(M)$ is the completion of $(\mathcal{F}_s(M), \|\cdot\|_{h_p^c})$. Clearly, the map $x \mapsto (dx_n)$ (from $\mathcal{F}_s(M)$ into $\mathcal{F}$) extends to an isometry from $h_p^c(M)$ into $E_{\text{cond}}^{\ell_2^c}(M)$ which we denote by $\mathcal{D}_c$. In particular, $h_p^c(M)$ is isometrically isomorphic to a subspace of $E(M \bar{\boxplus} B(\ell_2^c(\mathbb{N}^2)))$ via the isometry $\mathcal{D}_c$. We should note here that if $L_2 \cap L_\infty$ is dense in $E$ and $E \subseteq L_2 + L_\infty$, then the two definitions provide the same space.

- Assume now that $E \subseteq L_q + L_q$ for $0 < p, q < \infty$. As in the case of conditioned spaces, we set

$$h_p^c(M) = \{x \in h_p^c(L_q + L_q(M)) : U\mathcal{D}_c(x) \in E(M \bar{\boxplus} B(\ell_2^c(\mathbb{N}^2)))\}.$$
equipped with the quasi-norm:

$$\|x\|_{h^c_E} = \|U\mathcal{D}_c(x)\|_{E(M\mathcal{S}B(\ell_2(\mathbb{N}^2)))}.$$ 

Since the operator $U$ is independent of the index, one can easily see that the space $h^c_E(M)$ is independent of $p$ and $q$. Moreover, one can verify as in the case of conditioned spaces that the quasi-normed space $(h^c_E(M), \|\cdot\|_{h^c_E})$ is complete. Furthermore, if $E$ is such that $L_2 \cap L_\infty$ is dense in $E$ then $h^c_E(M)$ coincides with the one defined through completion considered in the second bullet.

The following fact will be used in the sequel.

**Lemma 2.3** Let $0 < p < q < \infty$ and assume that $E \subseteq L_p + L_q$. The Hardy space $h^c_E(M)$ is 1-complemented in $E^{cond}(M; \ell_2^c)$. More precisely, there is an onto map $\Pi : E^{cond}(M; \ell_2^c) \to h^c_E(M)$ with $\|\Pi\| = 1$ and $\Pi\mathcal{D}_c$ is the identity map in $h^c_E(M)$.

**Proof** Let $n \geq 1$ and $b \in \mathcal{FS}$. Using the Kadison–Schwarz inequality for conditional expectations, we have

$$\mathcal{E}_{n-1}(|E_n(b) - E_{n-1}(b)|^2) \leq \mathcal{E}_{n-1}(|b|^2).$$

We define $\Pi : \mathcal{F} \to h^c_E(M)$ by setting:

$$a = (a_n)_{n \geq 1} \mapsto \sum_{n \geq 1} E_n(a_n) - E_{n-1}(a_n).$$

It follows from (2.5) that $s_c(\Pi(a)) \leq \sigma_c(a)$ for every $a \in \mathcal{F}$. If $\mathcal{F}$ is dense in $E^{cond}(M; \ell_2^c)$, then $\Pi$ extends to a bounded linear map from $E^{cond}(M; \ell_2^c)$ onto $h^c_E(M)$ with $\|\Pi : E^{cond}(M; \ell_2^c) \to h^c_E(M)\| \leq 1$. Clearly, if $x \in h^c_E(M)$, we have $\Pi\mathcal{D}_c(x) = x$. This verifies the lemma for the case where $E$ is separable.

For the general case, we observe that from the fact that $\mathcal{F}$ is dense in $(L_p + L_q)^{cond}(M; \ell_2^c)$, the inequality on conditioned square functions above can be restated as:

$$\|U\mathcal{D}_c(\Pi(y))\| \leq \|U(y)\|, \quad y \in (L_p + L_q)^{cond}(M; \ell_2^c).$$

If $y \in E^{cond}(M; \ell_2^c)$, then by definition $y \in (L_p + L_q)^{cond}(M; \ell_2^c)$ and $U(y) \in E(M\mathcal{S}B(\ell_2(\mathbb{N}^2)))$. By the separable case, $\Pi(y) \in h^c_{L_p + L_q}(M)$. Moreover, it follows from (2.6) that $\|U\mathcal{D}(\Pi(y))\| \leq \|y\|_{E^{cond}(M; \ell_2^c)}$. This means, $\Pi(y) \in h^c_E(M)$ with $\|\Pi(y)\|_{h^c_E} \leq \|y\|_{E^{cond}(M; \ell_2^c)}$. ■

We refer to [6, 11, 19, 22, 26, 42, 43] for more information on noncommutative Hardy spaces associated with symmetric spaces of measurable operators. In the sequel, noncommutative column Hardy spaces associated with Orlicz space $L_\Phi$ will be denoted by $\mathcal{H}_{\Phi}^c(M)$ and $h^c_\Phi(M)$ while those associated with the Lorentz space $L_{p,q}$ will be denoted by $\mathcal{H}_{p,q}^c(M)$ and $h^c_{p,q}(M)$.

We conclude this subsection with a description of the dual space of the Hardy space $h^c_1(M)$. A martingale $x$ belongs to the column little bmo space denoted by $bmo^c(M)$ if

$$\|x\|_{bmo^c} = \max\{\|x_1\|_\infty; \sup_m \sup_{1 \leq n \leq m} \|E_n(|x_m - x_n|^2)\|_\infty^{1/2}\} < \infty.$$
The Banach space \( \text{bmo}^c(M), \| \cdot \|_{\text{bmo}^c} \) was introduced in [33] for finite case where it was shown that it coincides with the dual of the Hardy space \( h_1^c(M) \). The proof given there can be easily generalized to the semifinite case. We record this for further use:

\[
(h_1^c(M))^* = \text{bmo}^c(M)
\]

with equivalent norms.

### 2.3 Atomic decompositions for martingale Orlicz–Hardy spaces

In this subsection, we will analyze conditioned spaces and conditioned Hardy spaces associated with Orlicz spaces. More specifically, we will describe a type of atomic decomposition in the context of Orlicz spaces. Results from this subsection play key role in the next section. Toward this end, we will start from setting up some notations.

Throughout this subsection, we always assume that \( 0 < p \leq q < 2 \) and \( \Phi \) is an Orlicz function that is \( p \)-convex and \( q \)-concave. First, we fix a positive Borel measure \( \mu \) on the interval \( [0, \infty) \) so that:

\[
\Phi(t) \approx_{p, q} \int_0^\infty \min\{(ts)^p, (ts)^q\} \, d\mu(s).
\]

The existence of such integral representation was proved for convex functions (see the proof of [21, Lemma 6.2]). The argument given in [21] can be readily adjusted to include the more general case of \( p \)-convex functions when \( 0 < p < 1 \).

Next, we fix an Orlicz function \( \Theta \) so that \( L_\Phi \) admits the factorization:

\[
L_\Phi = L_2 \odot L_\Theta,
\]

where the product \( L_2 \odot L_\Theta \) is the collection of all function \( f \) that admit factorization \( f = gh \) with \( g \in L_2 \) and \( h \in L_\Theta \). The quasi-norm on \( L_2 \odot L_\Theta \) is given by:

\[
\|f\|_{L_2 \odot L_\Theta} := \inf \left\{ \|g\|_{L_2} \|h\|_{L_\Theta} : g \in L_2, h \in L_\Theta, f = gh \right\}.
\]

We note that the Orlicz function \( \Theta \) can be taken to be the inverse of the function \( t \mapsto t^{-1/2} \Phi^{-1}(t) \) for \( t > 0 \). We refer to [31] for more details.

We will also make use of the following function:

\[
\Psi(t) = \int_0^\infty (t^{2-p} s^{-p} + t^{2-q} s^{-q})^{-1} \, d\mu(s),
\]

where \( \mu \) is the positive Borel measure from the representation of \( \Phi \) in (2.8). The reason for the consideration of \( \Psi \) is summarized in the next lemma. The first three items are straightforward generalizations of [44, Proposition 3.3], whereas the last item can be deduced as in [44, Lemma 3.4].

**Lemma 2.4**

(i) \( \Psi(t) \approx_{p, q} t^{-2} \Phi(t) \);

(ii) \( \Theta(\Psi(t)^{-1/2}) \approx_{p, q} \Phi(t) \);

(iii) \( t \mapsto \Psi(t^{1/2}) \) is operator monotone decreasing; and

(iv) for any increasing sequence of positive operators \( a_n \uparrow a \), we have:

\[
\sum_{n \geq 1} \tau((a_{n+1}^2 - a_n^2) \Psi(a_{n+1})) \lesssim_{p, q} \tau(\Phi(a)).
\]
We now introduce a concept of atoms for conditioned space constructed from the
Orlicz function space $L_\Phi$.

**Definition 2.5** A sequence $x \in L_\Phi(\mathcal{M}; \ell_2^c)$ is called an algebraic $L_\Phi^{c,\text{cond}}$-atom if it
admits a factorization $x = \alpha \cdot \beta$ where

(i) $\alpha = \sum_{j<n} \alpha_{n,j} \otimes e_{n,j}$ is a strictly lower triangular matrix in $L_2(\mathcal{M} \otimes B(\ell_2(\mathbb{N})))$
with

\[ \|\alpha\|_2 = \left( \sum_{j<n} \|\alpha_{n,j}\|_2^2 \right)^{1/2} \leq 1. \]

(ii) $\beta \in L^{ad}_\Theta(\mathcal{M}; \ell_2^c)$ with $\|\beta\|_{L_\Phi(\mathcal{M}; \ell_2^c)} \leq 1$.

The above definition was motivated by the case of $L_r^{\text{cond}}(\mathcal{M}; \ell_2^c)$ for $1 \leq r < 2$
introduced for the first time in [34] and explored further in [17]. We also refer to
[7] where the same concept was considered for the case of conditioned Hardy space
$h_r^c(\mathcal{M})$ for the range $0 < r \leq 1$. More recently, the case of Orlicz-conditioned Hardy
space $h_\phi^c(\mathcal{M})$ associated with convex Orlicz function $\varphi$ was formulated in [44] in the
context of $\varphi$-moments.

We should note that since strictly lower triangular matrices were used in the
definition of algebraic atoms, it follows that if $x = (x_n)_{n \geq 1}$ is an algebraic $L_\Phi^{c,\text{cond}}$-atom then $x_1 = 0$.

The next lemma can be deduced as in the first part of [34, Theorem 3.6.10] using the
factorization $L_\Phi = L_2 \otimes L_\Theta$. We include the argument for the sake of completeness.

**Lemma 2.6** Every algebraic $L_\Phi^{c,\text{cond}}$-atom belongs to $L_\Phi^{0,\text{cond}}(\mathcal{M}; \ell_2^c)$. More precisely, if $x$
is an algebraic $L_\Phi^{c,\text{cond}}$-atom then $\|x\|_{L_\Phi^{0,\text{cond}}(\mathcal{M}; \ell_2^c)} \leq 1$.

**Proof** Let $x = \alpha \cdot \beta$ be an algebraic $L_\Phi^{c,\text{cond}}$-atom. As observed earlier, $x_1 = 0$ and for
$n \geq 2$, $x_n = \sum_{j<n} \alpha_{n,j} \beta_j$. Since $\beta$ is adapted, it follows that

\[ E_{n-1}|x_n|^2 = \sum_{m,j<n} \beta^*_m E_{n-1}(\alpha^*_{n,m} \alpha_{n,j}) \beta_j. \]

From the property of the module map $u_{n-1}$, we have

\[ E_{n-1}|x_n|^2 \otimes e_{1,1} = \sum_{m,j<n} (\beta^*_m \otimes e_{1,1}) \cdot u_{n-1}(\alpha^*_{n,m} \alpha_{n,j}) \cdot (\beta_j \otimes e_{1,1}) \]

\[ = |\sum_{j<n} u_{n-1}(\alpha_{n,j}) \cdot (\beta_j \otimes e_{1,1})|^2. \]

This implies that

\[ \sigma^2_c(x) \otimes e_{1,1} = \sum_{n \geq 2} \sum_{j<n} |u_{n-1}(\alpha_{n,j}) \cdot (\beta_j \otimes e_{1,1})|^2. \]

We write further that

\[ \sigma^2_c(x) \otimes e_{1,1} \otimes e_{1,1} = |\sum_{n \geq 2} \sum_{j<n} [u_{n-1}(\alpha_{n,j}) \cdot (\beta_j \otimes e_{1,1})] \otimes e_{n,1}|^2. \]
This allows us to deduce that
\[
\sigma_c(x) \otimes e_{1,1} = \left| \left( u_{n-1}(a_{n,j}) \right)_{j \in \mathbb{N}} \cdot \sum_{k \geq 1} \beta_k \otimes e_{1,1} \otimes e_{k,1}, \right|
\]
where the strictly lower triangular matrix \( \widehat{a} = \left( \left( u_{n-1}(a_{n,j}) \right)_{j \in \mathbb{N}} \right) \) takes its values in \( L_2(\mathcal{M} \otimes B(\ell_2(\mathbb{N}))) \). We may view \( \widehat{a} \) as an operator affiliated with \( \mathcal{M} = \mathcal{M} \otimes B(\ell_2(\mathbb{N})) \). If \( \mu(\cdot) \) denote the generalized singular number relative to \( \mathcal{M} \) equipped with its natural trace, then
\[
\left\| \sigma_c(x) \right\|_{L_{\mathcal{M}}(\mathcal{M})} = \left\| \mu(\sigma_c(x) \otimes e_{1,1} \otimes e_{1,1}) \right\|_{L_{\Theta}}.
\]
It follows from [12, Theorem 4.2] that
\[
\left\| \sigma_c(x) \right\|_{L_{\mathcal{M}}(\mathcal{M})} \leq \left\| \mu(\widehat{a}) \right\|_{L_{\Theta}} \left\| \mu\left( \sum_{k \geq 1} |\beta_k|^2 \right) \right\|_{L_{\Theta}}^{1/2} \leq \left( \sum_{j \in \mathbb{N}} |a_{n,j}|^2 \right)^{1/2} \left( \sum_{k \geq 1} |\beta_k|^2 \right)^{1/2} \left\| \mu(\cdot) \right\|_{L_{\Theta}}.
\]
This proves that \( \left\| x \right\|_{L_{\mathcal{M}}^{\text{cond}}(\mathcal{M}; \ell_2^c)} \leq 1. \]

Using the above notion of atoms, we may naturally consider the following concept of atomic decompositions:

**Definition 2.7** A sequence \( x \in L_{\mathcal{M}}(\mathcal{M}; \ell_2^c) \) is said to admit an algebraic \( L_{\mathcal{M}}^{c,\text{cond}} \)-atomic decomposition if
\[
x = \sum_k \lambda_k a^{(k)},
\]
where for each \( k \), \( a^{(k)} \) is either an algebraic \( L_{\mathcal{M}}^{c,\text{cond}} \)-atom or \( a^{(k)} \) belongs to the unit ball of the conditioned space \( L_{\mathcal{M}}^{c}(\mathcal{M}; \ell_1^c) \) and \( \lambda_k \in \mathbb{C} \) satisfying \( \sum_k |\lambda_k|^p < \infty \) for \( 0 < p < 1 \) and \( \sum_k |\lambda_k| < \infty \) for \( 1 < p < 2 \). Since \( \Phi \) is \( p \)-convex and algebraic \( L_{\mathcal{M}}^{c,\text{cond}} \)-atoms belong to the unit ball of \( L_{\mathcal{M}}^{\text{cond}}(\mathcal{M}; \ell_2^c) \), it follows that if \( x \) admits an algebraic \( L_{\mathcal{M}}^{c,\text{cond}} \)-atomic decomposition then it belongs to \( L_{\mathcal{M}}^{\text{cond}}(\mathcal{M}; \ell_2^c) \).

Following [34], the corresponding algebraic atomic column conditioned space \( L_{\mathcal{M}}^{\text{cond}}(\mathcal{M}; \ell_2^c) \) is defined to be the completion of the space of all \( x \) that admit algebraic \( L_{\mathcal{M}}^{c,\text{cond}} \)-atomic decompositions in the space \( L_{\mathcal{M}}^{\text{cond}}(\mathcal{M}; \ell_2^c) \). If \( x \) admits an algebraic \( L_{\mathcal{M}}^{c,\text{cond}} \)-atomic decomposition, we set:
\[
\left\| x \right\|_{L_{\mathcal{M}}^{\text{cond}}(\mathcal{M}; \ell_2^c)} = \inf \left( \sum_k |\lambda_k|^p \right)^{1/p} \text{ for } 0 < p \leq 1
\]
and
\[
\left\| x \right\|_{L_{\mathcal{M}}^{\text{cond}}(\mathcal{M}; \ell_2^c)} = \inf \sum_k |\lambda_k| \text{ for } 1 < p < 2,
\]
where the infimum is taken over all decompositions of \( x \) as described above. We refer the reader to [7] for a more in-depth discussion on the need to separate the two cases.
The following result generalizes the atomic decomposition of conditioned $L^p$-spaces from [34] in two directions: it is valid for Orlicz spaces and also cover the quasi-Banach space range. This will play a crucial role in the next section. The approach of [34] was by duality which is not applicable to the present situation since we are dealing with not necessarily convex functions. Our constructive proof given below combined ideas from [7] and the case of Hardy spaces associated with convex Orlicz functions considered in [44]. This may be of independent interest.

**Theorem 2.8** Let $\Phi$ be $p$-convex and $q$-concave for $0 < p \leq q < 2$. Then the two spaces $L_{\Phi,\infty}^c(M;\ell_2^2)$ and $L_{\Phi}^c(M;\ell_2^2)$ coincide (with constant of isomorphism depending only on $p$ and $q$).

More precisely, every $x \in \mathcal{H}$ admits a factorization $x = \alpha \cdot \beta$ where $\alpha$ is a strictly lower triangular matrix in $L_2(M;\ell_2^2)$ and $\beta \in L_2^d(M,\ell_2^2)$ satisfying:

$$\|\alpha\|_2 \cdot \|\beta\|_{L_p(M;\ell_2^2)} \lesssim_{p,q} \|x\|_{L_{\Phi}^c(M;\ell_2^2)}.$$  

**Proof** First, we recall from earlier discussion that $L_{\Phi,\infty}^c(M;\ell_2^2) \subseteq L_{\Phi}^c(M;\ell_2^2)$. Thus, we only need to verify one inclusion. This will be deduced from the second part of the theorem.

Let $x = (x_n)_{n=1}^N \in \mathcal{H}$. The construction below is an adaptation of the argument used in [44]. By definition, $x_1 = 0$ and there exists a projection $e \in M_1$ with $\tau(e) < \infty$ such that for $2 \leq n \leq N$, $x_n = e x_n e$.

First, we note that for $j \geq 2$, we have $\sigma_{c,j}(x) \in e M_{j-1} e$. By approximation, we may assume that each of the $\sigma_{c,j}(x)$'s is invertible with bounded inverse in $e M e$. Below, we simply write $\sigma_j$ for $\sigma_{c,j}(x)$ and the function $\Psi$ is as defined in (2.10). Let $\lambda > 0$ to be determined later. For $n \geq 2$, we write

$$x_n = x_n \Psi(\lambda \sigma_n) \Psi(\lambda \sigma_n)^{-1}$$

$$= x_n \Psi(\lambda \sigma_n) \left[ \Psi(\lambda \sigma_2)^{-1} + \sum_{3 \leq m \leq n} \Psi(\lambda \sigma_m)^{-1} - \Psi(\lambda \sigma_m - 1)^{-1} \right]$$

$$= x_n \Psi(\lambda \sigma_n) \Psi(\lambda \sigma_2)^{-1} + \sum_{2 \leq j < n} x_n \Psi(\lambda \sigma_n) \left( \Psi(\lambda \sigma_j)^{-1} - \Psi(\lambda \sigma_j)^{-1} \right).$$

We define the strictly lower triangular matrix $\alpha$ by setting:

$$\alpha_{n,1} := x_n \Psi(\lambda \sigma_n) \Psi(\lambda \sigma_2)^{-1/2};$$

$$\alpha_{n,j} := x_n \Psi(\lambda \sigma_n) \left( \Psi(\lambda \sigma_{j-1})^{-1} - \Psi(\lambda \sigma_j)^{-1} \right)^{1/2}, \quad \text{for } 2 \leq j < n.$$  

We should point out here that since the function $t \mapsto \Psi(t^{1/2})$ is operator monotone decreasing and $\lambda^2 \sigma_j^2 \leq \lambda^2 \sigma_j^2$, we have $\Psi(\lambda \sigma_{j+1}) \leq \Psi(\lambda \sigma_j)$. Taking inverses, $\Psi(\lambda \sigma_{j+1})^{-1} - \Psi(\lambda \sigma_j)^{-1} \geq 0$. Thus, taking $1/2$-power in the expression above is justified.

The column sequence is defined by setting:

$$\beta_{1,1} := \Psi(\lambda \sigma_2)^{-1/2};$$

$$\beta_{m,1} := \left( \Psi(\lambda \sigma_{m+1})^{-1} - \Psi(\lambda \sigma_m)^{-1} \right)^{1/2}, \quad \text{for } m \geq 2.$$
Then \( \alpha = (\alpha_{n,j})_{j<n} \) is a strictly lower triangular matrix and \( \beta = (\beta_{m,1})_{m \geq 1} \) is an adapted sequence. Moreover, for every \( n \geq 2 \), it clearly follows from the definition that

\[
(\alpha \cdot \beta)_{n,1} = \sum_{j=1}^{n} \alpha_{n,j} \beta_{j,1} = x_n.
\]

That is, we have the factorization \( x = \alpha \cdot \beta \). We claim that the product \( \alpha \cdot \beta \) satisfies the desired norm estimate. We begin with the \( L_2 \)-norm of \( \alpha \).

\[
\|\alpha\|_2^2 = \sum_{n \geq 2} \sum_{1 \leq j < n} \|\alpha_{n,j}\|_2^2
\]

\[
= \sum_{n \geq 2} \tau(\Psi(\lambda \sigma_n)|x_n|^2 \Psi(\lambda \sigma_n)[\Psi(\lambda \sigma_2)^{-1} + \sum_{2 \leq j < n} \Psi(\lambda \sigma_j)^{-1} - \Psi(\lambda \sigma_j)^{-1}])
\]

\[
= \sum_{n \geq 2} \tau(|x_n|^2 \Psi(\lambda \sigma_n)).
\]

Since \( (\Psi(\lambda \sigma_n)) \) is a predictable sequence, we have

\[
\|\alpha\|_2^2 = \sum_{n \geq 2} \tau(E_{n-1}(|x_n|^2) \Psi(\lambda \sigma_n))
\]

\[
= \sum_{n \geq 2} \tau((\sigma_n^2 - \sigma_{n-1}^2) \Psi(\lambda \sigma_n))
\]

\[
= \lambda^{-2} \sum_{n \geq 2} \tau(((\lambda \sigma_n)^2 - (\lambda \sigma_{n-1})^2) \Psi(\lambda \sigma_n)).
\]

We may deduce from Lemma 2.4(iv) that there is a constant \( C_{p,q} \) so that

\[
(2.13) \quad \|\alpha\|_2^2 \leq C_{p,q} \lambda^{-2} \tau(\Phi(\lambda \sigma_c(x))).
\]

On the other hand, Lemma 2.4(ii) implies that there exists a constant \( C_{p,q}^\prime \) so that

\[
(2.14) \quad \tau\left[ \Theta\left( \left( \sum_{m \geq 1} |\beta_{m,1}|^2 \right)^{1/2} \right) \right] \leq \tau\left[ \Theta\left( \Psi(\lambda \sigma_c(x))^{-1/2} \right) \right] \leq C_{p,q}^\prime \tau(\Phi(\lambda \sigma_c(x))).
\]

Let \( K_{p,q} = \max\{C_{p,q}, C_{p,q}^\prime\} + 1 \). Since \( t \mapsto t^{-p} \Phi(t) \) is nondecreasing, one can easily verify that \( \Phi(t) \leq K_{p,q}^{-1} \Phi(K_{p,q}^{1/p} t) \). Using this fact, we get from (2.13) and (2.14) that

\[
\|\alpha\|_2^2 \leq \lambda^{-2} \tau(\Phi(K_{p,q}^{1/p} \lambda \sigma_c(x)))
\]

and

\[
\tau\left[ \Theta\left( \left( \sum_{m \geq 1} |\beta_{m,1}|^2 \right)^{1/2} \right) \right] \leq \tau(\Phi(K_{p,q}^{1/p} \lambda \sigma_c(x))).
\]

Choose \( \lambda \) so that \( \tau(\Phi(K_{p,q}^{1/p} \lambda \sigma_c(x))) \leq 1 \). This can be achieved with \( \lambda^{-1} = K_{p,q}^{1/p} \sigma_c(x) \|L_2(M)\|^{1/p} \). With the above choice of \( \lambda \), we clearly have

\[
\|\alpha\|_2 \leq K_{p,q}^{1/p} \|x\|_{L^\text{cond}(M,\ell_2)} \quad \text{and} \quad \|\beta\|_{L^\text{cond}(M,\ell_2)} \leq 1.
\]

This proves the desired estimate and therefore the second part of the theorem.

To conclude the proof, we apply the case of \( \mathfrak{F}^0 \) with the direct sum (2.4). We see that every \( y \in \mathfrak{F} \) admits an algebraic \( L^\text{cond}_\Phi \)-atomic decomposition with
\[ \|y\|_{L^p\text{cond}(M;\ell^2)} \leq p, q \|y\|_{L^q\text{cond}(M;\ell^2)}. \] Since \( \mathcal{F} \) is dense in \( L^\text{cond}_\Phi(M;\ell^2) \), it follows that \( L^\text{cond}_{\Phi,aa}(M;\ell^2) = L^\text{cond}_\Phi(M;\ell^2) \).

**Remark 2.9** Using \( \lambda = 1 \) in the proof above, we also obtain a moment version of the preceding theorem: given a sequence \( x = (x_n)_{n \geq 1} \in \mathcal{F}^\lambda \), the column matrix \( \mathbf{x} = \sum_{n \geq 1} x_n \otimes e_{n,1} \) admits a factorization \( \mathbf{x} = \alpha : \beta \) with \( \alpha \) is a strictly lower triangular in \( L_2(M\otimes B(\ell_2(\mathbb{N})) \) and \( \beta \) is an adapted column matrix satisfying

\[ \|\alpha\|_2 + \tau \Theta \left( \left( \sum_{n \geq 1} |\beta_{n,1}|^2 \right)^{1/2} \right) \leq p, q \tau[\Phi(\sigma_c(x))]. \]

We consider now the version of algebraic atomic decomposition for martingale Hardy spaces. The next consideration generalizes notions from [7, 44] for non-necessarily convex Orlicz functions.

**Definition 2.10** Let \( 0 < p < q < 2 \) and \( \Phi \) be an Orlicz function that is \( p \)-convex and \( q \)-concave. An operator \( x \in L_\Phi(M) \) is called an algebraic \( \ell^\Phi \)-atom, whenever it can be written in the form

\[ x = \sum_{n \geq 1} y_n b_n, \]

where \( y_n \) and \( b_n \) satisfying the following conditions:

(i) \( \mathcal{E}_n(y_n) = 0 \) and \( b_n \in L_\Phi(M_n) \) for all \( n \geq 1 \) and

(ii) \( \sum_{n \geq 1} \|y_n\|^2 \leq 1 \) and \( \left( \sum_{n \geq 1} |b_n|^2 \right)^{1/2} \|L_\Phi(M) \| \leq 1 \).

Following [7, 44], this concept of atoms naturally leads to the consideration of the corresponding atomic decomposition for conditioned Orlicz–Hardy spaces: we say that an operator \( x \in L_\Phi(M) \) admits an algebraic \( \ell^\Phi \)-atomic decomposition if

\[ x = \sum_k \lambda_k a_k, \]

where for each \( k, a_k \) is an algebraic \( \ell^\Phi \)-atom or an element of the unit ball of \( L_\Phi(M_1) \), and \( \lambda_k \in \mathbb{C} \) satisfying \( \sum_k |\lambda_k|^p < \infty \) for \( 0 < p \leq 1 \) and \( \sum_k |\lambda_k|^q < \infty \) for \( 1 < p < 2 \). The corresponding algebraic atomic column martingale Hardy space \( \ell^\Phi,aa(M) \) is defined to be the space of all \( x \) which admit a algebraic \( \ell^\Phi \)-atomic decomposition and is equipped with

\[ \|x\|_{\ell^\Phi,aa} = \inf \left( \sum_k |\lambda_k|^p \right)^{1/p} \quad \text{for} \quad 0 < p \leq 1 \]

and

\[ \|x\|_{\ell^\Phi,aa} = \inf \sum_k |\lambda_k| \quad \text{for} \quad 1 < p < 2, \]

where the infimum are taken over all decompositions of \( x \) as described above.

We note that the above concepts were introduced in [44] for the case where \( \Phi \) is a convex function. Our main focus here is the case where \( \Phi \) is \( p \)-convex with \( 0 < p < 1 \).

The next result is an extension of [7, Theorem 3.10] to the case of Orlicz function spaces. It follows immediately from Theorem 2.8 and the complementation result stated in Lemma 2.3.
Corollary 2.11  Let $0 < p < q < 2$ and $\Phi$ is an Orlicz function that is $p$-convex and $q$-concave. Then

$$h_\Phi^c(M) = h_{\Phi,aa}^c(M).$$

More precisely, if $x \in h_\Phi^c(M)$, then $x$ admits a unique decomposition $x = x_1 + y$ where $x_1 \in L_\Phi(M_1)$ and $y$ is a scalar multiple of an algebraic $h_\Phi^c$-atom.

Indeed, if $\Pi : L_\Phi^{\text{cond}}(M; \ell_2^\infty) \to h_\Phi^c(M)$ denotes the norm one projection described in Lemma 2.3 and $x = \alpha \cdot \beta$ is a algebraic $L_\Phi^{\text{cond}}$-atom with $\alpha$ being a strictly lower triangular matrix in $L_2(M \otimes B(\ell_2(\mathbb{N})))$ and $\beta$ is an adapted column matrix in $L_\Phi(M; \ell_2^\infty)$, then we have

$$\Pi(x) = \sum_n \sum_{n > k} d_n(\alpha_{n,k}) \beta_{k,1}$$

$$= \sum_k \left( \sum_{n > k} d_n(\alpha_{n,k}) \right) \beta_{k,1}$$

$$= \sum_k a_k \beta_{k,1}.$$  

Clearly, we have for every $k \geq 1$, $\mathcal{E}_k(a_k) = 0$. Moreover, $\sum_{k \geq 1} \|a_k\|^2 \leq \|\alpha\|^2$. This shows in particular that $\Pi(x)$ is an algebraic $h_\Phi^c$-atom. The assertions in the corollary follow from combining this fact with Theorem 2.8 and direct sum.

We conclude this section with a companion of Theorem 2.8 for spaces of adapted sequences. It may be viewed as the algebraic atomic decompositions for spaces of adapted sequences. This will be used in the next section.

Proposition 2.12  Let $\Phi$ be a $p$-convex and $q$-concave Orlicz function for $0 < p < q < 2$. If $x = (x_n)_{n \geq 1}$ is a sequence in $L_\Phi^{\text{ad}}(M; \ell_2^\infty)$ then there exists a sequence $\beta = (\beta_n)_{n \geq 1}$ in $L_\Phi^{\text{ad}}(M; \ell_2^\infty)$ and a lower triangular matrix $\alpha$ with the following properties:

(i) $\alpha \in L_2(M \otimes B(\ell_2(\mathbb{N})))$;
(ii) for every $1 \leq j \leq n$, $\alpha_{n,j} \in L_2(M_n)$;
(iii) $x = \alpha \cdot \beta$; and
(iv) $\|\alpha\|_2 \cdot \|\beta\|_{L_\Phi(M; \ell_2^\infty)} \lesssim_{p,q} \|x\|_{L_\Phi(M; \ell_2^\infty)}$.

Conversely, any sequence $x$ admitting a factorization as above belongs to $L_\Phi^{\text{ad}}(M; \ell_2^\infty)$ with

$$\|x\|_{L_\Phi(M; \ell_2^\infty)} \leq \|\alpha\|_2 \cdot \|\beta\|_{L_\Phi(M; \ell_2^\infty)}.$$

First, we note that since square functions are well-defined for elements of $L_\Phi^{\text{ad}}(M; \ell_2^\infty)$, reduction to finite sequences or sequences of finite supports is not necessary.

Proof  Let $x = (x_n)_{n \geq 1} \in L_\Phi^{\text{ad}}(M; \ell_2^\infty)$. The construction is an adaptation of the proof of Theorem 2.8 but using square functions in place of conditioned square functions.

For each $n \geq 1$, $S_{c,n}(x) \in L_\Phi(M_n)$. That is, $(S_{c,n}(x))_{n \geq 1}$ is an adapted sequence. We simply write $\zeta_n$ for $S_{c,n}(x)$. As before, we may assume that the $\zeta_n$s are invertible with bounded inverse. Similarly, $(\Psi(\zeta_n))_{n \geq 1}$ is an adapted sequence with the $\Psi(\zeta_n)$s being invertible.
As in the proof of Theorem 2.8, fix \( \lambda > 0 \) and set
\[
\begin{align*}
\alpha_{n,1} & := x_n \Psi(\lambda \zeta_n) \Psi(\lambda \zeta_1)^{-1/2}; \\
\alpha_{n,j} & := x_n \Psi(\lambda \zeta_n) \left( \Psi(\lambda \zeta_j)^{-1} - \Psi(\lambda \zeta_{j-1})^{-1} \right)^{1/2}, \quad \text{for } 2 \leq j \leq n
\end{align*}
\]
and
\[
\begin{align*}
\beta_{1,1} & := \Psi(\lambda \zeta_1)^{-1/2}; \\
\beta_{m,1} & := \left( \Psi(\lambda \zeta_m)^{-1} - \Psi(\lambda \zeta_{m-1})^{-1} \right)^{1/2}, \quad \text{for } m \geq 2.
\end{align*}
\]

A slight difference here is that unlike in the proof of Theorem 2.8, we do not make the indexing shift. The factorization \( x = \alpha \cdot \beta \) is straightforward. Clearly, \( (\beta_{m,1})_{m \geq 1} \) is an adapted sequence. Moreover, as \( x_n \in L\Phi(M_n) \), it follows that \( \alpha_{n,j} \) is affiliated with \( M_n \) and \( (\alpha_{n,j})_{1 \leq j \leq n} \) is a lower triangular matrix.

We may choose \( \lambda \) exactly as in the proof of Theorem 2.8. That is, \( \lambda^{-1} = K_{p,q}^{1/p} \| S(x) \|_{L\Phi(M)} \). With this choice, the verification of the fact that \( \| \alpha \|_2 \cdot \| \beta \|_{L\Phi(M;\ell^2)} \leq p,q \| x \|_{L\Phi(M;\ell^2)} \) follows the same reasoning as in the proof of Theorem 2.8 and is left to the reader.

On the other hand, if \( x \) admits a factorization \( x = \alpha \cdot \beta \), then from the fact that \( L\Phi = L_2 \odot L\Theta \), we may conclude as in the proof of Lemma 2.6 that
\[
\| x \|_{L\Phi(M;\ell^2)} \leq \| \alpha \|_2 \cdot \| \beta \|_{L\Phi(M;\ell^2)}.
\]

The proof is complete. \( \Box \)

**Remark 2.13** Using factorizations of operator-valued triangular matrices (or more generally, elements of Hardy spaces associated with semifinite version of subdiagonal algebras in the sense of Arveson), the existence of a factorization \( x = \alpha \cdot \beta \), where \( \alpha \) is a lower triangular and \( \beta \) is a column matrix, is clear. We refer to [37] for this fact. The main point of Proposition 2.12 is that when \( x \) is an adapted sequence, we can choose the sequence \( \beta \) to be adapted and the matrix \( \alpha \) to satisfy the extra property stated in item (ii). These additional facts are very important in the next section.

### 3 Interpolation of conditioned spaces

This section is devoted to interpolation spaces between noncommutative column/row conditioned Hardy spaces and related spaces. Our main references for interpolation theory are the books [2, 3, 30].

Since we will be concerned with \( h_p^\epsilon(M) \) when \( 0 < p < 1 \), we will consider the more general framework of quasi-Banach spaces. We begin with some basic definitions.

Let \( (A_0, A_1) \) be a compatible couple of quasi-Banach spaces in the sense that both \( A_0 \) and \( A_1 \) embed continuously into some topological vector space \( Z \). This allows us to define the spaces \( A_0 \cap A_1 \) and \( A_0 + A_1 \). These are quasi-Banach spaces when equipped with quasi-norms,
\[
\| x \|_{A_0 \cap A_1} = \max \left\{ \| x \|_{A_0}, \| x \|_{A_1} \right\}
\]
and
\[ \|x\|_{A_0 + A_1} = \inf \left\{ \|x_0\|_{A_0} + \|x_1\|_{A_1} : x = x_0 + x_1, x_0 \in A_0, x_1 \in A_1 \right\}, \]
respectively.

**Definition 3.1** A quasi-Banach space \( A \) is called an **interpolation space** for the couple \( (A_0, A_1) \) if \( A_0 \cap A_1 \subseteq A \subseteq A_0 + A_1 \) and whenever a bounded linear operator \( T : A_0 + A_1 \to A_0 + A_1 \) is such that \( T(A_0) \subseteq A_0 \) and \( T(A_1) \subseteq A_1 \), we have \( T(A) \subseteq A \) and
\[ \|T : A \to A\| \leq c \max \left\{ \|T : A_0 \to A_0\|, \|T : A_1 \to A_1\| \right\} \]
for some constant \( c \).

If \( A \) is an interpolation space for the couple \( (A_0, A_1) \), we write \( A \in \text{Int}(A_0, A_1) \).

Below, we are mostly interested in two well-known specific interpolation methods generally referred to as real method and complex method.

We begin with a short discussion of the **real interpolation** method. A fundamental notion for the construction of real interpolation spaces is the **K-functional** which we now describe. For \( x \in A_0 + A_1 \), we define the **K-functional** by setting for \( t > 0 \),
\[ K(x, t) = K(x, t; A_0, A_1) = \inf \left\{ \|x_0\|_{A_0} + t\|x_1\|_{A_1} : x = x_0 + x_1, x_0 \in A_0, x_1 \in A_1 \right\}. \]

Note that each \( t > 0, x \mapsto K(x, t) \) gives an equivalent quasi-norm on \( A_0 + A_1 \). There is also the dual notion of **J-functionals** which is defined for \( y \in A_0 \cap A_1 \) and \( t > 0 \),
\[ J(y, t) = J(y, t; A_0, A_1) = \max \left\{ \|y\|_{A_0}^t, \|y\|_{A_1} \right\}. \]

If \( 0 < \theta < 1 \) and \( 0 < \gamma < \infty \), we recall the real interpolation space \( A_{\theta, \gamma} = (A_0, A_1)_{\theta, \gamma} \) by \( x \in A_{\theta, \gamma} \) if and only if
\[ \left\| x \right\|_{(A_0, A_1)_{\theta, \gamma}} = \left( \int_0^\infty \left( t^{-\theta} K(x, t; A_0, A_1) \right)^\gamma \frac{dt}{t} \right)^{1/\gamma} < \infty. \]

If \( \gamma = \infty \), we define \( x \in A_{\theta, \infty} \) if and only if
\[ \left\| x \right\|_{(A_0, A_1)_{\theta, \infty}} = \sup_{t > 0} t^{-\theta} K(x, t; A_0, A_1) < \infty. \]

For \( 0 < \theta < 1 \) and \( 0 < \gamma \leq \infty \), \( \| \cdot \|_{\theta, \gamma} \) is a quasi-norm and \( (A_{\theta, \gamma}, \| \cdot \|_{\theta, \gamma}) \) is a quasi-Banach space. Moreover, the space \( A_{\theta, \gamma} \) is an interpolation space for the couple \( (A_0, A_1) \) in the sense of Definition 3.1. There is also an equivalent description of \( A_{\theta, \gamma} \) using the **J-functionals** for which we refer to [3, 30] for the exact formulation.

It is worth noting that the real interpolation method is well understood for the couple \( (L_{p_0}, L_{p_1}) \) for both the classical case and the noncommutative case. We record here that Lorentz spaces can be realized as real interpolation spaces for the couple \( (L_{p_0}, L_{p_1}) \). More precisely, if \( N \) is a semifinite von Neumann algebra, \( 0 < p_0 < p_1 \leq \infty \), \( 0 < \theta < 1 \), and \( 0 < q \leq \infty \) then, up to equivalent quasi-norms (independent of \( N \)),
\[ \left( L_{p_0}(N), L_{p_1}(N) \right)_{\theta, q} = L_{p, q}(N), \]
where $1/p = (1 - \theta)p_0 + \theta/p_1$. In particular, we have

$$(L_{p_0}(\mathcal{N}), L_{p_1}(\mathcal{N}))_{\theta, p} = L_p(\mathcal{N})$$

with equivalent quasi-norms. These facts can be found in [37].

Wolff’s interpolation theorem will be used repeatedly throughout the next subsection. We record it here for convenience.

**Theorem 3.2** [48, Theorem 1] Let $B_i (i = 1, 2, 3, 4)$ be quasi-Banach spaces such that $B_1 \cap B_4$ is dense in $B_j (j = 2, 3)$ and satisfy:

$$B_2 = (B_1, B_3)_{\phi, r} \text{ and } B_3 = (B_2, B_4)_{\theta, q}$$

for $0 < \phi, \theta < 1$ and $0 < r, q \leq \infty$. Then

$$B_2 = (B_1, B_4)_{\xi, r} \text{ and } B_3 = (B_1, B_4)_{\zeta, q},$$

where $\xi = \frac{\phi \theta}{1 - \phi + \phi \theta}$ and $\zeta = \frac{\theta}{1 - \phi + \phi \theta}$.

In order to make the presentation below more concise, we introduce the following terminology.

**Definition 3.3** A family of quasi-Banach spaces $(A_p, \gamma)_{p, \gamma \in (0, \infty]}$ is said to form a real interpolation scale on an interval $I \subseteq \mathbb{R} \cup \{\infty\}$ if for every $p, q \in I$, $0 < \gamma_1, \gamma_2, \gamma \leq \infty$, $0 < \theta < 1$, and $1/r = (1 - \theta)p + \theta/q$,

$$A_{r, \gamma} = (A_{p, \gamma_1}, A_{q, \gamma_2})_{\theta, \gamma}$$

with equivalent quasi-norms.

The next result may be viewed as a version of Wolff’s interpolation theorem at the level of family of real interpolation scale.

**Lemma 3.4** Assume that a family of quasi-Banach spaces $(A_p, \gamma)_{p, \gamma \in (0, \infty]}$ forms a real interpolation scale on two different intervals $I$ and $J$. If $|J \cap I| > 1$, then $(A_p, \gamma)_{p, \gamma \in (0, \infty]}$ forms a real interpolation scale on $I \cup J$.

**Proof** We may assume that $I$ and $J$ are closed intervals. As $|J \cap I| > 1$, we may assume that $\sup I > \inf J$ and $I \cap J = [w_1, w_2]$ where $w_1 = \inf J$ and $w_2 = \sup I$. Fix $p \in I \setminus J$, $q \in J \setminus I$, and $0 < \gamma_1, \gamma_2, \gamma \leq \infty$. We divide the proof into three cases.

Case 1. Assume that $r_1 \in (w_1, w_2)$.

Since both $p$ and $w_2$ belong to $I$, by assumption, for any given $0 < \gamma_3 \leq \infty$,

$$A_{r_1, \gamma} = (A_{p, \gamma_1}, A_{w_2, \gamma_3})_{\theta_1, \gamma},$$

where $1/r_1 = (1 - \theta_1)/p + \theta_1/w_2$.

On the other hand, as $r_1$ and $q$ belong to $J$ and $r_1 < w_2 < q$, the assumption also gives that

$$A_{w_2, \gamma_3} = (A_{r_1, \gamma}, A_{q, \gamma_2})_{\psi_1, \gamma_3}$$
where $1/w_2 = (1 - \psi_1)/r_1 + \psi_1/q$. Applying Wolff’s interpolation theorem, with $B_1 = A_{\psi_1, \lambda}, B_2 = A_{r_1, \gamma}, B_3 = A_{w_2, \gamma},$ and $B_4 = A_{\lambda, \gamma}$, we deduce that

$$A_{r_1, \gamma} = (A_{\psi_1, \lambda}, A_{\lambda, \gamma})_{\theta, \gamma},$$

where $\theta = \frac{\theta_1 \psi_1}{1 - \theta_1 + \theta_1 \psi_1}$. One can readily verify that $1/r_1 = (1 - \theta)/p + \theta/q$.

\diamond Case 2. Assume that $r_2 \in (p, w_1]$.

Fix $w_3 \in (w_1, w_2)$. Since $p < r_2 < w_3$ and $p, w_3 \in I$, by assumption, we have for every $0 < \gamma_3 \leq \infty$,

$$A_{r_2, \gamma} = (A_{p, \gamma}, A_{w_3, \gamma})_{\theta_2, \gamma},$$

where $1/r_2 = (1 - \theta_2)/p + \theta_2/w_3$. Using the previous case with $r_2$ in place of $p$ and $w_3$ in place of $r_1$, we have

$$A_{w_3, \gamma} = (A_{r_2, \gamma}, A_{q, \gamma})_{\psi_2, \gamma}$$

with $1/w_3 = (1 - \psi_2)/r_2 + \psi_2/q$. Using Wolff’s interpolation theorem with $B_1 = A_{p, \gamma}, B_2 = A_{r_2, \gamma}, B_3 = A_{w_3, \gamma},$ and $B_4 = A_{q, \gamma}$, we obtain that

$$A_{r_2, \gamma} = (A_{p, \gamma}, A_{q, \gamma})_{\theta, \gamma},$$

where $\theta = \frac{\theta_2 \psi_2}{1 - \theta_2 + \theta_2 \psi_2}$. As before, one can verify that $1/r_2 = (1 - \theta)/p + \theta/q$.

\diamond Case 3. Assume $r_3 \in [w_2, p)$.

As in the previous case, let $w_3 \in (w_1, w_2)$. Since $w_3, r_3, q \in I$, we have

$$A_{r_3, \gamma} = (A_{w_3, \gamma}, A_{q, \gamma})_{\theta_3, \gamma},$$

where $1/r_3 = (1 - \theta_3)/w_3 + \theta_3/q$. Next, we apply Case 1 with $w_3$ in place of $r_1$ in order to get that

$$A_{w_3, \gamma} = (A_{p, \gamma}, A_{q, \gamma})_{\psi_3, \gamma}$$

with $1/w_3 = (1 - \psi_3)/p + \psi_3/q$. The desired statement can be deduced as in Case 2.

Combining the three cases above, we may state that if $p \in I \setminus J, q \in J \setminus I, 0 < \gamma_1, \gamma_2, \gamma \leq \infty, 0 < \theta < 1,$ and $1/r = (1 - \theta)/p + \theta/q$, then

$$A_{r, \gamma} = (A_{p, \gamma}, A_{q, \gamma})_{\theta, \gamma},$$

which is equivalent to the statement that the family $(A_{p, \gamma})_{p, \gamma \in (0, \infty]}$ forms a real interpolation scale on the interval $I \cup J$.

We now state the primary result of the paper. It is an extension of [1, Theorem 4.8] to the full range $0 < p < \infty$ and a noncommutative generalization of (1.3) (see also [46]).

Theorem 3.5 If $0 < \theta < 1, 0 < p < \infty, and 0 < \lambda, \gamma \leq \infty$, then for $1/r = (1 - \theta)/p$,

$$(h_{p, \lambda}^c (\mathcal{M}), bmo^c (\mathcal{M}))_{\theta, \gamma} = h_{r, \gamma}^c (\mathcal{M})$$

with equivalent quasi-norms.
Before we proceed, we should point out that for \(0 < p < \infty\) and \(0 < \lambda \leq \infty\), the pair \((\ell^p, \lambda)(\mathcal{M}), \text{bmo}^\epsilon(\mathcal{M})\) forms a compatible couple. Indeed, as described in the preliminary section, \(\ell^p, \lambda)(\mathcal{M})\) embeds isometrically into \(L_{p, \lambda}(\mathcal{M} \otimes B(\ell_2(\mathbb{N}^2)))\) which in turn is continuously embedded into the topological vector space \(L_0(\mathcal{M} \otimes B(\ell_2(\mathbb{N}^2)))\). Now we verify that \(\text{bmo}^\epsilon(\mathcal{M})\) also embeds continuously into \(L_0(\mathcal{M} \otimes B(\ell_2(\mathbb{N}^2)))\). This is immediate if \(\mathcal{M}\) is finite as \(\text{bmo}^\epsilon(\mathcal{M}) \subseteq \ell_1(\mathcal{M}) \subseteq L_0(\mathcal{M} \otimes B(\ell_2(\mathbb{N}^2)))\). When \(\mathcal{M}\) is infinite, this can be achieved as follows: since \(\mathcal{M}_1\) is semifinite, choose a family of mutually disjoint finite projections \((e_j)_{j \in J}\) in \(\mathcal{M}_1\) so that \(\sum_{j \in J} e_j = 1\) for the strong operator topology. Let \(x = (x_n)_{n \geq 1} \in \text{bmo}^\epsilon(\mathcal{M})\) and for each \(j \in J\), set \(xe_j = (x_n e_j)_{n \geq 1}\). It is clear that \(xe_j \in \text{bmo}^\epsilon(\mathcal{M})\) and \(s^n_2(xe_j) = e_j s^n_2(x)e_j\). Since \(\tau(e_j) < \infty\), \(xe_j \in \ell^2(\mathcal{M})\). Therefore \(\mathcal{U}D_c(xe_j)\) is well-defined in \(L_0(\mathcal{M} \otimes B(\ell_2(\mathbb{N}^2)))\). Moreover, the module property of \(\mathcal{U}\) implies that \(\mathcal{U}D_c(xe_j) = \mathcal{U}D_c(xe_j) \cdot (e_j \otimes Id)\) where \(Id\) is the identity of \(B(\ell_2(\mathbb{N}^2))\). This implies that \(\sum_{j \in J} \mathcal{U}D_c(xe_j)\) converges in measure. This shows in particular that the map \(x \mapsto \sum_{j \in J} \mathcal{U}D_c(xe_j)\) provides a continuous embedding of \(\text{bmo}^\epsilon(\mathcal{M})\) into \(L_0(\mathcal{M} \otimes B(\ell_2(\mathbb{N}^2)))\).

Similarly, if \(0 < r, s \leq \infty\), then \((L^r_{\text{cond}}(\mathcal{M}; \ell^r_2), L^s_{\text{cond}}(\mathcal{M}; \ell^s_2))\) is a compatible couple as both spaces embed continuously into \((L^r_{\text{cond}}(\mathcal{M}; \ell^r_2), L^s_{\text{cond}}(\mathcal{M}; \ell^s_2))\).

We need some preparation for the proof. We consider the Orlicz structure of the symmetric function space \(L_r + tL_s\) for any given \(0 < r < s < \infty\) and \(t > 0\). To describe this structure, we consider the following Orlicz function:

\[
\Phi_t^{(r,s)}(u) = \min\{u^r, t^su^s\}, \quad u \geq 0.
\]

One can verify that \(\Phi_t^{(r,s)}(\cdot)\) is \(r\)-convex and \(s\)-concave. According to [15, Lemma 3.2], we have for every \(f \in L_r + L_s\) and \(t > 0\),

\[
2^{-1-1/r} \|f\|_{\Phi_t^{(r,s)}} \leq K(f, t; L_r, L_s) \leq 2 \|f\|_{\Phi_t^{(r,s)}}.
\]

In particular, the Orlicz space \(L_{\Phi_t^{(r,s)}}\) coincides with the space \(L_r + tL_s\) with isomorphism constant depending only on the index \(r\) and therefore independent of \(t\).

Let \(0 < p, q, r, s < 2\) and assume that \(p < q, 1/p = 1/2 + 1/r, \) and \(1/q = 1/2 + 1/s\). One can easily check that

\[
L_p + tL_q = L_2 \odot (L_r + tL_s).
\]

It follows by identification that the following factorization holds for the corresponding Orlicz spaces:

\[
L_{\Phi_t^{(p,q)}} = L_2 \odot L_{\Phi_t^{(r,s)}}
\]

with constants depending only on the indices \(p\) and \(q\).

We will verify that the atomic decomposition results from Theorem 2.8 and Proposition 2.12 apply to this specific factorization. Ideally, we would like to have that the function \(u \mapsto u^{-1/2}(\Phi_t^{(r,s)})^{-1}(u)\) is equivalent to \((\Phi_t^{(p,q)})^{-1}\) but in order to avoid working with inverse functions, we will proceed directly to proving a corresponding result to Lemma 2.4. It also highlights the fact that for this particular case, integral representations of the Orlicz functions involved are not needed. To this end,
set for $u > 0$, 

$$\psi_t^{(p,q)}(u) := (u^{2-p} + t^{-q} u^{2-q})^{-1}. $$

We have the following properties:

**Lemma 3.6**

(i) $\psi_t^{(p,q)}(u) \approx_{p,q} u^{-2} \Phi_t^{(p,q)}(u)$;

(ii) $\Phi_t^{(r,s)}(\psi_t^{(p,q)}(u))^{-1/2} \lesssim_{p,q} \Phi_t^{(p,q)}(u)$;

(iii) $u \mapsto \psi_t^{(p,q)}(u^{1/2})$ is operator monotone decreasing; and

(iv) for any increasing sequence of positive operators $a_n \uparrow a$, we have

$$\sum_{n \geq 1} \tau((a_{n+1}^2 - a_n^2) \psi_t^{(p,q)}(a_{n+1})) \lesssim_{p,q} \tau(\Phi_t^{(p,q)}(a)).$$

**Proof** For the first item $(i)$, we write $u^{-2} \Phi_t^{(p,q)}(u) = \min\{u^{-2+p}, t^q u^{-2+q}\} = (\max\{u^{-2-p}, t^{-q} u^{-2-p}\})^{-1}$ and note that

$$2^{-1}(u^{2-p} + t^{-q} u^{2-p}) \leq \max\{u^{2-p}, t^{-q} u^{2-p}\} \leq u^{2-p} + t^{-q} u^{2-p}.$$  

It follows from taking inverses that

$$\psi_t^{(p,q)}(u) \leq u^{-2} \Phi_t^{(p,q)}(u) \leq 2 \psi_t^{(p,q)}(u).$$

Next, item $(iii)$ can be seen as follows: if $a$ and $b$ are positive operators with $a \leq b$ then since $0 < 1 - (p/2) < 1$ and $0 < 1 - (q/2) < 1$, we have

$$a^{1-(p/2)} + t^q a^{1-(q/2)} \leq b^{1-(p/2)} + t^q b^{1-(q/2)}.$$  

Taking inverse operators, we see that

$$\psi_t^{(p,q)}(b^{1/2}) \leq \psi_t^{(p,q)}(a^{1/2}).$$

This shows that $u \mapsto \psi_t^{(p,q)}(u^{1/2})$ is operator monotone decreasing.

With the equivalence $(i)$ on hand, the proof of $(iv)$ is identical to the proof of [44, Lemma 3.4] so we leave it to the reader. It remains to verify $(ii)$. From the equivalence $(i)$, it suffices to prove that

$$\Phi_t^{(r,s)}(u(\Phi_t^{(p,q)}(u))^{-1/2}) \lesssim_{p,q} \Phi_t^{(p,q)}(u).$$

Since $u(\Phi_t^{(p,q)}(u))^{-1/2} = \max\{u^{1-p/2}, t^{-q/2} u^{1-q/2}\}$, we have from the definition of $\Phi_t^{(r,s)}(\cdot)$ that

$$\Phi_t^{(r,s)}(u(\Phi_t^{(p,q)}(u))^{-1/2}) = $$

$$\min\{\max\{(u^{1-p/2})^r, (t^{-q/2} u^{1-q/2})^r\}, \max\{t^s(u^{1-p/2})^s, t^s(t^{-q/2} u^{1-q/2})^s\}\}. $$

Note that $(u^{1-p/2})^r = u^p$ and $t^s(t^{-q/2} u^{1-q/2})^s = t^q u^q$. If $u^{1-(p/2)} \geq t^{-q/2} u^{1-q/2}$ then $t^q u^q \geq u^p$. In particular, $\Phi_t^{(p,q)}(u) = u^p$. Then (3.2) implies that

$$\Phi_t^{(r,s)}(u(\Phi_t^{(p,q)}(u))^{-1/2}) = \min\{u^p, t^s(u^{1-(p/2)})^s\} \lesssim \Phi_t^{(p,q)}(u).$$
Similarly, if \( u^{1-(p/2)} \leq t^{-q/2} u^{1-q/2} \) then \( t^q u^q \leq u^p \) and therefore, \( \Phi_t^{(p,q)}(u) = t^q u^q \). We can deduce from (3.2) that

\[
\Phi_t^{(r,s)}(u(\Phi_t^{(p,q)}(u))^{-1/2}) = \min \left\{ (t^{-q/2} u^{1-q/2})^r, t^q u^q \right\} \leq \Phi_t^{(p,q)}(u).
\]

This completes the proof. \(\square\)

The next proposition constitutes the decisive step toward our proof of Theorem 3.5. We formulate it here for the more general conditioned spaces.

**Proposition 3.7** Let \( \nu \) be a positive integer with \( \nu \geq 2 \). Assume that \( 2/(\nu + 1) < p \leq 2/\nu \) and \( p < q < 2/(\nu - 1) \). If \( x \in \mathfrak{F} \), then for every \( t > 0 \),

\[
K(x, t; L_p^{\text{cond}}(M; \ell_2^\nu), L_q^{\text{cond}}(M; \ell_2^\nu)) \approx_{p,q} K(\sigma_c(x), t; L_p(M), L_q(M)).
\]

**Proof** \(\bullet\) We observe first that one inequality in the equivalence follows easily from the isometric embeddings described in the preliminary section. Indeed, let \( x \in \mathfrak{F} \) and set \( N = M \overline{\otimes} B(\ell_2(\mathbb{N}^2)) \). Recall that for \( 0 < r \leq \infty \), the map \( U : L_r^{\text{cond}}(M; \ell_2^\nu) \to L_r(N) \) is an isometry satisfying the identity

\[
|U(x)| = \sigma_c(x) \otimes e_{1,1} \otimes e_{1,1}.
\]

It follows that for every \( t > 0 \),

\[
K(\sigma_c(x), t; L_p(M), L_q(M)) = K(|U(x)|, t; L_p(N), L_q(N))
\]

\[
= K(U(x), t; L_p(N), L_q(N))
\]

\[
\leq K(x, t; L_p^{\text{cond}}(M; \ell_2^\nu), L_q^{\text{cond}}(M; \ell_2^\nu)),
\]

which verifies one inequality with constant 1.

\(\bullet\) The reverse inequality is more involved. We consider the following two finite sequences of indices: set \( p_0 = p \) and \( q_0 = q \) and for \( 1 \leq m \leq \nu - 1 \),

\[
1/p_{m-1} = 1/2 + 1/p_m \quad \text{and} \quad 1/q_{m-1} = 1/2 + 1/q_m.
\]

From earlier discussions, the following factorization holds for the respective Orlicz spaces:

\[
L_{\Phi_t^{(p_{m-1}, q_{m-1})}} = L_2 \otimes L_{\Phi_t^{(p_m, q_m)}}.
\]

We note that by Lemma 3.6, atomic decompositions stated in Theorem 2.8 and Proposition 2.12 apply to each of these factorizations.

The main idea in the argument below is to repeatedly apply the above factorization until one gets indices that are strictly larger than 1. At that point, splittings into adapted sequences are possible via the noncommutative Stein inequality. The restriction imposed on the values of \( p \) and \( q \) is needed in the argument since at every step (except the last one) we need both indices \( p_m \) and \( q_m \) to remain in the open interval \((0, 2)\) so that algebraic atomic decompositions from the previous section can be applied.

We now present the details of the proof. Assume first that \( x \in \mathfrak{F}^0 \) (the general case will be dealt later).
Fix $t > 0$. We apply Theorem 2.8 to the Orlicz space $L_{\Phi_t^{(p,q)}}$. We have the following factorization:

\begin{equation}
    x = \alpha^{(1)} \cdot \beta^{(1)},
\end{equation}

where $\alpha^{(1)}$ is a strictly lower triangular matrix with entries in $L_2(M)$ and $\beta^{(1)}$ is an adapted column matrix in $L_{\Phi_t^{(p,q)}}(M; \ell_2^q)$ satisfying:

\begin{equation}
    \|\alpha^{(1)}\|_2 \cdot \|\beta^{(1)}\|_{L_{\Phi_t^{(p,q)}}(M; \ell_2^q)} \leq p \cdot q \cdot \|\sigma_c(x)\|_{L_{\Phi_t^{(p,q)}}(M)}.
\end{equation}

Next, we inductively construct finite sequences $\{\alpha^{(m)} : 2 \leq m \leq \nu - 1\}$ and $\{\beta^{(m)} : 1 \leq m \leq \nu - 1\}$ where the $\alpha^{(m)}$s are lower triangular matrices taking values in $L_2(M)$ satisfying $\alpha^{(m)}_{n,j} \in L_2(M_n)$ for $1 \leq j \leq n$, and the $\beta^{(m)}$s are adapted column matrices. Both sequences satisfy for $2 \leq m \leq \nu - 1$:

\begin{equation}
    \beta^{(m-1)} = \alpha^{(m)} \cdot \beta^{(m)}
\end{equation}

and

\begin{equation}
    \|\alpha^{(m)}\|_2 \cdot \|\beta^{(m)}\|_{L_{\Phi_t^{(p,q)}}(M; \ell_2^q)} \leq p \cdot q \cdot \|\beta^{(m-1)}\|_{L_{\Phi_t^{(p,q)}}(M; \ell_2^q)},
\end{equation}

This is done by applying Proposition 2.12 to $\beta^{(m-1)} \in L_{\Phi_t^{(p_{m-1},q_{m-1})}}(M; \ell_2^q)$. The constant depends on $p_{m-1}$ and $q_{m-1}$ but since they depend on $p$ and $q$ respectively, we may state that for each step, the constant depends on $p$ and $q$.

Clearly, the above construction induces a factorization:

\begin{equation}
    x = \alpha^{(1)} \cdot \cdots \cdot \alpha^{(\nu - 1)} \cdot \beta^{(\nu - 1)}.
\end{equation}

Now, we consider the adapted sequence $\beta^{(\nu - 1)} \in L_{\Phi_t^{(p_{\nu - 1},q_{\nu - 1})}}(M; \ell_2^q)$. By identification, we have $\beta^{(\nu - 1)} \in (L_{p_{\nu - 1}} + tL_{q_{\nu - 1}})(M; \ell_2^q) = L_{p_{\nu - 1}}(M; \ell_2^q) + tL_{q_{\nu - 1}}(M; \ell_2^q)$.

It follows from the definition of sum of two Banach spaces that $\beta^{(\nu - 1)}$ admits a decomposition $\beta^{(\nu - 1)} = \xi^{(1)} + \xi^{(2)}$ with $\xi^{(1)} \in L_{p_{\nu - 1}}(M; \ell_2^q)$ and $\xi^{(2)} \in L_{q_{\nu - 1}}(M; \ell_2^q)$ satisfying the norm estimate:

\begin{equation}
    \|\xi^{(1)}\|_{L_{p_{\nu - 1}}(M; \ell_2^q)} + t \|\xi^{(2)}\|_{L_{q_{\nu - 1}}(M; \ell_2^q)} \leq 2 \|\beta^{(\nu - 1)}\|_{(L_{p_{\nu - 1}} + tL_{q_{\nu - 1}})(M; \ell_2^q)}.
\end{equation}

The important fact here is that $1 < p_{\nu - 1} < q_{\nu - 1} < \infty$. By applying the noncommutative Stein inequality [37], we may replace $\xi^{(1)}$ and $\xi^{(2)}$ by adapted sequences $\xi^{(1)} = \{\xi_n^{(1)}(\xi_n^{(1)})\}_{n \geq 1}$ and $\xi^{(2)} = \{\xi_n^{(2)}(\xi_n^{(2)})\}_{n \geq 1}$ satisfying:

\begin{equation}
    \|\xi^{(1)}\|_{L_{p_{\nu - 1}}(M; \ell_2^q)} + t \|\xi^{(2)}\|_{L_{q_{\nu - 1}}(M; \ell_2^q)} \leq C_{p,q} \|\beta^{(\nu - 1)}\|_{(L_{p_{\nu - 1}} + tL_{q_{\nu - 1}})(M; \ell_2^q)}.
\end{equation}

The constant $C_{p,q}$ can be taken to be equal to $2 \max\{p_{\nu - 1}, q_{\nu - 1}\}$ where $\gamma_r$ is the constant from the noncommutative Stein inequality for $1 < r < \infty$. This justifies that $C_{p,q}$ depends only on $p$ and $q$ since $p_{\nu - 1}$ and $q_{\nu - 1}$ depend on $p$ and $q$ respectively.

Next, we consider two sequences of operators by setting:

\begin{equation}
    x^{(1)} = \alpha^{(1)} \cdot \cdots \cdot \alpha^{(\nu - 1)} \cdot \xi^{(1)} \quad \text{and} \quad x^{(2)} = \alpha^{(1)} \cdot \cdots \cdot \alpha^{(\nu - 1)} \cdot \xi^{(2)}.
\end{equation}
Since $\beta^{(v-1)} = \zeta^{(1)} + \zeta^{(2)}$, we clearly have $x = x^{(1)} + x^{(2)}$. We claim that $x^{(1)} \in L^p_{\text{cond}}(M; \ell^2_\xi)$ and $x^{(2)} \in L^q_{\text{cond}}(M; \ell^2_\xi)$, indeed, let $y^{(1)} = \alpha^{(2)} \ldots \alpha^{(v-1)}$, $\zeta^{(1)}$ and $y^{(2)} = \alpha^{(2)} \ldots \alpha^{(v-1)}$, $\zeta^{(2)}$. The fact that $\zeta^{(1)}$ is adapted and the property that $\alpha^{(v-1)}_{m,j} \in L_2(M_n)$ for $1 \leq j \leq n$ implies that $\beta^{(v-2)} = \alpha^{(v-1)} \cdot \zeta^{(1)}$ is an adapted sequence. Moreover, by Hölder’s inequality, we have $\beta^{(v-2)} \in L^p_{\text{cond}}(M; \ell^2_\xi)$ with

$$\left\| \beta^{(v-2)} \right\|_{L^p_{\text{cond}}(M; \ell^2_\xi)} \leq \left\| \alpha^{(v-1)} \right\|_{L^q_{\text{cond}}(M; \ell^2_\xi)} \cdot \left\| \zeta^{(1)} \right\|_{L^p_{\text{cond}}(M; \ell^2_\xi)}.$$ 

One can work backward and set $\beta^{(m-1)} = \alpha^{(m)} \cdot \beta^{(m)}$ for $2 \leq m \leq v - 2$ to see that $y^{(1)}$ is an adapted column sequence. Moreover, a repeated use of Hölder’s inequality yields:

$$\left\| y^{(1)} \right\|_{L^p_{\text{cond}}(M; \ell^2_\xi)} \leq \left( \prod_{m=2}^{v-1} \left\| \alpha^{(m)} \right\|_{L^p_{\text{cond}}(M; \ell^2_\xi)} \right) \cdot \left\| \zeta^{(1)} \right\|_{L^p_{\text{cond}}(M; \ell^2_\xi)} < \infty. $$

Since $\alpha^{(1)}$ is strictly lower triangular and $y^{(1)}$ is adapted, it follows that $x^{(1)} = \alpha^{(1)} \cdot y^{(1)} \in L^p_{\text{cond}}(M; \ell^2_\xi)$. Similar argument can be applied to deduce that $x^{(2)} \in L^q_{\text{cond}}(M; \ell^2_\xi)$.

We now verify that the decomposition $x = x^{(1)} + x^{(2)}$ provides the desired inequality between the two $K$-functionals. Indeed, we have the following norm estimates:

$$K(x, t; L^p_{\text{cond}}(M; \ell^2_\xi), L^q_{\text{cond}}(M; \ell^2_\xi)) \leq \left\| x^{(1)} \right\|_{L^p_{\text{cond}}(M; \ell^2_\xi)} + t \left\| x^{(2)} \right\|_{L^q_{\text{cond}}(M; \ell^2_\xi)} \leq \left( \prod_{m=1}^{v-1} \left\| \alpha^{(m)} \right\|_{L^p_{\text{cond}}(M; \ell^2_\xi)} \right) \cdot \left\| \zeta^{(1)} \right\|_{L^p_{\text{cond}}(M; \ell^2_\xi)} + t \left\| \zeta^{(2)} \right\|_{L^q_{\text{cond}}(M; \ell^2_\xi)} \leq_{p,q} \left( \prod_{m=1}^{v-1} \left\| \alpha^{(m)} \right\|_{L^p_{\text{cond}}(M; \ell^2_\xi)} \right) \cdot \left\| \beta^{(v-1)} \right\|_{L^q_{\text{cond}}(M; \ell^2_\xi)} \leq_{p,q} \left( \prod_{m=1}^{v-1} \left\| \alpha^{(m)} \right\|_{L^p_{\text{cond}}(M; \ell^2_\xi)} \right) \cdot \left\| \beta^{(v-1)} \right\|_{L^q_{\text{cond}}(M; \ell^2_\xi)}.$$ 

Applying (3.6) successively $(v - 2)$-times, we get

$$K(x, t; L^p_{\text{cond}}(M; \ell^2_\xi), L^q_{\text{cond}}(M; \ell^2_\xi)) \leq_{p,q} \left\| \alpha^{(1)} \right\|_{L^p_{\text{cond}}(M; \ell^2_\xi)} \cdot \left\| \beta^{(1)} \right\|_{L^q_{\text{cond}}(M; \ell^2_\xi)}.$$ 

By (3.4) and norm equivalence, we arrive at

$$K(x, t; L^p_{\text{cond}}(M; \ell^2_\xi), L^q_{\text{cond}}(M; \ell^2_\xi)) \leq_{p,q} \left\| \sigma_c(x) \right\|_{L^p_{\text{cond}}(M; \ell^2_\xi)}.$$ 

This proves the case where $x \in \mathcal{F}^0$.

We now consider an arbitrary $x = (x_n)_{n \geq 2} \in \mathcal{F}$. Let $z = (0, x_2, x_3, \ldots) \in \mathcal{F}^0$. By the direct sum (2.4) and the previous case, we have:

$$K(x, t; L^p_{\text{cond}}(M; \ell^2_\xi), L^q_{\text{cond}}(M; \ell^2_\xi)) \leq_{p,q} K(x_1, t; L^p((M, E_1), L^q((M, E_1)) + K(z, t; L^p_{\text{cond}}(M; \ell^2_\xi), L^q_{\text{cond}}(M; \ell^2_\xi)) \leq_{p,q} K(x_1, t; L^p((M, E_1), L^q((M, E_1)) + K(\sigma_c(z), t; L^p(M), L^q(M)).$$
Since \( u_1(L_p^c(M, E_1)) \) and \( u_1(L_q^c(M, E_1)) \) are one complemented in \( L_p(M; \ell_2^c) \) and \( L_q(M; \ell_2^c) \) respectively, we have
\[
K(x, t; L_p^c(M, E_1), L_q^c(M, E_1)) = K(u_1(x), t; L_p(M; \ell_2^c), L_q(M; \ell_2^c))
\]
As \( |u_1(x)| = E_1(|x|^2) \), it follows that
\[
K(x, t; L_p^c(M, E_1), L_q^c(M, E_1)) = K(E_1(|x|^2), t; L_p(M), L_q(M)).
\]
Using the fact that for every \( 0 < r < \infty, h_r^c(M) \) embeds isometrically into a one-complemented subspace of \( L_p^c(M; \ell_2^c) \), the next result follows immediately from Proposition 3.7.

**Corollary 3.8** Let \( \nu \) be a positive integer with \( \nu \geq 2 \). Assume that \( 2/(\nu + 1) < p \leq 2/\nu \) and \( p < q < 2/(\nu - 1) \). If \( y \) is a finite martingale in \( \mathfrak{F}(M) \) then for every \( t > 0 \),
\[
K(y, t; h_r^c(M), h_q^c(M)) \approx_{p,q} K(s_c(y), t; L_p(M), L_q(M)).
\]

**Remark 3.9** Since \( \mathfrak{F} \) is dense in \( L_p^c(M; \ell_2^c) + L_q^c(M; \ell_2^c) \), we have the following more general assertion that under the assumption of Proposition 3.7, for every \( x \in L_p^c(M; \ell_2^c) + L_q^c(M; \ell_2^c) \) and \( t > 0 \),
\[
K(x, t; L_p^c(M; \ell_2^c), L_q^c(M; \ell_2^c)) \approx_{p,q} K(U(x), t; L_p(N), L_q(N)),
\]
where \( N = M \otimes B(\ell_2(N^2)) \).

Similarly, since \( \mathfrak{F}(M) \) is dense in \( h_p^c(M) + h_q^c(M) \), it follows that for every \( y \in h_p^c(M) + h_q^c(M) \) and \( t > 0 \),
\[
K(y, t; h_p^c(M), h_q^c(M)) \approx_{p,q} K(U_d(y), t; L_p(N), L_q(N)).
\]

### 3.1 Proof of Theorem 3.5

We consider first two important intermediate cases. One is the Banach space range and the other is when the distance between the two indices is small enough. We begin with the latter.

**Lemma 3.10** Let \( \nu_0 \geq 2 \). Consider \( 2/(\nu_0 + 1) < p_0 \leq 2/\nu_0 \) and \( p_0 < p_1 < 2/(\nu_0 - 1) \). If \( 0 < \theta < 1, 0 < \gamma_0, \gamma_1, \gamma \leq \infty \), and \( 1/r = (1 - \theta)/p_0 + \theta/p_1 \), then
\[
h^{c}_{r,\gamma}(M) = (h^{c}_{p_0,\gamma_0}(M), h^{c}_{p_1,\gamma_1}(M))_{\theta,\gamma}
\]
with equivalent quasi-norms.

**Proof** This will be deduced from Corollary 3.8 (see also Remark 3.9) and the description of noncommutative Lorentz spaces as real interpolation of the couple.
Proving that if $1 < r < q < \infty$, then we have:
\[
\|y\|_{h_r^\varepsilon} = \|U\mathcal{D}_c(y)\|_{L_c(N)} \\
\approx \|U\mathcal{D}_c(y)\|_{(L_{p_0}(N), L_{p_1}(N))_{\theta', r}} \\
\approx \|y\|_{(h_{p_0}^\varepsilon(M), h_{p_1}^\varepsilon(M))_{\theta', r}},
\]
where the last equivalence comes from the comparison of $K$-functionals stated in Remark 3.9. This clearly shows that $h_r^\varepsilon(M) = (h_{p_0}^\varepsilon(M), h_{p_1}^\varepsilon(M))_{\theta', r}$. The full generality as stated in the lemma follows by reiteration.

The next lemma is the infinite version of the Banach space case. It will be deduced from Lemma 3.10 and Wolff's interpolation theorem. Since our approach differs from [1], we include the details.

**Lemma 3.11** Let $1 < p < r < \infty$. If $1/r = (1 - \theta)/p$ then
\[
h_r^\varepsilon(M) = (h_{p_0}^\varepsilon(M), bmo^\varepsilon(M))_{\theta', r}
\]
with equivalent norms.

**Proof** We will verify first that if $1 < r < q < \infty$ then
\[
h_r^\varepsilon(M) = (h_{p_0}^\varepsilon(M), h_{p_1}^\varepsilon(M))_{\psi, r}
\]
for $1/r = (1 - \psi) + \psi/q$. We separate the proof of (3.9) into three cases:

- $1 < r < q < 2$. This follows immediately from using $\nu_0 = 2, p_0 = 1$, and $p_1 = q$ in Lemma 3.10.
- $1 < r < 2 \leq q < \infty$. Fix $\nu$ such that $1 < r < \nu < 2 \leq q$. Applying the previous case, we have
\[
h_r^\varepsilon(M) = (h_{p_0}^\varepsilon(M), h_{p_1}^\varepsilon(M))_{\psi_1, r}
\]
for $1/r = (1 - \psi_1) + \psi_1/\nu$. On the other hand, since for every $1 < s < \infty$, $h_r^\varepsilon(M)$ embeds complementably into $L_s(M \overline{B}(\ell_2(\mathbb{N}^2)))$, we have for $1 < r < \nu < q < \infty$ and $1/\nu = (1 - \psi_2)/r + \psi_2/q$ that
\[
h_r^\varepsilon(M) = (h_{p_0}^\varepsilon(M), h_{p_1}^\varepsilon(M))_{\psi_2, \nu}.
\]
Set $B_1 = h_{p_0}^\varepsilon(M), B_2 = h_{p_1}^\varepsilon(M), B_3 = h_{p_2}^\varepsilon(M),$ and $B_4 = h_{p_4}^\varepsilon(M)$. It is clear that $B_1 \cap B_4$ is dense in both $B_2$ and $B_3$. Applying Wolff's interpolation theorem, we deduce (3.9) with $\psi = \psi_1 \psi_2^{-1}(1 - \psi_2 + \psi_1 \psi_2)^{-1}$. One can easily verify that this is the desired index.

- $2 \leq r < q < \infty$. Fix $1 < u < 2 \leq r < q$ and write
\[
h_r^\varepsilon(M) = (h_{p_0}^\varepsilon(M), h_{p_1}^\varepsilon(M))_{\theta, r}.
\]
Next, we have from the previous case that
\[
h_r^\varepsilon(M) = (h_{p_0}^\varepsilon(M), h_{p_1}^\varepsilon(M))_{\theta_2, u}.
\]
Applying Wolff's interpolation theorem with $B_1 = h_{p_0}^\varepsilon(M), B_3 = h_{p_2}^\varepsilon(M), B_2 = h_{p_1}^\varepsilon(M),$ and $B_4 = h_{p_4}^\varepsilon(M),$ the desired interpolation follows with $\psi = \theta_1(1 - \theta_2 + \theta_2 \theta_1)^{-1}$. This proves (3.9).
3.2 Spaces of adapted sequences

Using the description of the dual of $h^r_0(M)$ from (2.7) and the well-known fact that $(h^r_0(M))^* = h^{r'}_c(M)$ for $1 < r < \infty$ and $r'$ is its conjugate index [26], we obtain from (3.9) and the duality for interpolation [3, Theorem 3.7] that if $1 < p < r < \infty$, then

$$h^r_c(M) = (h^r_0(M), \text{bmo}^r_c(M))_{\theta,r},$$

which is the desired conclusion.

We are now ready to present the proof of Theorem 3.5. For $0 < p \leq \infty$, let $A_{p,y} := h^r_{p,y}(M)$ when $0 < p < \infty$ and $A_{\infty,y} := \text{bmo}^r_c(M)$. Consider the sequence of intervals $(I_v)_{v \geq 1}$ with $I_1 = (1, \infty]$ and for $v \geq 2$,

$$I_v = \left(\frac{2}{v+1}, \frac{2}{v-1}\right).$$

For a given $v \geq 2$, it follows from Lemma 3.10 that the family $\{A_{p,y}\}_{p,y \in (0,\infty]}$ forms a real-interpolation scale on the interval $I_v$. On the other hand, by reiteration, Lemma 3.11 gives that the family $\{A_{p,y}\}_{p,y \in (0,\infty]}$ forms a real-interpolation scale on the interval $I_1$.

Next, we have $I_1 \cap I_2 = (1,2)$ and for $v \geq 2$, $I_v \cap I_{v+1} = (2/(v+1), 2/v]$. By applying Lemma 3.4 inductively, we deduce that the family $\{A_{p,y}\}_{p,y \in (0,\infty]}$ forms a real-interpolation scale on the interval $\bigcup_{v=1}^{\infty} I_v = (0, \infty]$ which is the desired conclusion.

Adapting the argument above by using Proposition 3.7 in place of Corollary 3.8, we also obtain the corresponding result at the level of conditioned spaces.

**Proposition 3.12** If $0 < \theta < 1$, $0 < p, q < \infty$, and $0 < y \leq \infty$, then for $1/r = (1 - \theta)/p + \theta/q$,

$$\left(L_p^\text{cond}(M, \ell^q_2), L_q^\text{cond}(M, \ell^r_2)\right)_{\theta,y} = L_r^\text{cond}(M, \ell^{\gamma}_2)$$

with equivalent quasi-norms.

### 3.2 Spaces of adapted sequences

In this subsection, we apply ideas used for the case of conditioned Hardy spaces to the family of spaces of adapted sequences. We first observe that by the noncommutative Stein inequality [37], the space of adapted sequences $L^a_p(M; \ell^r_2)$ is complemented in $L^a_p(M; \ell^r_2)$ when $1 < p < \infty$. Thus, it is rather an easy task to see that the family $\{L^a_p(M; \ell^r_2)\}_{1 < p < \infty}$ forms interpolation scales. The next result extends the fact to the full range $0 < p < \infty$.

**Theorem 3.13** If $0 < \theta < 1$, $0 < p, q < \infty$, and $0 < y \leq \infty$, then for $1/r = (1 - \theta)/p + \theta/q$,

$$\left(L_p^a(M, \ell^r_2), L_q^a(M, \ell^r_2)\right)_{\theta,y} = L_r^a(M, \ell^{\gamma}_2)$$

with equivalent quasi-norms.

As in the case of conditioned spaces, the proof is based on estimates of $K$-functionals. We observe first that since $L_r(M; \ell^r_2)$ is a one-complemented subspace of $L_r(M \otimes B(\ell_2^r))$ for every $0 < r < \infty$, one can easily compute the $K$-functionals...
for the couple \((L_p(M; \ell^c_q), L_q(M; \ell^c_p))\). Adapting the argument used in the proof of Proposition 3.7 (using Proposition 2.12 in place of Theorem 2.8 in the first step), we obtain the corresponding result for spaces of adapted sequences. More precisely:

**Proposition 3.14** Let \(v\) be a positive integer with \(v \geq 2\). Assume that \(2/(v + 1) < p \leq 2/v\) and \(p < q < 2/(v - 1)\). For every sequence \(a \in L^ad_p(M; \ell^c_q) + L^ad_q(M; \ell^c_p)\) and every \(t > 0\), the following holds:

\[
K(a, t; L^ad_p(M; \ell^c_q), L^ad_q(M; \ell^c_p)) \approx_{p,q} K(S_c(a), t; L_p(M), L_q(M)).
\]

**Proof** (Sketch of the proof of Theorem 3.13) First, we use Proposition 3.14 to deduce the corresponding result to Lemma 3.10. Fix \(v_0 \geq 2\). Assume that \(2/(v_0 + 1) < p_0 \leq 2/v_0\) and \(p_0 < p_1 < 2/(v_0 - 1)\). If \(0 < \theta < 1, 0 < y_0, y_1, y \leq \infty\), and \(1/r = (1 - \theta)/p_0 + \theta/p_1\), then

\[
L^ad_{r,\gamma}(M; \ell^c_2) = (L^ad_{p_0,y_0}(M; \ell^c_2), L^ad_{p_1,y_1}(M; \ell^c_2))_{\theta,y}.
\]

Next, we deduce the Banach space range using complementation: if \(1 < p < r < q < \infty\) and \(1/r = (1 - \psi)/p + \psi/q\), then

\[
L^ad_{r}(M; \ell^c_2) = (L^ad_p(M; \ell^c_2), L^ad_q(M; \ell^c_2))_{\psi,r}.
\]

Using (3.10) and (3.11), we can repeat the inductive argument used in the proof of Theorem 3.5 with the intervals \(I_1 = (1, \infty)\) and \(I_\nu = (2/(v + 1), 2/(v - 1))\) for \(\nu \geq 2\), to conclude that the family \(\{L^ad_p(M; \ell^c_2)\}_{p \in (0,\infty); \nu \in (0,\infty)}\) forms a real interpolation scale. \(\blacksquare\)

Assume that \(1 \leq p < \infty\). We recall that the map \(D(x) = (dx_n)_{n \geq 1}\) is an isometric embedding of \(\mathcal{H}^c_p(M)\) into \(L^ad_p(M; \ell^c_2)\). Using the noncommutative Stein inequality when \(1 < p \leq \infty\) and the noncommutative Lépingle-Yor inequality when \(p = 1\) [39], the linear map

\[
\Pi((a_n)_{n \geq 1}) = (a_n - E_{n-1}(a_n))_{n \geq 1}
\]

is simultaneously bounded from \(L^ad_p(M; \ell^c_2)\) onto \(D(\mathcal{H}^c_p(M))\) for all \(1 \leq p < \infty\). As a result, one can immediately deduce from Theorem 3.13 that the interpolation

\[
(\mathcal{H}^c_p(M), \mathcal{H}^c_q(M))_{\theta,r} = \mathcal{H}^c_r(M)
\]

for \(0 < \theta < 1, 1 < q < \infty\), and \(1/r = (1 - \theta)/p + \theta/q\) holds. Due to this fact, we may view Theorem 3.13 as an extension of the real interpolation version of [32] to the quasi-Banach space range. However, when \(0 < p < 1\), the spaces of adapted sequences cannot be replaced by column martingale Hardy spaces. In fact, only one inclusion holds if column martingale Hardy spaces are used. The next result may be viewed as a noncommutative generalization of [18, Theorem 2]. We also direct the reader to its companion Corollary 3.19 below and a discussion on the non validity of the reverse inclusions. We refer to [32, 37] for the definition of \(B\mathcal{M}0^c(M)\).

**Corollary 3.15** Assume that \(0 < p < 1\) and \(0 < \theta < \infty\) are such that \(1/r = (1 - \theta)/p < 1\). Then

\[
(\mathcal{H}^c_p(M), B\mathcal{M}0^c(M))_{\theta,r} \subset \mathcal{H}^c_r(M).
\]
Proof Let $0 < \eta < 1$ such that $1 = (1 - \eta)/p + \eta/r$. Let $x \in \left( \mathcal{H}_p^\ell(M), \mathcal{H}_r^\ell(M) \right)_{\eta,1}$. Since $\mathcal{H}_u^\ell(M) \subset L_u^d(M; \ell_\xi^2)$ for $u \in \{p, r\}$, we have

$$
\|x\|_{\mathcal{H}_u^\ell(M)} = \|dx\|_{L_u^d(M; \ell_\xi^2)} \approx \|dx\|_{(L_p^d(M; \ell_\xi^2), L_r^d(M; \ell_\xi^2))_{\eta,1}} \leq \|x\|_{(\mathcal{H}_p^\ell(M), \mathcal{H}_r^\ell(M))_{\eta,1}},
$$

where the second equivalence comes from Proposition 3.13. This shows that

$$
\left( \mathcal{H}_p^\ell(M), \mathcal{H}_r^\ell(M) \right)_{\eta,1} \subset \mathcal{H}_c^\ell(M).
$$

Next, we recall that $\left( \mathcal{H}_1^\ell(M), \mathcal{BMO}^\ell(M) \right)_{\phi, r} = \mathcal{H}_c^\ell(M)$ where $1/r = 1 - \phi$. We remark that the Wolff’s interpolation theorem is valid at the level of inclusion: if $B_1 \cap B_4 \subset B_2 \cap B_3$, $(B_1, B_3)$, $\eta, q_1 \subset B_2$, and $(B_2, B_4)$, $\phi, q_2 \subset B_3$ then $(B_1, B_4)$, $\theta, q_3 \subset B_3$ whenever $0 < q_j \leq \infty$ ($j = 1, 2, 3$) and $\theta = \phi/(1 - \eta + \eta \phi)$. The verification of this fact can be found in the first part of the proof of [48, Theorem 1]. Using $B_1 = \mathcal{H}_p^\ell(M)$, $B_2 = \mathcal{H}_1^\ell(M)$, $B_3 = \mathcal{H}_c^\ell(M)$, and $B_4 = \mathcal{BMO}^\ell(M)$, we obtain the desired conclusion.

3.3 The complex method

We now turn our attention to the case of complex interpolation method which we now briefly review.

Let $S$ (respectively, $\overline{S}$) denote the open strip $\{z : 0 < \Re z < 1\}$ (respectively, the closed strip $\{z : 0 \leq \Re z \leq 1\}$) in the complex plane $\mathbb{C}$. Let $A(S)$ be the collection of $\mathbb{C}$-valued functions that are analytic on $S$ and continuous and bounded on $\overline{S}$. For a compatible couple of complex quasi-Banach spaces $(A_0, A_1)$, we denote by $\mathcal{F}_0(A_0, A_1)$ the family of functions of the form $f(z) = \sum_{k=1}^{n} f_k(z)x_k$ with $f_k \in A(S)$ and $x_k \in A_0 \cap A_1$. We equip $\mathcal{F}_0(A_0, A_1)$ with the quasi-norm:

$$
\|f\|_{\mathcal{F}_0(A_0, A_1)} = \max \left\{ \sup_{t \in \mathbb{R}} \|f(it)\|_{A_\theta}, \sup_{t \in \mathbb{R}} \|f(1 + it)\|_{A_1} \right\}.
$$

Then $\mathcal{F}_0(A_0, A_1)$ becomes a quasi-Banach space. For $0 < \theta < 1$, the complex interpolation norm on $A_0 \cap A_1$ is defined by:

$$
\|x\|_{[A_0, A_1]_{\theta}} = \inf \left\{ \|f\|_{\mathcal{F}_0(A_0, A_1)} : f(\theta) = x, f \in \mathcal{F}_0(A_0, A_1) \right\}.
$$

The complex interpolation space (of exponent $\theta$) $[A_0, A_1]_{\theta}$ is defined as the completion of the quasi-normed space $(A_0 \cap A_1, \| \cdot \|_{[A_0, A_1]_{\theta}})$.

As in the real method, complex interpolations of the couple $(L_p, L_q)$ (for $0 < p < q \leq \infty$) are well-known. Indeed, if $N$ is a semifinite von Neumann algebra and $0 < \theta < 1$, then

$$
[L_p(N), L_q(N)]_{\theta} = L_r(N)
$$

isometrically for $1/r = (1 - \theta)/p + \theta/q$. This fact comes from [49, Theorem 4.1] (see also [38]).

The next result is the version of Theorem 3.5 for the complex method.
**Theorem 3.16** If $0 < p, q < \infty$, $0 < \theta < 1$, and $\frac{1}{r} = \frac{1}{p} + \frac{\theta}{q}$, then

\[ h^e_r(M) = \left[ h^e_p(M), h^e_q(M) \right]_\theta \]

with equivalent quasi-norms.

For the proof, we will use the next result which provides a connection between complex interpolation method and real interpolation method that is valid for quasi-Banach spaces. We should note that for Banach spaces, the inequality in the next theorem is actually an equivalence but for quasi-Banach spaces only one inequality is valid in its full generality.

**Theorem 3.17** [9, Theorem 3] Let $(A_0, A_1)$ be a compatible couple of quasi-Banach spaces. Let $0 < \theta_j < 1$, $0 < \theta < 1$, and $0 < \gamma_j \leq \infty$. Denote $E_j = (A_0, A_1)_{\theta_j, \gamma_j}$ for $j = 0, 1$. If $1/\gamma = (1 - \theta)/\gamma_0 + \theta/\gamma_1$ and $\lambda = (1 - \theta)\theta_0 + \theta\theta_1$ then for every $a \in A_0 \cap A_1 \subset E_0 \cap E_1$,

\[ \|a\|_{E_0, E_1} \leq C \|a\|_{(A_0, A_1)_{\lambda, \gamma}}. \]

**Proof** (of Theorem 3.16) Assume that $0 < p < q < \infty$ and fix $0 < p_0 < p$. Then according to Theorem 3.5, $h^e_p(M) = (h^e_{p_0}(M), bmo^e(M))_{\theta_0, p}$ and $h^e_q(M) = (h^e_{p_0}(M), bmo^e(M))_{\theta_1, q}$ where $1/p = (1 - \theta_0)/p_0$ and $1/q = (1 - \theta_1)/p_0$. We may state from Theorem 3.17 that if $1/\gamma = (1 - \theta)/p + \theta/q$ and $\lambda = (1 - \theta)\theta_0 + \theta\theta_1$ then for every $a \in h^e_{p_0}(M) \cap bmo^e(M)$,

\[ \|a\|_{[h^e_p(M), h^e_q(M)]_\theta} \leq C \|a\|_{(h^e_{p_0}(M), bmo^e(M))_{\lambda, \gamma}}. \]

One can easily verify that $(1 - \lambda)/p_0 = 1/\gamma = 1/r$ and therefore we may deduce from Theorem 3.5 that

\[ (3.12) \quad \|a\|_{[h^e_p(M), h^e_q(M)]_\theta} \leq C \|a\|_{h^e_r}. \]

On the other hand, let $U : L^s_{\text{cond}}(M, \ell^2) \to L_s(N)$ (where $N = M \overline{\Theta} B(\ell^2(N^2))$) be the family of isometric embeddings as described in the preliminary section which are valid for all $0 < s \leq \infty$. Denote by $\mathcal{D}_c$ the extension of the map $x \mapsto (d x_n)_{n \geq 1}$ from $h^e_r(M)$ into $L^s_{\text{cond}}(M, \ell^2)$. Then for every $0 < s \leq \infty$, $U \mathcal{D}_c$ is an isometric embedding of $h^e_r(M)$ into $L_s(N)$. Let $b \in h^e_r(M) \cap h^e_q(M)$. Interpolating the operator $U \mathcal{D}_c$, we have

\[ \|U \mathcal{D}_c(b)\|_{[L_p(N), L_q(N)]_\theta} \leq \|b\|_{[h^e_p(M), h^e_q(M)]_\theta}. \]

Since $[(L_p(N), L_q(N))_\theta = L_r(N)$ isometrically, it follows that

\[ \|U \mathcal{D}_c(b)\|_{L(N)} \leq \|b\|_{[h^e_p(M), h^e_q(M)]_\theta}. \]

From the fact that $U \mathcal{D}_c$ is an isometry on $h^e_r(M)$, we deduce that

\[ (3.13) \quad \|b\|_{h^e_r} \leq \|b\|_{[h^e_p(M), h^e_q(M)]_\theta}. \]

From combining (3.12) and (3.13), we obtain the desired equivalence.
When $0 < p < 1$, we do not know if the corresponding statement to Theorem 3.16 remains valid if the interpolation couple $(h^c_p(M), \text{bmo}^c(M))$ is used. Since reiteration theorem is not available for complex interpolations of quasi-Banach spaces, in general, this consideration is independent of Theorem 3.16. We leave this as an open problem.

The same method of proofs can be applied to conditioned spaces and spaces of adapted sequences to deduce the following interpolation results from Proposition 3.12 and Theorem 3.13, respectively.

**Proposition 3.18** If $0 < \theta < 1$ and $0 < p, q < \infty$ then for $1/r = (1 - \theta)/p + \theta/q$, the following hold:

$$\left[ L_p^\text{cond}(M; \ell_2^c), L_q^\text{cond}(M; \ell_2^c) \right]_{\theta} = L_r^\text{cond}(M; \ell_2^c)$$

and

$$\left[ L_p^\text{ad}(M; \ell_2^c), L_q^\text{ad}(M; \ell_2^c) \right]_{\theta} = L_r^\text{ad}(M; \ell_2^c)$$

with equivalent quasi-norms.

As in the case of real interpolation, we may view the second assertion in the proposition as an extension of Musat's result to the quasi-Banach space range. Moreover, using [48, Lemma 1] (which is valid for quasi-Banach spaces), one can adapt the argument used in the proof of Corollary 3.15 to show that the noncommutative analogue of (1.2) holds:

**Corollary 3.19** Assume that $0 < p < 1$ and $0 < \theta < \infty$ are such that $1/r = (1 - \theta)/p < 1$. Then

$$\left[ \mathcal{H}^c_p(M), \mathcal{B}M \mathcal{C}^c(M) \right]_{\theta} \subset \mathcal{H}^c_r(M).$$

Our method of proof only applies under the assumption that $r > 1$. We should point out that the reverse inclusion does not hold even in the classical setting. An example exhibited in [18, p. 66] shows that there exists a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and an increasing filtration of $\sigma$-fields $(\mathcal{F}_n)_{n \geq 1}$ of $\mathcal{F}$ with $\mathcal{F} = \sigma(\bigcup_{n \geq 1} \mathcal{F}_n)$ and such that if $0 < p < 1 < r < \infty$, then for $1/r = (1 - \theta)/p$, $\left[ \mathcal{H}^c_p(\Omega), \mathcal{B}M \mathcal{C}(\Omega) \right]_{\theta} \neq \mathcal{H}^c_r(\Omega)$.

All results stated in this section have row counterparts. However, at the time of this writing, it is unclear if for $0 < p, q < 1$, the interpolation results for column/row conditioned Hardy spaces have counterparts to the couple of diagonal Hardy spaces $(h^d_p(M), h^d_q(M))$.

### 4 Applications to martingale inequalities

In this section, we present various martingale inequalities in the general framework of noncommutative symmetric spaces that can be derived from methods we develop in the previous two sections.

We will need the following generalization of real interpolation:

**Definition 4.1** An interpolation space $E$ for a couple of quasi-Banach spaces $(E_0, E_1)$ is said to be **given by a K-method** if there exists a quasi-Banach function space $\mathcal{F}$ such...
that \( x \in E \) if and only if \( t \mapsto K(x, t; E_0, E_1) \in \mathcal{F} \) and there exists constant \( C_E > 0 \) such that
\[
C_E^{-1} \| t \mapsto K(x, t; E_0, E_1) \|_{\mathcal{F}} \leq \| x \|_E \leq C_E \| t \mapsto K(x, t; E_0, E_1) \|_{\mathcal{F}}.
\]
In this case, we write \( E = (E_0, E_1)_{\mathcal{F}, K} \).

**Proposition 4.2** Let \( 0 < p < q \leq \infty \). Every interpolation space \( E \in \text{Int}(L_p, L_q) \) is given by a \( K \)-method.

For the Banach space range, this fact is known as a result of Brudnyi and Krugliak (see [27, Theorem 6.3]). An argument for the quasi-Banach space range is given in Dirksen’s thesis [10]. Alternatively, the quasi-Banach space range can be deduced from the Banach space case as follows: assume that \( 0 < p < 1 \) and \( E \in \text{Int}(L_p, L_q) \). Let \( E^{(1/p)} \) be the \( 1/p \)-convexification of \( E \). That is,
\[
E^{(1/p)} = \{ h \in L_0 : |h|^{1/p} \in E \}
\]
equipped with the norm \( \| h \|_{E^{(1/p)}} = \| |h|^{1/p} \|_E^p \). According to [5, Corollary 4.6], \( E^{(1/p)} \in \text{Int}(L_1, \ell_q) \). Let \( \mathcal{F} \) be a Banach function space so that \( E^{(1/p)} = (L_1, \ell_q)_{\mathcal{F}, K} \). We make the observation from Homlsted’s formula [16, Theorem 4.1] that if \( a \) is a positive function in \( L_p + L_q \) then:
\[
K(a, t; L_p, L_q) \approx_{p,q} \left[ K(|a|^{1/p}, t; L_1, \ell_q) \right]^{1/p}.
\]
Let \( x \in E \). We have
\[
\| x \|_E^p = \| |x|^{1/p} \|_{E^{(1/p)}} \approx_E \| t \mapsto K(|x|^{1/p}, t; L_1, \ell_q) \|_{\mathcal{F}}
\]
\[
\approx_E \| t \mapsto [K(|x|, t^{1/p}; L_p, L_q)]^{1/p} \|_{\mathcal{F}}
\]
\[
\approx_E \| t \mapsto K(|x|, t^{1/p}; L_p, L_q) \|_{\mathcal{F}(p)}.
\]
Let \( Z = \{ f \in L_0 : t \mapsto f(t^{1/p}) \|_{\mathcal{F}(p)} \} \) with the quasi-norm \( \| f \|_Z = \| t \mapsto f(t^{1/p}) \|_{\mathcal{F}(p)} \). We see now that \( E = (L_p, L_q)_{Z,K} \). □

Below, we will also use the \( J \)-method version of the interpolation associated with function space which we now briefly describe: for \( x \in E_0 + E_1 \), we recall that by a representation of \( x \) with respect to the couple \( (E_0, E_1) \), we mean a measurable function \( u: (0, \infty) \to E_0 \cap E_1 \) satisfying
\[
x = \int_0^\infty u(t) \frac{dt}{t},
\]
where the convergence is taken in \( E_0 + E_1 \). Recall that for \( y \in E_0 \cap E_1 \) and \( t > 0 \),
\[
J(y, t; E_0, E_1) = \max \{ \| y \|_{E_0}; t \| y \|_{E_1} \}.
\]
For a given function space \( \mathcal{F} \), we define the quasi-norm
\[
\| x \|_{(E_0, E_1)_{\mathcal{F}, J}} := \inf \{ \| t \mapsto J(u(t), t; E_0, E_1) \|_{\mathcal{F}} \},
\]
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where the infimum is taken over all representation $u(\cdot)$ of $x$ with respect to the couple $(E_0, E_1)$. The interpolation space $(E_0, E_1)_{\frac{r}{2},j}$ is defined as the collection of all $x \in E_0 + E_1$ for which $\|x\|_{(E_0, E_1)_{\frac{r}{2},j}} < \infty$. We refer to [30] for more on this interpolation method.

From the fact that every interpolation space of the couple $(L_p, L_q)$ is given by a $K$-method, the following can be easily deduced from our results on $K$-functionals from the previous section:

**Proposition 4.3** Let $\nu$ be a positive integer with $\nu \geq 2$. Assume that $2/(\nu + 1) < p \leq 2/\nu$ and $p < q \leq 2/(\nu - 1)$. If $E \in \text{Int}(L_p, L_q)$ with $E = (L_p, L_q)_{\frac{r}{2},K}$ for a quasi Banach function space $\mathcal{F}$ then the following hold:

$$h^*_E(M) = (h^*_p(M), h^*_q(M))_{\mathcal{F};K},$$

$$E^{\text{cond}}(M; \ell^*_2) = (L_p^{\text{cond}}(M; \ell^*_2), L_q^{\text{cond}}(M; \ell^*_2))_{\mathcal{F};K},$$

and

$$E^{\text{ad}}(M; \ell^*_2) = (L_p^{\text{ad}}(M; \ell^*_2), L_q^{\text{ad}}(M; \ell^*_2))_{\mathcal{F};K}.$$

The first assertion in the preceding observation motivates the following more general question: assume that $E_0$ and $E_1$ are symmetric quasi-Banach function spaces and $E \in \text{Int}(E_0, E_1)$, does it follow that $h^*_E(M) \in \text{Int}(h^*_E(M), h^*_E(M))$?

Note that if for $j \in \{0, 1\}$, $E_j \in \text{Int}(L_{p_j}, L_{q_j})$ for some $1 < p_j, q_j < \infty$, then one can deduce from Junge’s representation and interpolation that $h^*_E(M)$ embeds complementably into $E_j(M \otimes B(\ell^*_2(N^2)))$. Thus, in this special case, the answer to the above question is clearly positive. Even for the particular case where $E_0 = L_p$ and $E_1 = L_q$, we do not know if the assumptions on $p$ and $q$ in Proposition 4.3 can be removed when $0 < p < q \leq 1$. This of course is closely related to asking whether the statement about $K$-functionals in Proposition 3.7 is valid for any $0 < p < q \leq 1$.

Next, we make the observation that a well-known result for convex functions extends to the general setting of $p$-convex functions for $0 < p < 1$.

**Proposition 4.4** Let $0 < p < q < \infty$, and $E \in \text{Int}(L_p, L_q)$. There exists a constant $c_E$ such that the following holds: if $f, g$ are functions such that $\|g\|_{L_p} \leq \|f\|_{L_p}$ for every function $\Phi$ that is $p$-convex and $q$-concave, and if $f \in E$, then $g \in E$ with

$$\|g\|_E \leq c_E \|f\|_E.$$

**Proof** Let $f$ and $g$ as in the statement of the proposition. Using the Orlicz space description of $L_p + tL_q$ in the previous section, we have from the assumption that

$$K(g, t; L_p, L_q) \leq_{p,q} K(f, t; L_p, L_q), \quad t > 0.$$  

According to Proposition 4.2, the interpolation space $E$ is given by a $K$-method. Fix a function space $\mathcal{F}$ so that for every $h \in E$,

$$\|h\|_E \approx_{\mathcal{F}} \|t \mapsto K(h, t; L_p, L_q)\|_{\mathcal{F}}.$$
We may now deduce from the inequality on \( K \)-functionals that
\[
\|g\|_E \leq E \left\| t \mapsto K(g, t; L, L_q) \right\|_F \\
\lesssim E \left\| t \mapsto K(f, t; L, L_q) \right\|_F \\
\leq E \|f\|_E.
\]
This verifies the desired conclusion.

Our first result in this section is a comparison between conditioned column space and column space for a class of symmetric spaces.

**Theorem 4.5** Let \( 0 < p < q < 2 \) and \( F \in \text{Int}(L_p, L_q) \). There exists a constant \( C_F \) such that for any \( x \in F_{\text{cond}}(M; \ell_2^q) \), the following holds:
\[
\|x\|_{F(M; \ell_2^q)} \leq C_F \|x\|_{F_{\text{cond}}(M; \ell_2^q)}.
\]
Similarly, if \( \Phi \) is an Orlicz function that is \( p \)-convex and \( q \)-concave for \( 0 < p < q < 2 \) then there exists a constant \( C_{p,q} \) so that for any sequence \( x = (x_k)_{k \geq 1} \) with \( \sigma_c(x) \in L_\Phi(M) \),
\[
\tau[\Phi(\delta_c(x))] \leq C_{p,q} \tau[\Phi(\sigma_c(x))].
\]

**Proof** Let \( \Phi \) be an Orlicz function that is \( p \)-convex and \( q \)-concave. According to Theorem 2.8, if \( x = (x_k)_{k \geq 1} \in \mathfrak{F} \), the column vector \( \overline{x} = \sum_{k \geq 1} x_k \otimes e_{k,1} \) admits a factorization \( \overline{x} = \alpha . \beta \) where \( \alpha \) is a strictly lower triangular matrix taking values in \( L_2(M) \) and \( \beta \in L_\Theta^d(M; \ell_2^q) \) where \( \Theta \) is the Orlicz function satisfying \( L_\Phi = L_2 \otimes L_\Theta \) (as described in Theorem 2.8) and
\[
\|\alpha\|_{L_2(M; \ell_2^q(\mathfrak{F}(N)))} \cdot \|\beta\|_{L_\Theta(M; \ell_2^q)} \leq C_{p,q} \|x\|_{F_{\text{cond}}(M; \ell_2^q)}.
\]
From the factorization of \( L_\Phi \), it follows that
\[
\|x\|_{L_\Phi(M; \ell_2^q)} = \|x\|_{L_\Phi(M; \ell_2^q(\mathfrak{F}(N)))} \leq \|\alpha\|_{L_2(M; \ell_2^q(\mathfrak{F}(N)))} \cdot \|\beta\|_{L_\Theta(M; \ell_2^q)}.
\]
Combining the two inequalities leads to
\[
\|S_c(x)\|_{L_\Phi(M)} \leq C_{p,q} \|\sigma_c(x)\|_{L_\Phi(M)}.
\]
By density, we may restate this as there is a map \( J : L_\Phi^{\text{cond}}(M; \ell_2^q) \to L_\Phi(M; \ell_2^q) \) with \( J(x) = x \) for \( x \in \mathfrak{F} \). For simplicity, we write \( J(y) = y \) for arbitrary \( y \in L_\Phi^{\text{cond}}(M; \ell_2^q) \).

Now let \( \xi \) be an element of \( F_{\text{cond}}(M; \ell_2^q) \). Then, by definition, \( U(\xi) \in F(M; \ell_2^q(\mathfrak{F}(N))) \) and from boundedness of \( J \) implies
\[
\|\mu(\xi)\|_{L_\Phi} \leq C_{p,q} \|\mu(U(\xi))\|_{L_\Phi},
\]
where the generalized singular value on the left hand side is taken with respect to \( \mathfrak{M} \otimes B(\ell_2^q(N)) \) and the one the right hand side is taken with respect to \( \mathfrak{M} \otimes B(\ell_2^q(\mathfrak{F}(N))) \).
It follows from Proposition 4.4 that there exists a constant \( c_F \) such that
\[
\|\mu(\xi)\|_F \leq C_F \|\mu(U(\xi))\|_F.
\]
This is equivalent to
\[ \|\xi\|_{F(M;\ell^*_2)} \leq C_F \|\xi\|_{F^{\text{cond}}(M;\ell^*_2)}, \]
which is the desired conclusion.

For the $\Phi$-moment version, it suffices to repeat the above argument but using Remark 2.9 in place of Theorem 2.8. \hfill \Box

As an immediate consequence of Theorem 4.5, we have the following extension of the reverse dual Doob inequality proved in [26, Theorem 7.1] for noncommutative $L_p$ spaces ($0 < p < 1$) to the general case of noncommutative symmetric quasi-Banach spaces.

**Corollary 4.6** Let $E$ be a symmetric quasi-Banach function space with $E \in \text{Int}(L_p, L_q)$ for $0 < p < q < 1$. There exists a constant $C_E$ so that for any sequence of positive operators $(a_k)$ in $\mathfrak{F}$, the following holds:
\[ \|\sum_{k \geq 1} a_k\|_{E(M)} \leq C_E \|\sum_{k \geq 1} E_k(a_k)\|_{E(M)}. \]

Similarly, if $\Phi$ is an Orlicz space that is $p$-convex and $q$-concave for $0 < p < q < 2$, then there exists a constant $C_{p,q}$ so that for any sequence of positive operators $(a_k)$ in $\mathfrak{F}$, the following holds:
\[ \tau\left[\Phi\left(\sum_{k \geq 1} a_k\right)\right] \leq C_{p,q} \tau\left[\Phi\left(\sum_{k \geq 1} E_k(a_k)\right)\right]. \]

**Proof** Let $E \in \text{Int}(L_p, L_q)$ with $0 < p < q < 1$. Let $(a_k)_{k \geq 1}$ be a sequence of positive operators in $\mathfrak{F}$. If $E^{(2)}$ is the two-convexification of $E$, then $E^{(2)} \in \text{Int}(L_{2p}, L_{2q})$. The conclusion follows immediately from the first inequality in Theorem 4.5 using $F = E^{(2)}$ and $(x_k) = \left(a_k^{1/2}\right)$. Similar argument applies to the $\Phi$-moment case using the second inequality in Theorem 4.5 to the Orlicz function $t \mapsto \Phi(t^2)$. \hfill \Box

The next result extends [20, Theorem 4.11] to the case of noncommutative martingale Hardy spaces associated with symmetric function spaces and moment inequalities.

**Theorem 4.7** Let $0 < p < q < 2$. If $F \in \text{Int}(L_p, L_q)$ then there exists a constant $C_F$ such that for every $x \in h^*_F(M)$, the following two inequalities hold:
\[ \|x\|_{\mathcal{H}^*_F(M)} \leq C_F \|x\|_{h^*_F(M)} \]
and
\[ \|x\|_{F(M)} \leq C_F \|x\|_{h^*_F(M)}. \]
Similarly, if $\Phi$ is $p$-convex and $q$-concave for $0 < p < q < 2$ then there exists a constant $C_{p,q}$ so that for every $x \in h^*_F(M)$, we have
\[ \max\left\{\tau[\Phi(S_c(x))]; \tau[\Phi(|x|)]\right\} \leq C_{p,q} \tau[\Phi(S_c(x))]. \]
Proof. For the first inequality, let $y$ be a martingale in $\mathcal{F}(M)$. Repeating the argument in the proof of Theorem 4.5 with the martingale difference sequence $(dy_k)$, we have for every $p$-convex and $q$-concave Orlicz function $\Phi$:
\[
\|y\|_{\mathcal{F}(M)} \leq C_{p,q}\|y\|_{h^c(M)}.
\]

By density, the above inequality shows that there exists a bounded linear map $I : h^c(M) \to \mathcal{F}(M)$ with $I(y) = y$ for every $y \in \mathcal{F}(M)$. For simplicity, for a given $x \in h^c(M)$, we will denote $I(x)$ by $x$. That is, for $x \in h^c(M)$ we may state:
\[
\|\mu(S_c(x))\|_{L_{\Phi}} \leq C_{p,q}\|\mu(UD_c(x))\|_{L_{\Phi}},
\]

where the generalized singular numbers are computed in the appropriate von Neumann algebras. By Proposition 4.4, there exists a constant $C_F$ so that whenever $x \in h^c(M)$, we have $\mu(UD_c(x)) \in F$ and
\[
\|\mu(S_c(x))\|_F \leq C_F\|\mu(UD_c(x))\|_F.
\]

This is equivalent to the first inequality:
\[
\|x\|_{\mathcal{F}(M)} \leq C_F\|x\|_{h^c(M)}.
\]

In view of the argument above, it suffices to verify the second inequality for the case of Orlicz function spaces. For this special case, our proof below is modeled after the argument used in [7, Corollary 3.14] for the case of $L_p$-spaces. Let $\Phi$ be a $p$-convex and $q$-concave Orlicz function and $x$ be a martingale in $\mathcal{F}(M)$. By approximation, we assume that for every $n \geq 1$, $s_{c,n}(x)$ is invertible with bounded inverse. As above, we denote $s_{c,n}(x)$ by $s_n$ and we take $s_0 = 0$.

Let $\lambda > 0$. We write $x = \sum_{l \geq 1} a_l b_l$ where for every $l \geq 1$, we set:
\[
a_l = \sum_{s_n \geq 1} dx_n \Psi(\lambda s_n)(\Psi(\lambda s_l)^{-1} - \Psi(\lambda s_{l-1})^{-1})^{1/2}
\]

and
\[
b_l = (\Psi(\lambda s_l)^{-1} - \Psi(\lambda s_{l-1})^{-1})^{1/2}.
\]

Using the factorization $L_{\Phi} = L_2 \otimes L_{\Phi}$, we may deduce that:
\[
\|x\|_{L_{\Phi}(M)} = \left\|\sum_{l \geq 1} a_l b_l\right\|_{L_{\Phi}(M)}
\]

\[
\leq \left\|\left(\sum_{l \geq 1} a_l a_l^*\right)^{1/2}\right\|_{2} \cdot \left\|\left(\sum_{l \geq 1} b_l b_l^*\right)^{1/2}\right\|_{L_{\Phi}(M)}
\]

\[
= \left(\sum_{l \geq 1} \|a_l\|_2^2\right)^{1/2} \cdot \|\Psi(\lambda s)^{-2}\|_{L_{\Phi}(M)}.
\]

Following the same reasoning as in the proof of Theorem 2.8, there exists a constant $C_{p,q}$ and a corresponding choice of $\lambda$ so that
\[
\left(\sum_{l \geq 1} \|a_l\|_2^2\right)^{1/2} \leq C_{p,q}\|s_c(x)\|_{L_{\Phi}(M)}
\]
and

$$\left\| \Psi(\lambda s)^{-1/2} \right\|_{L_0(\mathcal{M})} \leq 1.$$  

This yields that the inequality in the statement is verified for Orlicz function spaces. More precisely,

$$\|x\|_{L_\Phi(\mathcal{M})} \leq C_{p,q} \|s(x)\|_{L_\Phi(\mathcal{M})}^\ell.$$  

The case of moment inequalities follows directly from the moment part of Theorem 4.5 and from using $\lambda = 1$ in the proof above. 

We now proceed with further application of Proposition 2.12. Below, we show that noncommutative Davis decompositions can be easily deduced from factorizations of adapted sequences. We refer to [25, 33, 43] for various forms of noncommutative Davis decompositions. We refer to [44] for formal definition of the noncommutative vector-valued space $L_\Phi(M; \ell_2)$ used below.

**Theorem 4.8** Assume that $0 < p < q < 2$ and $\Phi$ is an Orlicz function that is $p$-convex and $q$-concave. Given an adapted sequence $\xi = (\xi_n)_{n \geq 1}$ in $L_\Phi(\mathcal{M}; \ell_2)$, there exist two adapted sequences $y = (y_n)_{n \geq 1}$ and $z = (z_n)_{n \geq 1}$ such that:

(i) $\xi = y + z$;
(ii) $y \in L_\Phi(\mathcal{M}; \ell_2^\ell)$ with $\|y\|_{L_\Phi(\mathcal{M}; \ell_2^\ell)} \leq p, q\|\xi\|_{L_\Phi(\mathcal{M}; \ell_2^\ell)}$; and
(iii) $z = \lambda a$ where $a$ is an algebraic $L_\Phi^{\lambda, \text{cond}}$-atom and $\lambda \leq p, q\|\xi\|_{L_\Phi(\mathcal{M}; \ell_2^\ell)}$.

In particular,

$$\|y\|_{L_\Phi(\mathcal{M}; \ell_2^\ell)} + \|z\|_{L_\Phi^{\lambda, \text{cond}}(\mathcal{M}; \ell_2^\ell)} \leq p, q\|\xi\|_{L_\Phi(\mathcal{M}; \ell_2^\ell)}.$$  

**Proof** Let $\Theta$ be an Orlicz function such that $L_\Phi = L_2 \otimes L_\Theta$. Consider the factorization $\xi = \alpha \cdot \beta$ where $\alpha$ is a lower triangular matrix in $L_2(\mathcal{M} \otimes B(\ell_2(\mathbb{N})))$ and $\beta \in L_\Theta^\ell(\mathcal{M}; \ell_2^\ell)$ according to Proposition 2.12. Define the strictly lower triangular matrix $\alpha^-$ by setting $\alpha^-_{n,j} = \alpha_{n,j}$ for $1 \leq j < n$ and the diagonal matrix $d = \sum_{n \geq 1} a_{n,n} \cdot e_{n,n}$. Clearly, $\alpha = \alpha^- + d$. Set:

$$y = d \cdot \beta \quad \text{and} \quad z = \alpha^- \cdot \beta.$$  

Then $\xi = y + z$ and from Proposition 2.12(ii), $y$ and $z$ are adapted. Since $\alpha^-$ is strictly lower triangular and $\beta$ is adapted, $z$ is a scalar multiple of an algebraic $L_\Phi^{\lambda, \text{cond}}$-atom. The verification of the norm estimates are straightforward. 

We now turn our attention to Davis type inequalities involving other classes of symmetric spaces of measurable operators using interpolation results from the previous section. The next result deals with the case of Lorentz spaces.

**Proposition 4.9** Let $\xi = (\xi_n)_{n \geq 1}$ be an adapted sequence that belongs to $L_{2/3}(\mathcal{M}; \ell_2^\ell) \cap L_2(\mathcal{M}; \ell_2^\ell)$. Then there exist two adapted sequences $y = (y_n)_{n \geq 1}$ and $z = (z_n)_{n \geq 1}$ in $L_{2/3}(\mathcal{M}) \cap L_2(\mathcal{M})$ such that:

(i) $\xi = y + z$ and
(ii) for every $2/3 < p < 2$ and $0 < q \leq \infty$, the following holds:

$$\|y\|_{L_{p,q}(\mathcal{M}; \ell_\infty)} + \|z\|_{L_{p,q}^{\lambda, \text{cond}}(\mathcal{M}; \ell_2^\ell)} \leq p, q\|\xi\|_{L_{p,q}(\mathcal{M}; \ell_2^\ell)}.$$  


**Proof** The key ingredients for the proof are the decomposition from [43, Theorem 3.1] and the two interpolations results from Proposition 3.12 and Theorem 3.13.

Fix $\xi \in L^2_{2/3}(M; \ell^2) \cap L^2_2(M; \ell^2)$. Choose a discrete representation of $\xi$ with respect to the couple $(L^2_{2/3}(M; \ell^2_2), L^2_2(M; \ell^2_2))$,

$$\xi = \sum_{v \in \mathbb{Z}} \xi^{(v)}$$

with $\xi^{(v)} \in L^2_{2/3}(M; \ell^2_2) \cap L^2_2(M; \ell^2_2)$ for every $v \in \mathbb{Z}$, the series is convergent in $L^2_2(M; \ell^2_2) + L^2_2(M; \ell^2_2)$, and so that

$$J(\xi^{(v)}, 2^v, L^2_{2/3}(M; \ell^2_2); L^2_2(M; \ell^2_2)) \leq 4K(\xi, 2^v, L^2_{2/3}(M; \ell^2_2); L^2_2(M; \ell^2_2)).$$

We refer to [3, Lemma 3.3.2] for the existence of a representation satisfying the properties described above.

For each $v \in \mathbb{Z}$, we apply [43, Theorem 3.1] to the adapted sequence $\xi^{(v)}$: there exists two adapted sequences $y^{(v)}$ and $z^{(v)}$ such that $\xi^{(v)} = y^{(v)} + z^{(v)}$,

$$J(y^{(v)}, 2^v, L^2_{2/3}(M; \ell^2_2); L^2_2(M; \ell^2_2)) \leq J(\xi^{(v)}, 2^v, L^2_{2/3}(M; \ell^2_2); L^2_2(M; \ell^2_2)),$$

and

$$J(z^{(v)}, 2^v, L^2_{2/3}(M; \ell^2_2); L^2_2(M; \ell^2_2)) \leq J(\xi^{(v)}, 2^v, L^2_{2/3}(M; \ell^2_2); L^2_2(M; \ell^2_2)).$$

It follows that for $0 < \theta < 1$ and $0 < q \leq \infty$, we have:

$$\|J(y^{(v)}, 2^v)\|_{\lambda, q} \leq_{\theta, q} \|(K(\xi^{(v)}))_v\|_{\lambda, q},$$

and

$$\|J(z^{(v)}, 2^v)\|_{\lambda, q} \leq_{\theta, q} \|(K(\xi^{(v)}))_v\|_{\lambda, q},$$

where for a given sequence $(a_v)_v$ of scalars, we use the quasi-norm

$$\|a_v\|_{\lambda, q} := \left( \sum_{v \in \mathbb{Z}} (2^{-v\theta} |a_v|)^q \right)^{1/q}.$$

Let $y = \sum_{v \in \mathbb{Z}} y^{(v)}$ and $z = \sum_{v \in \mathbb{Z}} z^{(v)}$. It is clear that $y$ and $z$ are adapted sequences and $\xi = y + z$. For any given $2/3 < p < 2$ and $0 < q \leq \infty$, choose $\theta = 3/2 - 1/p$. It clearly follows from (4.2) and Theorem 3.13 that:

$$\|y\|_{L^p_{\theta,q}(M; \ell^2_2)} \lesssim_{\theta, q} \|\xi\|_{L^p_{\theta,q}(M; \ell^2_2)}.$$

Similarly, we may deduce from (4.3) and Proposition 3.12 that

$$\|z\|_{L^p_{\theta,q}(M; \ell^2_2)} \lesssim_{\theta, q} \|\xi\|_{L^p_{\theta,q}(M; \ell^2_2)}.$$

The desired inequality follows from combining the last two inequalities. □

We isolate the following important example. Motivated by the noncommutative Khintchine inequality for weak-$L_1$ spaces [4], we state below a weak-$L_1$-version of the Davis-decomposition for adapted sequences. This appears to be new even for the classical setting.
Example 4.10  There exists a constant $C > 0$ so that for every adapted sequence $\xi \in L_{1,\infty}(\mathbb{M}; \ell^2_q)$, there exist two adapted sequences $y$ and $z$ such that:

(i) $\xi = x + z$ and

(ii) $\|y\|_{L_{1,\infty}(\mathbb{M}\ell^2_{\infty})} + \|z\|_{L_{1,\infty}(\mathbb{M}; \ell^2_q)} \leq C \|\xi\|_{L_{1,\infty}(\mathbb{M}; \ell^2_q)}$.

It is worth pointing out that the preceding example allows us to deduce the non-commutative weak-type $(1,1)$ version of the Burkholder/Rosenthal [41, Theorem 3.1] from the simpler weak-type inequality involving square functions given in [40, Theorem 2.1].

The idea used in the proof of Proposition 4.9 can be extended for the case of general symmetric spaces for the Banach space range. More precisely, we have the following result:

**Proposition 4.11**  Let $E$ be a Banach function space. If $E \in \text{Int}(L_1, L_q)$ for $1 < q < 2$, then

$$E^{\text{ad}}(\mathbb{M}; \ell^2_q) = E(\bigotimes_{n=1}^{\infty} \mathbb{M}_n) + E^{\text{cond,ad}}(\mathbb{M}; \ell^2_q),$$

where $E^{\text{cond,ad}}(\mathbb{M}; \ell^2_q)$ denotes the subspace of $E^{\text{cond}}(\mathbb{M}; \ell^2_q)$ consisting of adapted sequences.

**Proof**  It is easy to see that under the assumption, $E(\bigotimes_{n=1}^{\infty} \mathbb{M}_n) \subseteq E^{\text{ad}}(\mathbb{M}; \ell^2_q)$. On the other hand, we have from Theorem 4.5 that $E^{\text{cond,ad}}(\mathbb{M}; \ell^2_q) \subseteq E^{\text{ad}}(\mathbb{M}; \ell^2_q)$. Thus, we only need to verify one inequality.

The proof rests upon few facts. The interpolation space $E$ is given by a $K$-method, the simultaneous nature of Proposition 4.9 above, and Proposition 4.3.

Since $E$ is given by a $K$-method, we may fix a Banach function space $\mathcal{F}$ such that for any given semifinite von Neumann algebra $N$,

$$C_E^{-1} \|a\|_{\mathcal{F}; K} \leq \|a\|_{E(N)} \leq \|a\|_{\mathcal{F}; K}, \quad a \in E(N).$$

Under the assumption $1 < q < 2$ and Proposition 4.3, we may also state that for every sequence $\xi \in E^{\text{ad}}(\mathbb{M}; \ell^2_q)$,

$$\|\xi\|_{L_1^{\text{ad}}(\mathbb{M}; \ell^2_q); L_q^{\text{ad}}(\mathbb{M}; \ell^2_q)} \lesssim_E \|\xi\|_{E^{\text{ad}}(\mathbb{M}; \ell^2_q)}.$$

Similarly, for every $\zeta \in E^{\text{cond}}(\mathbb{M}; \ell^2_q)$,

$$\|\zeta\|_{L_1^{\text{cond}}(\mathbb{M}; \ell^2_q); L_q^{\text{cond}}(\mathbb{M}; \ell^2_q)} \lesssim_E \|\zeta\|_{E^{\text{cond}}(\mathbb{M}; \ell^2_q)}.$$

We now outline the argument. Fix $\xi \in L_1^{\text{ad}}(\mathbb{M}; \ell^2_q) \cap L_q^{\text{ad}}(\mathbb{M}; \ell^2_q)$. Repeating the argument in the proof of Proposition 4.9 (taking into account the fact that the decomposition in Proposition 4.9 works simultaneously), we obtain a decomposition $\xi = y + z$ where $y = \sum_{v \in \mathbb{Z}} y^{(v)}$ and $z = \sum_{v \in \mathbb{Z}} z^{(v)}$ are representations with respect to the couple $(L_1(\mathbb{M}\ell^2_{\infty}), L_q(\mathbb{M}\ell^2_{\infty}))$ and $(L_1^{\text{cond}}(\mathbb{M}; \ell^2_q), L_q^{\text{cond}}(\mathbb{M}; \ell^2_q))$ respectively and further satisfy that for every $v \in \mathbb{Z}$,

$$J(y^{(v)}, 2^v, L_1(\mathbb{M}\ell^2_{\infty}); L_q(\mathbb{M}\ell^2_{\infty})) \lesssim q K(\xi, 2^v, L_1^{\text{ad}}(\mathbb{M}; \ell^2_q); L_q^{\text{ad}}(\mathbb{M}; \ell^2_q))$$

and

$$J(z^{(v)}, 2^v, L_1^{\text{cond}}(\mathbb{M}; \ell^2_q); L_q^{\text{cond}}(\mathbb{M}; \ell^2_q)) \lesssim q K(\xi, 2^v, L_1^{\text{ad}}(\mathbb{M}; \ell^2_q); L_q^{\text{ad}}(\mathbb{M}; \ell^2_q)).$$
Consider the following functions defined on the semi-axis \((0, \infty)\): 

\[
    f(t) = J(y^{(v)}, 2^v) \quad \text{for } t \in [2^v, 2^{v+1}),
\]

\[
    g(t) = J(z^{(v)}, 2^v) \quad \text{for } t \in [2^v, 2^{v+1}),
\]

and

\[
    h(t) = K(\xi, 2^v) \quad \text{for } t \in [2^v, 2^{v+1}).
\]

It follows that for every \(t > 0\),

\[
    \max\{f(t); g(t)\} \leq q \cdot h(t).
\]

Taking the norms on the function space \(\mathcal{F}\), we have

\[
    \|f\|_{\mathcal{F}} + \|g\|_{\mathcal{F}} \leq q \cdot \|h\|_{\mathcal{F}}.
\]

From the definitions of the three functions, we further get that:

\[
    \|y\|_{\mathcal{F}(L_1(M; \mathbb{E}_\ell_\infty), L_q(M; \mathbb{E}_\ell_\infty), \mathcal{F}, \mathcal{F})} + \|z\|_{\mathcal{F}(L_1^\text{cond}(M; \ell^+_1), L_q^\text{cond}(M; \ell^+_1), \mathcal{F}, \mathcal{F})} \leq q \cdot \|\xi\|_{\mathcal{F}(L_1^\text{ad}(M; \ell^+_1), L_q^\text{ad}(M; \ell^+_1), \mathcal{F}, \mathcal{F})}.
\]

(4.4)

From the equivalence of the \(J\)-methods and \(K\)-methods relative the function space \(\mathcal{F}\) (see for instance, [30, Theorem 2.9]) and the equivalence of norms stated at the beginning of the proof, we may conclude that:

\[
    \|y\|_{E(M; \mathbb{E}_\ell_\infty)} + \|z\|_{E^\text{cond}(M; \ell^+_1)} \leq E \cdot \|\xi\|_{E^\text{ad}(M; \ell^+_1)},
\]

which is the desired inequality.

\[\blacksquare\]

**Remark 4.12** The argument in the proof of Theorem 4.11 can be carried out for the larger class \(E \in \text{Int}(L_p, L_q)\) with \(2/3 < p < q < 2\) to get that every \(\xi \in L_p^\text{ad}(M; \ell^+_1) \cap L_q^\text{ad}(M; \ell^+_1)\) admits a decomposition into two adapted sequences \(y\) and \(z\) satisfying:

\[
    \|y\|_{\mathcal{F}(L_p(M; \mathbb{E}_\ell_\infty), L_q(M; \mathbb{E}_\ell_\infty), \mathcal{F}, \mathcal{F})} + \|z\|_{\mathcal{F}(L_1^\text{cond}(M; \ell^+_1), L_q^\text{cond}(M; \ell^+_1), \mathcal{F}, \mathcal{F})} \leq E \cdot \|\xi\|_{E^\text{ad}(M; \ell^+_1)}.
\]

However, we do not know if the equivalence of the \(J\)-method and the \(K\)-method relative to the function space \(\mathcal{F}\) is valid for the case of quasi-Banach couples.

As an immediate application of Proposition 4.11, we deduce the next result which partially answers a problem from [43, Remark 3.11].

**Corollary 4.13** Let \(E\) be a Banach function space. If \(E \in \text{Int}(L_1, L_q)\) for \(1 < q < 2\), then

\[
    \mathcal{H}^c_E(M) = h^d_E(M) + h^c_E(M).
\]

**Proof** We only need to verify the inclusion \(\mathcal{H}^c_E(M) \subseteq h^d_E(M) + h^c_E(M)\). That is to show the existence of a constant \(\alpha_E\) such that for every \(x \in \mathcal{H}^c_E(M)\), the following holds:

\[
    \inf\left\{\|x^d\|_{h^d_E} + \|x^c\|_{h^c_E}\right\} \leq \alpha_E \|x\|_{\mathcal{H}^c_E}.
\]
where the infimum is taken over all $x^d \in h^d_c(M)$ and $x^c \in h^c_c(M)$ such that $x = x^d + x^c$.

Let $\xi = (dx_n)_{n \geq 1} \in E^{ad}(M; \ell^2_x)$. It is enough to take martingales $x^c$ and $x^d$ with for every $n \geq 1$,

$$dx_n^c = z_n - E_{n-1}(z_n) \quad \text{and} \quad dx_n^d = y_n - E_{n-1}(y_n),$$

where $y$ and $z$ are the adapted sequences from Theorem 4.11. Clearly, $x = x^d + x^c$. Since the map $(a_n)_{n \geq 1} \mapsto (E_{n-1}(a_n))_{n \geq 1}$ is a contraction in $L_p(\oplus_{n=1}^\infty M_n)$ for every $1 \leq p < \infty$, it follows by interpolation that it is also bounded in $E(\oplus_{n=1}^\infty M_n)$. In particular,

$$\|x^d\|_{h^d_c} \leq E\|y\|_{E(\oplus_{n=1}^\infty M_n)}.$$

On the other hand, since for every $n \geq 1$, $E_{n-1}|dx_n^c|^2 \leq E_{n-1}|z_n|^2$, we immediately get that

$$\|x^c\|_{h^c_c} \leq \|z\|_{E^{cond}(M; \ell^2_x)}.$$ 

Combining these two inequalities, we arrive at

$$\|x^d\|_{h^d_c} + \|x^c\|_{h^c_c} \leq E\|\xi\|_{E^{ad}(M; \ell^2_x)} = \|x\|_{\ell^2_x}.$$

The proof is complete. 

We recall that the conclusion of Corollary 4.13 also applies to interpolation space $E \in \text{Int}(L_p, L_2)$ for $1 < p < 2$ (see [43, Theorem 3.9]). We suspect that the preceding corollary is valid for any Banach function space in $\text{Int}(L_1, L_2)$ but our method is restricted to $1 < q < 2$ (see also [42, Problem 4.2] for a related question).

As examples of spaces that are not covered by previously known results, we consider the general Lorentz space $\Lambda_{1,w}$ where $w$ is a positive decreasing function on $(0, \infty)$ with $\int_0^\infty w(t) \, dt = \infty$. The Lorentz space $\Lambda_{1,w}$ is the linear space consisting of all $f \in L_0$ such that

$$\|f\|_{\Lambda_{1,w}} = \int_0^\infty \mu_t(f)w(t) \, dt < \infty.$$ 

The space $(\Lambda_{1,w}, \|\cdot\|_{\Lambda_{1,w}})$ is a fully symmetric Banach function space. According to [29], $\Lambda_{1,w}$ is $r$-concave if and only if (for $1/r + 1/r' = 1$),

$$\left(\frac{1}{t} \int_0^t w(s) \, ds\right)^{1/r'} \leq w(t), \quad t > 0.$$ 

With the preceding criterion, one can isolate the family of weights $w$ for which $\Lambda_{1,w} \in \text{Int}(L_1, L_q)$ for some $1 < q < 2$ and therefore the Davis decomposition applies to martingales from the corresponding Hardy spaces $H^x_{\Lambda_{1,w}}(M)$.

**Acknowledgment** I am grateful to the anonymous referee for a careful reading of the paper and for useful comments which improved the presentation of the paper.
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