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Hierarchical global fast terminal sliding-mode control for a bridge travelling crane system
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Abstract

The bridge crane system is a typical under-actuated system that is widely used in production and life. Although various scholars have conducted extensive research on the bridge crane system in recent years, there are still many problems, such as the trajectory planning of the cart and the anti-sway control of the cargo. In order to tackle the problem of the anti-sway control of the cargo, a hierarchical global fast terminal sliding-mode control (H-GFTSMC) is developed in this work. First, the Lagrange equations are used to model the system dynamics. Then, an appropriate hierarchical global fast terminal sliding-mode controller is designed to achieve anti-sway control of the cargo, and it is proved that each sliding-mode surface is progressively stable. A series of simulations were implemented to verify the effectiveness of the control method. The simulation results show that the H-GFTSMC has better control performance compared with the proportional–integral–derivative control method. When changing the cable length or adding non-negligible noise to the system, the H-GFTSMC still has good robustness.

INTRODUCTION

The bridge crane system is widely used as an important loading equipment in various industries, such as port transportation and equipment manufacturing [1, 2]. During the transportation of the bridge crane system, the inertia caused by the acceleration and the deceleration of the cart and the trolley, and the lifting action will cause the cargo to swing back and forth. This not only increases the possibility of accidents, but also seriously affects the improvement of production efficiency. Currently, the solution to this problem relies on the actual operating experience of the operator, which can realise the safe transportation and unloading of the cargo [2–5]. However, due to the long training period of the skilled technicians and the excessive work intensity, the working efficiency of the overall bridge travelling crane system is significantly restricted. Therefore, there is an urgent need for the automatic control system of the bridge crane system to solve the excessive dependence on operator experience [6–8]. The control of the bridge crane system includes many aspects, such as the positioning of the cart, the trajectory planning of the cart and the anti-sway control of the cargo [9, 10]. The anti-sway control of the cargo is the core problem of the automatic control of the bridge crane system [11, 12]. Numerous methods, including the proportional–integral–derivative (PID) control method, have been proposed by scholars [13].

In recent years, numerous studies have been conducted on this issue. The traditional PID control method is relatively simple to implement and is currently the most widely used control method in practice. In [14–17], some improvements to traditional PID have been proposed. Soukkou et al. [14] and Ko [15] combined the fuzzy control with the PID control and designed a fuzzy-PID controller. Choi proposed a PID controller for the Lagrange system in [16]. Recently, Cuoghi and Ntogramatzidis [17] have proposed a new formula for the design of the PID controller for better steady-state performance and robustness. In [18], Ahmad et al. considered the model of double-pendulum-type overhead crane and proposed a single-input fuzzy control. In [19], Konstantopoulos and Alexandridis proposed open- and closed-loop control schemes and combined them together. Some scholars have applied a variety of intelligent control methods to control the bridge crane systems. A bridge crane system self-tuning controller based on a neural network is designed by Mendez et al. [20]. In
Petrenko and Alavi presented a novel radial basis function neural network modelling method. Zhu and Wang [23] and Jahedi and Ardehali [24] combined the idea of genetic algorithm and fuzzy control and achieved good results. Many scholars used the sliding-mode control (SMC) method to conduct the research. SMC has a good effect on the tracking performance and also has good robustness. Wang et al. finished some modelling work and proposed two sliding-mode controller models [24]. Liu et al. [25] designed an adaptive sliding-mode fuzzy control approach. Sun et al. [26] constructed a sliding-mode-like strategy as well as an integral manifold. A second-order sliding-mode controller was proposed by Tuan et al. [27] for the control of a three-dimensional (3D) overhead crane with considering the uncertain system parameters. Moreover, for uncertain systems, an integral SMC method was proposed by Xi and Hesketh [28] for discrete-time systems. A recurrent fuzzy neural network SMC was designed by Lin and Shen [29], considering the model of the two-axis motion control system and adding robust control on the basis of fuzzy neural network.

SMC, also known as variable structure control, is essentially a nonlinear control strategy [30, 31]. The system is forced to follow a predetermined “sliding-mode” state trajectory. One advantage of SMC is that it is suitable for systems with uncertainties and, thus, has strong robustness with respect to disturbances and unmodelled dynamics. It is known that SMC usually provides good control performance for a general nonlinear system. However, traditional SMC approaches are not well designed for under-actuated systems, which may encounter difficulties in the sliding surface chattering elimination or suffer from slow responses. Noticing that a bridge crane system is featured to be under-actuated, a hierarchical global fast terminal sliding-mode control (H-GFTSMC) approach [32] is employed in this work to address the relevant control problems. The global fast terminal sliding-mode is chosen as the sub-sliding-mode surface, which ensures that the state reaches the sliding-mode surface in a relatively fast speed and then converges to an equilibrium point. The proposed method is able to control a bridge crane and the cargo, as shown in Figure 1(c). If the lifting mechanism is operated together with the cart and the trolley, the bridge crane system can have five DOFs, as shown in Figure 1(d).

In order to facilitate the modelling and simulation of the proposed controller, the following assumptions are made.

(i) Air resistance and wind effects are ignored.
(ii) The quality and the elasticity of the cable are ignored.
(iii) The friction at the connection between the wire cable and the trolley is ignored.
(iv) The nonlinearities of the transmission mechanism such as the trolley motor and the reducer are ignored. It is believed that the driving force of the trolley can be directly controlled by the output torque of the controller.
(v) The equilibrium point of the system is the stable.

### 2.2 Dynamics modelling

The Lagrange equation is employed to describe the dynamic model of the bridge crane system. The general form of a Lagrange equation is

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_i} \right) - \frac{\partial L}{\partial q_i} = \mathcal{Q}_i (i = 1, 2, 3, 4, 5),
\]  

(1)

where \( q_i \) are generalised coordinates, \( L = K_e - P \) is the Lagrange function, \( K_e \) is the Lagrangian kinetic energy of particle system, \( P \) is the potential energy of particles and \( \mathcal{Q}_i \) is the generalised force of the particle system.

Consider that the main part of the dissipative force in the system is friction, which cannot be ignored. Therefore, a dissipative force term is added to the general form of the Lagrange equation [33]. Then, the Lagrange equation with a dissipative force term can be obtained as

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}_i} \right) - \frac{\partial L}{\partial q_i} + \frac{\partial T}{\partial q_i} = \mathcal{Q}_i + \mathcal{T}_i (i = 1, 2, 3, 4, 5),
\]  

(2)

where \( T \) is the dissipative force function.

A 3D, four-DOF model has been selected as the research object, as shown in Figure 1(c), where \( M \) is the total mass.
of the cart and the trolley, \( m \) is the mass of the cargo and its rotating system, \( l \) is the cable length, \( XYZ \) coordinate system is a fixed coordinate system with the initial position of the trolley as the origin and \( X_M Y_M Z_M \) is a coordinate system with the cart's current position as the origin. The coordinate of the trolley on the \( XYZ \) coordinate system is \( (x, y, 0) \); the coordinate system of the trolley is established, which is parallel to each axis of the cart coordinate system. \( Y_M \) is defined along the main beam, the direction of movement of the trolley is \( YM \) and the direction of movement of the main beam is \( XM \). \( \theta \) is the angle between the cargo in any direction and the vertical direction. This angle has two components that can be decomposed into \( \theta_x \) and \( \theta_y \). \( \theta_x \) is the component of \( \theta \) on the \( XM OZ_M \) plane; \( \theta_y \) is the component of \( \theta \) on the \( YM OZ_M \) plane.

It is assumed that the coordinates of the cargo in the \( XYZ \) coordinate system are \((x_m, y_m, z_m)\), which are given by

\[
\begin{align*}
    x_m &= x + l \sin \theta_x \cos \theta_y, \\
    y_m &= y + l \sin \theta_y, \\
    z_m &= -l \cos \theta_x \cos \theta_y, \\
\end{align*}
\]

where \( l \) is the cable length

Then, the following expressions are also given:

\[
\begin{align*}
    K_e &= \frac{1}{2} (M_x \dot{x}_m^2 + M_y \dot{y}_m^2 + M_l \dot{l}^2) + \frac{m}{2} \dot{v}_m^2, \\
    P &= mg(l - \cos \theta_x \cos \theta_y), \\
    T &= \frac{1}{2} (D_x \dot{x}_m^2 + D_y \dot{y}_m^2 + D_l \dot{l}^2), \\
\end{align*}
\]

where \( K_e \) denotes the kinetic energy of the crane, \( P \) denotes the potential energy of the cargo and \( T \) denotes the dissipative force function. \( D_x, D_y \) and \( D_l \) denote the viscous damping coefficients associated with the \( x, y \) and \( l \) motions, respectively. \( \dot{v}_m^2 \) is given as follows:

\[
\begin{align*}
    \dot{v}_m^2 &= \dot{x}_m^2 + \dot{y}_m^2 + \dot{z}_m^2 \\
    &= \dot{x}^2 + \dot{y}^2 + \dot{l}^2 + l^2 \cos^2 \theta \dot{\theta}_x^2 + l^2 \dot{\theta}_y^2 + 2 \dot{l} (\sin \theta \dot{\theta}_y + l \cos \theta \dot{\theta}_x) \\
    &\quad + l \cos \theta \dot{\theta}_y \dot{\theta}_x + 2 \sin \theta \dot{\theta}_x + l \cos \theta \dot{\theta}_x \dot{\theta}_y \\
    &\quad - l \sin \theta \dot{\theta}_x \dot{\theta}_y \dot{x}. \\
\end{align*}
\]

For the four-DOF bridge crane system model shown in Figure 1(c), the cable length will not change during the movement. Hence, it holds that \( \dot{l} = \ddot{l} = 0 \), which is then substituted into (3) and (4), resulting in the Lagrange function \( L \) and dissipative
force function \( T \) as follows:

\[
L = K_e - P
\]

\[
\frac{1}{2}(M_x\dot{x}^2 + M_y\dot{y}^2) + \frac{m}{2}v_m^2 - mg(1 - \cos \theta_x \cos \theta_y),
\]

\[
T = \frac{1}{2}(D_x\dot{x}^2 + D_y\dot{y}^2),
\]

where \( M_x \) and \( M_y \) are the \( x \) (travelling) and \( y \) (traversing) components of the total mass, which consists of the mass of the cart, the trolley and the equivalent mass of transmission mechanism; besides, \( m \) denotes the mass of cargo, \( \dot{v}_m \) denotes the gravitational acceleration and \( v_m \) denotes the cargo speed.

Substituting (6) into (2), the dynamic equations of the four-DOF bridge crane system can be obtained as

\[
\begin{aligned}
(M_x + m)\ddot{x} + m\cos \theta_x \cos \theta_y \ddot{\theta}_x + m\sin \theta_x \sin \theta_y \ddot{\theta}_y \\
+ D_x\dot{x} - m\sin \theta_x \sin \theta_y \dot{\theta}_x \ddot{\theta}_y = f_x,
\end{aligned}
\]

\[
\begin{aligned}
(M_y + m)\ddot{y} + m\cos \theta_y \cos \theta_x \ddot{\theta}_y + m\sin \theta_y \sin \theta_x \ddot{\theta}_x \\
+ D_y\dot{y} - m\sin \theta_y \sin \theta_x \dot{\theta}_y \ddot{\theta}_x = f_y,
\end{aligned}
\]

\[
\begin{aligned}
ml^2\cos^2 \theta_x \ddot{\theta}_x + m\cos \theta_x \cos \theta_y \ddot{\theta}_y + mgl \sin \theta_x \cos \theta_y \\
- 2ml^2 \sin \theta_x \cos \theta_y \dot{\theta}_y \ddot{\theta}_x = 0,
\end{aligned}
\]

\[
\begin{aligned}
ml \cos \theta_y \ddot{\theta}_x - m\sin \theta_x \sin \theta_y \dot{\theta}_x \ddot{\theta}_y + m\cos \theta_x \sin \theta_y \ddot{\theta}_x \\
+ mgl \cos \theta_y \sin \theta_x \dot{\theta}_y + ml\ddot{\theta}_y = 0,
\end{aligned}
\]

where \( f_x \) and \( f_y \) are the driving forces of the motions in the \( x \) direction and the \( y \) direction.

Equations (7)–(10) can be written as the following matrix form:

\[
M(q)\ddot{q} + D\dot{q} + C(q, \dot{q})\dot{q} + G(q) = F;
\]

where

\[
q = [x, y, \theta_x, \theta_y]^T,
\]

\[
M(q) = \begin{bmatrix} M_{11} & M_{12} & M_{13} & M_{14} \\ M_{12} & M_{12} & M_{23} & M_{24} \\ M_{13} & M_{12} & M_{33} & M_{34} \\ M_{14} & M_{12} & M_{34} & M_{44} \end{bmatrix},
\]

\[
C(q, \dot{q}) = \begin{bmatrix} 0 & 0 & C_{13} & C_{14} \\ 0 & 0 & C_{23} & C_{24} \\ 0 & 0 & C_{33} & C_{34} \\ 0 & 0 & C_{43} & C_{44} \end{bmatrix},
\]

\[
D = \begin{bmatrix} D_x & 0 & 0 & 0 \\ 0 & D_y & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},
\]

and

\[
F = [f_x, f_y]^T.
\]

Readers may refer to the Appendix for details. Combining \( C(q, \dot{q}) \) and \( D \) into \( \dot{C}(q, \dot{q}) \), (11) can be simplified as follows:

\[
M(q)\ddot{q} + \dot{C}(q, \dot{q})\dot{q} + G(q) = F;
\]

where

\[
\dot{C}(q, \dot{q}) = \begin{bmatrix} D_x & 0 & C_{13} & C_{14} \\ 0 & D_y & C_{23} & C_{24} \\ 0 & 0 & C_{33} & C_{34} \\ 0 & 0 & C_{43} & C_{44} \end{bmatrix}.
\]

3 DESIGN OF HIERARCHICAL GLOBAL FAST TERMINAL SLIDING-MODE CONTROLLER

The crane model given in (7)–(10) represents an under-actuated system. Generally speaking, the control of under-actuated systems is inconvenient compared with fully actuated ones. In this work, an H-GFTSMC method is used to address this problem. For under-actuated systems, the basic idea of the H-GFTSMC method is to divide the actuated and the under-actuated parts of the system into different sub-systems, and then design the lower layer sub-sliding surfaces and construct the total sliding surface of the upper layer surface, as shown in Figure 2. According to the sliding surfaces of the lower layer, the equivalent input in the sense of Filippov [34] is obtained, and the switching function is obtained using the feedback function [35] for the sliding surface of the upper layer. After the integration of the equivalent input terms and the switching control function term, the
The dynamic equation for the errors is given by

\[ M(q)\ddot{e} + \ddot{C}(q, \dot{q})\dot{e} = F - G(q) - M(q)\ddot{q}_d - \ddot{C}(q, \dot{q})\dot{q}_d, \]  

where

\[ \epsilon = q - q_d, \]

\[ = \left[ x - x_d, y - y_d, \theta - \theta_d \right]^T, \]  

\[ = \left[ \epsilon_x, \epsilon_y, \epsilon \right]^T, \]

\[ U = F - G(q) - M(q)\ddot{q}_d - \ddot{C}(q, \dot{q})\dot{q}_d, \]  

\[ = \left[ \sigma_x, \sigma_y, \sigma \right]^T, \]

where

\[ \sigma_x = f_x - (M_x + m)\ddot{x}_d - D_x\dot{x}_d, \]

\[ \sigma_y = f_y - (M_y + m)\ddot{y}_d - D_y\dot{y}_d, \]

\[ \sigma_{\theta_x} = -mg\sin\theta_x \cos\theta_y - m\ddot{x}_d\cos\theta_x \cos\theta_y, \]

\[ \sigma_{\theta_y} = -mg\cos\theta_x \sin\theta_y + m\ddot{x}_d\sin\theta_x \sin\theta_y, \]

\[ -m\ddot{y}_d \cos\theta_y. \]

By using (23)–(25), (18) can be written as

\[ M(q)\ddot{q} + \ddot{C}(q, \dot{q})\dot{q} = U. \]  

\[ \ddot{e} = M^{-1}(q)(U - \ddot{C}(q, \dot{q})\dot{q}), \]  

\[ \ddot{e} = [e_x, e_y]^T, \quad \dot{e} = [\dot{e}_x, \dot{e}_y]^T. \]  

The sliding surface of the lower layer is then designed for the displacement error of the vehicle and the swing angle error of the cargo

\[ S_1 = \dot{e}_p + H_1e_p + \alpha \left[ \begin{array}{c} \dot{e}_x/p \\ \dot{e}_y/p \end{array} \right] = \left[ \begin{array}{c} S_{1x} \\ S_{1y} \end{array} \right] \]
where $H_1 = \begin{bmatrix} b_{1x} & 0 \\ b_{1y} & 0 \end{bmatrix}$, $H_2 = \begin{bmatrix} b_{2x} & 0 \\ b_{2y} & 0 \end{bmatrix}$, and the parameters $\alpha$, $\beta$, $b_{1x}$, $b_{1y}$, $b_{2x}$, and $b_{2y}$ are all positive constants; $S_{1x}$, $S_{1y}$, and $S_{2x}$, $S_{2y}$ are the sub-surfaces of the displacement and the swing angle in the $x$ and $y$ directions, respectively, and $n$ and $p$ are odd numbers satisfying $0 < n < p$.

The upper layer total sliding surface is defined as

$$S = I_1S_1 + I_2S_2 = \begin{bmatrix} S_{1x} \\ S_{1y} \end{bmatrix} = \begin{bmatrix} i_{1x}S_{1x} + i_{2x}S_{2x} \\ i_{1y}S_{1y} + i_{2y}S_{2y} \end{bmatrix},$$

where $I_1 = \begin{bmatrix} i_{1x} & 0 \\ 0 & i_{1y} \end{bmatrix}$, $I_2 = \begin{bmatrix} i_{2x} & 0 \\ 0 & i_{2y} \end{bmatrix}$, and parameters $i_{1x}$, $i_{1y}$, $i_{2x}$, and $i_{2y}$ are all positive constants; $S_{1x}$ and $S_{1y}$ denote the components of $S$ in the $x$ and $y$ directions, respectively.

According to the Filippov equivalence theory [37], one has

$$\dot{S}_1 = \hat{\alpha} + F_1\hat{\alpha} + \alpha(n/p) \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \hat{\alpha},$$

$$\dot{S}_2 = \hat{\beta} + F_2\hat{\beta} + \beta(n/p) \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \hat{\beta},$$

where $F_1 = H_1 + \alpha(n/p) \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}$, $F_2 = H_2 + \beta(n/p) \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}$.

For the convenience of the subsequent derivation process, (27) is changed into the following form:

$$\dot{\hat{\alpha}} = A_1(\hat{\alpha}) + B_1(\hat{\alpha})U = \begin{bmatrix} \hat{\alpha}_x \\ \hat{\alpha}_y \end{bmatrix} = \begin{bmatrix} A_{1x}(\hat{\alpha}) + B_{1x}(\hat{\alpha})U \\ A_{1y}(\hat{\alpha}) + B_{1y}(\hat{\alpha})U \end{bmatrix},$$

$$\dot{\hat{\beta}} = A_2(\hat{\beta}) + B_2(\hat{\beta})U = \begin{bmatrix} \hat{\beta}_x \\ \hat{\beta}_y \end{bmatrix} = \begin{bmatrix} A_{2x}(\hat{\beta}) + B_{2x}(\hat{\beta})U \\ A_{2y}(\hat{\beta}) + B_{2y}(\hat{\beta})U \end{bmatrix},$$

where $A_1(\hat{\alpha}) = [-M^{-1}(q) \hat{C}(q, \hat{\eta}) \hat{J}(q, \hat{\eta})]$, $B_1(\hat{\alpha}) = [M^{-1}(q)]$, and $A_2(\hat{\beta}) = [A_{1x}(\hat{\alpha}) A_{1y}(\hat{\alpha})]$, $B_2(\hat{\beta}) = [A_{2x}(\hat{\beta}) A_{2y}(\hat{\beta})]$ are matrices with the size $2 \times 1$, while $B_1(\hat{\alpha}) = [B_{1x}(\hat{\alpha}) B_{1y}(\hat{\alpha})]$, $B_2(\hat{\beta}) = [B_{2x}(\hat{\beta}) B_{2y}(\hat{\beta})]$, $B_2(\hat{\beta})$ are matrices with the size $2 \times 4$.

Substituting (32) into (31), the two equivalent outputs can be obtained

$$U_{eqp} = -B_1^{-1}(\hat{\alpha})[I_1\hat{\alpha}_x + A_1(\hat{\alpha})],$$

$$U_{eq\beta} = -B_2^{-1}(\hat{\beta})[I_2\hat{\beta}_x + A_2(\hat{\beta})],$$

where $B_1^{-1}(\hat{\alpha})$ and $B_2^{-1}(\hat{\beta})$ are left pseudo-inverse matrices of $B_1(\hat{\alpha})$ and $B_2(\hat{\beta})$, respectively, the dimensionalities of which are both $4 \times 2$.

For an under-actuated control system, it is necessary to make each sub-sliding surface stable in order to stabilise the closed-loop system. To this end, we consider the following control input:

$$\sigma_{total} = \sigma_1 + \sigma_2 + \sigma_{sw},$$

where $\sigma_{total} = U$, $\sigma_1 = U_{eqp}$, $\sigma_2 = U_{eq\beta}$ and $\sigma_{sw}$ is the switch term defined as

$$\sigma_{sw} = [l_1 B_1(\hat{\alpha}) + l_2 B_2(\hat{\beta})]^{-1} [l_2 B_2(\hat{\beta}) \sigma_1 + l_1 B_1(\hat{\alpha}) \sigma_2 + \omega \dot{\theta} + K \text{sgn} (\theta)],$$

where $\omega = [0 \omega_{3x} \omega_{3y}], K = \begin{bmatrix} k_{4x} & 0 \\ 0 & k_{4y} \end{bmatrix}$, and the parameters $\omega_{3x}$, $\omega_{3y}$, $k_{4x}$, and $k_{4y}$ are all positive constants.

Hence, one has

$$U = \sigma_{total} = \sigma_1 + \sigma_2 + \sigma_{sw}$$

$$= (l_1 B_1(\hat{\alpha}) + l_2 B_2(\hat{\beta}))^{-1} [l_1 B_1(\hat{\alpha}) \sigma_1 + l_2 B_2(\hat{\beta}) \sigma_2$$

$$- \omega \dot{\theta} - K \text{sgn} (\theta)],$$

which further results in the following inputs, as shown in (16):

$$f_x = \sigma_x + (M_x + m) \dot{x}_d + D_x \ddot{x}_d,$$

$$f_y = \sigma_y + (M_y + m) \dot{y}_d + D_y \ddot{y}_d.$$
4.1 Stability of the total sliding surface

**Theorem 1.** Consider the system (7)–(10) and the sliding-mode surfaces (29), (30) with the proposed H-GFTSMC law (36), $S$ converges to 0 when $t$ goes to infinity, that is \( \lim_{t \to \infty} S = 0 \).

**Proof.** A positive-definite Lyapunov function is defined as \( V = S^T S / 2 \). Taking the time derivative of both sides of the Lyapunov function, one has

\[
\dot{V} = S^T \dot{S} \\
= S^T (I_1 \dot{S}_1 + I_2 \dot{S}_2) \\
= S^T [I_1 (\ddot{q}_p + F_1 \dot{q}_p) + I_2 (\ddot{q}_q + F_2 \dot{q}_q)] \\
= S^T [I_1 (A_1 (e) + B_1 (e) U + F_1 \dot{q}_p) \\
+ I_2 (A_2 (e) + B_2 (e) U + F_2 \dot{q}_q)] \\
+ I_2 (A_2 (e) + B_2 (e) U + F_2 \dot{q}_q)].
\]

Substituting (33) and (34) into (38), we obtain

\[
\dot{V} = S^T [I_1 (\ddot{q}_p + F_1 \dot{q}_p + A_1 (e) - (F_1 \dot{q}_p + A_1 (e)) \\
+ B_1 (e) (\sigma_2 + \sigma_{sw}) + I_2 (F_2 \dot{q}_p + A_2 (e) \\
- (F_2 \dot{q}_p + A_2 (e)) + B_2 (e) (\sigma_1 + \sigma_{sw}))].
\]

By substituting (35) into (39), it can be derived that

\[
\dot{V} = S^T [-WY - K \text{sgn}(\dot{S})] \\
= -S^T W \dot{Y} - S^T K \text{sgn}(\dot{S}) \leq 0.
\]

The equal sign holds if and only if $S = 0$. Since $V = \frac{1}{2} S^T S \geq 0$ and the inequality (40) is satisfied, the total sliding surface is asymptotic stable in the sense of Lyapunov, which guarantees that $S$ converges to 0 as time goes to infinity. \hfill \Box

4.2 Stability of the sub-sliding surfaces

The stability analysis of sub-sliding surfaces is given in the following. Note that $S$ can be divided into two components, viz., $S_x$ and $S_y$, which accounts for $x$ and $y$ directions, respectively. These two parts share similar kinematic structures and controller design strategies. The following Lyapunov functions are further proposed on this basis:

\[
V_i = \frac{1}{2} \dot{q}_i^2 (i \in \{x, y\}).
\]

In the following, the sliding surfaces in the $x$ direction is mainly discussed.

From Section 4.1, we have known that $V_x = \frac{1}{2} \dot{S}_x^2 \geq 0$, and $\dot{V}_x = -w_{3x} \dot{S}_x^2 - k_{4x} |S_x| \leq 0$. Hence, we have

\[
\int_0^t \dot{V}_x \, dt = \int_0^t -w_{3x} \dot{S}_x^2 - k_{4x} |S_x| \, dt,
\]

which renders that

\[
0 < V_x(t) = \frac{1}{2} \dot{S}_x^2 \\
= V_x(0) + \int_0^\infty -w_{3x} \dot{S}_x^2 - k_{4x} |S_x| \, dt \leq V_x(0) < \infty.
\]

Thus, $S_x \in L_\infty$, i.e. $\sup_{t \geq 0} |S_x| = |S_x|_\infty < \infty$. Meanwhile, we have known that $\dot{V}_x = -w_{3x} \dot{S}_x^2 - k_{4x} |S_x| < \infty$, so $S_x \in L_\infty$, that is $\sup_{t \geq 0} |\dot{S}_x| = |\dot{S}_x|_\infty < \infty$. Similarly, for the $y$ direction, it holds $\sup_{t \geq 0} |S_y| = |S_y|_\infty < \infty$ and $\sup_{t \geq 0} |\dot{S}_y| = |\dot{S}_y|_\infty < \infty$.

Inequality (43) reveals that

\[
\int_0^\infty w_{3x} \dot{S}_x^2 + k_{4x} |S_x| \, dt \leq V_x(0) < \infty.
\]

Since the sum of two positive terms is less than infinity in the above inequality, neither of the two terms goes to infinity. In other words, we have $\int_0^\infty |S_x| \, dt < \infty$ and $\int_0^\infty |\dot{S}_x| \, dt < \infty$, that is $S_x \in L_1$ and $\dot{S}_x \in L_1$. Similarly, it holds $S_y \in L_1$ and $\dot{S}_y \in L_1$.

Represent (32) as the following state-space model, which mainly involves variables corresponding to the $x$ direction:

\[
\begin{aligned}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= \ddot{e}_c + A_{1x} (e) + B_{1x} (e) U, \\
\dot{x}_3 &= x_4, \\
\dot{x}_4 &= \ddot{e}_c + A_{2x} (e) + B_{2x} (e) U.
\end{aligned}
\]

Note that for a practical crane system, the displacement and speed of the cart, the angle and angular velocity of the cargo, cannot be infinity. Hence, we proposed the following assumptions.

(i) All states are bounded, that is $\|X\|_\infty \leq \max(|x_1|, |x_2|, |x_3|, |x_4|) < \infty$.

(ii) $0 \leq \max(|A_{1x} (e)|, |A_{2x} (e)|) \leq \Lambda$, where $\Lambda$ is a finite positive constant.

(iii) $B_{1x} (e)$ and $B_{2x} (e)$ are matrices determined by system parameters, whose elements are bounded. The matrix consisting of the maximum value of each item is $B_M$.

(iv) $U$ is a matrix related to motor characteristics, whose elements are bounded. The matrix consisting of the maximum value of each item is $U_M$.

**Theorem 2.** Consider the system (7)–(10) and the sliding-mode surfaces (29), (30) with the proposed H-GFTSMC law (36) and the above
assumptions, \( S_{1x} \) and \( S_{2θx} \) converge to 0 when \( t \) goes to infinity, that is
\[
\lim_{t \to \infty} S_{1x} = 0, \quad \lim_{t \to \infty} S_{2θx} = 0.
\]

**Proof.** From (29), it is known that
\[
\begin{align*}
\left| S_{i}\right| = & \left| \hat{e}_x + b_{1x}\hat{e}_x + \alpha \frac{\nu}{\sigma} \right| \\
\leq & \left| \hat{e}_x \right| + b_{1x}\left| \hat{e}_x \right| + \left| \alpha \frac{\nu}{\sigma} \right| \\
\leq & \| X \|_\infty + b_{1x}\| X \|_\infty + \alpha \| X \|_\infty^{\sigma/\nu} < \infty.
\end{align*}
\]

Similarly, it can be derived that \( \| S_{2θi} \| < \infty \). Hence, \( S_{1x} \in L_\infty \) and \( S_{2θi} \in L_\infty \).

From (31), one has
\[
\begin{align*}
\left| \dot{S}_{i} \right| = & \left| \dot{\hat{e}}_x + b_{1x}\dot{\hat{e}}_x + \alpha \left( \frac{\nu}{\sigma} \right) \frac{\nu}{\sigma} \right| \\
= & \left| b_{1x}\dot{\hat{e}}_x + \alpha \left( \frac{\nu}{\sigma} \right) \frac{\nu}{\sigma} \right| \left| \hat{e}_x + A_{1x}(x) + B_{1x}(\nu) \right| \\
\leq & \left| b_{1x}\dot{\hat{e}}_x \right| + \left| \alpha \left( \frac{\nu}{\sigma} \right) \frac{\nu}{\sigma} \right| \left| \hat{e}_x \right| + \left| A_{1x}(x) \right| + \left| B_{1x}(\nu) \right| \\
\leq & b_{1x}\| X \|_\infty + \alpha \left( \frac{\nu}{\sigma} \right) \frac{\nu}{\sigma} \| X \|_\infty^{\sigma/\nu} + \Lambda + B_M \cdot U_M < \infty.
\end{align*}
\]

Similarly, it holds \( \| \dot{S}_{2θi} \| < \infty \). Thus, \( \dot{S}_{i} \in L_\infty \) and \( \dot{S}_{2θi} \in L_\infty \).

During the deriving process of H-GFTSMC, the value of \( i_{1x} \) does not affect the stability of the system. A new sliding surface \( \dot{S}_{i} \) is introduced as
\[
\dot{S}_{i} = \dot{\hat{e}}_x + \dot{\theta}_x + \dot{\hat{S}}_{2θi},
\]
where \( \dot{\theta}_x \) is a positive constant and \( \dot{\hat{e}}_x \neq i_{1x} \). So \( \dot{S}_{i} \neq \dot{S}_x \). We also assume that \( 0 < \int_{0}^{∞} \dot{S}_{i}d\sigma \leq \int_{0}^{∞} \dot{S}_{i}d\sigma < \infty \).

It is easy to derive that
\[
\begin{align*}
0 & < \int_{0}^{∞} \dot{S}_{i}d\sigma \\
= & \int_{0}^{∞} \left( i_{1x}^2 - \hat{i}_{1x}^2 \right)\dot{S}_{1x}^2 + \left( \hat{\theta}_x - \dot{\theta}_x \right)\dot{\theta}_x d\sigma < \infty.
\end{align*}
\]

Substituting (30) into the above inequality, one has
\[
\begin{align*}
\int_{0}^{∞} \dot{S}_{i}d\sigma & = \int_{0}^{∞} \left( i_{1x}^2 - \hat{i}_{1x}^2 \right)\dot{S}_{1x}^2 + \left( \hat{\theta}_x - \dot{\theta}_x \right)\dot{\theta}_x d\sigma \\
& = \int_{0}^{∞} -\left( i_{1x} - \hat{i}_{1x} \right)^2\dot{S}_{1x}^2 d\sigma + \int_{0}^{∞} \left( i_{1x} - \hat{i}_{1x} \right)i_{1x} \dot{S}_{1x} d\sigma > 0.
\end{align*}
\]

which implies that
\[
\begin{align*}
& \int_{0}^{∞} \left( i_{1x} - \hat{i}_{1x} \right)^2\dot{S}_{1x}^2 d\sigma < \int_{0}^{∞} 2\left( i_{1x} - \hat{i}_{1x} \right)i_{1x} \dot{S}_{1x} d\sigma \\
& \leq \int_{0}^{∞} \left| \left( i_{1x} - \hat{i}_{1x} \right)i_{1x} \right| \left| \dot{S}_{1x} \right| d\sigma \\
& \leq \left( i_{1x} - \hat{i}_{1x} \right) \int_{0}^{∞} \left| \dot{S}_{1x} \right| d\sigma \\
& \leq \left( i_{1x} - \hat{i}_{1x} \right) \cdot \| \dot{S}_{1x} \|_{L_∞} \cdot \| X \|_{L_∞} < \infty.
\end{align*}
\]

Hence, it holds \( S_{1x} \in L_2 \). In a similar way, it can be derived that \( S_{2θx} \in L_2 \). At this point, we have proved that \( S_{1x} \in L_∞ \), \( S_{2θ} \in L_∞ \), \( \dot{S}_{i} \in L_∞ \), \( \dot{S}_{2θ} \in L_∞ \) and \( \dot{S}_{1x} \in L_2 \), \( \dot{S}_{2θ} \in L_2 \); according to Barbalat's lemma [38], it holds that \( \lim_{t \to \infty} S_{1x} = 0 \) and \( \lim_{t \to \infty} S_{2θ} = 0 \). The proof is thus complete.

In a similar way, one can derive that \( S_{1y} \in L_∞ \), \( S_{2θy} \in L_∞ \), \( \dot{S}_{1y} \in L_∞ \), \( \dot{S}_{2θy} \in L_∞ \) and \( S_{1y} \in L_2 \), \( S_{2θy} \in L_2 \), which render \( \lim_{t \to \infty} S_{1y} = 0 \) and \( \lim_{t \to \infty} S_{2θy} = 0 \).

According to [39], the reaching time of the sub-sliding surfaces is given by the following equations:
\[
\begin{align*}
t_i & = \frac{\alpha}{b_{1x}(\sigma)\beta} \ln \frac{\ln \left( \frac{\alpha}{b_{1x}(\sigma)\beta} \right)}{\frac{\alpha}{b_{1x}(\sigma)\beta} + \alpha}, \\
t_{θi} & = \frac{\alpha}{b_{2θ}(\sigma)\beta} \ln \frac{\ln \left( \frac{\alpha}{b_{2θ}(\sigma)\beta} \right)}{\frac{\alpha}{b_{2θ}(\sigma)\beta} + \alpha},
\end{align*}
\]
where \( i \in \{ x, y \} \), and \( t_i \) and \( t_{θi} \) are the reaching time of the displacement sliding surface and the swing angle sliding surface, respectively (max\( \{ t_i, t_{θi} \} \leq t_{t_0} \)).

In summary, this section proves the asymptotic stability of all sliding surfaces of the system and shows that the controller can drive the system to the sliding surface in finite time and finally stabilise at the target position.

**Remark 1.** Generally speaking, the adjustment methods of sliding-mode parameters are mostly trial and error [40–42]. For the hierarchical sliding-mode system, the parameters of the lower sliding functions are generally considered first. After adjusting the parameters of the lower sliding functions, the upper sliding-mode parameters are adjusted, while the lower sliding-mode parameters are fine-tuned [43]. Although the considered system in (7)–(10) is an ideal system, the value of \( K \) still has a certain degree of robustness. If the upper and lower bounds of the disturbance are known, we can use the method mentioned in [44] to solve the range of \( K \).

**Remark 2.** The proposed approach can be further improved by considering some latest research achievements. For example, extend the result to stochastic systems, as shown in [45]. When limited communication resources are available, one could consider event-triggered strategy in the design [46, 47], in which cases the system state may be updated only when it is necessary.
5 | SIMULATIONS

Several simulations have been undertaken to verify the control effect of the proposed controller. Simulation 1 shows the control performance of the proposed controller, and it is compared with PID in simulation 2. In simulation 3, the cable length was changed to demonstrate the robustness of the control method. In simulation 4, white noise was added to the proposed controller and compared with PID as well. The controller parameters used in the simulations are selected as

\[
\begin{align*}
H_1 &= \begin{bmatrix} 0.8 & 0 \\ 0 & 0.8 \end{bmatrix}, \\
H_2 &= \begin{bmatrix} 0.4 & 0 \\ 0 & 0.016 \end{bmatrix}, \\
I_1 &= \begin{bmatrix} 9 & 0 \\ 0 & 84 \end{bmatrix}, \\
I_2 &= \begin{bmatrix} 12 & 0 \\ 0 & 110 \end{bmatrix}, \\
W &= \begin{bmatrix} 10 & 0 \\ 0 & 50 \end{bmatrix}, \\
K &= \begin{bmatrix} 0.03 & 0 \\ 0 & 0.028 \end{bmatrix}.
\end{align*}
\]

The related parameters are given by $g = 9.81 \text{ m/s}^2$, $m = 30 \text{ kg}$, $M_x = 1440 \text{ kg}$, $M_y = 110 \text{ kg}$, $D_x = 480 \text{ kg/s}$, $D_y = 40 \text{ kg/s}$, $P_{dx} = 50 \text{ m}$, $P_{dy} = 20 \text{ m}$, $k_{ix} = 0.25 \text{ m/s}^2$, $k_{iy} = 0.08 \text{ m/s}^2$, $k_{ux} = 1.05 \text{ m/s}$, $k_{uy} = 0.53 \text{ m/s}$, $e_x = e_y = 2.5$, $T = 10 \text{ m}$, $\alpha = 1$, $\beta = 0.5$, $n = 1$, $p = 5$. In the simulations, the initial system state is $(x_0, y_0, \theta_{x0}, \theta_{y0}) = (0, 0, 0, 0)$, while the target state is set as $(x_f, y_f, \theta_{xf}, \theta_{yf}) = (50, 20, 0, 0)$.

5.1 | Control performance of H-GFTSMC

The simulation results are discussed in the following. The track of the trolley and the swing angle diagram of the cargo is illustrated in Figure 3. It can be seen in Figure 3(a) and (c) that the displacement trajectory of the vehicle is basically consistent with the target trajectory. It can also be seen in Figure 3(b) that the swing angle of the cargo has almost no swing outside the start and stop time. When the crane starts, the angle of the pendulum in the $x$ direction reaches its maximum value of $-0.06$ rad in about 5 s. Meanwhile, the angle of the pendulum in the $y$ direction reaches the maximum value of $-0.018$ rad in about 9 s. When the crane stops, the angles in $x$ and $y$ directions reach the maximum value of $0.058$ and $0.019$ rad in about 54 and 48 s, respectively. Outside these two time periods, the angle decays rapidly to zero. Under the control of H-GFTSMC, the displacement tracking of the trolley is good, and the pendulum angles in both $x$ and $y$ directions are limited to a small range. The driving force is demonstrated in Figure 3(d), which reveals that high-frequency chattering occurs during the starting and stopping periods. It is worth mentioning that reducing the value of $k_{ux}$ and $k_{uy}$ can mitigate this phenomenon, but is not able to eliminate it.

All the sliding surfaces of the entire system are shown in Figure 4, where Figure 4(a) and (b) shows the displacement dependent sub-sliding surface and the pendulum-angle-dependent sub-sliding surface, respectively. During the process of starting and stopping of the bridge crane system, each sub-sliding surface will fluctuate, but it will converge to 0 soon. It can be seen from Figure 4(a) and (b) that the two sub-sliding surfaces enter the sliding-mode movement soon after the simulation starts and then stabilise near the designed sliding surface. It can be seen from Figure 4(c) that the total sliding surface of the system is stable near 0 except for the start and stop phases. Hence, the simulation results show the effectiveness of the designed hierarchical global fast terminal sliding-mode controller.

5.2 | Performance comparison with a PID controller

So as to show the superiority of the proposed control method, its control performance is compared with the traditional PID control method, and the simulation results are as follows.

Because of the controller design process of the vehicle in $x$ and $y$ directions is the same, the motion in the $x$ direction is analysed separately with PID.

Figure 5 shows the comparison of control performance of cart under H-GFTSMC and PID controllers. It can be seen from Figure 5(a) that the performance of trajectory tracking under the H-GFTSMC is excellent. The cart basically runs along the planned trajectory, and there is almost no overshooting when it stops. However, under the traditional PID control, the responding speed of cart is slow, and certain overshoot occurs when stopping. In Figure 5(b), the cargo swings slightly at start and stop, and returns to 0 rapidly in the rest of the time. In contrast, the pendulum angle under the PID control is slightly lower than that under the H-GFTSMC control, but there is always a certain pendulum angle during the operation process. Therefore, the H-GFTSMC method has obvious advantages compared with the traditional PID control method.

5.3 | Robustness with respect to cable lengths and additive white noises

Next, the controller robustness is simulated and analysed. The robustness is verified by changing the length of the hanging cable. Figures 6 and 7 show the simulation results of increasing and decreasing the length of hoisting cable, respectively.

The cable length of the controller is set to 10 m; on the other side, the actual cable length is set to be 5 and 15 m.

Comparing Figures 3(a) and 6(a) shows that the curve fluctuation in Figure 6(a) does not increase significantly. Even if the cable length is shortened, the controller can still obtain a better displacement tracking performance. From Figures 3(b) and 6(b), there is no significant swing amplitude change in the swing angle of the cargo, and the anti-swing control performance is still good. Therefore, when the cable length is shortened, the control performance of the controller is still considerable.

When the cable length is increased, the displacement tracking performance is good, with no large tracking error, as shown in Figures 3(a) and 7(a). However, there are some problems with
Figure 3 shows the control performance of the proposed method. (a) The trolley trajectory and its reference signal. (b) The angular of the cargo suspended in the $x$ and $y$ directions. (c) Top view of the vehicle spatial displacement. (d) Driving forces in $x$ and $y$ directions.

The angle. As shown in Figure 7(b), when the crane starts and stops, the pendulum angle has some small fluctuations and is unable to return to 0 quickly.

All above simulations are conducted under the ideal conditions. Due to issues such as sensor accuracy, there must be a lot of noise that cannot be ignored. Therefore, on the basis of simulations 1 and 2, Gaussian white noise is added to the feedback collected by the system to verify the robustness of the proposed control method in the presence of interference. The simulation results are shown in Figure 8.
It can be seen from Figure 8(a) that the trajectory of the cart and the ideal trajectory almost coincide. We further compare the proposed H-GFTSMC with the PID control strategy presented in Section 5.2. White noise is added to the system to verify the robustness of various control methods. As shown in Figure 7, the swing angle amplitude using H-GFTSMC is relatively small. Besides, the proposed approach outperforms the PID controller with respect to the trajectory tracking. H-GFTSMC renders small oscillations around the target trajectory, while the PID controller leads to a large deviation.

6 | CONCLUSION

This paper proposes an H-GFTSMC to handle the problem of large cargo swing during the operation of the bridge crane system. First, the Lagrangian dynamic modelling of the bridge crane system is conducted. Then, the hierarchical global fast terminal sliding-mode controller is designed according to the under-actuated characteristics of the system. The stability of the proposed controller is verified, and it is proved that all sliding surfaces of the controller can reach the stable state in a limited time. Finally, the simulation results demonstrate that the controller has better restraining performance on the swing angle of the cargo compared with PID, and the controller still has good robustness when the cable length is changed. Moreover, the performance of the controller is still excellent even when the feedback signal contains noise. In our future work, we will improve the proposed H-GFTSMC strategy by considering event-trigging mechanisms, which can be employed for applications with limited communication resources.
FIGURE 5  (a) Comparison of the displacement. (b) Comparison of the angles

FIGURE 6  The performance of shortening the length of hanging cable on the (a) displacement and (b) angles
**FIGURE 7** The performance of increasing the length of hanging cable on the (a) displacement and (b) angles.

**FIGURE 8** The comparisons between H-GFTSMC and PID on adding white noise: (a) displacement and (b) angles.
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APPENDIX
The Parameters in (12)

\[
M_{11} = M_x + m \\
M_{13} = ml \cos \theta_x \cos \theta_y \\
M_{14} = -ml \sin \theta_x \sin \theta_y \\
M_{21} = 0 \\
M_{22} = M_y + m \\
M_{23} = 0 \\
M_{24} = ml \cos \theta_y \\
M_{31} = ml \cos \theta_x \cos \theta_y \\
M_{32} = 0 \\
M_{33} = ml \cos \theta_x \sin \theta_y \\
M_{34} = 0 \\
M_{41} = -ml \sin \theta_x \sin \theta_y \\
M_{42} = ml \cos \theta_y \\
M_{43} = 0 \\
M_{44} = ml^2
\]

\[
C_{13} = -ml \sin \theta_x \cos \theta_y \dot{\theta}_x - ml \cos \theta_x \sin \theta_y \dot{\theta}_y \\
C_{14} = -ml \cos \theta_x \sin \theta_y \dot{\theta}_x - ml \sin \theta_x \cos \theta_y \dot{\theta}_y \\
C_{23} = 0 \\
C_{24} = -ml \sin \theta_y \dot{\theta}_y \\
C_{33} = -ml^2 \sin \theta_y \cos \theta_y \dot{\theta}_y \\
C_{34} = -ml^2 \sin \theta_y \cos \theta_y \dot{\theta}_x \\
C_{43} = ml^2 \cos \theta_y \sin \theta_y \dot{\theta}_x \\
C_{44} = 0.
\]