On Codes over $\mathbb{F}_q + v\mathbb{F}_q + v^2\mathbb{F}_q$

A. Melakhessou, K. Guenda, T. A. Gulliver, M. Shi and P. Solé

Abstract

In this paper we investigate linear codes with complementary dual (LCD) codes and formally self-dual codes over the ring $R = \mathbb{F}_q + v\mathbb{F}_q + v^2\mathbb{F}_q$, where $v^3 = v$, for $q$ odd. We give conditions on the existence of LCD codes and present construction of formally self-dual codes over $R$. Further, we give bounds on the minimum distance of LCD codes over $\mathbb{F}_q$ and extend these to codes over $R$.

1 Introduction

Codes over finite rings have been known for several decades, but interest in these codes increased substantially after the discovery that good non-linear binary codes can be constructed from codes over $\mathbb{Z}_4$. Recently, codes over finite non chain rings have been considered. Codes over the ring $R = \mathbb{F}_q + v\mathbb{F}_q + v^2\mathbb{F}_q$, $v^3 = v$ were introduced by Gao et al. [9], and Shi et al. [26] studied their properties and gave several families of codes over this ring.

Linear codes with complementary dual (LCD) codes over finite fields were first studied by Massey [23] and more recently by Carlet and Guilley [4] and Dougherty et al. [7]. LCD codes can be used to protect information against side channel attacks [4]. When considered over $\mathbb{F}_q$ these codes have the advantage to be easily decoded [23]. This property also applies to LCD codes over $R$ because this ring can be seen as the direct product $\mathbb{F}_q \times \mathbb{F}_q \times \mathbb{F}_q$. Further, LCD codes can be used to obtain optimal entanglement-assisted quantum codes [11].

Formally self-dual codes are an important class of codes because they have weight enumerators that are invariant under the MacWilliams transform, and can have better parameters than self-dual codes [2]. In this paper, LCD and formally self-dual codes are considered over the ring $R = \mathbb{F}_q + v\mathbb{F}_q + v^2\mathbb{F}_q$, where $v^3 = v$ and $q$ is an odd prime power. We give conditions on the existence of LCD codes over this ring. Further, several constructions of
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LCD codes are given, in particular from weighing matrices. Constructions of formally self-dual codes over $R$ are also presented. In addition, bounds on the minimum distance of LCD codes over the finite field $\mathbb{F}_q$ are given and extended to codes over $R$.

The remainder of this paper is organized as follows. Section 2 provides some preliminary results regarding the finite ring $R = \mathbb{F}_q + v\mathbb{F}_q + v^2\mathbb{F}_q$. The Lee weights of the elements of $R$ are defined, and a Gray map is introduced. This map leads to some useful results on linear codes over $R$. We investigate the relationship between the dual and Gray image of codes. Section 3 considers LCD codes over $R$. Necessary and sufficient conditions on the existence of LCD codes over $R$ are given, and LCD codes are constructed from weighting matrices. Tables of LCD codes up to length 40 are given which are obtained from skew matrices and conferences matrices over the finite field $\mathbb{F}_p$ where $p$ is a prime number such that $3 < p \leq 23$.

In Section 4, we present three constructions of formally self-dual codes over $R$. Further, LCD codes are constructed which are also formally self-dual. In Section 5 we give bounds on the minimum distance of LCD codes over $\mathbb{F}_q$, and these bounds are extended to free LCD codes over $R$.

## 2 Preliminaries

In this section, we present some basic results on linear codes over the ring $R = \mathbb{F}_q + v\mathbb{F}_q + v^2\mathbb{F}_q$, where $v^3 = v$ and $q$ is odd. The ring $R$ is equivalent to the ring $\mathbb{F}_q[v]/(v^3 - v)$. This shows that $R$ is a finite commutative, principal ring with the following non-trivial maximal ideals

$$\langle v \rangle, \langle 1 - v \rangle, \langle 1 + v \rangle.$$ 

Hence by the Chinese Remainder Theorem we have

$$R = R/\langle v \rangle \oplus R/\langle 1 - v \rangle \oplus R/\langle 1 + v \rangle. \quad (1)$$

It is convenient to write the decomposition given in (1) using orthogonal idempotents in $R$ which is given by

$$R = \eta_1 R \oplus \eta_2 R \oplus \eta_3 R = \eta_1 \mathbb{F}_q \oplus \eta_2 \mathbb{F}_q \oplus \eta_3 \mathbb{F}_q, \quad (2)$$

where $\eta_1 = 1 - v^2$, $\eta_2 = \frac{v + v^2}{2}$, and $\eta_3 = \frac{v^2 - v}{2}$. Each element $r$ of $R$ can be expressed uniquely as $r = a_0 + va_1 + v^2a_2$, where $a_i \in \mathbb{F}_q$, $i = 0, 1, 2$.

A linear code $C$ of length $n$ over $R$ is an $R$-submodule of $R^n$. An element of $C$ is called a codeword of $C$. A generator matrix of $C$ is a matrix whose rows generate $C$. The Hamming weight $w_H(c)$ of a codeword $c$ is the number of nonzero components in $c$. The Euclidean inner product is

$$x \cdot y = x_0y_0 + x_1y_1 + \ldots + x_{n-1}y_{n-1},$$
where \( x, y \in \mathbb{R}^n \). The dual code \( C^\perp \) of \( C \) with respect to the Euclidean inner product is defined as
\[
C^\perp = \{ x \in \mathbb{R}^n; x \cdot y = 0, \forall y \in C \}.
\]

A code \( C \) is called self-dual if \( C = C^\perp \) and \( C \) is called self-orthogonal if \( C \subseteq C^\perp \).

For a linear code \( C \) of length \( n \) over \( R \), define
\[
C_1 = \{ a \in \mathbb{F}^n_q, \exists b, c \in \mathbb{F}^n_q; \eta_1 a + \eta_2 b + \eta_3 c \in C \},
\]
\[
C_2 = \{ b \in \mathbb{F}^n_q, \exists a, c \in \mathbb{F}^n_q; \eta_1 a + \eta_2 b + \eta_3 c \in C \},
\]
\[
C_3 = \{ c \in \mathbb{F}^n_q, \exists a, b \in \mathbb{F}^n_q; \eta_1 a + \eta_2 b + \eta_3 c \in C \}.
\]

It is clear that \( C_1, C_2 \) and \( C_3 \) are linear codes of length \( n \) over \( \mathbb{F}_q \). A direct consequence of the ring decomposition of \( R \) in (2) is that a linear code \( C \) over \( R \) can be uniquely expressed as
\[
C = \eta_1 C_1 \oplus \eta_2 C_2 \oplus \eta_3 C_3.
\]  

Moreover, from (3) and the definition of the dual code we have that
\[
C^\perp = \eta_1 C_1^\perp \oplus \eta_2 C_2^\perp \oplus \eta_3 C_3^\perp.
\]

Further, \( C \) is self-dual if and only if \( C_1, C_2 \) and \( C_3 \) are self-dual over \( \mathbb{F}_q \). If \( G_1, G_2 \) and \( G_3 \) are generator matrices of \( C_1, C_2 \) and \( C_3 \), respectively, then
\[
G = \begin{bmatrix} \eta_1 G_1 \\ \eta_2 G_2 \\ \eta_3 G_3 \end{bmatrix},
\]

is a generator matrix of \( C \). Often when working with codes over rings, an image to the underlying field is employed. For the ring \( R \) considered in this paper, a Gray map is defined as follows.

**Definition 2.1** The Gray map \( \Psi \) from \( R^n \) to \( \mathbb{F}^{3n}_q \) is defined by
\[
\Psi : R^n \to \mathbb{F}^{3n}_q \quad (r_0, r_1, \ldots, r_{n-1}) \mapsto (a_0, a_0 + b_0 + c_0, a_0 - b_0 + c_0, \ldots, a_{n-1} + b_{n-1} + c_{n-1}, a_{n-1} - b_{n-1} + c_{n-1}),
\]
where \( r_i = a_i + vb_i + v^2c_i, i = 0, 1, \ldots, n - 1 \).

For \( r = a + vb + v^2c \) in \( R \), the Lee weight of \( r \) is defined as
\[
w_L(a + vb + v^2c) = w_H(a, a + b + c, a - b + c),
\]
where \( w_H \) denotes the Hamming weight of \( v \) over \( \mathbb{F}_q \). Let \( d_H \) denote the minimum Hamming distance of a code \( C \). For a codeword \( c = (c_0, c_1, \ldots, c_{n-1}) \), the Lee weight is defined as
\[
w_L(c) = \sum_{i=0}^{n-1} w_L(c_i)
\]
and the Lee distance between codewords \( c \) and \( c' \) is defined as \( d_L(c, c') = w_L(c - c') \). The minimum Lee distance of a code \( C \) is then \( d_L(C) = \min d_L(c, c'), c \neq c', \forall c, c' \in C \).
Definition 2.2 A linear code $C$ of length $n$ over $R$ and minimum Lee distance $d_L$ is called an $[n, |C|, d_L]_R$ code. Further if it is with minimum Hamming distance $d_H$, then it is denoted $[n, |C|, d_H]_R$. If $C$ has minimum Lee distance $d_L$ and is a free $R$-submodule that is isomorphic as a module to $R^k$, then the integer $k$ is called the rank of $C$ and the code is denoted as $[n, k, d_L]_R$.

Proposition 2.3 \[26\] Let $C$ be an $[n, |C|, d_L]_R$ code. Then $\Psi(C)$ is a $[3n, k, d = d_L]_R$ linear code over $\mathbb{F}_q$. Further, if $C^\perp$ is the dual of $C$, then $\Psi(C)^\perp = \Psi(C^\perp)$.

Remark 2.4 If there exists an $[n, k, d_H]$ code $C$ over $\mathbb{F}_q$, then there exists a $[n, k, d_H]_R$ code $C = \eta_1 C \oplus \eta_2 C \oplus \eta_3 C$.

Lemma 2.5 \[26\] If $C$ is a linear code of length $n$ over $R$ with generator matrix $G$, then

$$
\Psi(G) = \begin{bmatrix}
\Psi(\eta_1 G_1) \\
\Psi(\eta_2 G_2) \\
\Psi(\eta_3 G_3)
\end{bmatrix} = \begin{bmatrix}
G_1 & 0 & 0 \\
0 & G_2 & 0 \\
0 & 0 & G_3
\end{bmatrix}, \quad (6)
$$

and $d_H(\Psi(C)) = \min\{d_H(C_1), d_H(C_2), d_H(C_3)\}$.

We now give some useful results on cyclic codes over $R$. A code $C$ is said to be cyclic if it satisfies

$$(c_{n-1}, c_0, \ldots, c_{n-2}) \in C, \text{ whenever } (c_0, c_1, \ldots, c_{n-1}) \in C.$$ 

It is well known that cyclic codes of length $n$ over $R$ can be considered as ideals in the quotient ring $\frac{R[x]}{(x^n-1)}$ via the following $R$-module isomorphism

$$
\frac{R[x]}{(x^n-1)} \ni (c_0, c_1, \ldots, c_{n-1}) \mapsto c_0 + c_1 x + \ldots + c_{n-1} x^{n-1}.
$$

Definition 2.6 The reciprocal of the polynomial $h(x) = h_0 + h_1 x + \ldots + h_k x^k$ is defined as $h^*(x) = x^{\deg(h(x))} h(x^{-1})$. If $h(x) = h^*(x)$, then the polynomial $h(x)$ is called self-reciprocal.

Proposition 2.7 \[9\] Let $C$ be a cyclic code of length $n$ over $R$. Then there exist polynomials $f_i(x)$ which are divisors of $x^n-1$ in $\mathbb{F}_q[x]$ such that $C = \langle \eta_1 f_1(x), \eta_2 f_2(x), \eta_3 f_3(x) \rangle$ and $|C| = q^{3n-\deg(f_1(x)+f_2(x)+f_3(x))}$. Further

$$C^\perp = \langle \eta_1 h_1^*(x), \eta_2 h_2^*(x), \eta_3 h_3^* \rangle,$$

where $h_i(x) \in \mathbb{F}_q[x]$ such that $x^n - 1 = f_1(x) h_1(x) = f_2(x) h_2(x) = f_3(x) h_3(x)$.
Proposition 2.8  There is no cyclic self-dual cyclic code of length $n$ over $R$.

Proof. We know that $C = \eta_1 C_1 \oplus \eta_2 C_2 \oplus \eta_3 C_3$. From [16, Theorem 1] we have that $C_1$, $C_2$ and $C_3$ are self-dual cyclic codes over $F_q$ if and only if $q$ is a power of 2 and $n$ is even. Since we assumed that $q$ is odd, the result then follows. ■

3 LCD Codes over $R$

A linear codes with complementary dual (LCD) code is defined as a linear code $C$ whose dual code $C^\perp$ satisfies

$$C \cap C^\perp = \{0\}.$$ 

LCD codes have been shown to provide an optimum linear coding solution [23].

For LCD codes over $R$, we have the following result.

Theorem 3.1 A code $C = \eta_1 C_1 \oplus \eta_2 C_2 \oplus \eta_3 C_3$ of length $n$ over $R$ is an LCD code if and only if $C_1$, $C_2$ and $C_3$ are LCD codes over $F_q$.

Proof. A linear code $C = \eta_1 C_1 \oplus \eta_2 C_2 \oplus \eta_3 C_3$ has dual code $C^\perp = \eta_1 C_1^\perp \oplus \eta_2 C_2^\perp \oplus \eta_3 C_3^\perp$. We have that $C \cap C^\perp = \eta_1 (C_1 \cap C_1^\perp) \oplus \eta_2 (C_2 \cap C_2^\perp) \oplus \eta_3 (C_3 \cap C_3^\perp)$. Due to the direct sum we have $C \cap C^\perp = \{0\}$ if and only if $C_i \cap C_i^\perp = \{0\}$, for $i = 1, 2, 3$. Thus $C$ is an LCD code. ■

Theorem 3.2 If $C$ is an LCD code over $F_q$, then $C = \eta_1 C \oplus \eta_2 C \oplus \eta_3 C$ is an LCD code over $R$. If $C$ is an LCD code of length $n$ over $R$, then $\Psi(C)$ is an LCD code of length $3n$ over $F_q$.

Proof. The first part is deduced from Theorem 3.1. From Proposition 2.3, we have that $\Psi(C)^\perp = \Psi(C^\perp)$. Since $\Psi$ is bijective and $C \cap C^\perp = \{0\}$, the result follows. ■

Next we give a necessary and sufficient condition on the existence of LCD codes over $R$. First we require the following result due to Massey [23].

Proposition 3.3 If $G$ is a generator matrix for an $[n, k]$ linear code $C$ over $F_q$, then $C$ is an LCD code if and only if the $k \times k$ matrix $GG^t$ is nonsingular.

Theorem 3.4 If $G$ is a generator matrix for a linear code $C$ over $R$, then $C$ is an LCD code if and only if $GG^t$ is nonsingular.
Proof. The generator matrix of $C$ can be expressed in canonical form as
\[
G = \begin{bmatrix}
\eta_1 G_1 \\
\eta_2 G_2 \\
\eta_3 G_3
\end{bmatrix}.
\] (7)
Since the $\eta_i$ are orthogonal idempotents, a simple calculation gives
\[
GG^t = \begin{bmatrix}
\eta_1 G_1 G_1^t & 0 & 0 \\
0 & \eta_2 G_2 G_2^t & 0 \\
0 & 0 & \eta_3 G_3 G_3^t
\end{bmatrix}.
\] (8)
From Proposition 3.3 a necessary and sufficient condition for a code over $\mathbb{F}_q$ with generator matrix $G_i$ to be LCD is that $G_i G_i^t$ be non-singular. Hence the proof follows from the generator matrix given in (7).  

We now give conditions on the existence of cyclic LCD codes over $R$ using the generator polynomial. This is an extension of the following result due to Massey [23].

**Lemma 3.5** Let $C$ be a cyclic code over $\mathbb{F}_q$ generated by $f(x)$. Then $C$ is LCD if and only if $f(x)$ is self-reciprocal.

**Theorem 3.6** A cyclic code $C = \langle \eta_1 f_1(x), \eta_2 f_2(x), \eta_3 f_3(x) \rangle$, is an LCD code over $R$ if and only if for all $1 \leq i \leq 3$, $f_i(x)$ is a self-reciprocal polynomial.

**Proof.** The result follows from Proposition 2.7 and Lemma 3.5.  

3.1 Existence of LCD Codes over $R$

In this section, we show that LCD codes are an abundant class of codes over $R$.

3.2 LCD Codes from Weighing Matrices

In [7], the authors constructed LCD codes from orthogonal matrices and left the existence of LCD codes from other classes of combinatorial objects as an open problem. Thus, in this section we construct LCD codes over $\mathbb{F}_q$ and $R$ from weighing matrices. We start with the following definition.

**Definition 3.7** A weighing matrix $W_{n,k}$ of order $n$ and weight $k$ is an $n \times n$ $(0, 1, -1)$-matrix such that $WW^t = kI_n, k \leq n$. A weighing matrix $W_{n,n}$, respectively $W_{n,n-1}$, is called a Hadamard matrix, respectively conference matrix. A matrix $W$ is symmetric if $W = W^t$, and $W$ is skew-symmetric (or skew) if $W = -W^t$.  

6
Tables of weighing matrices are given in [5]. Weighing matrices have been used to construct self-dual codes [1]. The following results show that it is also possible to construct LCD codes from weighing matrices.

**Proposition 3.8** Let $W_{n,k}$ be a weighing matrix of order $n$ and weight $k$. We have the following results.

(i) Let $\alpha$ be a nonzero element of $\mathbb{F}_q$ such that $\alpha^2 + k \not\equiv 0 \mod q$. Then the matrix

$$G = [\alpha I_n \mid W_{n,k}]$$

(9)

generates an LCD $[2n, n]$ code over $\mathbb{F}_q$.

(ii) Let $W_{n,k}$ be a skew weighing matrix of order $n$, and $\alpha$ and $\beta$ nonzero elements of $\mathbb{F}_q$ such that $\alpha^2 + \beta^2 + k \not\equiv 0 \mod q$. Then the matrix

$$G = [\alpha I_n \mid \beta I_n + W_{n,k}]$$

(10)

generates a $[2n, n]$ LCD code over $\mathbb{F}_q$.

**Proof.** The result follows from Definition 3.7 and Proposition 3.3. ■

From Remark 2.4 and Proposition 3.8 we have the following result.

**Corollary 3.9** Under the condition of Proposition 3.8, the matrix

$$G = \begin{bmatrix} \eta_1 G \\ \eta_2 G \\ \eta_3 G \end{bmatrix},$$

(11)

is the generator matrix of a $[2n, n]$ LCD code over $\mathbb{R}$.

**Example 3.10** Let $q = 3$, $n = 6$, and $\alpha = 2$ so that $\alpha^2 + 4 \not\equiv 0 \mod 3$. Then for the weighing matrix given by

$$W_{6,4} = \begin{pmatrix} 0 & 1 & 1 & 1 & 0 \\ -1 & 0 & 0 & 1 & -1 & 1 \\ -1 & 0 & 0 & -1 & 1 & 1 \\ -1 & -1 & 1 & 0 & 0 & -1 \\ -1 & 1 & -1 & 0 & 0 & -1 \\ 0 & -1 & -1 & 1 & 1 & 0 \end{pmatrix},$$

$$G = [I_6 \mid W_{6,4}]$$
generates a $[12, 6, 5]$ LCD code over $\mathbb{F}_3$.

Next we show that if $q$ is odd there always exists a suitable matrix to construct an LCD code.
Theorem 3.11 [20, Theorem 7.32] Assume \( q \equiv 3 \mod 4 \), \( \eta \) be the quadratic character of \( \mathbb{F}_q \) and \( b_{ij} = \eta(j - i) \) for \( 1 \leq i, j \leq q, i \neq j \). Then we have a Hadamard matrix given by

\[
H = \begin{bmatrix}
1 & 1 & 1 & 1 & \ldots & 1 \\
1 & -1 & b_{12} & b_{13} & \ldots & b_{1q} \\
1 & b_{21} & -1 & b_{23} & \ldots & b_{2q} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & b_{q1} & b_{q2} & b_{q3} & \ldots & -1
\end{bmatrix}.
\] (12)

Corollary 3.12 For all nonzero \( \alpha \in \mathbb{F}_q \) such that \( q \equiv 3 \mod 4 \), the code generated by

\[
G = [\alpha I_{q+1} \mid H],
\] (13)

where \( H \) is the Hadamard matrix of order \( q + 1 \) given in (12), is an LCD code over \( \mathbb{F}_q \) of length \( 2(q + 1) \).

Proof. If \( q \equiv 3 \mod 4 \), then from \([10]\) Lemma 3.3 \( \alpha^2 + 1 = 0 \) has no solution in \( \mathbb{F}_q \). The result then follows from Proposition 3.8 and Theorem 3.11. \( \blacksquare \)

Example 3.13 From Corollary 3.12 the following Hadamard matrix over \( \mathbb{F}_3 \)

\[
H_4 = \begin{bmatrix}
1 & 1 & 1 & 1 \\
1 & -1 & -1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1
\end{bmatrix}
\]
gives an \([8, 4, 4]\) LCD code over \( \mathbb{F}_3 \). According to [12] this is an optimal code.

Theorem 3.14 [24, p. 56] Assume \( q \equiv 1 \mod 4 \), \( \eta \) be the quadratic character of \( \mathbb{F}_q \) and \( b_{ij} = \eta(j - i) \) for \( 1 \leq i, j \leq q \). Then we have a symmetric conference matrix given by

\[
Q = \begin{bmatrix}
0 & 1 & 1 & 1 & \ldots & 1 \\
1 & b_{11} & b_{12} & b_{13} & \ldots & b_{1q} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & b_{q1} & b_{q2} & b_{q3} & \ldots & b_{qq}
\end{bmatrix}.
\] (14)

Corollary 3.15 For all nonzero \( \alpha \in \mathbb{F}_q \) such that \( q \equiv 1 \mod 4 \), the code generated by

\[
G = [\alpha I_{q+1} \mid Q],
\] (15)

where \( Q \) is the conference matrix of order \( q + 1 \) given in (14), is an LCD code over \( \mathbb{F}_q \) of length \( 2(q + 1) \).
Table 1: LCD codes from Proposition 3.8 using conference matrices with $N = 8, 12$ and $16$.  

| $p$ | $\alpha$ | $\beta$ | $d$ | $\alpha$ | $d$ | $\beta$ | $d$ |
|-----|----------|----------|-----|----------|-----|----------|-----|
| 5   | 2        | 1        | 4   | 1        | 6   | 2        | 7   |
| 7   | 1        | 3        | 5   | 1        | 6   | 2        | 7   |
| 11  | 1        | 2        | 5   | 1        | 6   | 1        | 0   |
| 13  | 2        | 3        | 5   | 1        | 6   | 1        | 6   |
| 17  | 2        | 8        | 5   | 1        | 6   | 2        | 3   |
| 19  | 1        | 8        | 5   | 1        | 6   | 2        | 7   |
| 23  | 3        | 4        | 5   | 1        | 6   | 3        | 0   |

Table 2: LCD codes from Proposition 3.8 using conference matrices with $N = 20, 24$ and $28$.  

| $p$ | $\alpha$ | $d$ | $\alpha$ | $\beta$ | $d$ | $\alpha$ | $d$ |
|-----|----------|-----|----------|----------|-----|----------|-----|
| 5   | 2        | 8   | 1        | 0        | 9   | 1        | 10  |
| 7   | 1        | 8   | 2        | 3        | 9   | 2        | 10  |
| 11  | 1        | 8   | 1        | 0        | 9   | 1        | 10  |
| 13  | 1        | 8   | 5        | 5        | 9   | 1        | 10  |
| 17  | 1        | 8   | 1        | 6        | 9   | 1        | 10  |
| 19  | 1        | 8   | 2        | 8        | 9   | 1        | 10  |
| 23  | 1        | 8   | 1        | 0        | 9   | 1        | 10  |

Proof. The result follows from Theorem 3.14 and Proposition 3.3. 

In [1] the authors constructed self-dual codes from conference matrices. We note that if $\alpha^2 + k = 0$ has a solution, the matrix $[\alpha I_n \mid W_{n,k}]$ generates a self-dual code over $\mathbb{F}_q$. Then if there exists $\alpha' \neq 0$ such that $\alpha'^2 + k \neq 0$, from Proposition 3.8 $[\alpha' I_n \mid W_{n,k}]$ generates an LCD code with the same parameters as the self-dual code. This result also holds for the minimum distance of LCD codes generated by $G = [\alpha' I_n \mid \beta I_n + W_{n,k}]$. It is easy to verify that whenever we have a skew matrix $W_{n,k}$, we can construct a skew matrix $W_{2n,2k+1}$, where

$$W_{2n,2k+1} = \begin{bmatrix} W_{n,k} & -W_{n,k} - I \\ W_{n,k} + I & W_{n,k} \end{bmatrix}. \tag{16}$$

The above results were used to construct the LCD codes over $\mathbb{F}_p$, $p$ prime, $3 < p \leq 23$, given in Tables 1-4. It is worth noting that for many parameters a self-dual code cannot be constructed from weighing matrices, whereas for the same parameters (except for the case $p = 3$), it was always possible to construct LCD codes.
Table 3: LCD codes from Proposition 3.8 using conference matrices with $N = 32, 36$ and 40.

| $p$ | $\alpha$ | $\beta$ | $d$ | $\alpha$ | $d$ | $\alpha$ | $\beta$ | $d$ |
|-----|-----------|----------|-----|-----------|-----|-----------|----------|-----|
| 5   | 2         | 2        | 10  | 1         | 12  | 2         | 0        | 13  |
| 7   | 1         | 3        | 11  | 1         | 12  | 1         | 0        | 13  |
| 11  | 1         | 5        | 11  | 1         | 12  | 1         | 0        | 13  |
| 13  | 2         | 6        | 11  | 1         | 12  | 1         | 4        | 13  |
| 17  | 1         | 0        | 11  | 1         | 12  | 1         | 0        | 13  |
| 19  | 1         | 0        | 11  | 1         | 12  | 1         | 0        | 13  |
| 23  | 1         | 2        | 11  | 1         | 12  | 1         | 0        | 13  |

Table 4: LCD codes from Proposition 3.8 using the skew matrix $W_{14,9}$.

| $p$ | $\alpha$ | $\beta$ | $d$ |
|-----|-----------|----------|-----|
| 5   | 2         | 0        | 8   |
| 7   | 2         | 2        | 10  |
| 11  | 1         | 3        | 10  |
| 13  | 2         | 4        | 11  |
| 17  | 1         | 2        | 11  |
| 19  | 2         | 3        | 11  |
| 23  | 2         | 6        | 11  |
3.3 General Construction of LCD Codes

We start with the following lemma.

Lemma 3.16 If $R = \mathbb{F}_q + v\mathbb{F}_q + v^2\mathbb{F}_q$ with $q = p^r$ a power of an odd prime, then the following hold:

(i) there exists $\alpha \in R$ such that $\alpha^2 + 1 = 0$ if $q \equiv 1 \mod 4$,

(ii) there exist $\alpha, \beta \in R$ such that $\alpha^2 + \beta^2 + 1 = 0$ if $q \equiv 3 \mod 4$, and

(iii) for every $q$ there exist $\alpha, \beta, \gamma, \delta \in R$ such that $\alpha^2 + \beta^2 + \gamma^2 + \delta^2 = 0$ in $R$.

Proof. It is easy to show that if there exist solutions over $\mathbb{F}_q$ for cases (i)-(iii), then these solutions also hold over $R$ since $\mathbb{F}_q$ is a subring of $R$. Hence we only need to show that these solutions exist over $\mathbb{F}_q$. From [10, Lemma 3.3], if $q \equiv 1 \mod 4$ then $-1$ is a square in $\mathbb{F}_q$, which proves (i). From [15, p. 281], if $q \equiv 3 \mod 4$ then there exist $\alpha, \beta \in \mathbb{F}_q$ such that $\alpha^2 + \beta^2 + 1 = 0$, which proves (ii). From [13, Theorem 370], we have that every prime is the sum of four squares. Since $q = p^r$ and $p = 0$ in $R$ this proves (iii). □

The next result shows that it is always possible to construct LCD codes over $R$.

Theorem 3.17 If $P$ is the generator matrix of a self-dual code over $R$, then the generator matrix $G = [I \mid P]$ generates an LCD code over $R$. If $G = [I \mid P]$ is the generator matrix of a linear code over $R$, then the following hold.

(i) If $q \equiv 1 \mod 4$ and $\alpha^2 + 1 = 0$, then the code over $R$ with generator matrix $G' = [I \mid P \mid \alpha P]$ generates an LCD code over $R$.

(ii) If $q \equiv 3 \mod 4$ and $\alpha, \beta \in \mathbb{F}_q$ such that $\alpha^2 + \beta^2 + 1 = 0$, then $G' = [I \mid P \mid \alpha P \mid \beta P]$ generates an LCD code over $R$.

(iii) If $R = \mathbb{F}_q + v\mathbb{F}_q + v^2\mathbb{F}_q$ with $q = p^r$, then $G' = [I \mid P \mid \alpha P \mid \beta P \mid \delta P \mid \gamma P]$ such that $\alpha^2 + \beta^2 + \gamma^2 + \delta^2 = p$ generates an LCD code over $R$.

Proof. Part (i) is just a verification. The other parts follow from Lemma 3.16. □

4 Construction of Formally Self-Dual Codes over $R$

Recall that a code $C$ is called formally self-dual if $C$ and $C^\perp$ have the same weight enumerator. Codes which are equivalent to their dual are called isodual codes, and isodual codes are also formally self-dual. In this section, we present three constructions of formally self-dual codes over $R$. First, we give the following result which links formally self-dual codes over $R$ to formally self-dual codes over $\mathbb{F}_q$. 
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Theorem 4.1 If $C$ is a formally self-dual code over $R$, then the image under the corresponding Gray map is a formally self-dual code.

Proof. The result follows from Theorem 2.7 and the fact that the Gray map is an isometry. ■

An $n \times n$ square matrix $M$ is called $\lambda$-circulant of order $n$ if it has the following form

\[
M = \begin{bmatrix}
M_{11} & M_{12} & M_{13} & \ldots & M_{1n} \\
\lambda M_{1n} & M_{11} & M_{12} & \ldots & M_{1n-1} \\
\lambda M_{1n-1} & \lambda M_{1n} & M_{11} & \ldots & M_{1n-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\lambda M_{12} & \lambda M_{13} & \lambda M_{14} & \ldots & M_{11}
\end{bmatrix}.
\]

If $\lambda = 1$ this matrix is circulant and there is a vast literature on double circulant and bordered double circulant self-dual codes [2].

The proof of the next theorem is the same as that for [2, Theorem 6.1] given over the ring $\mathbb{F}_q + v\mathbb{F}_q$. It is given here for completeness.

Theorem 4.2 Let $M$ be a $\lambda$-circulant matrix over $R$ of order $n$. Then the code generated by $G = [I_n \mid M]$ is a formally self-dual code over $R$.

Proof. Let $C$ be the code generated by $G = [I_n \mid M]$ and $C'$ the code generated by $G' = [M^t \mid - I_n]$. It is easy to verify that the codes $C$ and $C'$ are orthogonal codes, and since they both have rank $n$, $C' = C^⊥$. Let $C''$ be the code generated by $G'' = [M^t \mid I_n]$. Since $wt(a) = wt(-a)$ for any $a$ in $R$, the codes $C'$ and $C''$ have the same weight enumerator. In order to complete the proof, we show that $C''$ is equivalent to $C$, therefore $C$ is formally self-dual. Let $\sigma$ be the permutation

\[
\sigma = (1, n)(2, n-1) \ldots (k-1, n-k+2)(k, n-k+1),
\]

where $k = n/2$. If $M'$ is the matrix obtained by applying $\sigma$ on the rows of $M$ and $M''$ is the matrix obtained by applying $\sigma$ on the columns of $M'$, then $M'' = M^t$. Hence, $M$ and $M^t$ are equivalent. Similarly, by applying a suitable column permutation we obtain that $G$ and $G''$ are equivalent. Thus, $C$ and $C''$ are equivalent and therefore $C$ is formally self-dual. ■

Example 4.3 Let $q = 3$, $n = 4$, $\lambda = 1 + v$ and $M$ be the following $\lambda$-circulant matrix

\[
M = \begin{bmatrix}
2v + 2v^2 & 2 + v + v^2 & 1 + 2v & 2 \\
2 + 2v & 2v + 2v^2 & 2 + 2v + 2v^2 & 1 + 2v \\
1 + 2v^2 & 2 + 2v & 2v + 2v^2 & 2 + 2v + 2v^2 \\
2 + v^2 & 1 + 2v^2 & 2 + 2v & 2v + 2v^2
\end{bmatrix}.
\]
Then \( G = [I_4 | M] \) generates a formally self-dual code of length 8 over \( \mathbb{F}_3 + v\mathbb{F}_3 + v^2\mathbb{F}_3 \). The Gray image of this code is a [24, 12, 9] formally self-dual code over \( \mathbb{F}_3 \). This is an optimal code.

**Example 4.4** Let \( q = 5, n = 3, \lambda = 2 + v \) and \( M \) be the following \( \lambda \)-circulant matrix

\[
M = \begin{bmatrix}
3v + 2v^2 & 4v & 3 + 2v \\
1 + 2v + 2v^2 & 3v + 2v^2 & 4v \\
3v + 4v^2 & 1 + 2v + 2v^2 & 3v + 2v^2
\end{bmatrix}.
\]

Then \([I_3 | M]\) generates a formally self-dual code of length 6 over \( \mathbb{F}_5 + v\mathbb{F}_5 + v^2\mathbb{F}_5 \). The Gray image of this code is an [18, 9, 7] formally self-dual code over \( \mathbb{F}_5 \).

**Theorem 4.5** Let \( M \) be an \((n - 1) \times (n - 1)\) \( \lambda \)-circulant matrix. Then the code generated by

\[
G = \begin{bmatrix}
I_n \\
\alpha & \omega & \ldots & \omega \\
\omega \\
\vdots \\
\omega
\end{bmatrix}
\]

where \( \alpha, \omega \in \mathbb{R} \), is a formally self-dual code over \( \mathbb{R} \).

**Proof.** The proof is similar to that of Theorem 4.2. \( \blacksquare \)

**Example 4.6** Let \( q = 3, \alpha = 2 + v + 2v^2, \omega = 2 + 2v, \lambda = 1 + v^2, n = 3 \) and

\[
M = \begin{bmatrix}
2 & 1 + v \\
1 + 2v + v^2 & 2
\end{bmatrix}.
\]

Then

\[
G = \begin{bmatrix}
1 & 0 & 0 & 2 + v + 2v^2 & 2 + 2v & 2 + 2v \\
0 & 1 & 0 & 2 + 2v & 2 & 1 + v \\
0 & 0 & 1 & 2 + 2v & 1 + 2v + v^2 & 2
\end{bmatrix},
\]
generates a formally self-dual code of length 6 over \( \mathbb{F}_3 + v\mathbb{F}_3 + v^2\mathbb{F}_3 \). The Gray image of this code is an [18, 9, 6] formally self-dual code over \( \mathbb{F}_3 \). This is an optimal code.

Using a proof similar to that of Theorem 4.2 we have the following construction of formally self-dual codes over \( \mathbb{R} \).

**Theorem 4.7** Let \( A \) be an \( n \times n \) matrix over \( \mathbb{R} \) such that \( A^t = A \). Then the code generated by \( G = [I_n | A] \) is a formally self-dual code over \( \mathbb{R} \) of length \( 2n \).
Example 4.8 Let $q = 5$, $n = 3$, and $A$ be the matrix

$$A = \begin{bmatrix} 4v + 1 & v + v^2 & 4 + 4v \\ v + v^2 & 4v & 1 + v \\ 4 + 4v & 1 + v & 1 + v \end{bmatrix}.$$ 

We have that $A = A^t$, so $[I_3 \mid A]$ generates a formally self-dual code of length 6 over $\mathbb{F}_5 + v\mathbb{F}_5 + v^2\mathbb{F}_5$. The Gray image of this code is an $[18, 9, 7]$ formally self-dual code over $\mathbb{F}_5$.

Example 4.9 Let $q = 9$, $n = 5$, and $A$ be the matrix

$$A = \begin{bmatrix} 0 & v & 8 + v & 1 + 8v + 8v^2 & 8v + 8v^2 \\ v & 8v + 8v^2 & 8 & 1 + v & 1 + v^2 \\ 8 + v & 8 & 8v & 8 + v + v^2 & 1 + 8v \\ 1 + 8v + 8v^2 & 1 + v & 8 + v + v^2 & 1 & v \\ 8v + 8v^2 & 1 + v^2 & 1 + 8v & v & 8 \end{bmatrix}.$$ 

We have that $A = A^t$, so $[I_5 \mid A]$ generates a formally self-dual code of length 10 over $\mathbb{F}_9 + v\mathbb{F}_9 + v^9\mathbb{F}_9$. The Gray image of this code is a $[30, 15, 12]$ formally self-dual code over $\mathbb{F}_9$.

Proposition 4.10 Let $C_1$, $C_2$ and $C_3$ be linear codes of length $n$ over $\mathbb{F}_q$. $C_1$, $C_2$ and $C_3$ are isodual codes if and only if $C = \eta_1 C_1 \oplus \eta_2 C_2 \oplus \eta_3 C_3$ is an isodual code of length $n$ over $R$.

**Proof.** Let $\tau_1$, $\tau_2$, and $\tau_3$ be monomial permutations such that $\tau_1(C_1) = C_1^\perp$, $\tau_2(C_2) = C_2^\perp$ and $\tau_3(C_3) = C_3^\perp$. Then $\eta_1 \tau_1(C_1) \oplus \eta_2 \tau_2(C_2) \oplus \eta_3 \tau_3(C_3) = \eta_1 C_1^\perp \oplus \eta_2 C_2^\perp \oplus \eta_3 C_3^\perp$. Since $C^\perp = \eta_1 C_1^\perp \oplus \eta_2 C_2^\perp \oplus \eta_3 C_3^\perp$, it follows that $C$ is equivalent to $C^\perp$. ■

4.1 Construction of LCD Formally Self-Dual Codes over $R$

LCD formally self-dual codes over $R$ are constructed in this subsection.

**Theorem 4.11** With the same assumptions as in Theorem 4.2, the matrix $G = [I_n \mid M]$ generates an LCD formally self-dual code over $R$ if and only if $GG^t$ is nonsingular.

**Proof.** The result follows from Theorem 4.2 and Theorem 3.4. ■
Example 4.12 Let \( q = 5, \ n = 4, \ \lambda = 4v^2 \) and \( M \) be the following \( \lambda \)-circulant matrix

\[
M = \begin{bmatrix}
2v^2 & 0 & v & 0 \\
0 & 2v^2 & 0 & v \\
4v & 0 & 2v^2 & 0 \\
0 & 4v & 0 & 2v^2
\end{bmatrix}.
\]

It is easily determined that \( G G^t \) is nonsingular. Thus, \( G = [I_4 | M] \) generates an LCD formally self-dual code of length 8 over \( \mathbb{F}_5 + v\mathbb{F}_5 + v^2\mathbb{F}_5 \).

Theorem 4.13 With the same assumptions as in Theorem 4.7, the code generated by

\[
G = I_n \begin{bmatrix}
\alpha & \omega & \ldots & \omega \\
\omega & M \\
\vdots & \\
\omega &
\end{bmatrix},
\]

is an LCD formally self-dual code over \( R \) if and only if \( G G^t \) is nonsingular.

Example 4.14 Let \( q = 3, \ n = 3, \ \lambda = v^2 \) and \( M \) be the following \( \lambda \)-circulant matrix

\[
M = \begin{bmatrix}
v & v \\
v & v \\
v & v
\end{bmatrix}.
\]

If \( \alpha = v \) and \( \omega = v^2 \), it is easily determined that for the matrix

\[
G = \begin{bmatrix}
1 & 0 & 0 & v & v^2 & v^2 \\
0 & 1 & 0 & v^2 & v & v \\
0 & 0 & 1 & v^2 & v & v
\end{bmatrix},
\]

\( G G^t \) is nonsingular. Then \( G \) generates an LCD formally self-dual code of length 6 over \( \mathbb{F}_3 + v\mathbb{F}_3 + v^2\mathbb{F}_3 \).

Theorem 4.15 With the same assumptions as in Theorem 4.7, the code generated by \( G = [I_n | A] \) is an LCD formally self-dual code over \( R \) if and only if \( G G^t \) is nonsingular.

Proof. From Theorem 4.7 we know that \( G \) generates a formally self-dual code. To prove that \( G \) generates an LCD codes we apply the conditions of Theorem 3.4 on the matrix \( G = [I_n | A] \).

\[\blacksquare\]
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5 Bounds on LCD Codes

 Bounds on codes are important for the combinatorial properties of the codewords as it was shown in [3]. In this section we will give some bounds on LCD codes over fields and the ring $R$. When dealing with codes over $\mathbb{F}_q$, $q$ may be odd or even. While, when we are over the ring $R$, $q$ must be odd as assumed in the begin of the paper.

 We begin with the following bound which was given by Dougherty et al. [7]

$$LCD[n, k]_q := \max\{d; \text{there exists an } [n, k, d]_q \text{ LCD code}\}.$$  

They also gave estimates and results for this bound. For linear codes over $\mathbb{F}_q$, we have the following bound

$$B(n, k)_q := \max\{d; \text{there exists an } [n, k, d]_q \text{ code}\}.$$  

The next result gives an upper bound on $d$ for an LCD code over $\mathbb{F}_q$

**Proposition 5.1** If an $[n, n/2, d]_q$ self-dual code $C$ exists, then $LCD[3n/2, n/2]_q \geq d$. In particular, if $C$ is an extremal self-dual code over $\mathbb{F}_2$, then $LCD[3n/2, n/2]_2 \geq \frac{4n}{24} + 4$ if $n \not\equiv 22 \mod 24$, and $LCD[3n/2, n/2]_2 \geq \frac{4n}{24} + 6$ if $n \equiv 22 \mod 24$. For $\mathbb{F}_3$ and $n \equiv 0 \mod 4$, $LCD[3n/2, n/2]_3 \geq 3n/12 + 3$.

**Proof.** If there exists an $[n, n/2, d]_q$ self-dual code with generator matrix $P$, then the matrix $G = [I \mid P]$ satisfies $GG^t = I$, and hence by Proposition 3.3 $G$ generates an LCD code with parameters $[3n/2, n/2, \geq d]$. In the binary case, the bound given corresponds to the condition on extremal binary self-dual codes given in [14, Chap. 9]. In the ternary case, the bound corresponds to the condition on extremal ternary self-dual codes given in [14, Chap. 9]. \hfill \blacksquare

The proof of the following result follows from Theorem 3.17 and the Singleton bound.

**Proposition 5.2** If there exists an $[n, k, d]_q$ code over $\mathbb{F}_q$, then

$$d \leq LCD[n + k, k]_q \leq B(n + k, k)_q \leq n + 1 \text{ if } q = 2^m,$$

$$d \leq LCD[2n + k, k]_q \leq B(2n + k, k)_q \leq 2n + 1 \text{ if } q \equiv 1 \mod 4,$$

$$d \leq LCD[3n + k, k]_q \leq B(3n + k, k)_q \leq 3n + 1 \text{ if } q \equiv 3 \mod 4,$$

$$d \leq LCD[4n + k, k]_q \leq B(4n + k, k)_q \leq 4n + 1 \text{ for all } q.$$  

**Proposition 5.3** If $q$ is odd, then $LCD[q + 1, q - 2\mu]_q = B(q + 1, q - 2\mu)_q = 2\mu + 2$, for $1 \leq \mu \leq \frac{q-1}{2}$.

If $q$ is even, then $LCD[q + 1, q - 1 - 2\mu]_q = B(q + 1, q - 1 - 2\mu) = 2\mu + 3$, for $1 \leq \mu \leq \frac{q-1}{2} - 1$.  
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Proof. From [8, Theorem 8], if \( q + 1 - k \) is odd (this case correspond to \( q \) and \( k \) both even or odd), then the cyclic code generated by the polynomial \( g_1(x) = \prod_{i=-\mu}^{\mu}(x - \alpha^i) \) is a \([q + 1, q - 2\mu, 2\mu + 2]_q\) maximum distance separable (MDS) cyclic code. Since \( g_1(x) \) is self-reciprocal, from Lemma 3.5 the code is LCD. Since the code is also MDS, the result follows.

If \( q \) is even and \( k \) is odd, then the polynomial \( g_2(x) = \prod_{i=q/2-\mu}^{q/2}(x - \alpha^i)(x - \alpha^{-i}) \) generates a \([q + 1, q - 1 - 2\mu, 2\mu + 3]_q\) MDS cyclic code from [8, Theorem 8]. Since \( g_2(x) \) is self-reciprocal, the code is LCD by Lemma 3.5. The result then follows since the code is MDS.

For codes over \( R \), define the bound

\[
LCD[n, k]_R := \max\{d; \text{there exists an}[n, k, d]_R \text{ free LCD code over } R\}.
\]

From Remark 2.4 we have the following bound

\[
LCD[n, k]_R \geq LCD[n, k]_q,
\]

which gives the following result.

**Corollary 5.4** All the lower bounds on \( LCD[n, k]_q \) given in [7] are also lower bounds on \( LCD[n, k]_R \).

### 6 Conclusion and Open Problems

In this paper, LCD codes and formally self-dual codes were considered over the ring \( R = \mathbb{F}_q + v\mathbb{F}_q + v^2\mathbb{F}_q \), where \( v^3 = v \), for \( q \) odd. Conditions were given on the existence of LCD codes, and constructions presented for LCD and formally self-dual codes over \( R \). Some of the results presented can easily be generalized to codes over some Frobenius rings such as those in [25]. As an extension of the results in [7], we gave bounds on LCD codes over \( \mathbb{F}_q \), and used these to obtain bound on LCD codes over \( R \). It was shown that lower bounds on LCD codes over \( \mathbb{F}_q \) are also lower bounds on LCD codes over \( R \). LCD codes were constructed from weighing matrices. It will be interesting to construct LCD codes from other combinatorial objects. Further, it should be possible to obtain a linear programming bound for codes over \( R \).
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