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ABSTRACT

The high failure rate of therapeutics showing promise in mouse disease models to translate to patients is a pressing challenge in biomedical science. However, mouse models are a useful tool for evaluating mechanisms of disease and prioritizing novel therapeutic agents for clinical trials. Though retrospective studies have examined the fidelity of mouse models of inflammatory disease to their respective human in vivo conditions, approaches for prospective translation of insights from mouse models to patients remain relatively unexplored. Here, we develop a semi-supervised learning approach for prospective inference of disease-associated human in vivo differentially expressed genes and pathways from mouse model experiments. We examined 36 transcriptomic case studies where comparable phenotypes were available for mouse and human inflammatory diseases and assessed multiple computational approaches for inferring human in vivo biology from mouse model datasets. We found that a semi-supervised artificial neural network identified significantly more true human in vivo associations than interpreting mouse experiments directly (95% CI on F-score for mouse experiments [0.090, 0.175], neural network [0.278, 0.375], p = 0.00013). Our study shows that when prospectively evaluating biological associations in mouse studies, semi-supervised learning approaches combining mouse and human data for biological inference provides the most accurate assessment of human in vivo disease and therapeutic mechanisms. The task of translating insights from model systems to human disease contexts may therefore be better accomplished by the use of systems modeling driven approaches.
Author Summary: Comparison of genomic responses in mouse models and human disease contexts is not sufficient for addressing the challenge of prospective translation from mouse models to human disease contexts. Here, we address this challenge by developing a semi-supervised machine learning approach that combines supervised modeling of mouse experiment datasets with unsupervised modeling of human disease-context datasets to predict human in vivo differentially expressed genes and pathways as if the model system experiment had been run in the human cohort. A semi-supervised version of a feed forward artificial neural network was the most efficacious model for translating experimentally derived mouse molecule-phenotype associations to the human in vivo disease context. We find that computational generalization of signaling insights from mouse to human contexts substantially improves upon direct generalization of mouse experimental insights and argue that such approaches can facilitate more clinically impactful translation of insights from preclinical studies in model systems to patients.
INTRODUCTION

Generalization of insights from nonhuman disease model systems to the human in vivo context remains a persistent challenge in biomedical science. The association of molecular features with a phenotype in model systems, particularly for inflammatory pathologies, often does not hold true in the corresponding human in vivo indication, due to some combination of both the fidelity of the experimental system to human in vivo biology and the inherent complexity of human inflammatory disorders (1-7). Though it is now possible to collect clinical samples from patients and associate molecular features with clinical phenotypes in a human in vivo context, there is a discrepancy between the type and quantity of phenotypes measurable in patient cohorts and those phenotypes investigable by use of mouse disease models. Outside of a clinical trial, novel perturbations to the disease system cannot be directly investigated in the patient in vivo context, whereas mouse disease model systems can be used to study the impact of innumerable perturbations to the disease system and to associate molecular features, such as differentially expressed genes (DEG), with these responses. As a consequence of this discrepancy, murine and other animal model systems of disease are likely to remain an important part of biomedical research. Therefore, methods for improving the generalizability of mouse-derived molecular signatures to the human in vivo disease context are needed to facilitate more impactful translational research.

The utility of mouse models for studying inflammatory pathologies in particular was recently assessed by a pair of studies examining the correspondence between gene expression in murine models of inflammatory pathologies and human contexts (1, 2). The human and mouse microarray cohorts assembled by the two studies had the rare property that mouse molecular and phenotype data were well matched to human in vivo molecular and phenotype data. This property enabled systematic examination of the similarities and discrepancies between mice and humans. These studies analyzed the same cohorts of mouse and human studies and came to conflicting conclusions about the relevance of mouse models for inflammatory disease
research, with Seok *et al.* concluding that mouse models poorly mimic human pathologies, whereas Takao *et al.* concluded that mouse models usefully mimic human pathologies (1, 2). The key methodological difference between the two studies was that while Seok *et al.* examined genes changed in either mouse or human contexts, Takao *et al.* examined only those genes significantly changed in both contexts (1, 2). However, in prospective studies of disease mechanisms and therapeutic efficacy, the corresponding mouse and human *in vivo* datasets and perturbations are rarely available. The scenario described by Takao *et al.* where genes of interest can be selected on the basis of changing in both human and mouse contexts is therefore somewhat artificial since prospective investigations will have to proceed on the basis of genes changing in the mouse contexts alone. Neither Seok *et al.* nor Takao *et al.* examined approaches addressing this real-life scenario of predicting human *in vivo* biology from mouse model datasets either *a priori* or with the aid of computational techniques.

The aim of our study here is to address the challenge of prospective inference of human biology from a model system study by developing a machine learning approach for inferring human biological associations *as if* the model system study had been conducted in a human cohort. Within this framework, a machine learning approach is judged successful if it correctly predicts a higher proportion of human DEGs and enriched signaling pathways than were implicated by the corresponding mouse disease model prior to any computational analysis. The essence of our approach is to apply a machine-learning classifier to assign synthetic phenotypes derived from those in a mouse dataset to molecular datasets of disease-context associated human samples. These synthetic phenotype labels of the human samples are then used for differential expression and pathway enrichment analysis to derive a set of predicted molecule-phenotype associations for the human samples. We were able to assess the efficacy of this approach by testing it on the datasets from the Seok and Takao studies, where mouse phenotypes and gene expression data were matched to patient clinical phenotypes and gene expression data (1, 2, 8-20).
We found that while mouse experiments alone failed to capture a large portion of human in vivo molecule-phenotype relationships, as noted by Seok et al., using these datasets to train computational models produced more accurate and comprehensive predictions of human in vivo biology. In particular, a semi-supervised artificial neural network identified significantly more human in vivo DEGs and pathways than mouse models alone or other machine learning approaches examined here. Our results suggest that computational generalization of insights from mouse model systems to human contexts effectively captures a more substantial extent of human in vivo disease biology and that such approaches may facilitate more clinically impactful interpretation of model system insights.

RESULTS

Developing a framework for mouse-to-human genomic insight translation

We assembled a cohort of mouse-to-human translation case studies from the datasets analyzed in Seok et al. and Takao et al. (1) (2). This cohort contained mouse and human datasets for two conditions where human disease etiology can be easily mimicked in the mouse (burn and trauma) and two conditions of complex, polygenic etiology difficult to mimic in mouse models (endotoxemia and sepsis) (Table 1). We defined case studies as all pairs of mouse and human datasets for the same disease condition.Datasets with multiple disease conditions, or multiple microarray platforms were separated into different case studies by disease and microarray platform. By constructing case studies in this manner, multiple mouse strains and experimental protocols could be compared to different presentations of that same disease in independent human cohorts. Our final cohort consisted of 36 mouse-to-human translation case studies in which comparable mouse and human phenotypes existed, enabling assessment of the correspondence between mouse models and humans as well as the performance of algorithmic approaches for mouse-to-human biological translation (Table 2).
Table 1: Cohort of mouse and human inflammatory pathology microarray datasets. Datasets are identified by Gene Expression Omnibus (GEO) accession numbers and microarray platforms. Conditions and sample sizes are shown as well as tissue source for each dataset. Inflammatory disease inductions include lipopolysaccharide (LPS), cecal ligation and puncture (CLP), streptococcus pneumoniae serotype 2 (SPS2), and staphylococcus aureus (SA) exposure.

| Species     | Disease          | GEO Accession | Microarray Platform(s) | Conditions and Sample Sizes | Tissue                  |
|-------------|------------------|---------------|-------------------------|-----------------------------|-------------------------|
| Human       | Burn             | GSE37069      | GPL570                  | Control (n = 37) Burn (n = 553) | White Blood Cells       |
| Human       | Trauma           | GSE36809      | GPL570                  | Control (n = 37) Trauma (n = 216) | Whole Blood             |
| Human       | Endotoxemia      | GSE3284       | GPL96 GPL 97            | Control (n = 16) Endotoxin (n = 76) | Whole Blood             |
| Human       | Sepsis           | GSE13904      | GPL570                  | Control (n = 18) Sepsis (n = 158) | Whole Blood             |
| Human       | Sepsis           | GSE9960       | GPL570                  | Control (n = 16) Sepsis (n = 54)    | Peripheral Blood Mononuclear Cells |
| Human       | Sepsis           | GSE28750      | GPL570                  | Control (n = 20) Sepsis (n = 21)    | Whole Blood             |
| Human       | Sepsis           | GSE13015      | GPL6106 GPL6947         | Control (n = 29) Sepsis (n = 77)    | Whole Blood             |
| Mouse (C57BL/6J) | Burn          | GSE7404       | GPL1261                  | Control (n = 16) Burn (n = 16)    | Leukocytes              |
| Mouse (C57BL/6J) | Trauma         | GSE7404       | GPL1261                  | Control (n = 16) Trauma (n = 16)   | Leukocytes              |
| Mouse (C57BL/6J) | Endotoxemia: LPS | GSE7404 | GPL1261                  | Control (n = 8) Endotoxemia (n = 8) | Leukocytes              |
Table 2: Table listing mouse-to-human translation case studies. Case studies are defined by all possible combinations of mouse and human datasets (GEO-GSE number) for a given mouse strain, microarray platform (GPL number), and method of disease induction when multiple methods are associated with the same dataset.

| Disease Case Study | Mouse GEO Accession | Human GEO Accession |
|--------------------|---------------------|---------------------|
| 1. Burn            | GSE7404             | GSE37069            |
| 2. Trauma          | GSE7404             | GSE36809            |
| 3. Endotoxemia     | GSE7404             | GSE3284 (GPL96)     |
| 4. Endotoxemia     | GSE5663             | GSE3284 (GPL96)     |
| 5. Endotoxemia     | GSE7404             | GSE3284 (GPL97)     |
| 6. Endotoxemia     | GSE5663             | GSE3284 (GPL97)     |
| 7. Sepsis          | GSE5663 (Mild CLP Sepsis) | GSE13904 |
| 8. Sepsis          | GSE5663 (Mild CLP Sepsis) | GSE9960 |
| 9. Sepsis          | GSE5663 (Mild CLP Sepsis) | GSE28750 |
| 10. Sepsis         | GSE5663 (Mild CLP Sepsis) | GSE13015 (GPL6947) |
|   | Sepsis       | GSE5663 (Mild CLP Sepsis) | GSE13015 (GPL6106) |
|---|-------------|--------------------------|--------------------|
| 11.| Sepsis      | GSE5663 (CLP Sepsis)     | GSE13904           |
| 12.| Sepsis      | GSE5663 (CLP Sepsis)     | GSE9960            |
| 13.| Sepsis      | GSE5663 (CLP Sepsis)     | GSE28750           |
| 14.| Sepsis      | GSE5663 (CLP Sepsis)     | GSE13015 (GPL6947) |
| 15.| Sepsis      | GSE5663 (CLP Sepsis)     | GSE13015 (GPL6106) |
| 16.| Sepsis      | GSE26472 (SPS2 Sepsis)   | GSE13904           |
| 17.| Sepsis      | GSE26472 (SPS2 Sepsis)   | GSE9960            |
| 18.| Sepsis      | GSE26472 (SPS2 Sepsis)   | GSE28750           |
| 19.| Sepsis      | GSE26472 (SPS2 Sepsis)   | GSE13015 (GPL6947) |
| 20.| Sepsis      | GSE26472 (SPS2 Sepsis)   | GSE13015 (GPL6106) |
| 21.| Sepsis      | GSE19668 (AJ Strain, SA) | GSE13904           |
| 22.| Sepsis      | GSE19668 (AJ Strain, SA) | GSE9960            |
| 23.| Sepsis      | GSE19668 (AJ Strain, SA) | GSE28750           |
| 24.| Sepsis      | GSE19668 (AJ Strain, SA) | GSE13015 (GPL6947) |
| 25.| Sepsis      | GSE19668 (AJ Strain, SA) | GSE13015 (GPL6106) |
| 26.| Sepsis      | GSE19668 (C57 Strain, SA)| GSE13904           |
| 27.| Sepsis      | GSE19668 (C57 Strain, SA)| GSE9960            |
| 28.| Sepsis      | GSE19668 (C57 Strain, SA)| GSE28750           |
| 29.| Sepsis      | GSE19668 (C57 Strain, SA)| GSE13015 (GPL6947) |
| 30.| Sepsis      | GSE19668 (C57 Strain, SA)| GSE13015 (GPL6106) |
| 31.| Sepsis      | GSE19668 (C57 and AJ Strains, SA) | GSE13904 |
| 32.| Sepsis      | GSE19668 (C57 and AJ Strains, SA) | GSE9960 |
| 33.| Sepsis      | GSE19668 (C57 and AJ Strains, SA) | GSE28750 |
| 34.| Sepsis      | GSE19668 (C57 and AJ Strains, SA) | GSE13015 (GPL6947) |
| 35.| Sepsis      | GSE19668 (C57 and AJ Strains, SA) | GSE13015 (GPL6106) |
Baseline correspondence between each mouse model and human in vivo dataset was assessed by differential expression analysis and Gene Ontology (GO) pathway enrichment analysis of differentially expressed, homologous mouse and human transcripts (1). Differential expression was assessed by the Wilcoxon-Mann-Whitney (WMW) test with Benjamini Hochberg False Discovery Rate (FDR) correction (Significance: WMW $p < 0.05$, FDR $q < 0.25$). GO enrichment was performed on all DEGs using the Reactome pathway database annotation option in GO (21) (22, 23). We computed the precision and recall of the DEGs and pathways; precision represents the fraction of true positive results compared to all results, and recall represents the fraction of true positive results compared to all potentially positive results, with respect to correspondence between mouse and human datasets. These quantities are then summarized using two F-scores, which quantitatively characterize the precision and recall capabilities in single metrics -- one for shared DEGs and one for shared enriched pathways. The F-score provided a summarized score that gave an equal weighting on both the accuracy of DEG and pathway predictions and how comprehensive the predictions were relative to the human-predicted associations.

The mouse model-predicted DEGs and enriched pathways constituted the baseline performance of mouse-to-human translation that our machine-learning approaches needed to improve upon to be considered successful (Figure 1A). We implemented supervised and semi-supervised versions of the k-nearest neighbors (KNN), support vector machine (SVM), random forest (RF), and artificial neural network (ANN) algorithms. In both the supervised and semi-supervised cases, we performed feature selection prior to training each classifier. We used Lasso or EN regularization as a feature selection method for the KNN, SVM, RF, and ANN classifiers. We varied the Lasso-EN regularization parameter $\alpha$, using values of 1.0, 0.9, 0.7, 0.5, 0.3, and 0.1. In the case where $\alpha = 1$, the feature selection method equivalent to Lasso and the smallest number of features were selected for classifier training. As $\alpha$ decreased, more
features were selected to train the classifiers. We were thus able to assess the effect of the stringency of feature selection on model performance.

**Figure 1.** Conceptual framework for applying machine learning approaches to generalize molecular associations from mouse disease models to the human *in vivo* context. (a) Mouse model and machine learning-derived differentially expressed genes and enriched pathways are compared to human *in vivo* associations derived from patient gene expression datasets. (b) Supervised learning approaches utilize mouse data alone to construct a classifier that is then applied to human gene expression data to infer synthetic phenotype labels. The predicted human phenotypes are then used to derive predicted human *in vivo* DEGs and enriched signaling pathways. (c) Semi-supervised learning approaches begin by utilizing mouse model data to train an initial classifier to predict human synthetic phenotypes. Human samples with the highest confidence predicted synthetic phenotypes are then merged with the mouse cohort to create an augmented training dataset of mouse samples with measured phenotypes and human samples with simply predicted phenotypes. A new classifier is trained on this augmented mouse-human training set and applied to the remaining human samples. This procedure continues until all human samples have been merged with the training set at which point the classifications of the human samples are finalized. The predicted human phenotypes are then used to derive predicted human *in vivo* DEGs and enriched signaling pathways.

In the supervised case, the mouse molecule-phenotype dataset was used to train a machine learning classifier and the resulting classifier was applied to the human molecular dataset to infer synthetic phenotype labels (Figure 1B). In the semi-supervised case, the mouse dataset was first used to train a machine learning classifier in a supervised manner and then this classifier was applied to infer synthetic phenotype labels in the human dataset (Figure 1C). Then, following this first supervised training and prediction step, in a second step the human
samples with the highest model confidence scores for their predicted phenotypes were merged with the mouse training dataset and used to construct a new classifier. The new classifier thus contained supervised information from the mouse dataset and unsupervised information from the human dataset. This procedure of algorithm training, prediction, and merging of the highest confidence predicted human samples with the training set continued until all human samples were merged with the training set. Once all human samples were merged with the training set, the performance of the machine learning classifier was assessed on the biological associations derived using the predicted human phenotypes. These associations were derived by differential expression and pathway enrichment analysis in the same manner as the human clinical datasets, with the predicted phenotypes used to define groups for comparison. These biological associations derived using the phenotypes predicted by the machine learning classifiers were summarized in DEG and pathway F-scores by comparing the algorithm-predicted DEGs and pathways to those from derived from the patient cohort data (Figure 1A).

A semi-supervised neural network approach characterizes human in vivo molecule-phenotype relationships more accurately than mouse models alone

We assessed the performance of 1,728 machine learning classifiers (36 case studies x 6 α parameter values x 8 machine learning approaches) against the performance of the mouse-predicted DEG and pathway associations. The performance of each classifier was summarized by the area under the receiver operator characteristic curve (AUC) for the accuracy of the predicted human phenotypes and by the F-score of human DEGs and pathways inferred using predicted phenotypes. A generalized linear model (GLM) was trained to assess the impact of Lasso-EN regularization α values and the type of machine learning classifier on the AUC and DEG F-score performance metrics across all case studies. Neither the value of α (p = 0.725), nor the type of machine learning approach (p = 0.968) significantly impacted the AUC performance metric (Table S1). However, both α (p = 0.000242) and the type of machine
learning method ($p = 0.00189$) significantly impacted the F-score metric (Table S2). The significance of the regularization parameter and classifier type for the F-score and not the AUC metric suggests that though each machine learning approach performed with comparable accuracy, the biological relevance of the predicted phenotypes were significantly influenced by the stringency of feature selection and choice of machine learning approach.

Since the F-score was a direct measure of the biological relevance of the predictions made by a particular algorithm, we focused on F-score as the most relevant performance metric. That is, we emphasized the capability for gaining biological insights over mere numerical predictive capacity. We computed the 95% confidence intervals of the F-scores for each machine learning approach and mouse model across all case studies and regularization parameters (Figure 2). The overall performance of mouse-derived DEGs for prospectively predicting human DEGs was surprisingly low (95% CI $[0.090, 0.175]$, Average F-score = 0.132). For a machine learning approach to be considered successful, it needed to improve upon the performance of all mouse models across disease indications. Four machine learning approaches met this criteria. The semi-supervised ANN (ssANN), semi-supervised RF (ssRF), KNN, and SVM confidence intervals all excluded the mouse model F-score confidence interval indicating that these methods outperform the mouse model on average (Figure 2). However, the ssANN F-score confidence interval also excluded all other models indicating that the ssANN was the most successful model overall (95% CI $[0.278, 0.375]$, Average F-score = 0.326). The ssANN similarly outperformed the mouse model and other computational approaches in terms of precision and recall (Table S3). We then performed WMW tests comparing the DEG F-scores between all pairs of machine learning approaches and confirmed that the ssANN performed significantly better than all other machine learning approaches (Table S4). Finally, we examined the average performance of the ssANN specifically across all case studies for each setting of the regularization parameter $\alpha$ (Table S5). An $\alpha$ value of 1.0 corresponding to Lasso regularization had the highest average F-score across all case studies ($F = 0.381$). Based upon
the GLM, F-score confidence intervals, and average performance of the ssANN at each value of α, we concluded that the ssANN with Lasso regularization was the most broadly effective approach for prediction of human DEGs.

**Figure 2.** Identification of the most effective machine learning and regularization parameter. The 95% confidence intervals of the DEG F-scores of each machine learning approach across all regularization parameter values and case studies. The model confidence interval was computed from the DEG F-scores across all mouse-human case studies and the average F-score is denoted in the confidence interval.

**ssANNs better predict human in vivo genes and pathways than mouse models across disease contexts**

Having identified the ssANN with Lasso regularization as the most broadly effective machine learning method for predicting human in vivo DEGs, we next compared the performance of the ssANN predictions of DEGs and enriched pathways to those made by mouse models in each individual case study (Figure 3, Table S6). In most cases, the mouse model pathway F-score is higher than the DEG F-score indicating that the mouse models considered here are more predictive of human in vivo pathway function than individual differential expression events (Figure 3a). Notably, the baseline correspondence between the enriched pathways identified by mouse models and human in vivo contexts was relatively consistent across disease indications, (Figure 3a), suggesting that mouse models of inflammatory pathologies recapitulate similar proportions of human in vivo molecular biology across indications independent of disease etiology complexity.
Figure 3. Comparison of mouse and ssANN DEG and pathway F-scores by individual disease context and case study. (a) Mouse model F-scores by case study. (b) Lasso regularized ssANN F-scores by case study. (c) Difference between ssANN and mouse model F-scores.

Notable exceptions to this pattern of mouse-human pathway correspondence were the endotoxemia and cecal ligation and puncture (CLP) mouse models. None of the endotoxemia or CLP driven sepsis mouse models, 14 of 36 case studies, had any DEGs at permissive statistical thresholds (WMW p < 0.05, FDR q < 0.25) (Figure 3a). This appears to contradict previous studies suggesting that CLP is the “gold standard” mouse model for mimicking human sepsis pathophysiology (24). Those previous studies focused on particular cytokines and higher order disease phenotype measures and did not subject the mouse model to the standard of prediction of human in vivo molecular changes as we do here.

In comparison, in 7 of these 14 CLP mouse model cases, the ssANN was able to correctly characterize a large proportion of human in vivo sepsis DEGs and pathways despite being trained on mouse models with no univariate differential expression events (Figure 3b). Here, the semi-supervised approach provides substantial benefit when mouse models, such as CLP-driven sepsis and LPS stimulated endotoxemia, do not recapitulate molecular features of human disease biology. Compared to the mouse models, the ssANN predicted an equal or greater proportion of human DEGs and enriched pathways in 29 of 36 case studies (Figure 3c). In the remaining 7 cases, the mouse models of streptococcus pneumoniae serotype 2 (SPS2) and staphylococcus aureus (SA) driven sepsis outperformed the ssANN in predicting DEGs and pathways in particular human cohorts. A single human dataset, GSE13015, a sepsis cohort where many of the patients had other infections such as melioidosis, was implicated in 4 of these 7 case studies (9). This suggests that the C57 strain mouse with an SA or SPS2-driven sepsis is an unusually satisfactory direct model for human sepsis with other infectious complications. The ssANN may have failed to outperform the mouse in these cases due to the
heterogeneity of infections in the human cohort. This interpretation is supported by the fact that the ssANN outperforms the combined mouse cohort by a wide margin when the AJ and C57 mouse models are combined into a single training cohort (Figure 3c), suggesting that in a prospective applications to predict biological associations in a heterogeneous human cohort, the ssANN should be trained on a heterogeneous mouse cohort.

Computational ssANN translation improves recall of human in vivo pathways in sepsis

This diversity of sepsis mouse models in our cohort made it possible to assess the correspondence of different protocols for generating sepsis mouse models to the human disease context. While CLP mouse models failed to identify any DEGs, the SPS2 and SA sepsis mouse models were both partially predictive of DEGs and pathways in human sepsis cohorts (Figure 3a). The SA mouse sepsis cohort was comprised of two different mouse strains, the highly susceptible A/J mouse strain and the somewhat resistant C57BL/6J strain (8). We were therefore able to compare four cohorts of sepsis models (SPS2- C57BL/6J, SA-A/J, SA-C57BL6J, and SA-mixed (A/J and C57BL6J)) in order to identify the most representative mouse models of clinical sepsis. We were also able to determine the DEGs and pathways of clinical sepsis implicated in particular mouse sepsis models recoverable by use of the ssANN.

Since enriched pathway predictions had a greater correspondence to human sepsis than DEGs alone, we compared the pathway associations derived from each sepsis mouse model to one another to identify common and distinguishing features of each model (Figure 4a). In total, 442 pathways were enriched across all human sepsis cohorts and multiple mouse sepsis models correctly predicted subsets of these pathways. All mouse models and strains correctly identified a set of 112 pathways including signaling by FGFR1, FGFR2, FGFR3, and FGFR4, and MAPK1 signaling (Table S7). This pathway signature of human sepsis appears to be highly reproducible in multiple mouse sepsis models, rendering it a stable signature for assessing therapeutic interventions and benchmarking mouse sepsis models against human data.
**Figure 4.** Assessing the correspondence of signaling pathways implicated by mouse models of sepsis or the ssANN to human *in vivo* sepsis. (a) Comparison of signaling pathways enriched in different strains and mouse models of sepsis and proportion of these pathways implicated by mouse models enriched in human sepsis *in vivo*. (b) Precision and recall of each mouse model's predicted human *in vivo* signaling pathways by strain and type of mouse model. (c) Comparison of signaling pathway predictions by any sepsis mouse model, ssANN, and human *in vivo* sepsis.

We examined the precision and recall statistics of each mouse model across all human cohorts and observed that increasing the heterogeneity of the mouse cohort and aggregating predictions across multiple mouse models improves the coverage of human sepsis pathway predicted, but simultaneously degrades the precision of these predicted pathway signatures (Figure 4b). This contrasts with our finding that increasing the heterogeneity of the mouse cohort improved the predictive power of the ssANN (Figure 3c). Because heterogeneity of the mouse cohort degrades predictions of human pathways in the absence of the ssANN, this suggests that a heterogeneous mouse cohort contains latent features that the ssANN is able to detect and incorporate into its predictions of human *in vivo* pathways.

We then compared the combined pathway predictions of all mouse sepsis models to the predictions of the ssANN across all sepsis cases to assess correspondence with human *in vivo* sepsis pathway signatures (Figure 4c). The mouse sepsis models confirmed two pathways that the ssANN missed: the CD28-dependent VAV1 pathway and the oxidative stress induced senescence pathway. The oxidative stress senescence pathway was implicated by both of the SA mouse models in isolation, but not the mixed cohort, while the CD28-dependent VAV1 pathway was specifically implicated in the C57 strain. Use of a CD28 mimetic peptide has been shown to increase survival in gram-negative and polymicrobial models of mouse sepsis and is currently being explored as a therapeutic option for human sepsis (25). Though the mouse
model recapitulated these two pathways missed by the ssANN, the ssANN performed with comparable precision to the mouse models overall (precision = 0.72) and recovered a strikingly higher proportion of in vivo human sepsis pathways (recall = 0.96) (Figure 4c). Furthermore, the ssANN recovered a set of 163 pathways enriched in human sepsis in vivo that were not identified in any mouse models of sepsis (Table S8). These pathways included thrombin signaling, TGFβ signaling, as well as several RNA transcriptional and post-translational modification-based pathways (Table S8) that all mouse models of sepsis lacked. Both thrombin and TGFβ signaling have been shown to play key roles in the pathology of sepsis and have been investigated for therapeutic and prognostic applications in sepsis (26, 27) (28). This result suggests that combining context-associated human data with mouse disease model data recovers important aspects of human in vivo signaling without sacrificing the baseline precision of the mouse.

**DISCUSSION**

In this study we demonstrate that prospective translation of biological insights from mouse models to human inflammatory disease contexts was best accomplished by a semi-supervised artificial neural network. The ssANN correctly predicted human in vivo biological associations by combining supervised modeling of mouse model datasets with unsupervised modeling of patient molecular datasets. Though the supervised KNN, SVM, and semi-supervised RF were all superior to the mouse models overall, the ssANN outperformed each of these methods making it the most broadly effective approach for mouse to human insight translation across case studies (Figure 2). It is striking that the overall F-scores of mouse models for predicting human DEGs was merely 0.132, indicating that there is a substantial portion of human biology overlooked in established mouse models of inflammatory disease. However, application of a ssANN within the framework we have proposed here recovers 2.5x as many true human biological associations on average (F score = 0.326), improved upon the
mouse in 29 of 36 case studies, and achieved human in vivo pathway prediction F-scores over 0.70 in 13 of 36 cases. Thus, systems modeling aided translation of insights from mouse to human contexts offers substantial benefits in characterizing human molecule-phenotype associations when human phenotype data for the indication of interest is not available.

The diversity of sepsis mouse model types in our case studies allowed us to assess the correspondence of different types of sepsis mouse models to human in vivo sepsis and compare the sepsis mouse models overall to the ssANN. We found that the CLP mouse model of sepsis is a poor predictor of human in vivo DEGs and enriched pathways. However, the SA and SPS mouse models share a pathway signature accounting for 26% of all human in vivo sepsis signaling (Figure 4a). Despite this, when all predictions of all sepsis mouse models are combined, the overall precision of the mouse models was 0.67 and the total coverage of human in vivo sepsis pathways 60%. The aggregated predictions of the ssANN improved upon this result by a striking margin, recovering 96% of human in vivo sepsis pathways with a precision of 0.72. This amounted to identification of 163 enriched pathways dysregulated in human in vivo sepsis that all mouse models of sepsis lacked (Table S8). By comparing the predicted enriched signaling pathways from each sepsis mouse model, we were able to assess the consistency of these models with one another as well as with human in vivo sepsis (Figure 4a). The diversity of predictions by these mouse models and overall low recall of each mouse model individually illustrates the challenge of mimicking human sepsis by means of mouse models where the causal mechanisms are single-agent perturbations (Figure 4b). Human sepsis is a considerably more complex system and though mouse models will likely continue to improve in fidelity, a wide gap in molecular correspondence between the two species remains.

The role of the heterogeneity of the mouse sepsis cohort differed between interpreting the mouse predictions directly and using the ssANN to predict human in vivo biology. When aggregated together, the mouse model predictions of human sepsis pathways increased in total coverage, but tended to be less precise. This runs contrary to observations that including
multiple mouse strains in an experiment and using the increased heterogeneity of the mouse cohort as a surrogate for human disease heterogeneity improved translation of insights from mouse models to human context (29). In the context of the ssANN, increasing the heterogeneity of the mouse cohort in the training set by inclusion of multiple strains resulted in better predictions than when the ssANN was trained on individual mouse sepsis strains, particularly when the human cohort being predicted was itself heterogeneous (Figure 3b).

The principles of semi-supervised learning approaches share many features with those of transfer learning, the philosophy that combining information from multiple domains can improve the performance of machine learning approaches for extracting biological insights. In particular, transfer learning has been applied to problems of spatial localization of proteins in cells as well as to prediction of DNA splicing sites (30) (31). In these applications, a set of training data \((X_{\text{train}} \text{ and } Y_{\text{train}})\) are integrated with a context-related dataset \((X_{\text{context}})\) to improve the performance of the algorithm in an approach known as inductive transfer learning. Our approach is an example of transductive transfer learning. In this case, \(X_{\text{context}} = X_{\text{test}}\) and the test dataset is incorporated into the algorithm training procedure in an unsupervised manner. The success of a transductive machine learning approach is determined by the robustness of the approach to different combinations of training and testing datasets. We assembled the literature case studies in this paper to address requirement, using all combinations of training and testing datasets for a disease indication and requiring a classification model to work in a variety of contexts to be judged a success.

The ideal case for characterizing the biology of human disorders would be the availability of comprehensive human phenotype and molecular data from clinical cohorts. However, since novel perturbations to the disease system cannot be studied in the human \textit{in vivo} context, mouse disease model systems and emerging human \textit{in vitro} model systems will continue to play an important role in biomedical research. It is in this context that we propose a delineation of four categories of \textit{Translation Problems}, those of generalizing insights from model systems to
human *in vivo* contexts (Figure 5). The most challenging case is when only model system molecular and phenotype data are available (Category 4). If human-based prior knowledge, such as candidate genes or clinical observations, is available to integrate with model system data, then generalization can be characterized as a Category 3 problem. In Category 2 problems, condition-specific human molecular data is available to combine with model system molecular and outcome data to characterize human biology. Inferences from solving Category 2 problems can be further refined with human-based prior knowledge to refine biological inferences in a Category 1 problem.

**Figure 5.** Delineation of four categories of Translation Problems, those of generalizing insights from model systems to human *in vivo* contexts. The type of datasets available determines the category, though Categories 1-3 are all potentially approachable by integration of model system data with human disease-context data using semi-supervised learning approaches.

We submit that the majority of previous biological research falls into Category 4 translation problems. Seok *et al.* illustrated the potential problems of direct generalization of mouse insights and of translational science following a Category 4 approach (1). By pre-selecting genes of interest based on known human biology, Takao *et al.* do not engage with the issues and challenges of prospectively translating insights from mouse to human contexts when information about human phenotypes is not available for the mouse study perturbation.

Within this framework, our efforts here are best viewed as a generalized solution to Category 2 translation problems. Another field where Category 2 translation problems frequently emerge is in pharmacogenomics studies where molecular features are connected to drug response outcomes in a model system and used as indicators of human *in vivo* mechanism. Many such experiments examine novel individual or novel combinations of compounds untested in patients illustrating the scarcity of human *in vivo* phenotype data. Thus, interpretation of these
experimental results represents a large body of Category 2 translation problems where inferring human in vivo therapeutic biomarkers from nonhuman model system screening data is the objective. Our results here suggest that such experiments would be better interpreted if integrated with available context-associated human data using a semi-supervised ANN.

Despite advances in the fidelity of model system biology to human contexts, generalizability of findings of model system experiments will continue to be a key issue in both basic biology and translational science research (32, 33). Whenever the model system data alone forms the basis of inference, whether through direct interpretation or indirectly through a computational description of the model system’s biology, key aspects of human biology are likely to be overlooked or misrepresented. Transductive transfer learning approaches that neither aim for a generalizable computational model nor rely on the model system training data alone, recover more relevant human in vivo biology as a downstream consequence of creating good predictions of human phenotype for a specific patient cohort. This conceptual shift from direct interpretations of model system data to the indirect generalization of model system biology through integration with human data in semi-supervised learning framework has the potential to improve the success rate of translating model system therapies and insights to human patients.

MATERIALS AND METHODS

Dataset Collection and Processing

The datasets used in our analysis were obtained from Gene Expression Omnibus (34) and selected based on their inclusion in two papers published in the Proceedings of the National Academy of Science (PNAS) titled “Genomic Responses in Mouse Models Poorly Mimic Human Inflammatory Diseases” and “Genomic Responses in Mouse Models Greatly Mimic Human Inflammatory Diseases” (1, 2). Since we used the human datasets as test datasets and the mouse datasets as training datasets for machine learning applications, we applied the additional
criteria that phenotypes and tissues of origin were comparable between mouse model and human \textit{in vivo} datasets to ensure comparable training and test cases for algorithm performance comparison. Based on these criteria, we excluded the acute respiratory distress syndrome and acute infection datasets, and mouse splenocyte samples from GSE7404, GSE5663 antibiotic treated sepsis mice spleen samples, and GSE26472 mouse liver and lung samples.

The final cohort consisted of 6 mouse cohorts (3 sepsis datasets (8, 19, 20), 1 burn(18), 1 trauma(18), 2 endotoxemia(18, 19)) and 7 human cohorts (4 sepsis(9, 14-17), 1 burn(1, 10), 1 trauma(11), 1 endotoxemia(13)) (Table 1). Mouse probe identifiers were converted to gene symbols and mapped to homologous human genes using the mouse genome informatics database(35, 36). If multiple diseases or microarray platforms were used in a dataset, the dataset was partitioned by disease type to and array platform to create multiple case studies. All pairs of mouse and human datasets for a given indication constituted 36 case studies with comparable mouse and human tissues and phenotypes (Table 2). Duplicate genes in each dataset in each case study were removed by retaining only those genes with the maximum average expression across all samples. Datasets were z-scored by gene.

Supervised and Semi-Supervised Classification Models

We implemented supervised and semi-supervised versions of the k-nearest neighbors (KNN), support vector machine (SVM), random forest (RF), and artificial neural network (ANN) algorithms. KNN was trained using three nearest neighbors. RF models were constructed from 50 decision trees. The ANN was a feed-forward neural network with three layers. The input layer consisted of one node for each feature, the output layer consisted of two nodes, one for each class, and the hidden layer consisted of the average of the number of input and output nodes rounded up to the nearest integer. ANN synapse weights were computed using scaled conjugate gradient backpropagation. All models were implemented in MATLAB 2016a.

Prior to training the algorithms, we performed feature selection with either Lasso or elastic net (EN) regularization. Different values of the regularization parameter $\alpha$ were examined in
order to assess the impact of varying the number of features selected for training the supervised
and semi-supervised classifiers (\(\alpha = 1.0, 0.9, 0.7, 0.5, 0.3, 0.1\)). In the case of supervised
classification models, Lasso and EN regularization underwent 10-fold cross validation (leave
one out cross validation for mouse endotoxemia dataset GSE5663) to learn a set of features
minimizing the mean squared error of the prediction of mouse phenotypes. These features were
then used to train a supervised classifier (KNN, SVM, RF, or ANN) on the mouse dataset. The
supervised classification model was then applied to the human dataset for that particular case
study to infer synthetic human phenotypes (Figure 1B). In the case of semi-supervised
classification models, Lasso or EN regularization was performed on the mouse dataset for a
case study in the same manner as for supervised classification models. These features were
then used to train an initial supervised classification model on the mouse data alone to predict
the human samples' synthetic phenotypes. Following this initial training and prediction step, the
human samples with the highest 10% of confidence scores on their predicted phenotypes were
combined with the mouse dataset to create a new augmented training set (Figure 1C). In the
second iteration, feature selection and model training proceeded using this training set of mouse
and human samples. All human samples in the test set were re-classified and the confidence
score threshold of inclusion was dropped to 20%. The procedure of feature selection, model
retraining, classification, and training set augmentation by lowering the score threshold 10%
continued until all human samples are incorporated into the training set. Since ANN training is
inherently stochastic, we specified that the semi-supervised ANN would proceed to the second
iteration only if more than one human sample was classified into each class. If this condition as
not met after 50 training iterations, the semi-supervised ANN proceeded with further training and
prediction iterations on the human dataset using an initial model that did not have human
predicted phenotypes in both classes.

Model Performance Assessment
Classification models were evaluated by their ability to discriminate between human phenotypes and by the extent to which analyzing the human molecular data using the predicted human phenotypes implicated the same genes as using the true human phenotypes. Classification performance was assessed by the area under the receiver operating characteristic curve (AUC) for the test set of human samples.

Differential expression analysis was performed on the homologous mouse and human genes in each case study using the phenotypes from the original datasets to identify differentially expressed mouse and human genes. Following application of a classification model, differential expression analysis was then performed on the human dataset using the predicted synthetic phenotypes generated by the algorithm. Differential expression was assessed by the Wilcoxon-Mann-Whitney (WMW) test with Benjamini Hochberg False Discovery Rate (FDR) correction. This nonparametric differential expression analysis approach was necessary because previous studies have shown that these mouse and human inflammatory pathology datasets do not satisfy the statistical assumptions required for parametric model-based differential expression analysis (2). Genes were considered differentially expressed if both WMW p < 0.05 and FDR q < 0.25. GO enrichment was performed on all DEGs in each case study, for the human patient data, mouse data, and patient data with predicted synthetic phenotypes using the Reactome pathway database annotation option in GO (21) (22, 23).

A DEG or enriched pathway identified in the mouse model was considered a true positive (TP) if that gene or pathway was implicated in the human clinical gene expression data. False negatives (FN) were DEGs or enriched pathways implicated in the human data, but not implicated by the mouse model. False positives (FP) were DEGs or pathways implicated in the mouse but not in the human data. DEGs and pathways identified using the synthetic human phenotypes generated machine learning approaches were considered TP, FP, and FN by their correspondence to the DEGs and pathways implicated in human clinical gene expression data.
We computed the precision and recall for the DEGs predicted by the mouse model and machine learning classifiers and aggregated these into an F-score for each prediction modality:

\[
\text{Precision}_{\text{DEG}} = \frac{\text{TP}_{\text{DEG}}}{\text{TP}_{\text{DEG}} + \text{FP}_{\text{DEG}}}
\]

\[
\text{Recall}_{\text{DEG}} = \frac{\text{TP}_{\text{DEG}}}{\text{TP}_{\text{DEG}} + \text{FN}_{\text{DEG}}}
\]

\[
\text{F-score}_{\text{DEG}} = \frac{2 \times \text{Precision}_{\text{DEG}} \times \text{Recall}_{\text{DEG}}}{\text{Precision}_{\text{DEG}} + \text{Recall}_{\text{DEG}}}
\]

Enriched pathway precision, recall, and F-scores were analogously computed for TP, FP, and FN predicted pathways from the mouse model and machine learning classifiers:

\[
\text{Precision}_{\text{Pathway}} = \frac{\text{TP}_{\text{Pathway}}}{\text{TP}_{\text{Pathway}} + \text{FP}_{\text{Pathway}}}
\]

\[
\text{Recall}_{\text{Pathway}} = \frac{\text{TP}_{\text{Pathway}}}{\text{TP}_{\text{Pathway}} + \text{FN}_{\text{Pathway}}}
\]

\[
\text{F-score}_{\text{Pathway}} = \frac{2 \times \text{Precision}_{\text{Pathway}} \times \text{Recall}_{\text{Pathway}}}{\text{Precision}_{\text{Pathway}} + \text{Recall}_{\text{Pathway}}}
\]

**Code Availability**

All models and analyses were implemented in MATLAB 2016b. KNN, SVM, and RF functions were implemented using the fitcknn, fitcsvm, and TreeBagger functions respectively. Neural networks were implemented using the MATLAB Neural Network Toolbox. Semi-supervised learning algorithms are available as a supplementary file.
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Mouse Disease Model

\[ Y_m \rightarrow X_m \]

Mouse-Predicted Associations

Patient Cohort Data

\[ Y_h \rightarrow X_h \]

Human in vivo Associations

Algorithm-Predicted Associations

\[ Y_h^{\text{predicted}} = f(X_m, Y_m, X_h) \]  
\[ Y_h^{\text{predicted}} = f(X_m, Y_m) \]  

Semi-Supervised Learning

Supervised Learning

Mouse experiment molecular (X) and phenotype (Y) data

Context-associated human cohort molecular data (X)

Train Initial Machine Learning Classifier On Mouse Data and Apply To Predict Human Samples

Class B 0.9  
Class A 0.8

Predicted human classes and classifier confidence scores

Augmented Classifier Training Set

Class B 0.7  
Class A 0.7  
Class A 0.5

Create augmented training set of highest confidence predicted human samples and mouse samples

Augmented Classifier Test Set

Retrain machine learning classifier on augmented training set and apply to predict remaining human samples.

Repeats augmentation, prediction, and classifier retraining until all human samples are incorporated into the augmented training set and the predictions are finalized.

Final Human Predictions

\[ Y_h^{\text{predicted}} \]
95% Confidence Interval of F-scores Across Case Studies and Regularization Parameters

- ssANN: [0.278, 0.375]
- ssRF: [0.181, 0.266]
- ssSVM: [0.168, 0.246]
- ssKNN: [0.141, 0.212]
- ANN: [0.124, 0.193]
- RF: [0.161, 0.231]
- SVM: [0.188, 0.259]
- KNN: [0.186, 0.255]
- Mouse: [0.090, 0.175]
a

SA Sepsis (C57 Strain)   SPS2 Sepsis (C57 Strain)
SA Sepsis (AJ Strain)   14 (3%)   22 (5%)
   9 (2%)   2 (0%)   2 (0%)
21 (5%)   4 (1%)   112 (26%)   123 (28%)
2 (0%)   1 (0%)   48 (11%)   7 (2%)
Enriched Mouse Pathways (Percent of Human Pathways)
Total Human Pathways: 442
Total Mouse Pathways: 398

b

| Mouse Model               | Predicted Pathways | Mouse Precision | Mouse Recall |
|---------------------------|--------------------|-----------------|--------------|
| SPS2                      | 170                | 0.87            | 0.33         |
| SA (AJ Strain)            | 205                | 0.81            | 0.38         |
| SA (C57 Strain)           | 335                | 0.71            | 0.54         |
| SA (Mixed Strains)        | 348                | 0.67            | 0.52         |

*Streptococcus Pneumoniae serotype 2 (SPS2)
*Staphylococcus Aureus (SA)

C

ssANN (All Cases)
Mouse Sepsis (All Models)
Human Sepsis (All Cohorts)

Mouse Precision: 0.67  ssANN Precision: 0.72
Mouse Recall: 0.60     ssANN Recall: 0.96
Mouse-to-Human Translation Problem Spectrum

**Category 1**
Disease model system data is contextualized with human disease prior knowledge and molecular data

\[ X_m \quad Y_m \quad X_h \]
- Mouse Molecular Data
- Mouse Phenotype Data
- Human Molecular Data

**Human in vivo Context**
Human in vivo molecular and phenotype data are available for direct inference

\[ Y_h \quad X_h \]
- Patient Cohort Data

**Category 2**
Disease model system data is contextualized with human disease molecular data

\[ X_m \quad Y_m \quad X_h \]
- Mouse Molecular Data
- Mouse Phenotype Data
- Human Molecular Data

**Category 4**
Disease model system insights viewed as representative of human in vivo biology

Mouse Disease Model

\[ Y_m \quad X_m \]

**Category 3**
Disease model system data is contextualized with human disease prior knowledge.

\[ X_m \quad Y_m \quad \text{Human Context Prior Knowledge} \]

**Semi-supervised Learning Regime**