Time-resolved effective connectivity in task fMRI: Psychophysiological interactions of Co-Activation patterns
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ABSTRACT

Investigating context-dependent modulations of Functional Connectivity (FC) with functional magnetic resonance imaging is crucial to reveal the neurological underpinnings of cognitive processing. Most current analysis methods hypothesise sustained FC within the duration of a task, but this assumption has been shown too limiting by recent imaging studies. While several methods have been proposed to study functional dynamics during rest, task-based studies are yet to fully disentangle network modulations.

Here, we propose a seed-based method to probe task-dependent modulations of brain activity by revealing Psychophysiological Interactions of Co-activation Patterns (PPI-CAPs). This point process-based approach temporally decomposes task-modulated connectivity into dynamic building blocks which cannot be captured by current methods, such as PPI or Dynamic Causal Modelling. Additionally, it identifies the occurrence of co-activation patterns at single frame resolution as opposed to window-based methods.

In a naturalistic setting where participants watched a TV program, we retrieved several patterns of co-activation with a posterior cingulate cortex seed whose occurrence rates and polarity varied depending on the context; on the seed activity; or on an interaction between the two. Moreover, our method exposed the consistency in effective connectivity patterns across subjects and time, allowing us to uncover links between PPI-CAPs and specific stimuli contained in the video.

Our study reveals that explicitly tracking connectivity pattern transients is paramount to advance our understanding of how different brain areas dynamically communicate when presented with a set of cues.

1. Introduction

Since its introduction in the early 1990s (Ogawa et al., 1990), functional magnetic resonance imaging (fMRI) has played a growing role in advancing our knowledge of brain activity. Its technical developments have allowed the study of brain function at increasingly high spatial and, moreover, temporal resolution (Van Essen et al., 2013). Simultaneously, the progress in analysis techniques has exposed the joint importance of, on the one hand, how brain regions activate and, on the other hand, how their activity interacts to support complex cognitive processes. This view of the brain as a network of functionally linked regions has spawned the field of Functional Connectivity (FC) which, traditionally, uses Pearson’s correlation to study temporal dependencies between separate brain regions over the duration of an entire resting-state fMRI run—typically in the order of several minutes (van den Heuvel and Hulshoff Pol, 2010).

The discovery that FC significantly fluctuates over time in resting-state fMRI recordings (Chang and Glover, 2010) first suggested that methods driven by averaging over long runs offer an incomplete picture of brain function, which led to a widespread effort to investigate dynamic Functional Connectivity (dFC; Hutchison et al., 2013; Calhoun et al., 2008)
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disadvantages as discussed above. Recent studies (e.g., Fransson et al., 2018) have steered from windowed correlations, but there is still a great need for novel techniques to study how tasks modulate moment-to-moment connectivity at high temporal resolution.

Here, we introduce Psychophysiological Interaction of Co-Activation Patterns (PPI-CAPs) as a novel seed-based approach to investigate time-resolved effective connectivity. Our aim was to create a method that reveals the modulation of moment-to-moment connectivity between brain regions under a specific context or during performance of a task. To illustrate our framework, we applied PPI-CAPS to an fMRI dataset where subjects were exposed to a naturalistic paradigm by watching a short episode of a TV program containing two types of scenes (conditions). Our method disected the connectivity patterns elicited by subjects across time, and found several PPI-CAPs with at least one of three possible effects: 1) a seed effect, indicating that the pattern was highly correlated with the seed activity in general; 2) a condition effect, meaning that the pattern in question was significantly more elicited during one of the types of scenes than during the other one; and 3) an interaction effect, representing an interaction between condition and the relationship of that co-activation pattern with the seed. Additionally, we shed light on the consistency in effective connectivity patterns across subjects and time, allowing to uncover links between PPI-CAPs and specific movie cues. Overall, our approach contributes to the state-of-the-art by unraveling time-resolved, relevant information on brain dynamics during task performance that cannot be captured by other methods.

2. Methods

We first provide a global overview of the PPI-CAPs analysis pipeline (see Fig. 1). We start from fMRI data where an experimental modulation has been applied and the timing is known (Fig. 1A). Similar to the framework of conventional PPA and CAPs, we start by selecting frames at time points when a predefined seed is most highly (de-)activated (Fig. 1B/C). A static analysis illustrates the relevance of the frames that have been selected (Fig. 1D). Then, we proceed to the dynamic (PPI-CAPs) analysis (Fig. 1E/F).

For the static analysis, we first multiply the selected frames by the sign of the seed and the centred modulating term (i.e., the contrast variable, as it encodes knowledge of the task paradigm) at the corresponding time points. Note that this sequence is equivalent to multiplying the original selected frames by the PPI variable, which corresponds to the multiplication of the sign of the seed and the task time courses. The average of these selected frames leads to a proxy of the conventional PPI results (Fig. 1D, bottom), which we refer to as the static interaction map (siMap). For a mathematical motivation of the link between conventional PPI and static PPI-CAP analyses, as well as a toy example that illustrates this relationship intuitively, we refer to A and Supplementary Fig. A1, respectively.

For the dynamic analysis, all the originally retained frames are subject to K-means++ clustering (Arthur and Vassilvitskii, 2007) as described in section 2.3 (Fig. 1E). This step yields PPI-CAPs, their occurrence in time and the polarity of their constituting frames, which allows us to eventually identify meaningful statistics (i.e., effects of task, seed, or their interaction). The next sections further detail the different steps of the pipeline.

2.1. Seed-based frame selection

The first step of the PPI-CAPs framework is to select a seed region according to prior knowledge about the task being studied or on an exploratory basis—a good discussion on how to choose a seed can be found in O’Reilly et al. (2012). The fMRI frames in which the seed reaches high magnitude values are then selected for further analysis. We refer to frames in which absolute seed activity is above the stipulated threshold as suprathreshold frames.
2.2. Static analysis

In the context of CAP analysis (Tagliazucchi et al., 2012; Liu and Duyn, 2013), simple averaging of selected frames provides a good proxy for seed-based functional connectivity (see Appendix A), showing that the chosen subset of data contains relevant information. For large datasets, this observation holds for a wide range of thresholds retaining 15–90% of frames (Liu and Duyn, 2013, Fig. 1B), while for smaller datasets the threshold must aim at a trade-off between dramatically decreasing the amount of data used for analysis while keeping enough frames to reduce the effects of noise. Note that, besides improving the signal-to-noise ratio, including more frames in the analysis of smaller datasets improves the chance that enough frames will be available for the dynamic analysis.

In a similar validation step, we perform an initial static analysis procedure that can be compared against conventional PPI. Specifically, suprathreshold frames were multiplied by a centred contrast variable—time points occurring during the first context had positive values and those belonging to the second one had negative values—and subsequently averaged (Fig. 1D, yellow inset). Here, we used the strategy described in Liu and Duyn (2013) to improve the signal-to-noise ratio of an fMRI frame, where a mask was created to cover voxels with the highest 10% and lowest 5% values, and all other voxels were set to zero. The spatial correlation between the resulting static interaction map and the PPI analysis results is then assessed using a stationarity analysis (Fig. 1C).

2.2.1 Stationary Analysis

Stationary analysis: suprathreshold frames from each condition are multiplied by the sign of the seed and task time courses (which corresponds to the PPI time course) and then averaged, yielding a proxy of the PPI analysis results: the static interaction map, or sMap, at either subject or group level. E) Dynamic analysis: suprathreshold frames from all subjects are clustered into a set of PPI-CAPs. Frame labels allow us to count how often a PPI-CAP occurs in each condition in its positive or negative polarity and compare these to the signs of each effect of interest. F) The frames’ polarity after clustering tends to correlate with the sign of the effects it represents. By examining the confusion matrix for each effect (seed, task or PPI), we can determine if a PPI-CAP is strongly related to it (i.e., when the confusion matrix is highly diagonal) or when there is no such effect (i.e., when the confusion matrix has no obvious pattern).
(siMap) and the PPI results is measured using spatial Pearson’s correlation coefficient. This correlation was repeatedly calculated for siMaps including 5–100% of all frames both at subject and group levels, to test the robustness of the method to the choice of threshold. Since correlation values are range-constrained, when calculating their averages as described in section 3.1 and shown in Fig. 2C we first applied Fisher’s z transform (the inverse hyperbolic tangent) to all Pearson’s r values (Cox, 2008). After calculating the means, we then converted the results back to Pearson’s r values by calculating the former’s hyperbolic tangent. For the group maps, z-scored seed activations were calculated for all subjects, whose data were concatenated and frames selected as per individual subjects. The PPI analysis was performed using the standard procedure from SPM8 where three regressors are included in a general linear model design, relating to the time courses of the PPI, the seed, and the task, respectively. Note that the PPI regressor in SPM is derived by deconvolving the haemodynamic response function (HRF) from the seed time course, multiplying the latter by the task time course, and then reconvolving the final series with the HRF. The exact same task time course and seed region were used for both analyses.

2.3. Dynamic analysis

For a dynamic analysis of brain function during task, we identify the PPI-CAPs that may present a seed, task, or interaction effect (Fig. 1E). To this end, we applied K-means++ clustering on the suprathreshold frames of all subjects, using a modulo-π cosine distance as a similarity measure, which we have named as such because it consists in the following: frames among which only the sign of the voxels was reversed were considered to be representations of the same pattern, with opposite polarity (e.g., if frame a showed an active prefrontal cortex and deactivate occipital cortex, while frame b displayed a deactivate prefrontal cortex and active occipital cortex, then, assuming F_a and F_b are the frames’ voxel patterns, F_a ≈ −F_b).

Traditionally, the iterative algorithm to implement K-means consists of two steps: 1) assigning each data point to its closest centroid given the defined similarity metric d; 2) updating the centroids according to their assigned data points (e.g., by updating each centroid with the average of the normalized data points most recently assigned to it). At each iteration, the cluster label assigned to the ith frame, L_i, is given by:

$$L_i = \arg\min_{c} (d(\mathbf{C}_c, \mathbf{F}_i)),$$

where k runs over the number of clusters, \(\mathbf{C}_c\) is the value of the kth cluster’s centroid, \(\mathbf{F}_i\) is the voxelwise activation pattern for the ith frame, and d is the selected distance metric.

To add information regarding the frame polarity in PPI-CAPs, in our approach we set d to be the modulo-π cosine distance (mpcos):

\[ d(\mathbf{x}, \mathbf{y}) = \text{mpcos}(\mathbf{x}, \mathbf{y}) = 1 - \frac{\mathbf{x} \cdot \mathbf{y}}{||\mathbf{x}|| \cdot ||\mathbf{y}||} \]

where \(\mathbf{x} \cdot \mathbf{y} = \sum_k x_k y_k\) is the standard inner product and the norm is \(||\mathbf{x}|| = \sqrt{\sum_k x_k^2}\). The polarity \(P_i\) of frame \(F_i\) is thus equivalent to sign\((\mathbf{C}_c, \mathbf{F}_b)\). From here on, we will describe frames for which \(P_i = 1\) as having a “positive polarity”, and those for which \(P_i = -1\) as having a “negative polarity”. Now how the metric in equation (2) compares to the standard cosine distance, given by:

\[ \cos(\mathbf{x}, \mathbf{y}) = 1 - \frac{\mathbf{x} \cdot \mathbf{y}}{||\mathbf{x}|| \cdot ||\mathbf{y}||} \]

meaning that modulo-π cosine implies no additional complexity as compared to the standard cosine distance metric. The value of each centroid \(\mathbf{C}_c\) is then updated as such:

\[ \mathbf{C}_c = \frac{1}{N_c} \sum_{i=1}^{N} P_i \mathbf{F}_i \]

where \(N_c\) is the number of frames in the kth cluster and \(||\mathbf{F}_i||\) is the magnitude of frame \(\mathbf{F}_i\).

The final cluster centroids then form the PPI-CAPs. Each frame is thus annotated according to: 1) the time point it corresponds to; 2) the task or condition label which corresponds to that time; 3) the subject to whom it belongs; and 4) the polarity in which it occurred (positive or negative). This information can then be used to investigate differences in PPI-CAP occurrence across settings.

2.4. Significance assessment

If a PPI-CAP has a strong main or interaction effect, the polarity of the frames that constitute it will tend to correlate with the sign of that effect for the same time points. To visualise if this is the case, we can thus generate confusion matrices for each effect and PPI-CAP. When there is a strong correlation, the higher values of a confusion matrix will tend to load on one of its diagonals, and the relevance of this relationship can be measured by taking the matrix’s determinant, which we will call the det-index. To test whether this value is significant, we can thus generate a null distribution by performing random permutations of the effect of interest’s labels and re-calculate the det-index each time. Finally, we see where the real det-index stands in the distribution (Fig. 1F). For the results shown here, we performed 3000 random permutations for each test. We disclose the uncorrected p-values and indicate the significance level that should be used to correct for multiple corrections, controlling for the number of PPI-CAPs.
2.5. Choosing the number of PPI-CAPs

Effective Connectivity methods such as PPI provide a summary spatial map of task-specific seed relationship modulation. To disentangle which and when instantaneous patterns of activity support the summarized PPI findings, we must first determine the number of clusters into which to categorize the data. To this end, we employed Consensus Clustering (Monti et al., 2003). This approach applies K-means clustering on several subsamples of the data and calculates the consensus matrix $\mathcal{M}$. Each element $\mathcal{M}(a, b)$ indicates the fraction of subsamples in which two frames $a$ and $b$ were both retained and clustered together. The optimal number of clusters can then be inferred by visual inspection of the ordered matrix $\mathcal{M}$, as well as of the cumulative distribution function (CDF) of $\mathcal{M}$ for different values of $k$.

Additionally, for every $k = 3, 4, ..., 8$ we calculated the number of frames from each subject that contributed to each of the $k$ PPI-CAPs. This helped us choose a $k$ value for which the distribution of PPI-CAPs across subjects was roughly uniform. We applied consensus clustering for $k = 3, 4, ..., 8$ using 10 random subsamples for every $k$. Each subsample included 80% of the suprathreshold frames of all subjects, and K-means was computed for 50 random initializations for each subsample. To obtain the final clustering result, we applied K-means clustering with the optimum $k$ on 100% of the suprathreshold frames and kept the best result from 50 random initializations, i.e., the one that minimised the total sum of modulo-$\pi$ cosine distances between frames and centroids.

2.6. Experimental data

To validate the method, we used fMRI data from 16 healthy subjects (mean age 22.92 ± 8.14 years) watching a short TV program about the effects of sun exposure. The video alternated between two contexts: 1) images of several children playing by the beach (from here on described as fun); 2) scenes where scientific concepts were explained in a laboratory (we will call this context science). The movie can be watched online, and a detailed description of the dataset can be found in Jochuat et al. (2015). One subject was excluded due to high motion for having >25% of frames with framewise displacement (Power et al., 2010) higher than 0.5 mm. Thus, 15 subjects were analysed (mean percentage of scrubbed frames = 2.2%, SD = 5.8%). 179 vol (Tim-Trio; Siemens, 40 transverse slices, voxel size $= 3$ mm $\times 3$ mm $\times$ 3 mm; repetition time $= 2000$ ms; echo time $= 50$ ms; field of view $= 192$) were available per subject, as well as an anatomical T1-weighted rapid acquisition gradient echo sequence (176 slices, voxel size $= 1$ mm $\times 1$ mm $\times$ 1 mm, field of view $= 256$), acquired at the end of the scanning. All participants have given their written informed consent, which was approved by the local ethics committee (Biomedical Inserm protocol C08-39).

2.7. fMRI preprocessing

Functional images were preprocessed using SPM8 (Wellcome Department of Imaging Neuroscience, UK) where they were realigned to correct for head motion; coregistered with structural images; normalized in the Montreal Neurological Institute (MNI) stereotactic space; and spatially smoothed using a 6 mm full width at half maximum isotropic Gaussian kernel. In order to remove haemodynamic temporal blurring and better approximate neural activity, blood oxygenation level-dependent (BOLD) signals were deconvolved with the canonical haemodynamic response function from SPM8. This was done using an implementation of the Wiener filter from spm_peb_ppi.m, an SPM8 function that computes BOLD deconvolution in the context of PPI analyses. Voxels were then z-scored in time (Liu and Duyn, 2013).

2.8. Considerations for the application of PPI-CAPs

We applied PPI-CAPs on a movie-watching dataset to illustrate its potential to uncover task-related time-resolved effective connectivity in a realistic setting. To this end, the Posterior Cingulate Cortex (PCC) was selected as a seed region for this study due to its well documented connectivity arrangements (Lin et al., 2017) and description as a hub region (Andrews-Hanna et al., 2010). A previous study by our group on transient brain activity also revealed the PCC as the node with the most spatial overlap between networks (Karahalios & Van De Ville, 2015). We used SPM8’s Check Orthogonality tool to understand how collinear the PCC activity was with our task paradigm, MATLAB’s Skewness function to check that the activity was not skewed, and we verified that the magnitude of the seed time course did not correlate with the sign of the task (Supplementary Material A.2). To keep in line with previous work that inspired our method (Liu and Duyn, 2013), we report the thresholding step based on the percentage of data points kept for the dynamic analysis. As discussed later, PPI-CAPs is robust to a very wide range of seed activity thresholds for selecting frames to retain for analysis. For the results presented here, we use 60% of the available frames as a trade-off between optimising data usage from our dataset and obtaining clear brain patterns in the dynamic analysis, avoiding noise that is not averaged out due to a lack of frames in some PPI-CAPs.

3. Results

3.1. Static analysis

Single subject level. At a single subject level, the spatial pattern from the corresponding siMap, generated as the average of the 60% suprathreshold fMRI frames (when the PCC seed was highly active), was reasonably correlated with the resulting map from a 1st-level PPI Analysis (average spatial correlation: $r = 0.76 \pm 0.28$). This was the threshold we chose in order to keep enough frames for the dynamic analysis, but the similarity was robust to the choice of threshold for frame selection across subjects (Fig. 2C): correlation was already high even when only 15% of suprathreshold frames were kept ($r = 0.71 \pm 0.1$). To further illustrate that the correlation strength remains stable for varying cutoff values, we first calculated the mean subject-level Fisher’s z-transformed correlations (see section 2.2) for each threshold that kept from 15 to 60% of original frames. Then, we computed the average of these means and transformed it back to Pearson’s $r$, for which we obtained 0.76 with SD = 0.04. The correlation gradually drops when fewer than 15% of the frames are used, which is expected as not enough frames are selected to average out the noise.

Group level. At the group level, the spatial pattern from the siMap obtained using 60% of frames also correlated ($r = 0.85$) with the pattern obtained from a 2nd-level PPI analysis (Supplementary Fig. A3), which showed a significant increase in effective connectivity between the PCC and the right V5 during fun scenes (height threshold $T = 3.8$, $p < 0.001$; right V5 MNI coordinates $x = 39$, $y = -67$, $z = -2$; cluster size = 185 voxels; $P_{corr} < 0.001$).

Together, these results demonstrate that even a subset of fMRI frames, selected when the seed activity is highly active or strongly deactivated, contains relevant information about how its co-activation with other regions changes based on task context.

3.2. Dynamic analysis

Choice of number of clusters. An analysis of PPI-CAP occurrences for $k = 3, 4, ..., 8$ showed that for $k \geq 6$, some patterns never occurred in some subjects, while $k = 4$ and $k = 5$ were the cases with the most homogeneous distribution of pattern occurrence per subject (see Supplementary Fig. A4). Visual inspection of the consensus matrices showed that the most stable values for $k$ (i.e., the values for which any two frames would most consistently be clustered together or separately) were $k = 3$.
and $k = 4$. Taking these observations together, we proceeded with the analysis generating 4 clusters, as this $k$ value combined the beneficial features of: 1) yielding PPI-CAPs that are homogeneously distributed across subjects; 2) being highly stable (i.e., running the clustering several times would always produce similar results); and 3) representing a reasonable balance between variety and redundancy (Liu and Duyn, 2013).

**Temporal decomposition of psychophysiological interactions into co-activation patterns.** Our dynamic analysis revealed four recurring patterns of co-activation (Fig. 3A), all of which were significantly modulated by the seed, the context or an interaction between the two (PPI effect) after correcting for multiple comparisons (significance level $a = 0.05/4 = 0.0125$). PPI-CAP1 includes nodes of the visuospatial (VSN) and attention (AN) networks correlated with the PCC and nodes of the fronto-parietal network (FPN) and salience networks (SN) anti-correlated with the PCC ($p = 0.0008$). Additionally, the VSN and AN had a tendency to be more active, while the FPN and SN were more deactive, during science scenes as compared to fun ones ($p = 0.019$). PPI-CAP2 combines the FPN correlated, plus the posterior insula and visual nodes anti-correlated, with the seed ($p = 0.0009$). PPI-CAP3 corresponds to the default mode network (DMN) and was significantly correlated with the seed ($p = 0.0009$). It also appeared more often during fun scenes rather than science ones ($p = 0.0008$). PPI-CAP4 in turn, which contains the V5 and nodes of the VSN, showed not only a significant seed effect ($p = 0.0009$), but also a PPI effect ($p = 0.0009$). Supplementary Fig. A6 shows the exact times where each PPI-CAP appeared more consistently in their positive—or negative (meaning that the signs of the voxels should be flipped)—configuration across subjects, and Supplementary Fig. A5 shows their corresponding permutation histograms.

**Consistency of PPI-CAPs across subjects and brain activity decoding.** Our time-resolved method allowed us to investigate how consistent each PPI-CAP was across subjects and throughout the experiment. Fig. 4 illustrates this analysis for PPI-CAP4. By inspecting moments when the PPI-CAP appeared consistently for several subjects, we were able to identify specific video frames that elicited the co-activation pattern. For PPI-CAP4, moments of positive activation, that is, moments when the V5 and visuospatial network were more active, corresponded to scenes in which there was high motion (e.g., a group of children playing football), whereas a negative polarity of this pattern was related to moments of stillness (Fig. 4). Supplementary Figure A6 shows these results for all four PPI-CAPs: for PPI-CAP1, moments of positive polarity corresponded to scenes in which the main object (or character) was zoomed into and movements were slow, whereas a negative polarity (meaning a negative VSN and AN, with activated FPN and SN) was related to moments when some goal-oriented action was being performed. For example, at 1'38", while a group of children are sat at the beach, one of the girls is clearly reaching out for sand to build her castle. PPI-CAP2 seemed to be more strongly active during moments when there are lots of people on the scene, and more consistently negative (i.e., deactivated FPN and activated posterior insula) when the scene changes to only one person on screen, explaining concepts about the danger of sun exposure. PPI-CAP3 appeared more with a positive polarity during zoomed-out scenes where many people were present and interacting, or when science concepts had been explained for a while in the laboratory scenario. These results illustrate PPI-CAPs’ ability to link a pattern’s occurrence to specific moments of the experimental paradigm.

### 4. Discussion

**PPI-CAPs: a tool to more accurately reveal task-based brain dynamics.** For decades, parametric statistical methods have been used for the analysis of task fMRI data (Friston et al., 1994; Eklund et al., 2016). Notably, the information revealed by the family of PPI approaches, where statistical analysis is performed on fMRI signal time courses to extract brain locations with context-dependent seed correlation, has greatly expanded our knowledge of brain function in health and disease in that time. For instance, Decety et al. (2008) investigated how healthy children experience empathy and moral reasoning when they view someone in pain.

**Fig. 3.** PPI-CAPs reveal patterns of co-activation that have a seed; task; or an interaction effect. A) We retrieved four PPI-CAPs from the Movie Watching dataset by clustering suprathreshold frames: PPI-CAP1 includes activated visuospatial and attention networks and deactive nodes of the fronto-parietal network (FPN) and salience networks; PPI-CAP2 includes an activated FPN plus deactive posterior insula and visual nodes; PPI-CAP3 corresponds to nodes of the default mode network; and PPI-CAP4 contains the V5 and visuospatial network. B) Confusion matrices depict how closely the polarity of the frames that make up each PPI-CAP relate to the sign of each effect. A clear diagonal (or anti-diagonal) pattern indicates a strong effect. All PPI-CAPs show a significant seed effect, PPI-CAP3 shows a significant task effect, and PPI-CAP4 shows a significant PPI effect, after Bonferroni correction for the number of PPI-CAPs. Raw $p$-values reported below the corresponding confusion matrices.
The connectivity observed in areas consistently engaged in moral behaviour and social interaction depended highly on intention and on whether the pain was self-inflicted or not, providing an empirical framework for studies of social cognition disorders in children. Steuwe et al. et al. (2015) showed that subcortical limbic and frontal loci become more connected to the locus coeruleus in female post-traumatic stress disorder patients when facing direct eye contact rather than averted gaze, potentially indicating an innate alarm system. More recently, a PPI analysis revealed that music intervention for preterm-born babies in neonatal intensive care units induces functional connectivity changes which suggest that music induces a more arousing and pleasant state (Lordier et al., 2018).

Meanwhile, point process analyses (Tagliazucchi et al., 2012) have proven to be a powerful tool for the study of resting-state brain data, by showing that large-scale brain activity could be condensed by solely analysing the time points when seed activity exceeds a given threshold, while nonetheless closely approximating seed-based correlation findings (Liu et al., 2013).

In this work, we brought the advantages of these two methodologies together to expand the analysis of task-based recordings. Indeed, we showed that after modulation by the centred contrast variable, averaging as few as 15% fMRI frames with the strongest absolute seed activity yielded a spatial interaction pattern resembling the conventional PPI map calculated from the whole example dataset (Fig. 2C).

Beyond this initial equivalence as a first sanity check of the approach, we showed that functional brain connectivity across task conditions could be disentangled into a set of distinct building blocks, the PPI-CAPs, in analogy to the resting-state CAP methodology (Liu and Duyn, 2013; Liu et al., 2018). Whereas a traditional PPI map reflects, on average, the functional seed interplays that differ across task conditions, PPI-CAPs break this information down into separate seed co-activation patterns with their own spatiotemporal features. In addition, our approach also extends the information provided by traditional CAPs by capturing interaction effects between the task and the relationship of a
co-activation pattern with the seed.

Of note is the fact that the retrieved PPI-CAPs that do not show a context or PPI effect highlight shared functions between task settings, thus displaying common temporal expression features (i.e., similar occurrence levels across conditions). Statistically probing for a context effect enables, then, to distinguish these from co-activation patterns that are indeed task-modulated. This information cannot be obtained from previous PPI approaches. Further, extracting PPI-CAPs also enables the analyst to overcome the caveats arising from multiple comparisons that plague PPI analysis. This is because rather than mass univariate testing, K-means++ clustering (a multivariate, unsupervised technique) is performed to establish characteristic activation patterns, and only then followed by statistical testing on a much lower dimensional space.

Our methodological pipeline also yields polarity labels for each frame that contributes to a PPI-CAP, revealing moments among which a certain pattern has opposite signs—that is, regions that are highly activated in a frame labelled as ‘positive’ will be deactivated in a ‘negative’ frame of that PPI-CAP, and vice-versa. Since a given pattern may contain activated and deactivated voxels simultaneously, this also provides subregion-specific information on their relationship with the seed, task, or both, at any point in time. For instance, for a PPI-CAP whose frames’ polarities correlate with the polarity of the seed (i.e., the confusion matrix with the seed is clearly diagonal), both jointly show their strongest signal values at the same time in all positively labelled frames. Accordingly, areas that appear in blue on that same PPI-CAP represent areas of seed-to-voxel anti-correlation when frames are labelled as positive, and vice-versa. Conversely, when a PPI-CAP has, for instance, a seed effect with the corresponding confusion matrix’s pattern being anti-diagonal, we know that voxels depicted as red are, in fact, discordant with the seed at time points when a negative frame appears. This is why the interpretation of a PPI-CAP requires both the visualization of the co-activation map and the confusion matrix that shows how the polarity labels of its contributing frames relate to each effect’s time course.

In the current version of our method the appearance of a PPI-CAP is defined only by averaging constituting frames, whose labels were assigned automatically during the clustering step. Since the first centroid initialization is made at random by K-means++ clustering, the polarity labels and, consequently, the pattern of the PPI-CAP they constitute, may be inverted in different runs. If preferred, this could be changed as a post-processing step so that, if desired, the default pattern would be the one with the largest polarity. For example, if a PPI-CAP is made up mainly of negative frames, its flipped version could become the default (meaning that the voxels that currently appear in the pattern as deactivate would be shown as active). In this case, the frame polarity labels would therefore be updated for their distribution to be correctly represented in the plots. Alternatively, polarity labels (as well as the pattern formed by the corresponding frames) could be arranged to default to the arrangement that favours a diagonal confusion matrix with the seed, to facilitate the interpretation of voxels in red or blue in relation to that region when there is a seed effect. Yet another option would be for the appearance of a PPI-CAP to default to the one that contains the most activated voxels (with frame labels being updated when necessary). Note, however, that none of these choices affects the interpretation of the results, as switching the labels will also invert the appearance of the PPI-CAP when it is updated as per Equation (4), so in the end the conclusions are unchanged; these suggestions are merely for visualization purposes.

Neuroscientific relevance. The above touches upon the striking concordance across brain states and brain processes (Simony et al., 2016; Bolton et al., 2018; Gonzalez-Castillo and Bandettini, 2018) in this, although standard PPI analysis already provides valuable insight into brain function at the cross-condition level (Kucyi et al., 2016), appropriately capturing truly occurring activity requires the deployment of better temporal resolution approaches as introduced here. Along this line of reasoning, none of the PPI-CAPs extracted in the present study strongly correlated with the results of a 2nd-level PPI analysis ($\gamma_{\text{PPI-CAP1}} = 0.33$; $\gamma_{\text{PPI-CAP2}} = −0.07$; $\gamma_{\text{PPI-CAP3}} = 0.06$; $\gamma_{\text{PPI-CAP4}} = 0.31$). The diversity of the patterns revealed by PPI-CAPs in this work confirms the heterogeneity of PCC connectivity to large scale networks seen in previous studies (Liu and Duyn, 2013; Karahanoglu & Van De Ville, 2015), and their occurrence counts reveal how some of these relationships are modulated according to task. This suggests that the results from a conventional PPI analysis may yield a distorted picture of modulated activity as it likely never occurs as presented in the resulting map, and highlights PPI-CAPs’ ability to reveal this effect more accurately.

The ability to characterise functional brain changes at the single frame level also offers the advantage to tie PPI-CAPs to specific subparts of the analysed task paradigm (see Spiers and Maguire, 2007 for a more general review on this analytical direction): in the results illustrated here, PPI-CAPs (visuospatial network) occurred upon strong movement during the displayed movie (Fig. 4), and all four patterns showed consistent, time-locked expression across subjects at specific time points (Supplementary Figure A6). The vivid and homogeneous recruitment of posterior motion processing areas actually squares well with previous findings considering the same dataset from another methodological angle (Bolton et al., 2018a).

Recently, the fMRI research community has striven to improve robustness and reproducibility by creating large-scale data acquisition and sharing initiatives (Van Horn and Toga, 2014; Van Essen et al., 2013; Poldrack et al., 2013), which brought along novel issues regarding data analysis (Smith and Nichols, 2018; Choudhury et al., 2014). This is because alongside the increase in data size, methods to analyse brain data have become increasingly complex. This combination may make some analyses simply computationally infeasible. It is thus an advantage for new analytical methods to obtain robust results even if running only on a portion of data, thereby circumventing computational cost issues that could make them impractical. From a researcher’s point of view, even a linear decrease in computation time is significant, as a reduction of analysis time from weeks to several days can be decisive when trying to meet deadlines. This further highlights the importance of PPI-CAPs’ efficient use of brain data, which is achieved by selecting a subset that already contains the relevant information needed to uncover our method’s novel results.

Potential extensions of the PPI-CAPs approach. In the current methodology, PPI-CAPs are derived through a K-means clustering step, and are thus mutually exclusive in time. Previous work has already shown the merit of considering separate brain states to accurately describe task-based data (Leonardi et al., 2014; Gonzalez-Castillo et al., 2015). However, a possible avenue to be explored would be to disentangle patterns that may overlap in time. An interesting option to achieve this would be to translate a recent total variation framework tailored to fMRI data (Karahanoglu & Van De Ville, 2015) to the task-based setting. As part of this new approach, the deconvolution method we currently apply would be replaced by Total Activation (TA) (Karahanoglu et al., 2013), which deconvolves BOLD signals and the haemodynamic response function using spatio-temporal regularisation to recover activity-inducing signals. These signals more closely reflect true neuronal activation than the indirect and noisy BOLD signals. Still based on Karahanoglu et al.’s work, by differentiating those, innovation signals are obtained—which reflect changes in activation intensity rather than pure amplitude. The development of our method would thus be to apply the frame selection and clustering steps on these signals to yield innovation-driven PPI-CAPs, which would represent spatial patterns of voxels whose signals transition simultaneously. Backprojecting these would then recover their time courses, thus revealing moments when different combinations of those patterns may overlap.

Another attractive avenue would be to consider the introduction of temporal relationships between successive time points, a feat that can be achieved both when considering sequential (Bavani et al., 2013; Vidaurre et al., 2017; Chen et al., 2016) or overlapping (Sourty et al., 2016; Bolton et al., 2018b) brain states. For instance, given that the present results revealed default mode network (PPI-CAP1), fronto-parietal network (PPI-CAP3 and PPI-CAP4) and salience network (PPI-CAP2) contributions...
during movie-watching, causal interplays across these networks could be assessed in accordance with the so-called triple network model (Menon, 2011).

Aside from addressing temporal dynamics, an equally important issue is to optimally tackle the spatial dimension of the data. One extension could be the injection of a spatial prior in deriving PPI-CAPs (Zhuang et al., 2018). Another interesting aspect could be to study more closely the spatial variability of task-related functional activity patterns (Kiviniemi et al., 2011). A possible direction for this purpose could be to separately consider, for each PPI-CAP, the pools of frames linked to given task contexts, and carry out statistical comparisons at this level (Amico et al., 2014). Subtle spatial differences across task setting could then be revealed. However, this aspect also depends on the number of clusters used in the analysis: at larger values of K, different spatial patterns across contexts may rather be seen as context-specific PPI-CAPs. Here, given the relatively low amount of available data and the clearly optimal choice of K = 4 (Supplementary Figure A4), we did not pursue this side of the analyses.

Yet other extensions could be, on the one hand, to consider more sophisticated measures than PPI-CAP occurrences as features of interest (Chen and Glover, 2015) and, on the other hand, to broaden the analysis of PPI-CAPs to a meta-state perspective (Miller et al., 2016; Vidaurre et al., 2017), where a meta-state would symbolise a particular combination of expression and polarity of the investigated patterns.

Ultimately, the goal is of course the application of the developed tools to better understand both brain functions in healthy individuals, but also dysfunction in the case of neurological pathologies. Our approach enables us to easily address this last point, by adding a group factor to the employed nonparametric statistical assessment, enabling at the same time to gain insight into which features (seed, task, interaction) relate to the studied disease.

Study considerations. A natural limitation of this method is a consequence of the type of data: the spatiotemporal resolution can only be as good as that of the fMRI data used. The threshold for seed activation is the main free parameter in PPI-CAPs, but we showed that, as has been confirmed in other independent studies that followed a PPA approach (Liu et al., 2013; Tagliazucchi et al., 2012), the choice of this value does not affect the results within a very wide range of options. If the magnitude of the seed activity is not correlated with the sign of the task, then the resulting sMap will be proportional to the results of a PPI analysis, and its interpretation can follow the same guidelines as for PPI (see Friston et al., 1997 Fig. 5).

Recent work by Cole et al. (2019) has highlighted some challenges related to analysis of task-based functional connectivity. The authors find that simply describing the task paradigm as a dedicated regressor convolved with a canonical HRF, such as in PPI analysis, leaves a relatively large amount of false positives in the data. This is partly explained by the facts that the actual HRF shape varies across regions, and that task-related increases in activation will not necessarily always have the same amplitude, leaving residual activity in the data despite the use of a task regressor. In our work, we consider data that is deconvolved, a step for which we assume a canonical HRF shape. Given the impact of HRF variability on task-based analyses, and the advantage offered by approaches in which the HRF can be modeled individually across regions, future work should enable the use of similar strategies in a deconvolution setting. A second point made by the authors relates to the possible impact of differences in task-evoked activation amplitude across epochs. In our case, while we consider a naturalistic paradigm, we delineate fun and science task sub-blocks. There is thus the risk that during one type of block, task-based activation takes varying amplitudes, which would not be accounted for in the modelling of the task. Note that we do not explicitly rely on amplitude information in deriving and interpreting PPI-CAPs: rather, we examine how much the expression of a PPI-CAP (the polarity that it takes) across frames is in line with that of the task paradigm, the seed paradigm, or the PPI. A whole-brain pattern seen in a PPI-CAP thus may jointly represent those three effects. In any case, future work should keep the points above in mind.

5. Conclusion

We presented a novel analysis that temporally decomposes task-modulated functional connectivity into dynamic building blocks which cannot be captured by static methods such as PPI analysis. We demonstrated that the PPI-CAPs approach successfully identifies dynamic task-dependent patterns using only a subset of the available data, which will lead to a linear decrease in computation time for large datasets proportional to the reduction in data size. Moreover, we illustrated how our method can be used to analyse brain activity at a resolution as low as the scanner’s repetition time. Finally, we indicated how our method can expand other existing techniques and proposed new avenues for future research. Taken together, these show that our approach provides a more accurate picture of brain activity during task performance.
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Appendix A. Link between conventional PPI and the stationary PPI-CAP

Within the PPA/CAPs framework, it is well known that averaging the frames where the seed exceeds a “well chosen” threshold \( \varphi \), yields a proxy for the conventional seed connectivity map (Tagliazucchi et al., 2012; Liu and Duyn, 2013). This observation can be explained in the following way: let us assume that the activity time course \( S(t) \) of a seed voxel is a realization over time, \( t = 1, \ldots, N \), of a random variable \( S \) for which \( E[S] = 0 \) and \( E[S^2] = 1 \). To construct conventional seed connectivity, a general linear model (GLM) is put forward to explain the time course \( V(t) \) of a target voxel as:

\[
V(t) = \beta S(t) + \epsilon(t),
\]

where \( \beta \) is the parameter weight (i.e., functional connectivity) and \( \epsilon(t) \) is the residual and assumed to be a realization of the noise with \( E[\epsilon] = 0 \) and \( E[\epsilon^2] = \sigma^2 \). In addition, we assume the noise to be independent from the seed voxel activity; i.e., \( E[S \cdot \epsilon] = 0 \). Multiplying both sides of Eq. (A.1) with \( S(t) \) and taking the expectation leads to:

\[
E[V \cdot S] = \beta E[S^2] + E[S \cdot \epsilon],
\]

which simplifies into \( \beta = E[V \cdot S] \).

To obtain the stationary map in the CAPS approach, we want the expectation value of the target voxel for frames where the seed exceeds a threshold
\( I_{\text{CAP}} = E[V : S > \varphi] \) \hspace{1cm} (A.3)

\( = E[\beta S + \varepsilon : S > \varphi] \) \hspace{1cm} (A.4)

\( = \beta E[S : S > \varphi] + E[\varepsilon : S > \varphi], \) \hspace{1cm} (A.5)

where in the first step we have substituted the previous GLM of Eq. (A.1) and “\( \frac{\beta}{C^2} \)” implies conditioning. Due to the independence of noise and seed voxel, and \( E[\varepsilon] = 0 \), the second term of Eq. (A.5) will vanish, and we obtain:

\( I_{\text{CAP}} = \beta E[S : S > \varphi], \) \hspace{1cm} (A.6)

which means that the expectation of suprathreshold frames in the PPA method will be proportional to the result of a conventional correlation map, with the constant of proportionality given by \( E[S : S > \varphi] \), which only depends on the seed, and not the target voxel. A similar relationship can be derived when the seed activity is below the negative threshold:

\( I_{\text{CAP}} = E[V : S < -\varphi] \) \hspace{1cm} (A.7)

\( = E[\beta S + \varepsilon : S < -\varphi] \) \hspace{1cm} (A.8)

\( = \beta E[S : S < -\varphi] + E[\varepsilon : S < -\varphi] \) \hspace{1cm} (A.9)

\( = \beta E[S : S < -\varphi] \) \hspace{1cm} (A.10)

In the case of a two-sided threshold, using the identity \( \text{sign}(A)A = |A| \), we can conclude that:

\( I_{\text{CAP}} = E[\text{sign}(S)V : |S| > \varphi] \) \hspace{1cm} (A.11)

\( = E[\text{sign}(S)+\varepsilon \text{ sign}(S) : |S| > \varphi] \) \hspace{1cm} (A.12)

\( = \beta E[\text{sign}(S) : |S| > \varphi] + E[\varepsilon \text{ sign}(S) : |S| > \varphi] \) \hspace{1cm} (A.13)

\( = \beta E[|S| : |S| > \varphi]. \) \hspace{1cm} (A.14)

Based on this observation, we can generalize to PPI for which the GLM becomes:

\( V(t) = \beta_0 S(t) + \beta_1 T(t) + \beta_{\text{PPI}} P(t) + \varepsilon(t). \) \hspace{1cm} (A.15)

where \( T(t) \) is the time course of the task and \( P(t) \) is the “interaction term” given by \( P(t) = S(t)T(t) \). The stationary map of the PPI-CAPs analysis then averages values of the target voxel multiplied with the sign of the interaction term, where the selection is based on the criterion of the seed exceeding the threshold:

\( I_{\text{PPI-CAP}} = E[\text{sign}(ST)V : |S| > \varphi] \) \hspace{1cm} (A.16)

\( = E[\text{sign}(ST)(\beta_0 S + \beta_1 T + \beta_{\text{PPI}} P + \varepsilon) : |S| > \varphi] \) \hspace{1cm} (A.17)

\( = \beta_1 E[\text{sign}(ST)S : |S| > \varphi] + \beta_2 E[\text{sign}(ST)P : |S| > \varphi] \) \hspace{1cm} (A.18)

Using the identities \( \text{sign}(A)A = |A| \) and \( \text{sign}(AB)A = \text{sign}(B)|A| \), this becomes:

\( I_{\text{PPI-CAP}} = \beta_1 E[\text{sign}(S)T : |S| > \varphi] + \beta_2 E[\text{sign}(S)P : |S| > \varphi] \) \hspace{1cm} (A.19)

\( \approx \beta_{\text{PPI}} E[ST : |S| > \varphi]. \)

The last approximation can be made when the contributions of the first two terms are negligible. For the first term, we assume the absolute value of \( S \) to be independent of the task (that weights the expectation operator) and \( T \) has equal number of positive and negative values, in which case the first term will be 0. For the second term, if the task is just a change of sign, then its absolute value will be fixed and uncorrelated to the sign of the seed. Thus the second term is proportional to \( E[\text{sign}(S) : |S| > \varphi] \), which is necessarily bound between \( \pm 1 \) and will be exactly 0 if \( S \) is symmetric.

Therefore, what remains is the final term and we find that the result of a PPI analysis will be proportional to the SiMap. This brief derivation also shows that the stationary PPI-CAP can be contaminated by “leakage” from the seed and/or task contributions if these assumptions are not fulfilled.

Appendix B. Supplementary data

Supplementary data to this article can be found online at https://doi.org/10.1016/j.neuroimage.2020.116635.
