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Abstract

Robotic agents designed to assist people across a variety of social and service settings are becoming increasingly prevalent across the world. Here we synthesise two decades of empirical evidence from human–robot interaction (HRI) research to focus on cultural influences on expectations towards and responses to social robots, as well as the utility of robots displaying culturally specific social cues for improving human engagement. Findings suggest complex and intricate relationships between culture and human cognition in the context of HRI. The studies reviewed here transcend the often-studied and prototypical east–west dichotomy of cultures, and explore how people’s perceptions of robots are informed by their national culture as well as their experiences with robots. Many of the findings presented in this review raise intriguing questions concerning future directions for robotics designers and cultural psychologists, in terms of conceptualising and delivering culturally sensitive robots. We point out that such development is currently limited by heterogenous methods and low statistical power, which contribute to a concerning lack of generalisability. We also propose several avenues through which future work may begin to address these shortcomings. In sum, we highlight the critical role of culture in mediating efforts to develop robots aligned with human users’ cultural backgrounds, and argue for further research into the role of culturally-informed robotic development in facilitating human–robot interaction.
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1 Introduction

Social interactions form the foundation of every human society, as our abilities to perceive, respond to, and coordinate behaviour with other beings are necessary for us to survive and thrive in a social world. To coordinate successful interactions with others, the human brain must decipher a rich myriad of social signals produced by other people [1]. However, this ability is starting to be stretched and challenged as the presence of socially assistive robots in human society grows. Over a decade ago, Microsoft founder Bill Gates prophesized a revolution in the robotics industry that would see staggering leaps in the progress and sophistication of robots, and predicted “a robot in every home” in the near future [2]. While the ubiquity of home robots has yet to be realised, the number of robotics-related start-up companies launching annually continues to exponentially increase [3], with a growing percentage focusing on the development of companion robots for the home or assistance robots to serve in complex, human-interactive contexts, like schools, hospitals and care homes.

As interest in and the development of such social robots continues apace, crucial questions arise concerning how human users in general might perceive and interact with these agents. Particularly, pertinent questions remain concerning the extent to which our thoughts, feelings, and behaviours toward robots are shaped by our cultural backgrounds. The challenge particularly lies in the fact that we possess no evolutionary information about prior social interactions with such agents, as we do with human agents [4]. Based on the cognitive gadget hypothesis [5, 6], humans develop cru-
cial cognitive mechanisms through cultural social learning processes that successfully survived the evolution of time. As such, socio-cognitive mechanisms developed in response to the recent introduction of social robots are likely to be nascent. While the number of research laboratories investigating human responses to robots continues to grow, an important concurrent development is that the impact of culture is increasingly being considered when developing and evaluating new robotics technologies. Admittedly, ‘culture’ is neither a unitary nor an easily definable construct, and anthropologists have criticized many attempts made by those working in the behavioural sciences to quantify cultural influences on human behaviour [8]. However, to generate richer, interdisciplinary characterization of complex phenomena that are at the heart of successful social interactions between humans and robots (such as perspective taking, empathy, and self-other understanding), the challenge remains to appropriately and sensitively apply existing theories of culture to understand, explain, and predict how cultural elements influence human social cognition and behaviour [8].

In this piece, we begin by surveying the current state of the art in terms of theoretical foundations for cultural differences in people’s attitudes and approaches to robots, and then review empirical research investigating HRIs that specifically evaluates or manipulates the influence of participants’ culture. We begin by exploring different cultures’ relationships to ideas related to robots, and then move on to more precisely define what we mean by culture, and the type of cultural influences on social interactions that might be particularly relevant in the domain of human–robot interaction (HRI). We survey a broad literature from social robotics, social cognition, and behavioural psychology, in order to build the most complete picture possible regarding the state of knowledge in this domain. Integrating empirical findings derived from these parallel research domains, we aim to build and extend theories of culture that are salient when people encounter robots. Further, we also highlight key current limitations in the literature, namely methodological inconsistency and the lack of theory building. In a sense, this review serves as a call for a more integrative approach when investigating HRIs that strives to take into account individual differences in human participants’ cultural backgrounds and the cultural context of the experiment, as these factors indelibly shape cognition and the outcomes of human-robotic encounters.

Whilst a review that tackles some related content has been published recently [9], this earlier review focused more specifically on people’s attitudes towards humanoid and animal social robots across different cultures, for purposes of healthcare usage. The aim of the current review is to provide a general overview of how HRIs, more broadly construed, are influenced by culture through the development of preconceived expectations, shaping differential responses during interactions, and implications for future robotic design.

1.1 Aims of Current Paper

Our overarching aim is to establish a case for why cultural considerations with respect to our encounters with robots are important to address. We present a narrative synthesis of the evidence to date on the impact of culture on HRIs. This approach enables us to identify elements of an individual’s cultural background relevant to HRI and consider to what extent these elements are a critical part of our experience in interacting with social robots. Our ultimate aim is to articulate priority areas for future research questions regarding more refined roles of culture as well as its extent during HRI.

To achieve these aims, we first introduce different perspectives on how culture and robotics are intertwined to establish a context for understanding the importance of culture as a causal influence in shaping HRIs. Then, we review 50 studies on how culture influences our expectations, attitudes, and behaviours before, during, and after interactions with robots. While Table 1 provides an overview of study characteristics and research questions of these 50 studies, these studies are visualised in terms of sample size distribution in Fig. 1.

1.1.1 The Intertwining of Culture and Robotics: A Sociological Perspective

The extant research on HRIs suggests that people’s interactions with robots are guided by our existing experience and expectations, much like during human–human interaction (HHI) (e.g., [10]). In turn, it may follow that what we experience, think or feel when interacting with a robot should inform our future interactions with such agents. In this section, we ask how an individual’s cultural affiliation and identity might play a role in this process, and articulate what existing research can tell us regarding how and to what extent cultural background impacts emotions, cognition and perception of robots during HRI.

While detailed consideration of the origins of culture itself is beyond the remit of this paper, relevant discussions have recently been published that consider the impact of culture and philosophy in an HRI context (e.g., [11]). Philosophical systems of the West (e.g., Europe and the Americas) have been contrasted with those of the East (e.g., Asia and the Middle East), with the former seeking a systematic, consistent and comprehensive understanding of our universe, while the latter taking a more holistic or circular view in understanding our world. For example, Western history of thought is marked by major changes in thinking regarding human existence in order to balance new ideas with maintaining consistency of thought systems (e.g., Freud on the unconscious mind). On the other hand, equivalent history in the East has been observed to have taken a much more continuous trajectory. For example, in Japan, there is an inclination toward animism, and the Buddhist belief that souls reside
| Citation                        | Size                                      | Cultures compared     | Participant age range                      | Methodology | Type of robot used                          | Primary research question                                      |
|--------------------------------|-------------------------------------------|-----------------------|--------------------------------------------|-------------|---------------------------------------------|----------------------------------------------------------------|
| Andrist et al. [39], Study 1  | $N = 96$                                  | USA, Lebanon          | American: 18–46 years                      | Experiment  | Lego Mindstorm robots in the ev3rstorm configuration | How does the language style and user cultural background influence the perceived credibility of robotic speech? |
|                               | $American = 48$                           |                       | Lebanese: 18–62 years                      |             |                                             |                                                                  |
|                               | $Lebanese = 48$                          |                       |                                            |             |                                             |                                                                  |
| Bajones et al. [53]           | $N = 237$                                 | USA, Austria, Japan   | Not reported                               | Survey      | A service robot                             | How do the users’ cultural background influence their willingness to help a robot? |
|                               | $American = 91$                          |                       |                                            |             |                                             |                                                                  |
|                               | $Austrian = 67$                           |                       |                                            |             |                                             |                                                                  |
|                               | $Japanese = 79s$                         |                       |                                            |             |                                             |                                                                  |
| Bartneck [23]                 | $N = 112$                                 | USA, Japan            | 18–52 years                                | Survey      | Pictures of Actroid, EveR, ReplieeQ1, Kaya, Maxim Cyberbabe, unnamed entity by Young Jong Cho, Qrio, ASimo, Aibo, PaPeRo, iCat | How do the users’ cultural background influence their perception of a robot’s anthropomorphism and likeability? |
|                               | $American = 54$                          |                       |                                            |             |                                             |                                                                  |
|                               | $Japanese = 58$                          |                       |                                            |             |                                             |                                                                  |
| Bartneck et al. [48]          | $N = 96$                                  | Netherlands (Dutch),  | Not reported                               | Survey      | N/A*                                       | How do the users’ cultural background influence their negative attitudes towards robots? |
|                               |                                            | Netherlands (Chinese), Japan |                                           |             |                                             |                                                                  |
|                               | $Dutch = 24$                             |                       |                                            |             |                                             |                                                                  |
|                               | $Chinese = 19$                           |                       |                                            |             |                                             |                                                                  |
|                               | $Japanese = 53$                          |                       |                                            |             |                                             |                                                                  |
| Bartneck et al. [49]          | $N = 467$                                 | USA, UK, Netherlands, | Not reported                               | Survey      | Aibo (robotic dog)                         | How do the users’ cultural background influence their attitudes, experience and perception of robots? |
|                               |                                            | Mexico, Germany, Japan |                                           |             |                                             |                                                                  |
|                               | $American = 59$                          |                       |                                            |             |                                             |                                                                  |
|                               | $British = 58$                          |                       |                                            |             |                                             |                                                                  |
|                               | $Dutch = 41$                             |                       |                                            |             |                                             |                                                                  |
|                               | $Mexican = 21$                           |                       |                                            |             |                                             |                                                                  |
|                               | $German = 109$                           |                       |                                            |             |                                             |                                                                  |
|                               | $Japanese = 135$                         |                       |                                            |             |                                             |                                                                  |
|                               | $Chinese = 44$                           |                       |                                            |             |                                             |                                                                  |
| Chien et al. (2015)           | $N = 549$                                 | USA, Germany, Turkey, | Not reported                               | Survey      | N/A*                                       | How can trust in automation be measured?                          |
|                               |                                            | Taiwan                |                                           |             |                                             |                                                                  |
|                               | $MTurk = 172 (77% Americans)              |                       |                                           |             |                                             |                                                                  |
|                               | $American = 100$                         |                       |                                           |             |                                             |                                                                  |
|                               | $German = 66$                            |                       |                                           |             |                                             |                                                                  |
|                               | $Turkish = 91$                           |                       |                                           |             |                                             |                                                                  |
|                               | $Taiwanese = 120$                        |                       |                                           |             |                                             |                                                                  |
| Citation                      | Size                  | Cultures compared | Participant age range                | Methodology | Type of robot used | Primary research question                                                                 |
|-------------------------------|-----------------------|-------------------|--------------------------------------|-------------|-------------------|-------------------------------------------------------------------------------------------|
| Conti et al. [47]             | $N = 74$              | Italy, UK         | Italian: 23–37 years, British: 19–40 years | Experiment  | NAO               | How does the users’ cultural background influence their perception and intention to use a robot as an instrument in future psychological practice? |
| Cortellessa et al. [92]       | $N = 83$              | Italy, Sweden     | Italian: 23–37 years, Swedish: 58–87 years | Experiment  | Videos of an assistive robot | How does the elderly users’ cultural background influence their perceptions of social assistive domestic robots? |
| Destephe et al. [50]          | $N = 69$              | France, Japan     | French: 21–81 years, Japanese: 21–53 years | Experiment  | WABIAN-2R         | How do the users’ cultural background, their attitudes towards robots, and the robot’s emotional display influence the users’ human’s perception of the uncanny valley phenomenon in robots? |
| Eimler et al. [86], Study 2   | $N = 211$             | USA, Germany      | Not reported                         | Experiment  | Nabaztag Rabbit   | How does the users’ cultural background influence their ability to recognise emotions in robotic features? |
| Eresha et al. [99], Studies 1 and 2 | $N = 24$             | German, Arabic (Cultures were specified, not nationality) | Not reported                         | Experiment  | NAO               | How does the users’ cultural background influence their preferences for interpersonal distance between themselves and robots in static and dynamic settings? |
| Citation          | Size             | Cultures compared       | Participant age range | Methodology | Type of robot used                     | Primary research question                                                                 |
|-------------------|------------------|-------------------------|-----------------------|-------------|---------------------------------------|-------------------------------------------------------------------------------------------|
| Evers et al. [74] | N = 135          | USA, China              | Mean age: 22.67 years$^b$ | Experiment  | A commercially available robot, details not specified | How does the cultural background of users affect human–robot collaboration?               |
| Fraune et al. [77]| N = 261          | USA, Japan              | Not reported           | Experiment  | Sociable Trash Robots                 | How does the users’ cultural background, the group composition of robots and the function of robot influence behaviours towards robotic agents? |
| Han et al. [14]   | N = 75           | Spain/EU, Japan, Korea  | Parents and children  | Survey      | Tutoring robot (details not reported) and descriptions of different types of robots | How may our cultural background influence our acceptance of educational robots?           |
| Haring et al. [20]| N = 41           | Japan, Korea, China     | Mean age: 22.4 years$^b$ | Survey      | N/A$^c$                               | How do cross cultural variations in exposure levels relate to valence of attitude and fear in robots? |
| Haring et al. [71]| N = 111          | Australia, Japan        | Australian mean age: 28.8 years Japanese mean age: 22.6 years$^b$ | Experiment (2 samples were combined in analysis) | Female Actroid android | How does the users’ cultural background affect their perception and trust towards an android robot? |
| Haring et al. [78]| N = 42           | Australia, Japan        | Australian mean age: 21.3 years Japanese mean age: 21.3 years$^b$ | Experiment  | Robi                                  | How does the users’ cultural background affect their perceptions of likeability, animacy, intelligence, and safety of a humanoid robot? |
| Haring et al. [79]| N = 126          | Australia, Japan        | Australian mean age: 21.5 years Japanese mean age: 23.6 years$^b$ | Experiment  | Robi, My Keepon                      | Over time, how does the users’ cultural background influence their evaluations of robotic appearance and modality? |
| Citation                | Size                  | Cultures compared                                                                 | Participant age range                        | Methodology | Type of robot used | Primary research question                                                                                                                                 |
|------------------------|-----------------------|------------------------------------------------------------------------------------|----------------------------------------------|-------------|-------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Hudson et al. [65]     | N = 27,801            | Austria, Bulgaria, Belgium, Croatia, Cyprus, Czech, Denmark, Estonia, Finland, Germany, Greece, Hungary, Finland, France, Ireland, Italy, Latvia, Lithuania, Luxembourg, Malta, Netherlands, Portugal, Poland, Romania, Slovakia, Slovenia, Spain, Sweden | Mean age: 50.2 years$^b$                       | Survey      | No information given other than ‘robots’ | What aspects of individual profiles may relate to positive or negative attitudes to robot deployment for elderly care [within EU cultures]? |
| Joosse et al. [80]     | N = 181               | USA, Argentina, China                                                              | American mean age: 43.27 years               | Survey      | Videos of a virtual robot | How does the users’ cultural background culture affect their perceptions of a robot’s proxemic approach being appropriate? |
| Kamide and Arai [52]   | N = 360               | USA, Japan                                                                         | American mean age: 29.78 years               | Survey      | Photos of NAO the robot | How does the users’ cultural background influence our perceptions of comfortableness and anthropomorphic features of robots? |
| Lee and Sabanovic [59] | N = 218               | USA, Turkey, South Korea                                                          | American mean age: 35 years                  | Survey      | None presented but well-known robots and media figure robots named in the questionnaire | How does the users’ cultural backgrounds influence their preferences and acceptance of robots? |
| Lee et al. [68]        | N = 40                | USA, South Korea                                                                   | American mean age: 43.4 years                | Mixed methods (Focus group—Survey and Interview)| N/A$^c$    | How do our cultural background impacts on robotic designs that we envisage for our robots? |

$^a$ What aspects of individual profiles may relate to positive or negative attitudes to robot deployment for elderly care [within EU cultures]?

$^b$ American mean age: 33.06 years, Argentinian mean age: 33.06 years, Chinese mean age: 30.48 years

$^c$ None presented but well-known robots and media figure robots named in the questionnaire
| Citation          | Size | Cultures compared                     | Participant age range                              | Methodology | Type of robot used           | Primary research question                                                                 |
|-------------------|------|---------------------------------------|-----------------------------------------------------|-------------|-----------------------------|-------------------------------------------------------------------------------------------|
| Li et al. [58]    | N = 108 | Germany, Korea, China                  | German mean age: 23.75 years Korean mean age: 23.28 years Chinese mean age: 24 years | Experiment | Anthropomorphic/zoomorphic and machine-like robots | How does the users’ cultural background influence their perceptions of the robot’s anthropomorphic appearance and rating of the task conducted by the robot? |
| MacDorman et al. [12] | N = 731 | US, Japan                             | Mean age: 43.9 years b                               | Experiment | Silhouettes of robot figures | How does the users’ cultural background influence their positive perceptions and implicit attitudes towards robots? |
| Makatchev et al. [98], Experiment 2 | N = 30 | Native American English speakers = 17, native Arabic speakers = 13 | American English speakers’ mean age: 26.4 years, Arabic speakers’ mean age: 19.5 years b | Experiment | Hala Robot                  | Do robotic verbal and nonverbal behaviours invoke homophily perceptions in human users? |
| Mavridis et al. [76] | N = 355 | Americas, Europe, Gulf, Shaam, Africa, SE Asia | 13–60 years                                           | Survey      | Ibn Sina                     | How does the individual’s cultural background affect their opinions and attitudes towards robots during a human-robotic interaction? |
| Mussakhoyeva and Anara [66] | N = 60 | US, Kazakhstan                        | American: 18–65 years, Kazakhstani: 25–65 years      | Survey      | NAO                         | How does the individual’s cultural background influence their expectations for envisioned beneficiaries of robots in public places? |
| Neerincx et al. [90] | N = 55 | Italy, Netherlands                    | Italian: 10–14 years, Dutch: 8–11 years              | Experiment | NAO                         | How does children’s cultural background influence their robotic interaction to help manage diabetes? |
| Citation          | Size     | Cultures compared | Participant age range                        | Methodology | Type of robot used | Primary research question                                                                                                                                 |
|-------------------|----------|-------------------|---------------------------------------------|-------------|-------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------|
| Nomura et al. [21]| N = 796  | USA, Korea, Japan | American mean age: 23.98 years              | Survey      | Humanoid robots   | How does the individual’s cultural background impact their perception, acceptability and expectations of robot deployment in pedagogical contexts?       |
|                   |          |                   | Korean mean age: 23.54 years               |             |                   |                                                                                                                                                        |
|                   |          |                   | Japanese mean age: 18.68 years \(^b\)     |             |                   |                                                                                                                                                        |
| Nomura et al. [22]| N = 796  | USA, Korea, Japan | American mean age: 23.98 years              | Survey      | Humanoid robots   | How does the individual’s cultural background influence their expectations for the role of humanoid and animal-like robots?                           |
|                   |          |                   | Korean mean age: 23.54 years               |             |                   |                                                                                                                                                        |
|                   |          |                   | Japanese mean age: 18.68 years \(^b\)     |             |                   |                                                                                                                                                        |
| Nomura et al. [22]| N = 200  | UK, Japan         | Approximately 20–50 years                  | Questionnaire | N/A\(^c\)        | How does the individual’s cultural background influence their social acceptance of humanoid robots?                                                     |
|                   |          |                   |                                             |             |                   |                                                                                                                                                        |
| Pigni et al. (2012)| N = 188  | Germany, Spain, Italy | Elderly adults: 65–92 years | Mixed methods (focus groups and survey) | Verbal description of a teleoperated robotic system | How does individual’s cultural backgrounds influence their requirements and expectations for service robots assisting the elderly?                      |
|                   |          |                   | Relatives: 46–64 years |                             |                                                  |                                                                                                                                                        |
|                   |          |                   | Health professionals and caregivers: 27–63 years |                             |                                                  |                                                                                                                                                        |
| Rau et al. [81]   | N = 32   | Germany, China    | German mean age: 24.81 years               | Experiment  | Control brick, body parts, and motors from Lego NXT | How does the culture, communication style, and the robot’s language affect the willingness to accept robot recommendations? |
|                   |          |                   | Chinese mean age: 22.44 years \(^b\)     |             |                   |                                                                                                                                                        |
| Citation            | Size | Cultures compared | Participant age range | Methodology | Type of robot used | Primary research question                                                                 |
|---------------------|------|------------------|-----------------------|-------------|-------------------|--------------------------------------------------------------------------------------------|
| Riek et al. [75]    | $N = 131$ | Africa, SE Asian, Gulf, Shaam | 8–68 years | Survey | Ibn Sina | How does the individual's cultural background influence their interactions with humanoid robots? |
| Rosenthal-von der Putten and Kramer [60] | Adult sample: $N = 16$ | Germany, Malaysia | Adults: 27–68 years Children: 5–11 years | Interviews | Asimo, AR, Nexi, CB2, HRP-4c, & Geminoid HI-1 | How do cultural differences manifest in our evaluation of and attitudes to human-like robots? How may the concept of uncanny valley account for our negative feelings of robots? |
| Rudovic et al. [88] | $N = 36$ | Serbia, Japan | 3–13 years | Observational study | NAO | How does the children's cultural background affect their ability to engage with social robots during autism therapy? |
| Salem et al. [69]   | $N = 92$ | Native English speakers 44 | Native Arabic speakers 48 | Experiment | A mannequin with a monitor held in the place of its head | How do our cultures (via languages spoken) impact on our perception and preference of politeness markers in robotic speech? |
| Shahid et al. [89]  | $N = 256$ | Netherlands, Pakistan | 8–12 years | Experiment | iCat | How does children's cultural backgrounds influence their experience of interacting with robots? |
| Citation                      | Size                      | Cultures compared            | Participant age range                  | Methodology          | Type of robot used                        | Primary research question                                                                 |
|-------------------------------|---------------------------|-----------------------------|---------------------------------------|----------------------|-------------------------------------------|-------------------------------------------------------------------------------------------|
| Shibata et al. [87]           | $N = 1854$ USA = 123      | USA, UK, Sweden, Italy, Brunei, South Korea, Japan | $\sim 9\text{–}70$ years of age (approximate range options were used) | Survey              | Paro                                      | How does the individual’s cultural background affect their evaluations of robotic animals? |
|                               | UK = 440                  |                             |                                       |                      |                                           |                                                                                            |
|                               | Sweden = 133              |                             |                                       |                      |                                           |                                                                                            |
|                               | Italy = 95                |                             |                                       |                      |                                           |                                                                                            |
|                               | Brunei = 98               |                             |                                       |                      |                                           |                                                                                            |
|                               | South Korea = 180         |                             |                                       |                      |                                           |                                                                                            |
|                               | Japan = 785               |                             |                                       |                      |                                           |                                                                                            |
| Shinozawa et al. [72]         | $N = 72$ American = 36     | USA, Japan                  | Not reported                          | Experiment          | Unnamed entity developed by NTT Cyber Space Laboratories and modified by NTT Communication Science Laboratories | How do the users’ cultural background and the physicality of a robotic agent affect cognitive and social responses? |
|                               | Japanese = 36             |                             |                                       |                      |                                           |                                                                                            |
| Shiomi and Hagita [56]        | Survey: $N = 400$ Americans = 200 | USA, Japan                 | Survey: Not reported                  | Mixed method (survey and field study) | Sphero (ball-shaped toy robot); Romo (tank-shaped toy robot) | What are the pre-requisite qualities for a childcare support robot expected by potential end users (childcare workers and parents)? |
|                               | Field Study: $N = 64$ Japanese parents = 30 | Field Study: Adults: Not reported | Field Study: Children: preschool age |                      |                                           |                                                                                            |
|                               | Japanese children = 34    |                             |                                       |                      |                                           |                                                                                            |
| Spatola et al. [101]          | $N = 139$ French = 139    | Canada, Spain, Russia, Turkey | Mean age: 21.7 years$^b$              | Experiment          | Industrial robot, Mechanical humanoid robot, Iconic Humanoid robot, Human-like robot | How does information about robots’ country of manufacture and the degree of physical anthropomorphism influence the way they are perceived? |
|                               |                           |                             |                                       |                      |                                           |                                                                                            |
| Suzuki et al. [85]            | $N = 2$ Japanese = 1       | Japan, China                | Not reported                          | Experiment          | ApriPoco                                  | How does the individual’s cultural background affect perceptions of robotic motions?       |
|                               | Chinese = 1               |                             |                                       |                      |                                           |                                                                                            |
| Syrdal et al. (2013)          | $N = 1146$ Westerners = 146 | Western countries (EU/UK, Middle East, US, AUS or NZ), Japan | Westerners: 20–64 years Japanese: not reported | Survey              | None specified (verbal descriptions of types of robots) | How do Japanese and Western cultures differ on their attitudes to humanoid robots?     |
| Citation         | Size              | Cultures compared                          | Participant age range | Methodology | Type of robot used | Primary research question                                                                 |
|------------------|-------------------|--------------------------------------------|-----------------------|-------------|-------------------|------------------------------------------------------------------------------------------|
| Torta et al. [91]| N = 16 Austrian = 8 Tel Aviv = 8                  | Austria, Tel Aviv                              | Austria: 70–95 years Tel Aviv: not reported | Survey      | Nao               | How does users’ cultural background affect elderly evaluations of socially assistive humanoid robots in smart home environments? |
| Trovato et al. [84] | N = 61 Egyptian = 31 Japanese = 35            | Egypt, Japan                                  | Mean age: 30.33 years | Experiment | KOBIAN and AL-BIAN | To what extent do humans accept culturally adaptive robots?                               |
| Trovato et al. [97] | N = 101 Westerners = 54 Asians = 13 Japanese = 28 Egyptians = 26 | Western Countries, Asian Countries, Japan, Egypt | Westerners, Asians, and Japanese mean age: 26.9 years Egyptian mean age: 28.8 years | Survey | KOBIAN-R | How does the users’ cultural background affect emotional recognition in robotic faces? |
| Trovato et al. [100] | N = 20 German vs Japanese stimuli were used. Participants were Dutch | | Mean age: 22.49 years | Experiment | KOBIAN and DEBIAN | To what extent are similar cultural robotic expressions more preferred?  |
| Wang et al. [96]   | N = 160 teams (320 participants) American = 80 teams (160 participants) Chinese = 80 teams (160 participants) | USA, China | American mean age: 21.31 years Chinese mean age: 21.70 years | Experiment | Mechanoid robotic assistant | To what extent do culturally normative behaviours and communication styles expressed by a robot result in more compliance by human participants? |

*a Nomura et al. [21], Nomura et al. [22] appear to have derived from the same sample sets
*b Where available, participant age ranges were reported. Otherwise we reported the means of participants’ age
*c Where robots used = N/A, these surveys were measuring preconceived expectations of attitudes towards robots
*d Culture differences was operationalized here as the nationality of robots rather than the participants’ cultural background
in all things whether living or not. Some suggest that such cultural and philosophical leanings may induce more readiness in acceptance of robots among Japanese people [12]. Today, due to globalization resulting in the near instantaneous spread of information and increasing exposure to and interactions with individuals from different cultures, these so-called traditional values may not have the influence they once did (at least in some cultures). Still, such values that are rooted in our culture and heritage are likely to be internalized and passed on across generations. As a consequence, this makes cultural research a complex challenge with multiple layers of enmeshed constructs, and even more so for studying the role of culture during HRI.

1.2 Cultural Roots of Robotics History

The history of robotics is, by definition, multi-disciplinary in nature at the intersection of science, engineering, philosophy, politics, as well as cultural studies. The word ‘robot’ was created by the Western literature, in a science fiction play titled Rossum’s Universal Robots [13]. The term robot (or robota in the original Czech) means “hard work” in Czech and other Eastern European languages. Accordingly, in the play, Capek’s robots were postulated as helping machines to free up people’s time and capacity for more creative activities. This theme is echoed often in the early history of robotics, where robots are often seen as a symbol of labour or a service provider, most of which were contributed by Western countries [14]. In contrast, major advancements in social robotics have been made in Asian countries, whose cultures seem far more amenable for robots to take human form and perform more human-like roles. Some have even suggested that this is apparent in translations of the word robots into Asian languages, such as Japanese (人造人間・artificial human) or Chinese (機器人・machine human; [14]). While arbitrariness is entwined in human languages, and the relationship between language and thought is not necessarily causal (Sapir-Whorf hypothesis [15, 16]), these are certainly curious coincidences. Fascination with robots began to take hold in Japan during the post-war period, and the country’s researchers and engineers have since been at the forefront of innovation and development of robots, in particular, service robots. The Japanese government is globally renowned for promoting the development and use of social robots to address the country’s social challenges posed by advancing population age and falling birth-rates [17]. It is possible that these political and industrial interests are somewhat reflected by the positive representations of robots in Japanese media, such as anime and manga, which frequently included portrayals of robots as kind and patient (Doraemon [18]) or with a strong sense of justice (Astro Boy [19]) [14]. This is often contrasted with much more mixed examples of robots in the Western media, ranging from those friendly and benign to evil and violent (film examples including Wall-E, I, Robot, or Terminator [20]). Indeed, some research suggests that Japanese people expect robots to have a more human-like appearance (i.e., prefer humanoid robots) and tend to grant greater autonomy to humanoid robots as compared to Korean...
or American participants ([21, 22], but see [23]). In Japan today, robots assist elderly people with shopping [24], an autonomous wheelchair robot transports people with mobility issues [25], and an assistive pet robot, Paro, interacts with and comforts elderly individuals with dementia [26]. Furthermore, attempts have been made to develop robots to address so-called generation gaps, for example by connecting toddlers with the elderly [27].

1.2.1 The Intertwining of Culture and Robotics: A Psychological Perspective

Culture shapes each of our social interactions. Not only does culture influence how we function as a social group, but it also affects the way we think about, perceive, and understand other individuals and our surroundings [28]. Given the globalised multicultural world we live in today, individuals are exposed to and engage in a diverse range of cultural norms and practices. In this paper, we operationalise culture as national culture—values, norms, and practices that are undertaken by a country. Particularly, we focus on the dichotomy of individualism–collectivism as a cultural perspective that has been observed as a major theoretical basis for this line of HRI research.

1.3 Individualism–Collectivism: A Dimension of Culture

Individualism–collectivism is one of the main dimensions of culture identified to represent individuals’ representations of themselves in relation to others [29]. Coined by Hofstede [30] as a psychological dimension to explain human behaviour within organisations, this construct became of high interest to cross-cultural psychologists as a means of explaining the variation of individual behaviour depending on their group membership to national cultures [29, 31–33]. Within this broad framework, researchers examine to what extent an individual’s self is defined by their relationships with others, and how that affects their attitudes, perceptions, and behaviours as individuals [31]. Highly individualistic cultures are characterised by members who value independence, focus on themselves, engage in explicit styles of communication, and their “identity is in the person” [34, p. 89]. On the other end of the spectrum, individuals in highly collectivistic cultures exhibit more interdependent behaviours and attitudes, focusing more on their relationships with others, which are often characterised by implicit styles of communication, and the sense of self for individuals from more collectivistic cultures reflects the nature and values of their social group.

Whilst other conceptual frameworks conceive of individualism and collectivism as co-existing elements that constitute every individual’s self-construct [35–37], the bulk of existing research on the influence of culture on HRI utilises Hofstede’s definition of individualism–collectivism as a continuum. As such, we choose to operationalise individualism–collectivism in this review as a continuum in line with the current theoretical underpinnings of cross-cultural HRI research. However, we will subsequently focus on how the continuum perspective of individualism–collectivism can be better elaborated and linked to explain empirical findings, than is currently done.

1.4 Setting The Stage For Successful Human–Robotic Social Interactions

O’Neill-Brown’s seminal paper [38] on culturally adaptive agents sparked a lively debate on how robotic design should be considered based on the culture, or cultures, that it was created for [39–41]. Particularly, the author posited that our verbal and nonverbal communication styles reflected our culture, and as such, cultural variables should be factored into agent design for optimal communication. As is shown in the later sections, her call for social agents that can detect culturally varying communication cues and display appropriate responses has motivated much of the current body of research. O’Neill-Brown’s framework [38] was predicated on an underlying assumption that culture causally influenced technology. In contrast, subsequent work has argued for a bidirectional and reciprocal interplay between culture and technology [42–44]. Šabanović’s [45] theoretical piece on the positioning of robots in society further echoed this position, suggesting that social progress is made by society and technology mutually shaping one another.

In order to effectively communicate with a social agent, the agent’s intentions and communication cues must be correctly interpreted by human interaction partners [46]. In today’s increasingly multicultural and globalising world, the task of achieving such effective communication in a culturally sensitive manner (i.e., a manner that embraces and reflects cultural differences) remains a complex challenge. The cultural studies described here argue that in order for robots to develop human-like communication abilities, they must possess the essential capabilities as proposed by O’Neill-Brown [38].

To date, two national cultures (Japanese and American) in particular have frequently been the focus of experiments seeking to examine the effects of cultural differences in the way people perceive and engage with social robots. This focus stems from psychological research traditions that typically place American and Japanese cultures as squarely representative of Western and Eastern cultural norms respectively, and also, clear exemplars of cultures that typify individualistic and collectivist values as well [29]. However, cultural comparison requires far more nuanced analyses than simply examining what happens when individuals from two very different cultures interact with robots. Even within more
localised clusters of Western cultures, such as Italy and the United Kingdom, markedly different preferences have been observed in terms of how individuals from each country might envision using a robot as a tool in their professional lives [47]. Thus, a critical overview of the state of the art in research examining overarching cultural differences, and the range of circumstances in which cultural specificities are observed, is needed in order to articulate and galvanise the impact and importance of culture on human–robot interactions.

2 Literature Review

2.1 Cultural Influences on Knowledge of and Expectations Towards Robots

Despite the nation’s significant contribution to the development of social robotics, Japan’s so-called “robot mania” [12] is in fact, far from established. Bartneck et al. have for example found on their measure of negative attitudes to robot (Negative Attitudes toward Robots Scale, NARS) that their Japanese participants were not particularly positive in their attitude to robots [48]. In a later study with larger sample [49], the authors compared cross-cultural samples representing seven countries of online community members for a robotic dog Aibo (Sony) with a control sample of university students matched for the nationalities of the Aibo community. While country groups were a significant factor, it was the US participants who reported the most pro-robot (i.e., lower) ratings on the NARS. Further, the cross-cultural community of Aibo owners reported more positive ratings than non-owners as a group over and above nationality or cultural group. Given that people’s general exposure to robots, as well as actual interactions with robots, are much greater in Japan than the U.S., the finding reminds us that ownership and personal decisions such as purchasing a robot may mediate membership to a cultural group and its implied/associated exposure to robots more generally. The role of experience over exposure is reiterated in a French-Japanese study, where participants were asked about their attitude to robots before viewing a robot expressing either happy or sad emotions in movement [50]. While the Japanese participants rated both humans and robots as similarly unsafe, the French group felt safer about and warmer towards robots. Interestingly, this seemingly surprising finding (given that Japan is often thought of as the ‘robot nation’) [51], was in fact accounted for by the length of exposure; the longer a person was exposed to robots, the more positive their reported attitudes toward robots was, regardless of cultural group.

Haring et al. [20] found that their Japanese participants expressed similarly construed fears and views about robots to their European comparison group. In this study, Japanese participants differed from European participants on subtle but significant aspects of attitudes towards robots, such as readiness to deploy robots for childcare and their stronger fear for misuse of robots rather than robots themselves posing danger to us. Further, while Europeans and Japanese both indicated job loss to robots as a cause of concern, the Japanese sample saw it of societal rather than personal nature. This finding resonates with Bartneck et al.’ reflection [49]. Specifically, these authors propose that Japanese people may have gained more realistic and balanced insights into the strengths as well as challenges of robots today through longer and greater exposure to robots from living in Japan. Japanese people have also been reported to have a heightened sensitivity to anthropomorphism, but this may be a by-product of higher exposure to robots in the Japanese people [52]. The increased propensity to see life among a broad variety of entities among Japanese individuals is implied in yet another recent study, where an operational failure was enacted by a robot when it approached one of the actors too close thereby losing its mobility. While the U.S. and Australian participants suggested giving the robot another command to resolve the situation, Japanese participants expected the task to be for a technician [53]. While a range of interpretations may be possible of this curious finding, extended exposure to robots among Japanese people may have equipped them with more realistic expectations of the robot’s capacity as well as its limits today. Further, past research suggest that compared to children, adults are more resistant to perceiving robots as social agents during their interactions, possibly as a result of more familiarity or exposure to robotics in their environment [54, 55]. Culture can thus provide individuals with varying levels of exposure to robotics, which in turn affects individuals’ perceptions of robots’ sociality. While the lack of measures on participants’ robotic experience in the study by Bajones et al. [53] leaves us to merely speculate on the underlying reasons at this stage, this work opens up a potential avenue for future research.

Our imagination of life with robots and an embodied interaction with one may well show important differences across cultures. Shiomi and Hagita [56] found that groups of US and Japanese childcare professionals both felt skeptical about robot deployment in their childcare centres. However, the generalizability of these sentiments was questioned by the live usability component of this study with Japanese parents of toddlers, who elicited enthusiastic views about small robots roaming in their children’s nurseries, even among those parents whose children appeared uneasy of the robots. Japanese media often critiques its country for lagging behind the West on family-friendly work culture as the country’s tradition relies on mothers to be full-time, stay-at-home parents. The study offers interesting and potentially important implications for future childcare systems, where robotic childcare assistants might provide a unique solution to support working parents and their families.
Similar to Japan, Korea also has a reputation for being open to robots, in particular to service robots. Over a decade ago [57], Korea was reported to be aiming towards having a robot in every household by 2020. In cross-cultural studies, Koreans appear to be generally receptive towards robots as part of society [58]. For example, a study examining the use of robots for educational applications placed Korean parents at the top of the list for readiness to employ tutoring robots for their children, over Japanese and Spanish parents [14]. Yet, like the example of Japan, greater knowledge and exposure to robots among Koreans do not necessarily result in more positive attitudes towards robots [59]. Findings here, mostly via questionnaires, seem to be somewhat discordant with an interview study suggesting people’s fears of robots are often vague and stem from uncertainty, which implies that simple exposure may be an effective method for resolution of such fears [60]. With that being said, it is plausible (and remains to be tested) that further exposure to robots could give rise to new or greater uncertainties in the user’s mind, or indeed, a better understanding of robots’ limited capabilities.

These apparently discordant results also remind us that one’s cultural group is perhaps best understood as one of many variables that shapes how we interact with robots. For example, one may identify with a cultural group and yet the sense of membership may be overridden by other demographic (such as age, sex, occupation, etc.) or experiential factors [49, 50]. Evidence suggests that a person’s age, gender, height, attitudes to robots, and even pet ownership all influence how we perceive robots [61]. These findings further resonate with studies that show acceptance of robots is optimized when the postulated ‘personality’ of the robot is matched to the job at hand [62]. The picture is further limited then to tasks requiring acute perceptual skill and service for people [63] rather than those involving creativity, diplomacy or emotional labor [64].

Together, these findings suggest that the role of attitudes and expectations for robots are complex. A recent survey study further showed that while the EU nationals were similarly ambivalent about deploying robots for care of elderly individuals, younger or educated and urban-living male participants showed a trend to being more receptive to robots taking on such a role in the future [65]. It would be important to articulate whether some of the complexities seen in the literature may be a by-product of disparities in the methodologies. This issue is revisited below in the Discussion section.

2.1.1 The Role Played by Cultural Values and Communication Styles During HRI

It has been proposed that more in-depth analyses of cognition and emotion may help unpack the highly complex literature reviewed above [38]. A recent example of research attempting to do this includes an online study comparing American and Kazakhstani participant samples, which examined which elements of Hofstede’s model may give rise to culturally based expectations and attitudes during HRI [66]. Values expected to be culturally significant for Kazakhstani participants, such as power and masculinity (i.e., robots to be adult-aged and male), were not considered important by the U.S. respondents. Li et al. [58] examined another dimension from Hofstede’s model, communication style, where the general consensus is that Western cultures are associated more with directness with lower reliance on mutual knowledge and context than Eastern and Asian cultures. In a live interaction with robots with varying degrees of anthropomorphic features, it was found that their Asian sample valued ‘Asian’ communication styles as implied by their higher ratings of responsibility, likeability, engagement, trust and satisfaction during socially complex settings such as teaching or being a tour guide [58]. In contrast, such aspects were not valued as much by the German participant sample in this study, which the authors attributed in part to a stronger sense of masculinity in Germany culture, as well as greater exposure to industrial robots in the country. The findings are also echoed in a design generating workshop [67] with Korean and US participants who were invited to create drawings of their ideal robots [68].

Korean volunteers imagined their robots to be human-like and their role as a social company; while the US participants envisioned theirs to be much more machine-like and as an extension of their household appliances.

Our cultural values have been found to be reflected in our perception and acceptance of robots around politeness when delivering a negative message, such as “I don’t know” either directly or softened with a politeness marker such as an apology (i.e., “I am sorry but I don’t know”). Salem et al. [69] found that their Arabic-speaking sample not only preferred a robot when it used a politeness marker, but this sample also rated such a robot higher on measures of warmth and closeness, even accepting it as an in-group member, compared to their English-speaking, but otherwise fellow Qatari participants. Interestingly, the control probes used in this study showed that politeness appeared to blur the accuracy of participants’ recall, the classic phenomenon postulated in politeness theory [70]. While their findings are valuable and impactful both academically and for robotic design, the agent deployed in the study was a torso-only mannequin with a screen held for its head. It would be valuable for this work to be replicated using an embodied or humanoid robot to further understand the implications of culture in perceiving politeness for human–robot interactions with different types of robotic agents.

The studies reviewed here consider cross-cultural data on perception, cognition and emotion to reveal a phenomenological trend showing that robots who communicate in a manner aligned with our cultural practices, or speak in our native lan-
guage, are more likely to be accepted as in-group members, as one of us. Additionally, while greater exposure appears to not necessarily elicit more confidence or positive attitude towards robots, those countries with longer and higher exposure to robots generally report a more insightful or realistic, views of robots. However, as we consider next, the influence of such past experiences of engaging with a robot within one’s culture may be reduced depending on the circumstances of the interaction itself.

### 2.2 Viewing Perception, Attitudes, and Behaviour Towards Robots Through a Cultural Lens

Whilst preconceived expectations might serve as a predictor of how individuals will interact with and perceive robotic agents, the interaction itself can also modify subsequent perceptions and interactions with the robot. Preconceived expectations towards social robotic agents can change as a result of interacting with them. In this section, we highlight studies that examine how cultural differences affect the way individuals perceive and respond to the robot as a result of an interaction. Particularly, studies identified for our review suggest that existing research examining cross-cultural differences in response to social robotic interactions are largely concentrated in three areas – first impressions towards the robot, responses to specific robotic design features, and responses to the robot’s functionality.

#### 2.2.1 First Impressions Towards the Robot

Generally, studies involving real-world interactions between humans and social robots indicate clear cross-cultural differences in the perceptions, attitudes, and behaviours between Eastern and Western cultures. Even from first impressions of viewing static images of social robots, Americans indicated higher ratings of likeability for the robots than the Japanese [23]. Further, a study examining the change in perception of social robots after an interaction showed that Australians had more positive perceptions of a Japanese female robot than the Japanese, and perceived the female robot as being more anthropomorphic [71]. However, preferences for robots are more nuanced than overall likeability ratings when comparing between cultures. For instance, in Bartneck’s [23] study, whilst a main effect of culture shaped positive perceptions overall, a strong interaction was found between the participant’s culture and the type of robot that they preferred. Americans indicated a higher preference for highly anthropomorphic androids and a lower preference for conventional robots than the Japanese. Similarly, Shinozawa et al. [72] found that Americans preferred three-dimensional robotic agents over two-dimensional on-screen agents, but reverse patterns of preference were observed for Japanese participants. This suggests that on top of broad cultural differences observed between Eastern and Western cultures, there are also nuanced preferences in the physicality of the robotic agent [73].

Evers, Maldonado, Brodecki, and Hinds [74] sought to compare the self-construal focus between Americans (relational self-construal) and Chinese (group self-construal) populations as to how it may relate to their willingness to trust and comply with a robot assistant and a human assistant. Here, American participants reported that they trusted and would comply with both types of assistants much more than Chinese participants. This indicated more positive attitudes overall in the US sample. When the assistants were manipulated as being an ingroup member in the scenario, Chinese participants became more comfortable with both types of assistants. Additionally, Chinese participants perceived more control over both assistants, and rated the robot assistant to be more anthropomorphic than American participants. However, when it came to considering instances of failure by a robot assistant, Bajones et al. [53] found no apparent cross-cultural differences on whether help should be rendered to the robot or not in situations of failure.

Aside from the binary distinction of differences between the East and the West, several studies have sought to examine cultures from other countries. Notably, Arabic cultures have been investigated to add further insight into the specificity of cultural variation during a HRI. Two such studies recruited highly international samples in the United Arab Emirates, where the first was conducted in a large shopping mall [75] and the second at a technology exhibition [76]. Riek et al. [75] found that the Gulf region (Iran, Iraq, Oman, Qatar, Saudi Arabia, United Arab Emirates, and Yemen) indicated more positive perceptions upon interacting with an “Arabic” robot than participants from African regions (Egypt, Tunisia, Libya, and Sudan). However, in support of previous findings [23], Mavridis et al. [76] found that this preference varied by the context of imagined future engagements with the Arabic robot. For example, within a medical context where a humanoid robot would provide treatment, only Southeast Asians had a positive attitude, whilst those from the Sham countries indicated a neutral reaction and all other countries including the Gulf, African, and Western participants had more negative attitudes. Western participants had the highest agreement amongst the other groups when it came to the opinion that their children would enjoy learning from the Arabic robot that they had just interacted with.

Studies have also shown that generalised effects of group dynamics during HRI might emerge as a function of belonging to a more individualistic or collectivist culture. For example, Fraune, Kawakami, Šabanović, de Silva, and Okada [77] found a generic preference across cultures for interacting with a group of robots compared to a single robot at a time. Interestingly, Japanese (i.e., collectivist) participants indicated a higher likeability when interacting with the group of
robots than American (i.e., individualistic) participants, suggesting that our perception of robots may be influenced by our cultural preference for group or individual interaction. Even when a group consisted of two humans and one robot, this finding remained consistent [74, 75], where Japanese participants rated the robot they interacted with higher levels of animacy, intelligence, and feelings of safety as compared to Australians. Further, Haring et al. [78, 79] explored how the participant’s role in the group would moderate the effects of culture. They found that Japanese participants who were passive observers of the group interaction as compared to active interactants in the group, rated the robot to be higher in anthropomorphism, animacy, intelligence, and safety. On the flip side, another study examined the influence of culture in evaluating how appropriate a robot is in spatially positioning itself in relation to a group of individuals [80]. Here, Chinese participants, another collectivistic cultural group, appeared to prefer stimuli images of robots that were positioned closer to a group of humans, than American and Argentinian participants.

In sum, despite the overall finding that Westerners appear to perceive social robots more positively than Easterners after interacting with them, there are more complex nuances to subjective preferences that play a critical role in appreciating the differences between cultures. Next, we delve more deeply into studies that examine cultural differences in how individuals respond to specific verbal and nonverbal interaction cues of the robot.

2.2.2 Responses To Specific Robotic Design Features

Cultural differences in communication style are ubiquitous and enduring. Two studies sought to examine the influence of culture in the individual’s preference for a specific robot communication style [39, 81]. In Rau et al. [81], Chinese participants preferred an implicit communication style compared to German participants, and evaluated the robots as being more likable, trustworthy, and credible. Further, Chinese participants were also more likely than the German participants in accepting the implicit recommendations. In Andrist et al. [39], Arab participants were more likely than American participants to comply with recommendations from robots with high rhetoric ability. Additionally, an interaction effect was found in terms of American’s preferences, where they were more likely than Arabs to comply with robots that indicated high knowledge and had low rhetoric ability. Ironically, Americans on the whole rated the robots to be more credible and sociable than Arabic participants. These studies are indicative of cultural differences in interpreting specific communication styles and reaffirm O’Neill-Brown’s proposal [38] that social agents should be designed to match their user’s communication preferences to optimise the social interaction.

Culture also affects how we produce and interpret nonverbal cues such as symbols and gestures [82]. This is important to consider as some researchers estimate that 60–65% of social meaning is derived from non-verbal behaviour [83]. In one study by Trovato et al. [84], the robot’s ability to express emotions through its facial features was evaluated. As intrinsic cultural differences were suggested to affect our interactions with a robot, one way to adapt the robotic agent to specific cultural contexts was to localise the robot’s facial features as a means of enhancing the interaction process. Here, Trovato et al. [84] suggest that there is an underlying difference in the type of symbols different cultures rely on to recognise emotion in the facial features of social robots. They found that localisation of Western and Japanese facial features increased the recognition ability of each culture—i.e. Westerners had the highest recognition rate amongst other cultures when asked to label emotional expressions presented in the Western facial feature set, while Asians had the highest recognition rate amongst other cultures when asked to label emotional expressions presented in the Asian facial feature set. Egyptians were also recruited in this study, and their preferences were similar to Asian participants. Additionally, when prompted to express preferences between expressions that were affixed with or without Japanese comic symbols, Asian and Egyptian participants preferred the use of these symbols more than Western participants. Taking these findings altogether, this suggests that there are relative sensitivities by culture for interpreting emotion, as well as cultural differences in the willingness to use additional symbols to aid emotion recognition.

Aside from differences observed in rather extreme ends of the culture, studies also sought to show differences within similar cultures towards the perception of nonverbal interaction cues. Suzuki et al. [85] found an activation of the primary motor cortex whilst a Japanese, but not a Chinese participant, watched a robot gesture and greet in a Japanese the style. Within the remit of a single case study, it nevertheless suggests that culturally sensitive perceptions can be evidenced at neuronal level, and that our brains develop cultural specificity according to our cultural identity, which can be dissociated from other cultures. The cultural difference within Western cultures around nonverbal cues were further supported by Eimler et al. [86], where they examined how German and American individuals attributed emotion to varying ear positions of a robotic rabbit. Whilst both cultures displayed highly similar levels in emotion recognition for various ear positions of the rabbit robot, differences in the categorisation of emotions were found using a range of labels. Using factor analyses, responses by German participants yielded three factors (Positive Evaluation, Embarrassment, and Hostility), whilst American participants yielded two factors (Positive Affect and Negative Affect), suggesting there are subtle nuances in categorisations of emotions perceived
through nonverbal cues between these cultures. Destephe et al. [50] examined the cultural differences between French and Japanese participants in their ability to attribute emotions toward a walking humanoid robot. Both cultures displayed highly similar levels of emotion recognition, but the French participants rated feeling warmer toward the robots than the Japanese participants. Again, this suggests that cultural differences do not necessarily follow the archetypal pattern.

### 2.2.3 Responses to Robot Functionality

In this section, we examine cultural differences in how humans respond to robots that are designed to be socially assistive. First, we establish where the cultural differences lie in general preferences after actively interacting with social robots that are designed to be socially assistive. Then, we look more specifically at studies that examine cross-cultural differences, this time, spanning more broadly than so far in the paper across lifespan. In doing so, our aim is to consider the specific needs and requirements that may arise for a broad range of end users of social robots, as well as the roles culture plays across human development.

Culture can affect the way we determine which qualities might be desirable for certain social roles. In a study examining the therapeutic effects of Paro, a seal robot, cultural differences were found in the participants’ range of positive impressions garnered from the interaction [87]. Whilst Western participants highly evaluated Paro for its comfort-giving features and comparability to interacting with a real animal, Eastern participants saw values in Paro for its ability to induce a favourable impression and encourage continued interactions. This suggests that cultural differences may be reflected in the range of qualities that we value in social robots. Cultural variations were also found in the willingness in future practitioners planning to use robots. Conti et al. [47] compared two European groups of psychology students, one from the United Kingdom and other Italy. Compared to the Italian students, British students were less willing to use socially assistive robots in their future work, despite indicating higher levels of trust for these agents. Further, British students reported negative impressions of the robot, whilst the Italian students reported more positive impressions. The data demonstrate that valance of robot perception does not necessarily relate to whether the robot is trusted, nor is it necessarily useful for predicting future intentions to deploy that robot.

Studies with vulnerable populations, such as children, older adults or those with additional needs, highlight the importance of examining the level of engagement and expressiveness of users in order to achieve successful implementation. A study in the context of occupational therapy for autism suggests that Japanese children with autism were more engaged with a socially assistive robot than autistic Serbian children [88]. The higher level of engagement by Eastern children with a social robot is supported by examining typically developing children [89], where Pakistani children were more expressive than Dutch children, and preferred to engage a robot in their play over playing alone. Additionally, the finding of lesser expressivity exhibited by Dutch children [89] was echoed in a study examining children’s interactions with a social robot in a diabetes camp [90]. These authors found that Dutch children were not as expressive or open as Italian children were during gameplay with the social robot Nao (Aldebaran/Softbank). Taken together, these studies highlight not only how mental and broader health needs are intricately related, and shape HRIs, but also that culture may play an important role in further mediating the human–robot relationship.

Research with elderly individuals suggests that culture casts a shadow on our willingness to invite social robots into daily life in the later years. Through simulation of real-world scenarios of challenges that the elderly might encounter, Torta et al. [91] found no cultural differences between the ratings given by Austrian and Israeli elderly individuals on their acceptance of such robots. With another sample of elderly individuals, Cortellessa et al. [92] found that Swedes were less intimidated by the prospect of introducing robots in their homes than Italians. Further, Swedes appeared to be more interpersonally driven and had concerns about their privacy violation. Whilst more research is needed to replicate these findings, and establish how consistent they are across different cultural samples, it is also important to acknowledge the potential of cohort effects in these studies, as elderly individuals will, as a rule, have spent a smaller portion of their lives interacting with technology compared to younger adults and children. Research examining cultural impacts on HRI therefore must maintain sensitivity to differences arising from cross-generational exposure to technologies, in order to understand the needs of the elderly population as users of social robots in specific cultural contexts.

Within this section, we sought to synthesise studies that examined the responses of humans who interacted with a social robot. Not only were there cultural differences to how individuals perceived social robots after an interaction, but there were specific response variances to specific verbal and nonverbal communication cues exhibited by the social robot. Additionally, a body of studies also sought to evaluate and found differences in the responses and attitudes of children when robots were implemented as socially assistive tools for them. Scant research, however, has focused specifically on cross-cultural differences among elderly users of social robots.
2.3 Exploring Culturally-Specific Robotic Designs

When surveying the available literature on the role played by culture during HRI, a final aspect that warrants consideration is the extent to which culturally-specific (or culturally-informed) robotic design improves the human user’s experience. In this context, most work has focused on people’s responses to an individual robot that has been programmed to reflect cultural norms from a specific culture. Much of this work is predicated on the notion of greater homophily (or similarity between self and other) sparking and sustaining social relationships, as has been written about extensively by sociologists (e.g., [93, 94]). Indeed, this idea also forms the foundation for an influential theory from developmental psychology of how children learn about their world and develop social relationships (the so-called “like me” hypothesis; [95]). Over the past several years, a number of studies have begun to explore the extent to which changing robots’ behaviour or appearance to more closely align with cultural expectations or norms positively benefits HRI, and reveal mixed evidence for the efficacy of such manipulations.

Early studies in this area set the stage for how designers and developers might implement culturally-specific features to robotic systems. In one of the first studies to explore these issues, Wang et al. [96] examined the extent to which university students from China and the USA would follow a robot’s recommendation, depending on whether the robot’s communication style (implicit vs. explicit) was culturally normative to the students’ background. The authors found evidence that, indeed, participants are more likely to heed a robot’s advice if it is presented in a culturally-normative way (implicit for Chinese students, and explicit for American students). However, the authors also reported a somewhat unexpected finding that Chinese students reported more negative attitudes toward robots overall, and were also less likely to heed the robot’s advice no matter what their communication style. This study thus highlights the fact that designing robots that appear to display cultural homophily is not a guarantee of human user acceptance, as well as the need to balance a culturally-sensitive design/functionality of a robot with variations in the attitudes participants have toward robots (that are possibly immune to design tweaks) that differ across cultures.

Research on the impact of robot design in engaging people in the Middle East includes work discussed in the previous section by Riek et al. [75] and Mavridis et al. [76], suggests that an Arabic-speaking humanoid robot modelled after Ibn Sina (a well-respected Islamic philosopher, doctor, and polymath who lived between 980-1037AD) was viewed more favourably by passers-by from a more similar background to the real Ibn Sina (i.e., from Gulf states as compared to African countries). This robot was generally well-received by public audiences when set up in shopping malls in the UAE [75] and Dubai [76]. Moreover, regional and educational differences emerged in people’s acceptance of this robot, with passers-by from the Gulf region viewing the robot more favourably than passers-by from Africa (suggesting some degree of cultural homophily), and people without college degrees viewing the robot more favourably than people with college degrees. Subsequent work directly compared a sample of Egyptian and Japanese participants who engaged in simulated video conferences with robots that greeted and spoke with them in either Arabic or Japanese [97]. The authors assessed participant preferences for the culturally familiar versus unfamiliar robot, and found that the Egyptian participants preferred the robot that spoke Arabic and greeted them according to Egyptian customs, while the Japanese participants preferred the robot that spoke Japanese and greeted them according to Japanese customs. When further surveyed about their expressed preferences, the biggest reasons participants reported preferring the culturally similar robot over the culturally distant robot were a sense of familiarity (27%), understandability (26%), non-verbal communication (18%) and language (16%). What this study highlights is that while the language a robot speaks is important, culturally-specific non-verbal aspects of a robot’s behaviour are every bit, if not more, important in shaping users’ preferences and comfort with robots.

This theme is further explored in a paper by Makatchev et al. [98], who sought to define how best to select and evaluate culturally salient behaviours among a small group of Arabic native speakers and American English native speakers based in Doha. As with the previous study, the authors explored the impact of both verbal and non-verbal behaviours, and their particular robot (Hala robot receptionist hardware) featured a human-like stationary torso with an LCD mounted as the head, which allows for experimenters to easily manipulate the human- or machine-like appearance of the head and face. For this study, the face ranged from looking like a native speaker of Arabic or a native speaker of American English to looking more like a cyborg/mechanical robot. The authors also programmed the robot to speak and non-verbally respond according to more Arabic or American English conventions for greetings, directions, disagreement and handling failure. In brief, the authors did not find evidence for ethnic (or cultural) homophily, but nonetheless call for future research efforts to work even harder to match robot attributes to human users.

A subsequent study attempted to do this by examining a different aspect of non-verbal behaviour: namely, interpersonal distance between a robot and human [99]. The authors of this study recruited groups of German and Arab participants, who score high on dimensions of individualism and collectivism, respectively (according to Hofstede’s Individualism dimension), which influences preferences for comfortable proximity to others. Moreover, these two groups of participants are also categorised as low-contact (Ger-
mains) and high-contact (Arabs) according to Hall’s cultural dichotomy, which has also been shown to shape individuals’ preferences for proximity to another person. In the first experiment, Eresha et al. first asked participants from both cultural backgrounds to place two robots the ideal distance apart so they could have an (imaginary) conversation with each other, and in a separate condition, asked participants to position the robots and themselves appropriately so that all three could have an imaginary conversation. As predicted, the Arab participants positioned the robots closer to each other and to themselves in this scenario than the German participants. In the second experiment, the authors positioned the robots, and German and Arab participants according to the interpersonal distances preferred by the two different groups in the first experiment. This meant both German and Arab participants experienced short conversational interactions with robots who were positioned in both the ideal German and Arab interpersonal distances. Participants then rated the robots on a number of subjective measures about how positively they felt toward the robots. Contrary to the authors’ predictions, they found no strong evidence in this second experiment, where robots’ proximity to human participants is dynamically modulated, that preferred interpersonal distance reflected cultural norms. A major limitation of this study (and indeed, many studies in this field, when we look to draw meaningful conclusions) is the small sample size and the fact that the same people participated in both experiments. As such, individual differences and personal preferences could have an outsize influence on the findings, thus complicating what we can conclude about cultural homophily and proximity between people and robots during social interactions.

While the idea of human users preferring robots that are most similar to themselves is one that is discussed at length in many of these studies, the evidence shows the relationship between similarity between self and a robot other, and acceptability, is far more nuanced and complex than simple homophily arguments might suggest. A recent study by Trovato et al. [100] featured a clever manipulation to examine notions of relative cultural distance that further illuminates this issue. Specifically, these authors used a similar video conference paradigm to one used by their group previously [97], with conferencing partners falling into a two by two factorial design, with factors culture/language (German vs. Japanese) and agent (human vs. robot). The interesting and innovative twist the authors introduced is to test not German or Japanese participants, but Dutch participants. The thinking here is that if cultural similarity drives acceptance and positive attitudes towards robots, then Dutch participants should find the German robot more familiar (and thus more acceptable) than the Japanese robot (with the human video conference partners being included as control conditions). This is precisely what the authors reported: the Dutch participants expressed a strong preference for the German robot over the Japanese robot, with leading reasons for their decision including comprehensibility (46%), sense of familiarity (27%), and non-verbal communication (18%). Therefore, we can see that cultural homophily or the extent to which a robot is “like me” is not an all or nothing feature, and relative cultural similarity can smooth social interactions and shape preferences in some situations.

While interest continues to grow in creating or programming robots’ appearance, verbal and non-verbal behaviour to align in culturally consistent ways with human users, this area remains in its infancy. The work reviewed in this section demonstrates that in some situations, cultural homophily clearly shapes human user preferences. More recent work has, demonstrated that simply introducing a robot as being made in a particular country may evoke the national stereotype of that country, and can consequently impact perceptions of the robot’s competence and warmth [101]. However, as many of these studies also demonstrate, this relationship is neither straightforward nor linear, and individual differences and personal preferences have a strong influence as well. An important area for future development will be to move beyond simply designing individual robots to reflect specific cultural norms or preferences (so-called culturally specific robots), and instead work to develop robots that are culturally adaptive, for example, by making slight adjustments in body language, spoken language, proxemics and other behaviours based on the user or user group. Currently, understanding the role played by perceived cultural similarity between robots and human users remains an extremely relevant and underexplored area of research that will yield important new insights for improving human–robot interaction in future years.

3 Discussion

3.1 A Role for Culture in Shaping the Next Generation of Social Robotics

This review aimed to reveal how cross-cultural differences affect the way we perceive and behave in human-robotic interactions. We highlighted the complexities in which different national cultures influence the ways in which we have preconceived expectations and attitudes towards social robots and the way we respond to them during an interaction. Further, we also highlighted how we respond to cues displayed by social robots that are thought to be specific to our individual cultures. Overall, it appears that a robot that displays cultural sensitivity promotes human acceptance [69, 81]. It echoes other studies reporting that we are more likely to anthropomorphize robots with whom we share some aspects of our identity [102].

Technology has evolved over centuries from powering lifeless props to the increasingly sophisticated autonomous
actors we are now welcoming into our social world. Through our analysis using a cultural lens, we have highlighted how social robots are perceived and used by individuals from a variety of cultural backgrounds. Via the individual sections of this review, we make the following argument: if these agents are presented universally, individuals will vary in their reports of maximum utility and enjoyment of such technology, as a function of cultural background. As such, designers and developers of robotics will benefit from considering the cultural foundations that shape users’ perceptions and preferences for specific interaction cues. In addition, how robots that can adapt to, or reflect, cultural norms may serve to further enhance human–robot interactions.

Yet, as relevant and powerful as culturally-aligned cues and behaviours are for facilitating interactions, it is equally important to note that people are adept at compromising and learning to interact with others despite sometimes vast cultural differences. Whilst the development of robots that exhibit and adhere to cultural norms is still nascent, it is also important to question the extent to which it is necessary for robots to be culturally adaptive or reflective to ensure successful interactions with human users, since people already adapt and will continue to do so to social cues exhibited by robots. Potentially, it may not be necessary for robots to be programmed in culturally-specific manners for general social interactions (such as assisting with performing a physical task), as humans learn to interpret social cues displayed by others over time and will likely learn to do so with robots as well, and especially those robots with whom they come into frequent contact. What remains a critical question, and one that the academic/research community is ideally positioned to address, is whether certain social exchange scenarios exist in which cultural alignment is vital. Further, recent reports in the media, as well as empirical research, have highlighted the dangers of using the capabilities of artificial intelligence to recognise and single out individuals based on gender, race, and sexual orientation [103, 104]. The intentions underpinning the use of such robots would thus also need to be taken into account, to examine ethical concerns pertaining to culturally aligned robots, and ensuring these agents are designed to help rather than harm target users.

3.2 Limitations

Articulating and prioritising clear directions for future research in this domain are complicated by disparate and sometimes conflicting findings in the literature [20], even within the same cultural group(s). We also see a general lack of consensus as to how best to study our expectations and attitudes during our interaction with robots. In the following we consider key issues identified for future research to tackle.

The studies reviewed here report using a wide range of survey methods and experimental designs. Given that the primary focus of most of these studies was to examine the main effect of culture, a between-subject design may have been optimal; instead, a mixture of correlational or a repeated measures design have been deployed and not necessarily with justification. Further, study sample sizes varied widely between 1 and 27,000 participants (see Fig. 1), with demographics including the general public, online technology communities [21], or robot enthusiasts [49]. Variations in sample size (especially those with small sample sizes) and demographics, as well as inconsistent statistical methods, all complicate what we can generalise from any one study, as well as obscure directions for future work. Additionally, a diverse range of robotic agents have been deployed with varying degrees of anthropomorphic, or human-like features, as has previously been pointed out [105, 122]. Though research across a large (and ever expanding) range of robotic platforms is certainly needed, the often-significant differences in the size, shape and behavioural/linguistic repertoire of robotic agents studied here also raise significant challenges for generalisability. While future meta-analyses, as well as checks for publication bias, will ultimately add further clarity in terms of how robust, reliable, and replicable the effects of culture on human–robot interaction are, the lack of sufficiently consistent measures and analytic methods present significant roadblocks for generating more empirical synthesis of extant findings at present. We remain hopeful, however, that increases in transparency and rigour in behavioural research practices [106, 107], as well as more laboratories sharing their research data on open science repositories [108], will increase the viability of this option in the near future.

3.3 Future Perspectives On Developing Culturally-Attuned Robots

The bodies of literature synthesized in the present paper clearly point to a potentially significant role for culture shaping people’s interactions with social robots. Marked variations in methodologies may be critiqued as confounds, but they also reflect the wide range of robotic agents available today which can be used as a scope for further research. We call for future studies to aim for more systematic and robust replications to confirm, validate and to build on the current body of evidence on the role of culture during HRI. It would involve more tightly controlled experiments, and sound justifications for decisions around study designs and powers in published studies. Much broader and more comprehensive inclusion of cultural samples are also needed to even out the relative over- (e.g., Japan and USA) and under-representation of some countries and to investigate beyond the West/European-East/Asian dichotomy. Our synthesis has also illuminated that the vast majority of our current knowledge about culture and HRI rely on neuro-typical adult populations. While this is a good start, the literature is in
much need of broadening to other adult population groups as well as across the developmental trajectory, in order to understand how a broader range of human needs and interests may interact with our cultural backgrounds, and how they may in turn impact on the quality of interaction with robotic agents. To this end, further efforts for multi-disciplinary work with neighbouring fields such as developmental robotics [109] may bring unique benefits in studying human development alongside robotics.

Recent evidence shows that a number of elements influence our actions, cognition and emotions during HRI. These include the motivational factors underpinning an interaction with a robot, such as a sense of commitment to a robot by the user [110], or our perception of robots making an effort during interaction [111]. An important avenue for future research will be to explore more deeply whether elements that drive our motivation to engage with a robot are related to our cognitive styles and culturally derived preferences. Such insights would provide valuable contributions to the future design and development of robotics as well as stimulating a significant paradigm shift in the robotics research.

Another area where future research efforts would be valuable is to incorporate longitudinal research designs, which can generate particularly important insights into how people’s attitudes toward and acceptance of robots as a result of their cultural background change across time or development. One valuable avenue for the future of cross-cultural HRI research would be to join forces with existing longitudinal studies [119] and those spanning across human development [120] on the long-term trajectories of experience and relationship with robots. For example, would certain cultures be more flexible or learn to develop positive perceptions and attitudes faster than other cultures? And, might individuals from certain cultural backgrounds be more flexible or quicker to develop positive perceptions and attitudes compared to individuals from other cultures? Alternatively, might other cultural backgrounds make it very challenging for people to ever accept robots in socially assistive roles? Returning to Heyes’ cognitive gadgets hypothesis [5, 6] introduced at the beginning of this piece, the role of one’s social culture in supercharging our ability to learn, innovate and reason is unparalleled across the animal kingdom. This flexibility and creativity in cognition suggests that human behavior toward, and social interactions with, robots are hardly static or fixed, and the longer we spend with robots, the more our attitudes and behaviors toward them might evolve. For example, a recent study by Cross et al. [112] sought to map behavioral and brain-based responses of participants’ empathy toward robots before and after a prolonged socializing intervention wherein participants took home a palm-sized Cozmo robot and played games with it each day across a five-day period. While this study did not find compelling evidence that spending more time socializing with a robot shaped empathic responses toward that robot, it nonetheless raises many interesting questions regarding what the boundary conditions are for shaping our social perceptions of and behaviors toward robots, as well as role of culture in relationship building with robots.

Further, it is essential to investigate under what conditions could critically benefit from culturally sensitive robots. Studying across cultural practices and learning from broader literature on social anthropology, sociology, ethnography or human–computer interaction would provide exemplars to identify and point to priority areas for future research on social robotics and robotic design. In doing so, the process needs to be closely grounded with today’s remit of robotic capacities. Many robots today may appear to hold conversations with humans and handle simple gestures or manage some form of emotion expressions. In reality, the speech and behaviour are controlled by on-site and live programming by humans and unnatural gaps and delays are common. Many lack major human body parts including limbs or fingers. Many are not capable of bipedal walking and movements leave margin for considerable improvement. Thus, the experience of technical failures during an interaction is common. However, such failures have been suggested to strongly influence people’s perceptions and feelings towards robots [113, 114]. In such situations, if a robot can be programmed to display culturally sensitive cues, this may help to buffer against human users developing negative perceptions of the robot. In order to explore the possible benefits that subtle changes in culturally aligned robot programming might induce among human users, deeper collaboration between engineers, social robotics, psychologists and sociologists will be vital.

As robots become ever more sophisticated, ubiquitous, and continue to permeate our everyday life, an important agenda for future studies will be to test the extent to which people reliably prefer robots that act, move, or look “like me” [95, 115]. Such work would also enable clear testing of the descending portion of the much debated but speculative “uncanny valley” phenomenon [116]. These fundamental and complex questions transcend many of the surface features that are currently under examination. Such future endeavors will require careful articulation and investigation from a broad spectrum of thinkers from the sciences, arts, and humanities. Significant questions remain concerning our future visions for the place of robots in our society and our social cognition [117], which are clearly ripe for further exploration.

Robotic agents are created by humans and so far, robots across the spectrum, and perhaps most impressively, social robots, have shown significant development in their capabilities. It seems technologically viable to continue advancing robotic form and function to further facilitate human engagement. We sense that we are now nearing a junction for complex decision making. What do we envision for the future
of socially-interactive robots? Would we strive for further sophistication of robots and for them to behave more like ‘one of us’, as if they are a member of a country or cultural group? Or would we rather that robots were designed and optimised for robots’ sake? How do purposes, contexts and users influence the requirements for robotic agents? These questions should not be entirely left with those involved in robotic designs and programming, but also include contributions from sociologists, anthropologists, psychologists, philosophers, neuroscientists and artists as well. Inclusions of broader cultural practices and groups in the process will critically inform the range of user profiles and expectations as well as requirements for robotic behavior and functions.

Further, research could also examine how the cultural background of creators in the robotics industry affects preferences towards culturally-adaptive robots. At the end of the day, robots are created based on conceptions of their designers, programmers, and developers. As such, any robot’s ability to reflect or be sensitive to cultural norms is necessarily limited by its creator’s attributes, biases, and understanding of the culture of others. Future studies could either consider examining robotics creators’ cultural (and disciplinary) backgrounds, or examine whether compatibility between the culture of the creator and the user matters in ensuring that social robotic cues are designed most optimally based on accurate and innate cultural knowledge of the creator.

Lastly, another possible avenue for future research could be to examine the impact of multicultural experiences on users’ perception, emotion, and cognition during HRI. Whilst current research reviewed here focuses on the level of single cultures and assumes that participants identify with a single national culture, literature in cross-cultural psychology suggests that our world is becoming increasingly diverse, in part driven by migrations, resulting in the forging of increasingly multicultural identities [118]. What are the implications of cultural mixing and bridging, and a population that is becoming increasingly multilingual, multi-national, and multicultural on social cognition towards robotic agents? Future studies could consider including individuals who have migrated or lived abroad for a certain period of time (e.g. exchange students) to determine how experiences of being part of another culture, and cultural identity, shape users’ perceptions and preferences for cues, features or functions of robotic agents.

4 Conclusion

Culture holds societies together through shared perceptions and practices. This review examined how rapidly developing advances in social robotics can be integrated into this narrative, by looking at our prior preconceptions and responses to these agents during interactions. Further, we presented insights as to whether such social robots should be designed for specific cultures in mind, or if they should be adaptive to multiple cultures, in order to support successful interactions with people. In his recent book titled “Who’s Afraid of AI”, technology writer Thomas Ramge proposes that “[c]ultural attitudes accelerate or slow down the acceptance of innovations. In Europe, robots are enemies, servants in America, colleagues in China, and friends in Japan” [121]. While the empirical work reviewed in this paper might not (yet) fully support to Ramge’s thesis, the notion that culture so deeply permeates and shapes our relationship with all technology, and perhaps most strikingly, robots, is one that those of us working in social robotics ignore at our peril. In showing how cultural backgrounds influence our preferences for different robotic agents, right down to unitary verbal or non-verbal social cues, we have attempted to highlight how understanding the complexity of culture will help to understand what it means to be social actors on this global stage.
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