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Abstract
A theoretical model is presented for early evolutionary cell sorting within cellular aggregates. The model involves an energy-saving mechanism and principles of collective self-organization analogous to those observed in bicycle pelotons (groups of cyclists). The theoretical framework is applied to slime-mold slugs (\textit{Dictyostelium discoideum}) and incorporated into a computer simulation which demonstrates principally the sorting of cells between the anterior and posterior slug regions. The simulation relies on an existing simulation of bicycle peloton dynamics which is modified to incorporate a limited range of cell metabolic capacities among heterogeneous cells, along with a tunable energy-expenditure parameter, referred to as an “output-level” or “starvation-level” to reflect diminishing energetic supply, proto-cellular dynamics are modelled for three output phases: “active”, “suffering”, and “dying or dead.” Adjusting the starvation parameter causes cell differentiation and sorting into sub-groups within the cellular aggregate. Tuning of the starvation parameter demonstrates how weak or expired cells shuffle backward within the cellular aggregate.
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Highlights

- A non-chemotactic model of cell-migration and sorting is presented
- Model includes three main parameters:
  1. Cell motile speed or equivalent metabolic capacity, or diminishing energetic supply
  2. Range of individual cell maximum sustainable outputs
  3. An energy-saving mechanism
- Model demonstrates three main phases of collective behavior
- Model suggests an early-evolutionary stage for cellular slime-molds
1. Introduction

Collective cell migration is widely understood to involve extra-cellular cues, whether provided by food, other chemical gradients, mechanical forces or signal relays; the cues are sensed by migrating cells and translated into directed motion (Forgacs and Newman, 2005, p. 157; Weijer 2009). All migrating cells can sense and respond to guidance signals; alternatively, certain leader cells can sense the signals and then induce others to follow via chemical signals or physical, inter-cellular interactions. Within the last decade or so, collective cell migration has been explained through non-chemotactic mechanisms, such as durotaxis, in which cells alter their directed motion according to gradients in the stiffness of extracellular matrices (Sunyer et al., 2016).

Generally, however, non-chemotactic mechanical mechanisms are currently not well-understood (Rosa-Cusachs et al., 2013). Here we consider a novel non-chemotactic primordial mechanism involved in driving proto-cellular migration, proposed to have emerged at an earlier evolutionary stage than did chemotactic processes. This suggestion naturally invites the question: what exactly were the mechanical processes that facilitated proto-cell attraction, aggregation, and the emergence of coordinated and directed collective motion?

In response to this question, a model is proposed of an earlier evolutionary process in which proto-cellular migration is driven by mechanical means, rather than chemical attractors. The model is proposed to be applicable to an early evolutionary stage common to many biological systems. Here we examine the model in the context of the aggregate (slug) stage of the slime mold, Dictyostelium discoideum.

In this model, an energy-saving region extends in a wake behind and to the sides of each individual cell. This ‘wake region’ engages an energy-saving attractive process that facilitates cell-coupling because it is less energetically costly to occupy those regions. The theory that informs this model suggests an attractive process in which proto-cells originally occupied, by random motion, optimal wake-region positions. Then, due to fitness adaptive advantages conferred by occupying these low-energy regions, cells evolved further mechanical and chemotactic mechanisms enabling them to find optimal positions.

A useful analogue to this energy-saving attractive process is observed in non-organic systems involving collections of particles under the influence of gravity and water turbulence. Here, particles following in the path of others attract to those ahead (i.e. ‘couple’) by accelerating into a drafting zone. The process is known as “drafting, kissing, and tumbling” (Wang et al., 2014), as shown in Fig. 1.
Fig. 1. Separation history of two particles falling in a viscous fluid. A following particle (blue) accelerates in a low-pressure region (drafting) behind a leading particle (red), makes contact (“kisses”), tumbles and separates. Ordinate-axis indicates distance between particle surfaces ($D_t$) in terms of $D_x$ (transverse) and ($D_y$) (longitudinal) coordinates. (Wang et al., 2014, Fig 5; reproduced with permission).

In this process, particles may temporarily align vertically atop each other, but horizontal alignments are more stable than vertical ones; particles can also rise upward into wakes (drafting regions) due to turbulence and can cluster in aggregations that are spatially separated (Fortes et al., 1987). Particles of varied sizes can also be involved in drafting dynamics (Wang et al., 2014). The shared dynamics of these non-organic particles and the organic proto-cells under consideration in this study suggests that their fundamental principles of motion are common. Thus, it is possible to state that energy-saving mechanisms that facilitate particle attraction and coupling operate similarly for cellular migration.

Moreover, since the dynamics of both inorganic particles and organic cells can involve attraction and coupling, it is proposed that an energy-saving mechanism was involved in the evolutionary transition from non-organic to organic. Although origin-of-life conditions are beyond the scope of this paper, it is suggested that an energy-saving attractor was foundational to the early-evolution of proto-cell coupling, aggregation, differentiation, and sorting.

1.1 The cell-sorting model

The model presented involves cell aggregates exhibiting a narrow range of metabolic capacities. Cells exploit an energy-saving mechanism and sort themselves during migration into sub-groups. The model used here to describe this sorting is based on a model of peloton dynamics (Trenchard et al., 2015), and simulates primordial forms of cellular attraction, aggregation, sorting, and patterns of collective motion.

Generally, a peloton is a group of cyclists. More precisely, a peloton is defined as a group of cyclists coupled by the energy-saving benefits of drafting (Trenchard et al., 2014). Drafting occurs when cyclists ride behind and at side angles to others in a region of reduced air-pressure; this saves energy for riders who follow (e.g. Belloli et al., 2016). Thus, in a peloton, where
drafting allows for significant energy savings, weaker cyclists can hold speeds set by stronger cyclists that would be unsustainable when travelling in isolation.

Pelotons oscillate between different collective behavioral phases, quantitatively identified by equivalent thresholds of collective speed, power, or metabolic output; and qualitatively identified by easily observed changes in collective geometries (Trenchard et al., 2015). These behavioral dynamics can be modelled by three basic physical parameters (Trenchard et al., 2015), which can be applied analogously across orders of magnitude, including microscopic cell aggregations.

The three basic physical parameters are:

- a narrow range of cells’ maximal sustainable output capacities (speeds or metabolic function) among cells within an aggregation;
- an energy-saving mechanism and energy-saving quantity that permits following cells to expend less energy while maintaining the pace of leading cells;
- a variable pace or rate of expended energy (described equivalently as a “starvation-level” which increases as cells lose energy), controlled by the experimenter to simulate the pace set by leading cells.

These parameters are incorporated into a computer algorithm and simulation. By varying the cell starvation-level, cells self-organize according to whether they are above or below certain output thresholds. These thresholds define specific phases, to be discussed more subsequently. Thus, by varying the cell starvation-level, aggregates may migrate, divide and combine, elongate or widen, and deposit weakened or expired cells in the path behind.

1.2 Energy-saving mechanism

It is proposed that an energy-saving mechanism was involved in cell or proto-cell attraction in early evolutionary environments. This is conceivable because of both the ubiquitous presence of such energy-saving mechanisms in nature (Trenchard and Perc, 2016), and the existence of such mechanisms in non-organic sedimentary systems, as discussed (Wang et al., 2014).

Reductions in energy requirements among biological systems are frequently described in terms of percentages. For example, Lissaman and Schlossenberger (1970) calculated energetic savings of up to 70% per bird in a flock of 25 geese in flight. Individual geese flying in a flock of 55 have been shown empirically to reduce power requirements by 36% (Hainsworth, 1987). By exploiting hydrodynamic drafting, grey mullet fish can reduce tail beat frequency by 28.5% per fish relative to conspecifics swimming alone (Marras et al., 2015). Spiny lobsters migrating in queues reduce drag by up to 65% per lobster compared to migrating individuals (Bill and Herrnkind, 1976). Similar energy savings were hypothesized and extrapolated to be present among extinct trilobite species, resulting in similar savings (Trenchard et al., 2017). Ducklings swimming together on water surfaces reduce metabolic costs by up to 64% per duckling as compared to those swimming alone (Fish, 1994).
At the human scale, energetic reductions are similar in percentage savings. Cyclists in pelotons of eight or more riders who are exploiting aerodynamic drafting have been shown to reduce oxygen consumption requirements up to ~39% (McCole et al., 1990). Recently, Blocken et al. (2018) found that cyclists in optimal energy-saving positions in a peloton of 121 cyclists moving at 54 km$^{-1}$ reduce drag up to 95% compared with a cyclist travelling the same speed in isolation and in the same conditions (i.e. road gradient, wind etc.), as shown in Fig. 2(b).

![Fig. 2](image)

(a) Peloton (reprinted with permission; from Figure 1(b), Trenchard et al., 2017). (b) Reductions in drag forces for a peloton. Each rectangle represents a cyclist, with the group travelling from right to left. Percentages indicate the drag force relative to a cyclist traveling in isolation at 54 km$^{-1}$, with greatest drag reductions in centre-rear regions (Blocken et al., 2018, from Fig. 22; Creative Commons licence).

As a natural consequence of reduced energy requirements in a peloton, cyclists fatigue more slowly in a group than they would when isolated (Gaul et al., 2018). This may be presumed a ubiquitous effect among organisms. In turn, we would expect groups enjoying these advantages to either migrate faster than solitary travellers or enjoy periods of migration at much higher speed. This phenomenon is a recognized feature of peloton dynamics (Olds, 1998; Wolfe and Saupe, 2017) and has also been observed among bacteria (Cisneros, 2007), spermatozoa (Moore and Taggart, 1995), and migrating Dictostelium discoideum slugs (e.g. Bonner, 1967, p. 95-96; Inouye and Takeuchi, 1979; Kuzdzal-Fick et al., 2007), as shall be further discussed.

In pelotons, cyclists often take turns sharing anterior positions of highest aerodynamic drag (Olds, 1998; Trenchard et al., 2014; Wolf and Saupe, 2017). Thus, riders take turns in the lead position, setting the group pace. In this position, the lead rider expends greater energy than would be expended anywhere else in the peloton: it is the highest-cost position. Wolf and Saupe (2017) demonstrated a 10% improvement in race time for two riders cooperating in this way compared to each riding in isolation. Olds (1998) reported that when riders alternate between lead and drafting positions, the mean velocity of a peloton rises rapidly as the group size increases from one to five, then tends to flatten with comparatively small increases in velocity up to about 20 riders.
Similar position-changing behavior, explainable in terms of highest-cost-position sharing, has been observed in Bald ibis’ in flight (Voelkl et al., 2015), and other birds (Andersson and Wallander, 2004, and citations therein). Similar front-position trading has been observed among spiny lobsters (Bill and Herrnkind, 1976), various fish (Domenici et al., 2002, and citations therein), spiderlings migrating in single file (Reichling, 2000), and has been suggested to occur among extinct trilobites (Trenchard et al., 2017); however, in these cases no clear explanation for the position-changing dynamics has been articulated.

As cyclists in pelotons vary their power output, two main collective geometrical formations emerge as a function of collective output: single-file, or stretched formations, which occur at high collective output; and compact, roughly circular, formations which occur at low and intermediate collective outputs (Trenchard et al., 2014). Compact formations may exhibit varying dynamics, including: 1. high-frequency and high-magnitude positional change, involving frequent position-sharing noted in the foregoing; and 2. low-frequency and low-magnitude positional change (Trenchard et al., 2014). Periods of high-frequency and high-magnitude positional change occur at intermediate speeds. Here, the peloton exhibits convective behavior in which “heating” cyclists advance along peloton perimeters while “cooling” cyclists move backward within the peloton. Periods of low-frequency and low-magnitude positional change (position-locking) in compact formations appears to occur at lower outputs (Trenchard et al., 2014) and during temporary relaxations in pace after high-output efforts (Trenchard, 2010).

When comparing human to non-human systems, reasonable criticisms arise because of confounding factors deriving from human agency, including the capacity to both act on psychological motivations and introduce strategy that deviate from the dictates of energy-saving dynamics. Nonetheless, precise models of peloton dynamics have been produced which discount human strategy and psychological factors to focus exclusively on basic physical and physiological and energetic principles (Trenchard et al., 2014; 2015; Trenchard, 2015).

1.3 Cell metabolic output ranges

The proposed “cell peloton” model incorporates a specific range of maximal cellular metabolic capacities, described as the “output-range.” In general, where body-lengths are reported in the literature, but maximal capacities are not, maximal output capacities may be estimated by assuming a correspondence between length and speed (Meyer-Vernet 2015). Thus, the output-range approximately corresponds to the range of cell body-size (more specifically, body-length) exhibited in a given cell aggregation.

Cellular output across a specific narrow range is a component of the “variation range hypothesis” (Trenchard, 2015; developed more fully in Trenchard and Perc, 2016, and Trenchard et al., 2017). This hypothesis posits that when a collective set of conspecific organisms exploit an energy-saving mechanism, their body-sizes fall within a range, as a percentage, that roughly corresponds with the energy-saving quantity, as a percentage. This is thought to occur because weaker conspecifics can maintain the pace of stronger ones by exploiting the energy-saving mechanism, particularly during migration; whereas those individuals outside (weaker than) the
corresponding equivalent energy-saving quantity are left behind to become separated permanently from the group, either to form isolated sub-groups, or as solitary individuals which will not reproduce.

The hypothesized body-size range and its equivalent output-range may be modulated by the length of the collective. Because of continuous collective movement and positional adjustments, it is difficult for individuals to hold optimal positions. Individuals may drift into zones of reduced energy-saving or temporarily drift outside energy-saving zones altogether. In these circumstances, individuals may exceed their capacity to hold the pace, and drift backwards within the collective. Hence, if the aggregate decelerates to a sustainable speed before weaker, or temporarily weakened, individuals separate from the group, they remain integrated. Since pelotons are observed to exhibit natural oscillations in collective speed, our model dictates that such decelerations are inevitable (Trenchard et al., 2014; 2015). The larger and longer the collective, the more time there is, and the greater the number of opportunities there are, for weaker individuals to remain in contact with the group, as shown in Fig 3. Thus, in a larger and longer collective there is potentially a greater range between the strongest and weakest cells. No known empirical studies exist to quantify this effect.

![Diagram](image)

**Fig. 3.** Illustrating a peloton separation. Behind each rider is a zone of energy-saving that diminishes in magnitude with angle, and distance up to about 3 m, indicated by the fading blue triangle. The darker blue region, closest to the cyclist, indicates greater drafting magnitude, and light blue represents reduced drafting magnitude. Here, Rider A’s maximum speed is not enough to hold the pace of the leader even by drafting, and A decelerates relative to the group as faster riders go past. The green vertical arrow shows increasing separation between rider A and the rider ahead. $T_{gap}$ is the time required to travel backward the distance between rider A and the rear-most optimal drafting position in the peloton. $T_{gap}$ increases as the number of riders increases behind rider A (i.e. if A is closer to the front, or if the peloton consists of more riders) or if the peloton stretches. Thus, A remains part of the peloton if the pace slows before $T_{gap}$ expires (modified from Trenchard et al., 2014, Fig. 8, reproduced with permission).

1.4 **The relationship between cell output capacity, pace, and energy-saving quantity**

Under the present model, cell outputs are determined by two factors: 1. individual cell maximum output capacity, an intrinsic property of each cell (this can change with fatigue, but this is not
modelled here); 2. the ratios of each cell’s current outputs to their maximum output capacity at any given moment. The current output of a following cell, as attenuated by the energy-saving quantity, is determined by the pace (speed) of the leading cell, or by a cell’s own pace if it is the leading cell (the “pacesetter”). Here, the pacesetter speed is controlled externally by the experimenter.

These factors are incorporated into a fundamental coupling equation (Trenchard et al., 2014):

\[ CCR = \frac{P_{\text{front}} - (P_{\text{front}} \times (1-d))}{MSO_{\text{follow}}}, \]  

where \( CCR \) is the “cell convergence ratio” which describes the relationship between two cells coupled by an energy-saving mechanism, and is readily generalizable to aggregates of unlimited size; \( P_{\text{front}} \) is the power output of the leading cell, which may be given by equivalent individual speed in a constant environment (i.e. environments in which speed correlates at all times with power output), and is equivalent to other output metrics such as cell oscillations or temperature fluctuations that can be shown to be driven by energy consumption; \( d \) is the coefficient of drafting, which is the ratio of the output of agent \( x \) in an energy-saving position to the output of agent \( y \) in a high-cost (non-drafting) position; \( 1-d \) is the energy-saving quantity, and may be expressed as a percent: \( (1 - d) / 100 \); \( MSO_{\text{follow}} \) is the maximum sustainable power output, speed, or metabolic rate of the cell following in the energy-saving wake.

The dividend in equation (1) may be written \( P_{\text{front}} \times d \). If \( d = 1 \), meaning there is no energy-saving, \( CCR \) represents an uncoupled circumstance and is simply the ratio of the output of the leading cell to the maximum of the following cell. If \( d = 0 \), representing 100% energy-saving, then \( CCR = 0 \), an impossible circumstance in natural systems which necessarily involve friction or gravity or both.

1.5 Cell output phases

From equation (1) we infer three distinct phase-states according to cells’ relative energetic vigor, as follows:

a. **dying or dead phase**: when the leader’s pace is too high for following cells to sustain, even by exploiting the energy-saving mechanism, the following cells are forced to decelerate and move backward relative to others; and, unless the pace slows before the following cells slip to the end of the group, they will be separated from the group; these are depicted as yellow cells in the figures;

b. **suffering phase**: when the leader’s pace is too high for following cells, but is offset sufficiently by the energy-saving mechanism, weaker cells stay within the aggregate but do not move into high-cost leading positions; these cells are depicted as red cells in figures;
c. **active phase**: when following cells’ output capacities exceed the output required to match the pace set by cells in leading positions, the followers will always be strong enough to pass those ahead and assume leading positions in which they can then set the pace; these cells are depicted as **green** in the figures.

These phases can be identified by the following inequalities:

- In all cases: \( CCR > 1 \) (dying or dead; yellow) \( (2) \)
- If \( MSO_{\text{follow}} < P_{\text{front}} \): \( d < CCR < 1 \) (suffering; red) \( (3) \)
- \( MSO_{\text{follow}} > P_{\text{front}} \) (active; green) \( (4) \)

Inequality (3) applies when following cells’ maximum capacity is less than the pace set by the leading cells. In this case, the energy-saving quantity effectively increases the followers’ maximal output, allowing them to sustain the pace of the leaders. In other words, if these following cells were not in an energy-saving zone, they could not sustain the pace of the faster leader cell and would therefore enter a dying/dead phase. If \( MSO_{\text{follow}} > P_{\text{front}} \), following cells do not require the energy-saving boost of drafting, since their output capacity matches or exceeds that of the leader; hence, they are always “active”, as indicated by inequality (4).

2. **Methods**

2.1 *Simulating collective cell behavior*

For micro-organisms moving in viscous environments, forces such as diffusion, cohesion, surface tension, and viscosity have large effect, compared to the great effect that gravity and inertia have on more massive organisms (Bonner, 1988, p.107). These factors represent complex fluid dynamics, and the mathematical solutions of motion for micro-organisms are highly complex (e.g. Subramanian and Nott, 2012) and a “massive undertaking” (Ishikawa et al. 2006, p. 120). Moreover, where in our simplified model we consider decelerating cells relative to each other, we may anticipate further mathematical and simulation complexities in a more realistic model.

For *D. discoideum*, cell–cell and cell–substrate forces include adhesion, resistance to deformation, the locomotive force that cells apply to neighbors or to the substrate, and the drag of extracellular fluid (Palsson and Othmer, 2000). Arguably, if the present model purports to account for *D. discoideum* energy-saving and consumption, then our simulation ought to account for these factors with some analysis of the various specific mechanical forces involved.

However, for the purposes of our theoretical framework, it is unnecessary to consider the specific complex fluid dynamical and related factors of *D. discoideum* cell populations. Fundamentally,
our objective is to model the output phases of general peloton behavior as described by equations (1) to (4). These dynamics can then be generalized analogously to behaviors observable in cell populations and to *D. discoideum slugs*. To this end, our model relies on broadly scalable, dimensionless proportions and percentages, given in terms of a range of metabolic outputs, and varying energy-savings percentages. Similarly, variable speeds or power-outputs represent dimensionless proportions of an exhaustion or starvation threshold.

Thus, for our simulations, we have retained most of the parameters and simulation code relied upon by Trenchard et al. (2015) (see Appendix), including the power-output and deceleration equations. Aside from modifications to the code to identify cell-output phases, the only parameter necessary for our analysis that is specific to *D. discoideum* is the cell-size range, which is used to derive a range of cell metabolic outputs and to infer an energy-saving quantity.

### 2.2 Determining cell metabolic capacities, and an energy-saving quantity

Although *D. discoideum* cells can achieve speeds of 40 µmin$^{-1}$ (Potel and MacKay, 1979), we found no literature reporting maximum speeds for a set of individual cells when migrating in isolation, which would allow us to establish a range of maximum outputs for an aggregate. However, this range can be approximated. As noted, the range of cell metabolic outputs (MSO) and the energy-saving quantity are hypothesized to be related. Thus, knowing one allows us to approximate the other (Trenchard and Perc, 2017). Additionally, since body-size correlates to motile speeds, by knowing the former we can determine the latter (Mayer-Vernet 2015). And, since speed is one measure of cell metabolic output, if we know maximal *D. discoideum* cell speeds, we can determine range of cell metabolic capacities.

Bonner and Frascella (1953) reported cell-size diameters between ~5.2 µ to ~12.1 µ (~57%, where range% = (max-min) / max), for migrating cells, and ~4.7 µ to ~11.6 µ (59%) for aggregating cells. These figures suggest a variation of 58% as a plausible hypothetical MSO range; and they also imply an acceptable range in cell length of between 50 and 120 (no units, since differences are scaled proportionately).

Bonner et al. (1971) reported cell-size length ranges as great as 67% (their Fig. 5). Thus, taking into consideration Bonner and Frascella’s (1953) variation of 58%, and applying an approximate equivalence between the energy-saving-quantity and cell-size, we may hypothesize energy-saving between 58 and 67% (mean = 62%) for our simulations.

### 2.3 Initializing the simulation

Agent-based computer modelling platform Netlogo 5.1 (Wilensky 1998; 1999) was used to simulate collective cell dynamics, generating a wide range of possible collective, two-dimensional cell aggregate shapes and dynamics. See the Appendix for the simulation code and details of the simulation protocol.
We rely upon the peloton model of Trenchard et al. (2014) to demonstrate analogous cell behaviors. In the Trenchard et al. (2014) model, equation (1) and related mathematical modifications were introduced into Ratamero’s (2013) peloton cohesion, alignment, and separation algorithm, and Ratamero’s (2013) algorithm for power output reductions due to drafting based on Olds (1998) and Kyle (1979). The modeling principles of collision avoidance, velocity matching, and flock centering are traced to Reynolds (1987).

Cells are randomly assigned a maximal sustainable output (MSO) of between 50 and 120. To initialize the simulation, cells are plotted randomly on a grid. When running, the simulation computes all cell x and y coordinates to determine the centroid, or the centre of mass of the network of cells. When the simulation begins, the simulation algorithm directs the cells to move toward the centroid while maintaining a minimum distance from each other. This represents the general tendency for cells to both attract to low-energy (energy-saving) regions, and to aggregate. After aggregating toward the centroid, cells in the simulation move generally horizontally along the x-axis with small, average random accelerations; there is also random movement along the y-axis, but it is proportionately smaller.

In the simulation, output in terms of speed, or starvation-level, is a control variable which is set for all cells. Accordingly, every cell responds differently depending on whether they are in energy-saving positions or not, and depending on own maximum sustainable speeds. Here, since speeds are assumed to apply within constant conditions (i.e. soil, humidity, temperature, wind, ground slope, etc.), speed or output-level is conceptually equivalent to starvation, or the process of cellular consumption of energy; therefore, we use “output-level” and “starvation-level” interchangeably.

The simulation algorithm was set to approximate initial slug shape. When running, however changes in slug shape self-organized according to collective cell speeds.

2.4 Simulation weaknesses

This model is not useful for confirming or predicting specific cell motion or speeds: it merely demonstrates principles of analogous peloton behavior that we generalize to the behavior of *D. discoideum* and to cell populations. Additionally, other simulation parameters are simplified, including the space between simulated cells, and those that determine 2-dimensional slug shape. These oversimplifications result in distortions in the simulation, including over-elongation of slugs, and low cell density compared to actual *D. discoideum* in which minimum densities are required for cell aggregation and cell-type differentiation within slugs (Town et al., 1976).

Nonetheless, future work should introduce cell-specific forces and measurements to accurately test the principles of this model. A starting point for more precise models that may test the principles set out here and which account for precise drag forces and related factors, are those models by Vasiev and Weijer (2003), Palsson and Othmer (2000) and Dallon and Othmer (2004).
2.5. Experimental design

To demonstrate the effects of an energy-saving mechanism on cell sorting within aggregations, simulation tests were conducted applying six energy-saving regimes: 0%, 25%, 50%, 62%, 75% and 95%. 0% represents no drafting. 95% represents the generous drafting demonstrated in Fig. 2(b) (Blocken et al., 2018), where cyclists are in a very high peloton speed of 54 kmh⁻¹. 62% is the energy-saving quantity we determined as a reasonable approximation from the reported cell size ranges of D. discoideum. 100% energy-saving is excluded because it is an impossible occurrence in natural systems involving viscosity, friction and gravity.

Experiments were initiated with output-level set such that all cells were active (green) at relatively low output (here output-level 4). Every 500 time-steps, the output-level was increased by 1 to simulate gradual starvation. By varying the output-level, the output phase occupied by each cell is determined; i.e. whether cells were in a dying or dead, suffering, or active phase. Changes in cell color proportions were recorded, and individual tests were stopped when yellow cells approached 100% of the population, regardless of corresponding starvation-level, as shown in Fig. 4.

A slug size of 1000 cells was deemed optimal for the tests involving variable energy-saving percentages, because it accommodated our limited computational capacity while effectively simulating the collective behavior under study. Further tests involving slugs of 5000 cells were conducted to demonstrate the effects of directing weaker cells to migrate faster than stronger cells. This comparatively large number of cells permitted the formation of several slugs of different size, as shown in Fig. 7.

3. Results

3.1 Simulation results and cell sorting

As a general observation, when simulated cells underwent increasing output-levels, eventually they reached the dying threshold. At that point cells were forced to decelerate until their output fell below the dying threshold. If dying cells were in non-drafting positions when they encountered the dying threshold, they could resume below-threshold outputs by moving backward into an energy-saving region, at which point they could re-establish forward movement. However, if the output-level was sufficiently high, dying cells did not recover by moving into energy-saving regions, and continued to decelerate and shift their positions backwards to the posterior of the slug, resulting in increasing slug length, or sloughing of cells from the rear. In this way, our simulations effectively demonstrate the peloton behavior illustrated in Fig. 3.

Further, the simulation experiments demonstrated that variation in slug output-levels produce slug composition ratios expected from the peloton model of dynamics. When simulated slugs commenced migration at low outputs, compositions consisted of high ratios of active-to-suffering cells. As output-levels were increased, higher suffering-to-active ratios were observed.
As outputs were increased further, compositions shifted to high suffering-to-dying ratios, as shown in Fig. 4. Fig. 4 also demonstrates that as energy-saving quantities increase, cell life is extended for greater durations and over higher outputs (i.e. cells stay below the dying-dead threshold).

**Fig 4.** Simulated slugs (1000 cells) produce cell-output proportions for three output phases: active (green), suffering (red), and dying or dead (yellow). Slug composition varies as a function of the energy-saving quantity for cells in energy-saving positions and increasing output. Six energy-saving quantities are compared, and outputs were incrementally increased until all cells reached the dying/dead state, the occurrence of which takes longer with greater energy-saving quantities. The colors (online) correspond to phases shown in Figs. 5-8.

A progression of slug compositions for energy-savings of 62%, as a function of increasing outputs, is shown in Fig. 5.
Fig. 5. Slug shape progression and composition changes as outputs are increased incrementally for 1000 cells with energy-saving quantity 62%. Slugs migrate left to right (anterior right).

| Figure | a | b | c | d | e | f | g | h | i | j |
|---|---|---|---|---|---|---|---|---|---|---|
| Output-level | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Time steps | 500 | 1000 | 1500 | 2000 | 2500 | 3000 | 3500 | 4000 | 4500 | 5000 |
| Phase proportion (~%active / suffering / dying) | 100 / 0 / 0 | 100 / 0 / 0 | 100 / 0 / 0 | 100 / 0 / 0 | 100 / 0 / 0 | 82 / 12 / 6 | 38 / 39 / 13 | 0 / 59 / 51 | 0 / 26 / 74 | 0 / 0 / 100 |

Also, as predicted by the model, at sufficiently high output-levels, suffering (red) cells and dying/dead (yellow) cells tend to shuffle to the slug posterior, while active cells increasingly occupy the anterior, as shown in Fig. 6.

Fig. 6. Cell sorting such that active cells occupy slug anterior and suffering and dying cells occupy the posterior. 40.5% active (green) 33.1% suffering (red) 26.4% dying/dead (yellow). 62% energy-saving at output-level 7, time step 5053: Slug migrates left to right (anterior right). Image was taken moments after separation occurred between lower slug segments at a weak point among decelerating (dying) cells.

Modifying the algorithm slightly by making suffering cells marginally faster than active cells (despite being weaker), leads to the condition in which weaker (red and yellow) cells aggregate in the slug anterior, as shown in Fig. 7. This simulates the known condition in which weaker cells mass in the anterior (Noce and Takeuchi, 1985), while stronger cells recede to the posterior where they conserve energy.

In Fig. 7, the simulation was initialized on a grid of 5000 randomly positioned cells. Typically, these 5000 cells formed several slugs of varying size. Among these slugs, slug composition in terms of cell output phase was consistently observed to be independent of slug-size, a finding consistent with reported observations (Raper, 1940). Repeated simulations revealed that phase composition is conserved across slugs of varying size. The simulations resulted in comparatively
elongated slugs, and thus appear perhaps more like *Dictyostelium polycephalum* than *D. Discoideum* (Bonner, 1967, Fig. 12).

**Fig. 7.** Weaker cells advancing to slug anterior regions. This is achieved by introducing a minor algorithm modification in which suffering (red) cells are given slightly faster speeds than active cells. If suffering cells do not exceed their metabolic threshold, they can achieve faster speeds than stronger, active (green) cells. 5000 cells comprise the five slugs of different size in this image; 62% energy-saving over 2500 time steps, at output-level 6.3. Slugs migrate left to right (anterior right). Composition of each slug, inferred from the recorded total for all 5000 cells: ~69% active (green), ~28% suffering (red), ~3% dying (yellow).

A further minor modification to the algorithm serves to simulate stalk formation. Here, dying cells are directed to the horizontal axial mean of the slug and cease movement, effectively dying and shedding themselves from the posterior of migrating aggregates, as shown in Fig. 8. This simulates the behaviour of slugs of *Dictyostelium mucoroides* or *Dictyostelium purpureum*, which lay stalks as they migrate (Bonner 1967, Fig. 6), or which simply shed cells into the slime stream that pass backward through the slug (Sternfeld 1992); or simulates foreshadowing the fruiting body process when vacuolated cells form stalks (Bonner 1967, p. 67).

**Fig. 8.** Cell shedding. Simulated vacuolated (dying) cells from the slug body are shuffled to the slugs’ rear and shed into trails, simulating stalk formation in select *Dictyostelium* species, or foreshadowing the fruiting body process when vacuolated cells form stalks. Slugs migrate left to right (anterior right).
4. Discussion

4.1 Model as early evolutionary stage of many organisms

The model demonstrates that reductions in collective energy expenditure permit aggregates to migrate longer and at faster mean speeds than solitary individuals. This expands foraging range and increases access to suitable areas for reproduction, or cell/spore dispersal. Further, the model offers an explanation for certain internal collective cell dynamics, including those of cellular slime mold species other than *Dictyostelium discoideum*. The model also potentially explains aspects of tissue formation within larger organisms, and hints at a precursor to a wide range of botanical species. With respect to slime molds in general, it is conceivable that species evolved at different output phase compositions and in the presence of varying energy-saving quantities and mechanisms, as suggested by Fig. 4.

4.2 Applications to *D. discoideum*

*D. discoideum* begin life as individual amoeba which search independently for food (bacteria) in random directions; when food runs low and cells begin to starve, an aggregation process is triggered (Kessin 2001, p. 1-4). We suggest that in early-evolutionary conditions, proto-cells were naturally attracted to remain in energy-saving positions, once such positions were encountered during random movement. Being reproductively advantageous, attraction to such positions triggered an evolving tendency for cells to seek such positions, assisted at later evolutionary stages by chemotaxis and other mechanisms.

After aggregating, cells form slugs which “migrate as a bag full of cells” (Bonner, 1994, p.1). Slugs typically contain between about 11,000 and 2.7 million cells (Bonner, 2001). Slugs deposit cells into their slime trails as they migrate (Sternfeld, 1992). Eventually slugs cease migration, initiating cellular processes that perpetuate the *D. discoideum* lifecycle. When the slugs’ migration is arrested, a mound of cells develops, under which prestalk cells move downward to form stalks, while prespore cells ascend (Kessin 2001, p. 199) to form a fruiting body from which spores are then shed to begin the lifecycle anew: see Bonner (1967), Kessin (2001) for general descriptions of the *D. discoideum* lifecycle.

Slugs have been observed to increase fitness for several reasons, including: to protect themselves from nematodes (Kessin, 1996) and from noxious environments; and to create a resistant spore, placed for long-distance dispersal (Bonner, 1982; Kessin, 2001, p. 188). Further, Kuzdzal-Fick et al. (2007) demonstrated that when *D. discoideum* slugs deposit cells into the slime stream, the deposited cells consume bacteria in more distant locations than their solitary counterparts. Thus, deposited cells effectively re-enact earlier stages of their lifecycle by aggregating into slugs after starvation begins anew, and then continue to migrate before transforming into a fruiting-body.

In addition to these processes by which *D. discoideum* has adapted to its environment, we suggest that slugs may well adapt in part by showing peloton-like dynamics. We argue that a
substantial survival advantage is conferred by the intra-slug cell dynamics that emerge from cell-output heterogeneity in the presence of an energy-saving mechanism. As discussed, these dynamics include collective migration which terminates in the buildup of a cellular mound, which then triggers the production of prestalk and prespore cells. Thus, these dynamics are pre-conditions for the emergence of the fruiting body, which facilitates spore dispersal to new, food-rich environments. We believe the existence of an energy-savings mechanism is validated by various sources of evidence, including: reports that slugs migrate faster than solitary individuals, cell convective dynamics, and adhesive forces.

Further, we argue the present model provides one explanation for the posterior/anterior cell proportions and why these proportions may differ among species of cellular slime molds, such as the approximate 80:20 ratio for \( D. \) discoideum, but where no similar posterior/anterior cell ratios are observed among Polysphondylium or \( D. \) minutum (Morrissey, 1982, p. 426-427). The present model also explains the robust boundary between posterior and anterior regions, and the observations that the 80:20 proportions in \( D. \) discoideum are invariant over slug size (i.e. the number of cells within slugs) (MacWilliams and Bonner, 1979).

4.3 Evidence for an energy-saving mechanism in \( D. \) Discoideum

Evidence for the presence of an energy-saving mechanism is derived from three primary observations:

1. Average slug speeds that are higher than speeds of solitary cells;
2. Cells that circulate or trade-off positions in the anterior region of the slug;
3. Cellular adhesive forces.

4.4 Slug speeds higher than isolated cells

Kuzdżal-Fick (2007) reported that solitary amoeba “…move a great deal more slowly and travel much shorter distances than slugs” and referred to single cells moving at 9.8-14.8 \( \mu \text{m/min} \) on agar, citing Rifkin and Goldberg (2006). Varnum and Soll (1984) reported average motility rates (speeds) of 50 individual cells to be between \( \sim 4 \mu \text{m/min} \) and \( \sim 11 \mu \text{m/min} \), depending on available cyclic adenosine monophosphate (cAMP) concentrations. Similar mean speeds for individual amoeba were reported by Fisher et al. (1989).

In contrast, slugs travelling on agar move at a speed of 1-2 mm/h (\( \sim 17 - 34 \mu \text{m/min} \)) (Raper, 1940). Breen et al. (1987) reported typical slug speeds of 30 \( \mu \text{m/min} \) – at least twice that of solitary amoeba. Slug speeds vary proportionately to slug size and length (Bonner et al., 1953; Inouye and Takeuchi, 1979). Savill and Hogeweg (1997) demonstrated by simulation experiments that amoeba aggregations moved as much as three times faster than solitary cells. During aggregation, individual cells cover distances up to 1 cm (Kessin, 2001, p. 2), whereas
slug migrations cover distances of 10-20 cm (Kessin, 2001, p. 171) over durations of up to 10 days (Slifkin and Bonner, 1952).

The higher speed of the cell aggregate when compared to solitary cells suggests an energy-saving mechanism that permits cells in optimal positions to reduce their output. The energy-savings is utilized by the aggregate to generate higher average collective outputs for longer durations, consistent with the peloton model and other organisms, as previously discussed.

4.5 **Cell circulation**

Cell circulation is perhaps a subtler validation of the energy-saving mechanism than is higher slug speed. However, it is still compelling when its dynamics are understood. Circulating cells in the slug anterior may permit fatiguing cells to recover in energy-saving zones located behind others in high-cost positions (i.e. non-energy-saving). The process is continual: active and suffering cells below the dying threshold in energy-saving positions advance until they reach non-optimal positions where they exceed the dying threshold, then decelerate and recover while “fresh” individuals take up the pace.

This cell circulatory pattern is described by an integrate-and-fire oscillator whose output increases to a threshold, and then re-sets to a lower output state before recurring through the same pattern (Glass and Mackey, 1979). Certain aspects of collective dynamics can also be described by this oscillator. For instance, at the collective level, this recurrent pattern of outputs is like a convection flow, an observed feature of bicycle pelotons. Here, lines of accelerating (“heating”) and decelerating (“cooling”) cyclists move in opposite relative directions (Trenchard et al., 2014; Ratamero, 2015). A similar convection pattern has also been modelled for a pair of cooperating cyclists (Wolfe and Saupe, 2017). In pelotons, at low-to-intermediate speeds, convection occurs when faster cyclists advance to the anterior along the peloton periphery where they are unimpeded; whereas fatiguing cyclists fall effectively backwards axially along central regions of the peloton (Trenchard et al., 2014). As noted, this convection effect is determined largely by opportunities for cyclists to recover in energy-saving regions. We infer that the emergence of similar processes in *D. discoideum* implies an energy-saving mechanism. By visual observations of peripheral cell advancement and horizontal axial backward flow, it is apparent from the simulations that the present model involves convection dynamics; however, we have not precisely quantified the phenomenon here; this may be the focus of future studies.

Similar descriptions of *D. discoideum* dynamics include: Bonner (1998, p. 9356), who described a process involving “leader” *D. discoideum* cells at the slug tip that “are constantly replacing one-another; they seem to take turns being at the front end”; Umeda and Inouye (2004, p. 10), who described how “convection flow arises within the cell mass due to the difference in motive force”; Dormann et al. (1996), who described anterior cell rotational patterns as perpendicular to the direction of motion within the raised slug tip; and Siegert and Weijer (1992), who described this motion as helical or a scroll wave. Sternfeld (1992) described cell movement within slugs as a reverse fountain circulation. This process is also apparent in 2-dimensional (one-cell thick)
slugs (Bonner, 1998; Nicol et al., 1999), which supports the application of the present two-dimensional simulation.

We also model another process that appears to be related to the convection process: stalk generation during slug migration, which has been observed in slime mold species *D. purpureum, D. Mucoroides* and *Polysphondylium* (Bonner, 1967, p. 38, Fig. 6). This can be achieved by making a minor modification to the simulation algorithm, in which dying or dead cells that become isolated (either individually or in small groups) from the back of the slug are impelled to stop moving to simulate their death, thus depositing themselves into the slime-stream, as shown in Fig. 8.

Further simulation experiments without this additional algorithm are required to study the pattern formations of dying cells as they are deposited into the slime stream. One would expect the formations to self-organize without the forcing effect of an additional algorithm, but at present we do not have enough data to draw conclusions regarding the nature and degree of pattern formation among dead cells sloughing into the slime stream under the present simulation.

In addition, further simulation experiments may provide insight into the precursors of apoptosis in embryonic development. Unquantified observations of the simulations suggest that when cell-death is localized individually or in subsets within cell populations, other cells are caused to re-direct their aggregate migration. In this way, directed aggregate migration may be controlled by varying metabolic output, which determines the number and positions of dying cells that block the paths of active ones, forcing active cells to re-route.

### 4.6 Adhesive forces

Adhesive forces are a reasonable candidate for an energy-saving mechanism. This claim is supported by the description of adhesive effects as a means of minimum cell energy expenditure. In terms of *D. discoideum*, cellular adhesion has been referred to as a minimum free-energy condition that permits faster group movement relative to speeds of isolated individuals (Savill and Hogeweg, 1997; Umeda, 1993). Savill and Hogeweg (1997) observed that cell adhesion is critical to slug movement and speed and suggested that cell adhesion has a greater effect on slug speeds than waves of the chemo-attractant cAMP.

Thus, the presence of an existing possible energy-saving mechanism, in the form of adhesive forces, supports the present model in principle, although there may be other, yet unidentified energy-saving mechanisms present.

We note that if our model is conceived to exist in an early-evolutionary stage, and is therefore populated with proto-cells, it is open to the inclusion of energy-saving mechanisms that preceded cell adhesion, since the adhesive mechanism would seem to have evolved to stabilize proto-cell aggregation which was otherwise achieved by randomly attracting toward energy-saving positions.
4.7 Energy-saving facilitate cell-sorting and anterior/posterior cell differentiation

Having outlined some evidence for an energy-saving mechanism in *D. discoideum* slugs, we consider how this may have facilitated cell-sorting and differentiation in slugs at an early evolutionary stage, serving as a precursor to fruiting-body formation and spore dispersal.

Anterior cells are referred to as prestalk cells, whereas posterior cells are called prespore cells; this nomenclature arises from the process of fruiting-body formation in the *D. discoideum* lifecycle, wherein anterior cells die and form the stalk of the fruiting-body, while posterior cells ascend to form the head of the spore-laden fruiting-body (Kessin, 2001, p. 189-192).

The boundary between anterior cells and posterior regions is visually discernable and resists disturbances such as tip excision (Raper, 1940) or cutting of slugs and removal of cells by syringe (Meinhardt, 1983). The two regions exhibit quite different dynamics. Bonner (1952, p. 86) observed “that the individual cells each have their own velocity…Only the fastest will be stalk cells and the slowest will be spore cells.” Hence, anterior prestalk cells comprise the “engine” of the slug, and prespore cells the “cargo” (Williams et al., 1986). Since they are energetically “high-spenders,” move faster than posterior cells (Bonner, 1998; Inouye and Takeuchi, 1979) and possess higher motive forces (Inouye and Takeuchi, 1980), the convection dynamic appears to occur only among anterior cells.

Unlike anterior cells, posterior cells migrate in relatively fixed positions, are passive and tend to conserve energetic resources (Bonner et al. 1955). Compared to anterior cells, posterior cells are also positioned less densely (Takeuchi, 1969; Bonner et al., 1959), and are less adhesive (Yabuno, 1971).

Counterintuitively, despite being energetically more active, weaker cells, in terms of their energetic supply, tend to populate the anterior, whereas stronger cells congregate in the posterior (Noce and Takeuchi, 1985). This is despite anterior cells generally being larger than posterior cells during migration (Bonner and Frascella, 1953), which would suggest greater strength. Arguably, this is inconsistent with a peloton model in which stronger cyclists drive the pace, while weaker cyclists keep pace by drafting behind them, exploiting the energy-saving mechanism.

Despite its counterintuitive nature, the present model well-accommodates such observations that weaker cells are faster. Certainly, in the present model we noted an increasing tendency for the strongest cells to take leading positions as the speed increases. As shown in Fig. 4, during relatively high output, at output-level 7 (at output-level 10 all cells were dead), weaker cells were shuffled backwards as increasing speeds pushed them into the dying/dead phase. Consequently, as speeds increase stronger cells come to dominate the anterior, as shown in Fig. 6.

However, in the present model, pacesetters are not necessarily always the strongest cyclists (or cells). Indeed, actual bicycle racing strategy often dictates that weaker team-mates sacrifice themselves for the stronger cyclists. This allows the stronger riders to remain fresh to contest the final sprint or surges in the closing kilometers (Scelles et al., 2018). We are careful here to distinguish human-based volitional strategy from self-organized processes determined by
physical parameters. Nonetheless, we can confirm that there is no expectation in actual pelotons that the strongest group members are pacemakers.

Thus, the apparent contradiction here can be resolved if lower aggregate speeds are involved and cells are not driven to their maximums. At low and intermediate speeds (i.e. at low output-levels), the tendency is for roughly homogeneous mixing among active (green) cells. This is shown in Fig. 5(a) – (e) at output-levels in which all cells are active and cell maximum capacities exceed the output-level.

Cell sorting does, however, occur when outputs increase, and cells shift to the suffering and dying phases. Recall that cells are in the suffering phase when cells’ maximum output capacity is lower than the pacemaker speed (output-level). These cells cannot sustain the pacemaker speed (output-level) when isolated. They must exploit the energy-saving mechanism to remain within the collective. By definition, these cells are weaker than the active cells, whose maximum outputs are greater than the pacemaker speeds. We can adjust the parameters of the model to accommodate experimental observation, which confirms the existence of a counterintuitive phenomenon in slug migration: the higher speed of weaker cells. The model permits the programming of weaker cells in the suffering phase with higher speeds than their active counterparts, as shown in Fig. 7. So long as these cells do not exceed their own maximum sustainable outputs, a goal supported by being in an energy-saving position, they can advance faster than inherently stronger cells to the anterior of the simulated slug, albeit “suffering” the whole way there.

Along these lines, Bonner (1959) reported that faster cells sorted into higher concentrations during aggregation by moving around slower cells. Arguing against this, Forman and Garrod (1977) suggested that differential cell speeds during migration was unlikely to be the source of cell sorting because cell sorting occurred prior to migration when cell aggregates exist in spherical masses without any directional cell mass movement. Leach et al. (1973), appears to have taken a more compromising view by suggesting that slug migration was not necessary for cell differentiation since sorting could be observed before slug formation, while acknowledging that some sorting may occur during the migration stage and arguing that cells are predisposed by type. Matsukuma and Durston (1979) argued for a combination of differential adhesion and chemotaxis as the sources for cell differentiation.

Later, Bonner (1994, p.3) re-asserted that speed differential “was part of the evidence that there was a sorting out of cells leading to an anterior prestalk zone, and a posterior prespore zone”. Thus, there appears to be little consensus on sorting mechanisms (see also Kay and Thompson, 2009). Indeed, the controversy over the mechanisms for prespore/prestalk cell differentiation has been described as “somewhat heated” (Jang and Gomer, 2011, p. 150), and more recent candidates for cell differentiation include morphogen gradients such as chlorinated alkyl phenones, and cell-cycle dependencies (for review of these, see Jang and Gomer, 2011). In terms of cell-cycle dependency, Azhar et al. (2001) (also Baskar et al., 2003) reported that higher calcium levels at time of starvation tend to produce prestalk cells, whereas lower calcium levels produce prespore cells.
The present model is consistent with Bonner’s (1959) earlier description of cells that filter by differentials in cell speed. Even if cells sort while within spherical masses during the aggregation stage prior to slug migration, inherent cell speeds are likely to be critical to this process. As well, differences in cell adhesion suggest that cell speeds are altered according to the degree of friction they experience due to adhesiveness, which differs between prestalk and prespore cells (Maree and Hogeweg, 2001).

Another line of inquiry supports the importance of cell speed and metabolism to cell differentiation. Baskar et al. (2003) determined that, at the time of starvation, relative changes in cell calcium levels influence cell vigor which causes the slug to change shape: higher calcium elongates the slug; and lower calcium shorten the slug. Thus, since cell speeds or metabolic capacities do not seem to be ruled out from these considerations, the use of cell speed as a basic factor in cell differentiation is supportable in the present model.

The present model is also consistent with observations that prestalk and prespore cells can convert between themselves (Sternfeld, 1992). Changes in slug speed or fatigue alter the output phase experienced by cells, as shown in Fig. 4. In this way, cells effectively convert from one kind to another.

In terms of the boundary between prestalk and prespore cells and the observation by Raper (1940) that prespore/prestalk proportions recover after slug tip excision, this may be explained by the present model as follows: once the tip is removed, cells that were previously drafting in the active phase suddenly become exposed to high-cost positions and are pushed into the suffering phase, initiating integrate-and-fire convection dynamics that appear to be integral to tip formation. Hence, the tip re-forms without requiring that cells be predisposed to certain types; without morphogen gradients, altered calcium levels, or chemotaxis, as previously discussed.

The present model further suggests that *D. discoideum* slug compositions are finely tuned to allow weaker cells to drive the pace at a convection rate such that the anterior ~20% of the cells are involved in this process. This tells us *D. discoideum* has evolved to optimize a trade-off between slug mean speed and cell position within the slug, such that strong cells are located posteriorly to conserve energy for the culmination stage, while at the same time active anterior cells prolong slug migration for as long as possible but at a lower mean speed than possible if stronger posterior cells took the lead.

Despite the cost in mean slug speed, it has proven selectively beneficial for weaker cells to occupy the anterior, while the strongest cells conserve their energy for the reward of winning the “finish line sprint,” the privilege of becoming the fruiting body and spores. We can imagine the converse arrangement – faster cells to the anterior, and weaker in the posterior – as existing in initial stages of *D. discoideum* evolution; if the strongest cells set the pace, slugs may well have migrated farther and faster, expanding foraging prospects; however, this strategy would have left posterior cells too weak to form a fruiting body when the anterior cells started to die. The optimal combination of slug speed and slug composition – weaker (slower) to the anterior, and stronger (faster), to the posterior – has resulted in greater spore dispersal which, in turn, has produced much greater foraging opportunities.
Moreover, under the present model, and as shown Fig. 7, there is no physical impediment preventing anterior cells from drifting farther into the posterior. However, no impediment is required. Indeed, the cells simply engage the integrate-and-fire mechanism and cell-circulation process, the extent of which produces a self-organized boundary between regions. By drifting back into energy-saving zones until their output-level drops below the dying-phase threshold (i.e. they ‘recover’), they can resume forward locomotion toward the front-most high-cost positions. According to the convection dynamic, the cycle continues by cells advancing along the slug-tip periphery, where forward motion is unimpeded; they then drop back along interior trajectories within the slug tip, according to the scroll wave pattern suggested by Siegert and Weijer (1992). This dynamic is also consistent with observations of convective patterns in pelotons (Trenchard et al., 2014).

Hence, the boundary is both well-defined and porous, since changes in cell output can drive simulated cells to flow from posterior to anterior regions. This is consistent with observations that there is no physical barrier between regions (Abe et al., 1994), but contrasts with compartment boundaries of *Drosophila*, which are not crossed (Kessin, 2001, p. 177). The present model therefore permits an explanation for the well-defined, but not physically rigid, boundary between anterior and posterior regions. As noted, we suggest that the system engages a finely-tuned trade-off between slug speed – driven by weaker but highly energetic anterior cells – and the conservation of posterior cells’ energetic resources. It is sensitive to output changes that might alter the flow of anterior and posterior cells throughout the slug, but it is otherwise robust in maintaining its current conditions.

Ultimately, at early ancestral stages, we suggest it was simply a matter of chance that groups of highly energetic but weaker proto-cells coexisted with stronger, but less energetic proto-cells in heterogeneous groups. So long as stronger cells were not in locomotion at maximal speeds, these weaker but more active proto-cells could naturally push their way to the aggregate anterior. Repeat incidence of this chance formation would trigger selection for its dynamics because they permit stronger, less active, cells to conserve energy for the production of a fruiting body and spore dispersal. Due to the simplicity of the model and its capacity to explain several reported observations of the slime-mold lifecycle without requiring other causative factors of cell differentiation, it is reasonable to suggest it represents a more primordial stage of evolution.

The present model also accommodates the fact that different varieties of cell-sizes, energy-saving quantities, and collective output-levels, coupled with different environmental conditions can lead to varying slug compositions. Such differences are apparent among different slime mold species (Bonner, 1967, Fig. 10).

### 4.8 Anterior/posterior proportion invariance over different slug sizes

As previously noted, in *D. discoideum* slugs there are approximately 80% posterior cells and 20% anterior cells (Raper, 1940; Meinhardt, 1983; Nanjundiah and Saran, 1992; Sternfeld and David, 1981; 1982). About 5 to 10% of posterior cells are “anterior-like cells”, located just behind the presstalk/prespore boundary, which share properties of anterior prestalk cells and flow
forward through the prespore region into the anterior region during slug migration (Abe et al., 1994; Sternfeld and David, 1982; Dormann et al., 1996). Meinhardt (1983) described intermingled prestalk and prespore cells as producing a “salt-and-pepper” pattern, rather as our simulations produce, as shown in Figs. 5 – 8.

These anterior/posterior cell proportions are independent of slug size (see MacWilliams and Bonner, 1979, for a review). The present model is consistent with this observation in which cells’ output phases in terms of identifiable proportions within slugs, are conserved across slug size, for any given output and energy-saving quantity. As Fig. 4 shows, if we vary output and/or energy-saving quantity, then slug composition varies accordingly; but for any given combination of parameters, simulated slug composition remains constant if slug size is varied. This is shown in Fig. 7, in which cells were randomly distributed on an initial grid of 5000 cells for a given set of parameters; these cells aggregated to form five slugs of varying size, yet cell output phase distributions are roughly equal for each simulated slug present (cell proportions were not quantified, but visual inspection confirms approximate phase proportions).

This is easily explained by the present model: because the range of cell-output capacities is narrow (i.e. randomly distributed between 50 and 120), slug outputs are determined by the given pace expressed as proportions of cells’ maximum capacities and attenuated by the energy-saving quantity. Cells’ relative outputs are a function of this range for any number of cells. Thus slug phase proportions will be constant for any slug size as long as there is a random distribution of cell outputs across the range (we have not tested any other probability distributions, such as a Gaussian). As discussed, we hypothesize that this output range was determined selectively by the capacity of the weakest cells to sustain the pacesetters’ speed by exploiting the energy-saving mechanism; i.e. cells too weak to keep up with the aid of the energy-saving mechanism ultimately do not reproduce.

As discussed in the introduction, the simulated narrow range of metabolic outputs is reasonably expected to occur among actual slug cells. The model is thus highly consistent with actual reported observations of invariant slug composition across slug size.

4.9 Directions for future work

D. discoideum has been the subject of a vast body of research. It is not possible under this preliminary theoretical overview to explore the implications of the model presented on many elements of D. discoideum behavior.

However, the model is particularly amenable to confirming the observation that larger or longer slugs move faster than smaller ones, a result not shown in this paper. The present model permits this because larger slugs contain more cells which migrate at higher proportions of their maximums. In turn, this predicts that, on average, larger slugs will move faster than smaller ones. This observation is not demonstrated in the present simulation largely because pacesetter speeds were arbitrarily controlled with the aim of demonstrating the effects of these speeds on cells’ energetic phases. A future study should test slug speeds as a responding variable.
Also ripe for exploration under the present model is the effect of temperature on slug composition. When amoeba form slugs they tend to move toward the soil surface in the presence of temperature gradients (Raper, 1940; Bonner et al., 1950; Whitaker and Poff, 1980). Bonner and Slifkin (1949) reported that an increase in temperature leads to a higher proportion of stalk cells. Similarly, Farnsworth (1973) reported an increase in spore cell proportion with decreasing temperature.

There are, however, several mechanical considerations involved in changing temperatures within biological systems generally that may apply to *D. discoideum*; any application of the various considerations to the present model deserve a detailed analysis that is beyond the scope of this paper.

In addition, future work may consider the model in the context of kin-selection and cooperation-cheater theory. Kin selection models involve cooperators which tend to be clonal (genetically related) and cheaters that tend to be chimera cells (genetically unrelated) (Foster et al., 2002; Gilbert et al., 2007; Khare et al., 2009). By contrast, individual-selection models for the apparent altruism exhibited by cellular slime molds depend on intrinsic cell-to-cell trait differences (Zahavi et al., 2018). Under the present model, as part of each cell’s strategy to maximize its own fitness, cell cooperation occurs among more energetic anterior pacesetters who occupy high-cost, non-drafting positions. Stronger cells appear to free-ride, or ‘cheat’, by exploiting the energy-saving mechanism, effectively hitching a ride on the backs of weaker, but more energetic, pacesetter cells. The model presented here is consistent with an individual-selection model, because our model is grounded in intrinsic differences in cells’ metabolic capacities. However, a detailed analysis that reconciles the present model with the noted cooperation theories is beyond the scope of this paper.

### 5. Conclusion

We present a novel theoretical model of an early-evolutionary stage of proto-cellular aggregation that may precede the evolution of chemotaxis, genetic and molecular properties in slime-molds. The model has potential application for a variety of slime mold species, botanical processes, and tissue development.

The model is simple and involves three basic mechanical parameters: a range of proto-cellular output capacities, an energy-saving mechanism, and a motile pacesetter speed. Cells are driven to occupy three different energetic phases depending on these three factors (where pacesetter speeds were varied by the experimenter). For real slugs, natural selection determined the optimal proportion of cells that comprise respective energetic phases.

Cell-output phases are identified according to the following criteria: active cells are those whose maximum capacities are greater than the pacesetter speed; suffering cells are those whose maximum capacities are less than the pacesetter speed, but which can sustain the pace of the pacesetter by exploiting the energy-saving quantity; dying or dead cells are those whose maximum capacities are less than the pacesetter speed, regardless of whether they are in energy-saving zones. Simulation experiments were conducted for different energy-saving quantities and output-levels.
The model offers an explanation, in the absence of chemotaxis, for why cells aggregate in the first place: in a primordial environment, proto-cells attracted by random motion toward existing low-energy positions, after which dynamical processes involving a range of proto-cell energetic capacities, in the presence of an energy-saving mechanism, were selected for. Later, chemotactic, adhesive, genetic and other processes evolved to firmly establish optimal slug cell compositions.

The model well-demonstrates observations of anterior/posterior differentiation and the robust division between these regions; observations that slugs can migrate for longer and at higher speeds than individuals can, as vehicles for eventual spore dispersal; and observations that slug cell composition is invariant over slug size. The model well-demonstrates the deposit of cells into the slug slime-stream and the formation of stalks.

Since there is extensive literature on slime mold, and particularly *D. discoideum*, there are numerous dynamics and matters of controversy which we have not attempted to address. This work may therefore be viewed as a little more than a theoretical starting point.

Further work is required to establish typical ranges of the *maximal* capacities of individual *D. discoideum* cells, and those of other species. Further work is required to establish the nature of an energy-saving mechanism and its quantity or quantities. Establishing these basic parameters are first steps in testing the validity of the model presented. The model is amenable to analysis of aspects of slug behavior including that longer slugs travel faster than slower ones, and the effects of temperature on slug cell proportions. Further work may be done to reconcile kin selection and cooperation-cheater theory with the present model.
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Appendix

Simulating cell population dynamics using Netlogo 5.1.3. Modified from Trenchard et al. (2015); incorporating cohesion/separation and drafting algorithm from Ratamero (2015).

---

1.0. Properties given to agents, called turtles in Netlogo.

    turtles-own
    [speed
     neighborhood
     MSO
     pcr
     draft-coefficient

1.1. Acceleration in x and y-coordinates.

    x-acc
    y-acc

1.2. Power-output reduction when threshold exceeded.

    p_reduction

1.3. Value of power output reduction required to bring cell from max to threshold.

    p1

1.4. Speed after power-to-speed conversion.

    slowing-speed

1.5. Nudge dying cells to horizontal mid-line.

    average-Y ]

2.0. Variables (except for 2.1 to 2.3, all variables were fixed for the experimental protocol in this paper).

2.1. Number of cells.

    peloton-size

2.2. Set variable drafting coefficient. This is a primary experimental variable. Six coefficients were considered in this paper.

    draft-coefficient

2.3. Identify variable starvation level, equivalent to output or speed. This is a primary experimental variable, varied incrementally from one to 16.

    starvation-level

2.4. Set variable energy-saving spatial region behind cells.
2.5. Set region of cell attraction. This was held constant at six spaces. The value reflects the tendency for cells to attract to each other.

cohesion-zone
2.6. Initialize slug shape. 315° was used for all tests to arrest rapid slug elongation, but a range from lower angles to 315° is reasonable.

in-cone-angle
2.7. Permit small random speed reductions.

deceleration-factor
2.8. Permit small random accelerations

acceleration-factor
2.9. If PCR > 1 and dying cells separate from main group, allow the dying cells to re-attract to the main group, within a limited distance. At one extreme, cells continue to decelerate unless leader pace slows (if parameter is set to zero); at other extreme cells can resume pace of those ahead if within distance behind set by this variable. 1.25 was arbitrarily set so that when cells fall off back, relatively soon they resume the average speed of the group. This is an unnecessary simulation protocol if slug speeds oscillate around the mean threshold speed of the cells (see text, Fig.3), which is the expected actual slug behavior. However, to observe slug dynamics at the larger speed variations of this study, it was useful to include this tunable code.

decel-zone
3.0. Set up simulation space. Patch and turtle size may be varied.

to setup
    clear-all
    set-default-shape turtles "circle"
    set-patch-size 2
    resize-world -50 2000 -150 150
    ask n-of peloton-size patches with
        [ pycor > (-50) and pycor < 60 and pxcor > 300 and pxcor < 400 ]
        [ sprout 1 ]
    ask turtles
        [ set size 1 ]

3.1. Simulation runs when PCR values are reported. 100 encompass all possible PCRs contemplated by experiments.

    if pcr <= 100

3.2. Cell migration is left to right, with small random up-down movement.

    [ set heading 90 + random-float 0.02 ]
4.0. Cell-size range from (Bonner and Frascella, 1953, Fig. 1) \((120-50) / 120 = 58.3\%\) range. Individual cell sizes are randomly set at simulation start across this range:

```lisp
let low 50
let high 120
let range high - low + 1
set MSO (low + random range)]
reset-ticks
end
```

5.0. Basic Procedures

```lisp
to go
  ask turtles [calculate-position]
  ask turtles [set-speeds]
  ask turtles [calculate-separation-factor]
tick
end
```

6.0. Report cell \(x-y\) positions.

```lisp
to calculate-position
  set x-acc 0
  set y-acc 0
  set neighborhood other turtles in-cone cohesion-zone in-cone-angle
end
```

6.1. Tabulate and average cell positions.

```lisp
if any? neighborhood
  [ calculate-average-pos
    calculate-separation-factor ]
end
```

6.2. Small bias to the center, making cells move to the horizontal centre (from Ratamero(2015)).

```lisp
to put-middle-bias
  let delta 0.005
  if ycor > 0 [ set y-acc (y-acc - delta)]
  if ycor < 0 [ set y-acc y-acc + delta ]
end
```

7.0. Calculate cohesion (modified from Ratamero (2015)). Random movement factors 0.03 and 0.05 reflect speed/direction adjustments that are small relative to cell migration speeds.

```lisp
to calculate-average-pos
  if pcr < 100
end
```
[let x-average mean [abs xcor] of neighborhood
set x-acc x-acc + (x-average - abs xcor) * 0.05
let y-average mean [ycor] of neighborhood
set y-acc y-acc + (y-average - ycor) * 0.03]
end

8.0. Calculate separation force (modified from Ratamero (2015)). Again, random factor 0.25 reflects small speed/direction adjustments relative to cell migration speeds. 2.25 determines collective density, set arbitrarily to reflect reasonable apparent density.

to calculate-separation-factor
  set neighborhood other turtles in-cone 2.25 in-cone-angle
  let x-total sum [abs xcor / distance myself] of neighborhood
  let y-total sum [ycor / distance myself] of neighborhood
  let x-average sum [[abs xcor] of myself / distance myself] of neighborhood
  let y-average sum [[ycor] of myself / distance myself] of neighborhood
  set x-acc x-acc + ((x-average - x-total) * random-float 0.25)
  set y-acc y-acc + ((y-average - y-total) * random-float 0.25)
end

9.0. Calculate the energy-saving (drafting) coefficient (modified from Ratamero (2015)). Draft is nil when > 3 spaces between cells. Check for neighbors in a 90° cone behind each cell; any cells in that region receive full benefit of drafting.

to-report calculate-draft
  let draft 1
  ifelse any? neighborhood

9.1. If more than one cell ahead, drafting quantity is greater than if only one cell ahead. "In-cone" is the angle 90° at the variable distance "draft-zone". "Insiders" are cells within drafting zone.

  [ifelse count turtles in-cone draft-zone 90 > 1
    [let neighborhood-draft neighborhood in-cone draft-zone 90
      let insiders []
      if any? neighborhood-draft
        [foreach sort-by [distance ?1 < distance ?2] neighborhood-draft
          [let dist distance ?]]]

9.2. Draft coefficient equation from Olds (1998) varies according to spacing such that magnitude diminishes to zero as distance increases to three spaces.

  [set draft (draft-coeff - 0.0104 * dist + 0.0452 * dist ^ 2)
    set insiders fput who insiders]]

9.3. However, if only one cell ahead, give draft in 15-degree cone only. This reflects the fact that drafting effect is smaller when there is only one cell ahead, compared to greater draft when multiple cells fill the area ahead.

  [let neighborhood-draft neighborhood in-cone draft-zone 15
    let insiders []]
if any? neighborhood-draft
[ foreach sort-by [distance ?1 < distance ?2] neighborhood-draft
[ let dist distance ?
    set draft (draft-coeff - 0.0104 * dist + 0.0452 * dist ^ 2)
    set insiders fput who insiders
    set ycor ycor + y-acc * random-float 0 ]]]

9.4. If neither draft conditions exist, draft coefficient = 1 means no drafting

[ set draft 1 ]
    report draft
end

10. Determine cell speeds using fundamental coupling equation (from Trenchard et al. (2015)). PCR is referred to as “CCR” in text and equation (1) to set-speeds
    set pcr (power - (power * ( 1 - draft-coeffcient ))) / MSO
    set speed starvation-level
    set draft-coefficient calculate-draft
    set neighborhood other turtles in-cone decel-zone in-cone-angle

10.1. Determine "Active" (green) cells. See inequality (4) in text. Again, small random speeds are added to variable leader speed, equivalent to starvation-level.

if MSO > power
[ set color green
    set speed starvation-level + x-acc + random-normal 0 .001
    set xcor abs xcor + x-acc + random-normal 0 0.001
    set ycor ycor + y-acc + random-normal 0 0.001
    set heading 90 + random-float 0.01
    put-middle-bias ]

10.2. Determine "Suffering" (red) cells. See inequality (3) in text.

if MSO < power and pcr > draft-coeff and pcr < 1
[ set color red
    set speed starvation-level + x-acc + random-normal 0 .001
    set xcor abs xcor + x-acc + random-normal 0 0.001
    set ycor ycor + y-acc + random-normal 0 0.001
    set heading 90 + random-float 0.01
    put-middle-bias ]

10.21. Alternative code that allows increases in starvation-level for suffering cells randomly between 0 and 1. This permits weaker but more active cells to migrate to the anterior.

[ set color red
    set speed starvation-level + x-acc + random-float 1
    set xcor abs xcor + x-acc + random-float 1 ]
10.3. Determine "Dying or dead" (yellow) cells. See inequality (2) in text.

\[
\text{if pcr} \geq 1 \\
\quad \text{[ set color yellow} \\
\quad \quad \text{set ycor ycor + y-acc + random-normal 0 0.001} \\
\quad \quad \text{put-middle-bias ]}
\]

11.0. Deceleration algorithm allows cells to decelerate if over threshold. See Part 12 below for equations that determine deceleration magnitude, from Trenchard et al. (2015).

11.1. Reduce speed if PCR > 1

\[
\text{ifelse pcr} > 1 \text{ and any? neighborhood} \\
\quad \text{[ set slowing-speed speed - (V_reduction + random-float deceleration-factor) } \\
\quad \quad \text{set xcor (abs xcor - (V_reduction + random-float deceleration-factor))} \\
\quad \quad \text{put-middle-bias ]}
\]

11.2. Otherwise migrate at regular speed if PCR is <= 1.

\[
\text{[ set speed starvation-level + x-acc + random-float acceleration-factor } \\
\quad \text{set xcor abs xcor + x-acc + random-float acceleration-factor} \\
\quad \text{put-middle-bias ]}
\]

end

12.0. Power output is determined by accounting for a set of friction/drag factors. Here, human-scale factors are retained (see text for explanation).

\[
to-report \text{ power} \\
\quad \text{set speed starvation-level + x-acc + random-float acceleration-factor } \\
\quad \text{let A 0.639 \quad Frontal area in m^2 (area of typical cyclist) } \\
\quad \text{let Cw 0.5 \quad Drag coefficient } \\
\quad \text{let cm 0.015 \quad Coefficient for power losses due slippage } \\
\quad \text{let Rho 1.226 \quad Air density kg m^3 } \\
\quad \text{let Crr .004 \quad Coefficient of rolling resistance } \\
\quad \text{let wkg 75 \quad Combined weight of cyclist and bicycle } \\
\quad \text{let fw 0.5 * c* A * Rho * ((speed + wind-speed*) ^ 2) Here wind-speed is 0 } \\
\quad \text{let Crv 0.1 \quad Coefficient for velocity-dependent dynamic rolling resistance, here approximated with 0.1 } \\
\quad \text{let Crvn Crv * (cos gradient) Coefficient for the dynamic rolling resistance, normalized to road inclination; } \\
\quad \quad \text{CrVn = CrV*cos(\beta)} \\
\quad \text{let frl Wkg * 9.8 * Crr } \\
\quad \text{let Frg 9.8 * Wkg * (crr * cos gradient) + (sin gradient)) } \\
\quad \text{let fsl Wkg * 9.8 * gradient } \\
\quad \text{let power-output (fw + fsl + frl) * (speed) } \\
\quad \text{report power-output }
\]

12.1. If a cell is over MSO threshold, determine deceleration magnitude to bring cell back under threshold. First find power-output of leader.

\[
to-report \text{ V_eff}
\]
let Peff (MSO * PCR) / calculate-draft

12.2. Next convert power-output of leader to speed.

let A 0.639
let Wkg 75
let Cw 0.5
let cm 0.015
let Rho 1.226
let Crr .004
let Crv 0.1
let Crvn Crv * (cos gradient)
let frl Wkg * 9.8 * Crr
let Frg 9.8 * Wkg * ((crr * cos gradient) + (sin gradient))
let fsl Wkg * 9.8 * gradient
let al 0.5 * A * cw * Rho

12.2. Use the following equations for speed-to-power conversion. See Trenchard et al. (2015) for details and references.

let b 2 * al * wind-speed;
let c 9.8 * Wkg * (crr + gradient)
let d Peff * (-1)
let f (3 * c / al - b ^ 2 / al ^ 2) / 3
let g ((2 * (b ^ 3) / (al ^ 3)) - (9 * b * (c / al ^ 2)) + (27 * (d / al))) / 27
let h ((g ^ 2) / 4) + ((f ^ 3) / 27)
let r (-g / 2) + (h ^ (1 / 2))
let s r ^ (1 / 3)
let t (-g / 2) - (h ^ (1 / 2))
let u 0
ifelse t > = 0 [set u (t ^ (1 / 3))]
[set u (-(- t ^ (1 / 3)))]
let PeffV s + u - (b / 3 * al)

report PeffV

12.3. Then find the threshold power-output of follower in terms of power when PCR = 1. See Trenchard et al. (2015) for further explanation.

to-report P1V

set P1 (MSO / calculate-draft)

let A 0.639
let Cw 0.5
let cm 0.015
let Rho 1.226
let Crr .004
let Crv 0.1
let Crvn Crv * (cos gradient)
let frl Wkg * 9.8 * Crr
let Frg 9.8 * Wkg * ((crr * cos gradient) + (sin gradient))
let fsl Wkg * 9.8 * gradient
let al 0.5 * A * cw * Rho
let c 9.8 * Wkg * (crr + gradient)

12.4. Again, use the following equations for speed-to-power conversion.

let b 2 * al * wind-speed*
let d P1 * (-1)
let f (3 * c / al - b ^ 2 / al ^ 2) / 3
let g ( (2 * (b ^ 3) / (al ^ 3)) - (9 * b * (c / al ^ 2)) + (27 * (d / al))) / 27
let h ((g ^ 2) / 4) + ((f ^ 3) / 27)
let r (-g / 2) + h ^ (1 / 2)
let t (-g / 2) - h ^ (1 / 2)
let u 0
ifelse t >= 0 [set u (t ^ (1 / 3))] [set u (-t ^ (1 / 3))]
let PV s + u - (b / 3 * al)
report PV
end

12.5. Find deceleration magnitude required for cell over MSO threshold to reduce speed to be under threshold, in terms of speed (c.f. Section 11.1.)

to-report V_reduction
    set p_reduction (V_eff - P1V)
    report p_reduction
end