Highlights

- The ED polynomial of a real algebraic variety $X$ encodes the distance function from $X$.
- The degree of the ED polynomial of $X$ is related to the ED degree of $X$.
- When $X$ is a projective variety, the ED polynomial satisfies a nice duality property.
- The ED polynomial of $X$ is monic when $X$ is transversal to the isotropic quadric.
- We describe the lowest term of the ED polynomial with transversality assumptions.
THE DISTANCE FUNCTION FROM A REAL ALGEBRAIC VARIETY
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Abstract. For any (real) algebraic variety $X$ in a Euclidean space $V$ endowed with a non-degenerate quadratic form $q$, we introduce a polynomial $\text{EDpoly}_{X,u}(t^2)$ which, for any $u \in V$, has among its roots the distance from $u$ to $X$. The degree of $\text{EDpoly}_{X,u}$ is the Euclidean Distance degree of $X$. We prove a duality property when $X$ is a projective variety, namely $\text{EDpoly}_{X,u}(t^2) = \text{EDpoly}_{X^\vee,u}(q(u) - t^2)$ where $X^\vee$ is the dual variety of $X$. When $X$ is transversal to the isotropic quadric $Q$, we prove that the ED polynomial of $X$ is monic and the zero locus of its lower term is $X \cup (X^\vee \cap Q)^\vee$.

1. Introduction

Let $X_\mathbb{R}$ be a real algebraic variety in a Euclidean space $V_\mathbb{R}$ endowed with a positive definite quadratic form $q: V_\mathbb{R} \to \mathbb{R}$. Given a data point $u \in V_\mathbb{R}$, it is useful for many applications to look for the closest point $x \in X_\mathbb{R}$ from $u$. To achieve this goal, we consider the squared Euclidean distance from $u$ to $X_\mathbb{R}$

$$t^2(u) := \min_{x \in X_\mathbb{R}} q(u - x).$$

Since $X_\mathbb{R}$ is defined by polynomial equations, it turns out that the distance function $t(u)$ depends algebraically on $u$.

The starting point of this paper is that $t$ satisfies an equation of the form

$$\sum_{i=0}^k p_i(u) t^{2i} = 0,$$

where $p_i(u)$ are polynomials on $V_\mathbb{R}$. Indeed, the knowledge of (1.1) furnishes several metric properties of $X_\mathbb{R}$ which are not apparent from its equations. On the one hand, the explicit determination of (1.1) with computer algebra systems requires elimination theory and is expensive even in basic examples. On the other hand, it is possible to describe a priori some properties of (1.1). First, the degree in $t^2$ of (1.1), which was called Euclidean Distance degree in [DHOST], measures the complexity of computing the distance from $X_\mathbb{R}$. In this paper, we go further in this investigation and we describe completely the geometry of the extreme coefficients $p_0(u)$ and $p_k(u)$ in (1.1).

For example, let $X_\mathbb{R} \subseteq M_{m,n,\mathbb{R}}$ be the variety of real $m \times n$ matrices of corank one, with $m \leq n$. The matrix space $M_{m,n,\mathbb{R}}$ is endowed with the $L_2$-form $q(U) = \text{tr}(UU^T)$ for any $U \in M_{m,n,\mathbb{R}}$. In this case, (1.1) reduces to

$$\det (t^2 I_m - UU^T) = 0.$$  

(1.2)

Note that the polynomial in (1.2) is monic in $t$ and its lowest coefficient is $p_0(U) = \det(UU^T)$, which is a sum of squares by the Cauchy-Binet formula and vanishes (on the real numbers) exactly on $X_\mathbb{R}$. In the square case $m = n$, the coefficient $p_0(U)$ simplifies to $\det(U)^2$. The roots of (1.2) are all real and correspond to the squared singular values of $U$. This example shows another basic feature of the problem. More precisely, the distance from $U$ to $X_\mathbb{R}$ is computed by the minimum singular value, but this cannot be considered alone without referring to the
totality of singular values. Indeed, in the algebraic closure of the coefficients of $U$, the singular values are permuted by each other when $U$ moves along a loop.

More generally, the roots of (1.1) may be complex. For this reason, in this paper we consider the complex vector space $V := V_R \otimes C$ and define $X$ to be the complex zero set of the equations of $X_R$.

Our description generalizes the fact that (1.1) is monic in $t$ to any variety $X$, with mild transversality assumptions, see Corollary 4.6. For most varieties $X$ an additional factor appears in the lowest term, see Corollary 5.5. The polynomial on the left-hand side of (1.1) defines an algebraic extension of the field of rational functions. Conversely, such algebraic extension allows to recover $X$. When (1.1) is not monic in $t$, the algebraic function $t$ is not integral. This means geometrically that a root goes to infinity. An interesting example is when $X$ is a cone with vertex in the origin, corresponding to a projective variety of dimension $m$, like in the matrix example mentioned above. When $X$ is smooth and transversal to the isotropic quadric $Q$, a formula for the degree $k$ of the polynomial in (1.1) (the ED degree in [DHOST] denoted by $\text{EDdegree}(X)$) was proved in 2000 by Catanese and Trifogli [CT] and it is

$$\sum_{i=0}^{m} (-1)^i (2^{m+1-i} - 1) \deg c_i(X).$$

(1.3)

In [DHOST] it was proved that $\text{EDdegree}(X) = \text{EDdegree}(X^\vee)$, where $X^\vee$ is the projective dual of $X$. For every $u \in V$, the (complexified) distance from $u$ to $X$ is one of the roots of the polynomial in (1.1), while the other roots correspond to the values assumed on $X$ by the other critical points of the distance function from $u$. Indeed, $\text{EDdegree}(X)$ counts the number of these critical points. We call the left-hand side of (1.1) the ED polynomial of $X$ and we denote it by $\text{EDpoly}_{X,u}(t^2)$.

A formidable insight into the problem has been achieved by P. Aluffi in [Alu, Prop. 2.9], who proved that the same formula (1.3) holds allowing $X$ to be singular, when Chern classes $c_i(X)$ are replaced by Chern-Mather classes $c_i^M(X)$, with the assumption on transversality refined by using a Whitney stratification of $X$. The work of Aluffi gives new tools to work with dual varieties and we report a general consequence in Corollary 6.4. A very explicit description of Chern-Mather classes in the toric case has been obtained by Helmer and Sturmfels in [HS] and by Piene in [Pie16].

The content of the paper is the following.

In Section 2 we give the main definitions and show the first properties of the ED polynomial.

In Section 3 we show that the ED polynomial of a projective variety $X$ and its dual $X^\vee$ are linked by the following formula which enhances [DHOST, Theorem 5.2].

**Theorem 3.2.** Let $X$ be a projective variety and $X^\vee$ its projective dual. Then for any data point $u \in V$

$$\text{EDpoly}_{X,u}(t^2) = \text{EDpoly}_{X^\vee,u}(q(u) - t^2).$$

Theorem 3.2 means that projective duality corresponds to variable reflection for the ED polynomial.

In Section 4, we recall the basics of Whitney stratifications and define transversality. We show that with the transversality condition, the ED polynomial is monic.

**Corollary 4.6.** Let $X \subset \mathbb{P}(V)$ be a projective variety. If $X$ is transversal to the isotropic quadric $Q$, then for any data point $u \in V$

$$\text{EDpoly}_{X,u}(t^2) = \sum_{i=0}^{d} p_i(u)t^{2i},$$
where \( d = \text{EDdegree}(X) \) and \( p_i(u) \) is a homogeneous polynomial in the coordinates of \( u \) of degree \( 2d - 2i \). In particular the ED polynomial of \( X \) is monic, up to a scalar factor.

In Section 5 we describe the lowest term of the ED polynomial.

**Corollary 5.5.** Let \( X \subset \mathbb{P}(V) \) be a projective variety. Assume that \( X^\vee \cap Q \) is a reduced variety. Then the locus of zeroes \( u \in V \) of \( \text{EDpoly}_{X,u}(0) \) is

\[
X \cup (X^\vee \cap Q)^\vee.
\]

In particular, at least one between \( X \) and \( (X^\vee \cap Q)^\vee \) is a hypersurface.

In Sections 6 and 7 we recall Chern-Mather classes and we express the ED degree of a projective variety in terms of dual varieties, as in the following result.

**Theorem 6.3.** Assume that \( X^\vee \) is transversal to \( Q \). If \( X \) is not a hypersurface, then

\[
2\text{EDdegree}(X) = 2\text{EDdegree}(X^\vee) = \deg((X^\vee \cap Q)^\vee).
\]

Otherwise if \( X \) is a hypersurface, then

\[
2\text{EDdegree}(X) = 2\text{EDdegree}(X^\vee) = 2\deg(X) + \deg((X^\vee \cap Q)^\vee).
\]

In particular, \( (X^\vee \cap Q)^\vee \) has always even degree.

In the projective case, Theorem 6.3 leads us to a more precise description of the lowest term of the ED polynomial, with reasonable transversality assumptions. In particular, the factor corresponding to \( (X^\vee \cap Q)^\vee \) is always present. If \( X \) is a hypersurface, an additional factor corresponding to \( X \) appears, see the following Theorem.

**Theorem.** Let \( X \subset \mathbb{P}(V) \) be an irreducible variety and suppose that \( X \) and \( X^\vee \) are transversal to \( Q \). Let \( u \in V \) be a data point.

1. **[Theorem 6.5]** If \( \text{codim}(X) \geq 2 \), then \( (X^\vee \cap Q)^\vee \) is a hypersurface and

\[
\text{EDpoly}_{X,u}(0) = g
\]

up to a scalar factor, where \( g \) is the equation of \( (X^\vee \cap Q)^\vee \). Moreover \( X \subset (X^\vee \cap Q)^\vee \).

2. **[Theorem 7.1]** If \( X \) is a hypersurface, then

\[
\text{EDpoly}_{X,u}(0) = f^2 g
\]

up to a scalar factor, where \( f \) is the equation of \( X \) and \( g \) is the equation of \( (X^\vee \cap Q)^\vee \).

The transversality assumption is necessary in Corollary 4.6, as it is shown by Example 7.6 dealing with the Veronese variety, studied by the second author in [Sod]. In this case the degree of \( X^\vee \) is greater than \( \text{EDdegree}(X) \), so that a formula like in Theorem 6.3 cannot hold. Section 7 closes with other considerations regarding tensor spaces.

Last Section 8 considers the case of matrices. In Theorem 8.1 we interpret the polynomial \( \det(UU^T - t^2 I_m) \) as ED polynomial of the variety of corank one matrices. Example 8.2 regards orthogonally invariant matrix varieties studied in [DLOT].

2. **Definition and first properties**

In the following, we consider \( x_1, \ldots, x_n \) as coordinates in \( V \). We may assume that the quadratic form \( q \) has the Euclidean expression \( q(x) = \sum_{i=1}^n x_i^2 \). By abuse of notation, we denote with the same letter the quadratic form \( q \) and its associated bilinear form, in other words we have \( q(x, x) = q(x) \). We denote by \( Q \) the isotropic quadric with equation \( q(x) = 0 \), whose only real point is the origin. The quadric \( Q \) has no real points in the projective setting. We fix \( I_X := \langle f_1, \ldots, f_s \rangle \subset \mathbb{R}[x_1, \ldots, x_n] \) a radical ideal. Let \( X_\mathbb{R} \subset V_\mathbb{R} \) be the real zero locus of \( I_X \), a
real algebraic variety of codimension \(c\), and let \(X \subset V\) be the complex zero locus of \(I_X\). Often it is convenient to see \(I_X\) in the larger ring \(\mathbb{C}[x_1, \ldots, x_n]\), as the ideal generated by the same polynomials \(f_i\).

We denote by \(J(f)\) the \(s \times n\) Jacobian matrix, whose entry in row \(i\) and column \(j\) is the partial derivative \(\partial f_i / \partial x_j\). The singular locus \(X_{\text{sing}}\) of \(X\) is defined by
\[
I_X + \langle c \times c \text{ minors of } J(f) \rangle : (I_{X_{\text{sing}}})^\infty.
\]

**Lemma 2.1.** [DHOST, Lemma 2.1] For general \(u \in V\), the variety of the critical ideal \(I_u\) is finite. It consists precisely of the critical points of the squared distance function \(d_u\) on the manifold \(X_{\text{sm}} := X \setminus X_{\text{sing}}\).

**Definition 2.2.** Assume \(X \not\subset Q\), which is satisfied if \(X_{\mathbb{R}}\) is not empty. The ideal \(I_u + (t^2 - q(u - x))\) in the ring \(\mathbb{C}[x_1, \ldots, x_n, u_1, \ldots, u_n, t]\) defines a variety of dimension \(n\) (see [DHOST, Theorem 4.1]). Since the polynomial ring is a UFD, its projection (eliminating \(x_i\)) in \(\mathbb{C}[u_1, \ldots, u_n, t]\) is generated by a single polynomial in \(t^2\). We denote this generator (defined up to a scalar factor) by \(\text{EDpoly}_{X,u}(t^2)\) and we call it the Euclidean Distance polynomial (ED polynomial) of \(X\) at \(u\).

When \(f_i\) have real (resp. rational) coefficients, the elimination procedure gives \(\text{EDpoly}_{X,u}(t^2)\) with real (resp. rational) coefficients.

For any fixed \(t \in \mathbb{R}\), the variety defined in \(V_{\mathbb{R}}\) by the vanishing of \(\text{EDpoly}_{X,u}(t^2)\) is classically known as the \(t\)-offset hypersurface of \(X_{\mathbb{R}}\), and has several engineering applications, starting from geometric modeling techniques. Farouki and Neff [FN] studied algebraic properties of the \(t\)-offset in the setting of plane curves. Recently Horobeţ and Weinstein [HW] have linked the subject to ED degree and to persistent homology and in [HW, Theorem 2.9] already showed that, in our notations, the degree in \(t^2\) of \(\text{EDpoly}_{X,u}(t^2)\) equals \(\text{EDdegree}(X)\). In this paper we revive the original approach by Salmon [Sal], who called the offset curves parallel curves, considered \(t\) as a variable and observed in [Sal, §372, ex. 3] that the parallel curve of a parabola drops degree with respect to a general conic, see Example 2.16.

**Figure 1.** A critical point \(x \in X\) for the distance function \(d_u\) on \(X_{\text{sm}}\). The squared norm \(t^2 = q(u - x)\) is a root of \(\text{EDpoly}_{X,u}\).

The following Proposition states that the distance function is a root of the ED polynomial and explains the title of this paper.
Proposition 2.3. For general $u \in V$, the roots of $\text{EDpoly}_{X,u}(t^2)$ are precisely of the form $t^2 = q(u-x)$, where $x$ is a critical point of the squared distance function $d_u$ on the manifold $X_{\text{sm}}$. In particular the distance $t$ from $X_R$ to $u \in V_R$ is a root of $\text{EDpoly}_{X,u}(t^2)$.

Proof. It is a consequence of Lemma 2.1 and Definition 2.2.

The ED polynomial behaves well under union of varieties, as shown by the following.

Proposition 2.4. Assume $X = X_1 \cup \cdots \cup X_r$ for some integer $r \geq 0$, where $X_i \subset V$ is a reduced variety for every $i \in \{1, \ldots, r\}$ and $X_i \neq X_j$ for every $i \neq j$. Then

$$\text{EDpoly}_{X,u}(t^2) = \prod_{i=1}^{r} \text{EDpoly}_{X_i,u}(t^2).$$

Proof. For general $u \in V$, the variety of the critical ideal $I_u$ in $V$ with respect to $X$ is the union of the varieties of $I_u$ with respect to its components $X_i$. The conclusion follows by Lemma 2.3.

Given an affine variety $X \subset V$, as the data point $u$ moves in $V$, the number of complex-valued critical points of $d_u$ remains constant and is equal to $\text{EDdegree}(X)$. On the other hand, the number of real-valued critical points of $d_u$ is constant on the connected components of the complement of a hypersurface $\Sigma_X \subset V$, called the ED discriminant of $X$. For a precise definition, see [DHOST, Sections 4, 7]. In particular, if $u$ is close to $\Sigma_X$, then two distinct real (or complex conjugate) roots of $\text{EDpoly}_{X,u}$ tend to coincide. This fact implies the following natural result, which appears essentially in [HW, Proposition 2.13], where the discriminant of the ED polynomial was called offset discriminant. We denote by $\Delta_X(u) := \Delta_{\text{ed}} \text{EDpoly}_{X,u}(t^2)$ the discriminant of the ED polynomial of $X$ at $u$, where the operator $\Delta_{\text{ed}}$ computes the discriminant with respect to the variable $t^2$.

Proposition 2.5. Given an affine variety $X \subset V$, let $f$ be the equation of the ED discriminant $\Sigma_X$. Then $f(u)$ divides $\Delta_X(u)$. Moreover, if $X$ is symmetric with respect to $s$ affine hyperplanes $L_1, \ldots, L_s$ of equations $l_1, \ldots, l_s$, then the product $l_1(u) \cdots l_s(u)$ divides $\Delta_X(u)$ as well.

Proof. By definition of $\Sigma_X$, any point $u \in \Sigma_X$ satisfies $\Delta_X(u) = 0$, since two roots in $t^2$ coincide, by Proposition 2.3. Let $u \in L_i$ and let $x \in X_{\text{sm}} \setminus L_i$ be a critical point of the distance function $d_u$ (there exists at least one). Denote by $y$ the reflection of $x$ with respect to $L_i$. In particular, $y \in X$ as well and $y$ is again a critical point of $d_u$. Since $q(u-x) = q(u-y)$, we have that $u$ is a zero of $\Delta_X(u)$.

Remark 2.6. If $X \subset V$ is symmetric to infinite affine hyperplanes of $V$, then there exist $p \in V$ and $r \in \mathbb{C}$ such that the hyperplanes of symmetry of $X$ are exactly the ones containing $p$ and $X$ is the sphere centered in $p$ of radius $r$. In this special case, $\Delta_X(u)$ coincides with the equation of $\Sigma_X$, which in turn is the sphere centered in $p$ of radius zero.

Remark 2.7. Salmon remarks in [Sal, §372 ex. 3] that when $X$ is an ellipse with symmetry axes $L_1$, $L_2$, with the notation of Proposition 2.5, $\Delta(u) = f^3 l_1^2 l_2^2$, of total degree 22. Here $f$ is a sextic Lamé curve, the evolute of the ellipse. It should be interesting to compute in general the exponents occurring in the factorization of $\Delta(u)$. Already for plane cubics, another factor appears, containing points with two critical points at equal distance, not necessarily coming from symmetry.

A quite important case occurs when $X$ is a cone with the origin as vertex, meaning that if $x \in X$ then $\lambda x \in X$ for all $\lambda \in \mathbb{C}$. In this case $I_X$ is homogeneous and moreover all coefficients of $\text{EDpoly}_{X,u}(t^2)$ are homogeneous in $u$. To $X$ is associated a projective variety in $\mathbb{P}(V)$. Conversely every projective variety in $\mathbb{P}(V)$ corresponds to a cone in $V$. 
Definition 2.8. Let $Z \subset \mathbb{P}(V)$ be a projective variety. The ED polynomial of $Z$ is by definition the ED polynomial of its affine cone in $V$.

A special case occurs by adding a hyperplane “at infinity” at the affine space $V$. We denote by $H_\infty$ the projective space $\mathbb{P}(V) \cong \mathbb{P}^{n-1}$. In particular, $V \cup H_\infty \cong \mathbb{P}(\mathbb{C} \oplus V) = \mathbb{P}^n$, with coordinates $x_0, x_1, \ldots, x_n$, and $H_\infty: x_0 = 0$. Given $X \subset V$, we indicate by $\overline{X}$ its closure in the Zariski topology of $\mathbb{P}^n$. Let $X_\infty := \overline{X} \cap H_\infty$ and $Q_\infty := \overline{Q} \cap H_\infty$, the projective varieties consisting of the points at infinity of $X$ and $Q$ respectively.

We know from [DHOST, Section 6] that in general the ED degree of an affine variety $X \subset V$ is not preserved under the operation of projective closure. Here we stress that the ED degree of $X$ is computed with respect to the quadratic form $q$, whereas the quadratic form $\overline{q}(x) := x_0^2 + x_1^2 + \cdots + x_n^2$ is the one used to compute the ED degree of $\overline{X}$. Note that there are infinitely many possible choices of quadratic forms on $\mathbb{P}^n$ that restrict to $q$ on $V$. This is one of the reasons why EDdegree($X$) and EDdegree($\overline{X}$) are not related in general, see Example 7.5.

A positive result is that, under some reasonable transversality assumptions, EDdegree($X$) and EDdegree($\overline{X}$) can be related. In particular, in [DHOST, Lemma 6.7] it is shown that there is a bijection between the critical points of the distance function from the origin $(0, \ldots, 0)$ on $X$ and the critical points of the distance function from $u_0 := (1,0,\ldots,0)$ on $\overline{X}$. This property has a natural interpretation in terms of ED polynomial, as the following result suggests.

Proposition 2.9. Assume that $\text{EDdegree}(X) = \text{EDdegree}(\overline{X}) = r$ and that there are $r$ critical points of $d_0$ on $X$ which satisfy $q(x) \neq -1$. Then, up to scalars,

$$\text{EDpoly}_{X,0}(t^2) = (1 + t^2)^r \cdot \text{EDpoly}_{\overline{X},u_0}(\frac{t^2}{1 + t^2}).$$

Proof. By [DHOST, Lemma 6.7], the map

$$x \mapsto \left( \frac{1}{1 + q(x)}, \frac{1}{1 + q(x)} \right)$$

is a bijection between the critical points of $d_0$ on $X$ and the critical points of $d_{u_0}$ on $\overline{X} \setminus X_\infty$. Define $r = \text{EDdegree}(X)$ and let $x_1, \ldots, x_r$ be the critical points of $d_0$ on $X$. By Proposition 2.3, the roots of $\text{EDpoly}_{X,0}(t^2)$ are $t_i^2 = q(x_i - 0) = q(x_i)$, $i \in \{1, \ldots, r\}$. Let $\tilde{x}_i \in \overline{X}$ be the critical point of $d_{u_0}$ corresponding to $x_i$ for all $i \in \{1, \ldots, r\}$. Hence for every $i$, $\tilde{t}_i = \overline{q}(\tilde{x}_i - u_0)$ is a root of $\text{EDpoly}_{\overline{X},u_0}(\tilde{t}^2)$. Then by hypothesis we have

$$\text{EDpoly}_{X,0}(t^2) = c \cdot (t^2 - t_{i_1}^2) \cdots (t^2 - t_{i_r}^2), \quad \text{EDpoly}_{\overline{X},u_0}(\tilde{t}^2) = \tilde{c} \cdot (\tilde{t}^2 - \tilde{t}_{i_1}^2) \cdots (\tilde{t}^2 - \tilde{t}_{i_r}^2)$$

for some scalars $c, \tilde{c}$. Moreover, the following equalities hold true:

$$\tilde{t}_i^2 = \overline{q}(\tilde{x}_i - u_0) = \overline{q} \left( \frac{1}{1 + q(x_i)} - \frac{1}{1 + q(x_i)} x_i \right) = \frac{t_i^2}{1 + t_i^2}, \quad i \in \{1, \ldots, r\}.$$

From this it follows that

$$\prod_{i=1}^r (\tilde{t}_i^2 - \tilde{t}_i^2) = \prod_{i=1}^r \left( \frac{t_i^2}{1 + t_i^2} - \frac{t_i^2}{1 + t_i^2} \right) = \prod_{i=1}^r \frac{t_i^2 - t_i^2}{(1 + t_i^2)(1 + t_i^2)} = \frac{c'}{(1 + t^2)^r} \prod_{i=1}^r (t_i^2 - t_i^2),$$

where $c' = \prod_{i=1}^r (1 + t_i^2)$. From the last chain of equalities we obtain the desired identity. □

Let $O(V)$ be the orthogonal group of linear transformations of $V$ which preserve $q$. Another reasonable property of the ED polynomial is its behavior under the isometry group $\text{Isom}(V)$, where an isometry is the composition of a translation and an element of $O(V)$. Fix $g \in \text{Isom}(V)$ and consider the transformed variety $gX := \{gx \mid x \in X\}$ of $X$. Then the identity $\text{EDdegree}(gX) = \text{EDdegree}(X)$ holds true. For any data point $u \in V$ and any critical point
$x$ for $d_u$ we have that $g \cdot x \in gX$ is a critical point for $d_{g,u}$. Moreover, we have the identity $q(g \cdot u - g \cdot x) = q(u - x)$. The immediate consequence in terms of ED polynomial is that

\[ \text{EDpoly}_{gX,u}(t^2) = \text{EDpoly}_{X,g^{-1}u}(t^2). \]

In the projective setting we can reduce to the subgroup of isometries which fix the origin, which is precisely $O(V)$.

**Proposition 2.10.**

1. Let $X \subset V$ be an affine variety. Let $G \subset \text{Isom}(V)$ be a group that leaves $X$ invariant. Then the coefficients of $\text{EDpoly}_{X,u}$ are $G$-invariant.

2. Let $X \subset \mathbb{P}(V)$ be a projective variety. Let $G \subset O(V)$ be a group that leaves $X$ invariant. Then the coefficients of $\text{EDpoly}_{X,u}$ are $G$-invariant.

**Proof.** The proof is the same in both cases. Let $g \in G$. Since $q(u - x) = q(g \cdot u - g \cdot x)$, the critical values of the distance function from $u$ coincide with the critical values of the distance function from $g \cdot u$. \qed

Now consider the uniform scaling in $V$ with scale factor $c \in C$. Calling $cX$ the scaling of $X$, for any data point $u \in V$ and any critical point $x$ for $d_u$, we have that $cx \in cX$ is a critical point for $d_{cu}$. Moreover, $q(cu - cx) = c^2q(u - x)$ and this implies that

\[ \text{EDpoly}_{cX,u}(c^2t^2) = \text{EDpoly}_{X,c^{-1}u}(t^2). \]

**Remark 2.11.** There are many meaningful examples with such a $G$-action. If $X$ is the variety of $m \times n$ matrices of bounded rank, the group $G = O(m) \times O(n)$ works. If $X$ is the variety of tensors of format $n_1 \times \ldots \times n_k$ of bounded rank, the group $G = O(n_1) \times \ldots \times O(n_k)$ works. In these examples, $X$ and $Q$ are not transversal. It should be interesting to study the intersection between $X$ and $Q$ when a positive dimensional group $G \subset O(V)$ acts on $X$.

The simplest varieties to consider are affine subspaces.

**Proposition 2.12 (The ED polynomial of an affine subspace).** Let $L \subset V_\mathbb{R}$ be an affine subspace and let $\pi_{L^\perp}$ be the orthogonal projection on $L^\perp$. Then $\text{EDdegree}(L) = 1$ and for any data point $u \in V$ the ED polynomial of $L$ is

\[ \text{EDpoly}_{L,u}(t^2) = t^2 - q(\pi_{L^\perp}(u)). \]

**Proof.** The only critical point of $d_u$ from $L$ is $\pi_L(u)$. The equation follows from the identity $\pi_{L^\perp}(u) = u - \pi_L(u)$, see also [DHOST, Example 2.2]. \qed

**Remark 2.13.** Proposition 2.12 extends to complex subspaces $L$ such that $L_\infty$ is transversal to $Q_\infty$.

The case of linear subspaces (that is, affine subspaces containing the origin) is simpler and it is contained in next Corollary. This will be generalized to any variety in Theorems 6.5 and 7.1.

**Corollary 2.14 (The ED polynomial of a linear subspace).** Let $L \subset V$ be a linear subspace transversal to $Q$ (this is always the case if $L$ is the complexification of a real subspace).

1. If $\text{codim}(L) \geq 2$, then the dual variety of $L^\perp \cap Q$ is the quadric hypersurface cut out by a polynomial $g$ and

\[ \text{EDpoly}_{L,u}(t^2) = t^2 - g(u). \]

2. If $L$ is the hyperplane cut out by a polynomial $f$, then

\[ \text{EDpoly}_{L,u}(t^2) = t^2 - f^2(u). \]
Proof. In the following, we interpret \( L, L^\perp \) and \( Q \) as projective varieties of \( \mathbb{P}(V) \). For the notion of dual of a projective variety see Definition 3.1. It is straightforward to check that the dual variety of \( L^\perp \cap Q \) is the join between \( L \) and \( L^\perp \cap Q \) (see Definition 5.1), which is a quadric cone with vertex \( L \), having equation \( q(\pi_{L^\perp}(u)) \). If \( L \) is a hyperplane then \( L^\perp \cap Q = \emptyset \) and the quadric cone has rank one. \( \square \)

Example 2.15. For example, if \( L \subset \mathbb{C}^2 \) is a point, then the quadric \( Z_L \) cut out by \( q(\pi_{L^\perp}(u)) \) is the circumference centered in \( L \) of radius zero, namely the union of the lines joining \( L \) and the points of \( Q_\infty \) (the dashed lines in Figure 2), where in this case \( Q_\infty = I \cup J, I = [1, \sqrt{-1}, 0], J = [1, -\sqrt{-1}, 0] \).

More in general, the quadric \( Z_L \) has a non-trivial description. We refer to Section 5 for a complete study of the lowest term of the ED polynomial of an affine variety. Anyway, when restricting to the real points of \( V \), the quadric \( Z_L \) restricts to \( L \).

![Figure 2. The dashed lines above form the quadric \( Z_L \) when \( L \subset \mathbb{C}^2 \) is a point.](image)

Example 2.16 (The ED polynomial of an affine conic). Let \( u = (u_1, u_2) \in \mathbb{C}^2 \) be a data point and let \( C \subset \mathbb{R}^2 \) be the real affine conic of equation \( ax^2 + bxy + cy^2 + dx + ey + f = 0 \). Denote by \( A \) the \( 3 \times 3 \) symmetric matrix of \( C \) and by \( B \) the matrix of the circumference \( (x-u_1)^2 + (y-u_2)^2 - t^2 = 0 \). Salmon computes in elegant way \( \text{EDpoly}_{C,u}(t^2) = \Delta_\lambda(\det(A + \lambda B)) \) in [Sal, §373, ex. 3], by invariant theory of pencils of conics.

According to Definition 2.2, the following M2 code computes the ED polynomial of \( C \) with respect to \( u \):

```m2
R = QQ[x,y,a,b,c,d,e,f,u_1,u_2,t];
p = a*x^2+b*x*y+c*y^2+d*x+e*y+f; Ip = ideal p;
ISingp = Ip + ideal(diff(matrix{{x,y}},p));
J = minors(2,diff(matrix{{x,y}},p)||matrix{{x-u_1,y-u_2}});
distance = ideal((x-u_1)^2+(y-u_2)^2-t^2);
sat = saturate(Ip+J+distance,ISingp);
EDpoly = (eliminate({x,y},sat))_0
```

The output is \( \text{EDpoly}_{C,u}(t^2) = c_4t^8 + c_3t^6 + c_2t^2 + c_1t^2 + c_0 \). Note that this polynomial contains only even powers of \( t \) and has degree 4 in \( t^2 \), according to the fact that the general plane conic \( C \) is such that \( \text{EDdegree}(C) = 4 \). In particular, we display the two extreme coefficients of \( \text{EDpoly}_{C,u} \):

\[
\begin{align*}
c_4 &= (b^2 - 4ac)^2[(a - c)^2 + b^2], \\
c_0 &= (au_1^2 + bu_1u_2 + cu_2^2 + du_1 + eu_2 + f)^2g(u_1, u_2).
\end{align*}
\]

Note that the first factor of \( c_0 \) is the square of the equation of \( C \). Let us concentrate on the factor \( g(u_1, u_2) \). As explained in more generality in Proposition 5.2, the locus of zeros of \( g \) is the union
of the four lines tangent to $C$ and passing through the points of $Q_{\infty} = \{[0, 1, \sqrt{-1}], [0, 1, -\sqrt{-1}]\}$. We denote these lines by $L_1^+, L_2^+, L_1^-, L_2^-$, where

$$L_1^+ \cap L_2^+ = [0, 1, \sqrt{-1}], \quad L_1^- \cap L_2^- = [0, 1, -\sqrt{-1}].$$

The foci of the conic $C$ are by definition the four pairwise intersections $L_1^+ \cap L_1^-, L_1^+ \cap L_2^-, L_2^+ \cap L_1^-$ and $L_2^+ \cap L_2^-$. If $C$ is either an ellipse or a hyperbola, then $C$ has two real foci. Otherwise if $C$ is either a parabola or a circumference, then $C$ has only one real focus. In the case of a circumference, the only real focus coincides with the center. In particular, there exist real solutions of the equation $c_0 = 0$ outside the real conic $C_\mathbb{R}$ (see also Remark 5.3).

Now consider the highest coefficients $c_4$. If both of the two factors in $c_4$ do not vanish, then either $C$ is an ellipse or an hyperbola, respectively when $b^2 - 4ac$ is positive or negative. Moreover, $b^2 - 4ac = 0$ if and only if $C$ is a parabola, whereas $(a - c)^2 + b^2 = 0$ if and only if (over $\mathbb{R}$) $C$ is a circumference:

1. If $C$ is a parabola then $\text{EDdegree}(C) = 3$. Rewriting the equation of $C$ as $(ax + by)^2 + cx + dy + e = 0$, we get that $\text{EDPoly}_{C,u}(t^2)$ has degree 3 in $t^2$ and its leading coefficient is $-16(bc - ad)^2(a^2 + b^2)^3$. In particular, the condition $bc - ad = 0$ forces $C$ to be the union of two distinct parallel lines.

2. If $C$ is a circumference, then $\text{EDdegree}(C) = 2$. Rewriting the equation of $C$ as $(x - a)^2 + (y - b)^2 - r^2 = 0$, we get that $\text{EDPoly}_{C,u}(t^2)$ has degree 2 in $t^2$. In particular, it factors as

$$\text{EDPoly}_{C,u}(t^2) = [(x - a)^2 + (y - b)^2 - (t + r)^2][(x - a)^2 + (y - b)^2 - (t - r)^2].$$

3. Projective duality corresponds to variable reflection in the ED polynomial

In this section we restrict to the case when $X \subset V$ is an affine cone, hence $X$ can be regarded as a projective variety in $\mathbb{P}(V)$. In this case there is a notion of duality which we recall in the following definition.

**Definition 3.1.** Given the above assumptions, we define the *dual variety* of $X$ as

$$X^\vee := \bigcup_{x \in X_{\text{sm}}} N_x X,$$

where $N_x X := \{y \in V \mid y \perp T_x X\}$ is the *normal space* of $X$ at the smooth point $x$.

We remark that this definition is equivalent to the standard one as in [Tev] identifying $V$ and its dual $V^\vee$ via the quadratic form $q$. The variety $X^\vee$ is an irreducible affine cone as well. Note that if $X$ is a linear subspace, then $X^\vee = X^\perp$, the orthogonal subspace with respect to $q$. A fundamental fact showed in [DHOST, Theorem 5.2] is that, for any data point $u \in V$, there is a bijection $x \to u - x$ from the critical points of $d_u$ on $X$ to the critical points of $d_u$ on $X^\vee$. The important consequence of this fact is that $\text{EDdegree}(X) = \text{EDdegree}(X^\vee)$. Moreover, the map is proximity-reversing, meaning that the closer a real critical point $x$ is to $u$, the further $u - x$ is from $u$.

This geometric property has a natural algebraic counterpart in the study of the ED polynomial of $X$, stated in the following proposition.

**Theorem 3.2.** Let $X \subset V$ be an affine cone and $X^\vee$ its dual in $V$. Then

$$\text{EDPoly}_{X,u}(t^2) = \text{EDPoly}_{X^\vee,u}(q(u) - t^2).$$

**Proof.** Consider a data point $u \in V$ and let $x$ be a critical point of $d_u$ on $X$. Then, by Proposition 2.3, $t_1^2 = q(u - x)$ is a root of $\text{EDPoly}_{X,u}$. Applying [DHOST, Theorem 5.2], $u - x$ is a critical point of $d_u$ on $X^\vee$. Hence again by Proposition 2.3, $t_2^2 = q(x)$ is a root of $\text{EDPoly}_{X^\vee,u}$. Moreover, by the Pythagorean Theorem we have the equality $q(u) = t_1^2 + t_2^2$, thus giving the desired result. □
When $X$ is a hypersurface transversal to $Q$ (to be defined in Definition 4.3), after Theorem 7.1, the last result allows to write explicitly the equation of $X$ from $\text{EDpoly}_{X,u}(t^2)$.

4. The leading term of the ED polynomial

In this section we study the leading term of the ED polynomial of an affine (resp. projective) variety $X$. We show that with transversality assumptions the leading term is scalar, in other terms the ED polynomial may be written as a monic polynomial, see Proposition 4.4 (resp. Corollary 4.6). In algebraic terms, this implies that the ED polynomial is an integral algebraic function.

We recall from [VdW, §100] that an algebraic function $f(t,u) = \sum_{d=0}^{\infty} t^d p_d(u)$ is called integral if the leading coefficient $p_d(u)$ is constant. The branches of an integral algebraic function are well defined everywhere. Otherwise, if $p_d(u) = 0$, then one branch goes to infinity.

To express transversality, we need to recall the Whitney stratification of an algebraic variety. The following definitions are recalled from [N, §4.2]. In the following, $Y$ is the Zariski closure of the quasi-projective variety $Y$, which coincides with the closure with respect to the Euclidean topology.

Definition 4.1. Let $X,Y \subset V$ be two disjoint smooth quasi-projective varieties. We say that the pair $(X,Y)$ satisfies the Whitney regularity condition (a) at $x_0 \in X \cap Y$ if, for any sequence $y_n \to x_0$ and for every $k \in \{1, \ldots, m\}$, the set $F_k \setminus F_{k-1}$ is a smooth manifold of dimension $k$ with finitely many connected components called the $k$-dimensional strata of the stratification.

The stratification is said to satisfy the Whitney condition (a) if, for every $0 \leq j < k \leq m$, the pair $(X_j, X_k)$ satisfies Whitney’s regularity condition (a) along $X_j$. Note that if $X$ is smooth then the trivial stratification $\emptyset \subset X$ satisfies the Whitney condition (a).

We recall (see [PP]) that any affine (or projective) variety admits a Whitney stratification, satisfying condition (a) and a stronger condition (b) that we do not use explicitly in this paper.

Definition 4.3. We say that a variety $X$ is transversal to a smooth variety $Y$ (in the applications we will have $Y = Q$) when there exists a Whitney stratification of $X$ such that each strata is transversal to $Y$.

If $X$ is smooth and the schematic intersection $X \cap Y$ is smooth then $X$ is transversal to $Y$ according to Definition 4.3.

If each strata of a Whitney stratification of $X$ is transversal to a smooth variety $Y$, then by [PP, Lemma 1.2] this stratification induces a Whitney stratification of $X \cap Y$. 


**Proposition 4.4.** Let \( X \subset V \) be an affine variety. If \( X_{\infty} \) is transversal to \( Q_{\infty} \), then the ED polynomial of \( X \) is an integral algebraic function.

*Proof.* For any non-zero vector \( y \in V \), we indicate by \( \langle y \rangle \in \mathbb{P}(V) \) the line spanned by \( y \). If the ED polynomial is not an integral algebraic function, then there is a point \( u \in V \) that annihilates the leading coefficient of \( \text{EDpoly}_{X,u} \). We get a sequence \( \{u_k\} \subset V \) such that \( u_k \to u \) and a corresponding sequence \( \{x_k\} \subset X \) of critical points for \( d_{u_k} \) such that \( \text{EDpoly}_{X,u_k}(t^2) = 0 \) when \( t^2_k = q(x_k - u_k) \) diverges. In particular we have that \( u_k - x_k \in \left( (T_{x_k}X)_{\infty} \right)^{\vee} \) for all \( k \), where the dual is taken in the projective subspace \( H_{\infty} \). Up to subsequences, we may assume that

\[
\lim_{k \to \infty} (x_k) = (x) \in X_{\infty}, \text{ for some } x \in V.
\]

We may assume there are two different strata \( X_1 \) and \( X_2 \) of \( \overline{X} \) such that \( x_k \in X_1 \) for all \( k \) and \( (x) \in X_2 \). In the topology of the compact space \( \overline{X} = X \cup X_{\infty} \) we still have \( x_k \to (x) \in X_{\infty} \), more precisely in \( \mathbb{P}(\mathbb{C} \oplus V) \) we have \( \{(1, x_k)\} \to [(0, x)] \). We may assume (up to subsequences) that \( \{T_{x_k}X_1\} \) has a limit. Hence by Whitney condition (a) we have \( T_{(x)}X_2 \subset \lim_{k \to \infty} T_{x_k}X_1 \). From this and from (4.1) we have immediately that

\[
(x) \in T_{(x)}(X_2)_{\infty} \subset \lim_{k \to \infty} (T_{x_k}X_1)_{\infty}.
\]

Since \( \{x_k\} \) diverges we get

\[
(x) = \lim_{k \to \infty} (u - x_k) = \lim_{k \to \infty} (u_k - x_k).
\]

By construction, we have that \( \langle u_k - x_k \rangle \in [(T_{x_k}X_1)_{\infty}]^{\vee} \) for all \( k \). This fact and relation (4.1) imply that \( (x) = \lim_{k \to \infty} \langle u_k - x_k \rangle \in \lim_{k \to \infty} [(T_{x_k}X_1)_{\infty}]^{\vee} \subset [\lim_{k \to \infty}(T_{x_k}X_1)_{\infty}]^{\vee} \).

In particular \( (x) \in \lim_{k \to \infty}(T_{x_k}X_1)_{\infty} \cap \lim_{k \to \infty}(T_{x_k}X_1)_{\infty})^{\vee} \), hence \( (x) \in Q_{\infty} \).

We now show that \( T_{(x)}(X_2 \cap H_{\infty}) \subset T_{(x)}Q_{\infty} \), where \( T_{(x)}Q_{\infty} = \{ (y) \in H_{\infty} \mid q(\langle x \rangle, \langle y \rangle) = 0 \} \). Pick a non-zero vector \( v \in V \) such that \( \langle v \rangle \in T_{(y)}(X_2 \cap H_{\infty}) \). We show that \( q(\langle x \rangle, \langle v \rangle) = 0 \), where \( q \) is the quadratic form in \( H_{\infty} = \mathbb{P}(V) \), which is the quadratic form defined on \( V \).

Pick a sequence \( \langle v_k \rangle \to \langle v \rangle \), where \( \langle v_k \rangle \in (T_{x_k}X_1)_{\infty} \). Since \( q(u_k - x_k, v_k) = 0 \), at the limit we get \( q(\langle x \rangle, \langle v \rangle) = 0 \), this contradicts the transversality between \( X_{\infty} \) and \( Q_{\infty} \), as we wanted. \( \square \)

**Remark 4.5.** The transversality conditions stated in Proposition 4.4 are sufficient for the integrality of the distance function, but not necessary: for example, the parabola studied in Example 2.16 is in general transversal to \( Q_{\infty} \), but not transversal to \( H_{\infty} \). Nevertheless, its ED polynomial is monic.

On the other hand, the cardioid studied in Example 7.5 is singular at \( Q_{\infty} \) (and consequently is not transversal to \( H_{\infty} \)), and its ED polynomial has a leading coefficient of positive degree. It should be interesting to find general necessary conditions for the integrality of the distance function.

**Corollary 4.6.** Let \( X \subset \mathbb{P}(V) \) be a projective variety. If \( X \) is transversal to \( Q \), then for any data point \( u \in V \)

\[
\text{EDpoly}_{X,u}(t^2) = \sum_{i=0}^{d} p_i(u)t^{2i},
\]

where \( d = \text{EDdegree}(X) \) and \( p_i(u) \) is a homogeneous polynomial in the coordinates of \( u \) of degree \( 2d - 2i \). In particular, \( p_d(u) = p_d \in \mathbb{C} \), \( \deg(p_0) = 2d \) and the ED polynomial of \( X \) is an integral algebraic function.

*Proof.* For affine cones, the assumption that \( X \) is transversal to \( Q \) is equivalent to \( X_{\infty} \) transversal to \( Q_{\infty} \). \( \square \)
Another consequence of Proposition 4.4 and [HW, Theorem 2.9], valid for projective varieties, is the following.

**Corollary 4.7.** Let \( X \subset \mathbb{P}(V) \) be a projective variety. If \( X \) is transversal to \( Q \), then the degree of the \( t \)-offset of \( X \), denoted by \( \mathcal{O}_t(X) \), is

\[
\deg(\mathcal{O}_t(X)) = 2 \text{EDdegree}(X).
\]

5. **The lowest term of the ED polynomial**

In the last section we gave some geometric conditions on \( X \) that affect the shape of its ED polynomial. In particular, we have obtained some useful information about the degrees of the coefficients of \( \text{EDpoly}_{X,u} \) for a general data point \( u \in V \). In this section, our aim is to describe completely the locus of points \( u \in V \) such that the lowest term of the ED polynomial of \( X \) at \( u \) vanishes. First we recall a definition.

**Definition 5.1.** Let \( X,Y \in \mathbb{P}(V) \) be two disjoint projective varieties. The union

\[
J(X,Y) = \bigcup_{x \in X, y \in Y} \langle x, y \rangle \subset \mathbb{P}(V)
\]

of the lines joining points of \( X \) to points of \( Y \) is again a projective variety (see [H, Example 6.17]) and is called the join of \( X \) and \( Y \). Note that \( J(X,\emptyset) = X \).

**Proposition 5.2.** Consider the variety \( X \subset V \). Given any point \( p \in X_{\text{sm}} \), we consider \( J_{X,p} = J(p, [(T_pX)_{\infty}]^\vee \cap Q_{\infty}) \), where the dual of \( (T_pX)_{\infty} \) is taken in \( H_{\infty} \). Then the zero locus \( u \in V \) of \( \text{EDpoly}_{X,u}(0) \) is \( J_X \cap V \), where

\[
J_X = \bigcup_{p \in X_{\text{sm}}} J_{X,p}.
\]

**Proof.** The variety \( [(T_pX)_{\infty}]^\vee \cap Q_{\infty} \subset H_{\infty} \) parametrizes all the directions in \( V \) corresponding to isotropic vectors \( w \) such that \( w \in N_pX \). In particular, for all \( p \in X_{\text{sm}} \), the variety \( J_{X,p} \) is the union of the lines passing from \( p \) and generated by isotropic vectors \( w \) such that \( w \in N_pX \).

Now pick a point \( u \in J_X \cap V \). Then \( u \) is a limit of points \( u_k \), such that there exist \( p_k \in X_{\text{sm}} \) with \( u_k \in J_{X,p_k} \). Hence \( u_k = p_k + w_k \) for some vector \( w_k \in V \) whose direction belongs to \( [(T_{p_k}X)_{\infty}]^\vee \cap Q_{\infty} \). In particular \( q(w_k) = q(u_k - p_k) = 0 \) and \( w_k \in N_{p_k}X \), that is, \( p_k \) is a critical point on \( X \) of the squared distance function \( d_{u_k} \). In particular, \( u_k \) is a zero of \( \text{EDpoly}_{X,u}(0) \), hence \( u \) is a zero of \( \text{EDpoly}_{X,u}(0) \) as we wanted.

Conversely, let \( u \in V \) be a general zero of \( \text{EDpoly}_{X,u}(0) \). Then there exist \( p \in X_{\text{sm}} \) such that \( u - p \in N_pX \) and \( 0 = q(u - p) \). Define \( w = u - p \). Then the direction corresponding to \( w \), when nonzero, is represented by a point of \( [(T_pX)_{\infty}]^\vee \cap Q_{\infty} \), namely \( u \in J_{X,p} \subset J_X \cap V \). When \( w = 0 \), we have \( u = p \in J_{X,p} \). Conclusion follows by taking closures. \( \square \)

**Remark 5.3.** As showed in Example 2.16, the real foci of a real conic \( C \) are zeros of the lowest coefficient of the ED polynomial of \( C \). Therefore, given a real affine variety \( X_{\mathbb{R}} \subset V_{\mathbb{R}} \), the hypersurface \( J_X \cap V \) might contain real points which do not necessarily belong to \( X_{\mathbb{R}} \). The reason is that there could exist real data points \( u \) admitting (non real) critical points \( x \) for the function \( d_{u} \) such that \( q(u - x) = 0 \). This is essentially the price to pay for describing the distance function with algebraic tools and, above all, for allowing non real solutions to the problem. For a concrete example, let \( C_{\mathbb{R}} \) be the real ellipse of equation

\[
\frac{x^2}{a^2} + \frac{y^2}{b^2} - 1 = 0, \quad a \geq b > 0.
\]
The two foci of $C_{\mathbb{R}}$ are $u^\pm = (\pm c, 0)$, where $c^2 = a^2 - b^2$. On the one hand, the only real critical points of $\delta_{u+}$ and $\delta_{u-}$ on $C_{\mathbb{R}}$ are the points $(\pm a, 0)$. On the other hand, with straightforward computations one verifies that the non real points $z^\pm = \left(\frac{a^2}{c}, \pm \sqrt{-1}\frac{b^2}{c}\right)$ are critical for $\delta_{u+}$ on $C$, as well as $w^\pm = \left(-\frac{a^2}{c}, \pm \sqrt{-1}\frac{b^2}{c}\right)$ are critical for $\delta_{u-}$ on $C$. Note that, for instance $T_{z+C}: x_1 \pm \sqrt{-1}x_2 - c = 0$ and coincides with the normal space $N_{z+C}$, with $u^+ - z^\pm \in N_{z+C}$. In addition, we have that $q(u^+ - z^\pm) = q(u^- - w^\pm) = 0$, thus confirming the fact that $u^\pm$ are real points of $J_C \cap V$.

**Proposition 5.4.** Let $X \subset V$ be an irreducible cone. Assume that $X^\vee \cap Q$ is a reduced variety. Then

$$J_X \cap V = X \cup (X^\vee \cap Q)^\vee.$$  

**Proof.** Suppose that there exists a point $p \in X_{\text{sm}}$ such that $u \in J_{X,p}$. If $u = p$, then in particular $u \in X$. If $u \neq p$, then $u - p$ is a nonzero element of $X^\vee \cap Q$. We show that necessarily $u \in (X^\vee \cap Q)^\vee$, where $X^\vee \cap Q$ is reduced by hypothesis. By definition, we have that  

$$(X^\vee \cap Q)^\vee = S,$$  

where 

$$S = \bigcup_{z \in (X^\vee \cap Q)_{\text{sm}}} N_z(X^\vee \cap Q).$$

On the one hand, by construction $p$ is critical for $\delta_u$ on $X$. On the other hand, since $u$ is general, $u - p$ is critical for $\delta_u$ on $X^\vee$ by [DHOST, Theorem 5.2].

In order to prove that $u \in (X^\vee \cap Q)^\vee$, it remains to show that $u \in N_{u-p}(X^\vee \cap Q)$. Indeed, pick a vector $y \in T_{u-p}(X^\vee)$ such that $\langle y, u - p \rangle = 0$. The condition that $u - p$ is critical for $\delta_u$ implies that $p$ is orthogonal to any tangent vector to $X^\vee$ at $u - p$, so we have $\langle y, p \rangle = 0$. Then  

$$\langle y, u \rangle = \langle y, u - p \rangle + \langle y, p \rangle = 0 + 0 = 0,$$  

thus proving our claim. By taking closures we get 

$$J_X \cap V \subset X \cup (X^\vee \cap Q)^\vee.$$  

On the other hand, suppose that $u \in X \cup (X^\vee \cap Q)^\vee$. If $u \in X$, then clearly $u \in J_X$. Now assume that $u \in S$. Then there exists a smooth $z \in X^\vee \cap Q$ such that $u \in N_z(X^\vee \cap Q)$ in particular, $z$ is critical for $\delta_u$ on $X^\vee$. By [DHOST, Theorem 5.2], $u - z$ is critical for $\delta_u$ on $X$. This means that $z$ is an element of $[(T_{u-z})_\infty]^\vee \cap Q_\infty$. In particular, $u \in J_{X,u-z}$. By taking the Zariski closure, we have that $X \cup (X^\vee \cap Q)^\vee \subset J_X \cap V$.  

**Corollary 5.5.** Let $X \subset V$ be an affine cone such that $X^\vee \cap Q$ is a reduced variety. Then the locus of zeros $u \in V$ of $\text{EDpoly}_{X,1}(0)$ is 

$$X \cup (X^\vee \cap Q)^\vee.$$  

In particular, at least one of $X$ and $(X^\vee \cap Q)^\vee$ is a hypersurface.

In the next sections, we will show an improvement of the last corollary applying the theory of Chern-Mather classes, which will need an additional transversality assumption.

6. THE ED DEGREE IN TERMS OF DUAL VARIETIES

Let $Y \subset \mathbb{P}(V)$ be an irreducible projective variety. We define the conormal variety of $Y$ as 

$$\mathcal{N}_{\bar{Y}} := \{ (y,x) \in V \times V \mid y \in Y_{\text{sm}}, \text{ and } x \in N_y^\perp\}.$$  

The variety $\mathcal{N}_{\bar{Y}}$ is a cone in $V \times V$ and hence it may be regarded as a subvariety of $\mathbb{P}(V) \times \mathbb{P}(V)$. An important property of the conormal variety is the Biduality Theorem [GKZ, Chapter 1], stating that $\mathcal{N}_{\bar{Y}} = \bar{Y}^\vee$ and implying that $(Y^\vee)^\vee = Y$.  


The polar classes of $Y$ are by definition the coefficients $\delta_i(Y)$ of the class

$$[N_Y] = \delta_0(Y)s^{n-1}t + \delta_1(Y)s^{n-2}t^2 + \cdots + \delta_{n-2}(Y)s t^{n-1}.$$ 

It is shown in [DHOST, Theorem 5.4] that, if $N_Y$ does not intersect the diagonal $\Delta(\mathbb{P}(V)) \subset \mathbb{P}(V) \times \mathbb{P}(V)$, then

$$\text{EDdegree}(Y) = \delta_0(Y) + \cdots + \delta_{n-2}(Y). \quad (6.1)$$

A sufficient condition for $N_Y$ not to intersect $\Delta(\mathbb{P}(V))$ is furnished in the following result.

**Proposition 6.1.** Assume that $Y^\vee$ (or $Y$) is transversal to $Q$, according to definition 4.3. Then $N_Y$ does not intersect $\Delta(\mathbb{P}(V))$.

**Proof.** By Biduality Theorem it is enough to prove the result for $Y^\vee$ for some $y \in Y$. By definition of $N_Y$ and by hypothesis, there exists a sequence of vectors $(y_i, x_i)$ and pairs $(Y_1, Y_2), (Y_1', Y_2')$ satisfying the Whitney regularity condition (a) along $Y$ and $Y^\vee$ respectively such that

1. $(y_i, x_i) \to (y, y)$,
2. $y_i \in Y_1$, $x_i \in Y_1' \cap (T_{y_i}Y_1)^\vee$ for all $i$, and
3. $y \in Y_2 \cap Y_2'$.

In particular, point (2) says that $q(y_i, x_i) = 0$ for all $i$, hence taking the limit we find $y \in Q$.

Now take a vector $v \in T_y Y_2'$. We show that $v \in T_y Q$, obtaining that $T_y Y_2' \subset T_y Q$, and thus contradicting the transversality assumption. By the Whitney condition (a) we have that $T_y Y_2' \subset \lim_{k \to \infty} T_{y_k} Y_1'$. This means that there exists a sequence $\{v_i\}$ with $v_i \in T_{y_i} Y_1'$ for all $i$ such that $v_i \to v$. From point (2) we have $y_i \in (T_y Y_1)^\vee$ for all $i$, hence $q(y_i, v_i) = 0$ for all $i$. Finally taking the limit we have $q(y, v) = 0$, that is $v \in T_y Q$. \(\square\)

In the following, we will assume the hypothesis of Proposition 6.1. If we additionally assume that $Y$ is smooth, the identity (6.1) allows us to express the ED degree of $Y$ in terms of Chern classes. The following formula, due essentially to Cataneo and Trifogli [CT], is shown in [DHOST, Theorem 5.8]

$$\text{EDdegree}(Y) = \sum_{i=0}^{m} (-1)^i \left(2^{m+1-i} - 1 \right) c_i(Y) \cdot h^{m-i}, \quad (6.2)$$

where $h$ denotes the hyperplane class and $m = \dim(Y)$.

Now we weaken our assumptions, allowing $Y$ to be singular. We recall that the Nash blow-up $\tilde{Y}$ is the graph of the Gauss map which sends every smooth point of $Y$ to its tangent space in the Grassmannian. The universal bundle of the Grassmannian restricts to a locally free sheaf on $\tilde{Y}$. The push-forward to $\tilde{Y}$ of its Chern classes are called the Chern-Mather classes of $Y$ and are denoted as $c_i^\mu(Y)$ (see [Alu]). They agree with Chern classes if $Y$ is smooth. We use a slightly different convention than in [Alu], for us $c_i^\mu(X)$ is the component of dimension $\dim X - i$ (as with standard Chern classes), while in [Alu] is the component of dimension $i$.

Aluffi proves in [Alu, Prop. 2.9] the following generalization of (6.2), with the same hypotheses of [DHOST, Theorem 5.4]:

$$\text{EDdegree}(Y) = \sum_{i=0}^{m} (-1)^i \left(2^{m+1-i} - 1 \right) c_i^\mu(Y) \cdot h^{m-i}. \quad (6.3)$$

The following formula gives the degree of the polar classes $\delta_i(Y)$. It is classical in the smooth case, and it is due to Piene ([Pie88, Theorem 3] and [Pie78]) in the singular case, see also [Alu,
The right-hand side in (6.4) is always a nonnegative integer. The defect of $Y$, namely the difference $\text{codim}(Y^\vee) - 1$, equals the minimum $i$ such that $\delta_i(Y) \neq 0$. For example, when $Y^\vee$ is a hypersurface, then

$$\text{deg}(Y^\vee) = \delta_0(Y) = \sum_{j=0}^{m-1} (-1)^j (m + 1 - j) c_j^M(Y) \cdot h^{m-j}. \quad (6.5)$$

The formula (6.5) can be applied in the case when $Y = X^\vee \cap Q$, once we know the Chern-Mather classes of $X^\vee \cap Q$, where $X \subset \mathbb{P}(V)$ is a projective variety. Since $X^\vee \cap Q$ is a divisor in $X^\vee$ with normal bundle $O(2)$, these can be computed by a result of Pragacz and Parusinski in [PP]. We need the assumption that $X^\vee$ is transversal to $Q$, according to Definition 4.3. Denote by $c^M_{X^\vee} = \sum c^M_i(X^\vee)$ the Chern-Mather class of $X^\vee$. The equation displayed in three lines just after [PP, Lemma 1.2] shows that

$$c^M_{X^\vee \cap Q} = \frac{1}{1 + 2h} \sum_{i \geq 0} 2h \cdot c_i^M(X^\vee), \quad (6.6)$$

hence

$$c^M_j(X^\vee \cap Q) \cdot h^{m-1-j} = 2 \sum_{i=0}^{j} (-1)^{j-i} 2^{j-i} c^M_i(X^\vee) \cdot h^{m-i}. \quad (6.7)$$

**Lemma 6.2.** The following identity holds true:

$$2^{m+1-i} - 1 = (m + 1 - i) + \sum_{j=i}^{m} (m - j) 2^{j-i}. \quad (6.8)$$

**Proof.** Using the identities ($r \neq 1$)

$$\sum_{k=s}^{m} r^k = \frac{r^s - r^{m+1}}{1 - r} \quad \text{and} \quad \sum_{k=1}^{m} k r^{k-1} = \frac{1 - r^{m+1}}{(1 - r)^2} - \frac{(m + 1)r^m}{1 - r},$$

we have that

$$\sum_{j=i}^{m} (m - j) 2^{j-i} = \frac{1}{2^i} \left( \sum_{j=1}^{m} 2^j - 2 \sum_{j=i}^{m} 2^{j-1} \right) = \frac{2^{m+1} - (m + 2 - i) 2^i}{2^i} = 2^{m+1-i} - (m + 2 - i). \quad \square$$

**Theorem 6.3.** Assume that $X^\vee$ is transversal to $Q$, according to definition 4.3. If $X$ is not a hypersurface, then

$$2\text{EDdegree}(X) = 2\text{EDdegree}(X^\vee) = \text{deg}((X^\vee \cap Q)^\vee). \quad (6.8)$$

Otherwise if $X$ is a hypersurface, then

$$2\text{EDdegree}(X) = 2\text{EDdegree}(X^\vee) = 2 \text{deg}(X) + \text{deg}((X^\vee \cap Q)^\vee). \quad (6.9)$$

In particular, $(X^\vee \cap Q)^\vee$ has always even degree.

**Proof.** If $X$ is not a hypersurface, then $(X^\vee \cap Q)^\vee$ is a hypersurface by Corollary 5.5. Hence we can apply the identity (6.5) and we obtain that (here $m = \dim(X^\vee)$)
\[ \deg((X^\vee \cap Q)^\vee) = \sum_{j=0}^{m-1} (-1)^j (m - j) c_j^M(X^\vee \cap Q) h^{m-1-j} \]

\[ = \sum_{j=0}^{m} (-1)^j (m - j) c_j^M(X^\vee \cap Q) h^{m-1-j} \]

\[ = 2 \sum_{j=0}^{m} (-1)^j (m - j) \left[ \sum_{i=0}^{j} (-1)^{j-i} 2^{j-i} c_i^M(X^\vee) \cdot h^{m-i} \right] \]

\[ = 2 \sum_{j=0}^{m} (-1)^j (2^{m+1-i} - 1) c_j^M(X^\vee) \cdot h^{m-i} \]

\[ - 2 \sum_{j=0}^{m} (-1)^j (m + 1 - i) c_i^M(X^\vee) \cdot h^{m-i}, \]

where in (*) we used (6.7) and in the last equality we applied Lemma 6.2. In the last expression obtained, since \( X^\vee \) is transversal to \( Q \), by (6.3) the first term coincides with \( 2\text{EDdegree}(X^\vee) \), whereas by (6.5) the second term is equal to \( 2\delta_0(X^\vee) \), which vanishes because \( X \) is not a hypersurface. Hence the identity (6.8) is satisfied.

Now assume that \( X \) is a hypersurface. The expression in the first line of (6.10) is exactly the polar class \( \delta_0(X^\vee \cap Q) \). The computation (6.10) shows that the same expression is equal to

\[ 2\text{EDdegree}(X) - 2\delta_0(X^\vee) = 2 \sum_{j=1}^{n-2} \delta_j(X^\vee), \]

by the identity (6.1). If this expression vanishes we get \( \delta_j(X^\vee) = 0 \) for \( j \geq 1 \), which is equivalent to \( \delta_j(X) = 0 \) for \( j \leq n - 3 \). Hence the defect \( \text{codim}(X^\vee) - 1 \) is \( n - 3 \) and \( X^\vee \) is a point, namely \( X \) is a hyperplane. In particular, \( X^\vee \cap Q \) is empty and therefore \( (X^\vee \cap Q)^\vee = \mathbb{P}(V) \). In conclusion, the identity (6.9) is satisfied. Otherwise if \( \delta_0(X^\vee \cap Q) \neq 0 \), the identity (6.9) is satisfied as well, since in this case \( 0 \neq \delta_0(X^\vee) = \deg(X) \). \( \square \)

One may wonder if Theorem 6.3 remains true without transversality assumptions. The case of symmetric tensors studied in Example 7.6 answers in the negative. Already the binary cubic case gives a counterexample. Indeed, as noticed in the introduction, for symmetric tensors the degree of \( X^\vee \) is greater than the ED degree of \( X \), the opposite of the general case.

**Corollary 6.4.** *Let \( X^\vee \) be a positive dimensional variety which is transversal to a smooth quadric \( Q \). Then \((X^\vee \cap Q)^\vee \) is a hypersurface.*

**Proof.** The computation (6.10) shows that

\[ \delta_0(X^\vee \cap Q) = 2\text{EDdegree}(X) - 2\delta_0(X^\vee). \]

If \((X^\vee \cap Q)^\vee \) is not a hypersurface, we get \( \delta_0(X^\vee \cap Q) = 0 \), hence \( \delta_j(X^\vee) = 0 \) for all \( j \geq 1 \), namely \( \delta_j(X) = 0 \) for all \( j \leq n - 3 \). Hence the defect \( \text{codim}(X^\vee) - 1 \) is \( n - 3 \) and \( X^\vee \) is zero dimensional. \( \square \)

We recall that, if \( X \subset \mathbb{P}(V) \) is such that \( \text{codim}(X) \geq 2 \), then \((X^\vee \cap Q)^\vee \) is a hypersurface by Corollary 5.5.
Theorem 6.5. Let \( X \subset \mathbb{P}(V) \) be a variety such that \( \text{codim}(X) \geq 2 \). Suppose that \( X \) and \( X^\vee \) are transversal to \( Q \). Let \( g \) be the equation of \((X^\vee \cap Q)^\vee \). Then for any data point \( u \in V \), we have the identity
\[
\text{EDpoly}_{X,u}(0) = g(u)
\]
up to a scalar factor. Moreover \( X \subset (X^\vee \cap Q)^\vee \).

Proof. On the one hand, by Corollary 5.5 we have that \( \text{EDpoly}_{X,u}(0) = g^k \) for some positive integer \( k \), hence \( \text{deg}(\text{EDpoly}_{X,u}(0)) = k \cdot \text{deg}(g) \). On the other hand, comparing degrees by Theorem 6.3 we get \( k = 1 \). The inclusion follows again from Corollary 5.5.

7. The ED Polynomial of a Hypersurface

If we restrict to the case when \( X \subset \mathbb{P}(V) \) is a projective hypersurface, the results found in Sections 5 and 6 allow us to describe completely the lowest coefficient of \( \text{EDpoly}_{X,u} \) for any \( u \in V \).

Theorem 7.1. Let \( X \subset \mathbb{P}(V) \) be an irreducible hypersurface, suppose that \( X \) and \( X^\vee \) are transversal to \( Q \). Let \( f \) be the equation of \( X \) and \( g \) be the equation of \((X^\vee \cap Q)^\vee \) when it is a hypersurface, otherwise define \( g := 1 \). Then for any data point \( u \in V \), we have the identity
\[
\text{EDpoly}_{X,u}(0) = f^2(u)g(u)
\]
up to a scalar factor.

Proof. If \( X \) is a hyperplane, the statement follows by Corollary 2.14. Otherwise \( \text{deg}(X) \geq 2 \), \( X^\vee \) is positive dimensional and \((X^\vee \cap Q)^\vee \) is a hypersurface by Corollary 6.4.

On the one hand, by Corollary 5.5 we have that \( \text{EDpoly}_{X,u}(0) = f^h g^k \) for some positive integers \( h \) and \( k \), hence \( \text{deg}(\text{EDpoly}_{X,u}(0)) = h \cdot \text{deg}(f) + k \cdot \text{deg}(g) \). On the other hand, by Corollary 4.6 and Theorem 6.3 we have that \( h \geq 2 \) and \( \text{deg}(\text{EDpoly}_{X,u}(0)) = 2 \cdot \text{deg}(f) + \text{deg}(g) \).

The hypotheses of Theorems 6.5 and 7.1 are reasonable and agree with the principal results in the ED degree-philosophy. Anyway, in many important examples related to varieties of tensors with the Frobenius quadratic form, these hypotheses are not satisfied. A positive result is that we can relax the assumptions of transversality at least for computing the exact multiplicity of the equation of \( X \) in \( \text{EDpoly}_{X,u}(0) \), when \( X \) is a hypersurface.

Proposition 7.2. Let \( X \subset \mathbb{P}(V) \) be an irreducible projective hypersurface. Then the equation of \( X \) appears with multiplicity two in \( \text{EDpoly}_{X,u}(0) \).

Proof. Quadric hypersurfaces of \( \mathbb{P}(V) \) that are transversal to \( X \) and \( X^\vee \) form a dense open subset \( U \subset \mathbb{P}(S^2V) \). In particular, \( Q \) is the limit of a sequence \( \{Q_j\} \subset U \). Let \( \text{EDpoly}_{X,u}^{(j)}(t^2) \) be the ED polynomial of \( X \) at \( u \in V \) with respect to the quadric \( Q_j \), for all \( j \). By Theorem 7.1, for all \( j \) we have
\[
\text{EDpoly}_{X,u}^{(j)}(0) = f^2 \cdot g_j,
\]
where \( g_j \) is the equation of \((X^\vee \cap Q_j)^\vee \). Moreover, by Corollary 5.5 we know that \( \text{EDpoly}_{X,u}(0) = f^\alpha \cdot g^\beta \) for some nonnegative integers \( \alpha \) and \( \beta \), where \( g \) is the equation of \((X^\vee \cap Q)^\vee \). In particular,
\[
f^\alpha \cdot g^\beta \cdot h = \text{EDpoly}_{X,u}(0) \cdot h = \lim_{j \to \infty} \text{EDpoly}_{X,u}^{(j)}(0) = \lim_{j \to \infty} f^2 \cdot g_j = f^2 \cdot \lim_{j \to \infty} g_j,
\]
for some homogeneous polynomial \( h \), possibly a scalar. In particular, \( \alpha \geq 2 \).
We show that actually \( \alpha = 2 \). If \( \alpha \geq 3 \), then \( f \) divides \( \lim_{r \to \infty} g_j \), that is, \( f \) divides \( g \) or \( f \) divides \( h \). It remains to show that \( f \) cannot divide \( g \). In particular, our claim is that \( \text{cdim}_g([X^\vee \cap Q]) \geq 2 \).

Consider a smooth point \( z \in X^\vee \cap Q \) and the corresponding normal space \( S_z := N_z(X^\vee \cap Q) \). Assume that \( l_1, \ldots, l_r \) are the linear polynomials defining \( S_z \). We denote by \( \overline{S}_z \) the variety defined by \( \bar{l}_1, \ldots, \bar{l}_r \), where the bar means complex conjugation. If \( z \in \overline{S}_z \), then \( q(z - \bar{z}, y) = 0 \) for all \( y \in T_z(X^\vee \cap Q) \). In particular, \( q(\bar{z}, z) = q(z, \bar{z}) - q(z, z) = q(\bar{z} - z, z) = 0 \), contradiction. This implies that \( S_z \not\subseteq \overline{S}_z \) and, in turn, that \( \text{cdim}_g(S_z) \geq 2 \). The claim follows by Definition 3.1.

The simplest case is when \( V \) is 2-dimensional. Let \( C : f(x, y) = 0 \) be an affine plane curve which is transversal to the isotropic quadric at infinity. In this case, \( Q_\infty = \{I, J\} \), where \( I = [1, \sqrt{-1}, 0], J = [1, -\sqrt{-1}, 0] \).

Looking at Proposition 5.2, for any \( p \in C_{\text{sm}} \), we have \( J_C, p \not\subseteq \emptyset \) if and only if \( T_p C = p + \langle v \rangle \) with \( v \in \{(1, \sqrt{-1}), (1, -\sqrt{-1})\} \). In other words, the lowest term of \( \text{EDpoly}_{C,u} \) is the product of \( f \) times the linear factors coming from tangent lines to \( C \) meeting \( I \) or \( J \) at infinity.

Now we assume that the projective closure \( \overline{C} \) is transversal to the isotropic quadric \( \overline{Q} \) and we consider the ED polynomial of \( \overline{C} \). We have already mentioned that \( \text{EDpoly}_{C,u} \) is in general not related with \( \text{EDpoly}_{\overline{C},u} \). This fact is even more clear when focusing on the lowest term of \( \text{EDpoly}_{C,u} \). In this case, according to Corollary 5.5, \( \text{EDpoly}_{C,u}(0) \) is up to a scalar factor the product of the homogenization of \( f \) times the linear factors coming from tangent lines to \( \overline{Q} \) at the points of \( \overline{C}^\vee \cap \overline{Q} \).

**Example 7.3.** For example, consider the hyperbola \( X : 4x_1^2 - 9x_2^2 - 1 = 0 \) in Figure 3. Given a data point \( u = (u_1, u_2) \in C^2 \), one can verify that

\[
\text{EDpoly}_{X,u}(0) = (4u_1^2 - 9u_2^2 - 1)^2(1296u_1^4 + 2592u_1^2u_2^2 + 1296u_2^4 - 936u_1^2 + 936u_2^2 + 169).
\]

As explained before, the second factor of the above polynomial is the product of the four pairwise conjugate lines tangent to \( X \) and meeting \( I \) or \( J \) at infinity. On the other hand, we consider the projective closure \( \overline{X} : 4x_1^2 - 9x_2^2 - x_0^2 = 0 \) of \( X \) and we compute its ED polynomial with respect to the point \( \overline{u} = [1, u_1, u_2] \). Now we obtain that

\[
\text{EDpoly}_{\overline{X},\overline{u}}(0) = (4x_1^2 - 9y_2^2 - 1)^2(1024x_1^4 + 2880x_1^2y_2^2 + 2025y_1^4 - 832x_1^2 + 1170y_2^2 + 169).
\]

Note that the second factor of \( \text{EDpoly}_{\overline{X},\overline{u}}(0) \) corresponds to the dual variety of \( \overline{X}^\vee \cap \overline{Q} \) which is the union of four pairwise conjugate lines different from its corresponding ones in \( \text{EDpoly}_{X,u}(0) \).

In order to display all these lines, we consider the change of coordinates of equations \( z_1 = -\sqrt{-1}x_1, z_2 = x_2 + \sqrt{-1}x_3, z_3 = x_2 - \sqrt{-1}x_3 \). Then the image of \( X \) is the ellipse of equation \( 13x_2^2 - 10xy + 13y_2^2 - 4 = 0 \). On the one hand, the points \( A, B, C, D \) in Figure 3 generate the four lines corresponding to the second factor of \( \text{EDpoly}_{X,u}(0) \). Note that in the new coordinates the lines meeting \( I \) and \( J \) at infinity are the horizontal and vertical lines respectively. On the other hand, the union of the four lines generated by \( E, F, G, H \) correspond to the second factor of \( \text{EDpoly}_{\overline{X},\overline{u}}(0) \).

For all \( n \geq 1 \) we define the integer

\[
N := \begin{cases} 
2(n - 1) & \text{if } d = 2 \\
\frac{(d-1)n-1}{d-2} & \text{if } d \geq 3.
\end{cases}
\]  

(7.1)

If the hypersurface \( X \subset \mathbb{P}(V) \) is general, then by [DHOST, Corollary 2.10] \( \text{EDdegree}(X) = N \).

For example, a general plane curve \( C \subset \mathbb{P}^2 \) has \( \text{EDdegree}(C) = d^2 \) and a general surface \( S \subset \mathbb{P}^3 \) has \( \text{EDdegree}(S) = d(d^2 - d + 1) \).
Things get more difficult if we allow $X$ to have isolated singularities. Recalling from [D, Section 1.2.3] that $\mu(Y, y)$ is the Milnor number of an isolated singularity $y$ of a complete intersection subvariety $Y \subset \mathbb{P}(V)$, we have the following result (see [Piel15]).

**Theorem 7.4.** Let $X \subset \mathbb{P}(V) \cong \mathbb{P}^{n-1}$ be a hypersurface of degree $d$. Suppose $X$ has only isolated singularities. For any point $x \in X_{\text{sing}}$, let

$$e(X, x) := \mu(X, x) + \mu(H \cap X, x),$$

where $H$ is a general hyperplane section of $X$ containing $x$. Then

$$\text{EDdegree}(X) = N - \sum_{x \in X_{\text{sing}}} e(X, x),$$

(7.2)

where the integer $N$ has been defined in (7.1).

It is known (see [D, Example 1.2.3]) that if $x \in X$ is a singular point of type $A_k$, then

$$\mu(X, x) = k, \quad \mu(H \cap X, x) = 1.$$  

This gives the formula of the ED degree of a hypersurface with $s$ singularities of type $A_{k_1}, \ldots, A_{k_s}$

$$\text{EDdegree}(X) = N - (k_1 + 1) - \cdots - (k_s + 1).$$

In particular, if we consider a plane curve $C$ of degree $d$ with with $\delta$ ordinary nodes and $\kappa$ ordinary cusps, the ED degree of $C$ is

$$\text{EDdegree}(C) = d^2 - 2\delta - 3\kappa.$$  

(7.3)

**Example 7.5.** Let $C \subset \mathbb{R}^2$ be the real affine cardioid of equation $(x^2 + y^2 - 2x)^2 - 4(x^2 + y^2) = 0$. It has a cusp at the origin and at the isotropic points at $H_\infty$. Hence, according to the formula (7.3), EDdegree$(C) = 16 - 3 \times 3 = 7$. On the other hand, EDdegree$(C) = 3$: the drop is caused essentially by the non-transversality with $Q_\infty$. Computing the ED polynomial of $C$, one may observe that its leading coefficient is $(x - 1)^2 + y^2$, namely one branch of the distance function diverges when the chosen data point is $u = (1, 0)$. It is interesting to note that the projective embedding of $(1, 0)$ is the meeting point of the three tangent cones at the three cusps of $\overline{C}$. Moreover, the cardioid $C$ is the trace left by a point, initially at the origin, on the perimeter of a circle of radius 1 that is rolling around the circle centered in $(1, 0)$ of the same radius. In Figure 4 we see that the ED discriminants $\Sigma_C$ and $\Sigma_{\overline{C}}$ are dramatically different. While the real part of $\Sigma_C$ is again a cardioid, the real part of $\Sigma_{\overline{C}}$ divides the plane in four connected components, one of them is shown in the detail on the right of Figure 4.
Figure 4. The cardioid $C$ with its ED discriminant $\Sigma_C$ and the restriction to the affine plane of the ED discriminant $\Sigma_{\overline{C}}$ of its projectivization $\overline{C}$. A detail of $\Sigma_{\overline{C}}$ on the right.

A remarkable example when formula (6.1) cannot be used is the case of symmetric tensors of fixed degree.

Example 7.6 (The ED polynomial of the dual of the Veronese variety). First we clarify our notation. Let $W_R$ be a real $n$-dimensional Euclidean space endowed with a positive definite quadratic form $\tilde{q}$ and let $W := W_R \otimes \mathbb{C}$ be its associated complex vector space. Define $V_R := \text{Sym}^d W_R$. We set $x_1, \ldots, x_n$ and $a_{i_1 \cdots i_n}$ with $i_1 + \cdots + i_n = d$ as coordinates of $W_R$ and $V_R$, respectively. Each element $f \in V = V_R \otimes \mathbb{C}$ can be interpreted, up to scalars, as a homogeneous polynomial $f \in \mathbb{C}[x_1, \ldots, x_n]^d$, or equivalently as a degree $d$ symmetric tensor on $W$. The image of the map $v_{n,d}: W_R \to V_R, \quad v_{n,d}(x_1, \ldots, x_n) := (x_1^{i_1} \cdots x_n^{i_n})_{i_1 + \cdots + i_n = d}$
is the cone over the $d$-th Veronese variety of $\mathbb{P}(W_R)$. We will denote this cone by $X_R \subset V_R$ and its complexification by $X \subset V$. The variety $X$ consists of $d$-th powers of linear polynomials or, in other words, rank one symmetric tensors on $W$. Its dual $X^\vee$ is the well-known discriminant hypersurface, namely the variety defined by the vanishing of the classical multivariate discriminant $\Delta_d$ of a degree $d$ homogeneous polynomial on $W$ (see [GKZ, XIII]).

If we make $V_R$ an Euclidean space with a positive definite quadratic form $q$ that creates a transverse intersection between $X$ and the isotropic quadric $Q$, we have the identity (see [DHOST, Proposition 7.10])

$$\text{EDdegree}(X) = \frac{(2d-1)^n - (d-1)^n}{d}.$$  

(7.4)

Nevertheless, we want the Euclidean distance on $V_R$ to be compatible with the action of the group $SO(W)$. To this end, the good choice for $Q \subset \mathbb{P}(V)$ is the following:

$$Q: \quad \sum_{i_1 + \cdots + i_n = d} \binom{d}{i_1, \ldots, i_n} a_{i_1 \cdots i_n}^2 = 0.$$  

With this choice, one verifies immediately that $q(v_{n,d}(x)) = \tilde{q}(x)^d$ for all $x \in W$. However, this choice causes a drop in the ED degree of $X$ (see [DHOST, Corollary 8.7]):

$$\text{EDdegree}(X) = \frac{(d-1)^n - 1}{d-2}.$$  

(7.5)

Indeed, in this case $X \cap Q$ is a non-reduced variety of multiplicity $d$. This non-transversality is confirmed by the fact that the identity of Theorem 6.3 cannot hold, since the integer $c_{n,d} =$
The ED polynomial of the hypersurface $X^\vee$ is studied in detail in [Sod]. In this setting, given $f \in V_\mathbb{R}$, any critical point of the Euclidean distance function $d_f$ on $X_\mathbb{R}$ is called a critical rank one symmetric tensor for $f$. The case $d = 2$ deals with real symmetric matrices. For any symmetric matrix $U \in V$, we have the identity

$$\text{EDpoly}_{X^\vee, U}(t^2) = \psi(t)\psi(-t) = \det(U - tI_n)\det(U + tI_n),$$

where $\psi(t) = \det(U - tI_n)$ is the characteristic polynomial of $U$. In particular, the lowest term of $\text{EDpoly}_{X^\vee, U}$ is the square of $\det(U)$. The classic notions of eigenvalue and eigenvector of a symmetric matrix have been extended by Lek-Heng Lim and Liqun Qi in [L, Q] to any value of $d$ (and, more in general, for any $n$-dimensional tensor of order $d$ non necessarily symmetric). In particular, they introduced the $E$-eigenvectors and $E$-eigenvalues of a symmetric tensor. We follow the notation used in [Sod, Definition 1.1].

A striking interpretation of the critical rank one symmetric tensors for $f \in V_\mathbb{R}$ is contained in the following result.

**Theorem 7.7** ([L], variational principle). Given $f \in V_\mathbb{R}$, the critical rank one symmetric tensors for $f$ are exactly of the form $x^d$, where $x = (x_1, \ldots, x_n)$ is an eigenvector of $f$.

A consequence of this result is that every symmetric tensor $f \in V$ has at most $\text{EDdegree}(X)$ (see formula (7.5)) distinct $E$-eigenvalues when $d$ is even, and at most $\text{EDdegree}(X)$ pairs $(\lambda, -\lambda)$ of distinct $E$-eigenvalues when $d$ is odd. This bound is attained for general symmetric tensors (see [CS]).

The characterization of critical rank one symmetric tensors given in Theorem 7.7 is used by Draisma, Ottaviani and Tocino in [DOT], where they deal more in general with the best rank $k$ approximation problem for tensors. In particular, it is shown in [DOT] that the critical rank one tensors (more generally, the critical rank $k$ tensors) are contained in a subspace. This fact is false for general varieties, because looking at Example 2.16, one can verify immediately that the four critical points of an ellipse are not aligned.

As the eigenvalues of a symmetric matrix are the roots of its characteristic polynomial, the $E$-eigenvalues of a symmetric tensor $f \in V$ can be computed via its $E$-characteristic polynomial $\psi_f$ (see [Sod, Definition 1.2]). When $d$ is even, the $E$-characteristic polynomial of $f = f(x) \in V_\mathbb{R}$ is, up to a scalar,

$$\psi_f(t) := \Delta_d \left( f(x) - t\tilde{q}(x)^{d/2} \right),$$

where we recall that $\tilde{q}$ is the quadratic form of $W_\mathbb{R}$. On the other hand, a relation equivalent to (7.7) is no longer possible for $d$ odd.

It is shown in [Sod] that, for any value of $d$, the lowest term of $\text{EDpoly}_{X^\vee, f}(t^2)$ is the square of $\Delta_d(f)$, namely the polynomial defining the hypersurface $X^\vee$. Therefore the integer $c_{n,d}$ introduced previously is exactly the degree of the leading coefficient of $\text{EDpoly}_{X^\vee, f}(t^2)$. Hence the distance function $d_f$ on $X^\vee$ is not integral for all $n \geq 1$ and $d > 2$. In particular, the hypersurface cut out by the leading coefficient of $\text{EDpoly}_{X^\vee, f}(t^2)$ is the dual of the reduced variety associated to $X \cap Q$, that is the dual of the embedding in $V_\mathbb{R}$ of the isotropic quadric of $W_\mathbb{R}$. These facts combined together lead to a closed formula (see [Sod, Main Theorem]) for the product of the $E$-eigenvalues of a symmetric tensor, which generalizes to the class of symmetric tensors the known fact that the determinant of a symmetric matrix is the product of its eigenvalues.
In particular, the ED polynomial of $X^\vee$ has a nice factorization which generalizes the formula (7.6) to an arbitrary even degree:

$$\text{EDpoly}_{X^\vee,f}(t^2) = \psi_f(t) \psi_f(-t) = \Delta_d \left( f(x) - t \bar{q}(x)^{d/2} \right) \Delta_d \left( f(x) + t \bar{q}(x)^{d/2} \right).$$

Properties like the above-mentioned one are studied in a paper in preparation by the second author in the more general setting of non-symmetric tensors and in particular in the case of boundary format tensors.

8. The case of matrices

Consider the vector space $M_{m,n}$ of $m \times n$ matrices with $m \leq n$, with natural bilinear form defined by $q(U,T) := \text{tr}(UT^T)$ for all $U,T \in M_{m,n}$. This form induces the Frobenius norm $q(U)^2 = \sum_{i,j} u_{ij}^2$. For any data point $U \in M_{m,n}$, we can consider its singular value decomposition

$$U = T_1 \cdot \Sigma \cdot T_2,$$

where $\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_m)$ and $\sigma_1 > \ldots > \sigma_m$ are the singular values of $U$, while $T_1, T_2$ are orthogonal matrices of format $m \times m$ and $n \times n$ respectively. For any $r \in \{1, \ldots, m\}$, let $X_r \subset M_{m,n}$ be the variety of $m \times n$ matrices of rank $\leq r$. The Eckart-Young Theorem states that the critical points of the distance function $d_U$ from $X_r$ are of the form

$$U = T_1 \cdot (\Sigma_{i_1} + \cdots + \Sigma_{i_r}) \cdot T_2,$$

where $\Sigma_j = \text{diag}(0, \ldots, 0, \sigma_j, 0, \ldots, 0)$ for all $j \in \{1, \ldots, m\}$, and $I = \{i_1 < \cdots < i_r\}$ runs over all $r$-element subsets of $\{1, \ldots, m\}$. In particular we have that $\text{EDdegree}(X_r) = \binom{m}{r}$. With a bit of computation, applying Proposition 2.3 and using equation (8.1), the ED polynomial of $X_r$ can be written (up to a constant factor) as (see also [HW, Example 2.9])

$$\text{EDpoly}_{X_r,U}(t^2) = \prod_{1 \leq i_1 < \cdots < i_r \leq m} \left( t^2 - \text{tr}\{ (\Sigma - (\Sigma_{i_1} + \cdots + \Sigma_{i_r})]^2 \} \right)$$

$$= \prod_{1 \leq i_1 < \cdots < i_r \leq m} \left[ t^2 - \left( \sigma_1^2 + \cdots + \sigma_{i_1}^2 + \cdots + \sigma_{i_r}^2 + \cdots + \sigma_m^2 \right) \right].$$

In particular, for $r = m - 1$ the last formula simplifies as in the following result. We recall that the dual variety of $X_r$ is $(X_r)^\vee = X_{m-r}$ for all $r \in \{1, \ldots, m - 1\}$.

**Theorem 8.1.** Let $X = X_1 \subset M_{m,n}$ be the cone of rank one matrices. Then

$$\text{EDpoly}_{X^\vee,U}(t^2) = \text{det}(UU^T - t^2 I_m)$$

$$\text{EDpoly}_{X,U}(t^2) = (-1)^m \text{det}(t^2 I_m + UU^T - \text{tr}(UU^T)I_m).$$

**Example 8.2.** Let $\mathcal{M} \subset \mathbb{R}^{m \times n}$ be an orthogonally invariant matrix variety as in [DLOT] and let $S = \{ x \mid \text{Diag}(x) \in \mathcal{M} \}$ its diagonal restriction. Without loss of generality, suppose $m \leq n$. Let $\sigma(U) = (\sigma_1(U), \ldots, \sigma_m(U))$ be the set of singular values of a matrix $U \in \mathbb{R}^{m \times n}$.

Then the Theorem 4.11 of [DLOT] may be reformulated as follows.

$$\text{EDpoly}_{\mathcal{M},U}(t^2) = \text{EDpoly}_{S,\sigma(U)}(t^2).$$

Note that this correspondence preserves duality, that is

$$\text{EDpoly}_{\mathcal{M}^\vee,U}(t^2) = \text{EDpoly}_{S^\vee,\sigma(U)}(t^2).$$

For example, the ED polynomial of the essential variety $\mathcal{E} \subset \mathbb{C}^{3 \times 3}$ in computer vision (see [DLOT, Example 2.7]) is

$$\text{EDpoly}_{\mathcal{E},U}(t^2) = \prod_{(ijk) \text{ cyclic perm. of } (1,2,3)} \left[ t^2 - (\sigma_i - \sigma_j)^2/2 - \sigma_k^2 \right] \left[ t^2 - (\sigma_i + \sigma_j)^2/2 - \sigma_k^2 \right].$$
where $\sigma_1$, $\sigma_2$, $\sigma_3$ are the singular values of the $3 \times 3$ matrix $U$. Note that neither $E$ nor $E^\vee$ is a hypersurface, while the varieties $(E^\vee \cap Q)^\vee$ and $(E \cap Q)^\vee$ are both reduced. Therefore $(E^\vee \cap Q)^\vee$ and $(E \cap Q)^\vee$ are both hypersurfaces by Corollary 5.5.

The lowest term $\text{EDpol}_E(U)(0)$, which is the equation of $(E^\vee \cap Q)^\vee$, is equal to

$$4a_1^6 - 12a_1^2a_2 - 15a_1^2a_2^2 + 144a_1^2a_3 - 4a_2^3 - 90a_1a_2a_3 - 27a_3^2,$$

where $a_1, a_2, a_3$ are defined by the equation $\det(UU^T + \lambda I) = \lambda^3 + \lambda^2a_1 + \lambda a_2 + a_3$. The lowest term of the ED polynomial for the dual variety, namely $\text{EDpol}_{E^\vee}(U)(0)$, is equal to the discriminant

$$a_1^2a_2^2 - 4a_1^3a_3 - 4a_2^3 + 18a_1a_2a_3 - 27a_3^2,$$

which is the equation of $(E \cap Q)^\vee$.
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