Fine reconstruction of underwater images for environmental feature fusion
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Abstract
Complicated underwater environments, such as occlusion by foreign objects and dim light, causes serious loss of underwater targets feature. Furthermore, underwater ripples cause target deformation, which greatly increases the difficulty of feature extraction. Then, existing image reconstruction models cannot effectively achieve target reconstruction due to insufficient underwater target features, and there is a blurred texture in the reconstructed area. To solve the above problems, a fine reconstruction of underwater images with the target feature missing from the environment feature was proposed. Firstly, the salient features of underwater images are obtained in terms of positive and negative sample learning. Secondly, a layered environmental attention mechanism is proposed to retrieve the relevant local and global features in the context. Finally, a coarse-to-fine image reconstruction model, with gradient penalty constraints, is constructed to obtain the fine restoration results. Contrast experiment between the proposed algorithm and the existing image reconstruction methods has been done in stereo quantitative underwater image data set, real-world underwater image enhancement data set, and underwater image data set, clearly proving that the proposed one is more effective and superior.
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Introduction
Underwater environment surveys and intelligent operations are mainly relying on underwater autonomous underwater vehicle (AUV). AUV perceives the information of surrounding environment via the visual perception system, providing important guarantee for the realization of autonomous navigation capabilities, target recognition and tracking, autonomous route planning, and coordinated control. However, there are a large number of algae, plankton, and impurities in the ocean. And the water body has a strong attenuation effect on natural light. These factors seriously affect the underwater imaging effect, resulting in occlusion of underwater images and dim light, and a large amount of target information in underwater images is missing. At the same time, the features of underwater images are difficult to extract because of the complex background information. These factors seriously affect the
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effect of underwater imaging by covering targets or attenuating light, so a large amount of target information in underwater images has been missed. Therefore, with accurate reconstruction of the images mentioned above, AUV will perform well underwater.⁴,⁵

Image reconstruction is realized by using the adjacent feature information of the missing part or the overall structure information of the image and by adopting a certain reconstruction technology to reconstruct the missing area of the image.⁶ The core technology of image reconstruction is that the global semantic structure should be maintained and vivid texture details should be generated as well in the image reconstruction area.⁷–⁹ Most of the traditional reconstruction methods are based on texture synthesis and structure-based reconstruction methods to achieve image reconstruction. The reconstruction methods based on texture synthesis all use low-level features or patches to reconstruct the missing areas of the image.¹⁰–¹⁴ The structure-based reconstruction method is based on the structure of the image and reconstructs the missing area through the method of gradual diffusion.¹⁵–¹⁷ The traditional reconstruction methods are only fit for the scenes with single background or small missing area, exposing significant deficiency for the underwater images in complex scenes, or with a large amount of missing information. This type of image requires a high degree of understanding of information to achieve underwater image reconstruction.

The rapid development of deep learning methods has provided a new avenue for image reconstruction.¹⁸–²⁰ The image reconstruction method based on deep learning heavily trains the data of the database in a deep learning network, enabling the reconstruction model to learn more deep-level feature information of the image. As generative adversarial networks (GANs), which are regarded as an unsupervised deep learning model, are applied in the field of image reconstruction,²¹–²³ the image reconstruction has got further development. The image reconstruction is accomplished by the structure of encoder and evaluated the authenticity of the restored image by a discriminator, so it can ensure the quality of the reconstructed image.

There are a large number of algae, plankton, and impurities in the ocean. Moreover, the visibility is very low in deep water for a strong attenuation of light from the water body. Complicated underwater environments, such as occlusion by foreign objects and dim light, can cause serious loss of underwater targets feature. Many factors cause the lack of underwater image feature information, so that the existing image reconstruction model cannot achieve effective reconstruction of these images. To solve the above problems, this article proposes a fine reconstruction algorithm of the underwater image with the target feature missing from the environment feature. Firstly, the environmental attention mechanism is proposed to retrieve relevant local and global environmental features in the context. The model makes greater use of environmental information to solve the problem of insufficient target information. Secondly, it constructs the image reconstruction network from rough to fine. This article embeds the environmental feature attention mechanism layer into the coarse reconstruction network. At the same time, the relevant feature coherent layer is embedded in the fine-grained reconstructed network to obtain more ideal reconstruction results. Finally, through the learning of positive and negative samples in image reconstruction model training, the reconstruction model pays more attention to salient features in the process of extracting features. This can improve the efficiency of training and solve the problem that the target is difficult to extract. The reconstruction results of the model in this paper are shown in Figure 1. The principle is shown in Figure 2. Successful reconstruction of underwater images in the presence of occlusions will not only facilitate autonomous control and collaborative mission planning of AUVs but also have a significant impact on ocean exploration, underwater research, and underwater operations. The contribution of this article can be summarized in three points:

1. Construct an image reconstruction network from rough to fine. And embedding relevant feature coherence layers in the fine reconstruction network for further refinement and perfection of the rough reconstruction results. This image reconstruction model is applied to the field of underwater

Figure 1. The reconstruction results of reconstruction model in this article. The top two images are the input underwater images with occlusion phenomenon. The lower two images are the results of the reconstruction obtained by our reconstruction model.
incomplete images. It will be helpful for underwater environment survey and underwater intelligent operation.

2. Proposes a hierarchical environmental attention mechanism, which can make greater use of background information. Solving the problem of ineffective image reconstruction due to insufficient data.

3. For the first time, the idea of positive and negative sample learning is applied to the field of underwater images. It can improve the efficiency of training and solve the problem of difficult target extraction. The learning and reconstruction capabilities of the image reconstruction model have been improved.

The rest of this article is shown as follows: the second section introduces related work. The third section introduces the principle of underwater image reconstruction algorithm proposed in this article. The fourth section introduces the design simulation based on the proposed algorithm and analyzes the experimental results. The fifth section draws conclusions and points out future research work.

**Related work**

*Image reconstruction*

The current image reconstruction methods are mainly divided into two categories. One is a nonlearning image reconstruction method and the other is an image reconstruction method based on learning. Nonlearning image reconstruction methods mainly achieve image reconstruction of missing area by diffusing neighboring information or copying information from the most relevant area of the background.\textsuperscript{10,15} This approach produces smooth and realistic results; however, its computational cost and memory usage are very large. To solve this problem, Barnes et al. proposed a fast nearest-neighbor calculation method for image reconstruction,\textsuperscript{24} which greatly improved the calculation speed and can obtain a high-quality reconstruction effect. Nonlearning methods are very effective for surface texture synthesis. But they cannot generate semantically meaningful content. So the nonlearning image reconstruction method is not suitable for processing large missing areas.

As for learning-based image reconstruction methods, incomplete image reconstruction is usually realized by making use of deep learning and GAN strategies. Pathak et al.\textsuperscript{25} proposed an image reconstruction method based on upper and lower feature prediction, which extracts the depth features of the entire image through a context encoder (CE) and makes reasonable assumptions about the generation of missing parts. At the same time, the pixel loss function is used to make the generated result clearer. However, it does not work well in fine texture generation. To solve this problem, Chao et al. proposed a multiscale image reconstruction model based on the combination of image features and texture constraints.\textsuperscript{26} This method synthesizes lifelike high-frequency details through the encoder–decoder structure in the convolutional neural network model and the generated patches, so as to obtain a clearer and more coherent reconstruction effect. Jiahui et al. proposed a repair model based on unified prefeedback.\textsuperscript{27} The model includes a context attention layer. Its principle is that to use the feature information of the known patch is used as a convolution processor. The patch generated by the convolutional design is matched with the known contextual patch, and the patch features are weighted by softmax and deconvolved to reconstruct the generated patch using the known contextual patch to obtain a fine texture reconstruction effect. However, this method ignores the semantic relevance and feature continuity of the incomplete region. To solve this problem, Liu et al. proposed an image reconstruction model based on refined deep learning.\textsuperscript{28} This method proposes to adopt a new coherent semantic layer and retain the upper and lower semantic context structure through the coherent semantic layer, and the inferred part is more reasonable.

*Contextual attention*

The attention mechanism can retrieve image background feature information, which improves image processing capability, so it has been widely used in the field of
To improve the classification ability of images, Mnih et al. introduced the attention mechanism into the CNN, which greatly improved the learning ability of the model. Xu et al. divided the attention mechanism into two types, namely soft attention and hard attention. The relevant global features are extracted via soft attention. Extract the relevant features of small areas via hard attention. Similarly, the attention mechanism is introduced into the field of image reconstruction. More potential feature information is obtained by means of the contextual attention (CA) mechanism to improve the effect of image reconstruction.

Contrastive learning

Contrastive learning, a self-supervised learning method, principle is that the model is able to note the salient features of the samples by positive and negative sample learning, thus greatly reducing the computational effort of model training. Bo and Lin improved the overall quality of the subtitles by comparing and learning the correlation between the image and the subtitles. Through the model’s learning of “similar” data points and “negative samples,” the weight of the representation of similar data is gradually increased, thereby reducing the workload of sample labeling. He et al. used comparative learning to build a large dynamic dictionary and proposed comparative unsupervised learning to improve the detection ability of the model.

In view of the lack of information in the occlusion of underwater images, the existing image reconstruction technology cannot achieve image reconstruction. This article proposes fine reconstruction of underwater images with environmental feature fusion. In the construction of a fine reconstruction model, the attention mechanism will be embedded in the reconstruction model. At the same time, via positive sample and negative sample learning, the reconstruction model can pay attention to the salient features of the sample. The orthomorphic structure of the repair model in this article is shown in Figure 2. And the detailed principles will be elaborated in the third section.

Proposed approach

Feature extraction

Underwater objects tend to be obscured by foreign objects in complex underwater environments. In this article, the occluded underwater objects are defined as underwater targets. At the same time, the occluded area is defined as the missing area.

The underwater light is dim, and the movement of underwater plankton causes slight deformation of the underwater target. These factors undoubtedly increase the difficulty of underwater image feature extraction. At the same time, underwater images are difficult to obtain, which cannot meet the needs of deep learning models that require a large number of samples for training. To solve this problem, positive and negative sample learning is introduced to extract the features of underwater targets.

VGGNet, a network model proposed by Kamalyan and Simonyan, has the following characteristics of deep network, small convolution kernel, and small pooling kernel. Increasing the depth of the model can improve its feature extraction capability. At the same time, the model also has generalization capability to adapt to different data sets. Therefore, extract the features of underwater targets, using the visual geometry group (VGG)-16 model network. The class of the sample should be clarified. As shown in Figure 3, the underwater images with occlusion phenomenon are positive samples. The obscured underwater objects are defined as real values and the images irrelevant to the underwater target are defined as negative samples. The principle is shown in the following equation.
\[ S(f(x), f(x^+))^3 S(f(x), f(x^-)) \]  

(1)

where \( x^+ \) indicates samples similar to \( x \), called positive samples and \( x^- \) indicates samples not similar to \( x \), called negative samples. \( S(\cdot, \cdot) \) represents the degree of similarity between samples. Learning from positive and negative samples can make the difference between similar samples smaller and the difference between dissimilar samples larger. Then the positive sample is represented as \( \{x, x^+\} \). Negative samples represent \( \{x_1, x_2, ..., x_k\} \). To make the positive samples \( \{x, x^+\} \) have the concept of semantic level, this article classifies all samples with similar characteristics into e-type. Then the probability distribution of this class can be expressed as \( D_c \). Similarly, take \( D_b \) to represent the probability distribution of negative samples, which can be expressed as follows

\[
D_c(x, x^+) = E_{c \sim \rho} D_c(x)D_c(x^+) \tag{2}
\]

\[
D_b(x^-) = E_{b \sim \rho} D_b(x^-) \tag{3}
\]

where distribution \( D_c \) represents data similar to the target, distribution \( D_b \) represents data not related to the target, and \( \rho \) represents the distribution of data on the C category. Positive sample \( \{x, x^+\} \sim D_c \), negative sample \( \{x_1, ..., x_k\} \sim D_b \). According to the principle of Eq. (1), the model learned gradually approaches the positive sample and finally realizes the feature extraction of the underwater image.

The complex underwater environment results in underwater objects to be obscured. These factors that block objects are closely related to underwater objects. Such usage of the background information will contribute to the reconstruction of underwater images. This article proposes extracting relevant environmental information in the background by using hierarchical environmental feature attention mechanism. The environmental feature attention mechanism will retrieve and copy feature information patches from the known background to reconstruct the patch of the missing area. When selecting patches, the most concerned issue of this article is how to match the missing target features with the surrounding environment.

The paramount consideration is the local environmental characteristics, matching the missing pixel characteristics of the target with the surrounding environmental information. Extract the patch from the background and shape it into a convolution filter. To further verify the matching degree between the extracted background patch \( x' \) and the target features \( x \). This article uses cosine similarity to detect. The principle is shown in the following equation

\[
\hat{s}_c(x', x) = \frac{x \cdot x'}{\|x\| \cdot \|x'\|} \tag{4}
\]

where \( \hat{s}_c(x', x) \) represents the similarity between background patch \( x' \) and the target information \( x \). Then, the attention weight of each pixel in the softmax is weighed according to the similarity between the background patch \( x' \) and the target information \( x \). That is, the attention level of each pixel can be expressed as \( \hat{S}_c(x', x) = \alpha \text{softmax}_{x, x'}(\hat{s}_c(x', x)) \), where \( \alpha \) is a constant. The foreground feature changes equally with the change of the background patch corresponding to the attention. For example, the value of \( \hat{S}_c(x', x+1) \) is close. This article uses coherent thinking to achieve the consistency of attention to local environmental features. The principle is shown in the following equation

\[
\hat{s}_c(x', x) = \sum_{i \in \{k, ..., -k\}} S_c(x', x+1) \tag{5}
\]

To make better use of background information, this article proposes to aggregate global-level environmental feature information based on the overall characteristics of the input image. And the derived attention feature information is called global environmental attention feature information. The same as the above principle, the global-level environmental attention mechanism is expressed as follows

\[
\hat{S}_g(x', x) = \sum_{i \in \{k, ..., -k\}} S_g(x', x+i) \tag{6}
\]

Through the above, the background features of local environment attention and the background features of global environment attention can be obtained. In this article, the environment feature information of these two parts is fused by convolutional layer. Thereby a layered environmental attention mechanism is obtained. The degree of attention between the background patch \( x' \) and the target feature \( x \) can be expressed as follows

\[
s = f_{\text{conv}}\left(\hat{S}_c(x', x) \oplus \hat{S}_g(x', x)\right) \tag{7}
\]

where \( f_{\text{conv}}(\cdot) \) means convolution operation and \( \oplus \) means conjunction. The hierarchical environmental feature attention mechanism can make use of environmental information to a greater extent in the test, enriching the target data in the training.

**Refactoring model construction**

The model designed in this article is mainly divided into two parts: the rough reconstruction part and the fine reconstruction part. Its structure is shown in Figure 4. Input the occluded image \( I_{\text{in}} \) into the rough reconstruction network, and get a rough reconstructed image \( I_r \). The image \( I_{\text{in}} \) to be reconstructed and the rough reconstructed image \( I_r \) are put into the fine reconstructed network. The reconstructing network will quickly extract the effective feature information of the superimposed area. This can obtain a finely reconstructed image, so as to realize the reconstruction of the incomplete image.

The rough repair network designed in this article is a repair model based on GAN strategy. It associates each
layer of the encoder with the characteristics of the corresponding layer of the decoder. The encoder obtains the depth feature representation of the image to be reconstructed. And the decoder predicts and generates missing area information based on the feature. This article embeds the hierarchical environmental feature attention mechanism into the rough reconstruction network. In the image reconstruction model, Wasserstein Generative Adversarial Network Gradient Penalty (WGAN-GP) loss is better than the existing GAN loss, and it will produce a better effect when combined with the reconstruction loss function. The Wasserstein-1 distance in WGAN is expressed as follows when combined with the reconstruction loss function.

The WGAN-GP reconstruction model uses gradient penalty constraints to train and optimize the generator of the original WGAN-GP network. The generated data distribution is compared with the original data distribution by distance \( W(P_r, P_g) \). The following equation expresses its objective function

\[
\min_{G} \max_{D} \mathbb{E}_{\tilde{x} \sim P_r}[D(\tilde{x})] - \mathbb{E}_{z \sim P_g}[D(G(z))] \tag{10}
\]

where \( L \) represents the set of 1-Lipschitz functions. \( P_g \) is the implicit model distribution in \( \tilde{x} = G(z) \). \( G \) represents the input of the generator. The pixel-by-pixel reconstruction loss will directly return regresses holes to the current real image. WGAN learns to match the most likely correct image and applies the anti-gradient training generator. Since both losses measure distance in pixels, and combined losses are easier to train and make the optimization process more stable.

The image \( I_{in} \) and the rough reconstructed image \( I_r \) are put into the fine reconstruction network. The reconstructed network will quickly extract the effective feature information of the overlapped area. This greatly improves the reconfiguration effect of reconfigured networks. The network structure of the fine reconstruction model is similar to that of the rough reconstruction model. The difference is that the fine reconstruction network is embedded to...
enhance the feature correlation and feature continuity of the incomplete area. It can further improve the features of the reconstructed region by feature correlation. Make the incomplete part guessed more reasonable. The principle is shown in Figure 5.

Feature correlation is divided into two stages: search stage and generation stage. Generate each patch $x_{fi}$ for the reconstruction region $N (i \in (1,k), k$ denotes the number of small patches). The coherent layer of related features searches for the most matching patch $x_{fi}$ in the unoccluded area, which is used for initialization $x_{fi}$. Then uses patch $x_{fi}$ as the main feature information and refers to the already generated patch $x_{fi}$ to reconstruct three during the generation process. The principle can be expressed as follows

$$D_{max} = \frac{\langle x_{f1}, x_{f1} \rangle}{\|x_{f1}\| \cdot \|x_{f1}\|}$$ (11)

$$D_a = \frac{\langle x_{f1}, x_{f1-1} \rangle}{\|x_{f1}\| \cdot \|x_{f1-1}\|}$$ (12)

where $D_a$ represents the similarity between this neighboring patch. $D_{max}$ represents the similarity between the best matching patch $x_{f1}$ and the context area patch $x_{f1}$. Consider $D_a$ and $D_{max}$ as the weight of the generated patch. So that each patch contains the relevant characteristics of the feature and the information of the previous patch. Therefore, the generated patch can be expressed as follows

$$x'_{f1} = \frac{D_{at}}{D_{at} + D_{maxi}} \times x_{f1-1} + \frac{D_{maxi}}{D_{at} + D_{maxi}} \times x_{f1}, i \in (2,k)$$

(13)

The patch generation process is an iterative process, so $x'_{f1}$ is related to all previous patches $x'_{f1-1}$ and $x'_{f1}$. Each patch obtained has simultaneously obtained more information on feature correlation. Finally, the patch extracted in $X_f$ is used as a deconvolution filter to reconstruct $X_f$ to obtain a more realistic repair result. To further improve the effect of image reconstruction, a feature reconstruction recognizer is introduced in this article. The recognizer can distinguish between the original image and the reconstructed image. The adversarial loss is calculated based on the information of the special reconstruction features. The adversarial loss function $D_R$ is used for fine repairing the network, and the loss function $D_M$ is used for rough repairing the network as shown in the following equation

$$\begin{cases}
D_R = -E_{in\epsilon}(1 - D(I_{in}, I_r))^2 - E_{in\epsilon}[D(I_r, I_{in})^2] \\
D_M = -E_{in\epsilon}[D(I_m, I_{in})^2] - E_{in\epsilon}[D(I_{in}, I_m)^2]
\end{cases}$$ (14)

where $D$ represents the discriminator. $E_{in\epsilon}$ represents the operation of averaging the original data after discriminator identification. $E_{in\epsilon}$ represents the operation of averaging the generated data after discriminator identification.

**Image reconstruction and loss function**

The extraction of underwater image features is difficult. Also underwater images are difficult to obtain, which cannot meet the requirements of deep learning models that require a large number of samples for training. The VGG-16 model pretrained in the stereo quantitative underwater image data set (SQUID) database. The reconstruction model extracts feature information of the image to be reconstructed by learning positive and negative samples.
And the feature representation of the sample data is learned using the data itself as supervised information. Then the objective function is shown in the following equation

$$L_d = E \left[ \ell \left( \left\{ f(x)^T f(x^c)^T - f(x^+) \right\}_{i=1}^k \right) \right]$$

Thus, the relationship between \(M\) samples from \(D_z \times D_n\) can be expressed as follows

$$L'_d = \frac{1}{M} \sum_{i=1}^{M} \ell \left( \left\{ f(x)^T f(x^c)^T - f(x^+) \right\}_{i=1}^k \right)$$

Through the above analysis, the objective function based on unsupervised learning can be expressed as follows

$$L_z = E_{c,c'} E_{y,y'} \left[ \ell \left( \left\{ f(x)^T f(x^c)^T - f(x^+) \right\}_{i=1}^k \right) \right]$$

Image reconstruction often used perceptual loss to improve the reconstruction ability of image reconstruction networks. Since the reconstructed model in this article contains the relevant feature coherent layer. The past perceptual loss methods cannot be directly used to optimize the repair model based on convolution. Otherwise, it will affect the training of the reconstructed model and the reconstructed results. To solve this problem, this article adjusts the form of perceptual loss and proposes a solution to consistency loss. Set the encoder and the decoder feature spaces corresponding to the area to be reconstructed as the target. And the distance \(L_c\) is calculated according to this theory. The resulting consistency loss is shown in the following equation

$$L_c = \sum_{i \in M} \left\| W(I_w)_z - \phi_m(I_o)_z \right\|_2 + \left\| W_d(I_w)_z - \phi_m(I_o)_z \right\|_2$$

where \(\phi_m\) represents the parameters obtained through training in the VGG-16 network model. \(W_d(\cdot)\) represents the feature of the coherent layer of related features in the encoder, and \(W_m(\cdot)\) is the corresponding layer phase feature space of the relevant feature coherent layer in the decoder.

To make the rough repair image \(I_r\) and the fine reconstructed image \(I_m\) closer to the real image, we will use the distance \(L_1\) as our image reconstruction loss. The loss function is shown in the following equation

$$L_r = \|I_r - I_o\|_1 + \|I_m - I_o\|_1$$

Taking into account the consistency loss, edge loss function, contrastive loss, and reconstruction loss, the overall goal of the reconstruction model in this article is defined as follows

$$L = \alpha_r L_r + \alpha_c L_c + \alpha_d L_d + \alpha_h L_h$$

where \(\alpha_r\), \(\alpha_c\), \(\alpha_d\), and \(\alpha_h\) are the loss parameters of consistency loss, edge loss function, contrastive loss, and reconstruction loss, respectively.

### Experiment

In this section, a large number of experiments are designed to verify the performance of our proposed image reconstruction model. And comparative experiment is conducted between the current article and the existing methods in SQUID,36 Real-world Underwater Image Enhancement (RIUE) data set,37 and underwater image data set.

### Experimental setup

The experiment designed in this article is based on three data sets: SQUI data set, RIUE data set, and underwater image data set. The learning rate is set to \(2 \times 10^{-4}\) and \(\beta = 0.05\). The trade-off parameters are set to \(\alpha_r = 0.5\), \(\alpha_d = 0.1\), \(\alpha_c = 0.1\), and \(\alpha_h = 0.001\). We trained the raw data of the three data sets for 3 days, 3 days, and 1 day, respectively. All used for training and testing are 256 × 256, and the running speed on the GPU is 0.82 s/frame. We will compare the four methods, namely GAN,21 CE,25 CA,27 and coherent semantic attention (CSA).28 The hardware configuration of the experiment is as follows: CPU is Intel(R) Core(TM) i7-8700K@3.70 GHz and GPU is RTX 2080 Ti. Memory is 64G. The running environment is Python3.7, the model is written using the PyTorch library, and the operating system is Ubuntu-16.04.

### Qualitative experimental comparison

SQUID is a data set mainly aiming at the reconstruction of various underwater targets and underwater scenes. It is widely used in the field of underwater image research. It is mainly used in research fields such as underwater image enhancement, underwater image defogging, and underwater image three-dimensional (3D) reconstruction. This article selects a large number of underwater figures from the SQUID. The input image is occluded by the splash of the target feature, and the occluded part is reconstructed by the algorithm proposed in this article. In the experiment, the proposed algorithm is compared with GAN, CE, CA, and CSA image reconstruction models, with the simulation result shown in Figure 6.

The simulation results are shown in Figure 6. The input in the leftmost column is the underwater image where the target feature is lost due to splashes or water ripples. Others are the reconstruction results of GAN, CE, CA, and CSA algorithms. Experiment (A), experiment (B), experiment (D), and experiment (E) are experiments in which target features are lost due to water spray. Experiment (C) is an experiment of target deformation caused by water ripples. It can be obtained from the experimental results that GAN, CE, CA, and CSA cannot effectively reconstruct underwater images. For example, in experiment (A)
and experiment (D), although the CA and CSA models can be important the occluded part of the structure target, there is a fuzzy texture. The algorithm proposed in this article outperforms other algorithms in most cases. The model reconstruction results in this article are relatively clear and can effectively reconstruct the occlusion information. For example, experiment (C) and experiment (E) can reconstruct the information of human occlusion area well. And there is no loss of target features. Since the underwater target obscures too much area, there may be not enough learning of the scene to learn more features about the human body. Therefore, the image reconstruction is not so satisfactory. However, the restoration of the proposed algorithm is superior to other algorithms to some extent.

**Quantitative experimental analysis**

Due to individual differences, personal preferences, and other subjective factors, the evaluation of experimental results will be one-sided to a certain extent. To obtain a more accurate quality evaluation of the repair results, this article introduces peak signal-to-noise ratio (PSNR)\(^{38}\) and structural similarity index (SSIM)\(^{39}\) to analyze the repair results from the data to get more accurate evaluation results. The signal-to-noise ratio evaluates the quality of the image through the error of the pixels corresponding to the two images. The larger the value, the better the repair result of the image

\[
MSE = \frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} \|x(i,j) - y(i,j)\|^2
\]  

(21)

\[
PSNR = 10 \cdot \log_{10} \left( \frac{MAX^2}{MSE} \right)
\]  

(22)

where \(m\) and \(n\) represent the size of the image, and MSE represents the mean square error between the images. MAX\(^2\) represents the maximum value taken in the image.

Structural similarity is important to measure the structural similarity of the image from the brightness, contrast, and structural information of the image, thereby evaluating the degree of distortion of the image. The larger the value, the smaller the distortion. The closer the repaired image is...
Ours & 21.092 & 21.044 & 19.574 & 26.827 & 20.125 \\
CSA & 20.984 & 20.041 & 19.139 & 26.801 & 20.047 \\
CA & 20.163 & 19.986 & 18.299 & 26.784 & 19.938 \\
CE & 19.998 & 19.463 & 17.519 & 26.715 & 19.663 \\
GAN & 19.690 & 19.039 & 17.512 & 26.699 & 19.609 \\

### Table 2. SSIM values under different algorithms of SQUID database.

| Methods | Experiment number |
|---------|-------------------|
|        | A    | B    | C     | D     | E     |
| GAN    | 0.965 | 0.965 | 0.882 | 0.926 | 0.946 |
| CE     | 0.971 | 0.971 | 0.879 | 0.912 | 0.953 |
| CA     | 0.973 | 0.975 | 0.889 | 0.945 | 0.971 |
| CSA    | 0.975 | 0.980 | 0.927 | 0.951 | 0.972 |
| Ours   | 0.986 | 0.985 | 0.986 | 0.973 | 0.978 |

SQUID: stereo quantitative underwater image data set; SSIM: structural similarity index; GAN: generative adversarial network; CE: contextual encoder; CA: contextual attention; CSA: coherent semantic attention.

### Methods

| Experiment number |
|-------------------|
| A    | B    | C     | D     | E     |

#### Table 1. PSNR values under different algorithms of SQUID database.

| Methods | Experiment number |
|---------|-------------------|
|        | A    | B    | C     | D     | E     |
| GAN    | 19.690 | 19.039 | 17.512 | 26.699 | 19.609 |
| CE     | 19.998 | 19.463 | 17.519 | 26.715 | 19.663 |
| CA     | 20.163 | 19.986 | 18.299 | 26.784 | 19.938 |
| CSA    | 20.984 | 20.041 | 19.139 | 26.801 | 20.047 |
| Ours   | 21.092 | 21.044 | 19.574 | 26.827 | 20.125 |

PSNR: peak signal-to-noise ratio; SQUID: stereo quantitative underwater image data set; GAN: generative adversarial network; CE: contextual encoder; CA: contextual attention; CSA: coherent semantic attention.

#### to the original image, the principle is shown in the following equation

$$SSIM = \frac{(2\sigma_x \sigma_y + C_1)(2\delta_{xy} + C_2)}{(\sigma_x^2 + \sigma_y^2 + C_1)(\sigma_x^2 + \sigma_y^2 + C_2)}$$

where $\sigma_x$ and $\sigma_y$ are the average values of the original image and the restored image, respectively. $\sigma_x^2$ and $\sigma_y^2$ represent the variance. $\delta_{xy}$ represents the covariance. $C_1$ and $C_2$ represent the constant. Then the PSNR and SSIM of the above experiment can be expressed in the following.

When evaluating the quality of image reconstruction, people often use PSNR and SSIM for evaluation. The PSNR value of Figure 6 is shown in Table 1. It can be seen from the table that the repair result of this model is better than other models. The PSNR value of experiment (A) and experiment (B) is significantly higher than that of experiment (C), experiment (D), and experiment (E). The SSIM value of Figure 6 is shown in Table 2. It can be seen from the table that the SSIM value of the repair result of the model in this article is higher than that of other models. The PSNR value is significantly higher than that of other groups of experiments, thus explaining the underwater scene. It has a great influence on underwater image reconstruction.

RUIE data set is a data set for underwater image research proposed by Dhirubhai Ambani Institute of Information and Communication Soft International Institute. RUIE data set has several features: rich underwater images, large data volume of its main feature image, image scenes, various colors, rich detection targets, etc. It is mainly used for detection and recognition of underwater targets, and enhancement and recovery of underwater images. This article selects a large number of frogman images from the RUIE database. The local features of these frogmen are obscured by fish and then the target reconstruction for the obscured part is achieved by the proposed algorithm. In the experiments, the algorithm of this article is compared with GAN, CE, CA, and CSA image reconstruction models. The simulation results are shown in Figure 7 and their PSNR values and SSIM values are presented in Tables 3 and 4, respectively.

The simulation result is shown in Figure 6. The input in the leftmost column is the underwater image where the target feature is lost due to the occlusion of fish. Others are the reconstruction results of GAN, CE, CA, CSA, and ours image reconstruction models in order. It can be obtained from the experimental results that GAN, CE, CA, and CSA cannot effectively reconstruct underwater images. For example, in experiment (A), experiment (D), and experiment (E), the results of GAN and CE model reconstruction lose a lot of target features. As in experiments (D) and (E), although the CA and CSA models are able to reconstruct the obscured part of the target, there are blurred textures and the reconstruction area is blurred. The results of the model reconstruction in this article are relatively clear and can effectively reconstruct the occlusion information. As in experiment (D) and experiment (E), the algorithm proposed in this article can over effectively reconstruct the features of the human body, while other reconstructive models cannot. The experimental results verify that the image reconstruction model proposed in this article has certain advantages in the underwater field.

The PSNR values of the experimental results are presented in Table 5. From the data, it can be seen that the reconstruction results of this model are better than other models, and the PSNR values of experiments (E) and (F) are significantly higher than those of other experimental groups. It can be seen from the table that the SSIM value of the reconstruction result of the model in this article is significantly higher than that of other models, and the SSIM value is significantly higher than that of other groups of experiments. This shows that the proposed reconstruction model has certain advantages in underwater image reconstruction. To further demonstrate the superiority of the proposed algorithm, the PSNR and SSIM values corresponding to the experimental results of Figure 7 are represented by the line graphs as shown in Figures 8 and 9, respectively.
Figure 7. Repair results of each model in the RUIE database. The experiment is aimed at a scenario where the frogmen are obscured by fish, and the experiment aims to reconstruct the features of the frogmen in the obscured area. The leftmost row of the figure is the input image, and the others are the reconstruction results of GAN, CE, CA, CSA, and our image reconstruction models in order. RUIE: real-world underwater image enhancement; GAN: generative adversarial network; CE: context encoder; CA: contextual attention; CSA: coherent semantic attention.

Table 3. PSNR value of each repair result of RUIE database.

| Methods | Experiment number |
|---------|------------------|
|         | A    | B    | C    | D    | E    | F    |
| GAN     | 16.081| 17.779| 18.491| 16.159| 18.145| 21.617|
| CE      | 17.532| 18.176| 18.523| 16.384| 18.154| 21.818|
| CA      | 18.114| 18.845| 19.401| 17.489| 18.863| 22.325|
| CSA     | 18.667| 19.245| 19.603| 17.493| 19.066| 22.506|
| Ours    | 18.989| 20.653| 19.869| 17.885| 19.192| 22.989|

PSNR: peak signal-to-noise ratio; RUIE: real-world underwater image enhancement; GAN: generative adversarial network; CE: context encoder; CA: contextual attention; CSA: coherent semantic attention.

Table 4. PSNR value of each repair result of RUIE database.

| Methods | Experiment number |
|---------|------------------|
|         | A    | B    | C    | D    | E    | F    |
| GAN     | 0.941 | 0.939 | 0.954 | 0.919 | 0.874 | 0.935 |
| CE      | 0.947 | 0.951 | 0.961 | 0.924 | 0.881 | 0.939 |
| CA      | 0.952 | 0.965 | 0.968 | 0.928 | 0.885 | 0.943 |
| CSA     | 0.963 | 0.971 | 0.972 | 0.936 | 0.889 | 0.948 |
| Ours    | 0.971 | 0.979 | 0.985 | 0.942 | 0.913 | 0.966 |

PSNR: peak signal-to-noise ratio; RUIE: real-world underwater image enhancement; GAN: generative adversarial network; CE: context encoder; CA: contextual attention; CSA: coherent semantic attention.
Algorithm verification

This article will further verify the repair model proposed in this article on the underwater target data set. The underwater target data set is a data set established by our team’s laboratory mainly for underwater images. It is of great significance in the research of underwater image processing. These include torpedoes, submarines, frogmen, AUVs, and other categories. It is currently under further construction and improvement. This article selects a large number of occluded or blurred torpedo, submarine, and AUV images from the underwater target data set for experiments and compares them with GAN, CE, CA, and CSA image reconstruction models. The simulation results are shown in Figure 10.

The simulation result is shown in Figure 10. The input in the leftmost column is the underwater image where the target feature is lost due to the occlusion of fish. The results of GAN and CE image reconstruction model reconstruction have the phenomenon of target loss. For example, the reconstruction results of experiment (A) and experiment (C) are not ideal. In experiment (C), although the reconstruction results of CA and CSA can reconstruct part of the contour, the result is not very satisfactory. The reconstruction algorithm proposed in this article can effectively reconstruct underwater targets.

The PSNR value of Figure 10 is shown in Table 5. It can be seen from the table that the reconstruction results of this model are better than other models. The PSNR values of experiment (D) and experiment (E) are significantly higher than those of experiment (A), experiment (B), and experiment (C). The SSIM values of Figure 10 are presented in Table 6. It can be seen from the table that the SSIM and PSNR values of the reconstruction results of this model are higher than those of other models, which show that underwater scenes have a great influence on underwater image reconstruction. Experimental data are displayed more intuitively with 3D histograms in this article. As shown in Figures 11 and 12, it can be seen from the simulation results that the reconstruction results of the proposed model are better than other models for comparison. No matter it is a qualitative comparison or a quantitative comparison, the proposed algorithm is superior than other comparative models, as for the underwater image reconstruction with missing target information.

### Table 5. PSNR value of each repair result in the underwater target data set.

| Methods | Experiment number |
|---------|-------------------|
| GAN     | 18.927 18.803 15.448 16.989 21.047 |
| CE      | 19.199 18.775 15.494 16.701 21.242 |
| CA      | 19.328 18.881 16.198 18.326 21.640 |
| CSA     | 20.034 18.994 17.131 18.331 22.341 |
| Ours    | 20.141 19.348 17.499 18.647 22.903 |

PSNR: peak signal-to-noise ratio; GAN: generative adversarial network; CE: context encoder; CA: contextual attention; CSA: coherent semantic attention.

### Table 6. SSIM values of the repair results in the underwater target data set.

| Methods | Experiment number |
|---------|-------------------|
| GAN     | 0.902 0.933 0.921 0.951 0.947 |
| CE      | 0.901 0.945 0.924 0.954 0.951 |
| CA      | 0.914 0.951 0.928 0.964 0.959 |
| CSA     | 0.917 0.957 0.931 0.967 0.963 |
| Ours    | 0.925 0.964 0.947 0.973 0.982 |

SSIM: structural similarity index; GAN: generative adversarial network; CE: context encoder; CA: contextual attention; CSA: coherent semantic attention.
Conclusion

This article proposes an underwater image reconstruction algorithm based on environment feature fusion. Firstly, the significant features of the image are extracted by positive and negative sample learning. Secondly, the relevant information in the background is retrieved by the environmental attention mechanism. Finally, a coarse-to-fine underwater image restoration model is constructed to obtain fine

Figure 10. Repair results of each model in the underwater target data set. The experiment is aimed at the occlusion and blur phenomenon of underwater AUV and other targets and reconstructs the occlusion and blur area. The leftmost row of the figure is the input image, and the others are the reconstruction results of GAN, CE, CA, CSA, and ours image reconstruction models in order. AUV: autonomous underwater vehicle; GAN: generative adversarial network; CE: context encoder; CA: contextual attention; CSA: coherent semantic attention.

Figure 11. PSNR value of each repair result in the underwater target data set. PSNR: peak signal-to-noise ratio.

Figure 12. SSIM value of each repair result in the underwater target data set. SSIM: structural similarity index.
restoration results. The test results show that the proposed algorithm has certain advantages in both qualitative and quantitative comparisons. However, proposed the algorithm has obvious shortcomings for the heavily obscured underwater objects. The performance of the algorithm will be further improved in future research work.
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