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Abstract. Deep learning semantic segmentation algorithms have provided improved frameworks for the automated production of land use and land cover (LULC) maps, which significantly increases the frequency of map generation as well as consistency of production quality. In this research, a total of 28 different model variations were examined to improve the accuracy of LULC maps. The experiments were carried out using Landsat 5/7 or Landsat 8 satellite images with the North American land change monitoring system (NALCMS) labels. The performance of various convolutional neural networks and extension combinations were assessed, where Visual Geometry Group Network with an output stride of 4, and modified U-Net architecture, provided the best results. Additional expanded analysis of the generated LULC maps was also provided. Using a deep neural network, this work achieved 92.4% accuracy for 13 LULC classes within southern Manitoba representing a 15.8% improvement over published results for the NALCMS. Based on the large regions of interest, higher radiometric resolution of Landsat 8 data resulted in better overall accuracies (88.04%) compared to Landsat 5/7 (80.66%) for 16 LULC classes. This represents an 11.44% and 4.06% increase in overall accuracy compared to previously published NALCMS results, including larger land area and higher number of LULC classes incorporated into the models compared to other published LULC map automation methods.

1 Introduction

Land use and land cover (LULC) maps are often the output products generated from raw satellite imagery where, in this case, each pixel of the image is assigned to a land cover class or label (e.g., water, forest, road, cropland, etc.). LULC map information is crucial for many applications such as natural resource management, wildlife habitat protection, urban expansion, hazard and damage delineation, etc.1 For many years, LULC maps were generated manually using semi-automated techniques such as supervised, unsupervised and hybrid algorithms (e.g., K-means clustering, decision tree and maximum likelihood classifier).2 However, these methods take a lot of time and effort to produce adequate accuracies but are rarely consistent over different production years or producers. Therefore, map automation is on the rise as it significantly increases the production frequency and consistency of LULC products. Methods of map automation include using advanced algorithms, machine learning tools,2 or deep learning (DL)3 started growing in terms of development and application in the last decade. DL has achieved success in the field of remote sensing by providing fast and consistent performance and solving problems, such as image fusion, image registration, scene classification and object detection, LULC classification, etc.3 Research on DL has resulted in groundbreaking papers published every few months in the fields of image processing,4 computer vision,5 and object detection,6 which has led to the development of DL applications in remote sensing. Most issues in DL map applications are
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solved using convolutional neural networks (CNNs) as CNNs are considered the state-of-the-art method for computer vision tasks, such as segmentation, image classification, and object recognition\(^7\).

To resolve the semantic segmentation task of LULC mapping, Long et al.\(^8\) and Badrinarayanan et al.\(^9\) introduced an encoder-decoder architecture, which extracts features from the imagery using CNN in the form of an encoder and then decodes those features back to the original size using a reversed CNN. The implementation of encoder-decoder networks in remote sensing\(^10\)–\(^14\) has achieved great success with accurate and consistent results between 80% and 90% for LULC mapping. These successes have led to the implementation of DL models for mapping of LULC within commercial software, for example, ArcPro (Esri). However, in comparison to the published literature discussed above, commercially available DL models have lower overall classification accuracies, typically ranging from 78% to 88%\(^15\) and have even lower performance with a larger number of LULC classes.

The goal of this work was to develop and improve the results of land cover mapping using DL techniques based on label or training data from the North American land change monitoring system (NALCMS).\(^16\) The NALCMS labels were chosen for training because of the large number of potential land cover categories (20 classes), ranging from arctic to tropical ecosystems, and because the NALCMS provides a much larger land area extent than other labelled/training datasets. The 30-m NALCMS maps are currently only generated every 5 years, by the three-country consortium, due to cloud cover, technical and resource constraints.\(^17\) Other users are motivated to increase the frequency of production of the NALCMS products at accuracies that can only be obtained by developing automated DL approaches. For example, the overall classification accuracy of 82% has been achieved for Mexico using MODIS data\(^18\) and 76.6% accuracy for all of North America\(^17\) using Landsat\(^17\) both using 30-m NALCMS.

To achieve the goal of improving overall accuracy (OA), this work incorporated new and modified CNNs\(^19\)–\(^22\) to the existing architecture, and tested a variety of more advanced state-of-the-art model extensions and their combinations.\(^23,24\) We experimented with CNNs on two different datasets, one that uses 8-bit data from Landsat 5/7, and the second uses 16-bit data from Landsat 8, both with a spatial resolution of 30 \(\times\) 30 m. Data from these two sensors have similar spectral resolutions with bands in the red, green, blue and near- and shortwave-infrared regions. After determining the best model variation on the smaller datasets, two models were trained on the larger Landsat 5/7 Prairie dataset and the Landsat 8 Lake Winnipeg dataset. Landsat 5/7 Prairie dataset model resulted in a 80.66% OA, which is equivalent to the performance of ArcGIS/Pro deep learning package\(^15\), while Landsat 8 Lake Winnipeg dataset model performance reached 88.04% OA. The Landsat 8 data increased the OA by 11.44% compared to\(^17\) and are 6% to 8% higher than its Landsat 5/7 counterpart. Producing models for both Landsat 5/7 and Landsat 8 data means that historical and current LULC maps can be generated back to 1984 with more frequency, consistency and accuracy than ever before.

### 2 Use of DL in Semantic Segmentation and Remote Sensing

#### 2.1 Deep Learning

In the last two decades, the use of NNs and DL has grown due to a large number of advances in many research areas\(^25\) such as large datasets, improvements in the graphics processing unit (GPU) technology, and models, which previously took weeks or months to train, now take just a few hours or days. In 2012, the AlexNet\(^26\) model was presented and won the ImageNet large scale visual recognition challenge. It was considered a revolutionary model that first showed NNs could outperform other algorithms in image recognition and classification tasks. This new architecture was only able to be trained due to the advent of general purpose computing using GPU. Similar advances in CNN architecture occurred in 2014 when the Visual Geometry Group Network (VGGNet) model\(^27\) and GoogleNet (also known as the Inception model\(^28\)) where introduced. Recently, Francois Chollet introduced an extension of the Inception architecture called Xception\(^21\) and He et al.\(^29\) introduced groundbreaking architecture that resembles VGGNet, but is approximately eight times deeper.
CNNs were first successful at the recognition of handwritten digits using LeNet developed by LeCun in 1998\textsuperscript{30} using CPUs. DL using GPUs advanced applications in speech recognition,\textsuperscript{31} natural language processing,\textsuperscript{32} image processing,\textsuperscript{4} computer vision,\textsuperscript{5} and object detection.\textsuperscript{6} As a result, remote sensing applications were a natural extension of image and object recognition\textsuperscript{3,12–14} especially in fields like image preprocessing and classification. This work focuses on mapping of LULC within the branch of classification in DL for remote sensing.

2.2 Deep Convolutional Encoder-Decoders

Many computer vision tasks cannot be solved by conventional CNNs, such as object detection or semantic segmentation. However, with architectural structural changes to the networks, they can be used in these domains. To solve these tasks, the deep convolutional encoder-decoder architecture was introduced.\textsuperscript{8} The encoder-decoder architecture is used to extract features from the input using a CNN and then decode those features back to the original size using a modified CNN before classification. This concept was later improved\textsuperscript{8,19} by slightly altering existing architecture through the introduction of more layers to the decoder. At the same time, Deeplab\textsuperscript{24,33} focused more on modifying the encoder with the CNNs such as ResNet,\textsuperscript{20} and Xception.\textsuperscript{21} Similarly, DeepLab expanded the architecture with network extensions, such as atrous spatial pyramid pooling (ASPP) and output stride (OS) to capture objects and context of the features at multiple scales. Concurrently, researchers starting focusing on areas other than end-to-end network architectures. For instance, some researchers focused on network extensions, which are plug-in modules that aim to improve the performance of the deep convolutional encoder-decoders without significant changes to the existing architecture. In 2015, the context aggregation extension module\textsuperscript{34} was presented to increase the sharpness of predictions by aggregating multiscale contextual information. Additionally, Goodfellow et al.\textsuperscript{35} introduced a generative adversarial network (GAN).\textsuperscript{36} A GAN consists of a generator and a discriminator, where the goal of the generator is to produce an image as close to the real one as possible, and the discriminator attempts to distinguish between original and generated images. The progressive GAN\textsuperscript{23,37} improved the original GAN by gradually adding layers to both the generator and discriminator throughout training, which helps with training stability.

2.3 CNNs in Remote Sensing

The success of DL in image processing encouraged researchers to use it in remote sensing. The development of CNNs was mainly focused on scene classification and LULC map production. One of the first studies classified LULC using high-resolution satellite images\textsuperscript{10,11} due to good structural information. At that time, conventional DL algorithms performed poorly on medium-resolution satellite images (10 to 30 m per pixels) because of a deficiency of such structural information. In 2017, Sharma et al.\textsuperscript{38} presented a patch-based CNN, which performed effectively on medium-resolution satellite images. Also, the multisize/scale ResNet ensemble architecture was invented by Refs.\textsuperscript{39} and \textsuperscript{40} to perform a single-pixel prediction based on an input image cropped to a specific size.

Most of the modern architectures follow the encoder-decoder structure with some minor changes. Examples of one of the first to successfully use semantic segmentation architectures for remote sensing applications are given by Storie and Henry,\textsuperscript{12} Henry et al.,\textsuperscript{13} Alhassan,\textsuperscript{41} and Alhassan et al.\textsuperscript{14} Their solution is based on a fully convolutional network (FCN) structure with different encoders (i.e., VGGNet, GoogleNet, ResNet) used on Landsat 5/7 satellite images. Also, they implemented GAN and context module extensions to boost the performance of predictions. Additionally, work presented in 2018\textsuperscript{42} showed that architectures that were successful in semantic segmentation on the real-world images need to be modified to get their full potential in remote sensing. Many different modifications were made to improve the performance of the architectures on satellite imagery. For example, to keep most of the structural information, a no-downsampling encoder network that relies on atrous convolution was developed.\textsuperscript{43} Some works centred on modifying the decoder by adding symmetric unconvoluted layers.\textsuperscript{44,45} These architectures significantly improved the accuracy of generated LULC maps.
In the field of remote sensing, there are a number of datasets and state-of-the-art DL models that focus on resolving object detection and semantic segmentation problems. Table 1 compares the most popular datasets and DL algorithms from literature and software. One trend that can be seen is that the lower the number of classes, the better the performance of the models. When the number of LULC classes exceeds 10, only ResNet-FCN was shown to obtain an OA higher than 85%. Also, other models that provide accurate results follow the U-Net architecture,19 Fast Region-based Convolutional Network method (Fast R-CNN),52 and Mask R-CNN.53 The last two derive from R-CNN54 architecture that relies on splitting images into segments then processing each by a DCNN.

This work is a continuation of the research by Alhassan et al.,14 which was able to reach OA > 90% on the dataset with 19 classes. While these results are good, the work was conducted on a relatively small geographical area ("148,800 km²). In this paper, Landsat 5/7 data were used for mapping the geographic extent of both southern Manitoba (Fig. 1) and the Prairies (Fig. 2), while Landsat 8 was used for the entire Lake Winnipeg/Churchill-Nelson watershed (not shown).

### 3 Implementing and Training the Models

#### 3.1 Data

As the overall goal of this work was to develop models to automate LULC map production corresponding to the NALCMS labels; the models were developed using both the 2010 NALCMS labels with Landsat 5/7 data (2009-2011), as well as with 2015 NALCMS labels with Landsat 8 (2014-2016) data. In the Prairie (Fig. 2) and Lake Winnipeg/Churchill-Nelson watersheds, 15 of the 19 NALCMS classes were present and a cloud label was added to make it 16 classes. Cloud labels were generated using Otsu thresholding techniques on the blue band55 for the Landsat 5/7 dataset; cloud identification was done using the quality assessment (QA) band for the Landsat 8 dataset.

Due to the associated training time required for an area the size of the watershed dataset, to allow for direct comparison to,41 and to expand to larger regions of interest, we used three datasets in our analysis. The datasets were: (i) the southern Manitoba (148,800 km²) and (ii) the three prairie provinces of Alberta, Saskatchewan and Manitoba (~1,960,000 km²) based on 2010 Landsat 5/7, and (iii) the Lake Winnipeg/Churchill-Nelson watershed (most of the prairies,

### Table 1  Comparison of popular remote sensing datasets and their state-of-the-art DL models, where most of the datasets are used as benchmarks. This table includes metrics for comparison such as OA, mean IoU (mIoU), and F1-score.

| Dataset       | Model                | Classes | OA      | F1-score | mIoU | References |
|---------------|----------------------|---------|---------|----------|------|------------|
| INRIA         | ICT-Net             | 1       | 97.14   | —        | 80.32| 46         |
| AIRIS         | ICT-Net             | 1       | 95.7    | —        | 91.7 | 46         |
| LandCover.ai  | ResNet-50           | 4       | 85.56   | —        | —    | 47         |
| ISPRS Potsdam | ResUNet-a           | 5       | 91.5    | 92.9     | —    | 48         |
| ISPRS Vaihingen| TreeUNet            | 5       | 90.4    | 89.3     | —    | 49         |
| GID-C         | Dual attention Deep fusion | 5       | 85.49   | 85.37    | 74.45| 50         |
| DeepGlobe     | Deep aggregation net| 6       | —       | —        | 52.72| 51         |
| GID-F         | Dual attention deep fusion | 15     | 83.93   | 83.23    | 71.29| 50         |
| CLC 2018      | U-Net               | 15      | 82.41   | 77.27    | —    | 15         |
| NLCD 2016     | U-Net               | 16      | 78.1    | 67.69    | —    | 15         |
| GeoManitoba   | ResNet-FCN          | 19      | 90.46   | —        | 75.66| 41         |

In the field of remote sensing, there are a number of datasets and state-of-the-art DL models that focus on resolving object detection and semantic segmentation problems. Table 1 compares the most popular datasets and DL algorithms from literature and software. One trend that can be seen is that the lower the number of classes, the better the performance of the models. When the number of LULC classes exceeds 10, only ResNet-FCN was shown to obtain an OA higher than 85%. Also, other models that provide accurate results follow the U-Net architecture,19 Fast Region-based Convolutional Network method (Fast R-CNN),52 and Mask R-CNN.53 The last two derive from R-CNN54 architecture that relies on splitting images into segments then processing each by a DCNN.

This work is a continuation of the research by Alhassan et al.,14 which was able to reach OA > 90% on the dataset with 19 classes. While these results are good, the work was conducted on a relatively small geographical area (~148,800 km²). In this paper, Landsat 5/7 data were used for mapping the geographic extent of both southern Manitoba (Fig. 1) and the Prairies (Fig. 2), while Landsat 8 was used for the entire Lake Winnipeg/Churchill-Nelson watershed (not shown).
plus parts of eastern Ontario and North Dakota) using 2015 Landsat 8 (∼1,400,000 km²). Landsat 5/7 data were obtained for the southern Manitoba dataset (Fig. 1), which is the same data and area coverage used Alhassen et al., to see the impact of model-architecture experiments on results. Most of the experiments were performed on the Landsat 5/7 southern Manitoba dataset to reduce the training time required for the comparison of models and model extensions.
Then, based on the results, the best architecture was chosen, and the models for Landsat 5/7 (Prairies) and Landsat 8 (Lake Winnipeg watershed) were generated.

### 3.2 Data Preprocessing

All satellite data and corresponding labels were preprocessed before training. A popular input-size for encoder-decoder networks is $224 \times 224$ pixel rows and columns, so the first step was to tile the larger dataset extents. For example, the mosaic forming the southern Manitoba dataset has 14,975 rows $\times$ 13,331 columns of pixels. By creating tiles of $224 \times 224$ pixels, there is a suitable number of images to train a DL model, and images of this size can be processed by our computer hardware. Consequently, we used the data augmentation technique called tiling with some minor improvements.

#### 3.2.1 Tiling

Tiling is the process of splitting a larger image into smaller-sized, square images (Fig. 3), also referred to as tiles, where a tile is one $224 \times 224$ image (pixel row and column). The southern Manitoba dataset ($14,975 \times 13,331$ pixels) generated 3630 disjoint tiles with meaningful data. Moreover, increasing the number of tiles generated from the same region of interest extent can be used to improve feature detection. For example, tiling with 1/2 overlap (shifted tiling) was used to increase the size of the dataset by a factor of 4 (Fig. 3), and flipping of tiles increased it by another factor of 2. Using these processes, a dataset of 29,100 training tiles and 2100 validation tiles was generated. Additionally, the Landsat 5/7 Prairie dataset was generated using only regular tiling and consisted of 85,400 training tiles and 8,500 validation tiles, while the Landsat 8 Lake Winnipeg watershed dataset was generated using shifted tiling and consisted of 107,900 training tiles and 12,000 validation tiles. Splitting tiles for training and validation was performed using a stratified random process to ensure that training and validation sets contain all LULC classes and tiles from all locations. The splitting ratio was 90% training to 10% validation, which followed previous work. This splitting ratio allows effective training of the LULC classes with low presence or representation.

#### 3.2.2 Transformation

Training DL models often results in either overfitting or underfitting that is caused by a lack of variation in the dataset or inadequate model architecture. One of the simplest ways to resolve this issue is to shuffle data after every epoch and apply random data transformation on each image. Data transformation ensures that tiles are not represented in the same way during training by randomly applying rotation, flipping, or zoom cropping (Fig. 4). Note that, unlike augmentation (shifted tiling), transformation is used during training and does not increase the number of generated tiles.

### 3.3 Experimental Design

Training of the networks was performed using the TensorFlow Python library with Docker containers. Most of the results were generated using an NVIDIA Digits DevBox containing four
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**Fig. 3** Illustration of the tiling process.

---
Titan X GPUs with 12 GB of memory per GPU, 64 GB DDR4 RAM, and a Core i7-5930K 3.5 GHz processor. The training time on the southern Manitoba datasets varied between 5 and 7 days, while the Prairie and Lake Winnipeg watershed dataset took between 20 and 30 days. The prediction time of the network on the non-augmented southern Manitoba dataset took 8 minutes, while the prediction of the Prairie or Lake Winnipeg watershed datasets took close to 1.5 hrs for both sensors. Most of the networks were trained with a batch size of 16 on a model that was distributed across 3 GPUs, leading to a global batch size of 48. However, some network variations used a lower batch size due to computational complexities. As per Alhassan, training was performed with a learning rate of $\eta = 10^{-4}$ for 100 epochs, then with a learning rate of $\eta = 10^{-5}$ for another 100 epochs using the Adam optimization algorithm.

4 Experiments, Results, and Analysis

The experiments evaluated and compared the performance of different model variations, which were trained on the Landsat 5/7 southern Manitoba. Then, based on the results, the best model combination was selected to train models using Landsat 5/7 Prairie and Landsat 8 Lake Winnipeg watershed datasets. The model trained on the Landsat 5/7 dataset will allow us to generate LULC maps from 1984 to 2017, and the model trained on the Landsat 8 dataset will allow us to generate LULC maps starting from 2013 and onwards. Lastly, the results of all generated products are discussed, assessed, and compared to existing state-of-the-art models. The overall training process is depicted in Fig. 5.

4.1 Evaluation Metrics

The experiment results were evaluated using OA, precision, recall, F1-score, and critical success index (CSI) [CSI is also known as a threat score, and identical to intersection over union (IoU)] were used to evaluate the results. The OA is a metric that calculates the ratio between the number of correctly classified pixels and a total number of pixels in the image, thus providing a general assessment of the prediction, which can be easily compared and understood. Define $n_{ij}$ as the number of pixels in the image with ground truth label $i$ and corresponding predicted label $j$. Let $t_i = \sum_{j=1}^{C} n_{ij}$ denote the total number of pixels labelled with label $i$, $C$ is the number of classes,
\( n_{ii} \) are the number of pixels correctly predicted, and \( n_{ji} \) are the number of incorrectly label pixels (with respect to label \( j \)).\(^{41}\) The OA is defined as

\[
\text{OA} = \frac{\sum_{i=1}^{C} n_{ii}}{\sum_{i=1}^{C} t_i}.
\] (1)

Using the OA, the best model combination was determined, which was later trained on larger datasets to save time for the experiments. Next, we will define, precision,\(^{61}\) recall,\(^{61}\) F1-score,\(^{62}\) and CSI,\(^{63}\) where the CSI score is intersection over union (IoU).\(^{64}\) Let class \( i \) be labelled a positive class, and every other class labeled a negative class. Then, the true positive, \( TP_i \), is defined as the number of correctly predicted pixels of the positive class, true negative \( TN_i \) as the number of correctly predicted pixels of the negative class, false positive \( FP_i \) as the number of incorrectly predicted pixels of the positive class, and false negative \( FN_i \) as the number of incorrectly predicted pixels of the negative class. Given these definitions, we can then define the following metrics:

\[
\text{Precision}_i = \frac{TP_i}{TP_i + FP_i},
\] (2a)

\[
\text{Recall}_i = \frac{TP_i}{TP_i + FN_i},
\] (2b)

\[
F1_i = 2 \cdot \frac{\text{Precision}_i \cdot \text{Recall}_i}{\text{Precision}_i + \text{Recall}_i},
\] (2c)

\[
\text{CSI}_i = \frac{TP_i}{TP_i + FP_i + FN_i}.
\] (2d)

Both the average and weighted average of each metric were calculated as
Average \[ = \frac{1}{l} \sum_{i=1}^{l} M_i, \]  

Weighted average \[ = \sum_{i=1}^{l} w_i \times M_i, \]  

where \( l \) is the number of classes, \( M_i \) is the metric value of the class \( i \), and \( w_i \) is the pixel proportion of the class \( i \). Note, all the metrics were calculated on a per tile basis, and to get global dataset evaluation, each class \( i \) was calculated using a weighted average.

4.2 Comparison of Model Variations

All model combinations were trained and validated on the southern Manitoba dataset. The experiment included the comparison of encoders, such as VGGNet, GoogleNet, ResNet, Xception, and decoders, such as FCN-8, U-Net, and feedbackward decoder. Table 2 shows the results of the trained decoders paired with the VGGNet encoder. As can be seen, the top two decoders (U-Net and modified U-Net) differ in accuracy by only 0.04%, which is negligible for machine learning applications. Moreover, our implementation of the U-Net model has approximately 43 million trainable parameters and 12 billion floating point operations (FLOPS) were performed during training (see Lu et al. for similar comparisons). In comparison, the modified U-Net has ~32 million trainable parameters and 9 billion FLOPS, making it 25% more efficient in terms of both storage and processing speed. Thus, with all else being equal, it is better to choose a network with fewer parameters based on storage and model capacity requirements as well as reduced training and inference time. Consequently, the modified U-Net decoder was chosen as the main decoder network because it has three times fewer parameters. Table 3 displays the results of all implemented encoders in combination with the modified U-Net decoder. VGGNet proved to have the highest OA of 90.11%, followed by ResNet at 89.05%.

VGGNet and ResNet CNNs with the modified U-Net decoder were chosen as backbone models for future experiments. In these experiments, both of these networks were trained with

| Table 2 | Results of trained VGGNet encoder in combination with different decoders on the Landsat 5/7 data from the southern Manitoba. |
|---------|---------------------------------------------------------------|
| Network | OA                |
| FCN-8     | 88.28             |
| U-Net     | 90.15             |
| Feedbackward | 89.59         |
| Modified U-Net | 90.11     |

| Table 3 | Results of trained modified U-Net decoder in combination with different encoders on the Landsat 5/7 data from the southern Manitoba. |
|---------|---------------------------------------------------------------|
| Network | OA                |
| VGGNet | 90.11             |
| GoogleNet | 83.14      |
| Xception | 88.36          |
| ResNet | 89.05             |
Additionally, networks were trained with different model and architectural extensions, such as ASPP, Context Module, GAN, progressive GAN, and DeepLabv3+ (Table 4). Based on the results, adversarial training had little or no effect at all on the models that performed well on the given dataset. Also, the ResNet Deeplabv3+ architecture was trained on our dataset and showed low performance, reaching 87.43% of OA. The model with the best performance and lowest complexity was VGGNet with modified U-Net and OS 4, which reached 92.4% on the southern extent of the Manitoba validation dataset. As the OA of the model approaches 100% it becomes more difficult to improve the performance by introducing changes and enhancement to the model and architecture. In our experiments, we can see that extensions, like ASPP, context module and GAN can improve the performance of the model. However, if the model already performs well, implementing or even combining them will not provide further benefit, and in some cases even aggravate the results. The best performing network architecture is depicted in Fig. 6. The best results generated by the model based on OA are shown in Fig. 7(a), where the model easily recognized edges of the water bodies, rivers and roads. Similarly, the worst results based on OA are shown on the right of Fig. 7(b), where the model did predict most of the area well but missed and misclassified some parts of the roads and water bodies.

### 4.3 Training Model on a Large Dataset

#### 4.3.1 Landsat 5/7

After determining that the VGGNet encoder with modified U-Net decoder and OS 4 was the best, this model combination was then used to train models on the Landsat 5/7 Prairie dataset. Table 5 (left) shows pixel proportion of each class, Table 6 (left) shows the per-class assessment of the Landsat 5/7 Prairie dataset and Table 7 shows a global assessment of the predicted map. Based on these results, LULC classes that performed well were found to have a higher percentage of pixels or representation than other LULC classes which had a small number of pixels. It has been documented that deep learning models need a large number of class examples (pixels) to achieve good performance for that class. Forest-related classes with low presence were the classes most often misclassified. Temperate or subpolar needleleaf forest class and the urban and built-up classes were misclassified with cropland. Moreover, prediction of the cloud class had extremely high accuracy because the clouds were discriminated based on labels generated using a thresholding method; the network did not have difficulties generating this cloud class due to it being a straightforward function with sufficient data examples. Overall, the performance of the
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**Table 4** OA results of trained encoder-decoder models in combination with different extensions on the Landsat 5/7 data from the southern Manitoba.

| Network + extension       | OS 32 | OS 16 | OS 8  | OS 4  | OS 2  |
|---------------------------|-------|-------|-------|-------|-------|
| VGGNet27                  | 90.11 | 90.66 | 91.25 | 92.4  | 91.01 |
| VGGNet + ASPP24           | 90.72 |  —    |  —    | 92.22 |  —    |
| VGGNet + context module34 | 90.18 |  —    |  —    | 92.04 |  —    |
| VGGNet + GAN36            | 89.99 |  —    |  —    | 92.37 |  —    |
| VGGNet + progressive GAN33,37 | 90.09 |  —    |  —    | 92.41 |  —    |
| ResNet20                  | 89.05 | 89.72 | 90.02 | 91.42 |  —    |
| ResNet + ASPP24           |  —    |  —    |  —    | 91.37 |  —    |
| ResNet + context module34 |  —    |  —    |  —    | 90.31 |  —    |
| ResNet + GAN36            | 89.26 |  —    |  —    | 91.04 |  —    |
| ResNet + Deeplabv3+24     |  —    |  —    |  —    | 87.43 |  —    |
The model reached 80.66% OA on the validation dataset, where only a few tiles had no data pixels. No data are the background class that covers empty areas on the image. The accuracy presented in this dataset is lower due to the size and amount of extractable features presented in this dataset; particularly the discrimination of clouds. It was noted that the cloud labels generated by the Otsu thresholding method did not classify some of the clouds, especially transparent ones, and misclassified bright urban areas as clouds. This model showed the performance to be slightly better than published by\textsuperscript{17} but equivalent to the models present in ArcGIS/Pro deep learning package.\textsuperscript{15}

The best results generated by the model based on OA are shown in Fig. 8(a), where the model had no difficulty in predicting tiles with a low number of classes, and perfectly segmented water, forests and croplands. Similarly, the worst results based on OA are shown in Fig. 8(b), where the

Fig. 6 Network architecture diagram of the structure for the best model combination: VGGNet encoder with modified U-Net decoder and OS 4 (a), and description of each block (b).

Fig. 7 Examples of good (a) and poor (b) results generated by the best model trained on the Landsat 5/7 data from the southern Manitoba. The first row are ground truth tiles, and second row are predicted tiles.
4.3.2 Landsat 8

Next, the same VGGNet encoder with modified U-Net decoder and OS 4 model was trained on the Landsat 8 Lake Winnipeg watershed, which has higher radiometric resolutions (16-bit vs 8-bit of Landsat 5/7). The trend in the results provided by the model trained on the Landsat 8 dataset is similar to the Landsat 5/7 model and can be seen in Tables 6 and 7 (right). The OA of the predicted map increased by 8%, and improvements in accuracy were noticed across most of the LULC classes. Because the land cover classes remained consistent, we speculate that these improvements are achieved due to the increased radiometric variability provided by the 16-bit instead of the 8-bit dataset, which made it easier to distinguish features due to a larger range of values. There were a lot of studies that explored the impact of radiometric resolution on the model performance, where results indicated that higher radiometric resolution can be beneficial to certain tasks, such as texture-based classification, and have an almost negligible effect on most remote sensing problems. The research also implies that both spectral and spatial resolutions play a far more important role, but in our case, both of the sensors (Landsat 5/7 and Landsat 8) have similar spectral and spatial resolutions. Recall, the cloud detection for Landsat 8 was trained using data generated from the Landsat 8 QA band provided by the sensor and not the thresholding method. Despite the results being lower than Landsat 7, the performance on the cloud class is still one of the best for this model. This model showed the performance higher than results reported by (11.44% increase) and the models present in ArcGIS/Pro deep learning.
Table 6  Per-class assessment of the models trained on the Landsat 5/7 Prairie and Landsat 8 data from the Lake Winnipeg watershed.

| Name of the class                                      | Landsat 5/7       |          |          |          | Landsat 8       |          |          |          |
|--------------------------------------------------------|-------------------|----------|----------|----------|-----------------|----------|----------|----------|
|                                                        | CSI               | Precision| Recall   | F1       | CSI             | Precision| Recall   | F1       |
| No data                                                | 99.76             | 99.78    | 99.98    | 99.88    | 99.99           | 99.99    | 99.99    | 99.99    |
| Temperate or subpolar needleleaf forest                 | 74.99             | 84.15    | 87.33    | 85.71    | 76.21           | 84.65    | 88.44    | 86.5     |
| Subpolar taiga needleleaf forest                        | 42.78             | 62.8     | 57.29    | 59.92    | 41.62           | 67.21    | 52.22    | 58.77    |
| Temperate or subpolar broadleaf forest                  | 57.41             | 75.7     | 70.39    | 72.95    | 71.37           | 83.11    | 83.48    | 83.29    |
| Mixed forest                                           | 40.78             | 63.27    | 53.42    | 57.93    | 56.03           | 74.1     | 69.67    | 71.82    |
| Temperate or subpolar shrubland                        | 49.67             | 65.29    | 67.5     | 66.38    | 48.61           | 70.48    | 61.04    | 65.42    |
| Temperate or subpolar grassland                        | 66.33             | 78.9     | 80.63    | 79.76    | 81.44           | 90.12    | 89.43    | 89.77    |
| Sub-polar or polar shrubland-lichen-moss               | 21.68             | 55.47    | 26.24    | 35.63    | 17.62           | 54.06    | 20.73    | 35.04    |
| Subpolar or polar grassland-lichen-moss                | 42.36             | 57.97    | 61.13    | 59.51    | 21.25           | 59.3     | 24.87    | 35.04    |
| Subpolar or polar barren-lichen-moss                   | 37.76             | 53.65    | 56.04    | 54.82    | 37.27           | 66.13    | 46.07    | 54.31    |
| Wetland                                                | 58.08             | 73.75    | 73.21    | 73.48    | 75.76           | 85.78    | 86.64    | 86.21    |
| Cropland                                               | 87.84             | 92.61    | 94.46    | 93.53    | 93.12           | 95.77    | 97.11    | 96.44    |
| Barren land                                            | 72.2              | 82.01    | 85.79    | 83.85    | 70.79           | 84.13    | 81.7     | 82.9     |
| Urban and built-up                                     | 43.61             | 63.08    | 58.56    | 60.74    | 57.79           | 74.52    | 72.01    | 73.24    |
| Water                                                  | 86.36             | 94.45    | 90.98    | 92.68    | 88.25           | 95.04    | 92.51    | 93.76    |
| Snow and ice                                           | 58.75             | 67.31    | 82.21    | 74.02    | 69.57           | 86.6     | 77.96    | 82.05    |
| Cloud                                                  | 97.58             | 97.76    | 99.81    | 98.78    | 91.51           | 94.81    | 96.33    | 95.56    |

Table 7  Global assessment of the models trained on the Landsat 5/7 Prairie and Landsat 8 data from the Lake Winnipeg watershed.

| Evaluation metric          | Landsat 5/7       |          | Landsat 8       |          |
|----------------------------|-------------------|----------|-----------------|----------|
| OA                         | 80.66             |          | 88.04           |          |
| Average                    |                   |          |                 |          |
| CSI                        | 55.19             |          | 62.39           |          |
| Precision                  | 68.72             |          | 79.11           |          |
| Recall                     | 67.35             |          | 71.26           |          |
| F1-score                   | 67.63             |          | 74.07           |          |
| Weighted average           |                   |          |                 |          |
| CSI                        | 71.51             |          | 82.68           |          |
| Precision                  | 82.32             |          | 89.92           |          |
| Recall                     | 82.44             |          | 90.06           |          |
| F1-score                   | 82.33             |          | 89.97           |          |
5 Conclusion

In this study, multiple NNs and extensions were trained on the southern Manitoba using the NALCMS dataset as labeled data. The results have shown that the best model variation is the VGGNet encoder with modified U-Net decoder and OS fixed at 4 that reached 92.4% OA. Six different extensions were applied to the network, where most of them did not provide noticeable improvement both individually, and in combinations. Individual LULC class performance is highly dependent on the number of pixels representing that class; in general, the more pixels, the better the classification accuracy. Additionally, the best model variation was trained on the larger Landsat 5/7 Prairie datasets which resulted in a 80.66% OA; an accuracy that is better than previously reported in the literature but equivalent to the performance of ArcGIS/Pro deep learning package. Also, the same model was trained on the Landsat 8 Lake Winnipeg dataset, where performance reached 88.04% OA, as we speculate, due to higher radiometric resolution. The Landsat 8 data increased the OA by 11.44% compared to Ref. 17 and is 6% to 8% higher than any other deep learning model present in the ArcGIS/Pro package that solves an equivalent problem on a similar satellite, and is on the level of the state-of-the-art DL models designed for datasets with a lower amount of classes. This shows that it is possible to produce fairly accurate NALCMS LULC maps from Landsat 5/7 and 8 sensors for 37 years of archived data and also future Landsat 8 data.
One of the limitations of DL is the amount of labelled data required to generated land cover map products. Thus, one of the most important directions of research in the future is to find a semisupervised solution to produce accurate LULC maps, such as examination of unsupervised domain adaptation architectures.\textsuperscript{59,70} Also, NNs can be trained on high-resolution satellite images to provide sharp and more detailed LULC maps. Furthermore, a multisensor model can be considered by training a network on multiple datasets from different sensors at once, making a more generic and versatile model, which can be used to develop LULC maps from the different sensors without prior training.
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