The remarkable progress in the field of laser spectroscopy induced by the invention of the frequency-comb laser has enabled many new high-precision tests of fundamental theory and searches for new physics. Extending frequency-comb based spectroscopy techniques to the vacuum and extreme ultraviolet spectral range would enable frequency measurements of transitions in e.g. heavier hydrogen-like systems and open up new possibilities for tests of quantum electrodynamics and measurements of fundamental constants. The two main approaches, full-repetition rate up-conversion in a resonator, and two-pulse amplification and up-conversion for the Ramsey-comb technique, rely on high-harmonic generation (HHG), which is known to induce spurious phase shifts from plasma formation. After our initial report [1], in this article we give a detailed account of how the Ramsey-comb spectroscopy technique is used to probe the dynamics of this plasma with high precision, and enables accurate spectroscopy in the vacuum ultraviolet. It is based on recording Ramsey fringes that track the phase evolution of a superposition state in xenon atoms excited by two up-converted frequency-comb laser pulses. In this manner, phase shifts up to 1 rad induced by the HHG process could be observed at nanosecond timescales with mrad-level accuracy at 110 nm. We also show that such phase shifts can be reduced to a negligible level of a few mrad. As a result we were able to measure the $5\sigma\rightarrow 5\sigma^8 3/2$ transition in $^{132}$Xe at 110 nm (the seventh harmonic of 770 nm) with sub-MHz accuracy, leading to a transition frequency of $2726086012471(630)$ kHz. This value is $10^4$ times more precise than the previous determination and the fractional accuracy of $2.3 \times 10^{-10}$ is 3.6 times better than the previous best spectroscopic measurement using high-harmonic generation. Additionally, the isotope shifts between $^{132}$Xe and two other isotopes ($^{134}$Xe and $^{136}$Xe) were determined with an accuracy of 420 kHz. The method can be readily extended to achieve kHz-level accuracy by increasing the pulse delay, e.g. to measure the $1S-2S$ transition in $He^+$. Therefore, the Ramsey-comb method shows great promise for high-precision spectroscopy of targets requiring vacuum ultraviolet and extreme ultraviolet wavelengths.

I. INTRODUCTION

Precision spectroscopy in calculable systems enables tests of fundamental theory and searches for physics beyond the standard model. Recent experimental advances have led to unprecedented accuracy and the most stringent test of bound-state quantum electrodynamics theory (QED) [2–7]. Further improvements are hampered by the uncertainty of experimental parameters such as the nuclear charge radius, which influences the energy structure through finite nuclear size effects. This problem can be inverted to extract improved values for these parameters using spectroscopic measurements in combination with accurate theoretical calculations. In 2010, this instigated the so-called proton radius puzzle [8], where the inferred proton radius from spectroscopy on muonic hydrogen was 4% smaller than that obtained from electron hydrogen spectroscopy [2–9], which was equal to a $4.4\sigma$ discrepancy [8,13]. However, three out of four recent measurements have now confirmed the smaller (muonic) proton radius [14,15], including the most recent result from electron-proton scattering [17]. This makes new targets with a bigger nuclear-size induced frequency shift, such as the $He^+$ ion, particularly interesting [18], as similar comparisons with muonic $He^+$ can be made [19,20]. Especially because the QED contributions are much larger in $He^+$ than in hydrogen as a result of the higher-order scaling with the nuclear charge $Z$ of these terms. Therefore, in combination with the expected improved determination of the alpha radius from muonic $He^+$ [19,20], this can lead to a more stringent test of QED. With further theoretical improvements, also a value of the Rydberg constant can be determined from $He^+$ spectroscopy, which is effectively independent from hydrogen spectroscopy (because the required alpha particle charge radius, determined from muonic $He^+$ spectroscopy, only weakly depends on the Rydberg constant). The obvious challenge for a measurement of the $1S-2S$ transition in $He^+$ arises from the short excitation wavelength, which lies in the extreme ultraviolet spectral range [21]. Spectroscopic measurements at these short wavelengths can be realized by using e.g. radiation from a large synchrotron facility to perform Fourier-transform spectroscopy at wavelengths down to 40 nm [22,23]. In this manner, relative accuracies of $1 \times 10^{-7}$ have been demonstrated [24]. However, a higher accuracy can be reached with laser spectroscopy in combination with nonlinear up-conversion. For example, amplified and up-converted nanosecond pulses have been used to reach a fractional accuracy of $0.9 \times 10^{-8}$ at 58 nm [25]. This approach is based on traditional frequency-scanning spectroscopy, but uncertainties due to frequency-chirp induced by the amplification process and the relatively broad bandwidth of the excitation pulses ultimately limit this approach. A
much higher spectroscopic accuracy can be reached with pulses from a frequency-comb (FC) laser [26, 27]. The pulses emitted by a FC laser have a typical pulse energy of a few nJ, which is insufficient for up-conversion to the vacuum ultraviolet (VUV) and extreme ultraviolet (XUV) spectral range using high-harmonic generation. Therefore the peak intensity of these pulses has to be increased to reach this part of the spectrum. One approach is based on intra-cavity HHG to up-convert the full frequency-comb pulse train to the XUV spectral range [28, 29].

In 2005 this technique was first demonstrated and in 2012 Cingöz et al. have shown that they could perform spectroscopy in argon at 82 nm with 3 MHz accuracy (0.8 ppb) using such an XUV-comb [30]. Alternatively, a single pair of FC pulses can be amplified to the mJ-level using chirped-pulse amplification followed by subsequent up-conversion using HHG in a single pass. In 2010 Kandula et al. demonstrated this technique and performed a Ramsey-type experiment in neutral helium atoms where they achieved an accuracy of 6 MHz at 51 nm (1 ppb) [31]. This accuracy was limited by detrimental phase shifts arising from amplification and up-conversion.

We use a modified version of the latter spectroscopy method, called the Ramsey-comb spectroscopy (RCS) technique [32], that bypasses these limitations. It is based on multiple recordings with pairs of up-converted FC pulses to obtain a series of Ramsey fringes from which the transition frequency can be extracted by comparing the relative phase. As a result, common mode phase shifts arising from e.g. amplification and up-conversion, but also the ac-Stark shift, are suppressed strongly [33, 34].

The technique combines the high precision from a FC laser with the advantages of pulse amplification, leading to e.g. easy tunability, simple up-conversion in a gas jet (no resonators required), high excitation probability and a nearly 100% detection efficiency, because the detection can be carefully timed (e.g. using a state-selective ionization pulse). The method has been demonstrated to work very well over a broad spectral range (from NIR to DUV) [32, 33, 35]. We recently showed that RCS can be combined with HHG to extend the method to the VUV and XUV spectral range [1]. The extension of RCS with HHG was so far hampered by the unknown detrimental phase shifts which arise from ionization during up-conversion [36, 38]. The influence from plasma formation has been previously investigated only on short timescales, ranging from a few hundred femtoseconds to a few picoseconds [39, 40], but not on timescales relevant to RCS (i.e. at tens to hundreds of nanoseconds).

In this paper we give a detailed account of how the RCS method can be used to provide insights into plasma-induced phase shifts arising from HHG by tracking the atomic phase evolution of excited atoms (xenon) with mrad-scale precision. Moreover, we show how this results in high-precision spectroscopy with light from HHG in the vacuum ultraviolet on the 5p5 → 5p6s[3/2]1 transition in xenon at 110 nm.

II. EXPERIMENTAL TECHNIQUES

In the original Ramsey spectroscopy scheme, molecules or atoms are excited by two separated phase-locked oscillatory fields in the radio-frequency (RF) domain [41]. The Ramsey-comb spectroscopy (RCS) technique also uses two interaction pulses, separated in time instead of space and in the optical domain, based on pairs of phase-locked laser pulses from a frequency-comb laser.

A. The Ramsey-comb spectroscopy technique

A two-level system with transition frequency \( f_{tr} \) can be brought in a superposition of the ground and the excited state by a resonant laser pulse. Excitation with two phase-locked pulses leads to interference between two such contributions. The interference pattern can be probed by observing the excited state population (e.g. through detection of fluorescence, or more efficiently, by photo-ionization). The phase evolution of the interfering contributions depends on the delay (\( \Delta t \)) and the phase difference (\( \Delta \phi \)) between the pulses, leading to an oscillating upper state population (\( |c_e(\Delta t, \Delta \phi)|^2 \)), which is described by

\[
|c_e(\Delta t, \Delta \phi)|^2 \propto \cos(2\pi f_{tr} \Delta t + \Delta \phi).
\] (1)

A FC laser is a very suitable source for this excitation scheme, because it provides accurate control over the pulse delay through the pulse repetition time \( T_{rep} \) and the relative phase through the carrier-envelope phase slip \( (\Delta \phi_{ceo}) \). One can adjust either one of these parameters to obtain a Ramsey fringe, but experimentally it is more convenient to adjust the delay \( \Delta t = T_{rep} + \delta t \). The range over which the delay is scanned, is related to the transition frequency and is typically on the order of a few hundred attoseconds.

The amplification process induces a phase shift of up to 300 mrad on the excitation pulses \( (\Delta \phi_{opt}) \), which is added to the carrier-envelope offset phase \( \Delta \phi = \Delta \phi_{ceo} + \Delta \phi_{opt} \). This contribution is typically hard to determine with high accuracy. However, it is possible to construct an amplifier based on parametric amplification that can keep the phase shift between the two amplified pulses constant at the mrad-level as a function of delay. Therefore in RCS one records a series of Ramsey fringes at different pulse delays separated by an integer times the repetition time \( \Delta N \times T_{rep} \), as illustrated in Fig. 1. The transition frequency is obtained by comparing the relative phase of these fringes, leading to a suppression of common mode shifts. A constant phase shift between the amplified FC pulses manifests itself as a global phase shift of the fringes and does not influence the extracted transition frequency. This argument also holds for other common
mode effects, such as the ac-Stark shift. Additionally, the accuracy of the measurement improves proportionally with the inter-pulse delay, as the frequency that fits the measured phase evolution as a function of the delay time becomes more sensitive for longer delays. The transition frequency extracted in RCS is affected by both the first-order Doppler shift and the recoil shift. The transition frequency extracted from the relative phases of the fringes, suppressing the influence of common mode phase shifts of the Ramsey fringes on the extracted transition frequency.

FIG. 1. A series of Ramsey fringes from two broadband resonant FC pulses is recorded at different multiples of the repetition time $\Delta N \times T_{\text{rep}}$. Each individual fringe is obtained by changing the delay by $\delta t$, which is on an attosecond timescale. The transition frequency is extracted from the relative phases of the fringes, suppressing the influence of common mode phase shifts of the Ramsey fringes on the extracted transition frequency.

Higher-order harmonic generation uses the nonlinear response of a gas to coherently up-convert frequencies from the infrared or visible spectral range to the vacuum ultraviolet or extreme ultraviolet spectral range. An intuitive picture of HHG is given at a single-atom level by the semi-classical three-step recollision model [44] (a quantum-mechanical description is given by the Lewenstein model [45]). The principle is based on focusing a powerful short laser pulse in a medium (typically a gas jet, or a gas filled capillary) to reach an intensity of approximately $10^{14}$ W/cm$^2$. At these intensities, the electric field of the laser pulse can significantly perturb the Coulomb potential of the least bound electrons, and for a high enough field this enables the electron to tunnel out into the continuum. After ionization, the electron gains energy as it is accelerated in the strong electric field of the laser. It can return to the parent ion because the field of the fundamental laser changes sign after half a period of the optical wave. When it returns it can recombine, leading to the emission of a high-energy photon. The recollision probability is highest near every zero-crossing of the electric field and the process is therefore tightly linked in time to the fundamental wave, leading to a high degree of coherence. This has been demonstrated in several experiments involving interference of HHG beams, see e.g. [46, 47], and by the high coherence of steady-state full-repetition rate frequency comb up-conversion [48]. For a symmetric medium, such as a simple gas jet, only odd harmonics of the fundamental optical carrier frequency are produced. The efficiency of the HHG process is often very low (typically $10^{-6}$ in a simple gas jet) and most electrons might not recombine but instead become permanently ionized. Over time a significant fraction of the medium can become ionized and a plasma can be formed. In order to combine RCS with HHG, the effect of this plasma formation on the phase of the up-converted FC pulses has to be carefully considered.

In RCS common mode effects are significantly suppressed and therefore the plasma build-up during each pulse does not influence the extracted frequency. If the pulses do not influence each other, the plasma-induced shift is equal for both up-converted FC pulses. However, the second pulse can experience a phase shift due to a change in the refractive index of the HHG medium because of the plasma formed during the first pulse. This shift is dependent on the inter-pulse delay because the ions and electrons move out of the interaction region, and partly recombine. It therefore leads to a delay-dependent phase shift and, as a result, a shift of the extracted transition frequency. On the other hand, because this delay-dependent plasma-induced phase shift is directly imprinted on the phase of the up-converted FC pulses, as is illustrated in the top panel of FIG. 2 it can be detected by tracking the phase evolution of the atomic superposition state at different inter-pulse delay $\Delta N$ and driving intensity. The results presented in
III. EXPERIMENTAL SETUP

The RCS setup is based on selective amplification of a FC pulse pair using parametric chirped pulse amplification. The re-compressed amplified pulses have a sufficiently high peak-intensity to create high-harmonics in a simple single-pass gas jet. After up-conversion, the pulse pair is refocused in an atomic xenon beam to excite the $5p^5 \rightarrow 5p^5 5s[3/2]_1$ transition at 110 nm. The excited atoms are state-selectively ionized and detected using a time-of-flight mass spectrometer. In this section, the individual components of the system are described in detail.

A. The Ramsey-comb laser system

An overview of the laser setup is shown in Fig. 2. The starting point is a Kerr-lens mode-locked titanium:sapphire frequency-comb laser with an average output power of 450 mW and a repetition frequency of $f_{rep} = 126.6$ MHz. The spectrum of the laser is centered around 800 nm and has a bandwidth of $\sim 75$ nm.

The repetition frequency and the carrier-envelope offset frequency ($f_{ceo}$) are stabilized using a commercial cesium atomic clock (Symmetricon CsIII 4310B). This enables accurate control over the repetition time $T_{rep} = 1/f_{rep}$ and the carrier-envelope phase slip $\Delta \phi_{ceo} = 2\pi f_{ceo}/f_{rep}$. The FC pulses are stretched and spectrally clipped in a 4f-grating stretcher to improve the temporal overlap of the FC pulses with the pump pulses in the parametric amplifier. The stretcher introduces a group velocity dispersion (GVD) of $1.5 \times 10^{8}$ fs$^2$ and an adjustable slit in the Fourier plane of the stretcher selects a spectrum with a bandwidth of typically 8 nm that is centered around 770 nm. The combination of stretching and spectral clipping leads to a pulse length of $\sim 10$ ps.

A three stage non-collinear optical parametric chirped pulse amplifier (NOPCPA) based on three beta-barium borate (BBO) crystals is then used to amplify the FC pulses. It is pumped by a home-built laser system providing a pulse pair at 532 nm with an energy of 17 mJ/pulse and a pulse length (full-width at half maximum) of 60 ps [51, 52]. The inter-pulse delay between the pump pulses can be adjusted by an integer number $\Delta N$ of the repetition time ($T_{rep}$) with a set of modulators [51], leading to selective amplification of the corresponding FC pulse pair. A typical energy of 3 mJ/pulse is reached in this manner.

The amplified pulses are re-compressed to a pulse length of 220 fs (full-width at half maximum) using a grating compressor, based on transmission gratings (Lightsmyth T-1850-800s). One of the gratings in the compressor is built on a rotation stage to tune the angle of incidence and compensate for third-order dispersion. However, the hard edge used for wavelength selection in the stretcher
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FIG. 3. The experimental setup and a schematic representation of the influence from plasma formation during HHG on RCS (top panel). The NIR beam from the RC laser is focused to generate high-harmonics in argon. A combination of a beam block and an adjustable iris is used to separate the harmonics from the fundamental beam, while a LiF plate acts as a filter that only transmits light $\lambda > 105$ nm. The VUV beam is refocused using a toroidal mirror pair at grazing incidence and overlapped with a pulsed xenon beam at 90° angle. An ionization pulse at 1064 nm is delayed by 2 ns with respect to the second VUV pulse and selectively ionizes the excited atoms. The ions are extracted with a pulsed electric field and detected through a time-of-flight (TOF) drift tube by an ETP AF880 electron multiplier (EM). The plasma induced delay-dependent phase shift $\Delta \phi(\Delta N)$ between the two RC pulses from HHG, is detected through the phase of the observed ion signal Ramsey fringes (top panel).

leads to a sinc-like pulse shape and therefore to pre- and after-pulses of a few percent with respect to the main peak. The remaining pulse energy after re-compression is typically 2 mJ/pulse.

B. The phase-measurement setup

The phase difference between the amplified FC pulses is measured in a separate setup, shown in the lower panel of Fig. 2 which is based on spectral interference. For this purpose a small fraction of the amplified beam is split-off before the compressor and spatially overlapped with the original unamplified FC pulse in a single-mode fiber. Saturation effects in the parametric amplifier lead to a slightly wider spectrum of the amplified pulses, therefore the reference pulses pass through a separate 4f-grating stretcher. It introduces the same amount of GVD as the first, but the selected bandwidth is slightly wider. Moreover, nonlinear effects in the fiber are avoided as well by using stretched pulses. Each amplified pulse and its corresponding reference pulse is selected out of the full FC pulse train with two Pockels cells (PC), which are used in double pass (with a combined contrast of 1:10^4) to reduce background light. A third PC is used in combination with polarization optics to introduce a slight vertical offset between each set of pulses in a small delay line. In this manner the interference pattern of the two sets of pulses can be projected above each other on a CCD camera (IMI-TECH IMB-716-G) so that both spectral interference patterns can be observed simultaneously. An example of the observed interferograms is shown in the lower panel of Fig. 2. The spectrometer consists of a gold grating of 1200 lines/mm (Richardson, 53-*360R) in combination with a 350 mm lens, which projects the spectrum on the camera. The period of the interference pattern can be adjusted by changing the delay between the original FC pulse and the amplified pulse in the delay line of the reference arm. The geometrical phase difference arising from slight misalignments of the two interference patterns on the camera is calibrated by exchanging the projection of the two pulses using the third PC. The phase difference between the pulses is extracted from the interferograms using a Fourier transform-based method.

C. The spectroscopy setup

A schematic overview of the vacuum setup is shown in Fig. 3. High-harmonics are created in a gas jet of argon atoms in the first vacuum chamber. The jet is created by a supersonic expansion from a home-built piezo valve (type 1), which operates at a backing pressure of 5 bar. Before HHG, the center part of the amplified beam is cut-out with a 1-mm-diameter beam block at a distance of $2f$ before the focusing lens (with a focal distance $f = 250$ mm). This leads to a donut-shaped intensity profile of the beam which is then imaged in the second vacuum chamber to separate the harmonic light from the funda-
mental light with an adjustable iris. The generated harmonics propagate on axis with a much lower divergence than the fundamental. Therefore, the iris transmits the harmonic beam, while it blocks the ring of fundamental light around it.

A peak-intensity of up to $1.3 \times 10^{14}$ W/cm$^2$ is reached in the interaction region below the nozzle of the valve. The position of the valve can be adjusted in all three dimensions to optimize the harmonic yield. In particular, the alignment in the direction of propagation is important for reaching proper phase-matching conditions of the HHG process. This is achieved by adjusting the valve position such that the divergence of the harmonic beam is minimized, which typically leads to a focus position just in front of the jet.

Due to the low ionization potential of xenon, direct one-photon ionization is possible with harmonics of order $q > 7$. Therefore, a 1-mm-thick lithium fluoride window is placed in the beam, which only transmits light at $\lambda > 105$ nm. An absolute transmission efficiency of 40% was measured for the seventh harmonic at 110 nm.

A toroidal mirror pair operating at a grazing angle of 7.5° is used to refocus the harmonic beam in the interaction region. It forms a one-to-one telescope with an effective focal length of 250 mm. Coma and other aberrations are fully compensated at equal angle of incidence, but for a slight angular deviation the beam quality in the spectroscopy region is significantly perturbed. A retractable silver mirror is placed a few centimeters behind the second toroidal mirror to monitor changes in day-to-day alignment and ensure a proper quality of the refocused fundamental beam. The harmonic beam itself can be detected in the far field (400 mm from the focal plane) with an XUV sensitive CCD camera (Andor Newton SY, DY940P).

The xenon atoms are excited at a 90°-angle in a pulsed atomic beam to reduce influences from the first-order Doppler effect. The gas pulse is created from a home-built piezo valve (type 2, see [55]) with a 0.3 mm nozzle opening, operating at 0.5 bar backing pressure. The formation of clusters from the gas expansion, as reported in previous studies [56, 57], was thoroughly investigated by changing the parameters of the expansion (backing pressure, pulse timing, pulse length) and by changing skimmers and valve types (solenoid and piezo based with different valve openings from 0.15 mm to 0.8 mm), but no evidence for the production or influence of clusters was found in the Ramsey signals or time-of-flight (TOF) mass spectrometer data. After these tests we based the atomic beam geometry for the measurements on two skimmers to reduce Doppler broadening. The first skimmer is placed at a distance of 200 mm from the valve and has a circular aperture with a diameter of 8 mm. This relatively large opening was chosen to reduce possible effects of skimmer clogging. The second one is an adjustable slit skimmer set to a width of 1 mm. It is made from 0.150-mm-thick stainless steel foil and bent into a slit skimmer pointing towards the source. The slit is orientated perpendicular to the atomic and VUV beam. It is placed at a distance of 460 mm from the valve, leading to a maximum atomic beam divergence of $< 1.5$ mrad.

The excited xenon atoms are selectively ionized by a 3 mJ, 60 ps ionization pulse at 1064 nm, which is delayed by 2 ns with respect to the second excitation pulse. This pulse is derived from the second pump laser pulse, and therefore automatically shifts with the different pulse delays which are selected for the RC measurement. The ionization beam is focused in the vertical direction with a cylindrical lens to match the shape of the interaction region and to reach the saturation intensity of the ionization step. The ions are extracted through a 40 cm long TOF drift tube, separating the different isotopes temporally. They are measured by a fast electron-multiplier (ETP ion detect, AF880) and the signal from the selected isotope is obtained with a boxcar integrator (Stanford Research). The whole experiment is repeated at a rate of 28.2 Hz.

IV. RESULTS

A typical Ramsey-comb scan of the $5p^6 \rightarrow 5p^58s\ ^2[3/2]_1$ transition is shown in Fig. 4. The lower panel shows four Ramsey fringes at $\Delta N = 1-4$. These are obtained by measuring the number of ions, which is directly proportional to the number of excited atoms, as function of pulse delay. Each point is obtained by averaging over ~ 500 laser shots and the error bars represent the observed standard deviation of the mean.
value. The total scan range was 475 attoseconds in which 1.3 fringe was observed. The phase difference between the two FC pulses drifted on the order of 10 mrad on a ten minute timescale, due to subtle changes (mostly related to temperature) in the amplifier system. Therefore the measurement time was set to be only 3.3 minutes/ fringe at the expense of signal-to-noise ratio, and only pairs of Ramsey fringes were used ($\Delta N = 2$ and $\Delta N = 4$). Additionally the data points were recorded in random order, as shown in the upper panel of Fig. 5, reducing the influence of drifts further by a factor of $\sim 4$.

A. The Ramsey fringe contrast

The contrast of the Ramsey fringes is influenced by several processes. An overall reduction of the Ramsey fringe contrast is caused by the phase noise on the amplified and up-converted pulses, because it is mostly produced by the parametric amplification process so that the noise amplitude can be considered constant for a large range of pulse delays. A delay-dependent ($\Delta N T_{rep}$) decay of the Ramsey fringe contrast is affected by: the finite upper state lifetime (22 ns [58]), Doppler broadening, a wavefront tilt of the excitation beam and the short transit time of the xenon atoms through the refocused excitation beam. The latter was the dominant cause for a relatively fast decay of the Ramsey fringe contrast in this experiment, because the one-to-one toroidal telescope re-focuses the HHG beam to a spot similar in size as at the HHG source, which is $\leq 50 \mu m$ for the fundamental beam and typically a few times smaller in the VUV. This configuration was chosen in preparation for $1S - 2S$ excitation in a trapped He$^+$ ion (requiring refocusing), but was not ideal for the current xenon atomic beam experiment. Therefore the toroidal mirrors were deliberately slightly misaligned (with respect to perfect one-to-one imaging configuration) to introduce a small amount of astigmatism, which increases the transit time at the expense of a local wavefront tilt. As a result, the maximum pulse delay was increased from 16 ns (diameter of $\sim 15 \mu m$) to 32 ns ($\sim 30 \mu m$). The purple data points in Fig. 5 show the measured Ramsey fringe contrast at different inter-pulse delays (with $\Delta N = 1 - 4$) after increasing the interaction region.

In order to gain more insight into the influence of the individual contributions that affect the Ramsey fringe contrast, the Ramsey-comb signal was simulated and a comparison with the data was made. The simulations were performed with an upper state lifetime of 22 ns [58] and the maximum achievable contrast based on this value is shown with the finely dashed orange curve in Fig. 5. Other parameters that were fixed based on prior knowledge were the maximum atomic beam divergence of 1.5 mrad (dashed-dotted pink curve) and the wavefront tilt of 1.25 mrad (dotted blue curve) based on the introduced astigmatism in the VUV beam. The latter two were estimated from the geometrical configuration. The remaining two parameters, namely the size of the interaction region and the phase noise were fitted to match the decay and the offset of the measured contrast. As discussed before, the phase noise manifests itself as an overall reduction of the Ramsey fringe contrast, while the limited transit time affects the decay of the curve. The purple line shows the best match with the experiment and leads to a 26 $\mu m$ VUV beam size at full width half maximum and a 400 mrad phase noise amplitude at the seventh harmonic. From the latter an absolute maximum contrast of 88% is expected (gray line). The obtained value indicates that the phase noise amplitude of the amplified NIR pulses is 57 mrad, taking the linear scaling with the harmonic order into account. This result agrees well with the extracted value from direct phase measurements at the fundamental frequency, which will be discussed in Sec. IV C. Even though the beam size was increased by almost a factor of two, the loss of contrast is still dominated by the short transit time of the atoms (dashed green curve).

Due to the high sensitivity to the transit time of the atoms in this experiment, it became apparent that the two amplified pulses initially had a slightly different propagation direction. This was caused by an intensity dependent spatial walk-off effect in the parametric amplifier.
The two pump pulses of the NOPCPA have a slightly different intensity profile as a result of saturation effects in the amplifiers of the pump laser [51]. This leads to a different walk-off induced propagation angle for the two amplified FC pulses caused by pump-to-signal phase transfer. This problem was solved by implementing a walk-off compensating configuration for the first two passes [52], which is based on the reversal of the walk-off direction between the first two crystals by rotating one of the crystals around the proper axis. In this manner the beam pointing difference was reduced from up to \( \sim 0.5 \) mrad (depending on the day-to-day alignment) to 20 \( \mu \)rad. Note that previous RCS measurements [34-35] were not affected by this because they used large collimated beams in combination with low harmonic generation.

### B. Plasma-induced effects

The influence from plasma formation on the HHG process was investigated by varying the driving intensity with a half-wave plate and a thin-film polarizer. As illustrated in Fig. 6, the depletion of the neutral atoms after up-conversion of the first pulse influences the VUV yield of the second pulse. Fig. 6(a) shows the individual seventh-harmonic VUV pulses at \( \Delta N = 3 \) for five different driving intensities. Up to \( 0.8 \times 10^{14} \text{W/cm}^2 \), the yield of both VUV pulses benefit from a higher driving intensity, but a further increase leads to the stagnation and eventually a decrease of the yield of the second pulse. At the highest driving intensity (\( 1.3 \times 10^{14} \text{W/cm}^2 \)), the second VUV pulse is almost completely suppressed. Note that in this regime, the phase matching condition, which depends on the dispersion, is also significantly influenced. As a result also the total VUV yield, i.e. the sum of the two pulses at \( \Delta N = 3 \), stagnates as is shown in Fig. 6(b).

Above \( 0.9 \times 10^{14} \text{W/cm}^2 \) there is no significant improvement of the total yield.

A revival of the second VUV pulse occurs for larger interpulse delays, as shown in Fig. 6(c), because the plasma moves out of the interaction region and the gas sample refreshes as is also indicated in Fig. 3. The typically observed timescale on which this revival occurs, depends on the size of the interaction region and therefore the driving intensity. The reason for this is that a higher driving intensity leads to a bigger volume where the intensity is high enough for tunnel ionization and therefore HHG. It then also takes longer for all the ions to leave the interaction zone. Recovery times of 50-100 ns were observed as is shown in Fig. 6(c), which matches well with what is expected for a focus diameter in the HHG zone of about 50 \( \mu \)m and the estimated velocity of the argon atoms from a supersonic expansion (\( v = 550 \text{ m/s} \)).

The delay-dependent influence from plasma formation on the phase of the second VUV pulse was extracted from the phase evolution of the Ramsey fringes as function of delay (which is schematically depicted in the top panel of Fig. 3) for different driving intensities. The absolute phase of the VUV Ramsey fringes drifts over longer timescales (typically a few mrad per minute) and therefore only the relative phase between the fringes was used such that this effect did not appreciably influence the measurements. The phase at \( \Delta N = 2 \) was chosen as a reference, because a remarkable change in the dynamics was observed after this delay (16 ns). Furthermore, the signal-to-noise is better at \( \Delta N = 2 \) than at longer delays and therefore subtle shifts could be measured more accurately in this manner.

Fig. 7 shows the measured phase shift as a function of delay where \( \Delta N = 2 \) has been taken as a reference value. The curves are fitted with an exponential function \( \Delta \phi \propto e^{-\Delta t} \). At the shortest delay (\( \Delta N = 1 \)), we observe a noteworthy seventh-order dependency of the phase-shift as function of peak intensity (for more details, see [11]), leading to a shift of 1 rad at the highest deployed peak intensity. This shift is significantly reduced for larger inter-pulse delays, indicating that there are much faster dynamics involved in this process than what is expected from the dynamics of ions and atoms (Fig. 6(c)). Therefore we conclude that the phase effects are predominantly caused by free electrons in the plasma,
which can leave the interaction zone much faster than the atoms and ions (on a picosecond-timescale instead of a nanosecond-timescale). This is in agreement with the expected dominant contribution to the change in refractive index due to plasma formation [49, 50]. Note that the error bars increase for higher driving intensity because the two excitation pulses (Fig. 3(a)) and therefore the excitation contributions become unequal, which directly leads to a lower contrast of the Ramsey fringes.

The asymptotic value at \( \Delta N \to \infty \) represents the residual phase shift at \( \Delta N = 2 \), which is significant at high driving intensity \((140(74))\) mrad at \( 1.3 \times 10^{14} \) W/cm\(^2\)), but reduces to a negligible level of \( 2(2) \) mrad at the lowest driving intensity. This is more clearly visible in the inset of Fig. 7 which shows a zoom-in of the induced phase shift for low driving intensity at large pulse delay. By skipping \( \Delta N = 1 \) and moderating the intensity to \( 0.78 \times 10^{14} \) W/cm\(^2\), the observed plasma induced phase shift could be reduced to \( -2(5) \) mrad between \( \Delta N = 2 \) and \( \Delta N = 3 \), and \( -7(9) \) mrad between \( \Delta N = 2 \) and \( \Delta N = 4 \). The corresponding frequency shift for the measured transition of \(-32(91)\) kHz and \(-67(86)\) kHz, respectively, is consistent with zero within the uncertainty.

Fig. 8(b) shows that the modulation of the intensity to \( I_0 \) leads to a reduction of 15% of the total VUV yield and therefore only a slight reduction of the total signal level. The VUV peak intensity at the seventh harmonic was estimated to be \( 5 \times 10^7 \) W/cm\(^2\) at these typical operating conditions for spectroscopy.

The spectrum of the generated harmonics at the different values of the driving intensity was measured with the monochromator at the end of the vacuum system (Fig. 3). The spectra are acquired with only a single pulse and do not represent the total yield of the double-pulse configuration. Fig. 8 shows four spectra obtained at different driving intensities. The harmonics of orders between \( q = 5 \) (154 nm) and \( q = 15 \) (51 nm) are clearly observed. The high-frequency end of the spectrum is limited by the poor reflectivity of the aluminum grating that was used (model 33009FL01-510H from Newport) at a relatively small angle of incidence \(<45^\circ\). The geometry of the monochromator prevents the low-frequency end of the spectrum to be observed, therefore the third harmonic is missing. The measured amplitudes of the harmonic orders were corrected for the wavelength dependent sensitivity of the electron multiplier (EM) consisting of BeO (gray curve), but not for the unknown wavelength-dependent efficiency of the gratings, so it only gives an indication of the harmonic yield. Generation of the highest harmonics \( q > 7 \) indicate that the region of tunnel ionization is reached, even for low driving intensity. The different power scaling behavior of the 11\(^{th}\) and 13\(^{th}\) harmonic is reproducible, but not fully understood.
not clear why there is a (reproducible) sudden change in power scaling behavior for the 11th and 13th harmonic. It could in part be induced by changing phase matching conditions (optimized for the seventh harmonic) due to ionization and perhaps subtle pulse shape changes (induced by the optics used to vary the intensity).

C. Calibration of the absolute transition frequency

The measured plasma-induced phase shifts indicate that high-precision spectroscopy is possible, even for RCS with relatively small pulse delays. To demonstrate this and show the full potential of RCS in combination with HHG, the absolute transition frequency of the $5p^6 \rightarrow 5p^5 8s \frac{3}{2}[1/2]$ transition has been determined. Due to the periodicity of the signal in Ramsey-comb spectroscopy, the extracted transition frequency is only known modulo the effective mode spacing ($f_{\text{rep}}/\Delta N$). Therefore, the repetition frequency was varied over a range of 1.6% in three steps to determine the actual transition frequency. A few of the possible values for the transition frequency are shown in Fig. 9 relative to the previous determination from Yoshino et al. [60]. The upper panel shows the extracted frequencies at five different values of the mode spacing. The results obtained from the combination of $\Delta N = 2$ and $\Delta N = 4$ yields the best statistical accuracy but reduces the effective mode spacing to $f_{\text{rep}}/2$, which leads to twice as many possible transition frequencies. Therefore, half of the possibilities were excluded by also performing measurements at $\Delta N = 2$ and $\Delta N = 3$. The combination leads to only a single coincidence point of the transition frequency within a 4σ range of the previous determination [60].

The probability that the obtained transition frequency is at the given coincidence point is calculated by constructing Gaussian distributions from the extracted transition frequencies ($\mu_n$) and the corresponding uncertainties ($\sigma_n$) according to

$$P_n(f) = \frac{1}{\sigma_n \sqrt{2\pi}} e^{-\frac{(f-\mu_n)^2}{2\sigma_n^2}}. \quad (4)$$

The distributions obtained with different mode spacing are multiplied to obtain the probability ($P_C$) that the transition frequency is at a certain coincidence point, which is shown in the lower panel of Fig. 9. In this manner, the obtained coincidence point was determined with 99.2% confidence.

After identification of the proper transition frequency (‘mode’), the absolute transition frequency was determined by evaluating a series of systematic effects. The main systematic effect is caused by the first-order Doppler shift. This was calibrated by comparing the transition frequency obtained from a beam of pure xenon with that obtained from a mixture of argon and xenon in a ratio of 3 to 1. The mixture accelerates the xenon atoms, which unfortunately also reduces the transit time so that only a maximum pulse delay of $\Delta N = 3$ could be used in this case.

In the TOF mass spectrometer geometry, two deflection plates were included in the direction of propagation of the atoms to compensate for the forward velocity and to steer the ions onto the detector. The observed signal level as a function of deflection voltage was compared to simulated trajectories (and resulting signal) using COMSOL to calibrate the forward velocity. From this we established a speed of 285(30) m/s for pure xenon, and 480(30) m/s for xenon in the mixture.

The atomic beam was first coarsely aligned to be perpendicular to the excitation beam by minimizing the
observed frequency shift to the level of a few MHz. The Doppler-free transition frequency was then obtained by extrapolating the residual shift to zero velocity after correction for the HHG shift and the second-order Doppler shift (1.2 kHz for pure xenon and 3 kHz for the mixture). In total more than 300 measurements were recorded over a period of 17 days from which the final result was obtained, which is shown in Fig. 10.

As was discussed in Sec. II A, the recoil from absorption of a single photon affects the extracted transition frequency. Therefore, a correction of 125 kHz was applied in the evaluation of the final result.

Although the ac-Stark shift is known to be significantly suppressed in the RCS method \cite{33, 35}, we have investigated the presence of possible residual shifts. Both the VUV pulses and the residual light from the fundamental beam can induce a shift of the energy levels in the atom. To determine the magnitude of the effect, the induced phase shift of a single Ramsey fringe was measured as a function of intensity.

The influence of the residual NIR light was measured by slightly opening the iris (in the second vacuum chamber) that normally blocks as much of the NIR beam as possible. For normal operating conditions the NIR intensity in the interaction region was estimated to be $1 \times 10^{11} \text{ W/cm}^2$. The measured phase shift as function of NIR intensity for $\Delta N = 2$ and $\Delta N = 3$ is shown in Fig. 11(a) and (b), respectively, and the solid line shows a linear fit to the data of which the 1σ uncertainty interval is indicated by the shaded area. A significant intensity-induced phase shift of 1.65 rad was observed by increasing the intensity by a factor of 4.6. However, the differential nature of RCS leads to a strong suppression of the influence of this effect on the extracted transition frequency. This is shown Fig. 11(c), where the difference between the induced shift at $\Delta N = 2$ and $\Delta N = 3$ is plotted. The fit shows that the dependency of the phase on the intensity is practically equal (within the statistical uncertainty) for both pulse delays (a small difference is seen because the measurements were performed sequentially instead of simultaneously and without random scanning, which leads to a small residual phase drift). Therefore the effect is common mode and barely affects the extracted transition frequency. Given that the NIR pulses are actively kept constant to the level of 0.2%, the ac-Stark effect is suppressed by a factor of 500, leading to a frequency shift of less than 20 kHz.

A similar procedure was performed to calibrate the ac-Stark shift induced by the VUV pulses. Here the intensity was decreased with a factor of three compared to normal operating conditions (estimated at $5 \times 10^7 \text{ W/cm}^2$ for the seventh harmonic) by reducing the density in the HHG jet to reduce the third to seventh harmonic output roughly equally. To this end the gas pressure in the HHG interaction zone was lowered by reducing the drive voltage on the piezo valve. A phase shift of 0.7 rad was observed, which, in combination with the measured stability of the VUV intensity (about ten times worse than that of the NIR), results in a frequency uncertainty of 85 kHz.

The dc-Stark effect was suppressed by using a pulsed electric field to extract the xenon ions. A possible residual shift from stray electric fields was estimated by deliberately increasing the field in the interaction zone to 29 V/cm. The observed frequency shift of 2.5(1.0) MHz, gives rise to a shift of < 20 kHz assuming an estimated maximum stray field of < 0.25 V/cm.

A similar procedure was performed to calibrate the Zeeman shift. A set of six coils was used to reduce the magnetic field in the interaction zone to below 0.1 Gauss. Based on measurements at 3 Gauss (in different

![Fig. 11. The observed phase shift of the Ramsey fringe in the VUV as a function of NIR intensity in the interaction region for (a) $\Delta N = 2$, (b) $\Delta N = 3$ and (c) their difference. The solid line represents a linear fit of the data and the shaded area indicates the 1σ uncertainty interval. A maximum shift of 1.65 rad was observed by increasing the intensity in the interaction region by a factor of 4.6. However, the fitted slopes of the curves at $\Delta N = 2$ and $\Delta N = 3$ are almost equal, with a small residual difference between $\Delta N = 2$ and $\Delta N = 3$, as is shown in (c), due to drifts of the setup as the measurements where performed sequentially (see text).](image-url)
directions), we determined the uncertainty from stray magnetic fields to be below 52 kHz.

Finally, the phase stability of the amplified FC pulses was measured using the setup described in Sec. III B. The absolute phase shift introduced in the amplification process is typically a few hundred mrad. The observed phase noise amplitude was 40-70 mrad, depending on the exact operating conditions in the NOPCPA. This is in agreement with the estimation, based on the contrast of the Ramsey fringes, as was discussed in Sec. IV B. The origin of the phase noise was traced back to the amplification process itself [61]. A clear correlation was observed between the output power of the amplified FC beam and the phase stability of the pulses, indicating that local wavefront fluctuations (and therefore phase mismatch) give rise to added phase noise, rather than effects such as self and cross phase modulation [51, 61]. The stability of the phase as a function of pulse delay was measured as well, as this can have an influence on the extracted transition frequency. A set of 15 measurements, each with a statistical uncertainty of 1.5-2.5 mrad, were averaged to obtain the phase stability over a typical measurement day. The result is shown in Fig. 12. The phase difference remains constant well within 1 mrad as a function of the delay, which conservatively leads to an uncertainty of 140 kHz on the transition frequency in the VUV.

The final result, and all the contributions to the error budget, are shown in Tab. I. The transition frequency of the $5p^6 \rightarrow 5p^58s \ ^2[3/2]_1$ transition in $^{132}$Xe was determined to be $2726086012\pm471(630)$ kHz, which improves upon the previous determination by a factor of $10^4$ [60]. The achieved fractional accuracy of $2.3 \times 10^{-10}$ is a factor of 3.6 better than the previous best spectroscopic measurement using HHG [50].

### TABLE I. Contributions (in kHz) to the measurement of the $5p^6 \rightarrow 5p^58s \ ^2[3/2]_1$ transition frequency in $^{132}$Xe.

| Value or correction ($1\sigma$) | Doppler-free transition frequency | Light induced effects | dc-Stark shift | Zeeman-shift | Amplifier phase shift | Recoil shift |
|--------------------------------|----------------------------------|-----------------------|---------------|--------------|----------------------|-------------|
|                               | $2726086012\pm596(600)$         | 0 (87)                | 0 (20)        | 0 (52)       | 0 (140)              | -125 (10^{-7}) |
| Total                         | $2726086012\pm471(630)$         |                       |               |              |                      |             |

*Including the uncertainty of $\approx 90$ kHz due to the residual HHG phase shift (see text) and the correction for the second-order Doppler shift of 1.2 kHz for pure Xe and 3.5 kHz for the mixture.*

### D. Isotope shift measurement

Xenon has seven observable stable isotopes, as shown in Fig. 13. Two of them have a nuclear spin and therefore hyperfine structure, namely $^{129}$Xe and $^{131}$Xe. This leads to excitation of several transitions simultaneously and therefore a beating of the corresponding Ramsey signals. In principle RCS can be used to obtain all the transition frequencies and the relative amplitudes of these contributions if the phase evolution can be measured over a sufficiently long delay [32, 33], but due to the short transit time of the xenon atoms this could not be realized, and therefore only the even isotopes were considered.

Of the remaining five even isotopes, three provided enough signal to perform accurate measurements. Therefore the isotope shift of the $5p^6 \rightarrow 5p^58s \ ^2[3/2]_1$ transition for both $^{134}$Xe and $^{136}$Xe relative to isotope $^{132}$Xe was determined.

As shown in Fig. 13, the signal from the different isotopes can be resolved easily and acquired separately using several Boxcar integrators. In this manner, several systematic shifts are common-mode for both isotopes and the isotope shift $f_X - f_{\text{132}}$ can straightforwardly be extracted. Note that each isotope clearly shows a double-peak structure, which only became apparent because of the high resolution of the mass-spectrometer (about 5 ns). The origin of this structure was investigated thoroughly by exchanging e.g. the valve and the skimmers, but no conclusive reason for this observation was found. However, the most probable cause of the multi-peak structure is the existence of different velocity classes. Therefore, only signal coming from the first peak was acquired for each isotope with the Boxcar integrators. The ambiguity of the determined frequency shift due to the effective mode spacing is again removed by varying the repetition frequency of the laser, similar as discussed in Sec. IV C. This results in a single coincidence point for each isotope shift frequency which were both determined with $>95\%$ confidence. The isotope shifts have been obtained from more than 50 measurements for each isotope, which were taken over a period of 8 days. The final result...
FIG. 13. A typical time-of-flight (TOF) trace of xenon isotopes (using only one 110 nm pulse to avoid isotope-dependent interference effects). The relative amplitude shows the natural abundance of the isotopes. All stable isotopes, except for $^{124}$Xe and $^{126}$Xe, are clearly observed and resolved. Due to the high resolution of the TOF mass spectrometer, a double-peak structure was observed for all isotopes of which the origin could not be determined with certainty. It is most likely caused by different velocity classes in the atomic beam. To record Ramsey signals, only the first peak of each isotope was recorded with a Boxcar integrator in the experiment.

of the extracted shift for both isotopes is shown in Fig. 14. The isotope shift was determined to be $-164,910(420)$ kHz and $-509,750(425)$ kHz for $^{134}$Xe and $^{136}$Xe, respectively, relative to $^{132}$Xe.

V. CONCLUSION AND OUTLOOK

We have given a detailed account of the first demonstration of Ramsey-comb spectroscopy in combination with HHG. A key aspect is the accurate characterization of the time-dependent plasma-induced phase effects from HHG. This was investigated by exciting xenon atoms to a superposition state with two up-converted phase-locked laser pulses, while varying the conditions in the HHG process. The phase effects derived from the Ramsey-comb signal could be tracked with mrad-level accuracy and on nanosecond timescales. It shows that the effects from ionization of the HHG medium (argon) on the phase is dominated at short timescales (of a few ns) by the influence of free electrons, leading to phase shifts of up to 1 rad at 8 ns pulse delay. However, we found that this effect can easily be reduced to a negligible level by increasing the pulse delay to at least 16 ns and moderating the driving intensity. This enabled us to measure the absolute transition frequency of the $5p^6 \rightarrow 5p^58s^2 [3/2,1]$ transition in $^{132}$Xe with RCS at 110 nm with sub-MHz accuracy. The final result of the transition frequency is $2,726,086,012,471(630)$ kHz. This is in agreement with the previous determination [60], but with a $10^4$ improved accuracy. The achieved relative accuracy of $2.3 \times 10^{-10}$ is unprecedented using HHG for up-conversion and improves upon the previous best measurement involving HHG by a factor of 3.6 [30]. This demonstration shows the potential of RCS in the VUV and XUV spectral range. Combining the accurate pulse control that the FC laser offers with the advantages of high-power amplified pulses results in straightforward single-pass up-conversion, a high excitation probability due to the high pulse energy, easy wavelength tunability, and enables detection methods, such as state-selective ionization, that can be made nearly background free and with high efficiency.

The achieved accuracy of the presented experiment is almost completely limited by the short transit time of the xenon atoms through the excitation beam, because the setup was in fact designed for $1S - 2S$ excitation in He$^+$ with a refocused XUV beam. The interaction time can therefore be increased by using a collimated excitation beam, which would immediately give rise to a higher accuracy as the largest contributions in the error budget scale down with increasing pulse delay. Alternatively, the transit time can be increased by using a trapped atom (ion) such as He$^+$, which has the added benefit that Doppler effects can be reduced significantly. Therefore, this method shows great promise for $1S - 2S$ spectroscopy of singly-ionized helium. The much higher harmonic order required for He$^+$ excitation (effectively the 26th in a scheme combining 32 nm with 790 nm) [18] sets a more stringent limit on the allowed phase noise of the amplified FC pulses. However, the current
system can produce pulse pairs with a relative phase noise of about 50 mrad rms, which would still lead to Ramsey fringes with contrast of 35%. Both the FC and parametric amplifier can be improved to reduce phase noise further, leading to higher contrast. Moreover, the upper-state lifetime of the 2S state is 1.9 ms, so that, compared to the present experiment, a much larger pulse separation can be applied. Therefore there are good prospects for RCS to reach kHz-level accuracy in the VUV and XUV spectral range. This is of great interest for new high-precision tests of quantum electrodynamics theory, determination of fundamental constants such as the Rydberg constant or the alpha particle radius, and searches for physics beyond the standard model.
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