Complete classification of Brieskorn polynomials up to the arc-analytic equivalence
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Abstract

It has been recently proved that the arc-analytic type of a singular Brieskorn polynomial determines its exponents. This last result may be seen as a real analogue of a theorem by E. Yoshinaga and M. Suzuki concerning the topological type of complex Brieskorn polynomials. In the real setting it is natural to investigate further by asking how the signs of the coefficients of a Brieskorn polynomial change its arc-analytic type.

The aim of the present paper is to answer this question by giving a complete classification of Brieskorn polynomials up to the arc-analytic equivalence. The proof relies on an invariant of this relation whose construction is similar to the one of Denef–Loeser motivic zeta functions.

The classification obtained generalizes the one of Koike–Parusiński in the two variable case up to the blow-analytic equivalence and the one of Fichou in the three variable case up to the blow-Nash equivalence.
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1 Introduction

In order to obtain a classification of real singularities with no continuous moduli, T.-C. Kuo [16] introduced the blow-analytic equivalence. He proved that it is an equivalence relation for real analytic function germs with no continuous moduli for isolated singularities.

S. Koike and A. Parusiński [15] introduced invariants of the blow-analytic equivalence constructed similarly to Denef–Loeser motivic zeta functions [6] but realized through the
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Euler characteristic with compact support. Using these invariants, together with the Fukui invariants [10], they classified entirely Brieskorn polynomials* in two variables up to the blow-analytic equivalence [15, Theorem 6.1]. However, for the three variable case, these invariants do not allow them to distinguish the following Brieskorn polynomials [15, Theorem 7.3]: \(x^p + y^q + z^r\) and \(-x^p - y^q - z^r\) where \(p\) is even.

Then G. Fichou [7] introduced the blow-Nash equivalence as a semialgebraic version of the blow-analytic equivalence allowing him to construct richer invariants. These invariants are still constructed analogously to Denef–Loeser motivic zeta functions, but, this time, realized through the virtual Poincaré polynomial, a real analogue of the Hodge–Deligne polynomial due to C. McCrory and A. Parusiński [18, 19]. Using these invariants, G. Fichou classified entirely Brieskorn polynomials \(^1\) in three variables up to the blow-Nash equivalence by showing that the Fichou motivic zeta functions of the above cited Brieskorn polynomials are different [7, Example 4.10].

In this paper, we are going to work with a slightly different framework by considering the classification of Brieskorn polynomials up to the arc-analytic equivalence. This relation was introduced in [5]. It is a characterization of the blow-Nash equivalence in simpler terms. It also allows one to prove it is an equivalence relation for Nash function germs, which was expected but not known yet for the blow-Nash equivalence. Moreover, using recent results due to A. Parusiński and L. Păunescu [21], one may prove it has no continuous moduli even without the isolated singularity condition.

It is already known that the arc-analytic type of a singular Brieskorn polynomial determines its exponents [5, Corollary 8.4]. This last result is a real analogue of a theorem by E. Yoshinaga and M. Suzuki [23] concerning the topological type of complex Brieskorn polynomials. In the complex case, it is possible to assume that the coefficients of a Brieskorn polynomial are all equal to 1 using a linear change of variables. This is not possible with real numbers where we can only assume that the coefficient of a monomial of even degree is either 1 or -1. So, it is natural to wonder what is the impact of the signs of the coefficients of a Brieskorn polynomial on its arc-analytic type.

The aim of this paper is to answer this question by giving a complete classification of Brieskorn polynomials up to the arc-analytic equivalence.

The main result is divided into two parts. First, it states that the motivic invariant introduced in [5] is a complete arc-analytic invariant for Brieskorn polynomials. Next, it explains how to determine the arc-analytic type of a singular Brieskorn polynomial from its exponents and coefficients.

More precisely, we show that two singular Brieskorn polynomials are arc-analytically equivalent if and only if they share the same exponents and if their coefficients of even degree not multiple of an odd exponent share the same signs. In order to prove this theorem, we are going to show that we may recover the concerned signs from the real motivic zeta function introduced in [5], which is enough since it is an invariant of the arc-analytic equivalence. The proof relies on formulae given in the last section for the virtual Poincaré polynomials of the fibers of a Brieskorn polynomial.

In addition to completing the arc-analytic classification of Brieskorn polynomials, this result highlights some differences between the arc-analytic classification and other real analytic function germ classifications. On the one hand, the arc-analytic classification is finer than the \(C^0\)-(right)-equivalence. Indeed, contrary to the complex case, the \(C^0\) class of a Brieskorn polynomial doesn’t determine its exponents. For example, if a Brieskorn polynomial has an odd exponent, it is \(C^0\)-equivalent to \(pr_1: (x_1, \ldots, x_p) \mapsto x_1\) and therefore, \(x^2 - y^2\) is \(C^0\)-equivalent to \(x^2 - y^2\). On the other hand, the arc-analytic classification is coarser than the analytic-(right)-equivalence. Let \(p\) be an odd number, then, by Proposition 4.1, \(x^p + y^p\) and \(x^p - y^p\) are arc-analytically equivalent, hence the sign of the coefficient in front of \(y^p\) is not determined by the arc-analytic type. This phenomenon doesn’t hold anymore for the analytic equivalence or the bi-Lipschitz equivalence (see [14, Example 6.3]). Nevertheless, these latter admit continuous moduli contrary to the arc-analytic equivalence.

One could investigate further by obtaining a complete arc-analytic classification of weighted

* i.e. polynomials of the form \(\pm x^p \pm y^q\).

† i.e. polynomials of the form \(\pm x^p \pm y^q \pm z^r\).
homogeneous polynomials. It is currently known that the arc-analytic type of a weighted homogeneous polynomial which is also Newton non-degenerate and convenient determines its weights [3], but nothing is known about the coefficients.
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2 Recollection

We refer the reader to [4, §7] for a survey concerning the material covered in this section.

2.1 The arc-analytic equivalence

Definition 2.1 ([5, Definition 7.5]). Two Nash * function germs \( f, g : (\mathbb{R}^d, 0) \to (\mathbb{R}, 0) \) are said to be arc-analytically equivalent if there exists a semialgebraic homeomorphism \( h : (\mathbb{R}^d, 0) \to (\mathbb{R}^d, 0) \) such that

\[
(i) \quad f = gh
\]

\[
(ii) \quad h \text{ is arc-regular}^1, \text{i.e. it maps real analytic arcs to real analytic arcs by composition.}
\]

\[
(iii) \quad \text{There exists } c > 0 \text{ such that } |\det dh| < c \text{ where } dh \text{ is defined}^4.
\]

Remark 2.2. We recall the following properties of the arc-analytic equivalence.

- It is an equivalence relation [5, Proposition 7.7]: indeed, under the assumptions of the definition, \( h^{-1} \) is arc-analytic and there exists \( c' > 0 \) such that \(|\det dh^{-1}| < c'\), see [11] and [2, Corollary 3.6].
- It coincides with the blow-Nash equivalence of Fichou [5, Proposition 7.9].
- It has no continuous moduli by [21], see [4, Theorem 7.5].

The following result will be useful. It is a weak version of an arc-analytic analog of a theorem by T. Fukui and L. Paunescu for the blow-analytic equivalence [12, Theorem (0.2)].

Theorem 2.3 ([7, Corollary 4.5]). Let \( F : (\mathbb{R}^d \times I, \{0\} \times I) \to (\mathbb{R}, 0) \) be Nash where \( I \) is a compact interval. For \( t \in I \), set \( f_t = F(\cdot, t) : (\mathbb{R}^d, 0) \to (\mathbb{R}, 0) \). Assume that for all \( t \in I \), \( f_t \) admits an isolated singularity at the origin, it is weighted homogenous and that the weight system doesn’t depend on \( t \). Then for all \( t, t' \in I \), \( f_t \) and \( f_{t'} \) are arc-analytically equivalent.

2.2 A motivic invariant of the arc-analytic equivalence

Definition 2.4 ([20, §4.2]). An \( AS \)-set is a semialgebraic subset \( A \subset \mathbb{P}^n_{\mathbb{R}} \) such that given a real analytic arc \( \gamma : (-1, 1) \to \mathbb{P}^n_{\mathbb{R}} \) satisfying \( \gamma(-1, 0) \subset A \) there exists \( \epsilon > 0 \) such that \( \gamma(0, \epsilon) \subset A \).

Remark 2.5 ([20, §4.2]). The \( AS \)-subsets of \( \mathbb{P}^n_{\mathbb{R}} \) form the boolean algebra spanned by semi-algebraic arc-symmetric \(^6\) subsets of \( \mathbb{P}^n_{\mathbb{R}} \). Particularly, \( AS \) is closed under \( \cup, \cap, \setminus \).

The following remark will be useful for the computations in Section 4.3.

Remark 2.6 ([20, Proposition 4.6 & Theorem 2.8]). Real Zariski-constructible sets are \( AS \)-sets.

Definition 2.7. We denote by \( K_0(AS) \) the free abelian group spanned by the symbols \([A], A \in AS\), modulo:

\[
(i) \quad \text{If there is a bijection } A \to B \text{ whose graph is in } AS \text{ then } [A] = [B].
\]

\(^1\) A Nash function is a smooth function with semialgebraic graph. Such a function is necessarily real analytic.

\(^2\) This is a notion due to K. Kurdyka [17].

\(^3\) Indeed, K. Kurdyka proved that a semialgebraic arc-analytic map is real analytic outside a set of codimension at least 2.

\(^4\) A subset \( S \) of a real analytic manifold \( M \) is arc-symmetric if given a real analytic arc on \( M \), either this arc is entirely included in \( S \) or it meets \( S \) at isolated points only. This is a a notion due to K. Kurdyka [17].
(ii) If \( B \) is a closed \( AS \)-subset of \( A \) then \([A] = [A \setminus B] + [B]\).
Moreover, \( K_0(AS) \) has a ring structure induced by the cartesian product:

(iii) \([A \times B] = [A][B]\).

We denote by \( 0 = \emptyset \) the class of the empty set which is the unit of the addition, by \( 1 = \{ \ast \} \) the class of the point which is the unit of the product and by \( L_{iAS} = \{ R \} \) the class of the affine line. We set \( M_{AS} = K_0(AS) L_{iAS}^{-1} \) the localization of \( K_0(AS) \) with respect to \( \{ L_{iAS}, i \in \mathbb{N} \} \).

**Theorem 2.8** ([18][7][19]). There exists a unique ring morphism \( \beta : K_0(AS) \rightarrow \mathbb{Z}[u] \), called the virtual Poincaré polynomial, such that if \( A \in AS \) is compact and non-singular then \( \beta([A]) = \sum_i \dim H_i(A, \mathbb{Z}) u^i \).

Moreover, the virtual Poincaré polynomial encodes the dimension since if \( A \in AS \) is nonempty then \( \deg \beta([A]) = \dim A \) and the leading coefficient is positive.

**Example 2.9.** \( \beta([\mathbb{R}]) = \beta([\mathbb{R}[x] \setminus \{ \ast \}]) = \beta([\mathbb{R}[x]]) = u + 1 - 1 = u \)

**Remark 2.10.** The virtual Poincaré polynomial induces a ring morphism \( \beta : M_{AS} \rightarrow \mathbb{Z}[u, u^{-1}] \).

**Remark 2.11.** Using the cell decomposition property of semialgebraic sets, one may prove that every additive invariant of the semialgebraic sets up to semialgebraic homeomorphisms factorizes through the Euler characteristic with compact support, see [22]. It is then not possible to recover the dimension since, for example, \( \chi_c(S^1) = 0 \). Hence, working with \( AS \)-sets allows us to use the virtual Poincaré polynomial which is an additive invariant encoding more information. Notice also that \( \beta([A])_{u = -1} = \chi_c(A) \).

The following Grothendieck group is a real analogue of the one defined by Guibert–Loeser–Merle [13] that fits our context.

**Definition 2.12** ([5, Definition 3.4, Notation 3.5]). We denote by \( K_0(AS_{\text{mon}}) \) the free abelian group spanned by symbols \( \{ \varphi_X : \mathbb{R}^n \times X \rightarrow \mathbb{R}^* \} \), where \( X \in AS \), the graph \( \Gamma_{\varphi_X} \in AS \), the graph of the action \( \Gamma_{\varphi_X \cdot u} \in AS \) and \( \varphi_X(\lambda \cdot x) = \lambda^n \varphi_X(x) \), modulo the relations:

(i) If there is a \( \mathbb{R}^n \)-equivariant bijection \( h : X \rightarrow Y \) with \( AS \)-graph such that \( \varphi_X = \varphi_Y \circ h \) then

\[
[\varphi_X : \mathbb{R}^n \times X \rightarrow \mathbb{R}^*] = [\varphi_Y : \mathbb{R}^n \times Y \rightarrow \mathbb{R}^*]
\]

(ii) If \( Y \subset X \) is a closed \( \mathbb{R}^n \)-invariant \( AS \)-subset then

\[
[\varphi_X : \mathbb{R}^n \times X \rightarrow \mathbb{R}^*] = [\varphi_X \mid \mathbb{R}^n \times Y \rightarrow \mathbb{R}^*] + [\varphi_X \mid \mathbb{R}^n \times Y \rightarrow \mathbb{R}^*]
\]

(iii) Fix \( \varphi_Y : \mathbb{R}^\ast, Y \rightarrow \mathbb{R}^* \) satisfying the required conditions to be a symbol. Set \( \psi = \varphi_Y \circ \rho_{r,Y} : \mathbb{R}^n \times Y \rightarrow \mathbb{R}^* \). If \( \sigma \) and \( \sigma' \) are two actions of \( \mathbb{R}^n \) on \( Y \times \mathbb{R}^m \) which are liftings of \( \tau \) then \( \psi : \mathbb{R}^n \times \mathbb{C}^\sigma(Y \times \mathbb{R}^m) \rightarrow \mathbb{R}^* \) and \( \psi : \mathbb{R}^n \times \mathbb{C}^\sigma(Y \times \mathbb{R}^m) \rightarrow \mathbb{R}^* \) satisfy the conditions to be symbols and we add the relation

\[
[\psi : \mathbb{R}^n \times \mathbb{C}^\sigma(Y \times \mathbb{R}^m) \rightarrow \mathbb{R}^*] = [\psi : \mathbb{R}^n \times \mathbb{C}^\sigma(Y \times \mathbb{R}^m) \rightarrow \mathbb{R}^*]
\]

The fiber product over \( \mathbb{R}^n \) induces a structure of ring by adding the following relation:

(iv) \([\mathbb{R}^n \times X_{\mathbb{R}} : \mathbb{R}^n \times Y \rightarrow \mathbb{R}^*] = [\varphi_X : \mathbb{R}^n \times X \rightarrow \mathbb{R}^*][\varphi_Y : \mathbb{R}^n \times Y \rightarrow \mathbb{R}^*] \) where the action of \( \mathbb{R}^n \) on \( X \times Y_{\mathbb{R}} \) is the diagonal action.

The cartesian product induces a structure of \( K_0(AS) \)-algebra by adding the following relation:

(v) \([A][\varphi_X : \mathbb{R}^n \times X \rightarrow \mathbb{R}^*] = [\varphi_X \circ \rho_{r,X} : \mathbb{R}^n \times \mathbb{C}^\sigma A \times X \rightarrow \mathbb{R}^*] \) where \( \lambda \cdot a (x) = (a, \lambda \cdot x) \).

We set \( K_0(AS_{\text{mon}}) = \lim K_0(AS_{\text{mon}}^n) \) where the direct system is defined as follows. For \( n = km \) with \( k \in \mathbb{N}_\geq 0 \) we set \( \partial_{mn} : K_0(AS_{\text{mon}}^m) \rightarrow K_0(AS_{\text{mon}}^n) \) defined by \([\varphi_X : \mathbb{R}^m \times X \rightarrow \mathbb{R}^*] \mapsto [\varphi_X : \mathbb{R}^n \times \mathbb{C}^\sigma X \rightarrow \mathbb{R}^*] \) where \( \lambda \cdot x = \lambda^n x \).

**Notation 2.13.** We denote by \( 0 = \emptyset \) the class of the empty set which is the unit of the addition, by \( 1 = [id : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^*] \) the class of the identity which is the unit of the product and by

\[
\mathbb{L} = L\mathbb{A} \mathbb{S} = [p_2 : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^*]
\]
the class of the affine line.

We set \( \mathcal{M} = K_0(\mathcal{A}S_{\text{mon}})[L^{-1}] \). Notice that \( \mathcal{M} \) has a natural structure of \( \mathcal{M}_{\mathcal{A}S} \)-algebra.

**Proposition 2.24** (The forgetful morphism [5, §3]). There exists a unique morphism of \( \mathcal{M}_{\mathcal{A}S} \)-modules \( \overline{\cdot} : \mathcal{M} \to \mathcal{M}_{\mathcal{A}S} \) such that \( [\varphi_X : \mathbb{R}^n \times X \to \mathbb{R}^n] = [X] \).

**Proposition 2.25** ([5, Proposition 4.16]). For \( \epsilon \in \{+,-\} \), there exists a unique morphism of \( \mathcal{M}_{\mathcal{A}S} \)-algebras \( F^\epsilon : \mathcal{M} \to \mathcal{M}_{\mathcal{A}S} \) such that \( F^\epsilon ([\varphi_X : \mathbb{R}^n \times X \to \mathbb{R}^n]) = [\varphi_X^\epsilon(\epsilon 1)] \).

**Remark 2.26.** The forgetful morphism is not compatible with the ring structures since the one on \( \mathcal{M} \) is induced by the fiber product whereas the one on \( \mathcal{M}_{\mathcal{A}S} \) is induced by cartesian product. Particularly \( \beta \left( \frac{1}{1} \right) = u + 1 \neq 1 = \beta(1) \).

However, the morphisms \( F^\epsilon \) are compatible with the ring structures since the fiber product over one point coincides with the cartesian product.

**Definition 2.17** ([5, Definition 4.2]). We define the motivic zeta function of a Nash function germ \( f : (\mathbb{R}^d, 0) \to (\mathbb{R}, 0) \) by

\[
Z_f(T) = \sum_{n \geq 1} \left[ ac_f^n : \mathbb{R}^n \times X_n(f) \to \mathbb{R}^n \right] L^{-nd} T^n \in \mathcal{M}[T]
\]

where

- \( X_n(f) = \left\{ (t) = a_1 t + \ldots + a_n t^n, a_i \in \mathbb{R}^d, f(t) = ct^n + \ldots, c \neq 0 \right\} \)
- \( ac_f^n : X_n(f) \to \mathbb{R}^n \) is the angular component map defined by \( ac_f^n(\gamma) = ac(f \circ \gamma) = c \)
- \( \lambda \cdot \gamma(t) = \gamma(\lambda t) \)

so that \( [ac_f^n : \mathbb{R}^n \times X_n(f) \to \mathbb{R}^n] \in K_0(\mathcal{A}S_{\text{mon}}^\ast) \).

**Theorem 2.18** ([5, Theorem 7.11]). If \( f, g : (\mathbb{R}^d, 0) \to (\mathbb{R}, 0) \) are two arc-analytically equivalent Nash function germs then \( Z_f(T) = Z_g(T) \).

**Definition 2.19** ([5, Definition 6.11]). We define the modified zeta function of a Nash function germ \( f : (\mathbb{R}^d, 0) \to (\mathbb{R}, 0) \) by

\[
\check{Z}_f(T) = Z_f(T) - \frac{1 - Z_f^{\text{naive}}(T)}{1 - T} + 1 \in \mathcal{M}[T]
\]

where \( Z_f^{\text{naive}}(T) \) is obtained from \( Z_f(T) \) by applying coefficientwise \( \mathcal{M} \to \mathcal{M} \), \( a \mapsto \overline{a}1 \).

**Remark 2.20.** By its very definition, the modified zeta function is also an arc-analytic invariant. Actually \( Z_f(T) \) and \( \check{Z}_f(T) \) encode the same information [5, Corollary 6.14]:

\[
Z_f(T) = \check{Z}_f(T) - \frac{1 - L^{-1} Z_f^{\text{naive}}(T)}{1 - L^{-1} T} + 1
\]

**Proposition 2.21** ([5, Notation 6.1]). There exists a unique \( K_0(\mathcal{A}S) \)-bilinear map, called the convolution product, \( * : K_0(\mathcal{A}S_{\text{mon}}^m) \times K_0(\mathcal{A}S_{\text{mon}}^n) \to K_0(\mathcal{A}S_{\text{mon}}^{mn}) \) satisfying the following relation on symbols

\[
[\varphi_X : \mathbb{R}^n \times X \to \mathbb{R}^n] * [\varphi_Y : \mathbb{R}^m \times Y \to \mathbb{R}^m] = - [\varphi_X + \varphi_Y : \mathbb{R}^n \times \mathbb{R}^m \times Y \setminus (\varphi_X + \varphi_Y)^{-1}(0) \to \mathbb{R}^m]
\]

\[ + pr_2 : \mathbb{R}^n \times X_n \left( (\varphi_X + \varphi_Y)^{-1}(0) \times \mathbb{R}^m \right) \to \mathbb{R}^m \]

where \( \lambda \cdot (x,y) = (\lambda^n \cdot x, \lambda^m \cdot y) \) and \( \lambda \cdot (x,y,r) = (\lambda^n \cdot x, \lambda^m \cdot y, \lambda^{mn} r) \).

**Remark 2.22.** This induces a convolution product \( * : \mathcal{M} \times \mathcal{M} \to \mathcal{M} \) which is \( \mathcal{M}_{\mathcal{A}S} \)-bilinear, commutative, associative and whose unit is 1.

**Theorem 2.23** (The convolution formula [5, Theorem 6.15]). Let \( f_i : (\mathbb{R}^d_i, 0) \to (\mathbb{R}, 0) \) be a Nash function germ for \( i = 1,2 \). Define \( f_1 \oplus f_2 : (\mathbb{R}^{d_1 + d_2}, 0) \to (\mathbb{R}, 0) \) by \( f_1 \oplus f_2(x_1, x_2) = f_1(x_1) + f_2(x_2) \). Then

\[
\check{Z}_{f_1 \oplus f_2}(T) = - \check{Z}_{f_1}(T) \oplus \check{Z}_{f_2}(T)
\]

where \( \oplus \) consists in applying \( * \) coefficientwise.
3 Statement of the main theorem

Definition 3.1. A polynomial \( f \in \mathbb{R}[x_1, \ldots, x_d] \) is said to be a Brieskorn polynomial if it is of the following form
\[
f(x) = \sum_{i=1}^{d} \epsilon_i x_i^{k_i}, \quad \epsilon_i \neq 0, \; k_i \geq 1
\]

Notation 3.2. Since we are only interested in the arc-analytic classification of Brieskorn polynomials, we can perform the following easy simplifications:

• Without modifying the arc-analytic type, we may replace \( \epsilon_i \) by its sign \( \text{sgn}(\epsilon_i) \) using a linear change of variables *.

• Without modifying the arc-analytic type, we may reorder the variables and assume that if some exponents are equal, we put the positive coefficients first:

\[ k_1 \leq k_2 \leq \cdots \leq k_d \]

• A Brieskorn polynomial \( f \) is non-singular if and only if there exists \( i \) such that \( k_i = 1 \) if and only if \( Z_f(T) = 0 \) if and only if \( Z_f(T) = \sum_{n} l^{-n} T^n \).

Indeed, assume that \( k_i = 1 \) then by applying the Nash inverse mapping theorem to \( (x_1, \ldots, x_d) \mapsto (f(x_1, \ldots, x_d), x_2, \ldots, x_d) \) we get that \( f \) is arc-analytically equivalent to \( x_1 \). In this case, we have that \( Z_f(T) = 0 \) and we already know, by [5, Proposition 8.3], that if \( \forall i, k_i \geq 2 \) then \( Z_f(T) \) is non-zero.

We have just proved the following result. Assume that two Brieskorn polynomials \( f \) and \( g \) are arc-analytically equivalent. If \( f \) is non-singular then \( g \) is also non-singular.

From now on, we elude the non-singular case by assuming that \( k_1 \geq 2 \).

Theorem 3.3 (Main theorem). Consider two Brieskorn polynomials
\[
f(x) = \sum_{i=1}^{d} \epsilon_i x_i^{k_i} \quad \text{and} \quad g(x) = \sum_{i=1}^{d} \eta_i x_i^{l_i}
\]
satisfying the following conditions:

\( (a) \) \( \epsilon_i, \eta_i \in \{ \pm 1 \} \)

\( (b) \) \( 2 \leq k_1 \leq \cdots \leq k_d \) and \( 2 \leq l_1 \leq \cdots \leq l_d \)

\( (c) \) \( k_i = k_{i+1} = \cdots = k_{i+m} \Rightarrow \epsilon_i \geq \epsilon_{i+1} \geq \cdots \geq \epsilon_{i+m} \)

\( l_i = l_{i+1} = \cdots = l_{i+m} \Rightarrow \eta_i \geq \eta_{i+1} \geq \cdots \geq \eta_{i+m} \)

Then the following are equivalent:

\( (1) \) \( f \) and \( g \) are arc-analytically equivalent

\( (2) \) \( Z_f(T) = Z_g(T) \)

\( (3) \) \( \forall i, k_i = l_i \)

\( (ii) \) For \( j \) such that \( k_j \) is even and not multiple of an odd exponent \( k_m \), we have \( \epsilon_j = \eta_j \)

The previous statement was conjectured in [1, Conjecture 1.10.1]. It is compatible with the classifications of Brieskorn polynomials in two and three variables respectively by Koike-Parusinski [15] and Fichou [7].

Remark 3.4. We deduce from Theorem 3.3 and the remarks in Notations 3.2 that the motivic zeta function defined in Definition 2.17 is a complete arc-analytic invariant for the Brieskorn polynomials.

* When \( k_i \) is odd, we could also have fixed that \( \epsilon_i = 1 \).
4 Proof of the main theorem

4.1 What is currently known

The implication \(3.3.(1) \Rightarrow 3.3.(2)\) derives from Theorem 2.18. We already know that \(3.3.(2) \Rightarrow 3.3.(3).(i)\) by [5, Corollary 8.4]. The implication \(3.3.(3) \Rightarrow 3.3.(1)\) may be derived from the following proposition.

Proposition 4.1 ([1, Lemma 1.10.2]). Let \(p \in \mathbb{N}_{> 0} \setminus (2\mathbb{N}_{> 0}), k \in \mathbb{N}_{> 0}, m_1, \ldots, m_k \in \mathbb{N}_{> 0}\) and \(\varepsilon_1, \ldots, \varepsilon_k \in \{-1, 1\}\). Then the polynomials

\[
\begin{align*}
  f(x, y) &= x^p + \sum_{i=1}^{k} \varepsilon_i y_i^{m_i} \\
g(x, y) &= x^p + \sum_{i=1}^{k} y_i^{m_i}
\end{align*}
\]

are arc-analytically equivalent.

Proof. If \(p = 1\), we may conclude as for the last item of Notations 3.2. Hence, we assume that \(p \geq 3\).

The following proof is inspired from [15, p.2095].

Let

\[
h_i(x, y) = x^p + \sum_{i, \varepsilon_i = -1} (pxy_i^{m_i(p-1)} + sy_i^{m_i}) + \sum_{i, \varepsilon_i = 1} (pxy_i^{m_i(p-1)} + y_i^{m_i}), \quad s \in [-1, 1]
\]

Let \(\alpha = \text{lcm}(m_i)\) and define \(\mu_i \) by \(\alpha = m_i \mu_i\). For \(s \in [-1, 1]\), \(h_i\) is weighted homogeneous with weights \((\alpha, \mu_1, \ldots, \mu_k)\) and has an isolated singularity at the origin. Indeed,

\[
\frac{1}{p} \partial_x h_i = x^{p-1} + \sum_{i=1}^{k} y_i^{m_i(p-1)}
\]

is a sum of squares since \(p - 1\) is even.

Then, by Theorem 2.3, \(h_{-1}\) and \(h_1\) are arc-analytically equivalent.

Let

\[
l_i(x, y) = x^p + \sum_{i=1}^{k} (pxy_i^{m_i(p-1)} + \varepsilon_i y_i^{m_i}), \quad s \in [0, 1]
\]

Then, again by Theorem 2.3, \(f = l_0\) and \(h_{-1} = l_1\) are arc-analytically equivalent.

In the same way, we show that \(h_1\) and \(g\) are arc-analytically equivalent.

Hence we have \(g \sim h_1, h_1 \sim h_{-1}\) and \(h_{-1} \sim f\), thus \(f\) and \(g\) are arc-analytically equivalent. \(\blacksquare\)

Hence it remains to prove that \(3.3.(2) \Rightarrow 3.3.(3).(ii)\).

4.2 Essence of the proof

Lemma 4.2 ([5, Example 6.10]). Let \(\varepsilon \in \{\pm 1\}\) and \(k \in \mathbb{N}_{> 0}\). Then

\[
\tilde{Z}_{\varepsilon, x}(T) = \sum_{m \geq 1} \left[ \varepsilon x : \mathbb{R}^* \circ \mathbb{R}^* \to \mathbb{R}^* \right] L^{-m\mathcal{F} + \mathbb{L}_{-\tilde{m}T^{m}}} - \sum_{n \geq 1} \mathbb{L}_{-\tilde{m}T^{m}}
\]

where the action is given by \(\lambda \cdot x = \lambda x\).
Lemma 4.4. Let \( k \in K \). Then

\[
\beta \left( x \in \mathbb{R}^{\left\{ i, k | k \right\}}, \sum_{i,k} \epsilon_i x_i^{k_i} = \epsilon 1 \right) = \sum_{i,k}^{d} \begin{pmatrix} \frac{1}{|a_k|} \end{pmatrix}^{\epsilon 1} \end{pmatrix}
\]

and, for \( \epsilon = +, - \),

\[
\beta \left( x \in \mathbb{R}^{\left\{ i, k | k \right\}}, \sum_{i,k} \epsilon_i x_i^{k_i} = \epsilon 1 \right) = \left( u \beta \left( F^{2} (a_k) \right) - \beta \left( \overline{a_k} \right) \right) \sum_{i,k}^{d} \begin{pmatrix} \frac{1}{|a_k|} \end{pmatrix}^{\epsilon 1} \end{pmatrix} + u \beta \left( F^{2} (a_k) \right)
\]

where, for \( I \subset \{1, \ldots, d\} \), we set \( \mathbb{R}^I = \{(x_1, \ldots, x_d) \in \mathbb{R}^d, \forall j \notin I, x_j = 0 \} \).

Proof. From Theorem 2.23 and Lemma 4.2, we get
Proof of coefficients of $\mathcal{Z}_f(T)$

We are going to compute inductively $\sigma^{\pm}_{k_r}$ for $r = 1, \ldots, s$ in terms of the coefficients of $\tilde{Z}_f(T)$, which is enough to conclude.

Assume that $\sigma^{\pm}_{k_1}, \ldots, \sigma^{\pm}_{k_{r-1}}$ are already known. We are going to compute $\sigma^{\pm}_{k_r}$. Notice that the following argument allows one to compute directly $\sigma^{\pm}_{k_r}$.

By Lemma 4.4, we may express $\pi = \beta \left( x \in \mathbb{R}^{[i_r]}_{k_r}, \sum_{i_r} \epsilon_i x_i^{k_r} = 1 \right)$ in terms of the coefficients of $Z_f(T)$.

For an exponent $k$, dividing $k_r$, we write $k_r = 2N_i l_i$ with $l_i$ odd. Notice that by definition of $K, k_r \in K$ and $N_i > 0$. Then, using the AS-change of variables $\tilde{x}_i = x_i^{l_i}$, we get

$$\pi = \beta \left( x \in \mathbb{R}^{[i_{r-1}]}_{k_{r-1}}, \sum_{i_r} \epsilon_i x_i^{k_r} = 1 \right) = \beta \left( x \in \mathbb{R}^{[i_{r-1}]}_{k_{r-1}}, \sum_{i_r} \epsilon_i x_i^{2N_i} = 1 \right)$$
By Theorem 4.11, if the leading coefficient of \( \rho := \pi - u^{\#\{i, k_i | k_i = 1\} - 1} \) is positive then

\[
\deg(\rho) = \sum_{k \in K, k | k_i} \sigma_k^+ \quad \text{and thus} \quad \sigma_{k_i}^+ = \deg(\rho) - \sum_{k \in K, k \neq k_i} \sigma_k^-
\]

Otherwise, still by Theorem 4.11, if the leading coefficient of \( \rho \) is negative, then

\[
\deg(\rho) = \sum_{k \in K, k | k_i} \sigma_k^- - 1 \quad \text{and thus} \quad \sigma_{k_i}^- = \deg(\rho) + 1 - \sum_{k \in K, k \neq k_i} \sigma_k^-
\]

Since we already know \( \sigma_{k_i}^- \) for \( j < r \), we are able to compute \( \sigma_{k_i}^+ \).

Finally, \( \sigma_{k_i}^+ = \# \{ i \in [1, d] ; k_i = k_i \} - \sigma_{k_i}^- \).

### 4.3 Some virtual Poincaré polynomials

**Lemma 4.5.** Let \( k \in 2N_{>0} \) and \( g \in \mathbb{R}[y_1, \ldots, y_d] \) (\( d \) possibly equals 0). Then

\[
\beta \left((x_1, x_2, y_1, \ldots, y_d) \in \mathbb{R}^{2+d}, \; x_1^k - x_2^k + g(y) = 0 \right) = u\beta \left((y_1, \ldots, y_d) \in \mathbb{R}^{d}, \; g(y) = 0 + (u - 1)d \right)
\]

**Proof.** Assume that \( k = 2N \) where \( 1 \) is odd, then the map \( \mathbb{R}^{2+d} \to \mathbb{R}^{2+d} \) defined by \((x_1, x_2, y_1, \ldots, y_d) \mapsto (x_1^k, x_2^k, y_1, \ldots, y_d)\) is an AS-bijection. Hence

\[
\beta \left((x_1, x_2, y_1, \ldots, y_d) \in \mathbb{R}^{2+d}, \; x_1^k - x_2^k + g(y) = 0 \right) = \beta \left((z_1, z_2, y_1, \ldots, y_d) \in \mathbb{R}^{2+d}, \; z_1^N - z_2^N + g(y) = 0 \right)
\]

Now, notice that

\[
z_1^N - z_2^N = (z_1 - z_2) \prod_{j=0}^{N-1} (z_1^{2j} + z_2^{2j})
\]

Since \( N \geq 1 \), \((z_1, z_2) \mapsto \left(z_1 - z_2, \prod_{j=0}^{N-1} \left(z_1^{2j} + z_2^{2j}\right)\right)\) is a bijection with AS-graph as explained in what follows. First its graph is in AS since it is a polynomial mapping. For the bijectivity, fix \( t = z_1 - z_2 \). If \( t \neq 0 \), then

\[
\prod_{j=0}^{N-1} \left(z_1^{2j} + z_2^{2j}\right) = \frac{(z_2 + t)^{2N} - z_2^{2N}}{t}
\]

and the function \( \mathbb{R} \to \mathbb{R} \) defined by \( z_2 \to \frac{(z_2 + t)^{2N} - z_2^{2N}}{t} \) is a bijection. Indeed, it is surjective as a polynomial of odd degree and it is one-to-one since it is strictly increasing as one can be convinced by noticing that its derivative \( \frac{2N}{t} \left((z_2 + t)^{2N-1} - z_2^{2N-1}\right) \) is positive (as a polynomial of even degree with positive leading coefficient and no real root). When \( t = 0 \), we get that

\[
\prod_{j=0}^{N-1} \left(z_1^{2j} + z_2^{2j}\right) = 2^N z_2^{2N-1}
\]

which also defines a bijection with AS-graph.

Hence

\[
\beta \left((z_1, z_2, y_1, \ldots, y_d) \in \mathbb{R}^{2+d}, \; z_1^N - z_2^N + g(y) = 0 \right) = \beta \left((u_2, y_1, \ldots, y_d) \in \mathbb{R}^{2+d}, \; u_1 u_2 + g(y) = 0 \right)
\]

Since \((u_1, y_1, \ldots, y_d) \mapsto \left(u_1 u_2 = \frac{-g(y)}{u_1}, y\right)\) is a bijection with AS-graph from \( \mathbb{R}^* \times \mathbb{R}^d \) to \\( \{(u_1, u_2, y_1, \ldots, y_d) \in \mathbb{R}^* \times \mathbb{R}^{1+d}, \; u_1 u_2 + g(y) = 0 \}\), we have

\[
\beta \left((u_1, u_2, y_1, \ldots, y_d) \in \mathbb{R}^{2+d}, \; u_1 u_2 + g(y) = 0 \right) = \beta \left((0, u_2, y_1, \ldots, y_d) \in \mathbb{R}^{2+d}, \; g(y) = 0 \right) + \beta(\mathbb{R}^* \times \mathbb{R}^d)
\]

\[= u\beta \left((y_1, \ldots, y_d) \in \mathbb{R}^d, \; g(y) = 0 + (u - 1)d \right)
\]

\[\blacksquare\]
Lemma 4.6. Let

\[ f = \epsilon \sum_{i=1}^{r} x_i^2 + \sum_{j=1}^{s} \epsilon_j y_j^2 \]

with \( r, s \geq 0, \epsilon, \epsilon_j \in \{\pm 1\} \) and \( \epsilon_j < N \). Then

\[ \beta((x, y) \in \mathbb{R}^r \times \mathbb{R}^s, f(x, y) = 0) = (u' - 1)\beta \left( y \in \mathbb{R}^s, \sum_{j=1}^{s} \epsilon_j y_j^2 = -\epsilon \right) + \beta \left( y \in \mathbb{R}^s, \sum_{j=1}^{s} \epsilon_j y_j^2 = 0 \right) \]

Proof. The map \((\mathbb{R}^r \setminus \{0\}) \times \mathbb{R}^s \mapsto (\mathbb{R}^r \setminus \{0\}) \times \mathbb{R}^s\) defined by \((x, y) \mapsto (x, z) = \left( x, \left( \sum_{i=1}^{r} x_i^2 \right)^{-2^{k_j}} y_i \right)\)

is a bijection with AS-graph. Indeed, since \( k_j < N \), the function \( x \mapsto \left( \sum_{i=1}^{r} x_i^2 \right)^{-2^{k_j}} \) is arc-analytic at the origin and at the infinity. Hence

\[ \beta((x, y) \in \mathbb{R}^r \times \mathbb{R}^s, f(x, y) = 0) \]

\[ = \beta((x, y) \in (\mathbb{R}^r \setminus \{0\}) \times \mathbb{R}^s, f(x, y) = 0) + \beta \left( y \in \mathbb{R}^s, \sum_{j=1}^{s} \epsilon_j y_j^2 = 0 \right) \]

\[ = \beta \left( (x, z) \in (\mathbb{R}^r \setminus \{0\}) \times \mathbb{R}^s, \epsilon + \sum_{j=1}^{s} \epsilon_j z_j^2 = 0 \right) + \beta \left( y \in \mathbb{R}^s, \sum_{j=1}^{s} \epsilon_j y_j^2 = 0 \right) \]

\[ = (u' - 1)\beta \left( z \in \mathbb{R}^s, \epsilon + \sum_{j=1}^{s} \epsilon_j z_j^2 = 0 \right) + \beta \left( y \in \mathbb{R}^s, \sum_{j=1}^{s} \epsilon_j y_j^2 = 0 \right) \]

\[ \square \]

Until Lemma 4.10, we are going to use the following notations:

\[ P_{A,B}(x, y) = \sum_{i=1}^{A} x_i^2 - \sum_{j=1}^{B} y_j^2 \]

and

\[ R(z) = \sum_{i=1}^{s} \epsilon_i z_i^2 \]

with

- \((A, B) \in \mathbb{N}_2^2 \setminus \{(0,0)\}\)
- \(\epsilon_i \in \{\pm 1\}\)
- \(s \geq 0\)
- \(1 \leq k_i < N\)

In order to lighten the notations, if \( f \in \mathbb{R}[x_1, \ldots, x_d] \), we will simply write \( \beta(f = \epsilon) \) for \( \beta \left( x \in \mathbb{R}^d, f(x) = \epsilon \right) \).

Lemma 4.7. • \( \beta(P_{A+1,B} + R = 0) = (u - 1)\beta(P_{A,B} + R = -1) + \beta(P_{A,B} + R = 0) \)
• \( \beta(P_{A,B+1} + R = 0) = (u - 1)\beta(P_{A,B} + R = 1) + \beta(P_{A,B} + R = 0) \)

Proof. We first rewrite:

\[ \beta(P_{A+1,B} + R = 0) = \beta \left( (w, x, y, z) \in \mathbb{R}^r \times \mathbb{R}^A \times \mathbb{R}^B \times \mathbb{R}^s, w^{2^N} + P_{A,B}(x, y) + R(z) = 0 \right) \]

\[ = \beta \left( (w, x, y, z) \in \mathbb{R}^r \times \mathbb{R}^A \times \mathbb{R}^B \times \mathbb{R}^s, w^{2^N} + P_{A,B}(x, y) + R(z) = 0 \right) + \beta \left( P_{A,B} + R = 0 \right) \]
To compute the first term of the RHS, we use the following change of variables:

\[ w = \check{w}, x_i = w \check{x}_i, y_j = w \check{y}_j, z_i = w^{2N-i} \check{z}_i \]

Hence

\[
\beta(P_{A+1,B} + R = 0) = \beta \left( (w, \check{x}, \check{y}, \check{z}) \in \mathbb{R}^N \times \mathbb{R}^{A} \times \mathbb{R}^{B} \times \mathbb{R}^2, 1 + P_{A,B}(\check{x}, \check{y}) + R(\check{z}) = 0 \right)
\]

\[
+ \beta \left( P_{A,B} + R = 0 \right)
\]

\[
= (u-1) \beta(P_{A,B} + R = -1) + \beta(P_{A,B} + R = 0)
\]

We obtain the second equality, noticing that

\[
\beta(P_{A,B+1} + R = 0) = \beta(P_{B+1,A} + (-R) = 0)
\]

\[\blacksquare\]

**Lemma 4.8.**

\[
\beta(P_{A,B} + R = 0) - u^{A+B+s-1} = \begin{cases} 
  (u^B - u^A) \beta(R = 1) + u^A \beta(R = 0) - u^{B+s-1} & \text{if } B \geq A \\
  (u^A - u^B) \beta(R = 1) + u^B \beta(R = 0) - u^{A+s-1} & \text{if } A \geq B
\end{cases}
\]

**Proof.** Assume that \( B \geq A \). 
Set \( \alpha_{A,B} = \beta(P_{A,B} + R = 0) - u^{A+B+s-1} \).

By Lemma 4.5, \( \alpha_{A,B} = u\alpha_{A-1,B-1} \). Hence,

\[
\alpha_{A,B} = u^A \alpha_{0,B-A} = u^A (\beta(P_{0,B-A} + R = 0) - u^{B-A+s-1})
\]

By Lemma 4.6,

\[
\alpha_{A,B} = u^A (u^{B-A} - 1) \beta(R = 1) + \beta(R = 0) - u^{B-A+s-1}
\]

\[
= (u^B - u^A) \beta(R = 1) + u^A \beta(R = 0) - u^{B+s-1}
\]

If \( A \geq B \), we reduce to the previous case noticing that

\[
\beta(P_{A,B} + R = 0) = \beta(P_{B,A} + (-R) = 0)
\]

\[\blacksquare\]

**Lemma 4.9.**

\[
\beta(P_{A,B} + R = 1) - u^{A+B+s-1} = \begin{cases} 
  u^{B-1} (u\beta(R = 1) - u) & \text{if } B \geq A \\
  u^B (\beta(R = 0) - \beta(R = -1)) & \text{if } A > B
\end{cases}
\]

**Proof.** First, notice that by Lemma 4.7,

\[
(u-1) \beta(P_{A,B} + R = 1) = \beta(P_{A,B+1} + R = 0) - \beta(P_{A,B} + R = 0)
\]

Next, by Lemma 4.8,

\[
(u-1) \beta(P_{A,B} + R = 1) = \begin{cases} 
  u^B(u-1) \beta(R = 1) - u^{B+s-1}(u-1) + u^{A+B+s-1}(u-1) & \text{if } B \geq A \\
  -u^B(u-1) \beta(R = -1) + u^B(u-1) \beta(R = 0) + u^{A+B+s-1}(u-1) & \text{if } A > B
\end{cases}
\]

\[\blacksquare\]

**Lemma 4.10.**

\[
\beta(P_{A,B} + R = -1) - u^{A+B+s-1} = \begin{cases} 
  u^{A-1} (u\beta(R = -1) - u) & \text{if } A \geq B \\
  u^A (\beta(R = 0) - \beta(R = 1)) & \text{if } B > A
\end{cases}
\]

**Proof.** Notice that \( \beta(P_{A,B} + R = -1) = \beta(P_{B,A} + (-R) = 1) \).

\[\blacksquare\]
The following formulae generalize the ones obtained by G. Fichou for the homogeneous case of degree 2 [8, Proposition 2.1, Corollaries 2.5&2.6] [9, Proposition 2.1].

**Theorem 4.11.** Fix \(1 \leq k_1 < \cdots < k_d\) with \(d \in \mathbb{N}_\geq 1\). For \(r \in \{1, \ldots, d\}\), fix \((A_r, B_r) \in \mathbb{N}_\geq 2 \setminus \{(0, 0)\}\) and define \(P_r \in \mathbb{R}[x_{r,1}, \ldots, x_{r,A_r}, y_{r,1}, \ldots, y_{r,B_r}]\) by

\[
P_r(x_r, y_r) = \sum_{i=1}^{A_r} x_r^{2i} - \sum_{j=1}^{B_r} y_r^{2j}
\]

Define \(f \in \mathbb{R}[x_{r,j}, y_{r,j}]_{1 \leq r \leq d}\) by \(f = \sum_{r=1}^{d} P_r\).

Set \(\sigma^+ = \sum_{r=1}^{d} A_r\), \(\sigma^- = \sum_{r=1}^{d} B_r\), and \(s = \sigma^+ + \sigma^-\) the number of variables.

Set \(m = \min \{(r, A_r \neq B_r)\}\) with the convention \(\min(\emptyset) = \infty\).

Then

\[
\beta (f = 0) - u^{r-1} = \begin{cases} 
-u^{a^-} + u^{\sigma^-} \\
-u^{a^+} - u^{\sigma^+}
\end{cases}
\]

\[
\text{if } m \neq \infty \text{ and } A_m > B_m
\]

Otherwse

\[
\beta (f = 1) - u^{r-1} = \begin{cases} 
u^{\sigma^-} \\
-u^{\sigma^-}
\end{cases}  
\]

Otherwse

\[
\beta (f = -1) - u^{r-1} = \begin{cases} 
u^{\sigma^+} \\
-u^{\sigma^+}
\end{cases}  
\]

Otherwse

**Proof.** We are going to prove the theorem by induction on \(d\) (i.e. on the number of different exponents appearing in the expansion of \(f\)).

When \(d = 1\), it is a direct consequence of Lemmas 4.8, 4.9 and 4.10 (case \(s = 0\)).

Now, assume that the theorem is proved for some \(d \geq 1\) and define \(f\) as in the statement. Let \(k_{d+1} > k_d\) and \((A_{d+1}, B_{d+1}) \in \mathbb{N}_\geq 2 \setminus \{(0, 0)\}\). To lighten the notations, we set \((A, B) := (A_{d+1}, B_{d+1})\). We are going to compute \(\beta (P_{d+1} + f = \epsilon) - u^{A+B+s-1}, \epsilon \in \{-1, 0, 1\}\).

1. **First case:** \(m = \infty\). Notice that in this case, we have \(\sigma^+ = \sigma^-\).
   (a) Assume that \(A = B\). By Lemma 4.8, we have

   \[
   \beta (P_{d+1} + f = 0) - u^{A+B+s-1} = u^A (\beta (f = 0) - u^{r-1}) = u^A \beta^+ - u^{B+s-1}
   \]

   By Lemma 4.9, we have

   \[
   \beta (P_{d+1} + f = 1) - u^{A+B+s-1} = u^B (\beta (f = 1) - u^{r-1}) = -u^{B+s-1}
   \]

   By Lemma 4.10, we have

   \[
   \beta (P_{d+1} + f = -1) - u^{A+B+s-1} = u^A (\beta (f = -1) - u^{r-1}) = -u^{A+s-1}
   \]

   (b) Assume that \(A > B\). By Lemma 4.8, we have

   \[
   \beta (P_{d+1} + f = 0) - u^{A+B+s-1} = u^A (\beta (f = -1) - u^{r-1}) + u^B (\beta (f = 0) - \beta (f = -1)) = -u^{A+s-1} + u^{B+s}
   \]

   By Lemma 4.9, we have

   \[
   \beta (P_{d+1} + f = -1) - u^{A+B+s-1} = u^B (\beta (f = 0) - \beta (f = -1)) = u^{B+s}
   \]

   By Lemma 4.9, we have

   \[
   \beta (P_{d+1} + f = 1) - u^{A+B+s-1} = u^A (\beta (f = 0) - \beta (f = -1)) = u^{A+s}
   \]
By Lemma 4.10, we have
\[
\beta (P_{d+1} + f = -1) - u^{A+B+s-1} = u^A (\beta(f = -1) - u^{s-1}) \\
= -u^{A+\sigma^+ - 1}
\]

(c) Assume that \( A < B \). By Lemma 4.8, we have
\[
\beta (P_{d+1} + f = 0) - u^{A+B+s-1} = u^A (\beta(f = 0) - \beta(f = 1)) + u^B (\beta(f = 1) - u^{s-1}) \\
= u^{A+\sigma^+} - u^{B+\sigma^- - 1}
\]

By Lemma 4.9, we have
\[
\beta (P_{d+1} + f = 1) - u^{A+B+s-1} = u^B (\beta(f = 1) - u^{s-1}) \\
= -u^{B+\sigma^-}
\]

By Lemma 4.10, we have
\[
\beta (P_{d+1} + f = -1) - u^{A+B+s-1} = u^A (\beta(f = 0) - \beta(f = 1)) \\
= u^{A+\sigma^+}
\]

2. Second case: \( 1 \leq m \leq d \). Assume that \( A_m > B_m \) (the other case is similar).

(a) Assume that \( A = B \):
By Lemma 4.8, we have
\[
\beta (P_{d+1} + f = 0) - u^{A+B+s-1} = u^A (\beta(f = 0) - u^{s-1}) \\
= -u^{A+\sigma^+ - 1} + u^{B+\sigma^-}
\]

By Lemma 4.9, we have
\[
\beta (P_{d+1} + f = 1) - u^{A+B+s-1} = u^B (\beta(f = 1) - u^{s-1}) \\
= u^{B+\sigma^-}
\]

By Lemma 4.10, we have
\[
\beta (P_{d+1} + f = -1) - u^{A+B+s-1} = u^A (\beta(f = -1) - u^{s-1}) \\
= -u^{A+\sigma^+ - 1}
\]

(b) Assume that \( A > B \).
By Lemma 4.8, we have
\[
\beta (P_{d+1} + f = 0) - u^{A+B+s-1} = u^A (\beta(f = -1) - u^{s-1}) + u^B (\beta(f = 0) - \beta(f = -1)) \\
= -u^{A+\sigma^+ - 1} + u^{B+\sigma^-}
\]

By Lemma 4.9, we have
\[
\beta (P_{d+1} + f = 1) - u^{A+B+s-1} = u^B (\beta(f = 0) - \beta(f = -1)) \\
= u^{B+\sigma^-}
\]

By Lemma 4.10, we have
\[
\beta (P_{d+1} + f = -1) - u^{A+B+s-1} = u^A (\beta(f = -1) - u^{s-1}) \\
= -u^{A+\sigma^+ - 1}
\]
(c) Assume that $A < B$.

By Lemma 4.8, we have

$$
\beta \left( P_{d+1} + f = 0 \right) - u^{A+B+a-1} = u^A (\beta(f = 0) - \beta(f = 1)) + u^B (\beta(f = 1) - u^{t-1})
$$

$$
= -u^{A+\sigma^-} + u^{B+\sigma^-}
$$

By Lemma 4.9, we have

$$
\beta \left( P_{d+1} + f = 1 \right) - u^{A+B+a-1} = u^B (\beta(f = 1) - u^{t-1})
$$

$$
= u^{B+\sigma^-}
$$

By Lemma 4.10, we have

$$
\beta \left( P_{d+1} + f = -1 \right) - u^{A+B+a-1} = u^A (\beta(f = 0) - \beta(f = 1))
$$

$$
= -u^{A+\sigma^-+1}
$$

By evaluating in $u = -1$ the previous formulae, we obtain the following corollary.

**Corollary 4.12.**

$$
\chi_c(f = 0) = (-1)^{t-1} + (-1)^{\sigma^+} + (-1)^{\sigma^-}
$$

$$
\chi_c(f = 1) = (-1)^{t-1} + (-1)^{\sigma^-}
$$

$$
\chi_c(f = -1) = (-1)^{t-1} + (-1)^{\sigma^+}
$$
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