A famous paper that has been cited more than four hundred times tried to combine (a) the preference ranking organization method for enrichment evaluations (PROMETHEE) and (b) the analytic hierarchy process (AHP) to construct a new method for multicriteria decision-making problems. The paper developed a consistent comparison matrix for their AHP by the defined first row and then they allowed the expert to change several entries in the comparison matrix. Hence, how to construct a new comparison matrix that is (i) consistent and (ii) satisfying the assigned values by the expert becomes a challenging problem. A recent article provided a reply to the above problem by the construction of all entries for the comparison matrix. However, they did not follow the original design proposed by the famous paper. In this paper, we present a new approach with a proposition that satisfies the original design of the famous paper and also achieves two goals (i) and (ii). The research gap of proof is fulfilled by this paper. Our findings explain that the original construction of the famous paper to develop a consistent comparison matrix only by the first row with several assigned values by an expert is indeed workable under two additional restrictions proposed by the recent article. We believe that after our proposition, researchers have the confidence to execute the original design of the paper that has been cited more than four hundred times.

1. Introduction

Macharis et al. [1] explained the benefit and deficiency of the PROMETHEE (Brans and Vincke [2], Brans and Mareschal [3], and Brans [4]) and the AHP methods (Saaty [5–8]) and integrate them into an AHP-PROMETHEE method for decision ranking problems with achievements on operational consistency and consensus. Up to now, more than four hundred and seventy papers have cited Macharis et al. [1] in their references. It indicates that the AHP-PROMETHEE method is a hot research problem for decision-making problems. Since Chu et al. [9] had already provided a comprehensive literature review for those papers published before 2018, we will only examine those 152 papers published after 2018.

We can classify those 152 papers into the following six categories. In the first categories, those papers discussed the analytic hierarchy process or fuzzy analytical hierarchy process. However, they did not apply the construction proposed by Macharis et al. [1] such that they will not face the problem of changing entries of a consistent matrix by experts. We will not list all of them in the following, but only mention three of them: Çalışkan et al. [10], Farooq et al. [11], and Jamshidi et al. [12].

In the second category, this paper paid attention to the problem of changing entries in a consistent comparison matrix by experts and then adjusting entries to preserve the consistent property. We list him in the following: Chu et al. [9], specifically.

Chu et al. [9] pointed out that Macharis et al. [1] provided a consistent comparison matrix and then informed readers the expert wanted to change three entries. Macharis et al. [1] provided the results for the first two changes, but Macharis et al. [1] did not show how to execute their change. Chu et al. [9] developed their method to satisfy the preassigned value by the expert and still result in a consistent matrix. Moreover, Chu et al. [9] showed that two extra conditions must be kept to run the changing entries of a
consistent comparison matrix. The detailed explanation of 
Chu et al. [9] will be presented in Section 2. 

In the third category, those papers focused on the real-
world application for mining, agriculture, fishery, waste, 
water, land, and power. Three of them are listed below: 
Schmitz et al. [13], Zheng and Lienert [14], and Zhao et al. [15]. In the fourth category, those papers dealt with transit 
issues. We mentioned two of them as follows: Gökçekuş et al. [16], and Barabino et al. [17]. 

In the fifth category, those papers considered business 
problems. We list one of them in the following: Andreopoulou et al. [18]. In the sixth category, those papers de-
developed new methods for multicriteria decision problems. 
Three papers of them are listed in the following: Marttunen 
et al. [19], Chelmis et al. [20], and Zhou et al. [21]. Based on 
the above literature review, we can claim that only Chu et al. 
[9] pay the attention to the consistent comparison matrix 
proposed by Macharis et al. [1]. 

Macharis et al. [1] decided on the first row of a matrix 
and then used the first row to define the remaining rows to 
construct a consistent comparison matrix. Macharis et al. [1] 
then wanted experts to review the consistent comparison 
matrix to revise several entries. Macharis et al. [1] did not 
explain how to execute those revisions but provided two 
examples. Recently, Chu et al. [9] published a paper in 
Mathematical Problems in Engineering to discuss the re-
vision process for Macharis’ consistent algorithm. They 
pointed out that Macharis et al. [1] did not show the revision 
process in detail; instead, they only demonstrated the re-
vision process by two examples. Chu et al. [9] used these two 
examples to develop an algorithm for the revision process 
and found two conditions to guarantee the process was 
workable. 

Until now, no papers have applied the consistent 
comparison matrix to handle a practical problem. Hence, 
there is a need to provide an efficient and understandable 
algorithm for researchers to apply the proposed consistent 
comparison matrix of Macharis et al. [1]. 

Chu et al. [9] is an interesting paper but we find several 
shortcomings in their paper: 

(a) Their definition of the revised comparison 
matrix did not follow the original design of Macharis 
et al. [1] which was developed only by the first row. 

(b) Their proof for their proposed matrix being recip-
ocal, consistent, and attaining the desired value is 
tedious. 

(c) After adding two criteria, Chu et al. [9] only offered 
an example to illustrate the revision process is 
workable. We provide a proposition to prove the 
revision procedure is valid under two criteria pro-
posed by Chu et al. [9]. 

Therefore, we provide a new construction for the re-
vision process of the comparison matrix of Macharis et al. [1] 
and Chu et al. [9]. 

This paper is organized as follows: in Section 2, we 
provide a brief review for Macharis et al. [1] and Chu et al. 
[9]. Our developed process is discussed in Section 3. 

Comparison between our method and Chu et al. [9] is 
presented in Section 4. In Section 5, we provide a pro-
position to show that the revision process is valid under two 
criteria proposed by Chu et al. [9] and we also prepare an 
algorithm for the changing process. In Section 6, a numerical 
example is shown by an abstract approach to demonstrate its 
validity. We conclude our paper in Section 7. 

2. Prerequisite from the Review 

We recall the construction of Macharis et al. [1] for their first 
consistent comparison matrix. First, Macharis et al. [1] 
declared \(a_{ij}\) for \(j = 1, 2, \ldots, n\), with \(a_{i1} = 1\), and then they assumed 

\[ a_{ij} = \frac{a_{ij}}{a_{i1}} \]  

for \(i, j = 1, 2, \ldots, n\). After Macharis et al. [1] developed a 
method to construct a consistent comparison matrix, they 
invited an expert to select several entries to modify their 
values. We refer to the original consistent matrix, denoted as 
\([x_{ij}]_{k \times 8}\) proposed by Macharis et al. [1] in Table 1. 

Macharis et al. [1] claimed the expert wanted to change 
the value of \(a_{\alpha \beta}\) from 7/5 to 2. We quote the second com-
parison matrix, denoted as \([y_{ij}]_{kb\times8}\) proposed by Macharis 
et al. [1] in Table 2. We follow Chu et al. [9] to mark those 
unchanged blocks by boldface. 

Macharis et al. [1] further mentioned that the expert 
desired another improvement for \(a_{\alpha \beta}\) from 5/2 to 2. We cite 
the third comparison matrix proposed by Macharis et al. [1] 
in Table 3. We follow Chu et al. [9] to mark those unchanged 
blocks by boldface. 

Chu et al. [9] pointed out Macharis et al. [1] did not 
inform readers how to develop the new comparison matrix 
after a specific entry is changed. The main purpose of Chu 
et al. [9] is to offer a reasonable method to show how to 
construct an improved comparison matrix with a prede-
signed entry. 

Chu et al. [9] assumed the original consistent compar-
ison matrix, which is denoted as \([\alpha_{ij}]_{mn}\) and a specific entry, 
denoted as \(a_{\alpha \beta}\), with \(a < \beta\), which will be assigned to a new 
value \(\delta\), and then Chu et al. [9] denoted the revised matrix as 
\([b_{ij}]_{mn}\) such that the new matrix satisfies three properties: 

Property (P1): 

\[ b_{ij} = a_{ij}, \quad \text{for } 1 \leq i, j \leq \alpha. \]  

Property (P2): 

\[ b_{ij} = a_{ij}, \quad \text{for } \alpha + 1 \leq i, j \leq n, \]  

and Property (P3): 

\[ b_{\alpha \beta} = \delta. \]  

Properties (P1) and (P2) are related to those blocks 
marked by boldface in Table 2 and marked by boldface in 
Table 3. 

Chu et al. [9] constructed their new matrix, \([b_{ij}]_{mn}\) item 
by item for all entries, by the following four rules:

\[ x_{ij} \]
If \(1 \leq i \leq \alpha\), \(1 \leq j \leq \alpha\), then \(b_{ij} = a_{ij}\).

\[
\text{If } 1 \leq i \leq \alpha, \\
\alpha + 1 \leq j \leq n, \text{ then } b_{ij} = a_{\alpha \delta} a_{\beta j}, \\
\text{If } 1 \leq j \leq n, \text{ then } b_{ij} = a_{i \delta} (\frac{1}{\delta}) a_{ij}, \\
\text{If } 1 \leq j \leq n, \text{ then } b_{ij} = a_{ij}.
\]

In Theorem 1 of Chu et al. [9], by four different cases, they proved their new matrix is reciprocal; that is, it is a comparison matrix. In Theorem 2 of Chu et al. [9], by eight different cases, they verified their new matrix is consistent. In Theorem 3 of Chu et al. [9], they showed the desired entry is attained.

The construction proposed by Chu et al. [9] is listed in equations (5–8) directly defined for all entries. However, the original design of Macharis et al. [1] is only defined for the first row and then equation (1) is applied for the remaining rows. This observation motivates us to develop a new revision process in the next section.

### 3. Methodology and Lemmas

From a consistent comparison matrix, denoted as \([a_{ij}]_{\text{non}}\) and proposed by Macharis et al. [1], experts wanting to change several entries of \([a_{ij}]_{\text{non}}\) and the resulting comparison matrix being still consistent, Chu et al. [9] tried to find a new consistent comparison matrix, denoted as \([b_{ij}]_{\text{non}}\) with several desired properties. Their approach is interesting and achieves their goal. Their construction is defined for every entry of \([b_{ij}]_{\text{non}}\) with several properties of equations ((2)–(4)). However, Chu et al. [9] did not motivate their construction. Moreover, their construction violated the intent of Macharis et al. [1] to develop a new consistent comparison only by the data of the first row. In this paper, we derive a new method to adjust entries of a consistent comparison matrix and also fulfill the changes by experts. We need four lemmas to prove our new matrix is reciprocal, consistent, and attains the predesign for a specific entry as well as the invariant phenomenon mentioned in Chu et al. [9] as equations (2) and (3). On the contrary, Chu et al. [9] only need three theorems to verify their new matrix as reciprocal, consistent, and attaining the predesigned for a specific entry.

Chu et al. [9] did not need to show their new matrix satisfied the invariant phenomenon mentioned in Chu et al. [9] of equations (2) and (3), because the invariant phenomenon was already built in their item through the item definition of the matrix.

Owing to the construction of Chu et al. [9], during their proof, for each index, denoted as \(i\), they must divide into two cases as \(i \in \{1, 2, \ldots, \alpha\}\) and \(i \in \{\alpha + 1, \ldots, n\}\) such that when checking the reciprocal condition that involves two indexes \((i, j)\), they must then divide their proof into four cases. When checking the consistent condition, that involves three indexes \((i, j, k)\) and then they must divide their proof into eight cases.

We will develop a new method with the following features:

(a) Satisfying the original intent of Macharis et al. [1] to use data from the first row to find the entries of other rows.

(b) The proof of our proposed matrix becoming simple.

(c) We show our developed new matrix satisfying the invariant phenomenon mentioned in Chu et al. [9] of equations (2) and (3), which can be verified with simple proofs.

Therefore, we will follow the intent of Macharis et al. [1] to define our revised comparison matrix such that only the first row is defined by us and then the rest of the entries are defined by equation (1).

We face the following problem:

The original consistent comparison matrix is \([a_{ij}]_{\text{non}}\) to construct a new consistent comparison matrix, denoted as \([c_{ij}]_{\text{non}}\). The \((\alpha, \beta)\) entry will be changed from \(a_{\alpha \beta}\) to \(\delta\), with \(\alpha < \beta\), that is, \(c_{\alpha \beta} = \delta\) such that \(c_{ij} = a_{ij}\), for \(1 \leq i, j \leq \alpha\) and \(c_{ij} = a_{ij}\), for \(\alpha + 1 \leq i, j \leq n\).

We define the first row as follows:

\[
c_{1j} = a_{1j}, \quad (9)
\]

for \(1 \leq j \leq \alpha\), and

\[
c_{1j} = a_{1\alpha \delta} a_{\beta j}, \quad (10)
\]

for \(\alpha + 1 \leq j \leq n\), and then for the rest entries, for \(i = 2, 3, \ldots, n\),

\[
c_{ij} = \frac{c_{ij}}{c_{ii}}. \quad (11)
\]

We know equation (11) also works for \(i = 1\), since \(c_{11} = a_{11} = 1\). We begin to prove our constructed matrix has the desired properties.

**Lemma 1.** Our new matrix is reciprocal, that is, \(c_{ij} c_{ji} = 1\).

**Proof:** We compute

\[
c_{ij} c_{ji} = \left(\frac{c_{ij}}{c_{ii}}\right)\left(\frac{c_{ji}}{c_{1j}}\right) = 1, \quad (12)
\]
to imply our proposed matrix being a comparison matrix.

Lemma 2. Our new matrix is consistent; that is, $c_{ij}c_{jk} = c_{ik}$.

Proof. We derive

$$c_{ij}c_{jk} = \left( \frac{c_{ij}}{c_{ij}} \right) \left( \frac{c_{ik}}{c_{ij}} \right) = \frac{c_{ik}}{c_{ij}} = c_{ik}, \quad (13)$$

Lemma 3. Our new matrix attains the predesigned value, $c_{a\beta} = \delta$.

Proof. We evaluate

$$c_{a\beta} = \frac{c_{1\beta}}{c_{1a}} = \frac{a_{1a} \delta a_{\beta\beta}}{a_{1a}} = \delta, \quad (14)$$

since $\alpha < \beta$ and $a_{\beta\beta} = 1$.

In the following, we prove our construction satisfies Properties 1 and 2.

Lemma 4. $c_{ij} = a_{ij}$, for $1 \leq i, j \leq \alpha$, and $c_{ij} = a_{ij}$, for $\alpha + 1 \leq i, j \leq n$.

Proof. We obtain

$$c_{ij} = \frac{a_{1j}}{a_{1i}} = a_{ij}, \quad (15)$$

for $1 \leq i, j \leq \alpha$, because the original matrix $[a_{ij}]_{non}$ is consistent and

$$c_{ij} = \frac{a_{1j} \delta a_{\beta j}}{a_{1i} \delta a_{\beta i}} = a_{ij}, \quad (16)$$

for $\alpha + 1 \leq i, j \leq n$, because the original matrix $[a_{ij}]_{non}$ is consistent.

4. Methodology Comparison

Here, we compare our proof with that of Chu et al. [9]. Our Lemma 1 is related to Theorem 1 of Chu et al. [9]; however, Chu et al. [9] needed four cases for their Theorem 1. Our Lemma 2 is related to Theorem 2 of Chu et al. [9], but Chu et al. [9] needed eight cases for their Theorem 2. Our Lemma 3 is related to Theorem 3 of Chu et al. [9] such that all three proofs are very simple. Our Lemma 4 does not appear in Chu et al. [9], because Chu et al. [9] defined their new matrix $[b_{ij}]_{non}$ item by item such that Properties P1 and P2, equations (2) and (3), that is our Lemma 4, are already contained in the definition of Chu et al. [9].

However, their item by item construction makes their proof very tedious in many cases. On the other hand, our proofs are elegant and satisfy the original intent of Macharis et al. [1] to define a new matrix only by the new structure of the first row.

In Chu et al. [9], they constructed numerical examples to demonstrate that without their second criterion, further revision will change previously preassigned values. However, Chu et al. [9] did not provide proof to show that, under their two extra criteria, the revision procedure is executable. In the next section, we will present theoretical proof to verify their two extra criteria are valid for the revision process.

5. Insights on the Two Criteria in Revision Process

Table 7 of Chu et al. [9] showed the expert wanted to change values of $a_{27}$, $a_{36}$, $a_{15}$, and $a_{24}$, one at a time, and then the satisfaction rate increased 25% per revision operation for the first three revisions. However, after the fourth revision, the satisfaction rate drops to 50%, indicating the revision procedure of Macharis et al. [1] needs improvements.

We recall Tables (8)–(11) of Chu et al. [9] to indicate if the expert wants to change the values of $a_{24}$ and $a_{26}$, then an infinite repeated revision process will occur and a deadlock phenomenon will appear.

Chu et al. [9] claimed two criteria must be preserved to avoid an endless revision process and we cite these in the following.

The first criterion: the order of changes should be arranged by the descending order of row index. On the contrary, in Macharis et al. [1], the order of changes is arranged by the descending order of the column index.

The second criterion: when the expert decides to select several entries to modify their values one by one, there must only be a maximum of one entry per row that can be modified. On the other hand, Macharis et al. [1] mentioned the expert wanted to change the values of $a_{36}$, $a_{24}$ which are two items in the same row. Hence, Chu et al. [9] claimed the revision procedure of $\{a_{57}, a_{26}, a_{24}, a_{23}\}$ by the descending order of column index should be improved to $\{a_{57}, a_{36}, a_{15}\}$ or $\{a_{27}, a_{24}, a_{15}\}$ by the descending order of the row index.

Chu et al. [9] only used numerical examples to point out a deadlock phenomenon (an endless revision process) that occurs when using the Macharis’ approach, but they did not provide proof for their proposed procedure, which is controlled by two criteria mentioned in Chu et al. [9]. In the following, we prove the revision procedure proposed by Chu et al. (2008) is valid.

We assume in the $m$th revision step, the expert wanted to change the item for the $(i, j)$ entry to $a_{ij}^{m+1} = a$ and then in the $(m+1)$th revision step, the expert wanted to change the item for the $(s, t)$ entry to $a_{st}^{m+1} = b$ with $i < j$, $s < t$ and $i > s$, where the comparison matrices are denoted as $(a_{ij}^{m})_{non}$ and $(a_{ij}^{m+1})_{non}$ for the $m$th and the $(m+1)$th revisions. In the previous revision process, $a_{ij}^m$ already changed to $a$, and then we will verify that utilizing our proposed method of equations (9)–(11), the new comparison matrix has the desired properties.

Proposition 1. The revision procedure of Chu et al. [9] with two added criteria is valid.

Proof. We develop the new matrix as follows:

$$a_{1k}^{m+1} = a_{1k}^m, \quad (17)$$
Table 1: Reproduction of Table 5 of Macharis et al. [1], or Table 1 of Chu et al. [9].

| D  | C₁  | C₂  | C₃  | C₄  | C₅  | C₆  | C₇  | C₈  |
|----|-----|-----|-----|-----|-----|-----|-----|-----|
| C₁ | 1   | 2   | 3   | 2   | 5   | 2/3 | 7   | 3   |
| C₂ | 1/2 | 1   | 3/2 | 1   | 5/2 | 1/3 | 7/2 | 3/2 |
| C₃ | 1/3 | 2/3 | 1   | 2/3 | 5/3 | 2/9 | 7/3 | 1   |
| C₄ | 1/2 | 1   | 3/2 | 1   | 5/2 | 1/3 | 7/2 | 3/2 |
| C₅ | 1/5 | 2/5 | 3/5 | 2/5 | 1   | 2/15| 7/5 | 3/5 |
| C₆ | 3/2 | 3   | 9/2 | 3   | 15/2| 1   | 21/2| 9/2 |
| C₇ | 1/7 | 2/7 | 3/7 | 2/7 | 5/7 | 2/21| 1   | 3/7 |
| C₈ | 1/3 | 2/3 | 1   | 2/3 | 5/3 | 2/9 | 7/3 | 1   |

Table 2: Reproduction of Table 6 of Macharis et al. [1] or Table 2 of Chu et al. [9].

| D  | C₁  | C₂  | C₃  | C₄  | C₅  | C₆  | C₇  | C₈  |
|----|-----|-----|-----|-----|-----|-----|-----|-----|
| C₁ | 1   | 2   | 3   | 2   | 5   | 20/21| 10  | 30/7|
| C₂ | 1/2 | 1   | 3/2 | 1   | 5/2 | 10/21| 5   | 15/7|
| C₃ | 1/3 | 2/3 | 1   | 2/3 | 5/3 | 20/63| 10/3| 10/7|
| C₄ | 1/2 | 1   | 3/2 | 1   | 5/2 | 10/21| 5   | 15/7|
| C₅ | 1/5 | 2/5 | 3/5 | 2/5 | 1   | 4/21 | 2   | 6/7 |
| C₆ | 21/20| 21/10| 63/20| 21/10| 21/4| 1    | 21/2| 9/2 |
| C₇ | 1/10| 1/5 | 3/10| 1/5 | 1/2 | 2/21 | 1   | 3/7 |
| C₈ | 7/30| 7/15| 7/10| 7/15| 7/6 | 2/9  | 7/3 | 1   |

for $1 \leq k \leq s$, and

$$a_{rk}^{m+1} = a_{rk}^{m}b_{rk}^{m},$$

(18)

for $s + 1 \leq k \leq n$, and then for the rest entries, for $r = 2, 3, \ldots, n$, and $k = 1, 2, \ldots, n$,

$$a_{rk}^{m+1} = a_{rk}^{m+1} b_{rk}^{m+1}.$$  

(19)

From the second half of Lemma 4, we know $a_{rk}^{m+1} = a_{rk}^{m}$, for $s + 1 \leq r, k \leq n$. Those previous revisions belong to the block of $(r, k)$ entry, with $s + 1 \leq r, k \leq n$, since the revision process is one item at a time and arranged by the descending order of the row index (Criterion 1) and there is at most one entry in each row that can be revised (Criterion 2). Therefore, during the $(m+1)$th revision, all previous revisions are preserved.

By Lemma 1, our new matrix is a comparison matrix. By Lemma 2, our new comparison matrix is consistent. By Lemma 3, our new consistent comparison matrix satisfies $a_{st}^{m+1} = b$. Hence, we finish the proof of Proposition 1.

The following presents an algorithm to help practitioners construct their computing program.

6. Numerical Example

After proving the revision procedure satisfying two criteria proposed by Chu et al. [9] and attaining all wanted properties, we consider the numerical example in Macharis et al. [1] and Chu et al. [9]. Macharis et al. [1] only informed us that $a_{57}$ should be revised from $7/5$ to $2$, but they did not tell the values for $a_{15}$ and $a_{24}$; Chu et al. [9] claimed the desired values for $a_{15}$ and $a_{24}$ are $6$ and $2$, respectively. However, Chu et al. [9] did not show us the evidence as to why they assume the desired values of $a_{15} = 6$ and $a_{24} = 2$. Consequently, we believe the best way to handle $a_{15}$ and $a_{24}$ is to abstractly assume $a_{24} = A$ and $a_{15} = B$.

We accept the finding of Macharis et al. [1]; that is, the original matrix is shown in Table 1 and $a_{57}$ is revised to 2 in Table 2. Therefore, we list our results for changing to $a_{24} = A$ in Table 4 and for changing to $a_{15} = B$ in Table 5, respectively. To emphasize those unchanged entries, we marked them by boldface.

Following our algorithm in Section 5, we know that $x_i$ is an entry of Table 2, $s = 2 < t = 4$, with $y_{24} = A$, and then $y_{11} = 1$, $y_{12} = 2$, $y_{13} = x_{12}Ax_{43} = 3A$, $y_{14} = x_{12}Ax_{44} = 2A$, $y_{15} = x_{12}Ax_{45} = 5A$, $y_{16} = x_{12}Ax_{46} = 20A/21$, $y_{17} = x_{12}Ax_{47} = 10A$, and $y_{18} = x_{12}Ax_{48} = 30A/7$. The rest of the entries are computed by $y_{ij} = (y_{ij}/y_{il})$, for $i = 2, 3, \ldots, n$.

From Tables 4 and 5, we illustrate according to the ordering, $a_{27}$, $a_{24}$, and $a_{15}$ as the descending of the row index and then the desired results of $a_{57} = 2$, $a_{24} = A$, and $a_{15} = B$ are achieved.

When we change the value of $a_{24}$ from 1 to A, then $a_{57}$ is in the low-right bold area in Table 4 such that its value $a_{57} = 2$ is preserved.

When we change the value of $a_{15}$ from 5A to B, then $a_{27}$ and $a_{24}$ are in the low-right bold area such that its values $a_{27} = 2$ and $a_{24} = A$ are preserved.
The above preserving property of previous revisions is proved in our Proposition 1.

7. Conclusion

We develop a new method for the Macharis’ revision process that fulfills the intent of their design to construct a consistent comparison matrix only using the data from the first row, which is an improvement on a recently published paper. Our method avoids the tedious Chu’s construction to define all entries to result in a simpler proof for reciprocal and consistent properties as Lemmas 1 and 2 in our paper. The shortcoming of our method is that we must prove the invariant properties of equations (2) and (3) that is our Lemma 4. However, please refer to our Lemma 4 to understand that it is a straightforward proof to demonstrate the efficiency of our method.

By our Proposition 1, we proved that the revision process obeying two Chu’s criteria is valid. Researchers will have the confidence to apply this AHP-PROMETHEE method to their decision-making problems.
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