Weighing the Local Interstellar Medium using Gamma Rays and Dust

Axel Widmark,1,* Michael Korsmeier,2,† and Tim Linden2,‡

1Dark Cosmology Centre, Niels Bohr Institute, University of Copenhagen, Jagtvej 128, 2200 Copenhagen N, Denmark
2Stockholm University and The Oskar Klein Centre for Cosmoparticle Physics, Alba Nova, 10691 Stockholm, Sweden

Cold gas forms a significant mass fraction of the Milky Way disk, but is its most uncertain baryonic component. The density and distribution of cold gas is of critical importance for Milky Way dynamics, as well as models of stellar and galactic evolution. Previous studies have used correlations between gas and dust to obtain high-resolution measurements of cold gas, but with large normalization uncertainties. We present a novel approach that uses Fermi-LAT γ-ray data to measure the total gas density, achieving a similar precision as previous works, but with independent systematic uncertainties. Notably, our results have sufficient precision to probe the range of results obtained by current world-leading experiments.

Measuring the gas content of the Milky Way and local universe is crucial for many fields in astronomy. Cold gas is the most uncertain baryonic component in Milky Way mass models, hampering the precision of dynamical mass measurements of dark matter [1, 2]. It is also essential for our theoretical understanding of star and galaxy formation [3, 4].

The dominant gas species of the interstellar medium (ISM) are atomic and molecular hydrogen (HI and H2), where especially the latter is difficult to observe directly as it lacks a permanent electric dipole moment. CO observations are often used as a tracer [5]. However, the CO-to-H2 ratio is uncertain and depends on the temperature and density of their environment [6]. A significant fraction of H2 is known to be CO-dark, but the precise amount is poorly constrained [7–10].

Gas is additionally traced by dust [11], which is typically easier to observe and serves as a useful proxy for a galaxy’s gas content [12–17]. Dust is also of direct physical importance for a number of complex thermal and chemical processes of the ISM, affecting star and planet formation [18]. In the Milky Way, the dust-to-gas ratio has been estimated using gas observations coming from stellar sight-line UV absorption [19–21], soft X-ray scattering [22], or 21 cm emission [23–25] (see Appendix A for further details).

In this letter, we develop a novel method for measuring the local Milky Way gas content, within roughly 2 kpc, using γ-ray data from the Fermi-LAT telescope. The diffuse γ-ray flux is produced primarily by the hadronic interactions of cosmic rays (CRs) with interstellar gas. Because CR measurements (e.g., by AMS-02), strongly constrain the local cosmic-ray density, γ-ray measurements can, in turn, be used to strongly constrain the gas density. Importantly, the hadronic interactions that produce γ-ray emission are entirely agnostic as to the temperature, spin, or ionization state of the gas targets, making our gas density calculations highly complementary to the techniques described above. Furthermore, we use a new dust map [26] that was recently produced from observations by the astrometric Gaia mission [27], and has the novel quality of being three dimensional and (unlike most previous studies) observed in the optical rather than the far infra-red.

Measuring the gas content of the Milky Way and local universe is crucial for many fields in astronomy. Cold gas is the most uncertain baryonic component in Milky Way mass models, hampering the precision of dynamical mass measurements of dark matter [1, 2]. It is also essential for our theoretical understanding of star and galaxy formation [3, 4].

The dominant gas species of the interstellar medium (ISM) are atomic and molecular hydrogen (HI and H2), where especially the latter is difficult to observe directly as it lacks a permanent electric dipole moment. CO observations are often used as a tracer [5]. However, the CO-to-H2 ratio is uncertain and depends on the temperature and density of their environment [6]. A significant fraction of H2 is known to be CO-dark, but the precise amount is poorly constrained [7–10].

Gas is additionally traced by dust [11], which is typically easier to observe and serves as a useful proxy for a galaxy’s gas content [12–17]. Dust is also of direct physical importance for a number of complex thermal and chemical processes of the ISM, affecting star and planet formation [18]. In the Milky Way, the dust-to-gas ratio has been estimated using gas observations coming from stellar sight-line UV absorption [19–21], soft X-ray scattering [22], or 21 cm emission [23–25] (see Appendix A for further details).

In this letter, we develop a novel method for measuring the local Milky Way gas content, within roughly 2 kpc, using γ-ray data from the Fermi-LAT telescope. The diffuse γ-ray flux is produced primarily by the hadronic interactions of cosmic rays (CRs) with interstellar gas. Because CR measurements (e.g., by AMS-02), strongly constrain the local cosmic-ray density, γ-ray measurements can, in turn, be used to strongly constrain the gas density. Importantly, the hadronic interactions that produce γ-ray emission are entirely agnostic as to the temperature, spin, or ionization state of the gas targets, making our gas density calculations highly complementary to the techniques described above. Furthermore, we use a new dust map [26] that was recently produced from observations by the astrometric Gaia mission [27], and has the novel quality of being three dimensional and (unlike most previous studies) observed in the optical rather than the far infra-red.

Figure 1 shows the main results of our study. Our measurements of the dust-to-gas ratio have a similar precision as previous work, but are affected by an independent set of systematic uncertainties. Excitingly, our results are precise enough to probe the range of results from state-of-the-art measurements. Furthermore, our study produces a novel and accurate model for high-latitude diffuse γ-ray emission from the Milky Way,1 with many applications to studies of extragalactic γ-ray emission and extended γ-ray sources.
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\( \gamma \)-Ray Emission Models — \( \gamma \)-rays provide a unique probe into galactic gas. Here, we focus on 0.1–100 GeV \( \gamma \)-rays observed at high Galactic latitudes. These are created by several processes, including the interaction of CRs with gas [28, 29]. The most important process is \( \pi^0 \)-production from hadronic interactions, while the bremsstrahlung of CR electrons provides a \( O(10\%) \) contribution below a few GeV [30–34].

The \( \gamma \)-ray flux produced from a CR component \( i \) and a gas component \( j \) is given by the integration of the \( \gamma \)-ray emission per interaction \( \epsilon_{ij} \) and the number density of the gas component \( \rho_j \) along the line of sight (l.o.s.) in the direction \( l, b \) (longitude, latitude):

\[
\frac{d^2\phi_{ij}}{d\Omega dE_{\gamma}}(E_{\gamma}, l, b) = \int_{\text{l.o.s.}} d\ell \rho_j(\ell) \epsilon_{ij}(E_{\gamma}, x),
\]

where the emission per interaction is given by convolving the CR flux \( \phi_{\text{CR}} \) with the \( \gamma \)-ray production cross section \( \sigma_{ij \rightarrow \gamma} \):

\[
\epsilon_{ij}(E_{\gamma}, x) = \int_{E_i} dE_i \frac{d\phi_{\text{CR}}}{dE_i}(E_i, x) \frac{d\sigma_{ij \rightarrow \gamma}}{dE_{\gamma}}(E_i, E_{\gamma}).
\]

The product \( \rho_j(x) \epsilon_{ij}(E_{\gamma}, x) \) is commonly called \( \gamma \)-ray emissivity. Thus, the flux depends on the CR flux and the total gas density. Importantly, the \( \gamma \)-ray flux is essentially unaffected by whether the gas is cold or hot, molecular or atomic, ionized or neutral. The dominant CR fluxes are protons and helium, while contributions from heavier nuclei are subdominant. The flux of electrons and positrons is also suppressed compared to protons by 2–3 orders of magnitude, but is important for low-energy bremsstrahlung due to its faster cooling timescale and for the inverse Compton emission.

We employ the propagation model recently explored in Ref. [35] and refit it to the CR data of \( p, \text{He}, \text{He}^3/\text{He}^4, p/p, \) and \( \epsilon^+ \) provided by AMS-02. The \( \epsilon^- \) data is adjusted in a post-procedure. The CR model includes diffusion, convection, continuous energy losses, and fragmentation losses. Our model is based on the \textsc{galprop} code [36], which numerically solves the propagation equations. It includes several improvements compared to previous studies. Details are described in Appendix B.

Besides CR-gas interactions, we model the following processes: (1) Galactic and extragalactic \( \gamma \)-ray point sources [37] (2) the emission from inverse Compton scattering (ICS), i.e. the up-scattering of low-energy photons by CR electrons and positrons, and (3) an isotropic emission that stems from faint contamination, and residual Galactic emission.

We perform template fits to the \textit{Fermi}-LAT data constraining the number of \( \gamma \)-ray photons attributed to each process or gas tracer as sketched in Fig. 2. Ultimately, we obtain the conversion factor from the gas tracers (21 cm, dust, CO) to the gas densities (H, HI, H\(_2\)). The gas tracers and the exact fitting procedure are explained below.

Gas Tracers — The ISM is separated into distinct gas phases, broadly divided into a cold and warm neutral medium (CNM and WNM) [4, 38–40]. The different gas components and species are traced by different maps in our model:

- **CO** — Very cold molecular gas is traced by radio observations of rotational modes in carbon monoxide (CO). We use the two-dimensional full-sky CO data from the Planck survey (the “Type 2” map from Ref. [41]).

- **H\(_2\)** — The \( \text{H}_2 \) column density is equal to \((2 \pm 0.6) \times 10^{20} \text{ cm}^{-2} \text{ K}^{-1} \text{ km}^{-1} \text{ s} \) [6, 42]. The component of CO-traced H\(_2\) has a small scale height, and thus, due to our cut on Galactic latitude, its relative contribution is small.

FIG. 2. \( \gamma \)-rays are produced by the interaction of CRs with gas, as well as a few other processes like inverse Compton emission or point sources. We perform a template fit of the local \( \gamma \)-ray sky by comparing model counts and \textit{Fermi}-LAT data. We note that maps are corrected for the \textit{Fermi}-LAT instrumental exposure, which varies across the sky. We use cuts of \(|b| < 60^\circ\) to avoid the Galactic center and the \textit{Fermi} bubbles, and \(|b| < 16^\circ\) to select nearby emission sources. From the normalization of each template, we infer the conversion factors of the gas tracers to gas densities, most notably, from dust reddening to cold hydrogen gas.
• Dust — We use a three-dimensional dust map to trace molecular and atomic hydrogen in the CNM. This dust map was produced using Gaia data [26], given in terms of extinction per distance in units mag pc$^{-1}$, at a wavelength of 6500 Å (corresponding to the centre of Gaia’s photometric $G$-band); this extinction is proportional to $E(B-V)$ by a factor of $0.88 \times 3.1 = 2.73$ [26, 43]. The conversion factor between $E(B-V)$ dust reddening and the hydrogen nuclei column density is roughly $6 \times 10^{21}$ mag$^{-1}$ cm$^{-2}$, although the precise value is highly uncertain (see Fig. 1). The dust distribution of this map has a small scale height. Most of it is contained within 100 pc from the mid-plane, with only weak tails to heights around 300 pc. Hence it is inconsistent with the $\sim 400$ pc scale height of the WNM, and we make the interpretation that this dust map only traces the CNM.

• 21 cm — We use the two-dimensional full sky 21 cm map called HI4PI [44], integrated over l.o.s. velocities between $(-90, 90)$ km s$^{-1}$, to trace atomic hydrogen in the CNM and WNM. This map overlaps with the dust map, since both trace CNM HI. Canonically, the conversion factor between the 21 cm signal and the HI column density is equal to $1.823 \times 10^{18}$ cm$^{-2}$ K$^{-1}$ km$^{-1}$ s $^{-1}$ [44, 45]. We assume that the 21 cm optical depth is negligible for our Galactic latitude cuts. This assumption breaks down for $|b| \lesssim 10^\circ$ [46], which is smaller than our latitude cut.

• Analytic WNM distribution — As an alternative to the 21 cm map, we consider an analytic model for the WNM, with a density proportional to:

$$f_{\text{WNM}}(x) \propto \text{sech}^2 \left( \frac{z}{400 \text{ pc}} \right) \exp \left( - \frac{R}{3.5 \text{ kpc}} \right),$$

where $z$ is the height with respect to the disk and $R$ is Galactocentric radius. This functional form reflects the fact that the WNM forms less significant substructure due to its high temperature, such that its distribution in the Solar neighbourhood is well-approximated by a 400 pc scale height and a 3.5 kpc disk scale length [47].

The precise relationship between gas components and gas tracers is complex, where some gas components are covered by multiple tracers. In our modeling, we take the CO to trace the surplus of $\text{H}_2$ that is otherwise not accounted for by the dust tracer. We perform fits for two separate models, labeled A and B, which are summarized in Table I. Model A includes the 21 cm map but not the $f_{\text{WNM}}$ map, and vice versa for model B. The crucial difference is that the gas tracers have an overlap in terms of the CNM HI component in model A, but not for model B. By comparing their respective results we can estimate the amount of total hydrogen, HI, and CO-dark $\text{H}_2$ in the CNM. Model B is expected to perform slightly worse in terms of a $\chi^2$ statistic, since $f_{\text{WNM}}$ does not capture any WNM substructures. For this reason it is also highly degenerate with other smooth components (the ICS and isotropic background, see below). However, this is not detrimental to our fit, as the purpose of model B is to extract more information about the dust-to-gas conversion factor of the CNM, for which the ignored WNM substructures have a negligible effect.

We employ the canonical assumption that all gas phases are mixed with the same fraction of helium, constituting 38% of the hydrogen gas mass, with an additional 4% mass from heavier elements [48–50]. The $\gamma$-ray production per mass is approximately the same for $\pi^0$ while bremsstrahlung from heavier targets is slightly suppressed, as described in Appendix D. In our model, we ignore the hot interstellar medium (HIM), which constitutes a sub-percent contribution to the local gas density and, despite its large scale height, a small contribution to the total gas surface density [51]. The HIM lacks smaller scale spatial structure, so its contribution to the $\gamma$-ray sky is absorbed by other smooth $\gamma$-ray emission components (listed below), without affecting the normalizations of the cold gas in our fit.

Other $\gamma$-ray Emission Components — While $\gamma$-rays from $\pi^0$-decay and bremsstrahlung both trace Galactic gas, there are several mechanisms that do not depend on the gas density. First, Fermi-LAT observations include over 5000 point sources of both Galactic and extragalactic origin, including supernova remnants, pulsars, blazars, and star-forming galaxies. The large number of sources makes it difficult to model the intensity and spectrum of each independently. Thus, we use the default flux and spectra for each source reported in the 4FGL-DR2 catalog [37, 52]. This provides an accurate model for non-variable sources. In contrast, we mask the bright and time-variable sources as discussed in Appendix C.2.

The second component is the isotropic $\gamma$-ray background, which is primarily produced by the subset of extragalactic sources that are too dim to be individually detected. It also includes a contribution from cosmic rays that are misidentified as $\gamma$-rays by the Fermi-LAT. Because both extragalactic sources and cosmic rays are isotropic, the morphological template in each bin matches the Fermi-LAT exposure.

The final component is the ICS of starlight by relativistic electrons. Notably, the same electron population produces the ICS and the bremsstrahlung component discussed above. To calculate the convolution of this electron distribution with Galactic radiation, we utilize the CR model described in App. B and the up-to-date interstellar radiation field models given by Ref. [31].

| Model A | CO | CNM H$_2$ | CNM HI | WNM HI |
|---------|----|-----------|--------|--------|
|         | ✓  | ✓         | ✓      | ✓      |

| Model B | CO | Dust 21 cm | WFM |
|---------|----|------------|-----|
|         | ✓  | ✓          | ✓   |
Fitting Procedure — We infer our results in a Bayesian framework, with a Poisson count data likelihood and flat box priors on the normalizations of each respective γ-ray map component, and sample the posterior probability density using Hamiltonian Monte-Carlo. We produce our main results in a joint fit of the 4th–15th energy bin (0.4−100 GeV), which are dominated by hadronic interactions and therefore they are less prone to systematic errors related to bremsstrahlung cross sections, as well as Fermi’s angular resolution, which improves at high energies. We employ jackknife sub-sampling by splitting the sky into sub-areas in order to quantify systematic uncertainties, and also perform fits for each separate γ-ray energy bin. See Appendix D for further details.

Because we focus our analysis on the local ISM, we exclude regions of the sky where the γ-ray data includes significant systematic uncertainties due to distant sources. These include: (1) regions along the Galactic plane with |b| < 16°, (2) regions near the Galactic center with |l| < 60°, which removes contamination from the Fermi bubbles [53] and Loop I [54], (3) a 3° radius circle around 17 highly-variable Fermi-LAT point sources, for which the quoted 4FGL fluxes may not produce proper flux estimates, and (4) a 5° radius circle surrounding the position of the Large Magellanic Cloud. The size of these masks are motivated by the Fermi-LAT point spread function, which has a 2.93° 68% containment region for our lowest energy bin.

Results — In Fig. 3, we show a comparison between the data count and the best-fit model A, for a fit of the full non-masked sky over the 4th–15th energy bins (for individual energy bins, see App. D). The higher energy bins have limited statistics, so the fit is mainly driven by roughly the 4th–7th energy bins. Our model provides an overall good description of the data. The main focus of our results concerns the dust conversion factors, as presented in Fig. 1. A more complete visual representation of our results, including the conversion factors for the 21 cm and CO maps and their energy dependence, can be found in Appendix D. The dust-to-H conversion factors differ significantly between the model A and model B fits. This is expected, as the 21 cm map of model A traces CNM HI and thus overlaps with the dust map. However, despite the CNM HI already being accounted for, the dust map is still inferred to contribute significantly to the γ-ray sky in model A, with a dust-to-H conversion factor of (2.31 ± 0.75) × 10^{21} \text{mag}^{-1} \text{cm}^{-2} (posterior mean and standard deviation). Thus the dust map must also trace a component that is not accounted for in the 21 cm or CO maps. We make the interpretation that this additional component is CO-dark H\textsubscript{2} mixed in with the CNM. For our model B, which does not include the 21 cm map, the dust map is interpreted to trace the totality of both CNM HI and CNM H\textsubscript{2}, with a dust-to-H conversion factor of (6.28 ± 0.94) × 10^{21} \text{mag}^{-1} \text{cm}^{-2}. By taking the dust conversion factor difference between model A and model B, we obtain the amount of CNM HI traced by dust, inferred to be (3.97 ± 0.48) × 10^{21} \text{mag}^{-1} \text{cm}^{-2}. This difference has a smaller uncertainty than the individual conversion factors because we account for correlations in the jackknife sub-sampling. The relative uncertainties for the dust-to-H conversion factor is roughly 12%, on the same order of magnitude as the systematic errors seen in the model and data comparison of Fig. 3.

For model A, we infer a 21 cm conversion factor of (1.816± 0.153) × 10^{18} \text{cm}^{-2} \text{K}^{-1} \text{km}^{-1} \text{s}, consistent with the canonical value of 1.823 × 10^{18} \text{cm}^{-2} \text{K}^{-1} \text{km}^{-1} \text{s} [44, 45]. This agreement is in general support of the accuracy of our analysis, and does not indicate any significant bias in for example the γ-ray cross sections. For the CO-to-H\textsubscript{2} conversion factor, we infer (1.67 ± 0.27) × 10^{20} and (0.81 ± 0.45) × 10^{20} \text{cm}^{-2} \text{K}^{-1} \text{km}^{-1} \text{s} for model A and B, respectively. These results for model A are consistent with the canonical value of (2 ± 0.6) × 10^{20} \text{cm}^{-2} \text{K}^{-1} \text{km}^{-1} \text{s}. The CO-to-H\textsubscript{2} conversion factor discrepancy between model A and B implies that there is an overlap between the dust map and the CO map; in other words, the CO-bright H\textsubscript{2} is also in part traced by dust. The CO-to-H\textsubscript{2} conversion factor is potentially not very well understood [55], perhaps further complicated by its interplay with dust as a tracer. To investigate this in more detail would require a more extensive study, preferably including lower Galactic latitudes with a more significant CO signal.

Another important contribution to baryonic models for the Solar neighborhood is that we quantify the amount of CO-dark H\textsubscript{2} that is mixed with the CNM HI, to a mass fraction of 36.0 ± 8.8%. This result agrees well with Ref. [25], which uses a completely different method affected by other systematic uncertainties (see Appendix A for details). Outside CO-bright regions, they find a CO-dark H\textsubscript{2} mass fraction of 46% relative to the total amount of hydrogen, although they do not state any uncertainty for this quantity.

We also perform additional tests, described in Appendix D, for example by applying an alternative data likelihood that
is less sensitive to outliers. In summary, we obtain very similar results for these alternative fits, even with latitude cuts of $|b| > 12^\circ$ and $|b| > 8^\circ$, as well as at higher or lower angular resolution. Furthermore, in Appendix D.5, we present a model for the cold gas mass density based on our results, and compare this model with estimates from other studies.

**Conclusion** — We weigh the local ISM (within roughly 2 kpc), focusing on its cold gas components and, as a first work of its kind, do so using $\gamma$-ray data from Fermi-LAT and a dust map based on Gaia data. We employ a conservative treatment of uncertainties and potential systematic errors. Our results for the dust-to-gas conversion factor are robust and have sufficient precision to probe the range of results produced by current world-leading experiments. Furthermore, our method is highly complementary to these other studies, subject to different sources of potential systematic biases, and especially useful for revealing otherwise difficult to observe gas components such as CO-dark H$_2$.

This method for using $\gamma$-rays to probe the ISM of the Solar neighborhood is expected to improve in the near future. The dust maps are getting deeper and more precise, due to better astrometric measurements from Gaia, complementary spectro- and photo-astrometric distance information [56, 57], and more sophisticated modeling of the three-dimensional distribution of dust (e.g. employing Gaussian processes [58, 59]). Further improvements might be achieved by a better understanding and modeling of the cross sections for hadronic $\gamma$-ray production using the latest data from high-energy experiments.
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Appendix A: Previous studies

In this Appendix section, we discuss previous works on measuring the ratio between dust and gas in the Milky Way, which are also summarized in Fig. 1. Early works by Refs. [19, 20] used Lyα and H₂ absorption observations coming from the Copernicus orbital observatory in the optical and UV, although they were limited to a small sample size of roughly one hundred early-type stars. These studies already hinted at the presence of CO-dark H₂. In Ref. [22], they used X-ray observations of 25 point sources and four supernova remnants coming from ROSAT, where cold gas was inferred from absorption spectra and the dust column density was inferred from X-ray haloes produced via soft scattering. A recent study by Ref. [21] uses data from the FUSE survey, similar to the early works based on Copernicus data. Apart from a dust-to-H conversion factor, they also derive a 20% mass fraction of H₂ with respect to the total amount of hydrogen; this number does not have an associated uncertainty, hence the HI and H₂ data points in Fig. 1 are given by the total relative uncertainty of the dust-to-H conversion factor.

Other studies have used 21 cm radio observations, either from the LAB survey [23] or the HI4PI survey [24, 25]. All three of these studies use the dust map from Ref. [66], based on far infrared observations from COBE/DIRBE and IRAS [67, 68]. Dust reddening is typically expressed as $E(B-V)$, corresponding to the difference between photometric bands in the optical range. The conversion from the infra-red has been discussed to have systematic errors [69, 70], for example arising from contamination by extended thermal emission. A recent study by Ref. [21] uses data from the FUSE survey, similar to the early works based on Copernicus data. Apart from a dust-to-H conversion factor, they also derive a 20% mass fraction of H₂ with respect to the total amount of hydrogen; this number does not have an associated uncertainty, hence the HI and H₂ data points in Fig. 1 are given by the total relative uncertainty of the dust-to-H conversion factor. As can be seen in Fig. 1, our results are consistent with Refs. [21, 25], but less so with Refs. [23, 24] and our own result; apart from the systematic issues discussed above, it is possible that this has a physical cause, since the former studies focus on higher latitudes and sky regions with lower levels of dust extinction, where it could be that the dust-to-H conversion factor is indeed higher, as suggest by e.g. Ref. [21].

Appendix B: Model of Galactic Cosmic Rays

Galactic CRs are trapped by and propagate in the turbulent magnetic fields of our Galaxy. Effectively, this process can be described by diffusion, with a diffusion coefficient that depends on the rigidity of the CRs, typically described by a power law. Rigidity is defined as the momentum of the CR divided by the absolute value of its charge. The power law index, commonly called $\delta$, depends on the turbulence model. The latest AMS-02 data constrain $\delta$ to about 1/2 from a few GV to 300 GV (pointing towards Kraichnan turbulence) and with a transition to $\delta \sim 1/3$ above 300 GV (pointing towards Kolmogorov) [71, 72]. At low energies, CRs are affected by several other processes, most importantly, convection, continuous energy losses, and fragmentation losses. In general, low-energetic CRs can also be reaccelerated by the scattering off the Alfvén magnetic waves. However, too strong reacceleration would be problematic for the global energy budget of magnetic turbulence [73]. The typical propagation time of Galactic CRs at the GeV energy scale is a few million years [74]. We distinguish between primary and secondary CRs. Primaries are accelerated by astrophysical sources like supernova remnants or pulsars and then injected into the diffusion halo. The diffusion halo extends a few kpc above and below the Galactic plane. During their propagation, the CRs can interact and fragment in interaction with the ISM and produce $\gamma$-rays, as is discussed in the main text. Another option is that heavier nuclei fragment and produce so-called secondary CRs, a typical example being fragmentation of carbon into boron. Furthermore, radioactive nuclei can decay and produce secondary CRs. If the decay time is at the order of the propagation time, those CRs can be used to break the well-known degeneracy between the normalization of the diffusion coefficient and the height of the diffusion halo; a typical example is the decay of $^{10}$Be to $^{10}$B.

The best measurements of Galactic CRs are provided by the AMS-02 spectrometer on the International Space Station. In the last decade, AMS-02 provided CR spectra between 1 GV and a few TV of nuclei from protons to iron with precision at the level of a few percent [75]. Electrons and positrons are measured individually with comparable precision up to an energy of about 1 TeV [75]. The AMS-02 data has stimulated various analyses focused on CR propagation [72, 76–86].

We employ the propagation model recently explored in [35, 71], which provides a good fit to the data from protons to oxygen. Here we refit this model to the CR data of $p$, He, $^3$He/$^4$He, $\vec{p}$/p, $e^+$, and $e^-$ provided by the AMS-02 experiment. Furthermore, we use the Voyager data of $p$ and He. Contributions from heavier nuclei are negligible for this analysis. In this sense, our analysis is similar to previous studies that have used $^2$H, $^3$He, and antiprotons (or subsets) to study CR propagation [76, 87, 88]. Finally, in our model we take diffusion to be homogeneous and isotropic. We assume spherical symmetry and a steady state solution. We briefly summarize the main ingredients in the following, while further details are available in Refs. [35, 71].

- The diffusion coefficient is taken as a double-broken power law with breaks at about 5 GV and 300 GV. We use the normalization ($D_0$), the three spectral indices ($\delta_1$, $\delta$, $\delta_h$), and the two breaks ($R_{D,0}$, $R_{D,1}$) as free parameters in the fit.
We allow for a smoothing of the first break regulated by the parameter $s_D$. The break at low energies can be ascribed to a damping of the magnetic turbulence at low energies, while the break at 300 GeV reflects a phenomenological description of the observed CR spectra which have a break at this rigidity. The reason to attribute this break to the diffusion coefficient rather than the injection spectra of primary CRs is that the break is more pronounced in secondary CR nuclei [89].

- The primary injection spectra of $p$, He and $e^-$ are given by power laws with different spectral indices ($\gamma_{p}$, $\gamma_{He}$, $\gamma_{e^-}$). Heavier primary nuclei are taken with the same spectral index as helium.

- Convection can transport CRs away from the Galactic plane. The convection velocity ($v_0$) is assumed to be constant and perpendicular to the Galactic plane.

- Reacceleration can be subdominant and neglected if the damping of turbulence is dominant at low energies. We exclude reacceleration from our model which instead uses a break in the diffusion coefficient.

- Recent analyses of the Be/B data from AMS-02 [35, 72, 81] and the first preliminary data on the $^{10}$Be/$^{9}$Be [90] indicate that the half-height of the diffusion halo has to be larger than at least a few kpc. We adopt $z_h=6$ kpc. The CR flux as function of $z$ depends on the value of $z_h$. However, we checked that this only has a negligible impact on our results, because the flux at $z=0$ is fixed by the AMS-02 data and the scale height of gas is very small compared to the diffusion halo. For example, when changing $z_h$ from 4 kpc to 10 kpc the CR proton flux at $z=0.1$ kpc ($z=0.2$ kpc) changes by less than 0.3 percent (1 percent) for a characteristic energy of 10 GeV. This much smaller than the other systematic uncertainties considered in this work.

- Uncertainties in the production of secondary nuclei are a crucial ingredient [83, 84, 91]. We include nuisance parameters for the normalization and slope of the $^3$He following the procedure from Ref. [35].

- Solar modulation is treated in the force-field approximation [92]. We use a force-field potential for $\bar{p}$ that differs from the one adopted for the other nuclei and positrons because Solar modulation is charge-sign dependent. We also allow for a free Solar modulation potential for electrons.

- We include continuous energy losses like ionization, bremsstrahlung, synchrotron, and inverse Compton, as well as catastrophic energy losses like inelastic scattering leading to the production of secondary protons or tertiary antiprotons.

- Electrons have a primary and a secondary component as well as a contribution from pulsars. We assume that the source distribution of primary electrons follows the source distribution of SNRs from Ref. [93].

The novelty with respect to Refs. [35, 71] is that here we also consider electrons and positrons. For positrons, we include two sources. Below 30 GeV, positrons are dominated by secondary CRs, while at higher energies an additional component is required to fit the data. We follow the most common assumption and attribute this component to primary positrons from pulsars. In detail, we implement a smooth distribution of pulsars with the spatial distribution from Ref. [94] and the energy spectrum from Ref. [95]. The normalization ($N_{pls}$), spectral index ($\gamma_{pls}$), and cutoff energy ($E_{c,pls}$) of the pulsars’ energy spectrum are included as free parameters.

In contrast, electrons are not only produced as secondary CRs and by pulsars but also by supernova remnants. As a consequence, there is a lot of freedom in the source term of electrons and they cannot be used to further constrain propagation. Hence, we follow a two-step procedure: In the first step, we perform a joint fit on the CR data of $p$ [96, 97], He [97, 98], $^3$He/$^4$He [99], $\bar{p}/p$ [100], and $e^+$ [101, 102], in order to obtain joint source spectrum and propagation constraints. We note that these nuclei and positrons form a self-consistent subset, in the sense that the secondary CRs $\bar{p}$, $^3$He, and $e^+$ are predominantly produced by $p$ and He. Then, in the second step, we fix the best-fit parameters and only adjust the injection spectrum of $e^-$ from supernova remnants, finding that a single power law is sufficient to describe the AMS-02 data. We adopt the supernova-remnant distribution from [93]. The electron data is taken from [101]. For secondary electrons and positrons, we use the default production cross sections from GALPROP [36]. The normalization of the secondary positron cross section ($A_{XS,e^+}$) is treated as a nuisance parameter in the fit.

All the relevant processes for CR propagation can be described by a chain of coupled diffusion equations which we solve numerically using the GALPROP code [36]. In order to sample the large parameter space of 20 parameters efficiently we use the MULTINEST code [103].

---

2 Specifically, we use GALPROP version 56.0.2870 combined with GALTOOLIBS 855 https://galprop.stanford.edu/download.php including some custom modifications detailed in [35].

3 Some parameters like an overall normalization or Solar modulation potentials do not depend on the GALPROP evaluation. To speed up the fit those parameters are not sampled with MULTINEST and instead profiled for each evaluation of GALPROP. For details see [35, 71].
The results of our fit are summarized in Tab. II. We state the best-fit parameters and the 1σ uncertainties (frequentist interpretation). The best-fit spectra are compared to the data of AMS-02 and Voyager in Fig. 4. Our model provides a good description of the CR data with an overall χ²/ndf converging to 210/362. In particular, our model fits the p and He as well as the electron and positron data very well. In the context of this work, those are the important CR spectra for the hadronic and bremsstrahlung emission of γ-rays, respectively. The energy of the γ-rays is typically one or two orders of magnitude smaller than the one of the parent nuclei. Thus, our CR model is focused on the range from about 1 GeV to a few TeV. Furthermore, electrons and positrons produce inverse Compton emission, which depends on the interstellar radiation field. We adopt the model from Ref. [31]. In principle, the interstellar radiation field and consequently also the inverse Compton emission is subject to systematic uncertainties. However, we marginalize over the normalization of the inverse Compton emission. Since it is morphologically very different from the gas components, it does not contribute significantly to systematic uncertainty of our final results.

Finally, we note that the analysis of the diffuse γ-ray emission revealed a hardening of the γ-ray spectrum towards the Galactic center [104–106]. Such a hardening could e.g. be explained by the hardening of CR hadronic spectra towards the Galactic center. We do not model this effect, because our study focuses on high latitudes and, therefore, relatively local gas densities.

| parameter         | value          | parameter         | value          | parameter         | value          |
|-------------------|----------------|-------------------|----------------|-------------------|----------------|
| γ₁,p              | 2.36±0.008     | R₃,1 [10² GeV]    | 2.4±0.34       | (φ₇ − φ)AMS-02 [GeV] | 0.12±0.01     |
| γ₁                | 2.30±0.006     | s_D               | 0.35±0.01      | A_p              | 1.00±0.004    |
| D₀ [10² cm²/s]    | 4.8±0.3       | v₀ₖ km/s          | 0.4±0.17       | A_He             | 1.05±0.001   |
| δ₁                | −0.65±0.036    | log₁₀(N_pls/(100 y)⁻¹) | −0.41±0.13     | A_XS,³He         | 1.14±0.05    |
| δ                 | 0.51±0.003     | γ_pls             | 1.63±0.06      | δ_XS,³He         | −0.02±0.02   |
| δₖ − δ            | −0.13±0.010    | log₁₀(E_pls/GeV)  | 2.93±0.07      | A_XS,e⁺          | 1.09±0.11    |
| R₂,0 [GeV]        | 4.3±0.24      | φ_AMS-02 [GeV]    | 0.54±0.02      |                   |               |
| log₁₀(A_e⁻/(MeV s sr cm²)) | −9.36±0.002 | γ_e⁻              | 2.803±0.007    | φ_e⁻ AMS-02 [GeV] | 0.79±0.01   |

TABLE II. Best-fit parameters of the CR fit. Uncertainties are stated at the 68% C.L. in frequentist interpretation. The parameters in the last row are adjusted in the second fit step while all other parameters are adjusted in the first step.
Improving our knowledge of the diffuse γ-ray background is the aim of several studies. On the one hand, the diffuse γ-ray forms the background when studying other targets, such as point sources [29] or the Galactic center [107, 108]. On the other hand, the diffuse γ-ray background is an interesting target in itself, for example, providing information about CR propagation and interactions [30]. Diffuse emission models have been provided and tested against data using the CR propagation codes GALPROP [31, 32], DRAGON combined with HERMES [34], and PICARD [33].

In general, the diffuse γ-ray emission is calculated from Eq. (1). However, two of our gas tracers, the 21 cm and CO maps, do not include three-dimensional information and instead provide only the column density, which is the integral of the gas density along the l.o.s. To obtain γ-ray maps, we convolve those gas column densities with the CR flux at the Solar position \( (x_\odot) \), thus neglecting CR spatial variations, which is reasonable since our Galactic latitude cut ensures that most of the gas is in the immediate Solar neighborhood. In this case, Eq. (1) simplifies to:

\[
\frac{d^2\phi_{ij}}{d\Omega dE_\gamma}(E_\gamma, l, b) = n_j(l, b) \epsilon^{ij}(E_\gamma, x_\odot),
\]

where \( n_j(l, b) \) is the column density of the gas component \( j \).

Our analysis provides an accurate γ-ray emission model, especially at high latitudes. This model is affected by different systematic uncertainties because we use dust as a tracer for the CNM, while other models typically use only 21 cm and CO data to calibrate their gas models. Dust maps as a tracer have the clear advantage that they provide reliable three-dimensional information, which is not directly available for 21 cm or CO. However, there are attempts to reconstruct three-dimensional HI maps using the velocity information 21 cm maps [109–111]. In contrast, one disadvantage of dust is the lower angular resolution compared to other tracers. With dust, we are limited to an angular resolution of a couple of degrees, because the dust map is provided on a grid of 5 pc and with a resolution of 25 pc [26]. The effective resolution is significantly larger than the resolution of Fermi-LAT.

We model different physical processes contributing to the γ-ray sky. They can be distinguished by their spatial morphology as well as by their spectral behavior. In Fig. 5, we show the contribution from various physical processes as a function of energy obtained for the non-masked region. Hadronic emission dominates between a few 100 MeV and a few GeV. At higher and lower energies, isotropic emission, ICS, and point sources are more important. Bremsstrahlung is subdominant at all energies. Morphologically, we can group the different processes into three classes:

• Hadronic emission and bremsstrahlung are both induced by CR-gas interaction and, therefore, trace the gas distribution.

• Point sources have their own, very distinct morphology.

• ICS and isotropic emission follow a very smooth distribution in the sky.

The relative contribution of bremsstrahlung with respect to the hadronic emission drops as a function of energy, which is consistent with the spectral behavior of the parent CR spectra from leptons and nuclei, respectively. In order to reduce the impact of the bremsstrahlung component, we focus on higher energies and exclude the lowest γ-ray energies from our analysis. One important reason to reduce the impact of CR leptons is that they are strongly affected by energy losses making them a more local CR species than nuclei. Furthermore, we note that all gas components produce both hadronic emission and bremsstrahlung. For a given gas component, the ratio between them is fixed to vary in unison in our fits, according to the same re-normalization factor.

1. Data Selection

We utilize 13 years of Fermi-LAT ULTRACLEAN class data (MET: 239557417 – 655368598) spanning the energy range from 100 MeV to 100 GeV. The ultraclean class of events is designed to provide the highest level of cosmic-ray background rejection, a selection choice that is important because our result is sensitive to the overall normalization of the diffuse cosmic-ray flux. We include both front- and back-converting events observed at a zenith angle of less than 90°. We place standard cuts on the Fermi-LAT instrumental status, ensuring that the data is taken while the instrument lies outside the South Atlantic Anomaly.

We compute the instrumental exposure using the most recent P8R3_ULTRACLEAN_V3 instrumental response functions, which include best-fit calibrations for the instrumental exposure, point-spread function, and energy dispersion. We model the point sources in our analysis using the standard Fermi-LAT tools gtsrcmaps and gtmodel in order to produce an exposure-corrected counts map of the 4FGL point source population binned at Healpix order 8 and in 15 energy bins, which corresponds to the parameters that are chosen in the rest of our analysis. More details are given in Sec. C.2 below.

We smooth the model maps by the Fermi point spread function (PSF), according to the mid-point energy of each separate energy bin. The PSF decreases with energy; the 1st, 4th and 15th energy bins have a 68% containment within 2.93°, 0.99°, and
0.07°. We are also limited by the resolution of the dust map [26], which is given on a three-dimensional Cartesian grid with a bin side length of 5 pc and a resolution of 25 pc (i.e. to 1.4° at a distance of 1 kpc). We then reduce the model sky maps to HEALPix order 5, corresponding to a pixel size of 1.83°.

We then perform a likelihood fit on the data, first binning the data into 5 logarithmic energy bins per decade. We perform the fit independently in each energy bin, and compare the spectrum of each component to a theoretically modeled spectrum in post-processing. This provides an important sanity check for the fidelity of our γ-ray model. Our model components include the gas and dust maps described in the main text, a Galprop-based model for the ICS component, an isotropic component which produces a counts map identical to the Fermi-LAT exposure map, a point source template that is described in detail below. We mask several regions of the sky where bright emission or systematic errors make it difficult to accurately extract the diffuse components. The first is the region along the Galactic plane with a latitude of |b| < 16°. The second region of |l| < 60°, which is designed to remove emission corresponding to the Galactic bulge, the Fermi bubbles [53], and Loop I. We note that Loop I slightly extends beyond this latitude cut, so we additionally use a standard template from Ref. [54] to remove the remaining emission.

2. Point Source Models

Over 12 years of operation, the Fermi-LAT has detected more than 5000 γ-ray point sources, which are listed in the 4FGL-DR3 catalog and combine to produce a substantial fraction of the total γ-ray flux from the Universe [37, 112]. There are two approaches that can account for the bright γ-ray emission from known γ-ray point sources: masking regions of the sky that surround the brightest sources, or modeling the γ-ray emission from each source. We follow a hybrid strategy between modeling and masking. This allows us to retain a large region of interest while at the same time reducing the systematic uncertainty. The large quantity of point sources makes it unfeasible to fit the flux and spectrum of each source individually. Instead, we rely on a collective treatment of all point sources at the same time. In detail, we use the fluxes of the 4FGL-DR2 catalog [37, 52] to produce a single map of all point sources. This procedure is expected to work well for stable point sources. However, this treatment can be problematic for time-varying sources, because the catalog is based on 12 years of data while we exploit 13 years of Fermi-data. Hence, we mask all point sources that have both a Variability_Index larger than 10^{2.5} and a flux (Flux100) brighter than 10^{-8.5} cm^{-2} s^{-1} [37, 52]. While this would require the masking of 105 variable point sources, the majority of them lie near the Galactic plane, in regions that are already masked in our analysis. Within the unmasked region of our standard analysis (|b| < 16° and |l| < 60°) we masked only 17 variable point sources, using a 3° radius circle around each source.

We finally note that point sources have a very distinct morphology making it rather easy to separate them from the other components in the γ-ray sky. Importantly, the morphology of individually modeled point sources is not degenerate with any of our diffuse maps. This means that if an individual point source (or set of point sources) is mismodeled in our analysis, it will not greatly affect the normalization of any of the diffuse templates and instead will show up as a point-like γ-ray residual. This limits the effect of point source mismodeling on the results shown in this paper.

![Graph](image.png)

**FIG. 5.** γ-ray flux as function of energy split into different physical origins. The flux is integrated above our region of interest. The lines correspond the the best fit of model A meaning that the hadronic and bremsstrahlung lines include the dust, 21 cm, and CO maps.
Appendix D: Further Results and Additional Figures

In Fig. 6 we show the data map as well as all the templates we are using in this analysis. Templates are normalized to the median posterior values of model A, except for the analytic WNM which is normalized to the median posterior values of model B. There are degeneracies between the smooth γ-ray components (isotropic, ICS, and $f_{\text{WMN}}$), which make them prone to systematic errors and difficult to disentangle. However, the components we are most interested in, which trace gas, have a clean and unique sky morphology, different from the smooth maps and the point-source map, and produce robust results.

1. Hadronic γ-ray production cross section

One important systematic uncertainty revolves around the cross sections in nuclear interactions. Both the hadronic and bremsstrahlung cross sections are uncertain, but the γ-ray emission from the latter is subdominant, contributing less than 10% for energies above a few GeV. Hence, we focus on the hadronic cross sections and examine the impact of three different parametrizations used in the literature. In our default setup, we employ the cross section from Kamae et al. et al. [113, 114], which is derived using the PYTHIA event generator [115]. The total $p + p$ cross sections, including resonances, are carefully modeled and the tuned event generator can reproduce the available data of the $\pi^0$ multiplicity from a momentum of 1 GeV to 1 TeV. As an alternative, we check the cross sections from AAFRAG [116], which are based on the QGSJET-II-04 Monte Carlo event generator [117]. The hadronic parameters of the generator are tuned to recent data from the LHCf, LHCb, and NA61 experiments. AAFRAG provides the cross sections for projectile energies above 3 GeV per nucleon. In general, we note that QGSJET-II-04 is developed for interactions at high energies. The data of NA61 extends down to projectile energies of 20 GeV such that AAFRAG is expected to give reliable predictions above about 10 GeV. Finally, we use the scaling model from GALPROP [118] that relies on the cross section prediction of neutral pions from Ref. [119]. The impact of the different cross sections on the γ-ray emission per proton-proton interaction is shown in Fig. 7. The emission derived with the GALPROP cross section lies ∼8% below the one with Kamae cross section. In contrast, the cross section from AAFRAG lies 18% above Kamae at 10 GeV dropping to 9% at 100 GeV. The uncertainty of the γ-ray emission directly propagates into the uncertainty of the γ-ray maps and our final result. Consequently, we adopt a ±10% systematic uncertainty due to cross section on the dust-to-gas ratio, as shown in Fig. 1.

Next to proton-proton interactions we also consider nuclei interactions up to $^4$He. We assume that the hadronic cross sections scale with the atomic mass number. For bremsstrahlung from electrons and positrons on He in the ISM we adopt the cross section scaling from Galprop, $\sigma^{\text{He}}_{e^{-\text{He}}\rightarrow\gamma} = 2.9\sigma^{\text{brem}}_{e^{-p}\rightarrow\gamma}$.

2. Spatial distribution of CRs

Another potential source of uncertainty is the spatial distribution of CRs. The derivation of the γ-ray maps relies on the knowledge of the CR density in our Galactic neighborhood, while experimental measurements by AMS-02 and Voyager only probe the CR density at the Solar position. However, CR nuclei diffuse over long times and large distances, in general propagating for millions of years while traversing tens of kiloparsecs. This gives rise to a relatively smooth distribution of galactic CRs, making the observed CR density at the solar position a good first-order approximation for the CR density throughout the solar neighborhood. In practice, we have to know the CR density where we expect the majority of the Galactic gas, i.e. a couple of hundred pc above and below the Galactic plane. Due to this, if our analysis included smaller latitude values $|b|$, it would be sensitive to more distant regions of the disk. For our default cut of $|b| > 16^\circ$ radial distances up to about 1 kpc matter.

As a default, we employ the CR densities from our GALPROP-based CR model including 3D spatial information. We have checked that our results are not affected by using only the CR density at the Solar position, discarding the spatial information from GALPROP. Our main conclusions are not affected by changing the latitude cut to 8° or 12°, discussed further in Sec. D4 below.

3. MCMC and jackknife sub-sampling

For all our fits, we use Markov chain Monte Carlo (MCMC) sampling in order to trace the posterior probability densities, by which we obtain the purely statistical uncertainty of our fits. An example is shown in Fig. 8. This is for only the 6th energy bin, and despite the relatively small subset of the total data, the statistical uncertainty is small. For our main fit over the 4th–15th energy bins, the purely statistical uncertainty is significantly smaller and practically negligible.

However, there are some structures in the data count map that our models do not account for, as seen in Fig. 3. The average $\chi^2$ of our main fit is 12.5 and 31.3 for models A and B, so the statistical strain is high. In order to estimate the significance of these spatially dependent systematic errors and inflate the posterior density distributions, we employ the technique of delete-d
FIG. 6. Template and data maps. Counts are summed over the 4th–15th energy bins. The count maps are produced by convolving the flux map for each component with the instrumental exposure of the Fermi-LAT, which creates small, $O(10\%)$, asymmetries most clearly visible in the smooth maps.
Jackknife sub-sampling [120]. With this technique, the uncertainty of an inferred parameter $X$, represented by a standard deviation $\text{Std}(X)$, is proportional to the standard deviation of the results of the respective sub-samples, written $\text{Std}^*(X)$, according to

$$\text{Std}(X) = \sqrt{\frac{n - d}{d}} \text{Std}^*(X),$$  \hspace{1cm} (D1)

where $n$ is the number of data points in the complete data set and $d$ is the number of deleted data points.

Ideally, one would iterate over all possible sub-samples, but this is not computationally feasible for us. Instead, we divide the sky into eight different sub-regions, which we label N1–N4 and S1–S4. The letter denotes the Galactic north or south ($b > 16^\circ$ or $b < -16^\circ$), and the number denotes a $60^\circ$ longitude bin in the range $60^\circ$–$320^\circ$. We run a total of eight jackknife iterations. For each iteration, we construct a half sky region using four out of eight sub-regions, using the following sub-region combinations: (N1–N4), (S1–S4), (N1, N2, S1, S2), (N3, N4, S3, S4), (N1, N4, S1, S4), (N2, N3, S2, S3), (N1, N3, S2, S4), and (N2, N4, S1, S3). Because we are splitting the total number of data points in half, such that $(n - d)/d = 1$, we have a direct relationship between the standard deviation of our jackknife iterations and the total systematic uncertainty. Conservatively, we use both the statistical uncertainty of each separate sub-sample, obtained using MCMC sampling, in addition to the systematic uncertainty evaluated via jackknife sub-sampling. However, the latter completely dominates over the former.

We perform a test of convergence for our jackknife sub-sampling, using our fiducial fit with $|b| < 16^\circ$. For this test, we double the number of half-sky sub-regions to 16 using similar angular cuts, but with longitude edges on $l = 30^\circ + i \times 60^\circ$ (instead of $l = i \times 60^\circ$). We obtain results with a negligible difference with respect to the standard jackknife with eight sub-regions described above: the dust-to-H conversion factor mean and standard deviation differ by 1.9% and 3.5%, respectively.

The gas conversion factor results of our main fit can be seen in Fig. 9. We see generally robust results, but also some weaker systematic trends with respect to energy. At the lowest energies, there is a slight slope for the gas-to-dust conversion factors, which could be related to, for example, systematic errors in the $\gamma$-ray cross sections or hydrogen gas ionization levels. The mid and high energy range, where we perform our main fit, is stable, although the highest energies suffer from less statistics and have a high uncertainty.

## 4. Additional tests

We perform a few additional tests in order to diagnose potential systematic errors. We modify the angular resolution of our fitted $\gamma$-ray sky, to half and double the resolution of our main fit. We test the significance of CR spatial variations by convolving all gas components only with the CR flux at the Solar position, rather than the full 3D distribution. For both of these tests, we obtain only minimal differences in the inferred gas conversion factors.

We also perform a test where we replace the Poisson number count with an alternative data likelihood that is less sensitive to outliers. This alternative likelihood is given by

$$\log \mathcal{L}(\text{data} | \text{model}) = -\left(\frac{5}{2}\right)^2 \log \left\{ \cosh \left(\frac{2}{5} \sqrt{\frac{(\text{data} - \text{model})^2}{\text{model}}} \right) \right\} + \text{constant}. \hspace{1cm} (D2)$$

The $\gamma$-ray emission per proton-proton interaction, $\epsilon_{pp}^{\gamma}(\text{hadr})$. Hadronic emission means that in Eq. 2 we use only the hadronic and not the bremsstrahlung cross section.
This functional form behaves like a Gaussian 2-norm close to zero and a 1-norm at large outlier values, with a smooth transition between them at $2.5\sigma$. The inferred gas conversion factors when using the alternative data likelihood are shown in Fig. 9 (fourth column). They are very well consistent with our main result, indicating that data outliers do not significantly bias our results.

Furthermore, we perform fits where we lower the limit in Galactic latitude, thus including more of the $\gamma$-ray sky close to the Galactic mid-plane. In Fig 9 (second and third column), we show the gas conversion results for $|b| > 12^\circ$ and $|b| > 8^\circ$. We see consistent results, indicating that our main choice of $|b| > 16^\circ$ gives robust results. The uncertainties are lower when including

![Figure 8: Marginalized posterior densities for the sixth energy bin and a Galactic latitude cut of $|b| > 16^\circ$, for model A, without any jackknife sub-sampling. The respective model components are shown in terms of their percentage number count with respect to the total data number count in the unmasked sky region. The vertical lines in the one-dimensional histograms show the 16th, 50th, and 84th percentiles of the posterior, which are also written above the panels. The contour levels of the two-dimensional histograms cover 20%, 40%, 60%, and 80% of the marginalized posterior density.](image)
FIG. 9. Conversion factors for the gas components traced by dust, 21 cm, and CO. The colored bands show the joint fit of the 4th–15th energy bins, whose vertical range corresponds to the 16th and 84th posterior percentile. The solid horizontal lines correspond to the median value of each energy bin, with their 16th and 84th percentile range shown as vertical lines. The horizontal dotted lines in the central and right rows mark the canonical conversion factor values for 21 cm and CO ($1.823 \times 10^{18}$ cm$^{-2}$ K$^{-1}$ km$^{-1}$ s and $2 \times 10^{20}$ cm$^{-2}$ K$^{-1}$ km$^{-1}$ s, respectively). The four columns correspond to, from left to right, our fiducial fit with a Galactic latitude cut of $|b| > 16^\circ$, a cut of $|b| > 12^\circ$, a cut of $|b| > 8^\circ$, and finally a fit using an alternative data likelihood (described in Appendix D 4) less sensitive to outliers with $|b| > 16^\circ$.

a larger sky area and more statistical power; however, we still consider $|b| > 16^\circ$ to be a cautious choice, as the lower latitude cuts are more likely to be affected by uncontrolled systematic biases.

Finally, we note that the conversion factors obtained here are specific to the dust and 21 cm map employed in this work. In order to prevent a potential bias when extrapolating to a new dust or 21 cm tracer map, one should first compare the new maps to the maps employed in this analysis.
5. Model for the cold gas surface densities

Based on our results, we recommend the following two-component model for the cold gas in the Solar neighborhood, traced by dust and CO. The dust-to-hydrogen conversion factor is \((6.28 \pm 0.94) \times 10^{21} \text{ mag}^{-1} \text{ cm}^{-2}\) (consisting of both HI and H\(_2\)), and the CO-to-H\(_2\) conversion factor is \((0.81 \pm 0.45) \times 10^{20} \text{ cm}^{-2} \text{ K}^{-1} \text{ km}^{-1} \text{ s}\). The latter is lower than the canonical value because of the overlap between the two components (i.e. the CO-bright H\(_2\) is also in part traced by dust). Both components are also mixed with helium and heavier elements, constituting an additional amount of gas equal to 42% of the total hydrogen mass. Furthermore, we recommend conservatively adding a relative 10% uncertainty in quadrature, due to a potential systematic bias in the \(\gamma\)-ray cross sections.

From the dust-to-gas conversion factors, we can calculate the surface density of the CNM. We improve on previous models for the local gas densities, in the sense that we account for its three-dimensional distribution. Because the dust distribution is non-uniform, we need to average over some disk plane area in order to calculate the surface density. Given a 500 pc or 800 pc cylindrical radius around the Solar position, the total hydrogen traced by dust has a surface density of \(\Sigma_\text{HI} = 9.57 \pm 1.42 \text{ M}_\odot \text{ pc}^{-2}\) or \(7.53 \pm 1.12 \text{ M}_\odot \text{ pc}^{-2}\), where we have also included helium and heavier elements constituting 42% of the total hydrogen density. We compare this with the baryonic model for the Solar neighborhood by Ref. [121], with gas components from Ref. [50], which is an update of the model from Ref. [51]. They quote a CO-traced H\(_2\) surface density of \(\Sigma_\text{H}_2 = 1.33 \pm 0.40 \text{ M}_\odot \text{ pc}^{-2}\) and a CNM HI surface density of \(\Sigma_\text{HI} = 7.14 \pm 1.37 \text{ M}_\odot \text{ pc}^{-2}\) (both also including 42% He). We are roughly consistent with these values, although a straight forward comparison is difficult given that our model accounts for three-dimensional spatial variations.

---
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