Comparative Study of Clustering Approaches Applied to Spatial or Temporal Pattern Discovery
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Abstract: In the framework of ecological or environmental assessments and management, detection, characterization and forecasting of the dynamics of environmental states are of paramount importance. These states should reflect general patterns of change, recurrent or occasional events, long-lasting or short or extreme events which contribute to explain the structure and the function of the ecosystem. To identify such states, many scientific consortia promote the implementation of Integrated Observing Systems which generate increasing amount of complex multivariate/multisource/multiscale datasets. Extracting the most relevant ecological information from such complex datasets requires the implementation of Machine Learning-based processing tools. In this context, we proposed a divisive spectral clustering architecture—the Multi-level Spectral Clustering (M-SC) which is, in this paper, extended with a no-cut criteria. This method is developed to perform detection events for data with a complex shape and high local connexity. While the M-SC method was firstly developed and implemented for a given specific case study, we proposed here to compare our new M-SC method with several existing direct and hierarchical clustering approaches. The clustering performance is assessed from different datasets with hard shapes to segment. Spectral methods are most efficient discovering all spatial patterns. For the segmentation of time series, hierarchical methods better isolated event patterns. The new M-SC algorithm, which combines hierarchical and spectral approaches, give promise results in the segmentation of both spatial UCI databases and marine time series compared to other approaches. The ability of our M-SC method to deal with many kinds of datasets allows a large comparability of results if applies within a broad Integrated Observing Systems. Beyond scientific knowledge improvements, this comparability is crucial for decision-making about environmental management.
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1. Introduction

Detection of environmental states in spatial and temporal data is a fundamental task of marine ecology. It is crucial for many applications, especially to facilitate understanding of ecosystem dynamics (or part of ecosystem—i.e., phytoplankton—dynamics and more specifically Harmful Algal Blooms) and above all their vulnerability when considering anthropogenic impacts vs climatic changes at regional vs. global scales. It is also important for the evaluation of ecosystem health in order to put in place well-suited monitoring strategies for adaptive management. Although the global functioning scheme (from seasonal to monthly, from regional to spatial) are well known thanks to the implementation of conventional, historic methodologies, the small-scale variations are less studied because technologies and methodologies that are related to these issues are more recent or still in
development. Therefore, many monitoring project initiatives promote the development and the implementation of Integrated Observing Systems that produce complex databases. In the framework of water quality assessment and management, many marine instrumented stations, fixed buoys and Ferrybox were implemented with High Frequency multi-sensor systems to monitor environmental dynamics. The identification of environmental states in data sets from these instrumented systems is a hard task. The monitoring stations produce huge multivariate and complex time series with high local connectivity between events, and the Ferrybox add a spatial dimension. In addition, environmental states could have a large variety of distributions, shapes and durations. Their dynamics can be an arrangement of general patterns and/or extreme events, that is, events that have a strong amplitude and/or short duration, and deviate from the general one.

1.1. General Issues

The key to obtaining correct detection, especially for extreme events, lies in applying the right numerical methodology. It is essential to optimise the processing step in order to extract relevant information. Indeed, current technologies generally allow for the introduction of extreme events, they are not commonly incorporated into new patterns of ecosystem functioning. Often, they are independently studied and not included in an integrated observing approach. Moreover, neither no open marine databases are labelled at a fine scale (time and/or space), nor available to build an efficient predictive model to forecast these events. So, we investigate a way to detect, segment and label spatial and/or temporal environmental states without any \textit{a priori} knowledge about the number of states, their label, shape or distribution. This unsupervised labelling should provide an optimal set of clusters to facilitate identification by a human expert. We considered a cluster set optimal for interpretation of a phenomenon if it covers all the existing structures within the data from dense to sparse, frequent to rare. This labelled set is a crucial step to define an initial training database to build a prediction system by machine learning techniques.

1.2. The State-of-the-Art from an Algorithmic Point of View

Existing techniques to detect events without any \textit{a priori} knowledge (unsupervised approach) can be divided according to the method they process cuts. Firstly, the segmentation is based on window processing (time window or spatial region). Unsupervised approaches extract similar pieces of the series from fixed-length windows [1] or sliding windows by autocencoders [2]. Secondly, segmentation by generative models such as Dirichlet Processes [3] or Hidden Markov Models [4], assumes that data are composed to mixture of models. These, two approaches need hypotheses about data distribution and pattern size which in our case it is unknown. Thirdly, the segmentation could be done by either temporal/geometric cuts such as breaking points—PIP-cut (Perception Interest Points) [5] or EVT (Extreme Values Theory). PIP approach is based on a distance criteria combining time and level values. Then, they perform a clustering process to group similar events. It is a well-adapted method to detect trend, such as financial prediction, but is not relevant without an aggregation of cut segments to identify similar events. The EVT approach based on density function and frequency is judicious when the time series follows some model/distribution, that is, rainfall estimation [6], where a clear threshold can be defined to discriminate events, that is, wet vs dry seasons or years. These methods cannot be directly used in our context: indeed, considering the high inter-annual variability of fluorescence (a proxy of phytoplankton biomass) measured in the English Channel, low values could still be representative of phytoplankton bloom of lower magnitude and duration compared in some years. The final method is to directly apply clustering without using any temporal cut/window hypotheses and in steal consider the collected multivariate points. Many clustering methods can be applied and they are often used for image segmentation problems [7]. The direct K-means (KM) and hierarchical clustering (HC) methods are the most common and are used for many applications. Density-based spatial clustering (DBSCAN) and its hierarchical version have a shape detection ability and are mainly applied for image segmentation problems. More recently, a Spectral Clustering (SC) approach has been proposed to
detect environmental states from physicochemical series. There are many variants of this algorithm. One variant to Ng et al. 2001 algorithm’s (SC-Kmeans) [8] consists of extracting spectral eigenvectors of a normalised Laplacian matrix derived from the data similarity matrix followed by unsupervised k-means clustering (K-means). K-means step could be replaced by other partitioning algorithms. For instance, K-medoids algorithm, also called Partition Around Medoids (PAM) is preferred for large databases. Thus the spectral variant is named SC-PAM. Next, Shi and Malik [9] expressed the SC as a recursive graph bi-partitioning problem (algorithm Bi-SC). In Reference [10] a Hierarchical Spectral Clustering (H-SC) view is derived by replacing the initial k-means by a HC step for a specific case study.

1.3. Main Contributions

To address the issue of multi-scale and complex shape databases analyses, we proposed in Reference [11] an initial version of Multi-level Spectral Clustering (M-SC), combining spectral and hierarchical approaches with a multi-scale view. Contrary to usual spectral clustering, its deep architecture allows multi-scale and integrative approaches. It allows provides both the advantages of direct spectral clustering and also the possibility to use several levels of analysis from the general ones to more specific or deep ones. That is the reason why M-SC is said to have a deep architecture. Based on a specific temporal marine application in the English Eastern Chanel, the results of Reference [11], demonstrated the effectiveness of the M-SC method for the detection of environmental conditions and a good ability to detect extreme events. However, the method was not optimal and over-segmented the cluster with global distributions and leads a confusion with extreme events. In this article, we proposed to limit confusion and to improve the detection of extreme events with an extended version of Reference [11] including a supplementary «no-cut criterion». The «no-cut criterion» is based on density and connexity indexes and avoids cutting already well-structured clusters. Contrary to a bottom-up hierarchical approach, which segments the data into single isolated observations, this new version should enable stopping the segmentation for a given optimised level avoiding over-segmentation.

1.4. Main Objectives and Paper Organization

In this paper, we propose to confront our new adapted M-SC to several other clustering methods and also considering contrasted data sets (from the simplest one of the more complex one in terms of data geometry), to evaluate capacity to be used in various domains. The objective is to propose advice to the scientific community on how to choose the best suited unsupervised clustering method to detect global and extreme events, when processing time-series and spatial datasets with non-linear data with complex shapes and a high local connexity.

So, Section 2 introduces briefly several unsupervised clustering methods, and then focuses on our new adapted M-SC. Section 3 describes experiment protocol to compare them in the task of pattern discovery and time series segmentation. Results on artificial and in-situ data are discussed in Section 5 with a hydrographical and biological dataset during an eastern English Channel cruise. Their ability to facilitate labelling task data is afterwards discussed with a focus on some supervised approaches in Section 6.

2. Clustering Approaches for Pattern Discovery

Many clustering approaches succeed in pattern segmentation in numerous applications such as isolating objects in picture backgrounds [9] or specific environmental events in marine multivariate time series [12]. In this type of time series segmentation, the temporal information is not included in the clustering process. These approaches can be distinguished according to how they process and distribution cuts—direct or hierarchical approaches, raw space from the data, or kernel or spectral space. The space choice refers to data geometry. So, we propose viewpoint of direct and hierarchical methods and a new adapted M-SC.
2.1. Related Clustering Approaches

**Direct clustering.** K-means or K-Partitioning Around Medoids (PAM) algorithms are well employed to partition convex clusters with no overlap or for vector quantisation (data reduction). They aim to partition \( N \) observations into a fixed number \( K \) of clusters, by minimising the variance within each cluster. Density-Based Spatial Clustering (DBSCAN) approaches [13] allow for relaxing the convexity constraint for dense clusters: (1) two points are agglomerated in the same cluster if they respect a \( \epsilon \)-distance and (2) the obtained clusters are saved if they have a minimal number of points (\( \text{minPts} \)). DBSCAN is useful for isolating noises; some observations will not be clustered, and it can be a default for sparse clusters. Spectral clustering (SC) techniques are used to separate clusters with low density. Require a point-to-point connexity within a cluster. SC is solved through a generalised problem of eigenvalues from a Laplacian matrix \( L \). \( L \) is computed from a similarity matrix \( W \) obtained from the data and a cut criterion. The clustering step is done in this spectral space from the \( K \)-first eigenvectors. There are many variants like spectral k-means (SC-KM), which uses a standardised symmetric Laplacian matrix (\( L_{NJW} = D^{-1/2}WD^{1/2} \); \( D \) the degree matrix of \( W \)) and a K-means algorithm for partitioning [8] or spectral PAM (SC-PAM) that uses K-medoids algorithms.

**Hierarchical clustering.** Conventional hierarchical clustering (HC) techniques are based on the proximity between observations in the initial space. For the divisive ones, each observation is first assigned to its own cluster and then the algorithm proceeds iteratively, at each stage joining the two most similar clusters to from a single cluster. The partitioning trees differ by them proximity criterion; Ward.D2 is the most similar criterion to SC-KM [8]. An equivalent spectral approach was proposed by Reference [10], named Hierarchical-SC (H-SC), where the clustering step is based on HC with WARD.d2 criteria in \( L_{NJW} \) eigenspace. Bipartite-SC (Bi-SC) [9] leads to a binary tree: at each level, each node is subdivided in \( K = 2 \) clusters according to the sign of the second eigenvector from the Laplacian \( L_{Shi} = I - D^{-1/2}WD^{1/2} = I - L_{NJW} \). This constraint of separation in 2 groups is well adapted when there is a dominant structure (like a background in an image). HDBSCAN is a hierarchical extension of the DBSCAN algorithm where a dissimilarity based on the \( \epsilon \)-neighbourhood is used to aggregate observations.

For time-ordered observations, change-point analysis is also a possibility. We retain only these approaches with clustering—Divisive estimation (e.divisive) and agglomerative estimation (e.agglo), which are also hierarchical approaches based on (e=)energy distance [14]. e.divisive defines segments through a binary bisection method and a permutation test. e.agglo creates homogeneous clusters based on an initial clustering. If no initial clustering is defined as such, each observation is assigned to its own segment.

2.2. Proposed M-SC Variant

**Multi-level spectral clustering.** Our M-SC algorithm is a divisive spectral clustering approach use to build a multilevel implicit segmentation of a multivariate dataset [11]. The first level is a unique cluster with all data. At each level, observations from a related cluster are cut by SC-PAM with \( K \) computed from the maximal spectral eigengap. The spectral-PAM algorithm is detailed in Reference [11]. Here, we add a no-cut criterion (\( \text{sil.min} \)) for homogeneous clusters according to the silhouette index. (Algorithm 1, (Figure 1)).

The iterative segmentation of a cluster stops by not-cut criterion when it is well isolated from other clusters and has a good internal cohesion. Indeed, a cluster can be isolated at the first level. However, in the first version of the algorithm, it was systematically subdivided into deeper levels. The deeper levels thus allowed identifying clusters with extreme event characteristics but they over-segmented the more generic clusters.

This criterion is based on the Silhouette Index. Thus, the value of the silhouette of each cluster defines the conditions for stopping the segmentation. If this value is high, that is, higher than \( \text{sil.min} \) it means that our cluster is sufficiently related (i.e., point are close enough to be part of the same set)
and thus sufficiently representative. In this case, the segmentation will be stopped for this cluster. Conversely, the segmentation will continue if the Silhouette of the cluster is less than \( \text{sil.min} \).

\( \text{sil.min} \) should be tuned for the application resolution needs, knowing that the closer the Silhouette Index is to 1, the more the cluster is well-formed and well isolated. For all experiments in this paper, the stop criterion \( \text{sil.min} \) is set at 0.7; this value is a good compromise between having well-formed cluster and extreme pattern/events.

**Figure 1.** Multi-level Spectral Clustering (M-SC) extended with no-cut criteria scheme.

---

**Algorithm 1** Multi-Level Spectral Clustering with no-cut stop criterion

**Require:** \( X, N_{\text{ivMax}}, K_{\text{max}}, \text{sil.min}, W \) definition of a Gram matrix

Variables : \( W, \text{cl, sil, clusterToCut = 1, niv = 1, stop = false, groups, k} \)

**# Initialisation**

\( \text{cl[n, niv]} = 1 \) matrix of \( N \times N_{\text{ivMax}} \)

**# Clusterings by level**

while \( \text{stop! = false} \) do

for \( k \) in \( \text{clusterToCut} \) do

  Compute similarity \( W \) of \( X' = \{ x_n \in X | \text{cl[n,niv] = k} \} \)

  groups = Spectral-PAM(\( W, K_{\text{max}} = \text{card(}X')\) )

  \( \forall n | \text{cl[n, niv] = k, cl[n, niv + 1] = groups + card(clusterToCut) + 1} \)

end for

**# computation of silhouette of the new sub-clusters**

clusterToCut = {} # empty vector

for \( k \) in unique(\( \text{cl[n, niv + 1]} \)) with \( n \in [1, \ldots, N] \) do

  \( X' = \{ x_n | cl(n, niv + 1) = k \} \)

  \( \text{sil} = \text{silhouette} (X') \) # means of point silhouette

  if \( \text{sil} < \text{sil.min} \) then

    clusterToCut = {clusterToCut,k} # insertion

  end if

end for

stop = ( \( \text{niv + 1} \geq N_{\text{ivMax}} \) ) | (\( \text{card(clusterToCut)} = 0 \))

\( \text{niv} = \text{niv} + 1 \)

end while

return \( \text{cl} \) matrix of \( N \times \text{niv} \)
3. Comparison Protocol

This work aims to comparing the ability of the above mentioned methods to propose an effective clustering as a first labelling. This section details labelled datasets, the tuning of each method should this step be required, and the list of performance metrics.

**Dataset summary.** For pattern discovery and time series segmentation, both selected artificial and experimental cases are briefly described in (Table 1). From UCI benchmark [15], two artificial datasets (“Aggregate” and “Compound”) and two experimental ones (“Iris and Species”) are chosen for their geometric characteristics. “Aggregate” has relative simple patches and “Compound” has nested patches, which are both clearly separated. They have respectively six and seven classes and both have two attributes. “Iris” and “Species” have more connected classes. Iris is a simple case because it only has three categories of plants with 50 observations per class, whereas Species has 100 classes with 16 observations per class.

For time series segmentation, the “Simulated” dataset was built and an experimental dataset from a cruise campaign was used. Simulated is composed of 3 signals based on 3 sinus global-shapes (gs) on which three short events have been inserted: two peaks and one offset (described in Reference [11]). For the experimental dataset provided by DYPHYMA program [16,17], we used the Pocket Ferry Box data (PFB), coupled with the four algae concentrations from a multiple-fixed-wavelength spectral fluorometer (Algae Online Analyser [AOA], bbe Moldaenke). The aim of this last dataset is to identify contrasting water masses based on their abiotic and biotic characteristics (details in Reference [17]). Each dataset is of dimension N observations × D features. The features are only the explicative variables like environmental parameters for "DYPHYMA" dataset. Time and spatial dimension are not included in clustering step.

| Dataset       | Area | Dimension | C   | Distribution |
|---------------|------|-----------|-----|--------------|
| 1 Aggregate   | art. | 788 × 2   | 7   | 4.31         |
| 2 Compound    | art. | 399 × 2   | 6   | 4            |
| 3 Iris        | exp. | 150 × 4   | 3   | 33.33 (E)    |
| 4 Species     | exp. | 1600 × 64 | 100 | 1.6 (E)      |
| 5 Simulated   | art. | 1000 × 3  | 4   | 3.2          |
| 6 DYMAPHY Leg1| exp. | 2032 × 18 | 3   | 12.20        |
| 7 DYMAPHY Leg2| exp. | 3285 × 18 | 3   | 11.96        |
| 8 DYMAPHY Leg3| exp. | 5599 × 18 | 3   | 7.30         |

Data processing and parameter tuning. Firstly, all dataset X have normalised to avoid the impact of varying feature ranges in the clustering process. Zelnick and Perona locally adapted gaussian kernel with the 7th neighbours sigma distance in the similarity. For M-SC, min.points is defined at 7. Direct spectral methods and M-SC and H-SC are based on $L_{NJW}$ Laplacian. So, all functions are computed with their default setting. But some parameters must be defined to choose the number of clusters (K). K is fixed to the ground-truth class number of direct approaches, so K = C. Tree cut in the hierarchical methods (HC, H-SC) and level of divisive methods (Bi-SC, M-SC) are defined to obtain at least C clusters and, sil.min is fixed at 0.7. For DBSCAN the determination of K = C clusters requires $\epsilon$-neighbourhood. It is automatically determined by Unit Invariant Knee (UIK) estimation of the average k-nearest neighbour distance. For species dataset, the 20 principal components are retained to obtain the cumulative sum of 95% explained variance.

Comparison metrics. To assess the performance of each algorithm, two indicators are computed: the total accuracy and #Iso. Then three conventional unsupervised scores are added for interpretation: Adjusted Rand index, Dunn index and Silhouette score [18].
Total accuracy is the percentage of well-recognised labels according to a given ground truth. It is a ratio of correctly classified observations (true positive) to the total observations. It is defined from the confusion table between the \( K \) clusters and \( C \) classes after a majority vote. The majority vote principle is applied to assign each cluster \( K \) to a class \( C \) according to the one that is the most represented.

\#Iso is the number of well-isolated patterns, that is, represented by more than half of the true positive observations. This is the number of clusters with greater accuracy than 50 percents.

The Adjusted Rand index (ARI) is the corrected-for-chance version of the Rand Index (RI) available in fossil::adjustedRandIndex [19]. ARI measures the number of agreements in two partitions (same grouping elements and same separating pairs) over the total number of pairs. Rand Index will never actually be zero. It can yield negative values if the index is less than the expected index.

The Dunn index, clValid:dunn [20] is a ratio of the smallest distance between observations not in the same cluster to the largest intra-cluster distance. The Dunn index has a value between zero and infinity, and should be maximised. It reflects the data/cluster separability. A Dunn index close to zero shows very connected data, while a large score indicates easily separable data.

The Silhouette score, cluster:silhouette [21] is a measure of how similar an object is to its own cluster (cohesion) compared to other clusters (separation). A large Silhouette (almost 1) is very well clustered, while a small Silhouette (around 0) means that the observations are connected between two clusters.

All indexes were computed in the raw space whatever the clustering methods used. Low Dunn index and averaged silhouette score from true label show the complexity to isolate each class, especially for DYOHYMA sets, Dunn index computed from the ground-truth labels are around \( 10^{-4} \).

4. Clustering Results

Table 2 summarizes the clustering methods that succeed in isolating at least 50% of ground-truth patterns. They are ordered according to first \#Iso, the total accuracy and then minimum \( K \) to reduce the human labelling task.

Table 2. Clustering approaches applied to pattern discovery, ordered by well-isolated pattern numbers (\#Iso) with performance indicators: Adjusted Rand Index (ARI), Dunn and Silhouette (Sil.) indexes, total accuracy (Tot.acc) and the number of clusters \( K \). Bold: \#Iso = \( C \). 0.00: non zero number (value with more 3 decimal). n is the dataset number. Only methods that succeed in \#Iso > 50% were shown.

| n   | Clustering      | K  | ARI  | Dunn | Sil. | Tot.acc | #Iso |
|-----|----------------|----|------|------|------|---------|------|
| 1   | ground-truth   |    | 1.00 | 0.04 | 0.49 | 1.00    | 7    |
|     | H-SC           | 7  | 0.99 | 0.04 | 0.49 | 1.00    | 7    |
|     | M-SC           | 9  | 0.89 | 0.03 | 0.42 | 1.00    | 7    |
|     | SC-PAM         | 7  | 0.97 | 0.03 | 0.50 | 0.98    | 7    |
|     | SC-KM          | 7  | 0.96 | 0.03 | 0.50 | 0.98    | 7    |
|     | Bi-SC          | 8  | 0.88 | 0.02 | 0.42 | 0.96    | 6    |
|     | HC Ward.d2     | 7  | 0.80 | 0.04 | 0.45 | 0.95    | 6    |
|     | KM             | 7  | 0.73 | 0.04 | 0.49 | 0.90    | 5    |
|     | DBSCAN         | 5  | 0.81 | 0.11 | 0.41 | 0.83    | 5    |
|     | HDBSCAN        | 5  | 0.81 | 0.11 | 0.41 | 0.83    | 5    |
| 2   | ground-truth   |    | 1.00 | 0.07 | 0.16 | 1.00    | 6    |
|     | M-SC           | 6  | 1.00 | 0.07 | 0.16 | 1.00    | 6    |
|     | KM             | 6  | 0.56 | 0.02 | 0.35 | 0.85    | 5    |
|     | Bi-SC          | 8  | 0.62 | 0.03 | 0.26 | 0.81    | 4    |
|     | SC-KM          | 6  | 0.45 | 0.03 | 0.29 | 0.74    | 4    |
Table 2. Cont.

| n | Clustering         | K | ARI | Dunn | Sil. | Tot.acc | #Iso |
|---|--------------------|---|-----|------|------|---------|------|
| 3 | ground-truth       |   |     |      |      |         | 3    |
|   | C = 3              | 3 | 1.00| 0.06 | 0.50 | 1.00    | 3    |
|   | M-SC               | 3 | 1.00| 0.06 | 0.50 | 1.00    | 3    |
|   | Bi-SC              | 8 | 0.72| 0.06 | 0.27 | 1.00    | 3    |
|   | KM                 | 3 | 0.62| 0.04 | 0.51 | 0.83    | 3    |
|   | HC Ward.d2         | 3 | 0.61| 0.07 | 0.50 | 0.83    | 3    |
|   | H-SC               | 3 | 0.45| 0.05 | 0.53 | 0.67    | 2    |
|   | SC-KM              | 3 | 0.45| 0.03 | 0.53 | 0.67    | 2    |
|   | SC-PAM             | 3 | 0.45| 0.03 | 0.53 | 0.67    | 2    |
| 4 | ground-truth       |   |     |      |      |         | 100  |
|   | C = 100            | 100| 1.00| 0.11 | 0.10 | 1.00    | 100  |
|   | SC-KM              | 100| 0.48| 0.14 | 0.07 | 0.65    | 75   |
|   | SC-PAM             | 100| 0.46| 0.09 | 0.07 | 0.64    | 73   |
|   | KM                 | 100| 0.45| 0.12 | 0.09 | 0.63    | 72   |
|   | H-SC               | 100| 0.46| 0.14 | 0.08 | 0.64    | 71   |
|   | HC Ward.d2         | 100| 0.45| 0.16 | 0.11 | 0.64    | 70   |
|   | M-SC               | 115| 0.31| 0.16 | 0.01 | 0.50    | 55   |
| 5 | ground-truth       |   |     |      |      |         | 4    |
|   | C = 4              | 23 | 0.39| 0.00 | 0.03 | 0.97    | 4    |
|   | M-SC               | 8  | 0.43| 0.007| 0.28 | 0.94    | 4    |
|   | HCDBSCAN           | 5  | 0.62| 0.01 | 0.13 | 0.94    | 3    |
|   | e.agglomerative    | 9  | 0.45| 0.00 | −0.03| 0.94    | 3    |
| 6 | ground-truth       |   |     |      |      |         | 3    |
|   | C = 3              | 32 | 0.66| 0.00 | −0.21| 0.94    | 3    |
|   | M-SC               | 42 | 0.68| 0.00 | −0.10| 0.91    | 3    |
|   | HCDBSCAN           | 42 | 0.49| 0.00 | −0.22| 0.96    | 3    |
|   | e.divisive         | 10 | 0.48| 0.00 | −0.14| 0.79    | 3    |
|   | e.agglomerative    | 3  | 0.57| 0.00 | −0.04| 0.84    | 2    |
|   | HC Ward.d2         | 3  | 0.57| 0.00 | −0.03| 0.84    | 2    |
|   | SC-KM              | 3  | 0.53| 0.00 | −0.01| 0.84    | 2    |
|   | SC-PAM             | 3  | 0.53| 0.00 | −0.01| 0.84    | 2    |
|   | H-SC               | 3  | 0.53| 0.00 | −0.01| 0.84    | 2    |
| 7 | ground-truth       |   |     |      |      |         | 3    |
|   | C = 3              | 53 | 0.51| 0.00 | −0.18| 0.94    | 3    |
|   | M-SC               | 55 | 0.55| 0.00 | −0.17| 0.92    | 3    |
|   | e.divisive         | 62 | 0.48| 0.00 | −0.25| 0.89    | 3    |
|   | HC Ward.d2         | 3  | 0.21| 0.00 | 0.26 | 0.72    | 2    |
|   | KM                 | 3  | 0.21| 0.00 | 0.25 | 0.72    | 2    |
|   | e.agglomerative    | 3  | 0.20| 0.00 | 0.28 | 0.72    | 2    |
|   | SC-PAM             | 3  | 0.11| 0.001 | 0.12 | 0.64    | 2    |
|   | SC-KM              | 3  | 0.06| 0.001 | 0.20 | 0.64    | 2    |
| 8 | ground-truth       |   |     |      |      |         | 3    |
|   | C = 3              | 3  | 0.23| 0.00 | −0.00| 0.80    | 2    |
|   | HC Ward.d2         | 3  | 0.21| 0.00 | 0.01 | 0.79    | 2    |
|   | M-SC               | 4  | 0.41| 0.00 | −0.15| 0.79    | 2    |

Spectral methods succeed in discovering all spatial patterns (#Iso = C) with a high score for hierarchical approaches: they could achieve 100% of accuracy, particularly M-SC except for “species”. For example, within the “compound” dataset, M-SC is able to detect nested or overlapped clusters (clusters cyan and pink), while no other method makes the separation (Figure 2). However, within the “species” dataset, methods including M-SC have low scores and only part of the C classes are detected. It could be explained by the low-class distribution and highly connected clusters (averaged silhouette = 0.1). For the time series segmentation task, hierarchical methods better isolated event patterns, particularly M-SC, e.divisive and HCDBSCAN. For “DYPHYMA-leg3”, none of the algorithms isolated 3 classes. M-SC succeeded in isolating them at level 3 with K = 102 and a total
accuracy of 93%. This number of clusters to label could be too many and unreasonable for the human expert, but we considered that who can do more can do less. Who can do more can do less. The objective is to offer the expert the possibility to define its own level of relevant expertise based on the best available number of clusters.

Multi-Level Spectral clustering seems to be effective to detect pattern structure in spatial data or time series (Figures 2 and 3). The obtained results reveal a good ability for generalisations. However, the no-cut criterion is a sensitive parameter and is not self-sufficient when the connection is too important, like the "species" or "DYPHYMA-leg3" datasets. Moreover, the deepest level permit to detect a large number of events or patterns but leads to over-segmentation. Human experts should tune M-SC silhouette parameters and levels of clustering according to a compromise between over-segmentation and cluster number for their labelling task. For large databases, the M-SC algorithm could be easily modified to obtain a fast computation process by using a reduced prototype set and an $n$-nearest neighbour algorithm.

The efficiency of a given method depends on the data distribution hypothesis and capacity to include it. For simple examples, that is, linear or with low connexity data, methods such as KM or HC are relevant. However in our application these direct methods (KM or HC) are less effective for our application because they require non-convex shapes and linearly separable clusters to be optimal. Also, segmentation by breaking points (e.divisive and e.agglo) are performing when signals have a break between 2 stationary regimes. These breaks are not so obvious in marine data where extreme events are not an intensive variation with the overall signal in mean or variance. DBSCAN and HDBSCAN consider this extreme event often as outliers.
Figure 2. Color-labelling for the most efficient clustering methods on spatial dataset (True: ground-truth labels, M-SC: Multi level Spectral Clustering, H-SC: Hierarchical clustering, Bi-SC: recursive bipartite SC, SC-KM: SC-Kmeans, KM: Kmeans, HC: Hierarchical clustering).
Figure 3. Color-labelling for the most efficient clustering methods on time series (True: ground-truth labels, M-SC Multilevel Spectral Clustering, HDBSCAN: Hierarchical density-based spatial clustering, KM: Kmeans, HC: Hierarchical clustering).
5. Clustering for Labelling

Clustering methods rely solely on data geometry to provide data segmentation. The purpose of this last section is to test their ability to provide a first labelling. So we compare them now with supervised techniques in the task of pattern discovery in time series.

Three basic machine solutions were explored: k-Nearest Neighbours classification (k-nn), Breiman’s Random Forest algorithm (RF) [22] and a Multi-Layer perceptron (MLP). For comparison, MLP was preferred to Time Delay Neural Networks to be fair with clustering approaches that do not take account time parameters also.

Two training databases per dataset (from 5 to 8 in Table 1) were built. The first database represents 20% of the volume of each class in the Table (80% for the test database) and the second 50%. Whatever the training and test base is, it covers all $K = C$ temporal events. The attributes of an observation in the series are the classifier entries: for the 8th dataset, the input number $I$ is equal to 18. And $C$ is the output number of MLP and RF. For k-nn, two $k$ values are chosen. $k$ is set to 1 to assign the label of the closest observation and then $k = 7$ to obtain a more unified segmentation (ie. with less than one class singleton among observations of other classes). MLP-1 here has one hidden layer whose neuron number is equal to $(I + C)/2$ and MLP-0 corresponds to linear perceptron (no hidden layer). Random Forest here consists of the vote of 500 trees with $\lfloor \sqrt{I} \rfloor$ variables randomly sampled as candidates at each split.

The same unsupervised and supervised scores as in Table 2 are computed on the test databases and reported in Table 3 in order to compare clustering and classification approaches.

Learning techniques do not over-segment the time series due to the fixed number of their classes. RF and k-nn are able to isolate events with higher accuracy and so lead to low overlap between them for every dataset and every training cut. MLP-0 and MLP-1 are able to identify the 4 events of the simulated case but they are not efficient for in-situ cases ($n = 6–8$) due to a lack of observations and unequal classes.

| n  | 20%-Training | K = C | ARI  | Dunn | Sil.  | Tot.acc | #Iso |
|----|--------------|-------|------|------|-------|---------|------|
| 5  | ground-truth | 4     | 1.00 | 0.03 | 0.16  | 1.00    | 4    |
|    | RF           | 4     | 1.00 | 0.03 | 0.17  | 1.00    | 4    |
|    | 1-nn         | 4     | 0.90 | 0.02 | 0.17  | 0.97    | 4    |
|    | MLP−0        | 4     | 0.91 | 0.05 | 0.18  | 0.97    | 4    |
|    | MLP-1        | 4     | 0.65 | 0.05 | 0.21  | 0.94    | 2    |
| 6  | ground-truth | 3     | 1.00 | 0.00 | −0.01 | 1.00    | 3    |
|    | RF           | 3     | 0.98 | 0.00 | −0.01 | 0.99    | 3    |
|    | 1-nn         | 3     | 0.77 | 0.00 | 0.002 | 0.91    | 3    |
|    | 7-nn         | 3     | 0.56 | 0.001| 0.02  | 0.82    | 3    |
|    | MLP−0        | 3     | 0.21 | 0.00 | 0.20  | 0.59    | 3    |
|    | MLP-1        | 3     | -    | -    | -     | 0.50    | 1    |
| 7  | ground-truth | 3     | 1.00 | 0.00 | −0.04 | 1.00    | 3    |
|    | RF           | 3     | 0.98 | 0.00 | −0.03 | 0.99    | 3    |
|    | 1-nn         | 3     | 0.80 | 0.00 | −0.02 | 0.91    | 3    |
|    | 7-nn         | 3     | 0.75 | 0.00 | −0.01 | 0.88    | 3    |
|    | MLP−0        | 3     | 0.58 | 0.002| 0.24  | 0.74    | 2    |
|    | MLP-1        | 3     | -    | -    | -     | 0.63    | 1    |
Divisive clustering techniques like M-SC do not suffer from unequal classes and can better to
detect events in the series. M-SC reached the same objective of well-isolated pattern number as
supervised techniques like RF or k-nn. ARI and connectedness scores are highly dependent on the
number of classes. In the supervised case, with a fixed K-number and computed from the test database
only, ARI scores are higher than those of clustering approaches. However, the connectedness indices
are not better.

This study has shown that the Multi-level Spectral Clustering approach is a promising way to
assist an expert in a labelling task for both spatial data and time series. M-SC also provides a deep
hierarchy of labels depending on the desired depth of interpretation.

### 6. Conclusions

In marine ecology, understanding and forecasting events and environmental states is crucial for
many applications, so artificial intelligence systems should especially to facilitate understanding of
ecosystem processes and dynamics. It is also important for evaluation of ecosystem health in order to
qualify environmental status and to put adaptative strategies to reduce the anthropogenic pressure
on marine ecosystems. So, integrate and multi-scale optimal approaches are therefore needed to
effectively monitor complex and dynamic ecosystems. So, the correct detection of environment state in
no-linear multivariate dataset required the right numerical methodology. It is essential to optimise the
processing in order to extract relevant information for stakeholders. We propose, a Multilevel Spectral
Clustering (M-SC) was proposed multivariate time series into general patterns up to extreme events by unsupervised way and demonstrate this algorithm outperforms existing algorithms for this task.

In this case, we improved the processing of the spectral method by adding hierarchical and density approaches. The deep architecture allows processing without losing key information for the detection of extreme events. In fact, this hierarchy allows eliminating the strong contributions of structuring variables linked to trends in early levels and general seasonal cycles and, to observe more specific environmental states at deeper levels while preserving all the explanatory variables. Then the no-cut criterion based on density and connexity indexes facilitates heterogeneous clustering. This allows the identification of classes of different sizes and duration. This is a significant advantage when studying processes whose phenology is highly variable, as in the case of harmful algae blooms. Thus, experts can use this criterion to find a compromise between over-segmentation and the number of classes necessary for their labelling task.

These different aspects are not present or only partially present in other clustering algorithms. The tests performed on artificial and experimental datasets with high local connexion between events and global-shape signals showed that the M-SC architecture can segment several kinds of shapes with which related algorithms struggle. M-SC often offers the most efficient segmentation. These results also reveal a good result for first labelling, it is close to the supervised machine learning techniques and includes a reasonable number of clusters with coherent structures.

Therefore, M-SC multilevel implicit segmentation will enable the implementation of nested approaches and to optimise extraction of knowledge when considering data covering different scales (temporal, frequency or spatial).

The extended M-SC approach seems well adapted for segmentation of time series or spatial datasets with coherent patterns that could appear several times or once. It combines the segmentation and clustering steps in the process and suggests different scales of interpretation, including a good detection of extreme events for an integrated observing approach.

However, M-SC has several limitations. The major drawback is that it requires a complete dataset: observations with no missing values (NA). In the case of NA values, data would not be assigned to cluster and could affect the clustering step. It is important to align the data. The choice of similarity and Laplacian operator was not studied here. The choice of Similarity matrix W or Laplacian definition L could affect the results and depend on the application. Furthermore, SC computation could be difficult for large datasets and in this case it will be replaced by Fast-NJW spectral algorithm based on a clustering after sampling (by a vector quantization). Another important point is sil.min parameter tuning. sil.min could be not been strong enough for applications with events or geographical pattern composed of very few observations.

We believe that the M-SC approach could be used for other marine applications (data from Ferry Box, gliders, etc.) and also for other applications when needing to segment data series and to identify general patterns and specific events without any a priori knowledge. For example, (I) The method could allow the characterisation of environmental states and associated phytoplankton assemblages. This would enable ecosystem dynamics studies and a better understanding at the environmental forcing (nutrient inputs, storms, ect) on multiple spatial and temporal scales. It should be of importance for eutrophication monitoring and Harmful Algal Blooms (HABs) forecasting. (II) Applied to Ferry Box data, it could permit the detection and characterisation of eco-regions and associated phytoplankton communities. This would make it possible to propose global or local assessments and could help in decision-making within the framework of the project to establish ecological status of marine waters (DCSMM, OSPAR conventions) or within the framework of the structuring of observation networks (H2020 JERICO-S3 project). From machine learning methods, it could enable the implementation of real-time sampling strategies during sea campaigns. (III) The classification could also be used to detect sensor failures and measurement anomalies on automated measuring stations. An alert system could be set up, which would speed up maintenance operations.
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