Multi time-step wave-front reconstruction for tomographic Adaptive-Optics systems
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In tomographic adaptive-optics (AO) systems, errors due to tomographic wave-front reconstruction limit the performance and angular size of the scientific field of view (FoV), where AO correction is effective. We propose a multi time-step tomographic wave-front reconstruction method to reduce the tomographic error by using the measurements from both the current and the previous time-steps simultaneously. We further outline the method to feed the reconstructor with both wind speed and direction of each turbulence layer. An end-to-end numerical simulation, assuming a multi-object AO (MOAO) system on a 30 m aperture telescope, shows that the multi time-step reconstruction increases the Strehl ratio (SR) over a scientific FoV of 10 arcminutes in diameter by a factor of 1.5–1.8 when compared to the classical tomographic reconstructor, depending on the guide star asterism and with perfect knowledge of wind speeds and directions. We also evaluate the multi time-step reconstruction method and the wind estimation method on the RAVEN demonstrator under laboratory setting conditions. The wind speeds and directions at multiple atmospheric layers are measured successfully in the laboratory experiment by our wind estimation method with errors below 2 m s⁻¹. With these wind estimates, the multi time-step reconstructor increases the SR value by a factor of 1.2–1.5, which is consistent with a prediction from end-to-end numerical simulation.

1. INTRODUCTION

Most large ground-based telescopes have single-conjugate adaptive optics (SCAO) systems [1–3], which correct phase distortion due to the atmospheric turbulence by using a wavefront sensor (WFS) and a deformable mirror (DM). These systems realize high resolution observations in the near infrared wavelengths. However, the correction of SCAO is effective only within a limited angle from a guide star (GS), known as the isoplanatic angle θ₀. The limitation is caused by the optical path difference of a GS and a science target at high altitude in the atmosphere. The limitation is called angular anisoplanatism. The typical value of θ₀ is roughly 10 arcseconds in H-band even at good observing sites [4].

Two wide-field AO (WFAO) concepts are proposed: multi-conjugate AO (MCAO) [5] and multi-object AO (MOAO) [6]. Both use tomography, which estimates the atmospheric volume to overcome the angular anisoplanatism and to enlarge the size of a scientific field of view (FoV), where the AO correction is effective. These systems use multiple wavefront sensors aiming at GSs in different directions and observe the atmospheric turbulence above a telescope corresponding to the scientific FoV. Then, the three dimensional structure of the phase distortion is estimated from WFS measurements by the tomographic wave-front reconstructor. Both systems use multiple DMs, but in different arrangements, to perform correction. MCAO systems compensate for the phase distortion three-dimensionally by multiple DMs, which are put in series and conjugated at different heights in the atmosphere. MCAO systems provide a uniform correction over a wide corrected FoV, in which the AO correction is performed by DMs. In MOAO systems, there are multiple science pick-off arms on science targets in the wide
scientific FoV. Each pick-off arm directs the light from one science target to a DM contained in each science channel. The DM applies the optimal correction to a small corrected FoV in its direction. This parallel approach increases the efficiency of the observation, and can realize, for example, an observation of multiple galaxies with a multi-object integral field spectrograph fed by MOAO corrected wavefronts [7–9]. MOAO systems require open-loop control because DMs correct the phase distortion in different directions from the WFS and this is challenging in terms of calibration.

The diameter corresponding to a given scientific FoV at different altitudes in the atmosphere is called the meta-pupil. It becomes larger at higher altitudes. As a result, there are areas covered by no or only one footprint of a GS optical path in the meta-pupils at high altitudes. The performance of the tomographic reconstruction is affected by these areas. In this paper, we refer to the area covered by no or only one footprint of a GS optical path as uncovered area or unoverlapped area, respectively. The uncovered area causes a significant tomographic error because there is no information from the WFS measurements in this region. The unoverlapped area also causes a significant tomographic error. The WFS probes a phase distortion integrated in the direction of its GS. In other words, a measurement of one WFS includes phase distortions at multiple altitudes, which causes degeneracy in the height direction. The lack of information on the uncovered and unoverlapped areas can’t be fully solved by the tomographic reconstructor leading to a large tomographic error even within the GS asterism.

In particular, the tomographic error due to the geometry of the GSs and the atmospheric turbulence becomes more severe when one considers the expanded scientific FoV of a WFAO system with a wide GS asterism. In addition, using laser guide stars (LGS) increases the geometric error compared with using natural guide stars (NGS), due to its conical optical path, which is called the cone effect. This means the geometric error will be more severe in WFAO systems for the future extremely large telescopes (ELT) [7–9], which have 25–40 m primary mirror diameters, with multiple LGSs because the cone effect worsens with aperture size.

The idea to use wind information for the WFAO control is studied for predictive control, which reduces the lag error resulting from the change of the atmospheric turbulence during the exposure time of the WFS and the computation time for AO corrections [10, 11]. These predictive controllers allow the use of longer integration times of the WFS and/or real-time processing, and therefore result in an increased limiting magnitude of GSs and improved sky-coverage. In this paper, our method follows a parallel approach: it addresses reducing the tomographic error by increasing numerically the number of GSs, although it remains possible to expand it to include predictive control.

Our reconstruction method is based on Taylor’s frozen flow hypothesis according to which the atmospheric turbulence layers move with a constant speed keeping its pattern of phase distortion. Under this assumption, we can estimate the time evolution of the measurements of the WFS at previous time-steps if we know wind speeds and directions, and the previous measurements can be used as the information for the tomographic reconstruction at the current time-step [12]. Our idea is to reduce the tomographic error due to the geometry of the GSs and the atmospheric turbulence by increasing the information using the measurements from both the current and the previous time-steps simultaneously and thus, to expand the corrected scientific FoV of WFAO systems.

Estimating wind speeds and directions at different altitudes is therefore essential. Several methods to estimate wind speeds and directions from measurements of Shack Hartmann WFS (SH-WFS) are proposed and tested by using on-sky measurements [13, 14]. These methods successfully detect the wind at multiple altitudes and start to be included in the real-time operation. We develop a wind profiler which estimates wind speeds and directions at each altitude by using temporal correlation of the phase distortion pattern reconstructed by the tomographic reconstruction.

The multi-step reconstructor is introduced and evaluated analytically in Section 2. In Section 3, we show its optimal performance based on an end-to-end (E2E) numerical simulation, assuming a MOAO system on a 30 m aperture telescope with multiple LGSs. The wind estimation method is outlined in Section 4. In Section 5, we present the performance of the wind estimation method and the tomographic reconstruction evaluated in lab on RAVEN [15], a MOAO technical and science demonstrator installed and tested on the Subaru telescope, and discuss a comparison between the lab-test and a numerical simulation. Finally, we summarize our results in Section 6.

2. TOMOGRAPHIC RECONSTRUCTION METHODS

A. Classical Single Time-Step Tomographic Reconstruction

Here, we assume that the atmospheric turbulence consists of \(N_l\) thin layers located at different altitudes. The aperture-plane phase of the light coming from a GS in the direction \(\theta = (\theta_x, \theta_y)\) at time \(t\) is given by

\[
\phi(\theta_x, \theta_y, t) = \sum_{i=1}^{N_l} P_s^{\theta} \phi_i(t) = P_\theta \phi(t)
\]

where \(\phi\) is a column vector of distorted phase values on a discrete grid of points on the telescope aperture, \(\phi_i(t)\) is a column vector of a phase distortion on a discrete grid on the \(i\)-th turbulence layers at time \(t\), \(\phi_i(t) = \phi_i^1(t) \cdots \phi_i^{N_s}(t)^T\), \(P_s^{\theta}\) is a ray-tracing submatrix which extracts a phase distortion within a footprint of a GS optical path in the direction \(\theta\) on the \(i\)-th atmospheric turbulence by using a bilinear interpolation, and \(P_{\theta}\) is a concatenation of all submatrices \(P_s^{\theta}\).

In MOAO systems, a tomographic reconstructor is determined to minimize the aperture-plane phase variance for each science direction \(\theta_k\) [10],

\[
E_{\theta_k} = \arg\min_{E_{\theta_k}} \langle ||\phi_k - \hat{\phi}_k||^2 \rangle,
\]

where \(E_{\theta_k}\) is the tomographic reconstructor for the direction \(\theta_k\), \(\phi_k\) is the actual aperture-plane phase coming from the direction \(\theta_k\), \(\hat{\phi}_k = E_{\theta_k} s\) is the aperture-plane phase estimated from slopes measured by SH-WFSs \(s\), and \(\langle \rangle\) indicates ensemble average over time. With Eq. (1), this minimization can be equivalent to the minimization of the variance of the total residual phase distortion in all \(N_l\) layers,

\[
E_{\theta_k} = P_{\theta_k} E_s = P_{\theta_k} \arg\min_{E_s} \langle ||\phi - \hat{\phi}||^2 \rangle,
\]

where \(E_s\) is the reconstructor providing the phase distortion in each layer.
The slope \( s_\eta(t) \) measured by the \( j \)-th SH-WFS aiming the direction \( \theta_j \) at time \( t \) is defined as
\[
s_\eta(t) = \Gamma_\theta_j P_\theta_j \Phi(t) + \eta_\eta(t),
\]
where \( \Gamma_\theta_j \) is a discrete phase-to-slope operator which converts phases into slopes and \( \eta_\eta(t) \) is a column vector of the noise in measurements of \( j \)-th WFS. Concatenating Eq. (4) of \( \bar{N}_g \) WFSs, we can obtain an equation connecting the phase distortion in \( N_l \) atmospheric layers and the slope provided by \( \bar{N}_g \) WFSs as follows.
\[
s(t) = \Gamma P_\theta \Phi(t) + \eta(t),
\]
where
\[
s(t) = [s_{\eta_1} \cdots s_{\eta_{\bar{N}_g}}]^T, \quad \Gamma \text{ is a block diagonal matrix as } \Gamma = \text{diag}[\Gamma_\theta_1, \cdots, \Gamma_{\theta_{\bar{N}_g}}], \quad P_\theta \text{ is a GS ray-tracing matrix which is concatenation of } P_\theta_j \text{ for } 1 \leq j \leq \bar{N}_g, \text{ and } \eta(t) \text{ is a column vector including measurement noises from all WFSs.}
\]

As shown in [16], the reconstructor can be obtained by minimising the partial derivative of Eq. (3) with respect to \( E_\theta \):
\[
\dot{\Phi}_{\theta_k}(t) = P_{\theta_k} E_\theta s(t)
\]
\[
= P_{\theta_k} \left( \left[ P_\theta^T \Gamma^T \Sigma_\eta^{-1} P_\theta + L^T L \right]^{-1} P_\theta^T \Gamma^T \Sigma_\eta^{-1} s(t) \right),
\]
where \( \Sigma_\eta \) is a noise covariance matrix which is a block diagonal matrix as \( \Sigma_\eta = [\sigma_\theta^2 I, \cdots, \sigma_\theta^2 \Sigma_\eta_{\theta_{\bar{N}_g}} I] \) under the assumption that the measurement noise from \( j \)-th WFS is a zero-mean Gaussian noise with a variance of \( \sigma_\theta^2 \), and that noises of all WFS subapertures are independent of each other. The term \( L^T L \) is an approximation of the phase inverse covariance matrix, \( \Sigma_\phi^{-1} \), presented by [16] and the scaling of \( L \) is given in [17]. While this approximated regularized matrix is sparse and incorporated into efficient sparse-matrix techniques, the approximated matrix does not regularize tip-tilt modes and other modes that are curvature-free [18]. The unregularized modes, mainly tip-tilt modes, may affect the tomographic error especially in the case with LGSs, where tip-tilt modes can not be measured by the LGSs.

In the classical tomographic reconstruction, the phase distortion on the turbulence layers is estimated from the measured slopes at one time-step. \( E_\theta \) is referred to as single time-step tomographic reconstruction in the remainder of this paper.

**B. Multi Time-Step Tomographic Reconstruction**

Our idea is to reduce the geometric tomographic error by increasing information of the atmospheric turbulence using the measurements at both the previous and the current time-steps simultaneously. The frozen flow assumption allows us to consider the evolution of the atmospheric turbulence as the movements of the turbulence layers due to the winds. Under this assumption, it can be considered that the areas measured by WFSs at a previous time-step shift due to the winds with time, which is indicated by dashed circles in Fig. 1. Thanks to the spatial displacements due to the winds, the areas corresponding to the measurements at the previous time-step cover the uncovered and the unoverlapped areas at the current time-step.

If an atmospheric turbulence layer moves with a constant velocity \( \mathbf{v} = (v_x, v_y, v_z) \), the movement of the phase distortion pattern with a position \( x \) at \( \Delta t \) previous time-step is written by
\[
\dot{\Phi}(x, t - \Delta t) = \Phi(x + v \Delta t, t),
\]
where \( \Delta t \) is the time difference between the previous and the current time-step. Considering this movement, we define the model connecting measurements at the previous time-step \( t - \Delta t \) with the phase distortion due to the atmospheric turbulence at current time-step \( t \),
\[
s(t - \Delta t) = \Gamma P_\theta^\Delta \Phi(t) + \eta(t - \Delta t),
\]
where \( P_\theta^\Delta \) is a GS ray-tracing matrix considering the movement of the phase distortion pattern within the GS footprints during the duration time \( \Delta t \). The reconstructor, which reconstructs the phase distortion from the measurements at both the current and the previous time-steps, is given as the minimum variance solution of the concatenation of Eq. (3) with Eq. (8). The solution is given as in Eq. (6)
\[
\dot{\Phi}_k(t) = P_{\theta_k} E_\theta s(t)
\]
\[
= P_{\theta_k} \left( \left[ P_\theta^T \Gamma^T \Sigma_\eta^{-1} P_\theta + L^T L \right]^{-1} P_\theta^T \Gamma^T \Sigma_\eta^{-1} s(t) \right),
\]
where
\[
\Sigma_\eta = \left[ \begin{array}{cc} \Sigma_\eta & 0 \\ 0 & \Sigma_\eta \end{array} \right].
\]

Although the multi time-step reconstructor in Eq. (9) uses measurements only from two time-steps, it is easy to expand the reconstructor to use multi time-step measurements more than two time-steps.

The time difference between the current and the previous time steps, \( \Delta t \), is an important parameter for the multi time-step reconstructor. Although we make the frozen flow assumption, in reality, the time scale in which the frozen flow assumption is valid is limited and the turbulence changes their structure with time, that is, the turbulence is boiling with time. Therefore, \( \Delta t \) should be within the time scale in which the frozen flow assumption is valid. Otherwise, the multi time-step reconstructor does not work. Schöck et al. [19] found the intensity of the cumulative auto-correlation of SH-WFS measurements, including information from multiple turbulence layers, decreases to 90% of its initial value in \( \sim 25 \text{ ms} \), and to 50% in the range of 50 to 100 ms. In this paper, we use this decay ratio as an indicator whether the frozen flow assumption is valid or not.

With respect to the computational complexity, the multi time-step reconstructor roughly doubles the size of the matrices. However, all matrices in the multi time-step reconstructor are sparse, and, therefore, a conjugate-gradient iterative scheme with preconditioners [20, 21], warm-started wavefront reconstruction[22], and general purpose computing on GPU (GPGPU) can be used for accelerating the computation of the multi time-step reconstruction.

**C. Analytical Evaluation of Tomographic Error**

The tip-tilt removed tomographic error in the direction \( \theta_k \) caused by a reconstructor \( E \) is defined as (see Appendix A)
\[
\sigma_{\text{tomo}}^2(\theta_k) = \langle \| \Phi - \dot{\Phi}_k \|_2^2 \rangle / n_{\text{node}}
\]
\[
= \text{Tr} \left( T P_{\theta_k} (I - \text{ETP}_{\theta_k}) \Sigma_\Phi (I - \text{ETP}_{\theta_k})^T P_{\theta_k}^T T^T \right) / n_{\text{node}}
\]
\[
+ \text{Tr} \left( T P_{\theta_k} E \Sigma_\eta E^T P_{\theta_k}^T T^T \right) / n_{\text{node}}
\]
\[
= c_{\text{geo}}^2 + c_{\text{noise}}^2
\]
where $n_{\text{node}}$ is the number of valid nodes on the aperture-plane, $I$ is an identity matrix, and $T$ is a matrix removing a piston and tip-tilt modes. The first term $e_{\text{geo}}$ represents an error depending on the geometry of GSs and the atmospheric turbulence. The influences from the uncovered and unoverlapped area are included in the first term. The second term $e_{\text{noise}}$ represents the propagation of the measurement noise through the tomographic reconstruction.

Eq. (11) can be used for evaluating the tomographic error analytically. Here, we consider a very simple model of a MOAO system with a 30 m circular aperture, 3 NGSs on a ring with a radius from 20 arcseconds up to 200 arcseconds from the center of the scientific FoV. Fried parameter $r_0$ is 0.156 m, an outer scale $L_0$ is 30 m, and 3 atmospheric turbulence layers at 0, 5, and 10 km. The $C_N^2$ fractions are [50 %, 25 %, 25 %], the wind speeds are [5 m s$^{-1}$, 10 m s$^{-1}$, 20 m s$^{-1}$], and the wind directions are [90°, 0°, 0°]. The size of the SH-WFS subaperture is 1 m on the aperture-plane. We assume that all subapertures have the same measurement noise $\sigma_\eta$, therefore $\Sigma_\eta = \sigma_\eta^2 I$. The spatial sampling of discrete grids on the turbulence layers and the aperture-plane is 1 m, which is same as the subaperture size.

The boiling of the turbulence is not taken into account in this analysis, but $\Delta t$ should be determined with considering the time scale in which the frozen flow holds. Since more than half of the turbulence still correlates at 50 ms as mentioned in the 2.B, the frozen flow assumption may mostly or partially hold within this frame. We thus set $\Delta t = 50$ ms and will discuss the time scale in which the frozen flow is valid in more detail in Section 3.

Fig. 2 shows $e_{\text{tomo}}$, $e_{\text{geo}}$, and $e_{\text{noise}}$ in the central direction computed by Eq. (11) with the single (the red solid lines in the figure) and multi (the blue dashed lines) time-step reconstructors with different asterism radii. For the single time-step reconstructor, the geometric error $e_{\text{geo}}$ increases largely with the radius of the asterism due to the increase in the uncovered area, and dominates the total tomographic error $e_{\text{tomo}}$. On the other hand, in the case of the multi time-step reconstructor, both of the geometric error $e_{\text{geo}}$ and the noise propagation $e_{\text{noise}}$ increase with the asterism radius, but the errors are much smaller than $e_{\text{geo}}$ of the single time-step reconstructor. Consequently, the multi time-step reconstructor reduces $e_{\text{tomo}}$ especially at larger asterism in comparison with the single time-step reconstructor. This result shows that the multi time-step reconstructor has a potential to reduce the tomographic error by using the measurement at previous time steps and to enable the expansion of the size of scientific FoV of WFAO systems without reducing the correction performance. It is noted that this analytical tomographic error is based on the simple model and does not include the fitting error, the temporal lag-error, uncertainty of the atmospheric turbulence model, and uncertainties of the wind speeds and directions.

Fig. 3 shows the dependency of the tomographic error $e_{\text{tomo}}$ on the number of the previous time-steps, $N_{\Delta t}$. Different lines show the results with different maximum time differences, $\Delta t_{\text{max}}$, used in the multi time-step reconstruction. The temporal sampling of $\Delta t$ is determined by $\Delta t_{\text{max}}/N_{\Delta t}$. Namely, if $N_{\Delta t}$ is 4 and $\Delta t_{\text{max}}$ is 100 ms, the time differences used in the multi time-step reconstruction are 25 ms, 50 ms, 75 ms, and 100 ms. The tomographic error decreases with the number of the previous time-steps for the same $\Delta t_{\text{max}}$. Also, the tomographic error is reduced with longer $\Delta t_{\text{max}}$. The gain with using longer $\Delta t_{\text{max}}$ is larger than the gain with increasing the number of the time-steps, if the frozen flow assumption holds. In other words, the time scale in which the frozen flow assumption is valid has the most significant impact on the multi time-step reconstruction. We can reduce the tomographic error by increasing the number of the previous time-steps, as much as the computational complexity of the multi time-steps is acceptable.

3. END-TO-END SIMULATION

A. Setting

Parameters used in the E2E simulation are listed in Table 1. We assume a MOAO system with a scientific FoV with a 10 arcminute diameter on a 30 m circular-aperture telescope with 8 sodium LGSs at 90 km. Two asterisms are used in the simulation, which are shown in Fig. 4. One is a narrow asterism, indicated as open squares in Fig. 4, and the other is a wide asterism, indicated as filled squares. Low-order modes of the phase distortion, which are tip, tilt and focus, can not be measured by an LGS due to uncertainty in LGS position on sky. Therefore, an NGS is required in a scientific FoV to measure these low-order modes when we use an LGS. In this simulation, however, we assume that we can measure the low-order modes of the phase distortion from the LGSs for simplicity. The cone effect and the spot elongation on SH-WFSs are considered in the simulation. The sodium-layer profile is approximated to the lidar measurements used in [23] as

$$Na(h) = \begin{cases} \exp \left\{ -\frac{(h-h_{\text{LGS}})^2}{2\sigma_{Na}^2} \right\} & (h - h_{\text{LGS}}) < \sigma_{Na} \\ 0 & (h - h_{\text{LGS}}) > \sigma_{Na} \end{cases}$$

where $h_{\text{LGS}} = 88$ km is the altitude of a sodium layer above the telescope, and $\sigma_{Na}=5$ km is the half width of the sodium-layer. We use SH-WFSs with $60 \times 60$ subapertures and DMs for science targets with $60 \times 60$ elements.

We assume the top of Maunakea as the observation site in the simulation and use a seven-layer model used in [24] for an atmospheric turbulence profile. This model is created based on image-quality measurements from the Subaru Observatory [25], combined with differential image motion monitor (DIMM) and multiple aperture scintillation sensor (MASS) measurements by the Thirty Meter Telescope Project at Maunakea [26]. The model includes the additional dome seeing in the Subaru telescope, thus the ground layer has a strong turbulence power, which is 60 % of the total turbulence power. Fried parameter $r_0$ is in the 50th percentile of the seeing measurements, $r_0 = 0.156$ m, and an outer scale is assumed to be 30 m. The $C_N^2$ values at each altitude are summarized in Table 2. We assume a gaussian model for the wind speeds on each layer based on [27]. The assumed wind speeds and directions are also listed in Table 2. The performance is evaluated at wavelength of 1650 nm (H-band). The turbulence simulated in the simulation follows perfectly the frozen flow assumption.

B. Simulation Results

First, we simulated the optimal performance of the single and the multi time-step reconstructors for both the narrow and the wide LGS asterisms with an assumption that the turbulence profile, wind speeds and directions are known a priori. The results are illustrated in Fig. 5. SR values are measured from simulated point spread function (PSF) images by comparing the peak intensities of the PSF images to the peak intensity of a diffraction-limited PSF image created by the simulation. All PSF images
from the simulation are normalized by the total intensity within a 1 arcsecond box. The top and the bottom panels in Fig. 5 show the simulated maps of the Strehl ratio (SR) across the scientific FoV of 10 arcminutes diameter with the single (top) and the multi time-step (bottom) reconstructors. We use $\Delta t$ of 50 ms for the multi time-step reconstructor as in Section 2. The bottom panels in Fig. 5 show SR profiles as a function of an angular distance from the center of the scientific FoV. The profiles are computed by averaging over six directions shown as dashed lines in Fig. 4.

With the narrow asterism, the single time-step reconstructor, which is indicated as red filled squares in the left panels of Fig. 5, achieves an average SR of $\sim$0.5 within the inner LGS radius at 75 arcseconds from the center. The average SR value decreases slowly with an angular separation from 75 arcseconds to 150 arcseconds. In the region outside 150 arcseconds radius, the average SR values decrease steeply because there is no LGS. The multi time-step reconstructor with $\Delta t = 50$ ms, represented as the blue open squares, can increase the SR value over the scientific FoV. The improvement factor of the average SR value is 1.25 at 150 arcseconds, even though there is no uncovered area which we refer as red filled squares in the left panels of Fig. 5. The improvement ratio is presented in Fig. 6. The bottom right panel of Fig. 5, the maximum average SR value is 1.25 at 150 arcseconds, even though there is no $\text{uncovered area}$ at the inner region below 150 arcseconds. This suggests that the single time-step reconstructor is affected by the degeneracy due to the $\text{uncovered area}$ even with the narrow asterism.

In the case of the wide asterism, illustrated in the right panels of Fig. 5, the SR value in the region outside 200 arcseconds radius is better than the value of the narrow asterism because the wider area is covered by the LGSs. In the contrast, the larger separation between LGSs causes a larger $\text{uncovered area}$ at high altitudes. Hence, the SR value of the inside area becomes less than that of the narrow asterism, and there are valley areas between LGSs on the SR map (the left top panel of Fig. 5). From the bottom right panel of Fig. 5, the maximum average SR value is 0.24 with the single time-step reconstructor. This is affected strongly by $\text{uncovered area}$. Using the multi time-step reconstructor with $\Delta t = 50$ ms, the average SR value is doubled over the scientific FoV for the wide asterism. At 300 arcseconds from the center, the SR value from the multi time-step reconstructor with the wide asterism is 3 times larger than the result of the narrow asterism.

The performance of the multi time-step reconstructor depends on the spatial displacement between the areas measured by the current and the previous time-step at each altitude, which we refer as $d(h)$ in the paper. This displacement $d(h)$ corresponds to the movement of the atmospheric turbulence layer at an altitude $h$ during $\Delta t$. $d(h) = v(h)\Delta t$ with $v(h)$ the wind speed at altitude $h$. The dependence of the multi time-step reconstructor on the $\Delta t$ is presented in Fig. 6. The vertical axis in Fig. 6 is the SR improvement ratio, $k_{SR}$, which represents the ratio of the SR value achieved by the multi time-step reconstructor to the SR value from the single time-step reconstructor and is averaged over the angular separation from the center of the scientific FoV. The multi time-step reconstructor achieves larger $k_{SR}$ for the wide asterism than the narrow one. This suggests the wide asterism is affected more by the $\text{uncovered area}$ than the narrow asterism. However, the trend of the dependence of $k_{SR}$ on $\Delta t$ looks similar for both asterisms. This suggests that the dependence on $\Delta t$ doesn’t depend the asterism of GSs. The multi time-step reconstructor improves the SR even with small $\Delta t$. The improvement ratio is 1.23 for $\Delta t = 20$ ms for the narrow asterism. The improvement ratio $k_{SR}$ is maximized at $\Delta t \sim 100$ ms, where $k_{SR} \sim 1.8$ and $\sim 2.1$ for the narrow and the wide asterism, respectively. The displacements $d$ with $\Delta t = 100$ ms are 3.3 m and 0.7 m for the fastest and slowest layers in the model. While, as $\Delta t$ is larger than 100 ms, $k_{SR}$ has almost no or very weak dependency on $\Delta t$. This suggests that only small displacements between the areas measured at the current and the previous time-step is enough to solve the degeneracy due to the $\text{uncovered area}$.

Fig. 7 shows the dependency of the improvement ratio $k_{SR}$ on the number of the previous time-steps, $N_{\Delta t}$. The improvement ratio increases with $N_{\Delta t}$, which is the same trend shown in the analytical evaluation (Fig. 3). Increasing the number of the previous time-steps provides the improvement in SR if the computational complexity is acceptable.

The results shown above assume that the atmospheric turbulence follows perfectly the frozen flow assumption. As mentioned before, however, the time scale of the frozen flow assumption is valid only within a short time. Beyond this range the phase distortion pattern of the atmospheric turbulence varies. If the time scale of the frozen flow is smaller than $\Delta t$ for the multi time-step reconstructor, the measurement at the previous time step can no longer be used for it is uncorrelated with the current measurement. Guesalaga et al. [14] investigated the time evolution of the atmospheric turbulence by using spatio-temporal cross-correlations of the measurements from multiple SH-WFSs installed in the Gemini South Multi-Conjugate Adaptive Optics System (GeMS). They found that the decay ratio of the correlation peak intensity for an individual layer, $f$, decreases with the time delay for the correlation, $\Delta t$, and depends on the distance travelled by the layer, $d$. In their paper, the decay ratio is approximated as a function of $\Delta t$ and $v$.

$$f = (-0.157v - 0.365)\Delta t + 1 \quad (13)$$

By using this equation, we estimate $\Delta t$ to restrict the decay ratio $f$ to 0.9, 0.8, and 0.7 assuming the fastest wind speed in the model, $v = 33$ m s$^{-1}$, which is plotted in Fig. 6 as vertical dashed lines. In order to keep the decay ratio greater than 0.7 for the fastest layer, $\Delta t$ should be smaller than 54 ms. For the slower layer, required $\Delta t$ to make the decay ratio 0.7 gets larger. In this paper, we assume that the frozen flow assumption is valid when the decay ratio is greater than 0.7 and set $\Delta t$ to keep the decay ratio greater than 0.7. However, it is still unclear how the boiling of the turbulence affects on the performance of the multi time-step reconstruction, which is not modeled in the simulation. In order to understand the limits of the frozen flow assumption and evaluate the effect of the temporal decoherence of the turbulence, on-sky experiments are necessary.

At the end of this section, we discuss the effect of uncertainties of wind speed and direction. The errors in wind speeds and directions result in an error of the spatial displacement between the areas measured by the current and the previous time-step. Here, we represent the wind error as $e = (e_{\parallel}, e_{\perp})$. The first one, $e_{\parallel}$, is an error parallel to the wind direction and referred as wind speed error. The second, $e_{\perp}$, is an error perpendicular to the wind direction and referred as wind direction error. Fig. 8 shows the improvement ratio $k_{SR}$ achieved by the multi time-step reconstructor compared to the single time-step reconstructor with different errors of wind speed and direction, for both the narrow (red symbols) and wide (blue symbols) asterisms. We assume the same wind error for all atmospheric layers and $\Delta t = 50$ ms for the multi time-step reconstructor. The curve of $k_{SR}$ with the wind direction error $e_{\perp}$ is symmetric with respect to the point $e_{\perp} = 0$. The multi time-step reconstructor has the advantage compared to the single time-step reconstructor, $k_{SR} > 0$,.
as $-7 \text{ m s}^{-1} \leq \epsilon_L \leq 7 \text{ m s}^{-1}$ for the condition we use for both asterisms. This corresponding spatial displacement error is less than 0.35 m and the error in angle of wind direction is less than 12 degrees for the fastest layer (33 m s$^{-1}$) and 45 degrees for the slowest layer (7 m s$^{-1}$) wind. For the wind speed error $\epsilon_{\|}$, the multi time-step reconstructor is affected more by negative $\epsilon_{\|}$, which is an error in the opposite direction to the wind, than positive $\epsilon_{\|}$. This is because if $\epsilon_{\|}$ is negative, the covered areas are smaller than if $\epsilon_{\|}$ is positive. The allowable range for $\epsilon_{\|}$ is $-5.5 \text{ m s}^{-1} \leq \epsilon_{\|} \leq 8 \text{ m s}^{-1}$ for the wide asterism and $-5 \text{ m s}^{-1} \leq \epsilon_{\perp} \leq 7 \text{ m s}^{-1}$ for the narrow asterism. The dependence of the multi time-step reconstructor on the wind errors depends on the turbulence power, wind speed, direction and $\Delta t$. If the turbulence powers are stronger, the influence of the uncertainty of wind speed and direction is larger. Using larger $\Delta t$ also makes the tomographic error due to the wind uncertainty larger because the spatial displacement error increases.

4. ESTIMATION OF WIND SPEED AND DIRECTION

As mentioned before, the altitude and power of the atmospheric turbulence layers (the turbulence profile) and the wind speeds and directions of multiple layers (the wind profile) are essential prior information for the multi time-step reconstruction. The turbulence profile can be estimated from the spatial cross-correlation of SH-WFS measurements by the SLOpe Detection And Ranging (SLODAR), which is well studied method and already tested on sky\cite{28,29,30}. We estimate the turbulence profile by the SLODAR proposed in\cite{29}.

The wind profile directions can be estimated by the spatio-temporal cross-correlation of the SH-WFS measurements\cite{14}. The multiple peaks on the spatio-temporal cross-correlation map, which correspond to the multiple turbulence layers at different altitudes, move with the time delay for the spatio-temporal cross-correlation, depending on the wind speeds and directions. By tracking this correlation peaks, we can estimate the direction and speed of the wind of each turbulence layer. However, isolating and tracking the multiple peaks on the spatio-temporal correlation maps will be difficult when the peaks are not isolated, for example, the multiple peaks are overlapped along the tracks. In particular, in order to implement this wind estimation method to the real-time control, the method automatically needs to isolate and detect the multiple peaks.

In order to overcome this issue, we propose the tomographic wave-front reconstruction first to isolate the turbulence layer at different altitudes. Then, the spatio-temporal auto-correlation are applied to the isolated turbulence at each altitude to compute the wind speed and direction at its altitude. If the tomographic reconstruction works well, the spatio-temporal auto-correlation map of each turbulence layer has only one peak and we can track the peak more easily than the original spatio-temporal cross-correlation method. Furthermore, once the wind profile is estimated, we can use the multi time-step reconstruction to isolate each turbulence layer more clearly than the single time-step reconstruction and thus improve the accuracy of the wind estimation.

After the tomographic reconstruction provides the phase distortion of each turbulence layer, we extract an aperture-size wavefronts at each altitude in the direction of the center of a GS asterism from the reconstructed phase distortions because the size of the turbulence layers are too large to compute spatio-temporal auto-correlation. In addition, it is better to use only areas reconstructed accurately for estimating wind speeds and directions. Although the GS directions have smaller integrated WFE or better SR than other directions (see the SR maps in Fig. 5), it is possible that most areas at high altitude in the GS directions are covered only by one optical path, as shown in Fig. 1, and are affected by the degeneracy due to the unoverlapped area. This is because the reconstructed phase distortion at each altitude in the GS direction can cancel each other out and, as a result, the total WFE in this direction becomes smaller than other directions. Therefore, since the reconstructed phase distortion in the GS directions may not be isolated well, using GS direction for the wind estimation is not optimal. As shown in Fig. 1, the direction of the center of the GS asterism are covered by multiple GS footprints, and the reconstructed phase distortion at each altitude is relatively accurate compared to the other directions.

We define a matrix $P_c$ as the cropping matrix, which extracts the wavefront at each altitude, not integrated wavefront, in the direction of the center of the GS asterism from the reconstructed phase distortion $\hat{\phi}(t) = [\hat{\phi}_{11}(t) \cdots \hat{\phi}_{1N}(t)]^T$.

$$\hat{\phi}_c(t) = \left[ \hat{\phi}_{c11}(t) \hat{\phi}_{c12}(t) \cdots \hat{\phi}_{c1N}(t) \right]^T = P_c \hat{\phi}(t). \quad (14)$$

We perform the temporal auto-correlation of each turbulence layer in the slope space. The power spectral density (PSD) of the phase and slope have dependencies on the spatial frequency, $k$, as $k^{-11/3}$ and $k^{-5/3}$, respectively. Therefore, the temporal correlation of the slope tends to be more heightened at small time-delay and more long-lived at large separation than the phase due to the less steep PSD of the slope of phase. Thus, the peak of the slope correlation can be tracked easily compared with the peak of phase correlation. The conversion to the slope from the phase is performed by using the discrete phase-to-slope operator, $\Gamma_c$, as $\hat{s}_{c,i}(t) = \Gamma_c T \hat{\phi}_{c,i}(t)$, where $\hat{s}_{c,i}(t)$ is a reconstructed slope vector corresponding to a phase distortion of the $i$-th atmospheric turbulence layer in the direction of the center of the GS asterism at time $t$, and $T$ is a matrix removing tip-tilt modes, which are affected by vibrations from telescope and instrument.

Temporal correlation of the reconstructed slope at the $i$-th turbulence layer can be computed as

$$C_{Lx}(\delta u, \delta v, \delta t) = \langle \sum_{u,v} s_{Lx,u,v}(t) s_{Lx,u,v}(t+\delta t) \rangle \frac{N(\delta u, \delta v)}{N(\delta u, \delta v)} \quad (15)$$

where $u$ and $v$ are the subaperture indices along the $x$ and $y$ directions, respectively, $s_{Lx,u,v}(t)$ is an estimated $x$-direction slope vector in the subaperture $(u,v)$ at time $t$, $\delta u$ and $\delta v$ are relative distances between two subapertures, $\delta t$ is the time delay for the temporal correlation. The summation, $\sum_{u,v}$ indicates the sum of all valid subaperture pairs with relative separation $(\delta u, \delta v)$, $N(\delta u, \delta v)$ is the number of the pair with the separation $(\delta u, \delta v)$, and $\langle \rangle$ represents average over time. Computing Eq. (15) for all possible pairs of $\Delta u$ and $\Delta v$, we can obtain a correlation map for the reconstructed $x$-direction slopes of the $i$-th turbulence layer. The correlation for the $y$-direction slopes is represented similarly to Eq. (15). In order to increase signal to noise, the correlations of the $x$ and $y$-direction slopes are averaged, $C_i = (C_{ix} + C_{iy})$.

The movement of the correlation peak on the correlation map $C_i$ with $\delta t$ corresponds to the wind speed and direction of the $i$-th turbulence layer. We use the centroid algorithm to detect the peak. With a SH-WFS subaperture size is $d_{sub}$ and
the peak position is \((\Delta u, \Delta v)\), the wind speed is computed by
\[ v_x = \frac{d_x\Delta u}{\delta t} \quad \text{and} \quad v_y = \frac{d_y\Delta v}{\delta t}. \]
By computing \(v_x\) and \(v_y\) and averaging each one over different \(\delta t\), the wind speed and direction at each altitude can be estimated.

5. LABORATORY TEST WITH RAVEN

A. RAVEN

RAVEN is a MOAO technical and science demonstrator installed and tested on the Subaru telescope, which has a 8 m primary mirror, at Maunakea [15]. RAVEN can apply MOAO correction simultaneously for two science targets by tomographic reconstruction with 3 NGSs and 1 LGS attached to the Subaru telescope [1]. The system of RAVEN is summarized in [15].

RAVEN has 4 open-loop SH-WFSs (OL-WFS) with 10×10 subapertures in the system, which are for 3 NGSs and 1 LGS. Each science optical path contains an ALP AO DM with 11×11 actuators. RAVEN has a calibration unit (CU) on the optical bench, which simulates multiple GSs and science targets, 3 turbulence layers, and a telescope to calibrate and test the AO system [31]. Two high layers at altitude of 10 km and 5 km are simulated by phase screens, which can be rotated to simulate a movement of the turbulence layers due to the wind. The ground layer at 0 km is generated by a calibration DM with 17×17 actuators. The turbulence parameters simulated by the CU are summarized in the left panel of Fig. 10 and the top table of Table 3. It should be noted that the phase distortion patterns generated by the CU are periodic, and the period is 40 s for the 5 km layers and 19 s for the 10 km layer. RAVEN also has a near infrared camera on the optical bench for laboratory experiments.

We test the wind estimation method and the multi time-step reconstruction with the CU and the infrared camera installed in RAVEN. An asterism we used is shown in Fig. 9. The NGS are at approximately a 60 arcsecond radius. The brightness of the NGS is set to R~8 mag, which is very bright and the WFS measurement error is minimal. The frame rate of the control is 250 Hz.

B. SLODAR and wind estimation

Fig. 10 and Table 3 show comparisons between the expected and estimated turbulence profile. The profile estimated by the SLODAR has three major peaks at the almost same altitudes as that of the expected profile. The estimated power of the ground layer is weaker than the expected value. As a result, the estimated total \(r_0\) of 0.182 m is larger than the expected \(r_0\) of 0.156 m. Larger estimated \(r_0\) than the designed value is already reported in the previous estimation in the lab on RAVEN [15]. Since the actuator size of the calibration DM in the CU is roughly 0.47 m, the DM can not reproduce the phase distortion with spatial scales smaller than 0.47 m. We conclude that the actuator size cause the discrepancy and that the estimated value reflects the real turbulence profile on the DM better than the designed value.

By using the estimated profile, we evaluate the wind speed and direction at each layer. First, we compute the tomographic reconstruction to reconstruct the phase distortion pattern at each altitude. Then, the temporal correlation map of the estimated slopes are calculated with different delay times, \(\delta t\). The temporal correlation maps are illustrated in Fig. 11. The delay time for the lower layers at 0 km and 6 km are set to larger than the higher layers (Fig. 11). Generally, the wind speed at low altitude is considered slower than the wind speed at high altitude.

In order to get clear movement of the temporal correlation peak, longer delay time is preferred for the low altitude layers. For all layers detected by the SLODAR, the peaks on the temporal correlation maps are detected. The estimated wind speeds and directions, which are summarized in the bottom table of Table 3, are consistent with the expected value. The error of the wind speed is less than 2 m s\(^{-1}\) for all layers, which is an acceptable wind error computed by the numerical simulation in Section 3. With this wind estimation error, the multi time-step reconstructor will work with almost maximum performance on the future MOAO system (see Fig. 8).

We also compute the wind speeds and directions by the method proposed in [14] as a comparison. The temporal cross-correlation maps between the slopes from SH-WFS2 and SH-WFS3 are shown in Fig. 12. There are three peaks, moving with \(\delta t\), on the temporal cross-correlation maps. The altitudes corresponding to these peaks are 0 km, 6 km, and 11 km, respectively. The wind speeds and directions are estimated by tracking these peaks. The estimated wind speeds in the \(x\) and \(y\) directions are [0.1, 2.7] m s\(^{-1}\) at 0 km, [6.6, 0.0] m s\(^{-1}\) at 6 km, and [17.4, 3.0] m s\(^{-1}\) at 11 km. These values are consistent with the expected values and the values estimated by our wind estimation. In this laboratory test, there is no overlap of the peaks along tracks and thus, tracking the peaks is not difficult. However, if there is more peaks or/and there are the overlaps of the peaks, tracking the peaks becomes more difficult. On the other hand, since the temporal correlation map of the reconstructed slopes (Fig. 11) provides only one peak in their maps, our method makes tracking the peaks easier. This is important to implement the wind estimation automatically.

C. Multi time-step reconstruction

We present the result of the laboratory experiment of the multi time-step reconstruction in Fig. 13 and the top table of Table 4. Fig. 13 shows the PSF images of two science channels taken by the RAVEN infrared camera with an MOAO correction. The en-squared energy (EE) values included in a 140 mas box and \(k_{SG}\) computed from the PSF images are summarized in Table 4. The maximum wind speed simulated by the CU, which is 17.0 \(\text{m s}^{-1}\), is almost half of the maximum wind speed in the model that we used for the numerical simulation in Section 3, and the time duration constraining the decay ratio \(f\) of the temporal correlation of SH-WFS measurements to greater than 0.7 for a wind speed of 17.0 \(\text{m s}^{-1}\) is \(~100\) ms. Therefore, we use 100 ms for \(\Delta t\) of the multi time-step reconstructor. The pixel scale of the PSF image is 17.5 mas, and the size of an image is 0.5 arcsecond \(\times\) 0.5 arcsecond. The performance of the MOAO is evaluated by SR, \(k_{SG}\), and an EE at wavelength of 1650 nm (H-band), which is a ratio of intensity within a defined square to the total intensity. We use the simulated diffraction-limited PSF image to measure SR values of the PSF images taken in the lab-test. The lab-test PSF images are normalized by the total intensity within a 1 arcsecond box as same as the simulated PSF images. The size of a square for the EE is set to 140 mas, which is a size of the slit of the IRCS.

Visually, the PSFs become sharper and have higher peak intensity with the multi time-step reconstruction compared to the single time-step reconstruction for both of the asterisms, as shown in Fig. 13. The EEs achieved by the single time-step reconstructor are \(~0.28\) for the asterism without LGS and \(~0.35\) with LGS. The improvement ratios of the EE achieved by the multi time-step reconstructor are 1.05–1.18. The absolute increases of the EE are 0.03–0.05. The SR is \(~0.08\) with the single
time-step reconstructor without the LGS, and this is consistent with the result of 0.10 measured in the laboratory experiment with the RAVEN CU previously [15]. On the other hand, the SR is ~0.135 with the LGS, which is better than the one without LGS but lower than the previous value of 0.23 [15]. The improvement ratio, \( k_{SR} \), is \( \sim 1.4 \) without LGS and \( \sim 1.23 \) with LGS. This result means the multi time-step reconstruction works well in the laboratory experiment.

6. DISCUSSION
We compare the results of the laboratory experiment using the multi time-step reconstructor to a E2E numerical simulation. We assume the parameters of the RAVEN system and the turbulence profile generated by the RAVEN CU, listed in the top table of Table 3. The GS and the target coordinates are also set to the same as the coordinates used in the lab-test, illustrated in Fig. 9. The EE values and the improvement ratio, \( k_{SR} \), predicted by the simulation are summarized in the lower part of Table 4. There is a good agreement between the \( k_{SR} \) measured in the lab-test and derived by the simulation, therefore the performance improvement of the multi time-step reconstructor is as predicted for both asterisms with and without LGS.

However, the EE and the SR measured in the lab-test are much smaller than the values predicted by the simulation for both of the single and the multi time-step reconstructors. This difference may be due to implementation errors not considered in the simulation, which are calibration error, DM control error, and an optical aberration. The improvement ratio, \( k_{SR} \), is not affected by the implementation errors. Anderson et al. (2012) [24] simulates the performance of the RAVEN and estimates the error budget in the RAVEN system. They estimate a wavefront error (WFE) caused by the implementation errors of RAVEN, which includes calibration error, DM flattening, DM stability, DM repeatability, and high-order optical error, is 107 nm. The WFE due to the tomographic error is estimated from the SR derived from the simulation by using an approximation, \( SR = \exp \left( -\sigma^2 \right) \), where \( \sigma = 2\pi WFE/\lambda \) and \( \lambda = 1650 \) nm. It is noted that this expression is valid for \( \sigma^2 < 1 \) rad\(^2\), this is SR< 0.37, and our result can be biased when SR is lower than 0.37. The total WFE is a quadrature sum of WFE due to the implementation errors and the tomographic error. We assume that the loss of the EE due to the implementation errors is the same as the loss of the SR. The performance predicted by simulation, accounting for the implementation errors, are listed in the bottom table of Table 4 as the values in a parenthesis. While the simulated EE including the implementation errors is slightly higher than the EE values measured in the lab-test, the simulated SR including the implementation error is still much higher than the measured SR. This suggests that there is an additional error, which makes a PSF peak blurred within a 140 mas box and affects mostly SR values.

7. CONCLUSIONS
We propose the multi time-step reconstruction and a method estimating wind speeds and directions of multiple turbulence layers for tomographic WFAO systems. The multi time-step reconstruction is based on the frozen flow assumption and reduces the tomographic error caused by uncovered areas and degeneracy due to unoverlapped areas by increasing information of the atmospheric turbulence for the tomography by using the measurements at both of the previous and the current time-steps simultaneously. The wind estimation method estimates wind speed and direction at each altitude by using temporal correlation of the phase distortion pattern reconstructed by the tomographic reconstruction.

The numerical simulation, assuming an MOAO system on a 30 m aperture telescope with 8 LGSs at the top of Maunakea, shows that the multi time-step reconstructor with the time difference between the current and the previous time-step \( \Delta t = 50 \) ms increases SR over a scientific FoV of 10 arcminutes diameter by a factor of 1.5~1.8, depending on guide star asterism, compared to the classical tomographic reconstructor if wind speeds and directions are given. Considering the time scale within which the frozen flow assumption is applicable, we set the time difference \( \Delta t \) to keep the decay ratio of the peak intensity of temporal correlation to be more than 0.7. This is \( \Delta t = 54 \) ms for the fastest layer with 33 m s\(^{-1}\)wind in the atmospheric model that we use for the simulation. The acceptable ranges for the wind estimation error are \(-7 \leq e_\perp \leq 7 \) m s\(^{-1}\) for the wind direction error, \( e_\parallel \), and \(-5.5 \leq e_\parallel < 8 \) m s\(^{-1}\) for the wind speed error.

We test the multi time-step reconstruction and the wind estimation method in the lab-test with the RAVEN CU. The wind speeds and directions at multiple layers are estimated successfully in the lab-test with the estimation error less than 2 m s\(^{-1}\). The improvement ratio of EE thanks to the multi time-step reconstruction is 1.05~1.18 and the improvement ratio of SR is 1.17~1.44 depending on the GS asterism. This improvement is consistent with the prediction from a numerical simulation if we include the WFE due to the implementation of the AO system.

The multi time-step reconstructor will bring a potentially significant gain for MOAO instruments designed for the future ELTs, MOSAIC for European ELT [6] and TMT-AGE for TMT [9, 32]. The MOSAIC will use 6 LGSs at 7.5 arcminutes from the axis, and up to 5 additional NGs inside of that field, depending upon availability. The TMT-AGE will have 8 LGSs within a scientific FoV of 10 arcminute diameter. With these large LGS separations, the uncovered and unoverlapped area might affects significantly on the final performance, even though the telescope aperture is large.

The main assumption for the multi time-step reconstruction is the frozen flow. The results in the analytical evaluation, the E2E simulation, and the laboratory experiment with RAVEN are computed with the perfect frozen flow condition. Although we refer to the decay ratio of the temporal-correlation of measurements from SH-WFSs as an indicator whether the frozen flow assumption is valid, it is still not clear how the boiling of the turbulence affects on the performance of the multi time-step reconstruction. In order to understand the effect of the boiling of the turbulence and the limitation of the time difference of the previous time-steps, on-sky experiments are needed. The computational complexity of the multi time-step reconstructor for ELT-sized systems is one of the points that must be considered. For instance, GPGPU can be used for accelerating the computation, and the predictive control can relax the temporal constraints.
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Appendix A. ANALYTICAL TOMOGRAPHIC ERROR

The tip-tilt removed tomographic error in the direction $\theta_k$, $\sigma^2_{\text{tomo}}(\theta_k)$, is defined as

$$\sigma^2_{\text{tomo}}(\theta_k) = \langle \| \varphi_k - \hat{\varphi}_k \|^2 \rangle / n_{\text{node}}, \quad (A1)$$

where $n_{\text{node}}$ is the number of valid nodes on the aperture-plane, $\varphi_k$ and $\hat{\varphi}_k$ are an actual and a reconstructed aperture-plane phase coming from the direction $\theta_k$, respectively, and $\langle \rangle$ indicates an ensemble average over time. With Eq. (1), the actual phase is written as $\varphi_k = P_0 \phi$. The reconstructed phase is expressed using Eq. (5) and Eq. (6) as $\hat{\varphi}_k = P_0 E_0 \Sigma \eta + P_0 \eta_0$, where $E$ is a reconstructor reconstructing the phase distortion due to each atmospheric turbulence layer. Using these expressions, Eq. (A1) is represented as

$$\sigma^2_{\text{tomo}}(\theta_k) = \langle \| P_0 (I - ET P_{sx}) \phi - P_0 \eta_0 \|^2 \rangle / n_{\text{node}}, \quad (A2)$$

Since a variance of $x$ can be rewritten with using a trace of a matrix as $\langle \| x \|^2 \rangle = \text{Tr}(x x^T)$, we can get Eq. (11), where we define that $\Sigma_{\phi} = \langle \phi \phi^T \rangle$, $\Sigma_{\eta} = \langle \eta \eta^T \rangle$, and it is assumed that the phase distortion $\phi$ is independent from the measurement noise $\eta$, $\langle \eta \eta^T \rangle = \langle \eta^T \eta \rangle = 0$.
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Fig. 3. Tomographic error $\sigma_{\text{tomo}}$ with the NGS asterism of 200 arcsecond radius as a function of the number of previous time steps, $N_{\Delta t}$. The variation of the line colors and types indicate the difference of the maximum $\Delta t$, which is denoted as $\Delta t_{\text{max}}$. Each time difference is the integral multiple of $\Delta t_{\text{max}}/N_{\Delta t}$. For example, if the number of the previous time-steps is 4 and $\Delta t_{\text{max}}$ is 100 ms, the time differences used in the multi time-step reconstruction are 25 ms, 50 ms, 75 ms, and 100 ms.

| Parameters | Values |
|------------|--------|
| Diameter of aperture | 30 m |
| scientific FoV | 10 arcminutes |
| Zenith angle | $0^\circ$ |
| Number of LGSs | 8 |
| Height of LGSs | 90 km |
| Number of turbulence layers | 7 |
| $r_0$ at 500 nm | 0.156 m |
| $L_0$ | 30 m |
| WFS | SH-WFS |
| Number of WFS subapertures | $60 \times 60$ |
| Number of DM elements | $60 \times 60$ |
| Frame rate | 800 Hz |
| Time lag | 2 frames |
| count per a subaperture | 700 electrons |
| readout noise | 3 electrons |
| evaluate wavelength | 1650 nm (H-band) |

Table 1. Parameters used in the numerical simulation.
Fig. 1. Geometric relation between positions of GSs and regions in the atmosphere measured by WFSs. Left: The solid orange circles show the footprint of GS optical paths at the current time-step. There are areas covered by no or only one GS, referred as uncovered area or unoverlapped area. These areas cause significant tomographic errors. Right: The blue arrows indicate wind direction at each altitude. The GS footprints measured at a previous time-step move due to the wind with time, which are dashed orange circles in the figure. Using the current and previous time-step measurement, which correspond to solid and dashed orange regions, we can reduce the uncovered and unoverlapped areas and improve the accuracy of a tomographic reconstruction.

| Altitude [km] | $\int C_N^2 dh$ [$10^{-14}$ m$^{1/3}$] | Fraction of $C_N^2$ | wind speed [m s$^{-1}$] | wind direction [degree] |
|---------------|---------------------------------|------------------|-------------------|-------------------|
| 16            | 2.734                           | 0.0826           | 7.0               | 0                 |
| 8             | 2.264                           | 0.0684           | 33.0              | 45                |
| 4             | 2.879                           | 0.0869           | 19.7              | 90                |
| 2             | 1.233                           | 0.0372           | 11.6              | 135               |
| 1             | 1.074                           | 0.0325           | 9.0               | 180               |
| 0.5           | 3.190                           | 0.0963           | 8.0               | 225               |
| 0             | 19.737                          | 0.5960           | 7.0               | 270               |
| **Total $r_0$ [m]** | **0.156**                       |                  |                   |                   |

Table 2. Atmospheric turbulence profile used in the numerical simulation.
Fig. 5. Top and middle: Simulated SR maps within the 10 arcminutes scientific FoV computed by using the single time-step reconstructor (top) or the multi time-step reconstructor with $\Delta t=50$ ms (middle). The right panels are the results with the narrow LGS asterism, and the left panels are computed with the wide LGS asterism. The multi time-step reconstructor improves SR values over the scientific FoV for both of the asterisms. Bottom: SR profiles as a function of an angular separation from the center direction of the scientific FoV. The profiles are averaged over directions shown as the dashed lines in Fig. 4. The red filled squares show the averaged SR profile with the single time-step reconstructor, and the blue open squares is the result by the multi time-step reconstructor with $\Delta t=50$ ms. The dashed black lines show the radii of LGS positions. The SR values shown in this figure are evaluated with including the tomographic error, the fitting error, and the temporal lag error. The turbulence used in the simulation follows perfectly the frozen flow.
### Expected Profile

| Altitude [km] | $\int C_N^2 dh$ [$10^{-14}$ m$^{1/3}$] | Fraction of $C_N^2$ | x [m s$^{-1}$] | y [m s$^{-1}$] | Total $r_0$ [m] |
|--------------|----------------|-------------------|----------------|----------------|----------------|
| 10.5         | 5.961          | 0.180             | 17.0           | 0.0            | 0.156          |
| 5.5          | 7.418          | 0.224             | 6.0            | 0.0            |                |
| 0            | 19.737         | 0.596             | 0.0            | 5.68           |                |

### Estimated Profile

| Altitude [km] | $\int C_N^2 dh$ [$10^{-14}$ m$^{1/3}$] | Fraction of $C_N^2$ | x [m s$^{-1}$] | y [m s$^{-1}$] | Total $r_0$ [m] |
|--------------|----------------|-------------------|----------------|----------------|----------------|
| 10           | 4.329          | 0.169             | 15.4           | -0.6           | 0.182          |
| 8            | 0.896          | 0.035             | 8.6            | -0.2           |                |
| 6            | 8.222          | 0.321             | 6.3            | 0.1            |                |
| 0            | 12.140         | 0.474             | 0.1            | 5.0            |                |

**Table 3.** Atmospheric turbulence profile and wind profile generated by the RAVEN CU (top) and estimated by the SLODAR and the wind estimation method (bottom).

---

**Fig. 12.** Temporal cross-correlation map between the slopes from SH-WFS2 and SH-WFS3. This map is used for the wind estimation proposed in [14]. There are three peaks, moving with $\delta t$, on the temporal cross-correlation map. The altitudes corresponding to these peaks are 0 km, 6 km, and 11 km, respectively. The wind speeds and directions are estimated by tracking these peaks. The estimated wind speeds in the $x$ and $y$ directions are [-0.1, 4.7] m s$^{-1}$ at 0 km, [6.6, 0.0] m s$^{-1}$ at 6 km, and [17.4, 3.0] m s$^{-1}$ at 11 km. These values are consistent with the expected values and the values estimated by the wind estimation proposed in this paper.
Single Time-Step (3NGs)

Ch1 : EE=0.266
Ch2 : EE=0.288

Multi Time-Step (3NGs)

Ch1 : EE=0.300
Ch2 : EE=0.338

Single Time-Step (3NGs+LGS)

Ch1 : EE=0.366
Ch2 : EE=0.357

Multi Time-Step (3NGs+LGS)

Ch1 : EE=0.402
Ch2 : EE=0.386

*Fig. 13.* PSF images of each science channel taken in the lab-test with the single and the multi time-step reconstructors. The color scale is linear and aligned for each channel. The wavelength is 1650 nm (H-band).

| Lab-test | EE (140mas) | SR |
|----------|-------------|----|
| reconstructor | GSs | Ch1 | Ch2 | Ch1 | Ch2 |
| single | 3NGs | 0.268 | 0.290 | 0.072 | 0.087 |
| multi | 0.313 | 0.343 | 0.095 | 0.131 |
| Improvement ratio | 1.16 | 1.18 | 1.32 | 1.51 |
| single | 3NGs+LGS | 0.349 | 0.365 | 0.125 | 0.150 |
| multi | 0.367 | 0.385 | 0.153 | 0.187 |
| Improvement ratio | 1.05 | 1.05 | 1.22 | 1.25 |

| Simulation | EE (140mas) | SR |
|------------|-------------|----|
| reconstructor | GSs | Ch1 | Ch2 | Ch1 | Ch2 |
| single | 3NGs | 0.334(0.294) | 0.346(0.303) | 0.251(0.211) | 0.267(0.224) |
| multi | 0.406(0.348) | 0.424(0.362) | 0.361(0.302) | 0.384(0.321) |
| Improvement ratio | 1.21(1.18) | 1.23(1.19) | 1.44(1.43) | 1.44(1.43) |
| single | 3NGs+LGS | 0.443(0.379) | 0.430(0.367) | 0.398(0.333) | 0.386(0.324) |
| multi | 0.477(0.402) | 0.477(0.402) | 0.465(0.390) | 0.465(0.389) |
| Improvement ratio | 1.07(1.06) | 1.11(1.10) | 1.17(1.17) | 1.20(1.20) |

*Table 4.* SR, $k_{SR}$, and EE value of each channel defined by a 140 mas box measured in the lab-test (the top table) compared to those predicted from the numerical simulation (the bottom table). There are two GS configuration used in the test, one is only three NGSs and the other is three NGSs+LGS. The values in parenthesis in the lower part is the value accounting for the implementation errors.
Fig. 4. LGS asterisms used in the numerical simulation. A narrow asterism is indicated with the red filled squares. The blue open squares show a wide asterism. The black solid lines show the 2.5 arcminutes and 5 arcminutes radius from the center of a scientific FoV. The dashed lines are directions where the performance is evaluated.

Fig. 6. Dependence of the multi time-step reconstructor on the \( \Delta t \) is presented in Fig. 6. The vertical axis in Fig. 6 is the SR improvement ratio, \( k_{SR} \), which represents the ratio of the SR value achieved by the multi time-step reconstructor to the SR value from the single time-step reconstructor and is averaged over the angular separation from the center of the FoV. This SR improvement ratio includes the tomographic error, the fitting error, and the temporal lag error. The result with the narrow asterism is indicated as the red filled squares, and the blue open squares shows the result with the wide asterism. The vertical dashed lines indicate the time duration that the decay ratio \( f \) of the temporal correlation of SH-WFS measurements is 0.9, 0.8, and 0.7 when the wind speed is 33 ms\(^{-1} \), which is maximum value in the wind model, estimated from Eq. (13).

Fig. 7. The improvement ratio of SR \( k_{SR} \) as a function of the number of previous time steps, \( N_{\Delta t} \). The red circles show the result with the narrow asterism and the blue squares show the result with the wide asterism. The maximum time differences, \( \Delta t_{max} \), are set to 50 ms (the open symbols) and 100 ms (the filled symbols).

Fig. 8. SR improvement ratio, \( k_{SR} \), achieved by multi time-step tomographic reconstruction with different wind speed errors \( e_\parallel \) (the filled symbols) or wind direction errors \( e_\perp \) (the open symbols). The results with the narrow asterism are represented as the red squares and the results with the wide asterism are the blue circles. The SR ratio less than 1 means that the performance of the multi time-step reconstructor is poorer than the performance achieved by the single reconstructor due to the wind estimation error.
**Fig. 9.** Asterism of the GSs and the science targets for the laboratory test with the RAVEN.

**Fig. 10.** Left: The expected turbulence Profile generated by the RAVEN CU. Right: The turbulence profile estimated by the SLODAR in the lab on RAVEN.

**Fig. 11.** Temporal correlation maps of slope at each altitude estimated by tomographic reconstruction. The values at the top of each image indicate the time delay used to drive the temporal correlation.