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Abstract—We consider a leader-follower formation control setup as an example for a multi-agent networked control system (NCS). This paper proposes an event-based wireless communication scheme with a MIMO precoder, that dynamically adapts to both the channel and the current control state. We apply a Lyapunov drift approach for optimizing the precoder and for defining an event-triggering policy. To evaluate the performance of the proposed scheme, we simulate a formation control of two unmanned aerial vehicles (UAVs) connected via a point-to-point MIMO fading channel. Compared to a benchmark scheme with periodic transmissions and a basic water-filling algorithm, we demonstrate that our proposed event-based scheme is more efficient by consuming less energy and requiring less frequent transmissions on average.

I. INTRODUCTION

The 5G mobile communication standard is the first that will be applicable to mission-critical control systems. One of three categories of 5G services is the ultra-reliable low-latency communications (uRLLC), which is designed to meet the stringent requirements of industrial automation applications as well as automated driving. In particular, using wireless networks is essential in multi-agent networked control systems (NCS) that comprise mobile objects, such as moving robots in industrial manufacturing or self-driving cars. In this type of systems, synchronization tasks arise in order to accomplish a common control goal or to avoid collisions between the agents. This leads to high demands on the Quality of Service (QoS) of the wireless network that have to be guaranteed despite limited energy resources at the mobile agents. Hence, an energy-efficient yet stability-maintaining scheme is of great interest. An event-based approach, that initiates communication only when necessary, can generally reduce the amount of data to be exchanged among agents. In contrast to clock-based communication, where transmission takes place in periodic time intervals, the event-based approach enhances efficiency as it allows for a dynamic adjustment of the communication to the current state of the controlled system. Hence, resources can be saved while the system is in a non-critical state to be used whenever it is necessary to maintain stability or satisfy performance requirements.

While the majority of existing research considers the design of the communication and control schemes separately, communication and control co-design in NCSs has recently gained more interest, e.g. in [1]–[3]. In particular, the authors in [1] present an event-based MIMO precoding scheme for an NCS with an energy harvesting sensor. They propose a water-filling solution that in addition to the channel state also takes account of the available energy and the plant state estimation error. However, the communication scheme is independent of the plant state itself. Event-triggered communication has also been studied by the authors in [4], where a collision avoidance problem of two unmanned aerial vehicles (UAV) is considered, but their focus is on the control and event generator design. The authors in [5] present a self-triggered formation control scheme, in which a remote controller requests sensor measurements in an event-based fashion using Lyapunov control theory. A leader-follower formation control problem is considered in [6] for autonomous underwater vehicles. The authors propose a scheme that switches between continuous and periodic communication on an event-triggered basis.

We aim at designing a communication scheme for a formation control application that ensures both energy efficiency and formation accuracy by dynamically adjusting to the current control state. For this purpose, we propose a control-aware MIMO precoder combined with an event-triggering strategy. In this paper, we consider a leader-follower UAV formation control problem with one leading and one following agent. Although our control setup is different from [1], the Lyapunov optimization method proposed there proves useful for our precoder design as well. More specifically, a closed-form solution for the precoder is derived by minimizing a Lyapunov drift function subject to a transmit power constraint. However, while the focus in [1] is on the control state estimation error only, we combine this with an event-triggering policy that additionally considers the current estimated control deviation. Intuitively, this is important since the same estimation error can be much more critical if the system already deviates from its desired state. We evaluate the performance of our proposed scheme through simulations, getting insights into the benefits of such a control-aware communication design in terms of energy efficiency and control accuracy compared to a periodic transmission scheme with conventional water-filling that is designed independently of the control system. In particular, we demonstrate an improved energy efficiency both in terms of transmit power and control input power.
We consider a leader-follower formation control setup with one leader and one follower, that are communicating over a wireless network, as depicted in Figure 1. More precisely, while the leader follows a given path that is unknown to the follower, the follower is supposed to move alongside with a constant relative position vector denoted by $s$ between the two agents. The leader’s current position is communicated to the follower wirelessly upon request. The communication takes place in an event-based fashion, i.e., communication is invoked on an event occurrence, such that the control deviation exceeding a predefined threshold.

The follower tracks the leader’s state using a Kalman filter with intermittent observations as presented in [7]. Based on the estimated state of the leader, the follower’s position is controlled.

**A. Leader-Follower Formation Control Architecture**

The system dynamics of the leader and follower are modeled using a discrete-time linear state space representation as follows. The leader’s dynamics are given by

$$x_{L,k+1} = Ax_{L,k} + Bu_{L,k} + w_{L,k},$$

while the follower is modeled as

$$x_{F,k+1} = Ax_{F,k} + Bu_{F,k} + w_{F,k}.$$  

(1) 

(2)

With $k$ being the discrete time index, $x_L, x_F \in \mathbb{R}^{n \times 1}$ are the state vectors of the leader and follower, respectively. $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times m}$ are constant matrices and $w_L, w_F \in \mathbb{R}^{n \times 1}$ represent the plant noise, that is Gaussian distributed with zero mean and covariance $W_L$ and $W_F$, respectively. Furthermore, $u_{L,k}, u_{F,k} \in \mathbb{R}^{m \times 1}$ denote the control inputs for the trajectory following of the leader and for the formation control of the follower, respectively.

Furthermore, let $\hat{x}_{L,k}$ be the follower’s estimate of the state of the leader. We define

$$\epsilon_k = x_{F,k} - Cx_{L,k} - \hat{s},$$

(3a)

$$\hat{\epsilon}_k = x_{F,k} - Cx_{L,k} - \hat{s},$$

(3b)

as the control deviation and its estimate known to the follower, respectively. $C$ is a diagonal matrix with elements being either zero or one, depending on which elements of the leader’s state the follower is supposed to adapt to. The synchronization is accomplished by a proportional, so-called P-controller, such that the control input of the follower is given by

$$u_{F,k} = -K\epsilon_k,$$

(4)

where $K$ is a constant gain matrix. The P-controller is designed based on linear quadratic regulator (LQR) theory (see [8]). More precisely, we find $K$ by minimizing the cost function $J = \sum_{k=0}^{\infty} (\epsilon_k^T Q \epsilon_k + u_k^T R u_k)$, in which $Q$ and $R$ denote weighting matrices for the state deviation cost and the control input cost, respectively. The solution of this optimization problem is $K = (B^T S B + R)^{-1} B^T S A^T,$ where $S$ solves the discrete-time algebraic Riccati equation $A^T S A - S - A^T S B (B^T S B + R)^{-1} B^T S A + Q = 0.$

From (3a), we can eventually formulate the control error dynamics, substituting the leader’s and follower’s state by (1) and using the control law (4). As a result, we have

$$\epsilon_{k+1} = (A - BK) \epsilon_k + CA (\hat{x}_{L,k} - x_{L,k}) + (A - I) s - CBu_{L,k} + w_{F,k} - w_{L,k}.$$  

(5)

**B. Communication Model**

The two agents are connected via a wireless MIMO fading channel. Assume that the leader and follower are equipped with $N_L$ and $N_F$ antennas, respectively. When an event occurs, the follower sends a request to the leader, which then transmits its current state. The signal received by the follower if an event occurs in the $k$-th time slot is given by

$$y_k = H_k F_k x_{L,k} + z_k,$$

where $H_k \in \mathbb{C}^{N_F \times N_L}$ is the channel matrix, $F_k \in \mathbb{C}^{N_L \times n}$ is the MIMO precoding matrix and $z_k \sim \mathcal{CN}(0, \sigma I)$ represents an additive white Gaussian noise (AWGN) vector. Each element of the channel matrix is Gaussian distributed with $\mathcal{CN}(0, 1)$. Moreover, assume that the channel is constant within each time slot. Further assume that the transmission delay is negligible compared to the time constant of the state-space model.

**C. Kalman Filter**

At the follower, a Kalman filter is applied in order to estimate the current state of the leader. Since the measurements
(i.e., the signal received from the leader) become available on an event-driven basis, we use the approach from [7]. The state update is calculated based on the system dynamics known at the Kalman filter, while the new observation is taken into account whenever the follower receives an update from the leader. More precisely, the a-priori estimate and the corresponding error covariance are given by

$$\dot{x}_{k|k-1} = A\dot{x}_{k|k-1} + Bu_k,$$

$$\Sigma_{k|k-1} = E((x_k - \dot{x}_{k|k-1})(x_k - \dot{x}_{k|k-1})^H) = A\Sigma_{k-1|k-1}A^H + BW_kB^H,$$  (7)

where \(\dot{Q}_{nl}\) denotes an estimated covariance matrix of the leader’s input \(u_l\). The a-posteriori estimate is given by

$$\dot{x}_{k|k} = \dot{x}_{k|k-1} + G_k(y_k - H_kx_{k|k-1}),$$

$$\Sigma_{k|k} = (I - G_kH_kF_k)\Sigma_{k|k-1},$$  (9)

in which

$$G_k = \gamma_k\Sigma_{k|k-1}F_k^HH_k^H(I - G_kH_k\Sigma_{k|k-1}F_k^HH_k + \sigma_e^2I)^{-1}$$

is the Kalman gain and the binary variable \(\gamma_k\) equals one when an event is triggered in time slot \(k\) and is equal to zero otherwise.

**D. UAV model**

For performance evaluation of the proposed event-based scheme, we consider a leader-follower formation control of two UAVs. For simplicity, we model the UAV movement in a horizontal plane with coordinates \(s_x\) and \(s_y\) only, while neglecting the height. The UAVs are represented by a linear state space model according to (1) and (2), which is based on the linearized model form [9, 10]. The state vector is defined as \(x = [s_x \ s_y \ \dot{\theta} \ \dot{\phi} \ s_y \ \dot{s}_y \ \dot{\phi}]\), where \(\theta\) and \(\phi\) are the roll and pitch Euler angles, respectively. The control input signal is specified as \(u = [\theta_1(n_1^2 - n_2^2) \ \theta_2(n_4^2 - n_2^2)]^T\), where \(\theta_1\) and \(\theta_2\) are device-specific parameters and \(n_1, \ldots, n_4\) represent the rotor speeds. The \(A\) and \(B\) matrices are given by

$$A = e^{\hat{A}T}, \quad B = \int_0^T e^{\hat{A}\tau}d\tau \hat{B},$$

$$\hat{A} = \begin{bmatrix} A_1 & 0_{4\times4} \\ 0_{4\times4} & A_1 \end{bmatrix}, \quad A_1 = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$\hat{B} = \begin{bmatrix} B_1 \ 0_{4\times1} \end{bmatrix}, \quad B_1 = \begin{bmatrix} 0 & 0 & 0 & 1 \end{bmatrix}^T,$$

where \(g\) represents the gravitational acceleration.

In our simulation, the leader is following a straight line in \(s_x\)-direction, accelerating from time step \(k = 0\) up to a constant speed and is then steered in the direction of the follower in order to get around an obstacle on the path (see Fig. 2). The control goal is for the follower to keep a constant relative position to the leader while its only knowledge of the leaders position come from the intermittent wireless transmissions and the Kalman filter estimate. Furthermore, we assume that prior to the start of the simulation, both agents agree on a common direction of destination and an expected average speed and synchronize the coordinate system such that the \(s_x\)-axis points in the main direction of flight. This allows the leader to transmit the deviation from the expected \(s_x\)-coordinate instead of the actual coordinate, which later justifies the assumption that \(\|x\|\) is bounded.

### III. LYAPUNOV DRIFT OPTIMIZATION

We define a quadratic Lyapunov function candidate as \(L(e_k) = e_k^HP e_k\), where \(P\) is a positive semidefinite matrix. The Lyapunov drift is given by \(\Delta L_k = L(e_{k+1}) - L(e_k)\). For determining the MIMO precoding matrix \(F\), we aim at minimizing the Lyapunov drift (1) subject to a transmission power constraint. Let \(\hat{A} = A - BK\). Using (5), the expected value of the Lyapunov drift is given as

$$\mathbb{E}(\Delta L) = e_k^H\hat{A}^HP\hat{e}_k + e_k^H\hat{A}\hat{P}(A - I)\hat{s} + \hat{s}^H(A - I)^H\hat{P}(A - I)\hat{s}\hspace{1pt}+\hspace{1pt}\mathbb{E}((\hat{A}^HP\hat{e}_k - (A - I)\hat{s})^H\hat{P}(A - I)\hat{s}\hspace{1pt}+\hspace{1pt}\mathbb{E}((\hat{A}^HP\hat{e}_k - (\hat{A}^HP\hat{e}_k - (A - I)\hat{s})^H\hat{P}(A - I)\hat{s})^H\hat{P}(A - I)\hat{s})$$

$$\leq e_k^H\hat{P}\hat{e}_k - \text{Tr}(C^HPC\Sigma_{k|k}).$$  (11)

Note that in order to guarantee a stable system with the control deviation converging to zero, the Lyapunov drift is required to always be negative. Hence, finding a MIMO precoder that minimizes the expected Lyapunov drift is desirable to achieve satisfactory control performance. Thus, we formulate the following optimization problem

$$\min_{F_k} \mathbb{E}(\Delta L_k)$$

s.t. \(\text{Tr}(F_kF_k^H) \leq \frac{P_{max}}{q}\),  (12)

where \(P_{max}\) is the maximum transmit power and \(q\) is defined such that \(\|x_{l,k}\|^2 \leq q\). Considering (11), it is worth noting that only \(\Sigma_{k|k}\) depends on \(F_k\). Hence, the objective function can be reduced to \(\text{Tr}((A^H^HP\Sigma_{k|k}) - C^H^HPC\Sigma_{k|k})\). Using (9) and (10) and then applying the Woodbury Matrix Identity, the a-posteriori error covariance can be written as

$$\Sigma_{k|k} = \left(I + \frac{1}{\sigma_e^2}\Sigma_{k|k-1}F_k^HH_kF_k\right)^{-1}\Sigma_{k|k-1}$$

$$= \left(\Sigma_{k|k-1}^{-1} + \frac{1}{\sigma_e^2}F_k^HH_kF_k\right)^{-1}$$  (13)

Similar to (1), we aim at obtaining a closed-form solution. To this end, we relax the problem utilizing [11] Theorem 1 to upper bound the objective function as follows

$$\text{Tr}((A^H^HP\Sigma_{k|k}) - C^H^HPC\Sigma_{k|k}) \leq \lambda_{\max}(M) \text{Tr}(\Sigma_{k|k})$$

with \(M = \frac{1}{\sigma_e^2}(A^H^HP + P^H)CA - C^H(P + P^H)C\) and \(\lambda_{\max}(M)\) being the maximum eigenvalue of \(M\). Note that inserting (13) is helpful for the derivation of a closed-form solution as we avoid having a matrix product within the
From the fact that two symmetric matrices commute if their eigenvalues commute and are thus simultaneously diagonalizable [12], meaning that there exists a matrix $T$ such that $X_k^H X_k = T \text{diag}(\lambda_1, \ldots, \lambda_n) T^T$ and $\Lambda_k^{-1} = T \text{diag}(\lambda_1^{-1}, \ldots, \lambda_n^{-1}) T^T$. Now we can see that for all $X_k$ that satisfy the KKT-conditions the value of the objective function in (15) only depends on the eigenvalues of $X_k^H X_k$, but not on the structure of $X_k$. Hence, without loss of generality we can assume $X_k$ to be diagonal. By defining $Y_k = X_k^H X_k$, problem (15) is equivalent to

$$
\min_{Y_k} \lambda_{\max}(M) \left( \Lambda_k^{-1} + \frac{1}{\sigma^2} Y_k \right)^{-1}
$$

s.t. $\text{Tr} \left( \Pi_k^{-2} Y_k \right) \leq \frac{P_{\max}}{q}.
$$

Note that this problem is convex in $Y_k$. By solving (16) and applying $F_k = V_k \Pi_k^{-1} Y_k^{1/2} S_k^T$, the solution for the precoding matrix is given by

$$
F_k = V_k \Pi_k^{-1} \left( \sqrt{\frac{\lambda_{\max}(M)}{\mu_k}} \Pi_k - \sigma^2 \Lambda_k^{-1} \right) S_k^T
$$

We obtain the Lagrange multiplier $\mu_k$ from water-filling algorithm, such that $\text{Tr} \left( F_k^H F_k \right) = \frac{P_{\max}}{q}$. Note that (17) can be interpreted as a water-filling solution as further described in [1] with a dynamic “water level” depending on the channel strength and a variable “seabed level” that decreases when the estimation error covariance (i.e., transmission urgency) increases.

### A. Event-based Communication Algorithm

The event-triggering policy is inspired by [5] and consists of two basic principles.

1. As long as the expected value of the Lyapunov function at time step $k$ is below a predefined threshold $L_{max}$, there is no communication between leader and follower.

2. If $E(\epsilon_k^T P \epsilon_k)$ exceeds $L_{max}$, a state update will be requested by the follower only if the expected Lyapunov drift is not negative.

Mathematically speaking, the precoding matrix is determined as

$$
F_k = \begin{cases} 
F_k^* & \text{if } E(\epsilon_k^T P \epsilon_k) > L_{max} \text{ and } E(\Delta L_k) \leq 0 \\
0 & \text{otherwise}, \end{cases}
$$

in which $L_{max}$ is a real positive number.

### IV. Simulation Results

We compare our proposed event-based scheme with a baseline scheme with periodic transmissions and a general capacity-maximizing water-filling power allocation scheme [13]. For a fair comparison, the fixed transmission interval $\Delta T$ of the baseline scheme is chosen to be equal to the average transmission interval of the event-based scheme. The precoding matrix is given by $F_k = V_k \Gamma_k$, where $\Gamma_k = \text{diag}(\gamma_{k,1}, \ldots, \gamma_{k,n})$ and $\gamma_{k,i} = \left( w - \frac{1}{\pi x_i} \right)^+$, such that $\text{Tr}(\Gamma_k) = \frac{P_{\max}}{q}$.
The parameters used for the simulation are summarized in Table I. Figure 2 shows the $s_y$-coordinate of the leader’s and follower’s trajectory with both communication schemes. We observe that the follower’s path is more smooth when using our proposed scheme.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
$L_N$ & $N_F$ & $I_s$ \tabularnewline
\hline
8 & 10 & 0.1s \tabularnewline
\hline
\end{tabular}
\caption{Simulation parameters}
\end{table}

As shown in Figure 3(a), the proposed scheme clearly outperforms the benchmark scheme especially in the low-SNR regime. At high SNR (> 20dB) both schemes perform equally well. Hence, the proposed scheme allows us to reduce the transmit power without losing performance. Apart from that, we observe in Figure 3(b) that the control input power is significantly lower when using the event-based algorithm. This is due to a more accurate estimate of the Kalman filter, which reduces oscillations of the controller. Moreover, Figure 3(c) shows that the proposed scheme requires less frequent transmissions on average as the SNR increases. Hence, in the high SNR regime, where the average control deviation converges to a lower bound, the number of transmissions can still be reduced.

From Figure 4(a) it becomes clear that even for constant SNR the average number of transmissions can be reduced in our proposed scheme in order to achieve the same performance as the periodic transmission scheme. The average power of the control input is again lower than in the benchmark scheme (Fig. 4(b)). Hence, the proposed algorithm is more efficient since either the transmit power or the number of transmissions can be reduced without losing performance, while also consuming less control power.

\section{Conclusion}

In this paper, we studied a leader-follower formation control problem with one leading and one following agent, each equipped with multiple antennas. While the leader follows a given path, which is unknown to the follower, the follower is supposed to move along with a constant relative position to the leader. An update on the current leader’s position may be
Fig. 4: Average control deviation (a) and control input power (b) as a function of the average transmission time interval with SNR = 15dB.