Abstract: Nowadays, transport is the basis for the functioning of national, continental, and
global economies. Thus, many governments recognize it as a critical element in ensuring the daily
existence of societies in their countries. Those responsible for the proper operation of the transport
sector must have the right tools to model, analyze, and optimize its elements. One of the most
critical problems is the need to prevent bottlenecks in transport networks. Thus, the main aim of
the article was to define the parameters characterizing the transportation network vulnerability
and select algorithms to support their search. The parameters proposed are based on characteristics
related to domination in graph theory. The domination, edge-domination concepts, and related topics,
such as bondage-connected and weighted bondage-connected numbers, were applied as the tools for
searching and identifying the bottlenecks in transportation networks. Furthermore, the algorithms for
finding the minimal dominating set and minimal (maximal) weighted dominating sets are proposed.
This way, the exemplary academic transportation network was analyzed in two cases: stationary
and dynamic. Some conclusions are presented. The main one is the fact that the methods given in this
article are universal and applicable to both small and large-scale networks. Moreover, the approach
can support the dynamic analysis of bottlenecks in transport networks.
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1. Introduction

Globalization forces every business activity to be flexible and free of weaknesses. One of the
critical branches is transport, which, together with:

- Energy;
- Information and communication technology;
- Agriculture (water, food);
- Finance, public and legal order, and safety;

Constitute the foundations of the activity of societies in developing and developed countries. Not
without reason, among others, these branches are recognized by individual countries as critical
systems or critical infrastructures [1–5]. Therefore, addressing the vulnerability of transport networks
is the key to reliable operation of transport and logistics systems [6–8]. This is particularly important
in the context of climate change [9–13] and the need to preserve the business continuity of these
networks [9,12,14]. It was assumed that the best and most natural way to describe transport systems
was a graph network representing the infrastructure of this system and allowing characterization of
the traffic flows occurring in this network [15–18]. One should agree with this because the structure
and traffic flow in the transport network reflect the relationships between individual elements of the
transport system in the best way, and thus, determine it \cite{8,12}. According to the above, one of the most important things in transportation networks’ analysis is the finding of the bottlenecks. They impose delays and restrictions in the normal flow of transportation \cite{18–22}. There are three major types of bottlenecks:

- Infrastructure bottlenecks—can be the outcome of chronic or temporary conditions (e.g., factors: climate change, traffic expansions, such as a bridge or a port).
- Regulations bottlenecks—can be the results of regulations that delay goods movement for security or safety inspections (in international transport: custom procedures for passengers and freight).
- Supply chain bottlenecks—can be results of specific tasks and procedures in supply chain management (labor availability—work shifts may impose time-dependent capacity shortages; some firms may create bottlenecks on purpose as a rent-seeking strategy since they control key elements of the supply chain; different information exchange protocols can create delays in information processing, and therefore, delays in shipments).

The article provides parameters characterizing the transport network’s vulnerability and algorithms for their determination. The proposed tools were based on the graph theory concepts, particularly domination topics \cite{23–25}. It should be mentioned that the use of the domination in graphs allows one to:

- Minimize the distance to the critical points for the citizens under a fixed number of them;
- Reduce the number of base stations needed to support all of its users;
- Select the minimum number of representatives necessary for the overall monitoring of communication networks.

2. Materials and Methods

2.1. General Assumptions

In this paper, we consider the connected, simple, undirected graph $G = (V, E)$, where $V$ is the set of vertices (nodes), and $E$ is the set of edges (arcs). Sometimes, we use the fuller notation for graph $G$, where $V(G)$ and $E(G)$ denote its vertex-set and the edge-set respectively. The assumption about connectivity is important, because it is fundamental to the functioning of transport or logistics networks. Some basic definitions of graph theory are necessary to understand ways of the description of network graphs. The set of all adjacent vertices to vertex $v \in V$ in $G$ is called neighborhood and denoted by $N_G(v)$ or $N(v)$. The close neighborhood of this vertex is defined as $N_G(v) \cup \{v\}$ and denoted by $N_G[v]$ or $N[v]$. The other basic parameter for graphs is the degree of vertex $v \in V$, which is defined as the number of vertices in $N_G(v)$ and denoted by $\deg(v)$. The minimum and maximum degree are defined as $\delta(G) = \min\{x \in V : \deg(x)\}$ and $\Delta(G) = \max\{x \in V : \deg(x)\}$, respectively. Moreover, the set of all edges, incident to the vertex $v \in V$, is denoted by $I_G(v)$. For any set $A \subseteq F$, neighborhood is given by $N(A) = \bigcup_{v \in A} N(v)$. The induced subgraph defined on $A$ is denoted by $G[A]$.

Regarding the assumption about connectivity in graphs, it is said that two vertices $u$ and $v$ in graph $G$ are called connected if $G$ contains a path from $u$ to $v$. Otherwise, they are called disconnected. A graph is said to be connected if every pair of vertices in the graph is connected. If the graph is disconnected, there is a connected component, which are maximal connected subgraphs of $G$. Each vertex belongs to exactly one connected component, as does each edge.

2.2. Current Indicators for Transportation Network Description

Kansky proposed in the 1960s \cite{20,26}—through using graph theory to describe transport networks—several indicators describing transport networks with two levels of detail. The first one is related to determining parameters or indicators about the whole network, and the others concerning the nodes. The main objective of their applicability is that they provide methods to \cite{20}:
• Express of the relationship between the values of these parameters and the structure of the network;
• Comparing the different transportation networks at certain points in time;
• Comparing the development of transport networks at different times.

According to the above, the well-known graph theory parameters describing the transportation networks are as follows [20,26]:

1. **Network level:**
   - Cost, which represents the total length of the network measured in real transport distances.
   - Detour index is a measure of the efficiency of a transport network in terms of how well it overcomes distance or the friction of distance.
   - Network density measures the territorial occupation of a transport network in terms of km of links per square kilometers of surface.
   - Pi index describes the relationship between the total length of the graph and the distance along its diameter.
   - Eta index describes average length per link.
   - Theta Index measures the function of a node, which is the average amount of traffic per intersection.
   - Alpha index is a measure of connectivity which evaluates the number of cycles in a graph in comparison with the maximum number of cycles.
   - Beta index is a measure of the level of connectivity in a graph and is expressed by the relationship between the number of links \( e \) over the number of nodes \( v \).
   - Gamma index is a measure of connectivity that considers the relationship between the number of observed links and the number of possible links.

2. **Node level:**
   - Order (degree) of a node \( o \). The number of its attached links; it is a simple, but effective measure of nodal importance.
   - Koenig number (or associated number, eccentricity) is a measure of fairness based on the number of links needed to reach the most distant node in the graph.
   - Hub dependence is a measure of node vulnerability that is the share of the highest traffic link in total traffic (weighted degree).
   - Average nearest neighbors degree is a measure of neighborhoods indicating the type of environment in which the node situates.
   - Cohesion index \( c_{i} \) for a given edge \( \{u, v\} \): this index measures the ratio between the number of common neighbors connected to nodes \( u \) and \( v \) and the total number of their neighbors.
   - Within-module degree \( z \)-score describes how well connected a node is to other nodes in the same module (or cluster, community).
   - The participation coefficient allows one to compare the number of links (order, degree) of node \( u \) to nodes in all clusters with its number of links within its own cluster.
   - Shimbel index (or Shimbel distance, nodal accessibility, nodality) is a measure of accessibility representing the sum of the length of all shortest paths connecting all other nodes in the graph.
   - Betweenness centrality (or shortest-path betweenness) is a measure of accessibility that is the number of times a node is crossed by shortest paths in the graph.

2.3. **Selected Domination Concepts in Graph Theory**

The domination theory in graphs has various applications, where the analysis of the communications network is one of most discussed in the literature [27–33]. Hence, the idea to apply the selected methods or parameters to the transportation network research field. One of these parameters...
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is the dominating set and domination number. According to results given in [27] a set \( D \subseteq V(G) \) is a dominating set of graph \( G \), if for any \( v \in V(G) \) either \( v \in D \) or \( N_G(v) \cap D = \emptyset \). While the minimum cardinality of a dominating set of graphs \( G \) is called a domination number of \( G \) and denoted as \( \gamma(G) \). The above definitions refer to the general terms of undirected graphs. There are concepts related to weight functions, which allows one to define the vertex-weighted and edge-weighted graphs [23,27,30]. Generally, a vertex-weighted graph \((G, w_v)\) is defined as a graph \( G \) together with a positive weight-function on its vertex set \( w_v : V(G) \to \mathbb{R}^+ \). Similarly, an edge-weighted graph \((G, w_e)\) is defined as a graph \( G \) together with a positive weight-function on its edge set \( w_e : E(G) \to \mathbb{R}^+ \). These definitions are needed to define different types of weighted domination numbers in an undirected graph. Two of them are as follows [30]:

- The weighted domination number \( \gamma_w \) of \((G, w_v)\) is the minimum weight \( w(D) = \sum_{v \in D} w(v) \) of a set \( D \subseteq V(G) \) such that every vertex \( v \in V \) is in \( D \) or has a neighbor in \( D \);
- The weighted independent domination number of \( \gamma_{Iw} \) of \((G, w_v)\) is the minimum weight \( w(D_I) = \sum_{v \in D_I} w(v) \) of a set \( D_I \subseteq V(G) \) such that no two vertices of \( D_I \) are connected by any edge of \((G, w)\).

Similarly, it can be done for directed graphs.

Taking into account the complexity of the minimum dominating set, we should state, that in general it is an NP-hard problem. Efficient approximation algorithms work out under the assumption that any dominating set problem can be formulated as a set covering problem. Thus, the greedy algorithm for finding dominating set is an analog of one that has been presented in [30,34]. The Algorithm 1 is formulated as follows [30,34].

Algorithm 1 Dominating-set-1.

1. **Input** \( G = (V, E) \);
2. **Output** Dominating set of graph \( G \);
3. Let \( V = 1, ..., m \) and \( D = \emptyset \) define;
4. Greedy adds a new node to \( D \) in each iteration, until \( D \) forms a dominating set;
5. A node \( j \), is said to be covered if \( j \in D \) or if any neighbor of \( j \) is in \( D \). A node that is not covered is said to be uncovered;
6. In each iteration, put into \( D \) the least indexed node that covers the maximum number of uncovered nodes;
7. Stop when all the nodes are covered.

The concept of the above algorithm is based on the greedy addition of vertices with the largest number of uncovered neighbors. And the Algorithm 2 is as follows [30,34].

Algorithm 2 Dominating-set-2.

1. **Input** \( G = (V, E) \);
2. **Output** Dominating set of graph \( G \);
3. Let \( S := 0 \); all vertices are white ;
4. **while** (white vertices exist) **do**
5. Select \( v \in \{x|w(x) = \max_{u \in V} \{w(u)\}\} \);
6. \( S := S \cup \{v\} \); vertices in \( S \) get black color and their neighbors get the gray color;
7. **end while.**
The above algorithm, like Algorithm 1, greedily selects white vertices and colors them in black and their neighbors in gray. In the case of the minimum connected dominating set, the greedy algorithm is also used. However, to define them some preliminaries are necessary [30,35].

Additionally, the concepts of edge-dominating set and edge-dominance numbers constitute a significant part of research on domination in graphs. According to [27,28,33,34,36], these terms are defined in the following way. The set \( X \subseteq E(G) \) is called the edge-dominating set of graph \( G \), if every edge not in \( X \) has a neighbor in set \( X \). The cardinality of a minimum edge-dominating set is called the edge-dominance number of a graph \( G \) and is denoted by \( \gamma'(G) \). Furthermore, the weighted edge-dominance number extends the possibility of their application to searching for the critical edge sets in graphs represented a transportation network. The weighted edge-dominance number \( \gamma'_w(G) \) of edge-weighted graph \( (G, w_e) \) is defined as the smallest weight \( w(X) = \sum_{e \in X} w_e(e) \) of all edges in edge-dominating set \( X \subseteq E(G) \) [36].

Another interesting concept is introduced by Fink et al. in [37]. They examined a question concerning the vulnerability of the communications network under link failure. They supposed a situation where someone does not know which nodes in the network act as transmitters but does know that the set of such nodes can be built as a minimum dominating set in the related graph. Thus, they asked about the fewest number of communication links that he must serve so that at least one additional transmitter would be required so that communication with all sites is possible. In this way, they introduced the new parameter called the bondage number of a graph. It is defined in the following way. The bondage number of nonempty graph \( G \) is the minimum cardinality among all sets of edges \( E \) for which \( \gamma(G - E) > \gamma(G) \) [37,38]. Thus, the bondage number of graph \( G \) describes the smallest number of edges whose removal from \( G \) leads to a graph with a domination number larger than that of \( G \).

Because the above definition of bondage number is not enough for transportation network analysis, in [31], the author defined the bondage-connected number \( b_c(G) \) of nonempty graph \( G \). It means the minimum cardinality among all sets of edges \( E \) for which \( \gamma(G - E) > \gamma(G) \) and graph \( G - E \) is connected.

Finally, one more concept refers to the domination in graphs, so-called edge subdivision. This operation is defined as follows [28–30,32,39]. For a graph \( G = (V, E) \), subdivision of the edge \( e = uv \in E \) leads to a graph with vertex set \( V \cup \{x\} \) and edge set \( E \cup \{ux, xv\} \). Let \( G_{e,t} \) denote a graph obtained from \( G \) by subdivision of the edge \( e \) with \( t \) vertices (instead of edge \( e = uv \) we put a path \( \langle u, x_1, x_2, \ldots, x_t, v \rangle \)). For \( t = 1 \) we write \( G_e \). This approach corresponds with the domination subdivision number \( \delta_d(G) \) or \( sd(G) \) of a graph \( G \). It is the minimum number of edges that must be subdivided (where each edge can be subdivided at most once) to increase the domination number.

2.4. Basic Concepts of Vulnerability in Transport

The term vulnerability is defined as a physical feature or operational attribute that makes an individual open to using or vulnerable to a given threat [40–51]. However, in terms of reliability, it can be measured as the probability that the system can be in a critical state or worse in less time than expected. This can be determined by certain external factors that cause large adverse effects on other sensitive systems (consequences above a fixed level). In other words, this approach can be expressed as the inherent properties of the system or part of its assets, community, and environment that make them vulnerable to the harmful effects of natural and anthropogenic threats. In the literature in the field of transport [41–51], the concept of vulnerability is used to describe the consequences for travel in the transport system or transportation network, which may extend the travel time, alter the length of the road, or limit the availability of services. In the case of transport networks or transport systems in general, the restriction of access to services may be due to natural disasters or harmful human activities. When we consider the transportation network as a complex system, it is possible to use the methods for characterizing the vulnerability of this type of system. One way is to use topological
indices derived from the algebraic connectivity of graphs; e.g., a graph’s spectrum. This spectral approach is demonstrated and discussed, among others, in the paper [52]. Another successful method applicable to quantifying the degree of vulnerability risk is based on the introduction of the general vulnerability index $V[S, D]$, presented in [53]. This method allows identifying the points of a network that are crucial to the functioning of the infrastructure network. The authors in [53] applied this method to a transportation system that represents the Boston subway, and they got the nodes and connections whose protection must be assumed as the first concern of any level of policy. The concept of vulnerability is naturally associated with the idea of resilience of a system or network. The essence of this concept is the inherent ability of the system (network) to maintain or recover a dynamically stable state that allows it to continue operating after a severe accident caused by natural or anthropotechnical factors while continuing to occur [54,55]. Hence, transport network resilience is defined as its ability to resume operations at a level similar to those before disruption occurred in nodes, arches, or in both sets of elements simultaneously. The less interference in capacity and fluidity, and the faster the network resumes regular operations, the higher its resilience. The strength of a transport network is influenced by its structure; in particular, its redundancy. The studies of vulnerability can be performed concerning two levels of detail of the graph representing the considered transportation network. Assuming a simple, undirected graph, it is possible analyzing the overall vulnerability of its topological structure to notice the occurrence of various types of disturbances in operation. When the model of a transport network is given by a vertex-weighted or edge-weighted graph, the level of details increases.

3. Results

Here, we introduce the new parameters for the characterization of the vulnerability of the transport networks. We assume that the transport network is represented by a simple, undirected, and connected graph (sometimes weighted). The basic concepts of dominating sets presented in Section “Materials and Methods” are used here to indicate which nodes and arcs may cause traffic flow problems in the transportation network. These problems may arise from mismatched capacity of selected nodes of the network. We can assume that either the smallest dominating set or the smallest independent dominating set represents the most important and the most loaded nodes in the transportation network, and the edge-dominating set contains the critical arcs. We obtain, in this way, the essential numerical characteristics of transport network’s vulnerability. It can be extended when we take into account the weighted graphs (vertex and edges) as the representatives of the transportation network. Assuming a simple, undirected graph, it is possible analyzing the overall vulnerability of its topological structure to notice the occurrence of various types of disturbances in operation. When the model of a transport network is given by a vertex-weighted or edge-weighted graph, the level of details increases.

3.1. Structural Transportation Network Vulnerability

In this subsection, the bondage-connected number is proposed as the indicator for the structural vulnerability in the transportation network. This parameter bases itself on the domination number in the graph. Thus, it is necessary to introduce some algorithms to find the minimal dominating set in a graph, which implies the domination number. The Algorithms 1 and 2 mentioned above give the dominating sets as the output. Unfortunately, very often, these sets are not minimal because all problems regarding domination sets belong to the NP class. Therefore, the following modification of Algorithms 1 and 2 is proposed to create one algorithm that finds the smallest domination set. As an input for the new Algorithm 3 is a connected, simple, non-empty graph (important assumption)
Algorithm 3 Minimal-vertex-dominating-set.

1: Input $G = (V, E)$.
2: Output Minimal vertex-dominating set of graph $G$.
3: Fix $S := 0$; all vertices are white.
4: while (white vertices exist) do
5:   choose $v \in \{x \mid w(x) = \max_{u \in V}\{w(u)\}\}$ and it has the maximal number of white neighbor.
6:   $S := S \cup \{v\}$; vertices in $S$ are colored by black; their neighbors are gray.
7: end while.
8: return $S$.
9: if in $S$ there are vertices, what dominates the same vertices then
10:   delete vertex from $S$, which dominates only vertices dominated by other vertices from $S$; return $D = S \setminus \{v\}$
11: else
12:   $D = S$
13: end if
14: return $D$

Proof. The set $S$ is the dominating set, but it is not always the minimal one. Thus, it is necessary to check if there are vertices in this set that dominate the same vertices, and at the same time, their neighbors are dominated by other vertices from the set $S$. If the answer is "yes," then such a vertex can be removed. By repeating this operation for all vertices of $S$ and removing those that do not dominate vertices not dominated by others, we get the smallest dominating set.

The Algorithm 3 is the combination of the Algorithms 1 and 2. Steps 3–7 are similar to Algorithm 2 and steps 9–13 are based on covering concept in Algorithm 1. Unfortunately, it is still a greedy algorithm running in polynomial time. Mainly responsible for its complexity are steps: 4–7, and 9–13. Another possible solution for this problem may be the usage of the genetic algorithm.

3.2. Weighted Structural Transportation Vulnerability

First of all, to propose the indicator for weighted structural vulnerability, the weighted bondage-connected number $wb_c(G)$ of graph $G$ has to be defined. It is described as the smallest cardinality of all edge sets, where $\gamma_w(G - E) > \gamma_w(G)$ and graph $G - E$ are connected. To find the value of this parameter, according to the definition, it must be known as a minimum weighted dominating set. In this way, we perceive the nodes of the network that constitute its bottlenecks. The proprietary Algorithm 4 for searching for a weighted domination number is proposed below.

Algorithm 4 Weighted-domination-number.

1: Input $(G, w_v)$ with fixed vertex weighted function;
2: Output weighted domination number $\gamma_w(G)$ of graph $(G, w_v)$;
3: for $i = 1$ to $|V|$ do
4:   find dominating set of $G$, starting from $v_i \in V$, and save it as $D_i(v_i)$;
5:   find total weight $W_i(v_i) = \sum_{v_i \in D_i} w(v_i)$ of dominating sets $D_i(v_i)$;
6: end for;
7: find min $\{W_i(v_i) : v_i \in V, i = 1, \ldots, |V|\} \rightarrow \gamma_w(G)$;
8: return $\gamma_w(G)$.

The complexity of this algorithm is dependent on steps 7 and 8, where that sort operation is necessary to do. But this solution is at the same time a strong point of this algorithm. It is enough to add one operation to return the largest value and we get the maximal weighted dominating set of the graph $G$. Hence, we get the next parameter for determining the transport network—the maximal capacity of the network or the largest flow in the network.
3.3. Customer Vulnerability

When we take into account the concept of domination subdivision number, the parameter of customer vulnerability can be defined. This parameter allows determining the sensitivity of transportation or logistics network according to an increase in the number of clients relative to service (located in the node). In other words, it can also determine how much the transport network is resistant to changes in the number of customers. This parameter is an essential characteristic, especially for those transport or logistics companies with a specific customer portfolio. It can help planning the expansion related to the increase in the share of companies in the transport or logistics market. The interpretation of this indicator is discussed in the next section.

4. Discussion

Based on graph domination terms, we can proposed new parameters describing the transport networks and their bottlenecks/critical components:

1. Number of critical nodes = domination number;
2. Number of critical edges = edge-domination number;
3. Topological (structural) vulnerability of transport network = bondage-connected number;
4. Weighted structural vulnerability of transport network = weighted bondage-connected number;
5. Node-bottlenecks of transport network = dominating set, and weighted dominating set;
6. Arc-bottlenecks of transport network = edge-dominating set, and weighted edge-dominating set;
7. Consumer vulnerability = domination subdivision number.

The first parameter gives information about how many nodes are essential in the transport network. Indirectly, we also get the smallest set of the most critical nodes in the system under consideration. This can help define the safety and security policy for this transport network. The second parameter should be treated similarly to the edges/arcs of the transport network.

The next two parameters give information about how vulnerable the transport network is. These parameters inform how many (indirect also which) edges can be influenced by any threat before you need to increase the set of critical transport network nodes. The values of parameters determining the vulnerability of the transport network should be interpreted as follows. In the case of structural vulnerability and weighted structural vulnerability, the smaller amount of the number of bondage-connected and the weighted bondage-connected numbers, the more the transportation network is vulnerable, or, in other words, less resilient to a lack of passage through its nodes and arcs.

The fifth and sixth parameters are closely related to the first and second parameters. They help in identifying the nodes and arcs crucial to the traffic engineering point of view. Furthermore, these two parameters form the basis for defined parameters of the transport network vulnerability. The bottlenecks can also be interpreted here as vulnerable to natural disasters or terrorist attacks. Thus, they are parameters supporting the policy of transport systems’ safety and security at every scale.

The last of the defined parameters is very useful in supply chain management or public transport planning. It indicates how much the considered system is susceptible to changes in the number of clients using given transport or logistics services. The customer vulnerability of the transport network is interpreted similarly to the topological vulnerability of the transport network. It means that the lower the value of the subdivision number is, the higher the customer vulnerability of this network is.

As an example of using the methods proposed in section "Results" for determining weighted structural vulnerability, let us consider an intelligent transport system operating in a fixed part of the urban transport network, described by a vertex-weighted graph, presented in Figure 1. We assume that the weighted dominating set describes the most important crossroads along with an indication of the shortest time to cross it. In other words, the weight assigned to the vertices of the network determines the duration of the red light. Then, the number of weighted bondage-connected number
gives information about the number of blocked network arcs that increase the number of crossroads requiring more attention and changing the duration of red light.

The solution is considered in two cases:

1. Dynamic—after removing the arcs in graph, the new minimal dominating set has to be found;
2. Static—after removing the arcs in graph, the new minimal dominating set is the extension of the old one.

In relation to the defined transportation network, the minimum weighted dominating set found by using Algorithm 4, is determined by the red vertices shown in Figure 2; e.g., \( D_w = \{ B, D \} \). The weighted domination number is equal to 93. When solving a static problem, we assume that this set is the basis for a new minimal weighted dominating set.

Using the weighted bondage-connected number as a parameter of weighted structural vulnerability, we can conclude that in case 1 (dynamic case) it is enough to remove the red dotted edge \( \{ A, B \} \) for the weighted domination number to increase to 133 Figure 3.

However, if we consider a dynamic case in which after the edge removal operation, we are again looking for the minimal dominating set, then we can conclude that the value of the weighted structural vulnerability parameter is 1, and, as in the first case, removal of the red dotted edge \( \{ A, B \} \) is enough to weighted domination number increased to 125 instead of the nominal 93, see as Figure 4.
Figure 4. Weighted bondage-connected number in transportation network without fixed weighted dominating set, \( wb_c(G) = 1 \).

5. Conclusions

In the paper, six new vulnerability indicators of transport networks have been proposed. Every one of them is based on the domination concepts and related topics; e.g., bondage number and domination subdivision number. Two new algorithms have been introduced as the tools for calculating the values of the parameters defined. These algorithms will work well for small networks but may need more time for large-scale ones. The methods given in the article are universal and applicable to both small- and large-scale networks. Moreover, the presented approach can support the dynamic analysis of bottlenecks in transport networks.
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