The Semi-Classical Spectrum of Solitons and Giant Magnons
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Abstract: In this note, we summarize recent progress in constructing and then semi-classically quantizing solitons, or non-abelian Q-balls, in the symmetric space sine-Gordon theories. We then consider the images of these solitons in the related constrained sigma model, which are the dyonic giant magnons on the string theory world-sheet. Focussing on the case of the symmetric space $S^5$, we perform a semi-classical quantization of the solitons and magnons and show that both lead to Chern-Simons quantum mechanics on the internal moduli space which is a real Grassmannian $SO(4)/SO(2) \times SO(2)$ but—importantly—with a different coupling constant. Quantizing this system shows that both the Q-balls and magnons come in a tower of states transforming in symmetric representations of the $SO(4)$ symmetry group; however, the former come in a finite tower whereas the latter come in the well-known infinite tower of dyonic giant magnons.
1. Introduction

There has been a great deal of progress in understanding the world-sheet theory of the string moving on some particular curved spacetimes like those involved in the basic AdS/CFT correspondence (see for example the series of review articles [1]). The reason is that, under special circumstances, when the spacetime is of the form $\mathbb{R}_t \times F/G$, with $F/G$ a symmetric space like $S^n$ or $\mathbb{C}P^n$, the world-sheet theory is a non-relativistic integrable system. The excitations of the string are known as giant magnons [2–8], which are soliton-like solutions on the string world-sheet, and in many cases the exact factorizable $S$-matrix is already known [9–13]. More precisely the giant magnons are kink solutions that correspond to open strings and have to be put together to make closed string configurations. It was noted a long time ago that the gauge-fixed theory of the string on such spacetimes is classically equivalent to a relativistic 1 + 1-dimensional integrable QFT [14–16] known as a symmetric space sine-Gordon (SSSG) theory. These theories arise as the result of imposing the Pohlmeyer reduction on a sigma model with target space a symmetric space $F/G$ [17], and their Lagrangian formulation was originally proposed in [18] (for a recent review see [19] and references therein). Integrable systems typically have more than one compatible symplectic structures, and it is known that at the classical level the string sigma model and the SSSG theories have different symplectic structures [20]. However, it has been suggested that the SSSG theory which is classically equivalent to superstrings on $AdS_5 \times S^5$ could also be equivalent at the quantum level [21, 22] (see also [23–28]).

In this note we summarize some recent progress in understanding the SSSG theories and their relation to the string sigma models [29]. We shall focus on the particular example of the SSSG theory associated to the symmetric space

$$S^5 = F/G = \frac{SO(6)}{SO(5)}, \quad (1.1)$$

which is relevant to the bosonic sector of the string moving on $AdS_5 \times S^5$. We shall ignore the fermionic sector of these theories in the present letter, however, on the string side it is only the full theory with all the fermionic fields present which is expected to be a finite theory. For present purposes, where we only work at the level of semi-classical effects, we can ignore the issue of fully quantum effects and consequently ignore the fermions.\footnote{The symmetric space sine-Gordon theories with fermions has been considered in [30], and the solitons are constructed and investigated in [31].} The main paper [29] describes the generalization to any Symmetric Space of Type I in Cartan’s classification. The approach adopted in this work is to use the algebraic formalism of the symmetric space, and to this
end we work with group- or algebra-valued fields in \( F = SO(6) \), or \( \mathfrak{so}(6) \). The subgroup \( G = SO(5) \), or algebra \( \mathfrak{so}(5) \), is defined as the subgroup/algebra fixed by the involution

\[
\sigma_-(f) = \theta f \theta \quad \text{for} \quad \theta = \text{diag}(-1, 1, 1, 1, 1),
\]

and in the following we will need the triplet of groups \( SO(4) \subset SO(5) \subset SO(6) \) embedded as follows

\[
SO(4) = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & \star & \star & \star \\
0 & 0 & \star & \star & \star \\
0 & 0 & \star & \star & \star \\
\end{pmatrix}, \quad SO(5) = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & \star & \star & \star \\
0 & 0 & \star & \star & \star \\
0 & 0 & \star & \star & \star \\
\end{pmatrix}.
\]

**The Symmetric Space Sine-Gordon Theories**

For the symmetric space \( S^5 \), the SSSG theory is a gauged WZW theory for \( SO(5)/SO(4) \) (where the anomaly free vector subgroup \( H = SO(4) \) with \( \gamma \rightarrow U \gamma U^{-1} \) is gauged) deformed with a kind of mass (or potential) term. The action takes the form

\[
S = S_{\text{gWZW}}[\gamma, A_\mu] + S_{\text{bt}}[\phi, A_\mu] - \frac{k}{2\pi} \int d^2 x \text{Tr} \left( \Lambda \gamma^{-1} \Lambda \gamma - \Lambda^2 \right),
\]

and is invariant under the gauge transformations

\[
\gamma \rightarrow U \gamma U^{-1}, \quad A_\mu \rightarrow U (A_\mu + \partial_\mu) U^{-1}, \quad U \in H.
\]

The mass term involves the element \( \Lambda \) of the Lie algebra \( \mathfrak{so}(6) \), which up to conjugation takes the form

\[
\Lambda = m \begin{pmatrix}
0 & -1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}.
\]

Note that \( H = SO(4) \), defined as in (1.3), is the stability group of \( \Lambda \). Here, \( S_{\text{gWZW}}[\gamma, A_\mu] \) is the usual gauged WZW action for \( G/H \) with level \( k \),

\[
S_{\text{gWZW}}[\gamma, A_\mu] = -\frac{k}{4\pi} \int d^2 x \text{Tr} \left[ \gamma^{-1} \partial_+ \gamma \gamma^{-1} \partial_- \gamma + 2A_+ \partial_- \gamma^{-1} - 2A_- \gamma^{-1} \partial_+ \gamma - 2\gamma^{-1} A_+ \gamma A_- + 2A_+ A_- \right] + \frac{k}{24\pi} \int d^3 x \epsilon^{abc} \text{Tr} \left[ \gamma^{-1} \partial_a \gamma \gamma^{-1} \partial_b \gamma \gamma^{-1} \partial_c \gamma \right],
\]
and
\[ S_{\text{bt}}[\phi, A_\mu] = -\frac{k}{4\pi} \int d^2 x \, e^{i\mu} \partial_\mu \text{Tr}(A_\nu \phi) , \quad \gamma = e^\phi . \quad (1.8) \]
is a (total derivative) boundary term which does not contribute to the equations of motion.

Below we note some features of this theory:

(i) It can be thought of as a deformation of the CFT given by the gauged WZW model by the particular relevant operator corresponding to the mass term \([18,32,33]\).

(ii) Classically, the vacuum is degenerate and, for \(A_\mu = 0\), the potential term in (1.4) has a space of minima given by constant group elements \(\gamma \in H = \text{SO}(4)\). Hence, classically at least, there could be a Higgs effect since \(\gamma(x = \pm\infty) \in \text{SO}(4)\) and the \(\text{SO}(4)\) global gauge symmetry is generically spontaneously broken. However, there are solitons in the theory in the form of kinks which have a gapless spectrum whose existence means that in the functional integral one should integrate over the boundary values \(\gamma(x = \pm\infty)\). This has the effect of restoring the \(\text{SO}(4)\) global symmetry associated to gauge transformations. In other words, the kinks carry \(\text{SO}(4)\) global charge and so are dyonic objects; namely, non-abelian Q-balls \([34]\). At the quantum level the continuous spectrum of kinks becomes quantized and the Q-ball states transform in non-trivial representations of \(\text{SO}(4)\). In particular, in these theories the gauge symmetry is not confined and physical states carry “colour”.

(iii) The SSSG theories are integrable. This can be seen by writing the equations-of-motion of the SSSG equations in Lax form, that is as a zero curvature condition for a connection that depends on an auxiliary complex spectral parameter \(z\):
\[ \mathcal{L}_\mu = \partial_\mu + A_\mu(x; z) , \quad [\mathcal{L}_\mu(z), \mathcal{L}_\nu(z)] = 0 , \quad (1.9) \]
where
\[ \mathcal{L}_+(z) = \partial_+ + \gamma^{-1}\partial_+ \gamma + \gamma^{-1}A_+ \gamma - z\Lambda , \]
\[ \mathcal{L}_-(z) = \partial_- + A_- - z^{-1}\gamma^{-1}\Lambda \gamma . \quad (1.10) \]
The existence of the Lax connection implies integrability in a way which is completely standard. In addition, the equation-of-motion of the gauge field yields the additional constraints
\[ \left( \gamma^\pm \partial_\pm \gamma^\pm + \gamma^\pm A_\pm \gamma^\pm \right) = A_\pm , \quad (1.11) \]
where $\perp$ is a projection onto the Lie algebra of $H$, which in this case is $\mathfrak{so}(4) \subset \mathfrak{so}(6)$. Since the equations-of-motion imply that $A_\mu$ is a flat connection, one can fix the gauge on-shell by choosing $A_\mu = 0$ (fixing the gauge off-shell is described in [26,28]).

(iv) Since the fields do not fall-off at $x = \pm \infty$, the WZ term requires careful treatment. In particular, it cannot strictly speaking be defined as an integral over a three-dimensional space with the two-dimensional spacetime as a boundary, and its definition in (1.7) should be taken to be schematic. One way to unambiguously define the action is, as in [26], to use the condition of gauge invariance to pin down the expansion of the WZ term in terms of $\phi$, with $\gamma = e^\phi$. This prescription requires to supplement the action with the boundary term (1.8) in order to make the leading order contribution gauge invariant. To spell this out, notice that

$$S_{gWZW} = -\frac{k}{2\pi} \int d^2 x \text{Tr} \left( A_+ \partial_- \phi - A_- \partial_+ \phi + [A_+, A_-] \phi + \cdots \right)$$

while

$$S_{gWZW} + S_{bt} = -\frac{k}{2\pi} \int d^2 x \text{Tr} \left( [\partial_+ + A_+, \partial_- + A_-] \phi + \cdots \right),$$

which shows that $S_{gWZW} + S_{bt}$ is indeed invariant under (1.5) at leading order. The explicit expression for the expansion of the full action (1.4) in powers of $\phi$ can be found in [26].

(v) The constraints (1.11) have the interpretation of the vanishing, on-shell, of what is naively the Noether current corresponding to global gauge transformations. In fact this is just an example of the theorem of Hilbert and Noether that the current associated to a local symmetry vanishes on-shell, but crucially up to a topological contribution which, in our case, is fixed by the boundary term (1.8).\footnote{For a discussion of these issues in a modern context see, for example, [35–37] and references therein.} The full expression for the current is

$$J_\pm = \frac{k}{4\pi} \left( - (\gamma^{-1} \partial_+ \gamma^{\pm 1} + \gamma^{\pm 1} A_+ \gamma^{\pm 1} - A_+ \perp \pm \partial_+ \phi \perp \right),$$

which exhibits that the Noether charge emerges as a kink charge,

$$Q = \int dx \mathcal{J}^0 = \frac{k}{4\pi} \int dx \partial_1 \phi^\perp = \frac{k}{4\pi} \left( \phi^\perp(\infty) - \phi^\perp(-\infty) \right).$$

The String Sigma Model

Once the string world-sheet theory for strings on $\mathbb{R}_t \times S^5$ is suitably gauge fixed, what remains is a sigma model with a target space $S^5 \simeq SO(6)/SO(5)$ that can be
formulated in terms of a group-valued field \( f \in SO(6) \) and a gauge field \( B_\mu \in \mathfrak{so}(5) \) with a gauge symmetry
\[
f \rightarrow fU^{-1}, \quad B_\mu \rightarrow U(B_\mu + \partial_\mu)U^{-1}, \quad U \in SO(5).
\]

The action takes the form
\[
S[f, B_\mu] = -\frac{\sqrt{\lambda}}{4\pi} \int d^2x \, \text{Tr}(J_\mu J^\mu),
\]
where the current \( J_\mu = f^{-1}\partial_\mu f - B_\mu \rightarrow UJ_\mu U^{-1} \) is covariant under gauge transformations, and \( \lambda \) is the 't Hooft coupling. The string sigma model also involves imposing the Virasoro constraints which, up to conjugation, take the form
\[
J_+ = -\Lambda, \quad J_- = -\gamma^{-1}\Lambda\gamma,
\]
where the field \( \gamma \) takes values in \( G = SO(5) \). The Virasoro constraints can be written as the auxiliary linear system \[19\]
\[
\left(\partial_+ + B_+ - \Lambda\right)f^{-1} = \left(\partial_- + B_- - \gamma^{-1}\Lambda\gamma\right)f^{-1} = 0.
\]

This sigma model has the vacuum solution
\[
f_0 = \exp(-2t\Lambda).
\]

Physically, it corresponds to a point-like string orbiting around the great circle in \( S^5 \) picked out by the element \( \Lambda \). With our choice of \( \Lambda \) in \[16\] the motion is in the \((1, 2)\) plane. The sigma model has soliton solutions which, in their most general form, are known as dyonic giant magnons \[2–4\]. These solutions are also kinks because they describe open strings whose endpoints at \( x = \pm\infty \) are at distinct points on \( S^5 \).

Notice that contrary to the SSSG theory the gauge symmetry is not realized in the spectrum, rather it is confined and one can use an equivalent manifestly gauge invariant formalism as in \[38\] by considering the gauge invariant field \( F = \theta f\theta f^{-1} \).

As mentioned above, we shall ignore quantum effects and the running of the coupling in the sigma model.

**Relation between the string sigma model and the SSSG theory**

The sigma model and the SSSG theory are related via their equations-of-motion. In order to find the relation, notice that the Lax formulation of the SSSG equations \[1.9\] are the consistency conditions for the linear system
\[
\mathcal{L}_\mu(z)\Upsilon(z) = 0.
\]
It is useful to express

$$\Upsilon(z) = \chi(z)\Upsilon_0(z)$$, \hspace{1cm} (1.22)

where, in the on-shell gauge $A_\mu = 0$,

$$\Upsilon_0(x; z) = \exp \left[ (zx^+ + z^{-1}x^-)\Lambda \right]$$ \hspace{1cm} (1.23)

is the vacuum solution of the linear problem corresponding to $\gamma_0 = 1$. Then,

$$\gamma = \chi(0)^{-1}$$. \hspace{1cm} (1.24)

Comparing this linear system with (1.19), it follows that $\Lambda$ and $\gamma$ are identified with the same quantities in the SSSG equations, and that the gauge fields in the sigma model are identified via

$$B_+ = \gamma^{-1}\partial_+ \gamma + \gamma^{-1}A_+ \gamma \hspace{1cm} B_- = A_- \hspace{1cm} (1.25)$$

The sigma model equations-of-motion then imply that $\gamma$ satisfies the SSSG equations-of-motion. In addition, the group field of the sigma model is simply

$$f = \Upsilon(1)^{-1} = \Upsilon_0(1)^{-1}\chi(1)^{-1}$$. \hspace{1cm} (1.26)

The fact that the expression for $f$ involves fixing the spectral parameter manifests the fact that the sigma model is not relativistically invariant. The reason is that the spectral parameter $z$ transforms as $z \to e^\vartheta z$ under a Lorentz transformation, and so setting it to 1 breaks Lorentz symmetry explicitly. In (1.26), notice that $f_0 = \Upsilon_0(1)^{-1}$ is the vacuum solution (1.20).

The implication is that there is one underlying integrable system which is expressed in two different ways, one as a relativistic QFT and the other as the non-relativistic theory on the string world sheet.

## 2. The Q-ball Kinks and Dyonic Giant Magnons

A soliton solution of the integrable system is a Q-ball kink of the SSSG equations or a dyonic giant magnon of the string sigma model.\(^3\) The explicit solutions are

\(^3\)We shall reserve the term “soliton” for the generic solution of the integrable system, and use “Q-ball kink” and “dyonic giant magnon” for its expression in the SSSG theory, via $\gamma$, and the sigma model, via $f$, respectively.
characterized by the dressing factor $\chi(z)$ having a small number of poles on the complex $z$ plane, four in the present case [8]. In general, the pattern of the poles and the relation between the residues is determined by the particular symmetric space:

$$\chi(z) = 1 + \frac{F_j (\Gamma^{-1})_{ji} F_i^\dagger}{z - \xi_i}.$$  \hspace{0.5cm} (2.1)

For $S^5$, $F_i$ are four complex 6-vectors given by

$$F_i = \Upsilon_0 (\xi^*_i) \varpi_i, \quad i = 1, \ldots, 4,$$  \hspace{0.5cm} (2.2)

where $\varpi_i$ are four constant 6-vectors given by

$$\varpi_i = \{ \varpi, \varpi^*, \theta \varpi, \theta \varpi^* \}.$$  \hspace{0.5cm} (2.3)

with the constraint

$$\varpi \cdot \varpi = 0.$$  \hspace{0.5cm} (2.4)

Fixing various redundancies, for a single soliton the constant 6-vector $\varpi$ can be written as

$$\varpi = \mathbf{v} + \Omega.$$  \hspace{0.5cm} (2.5)

Here, $\mathbf{v}$ is one of the non-null eigenvectors of $\Lambda$. Since it does not matter which one is chosen, we take

$$\mathbf{v} = \frac{1}{\sqrt{2}} (1, -i, 0, 0, 0, 0).$$  \hspace{0.5cm} (2.6)

The other vector $\Omega$ is a unit complex vector in the 4-dimensional subspace picked out by the subalgebra $\mathfrak{so}(4) \subset \mathfrak{so}(6)$, so that $\Omega$ is a null eigenvector of $\Lambda$ with the additional constraint $\Omega \cdot \Omega = 0$. The positions of the four poles are

$$\xi_i = \{ \xi, \xi^*, -\xi, -\xi^* \}.$$  \hspace{0.5cm} (2.7)

and, finally, the matrix $\Gamma$ reads

$$\Gamma_{ij} = \frac{F_i^* \cdot F_j}{\xi_i - \xi_j^*}.$$  \hspace{0.5cm} (2.8)

The data $(\Omega, \xi)$ are the parameters associated to the solution. The complex variable $\xi$ determines the energy and momentum of the soliton whereas $\Omega$ is a genuine collective coordinate which labels solutions of the same energy and momentum. Writing $\xi = e^{-\theta - i\theta}$, the $t$ and $x$ dependence of the the soliton follow from

$$F_1 = \Upsilon_0 (\xi^*) \varpi = \exp [2imt' \cos q - 2mx' \sin q] \mathbf{v} + \Omega,$$  \hspace{0.5cm} (2.9)
where we have introduced the boosted coordinates

\[
t' = t \cosh \vartheta - x \sinh \vartheta, \quad x' = x \cosh \vartheta - t \sinh \vartheta
\]

which identify \( \vartheta \) as the rapidity.

The soliton carries a non-trivial moduli space corresponding to the “polarization” vector \( \Omega \). We can write \( \Omega = \frac{1}{\sqrt{2}} (\Omega_1 + i \Omega_2) \), where \( \Omega_i \) are two real orthonormal vectors. The moduli space is swept out by the action of the global \( SO(4) \) part of the gauge symmetry group identified with a particular (co-)adjoint of the form \(Uh_\Omega U^{-1} \), for

\[
h_\Omega = i(\Omega \Omega^\dagger - \Omega^* \Omega) = \Omega_1 \Omega_1^t - \Omega_2 \Omega_2^t \in so(4) .
\]

Up to conjugation, we may take \( \Omega = \frac{1}{\sqrt{2}} (0, 0, 1, -i, 0, 0) \), which gives an orbit of the form

\[
U \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix} U^{-1},
\]

(2.12)

where \( U \in SO(4) \) as in (1.3). This identifies the orbit as the real Grassmannian

\[
\mathcal{M} = \frac{SO(4)}{SO(2) \times SO(2)} \cong S^2 \times S^2 .
\]

(2.13)

On the SSSG side, \( q \) determines the mass and charges of the Q-ball kink. Physically, distinct solutions are given by restricting \( q \in (0, \frac{\pi}{2}) \) and they have mass

\[
M = \frac{4km}{\pi} \sin q .
\]

(2.14)

Their kink charge is

\[
\gamma^{-1}(x = \infty) \gamma(x = -\infty) = \exp [-4qh_\Omega] .
\]

(2.15)

Assuming that \( \gamma(-\infty) \) and \( \gamma(+\infty) \) commute, which is true for these configurations, the kink charge corresponds to

\[
Q = \frac{k}{4\pi} (\phi^+(\infty) - \phi^+(-\infty)) = \frac{kq}{\pi} h_\Omega
\]

(2.16)
in (1.15). Therefore, since this is the Noether charge under global gauge transformations, these solutions can actually be understood both as kinks and as non-abelian $Q$-balls [34].

On the sigma model side, the dyonic giant magnon is characterized by its charge under the global symmetry corresponding to left multiplication $f \rightarrow U f$, $U \in F$, relative to the vacuum solution. The conserved current for left multiplication is $D_\mu f f^{-1}$, and so

$$\Delta Q_L = \int_{-\infty}^{\infty} dx \left( D_0 f f^{-1} - D_0 f_0 f_0^{-1} \right),$$

where the vacuum solution is

$$f_0 = \exp(-2t\Lambda).$$

The calculation of this charge is described in Appendix A. It consists of two distinct contributions:

$$\Delta Q_L = J_1 m^{-1} \Lambda - J_2 h \Omega,$$

with

$$J_1 = \frac{r^2 + 1}{r} \left| \sin \frac{p}{2} \right|, \quad J_2 = \frac{r^2 - 1}{r} \left| \sin \frac{p}{2} \right|,$$

where the parameter $re^{ip/2}$ is related to $\xi$ via

$$re^{ip/2} = \frac{1 - \xi}{1 + \xi}.$$  

These charges satisfy the relation

$$J_1 = \sqrt{J_2^2 + 4 \sin^2 \frac{p}{2}}.$$  

In the AdS/CFT context, the components $J_1$ and $J_2$ are identified, up to scaling, with $\Delta - J$ and $Q$, respectively, where $\Delta$ is the scaling dimension of the associated operator in the CFT, and $J$ and $Q$ are two conserved $U(1)$ $R$-charges:

$$\Delta - J = \frac{\sqrt{\lambda}}{2\pi} J_1, \quad Q = \frac{\sqrt{\lambda}}{2\pi} J_2,$$

where $\lambda$ is the ’t Hooft coupling. Then, (2.22) becomes the celebrated dispersion relation

$$\Delta - J = \sqrt{Q^2 + \frac{\lambda}{\pi^2} \sin^2 \frac{p}{2}}.$$
In the rest frame, $\vartheta = 0$ or $p = \pi$,

$$\Delta Q_L = 2m^{-1}\Lambda \cosec q - 2h_\Omega \cot q$$  \hspace{1cm} (2.25)

and so

$$Q = \frac{\sqrt{\lambda}}{\pi} \cot q .$$  \hspace{1cm} (2.26)

It is important to notice that the internal moduli space of the soliton takes the form of a (co-)adjoint orbit of $SO(4)$.\(^4\) For the Q-ball kink, this is interpreted as the group of global gauge transformations, while for the giant magnon this is interpreted as the $H = SO(4)$ subgroup of left multiplications of $f$ (modulo gauge transformations) which fix the vacuum $f_0$. In particular the action which fixes the vacuum corresponds to the adjoint action $f \rightarrow U_\phi f U_\phi^{-1}$ which includes a compensating global gauge transformation (right multiplication).\(^5\) The physical interpretation of the moduli space $\mathcal{M}$ is that the dyonic motion takes place in a plane perpendicular to the plane picked out by the orbital motion of the vacuum solution. The orientation of this plane is then described by the real Grassmannian $\mathfrak{M}$ in (2.13).

3. Semi-Classical Quantization of the Dyons

The soliton that we have constructed is a non-abelian dyon since it carries a charge under a nonabelian global symmetry group $H = SO(4)$. The charge is function of the continuous parameter $q \in (0, \frac{\pi}{2})$ and also of the polarization vector $\Omega$ that determines the orientation of the motion inside $SO(4)$ and corresponds to the real Grassmannian in (2.13).

Since the soliton is a periodic classical solution, one way to quantize it semi-classically is to use the Bohr-Sommerfeld rule. Remarkably, it leads to different results for the Q-ball kinks and the dyonic giant magnons. If $\phi$ denotes the soliton solution in its rest frame, then $S[\phi] + MT = 2\pi N$ with $N = 1, 2, \ldots$, where the time period is $T = \pi/(m \cos q)$. For the dyonic giant magnon, this gives [4]

Dyonic Giant Magnon: $$\cot q = \frac{\pi N}{\sqrt{\lambda}} , \hspace{1cm} N = 1, 2, \ldots, \infty$$  \hspace{1cm} (3.1)

\(^4\)For compact Lie groups there is no distinction between adjoint and co-adjoint orbits.

\(^5\)In the gauge invariant formulation in terms of $F = \theta f \theta f^{-1}$, the symmetry action is always vector-like, $F \rightarrow U F U^{-1}$.
and so the $U(1)_R$ charge (2.26) is quantized in integer units, $Q = N$, which is the known spectrum of the quantized dyonic magnons [4]. For the Q-ball kink, the Bohr-Sommerfeld quantization leads to a different quantization of $q$; namely

$$ Q\text{-Ball Kink:} \quad q = \frac{\pi N}{2k}, \quad N = 1, 2, \ldots, k. \quad (3.2) $$

Notice that the dyonic giant magnon spectrum is infinite while the Q-ball kink spectrum is truncated because of the finite range of the parameter $q$. Of course the Bohr-Sommerfeld rule is strictly speaking only valid in the semi-classical regime, so $N$ of order $\sqrt{\lambda}$ and $k$, respectively.

Although the Bohr-Sommerfeld rule gives the energy levels in both cases, it does not reveal the symmetry multiplets at each level. In order to uncover this structure we must proceed in a different way. The idea is to find an effective description of the polarization degree-of-freedom $\Omega$ which takes values in the moduli space $\mathcal{M}$.

In order to motivate the way that we quantize the dyons, it is worth a digression into the quantization of solitons more generally. Let us consider a hypothetical theory with fields $\phi(x^\mu)$ that has a soliton solution $\phi(X^i; x^\mu)$ having an internal moduli space $\tilde{\mathcal{M}} = S^n$ on which the group $SO(n+1)$ acts as a global symmetry of the theory. In the conventional way of proceeding, the existence of a moduli space of solutions, whose coordinates $X^i$ are the collective coordinates of the soliton, means that the equations-of-motion have a set of zero modes

$$ \delta_i \phi = \frac{\partial \phi(X^i; x^\mu)}{\partial X^i} $$

one for each of the collective coordinates. In the conventional setting, for example, for monopoles in Yang-Mills-Higgs theories in $3 + 1$-dimensions, following the philosophy of Manton [41], one allows the collective coordinates to depend on time $X^i \rightarrow X^i(t)$, and then substitutes $\phi(X^i(t); x^\mu)$ into the action of the theory to extract an effective action for a 1-dimensional theory along the soliton’s world line:

$$ S_{\text{eff}}[X^i] = S[\phi(X^i(t))] = \int dt \int dx \mathcal{L}(\phi(X^i; x^\mu)) \quad (3.4) $$

Assuming that the theory has a quadratic kinetic term, the effective quantum mechanical action that results contains terms which can be linear and quadratic in time derivative:

$$ S_{\text{eff}}[X^i] = \int dt \left[ Q_i(X) \dot{X}^i + \frac{1}{2} g_{ij}(X) \dot{X}^i \dot{X}^j + \cdots \right], \quad (3.5) $$

\(^6\)The $S^n$ Q-ball kink has an obvious embedding in the $SO(4)/SO(3)$ SSSG theory for which $H = SO(2)$ is abelian. In Appendix B we show that this yields the complex sine-Gordon theory for which the kink becomes a conventional $Q$-ball [39]. The Bohr-Sommerfeld rule applied to the complex sine-Gordon theory dyon then gives rise to the quantization that follows in (3.2) [40].
where
\[ Q_i(X) = \int dx \dot{\phi} \delta_i \phi \]  
(3.6)
is the charge of the soliton under the symmetry variation \( \delta X^i \) and \( g_{ij}(X) \) is a metric on \( \mathfrak{M} \) given by the inner-product of the zero modes,
\[ g_{ij}(X) = \int dx \delta_i \phi \delta_j \phi . \]  
(3.7)

In many situations the soliton is a static solution and carries no charge. In this case the term linear in \( \dot{X}^i \) is absent and the effective theory is a quantum mechanical sigma model on the moduli space. To be concrete, and to bring the discussion as close as possible to the present setting, let us suppose that \( \mathfrak{M} = S^n \) with a natural action of \( SO(n+1) \) corresponding to some global symmetry of the parent theory.\(^7\) The Euler-Lagrange equations that follow from the quantum mechanical sigma model
\[ S_{\text{eff}}[X^i] = \int dt \frac{1}{2} g_{ij}(X) \dot{X}^i \dot{X}^j \]  
(3.8)
are simply the geodesic equations for the Riemannian manifold \( (\mathfrak{M}, g_{ij}) \). For the \( S^n \) example, the solutions are motions around great circles which carry arbitrary angular momentum, and the motion gives the classical solution with \( SO(n+1) \) charge, in other words the excitations are dyonic. This system can easily be quantized: the quantum Hamiltonian is the Laplacian on \( S^n \) and the states are spherical harmonics. This approach is only valid when the correction to the mass is large compared with one-loop quantum corrections but small with respect to the mass of the soliton. This latter requirement is needed in order that the back reaction of the motion on the soliton is small.

In principle, however, we can include all the effects of the back reaction of the internal motion at the classical level by finding more general dyonic generalizations of the original soliton in the parent theory. In the present context it is integrability that allows us to write down the exact dyonic solutions. The dyonic solutions will have a continuous parameter \( \ell \) which is the magnitude of the angular momentum of the motion and also other parameters that determine the axis of the rotation, or “polarization”, that is 2 orthonormal vectors \( \Omega_i \). In other words, \( \{ \Omega_i \} \) determine the orientation of a plane and therefore the polarization degree-of-freedom takes values in the real Grassmannian
\[ \mathfrak{M} = \frac{SO(n+1)}{SO(2) \times SO(n-1)} . \]  
(3.9)

\(^7\)Following the analogy, in the present setting, \( n = 3 \) and \( S^3 \) is the subspace of \( S^5 \) perpendicular to the plane picked out by the vacuum solution.
One can also think of this moduli space as a (co-)adjoint orbit of the symmetry group \(SO(n + 1)\). In fact we can imagine generating the dyon solution from the soliton by performing a time-dependent symmetry transformation, schematically \(\phi \to U(t)\phi\) with \(U(t) \in SO(n + 1)\), and then computing the back-reaction to the motion exactly. The mass of the dyon will be a function of \(\ell\) and the \(SO(n + 1)\) charge will be of the form

\[
Q = \frac{\ell}{2} h_\Omega, \quad \Omega = \frac{1}{\sqrt{2}}(\Omega_1 + i\Omega_2)
\]  

(3.10)

where \(h_\Omega\) is defined as in (2.11).

The effective description of the dyon solution then takes the form (3.5) but, now, the term linear in \(\dot{X}^i\) is non-vanishing and becomes the dominant term in the semi-classical expansion. We can write the effective description in terms of a time-dependent symmetry transformation of the static solution \(U(t)\), in the form \([29]\)

\[
S_{\text{eff}}[U] = \int dt \text{Tr} \left( U^{-1} \frac{dU}{dt} Q \right).
\]  

(3.11)

Below we shall show how to quantize this system. However, it is clear that the equations-of-motion require \(U(t)\) to be a constant, and consequently, on shell, the polarization \(\Omega\) is fixed. This is why the quantized dyon does not carry more than one charge and also the collective coordinate dynamics does not contribute to the mass of the dyon since the Hamiltonian vanishes. In addition, as we show later, the angular momentum must be quantized precisely as \(\ell \equiv N = 1, 2, \ldots\). It turns out that this quantization rule is identical to the Bohr-Sommerfeld quantization of the dyon; however, the bonus of this method is that we can compute the multiplet structure of the levels. We shall find that the states of a given \(N\) transform in the rank-\(N\) symmetric representation of \(SO(n + 1)\). The mass of the dyon is then just the classical mass but with the quantized values of \(\ell\) inserted.

The semi-classical quantization of the dyonic giant magnon and Q-ball kink fits exactly into the story above apart from the fact that in the case of the SSSG theory there is no original uncharged soliton solution to start with. The parameter \(q\) determines the charge of the soliton as in (3.10). For the Q-ball kink, it plays the rôle of \(\ell\) as in (3.12) below. Then, as \(q \to 0\), the mass of the kink goes to 0 as \(\ell \to 0\) and so solitons with small charge are not bona-fide semi-classical objects; rather they are actually the perturbative excitations of the theory \([29]\). For the dyonic giant magnon the situation is more complicated due to the fact that the system has no

\[^8\text{There is a slight subtlety here in that the moduli space of the dyon }\mathcal{M}\text{ is not exactly the moduli space of the static solution }\mathcal{M}\text{ because for the time-dependent solutions translations in }t\text{ act on }\mathcal{M},\text{ and }\mathcal{M}\text{ is the quotient of this action.}\]
relativistic invariance. In this case, as $\ell$ goes to zero, with $\ell$ as in (3.19) below, the dyonic magnon becomes an ordinary giant magnon which is a semi-classical object when $\sin^2 p$ is of order 1 (in (2.24), $Q$ is small but $\Delta - J$ is large), but becomes a perturbative excitation as $p \to 0$ (both $Q$ and $\Delta - J$ are small). In both situations, however, the direct quantization of the dyonic solution as described above is valid for large enough $\ell$.

The claim is that when we take the dyon solution and transform it with a time-dependent $SO(4)$ transformation, substitute it into the action and perform the spatial integral we obtain an effective action of the form (3.11). For the Q-ball kinks of the SSSG theory this was shown in [29] with the result

$$Q\text{-Ball Kink: } \ell(q) = \frac{2kq}{\pi}.$$  

(3.12)

Here, $k^{-1}$ plays the rôle of the coupling. Now we show that we get a similar action for the dyonic giant magnon. According to (1.25), in the $A_\mu = 0$ on-shell gauge we have $B = 0$, $B + = \gamma^{-1} \partial_+ \gamma$, and we take

$$f \longrightarrow U(t) f U(t)^{-1} , \quad U(t) \in SO(4).$$  

(3.13)

So for

$$J_+ = f^{-1} \partial_+ f - B_+ = f^{-1} \partial_+ f - \gamma^{-1} \partial_+ \gamma ,$$  

(3.14)

and given that $\gamma \rightarrow U(t) \gamma U(t)^{-1}$ also, we obtain

$$J_+ \longrightarrow U \left( J_+ + f^{-1} [U^{-1} \dot{U}, f] - \gamma^{-1} [U^{-1} \dot{U}, \gamma] \right) U^{-1} ,$$

$$J_- \longrightarrow U \left( J_- + f^{-1} [U^{-1} \dot{U}, f] \right) U^{-1} .$$  

(3.15)

Then, to leading order in the semi-classical approximation, we can work to linear order in $\dot{U}$,

$$\delta S = -\frac{\sqrt{\lambda}}{4\pi} \int d^2 x \, \text{Tr} \left( \delta J_+ J_- + J_+ \delta J_- \right)$$

$$= -\frac{\sqrt{\lambda}}{4\pi} \int d^2 x \, \text{Tr} \left[ (f^{-1} U^{-1} \dot{U} f - \gamma^{-1} U^{-1} \dot{U} \gamma) J_- \right.$$  

$$+ (f^{-1} U^{-1} \dot{U} f - U^{-1} \dot{U}) J_+ \left. \right]$$

$$= -\frac{\sqrt{\lambda}}{4\pi} \int_{-\infty}^{\infty} dt \, \text{Tr} \left( U^{-1} \dot{U} \Delta Q_L \right)$$

(3.16)

where, using the Virasoro constraints (1.18) and $f J_\mu f^{-1} = D_\mu f f^{-1}$, we have identified

$$\int_{-\infty}^{\infty} dx \left( D_0 f f^{-1} - D_0 f_0 f_0^{-1} \right) = \Delta Q_L .$$  

(3.17)
Therefore, just like the SSSG case, we have an effective quantum mechanical action

\[
S_{\text{eff}}[U] = \frac{\ell(q)}{2} \int_{-\infty}^{\infty} dt \text{Tr} \left( U^{-1} \frac{dU}{dt} \hbar \Omega \right).
\]  

(3.18)

where, using (2.25),

\[
\text{Dyonic Giant Magnon: } \ell(q) = \frac{\sqrt{\lambda}}{\pi} \cot q.
\]

(3.19)

We now proceed to a quantization of an action of the form (3.11). Before proceeding in earnest, it is worthwhile making some comments about such theories. Unlike the soliton effective theory (3.3), the action in (3.11) does not involve metric data of the moduli space \( \mathcal{M} \). In fact it lies in the class of “topological” or Chern-Simons quantum mechanics defined and investigated in [42–44]. Such a system is defined by a manifold \( \mathcal{M} \) with a symplectic 2-form \( F \) which can be written locally as \( F = dA \). The quantum mechanical system has the form

\[
S = \frac{\ell}{2} \int f^* A,
\]

(3.20)

where \( f^* A \) is the pull-back of \( A \) to a one cycle (the world-line in our case). The normalization of \( F \) is determined by \( \int_{\mathcal{M}} F \wedge \cdots \wedge F = 4\pi \) and \( \ell \) is a coupling constant. For the SSSG theories all the spaces \( \mathcal{M} \) are actually homogeneous Kähler manifolds, in which case the symplectic form can be taken to be the Kähler form and the action can be written in terms of the Kähler potential \( K \),

\[
S = \frac{\ell}{2} \int dt \left( -i \dot{z}^i \frac{\partial K}{\partial \bar{z}^i} + \text{c.c.} \right).
\]

(3.21)

where \((z^i, \bar{z}^i)\) are a set of complex coordinates for \( \mathcal{M} \). A rather beautiful way to quantize the theory is to use “analytic quantization” as described in [44]. Wavefunctions are sections of holomorphic line bundles over \( \mathcal{M} \) with curvature \( \ell F/(4\pi) \) which must be integral for consistency. Given the normalization of \( F \) this requires that \( \ell \) is quantized in integer units. Below we shall explain how to quantize the particular example (2.13), or the more general (3.9), which are homogeneous Kähler manifolds, in a more pedestrian way.

First of all, we can think of the time-dependence via the vector \( \Omega \), by identifying \( \Omega(t) = U(t)\Omega_0 \), where \( \Omega_0 \) is some fixed reference vector. In this case, the effective action takes the form

\[
S_{\text{eff}} = -\frac{i\ell}{2} \int dt \left( \Omega^* \cdot \frac{d\Omega}{dt} - \Omega \cdot \frac{d\Omega^*}{dt} \right) = -i\ell \int dt \Omega^* \cdot \frac{d\Omega}{dt}
\]

(3.22)
and implicitly we have the constraints $\Omega^* \cdot \Omega = 1$ and $\Omega \cdot \Omega = 0$ as well as the identification $\Omega \sim e^{i\alpha} \Omega$. It is useful to relax the constraints and enlarge the phase space to $\mathbb{C}^4$ since then the Poisson brackets are trivial:

$$\{\Omega_i, \Omega^*_j\} = \frac{i}{\ell} \delta_{ij}. \tag{3.23}$$

The way to reduce the larger phase space proceeds via a Kähler quotient. This starts by noticing that the $U(1)$ symmetry $\Omega \rightarrow e^{i\alpha} \Omega$ is a Hamiltonian symmetry generated by $\Phi = \Omega^* \cdot \Omega$. The physical phase space corresponds to restricting $\mathbb{C}^4$ to the level set

$$\Phi = \Omega^* \cdot \Omega = 1 \tag{3.24}$$

and performing a quotient by the $U(1)$ symmetry, as well as imposing the constraint $\Omega \cdot \Omega = 0$.

In the quantum theory, we can replace the Poisson brackets by commutators involving the operators $\hat{\Omega}_i$ and $\hat{\Omega}^\dagger_i$:

$$[\hat{\Omega}_i, \hat{\Omega}^\dagger_j] = \frac{1}{\ell} \delta_{ij}, \tag{3.25}$$

and build a Hilbert space by treating the former as annihilation operators and the latter as creation operators. The generator of the Hamiltonian symmetry

$$\hat{\Phi} = \hat{\Omega}^\dagger \cdot \hat{\Omega} = \hat{N} / \ell \tag{3.26}$$

is proportional to the number operator $\hat{N}$ and the constraint $\hat{\Phi} = 1$, along with the quantization of the occupation number, implies the quantization of $\ell$:

$$\ell = N = 1, 2, \ldots \tag{3.27}$$

The Hilbert space is spanned by the states$^9$

$$\hat{\Omega}^\dagger_{i_1} \hat{\Omega}^\dagger_{i_2} \cdots \hat{\Omega}^\dagger_{i_N} |0\rangle, \tag{3.28}$$

However, there is the additional constraint $\Omega \cdot \Omega = 0$ to impose. Since this is holomorphic it can be implemented directly at the level of the Fock space by removing by hand states which are of the form $\sum_{i} \cdots \hat{\Omega}^\dagger_i \cdots \hat{\Omega}^\dagger_i \cdots |0\rangle$. One recognizes this as the process of “removing traces” that is well-known in the Young Tableaux approach to the orthogonal groups. The remaining states form a representation space for the rank-$N$ symmetric representations of $SO(4)$.

$^9$Notice that the quotient by $U(1)$ is trivial at the level of the Hilbert space.
The construction we have presented has an interesting interpretation as “fuzzy geometry” [45]. This follows from the fact that in the quantum theory the coordinates of \( \mathfrak{g} \) do not commute as in (3.23). However, as \( N \) increases the non-commutativity gets less marked and the fuzzy geometry becomes a closer approximation of the classical geometry in the limit \( N \to \infty \), which clearly requires \( k \to \infty \), the semi-classical limit.

One can see now that the quantization of \( q \) in both cases is equivalent to the Bohr-Sommerfeld rule in (3.1) and (3.2). In both cases, the states come in the \( N \)-rank symmetric representations of \( SO(4) \), but the giant magnon tower is unbounded whereas the Q-ball kink tower is bounded to have height \( k \). In addition, for the giant magnons, the quantization of \( N \) is the expected quantization of the \( R \) charge [4]. Correspondingly, as a result of the quantization of \( q \), the continuous spectrum of classical Q-ball kinks becomes discrete,

\[
M = \frac{4km}{\pi} \sin \left( \frac{\pi N}{2k} \right), \quad N = 1, 2, \ldots, k.
\]  

(3.29)

Strictly speaking the semi-classical analysis only applies when \( N \) is of order \( k \) and \( \sqrt{\lambda} \) for the two cases, respectively. However, the results appear to apply also for small \( N \). For the SSSG theory, the exact S-matrix constructed for the case \( F/G = \mathbb{C}P^n \) in [46] suggests that in the full quantum theory there is simply a finite renormalization of \( k \), which is a well-known feature of the WZW theory. The states at the bottom of the tower \( N = 1 \), which transform in the vector representation of \( SO(4) \), correspond to the perturbative excitations of the SSSG Lagrangian [29]. In particular, the gapless excitations in the classical theory get a mass gap at the quantum level.
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Appendix A: A Tale of Two Dressings

In this appendix, we relate the sigma model dressing formalism, as described in [38], with the SSSG dressing formalism described in detail in [29] and summarized in Section 2. Quantities in the sigma model dressing formalism, if denoted with the same letter as in the SSSG formalism, will be highlighted with a tilde.

In the sigma model formalism in terms of the gauge invariant field \( F = \theta f \theta f^{-1} \), the central quantity is \( \Psi(\lambda) \), which is the solution of the linear system

\[
\left[ \partial_\pm - \frac{\partial_\pm F F^{-1}}{1 \pm \lambda} \right] \Psi(\lambda) = 0 ,
\]

(A.1)

(the spectral parameter \( \lambda \) here is not to be confused with the ’t Hooft coupling). The dressing method starts with

\[
\Psi(\lambda) = \tilde{\chi}(\lambda) \Psi_0(\lambda) ,
\]

(A.2)

where

\[
\Psi_0(\lambda) = \exp \left[ \frac{2x^+}{1 + \lambda} \Lambda + \frac{2x^-}{1 - \lambda} \Lambda^* \right]
\]

(A.3)

is the “vacuum” solution. Then, the dressing transformation takes the form

\[
\tilde{\chi}(\lambda) = 1 + \frac{\tilde{F}_i \tilde{\Gamma}_{ij}^{-1} \tilde{F}_j^\dagger}{\lambda_i - \lambda_j} .
\]

(A.4)

Here, \( \tilde{F}_i \) are complex 6-vectors given by

\[
\tilde{F}_i = \Psi_0(\lambda_i^*) \varpi_i ,
\]

(A.5)

where the \( \varpi_i \) are the same constant vector as in the SSSG formalism (2.3),

\[
\tilde{\Gamma}_{ij} = \frac{\tilde{F}_i^\dagger \cdot \tilde{F}_j}{\lambda_i - \lambda_j} ,
\]

(A.6)

and the poles are related to those in (2.7) by means of (A.11).

The gauge invariant field is given by

\[
\mathcal{F} = \Psi(0) ,
\]

(A.7)

\[\text{In order to compare with that reference one must re-scale } \Lambda \rightarrow 2\Lambda.\]
and the SSSG field $\gamma$ is given in the two formalisms by [38]

$$\gamma = \chi(0)^{-1} = F_0^{-1/2} \bar{\chi}^{-1}(1) \bar{\chi}(-1) F_0^{1/2}, \quad (A.8)$$

where $F_0 = \Psi_0(0)$ is the vacuum solution. One finds that the two formalisms are simply related via

$$\Upsilon_0(z) = F_0^{-1/2} \Psi_0(\lambda), \quad (A.9)$$

which requires

$$z = \frac{1 - \lambda}{1 + \lambda}. \quad (A.10)$$

This means that

$$F_i = F_0^{-1/2} \tilde{F}_i, \quad \xi_i = \frac{1 - \lambda_i}{1 + \lambda_i}. \quad (A.11)$$

Furthermore, one can show that

$$-\frac{1}{\xi_j} \Gamma^{-1}_{ij} = \frac{2}{(1 - \lambda_j)(1 + \lambda^*_i)} \tilde{\Gamma}^{-1}_{ij}, \quad (A.12)$$

from which it follows

$$\gamma^{-1} = \chi(0) = 1 - \frac{F_i \Gamma^{-1}_{ij} F_j^\dagger}{\xi_j} = F_0^{-1/2} \left( 1 + \frac{2 \tilde{F}_i \tilde{\Gamma}^{-1}_{ij} \tilde{F}_j^\dagger}{(1 - \lambda_j)(1 + \lambda^*_i)} \right) F_0^{1/2}$$

$$= F_0^{-1/2} \bar{\chi}^{-1}(-1) \bar{\chi}(1) F_0^{1/2}, \quad (A.13)$$

which reproduces (A.8).

The current associated to the left action $f \to U f$, with $U \in H$, is $D_\mu f f^{-1}$. Using the equations of motion of $B_\mu$, one can easily show that

$$D_\mu f f^{-1} = \frac{1}{2} \theta \partial_\mu F F^{-1} \theta \quad (A.14)$$

Moreover, in [38] it was shown that

$$\int_{-\infty}^{\infty} dx \left( \partial_0 F F^{-1} - \partial_0 F_0 F_0^{-1} \right) = \tilde{F}_i \tilde{\Gamma}^{-1}_{ij} \tilde{F}_j^\dagger \bigg|_{x=\infty} - \tilde{F}_i \tilde{\Gamma}^{-1}_{ij} \tilde{F}_j^\dagger \bigg|_{x=-\infty} \quad (A.15)$$

and from this one finds [8]

$$\Delta Q_L = -\frac{i}{2} \left( \lambda - \lambda^{-1} - \lambda^* + \lambda^{*-1} \right) m^{-1} \Lambda + \frac{i}{2} \left( \lambda + \lambda^{-1} - \lambda^* - \lambda^{*-1} \right) h \Omega, \quad (A.16)$$

where $\lambda = (1 - \xi)/(1 + \xi) = re^{ip/2}$. 


Appendix B: $S^n$ Kinks as Complex Sine-Gordon Q-balls

The $F/G = S^n$ Q-ball kinks have an obvious embedding in $SO(4)/SO(3)$. This yields the complex sine-Gordon theory where the kinks become conventional Q-balls [39, 47]. In this appendix we shall write the SSSG action corresponding to a Q-ball kink in terms of the Lagrangian of the complex sine-Gordon theory

$$\mathcal{L}_{CSG}[\psi, \lambda] = \frac{\partial_\mu \psi \partial^\mu \psi^*}{1 - \psi \psi^*} - \lambda \psi \psi^*.$$

(B.1)

The resulting expression provides the identification of the Bohr-Sommerfeld quantization of kinks with the quantization of Q-balls in the complex sine-Gordon theory [40] that leads to (3.2). Remarkably, the result makes use of the boundary term (1.8) in a rather non-trivial way.

For $\gamma \in SO(3) \subset SO(4)$ and $A_\pm \in \mathfrak{so}(3)$, we will use the following parameterization of Euler-angle type:

$$\gamma = e^{(\alpha + \beta) r_1} e^{\theta r_3} e^{(\alpha - \beta) r_1}, \quad A_\pm = a_\pm r_1,$$

(B.2)

where

$$r_1 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 \end{pmatrix} = e_3 e_4^t - e_4 e_3^t, \quad r_3 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix} e_2 e_3^t - e_3 e_2^t,$$

(B.3)

and $e_a$ denotes the $n + 1$ column vector with components $(e_a)_i = \delta_{i,a}$. Then, a particular embedding of the $SO(4)/SO(3)$ Q-ball kink into $S^n = SO(n+1)/SO(n)$ is specified by the polarization vector $\Omega = \frac{1}{\sqrt{2}} (\Omega_1 + i \Omega_2)$ by means of

$$r_1 \rightarrow \Omega_1 \Omega_2^t - \Omega_2 \Omega_1^t = h_\Omega, \quad r_3 \rightarrow e_2 \Omega_1^t - \Omega_1 e_2^t.$$

(B.4)

For $SO(4)/SO(3)$, the SSSG action (1.4) is invariant under abelian $H = SO(2)$ vector gauge transformations, which correspond to

$$\beta \rightarrow \beta + \rho, \quad a_\pm \rightarrow a_\pm - \partial_\pm \rho,$$

(B.5)

while $\theta$ and $\alpha$ remain invariant. These transformations also leave invariant the combinations of fields

$$b_\pm = a_\pm + \partial_\pm \beta.$$

(B.6)
Then,
\[
S_{gWZW} = \frac{k}{4\pi} \int d^2x \left[ 2 \partial_+ \theta \partial_\theta + 8 \cos^2(\theta/2) \left( \partial_+ \alpha \partial_- \alpha + b_+ \partial_- \alpha - b_- \partial_+ \alpha \right) + 8 \sin^2(\theta/2) b_+ b_- + 8 \cos^2(\theta/2) \left( \partial_+ \alpha \partial_- \beta - \partial_- \beta \partial_+ \alpha \right) \right] + \frac{k}{\pi} \int d^3x \epsilon^{abc} \partial_a \left[ \cos^2(\theta/2) \partial_b \alpha \partial_c \beta \right].
\]
(B.7)

The last contribution corresponds to the WZ term, whose form has to be determined by the condition of gauge invariance. In this case, it can be partially fixed by removing all the terms that depend explicitly on \( \beta \). The result is
\[
S_{gWZW} = \frac{k}{4\pi} \int d^2x \left[ 2 \partial_+ \theta \partial_\theta + 8 \cot^2(\theta/2) \partial_+ \alpha \partial_- \alpha \right.
\]
\[
+ 8 \sin^2(\theta/2) \left( b_+ - \cot^2(\theta/2) \partial_+ \alpha \right) \left( b_- + \cot^2(\theta/2) \partial_- \alpha \right) + \epsilon^{\mu\nu} \partial_\mu F_\nu],
\]
(B.8)

where \( F_\mu \) parameterizes the remaining ambiguities coming from the WZ term.

If we ignore the boundary term (1.8), we can take \( F_\mu = 0 \). Then, using the equations of motion of \( a_\pm \),
\[
b_\pm = \pm \cot^2(\theta/2) \partial_\pm \alpha,
\]
(B.9)
the SSSG action becomes
\[
S_{gWZW}[\gamma, A_\mu] = - \frac{k}{2\pi} \int d^2x \operatorname{Tr} (\Lambda^{-1} \Lambda - \Lambda^2)
\]
\[
= \frac{k}{2\pi} \int d^2x \left( L_{CSG} [\cos(\theta/2) e^{i\alpha}, -4m^2] - 4m^2 \right),
\]
(B.10)

which involves the complex sine-Gordon Lagrangian with negative mass term. This Lagrangian has a \( U(1) \) degenerate set of vacua with \( |\psi| = 1 \). At rest, its soliton solutions are time independent (non-dyonic) kinks that interpolate between two different vacua [48,49] (see also [39]). In addition, notice that this Lagrangian does not have a good expansion in terms of fields around their vacuum values due to the \( \cot^2 \theta \) term in (B.8), or \( (1 - |\psi|^2)^{-1} \) in (B.11).

However, the full SSSG action does include the boundary term (1.8). Then, the condition of gauge invariance fixes\(^{11}\)
\[
F_\mu = - \operatorname{Tr} (r_1 \phi) \partial_\mu \beta,
\]
(B.12)
\(^{11}\)Notice that \( \operatorname{Tr}(r_1 \phi) \) is gauge invariant. Moreover, using the Baker-Campbell-Hausdorff formula,\(^{11}\)
\[
\operatorname{Tr}(r_1 \phi) = -4\alpha + \frac{1}{3} \alpha \theta^2 + \cdots,
\]
(B.11)

and all the terms in the ellipsis are proportional to \( \theta^2 \).
and the true SSSG action (1.4) reads
\[ S = \frac{k}{4\pi} \int d^2x \left[ 2\partial_+ \theta \partial_- \theta + 8 \cot^2(\theta/2) \partial_+ \alpha \partial_- \alpha - 8m^2 \sin^2(\theta/2) \\
+ 8 \sin^2(\theta/2) \left( b_+ - \cot^2(\theta/2) \partial_- \alpha \right) \left( b_- + \cot^2(\theta/2) \partial_+ \alpha \right) - \epsilon^{\mu\nu} \partial_\mu \left( b_\nu \text{Tr}(r_1 \phi) \right) \right]. \]
(B.13)

Now, we can use the equations of motion of \( a_\pm \) and \( \alpha \),
\[ b_\pm = \pm \cot^2(\theta/2) \partial_\pm \alpha, \quad \partial_+ b_- - \partial_- b_+ = 0, \]
(B.14)
to write \( b_\pm \) in terms of a new field \( \varphi \) as follows
\[ b_\pm = \pm \cot^2(\theta/2) \partial_\pm \alpha = \partial_\pm \varphi. \]
(B.15)

This provides an explicit relation between the SSSG action for the \( S^n \) kink Q-ball and the complex sine-Gordon Lagrangian (B.1) with positive mass term
\[ S = \frac{k}{2\pi} \int d^2x \left( L_{CSG} \left[ \sin(\theta/2)e^{i\varphi}, +4m^2 \right] - \frac{1}{2} \epsilon^{\mu\nu} \partial_\mu \left[ (\text{Tr}(r_1 \phi) + 4\alpha) \partial_\nu \varphi \right] \right). \]
(B.16)

This Lagrangian has a non-degenerate vacuum at \(|\psi| = 0\), and its soliton solutions are Q-balls that carry \( U(1) \) Noether charge [50] (see also [39]). For these solutions at rest, \( \varphi \) only depends on \( t \) and \( \text{Tr}(r_1 \phi) + 4\alpha \) vanishes at \( x = \pm \infty \). Therefore, the last term in (B.16) vanishes and the SSSG action for a kink in \( S^n \) is equal to the action of a complex sine-Gordon Q-ball, which is the result used in Section 3 to quantize the \( S^n \) SSSG kinks by means of the Bohr-Sommerfeld rule, eq. (3.2).

Finally, we can use the particular example of the \( SO(4)/SO(3) \) SSSG theory to illustrate the need to supplement the SSSG action with the boundary term (1.8). Consider the action (B.13) for \( \gamma \in H = SO(2) \), which corresponds to \( \theta = 0 \), and leave the normalization of the boundary term free.\(^{12}\) Then, using (B.7) and (B.11),
\[ S_{\text{WZW}} + NS_{\text{bt}} = \frac{2k}{\pi} \int d^2x \left[ \partial_+ \alpha \partial_- \alpha + a_+ \partial_- \alpha - a_- \partial_+ \alpha \\
+ N \left( \partial_+ (a_- \alpha) - \partial_- (a_+ \alpha) \right) \right] - \frac{k}{\pi} \int d^3x \epsilon^{abc} \partial_a \left[ b_\alpha \partial_\beta \varphi \right], \]
(B.17)
which shows that the naive WZ term vanishes. Then, the choice \( N = 1 \) is singled out as the only one that ensures gauge invariance:
\[ S_{\text{WZW}} + S_{\text{bt}} = \frac{2k}{\pi} \int d^2x \left[ \partial_+ \alpha \partial_- \alpha + (\partial_+ a_- - \partial_- a_+) \alpha \right]. \]
(B.18)

\(^{12}\) Notice that \( \beta \) is not a good coordinate around \( \theta = 0 \), in the same way that the polar angle is not a good coordinate around \( r = 0 \).
References

[1] N. Beisert et al., arXiv:1012.3982 [hep-th].

[2] D. M. Hofman and J. M. Maldacena, J. Phys. A 39 (2006) 13095
[arXiv:hep-th/0604135].

[3] N. Dorey, J. Phys. A 39, 13119 (2006) [arXiv:hep-th/0604175];

[4] H. Y. Chen, N. Dorey and K. Okamura, JHEP 0609, 024 (2006)
[arXiv:hep-th/0605155].

[5] D. Gaiotto, S. Giombi and X. Yin, JHEP 0904 (2009) 066 [arXiv:0806.4589 [hep-th]].

[6] G. Grignani, T. Harmark and M. Orselli, Nucl. Phys. B 810 (2009) 115
[arXiv:0806.4959 [hep-th]].

[7] M. C. Abbott, I. Aniceto, O. Ohlsson Sax, Phys. Rev. D80 (2009) 026005.
[arXiv:0903.3365 [hep-th]].

[8] T. J. Hollowood and J. L. Miramontes, JHEP 0908 (2009) 109 [arXiv:0905.2534
[hep-th]].

[9] M. Staudacher, JHEP 0505 (2005) 054 [arXiv:hep-th/0412188].

[10] N. Beisert, Adv. Theor. Math. Phys. 12 (2008) 945 [arXiv:hep-th/0511082];

[11] N. Beisert, J. Stat. Mech. 0701 (2007) P017 [arXiv:nlin/0610017].

[12] G. Arutyunov, S. Frolov and M. Zamaklar, JHEP 0704 (2007) 002
[arXiv:hep-th/0612229].

[13] C. Ahn and R. I. Nepomechie, JHEP 0809 (2008) 010 [arXiv:0807.1924 [hep-th]].

[14] A. A. Tseytlin, arXiv:hep-th/0311139.

[15] A. Mikhailov, J. Geom. Phys. 56 (2006) 2429 [arXiv:hep-th/0504035].

[16] A. Mikhailov, J. Geom. Phys. 61 (2011) 85 [arXiv:hep-th/0511069].

[17] K. Pohlmeyer, Commun. Math. Phys. 46 (1976) 207.

[18] I. Bakas, Q.-H. Park, H. -J. Shin, Phys. Lett. B372 (1996) 45-52. [hep-th/9512030].

[19] J. L. Miramontes, JHEP 0810 (2008) 087 [arXiv:0808.3365 [hep-th]].

[20] A. Mikhailov, arXiv:hep-th/0609108.

[21] M. Grigoriev and A. A. Tseytlin, Nucl. Phys. B 800 (2008) 450 [arXiv:0711.0155
[hep-th]].
[22] A. Mikhailov and S. Schafer-Nameki, JHEP 0805 (2008) 075 [arXiv:0711.0195 [hep-th]].

[23] M. Grigoriev and A. A. Tseytlin, Int. J. Mod. Phys. A 23 (2008) 2107 [arXiv:0806.2623 [hep-th]].

[24] R. Roiban and A. A. Tseytlin, JHEP 0904 (2009) 078 [arXiv:0902.2489 [hep-th]].

[25] B. Hoare, Y. Iwashita and A. A. Tseytlin, J. Phys. A 42 (2009) 375204 [arXiv:0906.3800 [hep-th]].

[26] B. Hoare and A. A. Tseytlin, JHEP 1002 (2010) 094 [arXiv:0912.2958 [hep-th]].

[27] Y. Iwashita, J. Phys. A 43 (2010) 345403 [arXiv:1005.4386 [hep-th]].

[28] B. Hoare, A. A. Tseytlin, JHEP 1011 (2010) 111 [arXiv:1008.4914 [hep-th]].

[29] T. J. Hollowood and J. L. Miramontes, arXiv:1012.0716 [hep-th].

[30] D. M. Schmidt, JHEP 1103 (2011) 021 [arXiv:1012.4713 [hep-th]].

[31] T. J. Hollowood, J. L. Miramontes, [arXiv:1104.2429 [hep-th]].

[32] I. Bakas, Int. J. Mod. Phys. A9 (1994) 3443-3472. [hep-th/9310122].

[33] O. A. Castro Alvaredo and J. L. Miramontes, Nucl. Phys. B 581, 643 (2000) [arXiv:hep-th/0002219].

[34] A. M. Safian, S. R. Coleman, M. Axenides, Nucl. Phys. B297 (1988) 498.

[35] B. Julia and S. Silva, Class. Quant. Grav. 15 (1998) 2173 [arXiv:gr-qc/9804029].

[36] S. Silva, Nucl. Phys. B 558, 391 (1999) [arXiv:hep-th/9809109].

[37] B. Julia and S. Silva, Class. Quant. Grav. 17 (2000) 4733 [arXiv:gr-qc/0005127].

[38] T. J. Hollowood and J. L. Miramontes, JHEP 0904 (2009) 060 [arXiv:0902.2405 [hep-th]].

[39] J. L. Miramontes, Nucl. Phys. B 702 (2004) 419 [arXiv:hep-th/0408119].

[40] N. Dorey and T. J. Hollowood, Nucl. Phys. B 440 (1995) 215 [arXiv:hep-th/9410140].

[41] N. S. Manton, Phys. Lett. B 110 (1982) 54.

[42] G. V. Dunne, R. Jackiw and C. A. Trugenberger, Phys. Rev. D 41, 661 (1990).

[43] P. S. Howe and P. K. Townsend, Class. Quant. Grav. 7, 1655 (1990).

[44] E. Ivanov, L. Mezincescu and P. K. Townsend, arXiv:hep-th/0311159.

[45] A. P. Balachandran, S. Kurkuoglu and S. Vaidya, arXiv:hep-th/0511114.
[46] T. J. Hollowood and J. L. Miramontes, JHEP 1010 (2010) 012 [arXiv:1006.3667 [hep-th]].

[47] P. Bowcock, D. Foster, P. Sutcliffe, J. Phys. A A42 (2009) 085403. [arXiv:0809.3895 [hep-th]].

[48] F. Lund, T. Regge, Phys. Rev. D14 (1976) 1524.

[49] F. Lund, Phys. Rev. Lett. 38 (1977) 1175.

[50] B. S. Getmanov, Pisma Zh. Eksp. Teor. Fiz. 25 (1977) 132-136.