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Abstract

Inferring parameter distributions of complex industrial systems from noisy time series data requires methods to deal with the uncertainty of the underlying data and the used simulation model. Bayesian inference is well suited for these uncertain inverse problems. Standard methods used to identify uncertain parameters are Markov Chain Monte Carlo (MCMC) methods with explicit evaluation of a likelihood function. However, if the likelihood is very complex, such that its evaluation is computationally expensive, or even unknown in its explicit form, Approximate Bayesian Computation (ABC) methods provide a promising alternative. In this work both methods are first applied to artificially generated data and second on a real world problem, by using data of an electric motor test bench. We show that both methods are able to infer the distribution of varying parameters with a Bayesian hierarchical approach. But the proposed ABC method is computationally much more efficient in order to achieve results with similar accuracy. We suggest to use summary statistics in order to reduce the dimension of the data which significantly increases the efficiency of the algorithm. Further the simulation model is replaced by a Polynomial Chaos Expansion (PCE) surrogate to speed up model evaluations. We proof consistency for the proposed surrogate-based ABC method with summary statistics under mild conditions on the (approximated) forward model.
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1. Introduction

In design processes, computer simulations are often used to virtually build a first set of prototypes and to analyze their validity, efficiency or robustness. Typically mathematical models are used to describe complex processes in many applications, such as engineering, physical sciences, biology, finance and many others. Models however are only approximations of complex phenomena of the real world and thus, contain sources of uncertainty. This can be due to restrictive assumptions that have to be made, lack of knowledge, uncertain or even unknown parameter values or any kind of error arising from the use of numerical approximations or other simplifications. By quantifying these uncertainties, more refined predictions can be made and this is what Uncertainty Quantification (UQ) aims to achieve.

Measurement data can be used to improve the accuracy of the simulations by improving the knowledge of parameters in the mathematical models. This can be done by Bayesian inference which has its origin in the Bayes’ theorem. The idea of Bayesian inference is to improve knowledge of uncertain parameters by incorporating all available information, namely information about the measurement process and prior knowledge of the uncertain parameters. The solution of this probabilistic approach to inverse problems is the so called posterior distribution which describes the updated knowledge of the uncertain parameters, see e.g. [1, 2, 3].

Since the result of the Bayesian approach to inverse problems is a distribution rather than a single point estimate, one gains additional information about the uncertainty on the estimate in contrast to deterministic approaches. For complex models, the posterior distribution is usually not available in closed form solution and needs to be approximated. Markov Chain Monte Carlo (MCMC) methods which construct a Markov chain such that (under suitable conditions) its distribution converges to the posterior distribution, see e.g. [4, 3], are often used in practice to compute samples from the posterior distribution. Another alternative is to approximate the posterior distribution using the Approximate Bayesian Computation (ABC) method, which is of advantage whenever the likelihood function is not known in explicit form or if its evaluation is too computationally expensive. The likelihood is then approximated based on the comparison of model simulations with the measurements [5]. ABC methods have been extensively used in population genetics and became known by one of the first publications in 1997 by Tavaré et al. [6]. Besides the rejection algorithms, ABC methods have been further extended to "likelihood-free” MCMC by Marjoram et al. [7], sequential Monte Carlo by Sisson et al. [8], probabilistic approximate rejection ABC by Wilkinson [5] and Gibbs Sampling by Wilkinson et al. [9]. In ABC methods it is common practice to summarize the measurements by so-called summary statistics in order to improve the efficiency of such algorithms, see e.g. [10, 11]. However, the identification of proper summary statistics containing sufficient information for inference is a difficult task, see e.g. [12] and [13, 11, 14, 15]. For a comparative review of dimension reduction methods in ABC we refer to [16]. A detailed introduction to ABC can be found in the
A direct comparison between MCMC and ABC based on summary statistics is performed by Beaumont et al. in the context of population genetics.

In this work methods based on MCMC and ABC approaches are developed and applied to an electric motor in order to infer aleatoric parameters from noisy and varying measurement data. These aleatoric parameter fluctuations are, for instance, due to manufacturing deviations and tolerances of motor components. The variability and uncertainty of the aleatoric parameters is naturally modeled by random variables. With hierarchical modelling the unknown random variables are then approximated by a parametric probability distribution. Note that the deterministic setting is a special case of this probabilistic setting where the distributions collapse to a Dirac distribution. To validate and compare both methods they are first applied to artificially generated data and second to real world measurements from an electric motor test bench. Since the underlying forward model is computationally intense, we propose a surrogate-based sampling strategy. The forward model w.r.t. the uncertain parameters will be approximated by a polynomial chaos approach where the resulting high-dimensional integrals are approximated using sparse grids. Further, we introduce the Laplace approximation of the posterior distribution to efficiently construct proposals for MCMC.

We suggest a novel approach to infer unknown parameter distributions from noisy observations in complex systems. The parameters are estimated in a hierarchical Bayesian setting. In particular, we make the following main contributions:

- We show that ABC is stable w.r.t. approximations of the underlying forward model.
- We suggest a very general methodology which leads to an immense speed-up of ABC by a combination of polynomial chaos approximations of the forward problem, sparse grid techniques and the use of summary statistics. The proposed methodology is application-neutral and can be applied to a wide range of problem classes.
- We showcase the proposed methodology on an electric motor test case with artificial and real measurement data obtained from a test bench. The results of the surrogate-based ABC method are compared to an MCMC method using polynomial chaos approximations of the forward model and Laplace based preconditioners for the sampling. In particular, we demonstrate that the proposed surrogate-based ABC method leads to a performance comparable to MCMC in terms of accuracy while reducing the computational time. The speedup depends on the data size and increases with larger data.

This work is organized as follows: Section 2 introduces the electric motor model and data. Further the considered mathematical problem is described in general. Section 3 sets up the methodology and theoretical background needed
2. Application and problem description

The methods considered in this work are applied to a direct current (DC) electric motor test bench. In particular we use measurements of current and angular velocity to infer system parameter distributions. We describe the electric motor mathematically by a simplified and a more detailed model. The basic model consists of a system of linear ordinary differential equations (ODEs) which is introduced in Section 2.1. It is later used for synthetic data generation and detailed analysis of the considered methods. Section 2.2 extends on the test bench and the detailed model. Later on the real world data from the test bench is used to test the considered methods on robustness. Finally, Section 2.3 sets the mathematical description of the parameter distribution identification problem.

2.1. Basic electric motor model

An electric motor is a machine that converts electrical to mechanical energy and a DC motor runs on direct current instead of alternating current (AC). To construct a model describing a DC motor two equations are combined, one representing the electrical and one the mechanical side. The electrical part of a DC motor can be explained by the armature circuit. It is determined by an applied voltage $V$ that has to be compensated by a resistance $R$ ($V = IR$, where $I$ is the armature current\(^1\)), a coil ($V = I'L$, where $L$ is the armature circuit inductance) and the internal voltage generated by the motor ($E_a = c_m \omega$, where $c_m$ is a motor constant and $\omega$ the rotational speed)\(^1\). Combining all parts of the armature loop results in the following equation

$$V = RI(t) + LI'(t) + c_m \omega(t).$$

The mechanical part of the DC motor is determined by its torque $T_m$. The torque is compensated by inertia of the motor $J$ which arises only when rotational speed changes, by its friction $D$ which has a direct influence and by a (constant) motor load $T$. Altogether, it leads to the relationship

$$T_m = J\dot{\omega}(t) + D\omega(t) + T,$$

where $T_m$ can be expressed by $c_g I(t)$ with another motor constant $c_g$\(^1\). Combining Equation (1) and (2) the electric motor model is given by

$$\dot{I}(t) = \frac{1}{L} (-RI(t) - c_m\omega(t) + V),$$

$$\dot{\omega}(t) = \frac{1}{J} (c_g I(t) - D\omega(t) - T).$$

\(^1\)This relationship is called Ohm’s law and was proven in 1826 by Ohm\(^1\).
This linear ODE system with given constant coefficients can in principle be solved analytically. However, this is generally not the case for most problems. Hence, to be more general we use a numerical method to approximate the solution. In particular the ODE system is solved by an explicit Runge-Kutta Method of order 4 with $N_t = 601$ equidistant time steps in the time interval $[0,6]$. We refer to this numerical approximation as simulation model $\mathcal{M}$. An approximation for the current and rotational speed for a motor starting from rest, i.e. with initial conditions $I(0) = 0$, $\omega(0) = 0$, and with a fixed set of parameters ($R = 9$, $L = 0.11$, $c_m = 0.5$, $c_g = 3$, $D = 0.1$, $J = 0.1$ and $V = 12$, $T = 2.5$) is displayed in Figure 1.

![Figure 1: Numerical approximation of current $I$ and angular velocity $\omega$ of the basic electric motor model (4).](image)

2.2. Electric motor test bench and model

In this section we first describe the electric motor test bench and how measurements are obtained. Second we describe the simulation model approximating the test bench. Both steps are based on previous work by Glaser et.al. [21] and Glaser [22].

The test bench is based on a windshield wiper electric motor with an attached break to mimic mechanical loading. Figure 2 represents a schematic diagram [21]. The mounting 6 builds the base of the test bench. Starting from left to right a power supply 4 is needed to drive the engine. Then there is the electric drive 1 composed of the motor and a worm gear. Metal couplings 5 connect the shaft components and a torque sensor 2 is mounted on the motor shaft. Besides the torque sensor additional sensors are connected with the electric drive to measure thermal characteristics. Furthermore, measurements of rotational speed can be obtained. On the right side of the shaft there is an electromagnetic powder brake 3 that is needed for correctly dealing with a load by minimizing the back-drive ability. The brake opens the possibility to run the motor in different modes. Thereby, different measurements corresponding to the different operating modes of the test bench can be obtained to analyze motor characteristics.

Due to tolerances, material uncertainties and different suppliers, some components of electric motors have varying properties when coming from the production line. This yields varying characteristics of the motor. The uncertainty
in the model is parametrized by the uncertain voltage $V$ and load torque $T$. Both quantities are the main factors on current and speed and therefore allow to capture the dominant source of uncertainty in both quantities of interest. The special nature of the electric drive test bench is that some parameters can be varied on a single set-up in order to mimic some of those variations. This can be done in an automatic way and without replacing components of the test bench. In particular the test bench easily allows to vary the voltage $V$ and the load torque $T$. To mimic aleatoric parameters we define reference distributions $\pi(V)$ and $\pi(T)$, draw samples from those distributions and use them as input for the test bench. In reality the load might vary largely, e.g. for a windshield wiper due to effects of wind, rain, snow, ice and dirt. And the voltage might vary due to different batteries, the battery age and usage and due to the consumption of other devices. For safety reasons it is important that the electric motor works reliable in all scenarios.

For a given sample of $V$ and $T$ we start the test bench and record measurement signals of current and angular velocity with the frequency 10 kHz for 10 seconds. Figure 3 displays these signals. Now, based on the reference distributions $\pi(V)$ and $\pi(T)$ we draw 200 samples $(V_i, T_i), i = 1, \ldots, 200$ and sequentially run the test bench on each of these samples to obtain a set of 200 measurements. From this set we discard the first 100 measurements in order to account for a warm-up phase of the electric motor. The remaining 100 measurements are now within a similar temperature range. Then the test bench measurement recordings are preprocessed by aligning the starting point (discard the first few observations where nothing is happening), cut-off after
6 seconds, apply a smoothing filter to remove unwanted noise from test bench control devices (a second order Butterworth low pass filter [23, 24]) and sample down to 100 Hz. For details we refer to [22, Ch. 2] and [25, Ch. 2].

The resulting test bench measurement data set

\[ Y := \{ y^I_i, y^\omega_i, i = 1, \ldots, N \} \]  

contains \( N = 100 \) noisy measurement series of current \( I \) and rotational speed \( \omega \). For a fixed \( i \) the discrete observations \( y^I := [y^I(t_1), \ldots, y^I(t_{N_i})] \in \mathbb{R}^{N_i} \) and \( y^\omega := [y^\omega(t_1), \ldots, y^\omega(t_{N_i})] \in \mathbb{R}^{N_i} \) are each of size \( N_i = 601 \) in the time interval \([0, 6]\) seconds with equidistant time points \((t_1, \ldots, t_{N_i}) \in [0, 6]\). Overall, \( Y \) contains \( 2 \times N \times N_i \) data points. Later, in Section 4 an overview of \( Y \) is given in Figure 14.

To make things clear: In reality the distributions \( \pi(V) \) and \( \pi(T) \) might not be known. Also we might be interested in other distributions of the electric motor parameters. However, this test bench allows to test inference methods on real world data and additionally validate the results on reference distributions and even on reference samples.

The simulation model describing the test bench differs to the previous basic model (4) by modeling the worm gear and additionally considering a detailed thermal model interconnecting with the electrical and mechanical part. This leads to the introduction of additional parameters describing thermal characteristics and an overall very detailed and complex model. In the following we only give a rough overview on the model, for details see [21, 22]. The model equations are

\[ \dot{I}(t) = \frac{1}{L} (-RI(t) - c_m \omega(t) + (V_i(t) - V_{drop})), \]

\[ \dot{\omega}(t) = \frac{1}{J} ((c_g I(t) - \tau_{loss} - \tau_{fric}) \eta - D \omega(t) - T_i(t)i_g), \]

where: the resistance \( R \) depends linear on the temperature of the coil; the motor constant \( c_m \) depends nonlinear on temperature of the magnet and on the current \( I(t) \); \( c_g \equiv c_m \); \( V_{drop} \) depends nonlinear on the current \( I(t) \); the gear meshing efficiency \( \eta \) of the worm gear is a nonlinear function of the lead angle of the worm, the pressure angle and the friction of the worm (depending nonlinear on the worm temperature); \( \tau_{loss} \) summarizes the hysteresis loss and the eddy current loss, which both depend nonlinear on current \( I(t) \) and temperature of the magnet; \( \tau_{fric} = \tau_{fric,air} + \tau_{fric,motor} \) summarizes the air friction loss \( \tau_{fric,air} \) that depends on the angular velocity \( \omega(t) \) and the friction loss of the motor \( \tau_{fric,motor} \); \( \tau_{fric,motor} \) is a sum of the friction losses at the bearings, depending on the bearing temperatures and \( \eta \) and the friction loss at the commutator depending on the temperature of the commutator; \( i_g \) is a constant proportional to the worm gear ratio. For details on the thermal model equations we refer to [22]. Voltage \( V_i(t) \) and load \( T_i(t) \) for the test bench are considered as time depended, as they are delayed in the hardware until they reach stationary values \( V \) and \( T \).
The model parameters are either known from expert knowledge, given by look-up tables or calibrated based on one reference measurement with known realization of \( V \) and \( T \) (solve a nonlinear optimization problem). An assumption for the model calibration is that the temperatures of the test bench motor are already in a stationary level. For this reason we discarded the first 100 measurements above. Albeit the model is very detailed it still does not describe the reality perfectly and parameter calibration is non-trivial.

The test bench model is solved by an adaptive numerical integration scheme in the time interval \([0, 6]\). The numerical approximation is then linearly interpolated to \( N_t = 601 \) equidistant time steps, leading to similar outputs as in the basic model case above. As it will be clear from context which model is used, we overload notation and also refer to this numerical approximation as simulation model \( M \).

2.3. Mathematical problem description

At the end of each of the two previous sections we denoted the numerical approximation of the two electric motor ODE systems as simulation model \( M \). To be more specific, for given deterministic model parameters \( x \in \mathcal{X} \subseteq \mathbb{R}^n \), the simulation model

\[
M : \mathcal{X} \to \mathbb{R}^{k \times N_t}
\]

is the operator that numerically approximates the solution of an ODE system of order \( k \in \mathbb{N} \) and returns an approximation of the \( k = 2 \) states (current \( I \) and angular velocity \( \omega \)) at \( N_t \) discrete time points \((t_1, \ldots, t_{N_t})\).

Now, recall the definition and notation of the test bench measurement data \( \mathcal{Y} \) in (5). The measurements in \( \mathcal{Y} \) have some variations that cannot be explained by measurement noise alone. Those variations are due to changing system parameters, so-called aleatoric parameters, i.e. instead of taking a fixed single value they can fluctuate. Consequently, we need to reflect these variations in the simulation model parameters \( x \) as well, by modeling them as random variables.

Let \( X_i, i = 1, \ldots, n \) be the aleatoric model parameters and \( X = (X_1, \ldots, X_n) \) the vector of all these random variables on an underlying probability space \((\Omega, \mathcal{A}, \mathbb{P})\) with \( \Omega \) the underlying sample space, \( \mathcal{A} \) the sigma algebra and \( \mathbb{P} : \mathcal{A} \to [0, 1] \) the probability measure, such that \( X : \Omega \to \mathcal{X} \). A realization of \( X \) is denoted by \( x := X(\omega) = (X_1(\omega), \ldots, X_n(\omega)) \in \mathcal{X} \) for \( \omega \in \Omega \). With the random vector \( X \) the simulation model \( M(X) \) becomes random as well with

\[
M(X) : \Omega \to \mathbb{R}^{k \times N_t}.
\]

If \( M \) would be continuous in time, then \( M(X) \) would be a \( k \) dimensional stochastic process.

Now, given the measurement data \( \mathcal{Y} \) and the simulation model \( M(X) \) the goal is to find the unknown probability distribution \( \pi(X) \) of the aleatoric parameters \( X \) such that the distribution of \( M(X) \) equals the distribution of the true underlying process, which is only known by the sample data \( \mathcal{Y} \). The problem to
solve is an inverse problem. However, the parameters to infer are of stochastic nature and are not deterministic. In the next section we present methods in order to deal with this problem.

3. Methods

We summarize in the following the main ingredients of the proposed algorithm: starting with the Bayesian approach to inverse problems, followed by the methods and approximations to solve the resulting problem.

3.1. Bayesian inference

In an abstract way, we can formulate the inverse problem, which consists of inferring the unknown parameters from noisy measurements $Y \in \mathbb{R}^{k \times N_t}$, as follows. The goal of computation is to find the unknown parameters $x^\dagger$ from

$$Y' = M(x^\dagger) + e,$$

where $e$ models the measurement and model error and $M : X \to \mathbb{R}^{k \times N_t}$ is the uncertainty-to-observation map, which consists of the solution operator of the underlying forward model and the observation operator. To quantify the uncertainty in the unknown parameters $x$, we adopt a Bayesian approach to inverse problems. We refer the reader to [3, 1, 2] for more details on Bayesian inverse problems. We model the unknown parameters $x \in \mathbb{R}^n$ as random variables, characterized according to a given prior distribution $\mu_0$ and assume that the measurement and model error $E$ is independent of $x$ and (for simplicity) normally distributed, i.e. $E \sim \mu_e = \mathcal{N}(0, \Gamma)$ with $\Gamma \in \mathbb{R}^{kN_t \times kN_t}$ symmetric, positive definite. The solution of the Bayesian inverse problem is then the posterior distribution, which can be characterized via Bayes’ formula.

**Theorem 1.** [1] Assume that $\Phi : X \times \mathbb{R}^{k \times N_t}$ with $\Phi(x; Y) = \frac{1}{2} \|Y - M(x)\|^2_\Gamma$ is measurable w.r.t. the product measure $\nu_0(dx, dY) = \mu_0(dx)\mu_e(dY)$ and that

$$Z = \int_{\mathbb{R}^n} \exp(-\Phi(x; Y))\mu_0(dx) > 0$$

for $Y \mu_e$-a.s.. Then, the conditional distribution $\mu_Y$ of $x|Y$ exists, is absolutely continuous w.r.t. $\mu_0$ and the Radon-Nikodym derivative is given by

$$\mu_Y(dx) = \frac{1}{Z} \exp(-\Phi(x; Y))\mu_0(dx)$$

for $Y \mu_e$-a.s..

In the finite dimensional setting it can be formulated as

$$\pi(x | Y) = \frac{1}{Z} \pi_e(Y - M(x)) \pi_0(x),$$

for $Y \mu_e$-a.s..
where \( \pi_0 \) and \( \pi_e \) denote the corresponding Lebesgue densities of \( \mu_0 \) and \( \mu_e \). \( \pi(x \mid \mathcal{Y}) \) is denoted as posterior distribution of \( x \) given \( \mathcal{Y} \).

Due to the solution operator of the underlying forward map involved in the characterization of the posterior distribution, we usually rely on sampling methods to explore the posterior distribution. This is usually done by Markov Chain Monte Carlo (MCMC) methods, which generate a Markov chain with the posterior as limit distribution. As these methods are often seen as the gold standard for Bayesian inverse problems, we will compare our proposed algorithm to the Metropolis Hastings MCMC method. We refer the reader to [4, 2] and the references therein for more details on MCMC methods.

3.2. Approximate Bayesian Computation and summary statistics

Approximate Bayesian Computation (ABC) methods aim to calculate an approximation \( \hat{\pi}(x \mid \mathcal{Y}) \) of the true posterior distribution \( \pi(x \mid \mathcal{Y}) \). The Approximate Rejection algorithm [5] is an intuitive member of this family. It is based on rejection sampling with a distance measure between simulated values and observed data \( d(\cdot, \cdot) : \mathbb{R}^{k \times N_t} \times \mathbb{R}^{k \times N_t} \to \mathbb{R} \) and an acceptance threshold \( \delta \geq 0 \). The accepted prior samples are independent and identically distributed samples of \( \hat{\pi}(x \mid \mathcal{Y}, d(\mathcal{Y}_{\text{sim}}, \mathcal{Y}) \leq \delta) \). Two key challenges of ABC methods are finding an appropriate \( d(\cdot, \cdot) \) as well as a suitable value for \( \delta \). With \( \delta \to 0 \) the accuracy increases, but simultaneously the overall acceptance rate decreases, leading to increased computational effort. Consequently, \( \delta \) has to be chosen as trade-off between computational capacity and accuracy. In practice, a \( \delta > 0 \) is necessary, since the probability that \( \mathcal{Y}_{\text{sim}} = \mathcal{Y} \) is in most non-trivial models very low or even impossible due to model misspecification or measurement noise [26].

One possibility to increase the acceptance rate and thus the efficiency is to use summary statistics \( S(\cdot) \). This summary can be a set of statistics, i.e. \( S(\cdot) = (S_1(\cdot), ..., S_d(\cdot)) \), \( d \in \mathbb{N} \), where a \( S_i(\cdot) \) can be any statistical measure of the data. The selection of statistical functions needs to be done carefully, such that \( S(\mathcal{Y}) \) is a sufficient representation of \( \mathcal{Y} \). Algorithm 1 generates samples of an approximation of the posterior distribution \( \pi(x \mid S(\mathcal{Y})) \). The acceptance ratio is proportional to the probability that \( S(\mathcal{Y}_{\text{sim}}) \) exactly fits \( S(\mathcal{Y}) \) and this is usually more probable than matching the whole data exactly. Summary statistics are used in many practical applications, although it is hard to tell if the summaries are sufficient. See e.g. [10] for more details.

\begin{algorithm}
1. Sample \( x \) from \( \pi_0(\cdot) \).
2. Sample \( e \) from \( \pi_e(\cdot) \) and set \( \mathcal{Y}_{\text{sim}} := \mathcal{M}(x) + e \). Calculate \( S(\mathcal{Y}_{\text{sim}}) \).
3. Accept \( x \) if \( d(S(\mathcal{Y}_{\text{sim}}), S(\mathcal{Y})) \leq \delta \); return to 1.
\end{algorithm}
3.3. Sequential Monte Carlo method

Sequential Monte Carlo (SMC) methods iteratively sample from a sequence of intermediate distributions, starting at the prior distribution and becoming increasingly similar to the true posterior \( \pi(x \mid Y) \). Algorithm 2 is a version of such a SMC (also known as Population Monte Carlo (PMC)) method. In each

| Algorithm 2: Sequential Monte Carlo ABC [28, 29] |
|--------------------------------------------------|
| Set iteration number \( p = 1 \)                  |
| 1. Sample \( x_i^{(1)} \) for \( i = 1, ..., M \) from \( \pi_0(\cdot) \). |
| 2. Sample \( e_i \) from \( \pi_e(\cdot) \) and set \( Y_{i,sim} := M(x_i^{(1)}) + e_i \) for \( i = 1, ..., M \). |
| Calculate the summary \( S(Y_{i,sim}) \).         |
| 3. Accept \( x_i^{(1)} \) if \( d(S(Y_{i,sim}), S(Y)) \leq \delta^{(1)} \) and set \( w_i^{(1)} = 1/m \), where \( m \leq M \) is the number of accepted samples. |
| 4. Calculate \( \Sigma^{(1)} = 2 \cdot \text{Var} \left( \{ x_i^{(1)} \mid i = 1, ..., m \} \right) \). |
| For iteration number \( p = 2, ..., P \) do       |
| 5.1. Sample \( x_i^* \) from \( \{ x_j^{(p-1)} \mid j = 1, ..., m \} \) with probabilities \( w_j^{(p-1)} \) for \( i = 1, ..., M \). |
| 5.2. Sample \( x_i^{(p)} \) from \( N(x_i^*, \Sigma^{(p-1)}) \) for \( i = 1, ..., M \). |
| 5.3. Sample \( e_i \) from \( \pi_e(\cdot) \) and set \( Y_{i,sim} := M(x_i^{(p)}) + e_i \) for \( i = 1, ..., M \). |
| Calculate the summary \( S(Y_{i,sim}) \).         |
| 5.4. Accept \( x_i^{(p)} \) if \( d(S(Y_{i,sim}), S(Y)) \leq \delta^{(p)} \) and set \( w_i^{(p)} \propto \pi_0(x_i^{(p)})/\sum_{j=1}^{m} w_j^{(p-1)} \phi\{x_i^{(p)} - x_j^{(p-1)}\}/\sqrt{\Sigma^{(p-1)}} \). |
| 5.5. Calculate \( \Sigma^{(p)} = 2 \cdot \text{Var} \left( \{ x_i^{(p)} \mid i = 1, ..., m \} \right) \). |

iteration the acceptance rate increases, allowing for decreasing thresholds \( \delta^{(p)} \) in iterations \( p \leq P \) [8, 30]. In Step 5.4. the previous samples \( x_i^{(p-1)} \) are used to define a mixed density of normal distributions weighted by \( w_j^{(p-1)} \) known from importance sampling. \( \phi \) is most often a standardized Gaussian or a Student’s \( t \) density [28]. Consequently the mixed density approaches the true posterior distribution allowing to generate approximated samples from it directly.

3.4. Polynomial chaos expansion of the forward map

Sampling from the posterior requires numerous evaluations of the simulation model \( M \). If \( M \) is computationally expensive to evaluate one might consider replacing it by a faster to evaluate surrogate. We choose a Polynomial Chaos expansion (PCE) to approximate \( M \) by orthogonal polynomials. Based on Wiener [31] and Cameron and Martin [32], Xiu and Karniadakis [33] introduced the generalized Polynomial Chaos (gPC). Here a square-integrable random variable \( X \) can be represented via

\[
X = \sum_{i=0}^{\infty} x_i \psi_i(\xi),
\]  

(14)
with coefficients \(x_i\), multi-dimensional orthogonal polynomials \(\psi_i\) and random variables \(\{\xi_i\}_{i=1}^{\infty}\). For computational feasibility, the PCE must be truncated at some finite order \(p\), which leaves \(P + 1 = (p + d)!/(p!d!)\) terms in the expansion (\(d\) denotes the dimension of \(\xi\)). We approximate the coefficients \(\{x_i\}_{i=0}^{P}\) via a Smolyak sparse pseudo-spectral projection method \([34, 35]\) using Sparse Grid numerical integration rules. Here the level \(L \in \mathbb{N}\), a growth rule defining the maximum polynomial degree in each dimension \(g(L) = 2^{L+1}\), and a truncation scheme (total order) determine the basis functionals and the Sparse Grid nodes. The accuracy of the surrogate increases with \(L\), but also the associated cost as \(M\) needs to be evaluated at an increasing number of nodes.

### 3.5. Stability analysis of surrogate models with Approximate Bayesian Computation

The (truncated) polynomial chaos expansion leads to an approximation of the forward map, thus, to an approximation of the posterior measure. To ensure the convergence to the true solution of the Bayesian inverse problem, we shortly discuss a stability analysis in the following. Assume that the goal of computation is to compute the mean of a quantity of interest \(\varphi\) w.r.t. the posterior \(\mu^Y\) with Lebesgue density \(\pi(x|Y)\). We denote by \(\tilde{\mu}_L^Y\) the approximation of the posterior using the polynomial chaos surrogate model for the forward map and by \(\tilde{\pi}_L(x|Y)\) the corresponding Lebesgue density. The subscript indicates the number of terms in the polynomial chaos expansion. Given the summary statistic \(S: \mathbb{R}^{k \times N_t} \to \mathbb{R}^d\) with \(d \leq k N_t\), the inference using Algorithm 1 is based on \(s^\dagger = S(Y)\) and constructs samples \(\tilde{x}_j^{(\delta)}\) based on the polynomial chaos surrogate. Assuming \(S\) to be a sufficient statistic, i.e.

\[
\mathbb{E}^{\mu^Y} [\varphi(x) | Y] = \mathbb{E}^{\tilde{\mu}_L^Y} [\varphi(x) | s^\dagger] \tag{15}
\]

for the surrogate-based model, we are interested in the mean-square-error

\[
\mathbb{E}^{\mu_0} \left[ \left( \mathbb{E}^{\mu^Y} [\varphi(x) | Y] - \frac{1}{m} \sum_{j=1}^{m} \varphi(\tilde{x}_j^{(\delta)}) \right)^2 \right]. \tag{16}
\]

We denote in the following the approximation of the least-squares potential \(\Phi\) based on the truncated polynomial chaos expansion by \(\Phi_L\), where \(L\) is the truncation parameter of the expansion.

**Theorem 2.** Let the quantity of interest \(\varphi: \mathbb{R}^n \to \mathbb{R}\) with \(\varphi \in L^1_{\mu_0}\). Assume that \(\Phi \in C(\mathbb{R}^n; \mathbb{R})\) and there are functions \(M_i: \mathbb{R}_+ \to \mathbb{R}_+, i = 1, 2\) independent of \(L\) and monotonic non-decreasing separately in each argument, and with \(M_2\) strictly positive, such that for all \(x \in \mathbb{R}^n\)

\[
\Phi(x) \geq -M_1(||x||) \tag{17}
\]

\[
\Phi_L(x) \geq -M_1(||x||) \tag{18}
\]

\[
||\Phi(x) - \Phi_L(x)|| \leq M_2(||x||)\psi(L), \tag{19}
\]

\[
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where $\psi(L) \to 0$ as $L \to \infty$. Further assume that $\mu_0(\mathbb{R}^n \cap B) > 0$ for some bounded set $B \subset \mathbb{R}^n$ and

$$\exp(M_1(\|x\|))(1 + M_2(\|x\|)^2) \in L_{\mu_0}^1.$$  \hfill (20)

In addition let $\varphi \in L_{\mu_0}^2$ and $\varphi \in L_{\tilde{\mu}_L}^2$, uniformly in $L$. Then, the mean square error converges to 0 for $L, m \to \infty$ and $\delta \to 0$, i.e.

$$E_{\mu_0} \left[ \left( E_{\mu_0} \left[ \varphi(x) | \mathcal{Y} \right] - \frac{1}{m} \sum_{j=1}^m \varphi(\tilde{x}_j^{(\delta)}) \right)^2 \right] \to 0, \quad m, L \to \infty, \delta \to 0. \hfill (21)$$

**Proof.** The triangle inequality gives the separate estimation of the individual errors

$$E_{\mu_0} \left[ \left( E_{\mu_0} \left[ \varphi(x) | \mathcal{Y} \right] - \frac{1}{m} \sum_{j=1}^m \varphi(\tilde{x}_j^{(\delta)}) \right)^2 \right] \leq \left| E_{\mu_0} \left[ \varphi(x) | \mathcal{Y} \right] - E_{\tilde{\mu}_L} \left[ \varphi(x) | \mathcal{Y} \right] \right| + E_{\mu_0} \left[ \left( E_{\tilde{\mu}_L} \left[ \varphi(x) | \mathcal{Y} \right] - \frac{1}{m} \sum_{j=1}^m \varphi(\tilde{x}_j^{(\delta)}) \right)^2 \right]^{1/2} =: I_1 + I_2.$$  \hfill (22)

The assumptions on the least-squares potential ensure the closeness of the two measures $\mu_0$ and $\tilde{\mu}_L$ in the Hellinger distance, see [2, Theorem 4.9], which implies

$$I_1 \leq C\psi(L). \hfill (23)$$

The second summand $I_2$ corresponds to the ABC error, which converges to 0 as $m \to \infty$ and $\delta \to 0$, see [27, Proposition 3.1].

### 3.6. Improvement with maximum a posteriori estimator

For many real-world applications, the approximation of the whole posterior distribution is computationally infeasible. Point estimators or approximations via simpler distributions such as Gaussian distributions are very common in practice to reduce the overall computational effort. We will focus here on the maximum a posteriori (MAP) estimator, which is defined as the realization of the unknown $X$ with highest posterior density given prior assumption and given observed data $\mathcal{Y}$,

$$x_{\text{MAP}} = \arg \max_{x \in X} \pi(x | \mathcal{Y}).$$  \hfill (24)

Note that there is the possibility that the MAP estimate is not unique or does not exist. For the definition of the MAP in the infinite dimensional setting, we refer to [30, 37]. In case of large data or informative data, the posterior
distribution often shows a concentrated behavior in a small region of the parameter domain. In this setting, the posterior can be well represented by the Laplace approximation, a Gaussian distribution with mean \( x_{\text{MAP}} \) and covariance \( C = H^{-1}(x_{\text{MAP}}) \), where \( H(x_{\text{MAP}}) \) denotes the Hessian of the log-posterior density at the MAP. We refer to [38] for more details.

The Laplace approximation can be further used to accelerate sampling by increasing sampler efficiency, see e.g. [39, 38, 40]. To do so the estimation of the MAP \( x_{\text{MAP}} \) can be used as starting point for the sampler, this clearly reduces the burn-in phase of the algorithm. And in case of a Metropolis Hastings MCMC with Gaussian proposal distribution, \( C \) can be used as initialization of the proposal distribution covariance. I.e. replace the proposal distribution \( \mathcal{N}(x_j, s^2I) \) with \( \mathcal{N}(x_j, s^2C) \), where \( x_j \) denotes the current state of all unknown variables that shall be inferred, \( I \in \mathbb{R}^{n \times n} \) the identity matrix and \( s \) the step size parameter. Using a Quasi-Newton method for optimization yields the MAP and additionally an approximation to the inverse Hessian at the MAP. By using the Symmetric-Rank-1 (SR1) Hessian update strategy theoretic results for convergence to the true Hessian are available, see e.g. [39] and the references therein.

In general Metropolis Hastings MCMC with Gaussian random walk proposal is not dimension-independent. We refer to [41] and [42] for further details on methods to increase the performance of the algorithm in high dimensional spaces.

### 3.7. Hierarchical estimation

The need for hierarchical models in Bayesian statistics and in particular in the context of non-parametric methods in machine learning, is well established [43]. For state of the art in hierarchical Bayesian estimation we refer to [44] and for hierarchical Bayesian inverse problems to [45, 46, 47, 48] and the references therein. Those methods deal with inference of continuous-parameter random fields both for priors and hyper-priors. As this is an active research field in its own, we assume in the following parametric distributions for the unknown aleatoric parameters and thus constrain, i.e. discretize the function space. In particular, we assume Gaussian distributions and inference is then based on the hyper-parameters mean and standard deviation, following [21, 49, 22]. This corresponds to the traditional way of dimensionality reduction in forward and inverse stochastic problems by using the truncated Karhunen-Loève expansion (KLE) [50, 51, 45], with only two coefficients. For theoretical error analysis, i.e. whether the reduced problem can well approximate the original one, we refer to [52]. Further several works on theoretical error analysis in the forward problem are mentioned. The effects of the truncated KLE on the Bayesian inverse problem solution is investigated in [53].

For a summary of some hierarchical ABC approaches in the context of psychological models we refer to [54] and the references therein. In case of high dimensional hierarchical problems, their introduced algorithm Gibbs ABC improves rejection rate for hierarchical ABC.
3.8. Summary of the methods

We summarize the two methods that will be applied to the electric motor later on and already use the notation of our problem for convenience. First, the common assumptions for both methods are presented and then each method is explained in detail. Recall the problem description in Section 2.3. We have given data $Y$, the simulation model $M(X)$ and the unknown aleatoric parameters $X$ with unknown probability distribution $\pi(X)$. In order to estimate $\pi(X)$ with the hierarchical approach, we factorize and parameterize

$$\pi(X | \theta) = \prod_{i=1}^{n} \pi(X_i | \theta),$$

where $\theta$ is a real-valued vector of hyper-parameters. For our case, where $X = (V, T)$, we assume $\pi(V | m_V, \sigma_V) = N(m_V, \sigma_V^2)$ and $\pi(T | m_T, \sigma_T) = N(m_T, \sigma_T^2)$ where $m_V, m_T \in \mathbb{R}, \sigma_V, \sigma_T > 0$, hence, $\theta := (m_V, m_T, \sigma_V, \sigma_T)$. Let $\pi_0(\theta)$ denote the prior for the hyper-parameters. As the distribution of $X$ is now fully determined by the hyper-parameters $\theta$, the goal is to approximate $\pi(\theta | Y)$ instead of $\pi(X | Y)$. Note that the assumption on the parametrization of the distribution is a modeling assumption which might introduce model error. The model error is not quantified in the following, i.e. we assume that the true distribution belongs to the class of parametrized distributions. Further note that the distributions of $V$ and $T$ do not have a direct physical relation and can be considered as independent, which justifies the factorization assumption. For other use cases this might not be the case and correlation needs be considered additionally.

Let $y_i^{(\cdot)} \in Y$ be one of the measurements, where $(\cdot)$ either stands for the current $I$ or angular velocity $\omega$. Let $x_i = X(\omega)$ denote a realization of the random vector $X$. Further, let $M^{(\cdot)}(x_i)$ denote the output of the simulation for model parameters $x_i$ either for $I$ or $\omega$. We assume additive Gaussian measurement noise that is independent and identically distributed

$$y_i^{(\cdot)} = M^{(\cdot)}(x_i) + e_i, \quad e_i \sim N(0, \Sigma_i^{(\cdot)}), \quad \Sigma_i^{(\cdot)} = \sigma_i^{(\cdot)} I_{N_i},$$  \quad \text{with } \sigma_i^{(\cdot)} > 0 \text{ for } i = 1, \ldots, N. \quad \text{Here } G^{(\cdot)}(x_i, \sigma_i^{(\cdot)}) \text{ denotes the generative model that produces noisy simulations.}$$

As already motivated in Section 3.4, we replace the original simulation model $M(X)$ by a PCE surrogate $M^{PCE}(X)$. For surrogate generation we assume $\pi(X)$ to be uniform within $D \subset \mathbb{R}^n$ with $D$ large enough to cover the whole range of the hierarchical prior distribution $\pi(X | \theta)\pi_0(\theta)$.

At this point the hierarchical MCMC and the hierarchical ABC method deviate in approximating the posterior distribution.
3.8.1. Hierarchical surrogate-based MCMC

Picking up from the noise model (26) the likelihood for one measurement is then given as

\[
\pi(y_i^{(\cdot)} | x_i, \sigma_i^{(\cdot)}) = \mathcal{N}(y_i^{(\cdot)} - \mathcal{M}^{(\cdot)}(x_i), \Sigma_i^{(\cdot)}).
\] (27)

And the likelihood for all measurements in \( Y \) as

\[
\pi(Y | X, \sigma) = \prod_{i=1}^{N} \mathcal{N}(y_i^{T} - \mathcal{M}^{T}(x_i), \Sigma_i^{T}) \mathcal{N}(y_i^{\omega} - \mathcal{M}^{\omega}(x_i), \Sigma_i^{\omega}).
\] (28)

Here \( \sigma \) denotes the vector of all \( \sigma_i^{(\cdot)} \) and \( \pi_0(\sigma) \) the corresponding prior. The posterior distribution is

\[
\pi(\theta, \sigma | Y) \propto \pi(Y | X, \sigma) \pi(X | \theta) \pi_0(\theta) \pi_0(\sigma).
\] (29)

To approximate the posterior distribution \( \pi(\theta, \sigma | Y) \) with Metropolis Hastings MCMC in the hierarchical setup one needs to sample the following parameters: the hyper-parameters \( \theta \), the measurement noise standard deviations \( \sigma \), and the realizations \( x_i = X(\omega), i = 1, \ldots, N \). In our case this is a total of \( 4 + 2N + 2N \) parameters to sample from. For a visualization of the inference structure see the graphical model\(^2\) in Figure 4.

![Graphical model of the hierarchical inference structure for MCMC.](image)

Figure 4: Graphical model of the hierarchical inference structure for MCMC.

As stated in Section 3.6 the sampling might be highly inefficient in the case of concentrated posterior distributions due to highly informative data. Handing over MAP estimates for initialization and the inverse of the Hessian is an option

\[\text{\footnotesize{\textsuperscript{2}For details on graphical models we refer to [43, Ch. 8].}}}\]
to increase sampler efficiency. However computing the full inverse Hessian is too expensive, thus we suggest to estimate only the MAP and the inverse Hessian for the realizations \( x_i = X(\omega), i = 1, \ldots, N \) by

\[
(x_i)_{\text{MAP}} = \arg \min_{x_i \in \mathcal{X}} \| y_i^I - \mathcal{M}^I(x_i) \|_{\Sigma_i^I} + \| y_i^\omega - \mathcal{M}^\omega(x_i) \|_{\Sigma_i^\omega} + \log(\pi(X)).
\] (30)

And then use the \((x_i)_{\text{MAP}}\) for initialization and only a diagonal approximation \( \text{diag}(\tilde{C}) \) of \( C \) for the proposal distribution.

3.8.2. Hierarchical surrogate-based ABC with summary statistics

Again, picking up from the noise model (26) we use summary statistics to summarize the data \( y_i(\cdot), i = 1, \ldots, N \) and the generative model \( G(\cdot|X, \sigma_i(\cdot)) \), for \( I \) and \( \omega \) respectively.

In general one could use any summary statistic that seems useful for the given data. Here we use the empirical mean and standard deviation, i.e.

\[
S_1(\cdot) := \frac{1}{N} \sum_{i=1}^{N} y_i(\cdot) \quad \text{and} \quad S_2 := \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (y_i(\cdot) - S_1(\cdot))^2}. \quad (31)
\]

The summary of the data \( Y \) is then

\[
S(Y) := (S_1^I, S_1^\omega, S_2^I, S_2^\omega) \in \mathbb{R}^{4N}\).
\] (32)

At this point we could do so with the generative model as well: generate a set of noisy simulation data \( Y^G \) depending on samples of \( X \mid \theta \) for given \( \theta \) and \( \sigma_i(\cdot) \), then compute \( S(Y^G) \) and compare to \( S(Y) \). The size \( N^G \) of \( Y^G \) does not necessarily need to correspond with the size \( N \) of \( Y \) as only the summary statistics are compared. However \( N^G \) needs to be sufficiently large to obtain accurate summary statistics. Considering the slow convergence rate of Monte Carlo integration, improving the quality of \( S(Y^G) \) by increasing \( N^G \) might get prohibitively expensive as \( S(Y^G) \) needs to be computed for each sample \( S(Y) \) only once!.

In the following we introduce a more efficient approach by exploiting the additive noise structure and the parametric distribution of \( X \) further. Assume \( \sigma_i^{(\cdot)} = \sigma^{(\cdot)} \) for \( i = 1, \ldots, N \). This assumption makes sense since summarizing the data with mean and standard deviation makes it anyway impossible to infer the noise structure of individual measurements. Then the mean of the generative model with respect to \( \pi(X \mid \theta) \) is

\[
S_1^{(\cdot)}(\theta) := \mathbb{E}[G^{(\cdot)}(X, \sigma^{(\cdot)})] = \mathbb{E}[\mathcal{M}(X) + e^{(\cdot)}] = \mathbb{E}[\mathcal{M}(X)] + \mathbb{E}[e^{(\cdot)}]_{=0}
\]

\[
= \int_{X} \mathcal{M}(x) \pi(x \mid \theta)dx.
\] (34)
Since noise $e$ is assumed to be stochastic independent and Gaussian distributed with zero mean, it cancels by taking the expectation. For the standard deviation we obtain

$$S_2^{(i)}(\theta, \sigma^{(i)})^2 := V[\mathcal{G}^{(i)}(X, \sigma^{(i)})] = V[\mathcal{M}(X) + e^{(i)}] = V[\mathcal{M}(X)] + V[e^{(i)}] = \text{diag}(\Sigma^{(i)})$$

$$= \int_X \left(\mathcal{M}(x) - S_1^{(i)}(\theta)\right)^2 \pi(x | \theta) dx + \text{diag}(\Sigma^{(i)}). \quad (35)$$

In order to approximate the multidimensional integrals $S_1^{(i)}(\theta)$ and $S_2^{(i)}(\theta, \sigma^{(i)})$ one can either do Monte Carlo sampling or exploit the assumption of the parametric distribution $\pi(X | \theta)$ further and utilize Gauss-Hermite sparse grid quadrature. Gauss-Hermite sparse grid quadrature decreases the number of simulation model evaluations (surrogate evaluations) further by simultaneously increase approximation quality. Denote the sparse grid approximations by $\hat{S}$.

The summary of the generative model is then

$$S(\theta, \sigma^I, \sigma^\omega) := (\hat{S}_1^I(\theta), \hat{S}_2^I(\theta, \sigma^I), \hat{S}_2^\omega(\theta, \sigma^I), \hat{S}_2^\omega(\theta, \sigma^\omega)) \in \mathbb{R}^{4N_t}. \quad (36)$$

As the current and the angular velocity have different magnitude it is important to normalize the summary statistics. To do so we divide each component in $S(Y)$ by its $L^1$ norm, i.e. \( \|S(Y)\|_1 \) and so on, and use the exact same scaling also for the components of $S(\theta, \sigma^I, \sigma^\omega)$.

Let $d(\cdot, \cdot)$ be the $L^2$ norm. Finally, for a given threshold $\delta > 0$ and priors $\pi_0(\theta), \pi_0(\sigma)$, we sample from the posterior $\pi(\theta, \sigma | Y)$ with Algorithm [4] and the normalized summary statistics $S(Y)$ and $S(\theta, \sigma^I, \sigma^\omega)$. For a visualization of the inference structure see the graphical model in Figure 5.

![Figure 5: Graphical model of the hierarchical inference structure for ABC.](image-url)

The noise standard deviations $\sigma^I$ and $\sigma^\omega$ are difficult to infer with the chosen summary statistics, as they are only additive terms in $S_2^{(i)}(\theta, \sigma^{(i)})$. Thus we estimate them a priori and keep them fixed during inference (Another option would be to define a highly informative prior centered on the a priori estimation, to allow the sampler to deviate a bit from the fixed value). Let $J \subset \{1, \ldots, N_t\}$ be an index set of time points $t_j \in [t_a, t_b]$ for $j \in J$ in a stationary time domain
We estimate the noise standard deviation of each measurement (for \(i = 1, \ldots, N\)) in this stationary time domain by

\[
\overline{\sigma}_i^{(\cdot)} = \sqrt{\frac{1}{|J| - 1} \sum_{j \in J} \left( y_i^{(\cdot)}(t_j) - \overline{y}_i^{(\cdot)} \right)^2},
\]

where the mean in the stationary time domain is estimated by

\[
\overline{y}_i^{(\cdot)} = \frac{1}{|J|} \sum_{j \in J} y_i^{(\cdot)}(t_j).
\]

Then we use either the mean or median of \(\overline{\sigma}_i^{(\cdot)}, i = 1, \ldots, N\) as estimate for \(\sigma^I\) and \(\sigma^\omega\). In cases where the measurement data is non-stationary a moving average could be used to remove the trend.

**Remark.** Note that similar to the MCMC case one could use MAP \(\theta_{MAP}\) and inverse Hessian estimates \(C\) of the parameters to accelerate the ABC sampler efficiency, e.g. by modifying the prior to \(\pi_0(\theta) = N(\theta_{MAP}, sC)\) for \(s > 1\). Provided that the estimates are correct this would lead to less rejected samples. But assume these estimates are distorted, then the modified prior (in case it is more informative than the original) might prevent us from sampling in regions where the posterior is non-zero, leading to a biased posterior. Consequently, in this work we are not using MAP and inverse Hessian estimates for ABC.

### 4. Numerical experiments

The numerical experiments are presented with increasing complexity in following order: First, we present the results of the methods introduced in Section 3.8 applied to the basic electric motor model (see Section 2.1) with synthetic data. Second, the results for the real world test bench measurement data and the complex electric motor model (see Section 2.2) are shown. In both cases noisy measurement data \(Y\) for the electric current \(I\) and angular velocity \(\omega\) is given to infer the distributions of parameters voltage \(V\) and load torque \(T\). In Section 3.8 both are modeled as Gaussian random variables with unknown hyper-parameters mean \(m_v, m_T\) and standard deviations \(\sigma_v, \sigma_T\).

In the following we abbreviate the method hierarchical surrogate-based MCMC summarized in Section 3.8.1 by MCMC and in the case of initialization with MAP estimates by MCMC(MAP). Further we abbreviate the method hierarchical surrogate-based ABC with summary statistics summarized in Section 3.8.2 by ABC and in the case of SMC by SMC ABC.

**Inference setup**

The prior distributions for \(m_v, m_T\) are uniform with bounds \(-30\% / +50\%\) based on the reference values and for \(\sigma_v, \sigma_T\) with bounds \(-75\% / +125\%\) based on the reference values. For MCMC the prior distributions for \(\sigma^I\) and \(\sigma^\omega\) are
inverse Gamma distributions with mean and standard deviation 0.1. Due to
the summary statistics the identifiability of the noise is difficult, thus for ABC
estimates of $\sigma^I$ and $\sigma^\omega$ based on the available data and Equation (37) are used.

For ABC and SMC ABC we use an implementation based on the Python
package ELFI [55]. And for the the Metropolis-Hastings MCMC algorithm an
implementation based on the Python package PyMC3 [56], with Gaussian ran-
dom walk proposal. All computations are performed on a standard Lenovo
ThinkPad T460 with an Intel® Core™ i5-6300U CPU with 2 cores, 4 logical
processors and 16 GB RAM. Multiprocessing on 3 cores is used for all method,
(i.e. for MCMC three parallel Markov Chains are generated and for ABC sam-
pling is also carried out in parallel.

4.1. Basic model with synthetic data

In the following we first describe the synthetic data generation, comment on
the PCE surrogate, present detailed numerical results and finally draw conclu-
sions on posterior consistency.

4.1.1. Synthetic data generation

To generate synthetic measurement data $Y$ we use the generative model
$G(X, \sigma) = M(X) + e$, where the simulation model $M$ is the electric motor
model defined in Section 2.1. We define reference distributions for the aleatoric
parameters $X = (V, T)$ by $\pi(V \mid m_V, \sigma_V) = N(m_V, \sigma_V^2)$ and $\pi(T \mid m_T, \sigma_T) =
N(m_T, \sigma_T^2)$, where the hyper-parameters are defined as $m_V = 12, m_T = 2.5,$
$\sigma_V = 0.7, \sigma_T = 0.2$. Further, reference values for the noise standard deviations
are $\sigma^I = 0.1$ and $\sigma^\omega = 0.5$. With this setting, we sample $N$ times from $G(X, \sigma)$
in order to generate the synthetic measurement data $Y$. Basically, the simu-
lation model $M$ is evaluated at $N$ independent samples of $X$, resulting in $N$
model outputs containing discrete time series of current $I$ and rotational speed
$\omega$ each of size $N_t$. Then for each output independent Gaussian noise is added
according to $e^I$ and $e^\omega$. Figure 6 shows the reference distributions, the samples
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and Gaussian distributions fitted to the samples for \( V \) and \( T \), respectively. An overview of the resulting data \( Y \) for \( N = 100 \) is visualized in Figure 7. Figure 11 displays a histogram, mean and median of the noise standard deviation estimations \( \sigma_i^{(1)}, i = 1, \ldots, N \) based on Equation (37). To obtain a correct estimate of \( \sigma_V \) and \( \sigma_T \) it is important to estimate the noise standard deviations correctly. An underestimation of the noise standard deviation results in an overestimation of \( \sigma_V \) or \( \sigma_T \) and vice versa, this is due to the additive structure in the summary statistic, see Equation (35).

### 4.1.2. PCE surrogate

A PCE surrogate as introduced in Section 3.4 is used. Validation is carried out with a set of 100 random samples and corresponding simulations. The RMSE scaled by the standard deviation of the validation set for a level \( L = 2 \) PCE (leads to 17 sparse grid points) is in the range of \( 10^{-7} \). I.e. the surrogate for this example can be seen as almost exact. The speed up is approximately factor 100. I.e. evaluation of one sample with the original model \( M \) takes \( 4.5 \text{ms} \pm 0.412 \text{ms} \) and with the surrogate \( M^{PCE} \) only \( 0.0446 \text{ms} \pm 0.007 \text{ms} \) (mean \pm std. dev. of 7000 runs). Further the surrogate model, in particular the polynomial evaluation, can be vectorized to evaluate a batch of samples simultaneously, which increases efficiency additionally.

### 4.1.3. Results

Figure 8 displays boxplots of the samples approximating the marginal posterior distributions of the hyper-parameters, obtained with ABC, SMC ABC, MCMC and MCMC(MAP). Adding on this Table 1 lists the corresponding runtimes, number of proposals and samples of all methods. For ABC four decreasing values of \( \delta \in \{10, 7.5, 5, 2.5\} \) show the concentration of the marginal posterior. The number \( M \) of ABC sample proposals to obtain a fixed number of \( m = 1500 \) samples that satisfy \( d(\cdot, \cdot) \leq \delta \) increases exponentially, see Figure 9. The SMC ABC results are obtained with the exact same \( \delta \)’s and are comparable to the ABC results for the smallest \( \delta \). However, by reusing the information of sample-discrepancy pairs from previous populations, SMC ABC reduces the overall number of proposals by approximately factor 10 in order to

| method          | runtime [s] | samples m | proposals M |
|-----------------|-------------|-----------|-------------|
| ABC(\( \delta = 10.0 \)) | 3           | 1500      | 12000       |
| ABC(\( \delta = 7.5 \))   | 7           | 1500      | 28000       |
| ABC(\( \delta = 5.0 \))   | 27          | 1500      | 106000      |
| ABC(\( \delta = 2.5 \))   | 1536        | 1500      | 5718000     |
| SMC ABC          | 211         | 1500      | 626000      |
| MCMC             | 400         | \( n_{eff} \) | 3*11000    |
| MCMC(MAP)        | 387         | \( n_{eff} \) | 3*11000    |

Table 1: Runtimes in seconds, number of samples \( m \) and proposals \( M \) of the considered methods. For MCMC the number of effective samples \( n_{eff} \) is given in detail in Table 2.
Figure 7: This figures show the artificially generated noisy measurements $Y$ of the current $I$ and the rotational speed $\omega$ for $N = 100$. The area between the 2.5% and 97.5% percentile (shaded), mean+/standard deviation (dash-dotted) and the mean (solid) of all $N$ measurements are depicted. The black lines show an exemplary noisy sample measurement series. Further, at two time points (vertical lines at $t^* = 0.15$ and $t^* = 4$ seconds) histograms and kernel density plots are displayed on the right hand side.
Figure 8: Boxplots of the samples approximating the hyper-parameters marginal posterior distributions in the synthetic case obtained with ABC, SMC ABC, MCMC and MCMC(MAP) in comparison to the reference values and sample mean and standard deviation.
obtain a similar result. For MCMC and MCMC(MAP) we sample three parallel
Markov chains each of length 11,000. With a burn-in phase of 6,000 samples
and a modest thinning (discard every second sample) due to autocorrelation
we use three times 2,500 samples to approximate the posterior. Table 2 lists
the Gelman-rubin statistics $\hat{R}$ and the number of effective samples $n_{\text{eff}}$ of the
samples (without thinning). The statistics show that MCMC has clearly diffi-
culties to converge and an increase of sample size would be recommended. It
is a bit better for the hyper-parameters and noise standard deviations better,
but poor for $V_i$ and $T_i$ for $i = 1, \ldots, N$, which is due to the concentration
effect of the posterior and the high dimensions. Over all this sampling dif-
culties lead to a biased (w.r.t. the other methods) posterior for $m_V$ and $m_T$,
displayed in Figure 8. By initializing with MAP estimates MCMC(MAP) shows
clear improvements in sampler statistics and posterior distribution. However the
sampler has still difficulties, e.g. the number of effective samples is still less than
15% of the considered samples. In addition to the posterior distributions of the
hyper-parameters marginal posterior distributions of $V_i$ and $T_i$ for $i = 1, \ldots, N$
obtained via MCMC(MAP) are visualized in Figure 10. This offers, in contrast
to the ABC methods, the opportunity to verify (presuming the posterior dis-
tributions are correct), if the underlying parameter distributions are actually
Gaussian or if another parametric distribution would be more suitable. A pos-
sibility to get an intuition on the distribution of $V$ or $T$, one could for example
plot a histogram of the MAP estimates. If the marginal posterior densities do
not contain much uncertainty a parametric distribution fitted to the MAP esti-
mates leads already to a reliable estimate of the distribution of $V$ or $T$. However
if uncertainty is present, a hierarchical method is better suited to capture the
overall uncertainty.

Figure 11 shows the MCMC and MCMC(MAP) marginal posterior distribu-
Table 2: Gelman-rubin statistics $\hat{R}$ and number of effective samples $n_{eff}$ for MCMC and MCMC(MAP), based on the last 5000 samples of 3 parallel sampled chains, each of total length 11,000, for $N = 100$. Note that the values presented for $V$ and $T$ are $\text{mean}(\hat{R}(V)) := \frac{1}{N} \sum_{i=1}^{N} \hat{R}(V_i)$, respectively for $T$ (analog for $n_{eff}$).

|        | $\text{mean}(\hat{R})$ | $\hat{R}$ | $m_V$ | $\sigma_V$ | $m_T$ | $\sigma_T$ | $\sigma_I$ | $\sigma_\omega$
|--------|--------------------------|-----------|-------|-------------|-------|------------|----------|-------------
| MCMC   | 3.446 3.515              | 1.107 1.105 1.185 1.227 2.765 1.684 |
| MCMC(MAP) | 1.328 1.319             | 1.000 1.005 1.005 1.001 1.003 1.002 |
|        | $\text{mean}(n_{eff})$ | $n_{eff}$ | $m_V$ | $\sigma_V$ | $m_T$ | $\sigma_T$ | $\sigma_I$ | $\sigma_\omega$
| MCMC   | 2 2                      | 13 12 7 5 2 3 |
| MCMC(MAP) | 8 8                    | 2,215 2,114 1,679 2,353 1,297 1,521 |

Figure 10: This figure shows the marginal MCMC(MAP) samples for $V_i$ and $T_i$ for $i = 1, ..., 100$. The color bar indicates the index $i$. 
tions for the noise standard deviations $\sigma^I$ and $\sigma^\omega$. For MCMC they overestimate a bit, which corresponds to the fact that the Markov Chain did not converge properly. For MCMC(MAP) they are almost identical to the reference values, which is expected in this synthetic case.

![Figure 11](image.png)

Figure 11: This figure shows the marginal MCMC and MCMC(MAP) samples for the noise standard deviations $\sigma^I$ and $\sigma^\omega$. Also the reference values, a histogram of the estimates $\overline{\sigma_i}$ via Equation (37) and the corresponding mean and median are displayed.

**Definition 1.** For estimator $\hat{\vartheta}$ of a parameter $\Theta \in \mathbb{R}$ define $\text{Bias}(\hat{\vartheta}) = \left( \hat{\vartheta} - \Theta \right)^2$, where $\hat{\vartheta}$ is a point estimate of $\vartheta$, e.g. the mean, median or MAP. Further define the Mean (Median or MAP) Square Error by $\text{MSE}(\hat{\vartheta}) = \text{Bias}(\hat{\vartheta}) + \text{V}[\hat{\vartheta}]$.

In order to put the considered methods into perspective with respect to accuracy, uncertainty and computational effort, Figure 12 shows the summed Bias and MSE of all hyper-parameters versus the number of model evaluations. The Bias is calculated w.r.t. the median of the marginal posterior distribution of $m_V, \sigma_V, m_T, \sigma_T$ and the reference samples empirical moments. The number of model evaluations for ABC are determined by the product of number of proposals $M$ and the number of grid points of the Gauss-Hermite quadrature. Here for two dimensions 17 sparse grid nodes are used. For MCMC the number of model evaluations is the number of chains times number of observations $N$. Sampling in one chain is only possible sequentially. Important to note is that the model evaluations do not directly translate to runtime. For ABC and also for SMC ABC in each population they can be easily be
executed in parallel, which is not the case for MCMC. This can be already seen in Table 1, where SMC ABC is twice as fast as MCMC(MAP) albeit requiring a larger number of model evaluations. Please note that computational times in Table 1 strongly depend on the implementation, however they already give an impression on each methods efficiency. As expected the summed MSE for ABC, SMC ABC and MCMC reduce with the number of model evaluations, i.e. corresponding number of samples, where the major part is due to a reduction of the variance, but also due to a reduction in the summed Bias. For MCMC(MAP) initialized already with the MAP estimates no further reduction of the summed MSE can be achieved, however the summed Bias reduces a bit. Overall, w.r.t. the summed Bias ABC and SMC ABC achieve results that are only a bit worse than MCMC(MAP) and way better than MCMC, in much less time.

![Figure 12: Sum of Bias and MSE summed over all parameters θ versus the number of simulation model M (or metamodel M_{PCE}) evaluations. The Bias is calculated w.r.t. the median of the marginal posterior distribution and the empirical moments of the reference samples. Note that due to parallelization model evaluations do not directly correspond to runtimes.](image)

So far the results presented above were for a fixed data size \( N = 100 \). In the following we compare the MCMC, MCMC(ABC) and SMC ABC methods for \( N = 10, 100, 1000 \). Table 3 contains measures for the MCMC and MCMC(MAP) sampling efficiency for increasing values of \( N = 10, 100, 1000 \) but constant length of the three parallel sampled Markov chains of length 11,000. For increasing \( N \) the values for \( \hat{R}, n_{eff} \) and the computational time show that the efficiency decreases drastically, which was already discussed in Section 3.6. This is not only due to the high dimensions \( N \) but also due to the concentration effect of the posterior distributions as a consequence of highly informative data. Note that already for the low dimensional case with \( N = 10 \) the \( n_{eff} \) is below 10% of the considered samples. \( \hat{R} \) increases in higher dimensional state spaces in-
indicating that the distribution of the Markov chain has not yet converged and the number of samples should be increased. Furthermore, the time needed to execute the algorithm strongly increases with $N$. We observe a similar behavior for MCMC(MAP), however in a smaller scale. This confirms that the statistical efficiency of the Metropolis-Hastings Algorithm with Gaussian random walk proposal does not perform dimension-independent and justifies the ABC and in particular the SMC ABC approach that improves in performance with increasing $N$, since the summary statistics improve with increasing $N$. Also the runtime stays almost constant. For $N = 1000$ SMC ABC is roughly 17 times faster than MCMC(MAP).

Table 3: Dimension dependency of MH-MCMC sampler efficiency with respect to the number of observations $N$. Note that the actual number of inferred parameters is $2N + 6$. For concise presentation, the values for $\hat{R}$ and $n_{eff}$ are the mean of all of those parameters statistics. For comparison the runtime of SMC ABC is added.

| $N$  | $\hat{R}$ | $n_{eff}$ | time [s] | $\hat{R}$ | $n_{eff}$ | time [s] | time [s] |
|------|-----------|-----------|----------|-----------|-----------|----------|----------|
| 10   | 1.13      | 453       | 158      | 1.03      | 486       | 151      | 217      |
| 100  | 3.42      | 2         | 400      | 1.31      | 62        | 387      | 211      |
| 1000 | 5.48      | 2         | 3,562    | 2.23      | 9         | 3,536    | 205      |

4.1.4. Posterior consistency

Our proposed method has several layers of approximation, thus we comment in the following on posterior consistency w.r.t. Theorem 2. In order to show posterior consistency we present in Figure 8 results of the method for small ABC threshold limit ($\delta \to 0$). Corresponding to the theory the posterior concentrates for decreasing values of $\delta$, which is also summarized in Figure 12.

For the considered example the surrogate already has an very high approximation quality, see Section 4.1.2. Thus we do not consider posterior consistency with respect to the level $L$ of the surrogate.

Posterior consistency in the small noise limit ($\sigma^f, \sigma^\omega \to 0$) is difficult to show. With decreasing noise in the single measurements also the noise in the summary statistics reduces. Thus the minimal discrepancy value $d(\cdot, \cdot)$ decreases as well. If we now fix the threshold $\delta$ for several noise levels the posterior distribution does not concentrate, but rather smear out a bit as more samples are accepted. Consequently in order to observe posterior consistency in the small noise limit we additionally need to decrease $\delta$. By decreasing $\delta$ in the order of the minimal discrepancy value $d(\cdot, \cdot)$ decreases (which is known due to
Figure 13: This figure shows histograms of the marginal posterior distributions of $m_V$, $\sigma_V$, $m_T$, $\sigma_T$ obtained with SMC ABC, MCMC and MCMC(MAP) for data size $N = 10, 100, 1000$. Also the reference value and sample values depending on $N$ are displayed. Table 3 lists the corresponding computational time, $R$ and $n_{eff}$. 

Table 3
the reference values) we also observe posterior concentration on the empirical
moments of the parameter samples.

In the case of large data limit, i.e. number of observations \( N \to \infty \), we observe in Figure 13 that the empirical moments of the parameter samples converge to the reference values (due to the law of large numbers) and with this also the posterior distribution shifts more to the reference values. However a concentration can hardly be observed, this might be a consequence of the information loss due to the summary statistics. With increasing \( N \) the summary statistics get more and more accurate (again due to the law of large numbers), however they still represent only part of the whole data \( \mathcal{Y} \). A second parameter determining the data size is the number of discrete time steps \( N_t \). As it is already very large, \( N_t \to \infty \) would not give much insight and is thus not considered in this work.

4.2. Test bench with real world measurement data

The test bench was already introduced in detail in Section 2.2. It allows a predefinition of parameter distributions in order to generate measurement data \( \mathcal{Y} \). This is used to validate the methods and test them for robustness. In comparison to the artificial setting, inference based on real measurements introduces additional challenges, like model discrepancies and complex structured measurement noise.

4.2.1. Test bench data generation

We define reference distributions for the aleatoric parameters \( X = (V, T) \) by \( \pi(V \mid m_V, \sigma_V^2) = \mathcal{N}(m_V, \sigma_V^2) \) and \( \pi(T \mid m_T, \sigma_T) = \mathcal{N}(m_T, \sigma_T^2) \), where the hyper-parameters are defined as \( m_V = 13.5, m_T = 2.5, \sigma_V = 0.7, \sigma_T = 0.2 \). With this setting, we generate the test bench data \( \mathcal{Y} \) as described in Section 2.2.

\( \mathcal{Y} \) contains discrete time series of current \( I \) and rotational speed \( \omega \) each of size \( N_t = 601 \) in the time interval \([0, 6]\) seconds. Later the entire time interval is used for inference. An overview of the resulting data \( \mathcal{Y} \) is visualized in Figure 14.

The noise standard deviations \( \sigma_I \) and \( \sigma_\omega \) are estimated by taking the median of the estimations \( \hat{\sigma}_i \) for each measurement obtained via Equation (37) in the stationary time domain \([4, 6]\) seconds. The measurement noise varies for different measurements, which can be observed in Figure 16 where a histogram of \( \hat{\sigma}_i \) is plotted.

4.2.2. PCE surrogate

The simulation model \( \mathcal{M} \) of the the electric motor test bench defined in Section 2.2 is computationally too expensive to be used for sampling with a reasonable number of samples. Thus a cheaper to evaluate PCE surrogate model is used as introduced in Section 3.4. The RMSE scaled by the standard deviation of the validation set for a level \( L = 5 \) PCE (leads to 181 sparse grid points) is in the range of \( 10^{-3} \) for the current and \( 10^{-4} \) for the angular velocity. This is sufficient for the following analysis. The speed up by using the surrogate for this example is approximately factor 2440. I.e. evaluation of the original
Figure 14: This figures show the test bench measurements $Y$ of the current $I$ and the rotational speed $\omega$ for $N = 100$. The area between the 2.5% and 97.5% percentile (shaded), mean+/-standard deviation (dash-dotted) and the mean (solid) of all $N$ measurements are depicted. The black lines show an exemplary noisy sample measurement series. Further, at two time points (vertical lines at $t^* = 0.15$ and $t^* = 4$ seconds) histograms and kernel density plots are displayed on the right hand side.
model $\mathcal{M}$ for one sample takes $1.78s \pm 192ms$ (mean ± std. dev. of 7 runs) and evaluation of the surrogate $\mathcal{M}^{PCE}$ for one sample takes $729\mu s \pm 76.4\mu s$ (mean ± std. dev. of 7000 runs). Note that depending on the implementation vectorized evaluation of the surrogate is possible. E.g. evaluation of the surrogate $\mathcal{M}^{PCE}$ for 100 samples takes $1.78ms \pm 39.3\mu s$ (mean ± std. dev. of 700 runs). The speed up compared to the original model is then approximately factor $10^5$.

4.2.3. Results

With almost the same methods setting as in the synthetic case (see Section 2.1) Figure 15 presents boxplots of the marginal posterior distributions. Only difference is that for ABC and SMC ABC $\delta \in \{7.5, 5.5, 3.5, 1.5\}$. Table 4 displays the runtimes, number of proposals and samples. SMC ABC takes less than half of the time than MCMC(MAP).

|               | runtime [s] | samples m | proposals M |
|---------------|-------------|-----------|-------------|
| ABC($\delta = 7.5$) | 4           | 1,500     | 6,000       |
| ABC($\delta = 5.5$) | 9           | 1,500     | 13,000      |
| ABC($\delta = 3.5$) | 41          | 1,500     | 66,000      |
| ABC($\delta = 1.5$) | 7,472       | 1,500     | 11,968,000  |
| SMC ABC       | 315         | 1,500     | 484,000     |
| MCMC          | 710         | $n_{eff}$ | 3*11000     |
| MCMC(MAP)     | 700         | $n_{eff}$ | 3*11000     |

Table 4: Runtimes in seconds, number of samples $m$ and proposals $M$ of the considered methods. For MCMC the number of effective samples $n_{eff}$ is given in detail in Table 5.

The results are comparable to the synthetic case, however there is an offset to the reference values. This is most likely due to the varying noise structure and model error. Further we notice a difference in the SMC ABC and MCMC(MAP) posterior distributions for $\sigma_V$ and $\sigma_T$. This is due to the estimation of the noise standard deviations $\sigma_I, \sigma_\omega$ and due to the additive structure in the summary statistic (see Equation (35)). Figure 16 shows the marginal MCMC and MCMC(MAP) samples for the noise standard deviations $\sigma_I$ and $\sigma_\omega$. Note that there is no reference value available. The structure of the noise is not as regular as in the artificial setting and can not be perfectly described by the assumption of independent and identically distributed noise in time and for every measurement. The MCMC estimates are higher than the median of the estimates $\sigma_V^{(i)}$ obtained from the stationary time domain, which are used for ABC and SMC ABC. This leads to the difference in the posterior distributions. In order to improve the MCMC estimation one could introduce a more complex noise model, which would lead to a higher number of parameters and consequently to even more difficulties in sampling.

Marginal posterior distributions of $V_i$ and $T_i$ for $i = 1, \ldots, N$ obtained via MCMC(MAP) are visualized in Figure 17. For $T_i$ they are wider as in the synthetic case which is due to larger noise in the data. This slightly simplifies for MCMC and MCMC(MAP) to generate samples, which can also be observed.
Figure 15: Boxplots of the samples approximating the hyper-parameters marginal posterior distributions in the test bench case obtained with ABC, SMC ABC, MCMC and MCMC(MAP) in comparison to the reference values and sample mean and standard deviation.
Figure 16: This figure shows the marginal MCMC and MCMC(MAP) samples for the noise standard deviations $\sigma^I$ and $\sigma^\omega$ for the test bench. Also a histogram of the estimates $\overline{\sigma_i}$ via Equation (37) and the corresponding mean and median are displayed.

Figure 17: This figure shows the marginal MCMC(MAP) samples for $V_i$ and $T_i$ for $i = 1, \ldots, 100$ based on test bench data. The color bar indicates the index $i$. 

34
for the sampler efficiency statistics in Table 5. Overall we see again a good improvement from MCMC to MCMC(MAP), but even for MCMC(MAP) $n_{eff}$ is still below 15%. The statistics for MCMC recommend to increase the sample size.

|          | $\bar{R}$ | $V_Tm_V\sigma_V$ | $m_T\sigma_T$ | $\sigma_I\sigma_\omega$ |
|----------|-----------|------------------|----------------|---------------------------|
| MCMC     | 2.257     | 1.835            | 1.003          | 1.000                     | 1.169                     | 1.270                     | 1.219                     |
| MCMC(MAP)| 1.036     | 1.036            | 1.000          | 1.001                     | 1.003                     | 1.002                     | 1.001                     |

|          | $\bar{n}_{eff}$ | $V_Tm_V\sigma_V$ | $m_T\sigma_T$ | $\sigma_I\sigma_\omega$ |
|----------|------------------|------------------|----------------|---------------------------|
| MCMC     | 4 5              | 2,852            | 132            | 1,667                     | 7                          | 5                          | 6                          |
| MCMC(MAP)| 45 49            | 2,085            | 2,138          | 1,804                     | 1,985                      | 1,297                      | 1,237                      |

Table 5: Gelman-rubin statistics $\bar{R}$ and number of effective samples $n_{eff}$ for MCMC and MCMC(MAP), based on the last 5000 samples of 3 parallel sampled chains, each of total length 11,000, for $N = 100$. Note that the values presented for $V$ and $T$ are $\text{mean}(\bar{R}(V)) := \frac{1}{N} \sum_{i=1}^{N} \bar{R}(V_i)$, respectively for $T$ (analog for $n_{eff}$).

5. Conclusions

This work presents methods for inference of parameter distributions from noisy time series data. The introduced methods are a hierarchical surrogate-based MCMC approach and a hierarchical surrogate-based ABC approach with summary statistics. For both methods an important ingredient is a PCE surrogate, which allows sampling in the first place by drastically speeding up the model evaluations. Additionally, ABC speeds up the inference further by exploiting parametric assumptions on the unknown parameter distributions and using summary statistics together with sparse grid quadrature. This is in particular effective for large data and consequently high dimensional parameter spaces for our examples.

Application to a complex, real world industrial example, i.e. an electric motor, show the effectiveness and robustness of the methods. We first analyze the methods in detail for synthetic data with a basic model and then test them for robustness with real world data from an electric motor test bench hardware.

With Theorem 2 we show posterior consistency for the surrogate-based ABC method and also illustrate this with numerical results in the synthetic case. Of course, plain rejection ABC with small threshold $\delta$ is very inefficient, but nevertheless obtains a decent result. In order to get a rough overview on posterior distribution, ABC with moderate $\delta$ is extremely fast. This fact is further exploited by using a population based SMC ABC method with a sequence of decreasing $\delta$’s, where we obtain results comparable to plain rejection ABC with small $\delta$ with roughly 90% less samples.
For an increase of data size and consequently increasing number of parameters in our examples the ABC method performs better for almost constant computational cost. This is because the summary statistics and noise standard deviation estimation quality improve, which improves ABC sampling. For MCMC it is vice versa: performance decreases and also computational costs raise, due to the high dimensions and the concentration effect. The MCMC performance can be improved by providing curvature information and appropriate starting values (with MAP and inverse Hessian initialization), but still the samples are highly autocorrelated. Even without further improvements, the surrogate-based ABC approach with summary statistics is significantly faster than the MCMC approach and shows results of similar accuracy. Additionally, ABC is embarrassingly parallel, thus further multiprocessing would easily yield additional efficiency gains, whereas potential efficiency gain for MCMC is lower. Here other gradient free sampling methods might yield advantages.

In the real world case we observe similar results, however due to the more complex noise structure and due to model error a deviation of the posterior from reference values can be observed. Future work might include a correction for model discrepancy in the real world application to correct the inference of the parameter distributions, as it was done for example in [57] for one deterministic parameter. However, this results in additional identification problems leading to a far more difficult problem to solve. Allowing for larger classes of distributions as well as for more realistic noise models, the resulting inverse problem becomes much more complex. However, the presented method showed a significant speed-up compared to other state-of-the-art methods and is a promising direction also for distribution robust approaches.

The inference results of the ABC method are strongly influenced by the choice of the summary statistics as well as by the distance function. With multiple input distributions and multiple output quantities of interest scaling of the summary statistics is important. E.g. in [58] they showed that appropriate weighting improves posterior approximation. In our example the outputs are much more sensitive to variations of the voltage than to variations of the mechanical loading. This issue could be addressed in future work with a sensitivity analysis in order to choose an appropriate distance function. For example, Sobol sensitivity indices [59, 60] could be used to weight the distance function pro-rata.

In this work we used the mean and standard deviation as summary statistics. However, the applied measurements are only roughly Gaussian distributed for every considered point in time. In future work, other statistics could be included to the summary statistics in order to increase the information content and further improve the ABC results. However, the selection of summary statistics is non-trivial as already discussed in the introduction. An optimal selection of summary statistics based on minimum entropy [13] was computationally not feasible for this work.

Similarly, we estimated only the first and second moment of the unknown aleatoric parameters. Future work might address higher moment approximation to infer a broader class of probability distributions.
In summary, albeit the presented surrogate-based ABC method with summary statistics has still some open points to work on, it already provides results that are in terms of accuracy comparable to those of the hierarchical surrogate-based MCMC method in much less time, in particular for large data sets and high dimensional state spaces. We showed that in cases where the likelihood is expensive to evaluate or even not available, ABC methods are an efficient way to obtain approximate posterior distributions with comparable quality. Further ABC with summary statistics are an important tool to deal with high dimensions.
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