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Abstract In this work the numerical solution of acoustic tomography problem based on the iterative and functional-analytical algorithms is considered. The mathematical properties of these algorithms were previously described in works of R.G. Novikov for the case of the Schrödinger equation. In the present work, for the case of two-dimensional scalar Helmholtz equation, the efficiency of the iterative algorithm in reconstruction of middle strength scatterers and advantages of the functional-analytical approach in recovering strong scatterers are demonstrated. A filtering procedure is considered in the space of wave vectors, which additionally increases the convergence of the iterative algorithm. Reconstruction results of sound speed perturbations demonstrate the comparable noise immunity and resolution of the considered algorithms when reconstructing middle strength scatterers. A comparative numerical investigation of the iterative and functional-analytical algorithms in inverse acoustic scattering problems is implemented in this work for the first time.

Key words: inverse acoustic scattering, numerical modeling

AMS Mathematics Subject Classification: 35R30, 65N21

1 Introduction

Acoustic waves have a unique penetrating ability and can propagate in almost any natural environments. This caused the rapid development of various "remote" or "non-invasive" methods of acoustic diagnostics of natural mediums, among which acoustic tomography plays a special role. The most commonly used areas of acoustic tomography applications include medical surveys \cite{1,2}, tomography of an inhomogeneous moving ocean \cite{3,4}, as well as seismoacoustic methods of investigating the Earth \cite{5,6}. Usually, the solution of tomographic problems in these practical applications is based on a linear approximation, which leads to simple relationships between the properties of medium and parameters of acoustic signals that have passed through this medium. In the case of a strong deviation from linear approximation, multistep iterative procedures and various regularization methods, based on a priori information, are used to refine reconstruction results. From a mathematical point of view, the acoustic tomography is a special case of a more general class of inverse scattering problems. There are known mathematically rigorous functional-analytical methods \cite{7-14} for solving inverse scattering problems in quantum mechanical applications without iterations and additional regularization procedures. Numerical modeling of these algorithms has shown its perspectives for solving acoustic tomography problems \cite{15,16}. At the same time,
the numerical study of the multichannel version of the functional algorithm [13] for the purposes of ocean mode tomography [17] has revealed that for experimental conditions it is not always possible to obtain reconstruction results with the desired accuracy. This required a further search for methods of inverse problem solution in this case. The solution of inverse dynamic problems taking into account the interaction of propagating waves, which is an analogue of multichannel scattering, was considered in works devoted to the development of boundary control methods [18, 19]. A perspective solution for multichannel inverse problems was proposed by R.G. Novikov in [20], where an iterative algorithm for solving the inverse scattering problem for the Schrödinger equation at a fixed energy was considered. In contrast to rigorous functional-analytical methods [7–14], this approach gives an approximate solution, but it is very flexible and can be adapted to solve various problems of acoustic tomography. The known results of numerical simulation of this approach in quantum mechanical applications [21] demonstrate its fast convergence and acceptable noise immunity. These results also indicate the perspectives of this algorithm in problems of acoustic tomography. It should be noted that in [20] mathematically rigorous estimates of convergence for the considered iterative algorithm were obtained that distinguishes it from other known to author iterative algorithms for solving inverse problems of acoustic scattering [2], convergence conditions of which were studied mainly qualitatively, based on physical considerations.

In the present work, capabilities of the iterative algorithm [20] in problems of acoustic tomography are analyzed. The numerical simulation of the sound speed reconstruction is considered. The reconstruction results are compared with the estimates obtained by the functional-analytical algorithm [22, 23], capabilities of which in the problems of acoustic tomography have already been studied before [24, 25].

2 Statement of inverse problem. Recalculation of fields measured at a boundary of tomography domain to scattering amplitudes

The two-dimensional inverse problem is considered. The solution of two-dimensional problems is required, for example, in ocean adiabatic mode tomography [4, 26], when the three-dimensional problem of reconstructing ocean parameters is approximated by a set of independent two-dimensional inverse problems for individual hydroacoustic modes. The two-dimensional tomographic problems are also common in medical applications [27–29]. It should be noted that the initial relations of the considered algorithm [20] are given for the space dimension greater or equal to 2, which allows, if necessary, to write out the relations for solving the three-dimensional problem of acoustic tomography.

It is assumed that on the boundary $S$ of tomography area $V_S$ there are transducers, which are equivalent to point ones (such transducers will be referred below as quasi-point transducers), emitting and receiving acoustic fields. In the general case, the emitters are located on some boundary $\mathcal{X}$ at points with radius vectors $\mathbf{x} \in \mathcal{X}$ (where $\mathcal{X} \cap V_S = \emptyset$), receivers are located on a boundary $\mathcal{Y}$ at points with radius vectors $\mathbf{y} \in \mathcal{Y}$ (where $\mathcal{Y} \cap V_S = \emptyset$). However, below it is assumed that the boundary of emission $\mathcal{X}$ and the boundary of reception $\mathcal{Y}$ coincide with each other and with the border $S$ of
region $V_S$: $x, y \in \mathcal{Y}$, where $\mathcal{X} \equiv \mathcal{Y} \equiv S$, although this condition is not principal. Inside the region $V_S$ there is an inhomogeneity (scatterer), which is nonzero only inside the scattering domain $\mathcal{R}$, which lies entirely inside $V_S$: $\mathcal{R} \subset V_S$ (figure 1). For simplicity, an inhomogeneity will be considered, which is described by a sound speed perturbation only. A more general case of joint reconstruction of sound speed, density, absorption coefficient and flows can also be implemented on the basis of relations given below together with results obtained earlier in [30].

The spatial distribution of complex spectral amplitude of acoustic pressure $p(\mathbf{r}; \omega_j)$ in the considered inhomogeneous medium, which is characterized by the sound speed $c(\mathbf{r})$ and a constant value of density with negligibly small influence of absorption and flows, is described by the equation [31]:

$$\nabla^2 p(\mathbf{r}; \omega_j) + k_{0j}^2 p(\mathbf{r}; \omega_j) = v(\mathbf{r}, \omega_j) p(\mathbf{r}; \omega_j),$$

(1)

where in the considered case

$$v(\mathbf{r}, \omega_j) = \omega_j^2 \left( \frac{1}{c_0^2} - \frac{1}{c^2(\mathbf{r})} \right),$$

(2)

here $\mathbf{r}$ is a radius vector, $\omega_j$ is a circular frequency, $c_0$ and $k_{0j} = \omega_j/c_0$ are the sound speed and the wavenumber in a background, stationary, non-absorbing medium; the time dependence is assumed in the form $\sim \exp(-i\omega_j t)$. The index $j$ was introduced to note different frequencies $\omega_j$, which are used further to describe the polychromatic sounding regime when working with noisy scattering data. Because the sources and receivers are assumed to be quasi-point transducers, the acoustic fields at an arbitrary point $\mathbf{r}$ are the Green’s functions $G_0(\mathbf{r}, \mathbf{x}; \omega_j)$ or $G(\mathbf{r}, \mathbf{x}; \omega_j)$ in the absence or in the presence of a scatterer, respectively. In the considered two-dimensional case $G_0(\mathbf{r}, \mathbf{x}; \omega_j) = -(i/4) H_0^{(1)}(k_{0j}|\mathbf{r} - \mathbf{x}|)$, where $H_0^{(1)}$ is the Hankel function of the zero order and the first kind. It is required to reconstruct the scatterer $v(\mathbf{r}, \omega_j), \mathbf{r} \in V_S$, by using the experimentally measured fields, i.e. scattering data $G(\mathbf{r}, \mathbf{x}; \omega_j)$. The described statement of problem is quite general for two-dimensional inverse problems and was considered earlier in [15,16] for modeling various versions of the functional-analytical algorithms [13,22,23].
where \( u \) is the total field obtained from the scattering data in the form of acoustic fields \( G(z) \), wave vector of incident field \( k \), wave vector of scattered wave in the far zone \( k_0 \), and three-dimensional Fourier transform \( f \) into scattering amplitudes \( f \). The relation (3) includes the scattering amplitude \( f(k, \ell; \omega_j) \), where \( \ell \) is the wave number of scattered wave in the far zone; \( k, \ell \in \mathbb{R}^2 \), \( k^2 = \ell^2 = k_0^2 \). As a result, the numerical implementation of the iterative algorithm [20] requires recalculating of scattering data in the form of acoustic fields \( G_0(r, x; \omega_j) \), \( G(r, x; \omega_j) \), emitted and received by quasi-point transducers, into scattering amplitudes \( f(k, \ell; \omega_j) \), i.e. as if the tomography area was sounded by plane waves and the scattered fields were recorded by plane transducers. Such a recalculating of data measured in the near field into data as if they were measured in the far field is of independent particular interest, since many algorithms for solving inverse problems [7–14] use the scattering amplitudes rather than total fields as input data. A possible way of such a recalculating is described in [15]. Below, the simplified version of calculation \( f(k, \ell; \omega_j) \) based on \( G_0(r, x; \omega_j) \) is presented, which requires fewer numerical operations in comparison with [15] that is important for improving the performance of entire iterative algorithm.

The stages of initial algorithm [15] for recalculating fields \( G_0(r, x; \omega_j) \), \( G(r, x; \omega_j) \) into scattering amplitudes \( f(k, \ell; \omega_j) \), which are valid for both two-dimensional \( D = 2 \) and three-dimensional \( D = 3 \) problems, are as follows [12, 15]:

1) Finding the function \((\mathcal{F} - \mathcal{F}_0)(y', y''; \omega_j)\), which characterizes the kernel of the Dirichlet-Neumann operator [12], from a system of linear integral equations written for different positions of sources and receivers:

\[
\int_{\mathcal{Y}} dy' \int_{\mathcal{Y}} dy'' G_0(y - y'; \omega_j) (\mathcal{F} - \mathcal{F}_0)(y', y''; \omega_j) G(y'', x; \omega_j) = G(y, x; \omega_j) - G_0(y - x; \omega_j), \quad x, y \in \mathcal{Y}.
\]

2) Calculation of intermediate function \( A(y, y''; \omega_j) \), \( y'' \in \mathcal{Y} \):

\[
A(y, y''; \omega_j) = \int_{\mathcal{Y}} G_0(y - y'; \omega_j) (\mathcal{F} - \mathcal{F}_0)(y', y''; \omega_j) dy'.
\]

3) Solution of the system of integral equations relative to the field \( u(y, k; \omega_j) \) occurring at the reception points \( y \in \mathcal{Y} \) as a response to the incident plane wave \( u_0(y, k; \omega_j) = \exp(iky) \):

\[
u(y, k; \omega_j) = \exp(iky) + \int_{\mathcal{Y}} A(y, y''; \omega_j) u(y'', k; \omega_j) dy'', \quad y \in \mathcal{Y}.
\]
4) Calculation of scattering amplitude from the functions $(\mathcal{F} - \mathcal{F}_0)(y', y''; \omega_j), u(y, k; \omega_j)$:

$$f(k, \ell; \omega_j) = \frac{1}{(2\pi)^D} \int \frac{dy'}{\mathcal{Y}} \int \frac{dy''}{\mathcal{Y}} \exp(-i\ell y') (\mathcal{F} - \mathcal{F}_0)(y', y''; \omega_j) u(y'', k; \omega_j),$$

$$D = 2, 3.$$  

The calculation of scattering amplitude $f(k, \ell; \omega_j)$ can be implemented not in four steps (4)-(7) described above, but in only two steps:

1) Finding the intermediate function $\Phi(y', y''; \omega_j)$, from the system of integral equations:

$$\int \frac{dy'}{\mathcal{Y}} \int \frac{dy''}{\mathcal{Y}} G_0(y - y'; \omega_j) \Phi(y', y''; \omega_j) G_0(y'', x; \omega_j) =$$

$$= G(y, x; \omega_j) - G_0(y - x; \omega_j), \ x, y \in \mathcal{Y},$$

where in contrast to (4), for the integration only the Green’s functions $G_0$ are used, which can be calculated analytically.

2) Calculation of scattering amplitude using the double Fourier transform (taking into account the signs in the exponential for different arguments) of the function $\Phi(y', y''; \omega_j)$ on the boundary $\mathcal{Y}$:

$$f(k, \ell; \omega_j) = \frac{1}{(2\pi)^D} \int \frac{dy'}{\mathcal{Y}} \int \frac{dy''}{\mathcal{Y}} \exp(-i\ell y') \Phi(y', y''; \omega_j) \exp(i k y''), \ D = 2, 3. \quad (9)$$

To derive relations (8), (9), it is convenient to consider the above integral equations (4)-(7) in operator form. For example, the operator form of equation (4) can be written as

$$\hat{G}_0(\mathcal{F} - \mathcal{F}_0) \hat{G} = \hat{G} - \hat{G}_0,$$

where each of operators is defined as $(\mathcal{F} - \mathcal{F}_0)(\bullet) = \int (\mathcal{F} - \mathcal{F}_0)(y', y''; \omega_j)(\bullet) dy''$, $\hat{G} = \int G(y, x; \omega_j)(\bullet) dx$, $\hat{G}_0 = \int G_0(y - x; \omega_j)(\bullet) dx$. Then from (10) directly follows the expression for the solution (4) in the form (32) $(\mathcal{F} - \mathcal{F}_0) = \hat{G}_0^{-1} - \hat{G}^{-1}$. By using operator expressions similar to (10) for integrals (3), (6) and substituting the results in (7), it is possible to obtain the following simplified expression for calculating the scattering amplitude:

$$\hat{f} = \hat{U}_L^T \left[ \hat{G}_0^{-1} (\hat{G} - \hat{G}_0) \hat{G}_0^{-1} \right] \hat{U}_K,$$

where elements of matrices $\hat{f}, \hat{U}_L, \hat{U}_K$ are determined by the discretized values of functions $f(k, \ell; \omega_j)$, $\exp(-i\ell y)$, $\exp(i k y)$, respectively; the subscript "T" denotes transposition. Note, that the expression in square brackets in (11) is the discretized analogue of the solution to the integral equation (3). As a result, in numerical modeling, the scattering amplitude recalculation is reduced to one matrix equation (11), which is implemented in the form of one line of program code.
The idea about the principal possibility of simplifying the recalculation procedure of $G_0(r, x; \omega_j)$, $G(r, x; \omega_j)$ into scattering amplitudes $f(k, \ell; \omega_j)$ was mentioned by O.D. Rumyantseva during a discussion with author of this work, without specifying the details of a possible numerical implementation. The obtained relations (8), (9), (11) and given below (14), (15) are not the only possible way for solving the considered problem (see, for example [33]).

Even greater efficiency in numerical modeling can be achieved when the contour $\Upsilon$ has a circle form. In this case, it is possible to avoid discretization of integral equations (8), (9) in the coordinate space and consider the problem in the space of angular harmonics [15,24]. The numerical implementation of relations (8), (9) in the coordinate space needs the adequate discretization of integrals, which requires additional control of accuracy for such discretization, involving, in general case, various interpolation algorithms that complicates the implementation of reconstruction procedure. This difficulty can be avoided by moving to the space of angular harmonics, which is Fourier conjugate to the space of angles that specify the positions of spatial points $x, y$ on the corresponding boundary $\Upsilon$.

Let the contour $\Upsilon$ has a circle shape with a radius $R_0$ with a center $O$; then in a polar coordinate system with the same center $O$ one can get: $x = \{R_0, \phi_x\}$, $y = \{R_0, \phi_y\}$, $y' = \{R_0, \phi_y'\}$, $y'' = \{R_0, \phi_{y''}\}$. Below, the dependence on the parameter $R_0$ in the arguments of functions is omitted for brevity. For an arbitrary periodic function $g(\phi)$ with the period $2\pi$, the transition to the angular spectrum $\tilde{g}(q)$ and the inverse transform are carried out by the formulas [15]:

$$
\tilde{g}(q) = \frac{1}{2\pi} \int_0^{2\pi} g(\phi) \exp(-iq\phi) d\phi, \quad g(\phi) = \sum_{q=-\infty}^{\infty} \tilde{g}(q) \exp(iq\phi), \quad q \in \mathbb{Z},
$$

(12)

where $\mathbb{Z}$ is the set of integers; the sign "~" above the function means the Fourier transform with respect to the angular variable. For a function $g(\phi, \phi')$, depending on two angles $\phi$ and $\phi'$, the double angular harmonic $\tilde{g}(q, q')$ is defined as

$$
\tilde{g}(q, q') = \frac{1}{(2\pi)^2} \int_0^{2\pi} \int_0^{2\pi} g(\phi, \phi') \exp(-iq\phi) \exp(-i'q'\phi') d\phi d\phi',
$$

$$
g(\phi, \phi') = \sum_{q=-\infty}^{\infty} \sum_{q'=-\infty}^{\infty} \exp(iq\phi) \exp(i'q'\phi').
$$

(13)

Equation (8) is rewritten in terms of angular harmonics as follows (similar to equation (31) from [15]):

$$
(2\pi R_0)^2 \sum_{q'_y=-\infty}^{\infty} \sum_{q''_y=-\infty}^{\infty} \tilde{G}_0(q_y, q'_y; \omega_j) \tilde{\Phi}(-q'_y, -q''_y; \omega_j) \tilde{G}_0(q''_y, q_x; \omega_j) = \tilde{G}(q_y, q_x; \omega_j) - \tilde{G}_0(q_y, q_x; \omega_j); \quad q_x, q_y \in \mathbb{Z}; \quad D = 2.
$$

(14)

It is convenient to solve the system (14) with respect to $\tilde{\Phi}(-q'_y, -q''_y; \omega_j)$. The double angular spectrum $\tilde{G}_0(q_y, q_x; \omega_j)$ of classical Green’s function
$G_0(y, x; \omega_j) = -(i/4) H_{0}^{(1)}(k_{0j}|y - x|)$ of two-dimensional space, appearing in (13), is calculated analytically and has no singularity, unlike $G_0(y, x; \omega_j)$ in coordinate space [15]:

$$\tilde{G}_0(q_y, q_x; \omega_j) = -(i/4) \delta_{q_x, -q_y} H_{0}^{(1)}(k_{0j}R_0)J_{q_y}(k_{0j}R_0),$$

where $\delta$ is the Konecker delta, and $H_{0}^{(1)}$, $J_{q_y}$ are the Hankel function of the first kind and the Bessel function both of $q_y$-th order, respectively. It is also possible to get the analytical expression for the angular spectrum of plane wave field $u_0(y, k; \omega_j) = \exp(i ky)$ with a wave vector $k = \{k_{0j}, \phi\}$ [15]:

$$\tilde{u}_0(q_y, \phi; \omega_j) = i^{q_y} J_{q_y}(k_{0j}R_0)\exp(-iq_y \phi).$$

Finally, equation (9), taking into account the representation $k = \{k_{0j}, \phi\}$, $\ell = \{k_{0j}, \phi'\}$, is rewritten in terms of angular variables as follows (similar to relation (40) from [15]):

$$f(\phi, \phi'; \omega_j) =$$

$$= R_0^2 \sum_{q_y' = -\infty}^{\infty} \sum_{q_y'' = -\infty}^{\infty} \tilde{u}_0(q_y', \phi' + \pi; \omega_j)\tilde{\Phi}(-q_y', -q_y''; \omega_j)\tilde{u}_0(q_y'', \phi; \omega_j).$$

The obtained relations (14), (15) solve the problem of recalculating the fields $G(r, x; \omega_j)$, measured at the boundary of tomography region, into scattering amplitudes $f(k, \ell; \omega_j)$, which makes it possible to proceed to the description of main stages of the considered iterative algorithm [20].

3 Main steps of acoustic scatterers reconstruction by using iterative algorithm of R.G. Novikov

The considered iterative algorithm [20] uses the well-known relationship between the scattering amplitude $f(k, \ell; \omega_j)$ and the inhomogeneity (scatterer) $v(r, \omega_j)$:

$$f(k, \ell; \omega_j) = \frac{1}{(2\pi)^2} \int_{\Omega} \exp(-i\ell r) v(r, \omega_j) u(r, k; \omega_j)dr,$$

(16)

where $u(r, k; \omega_j)$ is the field in the scattering domain $\Omega$ (two-dimensional in the considered case) arising in response to the incident plane wave $u_0(r, k; \omega_j) = \exp(i kr)$. Relation (16) shows that the scattering amplitude $f(k, \ell; \omega_j)$ is determined in the form of a spatial Fourier transform of secondary sources $v(r, \omega_j)u(r, k; \omega_j)$ [2], which arise in the scattering domain $\Omega$. In the case when inhomogeneities are small (weak scatterers) and the multiple-scattering processes can be neglected, i.e. when the first Born approximation is valid, one can put $u(r, k; \omega_j) = u_0(r, k; \omega_j) = \exp(i kr)$ in (16), which leads to the so-called Born estimate of scatterer in the form:

$$\tilde{v}(k - \ell, \omega_j) = f(k, \ell; \omega_j).$$

(17)

In this case, the scatterer $v(r, \omega_j)$ is found from (17) by the inverse Fourier transform:

$$v(r, \omega_j) = \int_{B_{2k_{0j}}} \exp(-i\xi r)\tilde{v}(\xi, \omega_j)d\xi, \quad \xi = k - \ell,$$

(18)

where the integration is carried out in the space of wave vectors $\xi$ over the domain $B_{2k_{0j}}$, which in the two-dimensional case is the circle with center at the origin of coordinates.
and with radius $2k_{0j}$. In the case when the inhomogeneity $v(r, \omega_j)$ significantly distorts the incident field and the first Born approximation is not valid, the scatterer estimate can be based on the following relation (see (2.10) in [20]):

$$\tilde{v}(k - \ell, \omega_j) = f(k, \ell; \omega_j) - \frac{1}{(2\pi)^2} \int \exp(-i\ell r)v(r, \omega_j) [u(r, k; \omega_j) - \exp(ikr)] \, dr,$$  \hspace{1cm} (19)

which, taking into account (16), is just the identity $\tilde{v}(k - \ell, \omega_j) = f(k, \ell; \omega_j) - f(k, \ell; \omega_j) + \tilde{v}(k - \ell, \omega_j) = \tilde{v}(k - \ell, \omega_j)$. Relation (19) allows one to propose a simple in terms of numerical implementation, but at the same time very effective in the sense of convergence [20], the procedure for iterative estimation of scatterer $\tilde{v}(k - \ell, \omega_j)$:

$$\tilde{v}^{(n)}(k - \ell, \omega_j) = \tilde{v}^{(n-1)}(k - \ell, \omega_j) + f(k, \ell; \omega_j) - f^{(n-1)}(k, \ell; \omega_j),$$  \hspace{1cm} (20)

where $n = 1, 2, 3...$ is the number of iteration step, $f^{(n-1)}(k, \ell; \omega_j)$ is the scattering amplitude, which should be calculated at the $(n-1)$-th step by using the scatterer estimate $\tilde{v}^{(n-1)}(k - \ell, \omega_j)$. The Born estimate (17) can be chosen as an initial approximation $\tilde{v}^{(0)}(k - \ell, \omega_j) = f(k, \ell; \omega_j)$, but this is not necessary; the choice of initial approximation can be based, for example, on a priori information about the functions being reconstructed.

Thus, the main steps of the considered iterative algorithm are as follows:

**Step 1.** Recalculation of scattering data measured at the boundary of tomography area in the form of acoustic fields into scattering amplitudes $f(k, \ell; \omega_j)$, based on (14), (15).

**Step 2.** The choice of initial scatterer estimate $\tilde{v}^{(0)}(k - \ell, \omega_j)$, which can be the first Born approximation (17).

**Step 3.** The transition from the space of wave vectors to the coordinate space based on (18), i.e. calculation $v^{(n-1)}(r, \omega_j)$ from data $\tilde{v}^{(n-1)}(k - \ell, \omega_j)$. At this step, it is required to make a Fourier transform of a function $\tilde{v}^{(n-1)}(k - \ell, \omega_j)$ given on a non-uniform grid in the wavenumber space $\xi$. A similar problem has already been considered earlier in [34].

At this step the implementation of (18) can be made over a domain $B_{2r k_{0j}}$ with a smaller radius $2\tau k_{0j}$, where values of parameter $\tau \leq 1$ can be changed during iterations to improve its convergence [20][21]. This is equivalent to adaptive filtering of scatterer spatial spectrum aimed at a stepwise reconstruction of its high-frequency components during iterations.

**Step 4.** Calculation of acoustic fields $G^{(n-1)}(r, x; \omega_j)$ at the boundary $\Gamma$ in the presence of inhomogeneity $v^{(n-1)}(r, \omega_j)$ in the tomography area. This problem is solved on the basis of two Lippmann-Schwinger equations, one of which allows finding the fields $G^{(n-1)}(r, x; \omega_j)$ at the internal points of scattering region $r \in \mathcal{R}$, and the second equation gives the fields $G^{(n-1)}(y, x; \omega_j)$ at the boundary of investigated region $x, y \in \Gamma$.
by using $G^{(n-1)}(r, x; \omega_j)^{35}$:

\[
G^{(n-1)}(r, x; \omega_j) = G_0(r, x; \omega_j) + \int_{\mathbb{R}} G_0(r, r'; \omega_j) v^{(n-1)}(r', \omega_j) G^{(n-1)}(r', x; \omega_j) dr',
\]

\[
G^{(n-1)}(y, x; \omega_j) = G_0(y, x; \omega_j) + \int_{\mathbb{R}} G_0(y, r'; \omega_j) v^{(n-1)}(r', \omega_j) G^{(n-1)}(r', x; \omega_j) dr'.
\]

(21)

It should be noted that the solution to the direct problem of acoustic scattering, i.e. finding scattered fields for a known inhomogeneity, can be solved by any other methods [27][29]. The choice of method for solving the direct problem is not principal; it is only important that it allows calculating the fields in a reasonable time and takes into account the multiple-scattering processes with high accuracy.

**Step 5.** Calculation of scattering amplitude $f^{(n-1)}(k, \ell; \omega_j)$ from $G^{(n-1)}(y, x; \omega_j)$, $G_0(y, x; \omega_j)$ by using (14), (15).

**Step 6.** Calculation of $n$-th scatterer estimate $\tilde{v}^{(n)}(k - \ell, \omega_j)$ from (20), by using the functions $\tilde{v}^{(n-1)}(k - \ell, \omega_j)$, $f^{(n-1)}(k, \ell; \omega_j)$.

**Step 7.** Repeating Steps 3-6 for the subsequent iterations $n = 2, 3, 4,...$. The criterion for stopping the iterative process can be, for example, the achievement of a given value of discrepancy between the initial scattering amplitudes $f(k, \ell; \omega_j)$ and the estimate $f^{(n)}(k, \ell; \omega_j)$ obtained at the current iteration step.

A schematic representation of the described above iterative algorithm can be as follows:

\[
G(y, x; \omega_j) \xrightarrow{\mathbb{14}, \mathbb{15}} f(k, \ell; \omega_j) \xrightarrow{\mathbb{17}} \tilde{v}^{(0)}(k - \ell, \omega_j) \xrightarrow{\mathbb{18}}
\]

\[
\xrightarrow{\mathbb{18}} v^{(n-1)}(r, \omega_j) \xrightarrow{\mathbb{21}} G^{(n-1)}(y, x; \omega_j) \xrightarrow{\mathbb{14}, \mathbb{15}} f^{(n-1)}(k, \ell; \omega_j) \xrightarrow{\mathbb{20}} \tilde{v}^{(n)}(k - \ell, \omega_j)
\]

(18)

It should be noted that there are many known iterative methods for solving inverse problems of acoustic scattering [2]. The considered algorithm [20] is distinguished, first of all, because for it there are a number of rigorously proven mathematical results. For example, mathematically rigorous convergence estimates were obtained even in the case of incomplete (fragmentary data). The Lipschitz stability is also proved, which is especially valuable for practical applications. At the same time, for other iterative algorithms known to the author of this work, the similar properties have been shown based on physical considerations, as well as on the results of individual physical or numerical experiments, but have not been proven rigorously. Another advantage of the considered iterative algorithm is the simplicity of its numerical implementation. Indeed, it is necessary just to make the Fourier transform (18) and solve the direct problem, i.e. calculate fields that have passed through the known inhomogeneous medium. Finally, the considered algorithm seems to be promising for solving the so-called multichannel inverse problems, the acoustic analogue of which is the ocean nonadiabatic mode.
tomography, which takes into account the multichannel scattering of hydroacoustic modes \[17\].

At the same time, mathematically rigorous results for the considered iterative algorithm \[20\] were obtained for inverse problems for the Schrödinger equation. It is of interest to study numerically the possibilities of this approach in solving acoustic inverse problems for the Helmholtz equation.

4 Numerical modeling

In the numerical simulation, a two-dimensional region \(V_S\) of cylindrical shape with the radius \(R_0\) surrounded by 60 receiving-emitting transducers was considered. Parameters of models discussed below are mostly illustrative and are chosen to study capabilities of the considered iterative algorithm. The radius of region \(V_S\) was assumed to be equal to \(R_0 = 4\lambda_{01}\), where \(\lambda_{01}\) is the wavelength in the background environment corresponding to the lowest considered frequency \(\omega_1\) and expressed in relative length sampling units (l.s.u.): \(\lambda_{01} = 8\ \text{l.s.u.}\). Acoustic fields, which are initial scattering data, were calculated by solving the Lippmann-Schwinger equations (21) in the presence of inhomogeneity \(v(r,\omega_j)\) in the tomography area. To characterize the accuracy of estimates \(\hat{v}^{(n)}(r,\omega_j)\) obtained at the \(n\)-th iteration step, the relative root-mean-square (rms) reconstruction errors (discrepancies for the solution) are calculated over the entire tomography region \(V_S\):

\[
\delta_v^{(n)} \equiv \frac{\sqrt{\int_{V_S} \left| \hat{v}^{(n)}(r,\omega_j) - v(r,\omega_j) \right|^2 dr}}{\sqrt{\int_{V_S} \left| v(r,\omega_j) \right|^2 dr}}.
\]

Reconstruction results obtained by using the above-mentioned functional-analytical algorithm \[22\] and corresponding discrepancies will be denoted as \(\hat{v}(r,\omega_j)\) and \(\delta_v\), i.e. without superscripts \(n\).

To describe the strength of considered scatterers, i.e. to estimate how strongly they distort the incident acoustic field, the values of additional phase shifts are calculated

\[
\Delta \psi = k_{0j} \int_{l_{\text{nl}}} \frac{\Delta c(r)/c_0}{1 + \Delta c(r)/c_0} dl_r,
\]

here \(\Delta c(r)/c_0 \equiv \{c(r) - c_0\}/c_0\) is the relative sound speed contrast, \(dl_r\) is the length element of trajectory \(l_{\text{nl}}\) in the vicinity of point \(r\). The norm of scattering data is also calculated in the form

\[
\|f(\phi,\phi')\| \equiv \sqrt{\int_0^{2\pi} d\phi \int_0^{2\pi} d\phi' \left| f(\phi,\phi') \right|^2},
\]

where \(\phi, \phi'\) are angular components of wave vectors \(k, \mathbf{\ell}\) (see (15), dependence of scattering amplitude on \(\omega_j\) here and below is omitted). The norm of scattering data, together with the additional phase shift, characterizes the scatterer strength. This norm was used in \[11\] to determine the sufficient condition of convergence for the
Figure 2: General view of true scatterer $v$ (a), for which the relative contrast of sound speed $\Delta c(r)/c_0$ ranges from -0.084 to 0.25, maximum additional phase shift is $\Delta \psi \approx 0.46 \pi$, norm of scattering data is $\|f(\phi, \phi')\| \approx 11/(3\pi)$, dimensionless coefficient is $A_0 = 0.43$;
- central cross sections of true scatterer $v$ (b, thin solid line), reconstruction results obtained by the iterative and functional-analytical algorithms, which are visually identical $\hat{v} \approx \hat{v}^{(10)}$ (b, dotted line), and the Born estimate $\hat{v}_{\text{born}}$ (b, thick solid line);
- dependence of discrepancy for the solution $\delta_v^{(n)}$ on the iteration number $n$ (c).

The scatterers $v(r, \omega_j)$ shown in figures 2-3 consist of two Gaussian-shape inhomogeneities with different amplitude values, different sizes and located at different distances from the center of tomographic region:

$$v(r, \omega_j) = A_0 k_0^2 \left[ \exp(-|r - r'|/\sigma'^2) - 0.5 \exp(-|r - r''|/\sigma''^2) \right], \quad (22)$$

here $r' = \{-10/8\lambda_{01}, 0\}$, $r'' = \{0, 0\}$, $\sigma' = 2/3\sigma'' = 0.8\lambda_{01}$. To change the strength of scatterer defined in (22), various values of dimensionless coefficient $A_0$ are used below,
while other parameters in (22) did not change. For the considered class of scatterers, the maximum additional phase shift $\Delta \psi$ occurs when a wave propagates along the $OX$ axis through the central cross section of reconstructed inhomogeneities; this phase shift will be calculated further.

Figure 2 shows results of scatterer reconstruction with coefficient $A_0 = 0.43$. In this case, the additional phase shift is $\Delta \psi \approx 0.46 \pi$ in the cross section ($y = 0$) with a positive velocity contrast $\Delta c(r)/c_0 > 0$ and $\Delta \psi \approx -0.26 \pi$ in the cross section with a negative velocity contrast $\Delta c(r)/c_0 < 0$ (figure 2). Thus, the considered scatterer is strong enough and cannot be reconstructed with acceptable accuracy within the Born approximation. Figure 2b shows the cross section of the function $\hat{\psi}^{(10)}(r, \omega_1)$, reconstructed by the discussed iterative algorithm in $n = 10$ steps at a single frequency $\omega_j = \omega_1$, the cross section of estimate $\hat{\psi}(r, \omega_1)$, obtained by the functional-analytical algorithm, as well as the cross section of true distribution $v(r, \omega_1)$. As it can be seen in figure 2b, the location of inhomogeneities, their shape and amplitudes are reconstructed with high accuracy in the absence of noises in the initial data. The values of discrepancies $\delta_v \approx \delta_v^{(10)} \approx 0.008$ coincide for the functional-analytical approach and the iterative algorithm with an accuracy of hundredths of a percent. In this case, the norm of scattering data is $\|f(\phi, \phi')\| \approx 11/(3\pi)$, which significantly exceeds the above-mentioned threshold value $1/(3\pi)$. It should be noted that an attempt to reconstruct the same scatterer in the first Born approximation gives unsatisfactory results, and the residual value becomes equal to $\delta_v^{(0)} \approx 0.26$. As an illustration of iterations convergence, figure 4 shows the dependence of discrepancy $\delta_v^{(n)}$ on the iteration number $n$, which shows that in the absence of noises in the initial data, only 3-5 iteration steps are required to decrease the residual value $\delta_v^{(n)}$ less than 0.05, when results of reconstruction and the true scatterer are practically indistinguishable.

With a further increase of scatterer strength, the results of reconstruction by the iterative algorithm deteriorate; however, the functional-analytical algorithm still yields a reconstruction with high accuracy. For the coefficient $A_0 = 0.55$ in (22) the additional phase shift is $\Delta \psi \approx 0.6\pi$ in the cross section with a positive velocity contrast $\Delta c(r)/c_0 > 0$ and $\Delta \psi \approx -0.33\pi$, if $\Delta c(r)/c_0 < 0$, the norm of scattering data is $\|f(\phi, \phi')\| \approx 13.4/(3\pi)$. In this case the iterations begin to converge to a solution with a residual $\delta_v^{(20)} \approx 0.16$ (see figure 3), which significantly exceeds the values obtained earlier for the case $A_0 = 0.43$ (see figure 2). For the value $A_0 = 0.91$ (additional phase shift is $\Delta \psi \approx 1.1\pi$, if $\Delta c(r)/c_0 > 0$, and $\Delta \psi \approx -0.54\pi$, if $\Delta c(r)/c_0 < 0$, the norm of scattering data is $\|f(\phi, \phi')\| \approx 19.3/(3\pi)$ ), the iterations even diverge (figure 4). One of the reason may be the accumulation of numerical errors, the magnitude of which becomes comparable to the contribution from each subsequent iterative addition. Such errors can arise, first of all, when solving a direct problem that requires a very small sampling step to take into account the multiple scattering processes on a small-scale but high-contrast elements of scatterers $v^{(n-1)}(r, \omega_j)$, which are reconstructed at intermediate iteration steps. It should be noted that both in the case $A_0 = 0.55$ and in the case $A_0 = 0.91$, the functional-analytical algorithm gives almost ideal results of reconstruction with discrepancies $\delta_v \approx 0.008$ and $\delta_v \approx 0.012$, respectively; the values of these residuals characterizes the accuracy of solving the direct problem. The possibilities of iterative algorithms in the reconstruction of middle strength scatterers and
Figure 3: General view of the scatterer $\hat{v}^{(58)}$ reconstructed at 58-th iteration (a), for which the relative contrast of sound speed $\Delta c(r)/c_0$ ranges from -0.1 to 0.36, maximum additional phase shift is $\Delta \psi \approx 0.6\pi$, norm of scattering data is $\|f(\phi, \phi')\| \approx 13.4/(3\pi)$, dimensionless coefficient is $A_0 = 0.55$;
- central cross sections of true scatterer $v$ (b, thin solid line), reconstruction results obtained by the functional-analytical algorithm $\hat{v}$ (b, dotted line), by the iteration method $\hat{v}^{(58)}$ (b, dash line) and the Born estimate $\hat{v}_{\text{born}}$ (b, thick solid line);
- dependence of discrepancy $\delta_v^{(n)}$ (c) and the parameter of filtration $\tau^{(n)}$ (d) on the iteration number $n$.

The difficulties encountered in the iterative reconstruction of strong scatterers were also discussed in [2,35].

As it was mentioned above in Section 3, convergence of iterations can be improved by introducing the additional filtering of spatial spectrum of scatterers $\tilde{v}^{(n-1)}(\xi, \omega_j)$. Filtration of this kind is equivalent to considering in (18) instead of the region $B_{2k_0j}$ a circle with a smaller radius $2\tau k_0j$, where $\tau \leq 1$ [20]. Figure 3 shows the reconstruction results obtained for the scatterer with coefficient $A_0 = 0.55$, when values of the parameter $\tau^{(n)} \leq 1$ were changed during iterations. The criterion for changing the value $\tau^{(n)}$ can be either the divergence of iterations, accompanied by an
increase of the discrepancy $\delta_f^{(n)}$ for scattering data:

$$
\delta_f^{(n)} \equiv \sqrt{\frac{2\pi}{\int_0^{2\pi} d\phi \int_0^{2\pi} |\hat{f}(n)(\phi, \phi') - f(\phi, \phi')|^2} / \sqrt{\frac{2\pi}{\int_0^{2\pi} d\phi \int_0^{2\pi} |f(\phi, \phi')|^2}},
$$

here $\hat{f}(n)(\phi, \phi')$ is the estimation of scattering amplitude at $n$-th iteration step, or the convergence of iterations, when the value $\delta_f^{(n)}$ does not change significantly for several iterative steps. Another way of possible improvements of iteration convergence is the similar filtration of scattering amplitude inside a circle with radius $2\tau k_{0j}$. This approach, in some sense, is equivalent to the stepwise inclusion method [35]. As it can be seen in figure 3c, when $A_0 = 0.55$ the considered approach makes it possible to achieve the convergence of iterations with discrepancy $\delta_{\psi}^{(58)} \approx 0.098$ that is smaller than the initial value $\delta_{\psi}^{(0)} \approx 0.38$, obtained in the Born approximation, by more than 3.5 times. The final estimate $\hat{f}^{(58)}(r, \omega_1)$ is comparable in terms of reconstruction quality with the results of the functional-analytical method (see figure 5c). In the case $A_0 = 0.55$ the iterations converge (figure 4), but the final discrepancy turns out to be significantly larger than the reconstruction error obtained by the functional-analytical algorithm. The presented examples of numerical modeling correspond to the previously obtained theoretical estimates of accuracy of the iterative [20] and functional-analytical [22] approaches when solving the inverse problem for the Schrödinger equation. In accordance with these estimates, the functional-analytical algorithm should give lower values of discrepancy for the solution in comparison with the iterative algorithm with increasing energy, which in acoustic case, in some sense, corresponds to an increase in the squared wavenumber. Thus, the obtained results of numerical simulation confirm for acoustic applications the validity of known theoretical estimates, thereby demonstrating the advantages of a rigorous functional-analytical algorithm in comparison with the iterative approach for recovering strong scatterers.

To analyze the resolution of the iterative algorithm, components with small sizes in the coordinate domain were added to the original scatterer (22):

$$
v(r, \omega_j) = A_0 k_{0j}^2 \exp(-|r - r'|/\sigma'') - 0.5 \exp(-|r - r''|/\sigma''') - 0.5 \exp(-|r - r'''|/\sigma'''' + 0.5 \exp(-|r - r'''|/\sigma''''),
$$

where $r'' = \{-11/8\lambda_{01}, 0\}$, $r''' = \{1/4\lambda_{01}, 0\}$, $\sigma'' = \sigma''' = 0.4\lambda_{01}$, $A_0 = 1.1$. In this case, the scatterer contains components with a characteristic spatial scales about a quarter of a wavelength (figure 5), which is close to the limiting resolution of wave monochromatic methods for solving inverse scattering problems [24]. The considered scatterer (23) is quite strong: the additional phase shift is $\Delta \psi \approx 0.46\pi$ on a segment with a positive sound speed contrast $\Delta c(r)/c_0 > 0$, and $\Delta \psi \approx -0.19\pi$, if $\Delta c(r)/c_0 < 0$, the norm of scattering data is $\|f(\phi, \phi')\| \approx 12.8/(3\pi)$. Despite this, it is possible to obtain acceptable reconstruction results with $\delta_{\psi}^{(17)} \approx 0.047$ in $n = 17$ iteration steps without using the considered filtering in the space of wave vectors (see figure 5a). Thus, the considered iterative and functional-analytical algorithms have comparable resolution, while the functional-analytical approach gives a solution with a smaller discrepancy $\delta_{\psi} \approx 0.018$. 
Figure 4: Dependence of discrepancy $\delta_v^{(n)}$ (a) and parameter of filtration $\tau^{(n)}$ (b) on the iteration number $n$, when reconstructing a strong scatterer, for which values $\Delta c(r)/c_0$ ranges from -0.16 to 1.08, maximum additional phase shift is $\Delta \psi \approx 1.1\pi$, norm of scattering data is $\|f(\phi,\phi')\| \approx 19.3/(3\pi)$, dimensionless coefficient is $A_0 = 0.91$. After $n = 35$ iterations discrepancy is $\delta_v^{(35)} \approx 0.72$, that is smaller than discrepancy of the Born estimate $\delta_v^{(0)} \approx 0.84$, but significantly more than the functional-analytical algorithm result $\delta_v \approx 0.012$; this shows the limitations of the iterative algorithm for the reconstruction of strong scatterers. The central cross sections of true scatterer $v$ and its estimates are shown in (c): thin solid line shows $v$, dotted line $-\hat{v}$, dash line $-\hat{v}^{(35)}$, thick solid line $-\hat{v}_{\text{born}}$.

Simultaneously with the resolution, the noise immunity of the discussed iterative procedure was analyzed. To make such investigation, a normally distributed random noise interference $n(y,x;\omega_j)$, uncorrelated for the different directions of emitting and receiving transducers, with zero mean and with the rms amplitude deviation $\sigma_{ns}(\omega_j) = 0.15\bar{G}_{sc}(\omega_j)$, was introduced into the scattered fields $G_{sc}(y,x;\omega_j) \equiv G(y,x;\omega_j) - G_0(y,x;\omega_j)$ separately for the real and imaginary parts and independently at different frequencies $\omega_j$. The rms value $\bar{G}_{sc}$ of scattered data is defined as
\[ \bar{G}_{sc} \equiv \frac{\sqrt{\int T \int T |G_{sc}(y, x; \omega_j)|^2}}{\sqrt{\int T \int T dx \int dy}}, \] and the input noise-to-signal amplitude ratio \( N/S \equiv \frac{\sqrt{\int T \int T |n(y, x; \omega_j)|^2}}{\sqrt{\int T \int T dx \int dy|G_{sc}(y, x; \omega_j)|^2}}, \) is \( N/S \approx 0.21, \) which even exceeds the level of interference expected, for example, in medical tomography experiments \[36\]. Nevertheless, the considered scatterer is reconstructed with acceptable accuracy using scattering data at one frequency \( \omega_1 \), corresponding to the wavelength \( \lambda_01 \) (see figure 5). The use of a multifrequency (impulse) sounding regime improves the results of reconstruction from noisy data \[25\]. In the considered case of scatterers, which are described by a perturbation of sound speed only, the multifrequency estimate at each iteration step is obtained by the simple averaging of functions \( \hat{\nu}^{(n)}(r, \omega_j)/\omega_j^2 \) over the frequencies \( \omega_j \). As it follows from (2) these functions \( \hat{\nu}^{(n)}(r, \omega_j)/\omega_j^2 \) do not depend on frequency. Due to the fact that at each frequency \( \omega_j \) the scattered fields \( G_{sc}(y, x; \omega_j) \) contain independent realizations of noises \( n(y, x; \omega_j) \), the simple averaging of functions \( \hat{\nu}^{(n)}(r, \omega_j)/\omega_j^2 \) makes it possible to obtain the desired improvement in the noise-to-signal amplitude ratio \( N/S \). For example, if \( N/S \approx 0.21 \), then the use of scattering data at 40 frequencies (in a real experiment, the amount of data can be even greater \[36\]) allows one to obtain reconstruction results that are indistinguishable from the results presented in figure 5b.

5 Conclusions

Results of this work show that the considered iterative algorithm \[20\] makes it possible to reconstruct acoustic scatterers of middle strength with accuracy, resolution and noise immunity comparable to reconstruction results of the functional-analytical approach \[22, 23\] (see figures 2, 5). When recovering strong scatterers, a divergence of iterations is observed. To improve convergence of the considered iterative scheme, filtering of intermediate reconstruction results in the space of wave vectors was applied (figure 3). It should be noted that the scatterers, for which the divergence of iterations was observed (the maximum additional phase shift is \( \Delta \psi \approx 1.1\pi \)), the norm of scattering data is \( \|f(\phi, \phi')\| \approx 19.3/(3\pi) \), could be reconstructed by using the functional-analytical algorithm with high accuracy (figure 4) that corresponds to the known theoretical estimates of these algorithms convergence \[20, 22\]. Indeed, the main advantage of the functional-analytical algorithm is its mathematical rigor, which makes it possible to take into account the processes of multiple scattering when solving the inverse problem, thereby providing a non-iterative reconstruction of scatterers of different strengths with high accuracy. As a result, for the case of two-dimensional scalar Helmholtz equation, the efficiency of the iterative algorithm in reconstruction of middle strength scatterers and the advantages of the functional-analytical approach in reconstruction of strong scatterers with parameters close to acoustic tomography problems were demonstrated. A comparative numerical study of iterative and functional-analytical reconstruction algorithms is carried out in this work for the first time. The obtained results indicate perspectives of using the considered iterative algorithm for developing new acoustic tomography schemes that are flexible enough for use in various applications. The main advantage of the iterative approach in comparison with the
Figure 5: General view of middle strength scatterer with small size elements (a), for which the relative contrast of sound speed $\Delta c(r)/c_0$ ranges from -0.07 to 0.19, maximum additional phase shift is $\Delta \psi \approx 0.46\pi$, norm of scattering data is $\|f(\phi, \phi')\| \approx 12.8/(3\pi)$, dimensionless coefficient is $\Lambda_0 = 1.1$;
- central cross sections of true scatterer $v$ and its estimates obtained by using scattering data without noise are shown in (b): thin solid line shows $v$, dotted line – $\hat{v}$ (the discrepancy is $\delta_v \approx 0.018$), dash line – $\hat{v}^{(17)}$ ($\delta_v^{(17)} \approx 0.047$), thick solid line – $\hat{v}_{\text{born}}$ ($\delta_v^{(0)} \approx 0.31$);
- general view of the Born estimate $\hat{v}_{\text{born}}(r, \omega_1)$ (c) obtained by using noisy data at one frequency with noise rms amplitude deviation $\sigma_{\text{ns}}(\omega_j) = 0.15\overline{G_{\text{sc}}}(\omega_j)$;
- central cross sections of true scatterer $v$ and its estimates obtained by using noisy data are shown in (d): thin solid line shows $v$, dotted line – $\hat{v}_{\text{noise}}$ (the discrepancy is $\delta_v \approx 0.018$), dash line – $\hat{v}^{(17), \text{noise}}$ ($\delta_v^{(17)} \approx 0.047$), thick solid line – $\hat{v}_{\text{born}}^{\text{noise}}$ ($\delta_v^{(0)} \approx 0.31$).

Functional-analytical algorithm is the ability to make reconstruction from incomplete scattering data \[20\]. This is especially important in three-dimensional inverse problems, an example of which is the nonadiabatic mode tomography of ocean \[17\]. The analysis of applicability of the iterative algorithm in such problems refers to prospects for further research.
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