An Improved Approach for QoS Based Web Services Selection Using Clustering

Mourad Fariss*, Naoufal El Allali, Hakima Asaidi, Mohamed Bellouki

MASI Laboratory, FPN, UMP, Nador, 62000, Morocco

ARTICLE INFO

Article history:
Received: 22 December, 2020
Accepted: 11 March, 2021
Online: 20 March, 2021

Keywords:
Web service selection
K-Means clustering
Prefiltering
Skyline techniques
BBS algorithm

ABSTRACT

With the rising number of web services created to build complex business processes, selecting the appropriate web service from a large number of web services respond to the same client request with the same functionality are developed independently but with different quality of service (QoS) attributes. From this point, there are many approaches to web service selection. Nevertheless, this is still deficient due to a considerable number of discovered web services. The prefiltering is a solution to reduce the number of web services candidates. In this paper, the K-means clustering is applied to determine similar services based on QoS information. The results of this prefiltering are considered at the selection task using the Branch and Bound Skyline (BBS) algorithm. The experimental evaluation performed on real Dataset proves that our approach presents efficient results for web service selection.

1. Introduction

This paper is an extension of [1], where an advanced mechanism of prefiltering and selection of web services based on QoS is proposed.

Over the past decade, many researchers have developed a strong interest in web services, an important standard of Service Oriented Architecture (SOA). It is a novel paradigm to build the large-scale of distributed applications. Web service is defined as a software-system and identified using an URI, where its public interface and binding description use the XML language, can be discovered and invoked by other web services. This invocation requires a prescribed of resources using XML messages via such protocols of the Internet.

WSDL, SOAP, and UDDI are the series of technology criteria for web services [2], on which other technologies closer to the application problem can be specified and implemented. It presents standard web service protocols to implement/develop the interaction between applications (services) among diverse platforms. The web service architectures are based on the following three entities; (i) service provider, (ii) service registry, and (iii) service customer. The service provider corresponds to the proprietor of the service. It is required to depict the web service and publish it in the service registry (a central entity). The service registry possesses the technical details of web service and the service provider information to facilitate and find services for customers. The customer is the application that is going to search for and invoke a service. The client application can itself be a web service.
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Figure 1: Web Service Model

The increased web applications usage for different fields, making service providers to respond to customers by releasing an enormous number of web services; the customer finds a problem in choosing the web service that meets his request with this large number of published web services. QoS appears as a solution to help customers select an adequate web service that meets the...
customers’ requirements. These requirements seek to benefit from more web service performances as cost, response-time, and other QoS properties [3].

One of the immense challenges of SOA is to attribute QoS to the description of web services to facilitate the choice for customers according to their requirements as well as to dynamically select the most efficient web services for each customer according to the criteria of the requirements given by the client or just the best web service among the web services found in the web services registry that have similar functionalities.

The rest of the paper is presented as follows: Section 2 gives the related works. Section 3 explains the background used in this paper as the QoS in web service, the K-Means clustering and the BBS algorithm. Section 4 contains our proposed approach. Section 5 discusses the experimental results. The final section concludes the paper.

2. Related works and motivation

The selection of web service is a hard process because various web services offer similar features. Applications in their consumption of services struggle to employ the optimal QoS; however, the selection phase faces many hardships since the QoS is at the same time influences by several inconsistent QoS features. Present solutions have a shortage in performance for the reason that they take in consideration the potential web services to find QoS features. In case, customer needs are taking place in the selection process. We can use this bit of information in order to distinguish between web services that possess similar QoS as end-user QoS features. For the sake of gathering similar web services together, it is useful to use cluster technology with reference to QoS properties. The selection considers only web services, which is abided by the customer’s QoS requirements.

Recently, to solve the selection service problem, the skyline algorithms have been introduced by selecting service as the optimal candidate services [4–9]. The BBS approach is the most famous skyline algorithm suggested by [10]. As far as the large data spaces are concerned, it is the most efficacious algorithm.

The authors of [11] compared two algorithms: the BBS and the SFS algorithms on the service web selection. The service selection system was performed efficaciously and reliably by the BBS algorithm as the experimental outcomes show.

Authors in [12] were the first to propose the filtering of web services system named “F-WebS system”. The system builds the performance on the description and discovery area of web services [11,13–15] as semantics-based web service filtering and utilizes a variety of matching algorithms such as those in the discovery task.

In [7], the authors proposed a framework named “KRSWS” to reduce the web services candidates based on QoS attributes and the customer requirements, the proposed method use the Fuzzy AHP method and a new version of Promethee [16].

The clustering mechanism for generating services clusters according to the same QoS is useful for determining the relevant web service [17]. Nonetheless, to cluster the generic type of QoS properties in one group can negatively effect the efficiency of the selection of web service [18].

The authors of [19] proposed a cluster and filtering system architecture model, and have demonstrated that the use of the clustering technique does not effect on the system’s accuracy and pertinence, yet it increases the speed of the process of simple service processing.

The proposed method for selecting web services uses a cluster approach based on QoS parameters to pre-filter web services, once we filter the web services with a pre-filter based on K-Means clustering, we obtain a decreased set that contains the web services filtered, after that we select the dominate web service with the skyline technique. The proposed solution presents a significant precision and performance of selecting web services regarding other approaches cited in the literature.

3. Preliminaries

3.1. QoS in Web Service

Several works that have been conducted in web service discovery focus only on the functional features (content requirements) of a web service, but this phase remains insufficient to meet the customer’s requirements because of the many similar web services that offer the same functionalities for the customer. However, the web service selection phase introduces the notion of non-functional features (context requirements), namely QoS, to determine the most efficient web service that meets customer requirements.

QoS is a set of features and characteristics of an entity or a service that gives it the ability to meet stated or implicit needs. The needs can be linked to parameters such as accessibility, availability, response time, reliability, cost, etc. The parameters can help to select from the candidate web services and reduce the consumed time.

We can distinguish between customer-independent QoS attributes such as (cost, reputation, accuracy) and customer-dependent QoS attributes such as (throughput, scalability, availability) [2], [3].

QoS has the capacity to satisfy its significance by:

- Defining the operational measurements for the web service.
- Distinguishing between providers and services.
- Filtering and ranking the web services.
- Selecting the efficient and appropriate service that achieves the whole customer needs.

Those QoS attributes can be classified into six categories as shown in Table 1.

| QoS categories and attributes | 1. Service Provider | 2. Service Customer |
|--------------------------------|---------------------|---------------------|
|                               | Service provider reputation, Accountability, Throughput, Scalability, Availability. | Response time, Reliability, |
3. Service Developer

| 3. Service Developer | Maintainability, Interoperability, Composability, Reusability, Stability, Traceability, Testability. |

4. Service runtime management

| 4. Service runtime management | Exception handling, Completeness, Robustness. |

5. Security

| 5. Security | Authentication, Confidentiality, Authorization, Non repudiation, Auditability, Encryption, Integrity. |

6. Network infrastructure

| 6. Network infrastructure | Server failure, Guaranteed messaging, Bandwidth, Delay time, Packet loss ratio. |

7. Network infrastructure

| 7. Network infrastructure | Server failure, Guaranteed messaging, Bandwidth, Delay time, Packet loss ratio. |

3.2. K-Means Clustering

The clustering algorithms are classified into hierarchical clustering, exclusive clustering, probabilistic clustering, and superimposed clustering [21]. The K-Means clustering can be considered the most known to resolve many clustering problems. Our use for this algorithm is to rank web service applications according to the QoS attributes.

The advantages of the K-Means clustering are as follows [22]:

- The larger number of the variables are, the smaller the number of the clusters, and the smaller the speed of calculation than the hierarchical clustering algorithms.
- If the clusters are globular, K-Means will produce tighter clusters, which will be tighter than hierarchical clusters.

Despite all of these advantages, K-Means has also some limitations, but these later ones do not influence our approach to study the QoS between queries and published web services.

The goal of applying the K-Means clustering algorithm is to classify the database of QoS attributes offered by the list of discovered web services. This is done in multiple steps. The first is to randomly initialize the number K of centroids. The centroids represent the centers of the clusters. The following process takes place in two stages called expectation and maximization; these two stages involve assigning each data element to its nearest centroid. Next, the algorithm calculates the new centroid of all the points of each cluster and define the new centroid. The following algorithm describes the K-Means algorithm’ steps:

Algorithm 1: K-Means algorithm

1: Define K // The number of clusters
2: Initialize K centroids (Randomly)
3: repeat
4: expectation: Assign the points to their closest centroid
5: maximization: Calculate the new centroid of clusters
6: until: The position of centroid does not change

3.3. Branch and Bound Skyline Algorithm

The BBS algorithm is considered as an enhancement of the K Nearest Neighbors (KNN) algorithm with a difference that the BBS algorithm crosses the R-tree only once. The algorithm uses a priority queue, where data points are organized according to their minimum distances (mindist) or minimum bounding rectangles (MBR) from an origin point. A minimal bounding rectangle is used to evaluate a complex shape. It is a rectangle with parallel sides to the x and y-axis and minimally surrounds the utmost complex shape [23].

The algorithm chooses at each step, among all the unvisited points, the closest tree points to the origin. In addition, it keeps these discovered points in a set S for the validation step of dominance.

The description of the BBS algorithm is given as follows:

Algorithm 2: BBS Algorithm

01: \( P = \emptyset \) // P is a set of dominant points
02: fill the root R by all entries in the heap
03: while R not empty yet do
04: \( c \) is removed // c is the top entry from R
05: if \( c \) is dominated by other points in P remove \( c \)
06: else
07: if \( c \) is an intermediate entry
08: for each child \( c_i \) of \( c \)
09: if \( c_i \) is not dominated by some point in P
10: \( c_i \) is removed
11: end
12: insert \( c_i \) into P
13: end
14: end
15: end
16: end

Figure 2: Example of BBS Algorithm
The BBS algorithm performs better than other skyline algorithms, ensuring a minimum cost of input/output, and the number of R-tree node access, and processing time. However, since the number of attributes is increased, the number of points in the skyline is increased substantially [24]. Hence, the idea of using a filter is to decrease the number of candidate points.

Figure 2 provides an example of domination point using two attributes of QoS.

4. Proposed Approach

The QoS-based selection consists to choose the best web service from the candidate (discovered) web services to satisfy the customer’s non-functional requirements as QoS needs. This selection depends on the specification adopted when defining the QoS criteria and the QoS profile of the web service.

For solving this problem, we propose to add a filter with K-Means clustering as a first step to generate the clusters of web services based on the QoS properties assigned to each discovered web service. This technique determines the number K of classes as an input and generates the K clusters. When the process starts, it chooses centers randomly. Then at each step, it recalculates the new cluster centers as the mean of the QoS for this cluster. The criterion function used in this step is expressed in equation (1) [25] below:

\[
E = \sum_{i=1}^{k} \sum_{ws_{ci}} |ws - M_i|^2
\]

where E is the error value between the consumer ‘constraints and the candidate web services, ws refers to the candidate web service, and \( M_i \) is the mean of the cluster \( Ci \) which contains \( ws \). Each cluster created by the K-Means algorithm contains web services with similar QoS attributes. The algorithm serves as a pre-filter for the discovered web services. The cluster obtained from this phase has the most efficient centroid to meet customer requirements while all web services in this cluster can also meet these requirements, and they are affected to step two.

The second step is to exploit the filter results and apply the BBS algorithm on the filtered cluster web services. The objective of this step is to determine the dominant web services among the obtained cluster web services using their QoS properties. Eliminating inappropriate web services in the pre-filter phase with K-Means clustering makes it easier for the BBS algorithm to find the most appropriate web service and meets customer requirements.

Figure 3 summarizes the model of our proposed approach. The customer submits a request for a service that meets their needs and requirements. In the discovery stage, the web service registry determines a set of candidate web services that can meet customer needs. In the web service selection stage, we propose to add a pre-filter using K-Means algorithm which minimizes the candidate web services. This step takes place by creating clusters that contain web services including similar QoS properties and determining which cluster meets the customer requirements, thereby the BBS algorithm is applied to find the appropriate web service for customer needs and requirements.

5. Experimental Results

The evaluation of the proposed approach aims to show the interest of adding a pre-filter to a web service selection system. The pre-filter proposed in our approach is based on K-Means clustering.

A real-world dataset of QoS attributes named QWSdataset [26] is used for experimentation. The dataset contains 9 QoS attributes per service, downloaded by a web service Crawler Engine [27]. The used version contains 2507 web services. This dataset contains 11 segments representing 9 QoS attributes, the URL of WSDL file and the service name. The database is used in experiments to prove the efficiency and performance of our proposed approach. Table 2 represents some values of QWSdataset used in the experimentation.

To reduce the search domain, we apply the K-Means algorithm to determine the web services that have similar QoS parameters. The selection process is conducted using the BBS algorithm. The performance and efficiency of our proposed approach are verified using the evaluation metrics: Success rate and execution time for a selection process with different approaches.

5.1. Success Rate

The success rate (SR) of all selected web services is the proportion of customers’ QoS requirements (C) to the QoS values
of these web services ($\bar{U}(S)$). The success rate of a web service ($SRn$) equals 1 if its value is greater than a threshold value ($ts$).

$$SR = \frac{SRn}{n} \times 100\%$$  \hspace{1cm} (2)

and

$$SRn = \sum_{i=1}^{n} \begin{cases} 1, & \frac{c_i}{\bar{U}(S)} \geq ts \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (3)

where $SRn$ is the success rate for $n$ web services. Based on [11], the values of parameters used in the experimentation are $ts=0.86$ and $n=200$.

Figure 4 presents the success rate of our approach compared to other approaches depending on the number of candidate web services. The success rate is increased for our approach compared to other approaches. Furthermore, the more the number of candidate web services is increased, the more the success rate of our approach is increased, which means that the proposed approach is scalable for the large dataset of web services. However, the other approaches have a stable success rate or a decreased success rate when the number of candidate web services is increased.

5.2. Computation Time

To evaluate the efficiency of our approach in comparison with other ones, the execution time is computed as shown in Figure 5. The execution time for our approach is minimized than other approaches depending on the number of web services. As a consequence, our approach has a high performance considering the execution time even we deal with a large dataset.
web services using a new pre-filer mechanism that is based on the K-Means clustering.

6. Conclusion

The selection web service problem consists to find the most adequate web service from a large dataset with a short period of time based on the QoS proprieties. To resolve this problem, we proposed a new mechanism using the K-Means clustering as a pre-filter to eliminate the inappropriate web services, which leads to minimizing the search space. Then the BBS algorithm is applied to select the dominant web service for increasing the precision rate. The experimentation results show a high performance of our approach compared to other ones in terms of the scalability, the execution time, and the precision rate.

The current work will provide many benefits and advantages to end-users, practitioners, and researchers who deal with a large data set of web services. It allows to prefilter an enormous number of web services that are generated from different systems such as smart health, smart agriculture, smart city, etc.

In the future, we can use this approach to resolve the web service composition problems and minimized the composition time, and we try to integrate uncertain QoS parameters in our approach.
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