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Abstract—With the development of deep learning, medical image classification has been significantly improved. However, deep learning requires massive data with labels. While labeling the samples by human experts is expensive and time-consuming, collecting labels from crowdsourcing suffers from the noises which may degenerate the accuracy of classifiers. Therefore, approaches that can effectively handle label noises are highly desired. Unfortunately, recent progress on handling label noise in deep learning has gone largely unnoticed by the medical image. To fill the gap, this paper proposes a noise-tolerant medical image classification framework named Co-Correcting, which significantly improves classification accuracy and obtains more accurate labels through dual-network mutual learning, label probability estimation, and curriculum label correcting. On two representative medical image datasets and the MNIST dataset, we test six latest Learning-with-Noisy-Labels methods and conduct comparative studies. The experiments show that Co-Correcting achieves the best accuracy and generalization under different noise ratios in various tasks. Our project can be found at: https://github.com/JiarunLiu/Co-Correcting.
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I. INTRODUCTION

Medical image classification plays an essential role in clinical treatment and teaching tasks. Automated medical image classification is a research hotspot. It is challenging owing to the fine-grained variability in the appearance of lesions. Recently, methods that use deep learning have already achieved impressive and often unprecedented performance, ranging from early screening to determining subcategories.

The success of deep learning has attributed to the increasing availability of very large and growing datasets as well as more powerful computational hardware. Large data with reliable labels are favorable to the deep neural network to train parameters. However, medical images are hard to collect, as the collecting and labeling of medical data confronted with both data privacy concerns and the requirement for time-consuming expert explanations. In the two general resolving directions, one is to collect more data, such as crowdsourcing [1] or digging into the existing clinical reports [2]. Another way is studying how to increase the performance with a few labels, which usually applies semi-supervised learning [3] and pseudo labels [4]. Data collected through crowdsourcing or pseudo labels typically suffer from very high label noise [5] and thus they have limited applicability in medical imaging. It is clear that relative small datasets with noisy labels are, and will continue to be, a common scenario in training deep learning models in medical image analysis applications [6]. Hence, approaches that can effectively handle the label noise are highly desired.

Essentially, noisy labels systematically corrupt ground-truth labels, which inevitably degenerates the accuracy of classifiers. Such degeneration becomes even more prominent for deep learning models since these complex models can fully memorize noisy labels [4]. A promising way to handle noisy labels is training on selected instances, for example, those with small losses. It is observed that deep neural networks memorize clean instances first and gradually adapt to hard instances as training epochs become large. Based on this observation, Co-teaching [7] or Co-teaching+ [8] train two networks simultaneously. In each mini-batch of data, each network views its small-loss instances as useful knowledge and teaches such useful instances to its peer network to update the parameters. Co-teaching or Co-teaching+ could effectively discriminate probably clean labels and keep classifiers away from fitting noisy ones. However, they ignore the samples that are considered unreliable and simply delete many difficult samples which are important to overall accuracy.

The task of learning with noisy labels (LNL) is particularly significant in medical image classification. Nevertheless, recent progress on handling label noise in deep learning has gone largely unnoticed by the medical image analysis community [9]. Medical image classification differs from general image classification in several aspects. Firstly, medical image datasets are relatively small and are expensive to acquire. Hence, it is a big waste to ignore those samples with unreliable labels. Even noisy ones contain a certain level of information for learning. Secondly, it is difficult to classify medical images even if the labels are perfect since there is not always a clear indication of the pathology from the image. Currently, the behavior of deep learning on noisy medical datasets have not been well studied yet. The performance of the state-of-the-art methods, such as Co-teaching or Co-teaching+, are still unknown on noisy medical datasets. There are insufficient noise-tolerant approaches specifically designed for medical
applications, where labeling requires domain expertise and suffers from high inter- and intra-observer variability, and erroneous predictions may influence decisions that directly impact human health.

To fill the gap, this paper proposes an end-to-end noise-tolerant deep learning framework for medical image classification. Inspired by Co-teaching+, the framework adopts the idea of training two networks simultaneously. It consists of three core components: a dual-network architecture, which can choose reliable instances with small losses by cross-updating the parameters mutually, a new probabilistic model used to uniformly handle noise-contaminated and noise-free labels, and a curriculum which allows the framework to update the labels stably.

The proposed framework called Co-Correcting could take advantage of the noisy labels and handle severe noise situation. We conduct experiments on two public medical image datasets: ISIC-Archive [10] and PatchCamelyon [11], [12]. Compared with the state-of-the-art methods, Co-Correcting gets the highest accuracy models under noisy ratio from 5% to 40%. Our contributions are as follows:

1) This paper proposed a noise-tolerant deep learning framework for medical image classification based on mutual learning and annotation correction. The framework is independent of the backbone network structure and does not need any auxiliary clean dataset, thus it is easy to apply.

2) A new label probabilistic model was introduced based on the proposed dual-network architecture. It utilizes the backpropagation of a summarized gradient to probabilistically updates the labels.

3) A label correction curriculum learned by unsupervised clustering on deep features is proposed, according to which Co-Correcting can gradually update the labels, from easy to difficult, to improve the stability of the learning.

4) On two classical medical image datasets ISIC-Archive and PatchCamelyon, we implemented the latest LNL methods, including Co-Correcting, Co-teaching+, DivideMix etc.. Compared with state-of-the-art methods, Co-Correcting achieves the highest accuracy on noisy medical datasets.

II. RELATED WORKS

A. CNN-based Medical image classification

In recent years, the rapid development of deep learning theory has provided a technical approach for solving medical image classification tasks. In 2017, [13] applied deep neural networks to the classification of skin cancers. In their work, they first built a large dataset containing 129,450 clinical images, which is two orders of magnitude larger than previous datasets. The results showed that the classification level of skin cancer by CNNs reached those of dermatologists. CheXNet [14], a CNN with 121 layers trained on a dataset with more than 100,000 frontal-view chest X-rays, achieved a better performance than the average performance of four radiologists. Even though in some applications it has become possible to curate large datasets with reliable labels, in most applications it is very difficult to collect and accurately label datasets large enough to effortlessly train deep learning models. CNN-based methods have various strategies to increase the performance of image classification on small datasets. [15] researched the effectiveness of data augmentation in image classification. [16] achieved 92% accuracy on a small pneumonia X-rays image dataset by transfer learning. A promising research direction is to label massive datasets by employing non-expert humans or automated systems with little or no human supervision. However, instances collected using such methods typically suffer from high label noise [5], thus they have limited applicability in medical imaging. Therefore, further efforts are needed to study methods that can handle noisy medical datasets.

B. Deep learning with noisy labels

The ability of deep CNNs to overfit the corrupted labels can lead to very poor generalization performance. To handle corrupted labels, some deep learning-based methods added regularization in the loss function [17]. They leveraged the regularization bias to overcome the label noise issue. However, they introduce the bias permanently and the learned classifier barely reaches the optimal performance. Other methods estimated transition matrix [18] which did not introduce regularization bias and thus could improve the accuracy of classifiers. Unfortunately, the transition matrix is hard to estimate especially when the dataset is imbalanced and the number of classes is large. To be free of estimating the noise transition matrix, a promising direction focus on training on selected samples. These works try to select clean instances out of the noisy ones, and then use them to update the network. Intuitively, as the training data becomes less noisy, better performance can be obtained. Table II compares the latest LNL methods in two dimensions: whether accumulate errors and whether correct labels. MentorNet [19] provides a curriculum for StudentNet to focus on the sample of the label is probably correct. It uses a self-paced way to learn the curriculum and has the inferiority of accumulated error caused by sample-selected bias. To solve the problem, Co-teaching trains two deep neural networks simultaneously, and let them teach each other given every mini-batch. In this exchange procedure, the error flows can be reduced by peer network mutually. Co-teaching+ improved Co-teaching by using “Update by disagreement” strategy to keep two networks diverged within the training epochs. However, they barely make use of the information in corrupted labels. Several works try to correct the errors in the labels. [20] maintain and update the label distributions. PENCIL [21] does the same job in a principled end-to-end manner. It avoids fitting noisy labels by training with a large learning rate. However, these manners easily introduce sample-selection bias, and thus accumulate errors. Recently, DivideMix [22] leverages semi-supervised learning techniques for learning with noisy labels. It randomly mixing two instances proportionally, which may reduce the specificity of medical image classification.
TABLE I

| Comparison of LNL Methods. |
|----------------------------|
| Methods | Without accumulate errors | Correct labels |
| MentorNet | × | × |
| Co-teaching | ✓ | ✓ |
| PENCIL | × | × |
| DivideMix | ✓ | × |
| Co-Correcting | ✓ | ✓ |

C. Medical image classification with noisy labels

Although some approaches have been considered to address the noisy label issue, it is still an ongoing challenge in deep learning in medical field. In fact, not many studies have addressed the medical image noisy label issue. One pioneer work is [6], it adapts a general LNL method [23] on mammography classification task and outperforms standard training methods, but it is heavily dependent on the noise label distribution assumption. [24] used a data re-weighting method that amounted to removing data samples with high loss values in each training batch. [25] deals with noisy annotations in pancreatic cancer detection from whole-slide digital pathology images. It uses a data re-weighting method [26] that is originally designed for general image classification.

III. CO-CORRECTING: MEDICAL IMAGE CLASSIFICATION FRAMEWORK

The proposed method named Co-Correcting is originally designed for medical image classification tasks. These tasks suffer from highly noisy labels and face high inter and intra-observer variability. To deal with the problems, Co-Correcting invented a novel noise-tolerant learning framework which is shown in Figure 1. It mainly consists of three modules: the dual-network architecture, the curriculum learning module, and the label correction module.

In Co-Correcting, we use label distribution $y^d$ to handle label uncertainty. Based on the observation that mutual training on two networks maintains a better estimation of the labels, we could update the label distribution $y^d$ under the supervision of the estimation, and hence noise can be probabilistically corrected. The networks learn the probabilistic label distribution while updating the network parameters. It is considered that the model and the labels are getting better simultaneously. However, it is not always the case. To ensure that the learning is stable and moving in the right direction, we incorporate the concept of curriculum learning. Samples are projected into the embedding spaces and clustered into groups based on the concatenated features. The groups are sorted by densities in descending order. As epochs increase, we gradually add the groups of labels to be updated.

More specifically, we divide the training process into the following four different stages:

Stage I: a warm-up stage that performs mutual learning on Module A.

Stage II: calculate the curriculum on Module B.

Stage III: on both Module A and C, learning parameters and update the label distribution.

Stage IV: fine-tuning the network with the corrected labels on Module A.

Fig. 1. The framework of Co-Correcting, it consists of: A) the dual-network module, B) curriculum learning module, C) label updating module.

In the warm-up stage, we train the models on two networks with exactly the same structure. The network parameters are randomly initialized and updated under the supervision of the information from its peer partner. Different initialization and sample selection bring different decision boundaries, which lead to the divergence between networks. The mutual information exchange and the divergence between two networks enhances the ability to resist the influence of noisy labels and thus gets a reliable projection into the embedding spaces. It should be noted that the warm-up stage has to be finished before overfitting. In the following stage, we focus on calculating the curriculum on the embedding spaces, and in the third stage, we update both the network parameters and the label distribution with the help of the curriculum. Finally, we fine-tune the model with the corrected labels to further improve the accuracy and the generalization. In the following parts, we will give a detailed explanation of the dual network architecture, label probability estimation, curriculum annotation correction, and the loss functions we used in the four stages. Our motivation will also be explained.

Fig. 2. Sample selection strategies of Co-teaching, Co-teaching+, and Co-Correcting: ‘init’ represents the initialization of the network; ‘!’ means the disagreement samples, while ‘∗’ means the agreement samples that are defined by Formula 1; ‘small’ represents the samples which are bottom R (t) percentage in loss ranking; ‘other’ represents the samples other than ‘small’; ‘loss’ is the total loss for backward propagation computed from the selected samples.
A. Dual network architecture

On the research of learning with noisy labels, a challenging issue is to design reliable criteria to select clean samples. Co-teaching and Co-teaching+ train two networks where each network selects small-loss samples in a mini-batch to train the other. Our dual network architecture is inspired by them and use an agreement way to update the parameters illustrated in Figure 3.

Co-Correcting trains two networks of the same structure. The backbone can be any deep convolutional neural network, for instance, ResNet or DenseNet, depending on the classification tasks. In the forward propagation, the two networks are trained on the same image data individually. In the back-propagation, according to the principle of “Update by agreement”, the gradient generated by samples with identical predictions will be used to update parameters. It has been shown that DNNs tend to learn simple data first before fitting label noise. Therefore, we treat instances with small loss as clean ones and collect their gradients when agreement occurs. Samples with consistent prediction have greater credibility, which facilitates the screening and correction of noise data.

More specifically, for each mini-batch with a batch size of \( b \), assuming \( P(1) = \{p_1^{(1)}, p_2^{(1)}, \ldots, p_b^{(1)}\} \) and \( P(2) = \{p_1^{(2)}, p_2^{(2)}, \ldots, p_b^{(2)}\} \) are the prediction of the two networks respectively, we select the samples with consistent prediction by the following Formula:

\[
D_n = \left\{ (x_i, y_i) : \arg\max p_i^{(1)} = \arg\max p_i^{(2)} \right\}
\]  

(1)

where \( \arg\max \) is the index of the maximum \( p_i \).

Assuming \( e \) is the current epoch number, for each \( e \), we define a memory rate as \( R(t) \) to select the samples with small losses, presented in Formula 2. Among the group of agreement, the samples with the smallest loss in percentage of \( R(t) \) are collected to calculate the gradient to update the networks.

\[
R(t) = 1 - \min \left( \frac{e}{E_k}, \tau \right)
\]  

(2)

In Formula 2, \( E_k \) and \( \tau \) are two hyper-parameters. As illustrated in Fig. 3, \( E_k \) controls the number of epochs to decrease \( R(t) \) and \( \tau \) is the decrease range for \( R(t) \). Generally, \( E_k \) is set to 10 and \( \tau \) equal to the noisy rate in the dataset. If we did not know the noisy rate previously, we could also estimate \( \tau \) through the methods described in [27], [28].

Differed with Co-teaching or Co-teaching+, we also calculate the losses of potentially noisy samples, though their gradients are set to zero when updating the classification models. These losses are used to update the label distribution, which will be described in the next section.

B. Label probabilistic modeling and updating

Deep label distribution learning [29] was proposed to handle label uncertainty. We adopt the idea for the purpose such that the label distribution can be updated and hence noise can be probabilistically corrected. Inspired by PENCIL [21], for a dataset with \( n \) image samples, Co-Correcting maintains a label distribution \( y_i^d \in \{y : y \in [0, 1]^K\} \) for every image \( x_i \), where \( i \) is the sample id and \( i \in [0, n] \). It is a probabilistic estimation of whether the label is noise-free. \( y_i^d \) is treated as a pseudo-label that is used in calculation of the losses.

In Figure 4, Co-Correcting estimates and updates \( y_i^d \) by simultaneously training two networks. As previously described, the mutual learning on two networks will not accumulate errors and thus avoiding the interference of the noisy labels to the greatest extend. We define an auxiliary variable \( \hat{y} \) to assist the label updating which is initialized by multiplying one-hot encoding of the noisy labels \( \hat{y} \) and a constant \( K \).

\[
\hat{y} = K \hat{y}
\]  

(3)

Assuming the loss on the first network is defined as \( l_1 \) and that on the second network is defined as \( l_2 \). In Co-Correcting, we update \( \hat{y} \) by gradient descent thus we can update \( y^d \) implied:

\[
\hat{y} \leftarrow \hat{y} - \lambda \left( \frac{\delta l_1}{\delta \hat{y}} + \frac{\delta l_2}{\delta \hat{y}} \right)
\]  

(4)

\[
y^d = \text{softmax}(\hat{y})
\]  

(5)

where \( \lambda \) is the label correction rate, \( \delta \) is the gradient operation and \( \frac{\delta l}{\delta \hat{y}} \) is the gradient of the loss function over the current label. Usually, \( \lambda \) should be chosen according to the noise density and classification number. A larger \( \lambda \) could speed up the gradient descent process, but it may lead to incomplete convergence. The gradient to update labels was calculated by the losses between the predictions and \( \hat{y} \). Here, the addition operation is chosen by Co-Correcting to fuse the gradients. In the training scenario, if the two networks get the same
prediction, the addition operation will speed up the convergence, otherwise, the gradients will offset with each other, which leads to conservatively label updating.

Combining the label correction with the dual network architecture is beneficial for learning noise-free hard samples in medical images which have big losses on both of the two networks. Without label correction, the dual-network architecture will not learn too much on hard samples before overfitting to noisy ones, thereby reducing the generalization of the model.

C. Label correction curriculum

The entanglement of hard samples and the noisy samples has always been a difficult problem in learning with noisy labels. Premature label modification makes mistakes easily on hard samples. It is possible that noise-free samples are permanently modified incorrectly, which negatively affects the accuracy of the model. Curriculum learning [30] is a learning strategy in machine learning, which starts from easy instances and then gradually handles harder ones. Curriculum learning has been used to handle a massive amount of noisy labels. CurriculumNet [31] designs the learning curriculum by measuring the complexity of the data. Inspired by the idea, Co-Correcting proposed a novel label correction curriculum to avoid premature label modification. It designs a label correction strategy ordered by increasing difficulty, and correction proceeds sequentially from easy tasks to harder ones.

Therefore, we aim to split the whole training set into a number of subsets, which are ranked from an easy one to a more complex one. The proposed method measures the complexity of data using its distribution densities in the feature space and ranks the complexity in an unsupervised manner. In detail, for each image \( x_i \), Co-Correcting projects the image into the deep feature space by the operation \( \Gamma \). Assuming \( f_c (x_i, \theta_m) \) illustrates the fc-layer features gotten from the warp-up model with the parameters \( \theta_m \) of the \( m \)th network, which has already trained in Stage I, through concatenation and PCA dimension reduction, we get the vector in the feature space by the following function:

\[
\Gamma (x_i) \rightarrow PCA (concat \ (f_c (x_i, \theta_1); f_c (x_i, \theta_2)))
\]  

We also define a distance matrix \( D \subseteq \mathbb{R}^{n \times n} \), of which each element is the Euclidean distance between \( \Gamma (x_i) \) and \( \Gamma (x_j) \):

\[
D_{ij} = \| \Gamma (x_i) - \Gamma (x_j) \|_2
\]  

In the feature space, we try to calculate the cluster center for each category. Theoretically, a closer data point to the cluster center has a higher confidence to have an accurate prediction and the error labels could be relatively easily recognized. The approach finds the cluster center by calculating data distribution densities. Specifically, Co-Correcting first sorts the elements in the distance matrix \( D \) and picks up the number which is ranked at \( k\% \). We called this number as \( d_c \). We empirically set \( k = 60 \) in all of our experiments and the final result is insensitive to the value of \( k \) just as the paper [31] suggested. Co-Correcting computes the densities by stating the number of the samples whose distances are smaller than \( d_c \). Thus, the density \( s \) is defined by:

\[
s_i = \sum_j X (D_{ij}) , X (d) = \begin{cases} 1, & d < d_c; \\ 0, & \text{other}. \end{cases}
\]  

Based on the density value, a new distance \( \varepsilon \) is further calculated by Formula 7 and the sample whose distance is the maximum is the cluster center.

\[
\varepsilon = \begin{cases} \min_{j, s_j > s_i} (D_{ij}), & \text{if } \exists j \text{ s.t. } s_j > s_i; \\ \max (D_{ij}), & \text{otherwise}. \end{cases}
\]  

We learn the curriculum in Stage II, which is performed only once during the whole training process. It ranks the samples by \( \varepsilon \) to split the dataset into three curriculums. As illustrated in Figure 5, following the curriculum, Co-Correcting tries to correct simple errors first, then with partially updated samples, it trains the parameters and obtains a more accurate model. After that, Co-Correcting extends the range of the updated data to harder samples. This procedure is iterating in Stage III until all curriculums are dealt with.

D. Loss Functions

Co-Correcting uses a compound loss function with three different terms. They are the classification loss \( l_c \), the compatibility loss \( l_o \), and the entropy loss \( l_e \).

As introduced in Chapter III, the training process of Co-Correcting is divided into four stages. The first and fourth stages are pure classification training, using only the classification loss. The difference is that the first stage uses hard labels, and the fourth stage uses label distributions that are soft labels. The third stage is the correcting and training stage, using all three kinds of losses together.

1) Classification Loss: For hard labels in Stage I, we adopt CrossEntropy loss as the classification loss, defined by:

\[
l_{\text{StageI}} = l_{\text{hard}} = \text{CrossEntropy} (f (x; \theta), \hat{y})
\]  

where \( \hat{y} \) is the original noisy labels and \( f (x; \theta) \) is the network prediction with input \( x \) and parameters \( \theta \). For soft labels in Stage III and IV, we choose flipped Kullback-Leibler divergence as the classification loss. Using KL loss could obtain the gradients for both soft label and network parameters, and flip it could obtain a better gradient for label correction [21]:

\[
l_{\text{StageIV}} = l_{\text{soft}} = \frac{1}{b} \sum_{i=1}^{b} \sum_{j=1}^{c} J_j (x_i; \theta) \log \left( \frac{f_j (x_i; \theta)}{y_{ij}} \right)
\]
2) **Compatibility Loss:** The original annotations play an important role in the supervision of the learning, though they contain partial noises. To avoid the big gap between the corrected labels and the original labels, we introduce the compatibility loss in Stage III. The compatibility loss is in the pattern of Kullback-Leibler divergence. It is defined as follows:

$$l_o (\hat{y}, y^d) = -\frac{1}{b} \sum_{i=1}^{b} \sum_{j=1}^{c} \hat{y}_{ij} \log y_{ij}^d$$

(12)

where $\hat{y}$ is the original noisy label, $y^d$ is the label distribution and $c$ is the number of classes.

3) **Entropy Loss:** When the network prediction is very close to the soft label $y^d$, the gradients will disappear and the training will stop updating both the labels and the parameters. To prevent the training fall into such local dilemma, we introduce an additional regular term called the entropy loss $l_e$. The entropy loss can force the network to peak at only one category rather than being flat because the one-hot distribution has the smallest possible entropy value. This property is advantageous for classification problems. The entropy loss is defined as:

$$l_e = -\frac{1}{b} \sum_{i=1}^{b} \sum_{j=1}^{c} f_j (x_i; \theta) \log f_j (x_i; \theta)$$

(13)

Based on the above loss definitions, in Stage III, the overall loss function is showed as follows:

$$l_{StageIII} = l_{o}^{soft} (f (x; \theta), Y^d) + \alpha l_o (\hat{Y}, Y^d) + \beta l_e (f (x; \theta))$$

(14)

where $\alpha$ and $\beta$ are two hyper-parameters taking the response of the weights of $l_o$ and $l_e$ respectively. $\alpha$ should be appropriately reduced under extreme noise and $\beta$ general equals to 0.1.

### IV. Experiments and Analysis

#### A. Experimental setup

In order to verify the effectiveness of the proposed method, we conducted comparative experiments on two challenging medical imaging datasets: ISIC-Archive [10] and PatchCamelyon [11], [12]. These two datasets will be described in detail in Part IV-D and Part IV-E in this section respectively. They were collected from different medical image analysis tasks and are distinct in data sizes, image types, and classifying difficulties, which can verify the generalization when applying Co-Correcting.

To prove the robustness in learning with noisy labels, we simulated the real situation by corrupting the labels. In binary image classification, we added noises by randomly flipping the labels. All the noise simulation was added on the training set. We use the original label in all the experiment for test set.

We chose six latest Learning-with-Noisy-Labels (LNL) classification methods as baselines. They will be explained in Part IV-E. We first applied the baseline methods to the medical image classification tasks on ISIC-Archive and PatchCamelyon. Then we compared Co-Correcting with these methods in the same environment under various noise ratios, from 5% to 40%. To further explain the reason why Co-Correcting is effective, ablation studies were conducted to see the influence of factors such as the adaptation of dual network architecture and the usage of curriculum. We also conducted experiments on MNIST, it will help us to understand the internal mechanism of Co-Correcting and its scope of application.

Our experiments were carried out on the software platform of Ubuntu 18.04 LTS and PyTorch 1.4.0, using the hardware of Intel i7-8700k CPU, NVIDIA RTX2080Ti GPU, and 32GB RAM.

#### B. Benchmark comparison methods

The methods selected for the comparative studies are listed as follows:

1) **Standard** This is the common training procedure without using any LNL strategy.

2) **Joint Optim** This is the method proposed by [20]. They jointly learned the label distribution and the classification model, and invented a label update method to confront noisy annotations.

3) **PENCIL** This is the method proposed by [21]. They introduced an end-to-end label updating strategy.

4) **Co-teaching** This is the method proposed by [7] which is based on the dual-network architecture. They selected samples with smaller losses and updated the network mutually.

5) **Co-teaching+** This is the method proposed by [8]. It is based on Co-teaching [7] and adopts "Update by Disagreement" strategy which keeps the two networks divergent.

6) **DivideMix** This is the latest LNL method proposed by [22]. It adopts the technique of semi-supervised learning MixMatch [3] to improve the robustness.

7) **Reweight** This is the method proposed by [26]. It adopts meta-learning and uses a small verification set with the same distribution as the test set to guide the learning of the network.

When applying these methods, we directly used the codes provided by the original authors to ensure the fairness of the comparison. It should be noted that due to the limitation of GPU memory, the maximum batch size is set to 64 when testing DivideMix on PatchCamelyon.

#### C. Evaluation metric

We use two metrics to evaluate the models: classification accuracy and labeling accuracy. Classification accuracy evaluates the quality of the entire model, while labeling accuracy evaluates the effectiveness of the label correction. Notably, we binarize the soft labels to compute labeling accuracy since the ground truth of soft labels is incapable. In our experiments, it is not always that better models owe to better annotations. The overall accuracy is relevant to many factors. However, on the other hand, better annotations do help to get better models. The definition of the classification accuracy and the labeling accuracy are shown as follows:

$$\text{Acc}_{\text{class}} = \frac{\text{number of correct predictions}}{\text{number of samples in test dataset}}$$

(15)
\[ Acc_{\text{label}} = \frac{\text{number of correct labels}}{\text{number of samples in train dataset}} \]  

D. Experiments on ISIC-Archive

1) ISIC-Archive Dataset: The ISIC-Archive dataset [10] comes from the Melanoma project initiated by the International Skin Imaging Collaboration. As of July 3rd, 2020, there are 23,906 skin lesion images in this archive. Most images are obtained through dermoscopy. In the experiments, we selected 3324 samples whose annotations were further confirmed by pathologists. The chosen samples are balanced in positive and negative categories. They are challenging since the confirmed samples are usually difficult to distinguish by people. We split them into the training, test, and validation sets according to the ratio of 6:3:1 to ensure the test data is sufficient. All images are resized to 224px x 224px and are augmented by randomly adopting horizontal flipping, vertical flipping, or image rotation.

2) Implementation details: We selected ResNet-50 as the backbone network for all the experiments on ISIC-Archive. We choose SGD as the optimizer with a momentum of 0.9 and a weight decay of 0.001. Due to the GPU memory space limitation, we set the maximum batch size to 32 and the training epoch to 320.

The hyperparameter \( \lambda \) is a performance-sensitive parameter. It controls the rate of label correction. Theoretically, \( \lambda \) needs to be a large value to update labels under the low iteration frequency efficiently. Subsequently, \( \lambda \) should be set larger as the noise ratio increases. The choices of \( \lambda \) used in our experiments are listed in Table II.

| Noise         | 0.05 | 0.1  | 0.2  | 0.3  | 0.4  |
|---------------|------|------|------|------|------|
| ISIC-Archive  | 50   | 100  | 200  | 300  | 350  | 400  |
| PatchCamelyon | 50   | 100  | 200  | 300  | 350  | 400  |
| MNIST         | 500  | 1500 | 2000 | 2500 | 3000 | 4000 |

3) Results and analysis: Table III shows the classification accuracy of different noise levels on ISIC-Archive dataset.

| Methods       | clean   | 0.05 | 0.1 | 0.2  | 0.3  | 0.4  |
|---------------|---------|------|-----|------|------|------|
| Standard      | 64.32   | 62.97| 63.00| 57.18| 55.40| 52.09|
| Joint Optim   | 42.80   | 54.10| 52.00| 39.69| 57.54| 55.24|
| PENCIL        | 78.26   | 78.34| 75.45| 75.23| 70.77| 59.28|
| Co-teaching   | 71.39   | 72.14| 71.85| 69.88| 65.17| 51.98|
| Co-teaching+  | 75.73   | 77.03| 76.94| 71.30| 64.24| 56.88|
| DivideMix     | 76.71   | 76.35| 77.04| 74.29| 55.04| 50.00|
| Reweight      | 73.64   | 74.95| 70.10| 66.33| 61.83| 57.54|
| Co-Correcting | 78.83   | 78.50| 77.26| 76.35| 71.50| 62.13|

Fig. 6. \( ACC_{\text{class}} \) in various noise ratios on ISIC-Archive and PatchCamelyon. Co-Correcting obtains the highest accuracy under different noise ratios.

3(a) ISIC-Archive
3(b) PatchCamelyon

as the noise ratio increases, the accuracy of almost all the comparison methods decrease in varying degrees. The Standard method that uses none LNL strategy gets much worse. Its accuracy is reduced by 19% when the noise ratio equals 0.4.

Among LNL methods, Co-Correcting obtains the highest accuracy under different noise ratios. Even under severe noise, its accuracy is still close to Standard’s results on clean labels. PENCIL ranks second. In contrast, the methods that do not update the label have a significant decrease in accuracy as the proportion of noises increases. These methods try to avoid learning noisy samples. Therefore as the noise ratio increases, the samples actually used for training will be reduced accordingly. It can be found that the accuracy of Joint Optim is much lower than the other methods. This phenomenon may be caused by the following two reasons: 1) Due to the limited data, the network of Joint Optim may not be able to learn a good model in the first stage. 2) Joint Optim accumulates errors, which will lead to lower accuracy in medical image classification.

Another interesting phenomenon is that the accuracy of most LNL methods exceeds that of Standard even on clean labels. Co-Correcting can not only deal with the noisy labels but also can improve the accuracy and generalization on noise-free data. In the experiment, Co-Correcting obtains an
The accuracy of 78.83% which is 22.6% higher than that of Standard on clean labels. In our analysis, it may be due to three reasons. First of all, there may exist fuzzy and inaccurate annotations in the ground truth labels. Secondly, the proposed LNL mechanism inhibits the network to early overfit to a few of hard samples which could improve the generalization of the model. Lastly, Co-Correcting adopts soft labels which could more accurately represent the label distribution.

The learning process with noisy labels has memorization effects which are very similar to the overfitting phenomenon according to which the accuracy decreases after it reaches the peak value. The memorization effect is caused by accumulating errors. For example, as Figure 6(f) shown, the purple line declines after 150 epochs. From Figure 6, we could observe that Co-Correcting (the gray line) is scarcely affected by the memorization effect. Therefore, it does not accumulates errors when learning with noisy labels.

E. Experiments on PatchCamelyon

1) PatchCamelyon Dataset: PatchCamelyon [11], [12] is a new medical image classification dataset. It consists of 327,680 color images (96px×96px) extracted from histopathologic scans of lymph node sections. Each image is annotated with a binary label indicating the presence of metastatic tissue. We selected 32,766 samples from PatchCamelyon and split them into the training, test, and validation sets in the ratio of 8:1:1, which is following the data author’s suggestion. The numbers of samples are 26214, 3276, 3276 respectively. The data is augmented in the same way as ISIC-Archive experiments. DenseNet-169 was selected as the backbone network. Except for setting the batch size to 128, all other parameters are the same as those in the ISIC-Archive experiment.

| Acc class under different noise levels in PatchCamelyon. |
|--------------------------|-----------------|-------|-------|-------|-------|-------|
| Methods                  | clean           | 0.05  | 0.1   | 0.2   | 0.3   | 0.4   |
| Standard                 | 86.64           | 84.44 | 81.69 | 74.24 | 67.10 | 58.46 |
| Joint Optim              | 36.18           | 45.07 | 38.37 | 39.95 | 38.74 | 36.44 |
| PENCIL                   | 83.98           | 83.21 | 84.22 | 83.88 | 79.08 | 77.39 |
| Co-teaching              | 74.85           | 74.54 | 74.40 | 73.40 | 76.84 | 67.97 |
| Co-teaching+             | 81.29           | 84.36 | 84.50 | 85.52 | 83.55 | 82.61 |
| DivideMix                | 84.85           | 83.84 | 83.43 | 80.11 | 62.40 | 42.49 |
| Reweight                 | 81.64           | 74.06 | 85.90 | 84.56 | 84.19 | 80.83 |
| Co-Correcting            | 86.98           | 85.66 | 87.25 | 87.14 | 87.10 | 84.95 |

2) Results and analysis: The experimental results on PatchCamelyon are listed in Table IV and the classification accuracy is shown in Figure 7(b). Just as the experiments on ISIC-Archive, Co-Correcting achieved the best result under different noise ratios. Co-Correcting is much better than Co-teaching, Co-teaching+ and Reweight. At the noise ratio of 0.4, Co-Correcting surpasses Co-teaching+ in the accuracy by 2.34 percentage points. On clean data, while most LNL methods failed to maintain the accuracy level, Co-Correcting still outperforms Standard. It confirms that Co-Correcting can improve the classification accuracy under clean samples which makes it very versatile.

The experimental results on PatchCamelyon differed with those on ISIC-Archive in three aspects. Figure 7(b) shows the curves. Due to the larger amount of data in this experimental group, deep neural networks have a certain degree of robustness. It has been observed that the performance of Standard does not decline significantly if the noise ratio is less than 0.2. Secondly, the performance of LNL methods decreases more slowly as the noise ratio increases, which means that the advantages of Co-Correcting can be better utilized if given more training data. Thirdly, when the ratio of label noises is low, some LNL methods, such as Co-teaching or Co-teaching+, are not as accurate as Standard. This may be because that they select samples with small losses to train the model, which conversely suppress the learning of hard samples, thereby affecting the overall accuracy.

Figure 8 is the learning curves under different noisy ratios. Figure 8(c)-(f) represent more obvious memorization effects. In the cases when the noise ratio is greater than 0.3, it can be observed that both the accuracy of Standard and PEN-CIL increase first and then decrease obviously. Co-teaching and Co-teaching+ learn on small-loss samples conservatively. Their curves continue to rise until they reach their peak. Unfortunately, their peaks are always lower than those of Co-Correcting. Co-Correcting reaches the optimal model quickly and then remains stable.

F. The analysis of label correction

The accuracy of the models is positively correlated with the quality of the label correction. As shown in Figure 9, a higher labeling accuracy leads to higher model accuracy in most cases.

Co-Correcting performs well in annotation correction. As Co-Correcting iteratively updates the labels, it gradually increases the distance between the hard samples and the noisy samples in the embedding space, which will provide more opportunities to the model to learn more hard samples and improve the generalization. This can be confirmed by observing the t-SNE visualization. In Figure 10, red points represent noisy samples and blue points represent hard samples. The two sets of samples tend to be far away from each other.
Fig. 9. Performance depends on the quality of the label correction. In figures, colors represent the noise levels, and the shapes represent different methods. The abscissa is $ACC_{\text{label}}$ and the ordinate is $ACC_{\text{class}}$. It can be seen that $ACC_{\text{class}}$ gets higher with the increase of $ACC_{\text{label}}$ in most cases. Co-Correcting can always get the highest $ACC_{\text{class}}$ in various noise levels.

Fig. 10. t-SNE plot in feature space with 0.3 noise on PatchCamelyon.

Fig. 11. $ACC_{\text{class}}$ on ISIC-Archive.

Fig. 12. $ACC_{\text{class}}$ on ISIC-Archive.

Fig. 13. $ACC_{\text{class}}$ on PatchCamelyon.

G. Ablation studies

In order to understand the role of each component of Co-Correcting better, we perform ablation studies on both ISIC and PatchCamelyon. It is worth noting that if none of dual-network architecture and label correction curriculum is adopted, Co-Correcting will degenerate into PENCIL. For the convenience of explanation, we define the abbreviations of different versions in Table VI.

Table VI show the classification accuracy results on the ISIC-Archive and PatchCamelyon datasets. Table VII show the label accuracy after label correction.

### Table V: Ablation study methods.

| Methods          | Description                                      |
|------------------|--------------------------------------------------|
| Co-Correcting    | Dual-NN + Curriculum + Label update + Sum gradient |
| Co-Cor-A         | Single-NN + Label update + Curriculum            |
| Co-Cor-B         | Dual-NN + Label update + Sum gradient            |

### Table VI: $ACC_{\text{class}}$ on ISIC-Archive and PatchCamelyon.

| Datasets         | Methods          | 0.05 | 0.1  | 0.2  | 0.3  | 0.4  |
|------------------|------------------|------|------|------|------|------|
| ISIC-Archive     | Co-Correcting    | 78.50| 77.26| 76.35| 71.50| 62.13|
|                  | Co-Cor-A         | 78.50| 75.11| 69.36| 62.58| 55.18|
|                  | Co-Cor-B         | 77.28| 75.68| 68.76| 65.25| 59.10|
| PatchCamelyon    | Co-Correcting    | 85.66| 87.25| 87.14| 87.10| 84.95|
|                  | Co-Cor-A         | 83.26| 83.23| 82.55| 79.35| 78.27|
|                  | Co-Cor-B         | 86.56| 86.84| 86.60| 87.08| 83.87|

1) Analysis of the Dual network architecture: Dual-network architecture is effective. Basically, the classification accuracy of Co-Correcting is better than that of Co-Cor-A which is based on the single network architecture. It can be seen from
TABLE VII

| Datasets          | Methods        | 0.05   | 0.1       | 0.2       | 0.3       | 0.4       |
|-------------------|----------------|--------|-----------|-----------|-----------|-----------|
|                   | Co-Correcting  | 90.11  | 87.38     | 81.65     | 75.34     | 63.12     |
|                   | Co-Cor-A       | 93.98  | 88.87     | 79.24     | 68.92     | 59.26     |
| ISIC-Archive      | Co-Cor-B       | 87.52  | 82.23     | 72.28     | 66.26     | 61.30     |
|                   | Co-Correcting  | 96.37  | 95.87     | 94.15     | 92.33     | 87.39     |
|                   | Co-Cor-A       | 97.79  | 96.37     | 92.13     | 85.94     | 79.74     |
|                   | Co-Cor-B       | 96.47  | 95.90     | 94.48     | 92.60     | 87.46     |
| PatchCamelyon     | Co-Correcting  | 90.11  | 87.38     | 81.65     | 75.34     | 63.12     |
|                   | Co-Cor-A       | 93.98  | 88.87     | 79.24     | 68.92     | 59.26     |
|                   | Co-Cor-B       | 87.52  | 82.23     | 72.28     | 66.26     | 61.30     |

Fig. 14. ACC\textsubscript{label} on PatchCamelyon.

be found that Co-Correcting does not increase the training time and testing time. The training time and testing time are even shorter than those of Co-teaching, Co-teaching+, and DivideMix.

TABLE VIII

| Method          | Total Time (ALL) | Training Time (Batch Level) | Testing Time (Batch Level) |
|-----------------|------------------|----------------------------|---------------------------|
| Standard        | 075 min 01 sec   | 0.128 sec                  | 0.045 sec                 |
| Joint Optim     | 107 min 45 sec   | 0.127 sec                  | 0.067 sec                 |
| PENCIL          | 078 min 02 sec   | 0.132 sec                  | 0.047 sec                 |
| Co-teaching     | 145 min 08 sec   | 0.253 sec                  | 0.092 sec                 |
| Co-teaching+    | 146 min 06 sec   | 0.253 sec                  | 0.092 sec                 |
| DivideMix       | 411 min 09 sec   | 0.859 sec                  | 0.089 sec                 |
| Reweight        | 874 min 08 sec   | 1.895 sec                  | 0.057 sec                 |
| Co-Correcting   | 143 min 22 sec   | 0.250 sec                  | 0.078 sec                 |

V. EXPERIMENTS ON MNIST

A. MNIST Dataset

In order to prove the effectiveness of the proposed method and meanwhile better explain the reason why the proposed method is effective, we conducted experiments on MNIST. MNIST is a classic handwritten digit dataset. It contains a training set of 60,000 samples and a testing set of 10,000 samples. There are 10 classes in the dataset representing numbers from 0 to 9. Every image size is $28px \times 28px$. For multiple image classifications, there are two approaches to generate noises: (1) Symmetrical flip: flip annotations to other labels with the same probability (2) Pairwise flip: simulate fine-grained classification with noisy labels, where annotator may only make mistakes within very similar classes.

Experimenting on MNIST can better understand the characteristics of the comparison methods. Differed from the previous two medical image datasets, its size is larger. Moreover, the handwriting recognition problem is relatively simple, and there are very few cases where the sample is difficult to judge the category by human, which helps us to further verify the accuracy of the label correction. In this group of experiments, we use the backbone network defined in Co-teaching with 6 convolutional neural layers. We choose the SGD as the optimizer and set the momentum to 0.9, the weight decay to 0.005. All images are augmented by randomly perspective and color jittering. For the pairflip noise experiment, we set $\lambda = 3000$ in pairflip0.2 noise and set $\lambda = 4000$ in pairflip0.45 noise.
### B. Results and analysis

The overall results of the experiments are shown in Table IX and Table X. Co-Correcting also obtains the best results in the multi-classification task on the general image classification dataset. On the whole, the methods of updating the labels have higher classification accuracy under different noise ratios than those of not updating the labels.

**TABLE IX**

| Methods         | clean | 0.05 | 0.1 | 0.2 | 0.3 | 0.4 |
|-----------------|-------|------|-----|-----|-----|-----|
| Standard        | 99.42 | 98.64| 98.00| 95.13| 89.24| 80.19|
| Joint Optim     | 99.48 | 99.45| 99.53| 99.46| 99.44| 99.33|
| PENCIL          | 99.51 | 99.45| 99.53| 99.45| 99.40| 99.37|
| Co-teaching     | 94.53 | 94.28| 94.17| 93.70| 92.51| 90.03|
| Co-teaching+    | 98.76 | 99.26| 99.17| 98.48| 97.1 | 94.73|
| DivideMix       | 95.66 | 99.04| 99.08| 99.09| 99.02| 99.05|
| Reweight        | 99.34 | 99.37| 99.38| 99.27| 99.10| 99.16|
| Co-Correcting   | 99.56 | 99.50| 99.57| 99.53| 99.53| 99.52|

**TABLE X**

| Methods                  | 0.2 | 0.45 |
|--------------------------|-----|------|
| Standard                 | 92.46| 56.71|
| Joint Optim              | 99.40| 99.34|
| PENCIL                   | 99.47| 68.37|
| Co-teaching              | 93.01| 56.71|
| Co-teaching+             | 97.38| 63.7 |
| DivideMix                | 99.04| 99.05|
| Reweight                 | 99.31| 99.23|
| Co-Correcting            | 99.53| 99.36|

Fig. 15. **ACC** on MNIST with symmetric noise.

On MNIST, the LNL methods have good performances in the cases of symmetrically adding the noises. This may be due to the more sufficient training data that makes the network easier to get more accurate predictions.

In order to imitate the actual noise data, we used the pair-flip method to contaminate the samples, and carried out two sets of experiments, pair_0.2 and pair_0.45. As Figure 16. We found that in these two sets of results, the gap in the performance of each method increases. Thus we pay more attention to analyzing these two sets of experiments.

It shows that Co-Correcting still performs best, followed by Joint Optim or DivideMix. In the case of pair_0.45, PENCIL, Co-teaching and Co-teaching+ completely failed in keeping robust. One reason of our method performs best is that it does not accumulate errors as well as memorize noise. Another reason is that Co-Correcting can improve the label distribution, which can be verified from the label correction results on MNIST. As shown in Figure 17, curriculum-based label correction is a progressive learning process, in which the model in the next stage can stably update the noisy labels based on the knowledge verified in the previous stage.

**VI. Conclusion**

In this paper, we present a framework for learning with noisy labels on the medical image dataset named Co-Correcting. The framework consists of three modules: 1) dual-network architecture, focus on preventing the network from being affected by noisy labels; 2) label probabilistic module, to correct the miscalibrated data; 3) label correction curriculum, for improving the stability on label correction. We tested and verified the proposed method on two typical medical image datasets: ISIC-Archive and PatchCamelyon. To
further verify its effectiveness, we also test it on the general dataset MNIST. Co-Correcting achieves the state-of-the-art result under different noise ratio/types of all datasets. As future work, the proposed method can be adjusted for adapting to the needs of imbalanced data.

Fig. 18. Corrected samples in MNIST. The yellow value represents the corrected category and the blue is the corresponding probability. The red value represents the original category.
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| Parameter | Description | Module | Position | Suggestion |
|-----------|-------------|--------|----------|------------|
| $b$       | Mini-batch size. | –      | Section II-A | Setting as Standard. |
| $p_i$     | Prediction of $i_{th}$ sample. | –      | Section II-A | – |
| $P$       | A set of predictions for a mini-batch of samples. | –      | Section II-A | – |
| $e$       | Current epoch number. | –      | Section II-A | – |
| $c$       | Number of classes. | –      | Section II-D | – |
| $\bar{D}$| Samples with consistent prediction by dual-networks. | Dual-networks | Section II-A | Selected by Formula 1 |
| $E_k$     | Number of epochs to decrease $R(t)$. | Dual-networks | Section II-A | $E_k$ should set to a small value corresponding to the convergence speed. In our Experiments, $E_k = 10$. |
| $\tau$    | Decrease range of $R(t)$. | Dual-networks | Section II-A | $\tau$ should equal to the noise rate. |
| $R(t)$    | Memory rate. | Dual-networks | Section II-A | Calculated by Formula 2 |
| $m$       | Network id. | Dual-networks | Section II-C | – |
| $g^d$     | Label distribution. | Label update | Section II-B | Updated by Formula 5 |
| $\hat{y}$| Original noisy labels. | Label update | Section II-B | – |
| $\tilde{y}$| An auxiliary variable to assist the label update. | Label update | Section II-B | Initialized by Formula 3 and Updated by Formula 4 |
| $K$       | A constant value for initializing label distribution. | Label update | Section II-B | $K = 10$ |
| $\lambda$| Label correction rate. | Label update | Section II-B | $\lambda$ should increasing with class number and noise rate. |
| $\delta$ | Gradient. | Label update | Section II-B | – |
| $l_c$     | Classification loss. | Label update | Section II-D | Calculated by Formula 10 or 11 |
| $l_o$     | Compatibility loss. | Label update | Section II-D | Calculated by Formula 12 |
| $l_e$     | Entropy loss. | Label update | Section II-D | Calculated by Formula 13 |
| $\alpha$ | Weight to control compatibility loss $l_o$. | Label update | Section II-D | Reduce $\alpha$ in extreme noise. |
| $\beta$  | Weight to control compatibility loss $l_e$. | Label update | Section II-D | $\beta = 0.1$ |
| $D$       | Confusion matrix in feature space for all samples measured by Euclidean distance. | Curriculum | Section II-C | Calculated by Formula 7 |
| $k$       | The threshold for $d_c$ selection. | Curriculum | Section II-C | $k \in (50, 70)$ |
| $d_c$     | The $k_{th}$ smallest value of distance matrix $D$. | Curriculum | Section II-C | – |
| $s_i$     | A density of sample in curriculum setting. | Curriculum | Section II-C | Calculated by Formula 8 |
| $\varepsilon$ | A distance for set curriculums. | Curriculum | Section II-C | Calculated by Formula 9 |

### VII. APPENDIX

#### A. Variables

We list all the variables as well as their descriptions and suggested values in Table XI.