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Abstract

We introduce and analyze a robust nonconforming finite element method for a three dimensional singularly perturbed quad-curl model problem. For the solution of the model problem, we derive proper a priori bounds, based on which, we prove that the proposed finite element method is robust with respect to the singular perturbation parameter ε and the numerical solution is uniformly convergent with order $h^{1/2}$. In addition, we investigate the effect of treating the second boundary condition weakly by Nitsche’s method. We show that such a treatment leads to sharper error estimates than imposing the boundary condition strongly when the parameter $\varepsilon < h$. Finally, numerical experiments are provided to illustrate the good performance of the method and confirm our theoretical predictions.

1 Introduction

Let $\Omega \subset \mathbb{R}^3$ be a contractible Lipschitz domain and $\partial \Omega$ its boundary. We consider the following quad-curl problem

$$\begin{align*}
\alpha(\nabla \times)^4 u + \beta(\nabla \times)^2 u + \gamma u &= f \quad \text{in } \Omega, \\
\nabla \cdot u &= 0 \quad \text{in } \Omega, \\
u \times n &= 0 \quad \text{on } \partial \Omega, \\
(\nabla \times u) \times n &= 0 \quad \text{on } \partial \Omega, \\
\end{align*}$$

(1.1)

where $n$ is the outward normal unit vector to the boundary $\partial \Omega$, $f \in H(\text{div}^0; \Omega)$ is an external source filed, $\alpha$, $\beta > 0$ and $\gamma \geq 0$ are parameters.

The above quad-curl problem arises in many areas such as inverse electromagnetic scattering [3, 16, 19] and magnetohydrodynamics [27]. In recent years, there has been some interest in developing finite element methods (FEMs) for the quad-curl problems. The main difficulty of designing FEMs for the quad-curl problems is the existence of the fourth order operator $(\nabla \times)^4$. To tackle this difficulty, various FEMs have been proposed and analyzed, such as conforming methods [13, 14, 24, 25], nonconforming methods [15, 23, 27], mixed methods [4, 20, 26], and discontinuous Galerkin methods [5, 12, 21].

The existing literature mainly focuses on the construction of the finite element space and design of the numerical scheme when $\alpha$ and $\beta$ are of the same order, or simply set $\beta = 0$. However, according to [27], $\alpha$ is usually much smaller than either $\beta$ or $\gamma$. This

*Beijing Computational Science Research Center, Beijing 100193, China, baijuzhang@csrc.ac.cn
†Beijing Computational Science Research Center, Beijing 100193, China, zmzhang@csrc.ac.cn; Department of Mathematics, Wayne State University, Detroit, MI 48202, USA, ag7761@wayne.edu
fact brings some challenges in designing robust numerical methods, as studied in the context of fourth order elliptic problems [17,22]. It is well known that the Morley finite element method is not a proper nonconforming method for the following fourth order elliptic singular perturbation problem

\[ \varepsilon^2 \Delta^2 u - \Delta u = f, \text{ in } \Omega, \]
\[ u = 0, \text{ on } \partial \Omega, \]
\[ n \cdot \nabla u = 0, \text{ on } \partial \Omega, \]

(1.2)

where \( \varepsilon \) is a real small parameter with \( 0 < \varepsilon \leq 1 \). When \( \varepsilon \) tends to zero, the fourth order problem (1.2) formally degenerates to a second order elliptic problem. Since the Morley element is divergent for second order problem [17], if the Morley element is applied to (1.2), then the convergence rate of the method will deteriorate when \( \varepsilon \) closes to zero. To overcome this difficulty, one can modify the formulation of the Morley method [22] or alert the element itself [17]. It is natural to ask whether the existing nonconforming finite element methods are robust when \( \alpha \ll \beta \) for the quad-curl problem (1.1), and if no, how to construct robust ones. This paper attempts to answer this question. To the best of the authors’ knowledge, this is the first paper for the case \( \alpha \ll \beta \) for the quad-curl problem (1.1).

For the convenience of description and analogy with (1.2), we might as well restrict our attention to the following singularly perturbed quad-curl problem

\[ \varepsilon^2 (\nabla \times)^4 u + (\nabla \times)^2 u = f \text{ in } \Omega, \]
\[ \nabla \cdot u = 0 \text{ in } \Omega, \]
\[ u \times n = 0 \text{ on } \partial \Omega, \]
\[ (\nabla \times u) \times n = 0 \text{ on } \partial \Omega, \]

(1.3)

where \( \varepsilon \) is a real small parameter with \( 0 < \varepsilon \leq 1 \). In numerical tests, we observe that when \( \varepsilon \) goes to zero, the convergence rate deteriorates if the total nonconforming finite element methods [15,27] are applied to the singularly perturbed quad-curl problem (1.3). The main reason for this deterioration is the fact that the nonconforming methods diverge for the Maxwell’s equation as mentioned in [15, Remark 4.10], while the quad-curl problem (1.3) formally degenerates to the Maxwell’s equation when \( \varepsilon \) tends to zero. In the fourth order elliptic context [17], Nilssen et al. proposed a robust nonconforming \( H^2 \)-element with \( H^1 \)-conformity for (1.2). This makes us conjecture that if we can construct a nonconforming finite element with \( H^1 \)-(curl)-continuity, we should be able to obtain a robust method for the singularly perturbed quad-curl problem (1.3). Fortunately, we have constructed such a family of nonconforming elements in our previous work [23]. To get robust error estimates, it is still necessary to derive some \textit{a priori} bounds with respect to \( \varepsilon \) for the solution of (1.3) and investigate the relationship between the solution of (1.3) and the following reduced problem

\[ (\nabla \times)^2 \bar{u} = f \text{ in } \Omega, \]
\[ \nabla \cdot \bar{u} = 0 \text{ in } \Omega, \]
\[ \bar{u} \times n = 0 \text{ on } \partial \Omega. \]

(1.4)
The corresponding results are given in this paper. As far as we are aware, these results are not available in the existing literature. Based on these results, we prove that the proposed nonconforming method is convergent uniformly in $\varepsilon$ in the energy norm with bounds of order $h^{1/2}$.

Another purpose of this paper is to analyze the effect of enforcing the second boundary condition in (1.3) weakly by the Nitsche’s method. In [10], Guzmán et al. applied the Nitsche’s method to the singularly perturbed fourth order problem (1.2). More precisely, the Neumann boundary condition in (1.2) is imposed weakly in their numerical scheme. They show that such treatment is superior when the parameter $\varepsilon$ is smaller than the mesh size $h$ and obtain sharper error estimates. Inspired by this, we ask whether this method can be extended to the singularly perturbed quad-curl problem (1.3). It turns out that the answer is yes, and by some regularity assumptions on the solution of the reduced problem (1.4) we obtain sharper error estimates than that imposing boundary conditions strongly when the parameter $\varepsilon < h$.

The rest of this paper is organized as follows: In Section 2, we introduce some notations. We also derive some a priori estimates with respect to $\varepsilon$ for the solution of (1.3) and investigate the relationship between the solution of (1.3) and the reduced problem (1.4). In Section 3, we introduce a family of nonconforming elements for the quad-curl problem in 3D. We also define the related interpolation and study its approximation properties. In Section 4, we propose and analyze the finite element method with weakly imposed boundary conditions. We prove that the proposed method is robust with respect to the parameter $\varepsilon$, and corresponding error estimates are sharper than that imposing boundary conditions strongly. In Section 5, we provide some numerical results to verify our theoretical analysis.

Throughout the paper, we use the notations $A \lesssim B$ and $A \gtrsim B$ to represent the inequalities $A \leq CB$ and $A \geq CB$, respectively, where $C$ is independent of $h, \varepsilon$ or any penalty parameters.

2 Preliminaries

2.1 Notation

Let $\Omega \subset \mathbb{R}^3$ be a contractible Lipschitz domain and $\partial \Omega$ its boundary. For a positive integer, we utilize common notation for the Sobolev spaces $H^m(D)$ or $H^m_0(D)$ on a simply connected subdomain $D \subset \Omega$, equipped with the norm $\| \cdot \|_{m,D}$ and seminorm $| \cdot |_{m,D}$. If $D = \Omega$, the subscript will be omitted. Conventionally, we write $L^2(D)$ instead of $H^0(D)$.

Let $\mathbf{u} = (u_1, u_2, u_3)^T$ and $\mathbf{w} = (w_1, w_2, w_3)^T$, where the superscript $T$ denotes the
transpose, then we denote

\[ \nabla \cdot \mathbf{u} = \frac{\partial u_1}{\partial x_1} + \frac{\partial u_2}{\partial x_2} + \frac{\partial u_3}{\partial x_3}, \]
\[ \mathbf{u} \times \mathbf{w} = (u_2 w_3 - u_3 w_2, u_3 w_1 - u_1 w_3, u_1 w_2 - u_2 w_1)^T, \]
\[ \nabla \times \mathbf{u} = \left( \frac{\partial u_3}{\partial x_2} - \frac{\partial u_2}{\partial x_3}, \frac{\partial u_1}{\partial x_3} - \frac{\partial u_3}{\partial x_1}, \frac{\partial u_2}{\partial x_1} - \frac{\partial u_1}{\partial x_2} \right)^T, \]
\[ (\nabla \times)^2 \mathbf{u} = \nabla \times \nabla \times \mathbf{u}. \]

On a simply-connected sub-domain \( D \subset \Omega \) we write

\[ L_0^2(D) = \{ q \in L^2(D) : \int_D q \, dx = 0 \}, \tag{2.1} \]
\[ H(\text{div}; D) = \{ \mathbf{v} \in L^2(D) : \nabla \cdot \mathbf{v} \in L^2(D) \}, \tag{2.2} \]
\[ H(\text{div}^0; D) = \{ \mathbf{v} \in H(\text{div}; D) : \nabla \cdot \mathbf{v} = 0 \text{ in } D \}, \tag{2.3} \]
\[ H_0(\text{div}; D) = \{ \mathbf{v} \in H(\text{div}; D) : \mathbf{v} \cdot \mathbf{n} = 0 \text{ on } \partial D \}, \tag{2.4} \]
\[ H(\text{curl}; D) = \{ \mathbf{v} \in L^2(D) : \nabla \times \mathbf{v} \in L^2(D) \}, \tag{2.5} \]
\[ H_0(\text{curl}; D) = \{ \mathbf{v} \in H(\text{curl}; D) : \mathbf{v} \times \mathbf{n} = 0 \text{ on } \partial D \}, \tag{2.6} \]
\[ H^1(\text{curl}; D) = \{ \mathbf{v} \in H^1(D) : \nabla \times \mathbf{v} \in H^1(D) \}, \tag{2.7} \]
\[ H^0(\text{grad curl}; D) = \{ \mathbf{v} \in H(\text{grad curl}; D) : \mathbf{v} \times \mathbf{n} = 0, \nabla \times \mathbf{v} = 0 \text{ on } \partial D \}, \tag{2.8} \]
\[ H(\text{grad curl}; D) = \{ \mathbf{v} \in L^2(D) : \nabla \times \mathbf{v} \in H^1(D) \}, \tag{2.9} \]
\[ H_0(\text{grad curl}; D) = \{ \mathbf{v} \in H(\text{grad curl}; D) : \mathbf{v} \times \mathbf{n} = 0, \nabla \times \mathbf{v} = 0 \text{ on } \partial D \}, \tag{2.10} \]

where \( \mathbf{n} \) is the unit outward normal vector to the boundary \( \partial D \).

Let \( \{ \mathcal{T}_h \}_{h>0} \) be a family of quasi-uniform simplicial triangulations of \( \Omega \) with \( h_K = \text{diam}(K) \) for all \( K \in \mathcal{T}_h \) and \( h = \max_{K \in \mathcal{T}_h} h_K \). We denote by \( \mathcal{F}_h \) the faces, \( \mathcal{F}_h^i \) the interior faces and \( \mathcal{F}_h^b \) the boundary faces in \( \mathcal{T}_h \). Furthermore, we define the patch of \( F \in \mathcal{F}_h \) and \( K \in \mathcal{T}_h \) as

\[ \mathcal{T}_F = \{ K \in \mathcal{T}_h : F \subset \partial K \}, \quad \mathcal{T}_K = \{ K' \in \mathcal{T}_h : \partial K' \cap \partial K \neq \emptyset \}. \]

Given \( K \in \mathcal{T}_h \) and a face \( F \subset \partial K \), we denote by \( \lambda_F \) the barycentric coordinate of \( K \) which vanishes on \( F \). The element bubble and face bubbles are given by

\[ b_K = \prod_F \lambda_F, \quad b_F = \prod_{G \neq F} \lambda_G, \tag{2.11} \]

where the product runs over the faces of \( K \).

For a given simplex \( S \in \mathbb{R}^3 \) and \( m \geq 0 \), the vector-valued polynomials are defined as \( P_m(S) = [P_m(S)]^3 \), where \( P_m(S) \) is the space of polynomials defined of \( S \) of degree less than or equal to \( m \). We also set \( P_m(S) \) and \( P_m(S) \) to be the empty set if \( m < 0 \).

For interior and boundary inner products we will use the following notation:

\[ (\mathbf{u}, \mathbf{v})_K = \int_K \mathbf{u} \cdot \mathbf{v} \, dx, \quad \langle p, q \rangle_F = \int_F pq \, ds. \]
We denote by \( n_F \) the unit outward normal vector to a face \( F \) of \( K \).

We define the tangential and normal jump operators. If \( F \in F^+_h \) with \( F = K^+ \cap K^- \), then we set
\[
[v \times n]_F = (v|_{K^+} \times n_{K^+})|_F + (v|_{K^-} \times n_{K^-})|_F, \\
[v \cdot t]_F = (v|_{K^+} \cdot t_{K^+})|_F + (v|_{K^-} \cdot t_{K^-})|_F, \\
[v \cdot n]_F = (v|_{K^+} \cdot n_{K^+})|_F + (v|_{K^-} \cdot n_{K^-})|_F,
\]
where \( n_{K^\pm} \) is the unit outward normal to \( \partial K^\pm \) and \( t_{K^\pm} \) is the unit outward tangent to \( \partial K^\pm \).

If \( F \in F^0_h \) is a boundary face with \( F \subset \partial K \), then we set
\[
[v \times n]_F = (v|_K \times n_K)|_F, \\
[v \cdot t]_F = (v|_K \cdot t_K)|_F, \\
[v \cdot n]_F = (v|_K \cdot n_K)|_F.
\]

We also define the average operator as
\[
\{v \times n\}_F = \frac{1}{2} (v|_{K^+} \times n_F|_F + v|_{K^-} \times n_F|_F) \quad \text{if} \quad F \in F^+_h \quad \text{with} \quad F = K^+ \cap K^- \quad (2.12)
\]
\[
\{v \times n\}_F = v \times n|_F \quad \text{if} \quad F \in F^0_h \quad (2.13)
\]

In the next sections, we will often use the following version of the trace inequality (see [2, Theorem 1.6.6] and [10, Proposition 1])

**Proposition 2.1.** For any simply connected domain \( D \) with piece-wise smooth boundary \( \partial D \), we have
\[
\|v\|_{0,\partial D} \lesssim \|v\|_{0,\partial D}^{1/2} \|v\|_{1,\partial D}^{1/2}, \quad \forall v \in H^1(D). \quad (2.14)
\]
In particular, by a standard scaling we get the following estimates on any simplex \( K \)
\[
\|v\|_{0,\partial K} \lesssim h_K^{-1/2} \|v\|_{0,K} + \|v\|_{1,\partial K}^{1/2} \|\nabla v\|_{0,K}^{1/2}, \quad \forall v \in H^1(K), \quad (2.15)
\]
\[
\|v\|_{0,\partial K} \lesssim h_K^{-1/2} \|v\|_{0,K} + h_K^{1/2} \|\nabla v\|_{0,K}, \quad \forall v \in H^1(K). \quad (2.16)
\]

In addition we will also need a standard inverse estimates. Let \( q \) be fixed. Then for all \( v \in P^q(K) \),
\[
\|v\|_{0,\partial K} \lesssim h_K^{-1/2} \|v\|_{0,K}. \quad (2.17)
\]

### 2.2 Regularity estimates of the singularly perturbed quad-curl problem

This subsection is devoted to investigate the following regularity estimates of the singularly perturbed quad-curl problem (1.3).

**Lemma 2.1.** Assume domain \( \Omega \) is convex. Let \( u \) be the solution to (1.3), and \( \bar{u} \) the solution to the reduced problem (1.4). Then the following estimates hold
\[
\|u\|_2 + \varepsilon \|\nabla \times u\|_2 \lesssim \varepsilon^{-1/2} \|f\|_0, \quad (2.18)
\]
\[
\|\nabla \times (u - \bar{u})\|_0 \lesssim \varepsilon^{1/2} \|f\|_0, \quad (2.19)
\]
\[
\|u - \bar{u}\|_0 \lesssim \varepsilon \|f\|_0, \quad (2.20)
\]
\[
\|u - \bar{u}\|_1 \lesssim \varepsilon^{1/2} \|f\|_0. \quad (2.21)
\]
Proof. We will establish the bounds above by similar arguments employed in [17, Lemma 5.1]. Let us recall the following regularity estimate of (1.4)

\[ \| \mathbf{u} \|_2 \lesssim \| \mathbf{f} \|_0. \]  

(2.22)

The above estimate is a direct consequence of [26, Theorem 3.5]. Since

\[ (\nabla \times)^4 \mathbf{u} = \varepsilon^{-2} (\nabla \times)^2 (\overline{\mathbf{u}} - \mathbf{u}), \]  

(2.23)

then it follows from [15, Lemma A.1] that

\[ \| (\nabla \times)^2 \mathbf{u} \|_2 \lesssim \varepsilon^{-2} \| (\nabla \times)^2 (\overline{\mathbf{u}} - \mathbf{u}) \|_{-1} \lesssim \varepsilon^{-2} \| \nabla \times (\overline{\mathbf{u}} - \mathbf{u}) \|_0. \]  

(2.24)

Multiplying both sides of (2.23) by \( \mathbf{u} - \overline{\mathbf{u}} \) and integrating by parts, we get

\[ \varepsilon^2 \| (\nabla \times)^2 \mathbf{u} \|_0 + \| \nabla \times (\mathbf{u} - \overline{\mathbf{u}}) \|_0^2 = \langle \varepsilon^2 (\nabla \times)^2 \mathbf{u}, \mathbf{n} \times (\nabla \times \overline{\mathbf{u}}) \rangle + \langle \varepsilon^2 (\nabla \times)^2 \mathbf{u}, \mathbf{f} \rangle. \]  

(2.25)

Using the trace inequality (2.14) and (2.22), we get

\[ \| (\nabla \times)^2 \mathbf{u} \|_{0, \partial \Omega} \lesssim \| (\nabla \times)^2 \mathbf{u} \|^{1/2}_0 \| (\nabla \times)^2 \mathbf{u} \|^{1/2}_1 \]  

and

\[ \| \nabla \times \overline{\mathbf{u}} \|_{0, \partial \Omega} \lesssim \| \mathbf{f} \|_0. \]  

Furthermore, it is clear to see that

\[ \langle \varepsilon^2 (\nabla \times)^2 \mathbf{u}, \mathbf{f} \rangle \leq \frac{\varepsilon^2}{2} (\| (\nabla \times)^2 \mathbf{u} \|_0^2 + \| \mathbf{f} \|_0^2). \]  

(2.26)

Then by the Young’s inequality we obtain

\[ \langle \varepsilon^2 (\nabla \times)^2 \mathbf{u}, \mathbf{n} \times (\nabla \times \overline{\mathbf{u}}) \rangle \lesssim \varepsilon^3 \delta \| (\nabla \times)^2 \mathbf{u} \|_0 \| (\nabla \times)^2 \mathbf{u} \|_1 + \frac{\varepsilon}{\delta} \| \mathbf{f} \|_0^2, \]  

(2.27)

where \( \delta > 0 \). From (2.24) we derive

\[ \varepsilon^3 \| (\nabla \times)^2 \mathbf{u} \|_0 \| (\nabla \times)^2 \mathbf{u} \|_1 \lesssim 1/2 (\varepsilon^2 \| (\nabla \times)^2 \mathbf{u} \|_0^2 + \| (\nabla \times)^2 \mathbf{u} \|_1^2), \]

\[ \lesssim 1/2 (\varepsilon^2 \| (\nabla \times)^2 \mathbf{u} \|_0^2 + \| \nabla \times (\mathbf{u} - \overline{\mathbf{u}}) \|_0). \]  

(2.27)

Combing (2.25)-(2.27), we have

\[ \varepsilon^2 \| (\nabla \times)^2 \mathbf{u} \|_0 + \| \nabla \times (\mathbf{u} - \overline{\mathbf{u}}) \|_0^2 \lesssim \varepsilon \| \mathbf{f} \|_0^2. \]  

(2.28)

It follows from (2.24) and (2.28) that

\[ \| \nabla \times \mathbf{u} \|_2 \lesssim \varepsilon^{-3/2} \| \mathbf{f} \|_0. \]  

(2.29)

According to [23, Lemma 3.6], we have

\[ \| \mathbf{u} \|_2 \lesssim \| \nabla \times \mathbf{u} \|_1 \lesssim \| (\nabla \times)^2 \mathbf{u} \|_0, \]  

(2.30)
where we have used the Friedrichs inequality and the fact that
\[
\| (\nabla \times)^2 u \|_0 = \| \nabla \nabla \times u \|_0.
\] (2.31)

By (2.28) and (2.30), we derive
\[
\| u \|_2 \lesssim \varepsilon^{-1/2} \| f \|_0.
\] (2.32)

The estimates (2.18) and (2.19) then follow from (2.28), (2.29) and (2.32).

We now turn to the $L^2$ estimate (2.20). To this end, we use a duality argument. For arbitrary $v \in L^2(\Omega)$, $\psi$ be the solution to the following problem:

\[
(\nabla \times)^2 \psi = v \text{ in } \Omega,
\]
\[
\nabla \cdot \psi = 0 \text{ in } \Omega,
\]
\[
\psi \times n = 0 \text{ on } \partial \Omega.
\] (2.33)

Similar to (2.22) we have
\[
\| \psi \|_2 \lesssim \| v \|_0.
\] (2.34)

By (2.33), (1.3), (1.4) and integration by parts, we obtain
\[
(u - u, v) = (\nabla \times (u - u), \nabla \times \psi) = (\varepsilon^2 (\nabla \times)^2 u, (\nabla \times)^2 \psi) + (\varepsilon^2 n \times (\nabla \times)^2 u, \nabla \times \psi).
\] (2.35)

Then by the trace inequality, the estimate (2.18) and (2.34), we have
\[
(u - u, v) \lesssim \varepsilon^2 \| (\nabla \times)^2 u \|_0 + \| (\nabla \times)^2 u \|_0^{1/2} \| (\nabla \times)^2 u \|_0^{1/2}) \| \psi \|_2
\]
\[
\lesssim \varepsilon^2 (\varepsilon^{-1/2} + \varepsilon^{-1/4} \varepsilon^{-3/4}) \| f \|_0 \| v \|_0
\]
\[
\lesssim \varepsilon \| f \|_0 \| v \|_0,
\]
which leads to (2.20).

According to [9, Theorem3.7], recalling that $\nabla \cdot u = \nabla \cdot \bar{u} = 0$, we derive
\[
\| u - \bar{u} \|_1 \lesssim \| u - \bar{u} \|_0 + \| \nabla \times (u - \bar{u}) \|_0.
\] (2.36)

Therefore, (2.21) follows from (2.19) and (2.20).

\section{A family of nonconforming curl-curl finite element in 3D}

\subsection{The local space}

In this section we introduce a family of nonconforming elements for the singularly perturbed quad-curl problem (1.3). Since our the nonconforming elements are be based on $H(\text{curl}; \Omega)$ finite element spaces plus some bubble functions, we first review some well-known elements. For $K \in T_h$, let $N^k(K)$ denote the local Nédélec space of the first kind,
\[
N^k(K) = P^k(K) + \{ v \in P^{k+1}(K) : v \cdot x = 0 \} \quad (k \geq 1),
\] (3.1)
and let $M^k(K)$ denote the local BDM space
\[ M^k(K) = P^k(K) \quad (k \geq 1). \]  
(3.2)

We then define the local space for the 3D quad-curl problem as
\[ U^k(K) = N^k(K) + b_KQ^{k-1}(K), \]  
where
\[ Q^{k-1}(K) = \sum_F b_F Q_F^{k-1}(K), \]  
(3.3)
and
\[ Q_F^{k-1}(K) = \{ q \times n_F \in P^{k-1}(K) \times n_F : (q \times n_F, b_K b_F(w \times n_F))_K = 0 \forall w \in P^{k-2}(K) \}. \]  
(3.4)

The space $b_KQ^{k-1}(K)$ was introduced by [11].

We equip the local space $U^k(K)$ with the following degrees of freedom
\[ \langle u \cdot t_e, \kappa_e \rangle \quad \text{for all } \kappa_e \in P^k(e) \text{ and edge } e \text{ of } K, \]  
(3.6)
\[ \langle u \times n_F, \mu_F \rangle \quad \text{for all } \mu_F \in P^{k-1}(F) \text{ and faces } F \text{ of } K, \]  
(3.7)
\[ \langle (\nabla \times u) \times n_F, \chi_F \rangle \quad \text{for all } \chi_F \in P^{k-1}(F) \text{ and faces } F \text{ of } K, \]  
(3.8)
\[ \langle u, \rho \rangle \quad \text{for all } \rho \in P^{k-2}(K). \]  
(3.9)

We proved in [23, Theorem 3.1] that any function $u \in U^k(K)$ can be uniquely determined by the degrees of freedom (3.6)-(3.9).

3.2 The global space and interpolation

We have defined the local finite element spaces, then we can define the associated global spaces as
\[ U_h = \{ u \in H^1_0(\text{curl}; \Omega) : u|_K \in U^k(K), \forall K \in \mathcal{T}_h, \]  
\[ \langle [(\nabla \times u) \times n], \chi \rangle_F = 0 \forall \chi \in P^{k-1}(F), \forall F \in \mathcal{F}_h^b \}, \]  
(3.10)
\[ U_{h,0} = \{ u \in U_h \cap H^1_0(\text{curl}; \Omega) : \langle [(\nabla \times u) \times n], \chi \rangle_F = 0 \forall \chi \in P^{k-1}(F), \forall F \in \mathcal{F}_h^b \}, \]  
(3.11)
\[ N_h = \{ u \in H^1_0(\text{curl}; \Omega) : u|_K \in N^k(K), \forall K \in \mathcal{T}_h \}, \]  
(3.12)
\[ M_h = \{ v \in H^1_0(\text{div}; \Omega) : v|_K \in M^k(K), \forall K \in \mathcal{T}_h \}, \]  
(3.13)
\[ W_{h,0} = \{ w \in H^1_0(\Omega) : w|_K \in P^{k+1}(K), \forall K \in \mathcal{T}_h \}. \]  
(3.14)

We now turn to investigate the interpolation operator associated to $U_h$. The degrees of freedom (3.6)-(3.9) naturally induce an interpolation operator $\Pi_U : H^1(\text{curl}; \Omega) \to U_h$ [23]. However, such an operator may not satisfy the following property
\[ \| \nabla \times \Pi_U u \|_0 \lesssim \| \nabla \times u \|_0, \]
and such a property is quite important for proving the uniform convergence with respect to \( \varepsilon \). Therefore we need to define another operator.

To this end, we recall the projection operators introduced in [7]. According to [7, Theorem 6.5], there exist operators \( \mathcal{J}_h^N : H_0^1(\Omega) \to N_h \) and \( \mathcal{J}_h^M : H_0^1(\Omega) \to M_h \) such that the following properties hold:

(i) \( P(\mathcal{T}_h) \) is point-wise invariant under \( \mathcal{J}_h \), where \( P(\mathcal{T}_h) = N_h \) if \( \mathcal{J}_h = \mathcal{J}_h^N \), and \( P(\mathcal{T}_h) = M_h \) if \( \mathcal{J}_h = \mathcal{J}_h^M \).

(ii) There is \( c \), uniform with respect to \( h \), such that

\[
\| \mathcal{J}_h \|_{L^2(\Omega)} \leq c, \tag{3.15}
\]

and

\[
\| v - \mathcal{J}_h v \|_0 \leq C \inf_{v_h \in P(\mathcal{T}_h)} \| v - v_h \|_0, \quad \forall v \in L^2(\Omega). \tag{3.16}
\]

(iii) The following diagram is commutative:

\[
\begin{array}{ccc}
H_0^1(\Omega) & \xrightarrow{\nabla \times} & H_0^1(\Omega) \\
\downarrow \mathcal{J}_h^N & & \downarrow \mathcal{J}_h^M \\
N_h & \xrightarrow{\nabla \times} & M_h
\end{array} \tag{3.17}
\]

Furthermore, we can prove the following lemma.

**Lemma 3.1.** Let integer \( s \) satisfy \( 0 \leq s \leq k + 1 \). Then for any \( \mathbf{w} \in H^s(\Omega) \cap H_0^1(\Omega) \), there holds

\[
\left( \sum_{K \in \mathcal{T}_h} \| \mathbf{w} - \mathcal{J}_h^M \mathbf{w} \|^2_{m,K} \right)^{1/2} \lesssim \| \mathbf{w} \|_s, \quad 0 \leq m \leq s. \tag{3.18}
\]

**Proof.** If \( s = m = 0 \), then using (3.15) we immediately derive

\[
\| \mathbf{w} - \mathcal{J}_h^M \mathbf{w} \|_0 \leq \| \mathbf{w} \|_0 + \| \mathcal{J}_h^M \mathbf{w} \|_0 \lesssim \| \mathbf{w} \|_0.
\]

We now consider \( s \geq 1 \). Let \( \Pi_h^M : H_0^1(\Omega) \cap H^1(\Omega) \to M_h \) be the standard BDM interpolation [1]. Using the triangle inequality, inverse estimate, and [8, Theorem 11.13], we have

\[
\| \mathbf{w} - \mathcal{J}_h^M \mathbf{w} \|_{m,K} \leq \| \mathbf{w} - \Pi_h^M \mathbf{w} \|_{m,K} + \| \Pi_h^M \mathbf{w} - \mathcal{J}_h^M \mathbf{w} \|_{m,K}
\]

\[
\lesssim h_K^{s-m} \| \mathbf{w} \|_{s,K} + h_K^{-m} \| \Pi_h^M \mathbf{w} - \mathcal{J}_h^M \mathbf{w} \|_{0,K}
\]

\[
\lesssim h_K^{s-m} \| \mathbf{w} \|_{s,K} + h_K^{-m} (\| \Pi_h^M \mathbf{w} - \mathbf{w} \|_{0,K} + \| \mathbf{w} - \mathcal{J}_h^M \mathbf{w} \|_{0,K}).
\]

By the above estimate, (3.16) and the approximation property of \( \Pi_h^M \), we obtain

\[
\left( \sum_{K \in \mathcal{T}_h} \| \mathbf{w} - \mathcal{J}_h^M \mathbf{w} \|^2_{m,K} \right)^{1/2} \lesssim h^{s-m} \| \mathbf{w} \|_s + h^{-m} (\| \Pi_h^M \mathbf{w} - \mathbf{w} \|_0 + \| \mathbf{w} - \mathcal{J}_h^M \mathbf{w} \|_0)
\]

\[
\lesssim h^{s-m} \| \mathbf{w} \|_s + h^{-m} (\| \Pi_h^M \mathbf{w} - \mathbf{w} \|_0
\]

\[
\lesssim h^{s-m} \| \mathbf{w} \|_s,
\]

which ends our proof. \( \square \)
We are now in a position to state the construction of operator related to $U_h$.

**Lemma 3.2.** There exists an operator $I_h : H_0^{(\text{curl}; \Omega)} \rightarrow U_h$ such that for any $v \in H^s(\Omega) \cap H_0^{(\text{curl}; \Omega)}$ and $\nabla \times v \in H^s(\Omega)$ with $0 \leq s \leq k + 1$, there hold

$$
\|v - I_h v\| \lesssim h^s(\|v\|_s + \|\nabla \times v\|_s),
$$

$$
(\sum_{K \in T_h} \|\nabla \times v - \nabla \times I_h v\|^2_{m,K})^{1/2} \lesssim h^{s-m}\|\nabla \times v\|_s \quad 0 \leq m \leq s,
$$

Moreover, there exists $I_h^0 : H_0^{(\text{curl}; \Omega)} \rightarrow U_{h,0}$ such that if $v \in H_0^{(\text{grad curl}; \Omega)}$

$$
\|v - I_h^0 v\| \lesssim h(\|v\|_1 + \|\nabla \times v\|_1),
$$

$$
(\sum_{K \in T_h} \|\nabla \times v - \nabla \times I_h^0 v\|^2_{m,K})^{1/2} \lesssim h^{s-m}\|\nabla \times v\|_s + h^{-m}\|\nabla \times v\|_0 \quad 0 \leq m \leq s.
$$

If $v \in H_0^{(\text{curl}; \Omega)}$ and $\nabla \times v \notin H_0^{(\text{curl}; \Omega)}$

$$
(\sum_{K \in T_h} \|\nabla \times v - \nabla \times I_h^0 v\|^2_{m,K})^{1/2} \lesssim h^{s+m}\|\nabla \times v\|_s + h^{-m}\|\nabla \times v\|_0 \quad 0 \leq m \leq s.
$$

**Proof.** We start with defining the projection $\Pi_h : N_h \rightarrow U_h$ locally as

$$
\langle (\Pi_h w - w) \cdot t_e, \kappa \rangle_e = 0 \quad \text{for all } \kappa \in P^k(e) \text{ and edge } e \text{ of } K,
$$

$$
\langle (\Pi_h w - w) \times n_F, \mu \rangle_F = 0 \quad \text{for all } \mu \in P^{k-1}(F) \text{ and faces } F \text{ of } K,
$$

$$
\langle (\nabla \times \Pi_h w) \times n_F - \{(\nabla \times w) \times n\}, \chi \rangle_F = 0 \quad \text{for all } \chi \in P^{k-1}(F) \text{ and faces } F \text{ of } K,
$$

$$
\langle (\Pi_h w - w, \rho) \rangle_K = 0 \quad \text{for all } \rho \in P^{k-2}(K).
$$

According to [23, Theorem 3.1] and the definition of $U_h$, $\Pi_h$ is well-defined.

It is easy to check that for any simplex $K$ that contains $F$ as a face we have

$$
\|\{(\nabla \times w)\}|_F - \nabla \times (w)|_K \times n_F|_F\| \begin{cases} \frac{1}{2} \|\nabla \times w \times n\|_F & \text{if } F \in F^h, \\ 0 & \text{if } F \in F^b, \end{cases}
$$

Therefore by (3.25)-(3.29) and a scaling argument, we obtain

$$
\|\Pi_h w - w\|_{0,K} \lesssim h_K^{3/2} \sum_{F \subset \partial K \cap F_h^i} \|\nabla \times w \times n\|_{0,F}.
$$

We then set $I_h = \Pi_h J_h^N$. If $s = 0$, then by a scaling argument and (3.17) we have

$$
\sum_{F \subset \partial K \cap F_h^i} \|\{(\nabla \times J_h^N w) \times n\}\|_{0,F} \lesssim h_K \|\nabla \times J_h^N w\|_{0,T_K} = h_K \|J_h^M \nabla \times w\|_{0,T_K}.
$$
From (3.30) and (3.31) we get
\[
\|v - I_h v\|_{0,K} \leq \|v - \mathcal{J}_h^N v\|_{0,K} + h \|\mathcal{J}_h^N v - \Pi_h \mathcal{J}_h^N v\|_{0,K} \\
\lesssim \|v - \mathcal{J}_h^N v\|_{0,K} + h^{3/2} \sum_{F \subset \partial K \cap F_h} \|\|\nabla \times \mathcal{J}_h^N v \times n\|\|_{0,F} \\
\lesssim \|v - \mathcal{J}_h^N v\|_{0,K} + h_K \|\mathcal{J}_h^M \nabla \times v\|_{0,T_K}.
\]

The above estimate and (3.15) lead to
\[
\|v - I_h v\|_0 \lesssim \|v - \mathcal{J}_h^N v\|_0 + h \|\mathcal{J}_h^M \nabla \times v\|_0 \\
\lesssim \|v\|_0 + \|\nabla \times v\|_0. \tag{3.32}
\]

Using the inverse estimate, (3.30) and (3.31) we have
\[
\|\nabla \times (v - I_h v)\|_{0,K} \leq \|\nabla \times (v - \mathcal{J}_h^N v)\|_{0,K} + \|\nabla \times (\mathcal{J}_h^N v - \Pi_h \mathcal{J}_h^N v)\|_{0,K} \\
\lesssim \|\nabla \times v - \mathcal{J}_h^M \nabla \times v\|_{0,K} + h_K^{-1} \|\mathcal{J}_h^N v - \Pi_h \mathcal{J}_h^N v\|_{0,K} \\
\lesssim \|\nabla \times v - \mathcal{J}_h^M \nabla \times v\|_{0,K} + \|\mathcal{J}_h^M \nabla \times v\|_{0,T_K}.
\]

The above estimate and (3.15) yield
\[
\|\nabla \times (v - I_h v)\|_0 \lesssim \|\nabla \times v - \mathcal{J}_h^M \nabla \times v\|_0 + \|\mathcal{J}_h^M \nabla \times v\|_0 \lesssim \|\nabla \times v\|_0. \tag{3.33}
\]

We now consider \(s \geq 1\). Note that \(\|\nabla \times w \times n\|\) vanishes on \(F \in F_h\), if \(\nabla \times w \in H^1(\Omega)\). Then using the trace inequality \(2.16\) and \(3.17\) we derive
\[
h_K^{3/2} \sum_{F \subset \partial K \cap F_h} \|\!(\nabla \times \mathcal{J}_h^N w) \times n\!\|_{0,F} = h_K^{3/2} \sum_{F \subset \partial K \cap F_h} \|\!(\nabla \times (\mathcal{J}_h^N w - w)) \times n\!\|_{0,F} \\
\lesssim h_K \|\nabla \times (w - \mathcal{J}_h^N w)\|_{0,T_K} + h_K^2 \|\nabla \times (w - \mathcal{J}_h^N w)\|_{1,T_K} \\
= h_K \|\nabla \times w - \mathcal{J}_h^M \nabla \times w\|_{0,T_K} + h_K^2 \|\nabla \times w - \mathcal{J}_h^M \nabla \times w\|_{1,T_K}. \tag{3.34}
\]

From (3.30) and (3.34) we obtain
\[
\|v - I_h v\|_{0,K} \leq \|v - \mathcal{J}_h^N v\|_{0,K} + \|\mathcal{J}_h^N v - \Pi_h \mathcal{J}_h^N v\|_{0,K} \\
\lesssim \|v - \mathcal{J}_h^N v\|_{0,K} + h_K^{3/2} \sum_{F \subset \partial K \cap F_h} \|\!(\nabla \times \mathcal{J}_h^N v \times n)\!\|_{0,F} \\
\lesssim \|v - \mathcal{J}_h^N v\|_{0,K} + h_K \|\nabla \times v - \mathcal{J}_h^M \nabla \times v\|_{0,T_K} + h_K^2 \|\nabla \times v - \mathcal{J}_h^M \nabla \times v\|_{1,T_K}.
\]

By the above estimate, Lemma 3.1 and (3.16) we have
\[
\|v - I_h v\|_0 \lesssim \|v - \mathcal{J}_h^N v\|_0 + h \|\nabla \times v - \mathcal{J}_h^M \nabla \times v\|_0 \\
+ h^2 \left( \sum_{K \in T_h} \|\nabla \times v - \mathcal{J}_h^M \nabla \times v\|_{1,K}^2 \right)^{1/2} \\
\lesssim h^s \|v\|_s + h^s \|\nabla \times v\|_s. \tag{3.35}
\]

Combing (3.32) and (3.35) we arrive at (3.19).
Using the inverse estimate, (3.30) and (3.34) we have

\[ \| \nabla \times (v - I_h v) \|_{m,K} \leq \| \nabla \times (v - \mathcal{J}_h^N v) \|_{m,K} + \| \nabla \times (\mathcal{J}_h^N v - \Pi_h \mathcal{J}_h^N v) \|_{m,K} \]

\[ \lesssim \| \nabla \times v - \mathcal{J}_h^M \nabla \times v \|_{m,K} + h_K^{-m-1} \| \mathcal{J}_h^N v - \Pi_h \mathcal{J}_h^N v \|_{0,K} \]

\[ \lesssim \| \nabla \times v - \mathcal{J}_h^M \nabla \times v \|_{m,K} + h_K^{-m} \| \nabla \times v - \mathcal{J}_h^M \nabla \times v \|_{0,T_K} \]

\[ + h_K^{1-m} \| \nabla \times v - \mathcal{J}_h^M \nabla \times v \|_{1,T_K}. \]

By the above estimate and Lemma 3.1 we obtain

\[ (\sum_{K \in T_h} \| \nabla \times (v - I_h v) \|_{m,K})^{1/2} \lesssim (\sum_{K \in T_h} \| \nabla \times v - \mathcal{J}_h^M \nabla \times v \|_{m,K}^2)^{1/2} \]

\[ + h^{-m} (\sum_{K \in T_h} \| \nabla \times v - \mathcal{J}_h^M \nabla \times v \|_{0,K}^2)^{1/2} + h^{1-m} (\sum_{K \in T_h} \| \nabla \times v - \mathcal{J}_h^M \nabla \times v \|_{1,T_K}^2)^{1/2} \]

\[ \lesssim h^{-m} \| \nabla \times v \|_s. \quad (3.36) \]

Combing (3.33) and (3.36) we derive (3.20).

We now turn to the construction of \( I_h^\prime \). To this end, we modify the construction of \( \Pi_h \) by replacing (3.27) with

\[ \langle (\nabla \times \Pi_h w) \times n_F, \chi \rangle_F = 0 \]

for all \( \chi \in P^{k-1}(F) \) and interior faces \( F \) of \( K \),

\[ \langle (\nabla \times \Pi_h w) \times n_F, \chi \rangle_F = 0 \quad \text{for all } \chi \in P^{k-1}(F) \text{ and boundary faces } F \text{ of } K. \quad (3.37) \]

Recalling (3.29) for interior faces \( F \) and using the fact that

\[ \langle (\nabla \times (\Pi_h w - w)) \times n_F, \chi \rangle_F = -\langle (\nabla \times w) \times n_F, \chi \rangle_F \]

for all \( \chi \in P^{k-1}(F) \) and boundary faces \( F \) of \( K \), we get

\[ \| \Pi_h w - w \|_{0,K} \lesssim h_K^{3/2} \sum_{F \subseteq \partial K} \| \nabla \times w \times n \|_{0,F}. \quad (3.38) \]

We point out that, in contrast to (3.30), the right-hand side of (3.38) may include boundary faces. If \( v \in H_0(\nabla \times \Omega) \), then by the same argument as (3.31) and (3.34) we obtain

\[ h_K^{3/2} \sum_{F \subseteq \partial K \cap \mathcal{F}_h} \| (\nabla \times \mathcal{J}_h^N w) \times n \|_{0,F} \lesssim h_K \| \mathcal{J}_h^M \nabla \times w \|_{0,T_K}, \text{ if } s = 0, \]

\[ h_K^{3/2} \sum_{F \subseteq \partial K \cap \mathcal{F}_h} \| (\nabla \times \mathcal{J}_h^N w) \times n \|_{0,F} \lesssim h_K \| \nabla \times w - \mathcal{J}_h^M \nabla \times w \|_{0,T_K} \]

\[ + h_K^2 \| \nabla \times w - \mathcal{J}_h^M \nabla \times w \|_{1,T_K}, \text{ if } s \geq 1. \]

Therefore, if \( v \in H_0(\nabla \times \Omega) \), then from the same argument as in the proof of (3.19) and (3.20) we get (3.21) and (3.22).
However, if $v \in H_0(\text{curl}; \Omega)$ and $\nabla \times v \notin H_0^1(\Omega)$ then we can only get the estimate
\[
h_h^{3/2} \sum_{F \subset \partial K \cap F_h} \| [(\nabla \times J_h^N v) \times n] \|_{0,F} \lesssim h_K \| J_h^M \nabla \times v \|_{0,T_K}. \tag{3.39}
\]
It then follows that
\[
\| v - I_h^0 v \|_{0,K} \leq \| v - J_h^N v \|_{0,K} + \| J_h^N v - \Pi_h J_h^N v \|_{0,K}
\]
\[
\lesssim \| v - J_h^N v \|_{0,K} + h_h^{3/2} \sum_{F \subset \partial K} \| [\nabla \times J_h^N v] \times n \|_{0,F}
\]
\[
\lesssim \| v - J_h^N v \|_{0,K} + h_K \| J_h^M \nabla \times v \|_{0,T_K}.
\]
and
\[
\| \nabla \times (v - I_h^0 v) \|_{m,K} \leq \| \nabla \times (v - J_h^N v) \|_{m,K} + \| \nabla \times (J_h^N v - \Pi_h J_h^N v) \|_{m,K}
\]
\[
\lesssim \| \nabla \times (v - J_h^N v) \|_{m,K} + h_K^{3/2-m-1} \sum_{F \subset \partial T} \| [\nabla \times J_h^N v] \times n \|_{0,F}
\]
\[
\lesssim \| \nabla \times (v - J_h^N v) \|_{m,K} + h_K^{-m} \| J_h^M \nabla \times v \|_{0,T_K}.
\]
Therefore we have
\[
\| v - I_h^0 v \|_0 \lesssim \| v - J_h^N v \|_0 + h \| \nabla \times v \|_0
\]
\[
\lesssim h(\| v \|_1 + \| \nabla \times v \|_1)
\]
and
\[
(\sum_{K \in T_h} \| \nabla \times v - \nabla \times I_h^0 v \|_{m,K}^2)^{1/2} \lesssim (\sum_{K \in T_h} \| \nabla \times (v - J_h^N v) \|_{m,K}^2)^{1/2} + h^{-m} \| J_h^M \nabla \times v \|_0
\]
\[
\lesssim h^{s-m} \| \nabla \times v \|_s + h^{-m} \| \nabla \times v \|_0.
\]
\[
\]
4 The finite element method

This section is devoted to introduce the finite element method for (1.3) and analyze its convergence. To this end, we consider the following equivalent problem of (1.3)
\[
-\varepsilon^2 \nabla \times \Delta \nabla \times u + (\nabla \times)^2 u = f \text{ in } \Omega,
\]
\[
\nabla \cdot u = 0 \text{ in } \Omega,
\]
\[
u \times n = 0 \text{ on } \partial \Omega,
\]
\[
\nabla \times u = 0 \text{ on } \partial \Omega.
\]

The above problem can be obtained by the identity $\nabla \times \nabla \times v = -\Delta v + \nabla \nabla \cdot v$ and the fact that
\[
\nabla \times u \cdot n = (n \times \nabla) \cdot u = (n \times \nabla) \cdot (n \times u \times n) = 0 \text{ on } \partial \Omega.
\]
Then the variational problem reads: Find $u \in H^1_0(\text{grad curl}; \Omega)$ and $p \in H^1_0(\Omega)$ such that

$$A_{\varepsilon}(u, v) + (\nabla p, v) = (f, v), \quad \forall v \in H^1_0(\text{grad curl}; \Omega),$$

$$(u, \nabla q) = 0, \quad \forall q \in H^1_0(\Omega),$$

where

$$A_{\varepsilon,h}(v, w) = \varepsilon^2 a(v, w) + (\nabla \times v, \nabla \times w), \quad (4.2)$$

with

$$a(v, w) = (\nabla \nabla \times v, \nabla \nabla \times w). \quad (4.3)$$

### 4.1 Analysis of imposing boundary conditions weakly

To define the finite element method, we introduce the bilinear form

$$a_h(v, w) = \sum_{K \in T_h} (\nabla \nabla \times v, \nabla \nabla \times w)_K - \sum_{F \in \mathcal{F}_h^b} \left( \frac{\partial}{\partial n} \nabla \times v, \nabla \times w \right)_F$$

$$- \sum_{F \in \mathcal{E}_h^b} \left( \frac{\partial}{\partial n} \nabla \times w, \nabla \times v \right)_F + \sigma \sum_{F \in \mathcal{F}_h^b} h_F^{-1} \left( \nabla \times v, \nabla \times w \right)_F, \quad (4.4)$$

where $\sigma$ is a positive penalization parameter, and $\frac{\partial}{\partial n} = n_F \cdot \nabla$.

The finite element method then reads: Find $u_h \in U_h$ and $p_h \in W_{h,0}$ such that

$$A_{\varepsilon,h}(u_h, v_h) + (v_h, \nabla p_h) = (f, v_h), \quad \forall v_h \in U_h,$$

$$(u_h, \nabla q_h) = 0, \quad \forall q_h \in W_{h,0}, \quad (4.5)$$

where

$$A_{\varepsilon,h}(v_h, w_h) = \varepsilon^2 a_h(v_h, w_h) + (\nabla \times v_h, \nabla \times w_h). \quad (4.6)$$

**Remark 4.1.** Inserting $v_h = \nabla q_h$, $\forall q_h \in W_{h,0}$ in the first equation of (4.5), we deduce $p_h = 0$ from the fact $\nabla \cdot f = 0$. Therefore, the solution $u_h \in U_h$ satisfies

$$A_{\varepsilon,h}(u_h, v_h) = (f, v_h), \quad \forall v_h \in U_h. \quad (4.7)$$

We define the following norms associated with problem (4.5)

$$\|v\|_{g_{\varepsilon,h}}^2 = \sum_{K \in T_h} \|\nabla \nabla \times v\|_{0,K}^2 + \sum_{F \in \mathcal{F}_h^b} h_F^{-1} \|\nabla \times v\|_{0,F}^2, \quad (4.8)$$

$$\|v\|_{\varepsilon,h}^2 = \varepsilon^2 \|v\|_{g_{\varepsilon,h}}^2 + \|\nabla \times v\|_{0}^2 + \|v\|_{0}^2. \quad (4.9)$$

The next lemma establishes the coercivity of $A_{\varepsilon,h}(\cdot, \cdot)$ on the kernel $Z_h$, where

$$Z_h = \{ v_h \in U_h : (v_h, \nabla q_h) = 0, \quad \forall q_h \in W_{h,0} \}.$$

**Lemma 4.1.** There exists a constant $\sigma_0 > 0$ depending only on the shape regularity of $T_h$, such that for $\sigma \geq \sigma_0$, there holds

$$\|w\|_{Z_h}^2 \leq A_{\varepsilon,h}(w, w) \quad \forall w \in Z_h. \quad (4.10)$$
Proof. According to [23, Lemma4.1], the following discrete Friedrichs inequality holds
\[ \|w\|_0 \lesssim \|\nabla \times w\|_0, \forall w \in \mathbb{Z}_h. \]
As a result, we have
\[ \|w\|^2_{\epsilon,h} \lesssim 2(\|\nabla \times w\|^2_0 + \epsilon^2\|w\|^2_{gc,h}). \]
Therefore it suffices to show that the bilinear form \( a_h(\cdot, \cdot) \) is coercive with respect to the norm \( \|w\|_{gc,h} \). By (4.4), we obtain
\[
a_h(w, w) = \sum_{K \in \mathcal{T}_h} |\nabla \times w|^2_{1,K} - 2 \sum_{F \in \mathcal{F}_h^0} \left( \frac{\partial}{\partial n} \nabla \times w, \nabla \times w \right)_F + \sigma \sum_{F \in \mathcal{F}_h^0} h_F^{-1} \|\nabla \times w\|^2_{0,F}. \tag{4.11}
\]
By the Cauchy-Schwarz inequality and a standard scaling argument, there exists a constant \( C > 0 \) depending only on the shape regularity of the mesh such that
\[
2 \sum_{F \in \mathcal{F}_h^0} \left( \frac{\partial}{\partial n} \nabla \times w, \nabla \times w \right)_F \leq 2 \left( \sum_{F \in \mathcal{F}_h^0} h_F \left| \nabla \times w \right|_{1,F}^2 \right)^{1/2} \left( \sum_{F \in \mathcal{F}_h^0} h_F^{-1} \left| \nabla \times w \right|_{0,F}^2 \right)^{1/2} \leq C \left( \sum_{F \in \mathcal{F}_h^0} h_F \left| \nabla \times w \right|_{1,F}^2 \right)^{1/2} \left( \sum_{F \in \mathcal{F}_h^0} h_F^{-1} \left| \nabla \times w \right|_{0,F}^2 \right)^{1/2} \leq \frac{1}{2} \sum_{T \in \mathcal{T}_h} |\nabla \times w|^2_{1,K} + \frac{C^2}{2} \sum_{F \in \mathcal{F}_h^0} h_F^{-1} \|\nabla \times w\|^2_{0,F}.
\]
Using the above estimate and (4.11) we get
\[
a_h(w, w) \geq \frac{1}{2} \sum_{K \in \mathcal{T}_h} |\nabla \times w|^2_{1,K} + \left( \sigma - \frac{C^2}{2} \right) \sum_{F \in \mathcal{F}_h^0} h_F^{-1} \|\nabla \times w\|^2_{0,F}.
\]
Choosing \( \sigma_0 = \frac{1}{2}(C^2 + 1) \), we derive the desired estimate. \( \square \)

The next lemma shows that the finite element method (4.5) is well-posed.

Lemma 4.2. We have the discrete stability
\[
\|\tilde{u}_h\|_{\epsilon,h} + |\tilde{p}_h|_1 \lesssim \sup_{(v_h, q_h) \in \mathcal{U}_h \times W_{h,0}} \frac{A_{\epsilon,h}(\tilde{u}_h, v_h) + b(v_h, \tilde{p}_h) + b(\tilde{u}_h, q_h)}{\|v_h\|_{\epsilon,h} + |q_h|_1} \tag{4.12}
\]
for any \( (\tilde{u}_h, \tilde{p}_h) \in \mathcal{U}_h \times W_{h,0} \).
Proof. Since \( \nabla q_h \in U_{h,0}, \forall q_h \in W_{h,0} \), we have the inf-sup condition
\[
\sup_{0 \neq v_h \in U_h} \frac{b(v_h, q_h)}{\|v_h\|_{\varepsilon,h}} \geq b(\nabla q_h, q_h) \geq |q_h|_1 \quad \forall q_h \in W_{h,0}.
\]
As a result, the discrete stability follows from Lemma 4.1, the above inf-sup condition
and the Babuška-Brezzi theory [1]. \(\square\)

Before proceeding further, we need some technical lemmas. The following lemma gives the interpolation error in the norm defined by (4.9).

Lemma 4.3. Let \( u \) be the solution to (4.1) satisfying \( u \in H^s(\Omega) \) and \( \nabla \times u \in H^s(\Omega) \) with \( 1 \leq s \leq k + 1 \), and let \( I_h \) be the operator given in Lemma 3.2. Then we have
\[
\|u - I_h u\|_{\varepsilon,h} \lesssim (h^s + \varepsilon h^{s-1})(\|u\|_s + \|\nabla \times u\|_s),
\]  
(4.13)
\[
\|u - I_h u\|_{\varepsilon,h} \lesssim h^{1/2}\|f\|_0.
\]  
(4.14)

Moreover, if the solution to the reduced problem satisfies \( \nabla \times \bar{u} \in H^m(\Omega) \) with \( 1 \leq m \leq k + 1 \)
\[
\|u - I_h u\|_{\varepsilon,h} \lesssim \varepsilon^{1/2}\|f\|_0 + h^m(\|\bar{u}\|_m + \|\nabla \times \bar{u}\|_m).
\]  
(4.15)

Proof. Using (3.20) and (2.18) we obtain
\[
\varepsilon^2 \sum_{K \in T_h} \|\nabla \nabla \times (u - I_h u)\|_{0,K}^2 \lesssim \varepsilon^2 h^{2s-2}\|\nabla \times u\|_s^2,
\]  
(4.16)
\[
\varepsilon^2 \sum_{K \in T_h} \|\nabla \nabla \times (u - I_h u)\|_{0,K}^2 \lesssim \varepsilon^2 h \|u\|_2 \|\nabla \times u\|_2 \lesssim h \|f\|_0^2,
\]  
(4.17)
\[
\varepsilon^2 \sum_{K \in T_h} \|\nabla \nabla \times (u - I_h u)\|_{0,K}^2 \lesssim \varepsilon^2 \|u\|_2^2 \lesssim \varepsilon \|f\|_0^2.
\]  
(4.18)

Similarly, we use (3.20), (2.18) and (2.16) to get
\[
\varepsilon^2 \sum_{F \in F_h} h_F^{-1}\|\nabla \times (u - I_h u)\|_{0,F}^2
\]  
\[
\lesssim \varepsilon^2 \sum_{K \in T_h} (h_K^{-2}\|\nabla \times (u - I_h u)\|_{0,K} + \|\nabla \nabla \times (u - I_h u)\|_{0,K})
\]  
\[
\lesssim \varepsilon^2 h^{2s-2}\|\nabla \times u\|_s^2,
\]  
(4.19)
\[
\varepsilon^2 \sum_{F \in F_h} h_F^{-1}\|\nabla \times (u - I_h u)\|_{0,F}^2
\]  
\[
\lesssim \varepsilon^2 \sum_{K \in T_h} (h_K^{-2}\|\nabla \times (u - I_h u)\|_{0,K}^2 + \|\nabla \nabla \times (u - I_h u)\|_{0,K}^2)
\]  
\[
\lesssim \varepsilon^2 h \|u\|_2 \|\nabla \times u\|_2 \lesssim h \|f\|_0^2.
\]  
(4.20)
and
\[
\varepsilon^2 \sum_{F \in \mathcal{F}_h^0} h_F^{-1} \| \nabla \times (u - I_h u) \|_{0,F}^2 \\
\lesssim \varepsilon^2 \sum_{K \in \mathcal{T}_h} (h_K^{-2} \| \nabla \times (u - I_h u) \|_{0,K} + \| \nabla \nabla \times (u - I_h u) \|_{0,K}) \\
\lesssim \varepsilon^2 \| u \|_2^2 \lesssim \| f \|_0^2. \tag{4.21}
\]

Applying (3.20), (2.18), (2.19) and (2.22), we have
\[
\| \nabla \times (u - I_h u) \|_0 \lesssim h^{2s} \| \nabla \times u \|_s, \tag{4.22}
\]
\[
\| \nabla \times (u - I_h u) \|_0 \lesssim \| \nabla \times (u - \bar{u}) - \nabla \times I_h (u - \bar{u}) \|_0 + \| \nabla \times (u - I_h u) \|_0 \\
\lesssim h \| \nabla \times (u - \bar{u}) \|_0 \| \nabla \times (u - \bar{u}) \|_1 + h^2 \| \nabla \times \bar{u} \|_1^2, \tag{4.23}
\]

and
\[
\| \nabla \times (u - I_h u) \|_0 \lesssim \| \nabla \times (u - \bar{u}) - \nabla \times I_h (u - \bar{u}) \|_0 + \| \nabla \times (u - I_h u) \|_0 \\
\lesssim \| \nabla \times (u - \bar{u}) - \nabla \times I_h (u - \bar{u}) \|_0 + h^{2m} \| \nabla \times \bar{u} \|_m^2 \lesssim \varepsilon \| f \|_0^2 + h^{2m} \| \nabla \times \bar{u} \|_m^2. \tag{4.24}
\]

Using (3.19) and (2.18)-(2.22), we have
\[
\| u - I_h \|_0 \lesssim h^{2s} (\| u \|_s + \| \nabla \times u \|_s), \tag{4.25}
\]
\[
\| u - I_h \|_0 \lesssim \| u - \bar{u} - I_h (u - \bar{u}) \|_0 + \| \bar{u} - I_h \bar{u} \|_0 \\
\lesssim h (\| u - \bar{u} \|_0 + \| \nabla \times (u - \bar{u}) \|_0)(\| u - \bar{u} \|_1 + \| \nabla \times (u - \bar{u}) \|_1) \\
+ h^2 (\| \bar{u} \|_1 + \| \nabla \times \bar{u} \|_1)^2 \lesssim h \| f \|_0^2. \tag{4.26}
\]

and
\[
\| u - I_h \|_0 \lesssim \| u - \bar{u} - I_h (u - \bar{u}) \|_0 + \| \bar{u} - I_h \bar{u} \|_0^2 \\
\lesssim (\| u - \bar{u} \|_0 + \| \nabla \times (u - \bar{u}) \|_0)^2 + h^{2m} (\| \bar{u} \|_m + \| \nabla \times \bar{u} \|_m)^2 \lesssim \varepsilon \| f \|_0^2 + h^{2m} (\| \bar{u} \|_m + \| \nabla \times \bar{u} \|_m)^2. \tag{4.27}
\]

Finally, the estimate (4.13) can be obtained by (4.9), (4.16), (4.19), (4.22) and (4.25); the estimate (4.14) can be obtained by (4.9), (4.17), (4.20), (4.23) and (4.26); and the estimate (4.15) can be obtained by (4.9), (4.18), (4.21), (4.24) and (4.27).

The next lemma provides bounds for the interpolation error in the bilinear form restricted to the subspace.

**Lemma 4.4.** Under the assumption of Lemma 4.3, for any \( w \in U_h \) we have
\[
A_{\varepsilon,h}(u - I_h u, w) \lesssim (1 + \sigma)(\varepsilon h^{s-1} + h^s)(\| u \|_s + \| \nabla \times u \|_s)\| w \|_{\varepsilon,h}, \tag{4.28}
\]
\[
A_{\varepsilon,h}(u - I_h u, w) \lesssim (1 + \sigma)h^{1/2}\| f \|_0\| w \|_{\varepsilon,h}, \tag{4.29}
\]
\[
A_{\varepsilon,h}(u - I_h u, w) \lesssim (1 + \sigma)(\varepsilon^{1/2}\| f \|_0 + h^m (\| \bar{u} \|_m + \| \nabla \times \bar{u} \|_m))\| w \|_{\varepsilon,h}. \tag{4.30}
\]
Proof. It follows from (4.2) that
\[
A_{\varepsilon,h}(\mathbf{u} - I_h\mathbf{u}, \mathbf{w})
= \varepsilon^2 \sum_{K \in T_h} (\nabla \nabla \times (\mathbf{u} - I_h\mathbf{u}), \nabla \nabla \times \mathbf{w})_K + (\nabla \times (\mathbf{u} - I_h\mathbf{u}), \nabla \times \mathbf{w})
- \varepsilon^2 \sum_{F \in \mathcal{F}_h} \langle \frac{\partial}{\partial n} \nabla \times (\mathbf{u} - I_h\mathbf{u}), \nabla \times \mathbf{w} \rangle_F - \varepsilon^2 \sum_{F \in \mathcal{F}_h} \langle \nabla \times (\mathbf{u} - I_h\mathbf{u}), \frac{\partial}{\partial n} \nabla \times \mathbf{w} \rangle_F
+ \varepsilon^2 \sigma \sum_{F \in \mathcal{F}_h} h_F^{-1} \langle \nabla \times (\mathbf{u} - I_h\mathbf{u}), \nabla \times \mathbf{w} \rangle_F
:= J_1 + J_2 + J_3 + J_4 + J_5. \tag{4.31}
\]
Using the Cauchy-Schwarz inequality, (2.17) and (4.2), we have
\[
J_1, J_2, J_4, J_5 \lesssim (1 + \sigma)\|\mathbf{u} - I_h\mathbf{u}\|_{\varepsilon,h}\|\mathbf{w}\|_{\varepsilon,h}.
\]
Then by (4.13)-(4.15) we obtain
\[
J_1, J_2, J_4, J_5 \lesssim (1 + \sigma)(\varepsilon h^{s-1} + h^s)(\|\mathbf{u}\|_s + \|\nabla \times \mathbf{u}\|_s)\|\mathbf{w}\|_{\varepsilon,h}, \tag{4.32}
J_1, J_2, J_4, J_5 \lesssim (1 + \sigma)h^{1/2}\|\mathbf{f}\|_0\|\mathbf{w}\|_{\varepsilon,h}, \tag{4.33}
\]
and
\[
J_1, J_2, J_4, J_5 \lesssim (1 + \sigma)(\varepsilon^{1/2}\|\mathbf{f}\|_0 + h^m(\|\mathbf{u}\|_m + \|\nabla \times \mathbf{u}\|_m))\|\mathbf{w}\|_{\varepsilon,h}. \tag{4.34}
\]
We now estimate \(J_3\). By the Cauchy-Schwarz inequality, the trace inequality (2.16), (4.2) and (3.20), we get
\[
J_3 \lesssim \varepsilon^2 \left( \sum_{F \in \mathcal{F}_h} h_F \left\| \frac{\partial}{\partial n} \nabla \times (\mathbf{u} - I_h\mathbf{u}) \right\|_{0,F}^2 \right)^{1/2} \left( \sum_{F \in \mathcal{F}_h} h_F^{-1} \left\| \nabla \times \mathbf{w} \right\|_{0,F}^2 \right)^{1/2}
\lesssim \varepsilon \left( \sum_{K \in T_h} \|\nabla (\nabla \times \mathbf{u} - \nabla \times I_h\mathbf{u})\|_{0,K}^2 + h_K^2 \|\nabla (\nabla \times \mathbf{u} - \nabla \times I_h\mathbf{u})\|_{1,K}^2 \right)^{1/2} \||\mathbf{w}||_{\varepsilon,h}
\lesssim \varepsilon h^{s-1}(\|\mathbf{u}\|_s + \|\nabla \times \mathbf{u}\|_s)\|\mathbf{w}\|_{\varepsilon,h}. \tag{4.35}
\]
Moreover, by the trace inequality (2.16), (3.20), (2.17) and (2.18), we obtain
\[
J_3 \lesssim \varepsilon^2 \left( \sum_{K \in T_h} h_K^2 \|\nabla (\nabla \times \mathbf{u} - \nabla \times I_h\mathbf{u})\|_{0,K}^2 + \|\nabla (\nabla \times \mathbf{u} - \nabla \times I_h\mathbf{u})\|_{1,K}^2 \right)^{1/2} \||\nabla \times \mathbf{w}||_0
\lesssim \varepsilon^2 \|\nabla \times \mathbf{u}\|_2 \|\nabla \times \mathbf{w}\|_0 \lesssim \varepsilon^{1/2}\|\mathbf{f}\|_0\|\mathbf{w}\|_{\varepsilon,h}. \tag{4.36}
\]
We emphasize that if \(\varepsilon \leq h\), then the above estimate means that
\[
J_3 \lesssim h^{1/2}\|\mathbf{f}\|_0\|\mathbf{w}\|_{\varepsilon,h}. \tag{4.37}
\]
Proof. Applying (4.12) with $s = 2$ and (2.18) we have

$$J_3 \lesssim \varepsilon h \| \nabla \times u \|_{s,h} \lesssim h^{1/2} \| f \|_0 \| w \|_{s,h}. \quad (4.38)$$

Finally, the estimate (4.28) follows from (4.31), (4.32) and (4.35); the estimate (4.29) follows from (4.31), (4.33), (4.37) and (4.38); and the estimate (4.30) follows from (4.31) and (4.34).

With the help of previous lemmas we now can prove the main result of this section.

**Theorem 4.1.** Suppose that $u \in H^s(\Omega)$ and $\nabla \times u \in H^s(\Omega)$ with $1 \leq s \leq k + 1$. Then we have

$$\| u - u_h \|_{s,h} \lesssim (h^s + \varepsilon h^{s-1})(\| u \|_s + \| \nabla \times u \|_s), \quad (4.39)$$

$$\| u - u_h \|_{s,h} \lesssim h^{1/2} \| f \|_0. \quad (4.40)$$

Moreover, if the solution to the reduced problem satisfies $\nabla \times u \in H^m(\Omega)$ with $1 \leq m \leq k + 1$

$$\| u - u_h \|_{s,h} \lesssim (\varepsilon h^{1/2} \| f \|_0 + h^m (\| u \|_m + \| \nabla \times u \|_m)). \quad (4.41)$$

**Remark 4.2.** It is worth pointing out that for $\varepsilon = o(h)$ the estimate (4.41) gives better order approximation than the uniform order $h^{1/2}$.

*Proof.* Applying (4.12) with $\tilde{u}_h = I_h u - u_h$ and $\tilde{p}_h = 0$, recalling (4.7) and $u_h \in Z_h$, we have

$$\| I_h u - u_h \|_{s,h} \lesssim \sup_{(v_h,q_h) \in U_h \times W_h,0} \frac{A_{e,h}(I_h u - u_h,v_h) + b(I_h u - u_h,q_h)}{\| v_h \|_{s,h} + |q_h|}. \quad (4.42)$$

where the consistency error is defined as

$$E_h(u,v_h) = A_{e,h}(u,v_h) - (f,v_h). \quad (4.43)$$

Multiplying both sides of the first equation of (4.1) by $v_h \in U_h$ and integrating by parts, we get

$$(f,v_h) = \varepsilon^2 \sum_{K \in T_h} (\nabla \nabla \times u, v_h)_K - \varepsilon^2 \sum_{F \in F^b_h} \langle \frac{\partial}{\partial n} \nabla \times u, \nabla \times v_h \rangle_F$$

$$- \varepsilon^2 \sum_{F \in F^i_h} \langle \frac{\partial}{\partial n} \nabla \times u, [\nabla \times v_h] \rangle_F + (\nabla \times u, \nabla \times v_h).$$

Substituting the above equation into (4.43) yields

$$E_h(u,v_h) = \varepsilon^2 \sum_{F \in F^b_h} \langle \frac{\partial}{\partial n} \nabla \times u, [\nabla \times v_h] \rangle_F. \quad (4.44)$$
According to [23, Lemma 3.2], there holds for any \( \chi \in P^{k-1}(F) \),
\[
\langle \frac{\partial}{\partial n} \nabla \times u, \nabla \times (u) \rangle_F = \langle \frac{\partial}{\partial n} \nabla \times (u - \chi \nabla \times v_{h}) \rangle_F.
\] (4.45)

Hence setting \( \chi = \frac{\partial}{\partial n} \nabla \times J_{h}^{N}u \), we have
\[
\langle \frac{\partial}{\partial n} \nabla \times u, \nabla \times (u) \rangle_F = \langle \frac{\partial}{\partial n} \nabla \times (u - J_{h}^{N}u) \rangle_F \leq \| \| \frac{\partial}{\partial n} \nabla \times (u - J_{h}^{M} \nabla \times u) \| \| \| \nabla \times v_{h} \|_{0,F}. \] (4.46)

We now estimate each of the factors on the right of the above inequality separately. Noting that the average of \( \nabla \times (v_{h}) \) vanishes on \( F \), we have by Poincaré’s inequality that
\[
\| \nabla \times v_{h} \|_{0,F} \leq h_{F} \| \nabla \times (v_{h}) \|_{0,F},
\]
where \( \nabla F \) is the surface gradient on \( F \). Using (2.17) we get
\[
\| \nabla \times v_{h} \|_{0,F} \leq h_{F}^{1/2} \| \nabla \times v_{h} \|_{1,T_{F}}. \] (4.47)

Using (2.14) we have
\[
\| \| \frac{\partial}{\partial n} (\nabla \times u - J_{h}^{M} \nabla \times u) \| \|_{0,F} \leq h_{F}^{-1/2} \| \nabla \times u - J_{h}^{M} \nabla \times u \|_{1,T_{F}} + \| \nabla \times u - J_{h}^{M} \nabla \times u \|_{1/2,T_{F}}. \] (4.48)

We then have by (4.46), (4.47), (4.48) and Lemma 3.1 that
\[
E_{h}(u, v_{h}) \leq \varepsilon h^{s-1} \| \nabla \times u \|_{s} \| v_{h} \|_{\varepsilon,h}. \] (4.49)

The error estimate (4.39) then follows from (4.42), (4.28), (4.49), the triangle inequality and (4.13).

Setting \( s = 1, 2 \) in (4.49), we get
\[
E_{h}(u, v_{h}) \leq \varepsilon \| \nabla \times u \|_{1} \| v_{h} \|_{\varepsilon,h} \] (4.50)

and
\[
E_{h}(u, v_{h}) \leq \varepsilon \| \nabla \times u \|_{2} \| v_{h} \|_{\varepsilon,h}, \] (4.51)

respectively. As a result, we obtain by (4.50), (4.51) and (2.18) that
\[
E_{h}(u, v_{h}) = E_{h}(u, v_{h})^{1/2} E_{h}(u, v_{h})^{1/2} \leq h^{1/2} \| f \|_{0} \| v_{h} \|_{\varepsilon,h}. \] (4.52)

The error estimate (4.40) then follows from (4.42), (4.29), (4.52), (4.14).

Finally, from (4.50) and (2.18), we have
\[
E_{h}(u, v_{h}) \leq \varepsilon \| f \|_{0} \| v_{h} \|_{\varepsilon,h}. \] (4.53)

The last estimate (4.41) then follows from (4.42), (4.30), (4.53), (4.15).
4.2 Remarks on imposing boundary conditions strongly

Similar to other non-conforming methods for the fourth order elliptic singular perturbation problem (1.2) (e.g. [17, 22]), we can define a finite element method for (4.1) that impose the second boundary condition strongly in the finite element space. Although this approach is perhaps more natural than the previous one, we shall see that the convergence properties of the previous method is better than this one.

In this case, we define the method as finding $u^0_h \in U_{h,0}$ and $p^0_h \in W_{h,0}$ such that

$$A^0_{\varepsilon,h}(u^0_h, v_h) + (v_h, \nabla p^0_h) = (f, v_h), \quad \forall v_h \in U^0_h,$$

$$\langle u^0_h, \nabla q_h \rangle = 0, \quad \forall q_h \in W_{h,0},$$

where

$$A^0_{\varepsilon,h}(v_h, w_h) = \varepsilon^2 \sum_{K \in \mathcal{T}_h} (\nabla \nabla \times v, \nabla \nabla \times w)_K + (\nabla \times v_h, \nabla \times w_h).$$

Define the following norm

$$\|v_h\|_A := A^0_{\varepsilon,h}(v_h, v_h) + \|v_h\|_0^2.$$  

Using [23, Remark 4.1], one can easily see that $A^0_{\varepsilon,h}(\cdot, \cdot)$ is coercive on $\tilde{Z}_h$, where

$$\tilde{Z}_h = \{v_h \in U_{h,0} : (v_h, \nabla q_h) = 0, \forall q_h \in W_{h,0}\},$$

and the following inf-sup condition holds

$$\sup_{0 \neq v_h \in U_{h,0}} \frac{b(v_h, q_h)}{\|v_h\|_A} \geq \frac{b(\nabla q_h, q_h)}{\|\nabla q_h\|_A} \gtrsim |q_h|_1 \quad \forall q_h \in W_{h,0}.$$

Furthermore, we have the following discrete stability

$$\|\tilde{u}_h\|_A + |\tilde{p}_h|_1 \lesssim \sup_{(u_h, q_h) \in U_{h,0} \times W_{h,0}} \frac{A^0_{\varepsilon,h}(\tilde{u}_h, v_h) + b(\tilde{u}_h, \tilde{p}_h) + b(\tilde{u}_h, q_h)}{\|v_h\|_A + |q_h|_1}$$

for any $(\tilde{u}_h, \tilde{p}_h) \in U_{h,0} \times W_{h,0}$. Therefore (4.54) is well-posed.

Next, we give a result similar to Lemma 4.3.

**Lemma 4.5.** Let $u$ be the solution to (4.1) satisfying $u \in H^s(\Omega)$ and $\nabla \times u \in H^s(\Omega)$ with $1 \leq s \leq k + 1$, and let $I^0_h$ be the operator given in Lemma 3.2. Then we have

$$\|u - I^0_h u\|_A \lesssim (h^s + \varepsilon h^{s-1})(\|u\|_s + \|\nabla \times u\|_s),$$

$$\|u - I^0_h u\|_A \lesssim h^{1/2}\|f\|_0.$$  

**Proof.** The inequality (4.58) can be proved by the method analogous to that used in Lemma 3.2.

We now focus on (4.59). An argument similar to the one used in (4.17) shows that

$$\varepsilon^2 \sum_{K \in \mathcal{T}_h} \|\nabla \nabla \times (u - I^0_h u)\|_{0,K}^2 \lesssim \varepsilon^2 h\|u\|_2\|\nabla \times u\|_2 \lesssim h\|f\|_0^2.$$
We now turn to estimate \( \| \nabla \times (u - I_h^0 u) \|_0 \). Using the triangle inequality, we have
\[
\| \nabla \times (u - I_h^0 u) \|_0 \leq \| \nabla \times (u - I_h u) \|_0 + \| \nabla \times (I_h u - I_h^0 u) \|_0.
\]
Note that the first term on the right-hand side of the above inequality has been estimated in (4.14). By the definitions of \( I_h \) and \( I_h^0 \), we can see that \( I_h u |_K = I_h^0 u |_K \) for \( K \in T_h \) satisfying \( \partial K \cap \partial \Omega = \emptyset \). Therefore, by a scaling argument, we have
\[
\| \nabla \times (I_h u - I_h^0 u) \|_0, K \lesssim \sum_{F \in F_h^b} h_F \| n \times (J_h^N u) \|_{0,F}.
\]
Using the above inequality and recalling that \( \nabla \times u |_{\partial \Omega} = 0 \), we get
\[
\sum_{K \in T_h} \| \nabla \times (I_h u - I_h^0 u) \|_{0,K} \lesssim \sum_{F \in F_h^b} h_F \| n \times (J_h^N u) \|_{0,F}^2
\]
\[
= \sum_{F \in F_h^b} h_F \| n \times (J_h^N u - u) \|_{0,F}^2.
\]
Adding and subtracting proper terms, we have
\[
\sum_{F \in F_h^b} h_F \| n \times (J_h^N u - u) \|_{0,F}^2
\]
\[
\lesssim \sum_{F \in F_h^b} h_F \| n \times (J_h^N (u - u^0) - (u - u^0)) \|_{0,F}^2
\]
\[
+ \sum_{F \in F_h^b} h_F \| n \times (J_h^N u^0 - u^0) \|_{0,F}^2.
\]
Using the trace inequality (2.14), (3.1), (2.18) and (2.19), we derive
\[
\sum_{F \in F_h^b} h_F \| n \times (J_h^N (u - u^0) - (u - u^0)) \|_{0,F}^2
\]
\[
\lesssim h \| \nabla \times (u - u^0) \|_0 \| \nabla \times (u - u^0) \|_1
\]
\[
\lesssim h \| f \|_0^2,
\]
and
\[
\sum_{F \in F_h^b} h_F \| n \times (J_h^N u^0 - u^0) \|_{0,F}^2 \lesssim h \| f \|_0^2.
\]
Finally, combing the above inequalities we arrive at (4.59).

\[\square\]

**Theorem 4.2.** Let \( u \in H^s(\Omega) \) and \( \nabla \times u \in H^s(\Omega) \) with \( 1 \leq s \leq k + 1 \). Then we have
\[
\| u - u_h^0 \|_A \lesssim (h^s + \varepsilon h^{s-1})(\| u \|_s + \| \nabla \times u \|_s), \quad (4.60)
\]
\[
\| u - u_h^0 \|_A \lesssim h^{1/2} \| f \|_0. \quad (4.61)
\]
Proof. We only sketch the proof, because the proof of Theorem 4.2 is similar to that of Theorem 4.1.

By (4.56), (4.54) and (4.57) we have
\[
\| I_0^h u - u_0^h \|_A \lesssim \| u - I_0^h u \|_0 + \sup_{v_h \in V_{h,0}} \frac{A_{\varepsilon,h}^0(I_0^h u - u_h) + E_{h}^0(u,v_h)}{\| v_h \|_A},
\]
(4.62)
where the consistency error is defined as
\[
E_{h}^0(u,v_h) = A_{\varepsilon,h}^0(u,v_h) - (f,v_h).
\]
(4.63)

By the proof of Lemma 4.4, and using (3.21)-(3.24), we obtain
\[
A_{\varepsilon,h}^0(u - I_0^h u,v_h) \lesssim (\varepsilon h^{s-1} + h^s)(\| u \|_s + \| \nabla \times u \|_s)\| v_h \|_A,
\]
(4.64)
\[
A_{\varepsilon,h}^0(u - I_0^h u,v_h) \lesssim h^{1/2}\| f \|_0\| v_h \|_A.
\]
(4.65)

Integrating by parts leads to
\[
E_h^0(u,v_h) = \varepsilon^2 \sum_{F \in \mathcal{F}_h} \left( \frac{\partial}{\partial n} \nabla \times u, \lbrack \nabla \times v_h \rbrack_F \right).
\]

Using the same arguments as in the proof of Theorem 4.1, we get
\[
E_h^0(u,v_h) \lesssim \varepsilon h^{s-1}\| \nabla \times u \|_s\| v_h \|_A.
\]
(4.66)
\[
E_h^0(u,v_h) \lesssim h^{1/2}\| f \|_0\| v_h \|_A.
\]
(4.67)

Finally, the estimate (4.60) then follows from (4.62), (4.64), (4.66) and (4.58), and the estimate (4.61) then follows from (4.62), (4.65), (4.67) and (4.59).

Remark 4.3. Note that the error $u - u_0^h$ does not satisfy an estimate of the form (4.41). This is because we can not obtain an estimate of the interpolation error of the form (4.15). By looking closely at the proof of Lemma 4.3, we find a problem occurs when we try to estimate the term $\| \nabla \times (u - I_0^h u) \|_0$ due to the result (3.24). More precisely, in contrast to (4.24), we have by (3.24) and (2.18),
\[
\| \nabla \times (u - I_0^h u) \|_0 \lesssim \| \nabla \times (u - \bar{u}) - \nabla \times I_0^h (u - \bar{u}) \|_0 + \| \nabla \times (\bar{u} - I_0^h \bar{u}) \|_0
\]
\[
\lesssim \| \nabla \times (u - \bar{u}) \|_0 + \| \nabla \times (\bar{u} - I_0^h \bar{u}) \|_0
\]
\[
\lesssim \varepsilon^{1/2}\| f \|_0 + \| \nabla \times (\bar{u} - I_0^h \bar{u}) \|_0.
\]
However, from (3.24) we can only derive
\[
\| \nabla \times (\bar{u} - I_0^h \bar{u}) \|_0 \lesssim \| \nabla \times \bar{u} \|_0,
\]
(4.68)
which does not yield anything.

The above discussion illustrate that the advantages of imposing boundary conditions weakly. Particularly, if $\varepsilon \ll h$, then from (4.41) we will observe convergence rates of $O(h^m)$ in the energy norm, which is better than $O(h^{1/2})$. 
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5 Numerical results

In this section we provide some numerical examples to demonstrate the convergence rates predicted in Theorem 4.1 and Theorem 4.2 and illustrate the advantages of weakly imposed the second boundary conditions in certain situations. We also compare our method with total nonconforming methods introduced in [15, 27]. Our algorithms are implemented by the iFEM package [6]. For simplicity, we only consider the case $k = 1$.

5.1 Example 1

We consider the quad-curl problem (4.1) on the unit cube $\Omega = (0,1)^3$. The exact solution is

$$
\mathbf{u} = \begin{pmatrix}
\sin(\pi x)^3 \sin(\pi y)^2 \sin(\pi z) \\
\sin(\pi y)^3 \sin(\pi z)^2 \sin(\pi x) \\
-2 \sin(\pi z)^3 \sin(\pi x)^2 \cos(\pi x) \\
\sin(\pi y)^3 \sin(\pi z)^2 \sin(\pi x) \\
2 \cos(\pi y) \cos(\pi z) \\
2 \sin(\pi z)^3 \sin(\pi x)^2 \cos(\pi x)
\end{pmatrix},
$$

(5.1)

with the following data

$$
\mathbf{f} = -\varepsilon^2 \nabla \times \Delta \nabla \times \mathbf{u} + (\nabla \times)^2 \mathbf{u}, \quad \sigma = 50.
$$

Although $\mathbf{f}$ depends on $\varepsilon$, this does not affect convergence rates in this case due to the fact that $\|\mathbf{u}\|_2$ and $\|\nabla \times \mathbf{u}\|_2$ are independent of $\varepsilon$. The mesh $T_h$ is obtained by dividing the unit cube into $N^3$ small cubes and then partition each small cube into 6 tetrahedra. Given $\mathbf{u}$ and $\mathbf{u}_h$, the following error quantities are considered in this example:

- $E_{L^2}(\mathbf{u}, \mathbf{u}_h) = \|\mathbf{u} - \mathbf{u}_h\|_0 / \|\mathbf{u}\|_0$,
- $E_{\text{curl}}(\mathbf{u}, \mathbf{u}_h) = \|\nabla \times (\mathbf{u} - \mathbf{u}_h)\|_0 / \|\nabla \times \mathbf{u}\|_0$,
- $E_{\text{gc}}(\mathbf{u}, \mathbf{u}_h) = \|\nabla_h \nabla \times (\mathbf{u} - \mathbf{u}_h)\|_0 / \|\nabla \times \mathbf{u}\|_0$,
- $E_{\varepsilon,h}(\mathbf{u}, \mathbf{u}_h) = (\varepsilon^2 \|\nabla_h \nabla \times (\mathbf{u} - \mathbf{u}_h)\|_0^2 + \|\nabla \times (\mathbf{u} - \mathbf{u}_h)\|_0^2 + \|\mathbf{u} - \mathbf{u}_h\|_0^2)^{1/2} / \|\mathbf{u}\|_{\varepsilon,h}$,
- $E_A(\mathbf{u}, \mathbf{u}_h) = (\varepsilon^2 \|\nabla_h \nabla \times (\mathbf{u} - \mathbf{u}_h)\|_0^2 + \|\nabla \times (\mathbf{u} - \mathbf{u}_h)\|_0^2 + \|\mathbf{u} - \mathbf{u}_h\|_0^2)^{1/2} / \|\mathbf{u}\|_A$.

Table 1 reports the convergence results for finite element method (4.5) for $\varepsilon = 1$, $\varepsilon = 10^{-2}$ and $\varepsilon = 10^{-5}$, respectively. We see that the asymptotic convergence rate in energy norm is optimal, which confirms the theoretical analysis in Theorem 4.1. Since the exact solution has no layers, we also observe the optimal rates of convergence in other norms.

Table 2 and 3 reports the convergence results for finite element method (4.54) and total nonconforming method introduced in [27] for $\varepsilon = 1$, $\varepsilon = 10^{-2}$ and $\varepsilon = 10^{-5}$, respectively. Here $\mathbf{u}_h$ is the solution of (4.54) with the nonconforming space introduced in [27]. Again, since $\|\mathbf{u}\|_2$ and $\|\nabla \times \mathbf{u}\|_2$ are independent of $\varepsilon$ for this example, we observe that the convergence rates in all norms for different values of $\varepsilon$ are optimal, which is consistent with Theorem 4.2. In contrast, we find that when $\varepsilon = 1$, the convergence rates of total nonconforming method are optimal, while the convergence deteriorates as $\varepsilon$ approaches zero.

Although our method has more local degrees of freedom than that of [27] (28 for our method and 20 for [27]), our method is robust with respect to the perturbation...
### Table 1: Example 1: Numerical results by the nonconforming method (4.5)

| $\epsilon$ | $h$ | $E_{L^2}(\mathbf{u},\mathbf{u}_h)$ rate | $E_{\text{curl}}(\mathbf{u},\mathbf{u}_h)$ rate | $E_{gc}(\mathbf{u},\mathbf{u}_h)$ rate | $E_A(\mathbf{u},\mathbf{u}_h)$ rate |
|------------|-----|--------------------------------------|--------------------------------------|---------------------------------|---------------------------------|
| 0.2165     | 1.73e-01 | 1.966e-01 | 4.659e-01 | 4.822e-01 |
| 0.1732     | 1.179e-01 | 1.65 | 3.864e-01 | 0.84 | 3.994e-01 | 0.84 |
| 0.1443     | 8.438e-02 | 1.76 | 3.288e-01 | 0.89 | 3.998e-01 | 0.89 |
| 1          | 1.237 | 1.83 | 2.856e-01 | 0.91 | 2.954e-01 | 0.91 |
| 0.1083     | 4.854e-02 | 1.88 | 2.522e-01 | 0.93 | 2.612e-01 | 0.92 |
| 0.0962     | 3.843e-02 | 1.91 | 2.256e-01 | 0.94 | 2.341e-01 | 0.93 |
| 0.0866     | 3.111e-02 | 1.93 | 2.041e-01 | 0.95 | 2.121e-01 | 0.93 |

| $\epsilon$ | $h$ | $E_{L^2}(\mathbf{u},\mathbf{u}_h)$ rate | $E_{\text{curl}}(\mathbf{u},\mathbf{u}_h)$ rate | $E_{gc}(\mathbf{u},\mathbf{u}_h)$ rate | $E_A(\mathbf{u},\mathbf{u}_h)$ rate |
|------------|-----|--------------------------------------|--------------------------------------|---------------------------------|---------------------------------|
| 0.2165     | 5.987e-02 | 8.934e-02 | 5.535e-01 | 1.129e-01 |
| 0.1732     | 3.900e-02 | 1.83 | 4.327e-01 | 1.10 | 8.013e-02 | 1.54 |
| 0.1443     | 2.733e-02 | 1.87 | 3.545e-01 | 1.09 | 6.098e-02 | 1.50 |
| $10^{-2}$  | 0.1237 | 1.89 | 3.006e-01 | 1.07 | 4.884e-02 | 1.44 |
| 0.1083     | 1.550e-02 | 1.90 | 2.613e-01 | 1.05 | 4.061e-02 | 1.38 |
| 0.0962     | 1.227e-02 | 1.90 | 2.314e-01 | 1.03 | 3.475e-02 | 1.33 |
| 0.0866     | 9.953e-03 | 1.91 | 2.078e-01 | 1.02 | 3.038e-02 | 1.28 |

| $\epsilon$ | $h$ | $E_{L^2}(\mathbf{u},\mathbf{u}_h)$ rate | $E_{\text{curl}}(\mathbf{u},\mathbf{u}_h)$ rate | $E_{gc}(\mathbf{u},\mathbf{u}_h)$ rate | $E_A(\mathbf{u},\mathbf{u}_h)$ rate |
|------------|-----|--------------------------------------|--------------------------------------|---------------------------------|---------------------------------|
| 0.2165     | 5.777e-02 | 8.459e-02 | 7.187e-01 | 8.40e-02 |
| 0.1732     | 3.781e-02 | 1.89 | 5.702e-01 | 1.04 | 5.534e-02 | 1.89 |
| 0.1443     | 2.661e-02 | 1.93 | 4.696e-01 | 1.06 | 3.892e-02 | 1.93 |
| $10^{-5}$  | 0.1237 | 1.95 | 3.984e-01 | 1.07 | 2.881e-02 | 1.95 |
| 0.1083     | 1.519e-02 | 1.97 | 3.457e-01 | 1.06 | 2.216e-02 | 1.97 |
| 0.0962     | 1.205e-02 | 1.97 | 3.053e-01 | 1.05 | 1.756e-02 | 1.97 |
| 0.0866     | 9.788e-03 | 1.98 | 2.734e-01 | 1.05 | 1.426e-02 | 1.98 |

### Table 2: Example 1: Numerical results by the nonconforming method (4.54)

| $\epsilon$ | $h$ | $E_{L^2}(\mathbf{u},\mathbf{u}_h^0)$ rate | $E_{\text{curl}}(\mathbf{u},\mathbf{u}_h^0)$ rate | $E_{gc}(\mathbf{u},\mathbf{u}_h^0)$ rate | $E_A(\mathbf{u},\mathbf{u}_h^0)$ rate |
|------------|-----|--------------------------------------|--------------------------------------|---------------------------------|---------------------------------|
| 0.2165     | 1.732e-01 | 1.963e-01 | 4.674e-01 | 4.661e-01 |
| 0.1732     | 1.203e-01 | 1.83 | 4.327e-01 | 1.10 | 8.013e-02 | 1.54 |
| 0.1443     | 8.709e-02 | 1.73 | 3.285e-01 | 0.89 | 3.998e-01 | 0.89 |
| $10^{-2}$  | 0.1237 | 1.79 | 2.850e-01 | 0.92 | 2.841e-01 | 0.92 |
| 0.1083     | 5.122e-02 | 1.84 | 2.514e-01 | 0.94 | 2.506e-01 | 0.94 |
| 0.0962     | 4.099e-02 | 1.87 | 2.240e-01 | 0.95 | 2.240e-01 | 0.95 |
| 0.0866     | 3.351e-02 | 1.89 | 2.031e-01 | 0.96 | 2.024e-01 | 0.96 |
| $10^{-5}$  | 0.1237 | 1.82 | 2.041e-01 | 0.97 | 1.986e-01 | 0.97 |
| 0.1083     | 1.519e-02 | 1.87 | 1.767e-01 | 0.98 | 1.763e-01 | 0.98 |
| 0.0962     | 1.205e-02 | 1.89 | 1.431e-01 | 0.99 | 1.431e-01 | 0.99 |
| 0.0866     | 9.788e-03 | 2.00 | 1.142e-01 | 1.00 | 1.142e-01 | 1.00 |
Table 3: Example 1: Numerical results by the nonconforming method [27]

| $\varepsilon$ | $h$ | $E_{L^2}(\mathbf{u}, \mathbf{u}_h)$ rate | $E_{\text{curl}}(\mathbf{u}, \mathbf{u}_h)$ rate | $E_{\text{gc}}(\mathbf{u}, \mathbf{u}_h)$ rate | $E_{A}(\mathbf{u}, \mathbf{u}_h)$ rate |
|---------------|-----|--------------------------------------|--------------------------------------|--------------------------------------|--------------------------------------|
| 0.2165        | 3.119e-01 | 2.215e-01 | 5.625e-01 | 5.608e-01 | |
| 0.1732        | 2.053e-01 | 1.87    | 1.460e-01 | 1.87    | 3.320e-01 | 0.96 |
| 0.1443        | 1.450e-01 | 1.91    | 3.861e-01 | 9.889e-01 | 3.275e+00 | 1.062e+00 |
| 0.1237        | 1.076e-01 | 1.93    | 3.313e-01 | 9.452e-01 | 3.856e+00 | -0.73 |
| 0.1083        | 8.301e-02 | 1.95    | 2.927e-01 | 9.171e-01 | 4.285e+00 | -0.58 |
| 0.0962        | 6.592e-02 | 1.96    | 2.610e-01 | 8.993e-01 | 4.781e+00 | -0.31 |
| 0.0866        | 5.359e-02 | 1.96    | 2.346e-01 | 8.716e-01 | 5.331e+00 | -0.09 |

parameter $\varepsilon$, while [27] is not robust with respect to $\varepsilon$. Therefore our method has a huge advantage in solving the singularly perturbed quad curl problem.

5.2 Example 2

In this example, we show that in some situations it is very advantageous to impose the second boundary condition weakly. This time we take the exact solution to the reduced problem (1.4) to be

$$
\mathbf{u} = \begin{pmatrix}
0 \\
x^2 y^2 z (x-1)^3 (y-1)^3 (z-1)^3 \\
x^2 y^2 z (x-1)^3 (y-1)^3 (z-1)^3 \\
x^2 y^2 z (x-1)^3 (y-1)^3 (z-1)^3 \\
\end{pmatrix},
$$

with the following data

$$
\mathbf{f} = (\nabla \times \mathbf{u}), \quad \sigma = 20, \quad \varepsilon = 10^{-6}, \quad \Omega = (0, 1)^3, \quad \Omega_0 = (0.125, 0.875)^3.
$$

The exact solution $\mathbf{u}$ for (4.1) with given data is not known, so we can not compute $\mathbf{u} - \mathbf{u}_h$ directly. However, since the $\varepsilon$ we take is very small, according to (2.19) and (2.20), we can estimate the error well by using the solution of the reduced problem. We point out that $\nabla \times \mathbf{u}$ has strong boundary layers. In fact, on the one hand, by the second boundary condition of (4.1) and simple computation we see that $\nabla \times \mathbf{u}|_{\partial \Omega} = 0$ and $\nabla \times \mathbf{u}|_{\partial \Omega} \neq 0$. On the other hand, by (2.19) we have $\|\nabla \times (\mathbf{u} - \mathbf{u})\|_0 \to 0$ as $\varepsilon \to 0$, which means that $\nabla \times \mathbf{u}$ has strong boundary layers.
In Tables 4 and 5, we compare the following relative errors

$$E_{L^2}(\bar{u}, u_h), \quad E_{L^2}(\bar{u}, u^0_h), \quad E_{\text{curl}}(\bar{u}, u_h), \quad E_{\text{curl}}(\bar{u}, u^0_h)$$

and the corresponding convergence rates with weakly and strongly imposed boundary conditions. It can be seen from the tables that both relative errors converge at the optimal convergence rates for weakly imposed boundary conditions, while neither relative error converges optimally for strongly imposed boundary condition.

In Tables 6 and 7, we compare the following relative errors

$$E_{L^2,\Omega_0}(\bar{u}, u_h), \quad E_{\text{curl},\Omega_0}(\bar{u}, u_h), \quad E_{e,h,\Omega_0}(\bar{u}, u_h), \quad E_{gc,\Omega_0}(\bar{u}, u^0_h)$$

and the corresponding convergence rates with weakly and strongly imposed boundary conditions on a subdomain $\Omega_0$. Here the subscript $\Omega_0$ means that the related integral is calculated only on $\Omega_0$. Note that $\Omega_0$ is sufficiently far away from the layers. Therefore the exact solution is very smooth on $\Omega_0$. From the tables, we can observe that all relative errors converge at the optimal rates for the method with weakly imposed boundary condition. However, except $E_{e,h,\Omega_0}(\bar{u}, u^0_h)$, no relative error converges at the optimal rate when the second boundary condition is imposed strongly. That is to say the presence of boundary layers may pollute the finite element method even far away from the boundary if the second boundary condition is imposed strongly. Similar phenomena are reported in the context of fourth order elliptic singular perturbation problem [10, 18].

The above discussion illustrates the advantages of the weak treatment of the boundary conditions for the problem (4.1).

Table 4: Example 2: Rates of convergence for $\varepsilon = 10^{-6}$ on $\Omega$ with weakly imposed boundary condition

| $h$    | $E_{L^2}(\bar{u}, u_h)$ rate | $E_{\text{curl}}(\bar{u}, u_h)$ rate |
|--------|------------------------------|----------------------------------|
| 0.2165 | 4.199e-02                    | 5.625e-02                        |
| 0.1732 | 2.745e-02 1.90               | 3.649e-02 1.94                   |
| 0.1443 | 1.930e-02 1.93               | 2.553e-02 1.96                   |
| 0.1237 | 1.429e-02 1.95               | 1.884e-02 1.97                   |
| 0.1083 | 1.100e-02 1.96               | 1.447e-02 1.98                   |
| 0.0962 | 8.720e-03 1.97               | 1.146e-02 1.98                   |
| 0.0866 | 7.082e-03 1.98               | 9.294e-03 1.99                   |

Table 5: Example 2: Rates of convergence for $\varepsilon = 10^{-6}$ on $\Omega$ with strongly imposed boundary condition

| $h$    | $E_{L^2}(\bar{u}, u^0_h)$ rate | $E_{\text{curl}}(\bar{u}, u^0_h)$ rate |
|--------|------------------------------|----------------------------------|
| 0.2165 | 9.971e-02                    | 2.780e-01                        |
| 0.1732 | 7.798e-02 1.10              | 2.476e-01 0.52                   |
| 0.1443 | 6.404e-02 1.08              | 2.256e-01 0.51                   |
| 0.1237 | 5.434e-02 1.07              | 2.086e-01 0.51                   |
| 0.1083 | 4.720e-02 1.06              | 1.949e-01 0.51                   |
| 0.0962 | 4.173e-02 1.05              | 1.836e-01 0.51                   |
| 0.0866 | 3.739e-02 1.04              | 1.741e-01 0.51                   |
Table 6: Example 2: Rates of convergence for $\varepsilon = 10^{-6}$ on $\Omega_0$ with weakly imposed boundary condition

| $h$   | $E_{L^2}(\mathbf{u}_h^\varepsilon)$ rate | $E_{\text{curl}}(\mathbf{u}_h^\varepsilon)$ rate | $E_{\text{gc}}(\mathbf{u}_h^\varepsilon)$ rate | $E_{A}(\mathbf{u}_h^\varepsilon)$ rate |
|-------|-----------------------------------------|----------------------------------------|----------------------------------------|-------------------------------------|
| 0.2165 | 2.175e-02                              | 3.685e-02                              | 3.420e-01                              | 3.669e-02                           |
| 0.1732 | 1.405e-02                              | 2.321e-02                              | 2.071e-01                              | 2.311e-02                           | 2.071e-01                           |
| 0.1443 | 9.163e-03                              | 1.566e-02                              | 2.161e-01                              | 1.560e-02                           | 2.161e-01                           |
| 0.1237 | 6.650e-03                              | 1.137e-02                              | 2.081e-01                              | 1.133e-02                           | 2.081e-01                           |
| 0.1083 | 5.601e-03                              | 9.413e-03                              | 1.421e-01                              | 9.373e-03                           | 1.421e-01                           |
| 0.0962 | 4.417e-03                              | 7.333e-03                              | 2.121e-01                              | 7.302e-03                           | 2.121e-01                           |
| 0.0866 | 3.426e-03                              | 5.819e-03                              | 2.191e-01                              | 5.794e-03                           | 2.191e-01                           |

Table 7: Example 2: Rates of convergence for $\varepsilon = 10^{-6}$ on $\Omega_0$ with strongly imposed boundary condition

| $h$   | $E_{L^2}(\mathbf{u}_h^\varepsilon)$ rate | $E_{\text{curl}}(\mathbf{u}_h^\varepsilon)$ rate | $E_{\text{gc}}(\mathbf{u}_h^\varepsilon)$ rate | $E_{A}(\mathbf{u}_h^\varepsilon)$ rate |
|-------|-----------------------------------------|----------------------------------------|----------------------------------------|-------------------------------------|
| 0.2165 | 5.741e-02                              | 5.021e-02                              | 5.031e-02                              | 5.031e-02                           |
| 0.1732 | 4.333e-02                              | 3.348e-02                              | 3.776e-02                              | 3.362e-02                           | 1.811e-02                           |
| 0.1443 | 3.474e-02                              | 2.475e-02                              | 2.098e-01                              | 2.491e-02                           | 1.651e-02                           |
| 0.1237 | 2.887e-02                              | 1.956e-02                              | 1.748e-01                              | 1.971e-02                           | 1.521e-02                           |
| 0.1083 | 2.735e-02                              | 1.798e-02                              | 1.660e-01                              | 1.813e-02                           | 0.621e-02                           |
| 0.0962 | 2.373e-02                              | 1.515e-02                              | 1.446e-01                              | 1.529e-02                           | 1.451e-02                           |
| 0.0866 | 2.093e-02                              | 1.302e-02                              | 1.259e-01                              | 1.316e-02                           | 1.431e-02                           |
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