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Abstract

A number of parametric and nonparametric methods for estimating cognitive diagnosis models (CDMs) have been developed and applied in a wide range of contexts. However, in the literature, a wide chasm exists between these two families of methods, and their relationship to each other is not well understood. In this paper, we propose a unified estimation framework to bridge the divide between parametric and nonparametric methods in cognitive diagnosis to better understand their relationship. We also develop iterative joint estimation algorithms and establish consistency properties within the proposed framework. Lastly, we present comprehensive simulation results to compare different methods, and provide practical recommendations on the appropriate use of the proposed framework in various CDM contexts.

1 Introduction

Cognitive diagnosis models (CDMs), also known as diagnostic classification models, are typically used in conjunction with diagnostic assessments to determine fine-grained classifications of subjects’ latent attribute patterns based on their observed responses to specifically-designed diagnostic items. In educational assessments, the latent attributes can represent the mastery or lack of target skills [de la Torre 2011, Junker and Sijtsma 2001]. Students’ skill profiles, which are inferred from their responses to test items, are used for subsequent learning interventions. In psychiatric diagnosis, the latent attributes can be construed as the presence or absence of some underlying mental disorders [de la Torre 2011, Sijtsma and Junker 2000].
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Patients’ responses to questionnaire items serve as the basis for identifying their mental disorder statuses, which in turn determines the appropriate treatments.

Several parametric models for cognitive diagnosis have been developed and widely applied in practice. Popular examples include the deterministic input, noisy “and” gate (DINA) model (Junker and Sijtsma, 2001), the deterministic input, noisy “or” gate (DINO) model (Templin and Henson, 2006), the reduced reparameterized unified model (Reduced RUM; Hartz, 2002), the general diagnostic model (GDM; von Davier, 2005), the log-linear CDM (LCDM; Henson et al., 2009), and the generalized DINA model (GDINA; de la Torre, 2011). To estimate these parametric models, estimators maximizing the marginal likelihood or joint likelihood functions have been employed (e.g., Chiu et al., 2016; de la Torre, 2009).

Parametric CDMs, such as the DINA or DINO model, invoke certain parametric assumptions about the item response functions. As pointed out in Chiu and Douglas (2013), such assumptions may raise validity concerns about the assumed model and the underlying process. As an alternative, some researchers have explored nonparametric methods for assigning subjects to latent groups without relying on parametric model assumptions. For example, Chiu and Douglas (2013) proposed the nonparametric classification (NPC) method, where a subject is classified to its closest latent group by comparing the observed responses with ideal responses either from the DINA or DINO model. Its generalization, the general NPC (GNPC) method proposed by Chiu et al. (2018), uses the weighted average of ideal responses from the DINA and DINO models to accommodate more general settings. Consistency results for the NPC and the GNPC methods were established by Wang and Douglas (2015) and Chiu and Kohn (2019a), respectively. Simulation results show that, compared to parametric methods, nonparametric methods tend to perform better when the sample sizes are not sufficiently large to provide reliable maximum likelihood estimates.

Even though the aforementioned parametric and nonparametric methods have been used in many CDM applications, the relationship between these two families of methods has not been explicitly discussed in the literature. Although seemingly divergent from the surface, these frameworks are in fact closely related. In this paper, we propose a unified estimation framework for cognitive diagnosis that subsumes both parametric and nonparametric methods. In the proposed framework, we use a general loss function to measure the distance between a subject’s responses and the centroid of a latent class. By using different loss functions, the method can assume different parametric and nonparametric
forms. Under the general framework, we further develop a unified iterative joint estimation algorithm, as well as establish the consistency properties of the corresponding estimators. Finally, we conduct comprehensive simulation studies to compare different parametric and nonparametric methods under a variety of settings, and provide relevant practical recommendations accordingly.

The rest of the paper is organized as follows. Section 2 gives a brief review of both parametric and nonparametric methods in cognitive diagnosis assessment. Section 3 introduces the proposed general estimation framework with several illustrative examples. Section 4 presents the consistency results of the proposed method, and Section 5 presents the simulation results. Finally, Section 6 discusses some future extensions, whereas proofs of the main theorems are reported in the online Appendix.

2 Parametric and Nonparametric Methods

Before introducing our proposed estimation framework, we give a brief review of both parametric and nonparametric methods that are widely used in the CDM literature.

2.1 Parametric Methods

Parametric methods directly model item response functions under certain parametric model assumptions. Most of CDMs are parametric models, where the item response probabilities are modeled as functions of item parameters and the latent attributes of subjects. Specifically, in a CDM with $J$ items and $K$ latent attributes, two types of subject-specific variables are of interest. One is the observed responses to $J$ items $x = (x_1, \ldots, x_J) \in \{0,1\}^J$, and the other is the mastery profile of $K$ latent attributes $\alpha = (\alpha_1, \ldots, \alpha_K) \in \{0,1\}^K$. There are $2^K$ possible latent patterns, and we use $p = (p_\alpha : \alpha \in \{0,1\}^K)$ to denote the proportion parameters for the latent attribute patterns of subjects, which satisfies $p_\alpha \in [0,1]$ and $\sum_{\alpha \in \{0,1\}^K} p_\alpha = 1$.

Given a subject’s latent attribute pattern $\alpha$, the responses to $J$ items are assumed to be independent and follow Bernoulli distributions with parameters $\theta_{1,\alpha}, \ldots, \theta_{J,\alpha}$. Specifically, $\theta_{j,\alpha} := P(x_j = 1 | \alpha)$, which is the probability (item response function) of providing a positive response to item $j$ for latent class $\alpha$. We write $\theta = (\theta_{j,\alpha} : j \in [J], \alpha \in \{0,1\}^K)$ to denote the item response probability matrix, with $[J]$ denoting the set $\{1, \ldots, J\}$. Then under the local independence assumption, the probability
mass function of a subject’s response vector \( \mathbf{x} = (x_1, \ldots, x_J) \in \{0,1\}^J \) takes the form

\[
P(\mathbf{x} | \theta, p) = \sum_{\alpha \in \{0,1\}^K} p_\alpha \prod_{j=1}^J \theta_{j,\alpha}^{x_j} (1 - \theta_{j,\alpha})^{1-x_j}.
\]

To reflect the dependence between items and the latent attributes of subjects, a structural matrix, the so-called \( Q \)-matrix (Tatsuoka, 1983), is used to impose constraints on item parameters. Specifically, \( Q \in \{0,1\}^{J \times K} \), where \( q_{j,k} = 1 \) if item \( j \) requires (or depends on) attribute \( k \). The \( j \)th row vector of \( Q \) denoted by \( q_j \) describes the full dependence of item \( j \) on \( K \) latent attributes. Usually in applications such as cognitive diagnostic assessments, the matrix \( Q \) is pre-specified by domain experts (George and Robitzsch, 2015; Junker and Sijtsma, 2001; von Davier, 2005) to reflect some scientific assumptions.

The structural matrix \( Q \) puts constrains on item parameters in certain ways under different model assumptions. One important common assumption is that the item response function \( \theta_{j,\alpha} \) only depends on whether latent attribute pattern \( \alpha \) contains the required attributes by item \( j \) (i.e., the attributes in the set \( K_j = \{k \in [K] : q_{j,k} = 1\} \) with \( [K] \) denoting the set \{1,\ldots,K\}). Here we introduce three commonly used parametric models.

**Example 1 (DINA).** The DINA (Junker and Sijtsma, 2001) model assumes a conjunctive relationship among attributes, where mastery of all the required attributes for an item is necessary for a subject to be deemed capable of providing a positive response (e.g., correct response, item endorsement), and possessing additional unnecessary attributes does not compensate for the lack of necessary attributes.

In the DINA model, the so-called ideal response for each item \( j \) and each latent attribute pattern \( \alpha \) is defined as,

\[
\eta_{j,\alpha}^{DINA} = \prod_{k=1}^K \alpha_k^{q_{j,k}}.
\]

The uncertainty is further incorporated by introducing the slipping and guessing parameters \( s_j \) and \( g_j \) for \( j = 1,\ldots,J \). For each item \( j \), the slipping parameter is the probability of a negative response for capable subjects, and the guessing parameter is the probability of a positive response for incapable subjects, as in, \( s_j = P(x_{ij} = 0 | \eta_{j,\alpha_i} = 1) \) and \( g_j = P(x_{ij} = 1 | \eta_{j,\alpha_i} = 0) \), where \( \alpha_i \) is the latent pattern for the \( i \)th subject. Therefore, we have

\[
\theta_{j,\alpha}^{DINA} = (1 - s_j)^{\eta_{j,\alpha}^{DINA}} g_j^{1 - \eta_{j,\alpha}^{DINA}}.
\]

That is, the item response function is \( 1 - s_j \) if the ideal response is 1, and \( g_j \) otherwise.
Example 2 (DINO). The DINO \cite{Templin2006} model assumes a disjunctive relationship among attributes, where mastery of one of the required attributes of an item is necessary for a subject to be considered capable of providing a positive response. In the DINO model, the ideal response is defined as,

$$
\eta_{j,\alpha}^{DINO} = 1 - \prod_{k=1}^{K} (1 - \alpha_k)^{\eta_{j,k}}.
$$

For the DINO model, the slipping parameters and guessing parameters are defined in the similar way as the DINA model, as in, $s_j = P(x_{ij} = 0 \mid \eta_{j,\alpha_i} = 1)$ and $g_j = P(x_{ij} = 1 \mid \eta_{j,\alpha_i} = 0)$. Accordingly, we have

$$
\theta_{j,\alpha}^{DINO} = (1 - s_j)^{\eta_{j,\alpha}} g_j^{1-\eta_{j,\alpha}}.
$$

Example 3 (GDINA). The GDINA \cite{de2011general} model is a more general CDM, where all the interactions among the required latent attributes by each item are considered. The item response function for the GDINA model is defined as

$$
\theta_{j,\alpha}^{GDINA} = f \left( \sum_{S \subseteq K_j} \beta_{j,S} \prod_{k \in S} \alpha_k \right),
$$

where $K_j = \{k \in [K]: q_{j,k} = 1\}$ is the set of required attributes by item $j$, and $f(\cdot)$ is a link function. The link function is usually taken to be the identity, log, or logistic link. In this work we use the identity link. The coefficients can be interpreted as following: $\beta_{j,\emptyset}$ is the probability of a positive response for the most incapable subjects with $\alpha = 0$; $\beta_{j,\{k\}}$ is the increase in the probability of a positive response for the subjects with $\alpha_k = 1$ compared to those with $\alpha_k = 0$; $\beta_{j,S}$ is the increase in the response probability for subjects with $\{\alpha_k = 1, k \in S\}$ compared to those missing one of the attributes in $S$. By incorporating all the interactions among the required attributes, the GDINA model is one of the most general CDMs.

From a broader perspective, the aforementioned three CDMs belong to a general family of finite mixture models called restricted latent class models (RLCMs; \cite{Haertel1989, Xu2017}). One common restriction is that all the capable subjects with all the required attributes have the same and highest item response parameters, that is,

$$
\max_{\alpha: \alpha \leq q_j} \theta_{j,\alpha} = \min_{\alpha: \alpha \leq q_j} \theta_{j,\alpha} \geq \theta_{j,\alpha'} \geq \theta_{j,0}, \text{ for any } \alpha' \neq q_j,
$$

(4)
where we write $\alpha \succeq q_j$ if $\alpha_k \geq q_{j,k}$ for all $k = 1, \ldots, K$, and $\alpha \not\succeq q_j$ otherwise.

To fit CDMs, popularly used parametric methods include marginal maximum likelihood estimation (MMLE) through EM algorithms (de la Torre 2009, 2011) and MCMC techniques (DiBello et al. 2007; von Davier 2005). Chiu, Köhn, Zheng, and Henson (2016) also proposed a joint maximum likelihood estimation (JMLE) method for fitting CDMs. The parametric estimation methods usually perform well when there are sufficiently large data. However, as found in recent studies (Chiu and Köhn 2019a; Chiu, Sun, and Bian 2018), they may either produce inaccurate estimates with small sample sizes or suffer from high computational costs. This has lead researchers to consider nonparametric methods, which are reviewed in Section 2.2.

2.2 Nonparametric Methods

As the name suggests, nonparametric methods no longer depend on parametric model assumptions. Instead of modeling item response functions, nonparametric methods directly classify the subjects to latent classes by minimizing the distance between subject’s observed item responses and the centers of the latent classes. Two popular examples of nonparametric methods are the NPC and the GNPC methods, which compare the subject’s observed item responses to the so-called ideal response vectors of each proficiency-class. Different CDMs define the ideal response vectors differently. For example, as specified in (2) or (3), the ideal response in the DINA or DINO model will be 1 only if the subject possesses all the required attributes or one of the required attributes, respectively. In the following, we give a brief introduction of the NPC and the GNPC methods. Please refer to Chiu and Köhn (2019b), Chiu and Douglas (2013) and Chiu et al. (2018) for more details.

For the NPC method, we use $M = 2^K$ to denote the total number of proficiency latent classes (i.e., attribute profiles), and for $m = 1, \ldots, M$, we write $\eta_m = (\eta_{1,m}, \eta_{2,m}, \ldots, \eta_{J,m})$ as the ideal response vector for the $m$th proficiency-class, where $\eta_{j,m}$ can be the DINA or DINO ideal response. Given the ideal response vectors for each proficiency class, a subject is classified to the closest proficiency class that minimizes the distance between the subject’s observed responses and the ideal responses:

$$\hat{\alpha}_i = \arg\min_{m \in \{1, 2, \ldots, M\}} d(x_i, \eta_m),$$

where $d(\cdot)$ is a distance function. For example, in Chiu and Douglas (2013), they used the Hamming
distance:

\[ d_H(x, \eta) = \sum_{j=1}^{J} |x_j - \eta_j|. \]

In the NPC method, the ideal responses are either the DINA ideal responses or the DINO ideal responses, which are all binary; thus, the absolute difference will be 0 if the observed response is equal to the ideal response, and 1 otherwise. Moreover, because the observed and the ideal responses are all binary, the \( L_2 \) distance will lead to the same results as the Hamming distance in the NPC method.

Due to its dependence on the DINA or DINO model assumptions, which define two extreme relations between \( q \) and \( \alpha \), the NPC method may not be sufficiently flexible. The GNPC method addresses this issue by considering a more general ideal response that represents a weighted average of the ideal responses of the DINA and DINO models, as in:

\[ \eta_{j,m}^{(w)} = w_{j,m} \eta_{j,m}^{\text{DINA}} + (1 - w_{j,m}) \eta_{j,m}^{\text{DINO}}, \]

where \( w_{j,m} \) is the weight for the \( j \)th item and the \( m \)th proficiency class. We use \( \eta_{m}^{(w)} = (\eta_{1,m}^{(w)}, \ldots, \eta_{J,m}^{(w)}) \) to denote the weighted ideal response vector for the \( m \)th proficiency class in the GNPC method. To get the estimates of the weights, Chiu et al. (2018) proposed to minimize the \( L_2 \) distance between the responses to item \( j \) and the weighted ideal responses \( \eta_{j,m}^{(w)} \):

\[ d_{jm} = \sum_{i \in C_m} (x_{ij} - \eta_{j,m}^{(w)})^2, \quad (5) \]

where \( \{C_m\}_{m=1}^{M} \) is the partition of the subjects into \( M \) proficiency classes. Minimizing (5) leads to

\[ \hat{w}_{j,m} = 1 - \bar{x}_{j,C_m}, \quad \hat{\eta}_{j,m}^{(w)} = \bar{x}_{j,C_m}, \]

where \( \bar{x}_{j,C_m} = |C_m|^{-1} \sum_{i \in C_m} x_{ij} \), the mean of the \( j \)th item responses for subjects in the \( m \)th proficiency class, and \( |C_m| \) is the number of subjects in \( C_m \). Because the true memberships are unknown, they proposed to iteratively estimate the memberships and the ideal response vectors. Specifically, starting with an initial partition of the subjects, the ideal response vectors are chosen to minimize the \( L_2 \) distance \( \sum_{m=1}^{M} \sum_{i \in C_m} \sum_{j=1}^{J} (x_{ij} - \hat{\eta}_{j,m}^{(w)})^2 \). The memberships of the subjects are then determined by minimizing the \( L_2 \) distance between the observed responses of a subject and the ideal response vectors estimated from the former step, as in, \( \hat{\alpha}_i = \arg\min_{m \in \{1, 2, \ldots, M\}} d(x_i, \hat{\eta}_{m}^{(w)}). \)
To implement the GNPC method, start with some initial values at \( t = 0 \) step. At the \((t + 1)\)th step, update the estimates as follows:

\[
\hat{\alpha}_i^{(t+1)} = \arg \min_{m \in \{1, 2, \ldots, M\}} d(\hat{x}_i, \hat{\eta}_m^{(w)}(t)), \quad \hat{\eta}_j^{(w)(t+1)} = \bar{x}_{j, \hat{C}_m^{(t+1)}},
\]

where \( \hat{\eta}_m^{(w)(t)} \) is the estimated centroids obtained in step \( t \), and \( \hat{C}_m^{(t+1)} \) is the partition of the subjects based on \( \{\hat{\alpha}_i^{(t+1)}\}_{i=1}^N \). Chiu et al. (2018) demonstrated through simulation studies that, compared to parametric methods, the nonparametric methods generally performed better in small-scale test settings.

3 A General Estimation Framework

In this section, we propose a unified estimation framework that subsumes both the parametric and nonparametric models considered in Section 2. This approach would facilitate a better statistical understanding of the relationship between the two families of CDM estimations.

For the parametric methods, we shall focus on the joint estimation of the subjects’ latent classes \((\alpha_i)_{i=1}^N\) and the model parameters. Considering the joint maximum likelihood estimation for parametric CDMs and the nonparametric estimation approaches as introduced in Section 2, we can see that the \( \theta \) in the parametric models and the ideal response vectors \( \eta \) in the nonparametric methods are closely related, both denoting a certain “centroid” of the responses of the latent classes under different model assumptions. For instance, \( \theta_{j, \alpha} = P(x_j = 1 \mid \alpha) \) can be viewed as the statistical population average (center) of the responses to item \( j \) of those subjects with attribute profile \( \alpha \), whereas \( \eta_{j, \alpha} \) corresponds to the nonparametric clustering center of the responses to item \( j \) of those in cluster \( \alpha \). Therefore, similarly to the nonparametric clustering methods, the joint maximum likelihood estimation of parametric model can be viewed as minimization of some “distance” function, introduced by the negative log-likelihood, between the observed responses and the “centroid” responses \( \theta \).

Motivated by this observation, we propose a unified estimation framework for both the parametric and nonparametric methods. Specifically, we let \( A = (\alpha_i)_{i=1}^N \) denote a class membership matrix for \( N \) subjects. Based on the membership matrix \( A \), we can obtain a partition of \( N \) subjects into \( 2^K \) proficiency classes, denoted by \( C(A) = \{C_\alpha(A) : \alpha \in \{0, 1\}^K\} \), where \( C_\alpha(A) \) denotes the set of subjects whose latent patterns are specified as \( \alpha \) by \( A \). For each latent class \( \alpha \in \{0, 1\}^K \), we use \( \mu_\alpha \) to denote the “centroid” parameters for both parametric and nonparametric methods. Our proposed
estimators for the latent attributes and centroid parameters are obtained by minimizing a loss function of \((A, \mu)\) as follows:

\[
L(A, \mu) := \sum_{\alpha \in \{0, 1\}^K} \sum_{i \in C_\alpha(A)} l(x_i, \mu_\alpha),
\]

and the corresponding estimators are \((\hat{A}, \hat{\mu}) = \arg \min_{(A, \mu)} L(A, \mu)\). In (6), \(l(x_i, \mu_\alpha)\) is a loss function that measures the distance between the \(i\)th subject’s response vector \(x_i\) and the centroid of latent class \(\alpha\). Specifically, the loss function takes the additive form \(l(x_i, \mu_\alpha) = \sum_{j=1}^J l(x_{ij}, \mu_{j, \alpha})\), where we abuse the notation \(l(\cdot, \cdot)\) a little, and when the loss function takes two vectors, we use it to denote the summation of the element-wise losses. In this work, we also assume that \(l(x_{ij}, \mu_{j, \alpha})\) is continuous in \(\mu_{j, \alpha}\). Note that (6) can also be expressed as

\[
L(A, \mu) = \sum_{\alpha \in \{0, 1\}^K} \sum_{i \in C_\alpha(A)} l(x_i, \mu_\alpha) = \sum_{i=1}^N \sum_{\alpha \in \{0, 1\}^K} I\{\alpha_i = \alpha\} \cdot l(x_i, \mu_\alpha) = \sum_{i=1}^N l(x_i, \mu_{\alpha_i}),
\]

which corresponds to a joint estimation of \((A, \mu)\) under the loss function \(l(\cdot, \cdot)\). From the joint estimation perspective, we can show that, with appropriate loss functions (e.g., \(L_1\), \(L_2\), cross-entropy) and constraints on the centroids (e.g., centroids based on the ideal responses, weighted ideal responses, or specific CDM assumptions), the proposed framework can provide estimates for all the models discussed in Section 2. The examples below demonstrate how the NPC method, the GNPC method, and parametric estimation of the DINA and GDINA models can be derived from the proposed framework using various loss functions and centroid constraints.

**Example 4 (NPC).** In the proposed framework, let the ideal responses under the NPC method be the centroids, that is, \(\mu_\alpha = \eta_\alpha\). If we use the \(L_1\) loss function \(l(x_{ij}, \eta_{j, \alpha}) = |x_{ij} - \eta_{j, \alpha}|\), then our proposed framework will become exactly the NPC method. Recall that in the NPC method, the ideal response vectors \(\eta_\alpha\) are determined by pre-specified model assumptions (either the DINA or the DINO); thus, we only need to classify each subject to the closest proficiency class.

**Example 5 (GNPC).** Recall that in the GNPC method, the ideal response is defined as \(\eta^{(w)}_{j,m} = w_{j,m}\eta_{j,m}^{DINA} + (1 - w_{j,m})\eta_{j,m}^{DINO}\), a weighted average of the DINA ideal response and the DINO ideal response. Note that for proficiency classes and items such that \(\alpha \preceq q_j\), we have \(\eta^{DINA}_{\alpha,j} = \eta^{DINO}_{\alpha,j} = 1\), and for \(\alpha \odot q_j = 0\), where \(\odot\) denotes the elementwise multiplication of vectors, we have \(\eta^{DINA}_{\alpha,j} = \eta^{DINO}_{\alpha,j} = 0\). In such cases, the weights in fact do not affect the weighted ideal responses since the
DINA and the DINO models have the same ideal responses. Therefore, if we constrain \( \mu_{\alpha} = (\mu_{j,\alpha}, j = 1, \ldots, J) \) in (6), such that \( \mu_{j,\alpha} = 1 \) if \( \alpha \geq q_j \), \( \mu_{j,\alpha} = 0 \) if \( \alpha \odot q_j = 0 \), and \( \mu_{j,\alpha} = \eta^{(w)}_{j,m} \) as defined in the GNPC for the rest of the items, while at the same time use the \( L_2 \) loss function \( l(x_{ij}, \eta_{j,\alpha}) = (x_{ij} - \eta_{j,\alpha})^2 \), then the criterion in (6) is equivalent to the GNPC method.

**Example 6 (DINA).** Let’s consider the cross-entropy loss (i.e., the negative log-likelihood function),

\[
l(x_{ij}, \mu_{j,\alpha}) = -(x_{ij} \log \mu_{j,\alpha} + (1 - x_{ij}) \log(1 - \mu_{j,\alpha})).
\]  

(8)

In addition, if we constrain the centroids to satisfy the following conditions:

\[
\max_{\alpha: \alpha \geq q_j} \mu_{j,\alpha} = \min_{\alpha: \alpha \geq q_j} \mu_{j,\alpha} \geq \max_{\alpha: \alpha \not\geq q_j} \mu_{j,\alpha} = \min_{\alpha: \alpha \not\geq q_j} \mu_{j,\alpha},
\]

that is, all the capable subjects share the same higher item positive probabilities, whereas all the incapable subjects share the same lower item probabilities, then the proposed criterion (6) becomes the JMLE criterion for the DINA model. Moreover, the centroids here correspond to item response parameters \( \theta \) for each latent class in the DINA model.

**Example 7 (GDINA).** In Example 6, we can put the following constraints on the centroids: \( \mu_{j,\alpha} = \mu_{j,\alpha'} \), if \( \alpha_{K_j} = \alpha'_{K_j} \), where \( \alpha_{K_j} = (\alpha_k)_{k \in K_j} \) is the sub-vector of \( \alpha \) on the set \( K_j \), and \( K_j = \{k \in [K] : q_{j,k} = 1\} \) is the set of required attributes by item \( j \). Equivalently, these constraints will result in the same centroid parameters for any two latent patterns sharing the same values on the required attributes of item \( j \), which is a GDINA model assumption. Furthermore, if we take the same loss functions as in Example 6, it will result in the JMLE criterion for the GDINA model. Again, the centroids correspond to item response parameters \( \theta \) for each proficiency class.

As demonstrated in the above examples, by taking different loss functions and different constraints on the centroid of each latent class, our proposal (6) provides a general estimation framework bridging both the parametric and nonparametric methods in the literature. The parametric estimation approaches mostly use the cross-entropy loss (negative log-likelihood) function, whereas the nonparametric approaches use the \( L_1 \) or \( L_2 \) distance measures. The analogous roles of negative log-likelihood for a parametric CDM and the distance function for a nonparametric CDM were also noted in Chiu et al. (2018).

It can be noted that the proposed estimation criterion (6) does not directly use the information...
pertaining to the population distribution of the latent attribute profiles, which differentiates it from marginal likelihood estimation. As the population proportion of each latent class of attribute profiles may also provide useful information for the model estimation, we propose to further generalize (6) by including the proportion parameters in the loss function as follows:

\[
L(A, \mu, \pi) := \sum_{\alpha \in \{0, 1\}} \sum_{i \in C_\alpha(A)} \left( l(x_i; \mu_\alpha) + h(\pi_\alpha) \right),
\]

where \(l(\cdot, \cdot)\) is the loss function as in (6), and \(h(\cdot)\) is a continuous nonincreasing regularization function of the proportion parameter \(\pi_\alpha\), which denotes the population proportion of latent class \(\alpha\). As can be seen from (9), the loss function \(L\) depends on both the centroids and the class proportions, with one part measuring the distance between a subject’s response \(x_i\) and the centroid of a latent class \(\mu_\alpha\), and the other part involving a regularization of class proportions.

Implicitly, Examples 4–7 take \(h(\pi_\alpha) = 0\). When we take the loss function \(l(x_{ij}, \mu_{j,\alpha})\) to be the cross-entropy loss function as in (8), and let \(h(\pi_\alpha) = -\log \pi_\alpha\), then (9) becomes

\[
L(A, \mu) = \sum_{\alpha \in \{0, 1\}} \sum_{i \in C_\alpha(A)} \left( l(x_{ij}; \mu_{j,\alpha}) - \log \pi_\alpha \right) = -\sum_{i=1}^{N} \log \left( \pi_{\alpha_i} \times \text{Lik}(x_i; \mu_{\alpha_i}) \right),
\]

where \(\text{Lik}(x; \mu_\alpha) = P(x \mid \mu_\alpha)\) is the likelihood function for latent class \(\alpha\) and observation \(x\), and \(\mu_\alpha = (\mu_{j,\alpha}, j = 1, \ldots, J)\) is the corresponding model parameters with \(\mu_{j,\alpha} = \theta_{j,\alpha} = P(x_{ij} = 1 \mid \alpha)\). Note that \(\pi_{\alpha_i} \times \text{Lik}(x_i; \mu_{\alpha_i})\) in the RHS of (10) corresponds to the complete-data likelihood of \((\alpha_i, x_i)\); therefore, the loss function (10) is in fact the complete-data log-likelihood of \((A, X)\).

The loss function (10) also corresponds to the extension of the classification maximum likelihood (CML) criterion \((\text{Celeux and Govaert}, 1992)\) applied to the CDM setting. In Examples 6 and 7 using the loss function as in (10) corresponds to the CML criterion for the DINA or GDINA model respectively. It can be noted that the CML differs from the JMLE in that the former has an additional term \(\log \pi_\alpha\) in the loss function to make use of the information in the proportion parameters. The CML is also closely related to the EM estimation for the marginal MLE in that the CML directly maximizes the complete-data log-likelihood whereas the EM algorithm maximizes the expected complete-data log-likelihood with respect to the posterior distribution of the latent variables. Finally, it can also be underscored that, by incorporating a wide range of loss functions, the proposed criterion (9) is a generalization of the CML criterion (10).
To implement the unified estimation framework, we develop an algorithm to minimize (9). The algorithm is a general iterative algorithm to classify each subject to the closet proficiency class. Starting from initial values, the current loss for each subject’s responses and the centroid of each latent class is first computed, after which the subject is assigned to the closest latent class that minimizes the loss. Based on the assigned memberships, the estimates for the centroids and class proportions are updated. The details of the steps are shown in Algorithm 1.

### Algorithm 1: General Iterative Classification Algorithm

**Input:** Binary response matrix $X \in \{0, 1\}^{N \times J}$ and structural $Q$-matrix $Q \in \{0, 1\}^{J \times K}$

Initialize $\hat{A}^{(0)}$, $\hat{\mu}^{(0)}$ and $\hat{\pi}^{(0)}$.

**while** convergence not reached **do**

- **Step 1:** Compute the current loss between $x_i$ and the centroid of each proficiency class, $l(x_i, \hat{\mu}_\alpha^{(t)}) + h(\hat{\pi}_\alpha^{(t)})$, $i = 1, \ldots, N$, $\alpha \in \{0, 1\}^K$.

- **Step 2:** Assign each $x_i$ to the closest proficiency class, as in, $\hat{\alpha}^{(t)}_i = \arg \min_\alpha l(x_i, \hat{\mu}_\alpha^{(t)}) + h(\hat{\pi}_\alpha^{(t)})$, $i = 1, \ldots, N$.

and obtain the resulting partition $\hat{C}^{(t)} := C(\hat{\hat{A}}^{(t)})$.

- **Step 3:** Compute the centroid and proportion of each proficiency class, $(\hat{\mu}^{(t+1)}_\alpha, \hat{\pi}^{(t+1)}_\alpha) = \arg \min_{(\mu, \pi)} \sum_{i \in \hat{C}^{(t)}_\alpha} l(x_i, \hat{\mu}_\alpha^{(t)}) + h(\hat{\pi}_\alpha^{(t)})$, $\alpha \in \{0, 1\}^K$.

**Output:** $\hat{A}$, $\hat{\mu}$, and $\hat{\pi}$.

In the CDM context, certain proficiency classes share the same item response parameters for each item given a particular $Q$-matrix. For example, for all CDMs, any $\alpha$ such that $\alpha \succeq q_j$, has the same item response function; for the DINA model, there are only two levels of probabilities for each item’s item response function, and the capable classes with $\alpha \succeq q_j$ share the same item response function $1 - s_j$, and the incapable classes with $\alpha \nless q_j$ share the same item response function $g_j$. Based on this observation, under certain model assumptions, the proficiency classes can be partitioned into some equivalence classes for each item according to the $Q$-matrix. Specifically, for item $j$, let $\tilde{A}_j = \{ \hat{A}_{j, \alpha} = \{ \alpha' : \mu_{j, \alpha} = \mu_{j, \alpha'} \} \}$. Under this partitioning, the proficiency classes in the same equivalence class will have the same item response probability for this item. For example, in a DINA model with two latent attributes, if $q_j = (1, 0)$, then the proficiency classes can be partitioned into
\( \left\{ \{(0,0), (0,1)\}, \{(1,0), (1,1)\} \right\} \), where \( \alpha \in \{(0,0), (0,1)\} \) will have the same item response function, \( g_j \), and \( \alpha \in \{(1,0), (1,1)\} \) will also share the same item response function, \( 1 - s_j \). Therefore, by incorporating information of the \( Q \)-matrix and certain model assumptions, we can develop an iterative classification algorithm tailored for CDMs that updates the centroids associated with equivalence classes together.

To illustrate, if we let the negative log-likelihood function be the loss function as specified in (8), then Step 3 in Algorithm 1 simplifies to

\[
\hat{\pi}_\alpha^{(t+1)} = \frac{\sum_{i=1}^{N} I\{\hat{\alpha}_j^{(t)} = \alpha\}}{N}, \quad \hat{\mu}_{j,\alpha}^{(t+1)} = \frac{\sum_{\alpha' \in \hat{A}_{j,\alpha}} \sum_{i \in \hat{C}_\alpha^{(t)}} x_{ij}}{\sum_{\alpha' \in \hat{A}_{j,\alpha}} |\hat{C}_\alpha^{(t)}|},
\]

where \(|\cdot|\) is the cardinality of a set. Based on this simplification, the estimated proportion parameters are the sample proportions based on the estimated partition of the subjects, and the estimated centroids are the corresponding sample means of the equivalence classes also based on the estimated partition. Moreover, if fixed and equal proportions, together with \( L_2 \) loss \( l(x_{ij}, \mu_{j,\alpha}) = (x_{ij} - \mu_{j,\alpha})^2 \) are used, the algorithm becomes the iterative algorithm for the GNPC method outlined in Chiu et al. (2018).

## 4 Analysis of the Proposed Framework

In this section, we provide a theoretical analysis of the proposed framework. We show that, under certain conditions, the proposed estimation framework will give consistent estimates. The consistency results can be regarded as extensions of those for the NPC and the GNPC methods developed in Wang and Douglas (2015) and Chiu and Köhn (2019a). In addition to the asymptotic results, we also provide an analysis of the proposed algorithm in the finite sample situations.

As we introduced in Section 2.1, all the parametric CDMs belong to the family of latent class models. Hence, in our following analysis, we assume a general latent class model as the underlying model. Our results below are also easily adapted to the \( Q \)-matrix restricted latent class models. We use \( \theta_{j,\alpha}^0 \) to denote the true probability of providing a positive response for the \( j \)th item and latent pattern \( \alpha \), as in, \( \theta_{j,\alpha}^0 = P(x_j = 1 \mid \alpha) \), and we use \( \theta_\alpha^0 = (\theta_{1,\alpha}^0, \ldots, \theta_{J,\alpha}^0) \) to denote item probability vector for latent pattern \( \alpha \). We let \( A^0 = (\alpha_i^0)_{i=1}^N \) denote the true latent pattern matrix of the \( N \) subjects to be classified. Before we establish the consistency results, we first make some mild assumptions.

**Assumption 1.** The loss function \( l(x, \mu) \) is Hölder continuous in \( \mu \) on \([\tau, 1 - \tau]\) for any \( \tau \in (0, 0.5)\),
and the total loss \( L \) is minimized at class means given the subjects’ membership, as in, \( \hat{\mu}_{j,\alpha} = \sum_{i \in C_\alpha} x_{ij} / |C_\alpha| \).

**Assumption 2.** \( h(\cdot) \) in (9) is a continuous nonincreasing function of the proportion parameters.

**Assumption 3.** There exist constants \( \delta_1, \delta_2 > 0 \) such that
\[
\lim_{J \to \infty} \left\{ \min_{\alpha \neq \alpha'} J^{-1} \| \theta_{\alpha}^0 - \theta_{\alpha'}^0 \|_1 \right\} \geq \delta_1, \quad \text{and} \quad \delta_2 \leq \min_{j,\alpha} \theta_{j,\alpha}^0 < \max_{j,\alpha} \theta_{j,\alpha}^0 \leq 1 - \delta_2, \quad \text{where} \| \cdot \|_1 \text{ denotes the L}_1 \text{ norm.}
\]

**Assumption 4.** There exists \( \delta \geq 1 \) such that
\[
\left| E[l(x_{ij}, \theta_{j,\alpha}^0)] - E[l(x_{ij}, \theta_{j,\alpha'}^0)] \right| \geq \| \theta_{j,\alpha}^0 - \theta_{j,\alpha'}^0 \|_1 \delta, \quad \forall \alpha \neq \alpha'. \quad (11)
\]

One can easily check that the \( L_2 \) and cross-entropy (negative log-likelihood) loss functions given in Section 3 satisfy Assumption 1. Note that the second part of Assumption 1 is a natural requirement for the consistent estimation of \( \theta_{j,\alpha}^0 \), as \( \theta_{j,\alpha}^0 \) represents the population average of the responses of subjects in latent class \( \alpha \), that is, \( \theta_{j,\alpha}^0 = \mathbb{P}(x_j = 1 \mid \alpha) \). Given the true memberships of the subjects, for an estimator \( \hat{\mu}_{j,\alpha} \) that is consistent for \( \theta_{j,\alpha}^0 \), it must satisfy \( |\hat{\mu}_{j,\alpha} - \sum_{i \in C_\alpha} x_{ij} / |C_\alpha|| \to 0 \) in probability by the law of large number. An interesting counterexample is the \( L_1 \) loss function, which does not satisfy this assumption because given the memberships, \( \hat{\mu}_{j,\alpha} \) that minimizes the \( L_1 \) loss function is the sample median instead of the sample mean. Since in the CDM setting the responses are binary, the sample median would be either 0 or 1, which makes \( \hat{\mu}_{j,\alpha} \) under the \( L_1 \) loss not a consistent estimator of \( \theta_{j,\alpha}^0 \) even when the true memberships are known. In other words, the \( L_1 \) loss cannot provide consistent estimation of the centroid parameters while the \( L_2 \) and cross-entropy losses can, as to be shown in the following theorems. More generally, following the M-estimation theory (van der Vaart, 2000), the second part of Assumption 1 can be further relaxed to requiring \( E_{\theta_{j,\alpha}^0} [l(x_{ij}, \mu_{j,\alpha})] \) has a unique minima at \( \theta_{j,\alpha}^0 \) and some additional technical conditions. For the presentation brevity, here we shall use the current assumption, which is already broad enough for practical use.

Assumptions 2 and 3 ensure the identifiability of the model, and also keep the true parameters away from the boundaries of the parameter space. Particularly, the assumption \( \lim_{J \to \infty} \left\{ \min_{\alpha \neq \alpha'} J^{-1} \| \theta_{\alpha}^0 - \theta_{\alpha'}^0 \|_1 \right\} \geq \delta_1 \) implies that there is sufficient information to distinguish any two different classes \( \alpha \) and \( \alpha' \), thus ensuring the completeness (Chiu et al., 2009) and identifiability conditions (Gu and Xu, 2020). It is also similar to Condition (b) in Wang and Douglas (2015):

**Condition(b).** Define the set \( A_{m,m'} = \{ j \mid \eta_{mj} \neq \eta_{m'j} \} \), where \( m \) and \( m' \) index the attribute profiles of different proficiency classes among all the \( M = 2^K \) realizable proficiency classes; \( \text{Card}(A_{m,m'}) \to \infty \).
as $J \to \infty$.

Condition (b) in [Wang and Douglas (2015)] and Assumption 3 in our work are essentially stating that for any two different proficiency classes, there are infinitely many items such that the item response functions for these two proficiency classes are different.

The condition (11) in Assumption 4 also holds for the aforementioned loss functions in Section 3. For example, it is easy to check the condition (11) for the $L_2^2$ loss and the cross-entropy loss. For the $L_2^2$ loss, we have

$$E[l(x_{ij}, \theta_{j,\alpha})] - E[l(x_{ij}, \theta_{j,\alpha^0})] = (\theta_{j,\alpha} - \theta_{j,\alpha^0})^2.$$ 

For the cross-entropy loss, we have

$$E[l(x_{ij}, \theta_{j,\alpha})] - E[l(x_{ij}, \theta_{j,\alpha^0})] = \theta_{j,\alpha} \log(\theta_{j,\alpha}) - (1 - \theta_{j,\alpha}) \log(1 - \theta_{j,\alpha}) + \theta_{j,\alpha^0} \log(\theta_{j,\alpha^0}) - (1 - \theta_{j,\alpha^0}) \log(1 - \theta_{j,\alpha^0}).$$

where $D_{KL}(\cdot \parallel \cdot)$ is the Kullback-Leibler divergence, $p(\cdot)$ is the mass function of a Bernoulli distribution, and the last inequality follows from Theorem 1.3 in [Popescu et al. (2016)].

Similar to the analysis of the joint maximum likelihood estimation in [Chiu et al. (2016)], we assume that there is a calibration dataset that would give a statistically consistent estimator of the calibration subjects’ latent class membership $\hat{A}_c$, in the sense that $P(\hat{A}_c \neq A^0_c) \to 0$ as $J \to \infty$. We use $N_c$ and $A^0_c$ to denote the sample size and the true membership matrix of the calibration dataset, respectively. Here the subscript $c$ denotes the calibration dataset. Similar assumption is also made in the consistency theories of the GNPC method in [Chiu and Köhn (2019a)]. In the next theorem, we show that the consistent membership estimator will give consistent estimators for the centroids of the latent classes.

**Theorem 1.** Suppose the data conforms to CDMs that can be expressed in terms of general latent class models, and Assumptions 1-3 hold. Further assume that $J \exp(-N_c \epsilon) \to 0$ as $J, N_c \to \infty$ for any $\epsilon > 0$. If $\hat{A}_c$ is a consistent estimator of $A^0_c$, then $\hat{\mu}$ is also consistent for $\theta^0$ as $J, N_c \to \infty$, that is, $\|\hat{\mu} - \theta^0\|_\infty \overset{P}{\to} 0$ as $J, N_c \to \infty$, where $\| \cdot \|_\infty$ is the supremum norm.

Theorem 1 states that if we could get a consistent estimate of the calibration subjects’ membership $\hat{A}_c$, then the estimated centroids $\hat{\mu}$ are also consistent for the true item response probabilities $\theta^0$ in a uniform sense that all item parameters can be uniformly consistently estimated. The detailed proof is in online Appendix A.1. This result is similar to Lemmas 1 and 2 in [Chiu and Köhn (2019a)] under the GNPC framework, and Theorem 2 in [Chiu et al. (2016)] under the JMLE framework. Note that for the
GNPC method, the centroids are weighted averages of the ideal responses from the DINA and DINO models. As discussed in Example 5 if the DINA and DINO models have the same ideal responses (i.e., $\alpha \succeq q_j$ or $\alpha \odot q_j = 0$), then the corresponding centroid will be fixed to be 0 or 1, which thus does not lead to a consistent estimation of the corresponding item response probability $\theta_{0,j,\alpha}$; however, note that for the nonparametric GNPC method, such a fixed centroid does not necessarily lead to inconsistency of $\hat{\alpha}$. Here we allow all the centroid parameters to be free, and the consistency estimation is ensured as in Theorem 1.

The next theorem shows that if we start with a consistent membership $\hat{A}_c$ obtained from the calibration dataset, and use the estimated centroids to classify the subjects, then the resulting classifications are also consistent for each subject.

**Theorem 2.** Suppose Assumptions 1–4 and the assumptions of Theorem 1 hold. If we start with a consistent $\hat{A}_c$ obtained from a calibration dataset to estimate the centroid $\hat{\mu}$, then $\hat{\alpha}_i$ obtained by Algorithm 1 is also a consistent estimator of $\alpha_i$ for each $i = 1, \ldots, N$.

To establish the consistency in Theorem 2, the following two lemmas are needed.

**Lemma 1.** Suppose Assumptions in Theorem 2 hold. For each subject $i$, the true attribute pattern minimizes $E[l(x_i, \hat{\mu}_\alpha) + h(\hat{\pi}_\alpha)]$ with probability approaching 1 as $J \to \infty$, as in,

$$P\left(\alpha_0^i = \arg\min_{\alpha} E[l(x_i, \hat{\mu}_\alpha) + h(\hat{\pi}_\alpha)]\right) \to 1 \quad \text{as } J \to \infty.$$

**Lemma 2.** Suppose Assumptions in Theorem 2 hold, then we have

$$P\left(\max_{\alpha} \left| \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \hat{\mu}_{j,\alpha}) - E[l(x_{ij}, \theta_{0,j,\alpha})]) \right| \geq \epsilon \right) \to 0, \quad \text{as } J \to \infty.$$

Lemma 1 extends Proposition 1 in Wang and Douglas (2015) and Lemma 3 in Chiu and Köhn (2019a) to more general loss functions. Lemma 2 generalizes Proposition 3 in Wang and Douglas (2015) and Lemma 4 in Chiu and Köhn (2019a). The detailed proofs of Lemma 1, Lemma 2 and Theorem 2 are given in online Appendices A.2 – A.4. Note that Theorem 2 only gives the consistency for each $\alpha_i$; however, we can further establish uniform consistency for all $\alpha_i, i = 1, \ldots, N$, as shown in Theorem 3.

**Theorem 3.** Suppose all the assumptions of Theorem 2 hold. Further assume that $N > J, N_c > J$ and for any $\epsilon > 0, N \exp(-Je) \to 0$. If we start with a consistent $\hat{A}_c$ obtained from a calibration dataset, then $\hat{\alpha}_i$ obtained from Algorithm 1 is uniformly consistent for $\alpha_i$, for all $i = 1, \ldots, N$. 
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Uniform consistency has also been established for specific nonparametric methods, such as Theorem 2 in Wang and Douglas (2015) and Theorem 2 in Chiu and Köhn (2019a). Our uniformly consistent result in Theorem 3 can be regarded as their generalization. Specifically, in Wang and Douglas (2015), they showed the uniform consistency for the NPC method, where the loss function is taken to be $L_1$ loss and the centroids are fixed, to be the ideal responses of the DINA or DINO model. In Chiu and Köhn (2019a), the authors generalize the uniform consistency for the NPC method to the GNPC method, where the loss function is $L_2$ loss and the centroids are weighted averages of ideal responses from the DINA and the DINO models.

The above analysis pertains the asymptotic properties of our framework. For finite-sample situations, we have the following theoretical properties for the proposed iterative algorithms in Section 3, which are established following the theory in Celeux and Govaert (1992).

**Proposition 1.** Any sequence $(A^{(t)}, \mu^{(t)}, \pi^{(t)})$ obtained by Algorithm 1 decreases the criterion (9) and the sequence $L(A^{(t)}, \mu^{(t)}, \pi^{(t)})$ converges to a stationary value. Moreover, if for any fixed $A$, the minima of the loss function $L(A, \mu, \pi)$ is well-defined, then the sequence $(A^{(t)}, \mu^{(t)}, \pi^{(t)})$ also converges to a stationary point.

Proposition 1 indicates that the update sequence $(A^{(t)}, \mu^{(t)}, \pi^{(t)})$ from the proposed algorithm converges to a stationary point of the proposed criterion (9) with finite samples. Additionally, all the loss functions in the examples in Section 3 satisfy the condition that the minima is well-defined. Now, consider a smoothed version of $L(A, \mu, \pi)$,

$$L(U, \mu, \pi) = \sum_{\alpha \in \{0,1\}^K} \sum_{i=1}^n u_{i\alpha} \left( l(x_i, \mu_{\alpha}) + h(\pi_{\alpha}) \right),$$

where $U = \{u_{im}\} \in [0,1]^{n \times 2^K}$ is a matrix with nonnegative entries and each column sums to one, which is called a standard classification matrix in Celeux and Govaert (1992). Recall that $L(A, \mu, \pi) = \sum_{\alpha} \sum_{i \in C_\alpha(A)} \left( l(x_i, \mu_{\alpha}) + h(\pi_{\alpha}) \right) = \sum_{\alpha} \sum_{i=1}^n l(\alpha_i = \alpha) \left( l(x_i, \mu_{\alpha}) + h(\pi_{\alpha}) \right)$. Therefore, $L(U, \mu, \pi)$ can be regarded as a smoothed version, where the hard membership matrix $A$ is replaced by $U$. Note that the minimum of $L(U, \mu, \pi)$ is attained when $U$ is equal to some hard membership matrix $A$.

**Proposition 2.** Assume that $L(U, \mu, \pi)$ has a local minimum at $(U^*, \mu^*, \pi^*)$ and that the Hessian of $L(U, \mu, \pi)$ exists and is positive definite at $(U^*, \mu^*, \pi^*)$. Then there is a neighborhood of $(U^*, \mu^*, \pi^*)$ such that starting with any $(U^{(0)}, \mu^{(0)}, \pi^{(0)})$ in that neighborhood, the resulting sequence $(A^{(t)}, \mu^{(t)}, \pi^{(t)})$ of the Algorithm 1 converges to $(U^*, \mu^*, \pi^*)$ at a linear rate.
Proposition 2 states that if we start with a good initial value which is close enough to the optimal point, then the update sequence will also converge to the optimal point. These two propositions give good finite-sample properties of our proposed estimation framework. The detailed proofs of Proposition 1 and Proposition 2 are given in online Appendix A.6 and A.7 respectively.

5 Simulation Studies

We conducted comprehensive simulations under a variety of settings to compare the performance of different methods. The methods compared were:

- **NPC**: the baseline method, where the centers are the ideal responses from the DINA model, and the loss function is the $L_1$ loss;
- **GNPC**: the centers are weighted averages of the ideal responses from the DINA and DINO models, and the loss function is the $L_2$ loss;
- **GNPC + log penalty**: add log penalties on the proportion parameters to the GNPC method, where the loss function is $L_2$ loss for the centroids plus the summation of the log functions of the proportion parameters;
- **JMLE**: the Joint Maximum Likelihood Estimate, where the centroid parameters are to be estimated, and the loss function is the negative log-likelihood;
- **CMLE**: the Classification Maximum Likelihood Estimate, where the centers and the loss function are the same as JMLE but with an additional term of class proportions as specified in (10);
- **MMLE**: the Marginal Maximum Likelihood Estimate obtained from the traditional EM algorithm under the DINA or GDINA model assumption.

MMLE, as one of, if not the most commonly used estimation algorithm in the CDM literature, was included in the comparison to provide a more comprehensive understanding of how different CDM estimation methods perform.

For the underlying true models, we considered two different settings: all items conformed to the DINA, or all items conformed to the GDINA model. Following the simulation design in Chiu et al. (2018), the subjects’ true latent attribute patterns were either drawn from a uniform distribution or derived from the multivariate normal threshold model. More specifically, for the uniform setting, each
latent pattern $\alpha$ had the same probability $1/2^K$ of being drawn. For the multivariate normal setting, each subject’s attribute profile was linked to a latent continuous ability vector $z = (z_1, \ldots, z_K)' \sim \mathcal{N}(\mathbf{0}, \mathbf{\Sigma})$ with values along the main diagonal of $\mathbf{\Sigma}$ setting to 1 and the off-diagonal entries setting to either $r = 0.4$ or 0.8 for different levels of correlation. The latent continuous ability vector $z$ was randomly sampled, and the $k$th entry of the attribute pattern was determined by

$$
\alpha_{ik} = \begin{cases} 
1, & z_{ik} \geq \Phi^{-1}\left(\frac{k}{K+1}\right) \\
0, & \text{otherwise}
\end{cases}
$$

where $\Phi$ is the inverse cumulative distribution function of standard normal distribution.

We considered different numbers of latent attributes ($K = 3$ or 5), different sample sizes ($N = 30, 50, 200$ or $500$) and different number of items ($J = 30$ or $50$). To ensure identifiability, we set the first two $K \times K$ submatrices of the $Q$-matrix to be identity matrices. The remaining items were randomly generated from all the possible latent patterns. When $K = 5$, the $Q$-matrix contained items that measured up to three attributes and was constructed the same way as that for $K = 3$. When the underlying model was the DINA or DINO model, different signal strengths were considered. Specifically we set $s = g = 0.1$ or 0.3. When the true model was the GDINA model, we also considered two different signal strength levels. One had the same item response functions as those specified in Chiu et al. (2018), which are listed in Table 1; the other setting contained larger noise as listed in Table 2.

![Table 1: Item response parameters for GDINA with small noise](attachment:image1.png)
| $P(\alpha_1)$ | $P(\alpha_2)$ | $P(\alpha_3)$ | $P(\alpha_4)$ | $P(\alpha_5)$ | $P(\alpha_6)$ | $P(\alpha_7)$ | $P(\alpha_8)$ |
|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 0.3       | 0.7       |           |           |           |           |           |           |
| 0.3       | 0.8       |           |           |           |           |           |           |
| 0.3       | 0.4       | 0.7       | 0.8       |           |           |           |           |
| 0.3       | 0.4       | 0.6       | 0.7       |           |           |           |           |
| 0.2       | 0.3       | 0.6       | 0.7       |           |           |           |           |
| 0.2       | 0.3       | 0.3       | 0.4       | 0.4       | 0.5       | 0.6       | 0.7       |

Table 2: Item response parameters for GDINA with large noise

To evaluate the performance of different methods, two metrics were used: the pattern-wise agreement rate (PAR) and the attribute-wise agreement rate (AAR), as defined below,

$$\text{PAR} = \frac{\sum_{i=1}^{N} I(\hat{\alpha}_i = \alpha_i)}{N}, \quad \text{AAR} = \frac{\sum_{i=1}^{N} \sum_{k=1}^{K} I(\hat{\alpha}_{ik} = \alpha_{ik})}{NK}.$$

For parametric methods including JMLE, CMLE, MMLE of the DINA and the GDINA models, we also calculate the Mean Squared Errors (MSEs) for item response probabilities $\theta$’s of each latent class. For each setting, we repeated 100 times and reported the obtained means of PAR, AAR and MSE. Note that the aforementioned methods are iterative in nature, hence, would be affected by how they are initialized. For comparability purposes, we treated the NPC method as the baseline in this work, and used its results to initialize all the other methods. Using the NPC to perform the initialization is a reasonable choice given its non-iterative nature. In the following result plots, we use DINA or GDINA to stand for the results of MMLE obtained by the EM algorithm under the corresponding model assumptions.

**Result I: DINA**

Figures 1 and 2 present the PARs and AARs when the underlying process followed the DINA model. Under the independent attribute (i.e., uniform) setting, the NPC performed the best, as expected, in almost all the cases. The JMLE performed similarly to the CMLE in most cases, and slightly better than CMLE when there were more latent attributes ($K = 5$) – this was so because the JMLE method correctly assumed that the true latent patterns were uniformly distributed. The GNPC produced similar results to the JMLE and the CMLE in most cases, but much worse results with large noises ($s = g = 0.3$) and more items ($J = 50$). Adding the log penalty to the GNPC method degraded the results under the uniform setting especially when the sample size was large, which is also expected since the GNPC method implicitly assumes a uniform penalty on the latent classes. In comparison, the
MMLE of the DINA and GDINA models did not perform as well as the others. This was particularly true when the noise was large and sample size was small.

Under the dependent attribute (i.e., multivariate normal) settings, although the NPC still performed the best in almost all the cases with moderate correlation \((r = 0.4)\), it performed poorly with larger correlation \((r = 0.8)\) and sample size \((N = 200\) or \(500)\) as a consequence of more unequal latent patterns proportions. The MMLE of the DINA provided the best results when the sample size was larger \((N = 200/500)\) and the correlation was large \((r = 0.8)\), but did not perform well with smaller sample sizes. The GNPC and JMLE performed similarly when the noise was small, but the GNPC was much worse than the JMLE when the noise was large. Adding the log penalty on the proportions improved the performance of the GNPC method under the correlated settings, though still not as good as the CMLE method. In contrast, the CMLE performed uniformly well in almost all cases, and its advantages became more apparent when there were more latent attributes, and the correlation and the noise were large. Specifically, the CMLE performed similarly to the NPC when the sample sizes were small, and the MMLE of the DINA when the sample sizes were large. In almost all of the conditions, the MMLE of the GDINA did not perform as well as the other methods, which was not unexpected as the DINA was the true model.

Mean Squared Errors (MSEs) for the item response probabilities \(\theta\)'s using parametric methods including JMLE, CMLE and MMLE for the DINA and GDINA models are plotted in Figure 3. From the results, we can see that across different settings the MMLE for the DINA model gave the best item response probability estimates, while the MMLE for the GDINA model performed the worst. The JMLE and CMLE methods provided similar results. It is actually not surprising that the MMLE for the DINA performed the best for item response probability estimation since it correctly assumed a two-level DINA model and directly estimated the corresponding guessing and slipping parameters, while other methods did not have such prior knowledge about the underlying model.

**Result II: GDINA**

Figures 4 and 5 show the PARs and the AARs when the data conformed to the GDINA model under different settings. Based on the results, when the latent attributes were independent, the GNPC performed generally the best across the settings, whereas the JMLE, the CMLE and the MMLE of the GDINA model improved with increasing sample size. As in the DINA cases, the log penalty on the proportions degraded the performance of the GNPC method under the independent setting. The
JMLE provided comparable or slightly better results than the CMLE, particularly when $K$ was larger. As mentioned earlier, this is because the JMLE correctly assumed a uniform prior distribution for the latent attributes, whereas the CMLE, although made no assumptions, needed to estimate additional parameters.

Under the correlated latent attributes settings, adding the log penalties on the proportions to the GNPC method greatly improved the performance especially when the noise was large or correlation was high. GNPC+log penalty tended to provide the best results with small sample sizes, and the CMLE and the MMLE of the GDINA gave the best results with larger samples. Moreover, with larger noises, the CMLE method provided better results than the MMLE of the GDINA model particularly when there were more latent attributes. As the correlation became larger, with large sample sizes, the performance of the CMLE method became more similar to that of the MMLE of the GDINA, and better than the JMLE method, due to the proportions of latent attribute patterns no longer being equal. Based on the above analysis, one can note that the CMLE method was more robust to large noise.

The MSEs for the parametric methods including JMLE, CMLE and MMLE for the GDINA model under the GDINA settings are given in Figure 6. These three methods gave similar results in most cases, while JMLE and CMLE performed better than the MMLE of the GDINA settings especially when the number of attributes was large or noises were large.

**Summary and Recommendations**

Based on the above simulation results, we can see that there is no dominating method that performed uniformly better than other methods across all the simulation settings. Hence, the choice of the method should be based on the specific setting and other information we have at hand. In the following, we provide recommendations in practice under different circumstances.

If we can safely assumed that the true underlying model is the DINA model, then the NPC method would give good results if the latent attributes are independent. When the latent attributes are moderately correlated, either the NPC or the CMLE method is recommended. When the correlations are high among the latent attributes, the NPC and the CMLE would perform well with small sample sizes, whereas the CMLE and the MMLE of the DINA model would give better results with sufficiently large data sizes.

In situations where the true model is the GDINA model, the GNPC method will perform generally
well if the latent attributes are independent. When the latent attributes are correlated and the sample size is small, the GNPC augmented by the log penalties on the proportion parameters is preferred. However, when the sample is sufficiently large, the CMLE method is more robust. The CMLE method also performs well with small sample sizes when the noise is large.

Finally, if the true data-generating models are unknown, the CMLE method is recommended when the latent attributes are correlated. If the latent attributes are independent, the GNPC method is preferred. Moreover, when the sample size is large enough, the MMLE method for the GDINA model is also recommended. If the noise is small, the GNPC method will also perform well when the sample size is small, and augmenting the GNPC method with the log penalties on the proportion parameters will improve its performance under the correlated setting.
Figure 1: PARs when the data conformed to the DINA model
Figure 2: AARs when the data conformed to the DINA model
Figure 3: MSE when the data conformed to the DINA model
Figure 4: PARs when the data conformed to the GDINA model
Figure 5: AARs when the data conformed to the GDINA model
Figure 6: MSEs when the data conformed to the GDINA model
6 Discussion

In this paper, a unified estimation framework is proposed to bridge the parametric and nonparametric methods of cognitive diagnosis, and corresponding computational algorithms are developed. Specifically, by choosing different loss functions and potentially imposing additional constraints on the centroids of the proficiency classes, the proposed framework essentially provides estimations for both parametric cognitive diagnosis models and nonparametric methods for classifying subjects to proficiency classes. Moreover, we also provide theoretical analysis and establish consistency theories of the proposed framework. The simulation studies under various settings demonstrate the advantages and disadvantages of different methods.

In our proposed framework, we decompose the loss function into two additive parts. In addition to the losses between the responses and class centroids, we also put a regularization term on the class proportions. The regularization term can also play a role in selecting significant latent classes in the population. For instance, similar to the CML in Examples 6 and 7, a log-type penalty $h(\pi_\alpha) = -\lambda \log(\pi_\alpha)$, where $\lambda > 0$ is a tuning parameter and $\pi_\alpha$ is the proportion parameter for the latent pattern $\alpha$, can be used. Such a log-type penalty penalizes smaller proportions more heavily, and as recently shown in Gu and Xu (2019), can effectively select significant latent classes in the population. Alternatively, to perform such latent class selection, the use of Lasso or elastic-net type penalty can be explored in the future.

Another interesting problem is the uncertainty quantification of the latent pattern classification. Since in the proposed framework we directly assign the latent patterns by minimizing a loss function, the subjects' latent patterns are treated as fixed effects instead of random variables. Based on the clustering literature, it is theoretically challenging to quantify the uncertainty of clustering accuracy. One practical approach is to use bootstrap, where we resample the data multiple times and use the bootstrapped samples to quantify the estimation and classification uncertainty. It is also possible to further model latent pattern probabilities and use large deviation theory to approximate the misclassification errors. For instance, Liu et al. (2015) studied the asymptotic misclassification error rate for CDMs under the assumption that the item parameters are pre-calibrated. However, in the proposed framework, the item parameters and the latent patterns are unknown and jointly estimated, and we focus on a more complicated double asymptotic regime, where the sample size $N$ and the number of items $J$ both go to infinity, making uncertainty quantification even more challenging. This interesting problem will be explored further in the future.
One constraint of all the methods discussed in this paper pertain to the assumption that the $Q$-matrix is known and accurately specified. In practice, the $Q$-matrix may not be given or subjectively specified by domain experts, with possible misspecifications. There are some existing methods for estimating the $Q$-matrix in the literature [Chen, Culpepper, Chen, and Douglas 2018; Chen, Liu, Xu, and Ying 2015; Chung and Johnson 2018; Culpepper 2019; Liu, Xu, and Ying 2012; Xu and Shang 2018]. Developing computational methods and theories for estimating CDMs with unknown $Q$-matrix under our proposed general framework is a natural next step that is left for future work. Another possible extension is to consider hierarchical structures among the latent attributes [Leighton, Gierl, and Hunka 2004; Templin and Bradshaw 2014; Ma and Xu 2021], which may exclude some latent patterns in the subjects’ population. Our proposed framework and computational algorithms should be easily adapted if the latent hierarchical structure is given. Our theoretical analysis will also be readily carried over to the hierarchical setting.
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A Appendix

In the appendix, we provide detailed proofs of the Lemmas and Theorems in Section III.

A.1 Proof of Theorem 1

Proof. Our proof uses similar arguments as in Chiu et al. (2016). First consider the case when the true membership $A^0$ is known. Since $\hat{\mu}_{j,\alpha} = \sum_{i \in C_{\alpha}} x_{ij} / |C_{\alpha}| := \bar{x}_{j,\alpha}$, by Hoeffding’s inequality (?), for any $\epsilon > 0,$

\[ P(\|\hat{\mu}_{\alpha} - \theta^0_{\alpha}\|_{\infty} \geq \epsilon \mid \hat{A}_c = A^0_c) = P\left(\max_j |\bar{x}_{j,\alpha} - \theta^0_{j,\alpha}| \geq \epsilon \mid \hat{A}_c = A^0_c\right) \leq \sum_{j=1}^J P\left(|\bar{x}_{j,\alpha} - \theta^0_{j,\alpha}| \geq \epsilon \mid \hat{A}_c = A^0_c\right) \leq 2J \exp\left(-\frac{2|C_{\alpha}| \cdot \epsilon^2}{2}\right). \]

Since $\lim_{n \to \infty} |C_{\alpha}|/N_c \to \pi_{\alpha}$ almost surely and $J \exp(-N_c\epsilon) \to 0$ for any $\epsilon > 0$, we have $J \exp(-2|C_{\alpha}| \cdot \epsilon^2) \to 0$ almost surely.

Now consider the case when $A_c$ is consistent for $A^0$, that is, $P(\hat{A}_c \neq A^0_c) \to 0$.

Then for any $\epsilon > 0$, we have

\[ P(\|\hat{\mu}_{\alpha} - \theta^0_{\alpha}\|_{\infty} \geq \epsilon) \leq P(\|\hat{\mu}_{\alpha} - \theta^0_{\alpha}\|_{\infty} \geq \epsilon \mid \hat{A}_c = A^0_c) \cdot P(\hat{A}_c = A^0_c) + P(\|\hat{\mu}_{\alpha} - \theta^0_{\alpha}\|_{\infty} \geq \epsilon \mid \hat{A}_c \neq A^0_c) \cdot P(\hat{A}_c \neq A^0_c) \leq P(\|\hat{\mu}_{\alpha} - \theta^0_{\alpha}\|_{\infty} \geq \epsilon \mid \hat{A}_c = A^0_c) + P(\hat{A}_c \neq A^0_c) \]

$\overset{P}{\to} 0, \quad \text{as } J \to \infty.$

Therefore we have $\|\hat{\mu}_{\alpha} - \theta^0_{\alpha}\|_{\infty} \overset{P}{\to} 0.$ Since there are finitely many $\alpha$’s, we have $\|\hat{\mu} - \theta^0\|_{\infty} \overset{P}{\to} 0$. \qed
A.2 Proof of Lemma 1

Proof. Let \( \tilde{\alpha}_i \) denote the latent attribute pattern that minimizes \( E[l(x_i, \hat{\mu}_\alpha) + h(\hat{\pi}_\alpha)] \), that is,

\[
\tilde{\alpha}_i := \arg \min_{\alpha} \left\{ E[l(x_i, \hat{\mu}_\alpha) + h(\hat{\pi}_\alpha)] \right\}
\]

\[
= \arg \min_{\alpha} E \left[ \sum_{j=1}^{J} l(x_{ij}, \hat{\mu}_{j,\alpha}) + h(\hat{\pi}_\alpha) \right]
\]

\[
= \arg \min_{\alpha} \left\{ \frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \hat{\mu}_{j,\alpha})] + \frac{1}{J} h(\hat{\pi}_\alpha) \right\}.
\]

For the second term, under the Assumption 2, since \( \hat{\pi}_\alpha \) is asymptotically bounded and \( h(\cdot) \) is continuous, hence \( h(\hat{\pi}_\alpha) \) is also bounded, and we have \( h(\hat{\pi}_\alpha)/J \to 0 \) as \( J \to \infty \), which is asymptotically negligible. For the first term, we need to compare \( \frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \hat{\mu}_{j,\alpha})] \) and \( \frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \hat{\mu}_{j,\alpha})] \) for any \( \alpha \neq \alpha_i^0 \).

\[
\frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \hat{\mu}_{j,\alpha})] - \frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \hat{\mu}_{j,\alpha}^0)]
\]

\[
= \left( \frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \hat{\mu}_{j,\alpha})] - \frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \hat{\theta}_{j,\alpha}^0)] \right) + \left( \frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \hat{\theta}_{j,\alpha}^0)] - \frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \hat{\theta}_{j,\alpha}^0)] \right)
\]

\[
:= E_1 + E_2 + E_3.
\]

(S1)

Since \( \hat{\mu} \) is consistent for \( \theta^0 \), by Assumption 1, we have \( E_1 \xrightarrow{p} 0 \) and \( E_3 \xrightarrow{p} 0 \). Specifically, first consider the case when \( \dot{\alpha}_c = \alpha_c^0 \). By Assumption 3, we know that the true item response probabilities are bounded. There exists \( \delta_2 \in (0, 0.5) \) such that \( \delta_2 \leq \min_{j,\alpha} \theta_{j,\alpha}^0 < \max_{j,\alpha} \theta_{j,\alpha}^0 \leq 1 - \delta_2, \forall 1 \leq j \leq J, \alpha \in \{0, 1\}^K \). Let’s now look at the probability that \( \hat{\mu}_{j,\alpha} \) is also bounded. Specifically, we consider \( P(\hat{\mu}_{j,\alpha} \geq 1 - \delta_2/2 \mid \dot{\alpha}_c = \alpha_c^0) \) and \( P(\hat{\mu}_{j,\alpha} \leq \delta_2/2 \mid \dot{\alpha}_c = \alpha_c^0) \) respectively. Since \( \hat{\mu}_{j,\alpha} = \sum_{i \in C_{\alpha}} x_{ij}/|C_{\alpha}| = \bar{x}_{j,\alpha} \), we have

\[
P(\hat{\mu}_{j,\alpha} \geq 1 - \delta_2/2 \mid \dot{\alpha}_c = \alpha_c^0) = P(\bar{x}_{j,\alpha} - \theta_{j,\alpha}^0 \geq 1 - \delta_2/2 - \theta_{j,\alpha}^0 \mid \dot{\alpha}_c = \alpha_c^0)
\]

\[
\leq \exp \left( -2|C_{\alpha}|(1 - \delta_2/2 - \theta_{j,\alpha}^0)^2 \right)
\]

\[
\leq \exp \left( -|C_{\alpha}|\delta_2^2/2 \right).
\]
Similarly, we also have $P(\hat{\mu}_{j,\alpha} \leq \delta_2/2 \mid \hat{A}_c = A^0_c) \leq \exp\left( - |C_\alpha|\delta_2^2/2 \right)$. Therefore,

$$P\left( \min_j \hat{\mu}_{j,\alpha} \leq \delta_2/2 \text{ or } \max_j \hat{\mu}_{j,\alpha} \geq 1 - \delta_2/2 \mid \hat{A}_c = A^0_c \right) \leq 2J \exp\left( - |C_\alpha|\delta_2^2/2 \right).$$

Moreover, since under the Assumption 1, the loss function is assumed to be Hölder continuous, that is, there exist $c > 0$ and $\beta > 0$, such that for any $\mu_1, \mu_2 \in (\delta_2/2, 1 - \delta_2/2)$, we have $|l(x, \mu_1) - l(x, \mu_2)| \leq c|\mu_1 - \mu_2|^{\beta}$ for $x = 0$ or $1$. Then

$$|E_1| = \left| \frac{1}{J} \sum_{j=1}^{J} E\left[ l(x_{ij}, \hat{\mu}_{j,\alpha}) \right] - \frac{1}{J} \sum_{j=1}^{J} E\left[ l(x_{ij}, \theta^0_{j,\alpha}) \right] \right|$$

$$\leq \frac{1}{J} \sum_{j=1}^{J} E\left[ \left| l(x_{ij}, \hat{\mu}_{j,\alpha}) - l(x_{ij}, \theta^0_{j,\alpha}) \right| \right]$$

$$\leq \frac{1}{J} \sum_{j=1}^{J} E\left[ c|\hat{\mu}_{j,\alpha} - \theta^0_{j,\alpha}|^{\beta} \right]$$

$$\leq c \max_j \left\{ E\left[ |\hat{\mu}_{j,\alpha} - \theta^0_{j,\alpha}|^{\beta} \right] \right\}$$

Therefore for any $\epsilon > 0$,

$$P(|E_1| > \epsilon)$$

$$\leq P(|E_1| > \epsilon \mid \hat{A}_c = A^0_c) + P(\hat{A}_c \neq A^0_c)$$

$$\leq P(E_1| > \epsilon \mid \hat{A}_c = A^0_c, \delta_2/2 < \hat{\mu}_{j,\alpha} < 1 - \delta_2/2, j = 1, \ldots, J) + P\left( \min_j \hat{\mu}_{j,\alpha} \leq \delta_2/2 \text{ or } \max_j \hat{\mu}_{j,\alpha} \geq 1 - \delta_2/2 \mid \hat{A}_c = A^0_c \right) + P(\hat{A}_c \neq A^0_c)$$

$$\leq P(\|\hat{\mu}_{\alpha} - \theta^0_{\alpha}\|_\infty > (\epsilon/c)^{1/\beta}) + 2J \exp\left( - |C_\alpha|\delta_2^2/2 \right) + P(\hat{A}_c \neq A^0_c)$$

$$\leq 2J \exp(-2|C_\alpha|(\epsilon/c)^{2/\beta}) + 2J \exp\left( - |C_\alpha|\delta_2^2/2 \right) + P(\hat{A}_c \neq A^0_c)$$

$$= 2J \exp\left( - (1 + o(1))N_c \cdot \pi_\alpha \cdot (\epsilon/c)^{2/\beta} \right) + 2J \exp\left( - (1 + o(1))N_c \cdot \pi_\alpha \cdot \delta_2^2/2 \right) + P(\hat{A}_c \neq A^0_c)$$

$$\to 0,$$

where (S2) follows from Theorem 1. Similarly we can show that $E_3 \overset{P}{\to} 0$ as well.

For the second term, by Assumption 4, we have

$$E_2 = \frac{1}{J} \sum_{j=1}^{J} E\left[ l(x_{ij}, \theta^0_{j,\alpha}) \right] - \frac{1}{J} \sum_{j=1}^{J} E\left[ l(x_{ij}, \theta^0_{j,\alpha}) \right] \geq \frac{1}{J} \sum_{j=1}^{J} |\theta^0_{j,\alpha} - \theta^0_{j,\alpha}|^{\beta},$$

$$\text{(S3)}$$
for any \( \alpha \neq \alpha'_0 \). Since in Assumption 3 there exists \( \delta_1 > 0 \) such that \( \lim_{J \to \infty} \min_{\alpha \neq \alpha'} ||\theta^0_{\alpha} - \theta^0_{\alpha'}||_1/J > \delta_1 \), then for a small enough \( c_0 > 0 \), there exists \( c_1 > 0 \) such that \( \{ j : |\theta^0_{j,\alpha} - \theta^0_{j,\alpha'}| \geq c_0 \} \geq c_1 J \) for any \( \alpha \neq \alpha' \) and large enough \( J \). That is, there should be as many items as of order \( J \) that can differentiate two different classes. Otherwise, \( \{ j : |\theta^0_{j,\alpha} - \theta^0_{j,\alpha'}| \geq c_0 \} / J \to 0 \), which contradicts with the Assumption 3 for a small enough \( c_0 \). Then in (S4), we have \( E_2 \geq c_1 c_0^\beta \) as \( J \to \infty \). Therefore, the true attribute pattern minimizes \( E[l(\mathbf{x}_i; \hat{\mu}_{\alpha}; \hat{\pi}_{\alpha})] \) with probability approaching 1. \( \square \)

### A.3 Proof of Lemma 2

**Proof.** We first decompose the probability in Lemma 2 into two parts:

\[
P\left( \max_{\alpha} \left| \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \hat{\mu}_{j,\alpha}) - E[l(x_{ij}, \theta^0_{j,\alpha})]) \right| \geq \epsilon \right) (S4)
\]

\[
\leq P\left( \max_{\alpha} \left| \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \hat{\mu}_{j,\alpha}) - l(x_{ij}, \theta^0_{j,\alpha})) \right| \geq \epsilon / 2 \right) + P\left( \max_{\alpha} \left| \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \theta^0_{j,\alpha}) - E[l(x_{ij}, \theta^0_{j,\alpha})]) \right| \geq \epsilon / 2 \right). (S5)
\]

The first term in (S5) goes to zero since \( \hat{\theta} \) is uniform consistent for \( \theta^0 \). Specifically, from Lemma 1, we have \( P(\hat{\mu}_{j,\alpha} \leq \delta_2/2 \text{ or } \hat{\mu}_{j,\alpha} \geq 1 - \delta_2/2 \mid \hat{A}_c = A^0_c) \leq 2 \exp \left( - |C_\alpha| \delta_2^2 / 2 \right) \). Moreover, due to the Hölder continuity of the loss function, we have \( |l(x, \mu_1) - l(x, \mu_2)| \leq c|\mu_1 - \mu_2|^\beta \) for \( x = 0 \) or 1. Then

\[
P\left( \max_{\alpha} \left| \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \hat{\mu}_{j,\alpha}) - l(x_{ij}, \theta^0_{j,\alpha})) \right| \geq \epsilon / 2 \mid \delta_2/2 < \hat{\mu}_{j,\alpha} \leq 1 - \delta_2/2, \hat{A}_c = A^0_c \right)
\]

\[
\leq \sum_{\alpha} P\left( \left| \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \hat{\mu}_{j,\alpha}) - l(x_{ij}, \theta^0_{j,\alpha})) \right| \geq \epsilon / 2 \mid \delta_2/2 < \hat{\mu}_{j,\alpha} \leq 1 - \delta_2/2, \hat{A}_c = A^0_c \right)
\]

\[
\leq 2^K \sum_{j=1}^{J} P\left( \left| \hat{\mu}_{j,\alpha} - \theta^0_{j,\alpha} \right| \geq \epsilon / 2c \mid \delta_2/2 < \hat{\mu}_{j,\alpha} \leq 1 - \delta_2/2, \hat{A}_c = A^0_c \right)
\]

\[
\leq 2^K \sum_{j=1}^{J} P\left( \left| \theta^0_{j,\alpha} - \mu_1 \right| \geq (\epsilon / 2c)^{1/\beta} \mid \delta_2/2 < \hat{\mu}_{j,\alpha} \leq 1 - \delta_2/2, \hat{A}_c = A^0_c \right)
\]

\[
= 2^K \sum_{j=1}^{J} P\left( \left| \hat{x}_{j,\alpha} - \theta^0_{j,\alpha} \right| \geq (\epsilon / 2c)^{1/\beta} \mid \delta_2/2 < \hat{\mu}_{j,\alpha} \leq 1 - \delta_2/2, \hat{A}_c = A^0_c \right)
\]

\[
\leq 2^{K+1} J \exp \left( - 2|C_\alpha|(\epsilon / 2c)^{2/\beta} \right).
\]
Then we have

\[ \Pr\left(\max_{\alpha} \left| \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \hat{\mu}_{j,\alpha}) - l(x_{ij}, \theta_{j,\alpha}^0)) \right| \geq \epsilon/2 \mid \hat{A}_c = A_c^0 \right) \]

\[ \leq \sum_{\alpha} \sum_{j=1}^{J} \left[ \Pr(\hat{\mu}_{j,\alpha} < -\delta_2/2 \text{ or } \hat{\mu}_{j,\alpha} > 1 - \delta_2/2 \mid \hat{A}_c = A_c^0) \right. 

\left. + \Pr\left(\left| \hat{\mu}_{j,\alpha} - \theta_{j,\alpha}^0 \right| \geq (\epsilon/2\alpha)^{1/\beta} \mid \delta_2/2 < \hat{\mu}_{j,\alpha} \leq 1 - \delta_2/2, \hat{A}_c = A_c^0 \right) \right] \]

\[ \leq 2^{K+1} J \exp(-|C_\alpha|\delta_2^2/2) + 2^{K+1} J \exp(-2|C_\alpha|(|\epsilon/2\alpha|^{2/\beta}) \]

\[ = 2^{K+1} J \exp\left(-\left(1 + o(1)\right) N_c \cdot \pi_\alpha \cdot \delta_2^2/2 \right) + 2^{K+1} J \exp\left(-2\left(1 + o(1)\right) N_c \cdot \pi_\alpha \cdot (\epsilon/2\alpha)^{2/\beta} \right) \]

\[ \to 0, \text{ as } J \to \infty. \]

Therefore, we have

\[ \Pr\left(\max_{\alpha} \left| \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \hat{\mu}_{j,\alpha}) - l(x_{ij}, \theta_{j,\alpha}^0)) \right| \geq \epsilon/2 \right) \]

\[ \leq \Pr\left(\max_{\alpha} \left| \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \hat{\mu}_{j,\alpha}) - l(x_{ij}, \theta_{j,\alpha}^0)) \right| \geq \epsilon/2 \mid \hat{A}_c = A_c^0 \right) \cdot \Pr(\hat{A}_c = A_c^0) + \Pr(\hat{A}_c \neq A_c^0) \]

\[ \leq \Pr\left(\max_{\alpha} \left| \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \hat{\mu}_{j,\alpha}) - l(x_{ij}, \theta_{j,\alpha}^0)) \right| \geq \epsilon/2 \mid \hat{A}_c = A_c^0 \right) + \Pr(\hat{A}_c \neq A_c^0) \]

\[ \to 0, \text{ as } J \to \infty. \]

Next we need to bound the second term. By Assumption 3, \( \theta_{j,\alpha}^0 \)'s are uniformly bounded and thus \( l(x_{ij}, \theta_{j,\alpha}^0) \)'s are also uniformly bounded. There exists \( M > 0 \) such that \( |l(x_{ij}, \theta_{j,\alpha}^0)| \leq M \) for any \( j \) and \( \alpha \). Then by Hoeffding’s inequality (7), we have

\[ \Pr\left(\left| \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \theta_{j,\alpha}^0) - \mathbb{E}[l(x_{ij}, \theta_{j,\alpha}^0)]) \right| \geq \epsilon/2 \right) \leq 2 \exp\left(-J \epsilon^2 / 2M^2 \right), \]

and therefore

\[ \Pr\left(\max_{\alpha} \left| \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \theta_{j,\alpha}^0) - \mathbb{E}[l(x_{ij}, \theta_{j,\alpha}^0)]) \right| \geq \epsilon/2 \right) \]

\[ \leq \sum_{\alpha} \Pr\left(\left| \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \theta_{j,\alpha}^0) - \mathbb{E}[l(x_{ij}, \theta_{j,\alpha}^0)]) \right| \geq \epsilon/2 \right) \]

\[ \to 0, \text{ as } J \to \infty. \]
\[
\leq 2^{K+1} \exp\left(-J\epsilon^2/2M^2\right) \rightarrow 0, \text{ as } J \to \infty.
\]

\[\square\]

A.4 Proof of Theorem 2

Proof. Since \(\hat{A}_c\) is consistent for \(A_0^0\), by Theorem \(1\) \(\hat{\mu}\) is consistent for \(\theta^0\). Note that \(\hat{\alpha}_i \neq \alpha^0_i\) is equivalent to that

\[
\frac{1}{J} \sum_{j=1}^{J} l(x_{ij}, \hat{\mu}_j, \hat{\alpha}_i) + \frac{1}{J} h(\hat{\pi}_{\alpha^0_i}) > \frac{1}{J} \sum_{j=1}^{J} l(x_{ij}, \hat{\mu}_j, \alpha^0_i) + \frac{1}{J} h(\hat{\pi}_{\alpha_i}).
\]  (S6)

From Assumptions \(1\) and \(4\) and the proof of Lemma \(1\) we know

\[
\frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \theta^0_{j,\alpha^0_i})] \leq \frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \theta^0_{j,\alpha_i})] - c_1\epsilon^0\]  (S7)

Let \(c_2 = c_1\epsilon^0\) and take \(\epsilon = c_2/4\) in Lemma \(2\) and consider the event

\[
B_{\epsilon}(J) := \{\max_{\alpha} \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \hat{\mu}_j, \alpha) - E[l(x_{ij}, \theta^0_{j,\alpha_i})]) < \epsilon\}.
\]

Since \(h(\hat{\pi}_{\alpha})\) is bounded, there exists some \(J_0\) such that for any \(J \geq J_0\), we have \(\frac{1}{J} h(\hat{\pi}_{\alpha^0_i}) - \frac{1}{J} h(\hat{\pi}_{\alpha_i})\) < \(c_2/4\). When \(B_{c_2/4}(J)\) occurs, it implies that

\[
\left|\frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \hat{\mu}_j, \alpha^0_i) - E[l(x_{ij}, \theta^0_{j,\alpha_i})])\right| < c_2/4,
\]

and

\[
\left|\frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \hat{\mu}_j, \alpha_i) - E[l(x_{ij}, \theta^0_{j,\alpha_i})])\right| < c_2/4.
\]

Then in equation \(S6\),

\[
\text{LHS} < \frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \theta^0_{j,\alpha^0_i})] + c_2/4 + \frac{1}{J} h(\hat{\pi}_{\alpha^0_i}),
\]
and
\[
\text{RHS} > \frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \theta_{j,\hat{\alpha}})] - c_2/4 + \frac{1}{J} h(\hat{\pi}_{\hat{\alpha}}),
\]
which implies that
\[
\frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \theta_{j,\hat{\alpha}})] < \frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \theta_{j,\alpha_0}^0)] + c_2/2 + \frac{1}{J} h(\pi_{\alpha_0}) - \frac{1}{J} h(\pi_{\hat{\alpha}}),
\]
\[
< \frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \theta_{j,\alpha_0}^0)] + 3c_2/4
\]
\[
< \frac{1}{J} \sum_{j=1}^{J} E[l(x_{ij}, \theta_{j,\hat{\alpha}})],
\]
where the last inequality is from equation (S6) and results in a contradiction. It indicates that \(\{\hat{\alpha}_i \neq \alpha_i^0\} \subset B_{c_2/4}(J)^c\) for \(J\) large enough. And therefore we have
\[
P\left(\hat{\alpha}_i \neq \alpha_i^0\right) \leq P(B_{c_2/4}(J)^c)
\]
\[
\leq P\left(\max_\alpha \left| \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \hat{\mu}_j, \alpha) - E[l(x_{ij}, \theta_{j,\alpha}^0)]) \right| \geq c_2/4 \right)
\]
\[
\rightarrow 0, \text{ as } J \rightarrow \infty. \quad (\text{by Lamma} 2)
\]

A.5 Proof of Theorem 3

Proof. Following the proof of Theorem 2, we have
\[
P\left(\bigcup_i \{\hat{\alpha}_i \neq \alpha_i^0\} \mid \hat{A}_c = A_c^0\right)
\]
\[
\leq \sum_i P\left(\{\hat{\alpha}_i \neq \alpha_i^0\} \mid \hat{A}_c = A_c^0\right)
\]
\[
\leq N \cdot P\left(B_{c_2/4}(J)^c \mid \hat{A}_c = A_c^0\right)
\]
\[
\leq N \cdot P\left(\max_\alpha \left| \frac{1}{J} \sum_{j=1}^{J} (l(x_{ij}, \hat{\mu}_j, \alpha) - E[l(x_{ij}, \theta_{j,\alpha}^0)]) \right| \geq c_2/4 \mid \hat{A}_c = A_c^0\right)
\]
\[
\leq 2^{K+1}N \exp\left(-|C_\alpha|\delta_2^2/2\right) + 2^{K+1}N \exp\left(-2|C_\alpha| (c_2/8c)^{2/\beta}\right) + 2^{K+1}N \exp\left(-Jc_2^2/32M^2\right)
\]
Moreover, since we have

\[ L(A^{(t)}, \mu^{(t+1)}, \pi^{(t+1)}) \leq L(A^{(t)}, \mu^{(t)}, \pi^{(t)}). \]

Therefore, \( \hat{\alpha}_i \)'s are uniformly consistent for \( \alpha_i \)'s for all \( i = 1, \ldots, N \). □

### A.6 Proof of Proposition 1

**Proof.** Our proof uses similar arguments as in [Celeux and Govaert 1992]. In Step 3 of Algorithm 1, we have

\[ L(A^{(t)}, \mu^{(t+1)}, \pi^{(t+1)}) \leq L(A^{(t)}, \mu^{(t)}, \pi^{(t)}). \]

Moreover, since \( \hat{\alpha}_i^{(t+1)} = \arg \min_{\alpha} l(x_i, \hat{\mu}_\alpha^{(t+1)}) + h(\hat{\pi}_\alpha^{(t+1)}) \), which is equivalent to that \( l(x_i, \hat{\mu}_\alpha^{(t+1)}) + h(\hat{\pi}_\alpha^{(t+1)}) \) for any \( \alpha \neq \hat{\alpha}_i^{(t+1)} \), we have

\[ L(A^{(t+1)}, \mu^{(t+1)}, \pi^{(t+1)}) \leq L(A^{(t)}, \mu^{(t)}, \pi^{(t)}). \] (S8)
Therefore the criterion (9) is decreasing.

In the finite sample setting, since there is finite number of partitions into $2^K$ classes, the decreasing sequence $L(A^{(t)}, \mu^{(t)}, \pi^{(t)})$ also takes a finite number of values, which makes it converge to a stationary value. Moreover, since the minima of the loss function is well-defined, the sequence $(A^{(t)}, \mu^{(t)} f, \pi^{(t)})$ also converges.

\[ \square \]

A.7 Proof of Proposition 2

Proof. Our proof directly follows that in [Celeux and Govaert, 1992]. Since

\[
L(U, \mu, \pi) = \sum_{\alpha \in \{0,1\}^K} \sum_{i=1}^n u_{i\alpha} \left( l(x_i, \mu_\alpha) + h(\pi_\alpha) \right)
\]

\[
\geq \sum_{\alpha \in \{0,1\}^K} \sum_{i=1}^n u_{i\alpha} \min_{\alpha'} \left( l(x_i, \mu_{\alpha'}) + h(\pi_{\alpha'}) \right)
\]

\[
\geq \sum_{\alpha \in \{0,1\}^K} \sum_{i=1}^n \min_{\alpha'} \left( l(x_i, \mu_{\alpha'}) + h(\pi_{\alpha'}) \right),
\]

where the RHS is attained when $U$ is equivalent to some partition, the Algorithm 1 can be regarded as an alternating optimization algorithm to minimize $L(U, \mu, \pi)$. Specifically, the Algorithm 1 is in fact a grouped coordinate descent method. Following the Theorem 2.2 of [?], the Proposition 2 is proved. \[ \square \]