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Abstract

Discrete transforms play an important role in many signal processing applications, and low-complexity alternatives for classical transforms became popular in recent years. Particularly, the discrete cosine transform (DCT) has proven to be convenient for data compression, being employed in well-known image and video coding standards such as JPEG, H.264, and the recent high efficiency video coding (HEVC). In this paper, we introduce a new class of low-complexity 8-point DCT approximations based on a series of works published by Bouguezel, Ahmed and Swamy. Also, a multiparametric fast algorithm that encompasses both known and novel transforms is derived. We select the best-performing DCT approximations after solving a multicriteria optimization problem, and submit them to a scaling method for obtaining larger size transforms. We assess these DCT approximations in both JPEG-like image compression and video coding experiments. We show that the optimal DCT approximations present compelling results in terms of coding efficiency and image quality metrics, and require only few addition or bit-shifting operations, being suitable for low-complexity and low-power systems.
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1 Introduction

The discrete cosine transform (DCT) [1] is a fundamental tool in the digital signal processing field [2,3]. More precisely, the DCT is an asymptotic data-independent approximation for the optimal Karhunen-Loève transform (KLT) [4] when the input signal can be modeled as a first-order Markovian process, and the signal correlation coefficient tends to the unit ($\rho \to 1$) [5]. Natural images are signals that belong to this statistical class [6].

The DCT has been successfully employed in well-known image and video coding standards, like JPEG [7], H.264 [8] and the recent high efficiency video coding (HEVC) [9]. Several DCT methods, such as [10–13], led to block-based transformations equipped with fast algorithms that are capable of acceptable computational burden and are widely adopted for efficient encoding of both images and video sequences.

Nevertheless, due to the irrational quantities in the DCT formulation, exact transformations might entail realizations that require relatively demanding arithmetic schemes [14], such as floating-point or large integer fixed-point systems. Such constraint can preclude the applicability of the exact DCT computation in extremely low-power and real-time systems [15–17], such as [18,19]. In this context, approximate transforms can be efficiently implemented using only addition and bit-shifting operations [17,20,21]. In fact, there are several methods in literature that focus on finding a good compromise between coding efficiency and computational cost [17,21,22]. Classically, special attention was given to 8-point approximate transforms, since this particular blocklength is employed in both JPEG and H.264 coding standards. Nowadays, transforms of larger sizes, such as $N = 16, 32$ are also required to cope with high-resolution video coding [9,35–43].
A number of works proposing 8-point multiplication-free transforms in the context of image compression was introduced by Bouguezel-Ahmad-Swamy (BAS) \cite{17, 24, 31–34}. In particular, we emphasize the method described in \cite{24} which employs a single parameter approximation for the 8-point DCT. We aim at significantly extending such parameter-based approach.

In this paper, we propose a new multiparametric class of low-complexity 8-point DCT approximations that encompasses the BAS transforms, and present the underlying fast algorithm. The obtained DCT approximations in the proposed class of low-complexity transforms are sought to be assessed and screened through an optimization process considering proximity measures relative to the exact DCT and coding efficiency metrics. Then, the best-performing transforms are submitted to a scaling method for obtaining 16- and 32-point DCT approximations, aiming at the application in recent image and video encoders \cite{9, 44}.

The rest of the paper is organized as follows. Section 2 presents the mathematical formulation of the new class of DCT approximations. In Section 3, we explain the proposed multicriteria optimization scheme, and show the resulting 8-point low-complexity transforms. Section 4 introduces novel 16- and 32-point DCT approximations generated by the scaling method from \cite{45}. Sections 5 and 6 present, respectively, image and video coding experiments. Finally, Section 7 concludes this work.

2 Multiparametric DCT approximations

In this section, we review the DCT and introduce the mathematical formulation for the proposed class of low-complexity transforms. Computational complexity and orthogonality property are derived and discussed.

2.1 A review about the DCT

Let $\mathbf{C}_N$ be the transformation matrix related to the $N$-point DCT, for which the elements are given by \cite{1}

$$
\alpha_{i,j} = \alpha_i \cos \left( \frac{\pi i (2j + 1)}{2N} \right),
$$

where $i, j = 0, 1, \ldots, N - 1$, and

$$
\alpha_k = \begin{cases} 
1/\sqrt{N}, & \text{if } k = 0, \\
\sqrt{2/N}, & \text{if } k > 0.
\end{cases}
$$

Considering the standard approach for splitting images into disjoint sub-blocks \cite{46}, the blockwise forward and inverse two-dimensional DCT transformation are given, respectively, by \cite{1}

$$
\mathbf{B} = \mathbf{C}_N \cdot \mathbf{A} \cdot \mathbf{C}_N^\top
$$

(1)

and

$$
\mathbf{A} = \mathbf{C}_N^\top \cdot \mathbf{B} \cdot \mathbf{C}_N,
$$

(2)

where $\mathbf{A}$ and $\mathbf{B}$ represent the input and transformed $N \times N$ signals, respectively. Note that because $\mathbf{C}_N$ is orthogonal, the inverse transformation is immediately obtained by matrix transposition. In practical terms, orthogonality implies that the both forward and inverse transformations share similar realizations \cite{2}.

Hereafter, we use the notation $\hat{\mathbf{C}}$ for referring to a given DCT approximation. Generally, DCT approximations can be written as $\hat{\mathbf{C}} = \mathbf{S} \cdot \mathbf{T}$, where $\mathbf{S}$ is a diagonal scaling matrix and $\mathbf{T}$ is a low-complexity matrix whose entries are in the set $\mathcal{C} = \{0, \pm0.5, \pm1, \pm2\}$. Details are given in Section 2.5.
2.2 Parametrization

Most BAS low-complexity transforms can be understood as variations of the signed DCT (SDCT) \[20\] according to judicious changes in the matrix entries. The SDCT can be obtained for any transform size \(N\) by applying the signum function to all the entries of \(C_N\). The resulting transformation matrix contains only elements in the set \(\{\pm 1\}\) and can be implemented using only additions, i.e., multiplications or bit-shifting operations are not required. However, as a drawback, the SDCT lacks orthogonality for \(N \neq 4\).

Based on the 8-point BAS orthogonal transforms reported in the literature \[17,24,31,33,34\], we aim at proposing a parametrization capable of encompassing such DCT approximations. To attain the sought multiparametric class of BAS-based transforms, we perform entry-wise comparisons of the considered BAS transforms keeping common matrix blocks and parametrizing the variations. Thus the proposed multiparametric class of DCT approximations based on BAS transforms is given by the following expression:

\[
T(a) = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & a_1 & a_1 & -a_1 & -a_1 & -1 & -1 \\
1 & a_2 & -a_2 & -1 & -1 & -a_2 & a_2 & 1 \\
a_1 & a_3 & -a_4 & -a_1 & a_1 & a_4 & -a_3 & -a_1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
a_5 & -a_5 & -a_1 & a_6 & -a_6 & a_1 & a_5 & -a_5 \\
a_2 & -1 & 1 & -a_2 & -a_2 & 1 & -1 & a_2 \\
a_7 & -a_6 & a_1 & -a_8 & a_8 & -a_1 & a_6 & -a_7
\end{bmatrix},
\]

where \(a = [a_1, a_2, a_3, a_4, a_5, a_6, a_7, a_8]^\top \in \mathbb{R}^8\) is the parameter vector for matrix generation. Depending on the values of \(a\) we can find different transforms as special cases, such as those proposed in \[17,21,31,33,34\]. In order to guarantee low-complexity transforms we shall consider that \(a_i \in \mathbb{C}\) for \(i = 1, \ldots, 8\).

Note that reducing the computational complexity is only one possible requirement. Since we are interested in exploring BAS-based transforms in the context of image and video coding, it is also important to attain good compaction properties \[14\]. BAS transforms do have high coding gain and transform efficiency measurements \[31,33,34,42\], and we expect to find novel transforms sharing the same properties (cf. Section 3).

2.3 Fast algorithm

Following similar approach as in \[21,23,35\], we sparsely factorize the low-complexity matrix given in Equation (3) as

\[
T(a) = P \cdot K(a) \cdot A_2 \cdot A_1,
\]

where

\[
A_1 = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & -1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & -1
\end{bmatrix},
\]

\[
P = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & a_1 & a_1 & -a_1 & -a_1 & -1 & -1 \\
1 & a_2 & -a_2 & -1 & -1 & -a_2 & a_2 & 1 \\
a_1 & a_3 & -a_4 & -a_1 & a_1 & a_4 & -a_3 & -a_1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
a_5 & -a_5 & -a_1 & a_6 & -a_6 & a_1 & a_5 & -a_5 \\
a_2 & -1 & 1 & -a_2 & -a_2 & 1 & -1 & a_2 \\
a_7 & -a_6 & a_1 & -a_8 & a_8 & -a_1 & a_6 & -a_7
\end{bmatrix},
\]

and

\[
K(a) = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & a_1 & a_1 & -a_1 & -a_1 & -1 & -1 \\
1 & a_2 & -a_2 & -1 & -1 & -a_2 & a_2 & 1 \\
a_1 & a_3 & -a_4 & -a_1 & a_1 & a_4 & -a_3 & -a_1 \\
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
a_5 & -a_5 & -a_1 & a_6 & -a_6 & a_1 & a_5 & -a_5 \\
a_2 & -1 & 1 & -a_2 & -a_2 & 1 & -1 & a_2 \\
a_7 & -a_6 & a_1 & -a_8 & a_8 & -a_1 & a_6 & -a_7
\end{bmatrix}.
\]
Figure 1: SFG for $T(a)$. Input data $x_i, i = 0, 1, \ldots, 7$, relates to output $X_j, j = 0, 1, \ldots, 7$, according to $X = T(a) \cdot x$. Dashed arrows represent multiplications by $-1$.

\[
A_2 = \begin{bmatrix}
1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix},
\]

\[
K(a) = \begin{bmatrix}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & a_2 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & a_2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & a_1 & a_1 & 1 & 1 \\
0 & 0 & 0 & 0 & a_6 & -a_1 & -a_5 & a_5 \\
0 & 0 & 0 & 0 & -a_1 & -a_4 & a_3 & a_1 \\
0 & 0 & 0 & 0 & -a_8 & a_1 & -a_6 & a_7 \\
\end{bmatrix},
\]

and

\[
P = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}.
\]

Note that only matrix $K(a)$ depends on the parameter vector $a$. The signal flow graph (SFG) for the proposed fast algorithm is shown in Figure 1. We discuss in detail the computational complexity associated to $T(a)$ in the following.
2.4 Computational complexity

Matrices $A_1$ and $A_2$ contribute with additions only. Matrix $P$ represents a permutation, which is multiplierless and corresponds to wiring in terms of circuit implementation. The computational complexity of matrix $K(a)$ depends on the parameter vector $a$. Here, we consider that the elements of $a$ are in the set $C$, so that only additions and bit-shifting operations are required for implementing the fast algorithms of $T(a)$ (see Figure 1).

Thus, the number of additions $A(a)$ and bit-shifting operations $S(a)$ required for implementing $T(a)$ are given, respectively, by

$$A(a) = 28 - \sum_{i=1}^{8} w_i I_{(0)}(a_i) \quad \text{and} \quad S(a) = \sum_{i=1}^{8} w_i I_{(\frac{1}{2},2)}(a_i),$$

where $w = [6 2 1 2 2 1 1]^T$, and $I_X(x) = 1$, if $x \in X$, otherwise it returns zero.

These equations compute additive and bit-shift complexity considering the fast algorithm presented in Figure 1. This fast algorithm is general and the arithmetic complexity can be further reduced depending on the parameter vector $a$. Specific combinations of the scalars within $a$ lead to simplified versions of $A_2$ and $K(a)$ that require fewer computations. We list all nine restrictions and their modified addition and bit-shifting counts below.

1. If $|a_1| = |a_3| = |a_6| = |a_8|$, then

$$A(a) = 26 - \sum_{i=1}^{8} w_i I_{(0)}(a_i) \quad \text{and} \quad S(a) = \sum_{i=1}^{8} w_i I_{(\frac{1}{2},2)}(a_i),$$

where $w = [6 2 1 0 2 0 1 0]^T$.

2. If $(|a_1| = |a_3| = 1) \land (|a_5| = |a_6| = |a_8|)$, then

$$A(a) = 26 - \sum_{i=1}^{8} w_i I_{(0)}(a_i) \quad \text{and} \quad S(a) = \sum_{i=1}^{8} w_i I_{(\frac{1}{2},2)}(a_i),$$

where $w = [0 2 1 3 0 1 0]^T$.

3. If $(|a_1| = 1) \land (|a_3| = |a_6|) \land (|a_7| = |a_8|)$, then

$$A(a) = 26 - \sum_{i=1}^{8} w_i I_{(0)}(a_i) \quad \text{and} \quad S(a) = \sum_{i=1}^{8} w_i I_{(\frac{1}{2},2)}(a_i),$$

where $w = [0 2 1 1 3 0 1 0]^T$.

4. If $(|a_1| = |a_5| = |a_6| = 1) \land (|a_3| = |a_4|)$, then

$$A(a) = 26 - \sum_{i=1}^{8} w_i I_{(0)}(a_i) \quad \text{and} \quad S(a) = \sum_{i=1}^{8} w_i I_{(\frac{1}{2},2)}(a_i),$$

where $w = [0 2 1 0 0 0 1 1]^T$.

5. If $|a_1| = |a_4| = |a_5| = |a_7| = 1$, then

$$A(a) = 26 - \sum_{i=1}^{8} w_i I_{(0)}(a_i) \quad \text{and} \quad S(a) = \sum_{i=1}^{8} w_i I_{(\frac{1}{2},2)}(a_i),$$

where $w = [0 2 1 0 0 2 0 1]^T$.

6. If $(|a_1| = |a_3|) \land (|a_6| = |a_7|)$, then

$$A(a) = 26 - \sum_{i=1}^{8} w_i I_{(0)}(a_i) \quad \text{and} \quad S(a) = \sum_{i=1}^{8} w_i I_{(\frac{1}{2},2)}(a_i),$$

where $w = [6 2 0 1 1 2 0 1]^T$. 

5
7. If \(|a_1| = |a_3| = |a_4| = |a_6| = |a_7| = |a_8|\), then
\[
\mathcal{A}(a) = 24 - \sum_{i=1}^{8} w_i \mathcal{I}(0)(a_i) \quad \text{and} \quad S(a) = \sum_{i=1}^{8} w_i \mathcal{I}(\frac{\pi}{2},2)(a_i),
\]
where \(w = [62001000]^\top\);

8. If \(|a_1| = |a_3| = |a_4| = |a_6| = |a_7| = |a_8| = 1\), then
\[
\mathcal{A}(a) = 24 - \sum_{i=1}^{8} w_i \mathcal{I}(0)(a_i) \quad \text{and} \quad S(a) = \sum_{i=1}^{8} w_i \mathcal{I}(\frac{\pi}{2},2)(a_i),
\]
where \(w = [02000000]^\top\);

9. If \((|a_1| = |a_6| = 1) \land (|a_3| = |a_4|) \land (|a_7| = |a_8|)\), then
\[
\mathcal{A}(a) = 24 - \sum_{i=1}^{8} w_i \mathcal{I}(0)(a_i) \quad \text{and} \quad S(a) = \sum_{i=1}^{8} w_i \mathcal{I}(\frac{\pi}{2},2)(a_i),
\]
where \(w = [02100010]^\top\).

Above expressions show that \(16 \leq \mathcal{A}(a) \leq 28\) and \(0 \leq S(a) \leq 16\).

### 2.5 Orthogonality and orthonormality

Discrete transforms are often required to be orthogonal [13][27]. One of the reasons is the fact that orthogonality ensures that the good mathematical properties of the forward transformation are transferred to the inverse operation.

Here, a matrix \(T\) is said to be orthogonal if \(T \cdot T^\top\) is a diagonal matrix. If \(T \cdot T^\top\) is the identity matrix then \(T\) is referred to as orthonormal. Considering the proposed parametrization (Equation (3)), we have:

\[
T(a) \cdot T(a)^\top = \begin{bmatrix}
8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \tau_1 & 0 & \tau_6 & 0 & \tau_7 & 0 & \tau_8 \\
0 & 0 & \tau_2 & 0 & 0 & 0 & 0 & 0 \\
0 & \tau_6 & 0 & \tau_3 & 0 & \tau_9 & 0 & \tau_{10} \\
0 & 0 & 0 & 8 & 0 & 0 & 0 & 0 \\
0 & \tau_7 & 0 & \tau_9 & 0 & \tau_{11} & 0 & \tau_11 \\
0 & 0 & 0 & 0 & 0 & \tau_2 & 0 & 0 \\
0 & \tau_8 & 0 & \tau_{10} & 0 & \tau_{11} & 0 & \tau_5
\end{bmatrix},
\]

where \(\tau_1 = 4a_1^2 + 4, \tau_2 = 4a_2^2 + 4, \tau_3 = 4a_3^2 + 2a_3^2 + 2a_1^2, \tau_4 = 2a_6^2 + 4a_6^2 + 2a_1^2, \tau_5 = 2a_8^2 + 2a_5^2 + 2a_6^2 + 2a_1^2, \tau_6 = 2a_1 - 2a_1^2 + 2a_3 - 2a_1a_4, \tau_7 = 2a_1a_6 - 2a_7^2, \tau_8 = 2a_1^2 - 2a_6 + 2a_7 - 2a_1a_8, \tau_9 = 2a_1a_4 + 2a_1a_5 - 2a_3a_5 - 2a_1a_6, \tau_{10} = 2a_1a_8 + 2a_1a_7 - 2a_3a_6 - 2a_1a_4 \quad \text{and} \quad \tau_{11} = 2a_5a_7 + 2a_5a_6 - 2a_1^2 - 2a_6a_8\). Matrix \(T(a)\) is orthogonal, if its entries \(\tau_6, \tau_7, \tau_8, \tau_9, \tau_{10}, \text{and} \, \tau_{11}\) are equal to zero. Therefore, the following conditions must hold true to ensure orthogonality:

\[
\begin{align*}
2a_1 - 2a_1^2 + 2a_3 - 2a_1a_4 &= 0, \\
2a_1a_6 - 2a_1^2 &= 0, \\
2a_1^2 - 2a_6 + 2a_7 - 2a_1a_8 &= 0, \\
2a_1a_4 + 2a_1a_5 - 2a_3a_5 - 2a_1a_6 &= 0, \\
2a_1a_8 + 2a_1a_7 - 2a_3a_6 - 2a_1a_4 &= 0, \\
2a_5a_7 + 2a_5a_6 - 2a_1^2 - 2a_6a_8 &= 0.
\end{align*}
\]

Orthonormality can be obtained by means of polar decomposition [21][22][25]. An orthonormal DCT approximation
\( \hat{C}(a) \) is given by \[43\]

\[
\hat{C}(a) = S(a) \cdot T(a),
\]

where

\[
S(a) = \sqrt{ \left[ T(a) \cdot T(a)^\top \right]^{-1} },
\]

and \( \sqrt{\cdot} \) denotes the matrix square root \[49\]. Thus, we have that

\[
S(a) = \text{diag} \left( \frac{1}{2 \sqrt{2}}, \frac{1}{\sqrt{1}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{3}}, \frac{1}{2 \sqrt{2}}, \frac{1}{\sqrt{4}}, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{5}} \right).
\]

However, in the context of image and video coding, not only \( T(a) \) is said to be of low-complexity but also \( \hat{C}(a) \) because the scaling matrix \( S(a) \) can be merged in the quantization step \[41\]\[42\]\[43\]\[44\]\[45\]. Therefore, \( S(a) \) does not contribute with any computational complexity.

### 3 Multicriteria optimization

In this section, we employ multicriteria optimization for finding DCT approximations according to the mathematical formalism discussed in the previous section. Frequently, two types of metrics are used for assessing a given approximate DCT \[23\]: proximity measures and coding measures. Proximity measures assess how close this transform is to the exact DCT in a Euclidean sense, implying the low measurements are sought. On the other hand, coding measures aim at capturing how good a transformation is in terms of energy compaction properties; high values of coding are desirable. Total error energy \[22\] and mean square error (MSE) \[14\] are adopted as proximity measures; whereas coding gain \[50\] and transform efficiency \[14\] are selected for coding measurements. Moreover, the number of additions and number of bit-shift operations are also considered as figures of metric for complexity and are sought to be minimized. The above discussion entails the following multicriteria minimization problem:

\[
\min_a (\epsilon(\hat{C}(a)), \text{MSE}(\hat{C}(a)), -C_y(\hat{C}(a)), -\eta(\hat{C}(a)), A(a), S(a)),
\]

where \( \epsilon(\cdot) \), \( \text{MSE}(\cdot) \), \( C_y(\cdot) \), and \( \eta(\cdot) \) compute, respectively, the total error energy, the mean square error, the unified coding gain and the transform efficiency. When necessary, \( A(a) \) and \( S(a) \) are computed according to the restrictions on the elements of \( a \) described in Section 2.4.

For \( a_i \in \mathcal{C}, i = 1, 2, \ldots, 8 \), then there are \( 7^8 = 5,764,801 \) candidate matrices in the search space of \( \mathcal{C} \). Thus, the above problem can be solved by means of exhaustive search in contemporary computers. The exhaustive search demanded four weeks of uninterrupted calculations in a computer with an Intel Core i5 (3th generation) processor equipped with 6GB of RAM running R language \[51\] on Linux OS (Ubuntu 16.04 LTS).

Table 1 presents the obtained fifteen optimal solutions of \( \mathcal{C} \). For the sake of simplicity, we refer to the optimal 8-point DCT approximations as \( \hat{C}_{8,j}, j = 1, 2, \ldots, 15 \). Note that \( \hat{C}_{8,2}, \hat{C}_{8,5}, \) and \( \hat{C}_{8,15} \) coincide with literature results \[51\]\[53\]\[54\]. The transform \( \hat{C}_{8,1} \) was previously published in \[42\]\[52\], which consists of judiciously changing few entries of the matrix describes in \[53\] leading to orthogonalization. To the best of our knowledge, the remaining eleven matrices are novel results.

Table 2 displays the proximity and coding measurements, as well as arithmetic complexity, for the obtained approximations. The best measurements are highlighted in boldface. The approximation \( \hat{C}_{8,15} \) attained the best results for proximity and coding metrics. However, as a trade-off, \( \hat{C}_{8,15} \) has the highest computational complexity. The approximation with the lowest computational cost is \( \hat{C}_{8,1} \). Among the new transforms, \( \hat{C}_{8,9} \) is worth-mentioning for its proximity to the exact DCT, and \( \hat{C}_{8,14} \) and \( \hat{C}_{8,12} \), for the high coding gain and transform efficiency, respectively.

For further comparison, we show the performance measurements of the following competing DCT approximations
Table 1: Optimal 8-point DCT approximations

| j  | \(a\)                  | Comment            |
|----|------------------------|--------------------|
| 1  | \([0 0 1 1 0 0 1]^T\)   |                    |
| 2  | \([0 1 0 1 1 0 0]^T\)   |                    |
| 3  | \([0 0 1 0.5 1 1 1]^T\) | New transform      |
| 4  | \([0 0 1 1 1 1 2]^T\)   | New transform      |
| 5  | \([0.5 0 1 1 0 0]^T\)   |                    |
| 6  | \([1 0 0 0 1 1 0 0]^T\) | New transform      |
| 7  | \([0 1 0 1 1 1 2]^T\)   | New transform      |
| 8  | \([0 1 0 1 0.5 1 1 1]^T\)| New transform    |
| 9  | \([0.5 0 1 1 1 1 2]^T\) | New transform      |
| 10 | \([0.5 0 1 0.5 1 1 1]^T\)| New transform  |
| 11 | \([1 0 1 1 1 1 1]^T\)   | New transform      |
| 12 | \([1 0.5 0 1 1 0 0]^T\) | New transform      |
| 13 | \([1 0.5 0 1 1 0.5 0.5]^T\)| New transform |
| 14 | \([1 0.5 1 1 1 1 1]^T\) | New transform      |
| 15 | \([1 0.5 0 1 1 0.5 0.5]^T\)| New transform |

Table 2: Results for the optimal 8-point DCT approximations.

| j  | \( \epsilon(\cdot) \) | \( \text{MSE}(\cdot) \) | \( C^*_\eta(\cdot) \) | \( \eta(\cdot) \) | \( A(\cdot) \) | \( S(\cdot) \) |
|----|------------------------|------------------------|------------------------|-----------------|----------------|----------------|
| 1  | 6.85 0.03              | 7.91                   | 85.64                  | 16              | 0              |                |
| 2  | 6.85 0.03              | 7.91                   | 85.38                  | 18              | 0              |                |
| 3  | 5.79 0.03              | 7.91                   | 85.78                  | 18              | 1              |                |
| 4  | 5.05 0.03              | 7.91                   | 85.51                  | 18              | 1              |                |
| 5  | 5.93 0.02              | 8.12                   | 86.86                  | 18              | 2              |                |
| 6  | 6.85 0.03              | 7.93                   | 85.80                  | 20              | 0              |                |
| 7  | 5.05 0.03              | 7.91                   | 85.25                  | 20              | 1              |                |
| 8  | 5.79 0.03              | 7.91                   | 85.52                  | 20              | 1              |                |
| 9  | 4.12 0.02              | 8.12                   | 86.73                  | 20              | 3              |                |
| 10 | 4.87 0.02              | 8.12                   | 87.01                  | 20              | 3              |                |
| 11 | 5.05 0.02              | 7.95                   | 85.58                  | 22              | 0              |                |
| 12 | 5.93 0.02              | 8.14                   | 87.02                  | 22              | 2              |                |
| 13 | 5.02 0.02              | 8.12                   | 86.96                  | 22              | 2              |                |
| 14 | 4.12 0.02              | 8.15                   | 86.79                  | 24              | 2              |                |
| 15 | 4.09 0.02              | 8.33                   | 88.22                  | 24              | 4              |                |
Table 3: Results for competing 8-point DCT approximations.

| Transform          | \(\epsilon(\cdot)\) | MSE(\(\cdot\)) | \(C_p^\ast(\cdot)\) | \(\eta(\cdot)\) | \(A(\cdot)\) | \(S(\cdot)\) |
|--------------------|----------------------|---------------|---------------------|-----------------|--------------|-------------|
| BAS\(_5(0)\) [24] | 26.86                | 0.07          | 7.91                | 85.64           | 16           | 0           |
| FW\(_6\) [23]    | 3.32                 | 0.02          | 6.05                | 83.08           | 18           | 0           |
| BAS\(_3\) [33]   | 6.85                 | 0.03          | 7.91                | 85.38           | 18           | 0           |
| BAS\(_5(1)\) [24] | 26.86                | 0.07          | 7.91                | 85.38           | 18           | 0           |
| BAS\(_5(1/2)\) [24] | 26.40               | 0.07          | 8.12                | 86.86           | 18           | 2           |
| BAS\(_1\) [31]   | 5.93                 | 0.02          | 8.12                | 86.86           | 18           | 2           |
| FW\(_5\) [23]    | 7.41                 | 0.05          | 7.58                | 83.08           | 20           | 10          |
| RDCT [22]        | 1.79                 | 0.01          | 8.18                | 87.43           | 22           | 0           |
| BAS\(_6\) [17]   | 35.06                | 0.10          | 7.95                | 85.31           | 24           | 0           |
| LO [47]          | 0.87                 | 0.01          | 8.39                | 88.70           | 24           | 2           |
| BAS\(_4\) [33]   | 4.09                 | 0.02          | 8.33                | 88.22           | 24           | 4           |
| ABM [35]         | 1.22                 | 0.01          | 8.63                | 90.46           | 24           | 6           |

that are out of our class of transformations defined in [3]: FW\(_5\) and FW\(_6\) approximations from [23], the rounded discrete cosine transform (RDCT) [22], Lengwehasatit and Ortega level 1 approximation (LO) [17], and angle-based DCT approximation (ABM) [33]. We also list BAS transformations [17, 24, 31, 33, 34] that were not considered optimal according to our methodology but they are special cases of our class of transformations. The BAS transform proposed in [24] BAS\(_5(\alpha)\) is a uniparametric transform, where \(\alpha\) is the parameter. Table 3 summarizes the measurements.

Figure 2 relates the computational complexity to the four metrics in Equation (4) for all considered DCT approximations. The dotted curves refer to the Pareto boundary which indicates the optimal transforms for each case [54]. Considering transforms with 16 additions, \(\tilde{C}_{8,1}\) [52] achieves the best measurements in terms of MSE and total error energy. Approximation \(\tilde{C}_{8,1}\) presents identical results as the ones from the approximation BAS\(_5(0)\) when coding gain and transform efficiency are considered. Approximations FW\(_6\) and BAS\(_1\) attain the best results in terms of proximity to the exact DCT and coding efficiency, respectively, if a maximum of 18 additions is considered. When considering transforms that require 20 additions, \(\tilde{C}_{8,9}\) performs better in terms of MSE, total energy error and coding gain. The highest transform efficiency is achieved by \(\tilde{C}_{8,10}\). RDCT is the best-performing if compared to other transforms requiring 22 additions. Finally, for the case of 24 additions, LO transform achieves the minimum MSE, and ABM has the best results for the other metrics. Note that the transforms of our class of transformations requiring 16, 18, and 20 additions are usually the best-performing in terms of coding gain and transform efficiency.

4 Scaled optimal transforms

The widely popular HEVC standard adopts larger size transforms to produce high-resolution video coding [9]. In response, 16- and 32-point DCT approximations have been proposed [17, 34, 35, 45, 55, 56]. In this work, we rely on the scaling method proposed by Jridi-Alfalou-Meher (JAM) [45] which takes as input a low-complexity transform of size \(N\) and generates a transform of size \(2N\). We refer the reader to [45] for more details about the scaling procedure.

4.1 Proposed 16-point DCT approximations

Following the JAM method, we obtain 16-point DCT approximations based on the parametrization shown in Equation (3), resulting in:

\[
T_{16}(\alpha) = \begin{bmatrix}
T_{8}(\alpha) & 0_8 \\
0_8 & T_{8}(\alpha)
\end{bmatrix}
\begin{bmatrix}
I_8 & T_{8} \\
I_8 & -T_{8}
\end{bmatrix}
\]

where \(0_8\) is \(8 \times 8\) a matrix of zeros; \(I_8\) and \(I_8\) are the identity and counter-identity matrices of order 8.
Figure 2: Assessment plots for the proposed efficient approximations and competing methods. Dashed line represents the Pareto boundary for the transforms belonging to the proposed class.
Table 4: Results for the novel 16-point DCT approximations.

| j  | $\epsilon(\cdot)$ | MSE(\cdot) | $C^*_\epsilon(\cdot)$ | $\eta(\cdot)$ | $A(\cdot)$ | $S(\cdot)$ |
|----|-------------------|------------|-----------------------|---------------|--------|--------|
| 1  | 25.13             | 0.07       | 8.16                  | 70.98         | 48     | 0      |
| 2  | 24.27             | 0.07       | 8.16                  | 70.80         | 52     | 0      |
| 3  | 21.75             | 0.07       | 8.16                  | 71.25         | 52     | 2      |
| 4  | 20.88             | 0.06       | 8.16                  | 71.48         | 52     | 2      |
| 5  | 23.02             | 0.06       | 8.37                  | 71.83         | 52     | 4      |
| 6  | 22.46             | 0.06       | 8.18                  | 71.29         | 56     | 0      |
| 7  | 20.02             | 0.06       | 8.16                  | 71.30         | 56     | 2      |
| 8  | 20.89             | 0.06       | 8.16                  | 71.06         | 56     | 2      |
| 9  | 18.77             | 0.06       | 8.37                  | 72.10         | 56     | 6      |
| 10 | 19.64             | 0.06       | 8.37                  | 72.10         | 56     | 6      |
| 11 | 18.29             | 0.06       | 8.19                  | 70.83         | 60     | 0      |
| 12 | 20.35             | 0.06       | 8.38                  | 72.14         | 60     | 4      |
| 13 | 18.52             | 0.06       | 8.36                  | 72.63         | 60     | 4      |
| 14 | 16.18             | 0.05       | 8.43                  | 71.67         | 60     | 4      |
| 15 | 16.41             | 0.06       | 8.57                  | 73.51         | 64     | 8      |

Table 5: Results for competing 16-point DCT approximations.

| Transform | $\epsilon(\cdot)$ | MSE(\cdot) | $C^*_\epsilon(\cdot)$ | $\eta(\cdot)$ | $A(\cdot)$ | $S(\cdot)$ |
|-----------|-------------------|------------|-----------------------|---------------|--------|--------|
| SOBCM     | 41.00             | 0.09       | 7.86                  | 67.61         | 44     | 0      |
| SBCKMK    | 30.32             | 0.06       | 8.29                  | 70.83         | 60     | 0      |
| JAM_{16}  | 14.74             | **0.05**   | 8.43                  | 72.23         | 60     | 0      |
| BAS_{16-2013} | 54.62 | 0.13      | 8.19                  | 70.64         | 64     | 0      |
| BAS_{16-2010} | 16.41 | 0.06      | 8.52                  | 73.63         | 64     | 8      |
| ABM_{16}  | 13.70             | **0.05**   | 8.88                  | **76.81**     | 64     | 12     |
| BCEM      | **8.08**          | **0.05**   | 7.84                  | 65.28         | 72     | 0      |

If the elements of $a$ are in the set $\mathcal{C}$, then $T_{16}(a)$ is a low-complexity matrix. The computational cost of the resulting $2N$-point transform is given by twice the number of bit-shifting operations of the original $N$-point transform; and twice the number of additions plus $2N$ extra additions.

Submitting the optimal 8-point DCT approximations from Table 2 to the JAM method results in fifteen novel 16-point transforms, which are shown in Table 4. We denote these 16-point DCT approximations as $\hat{C}_{16,j}$, $j = 1, 2, \ldots, 15$. Table 5 lists competing 16-point DCT approximations [17, 28, 34, 35, 45, 55, 56] for comparison purposes.

The approximation SOBCM presents the smallest computational cost, requiring 44 additions only. Although $\hat{C}_{16,1}$ needs four extra additions, it outperforms SOBCM, as shown in Tables 4 and 5. Among the transforms that require 52 additions, $\hat{C}_{16,4}$ achieves the smallest total error energy, and $\hat{C}_{16,5}$ is the best-performing in terms of MSE, coding gain, and transform efficiency measures. Approximation $\hat{C}_{16,9}$ performs better than competing approaches that require 56 additions under all considered metrics. Among the transforms that require 60 additions, JAM_{16} DCT approximation is the best-performing in all evaluated metrics, except transform efficiency, which is maximized for $\hat{C}_{16,13}$. The approximation ABM_{16} is the best approximation among the considered 64-addition transforms under all discussed metrics.

### 4.2 Novel 32-point DCT approximations

Analogously to the 16-point case described in the previous section, we submitted the discussed 8-point DCT approximation formalism (Equation (3)) to two instantiations of the JAM method. The resulting $32 \times 32$ DCT approximation...
matrices have the following characterization:

\[
\mathbf{T}_{32}(\mathbf{a}) = \begin{bmatrix}
\mathbf{T}_{16}(\mathbf{a}) & \mathbf{0}_{16} \\
\mathbf{0}_{16} & \mathbf{T}_{16}(\mathbf{a})
\end{bmatrix} \cdot \begin{bmatrix}
\mathbf{I}_{16} & \mathbf{I}_{16} \\
\mathbf{I}_{16} & -\mathbf{I}_{16}
\end{bmatrix}
\]

where \(\mathbf{0}_{16}\) is \(16 \times 16\) a matrix of zeros; \(\mathbf{I}_{16}\) and \(\mathbf{I}_{16}\) are the identity and counter-identity matrices of order 16.

The similarity to the DCT and coding efficiency measurements for all the optimal 8-point DCT approximations scaled to \(32 \times 32\) are shown in Table 6 and the 32-point DCT approximations are denoted by \(\hat{\mathbf{C}}_{32,j}, j = 1, 2, \ldots, 15\). To the best of our knowledge, the fifteen 32-point transforms listed in Table 6 are new contributions to literature. For comparison purposes, Table 7 lists the performance of 32-point approximations found in literature [17, 34, 35, 45].

One may notice that the proposed 32-point DCT approximations demand 15% fewer additions than any previously reported transform. Among the DCT approximations that require 136 additions, \(\hat{\mathbf{C}}_{32,4}\) is the best-performing in terms of total error energy and transform efficiency; whereas \(\hat{\mathbf{C}}_{32,5}\) performed well in terms of MSE and coding gain. Similar behavior can be seen for transforms requiring 144 additions. Regarding transforms demanding 152 additions, \(\hat{\mathbf{C}}_{32,13}\) outperforms the 32-point approximate DCT in [45] in terms of transform efficiency. Finally, ABM\(_{32}\) is the best-performing among approximations requiring 160 additions.

### 5 Image compression experiments

In order to further assess the performance of the best-performing transforms we adopted the JPEG-like image compression experiment detailed in [20, 24, 31–34]. We present the average results for 45 \(512 \times 512\) grayscale images taken from the public image database available in [57]. In this experiment, the input images are firstly subdivided into blocks of size \(8 \times 8, 16 \times 16,\) and \(32 \times 32\), depending on the considered transform size. Then, each block is forward transformed through (1), resulting in a blockwise transformed image. The transformed blocks are submitted
to a simplified quantization step where the first \( r \) coefficients, according to the zig-zag sequence\(^{16}\), are retained and the remainder are set to zero. Although the zig-zag sequence could easily be modified to better suit the considered transforms, we maintained the standard zig-zag to facilitate fair comparison with other methods in literature. Here, \( r \) ranges from 25\% to 99\% the number of coefficients per block. Finally, the blockwise inverse transform in \(^2\) is applied. In Equations \(^{11}\) and \(^2\) we replaced the transform matrix \( C_N \) by each optimal DCT approximation \( \hat{C}_{N,j} \), \( j = 1, 2, \ldots, 15 \) and \( N = 8, 16, 32 \).

From the compressed images, we measure the peak signal-to-noise ratio (PSNR)\(^{58}\) and the structural similarity index (SSIM)\(^{59}\). The former is a traditional and widely used metric for image quality assessment\(^{58}\). The latter is a complementary figure of merit for evaluating image quality that considers luminance, contrast, and structure of the image to quantify degradation, approaching to a subjective assessment\(^{15}\). Besides presenting the average PSNR and SSIM curves, for better visualization, we show their absolute percentage error (APE)\(^{60}\). The presented APE results consider the DCT-based measurements as baseline.

For the 8-point transforms, Figures \(^{3(a)}\), \(^3(b)\), \(^3(c)\), and \(^3(d)\) show that the ABM approximation performs the best. Considering transforms that require 20 addition, \( \hat{C}_{8,9} \) offers the best results and FW\(_6\) performs unfavorably. These results corroborate the coding gain measurements presented in Tables \(^2\) and \(^3\). Additionally, Figures \(^3(e)\) and \(^3(f)\) show the gain in terms of PSNR and SSIM per addition operation. The approximation \( \hat{C}_{8,1} \) offered the highest PSNR and SSIM gain per addition. A median behavior is achieved by \( \hat{C}_{8,9} \) in terms of PSNR, SSIM, and the gains by addition. The only transforms requiring 20 additions are found in \(^{23}\). Thus the approximation \( \hat{C}_{8,9} \) is the best one at 20 additions.

Considering 16-point DCT approximations, according to Figures \(^{1(a)}\), \(^1(b)\), \(^1(c)\) and \(^1(d)\), the approximation ABM\(_{16}\) was the best-performing. Approximation \( \hat{C}_{16,1} \) has the highest PSNR and SSIM gain per additive cost unit, as shown in Figures \(^4(c)\) and \(^4(f)\). As for the case of 8-point transforms, \( \hat{C}_{16,9} \) has a median behavior for all the considered metrics in this image compression experiment. In this case, to the best of our knowledge, there are not 48-, 52- or 56-addition methods for a direct comparison. Therefore the proposed transforms, \( \hat{C}_{16,1}, \hat{C}_{16,4}, \hat{C}_{16,5}, \) and \( \hat{C}_{16,9} \) stand alone as best in their classes.

Transforms of sizes \( 16 \times 16 \) and \( 32 \times 32 \) behave very similarly, as shown in Figures \(^4\) and \(^5\) for the 32-point case. Approximations \( \hat{C}_{32,1}, \hat{C}_{32,4}, \hat{C}_{32,5}, \hat{C}_{32,6}, \) and \( \hat{C}_{32,9} \) have lower arithmetic complexity than any already known 32-point DCT approximations in literature. Transform \( \hat{C}_{32,1} \) has the smaller computational complexity. For a range of \( r \) values the transform \( \hat{C}_{32,1,3} \) is outperformed by JAM\(_{32} \). As far as we know, a 32-point transform requiring less than 152 additions is absent in literature. As a consequence, transforms \( \hat{C}_{32,1}, \hat{C}_{32,4}, \hat{C}_{32,5}, \hat{C}_{32,6}, \) and \( \hat{C}_{32,9} \) are identified as best performing tools. The main behavior of the optimal BAS-based 8-point transforms is preserved when scaling them to transforms of size \( 16 \times 16 \) and \( 32 \times 32 \) using the JAM algorithm.

### 6 Video coding experiments

In this section, we show the applicability of the best-performing multiparametric DCT approximations—\( \hat{C}_{8,1}, \hat{C}_{8,5}, \) and \( \hat{C}_{8,9} \)—and their 16- and 32-point scaled versions—in the context of video coding. We embedded the selected transforms into the public available HEVC reference software provided in \(^{61}\), then we assessed the performance of the resulting systems. The HEVC improves its predecessors\(^{14}\) and aims at providing high video compression rates\(^7\). Unlike H.264 and older video coding standards, the HEVC standard employs not only an 8-point DCT but also transforms of length 4, 16, and 32 for better handling smooth and textured image regions of various sizes\(^9\).

In our experiments, we replace the original 8-, 16-, and 32-point HEVC transforms by the three selected DCT approximations and their scaled versions, one at a time. We shall call \( \hat{C}_1, \hat{C}_5, \) and \( \hat{C}_9 \) each set of transforms based on \( \hat{C}_{8,1}, \hat{C}_{8,5}, \) and \( \hat{C}_{8,9} \), respectively. The original 4-point HEVC transform was kept unchanged because it is already a low-complexity transformation. We encoded the first 100 frames of one video sequence of each A to F class following the recommendations in the Common Test Conditions (CTC) documentation\(^{62}\). Namely we used the following 8-bit
Figure 3: Image compression results for novel and competing 8-point DCT approximations.
Figure 4: Image compression results for novel and competing 16-point DCT approximations.
Figure 5: Image compression results for novel and competing 32-point DCT approximations.
videos: “PeopleOnStreet” (2560×1600 at 30 fps), “BasketballDrive” (1920×1080 at 50 fps), “RaceHorses” (832×480 at 30 fps), “BlowingBubbles” (416×240 at 50 fps), “KristenAndSara” (1280×720 at 60 fps), and “BasketballDriveText” (832×480 at 50 fps). All the encoding parameters were also set according to CTC documentation for the Main profile and All-Intra (AI), Random Access (RA), Low Delay B (LD-B), and Low Delay P (LD-P) configurations.

For assessing image quality, we use the per color channel MSE (MSE-Y, MSE-U, and MSE-V) and PSNR (PSNR- Y, PSNR-U, and PSNR-V), for each video frame [43]. Such measurements are collected by the reference software. From those values, we also calculate the Bjøntegaard’s delta PSNR (BD-PSNR) and delta rate (BD-Rate) [63,64] for Y, PSNR-U, and PSNR-V, for each video frame [43]. Such measurements are collected by the reference software.

For qualitative assessment, Figure 6 illustrates the tenth frame of the “BlowingBubbles” video sequence using the original HEVC configurations and the modified versions of the reference software after embedding the discussed 8-, 16-, and 32-point DCT approximations. Such results consider the main AI configuration mode and the quantization parameter (QP) set to 32.

The video frame in Figure 6 show that any existing visual degradation are essentially imperceptible; and therefore the switching from the original HEVC transforms to the proposed multiparametric low-complexity DCT approximations does not result in significant losses. Table 8 summarizes the quantitative measurements related to the video frame shown in Figure 6. One may note that for the given video frame, our modified HEVC reference software may lead to better results than the original one in terms of MSE and PSNR depending on the color channel.

| Config | Video sequence | BD-PSNR (dB) | BD-Rate (%) |
|------|----------------|--------------|-------------|
|      |                | C1           | C2           | C9           | C5           | C9           |
| AI   | “PeopleOnStreet” | −0.495       | −0.465       | −0.465       | 9.870        | 9.251        | 9.246        |
|      | “BasketballDrive” | −0.267       | −0.250       | −0.253       | 10.474       | 9.771        | 9.870        |
|      | “RaceHorses”     | −0.622       | −0.609       | −0.596       | 8.135        | 7.970        | 7.795        |
|      | “BlowingBubbles” | −0.219       | −0.203       | −0.203       | 3.880        | 3.601        | 3.600        |
|      | “KristenAndSara” | −0.415       | −0.389       | −0.392       | 8.628        | 8.100        | 8.143        |
|      | “BasketballDriveText” | −0.172 | −0.162       | −0.162       | 3.358        | 3.160        | 3.168        |
| RA   | “PeopleOnStreet” | −0.264       | −0.244       | −0.245       | 6.484        | 5.985        | 6.009        |
|      | “BasketballDrive” | −0.214       | −0.199       | −0.203       | 10.060       | 9.330        | 9.547        |
|      | “RaceHorses”     | −0.816       | −0.780       | −0.746       | 13.857       | 12.364       | 12.762       |
|      | “BlowingBubbles” | −0.158       | −0.144       | −0.148       | 4.296        | 3.891        | 4.014        |
|      | “BasketballDriveText” | −0.223 | −0.207       | −0.207       | 5.573        | 5.151        | 5.153        |
| LDB  | “BasketballDrive” | −0.201       | −0.187       | −0.190       | 8.899        | 8.242        | 8.395        |
|      | “RaceHorses”     | −0.805       | −0.771       | −0.739       | 12.674       | 12.138       | 11.678       |
|      | “BlowingBubbles” | −0.160       | −0.151       | −0.153       | 4.442        | 4.193        | 4.243        |
|      | “KristenAndSara” | −0.200       | −0.180       | −0.187       | 7.081        | 6.319        | 6.525        |
|      | “BasketballDriveText” | −0.267 | −0.243       | −0.251       | 7.029        | 6.382        | 6.580        |
| LDP  | “BasketballDrive” | −0.203       | −0.187       | −0.192       | 8.945        | 8.173        | 8.459        |
|      | “RaceHorses”     | −0.775       | −0.744       | −0.715       | 12.094       | 11.607       | 11.203       |
|      | “BlowingBubbles” | −0.150       | −0.138       | −0.139       | 4.267        | 3.906        | 3.964        |
|      | “KristenAndSara” | −0.179       | −0.163       | −0.168       | 6.668        | 6.016        | 6.244        |
|      | “BasketballDriveText” | −0.246 | −0.227       | −0.234       | 6.565        | 6.057        | 6.222        |
Figure 6: Compressed frame of “BlowingBubbles” using AI coding configuration with QP = 32. Core transforms are the default HEVC DCT, and the low-complexity DCT approximations.

Table 9: MSE and PSNR measurements for compressed frame of “BlowingBubbles” using AI coding configuration with QP = 32.

|               | HEVC DCT |  $\hat{C}_1$ |  $\hat{C}_5$ |  $\hat{C}_9$ |
|---------------|----------|--------------|--------------|--------------|
| MSE-Y         | 30.957   | 31.229       | 31.065       | 30.763       |
| MSE-U         | 13.793   | 13.769       | 13.689       | 14.092       |
| MSE-V         | 9.934    | 10.187       | 10.006       | 9.731        |
| PSNR-Y (dB)   | 33.223   | 33.175       | 33.201       | 33.250       |
| PSNR-U (dB)   | 36.734   | 36.742       | 36.767       | 36.641       |
| PSNR-V (dB)   | 38.159   | 38.050       | 38.128       | 38.249       |
Conclusion

In this work, we proposed a novel class of low-complexity transforms based on the mathematical frameworks introduced by [17, 24, 31, 33, 34]. We have presented a parametrized fast algorithm linked to the introduced 8-point DCT approximations. Based on a multicriteria optimization scheme, we could jointly optimize the coding efficiency metrics and the distance between the candidate transforms to the exact DCT in order to identify the best-performing 8-point approximations. As a result, we obtained fifteen optimal DCT approximations, which were submitted to the JAM scaling method for obtaining novel 16- and 32-point transforms.

The obtained 8-point and scaled transforms were assessed in terms of computational complexity, coding efficiency, and similarity to the DCT. Furthermore, we submitted the introduced 8-, 16- and 32-point transforms to both image and video coding experiments along with extensive comparisons with competing low-complexity DCT approximations. Results show that the proposed DCT approximations can outperform several peering methods in terms of image and video coding quality metrics. We emphasize that the very low complexity of the proposed transforms can be fundamental for efficient hardware implementation in scenarios of limited resources (energy autonomy or processing power) and real-time encoding, as illustrated in the context of wireless visual sensor networks.

Further research in this area can be pursued in terms of deriving low-complexity methods for non-trigonometric transforms, such as discrete wavelet transforms. However, discrete wavelets constitute a fundamentally different approach when compared to usual trigonometric transforms, such as the DCT. Therefore, new tools and comparison procedures are expected to be derived.
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