Game-theoretical approach for opinion dynamics on social networks
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Opinion dynamics on social networks have been received considerable attentions in recent years. Nevertheless, just a few works have theoretically analyzed the condition in which a certain opinion can spread in the whole structured population. In this paper, we propose an evolutionary game approach for a binary opinion model to explore the conditions for an opinion’s spreading. Inspired by real-life observations, we assume that an agent’s choice to select an opinion is not random, but is based on a score rooted both from public knowledge and the interactions with neighbors. By means of coalescing random walks, we obtain a condition in which opinion $A$ can be favored to spread on social networks in the weak selection limit. We find that the successfully spreading condition of opinion $A$ is closely related to the basic scores of binary opinions, the feedback scores on opinion interactions, and the structural parameters including the edge weights, the weighted degrees of vertices, and the average degree of the network. In particular, when individuals adjust their opinions based solely on the public information, the vitality of opinion $A$ depends exclusively on the difference of basic scores of $A$ and $B$. When there are no negative (positive) feedback interactions between connected individuals, we find that the success of opinion $A$ depends on the ratio of the obtained positive (negative) feedback scores of competing opinions. To complete our study, we perform computer simulations on fully-connected, small-world, and scale-free networks, respectively, which support and confirm our theoretical findings.

The spreading of opinions on social networks can be detected in several ways in modern times and to understand related collective behaviors is the focus of research interest in last decades. Several examples can be raised ranging from political elections to fashion and marketing which influence our daily life. Albeit the microscopic process seems to be simple, it is still challenging to find analytical solutions. Our present theoretical approach utilizes the fact that to change an opinion, which can be considered as a decision-making process, depends not only on public information, but also on local interactions. In particular, we introduce an evolutionary game-theoretical approach with which an opinion update depends directly on a score. This score is calculated both from globally reachable public knowledge and also from restricted interactions with neighbors. Our principal goal is to provide theoretical conditions which ensure the spreading of opinion $A$ in a binary opinion model. By means of coalescing random walks, we obtain a theoretical condition and study different cases to identify decisive factors. When only public information is available, the final evolutionary outcome depends exclusively on the difference of basic scores of binary opinions. However, when only local interactions without negative (positive) feedbacks with neighbors are considered, an opinion’s final diffusion depends sensitively on the ratio of the obtained positive (negative) feedback scores of competing opinions. For the successful spreading of the opinion this ratio should exceed a critical value, which depends on the degree values of nodes on unweighted networks. For a more comprehensive study, we have checked interaction graphs with different topologies and confirmed our theoretical predictions by computer simulations.

1. INTRODUCTION

Because of its paramount importance in several social phenomena, the study of opinion dynamics in structured populations has become an intensively studied research area in the last decades [1–7]. In order to study the evolution and diffusion of opinions among interacting agents, a huge variety of mathematical models have been proposed [8–17]. In general, these models can be divided into two main categories: the first branch assumes discrete opinion model in which individuals take the discrete opinion values, like voter model [12], majority rule model [13], or Sznajd model [14]. The other approach uses continuous opinion models in which continuously distributed opinion values are considered, including Deffuant model [15], HK model (Hegselmann-Krause model) [16,17], and so on.

It is worth mentioning that the above mentioned models have provided theoretical paradigms for studying opinion dynamics on social networks. In a realistic world, when an individual chooses or changes a certain opinion, his/her choice would be affected by the actions of neighbors. Accordingly there exists opinion interaction between two connected individuals [18,20]. Generally, individuals tend to make a rational choice and prefer to choose the opinion which can induce positive interactions with neighbors. From this view-
point, how to choose an opinion can be regarded as a decision-making process with strategic interactions [20]. In general, this is a missing feature from previous theories, and thus it is meaningful to characterize the microscopic process of opinion choice in the mentioned way [20][26]. Evolutionary game theory, as a powerful mathematical tool, can be used to achieve this goal. Recently, some related efforts have been made along this research path. For example, Di Mare and Latora studied how to use game theory in the modeling of opinion formations in a way to simulate the basic interaction mechanisms between two individuals and particularly have shown how opinion formation can be obtained by just changing the rules of the game [20]. Subsequently, Yang proposed a consensus model of binary opinion in the framework of evolutionary games and studied how the necessary time to reach a consensus state can be reduced [23]. It is found that there exists an optimal cost-benefit ratio in the game leading to the shortest consensus time. Furthermore, Zhou et al. introduced conformity-driven teaching ability into the evolutionary process of opinion dynamics [24]. By means of computer simulations, they found that when the teaching ability strongly depends on the conformity, the consensus time can be shortened significantly. On the other hand, Zino et al. proposed a novel model that captures the coevolution of actions and opinions on social networks and considers the interplay between the dynamics of actions and opinions. To be more specific, each agent updates his/her opinion, depending on the opinions shared by others, the actions observed on the network, and possibly an external influence source [25]. However, the mentioned work does not take into account the microscopic opinion updating with strategic interactions. It is worth pointing out that most of previously related works are based on computer simulations and thus far a few studies have tried analytical calculations to identify the theoretical conditions of successful spreading of opinion in a structured population.

In this work, we thus would like to analyze the evolutionary process of opinion spreading on social networks theoretically where we integrate the evolutionary game approach. Accordingly, we consider binary opinion and assume that each individual can choose one of the two opinions $A$ and $B$. When an individual chooses an opinion, he/she can obtain a basic score based on the available public information. This may correspond to the phenomena in human society that, for example, when a person wants to choose between two unknown vacation places for a vacation plan. For a better decision, he/she will first make a basic evaluation of the potential destinations based on public information available from tourist brochures in the Internet and public opinions in some social platforms. Based on these public information, he/she will have some different preferences about the two vacation places. Alternatively, one can represent the preference on each option by a basic score value. In addition, the opinion choice of individuals are also influenced by the actions of their neighbors or friends. We therefore also assume that individuals can interact with each others via pairwise interactions [27]. In particular, when an individual interacts with a neighbor who shares the same opinion, our agent receives a positive score due to a positive supporting feedback effect. Otherwise, our agent gets a negative score because of the conflicting decisions which can be implemented as a negative feedback. This is a psychologically reasonable assumption because the positive score received from an interaction with akin neighbor expresses a sense of belonging to the same group, and the negative score represents a stress of nonconformity [28][31]. This argument establishes a certain interaction of neighboring agents that can be handled in the framework of a game-theoretical model [32][35]. Having considered the mentioned interactions, the final score can be calculated which determines how an agent updates personal opinion. In general, we can say that during the evolutionary process individuals will imitate neighboring opinions which provide higher individual score for them and prefer to choose a neighbor who has a higher level of intimacy with them to follow [23][36].

Based on the above description, we propose an evolutionary game-theoretical model of binary opinions on social networks and accordingly study the evolution of binary opinions with strategic interactions. Indeed, one crucial quantity for studying evolutionary dynamics of binary opinions on networks is the fixation probability $\rho_A$ of opinion $A$, which means the probability that individuals with opinion $A$ take over the whole structured population given that initially an individual at a vertex is chosen randomly to have opinion $A$ in a population of individuals with opinion $B$. We would like to point out that initially a node in the network is randomly selected to be the seeding node and the opinion is set to $A$. By means of using evolutionary game theory, we derive the formula of fixation probability of opinion $A$ by calculating coalescence times [37][40], and obtain the condition in which opinion $A$ can be favored to spread in the weak selection limit. We find that whether opinion $A$ can diffuse or not depends on the score parameters we considered, the edge weights, the weighted degrees of vertices, and the average degree of the network. Particularly, when individuals only adjust their opinions based on the basic score derived from the information of public knowledge, we find that the success spreading of opinion $A$ depends solely on the difference of basic scores of $A$ and $B$. Besides, we consider the special case of our game model in which the negative (positive) feedback effects of strategic interactions of opinions are ignored and the two basic scores about opinion $A$ and $B$ are the same for the evolution of binary opinions. Then we find that opinion $A$ can be favored in the weak selection limit if the ratio of positive (negative) scores of competing opinions exceeds a critical value. We finally carry out computer simulations on fully-connected, small-world, and scale-free networks to confirm the robustness of our theoretical predictions.

The rest of this paper is structured as follows. We first introduce the basic definition and construct our model in Section 2. Then, we obtain the condition in which opinion $A$ can be favored to spread under weak selection and carry out simulations to validate our theoretical results in Section 3. Finally, we summarize our conclusions in Section 4.
II. MODEL

We consider a structured population of individuals with size \( N \). The interaction graph is represented by a weighted graph \( G \) with edge weight \( \omega_{ij} \geq 0 \), where individuals are located on the nodes and interactions with neighbors are linked by edges as shown in Fig. 1(a). Edge weights characterize the degree of intimacy between individuals on the network. Specifically, if \( \omega_{ij} = 0 \), there is no connection between individual \( i \) and \( j \), and no interaction occurs between them. While if \( \omega_{ij} > 0 \), individual \( i \) and \( j \) are connected and can interact with each other. Here, graph \( G \) is undirected and self-loops are not allowed. The weighted degree of vertex \( i \) is indicated by \( \omega_i = \sum_{j \in G} \omega_{ij} \) and the total weighted degree value of all vertices is expressed as \( W = \sum_{i \in G} \omega_i = \sum_{i,j \in G} \omega_{ij} \).

During the evolutionary process, each individual will choose between the optional opinions \( A \) and \( B \), which are marked as \( 1 \) and \( 0 \), respectively. In this way, a particular state of all individuals can be represented by a vector \( \mathbf{s} = (s_i)_{i \in G} \), where \( s_i \in \{0, 1\} \) denotes the opinion that individual \( i \) chooses. When an individual chooses an opinion, we assume that he/she can obtain a basic score about the chosen opinion based on the information of public knowledge, which is set as \( \delta_A \) for opinion \( A \) and \( \delta_B \) for opinion \( B \). Here, the basic score is derived from the information of public knowledge. Alternatively, we use the basic score value to represent the preference strength on each opinion. Besides, we assume that each individual has the identical basic score on the same opinion. In addition, each individual with the chosen opinion can interact with his/her neighbors via pairwise interactions [41]. Such interactions can induce some feedback scores for all individuals. To be specific, we assume that when an individual with opinion \( A(B) \) interacts with a neighbor who shares the same opinion \( A(B) \), he/she can receive a positive score \( a \) (\( d \)) due to the positive feedback effect. Otherwise, when an individual with opinion \( A(B) \) interacts with a neighbor having the opposite opinion \( B(A) \), he/she gets a negative score \( b \) (\( c \)). Here, we use these feedback scores to characterize the opinion interactions between two connected individuals. The score matrix for the pairwise interactions [32–35] between two individuals can be thus described as

\[
\begin{pmatrix}
A & B \\
A & (a & b) \\
B & (c & d)
\end{pmatrix},
\]

(1)

where the \( a \) and \( d \) matrix elements are positive representing positive feedback score values, while elements \( b \) and \( c \) are negative because of adverse response. Accordingly, each individual interacts with the neighbors and can obtain an accumulative score as the evaluation result on local opinion interactions with all the neighbors.

After interacting with all nearest neighbors, each individual \( i \) receives a total score \( f_i(s) \), which represents the overall evaluation of the chosen opinion of individual \( i \), taking into account public information and feedback from interactions with neighbors. Hence the total score \( f_i(s) \) is expressed as the sum of the basic score and the accumulative scores from opinion interactions, given as

\[
f_i(s) = s_i \delta_A + (1 - s_i) \delta_B + P_i(s),
\]

(2)

where \( P_i(s) \) represents the edge-weighted accumulated score value of individual \( i \) in state \( s \). Here, \( P_i(s) \) means that the score values obtained from neighbors are multiplied by the corresponding edge weights and then summed, as illustrated in Fig. 1(b), which depicts opinion interactions of individual \( i \) with neighbors. Accordingly, \( P_i(s) \) can be written as

\[
P_i(s) = W \pi_s \left( a s_i s_i^{(1)} + b s_i \left( 1 - s_i^{(1)} \right) \right) + W \pi_s \left( c (1 - s_i) s_i^{(1)} + d (1 - s_i) \left( 1 - s_i^{(1)} \right) \right) = W \pi_s \left( (a - b - c + d) s_i s_i^{(1)} + (b - d) s_i \right) + W \pi_s \left( (c - d) s_i^{(1)} + d \right),
\]

(3)

where \( s_i^{(1)} = \sum_{j=1}^N p_{ij} s_j \) describes the expected type of nearest neighbors of individual \( i \), \( p_{ij} = \omega_{ij}/\omega_i \) represents the probability of the step from \( i \) to \( j \) for a random walk on \( G \), and \( \pi_s = \omega_i/W \) can be understood as the stationary probability of \( i \) in the stationary distribution of random walks on \( G \) [40].

Furthermore, we have

\[
f_i(s) = W \pi_s \left( (a - b - c + d) s_i s_i^{(1)} + (b - d) s_i \right) + W \pi_s \left( (c - d) s_i^{(1)} + d \right) + s_i \delta_A + (1 - s_i) \delta_B.
\]

(4)

Subsequently, each individual \( i \) can update his/her opinion choice based on the total score information. By following previous studies about binary opinions [23–24], the microscopic updating procedure of opinions on networks is governed by the “pairwise comparison” updating in our study [41–44]. To be specific, individual \( i \) first selects a neighbor as the model player proportionally to the edge weights and accordingly neighbor \( j \) is chosen with probability \( p_{ij} \). Then individual \( i \) imitates the opinion of the chosen neighbor \( j \) with probability \( F(s_i, s_j) \), given as

\[
F(s_i, s_j) = \frac{1}{1 + \exp[-\beta (f_j(s) - f_i(s))]}.
\]

(5)

where \( \beta \) denotes the intensity of selection. For \( \beta \rightarrow 0 \), the selection is weak [45–46], which means that the score value is only a small perturbation to the neutral drift that is a baseline at \( \beta = 0 \) [47]. In contrast, for \( \beta \rightarrow +\infty \) limit the selection is strong in the sense that individual \( i \) will deterministically imitate the opinion of his/her neighbors with higher score values [48–51]. Under the pairwise comparison updating procedure in our model, the opinion with higher scores held by neighbors are more likely be imitated, but the reversed process may also happen with a low probability. Hence, this so-called weak selection assumption which we consider in this study is reasonable, because beside currently discussed score, the imitation randomness or error is also considered in this case, which is reported in the spreading process of realistic situations [19].
III. RESULTS

Based on the above description, we can consider the evolutionary process as a continuous-time Markov chain \( \langle S(t) \rangle_{t \geq 0} \) and call it as evolutionary Markov chain, in which state transitions occur via imitation events \([40, 52]\). We indicate the imitation event that individual \( i \) randomly imitates the opinion of neighboring \( j \) by \( j \rightarrow i \). Accordingly, the \( j \rightarrow i \) event occurs with probability \( R[j \rightarrow i] \), given as

\[
R[j \rightarrow i] = p_{ji} F(s_i, s_j).
\]  

(6)

Hence the probability that individual \( i \) keeps the original opinion is given as

\[
R[i \rightarrow i] = 1 - \sum_j p_{ij} F(s_i, s_j).
\]  

(7)

The evolutionary Markov chain in our model will be absorbed in one of the two states: all-\( A \) and all-\( B \), which represent the fixation of \( A \) and \( B \), respectively. Notably, the system spends only a short intermediate time in mixed states \([52]\). Here, we focus on the fixation probability \( \rho_A \) of opinion \( A \) under weak selection \([40]\), which represents the probability that the population state eventually reaches the absorbing state of all-\( A \) from an initial state \( s_0 \) in which there are only one individual with opinion \( A \) and \( N - 1 \) individuals with opinion \( B \). We can obtain the mathematical expression of fixation probability \( \rho_A \) (for detailed derivations see Appendix), given as

\[
\rho_A = \frac{1}{N} + \beta \langle D'(s) \rangle_u^o + o(\beta^2),
\]  

(8)

where \( D'(s) \) is the first-order term of the Taylor-expansion of \( D(s) \) at \( \beta = 0 \) and \( D(s) \) represents the instantaneous rate of change in the degree-weighted frequency of opinion \( A \) from state \( s \). Here \( \langle D'(s) \rangle_u^o \) is expressed as

\[
\langle D'(s) \rangle_u^o = \frac{W}{2} (b - d) \sum_{i,j} \pi_{ij}^2 \langle s_i^2 - s_is_j \rangle_u^o
\]

\[
+ \frac{W}{2} (a - b - c + d) \sum_{i,j,k} \pi_{ij}^2 \pi_{jk} \langle s_i^2 s_k - s_is_j s_k \rangle_u^o
\]

\[
+ \frac{W}{2} (c - d) \sum_{i,j,k} \pi_{ij}^2 \pi_{jk} \langle s_is_k - s_j^2 \rangle_u^o
\]

\[
+ \frac{Wd}{2} \sum_{i,j} \pi_{ij}^2 \langle s_i - s_j \rangle_u^o
\]

\[
+ \frac{\delta_A - \delta_B}{2} \sum_{i,j} \pi_{ij} \langle s_i^2 - s_is_j \rangle_u^o,
\]

(9)

and

\[
\langle s_is_j \rangle_u^o = \int_0^\infty E_u^o[S(t)S_j(t)]dt.
\]  

(10)

For calculating the quantities in Eq. \([9]\), we use the concept of coalescence times which will be introduced in the next sub-section.

A. Coalescing random walks

In order to calculate \( \langle s_i \rangle_u^o, \langle s_is_j \rangle_u^o \), and \( \langle s_is_j s_k \rangle_u^o \), we consider coalescing random walks on graphs \([37, 38, 40, 53]\). Coalescing random walks on graph \( G \) are defined as a collection of random walks, which is a process corresponding to tracing backwards ancestors. Specifically, if individual \( i \) imitates the opinion of neighboring \( j \) at a certain step during the evolutionary process, then individual \( j \) is called the “ancestor” of individual \( i \) at that corresponding step.

During the evolutionary process in our model, individual \( i \) imitates the opinion of individual \( j \) under neutral drift (\( \beta = 0 \)) with probability \( p_{ij} = p_{ij} (1+\exp(-\beta [f_j(s_j) - f_i(s_i)]) = \frac{1}{2}p_{ij} \) when \( j \neq i \), hence individual \( i \) keeps the original opinion with probability \( p_{ii} = 1 - \sum_j p_{ij} = 1 - \sum_j \frac{1}{2}p_{ij} = \frac{1}{2} \). Therefore, a new graph \( G' \) can be generated based on graph \( G \), on which self-loops are introduced due to the possible opinion keeping by some individuals. We can then note that for a random walk on \( G' \), at each time step, \( \tilde{p}_{ij} = \frac{1}{2}p_{ij} \) for \( j \neq i \), and a step from \( i \) to \( j \) is taken with probability \( p_{ij} = \frac{1}{2} \).

Hence, the case under neutral drift in our model is dual to the continuous-time coalescing random walks on \( G' \) as depicted in Fig. 1(c) and (d). Furthermore, we need to consider one-, two-, and three-dimensional coalescing random walks on \( G' \) to calculate the values of \( \langle s_i \rangle_u^o, \langle s_is_j \rangle_u^o \), and \( \langle s_is_j s_k \rangle_u^o \), respectively.

B. One-dimensional coalescing random walks

For one-dimensional coalescing random walks on \( G' \), we assume that there is a walker \( X(t) \) where \( t \geq 0 \), which occupies an arbitrary vertex \( i \) at the initial time, i.e., \( X(0) = i \). At each time step, \( X(t) \) takes a random step on \( G' \). Each step is taken with the probability corresponding to the rate at which the imitation event occurs in the continuous-time evolutionary process.

As stated above, the case under neutral drift in our model is dual to the continuous-time coalescing random walks on \( G' \). We thus can use the following equation to illustrate the duality relationship: for any initial state \( s_0 \) and any two types of opinions \( m, n \in \{1, 0\} \),

\[
P_{s_0}^o [S_i(t) = m] = P_{s_0}^{CRW} [X(t) = m],
\]  

(13)

where \( P_{s_0}^o [\cdot] \) denotes the probability value in the neutral evolutionary process started from state \( s_0 \), and \( P_{s_0}^{CRW} [\cdot] \) represents the probability value in one-dimensional coalescing random walks started from \( i \). Eq. \([13]\) means that in the neutral case
of evolutionary process, the probability of individual $i$ with
type $m$ is the same to the probability that the walker $X(t)$
steps to the ancestor of individual $i$ at time $t$ in the coalescing
random walks started from $i$. In other words, the type of indi-
vidual $i$ at time $t$ is identical to the type of his/her ancestor at
the initial state.

For a special initial state $s_0$ satisfying $(s_0)_i = 1$ and $(s_0)_k =
0$ for all $k \neq i$, according to Eq. (13) we have

$$E_{s_0}^\circ [S_i(t)] = P_{s_0}^\circ [S_i(t) = 1] = P_i^{\text{CRW}}[X(t) = 1] = P_i^{\text{CRW}}[X(t) = l],$$

(14)

where $E_{s_0}^\circ$ denotes the expectation in the neutral evolu-
tionary process started from state $s_0$.

We now define a probability distribution $u$ over all states $s$, assigning probability $\frac{1}{N}$ to the special states in which there is
only one vertex with opinion $A$, and probability zero to other
states. When the initial state is sampled from the probability
distribution $u$, according to Eq. (14) we have

$$E_u^\circ [S_i(t)] = \frac{1}{N} \sum_l P_i^{\text{CRW}}[X(t) = l] = \frac{1}{N}. \quad \text{(15)}$$

Furthermore, we obtain $\langle s_i \rangle_u$ as

$$\langle s_i \rangle_u = \int_0^\infty E_u^\circ [S_i(t)] dt = \int_0^\infty \frac{1}{N} dt. \quad \text{(16)}$$

C. Two-dimensional coalescing random walks

For two-dimensional coalescing random walks on $G'$, we consider continuous- and discrete-time versions, respec-
tively [40]. In the continuous-time coalescing random walks, we assume that there are two walkers $(X(t), Y(t))_{t \geq 0}$, which occupy arbitrarily chosen $i$ and $j$ vertices at the initial time, i.e., $X(0) = i$ and $Y(0) = j$. At each time step, they walk independently until they meet for the first time (coal-
ence). The first meeting time in two-dimensional coalescing random walks on $G'$ is denoted by $T_{\text{coal}}^{(2)}$. After this time, they walk
together, that is, $X(t) = Y(t)$ for all $t > T_{\text{coal}}^{(2)}$. We define $P_{(i,j)}^{\text{CRW}}[]$ and $E_{(i,j)}^{\text{CRW}}[]$ to respectively represent the probabilities and expectations in continuous-time coalescing random walks started from $i$ and $j$.

In the discrete-time coalescing random walks, we also as-
sume that there are two walkers $(X(t), Y(t))_{t \geq 0}$, which occupy randomly chosen $i$ and $j$ vertices at the initial time, i.e., $X(0) = i$ and $Y(0) = j$. Unlike continuous-time coalescing random walks, at each time step if $X(t) \neq Y(t)$, then one of $X(t)$ and $Y(t)$ will be randomly chosen to make a random step until their time of coalescing. If $X(t) = Y(t)$, they will take the same step at the next time step. We define $P_{(i,j)}^{\text{CRW}}[]$ and $E_{(i,j)}^{\text{CRW}}[]$ to respectively represent the probabilities and expectations in discrete-time and two-dimensional coalescing random walks on $G'$ started from $i$ and $j$.

Obviously, it can be seen that in the continuous-time ver-
sion two steps are taken per unit time, while in the discrete-
time version one step is taken every time step. In the discrete-
time coalescing random walk started from $i$ and $j$, the ex-
pected coalescence time is defined by $\tau_{ij} = \frac{E_{(i,j)}^{\text{CRW}}[T_{\text{coal}}^{(2)}]}{2}$. Due to the different numbers of steps per unit time between the two versions, we obtain the expected coalescence time in continuous-time coalescing random walks $E_{(i,j)}^{\text{CRW}}[T_{\text{coal}}^{(2)}] = \tau_{ij}/2$. Due to the fact that the neutral drift case of our model is
dual to the continuous-time coalescing random walks on $G'$, for any initial state $s_0$ and any two types of opinions $m, n \in \{1, 0\}$ we have

$$P_{s_0}^\circ [S_i(t) = m, S_j(t) = n] = P_{(i,j)}^{\text{CRW}}[(s_0)_X(t) = m, (s_0)_Y(t) = n], \quad \text{(17)}$$

which indicates that the types of individual $i$ and $j$ at time $t$
in the evolutionary process under neutral drift are the same to
their corresponding ancestors at the initial state.

Furthermore, we consider a special initial state $s_0$ satisfying
$(s_0)_i = 1$ and $(s_0)_k = 0$ for all $k \neq i$. According to Eq. (17), we have

$$E_{s_0}^\circ [S_i(t)S_j(t)] = P_{s_0}^\circ [S_i(t) = 1, S_j(t) = 1] = P_{(i,j)}^{\text{CRW}}[X(t) = Y(t) = l] = P_{(i,j)}^{\text{CRW}}[T_{\text{coal}}^{(2)} < t, X(t) = l]. \quad \text{(18)}$$

When the initial state is sampled from the probability distribu-
tion $u$, we have

$$E_u^\circ [S_i(t)S_j(t)] = \frac{1}{N} \sum_l P_{(i,j)}^{\text{CRW}}[T_{\text{coal}}^{(2)} < t, X(t) = l] = \frac{1}{N} P_{(i,j)}^{\text{CRW}}[T_{\text{coal}}^{(2)} < t], \quad \text{(19)}$$

where the second equality can be derived by the law of total probability.

Based on the calculation of $E_u^\circ [S_i(t)S_j(t)]$, we can have

$$\langle \frac{1}{N} - s_is_j \rangle_u^\circ = \int_0^\infty \left( \frac{1}{N} - E_u^\circ [S_i(t)S_j(t)] \right) dt = \frac{1}{N} \int_0^\infty \left( 1 - P_{(i,j)}^{\text{CRW}}[T_{\text{coal}}^{(2)} < t] \right) dt = \frac{1}{N} E_{(i,j)}^{\text{CRW}}[T_{\text{coal}}^{(2)}] = \frac{\tau_{ij}}{2N}. \quad \text{(20)}$$

where $\tau_{ij}/2$ denotes the expected coalescence time of continuous-time coalescing random walks.

Accordingly, we obtain the expression of $\langle s_is_j \rangle_u^\circ$ as

$$\langle s_is_j \rangle_u^\circ = \int_0^\infty \frac{1}{N} dt - \frac{\tau_{ij}}{2N}. \quad \text{(21)}$$
The expected coalescence time \( \tau_{ij} \) of two-dimensional and discrete-time coalescing random walks started from \( i \) and \( j \) satisfies the recurrence relation

\[
\tau_{ij} = \begin{cases} 
0 & i = j \\
1 + \frac{1}{2} \sum_{x \in G} \left( \tilde{p}_{ix} \tau_{xj} + \tilde{p}_{jx} \tau_{ix} \right) & i \neq j,
\end{cases}
\]

where Eq. (22) is a system of \( \binom{N}{2} \) linear equations.

### D. Three-dimensional coalescing random walks

Similar to the two-dimensional case, for three-dimensional coalescing random walks on \( G' \) we also consider continuous- and discrete-time versions. In the continuous-time coalescing random walks, we assume that there are three walkers \( (X(t), Y(t), Z(t))_{t \geq 0} \), which occupy randomly chosen \( i \), \( j \), and \( k \) vertices at the initial time, i.e., \( X(0) = i \), \( Y(0) = j \), and \( Z(0) = k \). At each time step, they walk independently until they meet for the first time. The first meeting time is represented by \( T_{\text{coal}}^{(3)} \). After this time, they will walk together, i.e., \( X(t) = Y(t) = Z(t) \text{ for } t > T_{\text{coal}}^{(3)} \). Particularly, if any two of them meet before \( T_{\text{coal}}^{(3)} \), then the two walkers who have met will walk together afterwards. We define \( P_{\text{CRW}}^{(i,j,k)}[\cdot] \) and \( E_{\text{CRW}}^{(i,j,k)}[\cdot] \) to respectively denote the probabilities and expectations in the continuous-time and three-dimensional coalescing random walks on \( G' \) started from \( i \), \( j \), and \( k \).

For discrete-time coalescing random walks, we assume that there are three walks \((X(t), Y(t), Z(t))_{t \geq 0}\), which occupy arbitrary three \( i \), \( j \), and \( k \) vertices at the initial time, i.e., \( X(0) = i \), \( Y(0) = j \), and \( Z(0) = k \). Unlike continuous-time coalescing random walks, at each time step if \( X(t), Y(t), \) and \( Z(t) \) occupy different vertices, one of \( X(t), Y(t), \) and \( Z(t) \) will be randomly chosen to make a random step until their time of coalescing. Particularly, if any two of them meet before coalescing, then these walkers stay together. Evidently, if \( X(t) = Y(t) = Z(t) \), they all stay together in the following time. As previously, here we define \( P_{\text{CRW}}^{(i,j,k)}[\cdot] \) and \( E_{\text{CRW}}^{(i,j,k)}[\cdot] \) to respectively represent the probabilities and expectations in the discrete-time and three-dimensional coalescing random walks on \( G' \) started from \( i \), \( j \), and \( k \).

Obviously, it can be seen that in a continuous-time three-dimensional coalescing random walk three steps are taken per unit time, while in a discrete-time coalescing random walk one step is taken every time. In the discrete-time version, the expected coalescence time \( \tau_{ijk} \) of three-dimensional coalescing random walks started from \( i \), \( j \), and \( k \) is defined by

\[
\tau_{ijk} = E_{\text{CRW}}^{(i,j,k)}[T_{\text{coal}}^{(3)}].
\]

Since the different numbers of steps per unit time between two versions, we obtain the expected coalescence time in continuous-time coalescing random walks

\[
P_{\text{CRW}}^{\circ}[S_i(t) = m, S_j(t) = n, S_k(t) = m] = P_{(i,j,k)}^{\circ}[S_i(t) = m, S_j(t) = n, S_k(t) = m],
\]

where Eq. (28) is a system of \( \binom{N}{3} \) linear equations.

\[
E_{\text{CRW}}^{\circ}[S_i(t) = m, S_j(t) = n, S_k(t) = m] = P_{(i,j,k)}^{\circ}[X(t) = Y(t) = Z(t) = l] = P_{(i,j,k)}^{\text{continuous}}[T_{\text{coal}}^{(3)} < t, X(t) = l].
\]

If the initial state is chosen from \( u \), according to Eq. (24) we obtain

\[
E_{\text{CRW}}^{\circ}[S_i(t)S_j(t)S_k(t)] = \frac{1}{N} \sum_{l} P_{(i,j,k)}^{\text{continuous}}[T_{\text{coal}}^{(3)} < t, X(t) = l]
\]

Based on the calculation of \( E_{\text{CRW}}^{\circ}[S_i(t)S_j(t)S_k(t)] \), we can have

\[
\left\langle \frac{1}{N} - s_i s_j s_k \right\rangle_{\text{u}}^\circ = \int_0^\infty \left( \frac{1}{N} - E_{\text{u}}^\circ[S_i(t)S_j(t)S_k(t)] \right) dt = \frac{1}{N} \sum_{l} \left( 1 - P_{(i,j,k)}^{\text{continuous}}[T_{\text{coal}}^{(3)} < t] \right) dt
\]

\[
= \frac{1}{N} E_{\text{CRW}}^{(i,j,k)}[T_{\text{coal}}^{(3)}] = \frac{\tau_{ijk}}{3N}.
\]

Accordingly we obtain the mathematical expression of \( \langle s_i s_j s_k \rangle_{\text{u}}^\circ \) as

\[
\langle s_i s_j s_k \rangle_{\text{u}}^\circ = \int_0^\infty \frac{1}{N} dt - \frac{\tau_{ijk}}{3N}.
\]

The expected coalescence time \( \tau_{ijk} \) of discrete-time and three-dimensional coalescing random walks started from \( i \), \( j \), \( k \) satisfies the recurrence relation

\[
\tau_{ijk} = \begin{cases} 0 & i = j = k \\
1 + \frac{1}{3} \sum_{x \in G} \left( 2\tilde{p}_{ix} \tau_{xjx} + \tilde{p}_{jx} \tau_{ixx} \right) & i = j \neq k \\
1 + \frac{1}{3} \sum_{x \in G} \left( \tilde{p}_{ix} \tau_{xjj} + 2\tilde{p}_{jx} \tau_{ixx} \right) & i \neq j \neq k \\
1 + \frac{1}{3} \sum_{x \in G} \left( \tilde{p}_{ix} \tau_{xjk} + \tilde{p}_{jx} \tau_{xks} + \tilde{p}_{kx} \tau_{ijx} \right) & i \neq j \neq k,
\end{cases}
\]

where Eq. (28) is a system of \( \binom{N}{3} \) linear equations.
E. Condition for $\rho_A > \frac{1}{N}$

Applying Eqs. (3), (16), (21), and (27), we obtain the fixation probability of opinion $A$ under weak selection as

$$\rho_A = \frac{1}{N} + \beta \langle D'(s) \rangle_w^0 + o(\beta^2),$$

(29)

where

$$\langle D'(s) \rangle_w^0 = \frac{W}{2} \left( a - b - c + d \right) \sum_{i,j,k} \pi_i^2 \pi_j \pi_{ij} p_{ij} \frac{\tau_{ijk} - \tau_{iik}}{3N}$$

$$+ \frac{W}{2} \left( b - d \right) \sum_{i,j} \pi_i^2 \pi_j \frac{\tau_{ij} - \tau_{iik}}{2N}$$

$$+ \frac{W}{2} \left( c - d \right) \sum_{i,j,k} \pi_i^2 \pi_j \pi_{ik} \frac{\tau_{ijk} - \tau_{ik}}{2N}$$

$$+ \frac{\delta_A - \delta_B}{2} \sum_{i,j} \pi_j \pi_{ij} \frac{\tau_{ij}}{2N}. \tag{30}$$

For neutral selection, i.e., $\beta = 0$, each individual imitates the opinion of the chosen neighbor with probability 0.5 and accordingly the fixation probability of opinion $A$ is $1/N$. Note that the case of neutral selection serves as a reference point [40]. In other words, if the fixation probability for $\beta \to 0$ is larger than $1/N$ for $\beta = 0$, a single individual with opinion $A$ will invade and take over a population of individuals with opinion $B$. Hence opinion $A$ is favored to spread under weak selection, if and only if $\rho_A > \frac{1}{N}$, i.e.,

$$\langle D'(s) \rangle_w^0 > 0. \tag{31}$$

From the above inequality, we can see that the successfully spreading condition is closely related to the basic scores of binary opinions, the feedback scores, and the structural parameters. Note that, in Eq. (30), $\pi_i = \frac{\omega_i}{\bar{w}}$, where $\omega_i$ represents the weighted degree of vertex $i$ and $W$ is the sum of the weighted degrees of all vertices. In addition, $W$ can be expressed as $W = N \bar{w}$, where $\bar{w}$ denotes the average degree of the network, $p_{ij} = \frac{\omega_{ij}}{\bar{w}}$, where $\omega_{ij}$ describes the edge weight. Therefore, the condition is closely related to the structural parameters including the edge weights, the weighted degrees of vertices, and the average degree of the network.

F. Theoretical results for representative cases

In this subsection, we consider three special but representative cases. For each case, we aim to derive the condition in which opinion $A$ is favored in the weak selection limit.

Case I: We consider that individuals adjust their opinions only according to the basic evaluation score derived from the information of public knowledge. In other words, the positive and negative feedback scores from pairwise interactions are all zero, i.e., $a = b = c = d = 0$. In this case, we find that opinion $A$ is favored under weak selection if and only if

$$\langle D'(s) \rangle_u^0 = \frac{\delta_A - \delta_B}{2} \sum_{i,j} \pi_j \pi_{ij} \frac{\tau_{ij} - \tau_{iik}}{2N} > 0. \tag{32}$$

It can be seen that since $\sum_{i,j} \pi_j \pi_{ij} \tau_{ij} > 0$, thus whether opinion $A$ can be favored to spread or not depends entirely on the difference of basic scores of $A$ and $B$. To be specific, opinion $A$ is favored if and only if $\delta_A > \delta_B$.

Case II: We consider that $\delta_A = \delta_B$ and $b = c = 0$. In this case, individuals adjust their opinions merely based on the positive feedback scores. Accordingly, we can obtain the mathematical condition in which opinion $A$ is favored, given as

$$\frac{a}{d} > \left( \frac{\alpha}{\beta} \right)^*$$

$$= \frac{3 \sum_{i,j} \pi_i^2 \pi_j \pi_{ij} (\tau_{ij} - \tau_{iik})}{2 \sum_{i,j,k} \pi_i^2 \pi_j \pi_{ik} (\tau_{ijk} - \tau_{iik})} - 1, \tag{33}$$

which implies that when the ratio of the obtained positive scores of competing opinions exceeds the critical value $\left( \frac{\alpha}{\beta} \right)^*$, opinion $A$ is favored to spread on the networks. Note that the critical value $\left( \frac{\alpha}{\beta} \right)^*$ depends on the structural parameters including the edge weights and weighted degrees of vertices.

In particular, for unweighed networks we have $\omega_i \in \{0, 1\}$ and $\pi_i = \frac{\omega_i}{N \bar{w}}$, where $\bar{w}$ denotes the degree of vertex $i$. Accordingly, $p_{ij} = \frac{1}{\bar{w}}$ if $\omega_{ij} = 1$, otherwise $p_{ij} = 0$. In this case, Eq. (33) can be simplified to

$$\frac{\alpha}{d} > \left( \frac{\alpha}{\beta} \right)^*$$

$$\frac{3 \sum_{i,j} \omega_{ij} \pi_{ij} \tau_{ij}}{2 \sum_{i,j,k} (\tau_{ijk} - \tau_{iik}) \omega_{ij} \omega_{ik}} + \frac{3 \sum_{i,j,k} (\tau_{ijk} - \tau_{iik}) \omega_{ij} \omega_{ik}}{2 \sum_{i,j,k} (\tau_{ijk} - \tau_{iik})} - 1. \tag{34}$$

According to the above inequality, on unweighed networks we can conclude that the condition of successful spreading of opinion $A$ is related to the degrees of vertices in the networks.

Case III: We also consider the case where negative feedbacks are considered and set that $\delta_A = \delta_B$ and $a = d = 0$. In this case, individuals adjust their opinions only based on the negative feedback scores. Accordingly, we can obtain the mathematical condition in which opinion $A$ is favored to spread, given as

$$\frac{b}{c} > \left( \frac{b}{c} \right)^*$$

$$= \frac{2 \sum_{i,j,k} \pi_i^2 \pi_j \pi_{ik} (\tau_{ijk} - \tau_{iik}) - 3 \sum_{i,j,k} \pi_i^2 \pi_j \pi_{ik} (\tau_{ijk} - \tau_{iik})}{3 \sum_{i,j} \pi_i^2 \pi_j \pi_{ij} - 2 \sum_{i,j,k} \pi_i^2 \pi_j \pi_{ij} (\tau_{ijk} - \tau_{iik})}. \tag{35}$$

which implies that when the ratio of the obtained negative scores of competing opinions exceeds the critical value $\left( \frac{b}{c} \right)^*$, opinion $A$ is favored to spread on the whole network. Note that the critical value $\left( \frac{b}{c} \right)^*$ depends on the edge weights and weighted degrees of vertices.
In particular, for unweighted networks, Eq. (35) can be simplified to

\[
\frac{b}{c} > \frac{2 \sum_{i,j} (\tau_{ijk} - \tau_{iik}) w_{ij} w_{ik}}{3 \sum_{i,j} w_{ij} \tau_{ij} w_{ij} - 2 \sum_{i,j,k} (\tau_{ijk} - \tau_{iik}) w_{ij} w_{ik}}
- \frac{3 \sum_{i,j,k} (\tau_{ijk} - \tau_{iik}) w_{ij} w_{ik}}{3 \sum_{i,j} w_{ij} \tau_{ij} w_{ij} - 2 \sum_{i,j,k} (\tau_{ijk} - \tau_{iik}) w_{ij} w_{ik}}.
\]

According to the above inequality, we can see that on unweighted networks, the condition of successful spreading of opinion $A$ is related to the degree values of vertices in the network.

\section*{G. Simulation Results}

In this subsection, to verify our theoretical results derived from Eq. (32), we carry out Monte Carlo simulations on three representative network structures including fully-connected, NW small-world \cite{54}, and BA scale-free networks \cite{55}. All simulation results are obtained by performing the pairwise comparison updating rule. To reach the expected accuracy, we average the results over $10^4$ independent runs for a specific structure. In each simulation run, all individuals initially choose opinion $B$, except a randomly chosen individual who chooses opinion $A$. The fixation probability is approximated as the fraction of Monte Carlo simulation runs which eventually in all-$A$ state. In Fig. 2 we show the fixation probability multiplied by the system size $N$ as a function of the ratio $a/d$ for the three representative graphs. We find that the fixation probability of $A$ is close to $1/N$ to the greatest extent when $a/d$ reaches the theoretical critical value $(a/d)^*$ indicated by the green dashed vertical line. When the ratio exceeds $(a/d)^*$, the fixation probability is larger than $1/N$, which means that $A$ is favored to spread under weak selection. From Fig. 2 we can see that all simulation results are in good agreement with our numerical results obtained from Eq. (33).

\section*{IV. CONCLUSION}

Our basic motivation in this work is to provide a theoretical framework for a model of opinion dynamics where the microscopic rule of opinion update is based on a score value which is rooted from public knowledge about competing opinions and also depends on the interactions with neighbors. According to the obtained total score, each agent in the population can adjust individual opinion during the evolutionary process. Importantly, we have studied the opinion dynamics on any network structures in the framework of our model. By means of theoretical analysis, we have derived a mathematical expression of fixation probability of opinion $A$ and further obtained the condition in which opinion $A$ is favored under weak selection. We find that whether opinion $A$ is favored or not depends sensitively on the score parameters and the structural parameters including the edge weights, the weighted degrees of vertices, and the average degree of the network. In particular, when individuals adjust their opinions based only on the basic score, the diffusion of opinion $A$ depends on the difference of basic scores of opinion $A$ and $B$. In addition, we consider the special case in which the negative (positive) feedback effects of strategic interactions of opinions are ignored and find that there exists a critical value of the ratio $a/d$ ($b/c$) feedback parameters, above which opinion $A$ is favored under weak selection; interestingly, the value of this critical ratio is related to the edge weights and weighted degrees of vertices in the network and on unweighted networks it depends on the degree values of nodes. To complete our study, we also carry out computer simulations where we use the above specified interaction graphs. These simulation data are in good agreement with our theoretical predictions and confirm the robustness of our findings. We hope that our work will contribute to a deeper understanding of different spreading process on complex networks \cite{50,51,60}.

Recently, game-theoretical approaches have been introduced to study opinion dynamics on social networks \cite{20,26}. It has been proven that the voter model on the evolving network is equivalent to the Moran process on the complete network in fixation probability and can be captured by the replicator equation in evolutionary game theory \cite{26}. These results demonstrate that game-theoretical approaches can pave the way for some challenging problems in opinion dynamics and can provide some game-theoretical insights into opinion formation \cite{26}. Similarly, by means of some elements of the technical approach used for evolutionary games on complex networks \cite{40}, in this work we focus on the process of opinion propagation with strategic interactions. We theoretically obtain the condition in which one opinion can successfully invade a population and show that this result can be applied in different types of structured networks. We believe that our work can also shed some light on how opinion formation happens from a game-theoretical perspective.

Indeed, the basic scores derived from the public knowledge in our model can be regarded as a kind of baseline fitness for opinion $A$ and $B$, hence our work can be a reinterpretation of previous works in evolutionary games from this viewpoint \cite{40,42,61}. However, it is worthy emphasizing that our work focuses on exploring opinion propagation with strategic interactions on social networks by using the game-theoretical approach. Importantly, the components of total score are also based on sociological considerations, which allow us to extend the concept originally used in related works of evolutionary games. To our best knowledge, models of opinion dynamics have never used the information combined from local and global sources, hence our work could potentially open a new research path in this field.

In this study, we mainly focus on the fixation probability in the initial condition where an individual at a vertex is chosen randomly to have opinion $A$ in the sea of individuals with opinion $B$. Indeed, we can investigate the fixation probability in other initial conditions. However, compared with other initial conditions, this initial condition we considered provides a harsher environment for the formation of opinion $A$. Accordingly, in this initial condition we can quantify how an opinion evolves and spreads in the sea of another different opin-
ion through a bottom-up approach in an evolutionary process. Furthermore, using the quantity of the fixation probability in this condition, we can intuitively understand the spreading process in some realistic situations. For example, we can understand how a rumor grows out of nothing and finally spreads in a population and quantify how likely this outcome happens in game-based interactions. We can also understand how a virus spreads among a healthy population and quantify how likely this outcome occurs in game-based interactions.

In addition, we do not consider the issue of fixation time. Indeed, beside the fixation probability, the fixation time depicting the average time until the fixation occurs is another important quantity for studying evolutionary dynamics of binary opinions on social networks. In the framework of evolutionary games on graphs, some previous work have studied the fixation time of competing strategies on graphs [62–69]. For a future study it could be a promising extension to investigate the fixation time based on the theoretical approaches from evolutionary games on graphs.

APPENDIX

In the following, we mainly carry out the derivation of the fixation probability of opinion A. In order to describe the distribution of opinion A in the population in state s, we define the degree-weighted frequency of opinion A as

$$\hat{s} = \sum_{i \in G} \pi_i s_i.$$  \hspace{1cm} (A1)

The degree-weighted frequency of A at time T can be denoted by a random variable $\hat{S}(T)$, given as

$$\hat{S}(T) = \sum_{i \in G} \pi_i S_i(T).$$  \hspace{1cm} (A2)

The weighting $\pi_i$ in Eq. (A2) can be regarded as the reproductive value of vertex $i$ in evolutionary game theory, which quantifies the fixation probability of opinion A under neutral drift [70,73].

We consider the evolutionary Markov chain started from arbitrary initial state $S(0) = s_0 \in \{0, 1\}^G$. According to the Fundamental Theorem of Calculus [40], the expectation of degree-weighted frequency $E_{s_0}[\hat{S}(T)]$ satisfies

$$E_{s_0}[\hat{S}(T)] = \hat{s}_0 + \int_0^T \frac{d}{dt} E_{s_0}[\hat{S}(t)] dt.$$  \hspace{1cm} (A3)

As stated above, the evolutionary Markov chain will be absorbed in the fixation states, all-A or all-B, for any given initial state. Thus, in the limit $T \to \infty$ the expectation of degree-weighted frequency $E_{s_0}[\hat{S}(T)]$ is equivalent to the fixation probability of type A, that is,

$$\rho_{s_0} = \hat{s}_0 + \int_0^\infty \frac{d}{dt} E_{s_0}[\hat{S}(t)] dt.$$  \hspace{1cm} (A4)

In the following part, we will focus on the calculation of $\rho_{s_0}$. The crucial part is the integrand in Eq. (A4). Therefore, a state function $D(s)$ is defined in this section, which describes the expected instantaneous rate of change about degree-weighted frequency of opinion A in state s, exactly corresponding to the differential in the integrand. $D(s)$ satisfies

$$E[\hat{S}(t+\varepsilon) - \hat{S}(t) | S(t) = s] = D(s)\varepsilon + o(\varepsilon) \quad (\varepsilon \to 0^+).$$  \hspace{1cm} (A5)

Substituting Eq. (A5) into Eq. (A4), we obtain

$$\rho_{s_0} = \hat{s}_0 + \int_0^\infty E_{s_0}[D(S(t))] dt.$$  \hspace{1cm} (A6)

Note that it is challenging to compute $\rho_{s_0}$ exactly for arbitrary $s_0$. Therefore we here concentrate on the effects of weak selection on the fixation probability, meaning that $\beta \to 0$. In order to derive the fixation probability $\rho_{s_0}$ under weak selection, i.e., the first order in $\beta$ as $\beta \to 0^+$, we write the Taylor series expansion of $D(s)$ in $\beta$ when $\beta \to 0$ as

$$D(s) = D^\circ(s) + \beta D'(s) + o(\beta^2)$$  \hspace{1cm} (A7)

where $D^\circ(s)$ denotes the value of $D(s)$ under neutral drift ($\beta = 0$). Here, the superscript $\circ$ is used to denote the case of neutral drift. We will show that $D^\circ(s) = 0$ for all $s \in \{0, 1\}^G$ under the pairwise comparison updating in the following part.

The expansion of integrand in Eq. (A6) can be written as

$$E_{s_0}[D(S(t))] = \sum_s P_{s_0}[S(t) = s] D(s)$$

$$= \beta \sum_s P_{s_0}^\circ[S(t) = s] D'(s) + o(\beta^2).$$  \hspace{1cm} (A8)

Substituting Eq. (A8) into Eq. (A6), we obtain the formula of fixation probability under weak selection as

$$\rho_{s_0} = \hat{s}_0 + \beta \int_0^\infty E_{s_0}^\circ[D'(S(t))] dt + o(\beta^2).$$  \hspace{1cm} (A9)

For convenience, we define a new operator $\langle g \rangle_{s_0}$ to abbreviate the expression of fixation probability. Given any initial state $s_0$, for any function $g(s)$ of state s we have

$$\langle g \rangle_{s_0} = \int_0^\infty E_{s_0}^\circ[g(S(t))] dt.$$  \hspace{1cm} (A10)

Hence Eq. (A9) is abbreviated as

$$\rho_{s_0} = \hat{s}_0 + \beta \langle D' \rangle_{s_0} + o(\beta^2).$$  \hspace{1cm} (A11)

In order to derive the formula of fixation probability $\rho_{s_0}$, we have to calculate the expected instantaneous rate of the change in degree-weighted frequency $D(s)$ for state s in the weak
selection limit. If the imitation event that individual \( i \) imitates the opinion of his/her neighbor \( j \) occurs, the degree-weighted frequency \( \hat{s} \) will be changed by \( \pi_i(s_j - s_i) \). Therefore, the expected instantaneous rate of degree-weighted frequency change from state \( s \) is given by

\[
D(s) = \sum_i \pi_i \left( -s_i + \sum_j p_{ij} F(s_i, s_j) s_j + \left( 1 - \sum_j p_{ij} F(s_i, s_j) \right) s_i \right)
\]

\[
= \sum_i \pi_i \left( \sum_j p_{ij} F(s_i, s_j) s_j - \sum_j p_{ij} F(s_i, s_j) s_i \right)
\]

\[
= \sum_i \pi_i \left( \sum_j p_{ij} (s_j - s_i) \right) \left( \frac{1}{2} - \frac{\beta}{4} (f_i(s) - f_j(s)) \right) + o(\beta^2)
\]

\[
= \frac{1}{2} \sum_i \sum_j \sum_i \pi_i p_{ij} s_j - \sum_i \sum_j \sum_i \pi_i p_{ij} s_i + \frac{\beta}{4} \sum_i \sum_j \sum_i \pi_i p_{ij} s_j (f_i(s) - f_j(s)) + \frac{\beta}{4} \sum_i \sum_j \sum_i \pi_i p_{ij} s_j (f_j(s) - f_i(s)) + o(\beta^2)
\]

\[
= \frac{1}{2} \sum_i \pi_i s_i \left( f_i(s) - f_i^{(1)}(s) \right) + o(\beta^2). \tag{A12}
\]

Eq. (A12) implies \( D'(s) = 0 \) for all states \( s \) and here the superscript \( ^{\circ} \) denotes the case of neutral drift \( \beta = 0 \). It can be seen that \( D(s) \) is related to the total score of individual \( i \) and that of his/her one-step neighbor.

According to Eq. \( (A7) \), we have

\[
D'(s) = \frac{1}{2} \sum_i \pi_i s_i \left( f_i(s) - f_i^{(1)}(s) \right). \tag{A13}
\]

Note that the expected total score of the one-step neighbor of individual \( i \) is given by

\[
f_i^{(1)}(s) = \sum_j p_{ij} f_j(s)
\]

\[
= W \sum_j p_{ij} \left( (a - b - c + d) s_j s_j^{(1)} + (b - d) s_j \right) + W \sum_j p_{ij} \left( (c - d) s_j^{(1)} + d \right) + \sum_j p_{ij} s_j \delta_A + \sum_j p_{ij} (1 - s_j) \delta_B.
\]

By substituting Eq. \( (A14) \) into Eq. \( (A13) \) we have

\[
D'(s) = \frac{1}{2} \sum_i \pi_i s_i \left( f_i(s) - f_i^{(1)}(s) \right)
\]

\[
= W \frac{1}{2} \left( a - b - c + d \right) \left( \sum_i \pi_i s_i^2 s_i^{(1)} - \sum_j \sum_j \pi_i p_{ij} s_i s_j s_j^{(1)} \right) + W \frac{1}{2} \left( b - d \right) \left( \sum_i \pi_i s_i^2 - \sum_j \sum_j \pi_i p_{ij} s_i s_j \right) + W \frac{1}{2} \left( c - d \right) \left( \sum_i \pi_i s_i^{(1)} - \sum_j \sum_j \pi_i p_{ij} s_i s_j^{(1)} \right) + \frac{\delta_A - \delta_B}{2} \left( \sum_i \pi_i s_i^2 - \sum_j \sum_j \pi_i p_{ij} s_i s_j \right).
\]

Since random walks have the reversibility property for each \( i, j \in G \) and \( \pi_i p_{ij} = p_{ji} \pi_j \), we have

\[
D'(s) = \frac{1}{2} \sum_i \pi_i s_i \left( f_i(s) - f_i^{(1)}(s) \right)
\]

\[
= W \frac{1}{2} \left( a - b - c + d \right) \left( \sum_i \pi_i s_i^2 s_i^{(1)} - \sum_j \sum_j \pi_i p_{ij} s_i s_j s_j^{(1)} \right) + W \frac{1}{2} \left( b - d \right) \left( \sum_i \pi_i s_i^2 s_i^{(1)} - \sum_j \sum_j \pi_i p_{ij} s_i s_j s_j^{(1)} \right) + W \frac{1}{2} \left( c - d \right) \left( \sum_i \pi_i s_i^{(1)} - \sum_j \sum_j \pi_i p_{ij} s_i s_j^{(1)} \right) + \frac{\delta_A - \delta_B}{2} \left( \sum_i \pi_i s_i^2 - \sum_j \sum_j \pi_i p_{ij} s_i s_j \right),
\]

where \( s_i^{(1)} = \sum_k p_{ik} s_k \) denotes the expected type of the neighbor of individual \( i \). Hence
Accordingly, the fixation probability of $A$ is given by
\[
\rho_{\text{fix}} = s_0 + \beta \langle D'(s) \rangle_u^0 + o(\beta^2). \tag{A18}
\]

We have obtained $\rho_{\text{fix}}$ for any initial state $s_0$. Here we concentrate on the initial state where there is only one individual choosing $A$ in the population. We mainly compute the fixation probability for such a special initial state $s_0$ in which $s_i = 1$ and $s_j = 0$ for all $j \neq i$. Let $u$ be the probability distribution over all states $s$, assigning probability $\frac{1}{N}$ to states in which there is only one vertex with opinion $A$, and probability zero to all other states. Hence, when the initial state $s_0$ of the evolutionary Markov chain is sampled from $u$, the fixation probability of opinion $A$ is given as
\[
\rho_A = \frac{1}{N} + \beta \langle D'(s) \rangle_u^0 + o(\beta^2), \tag{A19}
\]
where
\[
\langle D'(s) \rangle_u^0
\]
\[
= \frac{W}{2} (a - b - c + d) \sum_{i,j,k} \pi_i^2 p_{ij} p_{ik} \langle s_i^2 s_k - s_i s_j s_k \rangle_u^0
\]
\[
+ \frac{W}{2} (b - d) \sum_{i,j} \pi_i^2 p_{ij} \langle s_i^2 - s_i s_j \rangle_u^0
\]
\[
\frac{W}{2} (c - d) \sum_{i,j,k} \pi_i^2 p_{ij} p_{ik} \langle s_i s_k - s_j s_k \rangle_u^0
\]
\[
+ \frac{Wd}{2} \sum_{i,j} \pi_i^2 p_{ij} \langle s_i - s_j \rangle_u^0
\]
\[
+ \frac{\delta_A - \delta_B}{2} \sum_{i,j} \pi_i p_{ij} \langle s_i^2 - s_i s_j \rangle_u^0. \tag{A20}
\]

Here
\[
\langle s_i \rangle_u^0 = \int_0^\infty E_u^0 [S_i(t)] dt, \tag{A21}
\]
\[
\langle s_i s_j \rangle_u^0 = \int_0^\infty E_u^0 [S_i(t) S_j(t)] dt, \tag{A22}
\]
and
\[
\langle s_i s_j s_k \rangle_u^0 = \int_0^\infty E_u^0 [S_i(t) S_j(t) S_k(t)] dt, \tag{A23}
\]
where the subscript $u$ is used to denote the expectation of a quantity, when the initial state of the evolutionary Markov chain is sampled from $u$.
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Fig. 1. Illustration of interaction-based opinion dynamics on weighted graphs. In panel (a), population structure is represented by a weighted and connected graph \( G \) with edge weights \( \omega_{ij} \). In panel (b), individual \( i \) interacts with nearest neighbors and gets an edge-weighted accumulated score in state \( s \), denoted by \( P_i(s) \), which means the sum of scores obtained from each neighbor multiplied by the corresponding edge weight. In panel (c), a new graph \( G' \) is generated based on the graph \( G \). The green arrow on \( G' \) indicates that individual \( i \) imitates the opinion of individual \( j \). The imitation probability is \( p_{ij}F(s_i, s_j) \) for \( j \neq i \), otherwise individual \( i \) maintains the original opinion with probability \( 1 - \sum_k p_{ik}F(s_i, s_k) \), indicated by the self-loop in the figure. In panel (d), individual \( i \) performs coalescing random walks on \( G' \). The arrow in panel (d) indicates that a step from \( i \) to \( j \) is taken with probability \( p_{ij}F(s_i, s_j) \). Here, coalescing random walk is a process of looking for ancestors backward, which is dual to the neutral case in our model.
Fig. 2. The value of fixation probability $\rho_A$ multiplied by the system size $N$ as a function of the ratio $a/d$ for three representative graphs, including complete graph in panel (a), small-world networks with the initial number of neighbors $k = 8$ and edge creation probability $p = 0.4$ in panel (b), and scale-free networks with initial number of nodes $m_0 = 3$ and linking number $m = 3$ in panel (c). The network size is all set to $N = 50$ and all edge weight values are set to 1 or 0. Simulation results are represented by black solid circles and all green vertical dashed lines indicate the critical value $(a/d)^* \text{ obtained from Eq. (33)}. \text{ When the } a/d \text{ value is larger than } (a/d)^*, \text{ opinion } A \text{ is favored. Parameters are: } \delta_A = \delta_B \text{ and } b = c = 0.