Structural characterization of supramolecular hollow nanotubes with atomistic simulations and SAXS†
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Self-assembled nanostructures arise when building blocks spontaneously organize into ordered aggregates that exhibit different properties compared to the disorganized monomers. Here, we study an amphiphilic cyanine dye (C8S3) that is known to self-assemble into double-walled, hollow, nanotubes with interesting optical properties. The molecular packing of the dyes inside the nanotubes, however, remains elusive. To reveal the structural features of the C8S3 nanotubes, we performed atomistic Molecular Dynamics simulations of preformed bilayers and nanotubes. We find that different packing arrangements lead to stable structures, in which the tails of the C8S3 molecules are interdigitated. Our results are verified by SAXS experiments. Together our data provide a detailed structural characterization of the C8S3 nanotubes. Furthermore, our approach was able to resolve the ambiguity inherent from cryo-TEM measurements in calculating the wall thickness of similar systems. The insights obtained are expected to be generally useful for understanding and designing other supramolecular assemblies.

1 Introduction

Cyanine dyes are molecules with extraordinary optical and structural properties, including ultrafast emission, sharp absorption and fast electronic transfer.1–3 These properties make cyanine dyes excellent model systems for fundamental research on exciton transfer and energy transport at the molecular level and have caused a surge of interest in these systems and their applications in fields such as photography,4,5 labelling,6,7 nonlinear optics,8 etc.

Over the past decades, several cyanine dyes that incorporate the chromophore 5,5′,6,6′-tetrachloro-benzimida-carbocyanine and different substituents have been synthesized and studied.9,10 Most of these dyes have the ability to aggregate and form highly ordered supramolecular structures of various shapes and sizes that exhibit different optical properties.11,12 An interesting example is the amphiphilic cyanine dye 3,3′-bis(2-sulfopropyl)-5,5′,6,6′-tetrachloro-1,1′-dioctyl-benzimida-carbocyanine (C8S3). The chemical structure of a single C8S3 monomer can be divided into three parts, the hydrophilic heads, the cyanine dye chromophore (aromatic core) and the hydrophobic tails (Fig. 1A). When solvated in polar solvents, C8S3 monomers spontaneously self-assemble into double-walled tubular aggregates (hollow nanotubes)13 (Fig. 1B).

The driving force for the formation of the C8S3 nanotubes is a combination of intermolecular interactions, where entropic and enthalpic contributions are carefully balanced. The hydrophobic effect determines the orientation of the polar groups toward the solvent on the inside and outside of the nanotube and the non-polar groups toward the interior of the nanotube, whereas electrostatics and π–π stacking create a network of interactions that regulates the position and arrangement of the aromatic cores with respect to each other. The high polarizability of the conjugated system generates strong van der Waals forces (induced dipole interactions) and dense packing of the C8S3 monomers. Additionally, the organized packing leads to special excitation states of the electrons of the aromatic backbone, called Frenkel excitons,14 which are responsible for the optical properties of the C8S3 nanotube and other cyanine dye aggregates in general.

Despite the various experimental data, mainly from cryo-Transmission Electron Microscopy (cryo-TEM),12,15–18 the resolution of the current techniques is not sufficient to reveal the atomistic structural details of the C8S3 nanotubes. On the other hand, theoretical models for the molecular arrangement of the C8S3 monomers reproduce the transition dipole moments of the experimental spectra, but they lack an explicit atomistic description.19–22
Computer simulations, in particular molecular dynamics (MD) simulations, are an invaluable tool to obtain information not accessible by experimental methods and fill the gaps between theory and experiments. Previous MD simulations on the C8S3 nanotubes or other members of the cyanine dye family presented good agreement with experimental results. However, the simulated structures were either not stable or were simulated for short time scales (~10 ns). There are several issues that render the tasks of constructing and performing MD simulations of such systems far from trivial. The first group of issues is related to the dimensions of the aggregates and the arrangement of the monomers. Experiments do not always provide enough information at the same resolution as atomistic simulations. Consequently, it is extremely difficult to estimate accurately the number of C8S3 molecules in the inner and outer wall and construct structures that maintain their designed formation, if the initial number of molecules is not optimal. Since experimental evidence for the packing of C8S3 is not yet available, the packing motifs (e.g., Brickwork, Herringbone, Staircase) are extrapolated from the experimental results based on similar molecules or theoretical models. Furthermore, experimental or theoretical based approaches to construct models provide ideal structures that diminish the presence of disorder and do not necessarily produce either correct or stable structures. The second group of issues is related to the differences between the available force fields in MD simulations that can ultimately produce results that do not converge. Last, the feasible simulated time scales for such large systems are usually inadequate to sample different packing rearrangements and reach the most favourable energy states, especially, if the systems are kinetically trapped in intermediate low energy states.

In this work, we employed MD simulations to shed light on the structural properties of C8S3 nanotubes and on the preferred arrangement of the C8S3 monomers inside the aggregates. To alleviate some of the aforementioned problems, we optimized specific parameters of the standard GROMOS force field by using Quantum Mechanical (QM) methods to obtain a better description for C8S3 monomers and performed simulations of different systems (bilayers and nanotubes) to understand the behavior of these molecules in different arrangements. We also took great care in the way the nanotube systems were prepared to avoid possible initial stresses resulting in nanotube collapses. The timescales of our simulations were extended to 100–500 ns allowing us to distinguish stable conformations from unstable ones. To verify our findings, we conducted Small Angle X-ray Scattering (SAXS) experiments and compared the profiles with simulated SAXS spectra from our C8S3 nanotube simulations. In addition, we were able to match our simulated density profiles to cryo-TEM data, suggesting that the nanotube thickness and the inner wall boundaries, as reported from cryo-TEM, need reinterpretation.

2 Methods
2.1 MD simulations
C8S3 bilayer and nanotube simulations were performed with the GROMACS 5.1.4 simulation package and the G53a6 force field. Those systems were solvated in rectangular or cubic
boxes with explicit SPC water molecules.\textsuperscript{33} Counter ions (Na\textsuperscript{+}) were introduced to neutralize all systems. Since C8S3 molecules are bought as powder (C8S3\textsuperscript{-} Na\textsuperscript{+}) and they are dissolved with ultrapure water/methanol, no excess of salt was added to stay as close as possible to the experimental setup. The temperature was kept constant at 300 K by using the Canonical Sampling Velocity-Rescaling (CSVR) thermostat with a time constant of 0.1 ps.\textsuperscript{34} For the pressure coupling, the Berendsen barostat\textsuperscript{35} was used to maintain the pressure constant at 1 bar with a time constant of 1 ps and compressibility of $4.5 \times 10^{-5}$ bar\textsuperscript{-1}. Semi-isotropic pressure coupling was used for all bilayer systems to allow the systems to equilibrate separately in the $z$-dimension, which coincides with the bilayer normal, and in the $x$–$y$ dimensions (bilayer plane). For the solvated nanotubes, an isotropic pressure bath was used. The cut-off for electrostatic and van der Waals interactions was set to 1.4 nm and the Verlet scheme was used for the short range non-bonded interactions. Long range interactions were calculated with the reaction field method.\textsuperscript{36} The LINCS algorithm was employed for constraining the bond lengths.\textsuperscript{37} All systems were minimized for 10\textsuperscript{4} steps by using the steepest descent algorithm and equilibrated in two phases, in the $NVT$ and $NPT$ conditions with a 1 fs time step. The $NVT$ equilibration lasted 100 ps for the bilayer and the short nanotube simulations, and 10 ps for the long nanotubes. The $NPT$ equilibration lasted 100 ps for the bilayer simulations, 1 ns for the short nanotubes, and 5 ns for the long nanotubes. During equilibration, the aromatic cores of the C8S3 molecules were kept in place by using position restraints with 1000 kJ mol\textsuperscript{-1} nm\textsuperscript{-2} force constant. Restraining the aromatic cores allowed the water and side chains of the C8S3 molecules to relax before the start of the production phase. The production phase was performed in the $NPT$ ensemble, and the time step for integration was set to 2 fs. Each bilayer trajectory was 500 ns long and each short nanotube trajectory was 100 ns long, whereas the long nanotube simulations lasted 10 ns.

Additional C8S3 bilayer and nanotube simulations were performed with the General Amber Force Field\textsuperscript{38} (GAFF) to compare the results between G53a6 and GAFF. In GAFF simulations, TIP3P water model\textsuperscript{39} was used instead of SPC. Apart from the force field comparison, the effect of the temperature and the solvent on the bilayers were tested. Specifically, an extra set of bilayer simulations with the G53a6 force field was performed at 288 K, the temperature at which AFM\textsuperscript{40} experiments on C8S3 layers were conducted. C8S3 nanotubes can self-assemble through a direct route (pure water) or an alcoholic route (water and methanol solution), and the final aggregates differ in size.\textsuperscript{16} The effect of methanol was measured by substituting a portion of water with methanol (20\% v/v) to resemble the conditions of cryo-TEM experiments.\textsuperscript{16–18} Parameters for methanol were obtained from the Automated Topology Builder\textsuperscript{41} (https://atb.uq.edu.au/; ATB molecule ID: 15607). The duration of these simulations was 250 ns, and for the systems at 288 K and those that included methanol the final frames of the initial G53a6 simulations were used as starting coordinates.

2.2 C8S3 parametrization

Molecules of this family of cyanine dyes have not been previously parametrized for the GROMOS force fields and G53a6\textsuperscript{32} force field mainly focuses on small molecules, so we resorted to higher levels of theory (QM methods) to improve the C8S3 parameters. In order to study the properties of the aromatic core and optimize the dihedral angles of the polyethylene bridge of the C8S3 molecule, we prepared a simpler cyanine dye, 5,5′,6,6′-tetrachloro-1,1′,3,3′-tetramethyl-benzimid-carbocyanine (C1C1), and used it as a reference for the QM calculations (see Fig. S1A of the ESI\textsuperscript{†}). The QM calculations were performed by using the hybrid density functional B3LYP\textsuperscript{42–45} with the 6-31G* basis set, and Dipole preserving analysis (DPA)\textsuperscript{46} in the GAMESS-UK package\textsuperscript{37} was used to determine the partial charges of the molecules. The results for the dihedral profiles are presented in Fig. S1B and Table S1 of the ESI\textsuperscript{†} and the partial charges are reported in Table S2 of the ESI\textsuperscript{†}.

2.3 C8S3 bilayers

Small systems where the monomers were organized in preformed bilayers were constructed to study the arrangement of C8S3 molecules and allow the calculation of structural properties (such as bilayer thickness, molecular arrangement, tail order parameter, etc.) of small slices representative of the C8S3 nanotubes. The box size of these systems was $\sim 10 \times 7 \times 10$ nm, and each box contained $\sim 200$ C8S3 molecules. The crystal structures of molecules with the same aromatic core\textsuperscript{27,28} and previous models for the arrangement of the monomers\textsuperscript{12,29} were used as templates for the preparation of the initial coordinates of each system. Bilayers with three different arrangements were created (Brickwork, Herringbone and Staircase formation). The initial thickness of the bilayers was set to $\sim 4.0$ nm, close to the reported values for the thickness of the C8S3 nanotube in several experimental studies.\textsuperscript{16,16,22} Our main goal was to verify whether or not the bilayers would maintain their initial thickness and find an optimal thickness value for constructing nanotubes. A detailed list of all the simulated bilayers is presented in Table S3 of the ESI\textsuperscript{†}. Measured structural properties for each simulation separately are included in Tables S4 and S5 of the ESI\textsuperscript{†}. Statistical analyses for different observables as a function of time are presented in Fig. S2 of the ESI\textsuperscript{†}. Furthermore, the similarity with the initial conformation and the overall order of the aromatic rings are shown in Fig. S3 in the ESI\textsuperscript{†}. The last 100 ns of each trajectory were used for the analysis of the bilayers.

2.4 C8S3 nanotubes

MD simulations of preformed C8S3 nanotubes were conducted to evaluate the ability of C8S3 molecules to maintain a tubular formation. The initial coordinates were generated by creating 2D lattices from single unit cells and rolling them into cylinders with specific rolling angles ($\alpha$, eqn (1)) and radii ($r$, eqn (2)). The rolling angles and radii depend on the unit cell size and the imposed pitch providing discrete values for both parameters. This procedure used was inspired by previous methods to study
similar systems.\textsuperscript{12,29}

\begin{equation}
\sin(z) = \frac{p \times z}{(n \times x)^2 + (p \times z)^2}
\end{equation}

(1)

\begin{equation}
r = \frac{n \times x}{\sin(z)}
\end{equation}

(2)

The rolling angle ($z$) is a function of the imposed pitch, which is proportional to the dimension of the unit cell in the $z$-axis ($p \times z$), and the number of unit cells in the $x$-axis ($n \times x$). The $z$-axis represents the height and the $x$-axis the width of the lattice. The radius ($r$) of the folded cylinder is a function of the rolling angle and the width of the lattice.

Short nanotubes (\(\sim 1500\) C8S3 molecules) with a tube length of \(\sim 15\) nm were generated. According to cryo-TEM measurements, the inner and outer radii are \(\sim 3.0\) and \(\sim 6.5\) nm,\textsuperscript{19} respectively. Several systems were prepared in which the radius of the inner and outer wall was set in the range of 2.5 to 4.0 and 5.5 to 7.0 nm, respectively, and the rolling angle of the lattice was set in the range of \(\sim 20–30^\circ\) (see Table S6 of the ESI\textsuperscript{†}). The constructed C8S3 nanotubes were solvated in cubic boxes with water. The size of the periodic boxes was \(\sim 25 \times 25 \times 25\) nm to allow enough space between the periodic images of the nanotube. Finally, simulations of solvated nanotubes with \(\sim 8000\) C8S3 molecules, referred as long nanotube with length \(\sim 100\) nm, were performed. The box size was \(18 \times 18 \times 120\) nm and the center of mass motion was removed every 0.1 ps to ensure that the nanotube does not cross the periodic boundary conditions. The last 50 ns were used for the analysis of the short nanotubes. Statistical analyses for nanotube thickness as a function of time are presented in Fig. S4 of the ESI\textsuperscript{†}. Furthermore, to show that the water is well equilibrated during our simulations, we plotted the density of the water molecules at different stages of the system preparation and the end of the production phase, Fig. S5 of the ESI\textsuperscript{†}.

2.5 Order parameter

The ordering of the aromatic cores with respect to the initial formation was measured by defining a second-rank order parameter, \(P_2\) (eqn (3)) for the angle theta ($\theta$) between the vector along the last carbons of the polymethine bridge at the initial conformation (average orientation of the molecules) and during the simulation. The same order parameter was used to calculate the angle between the bilayer normal and the vectors defined by each bond of the hydrophobic tails.

\begin{equation}
P_2 = \frac{1}{2}(3\cos^2(\theta) - 1)
\end{equation}

(3)

\(P_2\) ranges from \(-0.5\) to 1, where values close to \(-0.5\) indicate that the aromatic core vector and the average direction are perpendicular, whereas values close to 1 indicate that the vectors are parallel. Values close to 0 indicate either a lack of preference (random orientation) or orientation at the magic angle (54\(^\circ\)).

2.6 SAXS

SAXS measurements were performed in solution at the MINA laboratory instrument (Groningen, NL). The instrument is built on a Cu rotating anode providing a high flux X-ray beam of wavelength lambda = 1.5413 Ang. The samples were prepared according to the protocol described in Kriete et al.\textsuperscript{48} In order to cover a wide angular range, two different SAXS patterns were acquired per each sample using two different sample-to-detector (S-to-D) distances, 240 mm and 3100 mm respectively. The SAXS patterns were acquired using two Bruker Vantec detectors. Before performing radial averaging around the direct beam position, the SAXS patterns were corrected for the sample absorption and the background signal was subtracted. The radial averaging was performed using MATLAB to obtain SAXS 1D profiles. The angular scale was calibrated using the known peak position from a AgBe standard sample and the two profiles were merged into a single profile using MATLAB. Data were handled using the OriginLab software and the simulations were performed using the SASfit program.\textsuperscript{49}

3 Results and discussion

3.1 C8S3 bilayers

In order to probe the most robust packing arrangement, several bilayers were simulated to measure structural features of C8S3 molecules in small systems representative of vertical slices of the double-walled C8S3 nanotube (Fig. 2A). We were mainly interested in the thickness and the packing arrangement of these formations, since they can be compared to the available experimental results from AFM\textsuperscript{40} for C8S3 and X-ray crystallography\textsuperscript{27,28} for cyanine dyes of the same family, respectively. The packing arrangements tested were a Brickwork, a Herringbone and a Staircase formation illustrated in Fig. 2B. Additionally, we tested different conditions, such as solvent types, temperature and force field parameters. Initial and final frames of representative simulations are shown in Fig. 2A and B, which contain side views and top views of the simulated systems, respectively.

The initial thickness of each bilayer was set to \(\sim 4.0\) nm, but, in all cases, the bilayers collapsed from the separated leaflet formation to an interdigitated one with reduced thickness (Fig. 2A and C). Furthermore, the bilayers became slightly curved in all simulations. Regarding the lateral arrangement, the Brickwork formation proved to be the most robust arrangement, since it remained almost intact throughout the simulations (Fig. 2B). The Herringbone formation was in general disordered, but locally, small regions maintained the initial arrangement, whereas the Staircase formation was completely lost. As a quantitative measure of ordering, we used a second-rank order parameter ($P_2$), which is shown in Fig. 2C and underlines our statement of highest order for the Brickwork formation and lowest order for the Staircase one, which is also evident in Fig. S3 in the ESI\textsuperscript{†}. Details of the $P_2$ calculation are described in the Methods section.

In general, the simulated values for thickness (2.48 ± 0.12 nm, mean value ± standard deviation of the mean values
for each system), as measured from the distance between the center of mass of the SO$_3^-$ groups in the upper and lower leaflets, are smaller than the reported experimental values (3.00 ± 0.15 nm) from AFM$^{40}$ (Fig. 2C). An explanation for the difference could be that the AFM experiments were performed at 288 K, whereas most MD simulations were conducted at 300 K. Small changes in the temperature can affect the thickness and the organization of the lipid tails in the vicinity of the phase transition. However, if such an effect is present, it was not captured by our simulations performed with the G53a6 force field at 288 K (Fig. 2C).

C8S3 aggregates assemble in either water or water–methanol solutions, but the type of solvent affects their diameter.$^{11,16}$ In order to test the effect of methanol on the thickness or the order of the monomers, additional simulations in which part of the solvent was replaced by methanol were conducted. We found that methanol does not seem to alter the structural features that we were interested in (Fig. 2C). We conclude that the main effect of methanol is increasing the solubility of the monomers due to its amphiphilic nature, in agreement with the current view in the literature.$^{11}$

Furthermore, to test the effect of the force field, we performed an additional set of simulations using the generalized Amber force field (GAFF). Though the thickness as well as order parameter increase somewhat with respect to the results obtained with the Gromos force field, the increase is not enough to match the AFM data (Fig. 2C). Importantly, the C8S3 molecular arrangement becomes also interdigitated with the GAFF force field.

Apart from the bilayer thickness and the local order of the aromatic cores, we have measured additional structural features to understand and quantify the organization of the C8S3 monomers when aggregates are formed. Specifically, for all simulated systems, the aliphatic tails are not parallel to the bilayer normal (tail order parameter: 0.17 ± 0.06), suggesting the aliphatic tails are splayed and supporting our statement that the C8S3 molecules are interdigitated. Furthermore, the area per molecule does not change significantly among
simulations (area per molecule: $0.86 \pm 0.04 \text{ nm}^2$), indicating the integrity of the bilayers is not really affected by the different simulation conditions. Finally, C8S3 molecules have diffusion coefficients indicative of very low lateral mobility ($7.8 \pm 4.0 \text{ m}^2 \text{s}^{-1}$). The measurements for each system separately are reported in Table S5 of the ESI.

Taken together, our bilayer simulations show that the C8S3 molecules interdigitate in the lamellar geometry, resulting in an optimal packing of the hydrophobic tails. The C8S3 bilayer thickness converged to $\sim 2.5 \text{ nm}$ regardless of the MD simulation setup. Both Brickwork and Herringbone arrangements are plausible, with Brickwork being more ordered. According to our measurements, the C8S3 bilayer thickness is smaller than the reported values from AFM.\(^\dagger\) However, looking at the raw height histogram in the AFM experiments\(^\dagger\) suggests that the thickness of the bilayer is close to 3 nm, albeit slightly smaller. Furthermore, the proposed model for the arrangement of the C8S3 molecules in the bilayer assumes the aliphatic tails are fully extended, which could explain why the C8S3 bilayer thickness reported is a bit higher in AFM.

3.2 C8S3 nanotubes

Next, we built short C8S3 nanotubes, $\sim 15 \text{ nm}$ in length and consisting of $\sim 1500$ C8S3 molecules to systematically test the ability of the constructed models to maintain a tubular formation. We performed four 100 ns simulations, two with the Brickwork and two with the Herringbone formation. For each conformation different tube radii were considered, all of them with an initial double-wall thickness $\sim 2.5 \text{ nm}$. Initial inner and outer wall radii, as well as rolling angles for each wall are reported in Table S6 of the ESI.\(^\dagger\) All simulated systems maintained the tubular structure during the simulations. A snapshot from a short C8S3 nanotube at the end of the simulation is shown in Fig. 3A and more snapshots that present the initial and final arrangement of the monomers is shown in Fig. S5 of the ESI.\(^\dagger\) The Staircase formation was no longer considered as this conformation lost its initial arrangement in the bilayer simulations described above. Furthermore, a short nanotube simulation with the Staircase formation showed that within the first 10 ns, the initial arrangement was not maintained, Fig. S6 of the ESI.\(^\dagger\) Experiments and theory suggest that a high degree of order is present when such aggregates are formed.\(^\dagger\)

In line with the bilayer simulations, the C8S3 molecules adopted a stable formation where the aliphatic tails were interdigitated with a nanotube thickness of 2.31–2.39 nm at the end of the simulations. The measured thickness from our MD simulations is similar to the thickness in the bilayer configuration, but it is significantly lower than the reported values in literature, $3.3–4.0 \pm 0.5 \text{ nm}$\(^\dagger\) (Fig. 3B). The final dimensions of each nanotube are reported in Table S7 of the ESI.\(^\dagger\)

![Fig. 3](image-url)
To assess whether the short length of the simulated nanotubes somehow resulted in artificial behavior, we also constructed a long C8S3 nanotube (~100 nm) that was simulated for 10 ns with the G53a6 and the GAFF force field. The nanotubes maintained the tubular formation in both simulations and the final nanotube thickness was ~2.5 nm, comparable to the short nanotubes (Fig. 3C). The long nanotubes were subsequently used to compute electron density profiles that allow a more direct comparison to the experimental cryo-TEM data. Electron density profiles of such systems can be used to decipher the contribution of the inner and outer wall to the total signal, since the separation of the inner and outer wall density is feasible in the MD simulations (Fig. 3C). Specifically, the areas with the highest $\text{SO}_3^{-}$ density, that should correspond to the surface of the nanotube, can be used to define the double-wall boundaries. Our results show that when the thickness is calculated by the distance between the $\text{SO}_3^{-}$ groups of the inner and outer wall, the values are considerably smaller. Based on this interpretation of the electron density profiles, we consider that our definition of the C8S3 nanotube thickness is more realistic.

There are additional data that support our idea of interpreting the nanotube thickness and are summarized in Fig. 4. In more detail, if two C8S3 molecules are placed stretched and flat next to each other, the maximum distance between the $\text{SO}_3^{-}$ groups would be ~4.0 nm (Fig. 4A). However, this arrangement suggests there are gaps between the aliphatic tails. At room temperature, the area occupied by the aliphatic tails is ~0.2 nm$^2$ in lipid bilayers, and in the C8S3 bilayers the area per molecule is ~0.86 nm$^2$ (Table S5 of the ESI†). Consequently, in the bilayer formation for every C8S3 molecule approximately four aliphatic tails are required to fill the available space suggesting a strongly interdigitated model (Fig. 4B). The thickness of the C8S3 bilayer in this formation is ~3 nm, as reported in AFM experiments. To reach this thickness, the aliphatic tails would have to be in the gel phase close to room temperature, but the length of the tails does not suggest so. In general, as the length of an aliphatic tail decreases, so does the temperature at which it enters the gel phase. For example, typical phospholipids such as dilauroylphosphatidylecholine (DLPC) and dipalmitoylphosphatidylecholine (DMPC) lipids have twelve and fourteen carbons in their aliphatic tails, respectively, and their transition temperature to the gel phase is 277 and 297 K. The size of the C8S3 aliphatic tails is only eight carbons suggesting that the transition temperature to the gel phase is significantly lower than 277 K. It is quite unlikely that the molecules are actually stretched to that extent at room temperature. This argument is also supported by the values of the aliphatic tail order parameter during the simulations (Table S5 of the ESI†). To summarize, the most realistic representation for the arrangement of the C8S3 molecules would be when the tails are disordered (melted) and interdigitate to fully occupy the inter-leaflet space (Fig. 4C). The thickness in this formation should be ~2.5 nm.

### 3.3 SAXS and MD

SAXS and MD simulations can be combined in different ways to obtain structural and dynamical information for various systems. In SAXS experiments, the scattering intensities of the samples after being exposed to X-rays are recorded. The distribution of the intensities provides information on the shape and size of objects inside the sample. In order to interpret the SAXS profiles, structural models can be employed, but choosing the correct model and fitting it to the experimental results is not always trivial. Implications arise from the sensitivity of the SAXS measurements to the contrast of the object and its hydration layer with respect to the solvent and from possible conformational fluctuations of the object that are necessarily present in the structural models. MD simulations reproduce correctly the hydration layer of the sample and the solvent density, and provide information on the conformational fluctuations of the molecules, thus making the combination of SAXS and MD a powerful for simulating scattering intensities.

To validate further our simulation results, we conducted SAXS experiments to characterize the structural features of C8S3 nanotubes in water/methanol solution. The obtained SAXS spectra were compared to MD simulated spectra from short C8S3 nanotubes with different dimensions that are reported in Table S7 of the ESI. The experimental spectrum was also compared to a number of simple models for the electron density distribution in tubular assemblies (Fig. 5).
Simulated scattering intensities for every short nanotube and the comparison to the experimental profile are presented in Fig. S7 of the ESI.

The scattering curve of the C8S3 nanotubes shows a decaying trend with the scattering vector \( q \), characterized by several oscillations characteristic for the size of self-assembled objects. The decay of the intensity in the low \( q \) region (\( q < 0.5 \text{ nm}^{-1} \)) is typical for long anisotropic objects, in agreement with the long nanotubes observed by cryo-TEM.\(^\text{12,15–18}\) Fig. 5A. In order to first measure the radius of the nanotubes, we have estimated the cross-sectional radius using the Guinier analysis.\(^\text{58}\) The cross-sectional Guinier plot for the C8S3 nanotubes is plotted in Fig. 5B. The cross-sectional radius of gyration \( R_c \) is found to be 5.8 nm.

The region for \( q < 1 \text{ nm}^{-1} \) can be well described by the scattering intensity from a cylinder with three concentric shells of high–low–high electron density (black curve in Fig. 5A), with parameters \( R_1 = R_{in} = 3.3 \text{ nm}, R_2 = 3.7 \text{ nm}, R_3 = 5.4 \text{ nm} \) and \( R_4 = R_{out} = 5.8 \text{ nm} \) (see Fig. 5C). The discrepancy between the experimentally measured scattering intensity and the model for \( q > 1 \text{ nm}^{-1} \) can be ascribed to several factors. Size polydispersity, structural disorder and limited instrumental resolution can smear the intensity oscillations. Moreover, this portion of the curve is expected to also contain contributions from the intermolecular distances among the molecules of the nanotube walls that are not considered in the analytical model.

Notably, the low-\( q \) region can be used to verify the validity of the structural parameters from MD calculations. Fig. 5D shows the comparison between the experimental data and the simulated curves with different shell thickness but same nanotube outer radius (5.8 nm). It can be seen that the shape and first
minimum position of the experimental data can be well reproduced by the model with total shell thickness 2.5 nm.

These SAXS results indicate that the optimal thickness calculated from MD is highly probable. Moreover, the simulated scattering spectra from the MD nanotube structure (red curve in Fig. 5A) is in excellent agreement with the experimentally measured SAXS data.

3.4 Cryo-TEM and SAXS/MD

To date, the most frequently used technique for the structural characterization of the molecular nanotubes has been cryo-TEM. Cryo-TEM has been proven particularly useful working hand in hand with exciton theory/spectral calculations and MD simulations by providing constraints on the characteristic sizes and geometry of such system. The distinct double-peak modulation of the cross-sectional profile extracted from cryo-TEM images clearly resolves the nanotubes’ structure, comprising the inner and outer concentric tubes. At the same time, the objects remain as close as possible to their native state, thanks to the fast freezing that prevents the emergence of artifacts due to the temperature change. However, it is not straightforward to extract the characteristic sizes (e.g. inner and outer tube diameter) from these profiles, as there is no one-to-one correspondence between the contrast (amplitude) in the cryo-TEM image to the underlying molecular structure. As a consequence, different metrics concerning the nanotubes’ characteristic sizes exist in literature.

While the diameter of the outer tube layer is well-defined against the background in the image and, thus, consistently reported as ~13 nm, the diameter of the inner nanotube layer is subject to more ambiguity, with the reported values ranging from ~5.0 to ~6.7 nm. Part of this ambiguity arises from the fact the inner tube is always imaged at the background of the outer tube that encases the inner tube. The variations of the inner tube diameter also lead to variations of the reported wall thickness of C8S3 nanotubes (calculated as the difference between the outer and inner tube radii), ranging from ~3.5 to ~4.0 nm depending on the chosen metric. Having an accurate measure of the wall thickness, however, is of particular relevance to assess the (electronic) coupling between the inner and outer tube, which in turn governs the nanotubes’ excitonic properties.

An electron density profile obtained from MD simulations is superimposed with the cross-sectional image of the TEM image, Fig. 6. If we assume that the contrast in the TEM image is directly proportional to the electron density (that gives rise to elastic scattering of electrons and phase contrast), matching of the MD and experimental data is very reasonable for the Herringbone 1 model. These results are fully consistent with the SAXS measurements. A more quantitative comparison to cryo-TEM would require simulation of the TEM images based on the molecular structure, which accounts for image formation in a TEM (including defocus, etc.) as well as other imaging-related effects such as the formation of Fresnel fringes. Moreover, different molecular entities, e.g. the extended π-electron backbone versus the apolar side-chains, interact differently with the incident electrons giving rise to different phase contrast in the image.

Such treatment however, goes beyond the scope of the current paper. The comparison of the electron density profiles from all short nanotube simulations is presented in Fig. S8 of the ESL. A similar thickness (~2.4 nm) for C8S3 nanotubes is also suggested by recent results on modelling the inner and outer wall radii in flash-dilution experiments.

3.5 Unstable nanotube models

Apart from the successful simulations, attempts have been made to construct stable C8S3 nanotubes by using the previously suggested models, but they were fruitless. We speculate that the main problems were the initial arrangement of the monomers based on the phenomenological modelling. Similar problems have been reported by Megow et al. Nanotubes that were periodically connected to their own image (thereby modelling an infinitely long tube) were constructed, but these proved unstable in the production phase, losing their tubular structure within a few nanoseconds. Specifically, when the double-wall collapsed, the lack of available water molecules inside the nanotubes increased the pressure inside the aggregate forcing the structure to contract. A snapshot from a deformed periodic nanotube is presented in Fig. S9 of the ESL.

3.6 From preformed nanotubes to self-assembly

Even if our results provide a high-resolution description of the C8S3 nanotube dimensions, there are issues that could not be addressed by our current methodology, such as identifying the native arrangement of the monomers inside the aggregates or witnessing the formation of bundles. Intrinsinc pitfalls of atomistic MD simulations render such tasks extremely difficult or even beyond the realm of feasibility, at least by using brute force atomistic MD simulations. The main issues are the time scales, at which these events occur, and the free energy landscape of the procedures, that is rugged with many local minima in which the systems get trapped. Coarse-grained (CG) approaches...
are a common solution to alleviate these problems. The simplified representation of the atomistic coordinates and the smaller number of interactions that need to be calculated in CG simulations offer significant speed-ups and smoothen the free energy landscape, facilitating the formation of self-assembled aggregates. Similar approaches could be used to study the early steps of nucleation of the C8S3 aggregates, the preferred arrangement in self-assembled structures and, ultimately, the formation of bundles from merging nanotubes.

4 Conclusions

We performed atomistic simulations of C8S3 molecules in different systems. Specifically, based on stable packing arrangements inside small bilayer patches, we were able to construct stable nanotubes of different sizes that maintained their tubular formation, in contrast to previous attempts. Generating the initial structures is not a trivial task and the preparation procedure needs to meet certain requirements in terms of the monomer arrangement and the dimensions of the aggregate. Our approach of constructing such structures guarantees that these criteria are met.

Most simulated systems resulted in structures close to the initial formations indicating both Brickwork and Herringbone arrangements to be plausible and with the Brickwork arrangement being more stable. However, the thickness of the final structures was always lower compared to the reported values in literature. Our results suggest that the thickness of the C8S3 nanotubes was overestimated by the way the cryo-TEM profile scans were interpreted. The actual values for the thickness of the double-wall is closer to the size of the C8S3 bilayers as measured by AFM. A lower thickness is also suggested by our SAXS measurements on C8S3 nanotubes. The overestimated thickness and the imbalance of molecules in the inner and outer cylinder could explain why previous attempts to model these systems generated unstable structures. Consequently, extra care should be taken when modelling such systems and properties that rely on their relative position and arrangement.

Our simulations provide high resolution results on the structure of C8S3 nanotubes. Both experimental and theoretical studies would greatly benefit from an explicit atomistic description of the monomer position and arrangement. Our approach of constructing such complex systems and our findings on the dimensions of these aggregates pave the way for simulating more complex processes, such as the self-assembly of the C8S3 nanotubes or the formation of bundles, whose mechanisms are still not fully understood.
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