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Abstract

We present a framework for the design of low-complexity and high-performance receivers for multidimensional overloaded non-orthogonal multiple access (NOMA) systems. The framework is built upon a novel compressed sensing (CS) regularized maximum likelihood (ML) formulation of the discrete-input detection problem, in which the $\ell_0$-norm is introduced to enforce adherence of the solution to the prescribed discrete symbol constellation. Unlike much of preceding literature \textit{e.g.,} [1]–[7], the method is not relaxed into the $\ell_1$-norm, but rather approximated with a continuous and asymptotically exact expression without resorting to parallel interference cancellation (PIC). The objective function of the resulting formulation is thus a sum of concave-over-convex ratios, which is then tightly convexized via the quadratic transform (QT), such that its solution can be obtained via the iteration of a simple closed-form expression that closely resembles that of the classic zero-forcing (ZF) receiver. By further transforming the aforementioned problem into a quadratically constrained quadratic program with one convex constraint (QCQP-1), the optimal regularization parameter to be used at each step of the iterative algorithm is then shown to be the largest generalized eigenvalue of a pair of matrices which are given in closed-form. The method so obtained, referred to as the Iterative Discrete Least Square (IDLS), is then extended to address several factors of practical relevance, such as noisy conditions, imperfect channel
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state information (CSI), and hardware impairments, thus yielding the Robust Iterative Discrete Least Square (IDLS) algorithm. Simulation results show that the proposed art significantly outperforms both classic receivers, such as the linear minimum mean square error (LMMSE), and recent compressed sensing (CS)-based state-of-the-art (SotA) alternatives, such as the sum-of-absolute-values (SOAV) and the sum of complex sparse regularizers (SCSR) detectors.
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I. **INTRODUCTION**

The rapid growth in demand for rate and user capacity led the fifth generation (5G) wireless communications systems to widely adopt multiple-input multiple-output (MIMO) technologies and incorporate higher frequency bands of operation [8]. Although these trends are expected to continue, it is also a consensus that the mere expansion of spatial and bandwidth resources is not sufficient for future systems, such as sixth generation (6G) wireless networks, to cope with looming wireless-driven applications, examples of which are augmented reality and fully connected autonomous driving that require not only extremely high data rates and system capacity, but also stringent latency constraints [9].

To meet these future challenges, greater efficiency must be achieved in exploiting spatial, temporal and spectral degrees of freedom (DoF), via the elimination of access control overhead; thus motivating the proposal of non-orthogonal multiple access (NOMA), cell-free MIMO, and grant-free systems [10]–[12] in which resources are not exclusively allocated to users, such that the total number of data streams may be larger than the dimension of received signals [13].

Receivers suitable to such overloaded NOMA conditions differ fundamentally from the conventional and well-known linear least square (LS) and linear minimum mean square error (LMMSE) detectors widely employed within previous and current generation wireless devices, which own their popularity to the relative ease of implementation and reduced complexity, but which are known to result in high error floors when employed in overloaded scenarios.

In the past, multiuser interference (MUI) and intra-symbol interference (ISI) were largely dealt with by means of parallel interference cancellation (PIC) exploiting sphere detection and lattice-reduction methods [14], [15]. But although those earlier contributions illustrate the feasibility
of asymptotically approaching the optimal maximum likelihood (ML) detection performance in overloaded conditions, despite the exponential computational complexity in scaling to massive dimensions, the approach suffers additionally from the fundamental limitation of operating under continuous multidimensional spaces. However, detection under massively overloaded conditions requires the maximization of reconstruction likelihoods subject to constraints imposed by the discreteness of constellations.

Taking advantage of recent advances in compressed sensing (CS) \cite{16}, \cite{17}, lower complexity signal detectors based on discrete constellation sparse regularizers have emerged \cite{3}, \cite{5}, \cite{6}, in which the search of likely signals is biased towards the discrete constellation set, while maintaining the continuity of the search space, so that optimum solutions can efficiently be obtained. To describe a couple of such alternatives, a non-closed-form signal detector based on the Douglas-Rachford algorithm for large overloaded MIMO systems was proposed in \cite{5}, which was shown to yield significant bit error rate (BER) gains over the classic LMMSE.

That technique, referred to as sum-of-absolute-values (SOAV), was later generalized into the sum of complex sparse regularizers (SCSR) method proposed in \cite{6}, in which the alternating direction method of multipliers (ADMM) algorithm is leveraged to enable the detection of complex-valued discrete signals. The SOAV and SCSR detectors were also shown to outperform previous state-of-the-art (SotA) schemes of both a more classic construct, such as the one proposed in \cite{14}, and of a more modern sparse processing-based design, such as the method of \cite{3}, in terms of not only detection accuracy but also computational complexity. As a result, we have considered SOAV of \cite{5} and SCSR of \cite{6} as the primary benchmarking schemes for our contribution.

Despite their simplicity and excellent performance, a drawback of the SOAV and SCSR detectors is that the $\ell_0$-norm, which is employed in their formulation in the form of a regularization function with the crucial role of enforcing the discreteness of the solution, is ultimately replaced by the $\ell_1$-norm. Although typical in the compressive sensing literature \cite{16} due to its convexity which helps reduce complexity of resulting algorithms, the replacement of the $\ell_0$-norm by the $\ell_1$-norm adopted in SOAV and SCSR is known to be rather loose and lead to significant sacrifice in performance \cite{18}.

In addition to the above, another general limitation of modern CS-based receivers for overloaded systems is the fact that all methods proposed so far – including those aforementioned – require numerical solutions obtained by means of implicit optimization problems (e.g., via the
interior point method), which do not yield much insight on how the optimal solutions under the state conditions are achieved.

A. Contributions

The contribution of this article is manyfold and can be summarized as follows:

- In Subsection III-A, a new tightly-convexized ML-regularized formulation of the detection problem of overloaded NOMA/MIMO systems is proposed, in which the \( \ell_0 \)-norm is not replaced, but instead tightly approximated by a novel asymptotically-exact expression. A recently-proposed fractional programming (FP) technique [19] is then utilized to further transform the latter into a tractable quadratic problem, leading to an original constellation-constrained discrete generalization of the classic LS algorithm that preserves the optimality potential approaching that of the ML detector.

- Building on this new ML-like formulation of NOMA/MIMO receivers, a novel iterative discrete least square framework of the overloaded NOMA/MIMO detection problem is offered in Subsection III-B, which is presented in the form of a simple iteration of a closed-form expression closely resembling that of the classic zero-forcing (ZF) receiver. This new detector, referred to as the Iterative Discrete Least Square (IDLS) receiver, is shown to outperform the classic minimum mean square error (MMSE) as well as the recently-proposed SOAV and SCSR SotA schemes, without need for channel statistics, unlike belief propagation methods.

- In contrast to the vast majority of related literature, where the parameterization of regularized optimization problems is typically dealt with as separate problem (see e.g. [20]), in Subsection III-C, a novel method for the optimal auto-parameterization of the ML-derived regularized formulation. Based on this formulation, the IDLS detector is described and shown to be given by the largest generalized eigenvalue of a matrix pencil constructed only with knowledge of the received signal, the channel estimate, and noise variance.

- Finally, in Section IV, several variations of the IDLS receiver for overloaded NOMA systems are given, which enable the mitigation of impairment factors, such as excessive noise, inexact knowledge of channel state information (CSI), and hardware imperfection. These practical aspects are incorporated in the form of simple generalizations of the closed-form expression at the core of the IDLS detector, effectively extending the latter to a Robust IDLS scheme.
All in all, alluding to the fact that the article goes beyond proposing a single scheme, offering instead a broader and flexible approach to the design of effective detectors for NOMA systems, enabling the incorporation of multiple robustness features, and including also the corresponding optimization of regularization parameters, we refer to the overall contribution as a framework for symbol detection in NOMA systems.

B. Notation

Throughout the text hereafter, the following notation is applied. The sets of real and complex numbers are respectively denoted by $\mathbb{R}$ and $\mathbb{C}$. Real-valued matrices and vectors are denoted as in $X$ and $x$, respectively, so as to distinguish from complex-valued matrices and vectors which are respectively denoted as in $\mathbf{X}$ and $\mathbf{x}$. Scalars are denoted as in $x$, irrespective of their belonging to $\mathbb{R}$ or $\mathbb{C}$. The operators $\Re\{X\}$ and $\Im\{X\}$ denote the real and imaginary parts of $X$, respectively. The $\ell_p$-norm is denoted by $\|x\|_p$, where $p \geq 0$. The transpose, conjugate, and conjugate transpose (Hermitian) and of a matrix $X$ are denoted as in $X^T$, $X^*$ and $X^H$, respectively. The $N$-sized identity, all-one and all-zero matrices are respectively represented as $\mathbf{I}_N$, $\mathbf{1}_N$ and $\mathbf{0}_N$. Finally, the null space of the linear mapping $V$ is denoted by $\mathcal{N}(V)$.

II. Preliminaries

A. System Model

Consider a possibly underdetermined/overloaded wireless communication system with $N_t$ transmit and $N_r$ receive wireless resources (i.e. antennas, subcarriers or time slots), such that the overloading ratio of the system can be defined as $\gamma \triangleq N_t/N_r$. Assuming perfect channel knowledge at the receiver, the received signal can then be modeled as

$$y = Hs + n, \quad y \in \mathbb{C}^{N_r \times 1},$$

where transmit symbols are normalized to a unit average power per symbol, i.e. $\mathbb{E}[ss^H] = \mathbf{I}_{N_t}$, and such that each element of $s$ is sampled from the same discrete and regular quadrature amplitude modulation (QAM) constellation set $\mathcal{C} = \{c_1, \cdots, c_{2^b}\}$ of cardinality $2^b$, where $b$ denotes the number of bits per symbol; while $n \in \mathbb{C}^{N_r \times 1}$ is an independent and identically distributed (i.i.d.) circularly symmetric complex additive white Gaussian noise (AWGN) vector with zero

\footnote{Hardware and CSI imperfection are considered later in Section IV.}
mean and covariance matrix $\sigma_n^2 \mathbf{I}_{N_r}$, and $\mathbf{H} \in \mathbb{C}^{N_r \times N_t}$ describes the flat fading channel matrix between transmitter and receiver.

It will prove convenient hereafter to also express the complex-valued quantities in equation (I) in terms of their real and imaginary parts, by defining

$$\begin{align*}
\mathbf{y} &\triangleq \begin{bmatrix} \Re \{ \mathbf{y} \} \\ \Im \{ \mathbf{y} \} \end{bmatrix}, & \mathbf{H} &\triangleq \begin{bmatrix} \Re \{ \mathbf{H} \} - \Im \{ \mathbf{H} \} \\ \Im \{ \mathbf{H} \} & \Re \{ \mathbf{H} \} \end{bmatrix}, \\
\mathbf{s} &\triangleq \begin{bmatrix} \Re \{ \mathbf{s} \} \\ \Im \{ \mathbf{s} \} \end{bmatrix}, & \mathbf{n} &\triangleq \begin{bmatrix} \Re \{ \mathbf{n} \} \\ \Im \{ \mathbf{n} \} \end{bmatrix},
\end{align*}$$

such that we may write

$$\mathbf{y} = \mathbf{H} \mathbf{s} + \mathbf{n}, \quad \mathbf{y} \in \mathbb{R}^{2N_r \times 1}. \quad (2)$$

B. State-of-the-Art Problem Formulation

Given the above, the ML detection of the complex transmit signal vector $\mathbf{s}$ in equation (I) can be expressed as the following constellation-constrained $\ell_2$-norm minimization problem

$$\begin{align*}
\min_{\mathbf{s} \in \mathbb{C}^{N_t}} &\quad \| \mathbf{y} - \mathbf{H} \mathbf{s} \|^2_2 \\
\text{subject to} &\quad \mathbf{s} \in \mathbb{C}^{N_t},
\end{align*}$$

or equivalently

$$\begin{align*}
\min_{\mathbf{s} \in \mathbb{R}^{2N_t}} &\quad \| \mathbf{y} - \mathbf{H} \mathbf{s} \|^2_2 \\
\text{subject to} &\quad \mathbf{s} \in \mathcal{P}^{2N_t},
\end{align*}$$

where $\mathcal{P} \triangleq \Re \{ \mathcal{C} \} = \{p_1, \ldots, p_{2^b/2}\}$ is a pulse amplitude modulation (PAM) constellation consisting of the $|\mathcal{P}| = 2^{b/2}$ real/imaginary parts of the symbols in $\mathcal{C}$.

It is evident that due to the disjoint constraints (4b) and (5b) the optimization problems formulated as in equations (4) and (5) are non-convex, such that their exact solution require exhaustive searches among all possible combinations of the elements of $\mathcal{C}$ and $\mathcal{P}$, respectively, resulting in a prohibitive complexity of order $2^{bN_t}$. Consequently, a continuous-space reformulation of the latter problem is desired, which allows for convexification methods to be applied, enabling the subsequent design of efficient algorithms to solve the problem at much lower complexities. To that end, one approach that emerged relatively recent is to employ ideas of CS [16], [17] to
rewrite the constraints (4b) and (5b) in terms of equivalent expressions utilizing the $\ell_0$-norm, leading to

$$\begin{align*}
\text{minimize} & \quad \|y - Hs\|_2^2 \\
\text{subject to} & \quad \sum_{i=1}^{2^b} \|s - c_i 1\|_0 = N_t \cdot (2^b - 1),
\end{align*}$$

(6a)

and

$$\begin{align*}
\text{minimize} & \quad \|y - Hs\|_2^2 \\
\text{subject to} & \quad \sum_{i=1}^{2^{b/2}} \|s - p_i 1\|_0 = 2N_t \cdot (2^{b/2} - 1).
\end{align*}$$

(7b)

In order to understand the equivalence between the constraints (4b) and (6b), notice that indeed each $t$-th element of the vector $s$ can be only one symbol in $C$, such that the differences $(s_t - c_i)$ are non-zero for all but one index $i$, for each entry $t$, the same being true for constraints (5b) and (7b).

Unlike constraints (4b) and (5b), however, the constraints (6b) and (7b) are continuous functions of $s$ and $s$, respectively. In other words, no relaxation penalty results from the substitution of the disjoint constraint (4b) by (6b) or (5b) by (7b), respectively, such that exact solutions of equations (6) and (7) yield in fact the ML symbol estimates corresponding to the system models described by equations (1) and (3), respectively.

The advantage of the formulations given in equations (6) and (7) over those of equations (4) and (5) is, however, that the problems in equations (6) and (7) can be reformulated to allow for low complexity solutions by applying convex relaxation techniques, with the corresponding performance determined by the tightness of the particular relaxation method employed.

An example of a possible procedure to convexize the formulations given in equations (6) and (7) is as follows. First, consider the regularized mixed-norm minimization problems

$$\begin{align*}
\text{minimize} & \quad \lambda \sum_{i=1}^{2^b} \|s - c_i 1\|_0 + \|y - Hs\|_2^2, \\
\text{minimize} & \quad \lambda \sum_{i=1}^{2^{b/2}} \|s - p_i 1\|_0 + \|y - Hs\|_2^2,
\end{align*}$$

(8a)

in which the constraints (6b) and (7b) were respectively relaxed by their insertion into the objective functions with the introduction of the penalization parameter $\lambda$. 
Then, consider the convex relaxation of the latter problems via the classical replacement of the non-convex $\ell_0$-norm by the convex $\ell_1$-norm, which yields

$$\minimize_{\mathbf{s} \in \mathbb{C}^{N_t}} \lambda \sum_{i=1}^{2^b} \| \mathbf{s} - c_i \mathbf{1} \|_1 + \| \mathbf{y} - \mathbf{Hs} \|_2^2,$$  
\hspace{1cm} (9a)

$$\minimize_{\mathbf{s} \in \mathbb{R}^{2^{b/2}N_t}} \lambda \sum_{i=1}^{2^{b/2}} \| \mathbf{s} - p_i \mathbf{1} \|_1 + \| \mathbf{y} - \mathbf{Hs} \|_2^2.$$
\hspace{1cm} (9b)

The latter two formulations are precisely those proposed in [6] and [5], respectively, whose solutions yield the SCSR and SOAV receivers, and their compact and relatable description indicate that, at their core, both methods are equivalent, provided that the penalization parameter $\lambda$ is properly chosen for each method. And due to their combination of good performance and low computational complexity, we will hereafter take this prior art as SotA alternatives against which the improvements achieved by the receivers designed in subsequent sections will be compared.

A qualitative inspection of the aforementioned SCSR and SOAV formulation reveals, however, the following limitations. Firstly, the replacement of the $\ell_0$-norm originally appearing in equations (6) to (8) by the $\ell_1$-norm employed in equation (9) is known to be loose [16], such that a significant performance loss compared to the ML detector can be expected.

Secondly, the penalization parameter $\lambda$ introduced in the reformulation of equations (6) and (7) into equations (8a) and (8b) is left unoptimized. And thirdly, various issues of practical relevance such as the influence of noise, imperfect CSI, channel correlation and hardware imperfection are left unaddressed, significantly compromising the robustness of both schemes.

In what follows, we will first introduce in Section III an improved method for the design of low-complexity and high-performing symbol detectors for overloaded systems, which not only resolves the first two of the aforementioned limitations, but in fact leads to a powerful framework that is subsequently extended in Section IV to incorporate robustness to all the aforementioned impairment factors, namely noise, CSI errors, channel correlation and hardware imperfection. Better still, the resulting framework yields receivers whose algorithms resume to iterations of simple closed-form expressions, which greatly resemble, and thus in fact generalize, the classic ZF and LMMSE detectors.

---

2By regularity, it is meant that the sets $\Re\{\mathcal{C}\}$ and $\Im\{\mathcal{C}\}$ are identical. The assumption is without loss of generality and adopted to simplify the exposition in alignment with the constellation sets used in practical 5G systems.
III. FUNDAMENTALS OF NEW DETECTION FRAMEWORK

We seek to improve over the state of the art on large-scale overloaded multidimensional signal detection schemes. To this end, in this section we propose a new framework for the symbol detection in overloaded NOMA systems.

A. New Tightly Convexized ML-derived Formulation

Given the equivalence between the complex- and real-valued formulations of equations (8a) and (8b), we shall, for simplicity of exposition, focus hereafter on the complex-valued variation of equation (8a), without loss of generality. Our objective is therefore to obtain a tight relaxation of the ML-derived detection problem described by equation (8a) which, unlike that of equation (9a), does not resort to the convex \( \ell_1 \)-norm, while still circumventing the non-convexity of the \( \ell_0 \)-norm in a manner that allows for a low-complexity solution in the form of iterations of a simple closed-form expression.

To that end, consider the following asymptotically tight and smooth approximation of the \( \ell_0 \)-norm

\[
\|x\|_0 \approx \sum_{i=1}^{L} \frac{|x_i|^2}{|x_i|^2 + \alpha} = L - \sum_{i=1}^{L} \frac{\alpha}{|x_i|^2 + \alpha}, \tag{10}
\]

where \( x \) denotes an arbitrary sparse vector of length \( L \), with \( 0 < \alpha \ll 1 \), such that for \( \alpha \to 0 \) the approximation becomes exact, as illustrated in Figure 1.

Substituting equation (10) into equation (8a) yields

\[
\min_{s \in \mathbb{C}^{N_t}} -\lambda \sum_{i=1}^{2^b} \sum_{j=1}^{N_s} \frac{\alpha}{|s_j - c_i|^2 + \alpha} + \|y - Hs\|_2^2. \tag{11}
\]

Notice that the objective in equation (11) is, unlike that of equation (8a), a smooth and differentiable function which, despite non-convexity with respect to \( s \), is characterized by a sum of concave-over-convex ratios (SCCR). And although it is known that optimization problems with SCCR objectives can be convexified via Taylor series approximations [21], a more effective technique to that end, referred to as the quadratic transform (QT), has been recently proposed [19].
Fig. 1: Accuracy of $\ell_0$-norm approximation via equation (10), for different values of $\alpha$. It is visible that the smooth approximation asymptotically approaches the $\ell_0$-norm as $\alpha \to 0$.

The advantage of QT-based convexification of SCCRs objective functions is that it leads to FP formulations shown in [19] to satisfy the Karush Kuhn Tucker (KKT) condition of the original SCCR problem. We therefore adopt here the FP approach, which can be succinctly explained as follows.

Consider a generic maximization problem with an SCCR objective, such as

\begin{equation}
\max_u \sum_{m=1}^{M} \frac{f_m(u)}{g_m(u)} \tag{12a}
\end{equation}

subject to \( u \in U \), \( \beta_m \in \mathbb{R} \), \( (12b) \)

where \( f_m(u) \) and \( g_m(u) \) denote arbitrary nonnegative and strictly positive scalar functions, respectively, and \( u \) is a vector variable to be optimized subject to a feasible set \( U \).

The QT [19] casts the latter problem into the equivalent

\begin{equation}
\max_u \sum_{m=1}^{M} 2\beta_m \sqrt{f_m(u)} - \beta_m^2 g_m(u) \tag{13a}
\end{equation}

subject to \( u \in U, \beta_m \in \mathbb{R} \), \( (13b) \)

where

\begin{equation}
\beta_m \triangleq \sqrt{\frac{f_m(u)}{g_m(u)}} \tag{14}
\end{equation}

is a scaling quantity iteratively updated for each point \( u \) and designed to ensure that, at that pivot point, the original objective function in equation (12a) is equivalent to the transformed function given in equation (13a).
In light of the above, the QT applied to equation (10) yields

$$
\|x\|_0 \approx L - \left( \sum_{i=1}^{L} 2\beta_i \sqrt{\alpha} - \beta^2_i (|x|^2 + \alpha) \right)
$$

(15a)

$$
= \sum_{i=1}^{L} \beta^2_i |x_i|^2 + L - \left( \sum_{i=1}^{L} 2\beta_i \sqrt{\alpha} + \alpha \right),
$$

(15b)

where we remark that the latter terms independent of $x$ in equation (15b) can be discarded in the context of a minimization problem on the variable $x$.

Figure 2 illustrates how equation (15) in fact majorizes equation (10), with equality at the pivot point ensured at each iteration by the optimal values of $\beta_m$ as per equation (14).

Substituting equation (15), with the constant terms discarded, into equation (11) yields

$$
\text{minimize}_{s \in \mathbb{C}^{nt}} \lambda \sum_{i=1}^{2b} \sum_{j=1}^{N_t} \beta_{i,j}^2 |s_j - c_i|^2 + \|y - Hs\|^2_2,
$$

(16)

with

$$
\beta_{i,j} = \frac{\sqrt{\alpha}}{|s_j - c_i|^2 + \alpha}, \quad \forall i \in \{1, \ldots, 2^b\}, \, j \in \{1, \ldots, N_t\}.
$$

(17)

Next, define the quantities

$$
b \triangleq \sum_{i=1}^{2^b} c_i \left[ \beta_{i,1}^2, \beta_{i,2}^2, \ldots, \beta_{i,N_t}^2 \right]^T,
$$

(18a)

$$
B \triangleq \sum_{i=1}^{2^b} \text{diag}(\beta_{i,1}^2, \beta_{i,2}^2, \ldots, \beta_{i,N_t}^2) \succ 0,
$$

(18b)

such that equation (16) can be written as

$$
\text{minimize}_{s \in \mathbb{C}^{nt}} \lambda (s^H Bs - 2\mathbb{R}\{b^H s\}) + \|y - Hs\|^2_2,
$$

(19)

which again can be expressed more compactly by expanding the latter quadratic term, namely

$$
\text{minimize}_{s \in \mathbb{C}^{nt}} s^H (\lambda B + H^H H) s - 2\mathbb{R}\{(\lambda b^H + y^H H) s\}.
$$

(20)

We remark that the formulation in equation (20) is an original (never before proposed or derived), simple, convex, quadratic minimization variation of the ML-derived mixed-norm regularized formulation of equation (8a), in which the $\ell_0$-norm term present in equation (8a) is not replaced by $\ell_1$-norm as done in various previous works, but instead approximated with arbitrary tightness by choosing $\alpha$ sufficiently small, and which therefore differs fundamentally from SotA
methods such as the SCSR [6] and the SOAV [5] on its ability to deliver performances close to that of the ML receiver.

Finally, the formulation in equation (20) establishes a general optimization framework based on which various ML-like algorithms can be derived for the detection of symbols in large-scale systems, which thanks to their built-in ability to enforce constellation-compliant solutions, will prove very resilient to overloading, as well as other factors of practical relevance.

B. The Iterative Discrete Least Square Solution

For future convenience, let us define the function

\[
q(s) \triangleq s^H(\lambda B + H^H H)s - 2\Re\{ (\lambda b^H + y^H H)s \},
\]

(21)

which is in fact the objective function in the optimization problem described by equation (20).

Given that \(q(s)\) is quadratic on \(s\), the latter problem can be readily solved in closed-form by setting its Wirtinger derivative [22] with respect to \(s\) equal to 0, that is,

\[
\frac{\partial q(s)}{\partial s^*} = (\lambda B + H^H H)s - (\lambda b + H^H y) = 0,
\]

(22)

which readily yields the solution

\[
s = (\lambda B + H^H H)^{-1}(\lambda b + H^H y),
\]

(23a)

Fig. 2: Illustration of the relationship between equations (10) and (15), for the scalar case (i.e., \(N = 1\)), with \(\alpha = 0.1\) and \(\beta\) set to make both equations identical at \(x = 0.2\).
Obviously, a real-domain equivalent of equation (23) – which will prove convenient later – can also be obtained following the same steps as above, yielding

\[ s = (\lambda B + H^TH)^{-1}(\lambda b + H^Ty), \tag{23b} \]

where we remind that \( y, H \) and \( s \) are as previously defined in equation (2), and the majorization pivot quantities \( \beta_{i,j}, b \) and \( B \) are respectively redefined as

\[ \beta_{i,j} \triangleq \frac{\sqrt{\alpha}}{(s_j-p_i)^2 + \alpha} \text{ with } \begin{cases} i \in \{1, \cdots, 2^b/2\} \\ j \in \{1, \cdots, 2N_t\} \end{cases}, \tag{24} \]

and

\[ b \triangleq \sum_{i=1}^{2^b} p_i \left[ \beta_{i,1}^2, \beta_{i,2}^2, \cdots, \beta_{i,2N_t}^2 \right]^T, \tag{25a} \]

\[ B \triangleq \sum_{i=1}^{2^b} \text{diag}(\beta_{i,1}^2, \beta_{i,2}^2, \cdots, \beta_{i,2N_t}^2) \succ 0, \tag{25b} \]

with \( p_i \in \mathcal{P} \triangleq \mathcal{R}\{C\} \).

We emphasize the remarkably simple structure of the receiver described by equation (23), which is characterized by the mere iteration – over which \( b, B, \) and consequently \( s \) are updated – of an expression that is linear on the input \( y \), and which relies on the inversion of a matrix guaranteed to be invertible due to the positive definiteness of the term \( \lambda B \).

In fact, one may immediately recognize that equation (23) is akin to the conventional linear ZF receiver, except for the penalization factor \( \lambda \) and the dependence on the iteratively-computed regularization terms \( b \) and \( B \), which together enforce the constellation compliance of the solution. In particular, with \( \lambda = 0 \), equation (23) reduces to a conventional ZF receiver, with \((H^*H)^{-1}H^*\) yielding the pseudo-inverse of the channel \( H \).

Unlike the conventional ZF receiver, however, which is known to perform poorly if the channel matrix \( H \) is rank deficient – as is the case of overloaded systems or spatially-correlated channels – the iterative discrete least square linear detector here derived and summarized by equation (23) is the solution of the optimization problem described by equation (20), which in turn was obtained by a tight relaxation of the ML problem of equation (8a). It is thus expected and

\[ ^3 \text{Since the matrix } \lambda B + H^*H \text{ is only updated by the term } \lambda B \text{ at each iteration, its inverse can be accelerated employing tracking methods, e.g. } [23]. \]
confirmed via computer simulations (see Subsection III-D) that the iterative linear detector here presented delivers ML-derived performance, free of error floors and with improved robustness to overloading. Finally, since $(\lambda B + H^H H) \succ 0$, the continuous and quadratic objective function $q(s)$ of equation (20) is differentiable with respect to $s$, such that its solution given by equation (23) has guaranteed convergence due to [19].

All in all, it can be said that the receiver given by equation (23) is a true generalization of the classical LS receiver, which adheres to the discrete constellation in a continuous, asymptotically exact and absolutely converging manner. Alluding to this fact, we refer to our scheme as the IDLS framework.

C. Optimal Regularization Parameter of IDLS Framework

Regularized optimization methods have grown in popularity in recent years [20] due to their ability to solve complex problems at relatively low computational cost. In these methods, penalized terms are added to an objective function in order to balance multiple desired features in the solution. Well-known examples are CS methods [16] and the classic least absolute shrinkage and selection operator (LASSO) estimator, in which sparse solutions are desired and ensured by the $\ell_0$- or the $\ell_1$-norm, and matrix completion methods [24] in which low rank solutions are desired and ensured by the nuclear norm.

An important reason for the performance and robustness of such methods is that the choice of regularization parameter is not too sensitive, such that it can be dealt with offline [25] via dedicated techniques. To cite a couple of examples, an approach to optimize regularization parameters based on deep unfolding was proposed in [26], and in [27] another method is proposed based on duality theory.

Despite the existence of these and several other techniques to optimize regularization parameters, for the sake of completeness we contribute also to this issue by proposing a new algorithm to optimize the penalization parameter $\lambda$ employed in the IDLS detection framework presented above. To this end, first the real-valued equivalent of the fundamental ML-derived optimization problem described in equation (19), from which our framework has been obtained, which is given by

$$\min_{s \in \mathbb{R}^{2N_l}} s^T B s - 2 b^T s + \frac{1}{\lambda} \| y - H s \|_2^2,$$

(26)

where the penalization parameter has been moved to the $\ell_2$-norm term of the objective (only for future convenience and without prejudice to the formulation itself).
Now, notice that equation (26) is merely a regularized mixed norm variation of the original ML problem described by equation (7), and observe that in order to satisfy the equality constraint of that formulation, the term \( \sum_{i=1}^{2b/2} \| s - x_i \|_0 \) in equation (7b) – which corresponds to the term \( s^T B s - 2b^T s \) in equation (26) – needs to be globally minimized.

It follows from the above that the regularized \( \ell_2 \)-norm term in equation (26) can be placed as a constraint, with no penalty to the optimality of the formulation. In other words, the ML-derived formulation of equation (26) – and by extension to the original ML formulation of equation (7) – are equivalent to the following real-valued quadratically constrained quadratic program with one convex constraint (QCQP-1) formulation

\[
\begin{align*}
\text{minimize} & \quad s^T B s - 2b^T s \\
\text{subject to} & \quad s^T H^T H s - 2y^T H s + y^T y - \delta \leq 0,
\end{align*}
\]

where the constraint (27b) obeys Slater’s condition.

We remark that the bounding parameter \( \delta \) (a.k.a. “search ball radius”) establishes the tightness within which the squared distance \( \| y - Hs \|_2^2 \) is made to adhere, and is typically determined by the noise power [28], since noise variance is standardly available in practical systems [29]. Setting therefore \( \delta = \sigma_n^2 \) hereafter, the quadratic function in (27b) becomes

\[
k(s) \triangleq s^T H^T H s - 2y^T H s + y^T y - \sigma_n^2.
\]

All that is left for us to do then is to obtain an efficient method to solve equation (27), which among many alternatives can be achieved by applying the result presented in [30, Th.3.3]. Brought to the context hereby, that result states that if there exists a minimizer \( \bar{s} \) of equation (27a) satisfying the constraint (27b), then \( \bar{s} \) is the global solution to equation (27) if and only if (iff) there exists a parameter \( \mu_{\text{opt}} \geq 0 \) such that the following KKT conditions are satisfied

\[
\begin{align*}
(B + \mu_{\text{opt}} H^T H) \bar{s} &= (b + \mu_{\text{opt}} H^T y), \\
k(\bar{s}) &\leq 0, \\
\mu_{\text{opt}} k(\bar{s}) &= 0.
\end{align*}
\]

In recognition to the outstanding work presented in [30], we refer to this formulation of the QCQP-1 problem of equation (27) as Moré’s Theorem, which in fact admits two distinct cases. The first is when \( \mu_{\text{opt}} = 0 \), in which case equation (29a) reduces to equation (27a), with unique
global minimum at \( \bar{s} = B^{-1}b \), which is obviously a “solution” of no relevance since it is independent of the input. The second and only relevant case is when \( \mu^{\text{opt}} > 0 \), in which case equations (29b) and (29c) both coincide and reduce to \( k(\bar{s}) = 0 \), such that Moré’s Theorem then yields

\[
\bar{s} = (B + \mu^{\text{opt}}H^TH)^{-1}(b + \mu^{\text{opt}}H^Ty),
\]

(30a)

\[
\bar{s}^T(H^TH\bar{s} - H^Ty) - y^TH\bar{s} + y^Ty - \sigma_n^2 = 0,
\]

(30b)

where we have in equation (30a) inverted equation (29a), and in equation (30b) expressed \( k(\bar{s}) = 0 \) explicitly, with the term \( 2y^TH\bar{s} \) expanded and slightly rearranged.

A comparison of equations (23) and (30a) reveals that, except for the complex and real domains, respectively, both are identical if \( \mu^{\text{opt}} = 1/\lambda \). There is, however, a crucial difference between both equations, namely, that in equation (30a), the parameter \( \mu^{\text{opt}} \) results not from a regularization – as indeed the QCQP-1 formulation of equation (27) is not regularized – but rather from the KKT conditions required to solve equation (27), such \( \mu^{\text{opt}} \) is an integral part of such solution.

In addition, notice that equation (30a) is tied to the accompanying equation (30b), in the sense that both must be simultaneously satisfied in order for the solution to hold. In other words, the solution of the system of equations (30) yields within it the optimum KKT parameter \( \mu^{\text{opt}} \), which in turn determines the optimum regularization parameter \( \lambda^{\text{opt}} = 1/\mu^{\text{opt}} \) required in equation (23).

To accomplish this task, we first introduce the scaling quantity \( \rho \) and the auxiliary vector \( \bar{s} \triangleq \rho x_1 \), such that equations (30) can be rewritten as

\[
x_1^T = \rho(b + \mu^{\text{opt}}H^Ty)^T(B + \mu^{\text{opt}}H^TH)^{-1},
\]

(31a)

\[
(y^Ty - \sigma_n^2)\rho - y^THx_1 + \frac{1}{\rho}x_1^T(H^THx_1 - \rho H^Ty) = 0,
\]

(31b)

where, for future convenience, we exploited the symmetry in \( (B + \mu^{\text{opt}}H^TH) \) to transpose equation (30a) into equation (31a), and rearranged equation (30b) into equation (31b).

Next, using equation (31a) in place of \( x_1^T \) in the last term of equation (31b), and rearranging the terms yields

\[
\begin{align*}
\Delta q_{11} \rho - \Delta q_{12} y^THx_1 + \Delta q_{13} b^Tx_2 &= \mu^{\text{opt}} \Delta p_{13} (-y^TH)x_2,
\end{align*}
\]

(32)
where again for future convenience we have implicitly defined the quantities \( q_{11}, q_{12}, q_{13}, p_{13} \), and

\[
x_2 \triangleq (B + \mu^{\text{opt}}H^T H)^{-1}(H^T H x_1 - \rho H^T y),
\]  

(33)

which in turn can be rearranged as

\[
-H^T y \rho + H^T H x_1 + (-B) x_2 = \mu^{\text{opt}} H^T H x_2,
\]  

(34)

where we have highlighted the reappearance of the previously defined quantity \( q_{12} \) and implicitly defined the further quantities \( q_{22}, q_{13}, p_{23} \) for future convenience.

Finally, notice that equation (31a) can also be rewritten as

\[
\begin{align*}
b^T \rho + (-B) x_1 &= \mu^{\text{opt}} (H^T y) \rho + \mu^{\text{opt}} H^T H x_1, \\
&= q_{13}^T \rho + q_{23}^T x_1 = p_{13}^T \rho + p_{23}^T x_1,
\end{align*}
\]  

(35)

where we once more highlighted the reappearance of the quantities \( q_{13}, q_{23}, p_{13}, p_{23} \).

Now define the vector \( x \triangleq [\rho, x_1^T, x_2^T]^T \) and notice that the collection of equations (32), (34) and (35), in that order, can be written compactly as

\[
\begin{bmatrix}
q_{11} & q_{12} & q_{13} \\
q_{12} & q_{22} & q_{23} \\
q_{13} & q_{23} & 0_{2N_t}
\end{bmatrix}
\begin{bmatrix}
\rho \\
x_1 \\
x_2
\end{bmatrix}
= \mu^{\text{opt}}
\begin{bmatrix}
0 & 0_{1 \times 2N_t} & p_{13} \\
0_{2N_t \times 1} & 0_{2N_t} & p_{23} \\
P_{13}^T & P_{23}^T & 0_{2N_t}
\end{bmatrix}
\begin{bmatrix}
\rho \\
x_1 \\
x_2
\end{bmatrix},
\]  

(36)

or simply

\[
Q x = \mu^{\text{opt}} P x,
\]  

(37)

with

\[
Q \triangleq
\begin{bmatrix}
y^T y - \sigma_n^2 & -y^T H & b^T \\
-H^T y & H^T H & -B \\
b & -B & 0_{2N_t}
\end{bmatrix},
\]  

(38a)

\[
P \triangleq
\begin{bmatrix}
0 & 0_{1 \times 2N_t} & -y^T H \\
0_{2N_t \times 1} & 0_{2N_t} & H^T H \\
-H^T y & H^T H & 0_{2N_t}
\end{bmatrix},
\]  

(38b)

One can readily recognize that equation (37) defines a generalized eigenvalue problem (31).
over the pencil defined by the pair of matrices \((Q, P)\). In other words, the solution of the system of equations in (30), and therefore of the QCQP-1 problem described by equation (27), is among the generalized eigenvalues of the pencil \((Q, P)\).

Problems described by a quadratic program with a single quadratic constraint, such that the one dealt with here, were studied thoroughly in [32]. It was shown thereby, in particular in [32, Lem.3 and Th.4], that in fact the solution of the QCQP-1 extracted from equation (36) is given by its smallest generalized eigenpair.

It was also shown thereby, however, that such a solution is also equivalent to the largest finite real generalized eigenvalue of the Möbius-transform equivalent of equation (36), namely

\[
P x = \lambda^{\text{opt}} Q x,
\]

where \(\lambda^{\text{opt}} = 1/\mu^{\text{opt}}\).

We remark that the computation of the dominant generalized eigenvalue of a pencil of symmetric matrices can be done accurately, stably and at relatively low complexity, since many classic [33] and modern [34]–[36] algorithms exist to that end. In fact, since the matrix \(P\) is constant over the iterations of the IDLS detector, while only the last block column and row of the the matrix \(Q\) is updated in that process, the recursive adaptation of \(\lambda^{\text{opt}}\) from a previous to a next iteration is also possible via Jacobian techniques such as e.g. [36]. Finally, and better still, as shall be numerically shown in Section V-B it is found in practice that \(\lambda^{\text{opt}}\) converges quickly and stably, varying only minimally over different channel realizations and signal transmissions, such that the values calculated in previous runs of the detector can be reused.

All in all, we have therefore arrived at the elegant conclusion that the optimum regularization parameter \(\lambda^{\text{opt}}\) required to evaluate equation (23b) is given by the largest finite generalized eigenvalue of the pencil \((P, Q)\), that is

\[
\lambda^{\text{opt}} = \text{maxeig}(P, Q).
\]
Algorithm 1 Iterative Discrete Least Square Detector

**External Input:**
Received signal $y$, channel matrix $H$ and noise power $\sigma_n^2$.

**Internal Parameters:**
Maximum number of iterations $k_{\text{max}}$; convergence threshold $\varepsilon \ll 1$ and shaping parameter $\alpha \ll 1$.

**Initialization:**
Set iteration counter $k = 0$; Set initial solution to $s^{(k)} = (H^T H)^{-1} H^T y$

```
repeat
    Increase iteration counter $k = k + 1$
    Update $\beta_{i,j}$ for $i, j$ as in equation (24)
    Construct $b$ and $B$ from equations (25a) and (25b)
    Construct $Q$ and $P$ from equations (38a) and (38b)
    Obtain $\lambda_{\text{opt}}^{(k)}$ as in equation (40)
    Update $s^{(k)}$ as in equation (23b)
    Calculate $\varepsilon_k = \|s^{(k)} - s^{(k-1)}\|_2$
until $k > k_{\text{max}}$ or $\varepsilon_k < \varepsilon$;
```

Finally, notice that although the result summarized by equation (40) is derived here for the particular case of the real-domain ML-derived formulation problem in equation (26), both the mathematical equivalence between the latter and equation (20) and the fact that the generalized eigenvalues of Hermitian pencils are real [33], [37], implicate that the result holds also for the optimization of the penalization parameter for the complex-domain formulation of the problem given in equation (20), and consequently also for its complex-valued IDLS solution given by equation (23a), sufficing it in this case to construct corresponding complex Hermitian variations of the matrices $Q$ and $P$, with the quantities $y$, $H$, $b$ and $B$ replaced by their complex-valued counterparts, and accordingly with the transpose operation $^T$ replaced by the Hermitian $^H$.

With that, for the convenience of the reader, we summarize the overall IDLS scheme in the form of a pseudo-code in Algorithm 1 adopting the real-valued variation for mathematical consistency, since the proofs of [30, Th.3.3] and [32, Lem.3 and Th.4] were offered only for real matrices.

**D. Performance Assessment**

In this subsection we offer a computer simulation-based performance evaluation of the IDLS scheme described above.

In order to focus on the gains achieved by the new method over SotA, we conduct the assessment here under ideal receiver conditions, namely, under the assumption that no distortions
due to hardware impairments exists, and that perfect CSI is available at the receiver, leaving those factors to be addressed later in the subsequent section, when our proposed framework will be also revisited to yield IDLS variations robust to such distortions.

Aside from these receiver-related limitations, however, system level conditions such as fading, channel correlation and overloading, which typically contribute to the performance deterioration of multiuser symbol detection, are considered. In particular, the following two distinct flat-fading channel models will be employed.

- **Uncorrelated Rayleigh Fading Model:** This is the most commonly used channel model to evaluate ideal detection performance in the wireless literature. Each element of the channel matrix $H$ is assumed to be an i.i.d. circularly symmetric complex Gaussian random variable with zero mean and variance 1, i.e., $h_{m,n} \sim \mathcal{CN}(0,1)$ where $h_{m,n}$ denotes the element in the $m$-th row and $n$-th column of $H$. This model captures, among others, the channel conditions of the uplink of a cell-free MIMO system serving distributed single-antenna users with either orthogonal multiple access (OMA) or NOMA protocol [38], in the fully loaded and overloaded cases, respectively.

- **Exponentially-correlated Jakes Fading Model:** In this case, the spatial correlation between antenna elements is captured via the classical Jakes correlation model, in which the block-fading matrix $H \in \mathbb{C}^{N_r \times N_t}$ is described via the following doubly-correlated channel matrix:

$$H = \Phi_r \Phi_t^\dagger H_{\text{i.i.d}} \Phi_t^\dagger,$$

(41)

where $H_{\text{i.i.d.}}$ denotes an uncorrelated i.i.d. zero mean, unit variance complex Gaussian matrix, and with the $(k, \ell)$-th element of the spatial correlation signatures $\Phi_r$ and $\Phi_t$ given by $J_0\left(\frac{2\pi f_c d |k-\ell|}{c}\right)$, where $f_c = 5$ [GHz] depicts the carrier frequency, $d$ is defined as the corresponding half antenna spacing, $c$ denotes the speed of light, and $J_0(\cdot)$ is the zeroth order Bessel function of the first kind [39].

1) **System Parameters:** As for the remaining system configuration, the following is considered.

The $\ell_0$-norm approximation tightness parameter is set to $\alpha = 0.1$. Various loading conditions are simulated, ranging from fully loaded systems with $N_t = N_r = 100$, to moderately overloaded systems are subjected to either a 25% of excess load, with $N_t/N_r = 1.25$, to severely overloaded systems with a 50% of excess load, with $N_t/N_r = 1.5$. Results are shown as a function of the energy per bit to noise power spectral density ratio ($E_b/N_0$), such that the corresponding
AWGN noise variance $\sigma_n^2$ in a system with $N_t$ transmit antennas is given by $\sigma_n^2 = N_t / (b \cdot 10^{E_b/N_0 [\text{dB}]})$. Finally, it is assumed that the elements of the symbol vector $s$ are sampled with uniform probability from a Gray-coded quadrature phase shift keying (QPSK) modulation, such that $b = 2$.

2) Comparative Results: The set of simulated results are compactly displayed in Figure 3, which shows plots of the BER performance achieved by the IDLS multiuser symbol detection method described in the preceding subsections, compared against those of the conventional LMMSE, low-complexity SOAV and SCSR SotA receivers, as well as the single-input single-output (SISO) AWGN lower bound, under various SNR, loading and channel correlation conditions.

The results altogether clearly demonstrate not only that the new IDLS detector offers substantial gains over the SotA and classic alternatives, but also that the proposed method exhibits a remarkable robustness to overloading and channel correlation conditions, which are known to be a fundamental cause of performance degradation in multiuser systems. In particular, it is visible that in all cases the inclination of the BER curves corresponding to the IDLS method is the same as that achieved by in a SISO with the same spectral efficiency.

We also call attention to the fact that all simulation results displayed are for systems of relatively large scales, which are therefore not tractable to other types of ML-approaching receiver architectures based on techniques such as sphere detection [15]. In other words, the results serve the additional purpose of effectively illustrating that the remarkable performances observed are achieved at a remarkably low complexity.

In order to further highlight this high-performance-at-low-complexity feature of the IDLS framework, plots depicting its convergence and asymptotic behaviors, as a function of the number of iterations and system size, respectively, are shown in Figure 4. The results of Figure 4a indicate that less than 25 iterations are sufficient for IDLS to converge in almost all the conditions considered, with 37 iterations sufficing for all the cases.

Interestingly (but non-surprisingly), it is also found that the number of iterations required until convergence is not strongly affected by the dimension of the system or loading conditions, as shown in the figure.

As for asymptotic behavior, it can be seen from Figure 4b that indeed the BER performance of the IDLS detector enjoys the array or dimension gain as expected. This is due to the fact that
Fig. 3: Uncoded BER performance of the Iterative Discrete Least Square described in Algorithm II compared against conventional LMMSE and SotA multiuser detection schemes under various loading and channel conditions.
(a) Convergence: BER \times \text{No. of Iterations.}

(b) Asymptotic: BER \times \text{System Size.}

Fig. 4: Convergence and asymptotic behaviors of the Iterative Discrete Least Square detector described in Algorithm 1.

Fig. 5: BER performance of IDLS and LMMSE receivers combined with the rate-1/2 low-density parity-check code (LDPC) of DVB-S2 standard.

owing to the $\ell_0$-norm formulation embedded into IDLS, a large system condition facilitates the detection performance of IDLS as is the case with existing compressive sensing algorithms.

This remarkable resilience of the IDLS detector against ISI and MUI, demonstrated when operating over uncoded symbols, which shows no signs of error floors even under severe overloading conditions and subjected to the further rank deficiencies resulting from channel correlation, motivates us to probe the performance of the method when aided by channel coding. To that end, we compare in Figure 5 the BER achieved by the IDLS detector against that of the conventional LMMSE receiver in a system with overloading ratio $\gamma = 1.5$, this time equipping both receivers with the standardized DVB-S2 LDPC of rate 1/2, decoded with 50 sum-product iterations. The figure indicates that, despite the severe overloading conditions, LDPC-coded IDLS
exhibits the waterfall BER curves typical of receivers free of ISI or MUI.

In comparison, the conventional LMMSE receiver is, as expected, simply not applicable in such scenarios. We attribute the notable performance gain of the IDLS detector over the LMMSE to its ability to close the “gap” that exists between the assumption of continuity required to enable invoking the Wirtinger derivative and the reality that the solution must belong to a discrete constellation. As touched upon in Section III-B, in the derivation of the classical LMMSE, this inconsistency is left unaddressed [40], while in the proposed method, the solution is obtained over a space which is strictly speaking continuous on $s$, but which at the same time has a strong “bias” towards solutions belonging to $C$, imposed by the parameters $\alpha \ll 1$ and $\lambda > 0$.

It is this overall combination of high performance and low-complexity offered by the IDLS scheme that motivates us, in the subsequent section, to further develop its robustness against various other factors of practical relevance such as noisy conditions, CSI imperfection and hardware impairments, with great modularity, consequently extending the IDLS method into a more general framework for the symbol detection of overloaded systems.

IV. EXTENSIONS FOR ROBUST IDLS DETECTOR

In the preceding section, we constructed a novel ML-derived iterative discrete least squares detector which, taking advantage of a tight convexized approximation of the $\ell_0$-norm, enables the ISI/MUI-free detection of symbol vectors subjected to rank-deficient channels resulting from overloading or correlation. The new scheme, which we refer to as the IDLS detector, was found to yield BER performances that are free of error floors and significantly superior to those of the classic LMMSE receiver and of more recent SotA methods.

The IDLS detector was, however, derived and evaluated under the ideal assumption of perfect CSI knowledge and impairment-free hardware, while in practice CSI errors and hardware imperfection are possible additional causes of performance degradation. And although CSI and hardware imperfections can be mitigated by increasing the transmit power and quantity of pilot symbols, and the quality of radio frequency (RF) components, respectively, these measures come along with undesirable consequences such as the increase in energy consumption, communication delay and engineering costs.

We therefore proceed to show in this section that the IDLS detector can be extended so as to incorporate robustness to the aforementioned factors. In the process, it will become visible that, thanks to the flexibility of its formulation and the simplicity of its solution, the IDLS scheme is
indeed very convenient in enabling these and possibly further extensions, implicating therefore that the method can be seen as a generic framework for the design of robust, effective and low-complexity detectors for overloaded systems.

A. Mitigating Noisy Conditions

In many cases, the effect of imperfections in CSI or hardware are perceived in the form of an increase in the noise level experienced at the receiver, without the possibility for the receiver to estimate proportionality parameters that quantify the percentage of such noise increase relative to thermal and background RF noise.

It makes sense, therefore, to start our effort of extending the IDLS detector by considering a mechanism to combat a generic and uncategorized noise level, under the knowledge of only the aggregate noise power $\sigma_n^2$. To that end, recall the conventional linear MMSE detector described by the equation

$$s_{\text{MMSE}} = \left( H^H H + \sigma_n^2 I_{N_r} \right)^{-1} H^H y. \quad (42)$$

Recall also the Woodbury inverse lemma [41, Sec.2.7.3], which applied to the context hereby establishes the equivalence

$$H^H (H H^H + \sigma_n^2 I_{N_r})^{-1} = (H^H H + \sigma_n^2 I_{N_r})^{-1} H^H. \quad (43)$$

Next, notice that by force of the Woodbury inverse lemma, equation (42) can in fact be recognized as the solution of the following regularized least square problem

$$\arg\min_{s \in \mathbb{C}^{N_t}} \| y - H s \|^2_2 + \sigma_n^2 \| s \|^2_2. \quad (44)$$

In light of the discussions of Subsection II-B as well as the derivations and results of Section III it can now readily understood that the well-known vulnerability of the classic LMMSE to overloading and channel correlation stems from the lack, in equation (44), of a constraint that enforces compliance of the solution to the prescribed symbol constellation $C$, which can then be corrected by reformulating the latter as

$$\begin{align*}
\text{minimize} & \quad \| y - H s \|^2_2 + \sigma_n^2 \| s \|^2_2, \\
\text{subject to} & \quad \sum_{i=1}^{2^b} \| s - c_i 1 \|_0 = N_t \cdot (2^b - 1),
\end{align*} \quad (45a,b)$$

which in turn can be transformed into a regularized LS variation, namely
\[
\min_{s \in \mathbb{C}^{N_t}} \| y - Hs \|^2_2 + \sigma^2_n \| s \|^2_2 + \lambda \sum_{i=1}^{2^k} \| s - c_i 1 \|_0. \tag{46}
\]

Succinctly, introducing the \( \ell_0 \)-norm approximation into equation (46) and subsequently applying the QT, as described in Section III, we readily obtain

\[
\min_{x \in \mathbb{C}^{N_t}} \| y - Hs \|^2_2 + \sigma^2_n \| s \|^2_2 + \lambda \sum_{i=1}^{2^k} \sum_{j=1}^{N_t} \beta_{i,j} | s_j - c_i |^2, \tag{47}
\]

with \( \beta_{i,j} \) given, as previously, by equation (17), and which can be rewritten as

\[
\min_{s \in \mathbb{C}^{N_t}} s^H \left( H^H H + \sigma^2_n I_{N_r} + \lambda B \right) s - 2 \text{Re} \left\{ (H^H y + \lambda b)^H s \right\}, \tag{48}
\]

with \( b \) and \( B \) as defined in equations (18a) and (18b), respectively, and which in turn admits the iterative closed-form solution

\[
s = \left( H^H H + \sigma^2_n I_{N_r} + \lambda B \right)^{-1} (H^H y + \lambda b), \tag{49a}
\]

or equivalent in the real domain

\[
s = \left( H^T H + \sigma^2_n I_{2N_r} + \lambda B \right)^{-1} (H^T y + \lambda b), \tag{49b}
\]

in which case \( s \) and \( H \) are as in equation (2), while \( b \) and \( B \) are defined in equation (25).

Note that if the noise variance is not available at the receiver \( i.e., \sigma^2_n = 0 \), equation (49) reduces to the previously derived IDLS detector described by equation (23), while setting \( \lambda = 0 \) leads to the conventional linear MMSE detector of equation (42). In other words, it can be concluded that equation (49) is generalization of both the IDLS and the conventional linear MMSE receivers in terms of noise- and constellation-awareness, respectively.

As for the regularization parameter \( \lambda \), once again the same procedure described in Subsection III-C can be reproduced. In particular, the real-valued equivalent of equation (48) can once again be cast into the QCQP-1

\[
\min_{s \in \mathbb{R}^{2N_r}} s^T B s - 2 b^T s \tag{50a}
\]

subject to

\[
s^T (H^H H + \sigma^2_n I_{2N_r}) s - 2 y^T H s + y^T y - \delta \leq 0, \tag{50b}
\]

where again \( \delta = \sigma^2_n \), and from which the combination of KKT conditions with Moré’s Theorem...
yields
\[ \mathbf{s} = (\mathbf{B} + \mu_{\text{opt}}^\mathbf{H} \mathbf{H} + \sigma_n^2 \mathbf{I}_{2N_r})^{-1}(\mathbf{b} + \mu_{\text{opt}}^\mathbf{H} \mathbf{y}), \tag{51a} \]
\[ \mathbf{s}^\mathbf{T}((\mathbf{H}^\mathbf{T} \mathbf{H} + \sigma_n^2 \mathbf{I}_{2N_r}) \mathbf{s} - \mathbf{H}^\mathbf{T} \mathbf{y}) - \mathbf{y}^\mathbf{T} \mathbf{H} \mathbf{s} + \mathbf{y}^\mathbf{T} \mathbf{y} - \sigma_n^2 = 0. \tag{51b} \]

For brevity, we omit the derivation details which are similar to those of Subsection III-C but solving the system of equations (51) in the same manner described in Subsection III-C and applying the results of [32, Lem.3 and Th.4] and the Möbius-transform, one finally arrives once again at the optimum regularization parameter given in equation (40), only with the entry identified in equation (51b) updated in the matrices \( \mathbf{Q} \) and \( \mathbf{P} \), which yields
\[ \mathbf{Q} \triangleq \begin{bmatrix} \mathbf{y}^\mathbf{T} \mathbf{y} - \sigma_n^2 & -\mathbf{y}^\mathbf{T} \mathbf{H} & \mathbf{b}^\mathbf{T} \\ -\mathbf{H}^\mathbf{T} \mathbf{y} & \mathbf{H}^\mathbf{T} \mathbf{H} + \sigma_n^2 \mathbf{I}_{2N_r} & -\mathbf{B} \\ \mathbf{b} & -\mathbf{B} & 0_{2N_t} \end{bmatrix}, \tag{52a} \]
\[ \mathbf{P} \triangleq \begin{bmatrix} 0 & 0_{1 \times 2N_t} & -\mathbf{y}^\mathbf{T} \mathbf{H} \\ 0_{2N_t \times 1} & 0_{2N_t} & \mathbf{H}^\mathbf{T} \mathbf{H} + \sigma_n^2 \mathbf{I}_{2N_r} \\ -\mathbf{H}^\mathbf{T} \mathbf{y} & \mathbf{H}^\mathbf{T} \mathbf{H} + \sigma_n^2 \mathbf{I}_{2N_r} & 0_{2N_t} \end{bmatrix}. \tag{52b} \]

From the above, it is evident that replacing (23b) by equation (49b), as well as equations (38a) and (38b) by equations (52a) and (52b) yields a noise-robust extension of the IDLS detector, which maintains the same overall structure and thus the same complexity, while offering improved BER performance at low signal-to-noise-ratios (SNRs). We also remark, however, that at high SNRs or if the noise power is unknown and thus set to zero, the term \( \sigma_n^2 \mathbf{I}_{2N_r} \) in equations (49b) and (52) disappear, reducing them to equations (23b) and (38), respectively, and consequently the detector itself back to the original IDLS described in Section III.

Although \( \sigma_n^2 \) appears also in the upper-left minor of the matrix \( \mathbf{Q} \) given in equations (38) and (52), the latter is a consequence of a particular choice of search ball radius \( \delta \) made in equations (27b) and (50b), respectively. In case \( \sigma_n^2 \) is unknown or negligibly small, another value of \( \delta \) must be chosen in \( \mathbf{Q} \), for instance, based on the minimum Euclidean distance between points in the constellation \( \mathcal{P} \). In other words, taking advantage of lattice reduction approaches e.g., [28], a robust choice of \( \delta \) can be made as a function of the dominant eigenvalue of the channel matrix if \( \sigma_n^2 \) is unknown.
With the modularity of the IDLS framework well identified, we proceed to further extend it to mitigate imperfect CSI and hardware impairments as previously announced.

**B. Mitigating Imperfect CSI and Hardware Impairments**

For the sake of brevity, in this Subsection we omit repetitive details and succinctly describe only the necessary modifications in the channel and system models, as well as in the fundamental equations of the IDLS framework, required to identify how the latter can be extended to also mitigate imperfect CSI and hardware impairments.

First, consider the well-known Gauss-Markov uncertainty model \[\hat{H}\] commonly used to incorporate the impact of CSI errors in channel estimates, which is described by

\[
H = \sqrt{1 - \tau^2} \hat{H} + \tau E,
\]

where \(\hat{H}\) denotes the estimate of the true channel matrix \(H\) (i.e., imperfect observation of \(H\)), \(E\) corresponds to the error matrix whose distribution is associated with that of \(H\), and \(\tau \in [0, 1]\) denotes the Gauss-Markov uncertainty parameter that characterizes the CSI estimation inaccuracy.

For the sake of completeness, we combine the CSI error model of (53) with the channel correlation model described in equation (41) to obtain \[\hat{H}\] to obtain

\[
H = \Phi_r^{\frac{1}{2}} \left( \sqrt{1 - \tau^2} H_{\text{i.i.d.}} + \tau E_{\text{i.i.d.}} \right) \Phi_t^{\frac{1}{2}}
= \sqrt{1 - \tau^2} \Phi_r^{\frac{1}{2}} H_{\text{i.i.d.}} \Phi_r^{\frac{1}{2}} + \tau \Phi_t^{\frac{1}{2}} E_{\text{i.i.d.}} \Phi_t^{\frac{1}{2}},
\]

where \(E_{\text{i.i.d.}}\) follows the circular symmetric complex Gaussian distribution with zero mean and unit variance while assuming that perfect (or considerably accurate) knowledge of the spatial correlation matrices \(\Phi_r\) and \(\Phi_t\) is available at the receiver, since such correlations are vary much slower than the instantaneous channel, and therefore can be estimated accurately even though the channel estimates \(\hat{H}\) themselves are imperfect \[42\].

Notice that equations (53) and (54) indeed extend the perfect CSI model employed in preceding sections of the article, such that setting \(\tau = 0\), one returns simply to \(H = \hat{H}\). Next, we turn our attention to hardware impairments, which typically refer to practical imperfections in power amplifiers (PAs), digital-to-analog converters (DACs), analog-to-digital converters (ADCs), I/Q mixers or other RF chain components, and whose effect is to cause distortions in transmit signals
that were shown in e.g. [43] to be well-modeled by i.i.d additive zero-mean Gaussian random variables, with variance proportional to the power of the undistorted signal. To elaborate, in the presence of hardware impairment, an intended transmit symbol vector \( s \in \mathbb{C}^{N_t \times 1} \) is distorted into the transmit signal \( x \in \mathbb{C}^{N_t \times 1} \) described by [44], [45]

\[
x = s + w, \tag{55}
\]

where \( w \) denotes an additive hardware distortion vector modeled as \( w \sim \mathcal{CN}(0, \eta \cdot \text{diag}(C_s)) \) with \( \eta \) denoting the RF distortion level parameter characterized by the quality of the RF chain components and \( C_s \triangleq \mathbb{E}[s^H s] \).

Assuming that the elements of the intended symbol vector \( s \) are independent from each other and have unit power (i.e., \( C_s = I \)), the received signal corresponding to the transmit signal in equation (55) is given by

\[
y = Hx + n = \sqrt{1 - \tau^2} \hat{H}s + \tau E_s + \tau Ew + \sqrt{1 - \tau^2} \hat{H}w + n \in \mathbb{C}^{N_r \times 1}. \tag{56}
\]

It will prove convenient to normalize the received signal by the scalar \( \sqrt{1 - \tau^2} \), and rearrange the terms so as to yield

\[
\tilde{y} = \hat{H}s + \hat{H}w + \frac{\tau E_s + \tau Ew + n}{\sqrt{1 - \tau^2}}, \tag{57}
\]

where we have implicitly defined the total effective noise \( \tilde{n} \).

At this point it is worth mentioning that in the absence of knowledge of the Gauss-Markov uncertainty parameter \( \tau \) and the RF distortion level \( \eta \), a receiver would simply perceive the total effective noise \( \tilde{n} \) as a higher noise level with power \( \sigma_{\tilde{n}}^2 \), such that the robust IDLS scheme of Subsection [IV-A] could be in fact employed directly, as long as \( \sigma_{\tilde{n}}^2 \) could be estimated, under the assumption of whiteness of \( \tilde{n} \).

On the other hand, if \( \tau \) and \( \eta \) can themselves be estimated, and under the knowledge of the spatial correlation matrices \( \Phi_r \) and \( \Phi_i \), a more effective mitigation of the CSI and hardware imperfection can be achieved under the IDLS framework, by incorporating the resulting knowledge.

First, as shown in Appendix A, the covariance matrix of the total effective noise \( \tilde{n} \) is given
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which seeks to minimize the Mahalanobis distance between the output and input vectors while

where, for future convenience, we have decomposed

\[ \Sigma \]

by

\[ \Sigma \sim \eta \hat{H} \hat{H}^H + \frac{\tau^2}{1 - \tau^2} (1 + \eta) \text{Tr} (\Phi_t) \Phi_t + \frac{\sigma_n^2}{1 - \tau^2} I_{N_r}, \]  

(58)

where, for future convenience, we have decomposed \( \Sigma \) into a sum of the matrices \( \Sigma^C \) and \( \Sigma^U \), the first corresponding to quantities that are subjected to correlation, and the second corresponding to terms that are not.

Next, we observe that the presence of the correlated covariance component \( \Sigma^C \) in \( \Sigma \) implicates that, in general,

\[ \hat{H}^H (\hat{H} \hat{H}^H + \Sigma) \]  

\[ \neq (\hat{H}^H \hat{H} + \Sigma_n)^{-1} \hat{H}^H, \]

(59)

such that the total effective noise \( \tilde{n} \) due to CSI imperfection and hardware impairment does not enjoy the homoscedasticity assumed in the previous formulations of IDLS described in preceding sections.

To circumvent this new challenge, we consider an extension of the IDLS framework under the prism of the generalized total least square regression problem [46], which we here modify to include our constellation-aware \( \ell_0 \)-norm regularizer, yielding

\[ \min_{s \in \mathbb{C}^{N_t}} (\bar{y} - \hat{H} s)^H (\Sigma_n^C + I_{N_r})^{-1} (\bar{y} - \hat{H} s) \]

\[ + \frac{\sigma_n^2}{1 - \tau^2} \|s\|_2^2 + \lambda \sum_{i=1}^{2^h} \|s - c_i 1\|_0, \]  

(60)

which seeks to minimize the Mahalanobis distance between the output and input vectors while enforcing the constellation-compliance of the solution.

Proceeding succinctly hereafter, introducing the \( \ell_0 \)-norm approximation of equation (15) and applying the QT into equation (60), we obtain

\[ \min_{s \in \mathbb{C}^{N_t}} (\bar{y} - \hat{H} s)^H (\Sigma_n^C + I_{N_r})^{-1} (\bar{y} - \hat{H} s) \]

\[ + \frac{\sigma_n^2}{1 - \tau^2} \|s\|_2^2 + \lambda \sum_{i=1}^{2^h} \|s - c_i 1\|, \]  

(61a)
Algorithm 2 Robust IDLS Detector

**External Input:**
Received signal $y$, estimated channel matrix $\tilde{\mathbf{H}}$, noise power $\sigma_n^2$, Gauss-Markov uncertainty parameter $\tau$ and hardware impairment parameter $\eta$.

**Internal Parameters:**
Maximum number of iterations $k_{\text{max}}$; convergence threshold $\varepsilon \ll 1$ and shaping parameter $\alpha \ll 1$.

**Initialization:**
Set iteration counter $k = 0$;
Normalize received signal as $\bar{y} \triangleq \frac{y}{\sqrt{1 - \tau^2}}$;
Set initial solution to $s^{(0)} = \left(\tilde{\mathbf{H}}^* (\Sigma_n^C + \mathbf{I}_{N_r})^{-1} \tilde{\mathbf{H}} + \frac{\sigma_n^2}{1 - \tau^2} \mathbf{I}_{2N_r}\right)^{-1} \left(\tilde{\mathbf{H}}^* (\Sigma_n^C + \mathbf{I}_{2N_r})^{-1} \bar{y}\right)$.

repeat
Increase iteration counter $k = k + 1$
Update $\beta_{i,j} \forall i, j$, as in equation (24)
Construct $\mathbf{b}$ and $\mathbf{B}$ from equations (25a) and (25b)
Construct $\mathbf{Q}$ and $\mathbf{P}$ from equations (64a) and (64b)
Obtain $\lambda_{\text{opt}}^{(k)}$ as in equation (40)
Update $s^{(k)}$ as in equation (62b)
Calculate $\varepsilon_k = \|s^{(k)} - s^{(k-1)}\|_2$
until $k > k_{\text{max}}$ or $\varepsilon_k < \varepsilon$;

$$ + \frac{\sigma_n^2}{1 - \tau^2} \|s\|^2_2 + \lambda(\mathbf{B}^T s - 2\Re\{\mathbf{s}^H \mathbf{b}\}),$$

or alternatively, in the real domain,

$$\min_{s \in \mathbb{C}^{N_t}} (\bar{y} - \tilde{\mathbf{H}}s)^T (\Sigma_n^C + \mathbf{I}_{2N_r})^{-1} (\bar{y} - \tilde{\mathbf{H}}s) \quad (61b)$$

$$+ \frac{\sigma_n^2}{1 - \tau^2} \|s\|^2_2 + \lambda(s^T \mathbf{B} s - 2s^T \mathbf{b}),$$

which in turn admit the respective solutions

$$s = \left(\tilde{\mathbf{H}}^* (\Sigma_n^C + \mathbf{I}_{N_r})^{-1} \tilde{\mathbf{H}} + \frac{\sigma_n^2}{1 - \tau^2} \mathbf{I}_{N_t} + \lambda \mathbf{B}\right)^{-1} \left(\tilde{\mathbf{H}}^* (\Sigma_n^C + \mathbf{I}_{N_r})^{-1} \bar{y} + \lambda \mathbf{b}\right), \quad (62a)$$

and

$$s = \left(\tilde{\mathbf{H}}^T (\Sigma_n^C + \mathbf{I}_{2N_r})^{-1} \tilde{\mathbf{H}} + \frac{\sigma_n^2}{1 - \tau^2} \mathbf{I}_{2N_t} + \lambda \mathbf{B}\right)^{-1} \left(\tilde{\mathbf{H}}^T (\Sigma_n^C + \mathbf{I}_{2N_r})^{-1} \bar{y} + \lambda \mathbf{b}\right), \quad (62b)$$

where, as previously, all the straight up bold letters are the real-domain equivalent of their bold italic counterparts in the complex domain.
Finally, in order to optimize the regularization parameter, we once again transform the formulation given in equation (61b) into a QCQP-1, build the corresponding KKT conditions, and apply Moré’s Theorem [30] to obtain

\[
\bar{s} = \left( B + \mu^{\text{opt}} \left( \hat{H}^T \left( \Sigma_{\tilde{n}} + I_{2N_r} \right)^{-1} \hat{H} + \frac{\sigma^2_{n}}{1-\tau^2} I_{2N_t} \right) \right)^{-1} \times \left( \begin{array}{c}
\tilde{b} \\
\mu^{\text{opt}} \hat{H}^T \left( \Sigma_{\tilde{n}} + I_{2N_r} \right)^{-1} \tilde{y}
\end{array} \right),
\]

\[= q_{22} \]

\[
s^T \left( \hat{H}^T \left( \Sigma_{\tilde{n}} + I_{2N_r} \right)^{-1} \hat{H} + \frac{\sigma^2_{n}}{1-\tau^2} I_{2N_t} \right) \bar{s} - \tilde{y}^T \left( \Sigma_{\tilde{n}} + I_{2N_r} \right)^{-1} \tilde{y} - \bar{s} = 0,
\]

\[= q_{12} \]

\[\bar{s}^T \left( \hat{H}^T \left( \Sigma_{\tilde{n}} + I_{2N_r} \right)^{-1} \hat{H} - \frac{\sigma^2_{n}}{1-\tau^2} I_{2N_t} \right) \bar{s} + \bar{s}^T \left( \Sigma_{\tilde{n}} + I_{2N_r} \right)^{-1} \bar{s} - \sigma^2_{n} = 0,
\]

\[= q_{11} \]

such that the matrices \(Q\) and \(P\) to be used in equation (40) in order to calculate \(\lambda^{\text{opt}}\) are updated as in equation (64), shown on top of the page.

Once again, we remark that in case perfect CSI is available at the receiver (i.e., when \(\tau = 0\)), and the transmitter is free of distortions due to hardware impairment (i.e., when \(\eta = 0\)), equations (60) through (64) reduce to the corresponding equations in Subsection IV-A.

Likewise, setting the noise variance to zero further reverts the detector described in this subsection back to the fundamental IDLS design introduced in Section III. In other words, it is evident that the IDLS variation introduced here is in fact an extension of the original method presented earlier, with embedded robustness to noise, CSI imperfection and hardware impairment, for which it shall be referred to as the Robust IDLS detector.

For the convenience of the reader, a pseudo-code summarizing the Robust IDLS detector is offered above in Algorithm 2. It can be readily recognized that indeed Algorithm 2 is generalization of Algorithm 1.

V. PERFORMANCE ASSESSMENT: ROBUST IDLS

In this section, we offer performance evaluation of the Robust IDLS detector for different CSI error and hardware impairment setups in order to illustrate the effectiveness and flexibility of the proposed framework.

Before we proceed to the BER performance assessment of the Robust IDLS detector compared to the state of the art, let us offer a few comments on the complexity of the framework in the following subsection.
Fig. 6: Optimized regularization parameter $\lambda^{\text{opt}(k)}$ averaged over channel realizations and signal transmissions with $N_t = 120$, $N_r = 96$, $\tau^2 = -15$ [dB] and $\eta = -20$ [dB] as a function of algorithmic iteration $k$.

A. Remarks on Complexity

For starters, we emphasize that although the computation of the regularization parameter $\lambda^{\text{opt}(k)}$ obtained from the robust IDLS was included among the repetitive steps executed in Algorithms 1 and 2 for the sake of completeness, in practice such step does not need to be repeated at every iteration of the IDLS detector. Indeed, notice that only the first row and column of the matrix $Q$ is signal-dependent while the matrix $P$ is constant for a given channel realization. Consequently, it is both mathematically justified and empirically observed that the sequences of regularization parameters $\{\lambda^{\text{opt}(0)}, \lambda^{\text{opt}(1)}, \ldots, \lambda^{\text{opt}(\text{max})}\}$ obtained from Algorithm 1 and 2 do not vary significantly with channel realizations and signal transmissions, for fixed system size and SNR. This can be confirmed in Figure 6 in which the values $\lambda^{\text{opt}(k)}$ is plotted against the iteration number. Both the average (line) and individual outcomes (gray shadow) are shown, for multiple signal and channel realizations. It is found that the evolution of $\lambda^{\text{opt}(k)}$ is fast and stable, such that the results obtained over a given (or a few) different channel realizations and signal transmissions can be stored and used for subsequent uses.

That, allied with the fact that in SotA methods the optimization of $\lambda$ is typically performed via exhaustive search, justifies us not to consider the optimization of $\lambda$ as a core contributor to the complexity of the IDLS framework. Consequently, the most expensive operation in the IDLS framework is the matrix inversion required to evaluate the closed-form iterative expression in equation (63b), which requires $2N_t^3/3 + O(N_t^2)$ floating point operations (flops) to complete, if carried out via a conventional matrix inversion algorithm such as the naive Gauss-Jordan
elimination method [33].

However, since the quadratic coefficient matrices in equations (23), (49) and (62) are Hermitian positive definite, the latter complexity can be halved by taking advantage of the Cholesky factorization, which transforms the latter equations into a linear system involving triangular matrices, resulting in an order of \(N_t^3/3 + \mathcal{O}(N_t^2)\) flops [47].

We have numerically found via Monte-Carlo simulations, for instance, that the Cholesky factorization approach suffices to efficiently solve the inversions in equations (23), (49) and (62) under moderate problem setups (i.e., \(N_t = N_r \approx 100\)) within an average time of hundreds of microseconds when using 64-bit MATLAB 2019a in a computer with an Intel Core i9 processor with a clock speed of 3.6GHz and 32GB of random-access memory (RAM). Thus, the operation in practice can be computed in the order of nanoseconds on field-programmable gate arrays (FPGAs), which complies with latency requirements posed by various global standards including 5G new radio (NR).

For systems of larger size (e.g., \(N_t \gg 500\)), numerous iterative algorithms including variates of the conjugate gradient methods, accelerated first/second-order gradient methods, and minimum residual methods exist [31], which can also be utilized to solve the linear equations (22), (49), and (62). Note that efficient factorization-based inverse solvers are publicly available as native functions in numerical computing languages, e.g., \texttt{mldivide} in MATLAB and \texttt{cho_solve} in Python. Finally, we remark that the proposed algorithm has a comparative worst-case complexity to the MMSE detector which is currently employed in 5G systems [29].

B. BER Performance: IDLS versus SotA Alternatives

Next, we turn our attention to the evaluation of the BER performance of Algorithm 2 in comparison to the conventional LMMSE and recent SotA alternatives, in mitigating the effect of imperfections such as CSI errors and hardware impairments, inevitable in real-life systems. For the sake of a more effective comparison, in particular in terms of capturing the gains achieved as a result of the IDLS approach itself rather then the system model alone, and given that the derivation of the total effective noise covariance matrix described in Appendix A and summarized in equation (58) is adjacent to the IDLS detector, which therefore can also be utilized outside of the context of the IDLS framework, we have fed the conventional LMMSE estimator with \(\Sigma_n\) as described by equation (58).
(a) Impact of CSI Error with Fixed Hardware Impairment Level.

(b) Impact of Hardware Impairment with Fixed CSI Error Level.

Fig. 7: Uncoded BER performance of Robust IDLS detector compared to SotA alternatives, under fully-loaded ($\gamma = 1$) conditions in spatially correlated channels and subjected to different CSI error and hardware impairment levels.

In other words, in the figures to follow, curves attributed to the “conventional” LMMSE corresponds to the results obtained with the receiver

$$s^{\text{MMSE}} = \hat{H}^H(\hat{H} \hat{H}^H + \Sigma_n)^{-1} \hat{y}.$$ (64)

Following [44] and [45], it is assumed that the CSI imperfection level $\tau^2$ varies from $-15$ [dB] to $-10$ [dB], while the hardware imperfection parameter $\eta$ takes from the interval $[-20, -10]$ [dB].

Fully loaded scenarios will be set with $N_t = N_r = 120$, whereas overloaded scenarios will be set with $N_t = 120$ and $N_r = 96$, yielding an overloading ratio of $\gamma = 1.25$ so that the results of Subsection III-D2 may serve as a reference.

Our comparisons start with Figure 7, which shows the gains in BER performance achieved by the robust IDLS detector over SotA alternatives in a fully-loaded scenario (i.e., $N_t = N_r = 120$) with different CSI error and hardware imperfection condition, respectively. It is found that the conventional LMMSE estimator is significantly outperformed not only by the newly-proposed robust IDLS detector, but also by the SOAV and SCSR schemes, which follows from the constellation-awareness that these techniques have in common, and which demonstrates its robustness of the approach against non-ideal conditions such as CSI and hardware imperfections.

It can also be seen, however, that the robust IDLS consistently outperforms all alternatives including SOAV and SCSR across the entire range of CSI error and hardware imperfection levels, with an especially large gain over the latter over a wide range of values of $\tau$ and $\eta$. 
(a) Impact of CSI Error with Fixed Hardware Impairment Level.

(b) Impact of Hardware Impairment with Fixed CSI Error Level.

Fig. 8: Uncoded BER performance of Robust IDLS detector compared to SotA alternatives, under overloaded ($\gamma = 1.25$) conditions in spatially correlated channels and subjected to different CSI error and hardware impairment levels.

Next, we examine the impact of overloading on the aforementioned gains in order to reveal the performance in a NOMA setup. To this end, Figure 8 compares the uncoded BERs achieved by a system with $N_t = 120$ and $N_r = 96$, yielding an overloading ratio of $\gamma = 1.25$. It can be seen that while the harsher overloading has an overall impact on the performances of all schemes compared, as a consequence of the higher levels of ISI, also exacerbated by channel and noise correlation resulting from the CSI errors and hardware distortions, the robust IDLS detector continues to provide superior performance with substantial gains over all alternatives.

These gains are a consequence of the incorporation of imperfection-aware extensions via the generalized LS method into the IDLS framework. As confirmed by the figures, it is shown that the proposed framework is generic and compatible with various system setups in a plug-and-play fashion.

VI. CONCLUSION

We proposed a flexible framework for the symbol detection problem in overloaded NOMA communication systems without assuming particular channel statistics. The key concept of the proposed framework is the compliance of the solution to the prescribed symbol constellation $\mathcal{C}$, which is technically realized by the combination of a novel tight approximation of the $\ell_0$-norm, with a fractional programming technique that leads to a closed-form-based iterative solution dubbed the Iterative Discrete Least Square (IDLS).
Due to its structure, it can be said that the proposed IDLS detector is a generalization of the classic LS counterpart for discrete signal detection. Despite its low computational complexity, the IDLS detector was shown to achieve superior performance compared to SotA schemes in terms of BER, regardless of the presence of channel correlation and severe overloading, approaching the absolute performance lower bound in fully loaded conditions without correlation.

The IDLS detector was then extended to incorporate mitigation capabilities against non-ideal factors, such as CSI imperfection and hardware impairments, yielding the Robust IDLS detector. Due to the modular nature of its structure, which enables the construction of several variations depending on the desired mitigating features, the IDLS can be considered as a novel framework for the design of detectors for NOMA systems.

**APPENDIX**

**DERIVATION OF CSI/HWI EFFECTIVE NOISE COVARIANCE**

Recall from equation (57) that the total effective noise, including the contributions due to CSI imperfection and hardware impairment is given by

$$\tilde{n} \triangleq \frac{\tau E_s + \tau E_w + n}{\sqrt{1 - \tau^2}}.$$  (65)

By definition we then have

$$\Sigma_{\tilde{n}} \triangleq \mathbb{E}[\tilde{n}\tilde{n}^H]$$  (66)

Distributing the terms in parenthesis and expanding yields

$$\Sigma_{\tilde{n}} = \mathbb{E}[\hat{H}w\left(\hat{H}w + \frac{\tau E_s + \tau E_w + n}{\sqrt{1 - \tau^2}}\right)^H]$$

$$+ \frac{\tau}{\sqrt{1 - \tau^2}} \mathbb{E}[E_s\left(\hat{H}w + \frac{\tau E_s + \tau E_w + n}{\sqrt{1 - \tau^2}}\right)^H]$$

$$+ \frac{\tau}{\sqrt{1 - \tau^2}} \mathbb{E}[E_w\left(\hat{H}w + \frac{\tau E_s + \tau E_w + n}{\sqrt{1 - \tau^2}}\right)^H]$$

$$+ \frac{1}{\sqrt{1 - \tau^2}} \mathbb{E}[n\left(\hat{H}w + \frac{\tau E_s + \tau E_w + n}{\sqrt{1 - \tau^2}}\right)^H]$$

$$= \hat{H} \mathbb{E}[\hat{w}\hat{w}^H] \hat{H}^H + \tau^2 \left(\frac{\mathbb{E}[E_s\hat{s}^H\hat{E}^H] + \mathbb{E}[E_w\hat{w}^H\hat{E}^H]}{1 - \tau^2}\right)$$
\[ + \frac{\sigma_n^2}{1 - \tau^2} \mathbf{I}_N, \]
\[ = \eta \mathbf{H} \mathbf{H}^H + \frac{\tau^2}{1 - \tau^2} (1 + \eta) \text{Tr} (\mathbf{\Phi}_t) \mathbf{\Phi}_r + \frac{\sigma_n^2}{1 - \tau^2} \mathbf{I}_N, \quad (67) \]

where, in the second-to-last equation we have substituted the expectations \( \mathbb{E}[w w^H], \mathbb{E}[E s \mathbf{H}^H], \mathbb{E}[E w w^H E^H], \mathbb{E}[n n^H], \) taken over noise realizations and utilizing the identity \( \mathbb{E} [X] = \mathbb{E} [X] = \sigma^2 \text{Tr} (A) \mathbf{I}, \) valid when the elements of \( X \) are zero-mean complex Gaussian variables with variance \( \sigma^2. \)

For the terms \( \mathbb{E}[E s \mathbf{H}^H] \) and \( \mathbb{E}[E w w^H E^H] \) in particular, which are subjected to correlation due to the relation \( E = \Phi_r^\frac{1}{2} \mathbf{E}_{t.i.d,} \Phi_t^\frac{1}{2}, \) we have used

\[ \mathbb{E}[E s \mathbf{H}^H] = \mathbb{E}_{t.i.d}[\mathbb{E}_s[E s \mathbf{H}^H | E_{t.i.d.}]] \]
\[ = \mathbb{E}_{t.i.d} \left[ \Phi_r^\frac{1}{2} \mathbf{E}_{t.i.d,} \Phi_t^\frac{1}{2} \mathbf{H}^H \right] = \text{Tr} (\mathbf{\Phi}_t) \mathbf{\Phi}_r, \quad (68a) \]

and

\[ \mathbb{E}[E w w^H E^H] = \mathbb{E}_{t.i.d}[\mathbb{E}_w[E w w^H E^H | E_{t.i.d.}]] \]
\[ = \eta \mathbb{E}_{t.i.d} \left[ \Phi_r^\frac{1}{2} \mathbf{E}_{t.i.d,} \Phi_t^\frac{1}{2} \mathbf{H}^H \Phi_r^\frac{1}{2} \mathbf{E}_{t.i.d,} \Phi_t^\frac{1}{2} \mathbf{H}^H \right] = \eta \text{Tr} (\mathbf{\Phi}_t) \mathbf{\Phi}_r, \quad (68b) \]

where we assume that the correlation matrices are Hermitian and that \( C_s = \mathbf{I}_{N_t}. \)

We also remark that in case of \( \Phi_t = \Phi_r = \mathbf{I}, \) the covariance matrix of the effective noise becomes a function of the dimensionality of the transmit symbols, thus directly affected by the overloading factor \( \gamma. \)
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