New method for gear fault diagnosis using empirical wavelet transform, Hilbert transform, and cosine similarity metric
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Abstract
In this article, a new feature extraction method is proposed for gear fault diagnosis by combining the empirical wavelet transform, Hilbert transform, and cosine similarity metric. In the first place, a number of empirical mode components acquisitions are done, using empirical wavelet transform. Since different empirical modes have different sensitivities to fault, not all of them are needed for further analysis. Therefore, the most sensitive empirical modes are selected using the cosine similarity metric method. Hilbert transform was then used to obtain the envelope for amplitude modulation. Finally, spectral analysis using fast Fourier transform is applied on the obtained envelope. Gear test rig with gears under different fault states has revealed an effective outcome and a solid stability of this new approach. The obtained results show that our approach is efficiently able to detect and expose the gear faults signatures, that is, it highlights their frequencies and the corresponding harmonics with respect to the rotary frequency. Furthermore, this proposed method demonstrates more satisfactory and advantageous performances compared to those of fast kurtogram, or the autogram.
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Introduction
The economic situation of any industrial institution and its reputation are directly related to the quality of its manufactures, the increase in production capacity, and the preservation of environment safety. This can be achieved through the development of methods and systems that allow early detection of any damage that affects the machine.

Gears are one of the most important components of industrial machinery, especially in rotary machines. Statistics show that 60% of transmission machines failures were generated by gears problems.1 Thus, a solid condition monitoring system that can detect earlier malfunctions is extremely necessary.2 Gear faults detection and diagnosis are mainly based on vibration signals analysis. These signals carry important dynamic information and data about the state of the machine, such as gear fault features that can be extracted from them.3,4

The reliability of a diagnosis system depends mainly on the extracted features exactitude and precision, which makes it the most important and difficult part
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of the job. Therefore, it is necessary to efficiently obtain the vital features that robustly enable the early detection of gears defects from vibration signals.\(^5\)

Traditionally, gear defect detection is derived from the vibration signal frequency analysis. However, their characteristic signatures are known to be weak, covered by the natural frequency of the machine and often overwhelmed by noise with obvious non-linear and non-stationary behavior.\(^6\)

To overcome this problem, many methods for gear fault diagnosis have been proposed such as fast kurtogram,\(^7–9\) autogram,\(^10,11\) empirical wavelet transform (EWT),\(^12,13\) and empirical mode decomposition (EMD).\(^14,15\) These methods have been successfully established to give powerful proofs that help to make the right and the earliest decision for maintenance and troubleshooting.

The EMD and EWT methods are known to be used on a large scale in diagnosis field, especially for non-stationary vibration signals analysis.\(^16,17\) Both EMD and EWT are used to decompose a signal into various mode functions (intrinsic mode functions (IMFs) or EWTs). However, not all mode functions (IMFs or EWTs) have the same sensitivity to the related faults.

The mode function selections usually depend on the user’s experience by visual inspections. Recently, some researchers use the kurtosis value to select the analyzed component, such as the kurtogram developed by A Jérôme\(^18\) or the autogram developed by M Ali and Alessandro.\(^11\)

These two recent methods are dedicated to gear and bearing faults diagnosis. They have proven their ability to detect a certain type of defects. However, in some cases, both methods reach their limits. This is due to the use of kurtosis as selection tool. Knowing that the kurtosis value depends on the pulse intensity created by the defect makes it difficult to detect a fault produced by low intensity pulses. This is the case of chipped tooth in length (CTL) and tooth root crack (TRC) defects.

Ricci and Pennacchi\(^16\) treated this problem differently by introducing the metric index to assist the IMF selection. The use of the automatic IMF selection to deal with spiral bevel gears vibration signals provided satisfactory results. Nevertheless, the specific parameter \(k\) used in Ricci and Pennacchi\(^16\) related to the mechanical system and the threshold default should be specified initially.

Lei and Zuo\(^19\) introduced a different way to separate all IMFs into two clusters where the effectiveness of the IMF selection was demonstrated both numerically and experimentally. The only issue about this method is that the healthy state signal must be considered. After adequate consideration of these issues, a new feature extraction and fault diagnosis method based on EWT and cosine similarity metric (CSM) is proposed in this article.

Cosine similarity measure\(^20,21\) which is the most widely used technique for similarity measurement will be utilized for the sensitive EWTs selection. After that, an envelope analysis of the selected EWT is employed.

This article is basically structured and organized as follows. Section “Basic concepts of involving signal-processing approaches” contains some relevant theories that support the proposed method, including EWT, Hilbert transform, and cosine similarity measure. Six states of gearbox faults are studied and investigated in section “Experimental verification.” A comparison study with recently developed methods such as fast kurtogram and autogram is presented. The obtained results are discussed in this same section. Finally, some important conclusions and future work on this subject are commented.

### Basic concepts of involving signal-processing approaches

#### EWT

The EWT method allows the extraction of amplitude modulated–frequency modulated (AM–FM) components (modes) \(f_k s(t)\) of the input signal \(f(t)\) such that

\[
f(t) = \sum_{k=0}^{N} f_k(t)
\]

This can be possible when using a set of \(N\) wavelet filters (one low pass and \((N-1)\) band pass).

The idea is that the wavelet filter bank relies on the Fourier supports detected from the processed signal spectrum contained information by finding the local maxima and taking the support boundaries \(\omega_i\) as the middle between successive maxima.\(^22\)

Figure 1 shows that the Fourier support \([0, \pi]\) is partitioned into \(N\) contiguous segments where each of them is designated as \(\Lambda_n = [\omega_{n-1}, \omega_n]\), thus \(U_n^{N} \Lambda_n = [0, \pi]\). There is a transient \(2\tau_n\) width of the phase \(T_n\) that is centered around every \(\omega_n\).

The empirical wavelets are considered as band pass filters on each \(\Lambda_n\), where a wavelet tight frame is then defined based on it. Hence, a wavelet tight frame is inspired from the Meyer’s and Littlewood–Paley wavelets, and defined as follows

\[
B = \{ \phi_{n=1}(t), \{ \psi_n(t) \}_{n=2}^{N-1} \}
\]
For arbitrary $n > 0$, their Fourier transforms, that is, the empirical scaling function $\hat{\phi}_n(\omega)$ and the empirical wavelets $\hat{\psi}_n(\omega)$ are given by equations (2) and (3), respectively

$$
\hat{\phi}_n(\omega) = \begin{cases} 
1 & \text{if } |\omega| \leq \omega_n - \tau_n \\
\cos \left[ \frac{\pi}{2} \left( \frac{1}{2\tau_n} (|\omega| - \omega_n + \tau_n) \right) \right] & \text{if } \omega_n - \tau_n \leq |\omega| \leq \omega_n + \tau_n \\
0 & \text{otherwise}
\end{cases}$$

(2)

$$
\hat{\psi}_n(\omega) = \begin{cases} 
1 & \text{if } \omega_n + \tau_n \leq |\omega| \leq \omega_{n+1} - \tau_{n+1} \\
\cos \left[ \frac{\pi}{2} \left( \frac{1}{2\tau_{n+1}} (|\omega| - \omega_{n+1} + \tau_{n+1}) \right) \right] & \text{if } \omega_{n+1} - \tau_{n+1} \leq |\omega| \leq \omega_{n+1} + \tau_{n+1} \\
\sin \left[ \frac{\pi}{2} \left( \frac{1}{2\tau_n} (|\omega| - \omega_n + \tau_n) \right) \right] & \text{if } \omega_n - \tau_n \leq |\omega| \leq \omega_n + \tau_n \\
0 & \text{otherwise}
\end{cases}
$$

(3)

The function $\beta(x)$ is given as follows

$$
\beta(x) = \begin{cases} 
0 & \text{if } x \leq 0 \\
\beta(x) + \beta(1 - x) = 1 & \forall x \in [0, 1] \\
1 & \text{if } x \geq 1
\end{cases}
$$

(4)

This property is mostly satisfied by this following function

$$
\beta(x) = x^4(35 - 84x + 70x^2 - 20x^3)
$$

(5)

Once the tight frame set of empirical wavelets is built, EWT and $W^e_f(n, t)$ can be defined similarly to the classical wavelet transform.

The detail coefficients are the inner products result of the input signal and the empirical wavelets

$$
W^e_f(n, t) = \langle f, \psi_n \rangle = \int f(\tau) \overline{\psi_n(\tau - t)} d\tau
$$

(6)

$$
W^e_f(0, t) = \langle f, \phi_1 \rangle = \int f(\tau) \overline{\phi_1(\tau - t)} d\tau
$$

(7)

The approximation coefficients are obtained by the inner product with the scaling function

$$
W^e_f(0, t) = \langle f, \phi_1 \rangle = \int f(\tau) \overline{\phi_1(\tau - t)} d\tau
$$

(8)

So, the signal is decomposed into various empirical modes (EMs) $f_k$ that are defined as

$$
f_0(t) = W^e_f(0, t) * \phi_1(t)
$$

(9)

$$
f_k(t) = W^e_f(k, t) * \psi_k(t)
$$

(10)

Thanks to EWT invertibility, the signal can be reconstructed as follows

$$
f(t) = W^e_f(0, t) * \phi_1(t) + \sum_{n=1}^{N} W^e_f(n, t) * \psi_n(t)
$$

(11)

Since the initial goal of the EWT is to get decomposition as depicted in equation (1), comparing equation (1) with equation (11) leads us to deduce that each mode $f_k$ in equation (1) corresponds to equations (9) and (10).


**Hilbert transform**

Hilbert transform is the convolution of signal with the function $1/\pi t$. Every extracted mode EM has its associated analytical signal $z(t)$ that is set as follows

$$z(t) = f(t) + j\tilde{f}(t) = A_i(t)e^{j\phi_i(t)}$$

where $\tilde{f}(t)$ is the Hilbert transform of $f(t)$, defined as

$$H\{f(t)\} = \tilde{f}(t) = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{f(\tau)}{t-\tau} \, d\tau$$

Thus, the instantaneous amplitude and frequency are, respectively, stated in equations (14) and (15)

$$A_i(t) = \sqrt{f^2(t) + \tilde{f}^2(t)}$$

$$F_i(t) = \frac{1}{2\pi} \frac{d\phi_i(t)}{dt} = \frac{1}{2\pi} \frac{d}{dt} \arctan\left(\frac{\tilde{f}(t)}{f(t)}\right)$$

In gears condition monitoring, and for almost all faults, we must modulate our vibration signal in term of amplitude. The instantaneous amplitude of each EM is considered as its envelope analytical signal. It provides useful and beneficial information that can contribute in the signal’s intrinsic characteristics investigation. Therefore, the computed envelope signal $A(t)$ is mainly used to support our analysis.

**Effective EMs selection using CSM**

The changes of the frequency components contained in each EM component are usually related to the variation of signal $f(t)$. Some of these components may have a direct relation with the defect, when others may not.

Usually, using the obtained EMs from EWT for fault diagnosis provides different results for various EMs. Therefore, the implementation of sensitive EMs selection methods is highly important to distinguish the fault-related EMs from the useless ones.

In order to perform an adequate fault detection and diagnosis, it would be necessary to select sensitive fault-related EMs for processing instead of the whole signal. The selection process is automatically and effectively ensured by employing the conventional measuring method named CSM. This method has been widely used to measure vectors similarity. It is originally defined as the inner product of two vectors $X = [x_1, x_2, \ldots, x_N]$ and $Y = [y_1, y_2, \ldots, y_N]$ divided by the product of their lengths.

The original similarity metric between the two vectors is formally established as follows

$$Sim_{\cos}(X, Y) = \frac{\sum_{k=1}^{N} x_k y_k}{\sqrt{\sum_{k=1}^{N} x_k^2 \times \sum_{k=1}^{N} y_k^2}}$$

where $N$ is the vector’s elements number.

It is clearly noticed that the magnitude of similarity between two vectors is reflected by the cosine value. The cosine of the angle between two vectors is used to quantify the “similarity” between original signal and each obtained EMs.

Among numerous applications of the cosine similarity like text classification, speaker recognition, information retrieval, it is usually about vectors with non-negative elements, such as weights of features. In this way, the magnitude usually lies in the interval between 0 and 1. Thus, the smaller the cosine value, the lower similarity degree of two vectors would be, and vice versa. However, the substitution of the vectors in equation (16) by the EMs will generate negative similarity values since EM signals elements contain both positive and negative values. Consequently, the similarity magnitude ranges within $[-1, 1]$. It is intuitive that to calculate the similarity between the original and the EM component, when the cosine similarity value is equivalent to 1, it has only to imply that the maps between the two are identical. When the similarity is calculated between the original and the negative EM signals, its value will be equal to –1. It can be considered as a negative correlation between the two signals. For further understanding of the CSM, it should be modified as

$$Sim_{\cos}(X, Y) = \frac{\sum_{k=1}^{N} x_k y_k}{\sqrt{\sum_{k=1}^{N} x_k^2 \times \sum_{k=1}^{N} y_k^2}}$$

The final step is to determine the similarity degree between the two signals X and Y by developing the modified cosine similarity of their redirection maps.

The previously mentioned steps of signal processing and fault detection are briefly described in the flow chart in Figure 2.

**Experimental verification**

Experiments were run based on the dataset provided by the laboratory of contact and structure mechanics at INSA Lyon, France, aiming to test and verify the effectiveness of the proposed approach.
Experimental system description

Gear vibration testing experimental apparatus is shown in Figure 3. An electric DC-motor will generate the rotational motion of the equipment; its rotational speed is controlled and has a nominal speed of 1800 r/min.

Gearbox torque transmission passes through the coupling where several pinion fault configurations were assembled. After the reducer outputting, through gear coupling, the torque will be transferred to a magnetic powder brake that is capable of generating different resistive torques.

The effectiveness of this method can be verified by considering a healthy pinion and five faulty ones with different defect types: the healthy one is referred as good (G), a TRC, a CTL, a chipped tooth in width (CTW), a missing tooth (MT), and general surface wear (GSW) as shown in Figure 4. The gearbox contains three mounted pinions at the same time (see Table 1). Their engagement is simply done by axially moving the wheel on the output shaft (Figure 3(b)).

A 100-mV/g sensitivity accelerometer was radially mounted on the bearing case of the output shaft for vibration signals recording. The accelerometer channels have a time sampling frequency of is 125 kHz, the cut-off frequency of the anti-aliasing filter is 27 kHz and the acquisition duration is 30 s.

The acceleration vibratory signals shown in Figure 5 belong to the healthy and five faulty other pinions successively. They rotate with a speed of 30 Hz and under a loading torque of 11 N m.

It is noticeable from Figure 5(c) and (f) that the CTL and TRC faults do not have a significant effect on the vibration signal. On the other hand, GSW, CTW, and MT time signal energies have significantly increased compared to the healthy state. Localized defect signatures are expressed by the presence of repetitive shock waves for each revolution period; this is shown in Figure 5(b), (d) and (e).

Comparison between the proposed method and fast kurtogram and autogram

The robustness of the proposed method is verified by implementing two methods that are used on a large scale (kurtogram and autogram) and then comparing their performances with that of Hilbert empirical wavelets transform combined with cosine similarity metric (HEWT-CSM) for gear feature extraction. The most similar EMs to the original signal are considered the most sensitive. Thus, they are the ones which contain the majority of the information since the cosine similarity measure is a dot product between the original signal and the EMs.

In Figures 6 and 7, we present the color map of the fast kurtogram and the corresponding filtered signal envelope spectrum with various faults. We can observe that it is impossible to predict the presence of some

![Figure 2. Relevant flowchart of the proposed method for gear faults diagnosis.](image)
defects in the gearbox system such as the CTL (Figure 8(c)) and the TRC (Figure 8(f)).

Also, it is noticeable that for the rest of the faulty gears, the defects manifest as a multiple of the rotational frequency $kfr$ on their corresponding spectra.

In Figures 8 and 9, the color map of the autogram and the corresponding envelope spectrum of the filtered signal with various faults are presented.

We can observe that it is impossible to predict the presence of some defects in the gearbox system such as CTL (Figure 9(c)) and the TRC (Figure 9(f)). Thus, it is important to develop a new signal-processing strategy to solve this problem. Then, the similarity between each EM and the original vibration signal is evaluated by the CSM method to identify the most sensitive EM.

The obtained values by equation (17) for different fault gears states are listed in Table 2. To diagnose gear faults, only the largest values of similarities are selected, the others are automatically discarded.

CSM results interpretation implies that EM 3 ($f_3$) for the undamaged gear and EM 8 ($f_8$) for damaged gears are selected as the most sensitive EMs as shown in Table 2. The waveforms of the sensitive EMs are illustrated in Figure 10. The selected EMs demonstrate the differences in both amplitude and wave shape. At this level, it’s still not possible to observe any fault characteristics.

Each selected EM has instantaneous amplitude that is considered as its envelope signal. It’s a time varying signal that provides useful information for the original signal’s intrinsic characteristics investigation. So, in order to support our analysis, the envelope signal $A(t)$ computation is necessary. Finally, in order to perform a reliable diagnosis, fast Fourier transform (FFT) is implemented and used to process each envelope of each sensitive EM component.
Figure 5. Gear box pinion vibration signals for a healthy and five different faulty states: (a) G, (b) GSW, (c) CTL, (d) CTW, (e) MT, and (f) TRC.

Figure 6. Fast kurtogram of the vibration signals for a healthy and different faulty states: (a) G, (b) GSW, (c) CTL, (d) CTW, (e) MT, and (f) TRC.
Figure 7. Spectrum envelope of the corresponding filtered signal provided by the Fourier transform for a healthy state and five different faults: (a) G, (b) GSW, (c) CTL, (d) CTW, (e) MT, and (f) TRC.

Figure 8. Autogram of the vibration signals for a healthy and five types of faults: (a) G, (b) GSW, (c) CTL, (d) CTW, (e) MT, and (f) TRC.
After applying our approach on the selected EMs signals for damaged and undamaged conditions, some anticipated results are obtained. The use of FFT on sensitive EMs gives the spectra presented in Figure 11. They show the presence of fault frequency accompanied by its harmonic components that coincide with the frequency of gear pinions rotation. This indicates and confirms the effectiveness of the proposed approach for fault diagnosis when dealing with gearbox vibration signals.

**Conclusion**

This article presents a technology that combines many mathematical methods involving EWT, Hilbert transform, sensitive EM selection, and FFT to deal with the vibration signals from various gear fault states. Based on experimental tests on healthy and defective gears, this study lies essentially on these main fundamentals:

1. Since vibration signal is the core analysis source, it has shown a great capability of highlighting the whole performance for the diagnosis of gearboxes.

2. The automatic selection of the sensitive EMs is ensured using CSM method. It should be pointed out that not all EWT EMs extraction are sensitive and closely to the fault, many of them are useless and will even misguide the fault detection process.

**Table 2.** Results of CSM application on a good and five faulty gears states.

| $f_k$ (EM) | Good | GSW | CTL | CTW | MT | TRC |
|-----------|------|-----|-----|-----|----|-----|
| 1         | 0.718| 0.615| 0.704| 0.529| 0.561| 0.763|
| 2         | 0.743| 0.673| 0.733| 0.714| 0.637| 0.720|
| 3         | **0.806**| 0.698| 0.758| 0.662| 0.594| 0.703|
| 4         | 0.747| 0.709| 0.775| 0.606| 0.602| 0.745|
| 5         | 0.740| 0.662| 0.796| 0.602| 0.671| 0.739|
| 6         | 0.768| 0.671| 0.736| 0.608| 0.642| 0.728|
| 7         | 0.739| 0.720| 0.709| 0.709| 0.702| 0.715|
| 8         | 0.770| **0.834**| **0.802**| **0.773**| 0.802| **0.772**|

*CSM: cosine similarity metric; EM: empirical mode; GSW: general surface wear; CTL: chipped tooth in length; CTW: chipped tooth in width; MT: missing tooth; TRC: tooth root crack.*

*Note: The values in bold represent the most sensitive empirical modes that are automatically selected for fault detection using CSM.*

Figure 9. Squared envelope spectrum provided by the Fourier transform for a healthy gear signal and five different faulty ones: (a) G, (b) GSW, (c) CTL, (d) CTW, (e) MT, and (f) TRC.

Bettahar et al.
3. An experimental study that includes various gear states has been successfully performed to demonstrate the effectiveness and robustness of the used method. Furthermore, the obtain results were compared to the ones of fast kurtogram and autogram, and showed advantages over these two methods with an extended diagnosis capability.

4. Signal feature extraction was effectively done by applying FFT on the selected EM. Our approach has proved its capability of enhancing fault features,
based on the information found in the spectrum where the defective gear can be clearly discovered by the highlighted frequency and its harmonics for each case. Further research topics could employ some new techniques to avoid failure, improve fault identification, and promote its accuracy by focusing on different types of defects with small sizes and lower traceability. This approach could be implemented in real-world industrial machinery where strong background noise always exists and health condition monitoring systems are more than necessary.

Declaration of conflicting interests
The author(s) declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.

Funding
The author(s) received no financial support for the research, authorship, and/or publication of this article.

ORCID iDs
Chemseddine Rahmoune https://orcid.org/0000-0003-0388-7455
Boualem Merainani https://orcid.org/0000-0002-1468-4437

References
1. Driot N, Rigaud E and Perret-Liaudet J. Variability of critical rotational speed of gear box induced by misalignment and manufacturing errors. JSME Int Conf Motion Power Transm 2001; 1: 63–68.
2. Yang Y, He Y, Cheng J, et al. A gear fault diagnosis using Hilbert spectrum based on MODWPT and a comparison with EMD approach. Measurement 2009; 42: 542–551.
3. Zhou GH, Zuo CC, Wang JZ, et al. Gearbox fault diagnosis based on wavelet-AR model. In: International conference on machine learning and cybernetics, Hong Kong, China, 19–22 August 2007, pp.1061–1065. New York: IEEE.
4. McFadden PD. Detection of gear faults by decomposition of matched differences of vibration signals. Mech Syst Signal Process 2000; 14: 805–817.
5. Li XJ, Jiang LL, Yang DL, et al. Cluster analysis and fault diagnosis for gear based on bispectrum distribution. J Vib Eng 2011; 24: 304–308.
6. Martin HR, Ismail F and Sakuta A. Algorithms for statistical moment evaluation for machine health monitoring. Mech Syst Signal Process 1992; 6: 317–327.
7. Yu G, Xing W, Jing N, et al. Incipient faults identification in gearbox by combining Kurtogram and independent component analysis. Appl Mech Mater 2015; 764–765: 309–313.
8. Lei W, Zhiwen L, Qiang M, et al. Time–frequency analysis based on ensemble local mean decomposition and fast kurtogram for rotating machinery fault diagnosis. Mech Syst Signal Process 2018; 103: 60–75.
9. Ratni A, Rahmoune C and Benazzouz D. A new method to enhance of fault detection and diagnosis in gearbox systems. J Vib Eng 2017; 19: 176–188.
10. Afia A, Rahmoune C and Benazzouz D. Gear fault diagnosis using autocorrelation analysis. Adv Mech Eng 2018; 10: 1–11.
11. Ali M and Alessandro F. The autogram: an effective approach for selecting the optimal demodulation band in rolling element bearings diagnosis. Mech Syst Signal Process 2018; 105: 294–318.
12. Rahmoune C, Merainani B, Benazzouz D, et al. Gear fault feature extraction and classification of singular value decomposition based on Hilbert empirical wavelet transform. J Vib Eng 2018; 20: 1588–1602.
13. Yun K, Tianyang W and Fulei C. Meshing frequency modulation assisted in empirical wavelet transform for fault diagnosis of wind turbine planetary ring gear. Renew Energy 2019; 132: 1373–1388.
14. Cheng G, Chen X, Li H, et al. Study on planetary gear fault diagnosis based on entropy feature fusion of ensemble empirical mode decomposition. Measurement 2016; 91: 140–154.
15. Zair M, Rahmoune C and Benazzouz D. Multi-fault diagnosis of rolling bearing using fuzzy entropy of empirical mode decomposition, principal component analysis, and SOM neural network. Proc IMechE, Part C: J Mechanical Engineering Science 2019; 233(9): 3317–3328.
16. Ricci R and Pennacchi P. Diagnostics of gear faults based on EMD and automatic selection of intrinsic mode functions. Mech Syst Signal Process 2011; 25: 821–838.
17. Merainani B, Benazzouz D and Rahmoune C. Early detection of tooth crack damage in gearbox using empirical wavelet transform combined by Hilbert transform. J Vib Control 2015; 23: 1623–1634.
18. Jérôme A. Fast computation of the kurtogram for the detection of transient faults. Mech Syst Signal Process 2007; 21: 108–124.
19. Lei Y and Zuo MJ. Fault diagnosis of rotating machinery using an improved HHT based on EEMD and sensitive IMF's. Meas Sci Technol 2009; 20: 125–701.
20. Zong W, Wu F, Chu L-K, et al. A discriminative and semantic feature selection method for text categorization. Int J Prod Econ 2015; 165: 215–222.
21. Ye J. Cosine similarity measures for intuitionistic fuzzy sets and their applications. Math Comput Model 2011; 53: 91–97.
22. Gilles J. Empirical wavelet transform. IEEE Trans Signal Process 2013; 61: 3999–4010.
23. Chen J, Pan J, Li Z, et al. Generator bearing fault diagnosis for wind turbine via empirical wavelet transform using measured vibration signals. Renew Energy 2016; 89: 80–92.
24. Bing L, Xining Z and Jili W. New procedure for gear fault detection and diagnosis using instantaneous angular speed. Mech Syst Signal Process 2017; 85: 415–428.
25. Fedala S, Rémond D, Zegadi R, et al. Contribution of angular to intelligent fault diagnosis. J Intell Manuf 2018; 29: 1115–1131.