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Falling is a common phenomenon in the life of the elderly, and it is also one of the 10 main causes of serious health injuries and death of the elderly. In order to prevent falling of the elderly, a real-time fall prediction system is installed on the wearable intelligent device, which can timely trigger the alarm and reduce the accidental injury caused by falls. At present, most algorithms based on single-sensor data cannot accurately describe the fall state, while the fall detection algorithm based on multisensor data integration can improve the sensitivity and specificity of prediction. In this study, we design a fall detection system based on multisensor data fusion and analyze the four stages of falls using the data of 100 volunteers simulating falls and daily activities. In this paper, data fusion method is used to extract three characteristic parameters representing human body acceleration and posture change, and the effectiveness of the multisensor data fusion algorithm is verified. The sensitivity is 96.67%, and the specificity is 97%. It is found that the recognition rate is the highest when the training set contains the largest number of samples in the training set. Therefore, after training the model based on a large amount of effective data, its recognition ability can be improved, and the prevention of fall possibility will gradually increase. In order to compare the applicability of random forest and support vector machine (SVM) in the development of wearable intelligent devices, two fall posture recognition models were established, respectively, and the training time and recognition time of the models are compared. The results show that SVM is more suitable for the development of wearable intelligent devices.

1. Introduction

Population aging problem is increasingly prominent, and the technology to help adapt to the aging has been widely concerned. Due to the aging of physiological structure and the decline of physical function for the elderly, the probability and frequency of accidental falls in the elderly are very high. The development of human fall detection technology has practical application value. In daily life, especially in wet places such as the kitchen, bathroom, and toilet, elderly people slip easily. If the elderly suffer from cerebral hemorrhage, heart disease, and other diseases, falls may also threaten their life. Therefore, the detection of falls is particularly important for the elderly. As one of the key components of intelligent devices, sensors have been widely used in the field of smart portability. With the expansion of the application range, more and more high requirements are put forward for the preparation of sensors with high sensitivity, high precision, and flexibility. At present, the fall detection based on wearable sensor is relatively accurate, which usually does not affect the detection results due to environmental changes. It is flexible and easy to use. It can also install sensors such as heart rate and blood pressure to monitor the physical condition of the elderly in real time. The multisensor attitude detection system combines multiple data together to get the prediction results and real-time output. Compared with the detection system based on a single sensor, the cooperative use of multiple sensors can further improve the accuracy and reliability of prediction.
The research of sensors and fall prevention is deep. Wang's research introduced the design and implementation of RT fall (Real-Time fall). The system was a real-time, noncontact, low-cost, and accurate indoor fall detection system using commercial Wi-Fi equipment. Using the phase and amplitude of fine-grained channel state information (CSI) that can be accessed in commercial Wi-Fi devices, RT fall achieved the goal of real-time automatic segmentation and fault detection for the first time. The sharp drop of power spectrum of falls was found in time-frequency domain, which provided a new idea for new feature extraction and precise fall detection. However, Wang's research was biased towards theory and had no practical support [1]. He established a motion model based on three-dimensional acceleration and gyroscope to analyze the difference between activities of daily living (ADLs) and falls. At the same time, he introduced k-NN algorithm and sliding window technology and developed an intelligent fall detection and alarm system composed of wearable motion sensor board and smartphone, but there was a problem of low sensitivity [2]. Thanh had developed a low-cost fall detection system to accurately detect accidental falls in the elderly. He used fall detection algorithm to compare acceleration with lower and higher fall thresholds to accurately detect falls. However, the system performance therein was not good, and the energy requirements are high, and the practicability was not high [3]. Kepski proposed a fall detection algorithm based on depth map sequence and wireless inertial sensor data worn by the monitored person. Kepski's experimental verification was carried out on a freely obtained dataset consisting of synchronized depth and acceleration data. Kepski had done a lot of experiments in the scene. A static camera faced the scene, and an active camera observed the same scene from above. Experiments on human detection, tracking, and real-time fall detection verified the effectiveness and reliability of the proposed method. However, the cost of this method was high, so it was not suitable for large-scale promotion [4].

In this study, the effectiveness of the fall detection algorithm based on multisensor data fusion is verified by using the data of 100 volunteers simulating falls and daily activities and whether the increase of sample number in machine learning can increase the recognition rate of the system. The comparison of random forest algorithm and support vector machine algorithm, which is more suitable for wearable devices, to predict the trend of falls in recognition rate and recognition time is of great significance for the elderly to drop down.

2. Wearable Sensor and Fall Detection Algorithm

2.1. Wearable Sensor. Wearable devices integrate sensors into monitoring devices in real time. When the human body falls down, the alarm can be triggered in real time. The advantages of this method are obvious, not limited by time and space, and convenient transportation and low cost.

2.1.1. Flexible Materials. Common sensors are composed of rigid and noncurved substrates, such as those with silicon substrates. The current sensors have been widely used in our real life, but there are also some shortcomings, such as stiffness, sensitivity, and flexibility. Flexible sensors have flexibility; because of its wear, it needs to use flexible materials, such as some elastic staples, threads, or fiber fabrics; organic polymer also has corresponding applications [5]. The main substrates used are PET and PEN because they have the advantages of transparency and low cost compared with other organic polymers. In the development of wearable health medical devices, PDMS, PEN, PI, and P are often used in the development of flexible sensors. The sensor electrode is composed of new driving materials, such as carbon nanomaterials and metal nanoparticles. The starting materials are graphene, carbon nanotube (CNT), carbon fiber [6], silver, gold, and nickel. PDMS, PET, PEN, and PI are commonly used as insulating substrates for the development of flexible sensors. The differences between these polymer materials mainly lie in Young's factor and refractive index. We usually choose the appropriate manufacturing process according to the size of flexible sensors [7].

2.1.2. Types of Sensing Indicators. Wearable sensors are mainly used to detect human normal indicators, so they have been widely used in our lives. Generally speaking, through the detection of human normal indicators, such as blood pressure, cholesterol content, and pH value, testing them can put forward corresponding reference suggestions for human health. The main application tools in life are electrochemical sensors, pressure and stress sensors, and magnetic field sensors.

2.1.3. System Composition and Characteristics. At present, wearable sensors to detect falls usually use three-axis acceleration sensors [8]. By integrating the acceleration sensor into relevant wearable devices, the human body wears it and collects motion information from the human body. After analyzing and processing the collected information, it can be judged whether the human body falls [9]. For example, using the possibility and working principle of the three-axis acceleration ADXL345, the three coordinates of ADXL345 correspond to the left and right, the front and rear directions of the human body, and the change of acceleration in each direction. When the human body falls, the acceleration in all three directions will change. Acceleration changes in three directions should be calculated and appropriate thresholds should be set to determine whether the elderly fall [10]. The fall detection based on wearable sensor is relatively accurate and generally does not affect the detection results due to environmental changes, and it is flexible and easy to use. Sensors such as heart rate and blood pressure can also be installed to monitor the physical condition of the elderly in real time. For the sensor beam fall detection algorithm, the commonly used algorithm should specifically include the
methods based on the following contents: time domain analysis and human fall behavior recognition method based on threshold analysis. The human fall process algorithm based on time series analysis can be used for the prediction and detection of human falls not only to predict whether human falls will occur but also to identify human falls [11].

2.2. Fall Detection Algorithm Based on Multisensor Data Fusion

2.2.1. Analysis of Fall Process and Design of Detection Algorithm. According to the impact strength to the ground, falls can be divided into “hard fall” and “soft fall.” “Hard fall” refers to a fall resulting from physical illness due to impact. “Soft fall” refers to a fall that does not cause harm due to low impact strength, because the elderly fall slowly against the wall. Due to the greater threat of hard fall to the body, this paper focuses on the analysis of this kind of fall. According to the principle of mechanics, when the projection of the center of gravity to the ground cannot fall into the supporting surface, the mechanism of body force balance will be broken. If the center of gravity or supporting surface is not adjusted in time, a fall may occur. This imbalance state will be manifested in two forms: the body lands at a certain acceleration, and the body posture angle changes [12]. This fall can be divided into four stages:

(1) The fall begins: the fall does not occur, but the balance was destroyed, and the body acceleration and position angle do not change at this time.

(2) Down phase: from the body losing balance to the end of contact with the ground, the acceleration value changes, and the stop angle and angular velocity of the object rotating around the axis change.

(3) Impact phase: from the moment when the body contacts the ground until it stops on the ground, in this stage, the acceleration value in the middle of the body will change dramatically and bear the maximum impact, which is also the stage of causing damage [13].

(4) Immobility phase: the postimpact phase is usually characterized by lying on the ground for a period of time.

The whole process (including four steps) of fall detection algorithm based on multisensor and multiparameter data fusion is summarized as follows: SV and BVA values determine whether the fall has started. When the data of five consecutive points exceed the limit a, it shall be regarded as the beginning of decline. At this time, the stop angle values of Pitch1, Roll1, and Yaw1 are recorded to determine the descent phase. When the data of five consecutive points exceeds the B limit, the descent phase occurs and the timer is activated. BVA and SVD were used to determine the impact stage. When the data of five consecutive points exceeds the limit C, the collision phase occurs. Disable the timer and read the value to check whether it is less than 1 second. Use BVA, Pitch, Roll, and Yaw to determine the immobility phase. When 400 consecutive data points are within a specific range D, they are in the immobility phase, and the position angle values of Pitch2, Roll2, and Yaw2 are recorded [14]. The two recorded stop angle values are used to determine the type of fall.

2.2.2. Analysis of Control System Design Requirements. When it is determined that a human body has fallen, the system must be able to send a text message to a specific person through GPRS to send an alarm. Therefore, the basic program of the controller is as follows: the inertial sensor continuously detects the data and sends it to the MCU for processing. According to the postposition detection algorithm, the MCU uses the processed data to determine the current rear position. The fall recognition based on threshold value is proposed. If it fails, decide whether to perform alarm operation, such as voice unit, engine unit, and GPRS unit [15, 16]. In addition, if the current device is connected to the mobile phone through Bluetooth, the mobile phone application can send parameter adjustment instructions to the device, such as angle adjustment command, engine vibration command, and size command voice unit [17, 18]. When using, if the hardware adds other updated functions or there are problems when using the device, you can remotely update the latest program in GPRS through the server. Through the analysis of workflow, the design controller must have the following four functions:

(1) Communication function, advanced computer communication function, and mobile application server.

(2) Storage operation, parameter control command, and bad attitude record storage.

(3) The operation of receiving and processing data, receiving data from inertial sensors, and processing to detect falls.

(4) Input and output functions, including ADC power detection, IO port operation, engine, and voice drive.

2.2.3. Data Fusion Algorithm. The classical data fusion algorithms include multidimensional scaling (MDS) and Isomap, while the traditional data fusion algorithms include principal component analysis (PCA). MDS algorithm displays the points in the high-dimensional coordinate system to the low-dimensional coordinate system and ensures the minimum distance between the two points. After the data is reduced, the best high-dimensional local space is selected for dimensionality reduction. In MDS algorithm, the distance table of sample m in the original space is D, and the distance table of lower space is Z. After selecting the initial point, the gradient method is used to solve the low-dimensional mapping, so that DZ is the minimum. MDS does not need to make assumptions on data and can process large-scale data, but the calculation cycle is long, and the samples will fall into local optimum. Isomap uses the same basic algorithm as MDS, while Isomap uses geographic distance to reflect the low dimension of the actual multistructure calculation. For the n-dimensional matrix, after the space input distance DX
(I, J) between two points is specified by Isomap, the shortest path DG (I, J) is calculated by Dijkstra algorithm, which is used to estimate the geological distance. Finally, DG uterine distance was used as the input of MDS to obtain the result of reducing the size [19, 20]. When the number of N vectors increases, the distance between the two points is closer to the geographical distance, but it will last longer; if n is too small, the geological distance will not be accurate.

PCA algorithm is called basic element analysis, which uses linear transformation to transform the original data into a new coordinate system to compress the proportion of the original data [21]. For the initial M-dimension and X-dimension table, the algorithm must find the interface table and then find the attributes through the combination table. Then, according to the attributes, they are sorted by row from top to bottom, and the first row K is taken to form the matrix P. y = PX is the result of dimension reduction of dimension K. The algorithm runs fast, but it is difficult to deal with nonlinear data.

2.3. Support Vector Machine and Random Forest. Mechanical learning is a multidisciplinary interdisciplinary subject that integrates probability theory, statistics, approximation theory, and other related theories. Its research scope includes data mining, computer vision, and speech recognition [22]. At present, there are many kinds of mechanical learning algorithms. For wearable multisensor devices, support vector machine or random forest is recommended.

2.3.1. Support Vector Machine. This is a two-layer recognition method. For a dataset, the linear classifier with the largest separation distance in its feature space is found. The purpose is to maximize the distance between the two categories and develop it into a method to solve problems. When the data is linearly inseparable, the current data must be transformed into high-dimensional space for effective classification. In the support vector machine algorithm, the function that can complete the dimension mapping is called the core function, which can solve the most complex problems, operate the internal products in the dimension space, and enable the data to be classified in the dimension space [23]. The basic principle is to transform the two types of data to be classified into an internal carrying volume and a dimension space through core function transformation. At present, the commonly used kernel functions include linear kernel function, polynomial kernel function, radial basis function (RBF) kernel function, and Fourier kernel function [24].

As shown below, formula (1) is a linear kernel function. For linear kernel function, there is no special parameter to be set.
\[ K(x, y) = x \cdot y. \tag{1} \]

Formula (2) is a polynomial kernel function. For polynomial kernel function, D is used to set the highest degree of this term of polynomial kernel function. The default value is 3. C is used to set coef0 in kernel function, and the default value is 0.
\[ K(x, y) = (x \cdot y + c)^d. \tag{2} \]

Formula (3) is a radial basis function. For radial basis function, gamma is used to set gamma parameter in kernel function. The default value is 1/K (K is the number of categories).
\[ K(x, y) = \exp(-\gamma \|x - y\|^2). \tag{3} \]

Formula (4) is a Fourier kernel function. For the Fourier kernel function, q is used to set the gamma parameter in the kernel function. The default value is 1/K (K is the number of categories).
\[ K(x, y) = \frac{1 - q^2}{2(1 - 2q \cos(x - y) + q^2)}. \tag{4} \]

Among these kernel functions, the operation of kernel basis is more complex than that of polynomial kernel, which may have a better influence on the relationship between classification and classification and can deal with the characteristics of linear indivisible data. Therefore, this paper selects the fundamental kernel function as the core function of support vector machine algorithm.

2.3.2. Random Forest. This is a multidecision tree classifier. Its output category is created after comparing the output results of all decision trees. The advantage of random forest is that it can create a high-precision classifier, process a large number of input variables, evaluate the significance of variables, and balance the error classification of unbalanced material sets. Based on the decision tree theory, N data samples are randomly selected from the original dataset to form a sample subset, which is determined by the sample subset. According to the above steps, create other decision trees to form a random forest. When the forest category is evaluated most, it is determined according to the data of the new classification tree. The random forest algorithm is an improved algorithm based on the decision tree algorithm. It contains multiple decision trees, and the creation of each decision tree depends on the samples collected independently each time. The process of random forest algorithm should be divided into the following steps:

(1) Select random data sample n from the original dataset.

(2) The random K attributes are derived from all attributes, and a decision tree is created based on the samples selected in (L) based on these attributes.

(3) Repeat (1) and (2) for a total of M times to generate a decision tree and create a random forest.

(4) When classifying new data, each tree will make a decision, and all the decision tree votes are used to determine the final classification result.

Compared with other mechanical learning algorithms, random forest has the following advantages:
(1) It can process dimensional data and identify relationships between them.
(2) The classification model has certain stability for effective evaluation of missing data.
(3) Random forest has a strong generalization effect.
(4) The random sampling makes the classification model avoid overpositioning.

3. Experimental Design and Parameter Selection

3.1. Experimental Methods. This paper designs a fall detection system based on multisensor data fusion and analyzes the four stages of fall. By using the method of data fusion, three characteristic parameters representing human acceleration and posture change are extracted, and a fall detection algorithm based on threshold crisis is designed.

To be safe, we recruited 100 college students to simulate the experiment of falling. Their average age was 21 years, and their average height was 172 cm. A total of 100 volunteers were tested on a 10 cm protective mat for forward, backward, and lateral three times. The multiple sensors were located at the waist. Each volunteer also completed a series of daily actions such as walking (five steps), standing (3 s), sitting (5 s), squatting down (3 s), lying (10 s), going upstairs (ten steps), and going downstairs (ten steps). The 3D acceleration and angle data were collected from the fall detection system to verify the effectiveness of the algorithm. Manual inspection was required to ensure that the collected data should be available. According to the collected data, the data waveform of each one, energy is calculated. After pre-processing, the corresponding features are derived from each station data, and these features are taken as the original sample set.

3.2. Selection of Characteristic Parameters. According to the analysis of falling process, the following acceleration characteristic parameters were extracted:

\[ SV = \sqrt{A_x^2 + A_y^2 + A_z^2}. \]  

Among them, \( A_x, A_y, \) and \( A_z \) are the outputs of accelerometer in three directions. \( SV \) reflects the instantaneous acceleration of the body in the process of falling, which is composed of dynamic and static parts. Dynamic acceleration (SVD) is the high-frequency part of \( SV \), which reflects the intensity of acceleration change, and can be used for impact judgment, which is obtained by formula (6); static acceleration refers to the acceleration of body at rest, usually 1 g.

\[ SVD = \sqrt{(A_x^{(1)})^2 + (A_y^{(1)})^2 + (A_z^{(1)})^2}. \]  

Among them, \( A_x^{(1)}, A_y^{(1)}, \) and \( A_z^{(1)} \) are the data of \( A_x, A_y, \) and \( A_z \) after passing through the third-order high-pass Butterworth filter with cut-off frequency of 0.2 Hz.

The vertical acceleration dynamic quantity (BVA) of the body is obtained by

\[ BVA = \frac{SV^2 - SVD^2 - G^2}{2G}. \]  

The peak value of BVA appears during impact, which can be used to explain the oscillation behavior during impact. BVA can be used to determine the impact.

3.3. Validation of Algorithm Effectiveness. In order to verify the effectiveness of the proposed algorithm, experiments are carried out. Firstly, the relevant threshold is designed; then the data of volunteers actions are collected and processed by the above algorithm, the performance of characteristic parameters is analyzed, and the accuracy rate SE and recognition rate SP are calculated. SE is defined in formula (8) and SP is defined in formula (9).

\[ SE = \frac{D}{S} \times 100\%, \]  

where \( D \) is the number of successful detections and \( S \) is the total number of falls.

\[ SP = \left( 1 - \frac{A}{B} \right) \times 100\%. \]  

Among them, \( A \) is the number of times that was mistakenly detected as falling and \( B \) is the total number of daily actions.

Sensitivity is the capacity to detect a fall. It is given by the ratio between the number of detected falls and the total falls that occurred:

\[ Sensitivity = \frac{TP}{TP + FN}. \]  

Specificity is the capacity to avoid false positives. Intuitively it is the capacity to detect a fall only if it really occurs:

\[ Specificity = \frac{TN}{TN + FP}. \]  

where the meanings of TP, FN, FP, and TN are shown in Table 1.

4. Analysis of Experimental Results

4.1. Performance of Multifeature Parameter Fall Detection Algorithm in Falls. The performance of the algorithm is shown in Table 2 and Figure 1. If a feature is detected, it will be accumulated once.

It can be seen from Table 2 and Figure 1 that the algorithm proposed in this paper has successfully detected 175 times (180 times in total) and falls (SE = 96.69%). It has good performance in front and back falls, but only 90% of them fall in the horizontal direction, which is mainly due to the high threshold value and the missing detection in the fall. The main reason is that the fall effect is relatively slow due to the support force when the foot falls to the side. Both SVD and BVA can track the fall stage. Because the stop angle changes before and after the fall, it recovers. Combined with these four stages, the accuracy of the algorithm is as high as
The multifunctional parameters under multiple sensors can significantly improve the measurement accuracy.

4.2. Probability of Each Parameter Exceeding the Limit in Daily Activities. In the daily activities of the algorithm, the probability of each parameter exceeding the limit value is shown in Table 3 and Figure 2.

From Table 3 and Figure 2, we can see that the probability of each parameter in the algorithm exceeds the limit in daily activities; then a group of daily activities is equivalent to 10 falls in this study, and the false detection rate $S_{ij}$ of each characteristic parameter is calculated, as shown in formula (10).

$$S_{ij} = \frac{N_{ij}}{10 \times 10} \times 100\%.$$  \hspace{1cm} (12)

Among them, $i$ = fall start, fall, impact, and recovery; $j$ = SV, BVA, and SVD; $N_{ij}$ is the number of false detections. As a result of 6 times of false detection, $S_{ij}$ is 6% and SP value is 94%. It can be seen from Table 2 that the false alarm rate of acceleration related characteristic parameters is higher than that of angle. SV has the highest false alarm rate, while BVA has low false alarm rate. This is because BVA is the dynamic quantity of SV, and the daily activity changes slowly. Therefore, it is appropriate to increase the weight of BVA parameters in daily behavior assessment. Combined with Sections 4.1 and 4.2, we have falls and daily activities data of
100 volunteers to verify the algorithm, with a sensitivity of 96.67% and a specificity of 97%.

4.3. Multisensor Fall Detection Based on Support Vector Machine. Through the 4.1 data acquisition experiment, four kinds of human posture data are obtained, and five kinds of posture features are extracted. These features reflect different points from different angles. According to the human classification of different postures, a fall recognition model based on support vector machine (SVM) algorithm is proposed by controlling the corresponding optimal parameters. The specific steps are as follows:

1. Human body attitude sensors (including accelerometers and gyroscopes) are used for data acquisition, so as to collect multiple human body data at the same time, including human body triaxial acceleration and angular velocity.

2. Preprocess the collected original data, using the average filtering method to filter the human posture data, in order to obtain better and clearer data.

3. The features are derived from all the processed kinds of human body position data (sitting, lying, falling, sliding, squatting down, walking, standing, and going upstairs and downstairs). The features of different positions are taken, including five characteristics of combined acceleration and vertical component of combined acceleration.

4. In order to build the model based on the derived human pose set, ten times grid crossover and optimization algorithm should be used to determine the best training parameters. To evaluate the model, introduce the test set data to train the autumn attitude recognition model, and calculate the accuracy of the model in the test set.

According to the above steps, 86 groups of features are divided into training set and test set. After determining the optimal parameters, each dataset is randomly mixed and verified five times to ensure that the model has good generalization ability. The experiment was divided into three groups, and the total number of experiments in each group was different, but the number of falls was the same. The numbers of training sets and test sets and the identification results are shown in Figure 3.

As can be seen from the results in Figure 3, when the training set contains different data samples, the recognition results are slightly different. When the training set contains 65 samples and 8 groups of falls, the recognition rate should be 82%. In the training process, the set contains 70 samples, of which 8 groups are falls, and the recognition rate is 86.23%. When the training set contains 75 samples, of which 8 groups are falls, the recognition rate should be as high as 92.15%, and the recognition rate will improve with the increase of the number of samples in the selected education set, which indicates that the recognition ability of the trained model will gradually improve based on a large amount of effective data, thus increasing the possibility of prediction and prevention of falls.

4.4. Comparative Analysis and Selection of Models. In order to compare the applicability of support vector machine and random forest algorithm, two fall detection models were created and compared. 60 datasets are selected as the training set, including 50 normal positions and 10 falling positions. On the basis of the model, the training time of the model and the recognition time of the fall posture are calculated. The results are shown in Figure 4.

As can be seen from Figure 4, the training time of the model based on random forest is 5.5 seconds, the recognition time is 1.45 seconds, and the recognition rate is
90.35%; the training time of fall posture recognition model based on support vector machine is 2.23 seconds, the recognition time is 0.43 seconds, and the recognition rate is 85.41%. It can be seen that this machine can make more time-based response to fall recognition than the time-vector-based recognition algorithm.

5. Conclusion

Fall is a common phenomenon in the life of the elderly, and it is also one of the main causes of disease and death of the elderly. The real-time fall detection system can trigger the alarm in time, reduce the waiting time for treatment, and reduce the accidental injury caused by falls. However, in most collision detection systems, only accelerometers are used to design the detection system. However, the algorithm based on single data cannot fully describe the information about body posture changes when falling down. The ultimate goal of this study is to predict the human body’s downward trend sensor based on multidata synthesis fall detection algorithm, so as to effectively detect the occurrence of falls and avoid falls.

In this paper, a data acquisition experiment is designed to preprocess and extract features of human posture data. Then, on the basis of support vector machine algorithm and random forest algorithm, the human posture is recognized, and finally the effective recognition of human posture is realized. In this study, 100 volunteers are collected to simulate falls and daily activities to verify the effectiveness of the algorithm. The sensitivity was 96.67%, and the specificity was 97%, indicating good performance. In the experiment, when the training set contains the largest number of samples and the numbers of fall processing experiments are equal, the recognition rate should reach the maximum value of 92.15%. The accuracy of the model is based on a large amount of valid data. After training, the recognition ability of the system will gradually improve, so as to improve the ability to predict falls. Support vector machine has less training time and recognition time, which brings more warning time and is conducive to prevention. Therefore,
SVM is more suitable for the system development based on multisensor data fusion.

A fall detection algorithm based on multisensor data synthesis is studied in this paper to improve the accuracy of fall prediction. Wearable devices are very suitable for the elderly and have a very broad application prospect. This study is of great significance to its development.
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