A performance comparison of supervised machine learning models for Covid-19 tweets sentiment analysis
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Abstract

The spread of Covid-19 has resulted in worldwide health concerns. Social media is increasingly used to share news and opinions about it. A realistic assessment of the situation is necessary to utilize resources optimally and appropriately. In this research, we perform Covid-19 tweets sentiment analysis using a supervised machine learning approach. Identification of Covid-19 sentiments from tweets would allow informed decisions for better handling the current pandemic situation. The used dataset is extracted from Twitter using IDs as provided by the IEEE data port. Tweets are extracted by an in-house built crawler that uses the Tweepy library. The dataset is cleaned using the preprocessing techniques and sentiments are extracted using the TextBlob library. The contribution of this work is the performance evaluation of various machine learning classifiers using our proposed feature set. This set is formed by concatenating the bag-of-words and the term frequency-inverse document frequency. Tweets are classified as positive, neutral, or negative. Performance of classifiers is evaluated on the accuracy, precision, recall, and $F_1$ score. For completeness, further investigation is made on the dataset using the Long Short-Term Memory (LSTM) architecture of the deep learning model. The results show that Extra Trees Classifiers outperform all other models by achieving a 0.93 accuracy score using our proposed concatenated features set. The LSTM achieves low accuracy as compared to machine learning classifiers. To demonstrate the effectiveness of our proposed feature set, the results are compared with the Vader sentiment analysis technique based on the GloVe feature extraction approach.

1 Introduction

Outbreak of Covid-19 has a socio-economic impact [1]. The World Health Organization declared it an epidemic on 30 January 2020 [2]. Since then, it has spread exponentially, inflicting serious health issues including painful deaths. As of May 31, 2020, the death toll has...
reached 636,633 [3]. The virus will be kept spreading in the upcoming days [4]. During the
lock-down, traffic on social networking has increased tremendously [5]. Twitter has outclassed
other competitors in the timely spreading of Covid-19 news [6]. Overwhelming part of these
news is subjective due to the involvement of personal opinions and biasness, hence giving rise
to (un)intentional fake information, uncertainty, and negativity in human social circles [7]. At
the same time, this situation is catching the attention of researchers to perform computable
analysis for creating a wholesome picture. This research focuses on sentiment analysis on
Twitter dataset regarding Covid-19 using supervised machine learning algorithms. To this
end, we undertake the following research questions:

RQ 1: How is the performance comparison of machine learning models for Covid-19 senti-
mentation analysis on tweets?

RQ 2: Can we improve the performance of machine learning models by feature engineering?

To address these questions, the dataset is obtained from the IEEE data port. It contains the
tweets IDs and sentiment scores. Corresponding to these tweets IDs, we extract tweets using
an in-house built tweets crawler. The tweets are cleaned using preprocessing techniques,
which include removal of non-supported information and extraction of meaningful text. Next
sentiment scores are found using the TextBlob toolkit. These scores are classified as positive,
negative and neutral. The dataset is split into a training set and a testing set with a ratio of
80:20 respectively. For feature extraction, techniques such as term frequency-inverse docu-
ment frequency (TF-IDF), bag-of-words (BoW) and GloVe are used. We propose a feature
technique by concatenating TF-IDF and BoW features. Finally, five machine learning models,
random forest (RF), XGBoost classifier, support vector classifier (SVC), extra trees classifier
(ETC), and decision tree (DT) are trained to test their performance on the test data. For the
sake of completeness, one deep learning model, long-short term memory (LSTM) is also
trained and tested. Performance is evaluated on the accuracy, precision, recall, and \( F_1 \) score.
We also compare our sentiment scores with those provided by the IEEE data port. The contri-
butions of this study are:

- Using the standard feature techniques TF-IDF and BoW, performance analysis of five super-
vised machine learning models, RF, XGBoost, SVC, ETC, and DT for Covid-19 sentiment
analysis of tweets. Additionally, we also determine the performance of the LSTM. The results
are also compared with sentiment scores as provided by the IEEE data port.

- Propose a feature extraction technique based on BoW and TF-IDF and evaluate its
performance.

The rest of the paper organized as follows. Section 2 contains the related work to this study.
Section 3 describes the dataset and Section 4 contain methods, techniques and proposed meth-
odology. Section 5 presents results and discussion. Section 6 gives the conclusion.

2 Related work

The affliction due to Covid-19 is large [8]. News about this event has dominantly surpassed
other news on social media. These news also include those fake, unverified and subject to peo-
ple’s biasness. Thus the call to methodically determine negativity in Covid-19 news is timely
and justified.

Tweeter stays on top for gathering health-related news [9]. Sentiment analysis on Covid-19
news is done for India using a set of 24000 tweets [10]. Another study focuses on the psycho-
logical effect of Covid-19 on human behavior [11]. It reports that people are tense and their
depression level increased due to Covid-19 news. Another study reports about industry crisis and new emerging opportunities due to Covid-19 [12]. There is sentiment analysis for data collected from various social networking platforms. It includes Twitter, Instagram, Reddit, YouTube, and Gab. The results report flaws in the information collected [13]. Different classifiers are tested in short text and long text information. For short text, Naive Bayes and Logistic Regression give average results of 91% and 74%. Both models do not perform well on the long text [14].

Another study about Covid-19 is done by collecting 4 million tweets from March 1, 2020, to April 21, 2020, using 25 different hashtags [15]. Thirteen topics are identified, out of which five classes are made. Latent Dirichlet Allocation (LDA) is used to recognize uni-gram, bi-gram, silent topics, themes, and sentiments in these tweets. The results are promising in the context of health-related emergency situations. Another approach detects emotions using 2500 short text ad 2500 long text messages [16]. Dominant emotion found is depression, which is understandably due to prolonged stay at home, joblessness, and fear due to virus [17]. There is also a BERT model to study emotions, which are assigned single labels and multi labels [18]. The key point of this model is to consider emojis, which is an effective way to express feelings. Another work studies Frequent pattern based sentiment analysis using the FP-growth algorithm [19]. The reported results are better than most of the other relevant works.

Lots of work is also done in the sentiment analysis domain using the deep learning approach in history [20, 21], as a study [22] proposed an approach for sentiments classification using a deep learning model. It uses NLP for topic modeling to find the core issues related to Covid-19 as expressed on social media. The classification is done using LSTM Recurrent Neural Networks (LSTM RNN) model. Another variant of the deep learning model performs sentiment analysis on Covid-19 tweets using the sentiment140 dataset [23]. The results show an improvement over the existing values. Another study mines a database for over 1 million tweets of five months in 2020 to assess public attitude regarding the preventative measure of mask usage during the COVID-19 pandemic [24]. It is also based on NLP and determines the frequency increase of mask-related positive tweets. Sentiment analysis is also carried out on a set of 26000 tweets in two time intervals: 1st Jan 2019 to 23rd March 2020 and December 2019 to May 2020 [25]. The set includes re-tweets. Tweets within the first interval have mostly neutral and negative polarity, while those within the second interval has neutral and positive polarity. The used classifier is based on deep learning that achieved 81% accuracy.

A model, namely BERT, uses TF-IDF for sentiment analysis and topic modeling for negative posts [26]. Statistical analysis to detect the presence of pandemic is carried out on tweets of January 2020 [27]. It used word-frequency to understand the trend and psychology of tweet users, and sentiment analysis to understand their general attitude.

In relation to all the presented works, our study focus on performance comparison of Covid-19 sentiment analysis using various machine learning algorithms. We introduce a feature set with the aim to increase accuracy. The summary of related works present in Table 1.

3 Dataset description

The dataset we used in this study is obtained from the IEEE data port on May 31, 2020 [30]. It contains the tweet IDs and sentiment scores of 7528 tweets. A sample data is shown in Table 2. Tweets IDs are extracted using the following filters: language “en” and keywords “corona”, “coronavirus”, “covid”, “pandemic” and variants such as “sarscov2”, “nCov”, “covid-19”, “ncov2019”, “2019ncov” and their hashtags. IEEE data port does not provide tweet text, resorting us to develop an in-house crawler that could extract them from Tweeter based on the tweet IDs. Since IEEE data port provides tweet IDs the next day, our dataset corresponds to the
tweets of May 30, 2020. After preprocessing the data, we find sentiment scores using the TextBlob. The results are shown in Table 3.

In Table 3, SS1 and SS2 represent sentiment scores that is provided by IEEE data port and that is found by us after preprocessing the data. The sentiment scores are classified as positive (greater than 0), neutral (equal to 0) and negative (less than 0). Table 4 shows the counts of tweets present in these classes.

Fig 1 shows the counts of most frequent uni-gram and bi-gram terms as provided by IEEE data port and Fig 2 shows the most frequent words as taken from tweets. Figs 1 and 2 also depict the topics used in tweets. They are ‘coronavirus’, ‘covid’ ‘trump’ ‘deaths’ ‘lockdown’, ‘government’ and ‘cases’. These words indicate that people are talking about government polices for Covid-19, and lockdown/deaths because of Covid-19.

### 4 Methods and proposed approach

The Lexicon based machine learning models are defined next.
4.1 Supervised machine learning method

We use five supervised machine learning models, their parameters settings are given in in Table 5.

4.1.1 RF. RF is used for both classification and regression problems [31]. RF is an ensemble model that uses bagging techniques. It generates several trees and performs voting between them to make a majority decision. Prediction accuracy increases with the number of tree. RF reduces the problem of over-fitting by using a bootstrap sampling technique [32]. RF can be defined as the mode of the multiple prediction trees, \( \text{mode}(t_1, t_2, t_3, \ldots, t_n) \). Here \( t_1, t_2, t_3 \) and \( t_n \) are the predicted values against a tweet, whose Mode is taken. RF parameter settings are given in Table 5. By setting \( \text{n\_estimator} = 300 \), we generate 300 decision trees. By setting \( \text{max\_depth} = 300 \), the tree is restricted to grow to a maximum depth of 300 levels, thus effectively reducing the complexity of the decision tree.

4.1.2 XGBoost. XGBoost (eXtreme Gradient Boosting) works the same way as Gradient Boosting classifier but with an extra feature of assigning weight to each sample as in Adaboost classifier [33, 34]. XGBoost is a tree-based model which gained lots of popularity in recent times. It fits a number of weak learners (decision trees) parallelly unlike gradient boosting which does this sequentially. Due to this, XGBoost gives a speed boost. XGBoost has regularization techniques to control over-fittings such as L1 and L2 but these techniques are not available in Gradient Boosting and Adaboost classifiers. Another key feature of XGBoost is scalability, which means that it also can perform better on a distributed system and can process

| Sentiment | SS1 | SS2 |
|-----------|-----|-----|
| Neutral   | 2678| 2938|
| Positive  | 2227| 2293|
| Negative  | 2623| 2297|
| Total     | 7528| 7528|

https://doi.org/10.1371/journal.pone.0245909.t004
larger datasets. It uses a Log Loss function, which is also helpful to minimize the loss and improve accuracy. The Log Loss function considers the probability of false classifications [35]. This loss function can be defined as

\[
\log \text{loss} = -\frac{1}{N} \sum_{i=1}^{N} y_i \log (p(y_i)) + (1 - y_i) \log (1 - p(y_i)).
\]  

(1)

We set four parameters of XGBoost as given in Table 5. The n_estimator = 300 implies XGBoost uses 300 decision trees as a base learner, which will take part in the prediction process. The parameter max_depth = 300 restricts the growth of trees to a maximum 300. The learning_rate = 0.2 helps to control the over-fitting in the model [34]. The random_state = 27 controls the random seed given to each Tree estimator at each boosting iteration. In addition, it controls the random permutation of the features at each split.

Table 5. The parameter settings of five machine learning models.

| Classifier | Parameters |
|------------|------------|
| RF         | n_estimator = 300, max_depth = 300, random_state = 27 |
| XGBoost    | n_estimator = 300, learning_rate = 0.2, max_depth = 300, random_state = 27 |
| SVC        | Kernel = sigmoid, C = 3.0, random_state = 27 |
| ETC        | n_estimator = 300, max_depth = 300, random_state = 27 |
| DT         | max_depth = 300, criterion = gini |

https://doi.org/10.1371/journal.pone.0245909.t005
4.1.3 SVC. SVC is a linear model and used for sentiment analysis in many research work [36–38]. SVC maps each item as a data point in an n-dimensional space, where n is the number of features. It performs classification by finding the “best fit” hyper-plane that can differentiate between the classes. We use SVC with a sigmoid kernel and use another parameter C = 3.0 as a regularization value, as given in Table 5.

4.1.4 ETC. ETC implements the meta-estimator, which trains/fits the number of weak learners (randomized decision trees) on various samples of the dataset and boosts the prediction accuracy [39, 40]. It is also an ensemble learning model used for classification purposes like RF, thus it is considered similar to RF. The only difference between ETC and RF is the way trees are constructed in the forest. ETC generates decision trees on the original training sample, while RF constructs decision trees on the bootstrap samples drawn from the original dataset. At each test node, each tree is provided with a random sample of k features drawn from the feature-set. Each decision tree must select the best feature to split the data based on some mathematical criteria (typically Gini Index). This random sample of features leads to the creation of multiple de-correlated decision trees. We use ETC with two main parameters, n_estimators = 300 and max_depth = 300, as given in Table 5.

4.1.5 DT. DT acquires information in the form of a tree, which can also be rewritten as a set of discrete rules [41, 42]. The key advantage of DT is the use of decision rules and feature subsets that appear at various classification stages. A DT consists of different types of nodes such as a leaf node and a number of internal nodes with branches. Each leaf node represents a class corresponding to an example while each internal node represents features and branches representing the conjunction of features that lead towards classification. The performance of DT depends on how well it is constructed on the training set. We use the parameter max_depth = 300 to restrict DT to grow a maximum depth of 300 as given in Table 5.

4.2 TextBlob

TextBlob is a Python library that is used in natural language processing (NLP) tasks such as part-of-speech tagging, sentiment analysis, noun phrase extraction, translation, classification and many more [43, 44]. We use TextBlob to find the sentiments from Covid-19 tweets. TextBlob sentiment function returns two properties against each tweet, polarity score in the range [-1,1] and subjectivity score in the range [0, 1]. Negative, zero and positive polarity scores represent negative, neutral and positive statements, respectively. Subjectivity refers to the expression of opinions, evaluations, feelings and speculations [45].

4.3 Feature extraction techniques

In order to use the machine learning models, we need to extract features of tweets. Two feature extraction techniques, BoW and TF-IDF are used.

4.3.1 TF-IDF. TF-IDF is a feature extraction technique used for text analysis tasks [28–38]. It gives weighted features for performance boosting [31, 39, 46]. TF-IDF finds the weight of each feature in a document using the product of term frequency (TF) and inverse document frequency (IDF). TF is the frequency of a feature in a document and depends on the length of the document. It can be defined as

$$tf_{t,d} = \frac{count_{t,d}}{\text{totalcount}_d},$$

where count$_{t,d}$ is the number of term t in the document d and totalcount$_d$ is the total number of all terms in the document d. IDF measures the extent of a term t being informative in a
document for model training. It can be computed as

$$\text{idf} = \frac{N}{Df_t},$$

(3)

where $N$ is the number of documents in the corpus and $Df_t$ is the number of documents that contain the term $t$. IDF measures the weight of a term $t$ low when term $t$ occurs frequently in many documents. For instance, stopwords have low IDF value. Finally, TF-IDF can be defined as

$$tf \cdot \text{idf} = tf_{t,d} * \log(idf).$$

(4)

### 4.3.2 BoW

The BoW is the simplest feature extraction technique used in information retrieval and NLP tasks [31, 47]. BoW is mostly used in text classification tasks where the occurrence of each word in a document is used for model training. BoW generates the vocabulary all the unique words and their occurrence frequencies in the all documents for the training of learning models.

### 4.3.3 Concatenation of BoW and TF-IDF

To boost the performance of machine learning models, we propose a concatenation of BoW and TF-IDF features, as shown in Fig 3. Such concatenation is helpful for learning models to boost their accuracies.

### 4.4 Evaluation parameters

To evaluate the performance of the machine learning models, we have used four evaluation parameters, accuracy score, precision score, recall score and $F_1$ score. The accuracy score is the fraction of correct predictions. The maximum accuracy score can be 1 and the minimum accuracy score can be 0. It is given as

$$\text{accuracy} = \frac{TP + TN}{TP + TN + FP + FN}.$$  

(5)

Four basic notations are explained as follows.

**True Positives (TP):** The number of correct positive predictions of a class.

**True Negatives (TN):** The number of correct negative predictions of a class.

**False Positives (FP):** The number of incorrect positive predictions of a class.

**False Negatives (FN):** The number of incorrect negative predictions of a class.

---

**Fig 3.** Our proposed approach based on concatenation of BoW and TF-IDF.

https://doi.org/10.1371/journal.pone.0245909.g003
False Negatives (FN): The number of incorrect negative predictions of a class.

Precision indicates the exactness of the classifiers. It lies in [0, 1] and calculated as
\[ precision = \frac{TP}{(TP + FP)} . \]  
(6)

Recall indicates about the completeness of a classifier. It lies in [0, 1] and calculated as
\[ recall = \frac{TP}{(TP + FN)} . \]  
(7)

\( F_1 \) score is a harmonic mean of precision and recall scores. It lies in [0, 1] and calculated as
\[ F_1 = 2 \cdot \frac{precision \cdot recall}{(precision + recall)} . \]  
(8)

4.5 Proposed methodology

A thematic of the our proposed methodology is shown in Fig 4. After extracting tweets using our in-house built crawler, data is preprocessed. Preprocessing is an important step, which affects accuracy of learning models. We remove stopwords, usernames, link punctuation’s and numeric values from tweets and apply stemming techniques. A sample data is given in Table 6. After preprocessing, the results are given in Tables 7–10.

4.5.1 Removal of usernames and links. Usernames (e.g. @username) and links in tweets do not contribute to sentiment analysis, hence they need to be removed. We also remove special stopwords ‘RT’ from tweets, which are not important for topic analysis [48]. The results are given in Table 7.

4.5.2 Removal of punctuation marks and conversion to lower case. Punctuation characters hinder machine understanding, hence they are removed, so do hashtag markers ‘#’. Similarly, all terms are converted to lower case for uniformity. For instance, “COVID”, “Covid”, “covid”, and #covid are all converted to “covid” because machine learning models are case sensitive. The results are given in Table 8.

4.5.3 Removal of stopwords and numeric values. We remove commonly used stopwords such as a, an, as and etc. to reduce the noise. We also remove the numeric values such as 123, which are not valuable for text analysis. Alpha-numeric words such as covid19 are not removed because most of them are technical terms. The results are given in Table 9.

4.5.4 Stemming. Stemming is also an important technique in text preprocessing to reduce the terms to their root form [49]. For instance, machine learning algorithms consider “go”, “goes” and “going” as different features even if they contain the same information. Reaching the stem reduces the complexity in the text features [50]. The results are given in Table 10.

After preprocessing, we apply the TextBlob technique on the dataset to find sentiment scores. Due to cleaning noise, the TextBlob performs better than the original dataset. A performance comparison of the TextBlob sentiment scores between the original data and the preprocessed data is given in Tables 11 and 12. Please note the change in labels.

After finding sentiment scores, the dataset is split into a training set and a testing set with a ratio of 80:20 as shown in Table 13. Features TF-IDF, BoW, and concatenation of TF-IDF and BoW are used for the training of learning models. For demonstration purposes, we apply these feature engineering techniques on two sample tweets ‘trump call covid chines viru’ and ‘covid could kill’. The results are given in Tables 14–16.
Table 6. Three sample tweets.

| No. | Tweets                                                                 |
|-----|----------------------------------------------------------------------|
| 1.  | RT @skaija: Donald Trump called the coronavirus the Chinese virus     |
| 2.  | RT @latimes: owners go to jail for breaking coronavirus rules? https://t.co/tltJJvIT8R |
| 3.  | RT bryanbeh: 40 million out of work #covid                            |

Table 7. Sample tweets after removing usernames and links.

| Tweets Before Removal                                                                 | Tweets After Removal of Usernames and Links                                                                 |
|--------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------------------|
| RT @skaija: Donald Trump called the coronavirus the Chinese virus                     | Donald Trump called the coronavirus the Chinese virus                                                      |
| RT @latimes: owners go to jail for breaking coronavirus rules? https://t.co/tltJJvIT8R | owners go to jail for breaking coronavirus rules?                                                            |
| RT bryanbeh: 40 million out of work #covid                                             | 40 million out of work #covid                                                                             |
### Table 8. Sample tweets after removing punctuation marks and conversion to lower case.

| Tweets Before Removal                                      | Tweets After Removal of Punctuation Marks and Conversion to Lower Case |
|------------------------------------------------------------|------------------------------------------------------------------------|
| donald trump called the coronavirus the Chinese virus      | donald trump called the coronavirus the chinese virus                  |
| owners go to jail for breaking coronavirus rules?           | owners go to jail for breaking coronavirus rules                        |
| 40 million out of work covid                               | 40 million out of work covid                                           |

https://doi.org/10.1371/journal.pone.0245909.t008

### Table 9. Sample tweets after removing stopwords and numeric values.

| Tweets Before Removal                                      | Tweets After Removal of Stopwords and Numeric values                  |
|------------------------------------------------------------|------------------------------------------------------------------------|
| donald trump called the coronavirus the chinese virus      | donald trump called coronavirus chinese virus                          |
| owners go to jail for breaking coronavirus rules            | owners go jail breaking coronavirus rules                               |
| 40 million out of work covid                               | million out work covid                                                 |

https://doi.org/10.1371/journal.pone.0245909.t009

### Table 10. Sample tweets after stemming.

| Tweets Before Stemming                                     | After Stemming                                                          |
|------------------------------------------------------------|-------------------------------------------------------------------------|
| donald trump called coronavirus chinese virus               | donald trump call coronavirus chines viru                              |
| owners go jail breaking coronavirus rules                   | owner go jail break coronavirus rule                                    |
| million out work covid                                     | million out work covid                                                 |

https://doi.org/10.1371/journal.pone.0245909.t010

### Table 11. The TextBlob performance on original data.

| Tweet ID          | Tweet Text                                                                 | Score | Label  |
|-------------------|-----------------------------------------------------------------------------|-------|--------|
| 1266588391858208770 | @whozak @bonifacemwangi She can’t walk but can dance oops @AtwoliDza is cursed but anyway biwott was also there and . . . https://t.co/7knyPDDh0 | -0.4   | Negative |
| 1266588393162575872 | Ppl not scared of COVID-19 no more? Our numbers definitely going back up next week. https://doi.org/10.1371/journal.pone.0245909.t011 | -0.0625 | Negative |

### Table 12. TextBlob performance after preprocessed data.

| Tweet ID          | Tweet Text                                                                 | Score  | Label |
|-------------------|-----------------------------------------------------------------------------|--------|-------|
| 1266588391858208770 | walk dance oops cursed anyway biwott also                                   | 0.0000 | Neutral |
| 1266588393162575872 | ppl scare covid number definitely go back next week                          | 0.0000 | Neutral |

https://doi.org/10.1371/journal.pone.0245909.t012

### Table 13. Training and testing tweets count for SS1 and SS2.

| Sentiment | SS1 | SS2 |
|-----------|-----|-----|
|           | Training set | Testing Set | Total | Training set | Testing Set | Total |
| Neutral   | 2145 | 533 | 2678 | 2340 | 598 | 2938 |
| Positive  | 1783 | 444 | 2227 | 1844 | 449 | 2293 |
| Negative  | 2094 | 529 | 2623 | 1838 | 459 | 2297 |
| Total     | 6022 | 1506 | 7528 | 6022 | 1506 | 7528 |

https://doi.org/10.1371/journal.pone.0245909.t013
After training the learning models, the performance is evaluated on accuracy score, precision score, recall score and $F_1$ score (see Section 4.4).

5 Results

This section presents the Covid-19 sentiment analysis results of the machine learning models RF, XGBoost, SVC, ETC, and DT using features BoW, TF-IDF, and concatenation of TF-IDF and BoW. We compare the model performance between SS1 and SS2. In results tables and confusion matrices, 0, 1, 2 represent neutral, positive, and negative sentiments respectively.

5.1 Results with TF-IDF

The TF-IDF results of used models are given Tables 17 and 18. ETC model performs better for both SS1 and SS2 using TF-IDF. It has a higher accuracy score 0.92 for SS2. It is due to the fact that TextBlob performs better when given a cleaned data. Both SS1 and SS2, Tree-based models give better performance for both SS1 and SS2.

The confusion matrix given in Fig 5 shows the performance of the ETC model. Based on our chosen ratio of 80:20 for training data and testing data, there are 7528 tweets and 1506 tweets, respectively. ETC correctly predicts 1390 tweets for SS2, while it makes 116 incorrect predictions. For SS1, ETC makes 250 incorrect predictions.

5.2 Results with bag-of-words

The BoW results of used models are given Tables 19 and 21. BoW results are comparable to that of TF-IDF. We observe that tree-based models RF, XGBoost, and DT perform slightly better for BoW than TF-IDF, while SVC perform better for TF-IDF. ETC performance for SS2 is the same for both BoW and TF-IDF.

Referring to results given in Tables 19 and 20, we observe that the tree-based models RF, XGBoost, and DT perform well. ETC achieved high accuracy levels of 0.92 and 0.88 for SS2 and SS1, respectively. Tree-based models also achieved good accuracy of 0.91. The
ETC makes more correct predictions when we train the model with the clean data. Out of 1506 predictions, it makes 1390 correct predictions for SS2, which are only 1326 for SS1.

### 5.3 TF-IDF & BoW concatenation

We concatenated TF-IDF and BoW features with the aim to achieve high accuracy of machine learning models (see Section 4.3.3). The results are given in Tables 21 and 22. Overall the performance is boosted with the combination. ETC accuracy improves to 0.93 when we train it using clean data. XGBoost and RF also outperform their previous results. The performance of ETC and XGBoost is also improved for SS1.

The confusion matrix of the best performer, ETC is shown in Fig 7 for the concatenated features. ETC makes 1412 correct predictions out of 1506, and only 94 incorrect, which is the lowest ratio of incorrect predictions in this study. The improvement in results is due to the concatenated features. By concatenation, the feature set size increases so the model has more features to learn and to improve its accuracy. As is observed in the SS2 case, ETC gives 94 incorrect predictions. Most of these incorrect predictions are made for the positive class, which is 39 out of 94. The reason behind this observation is that the positive class has fewer examples in SS2 as compared to other classes. Thus the model has a low positive class example ratio for training as compare to the other classes.

---

**Table 17. Models performance for SS1 using TF-IDF.**

| Model | Accuracy | Class | Precision | Recall | F1 score |
|-------|----------|-------|-----------|--------|----------|
| RF    | 0.86     | 0     | 0.76      | 0.96   | 0.85     |
|       |          | 1     | 0.92      | 0.76   | 0.83     |
|       |          | 2     | 0.95      | 0.84   | 0.89     |
|       |          | macro avg | 0.88    | 0.85   | 0.86     |
|       |          | weighted avg | 0.87   | 0.86   | 0.86     |
| XGboost | 0.85    | 0     | 0.78      | 0.89   | 0.83     |
|       |          | 1     | 0.87      | 0.79   | 0.82     |
|       |          | 2     | 0.91      | 0.85   | 0.88     |
|       |          | macro avg | 0.85    | 0.84   | 0.85     |
|       |          | weighted avg | 0.85   | 0.85   | 0.85     |
| SVC   | 0.85     | 0     | 0.81      | 0.86   | 0.84     |
|       |          | 1     | 0.81      | 0.82   | 0.82     |
|       |          | 2     | 0.92      | 0.85   | 0.88     |
|       |          | macro avg | 0.85    | 0.85   | 0.85     |
|       |          | weighted avg | 0.85   | 0.85   | 0.85     |
| ETC   | 0.88     | 0     | 0.80      | 0.98   | 0.88     |
|       |          | 1     | 0.92      | 0.79   | 0.85     |
|       |          | 2     | 0.96      | 0.85   | 0.90     |
|       |          | macro avg | 0.89    | 0.87   | 0.88     |
|       |          | weighted avg | 0.89   | 0.88   | 0.88     |
| DT    | 0.83     | 0     | 0.78      | 0.89   | 0.83     |
|       |          | 1     | 0.84      | 0.75   | 0.79     |
|       |          | 2     | 0.89      | 0.85   | 0.87     |
|       |          | macro avg | 0.84    | 0.83   | 0.83     |
|       |          | weighted avg | 0.84   | 0.83   | 0.83     |

[https://doi.org/10.1371/journal.pone.0245909.t017](https://doi.org/10.1371/journal.pone.0245909.t017)
5.4 Comparison of our proposed approach with other techniques

In this section, we compare the results of concatenated features with Vader [51] and GloVe [52] to show the significance of this study. Vader (Valence Aware Dictionary and sEntiment

| Model | Accuracy | Class | Precision | Recall | F₁ score |
|-------|----------|-------|-----------|--------|----------|
| RF    | 0.90     | 0     | 0.84      | 0.99   | 0.91     |
|       |          | 1     | 0.94      | 0.83   | 0.88     |
|       |          | 2     | 0.97      | 0.86   | 0.91     |
|       |          | macro avg | 0.92 | 0.89  | 0.90     |
|       |          | weighted avg | 0.91 | 0.90  | 0.90     |
| XGboost | 0.90    | 0     | 0.84      | 0.97   | 0.90     |
|       |          | 1     | 0.93      | 0.84   | 0.89     |
|       |          | 2     | 0.95      | 0.86   | 0.90     |
|       |          | macro avg | 0.91 | 0.89  | 0.90     |
|       |          | weighted avg | 0.90 | 0.90  | 0.90     |
| SVC   | 0.89     | 0     | 0.86      | 0.93   | 0.90     |
|       |          | 1     | 0.89      | 0.89   | 0.89     |
|       |          | 2     | 0.96      | 0.86   | 0.91     |
|       |          | macro avg | 0.89 | 0.89  | 0.89     |
|       |          | weighted avg | 0.89 | 0.89  | 0.89     |
| ETC   | 0.92     | 0     | 0.88      | 0.99   | 0.93     |
|       |          | 1     | 0.95      | 0.87   | 0.91     |
|       |          | 3     | 0.97      | 0.89   | 0.93     |
|       |          | macro avg | 0.93 | 0.92  | 0.92     |
|       |          | weighted avg | 0.93 | 0.92  | 0.92     |
| DT    | 0.89     | 0     | 0.88      | 0.92   | 0.90     |
|       |          | 1     | 0.89      | 0.86   | 0.87     |
|       |          | 2     | 0.90      | 0.88   | 0.89     |
|       |          | macro avg | 0.89 | 0.89  | 0.89     |
|       |          | macro avg | 0.89 | 0.89  | 0.89     |

https://doi.org/10.1371/journal.pone.0245909.t018

Fig 5. ETC confusion matrix using SS1 and SS2 under TF-IDF features.

https://doi.org/10.1371/journal.pone.0245909.g005
Reasoner) is a lexicon and rule-based technique to find the sentiment score from the social media platforms [51]. It also works well on text from other domains. It assigns intensity to each word in the tweets and then sum-up all the intensities to obtain the sentiment score. The selection of Vader for comparison is due to the fact that many research studies have shown the better performance of Vader on social media type text [53, 54]. Results given in Table 23 show that SS2 accuracy outperforms Vader in all cases, thus the significance of SS2.

Fig 8 shows the performance comparison between the models for SS1, SS2 and Vader using concatenated features. SS2 accuracy is highest as compared to SS1 and Vader.

Similarly, results are compared with GloVe (Global Vector), which is an unsupervised learning algorithm to obtain vector representations of any word. It creates a feature matrix on the basis of feature-feature co-occurrence [52]. Selecting GloVe to compare with our approach to existing approaches is due to the fact that it is mostly used for feature extraction [55, 56].

We also selected two deep learning approaches to extract the features that are used to train our machine learning models: a combination of CNN and LSTM (CNN-LSTM) and Deep Neural Networks (DNN). The resultant performance is not prominent, as given in Table 24.

Our concatenation feature engineering approach outperforms the GloVe, the CNN-LSTM and the DNN features for all models in accuracy [57]. This is due to the fact that GloVe constructs the feature set on the basis of co-occurrence of features, which as evidence is not concrete and only probabilistic. Thus, the training of machine learning models remains incomplete and insufficient. This fact is pointed out [58]. The recommendation is to train the

### Table 19. Models performance for SS1 using BoW.

| Model | Accuracy | Class | Precision | Recall | \(F_1\) score |
|-------|----------|-------|-----------|--------|---------------|
| RF    | 0.87     | 0     | 0.77      | 0.98   | 0.86          |
|       |          | 1     | 0.92      | 0.77   | 0.84          |
|       |          | 2     | 0.96      | 0.84   | 0.90          |
|       |          | macro avg | 0.89    | 0.86   | 0.87          |
|       |          | macro avg | 0.88    | 0.87   | 0.87          |
| XGboost | 0.86    | 0     | 0.80      | 0.90   | 0.85          |
|       |          | 1     | 0.89      | 0.79   | 0.84          |
|       |          | 2     | 0.90      | 0.86   | 0.88          |
|       |          | macro avg | 0.86    | 0.85   | 0.86          |
|       |          | macro avg | 0.86    | 0.86   | 0.86          |
| SVC   | 0.82     | 0     | 0.75      | 0.90   | 0.82          |
|       |          | 1     | 0.84      | 0.74   | 0.79          |
|       |          | 2     | 0.91      | 0.82   | 0.86          |
|       |          | macro avg | 0.83    | 0.82   | 0.82          |
|       |          | weighted avg | 0.83   | 0.82   | 0.82          |
| ETC   | 0.88     | 0     | 0.79      | 0.98   | 0.87          |
|       |          | 1     | 0.93      | 0.78   | 0.85          |
|       |          | 2     | 0.95      | 0.85   | 0.90          |
|       |          | macro avg | 0.89    | 0.87   | 0.87          |
|       |          | weighted avg | 0.89   | 0.88   | 0.88          |
| DT    | 0.85     | 0     | 0.81      | 0.89   | 0.85          |
|       |          | 1     | 0.86      | 0.81   | 0.83          |
|       |          | 2     | 0.90      | 0.85   | 0.87          |
|       |          | macro avg | 0.86    | 0.85   | 0.85          |
|       |          | weighted avg | 0.86   | 0.85   | 0.85          |
deep learning approaches with extensive data so that resultant co-occurrence distributions converge. The Fig 9 shows detailed results of the five used models.

### 5.5 Results using Long Short-Term Memory

We also compared the performance of LSTM with that of the machine learning models. The LSTM uses an architecture of the embedding layer between the input layer and the LSTM layer, which creates a vector of input text features for the LSTM layer. A dense layer is created with 256 neurons activation function ‘relu’ (Rectified Linear Unit). Next, a dropout layer with a 0.5 dropout rate is used to drop the neurons during training, thus reducing the chances of over-fitting the model. The output layer with the sigmoid function is used to find the probability of each class. Our LSTM model shows poor performance on the selected dataset by attaining an accuracy score of 0.577. This poor performance is due to the fact that the dataset is too small for a deep learning model. This is in accordance with the study that reports the poor performance of deep learning models on small datasets [39, 58]. We also used the BiLSTM [59] and CNN-LSTM [57] and achieved the accuracy score of 0.579 and 0.61 reflectively. BiLSTM and CNN-LSTM take more training time as compared to LSTM but does not give much improvement. There is a possibility of the unsuitability of the used architecture for LSTM and other models for the selected dataset. Hence, the results cannot be conclusive without further investigation of LSTM on other datasets or with more tuned architecture.
6 Conclusion

This work reports a methodical investigation of newly emerged Covid-19 sentiments as expressed in tweets by users. We used preprocessing techniques and features extraction.

Table 21. Models performance for SS1 using TF-IDF and BoW concatenation.

| Model | Accuracy | Class | Precision | Recall | F1 score |
|-------|----------|-------|-----------|--------|----------|
| RF    | 0.88     | 0     | 0.78      | 0.97   | 0.87     |
|       |          | 1     | 0.93      | 0.79   | 0.85     |
|       |          | 2     | 0.96      | 0.84   | 0.90     |
|       |          | macro avg | 0.89      | 0.87   | 0.87     |
|       |          | weighted avg | 0.88      | 0.88   | 0.88     |
| XGboost | 0.89   | 0     | 0.85      | 0.95   | 0.89     |
|       |          | 1     | 0.92      | 0.83   | 0.88     |
|       |          | 2     | 0.93      | 0.86   | 0.90     |
|       |          | macro avg | 0.89      | 0.89   | 0.89     |
|       |          | weighted avg | 0.89      | 0.89   | 0.89     |
| SVC   | 0.86     | 0     | 0.81      | 0.91   | 0.85     |
|       |          | 1     | 0.85      | 0.80   | 0.83     |
|       |          | 2     | 0.93      | 0.85   | 0.89     |
|       |          | macro avg | 0.86      | 0.85   | 0.85     |
|       |          | weighted avg | 0.86      | 0.86   | 0.86     |
| ETC   | 0.89     | 0     | 0.80      | 0.98   | 0.89     |
|       |          | 1     | 0.94      | 0.79   | 0.86     |
|       |          | 2     | 0.95      | 0.86   | 0.90     |
|       |          | macro avg | 0.89      | 0.88   | 0.89     |
|       |          | weighted avg | 0.89      | 0.89   | 0.89     |
| DT    | 0.82     | 0     | 0.79      | 0.86   | 0.82     |
|       |          | 1     | 0.83      | 0.74   | 0.78     |
|       |          | 2     | 0.85      | 0.84   | 0.85     |
|       |          | macro avg | 0.82      | 0.82   | 0.82     |
|       |          | weighted avg | 0.82      | 0.82   | 0.82     |

https://doi.org/10.1371/journal.pone.0245909.t021
Table 22. Models performance for SS2 using TF-IDF and BoW concatenation.

| Model | Accuracy | Class | Precision | Recall | F_1 score |
|-------|----------|-------|-----------|--------|-----------|
|       |          | 0     | 0.87      | 0.99   | 0.93      |
|       |          | 1     | 0.95      | 0.85   | 0.89      |
|       |          | 2     | 0.96      | 0.87   | 0.92      |
| RF    | 0.92     | macro avg | 0.92 | 0.91 | 0.92 |
|       |          | weighted avg | 0.92 | 0.92 | 0.92 |
|       | 0.92     | 1     | 0.95      | 0.88   | 0.91      |
| XGboost |        | 2     | 0.95      | 0.90   | 0.92      |
|       |          | macro avg | 0.93 | 0.92 | 0.92 |
|       |          | weighted avg | 0.92 | 0.92 | 0.92 |
| SVC   | 0.89     | 0     | 0.85      | 0.94   | 0.88      |
|       |          | 1     | 0.91      | 0.84   | 0.86      |
|       |          | 2     | 0.92      | 0.85   | 0.88      |
|       |          | macro avg | 0.89 | 0.88 | 0.89 |
|       |          | weighted avg | 0.89 | 0.89 | 0.89 |
| ETC   | 0.93     | 0     | 0.89      | 0.93   | 0.91      |
|       |          | 1     | 0.90      | 0.86   | 0.88      |
|       |          | 2     | 0.91      | 0.88   | 0.90      |
|       |          | macro avg | 0.90 | 0.89 | 0.89 |
|       |          | weighted avg | 0.90 | 0.90 | 0.90 |
| DT    | 0.91     | 0     | 0.92      | 0.97   | 0.94      |
|       |          | 1     | 0.93      | 0.91   | 0.92      |
|       |          | 2     | 0.93      | 0.90   | 0.92      |
|       |          | macro avg | 0.93 | 0.93 | 0.93 |
|       |          | weighted avg | 0.93 | 0.93 | 0.93 |

https://doi.org/10.1371/journal.pone.0245909.t022

Fig 7. ETC confusion matrix for SS1 and SS2 using concatenated features.

https://doi.org/10.1371/journal.pone.0245909.g007
techniques to train the machine learning model using the 80% data (6022 Tweets) and evaluate its performance using the remaining 20% data (1506 Tweets). The study concludes that ETC is the best performer with our features concatenation engineering approach.

RQ 1 posed investigation of the comparative performance of five supervised machine learning models, RF, XGBoost, SVC, ETC, and DT for Covid-19 sentiments. We addressed this question by acquiring a tweets dataset, cleaning it, and finding its sentiment scores using TextBlob. TF-IDF and BoW are used for feature extraction. Out of five trained and tested models,

Table 23. Models accuracy performance comparison for SS2 and Vader.

| Model | BoW | TF-IDF | Concatenated Features |
|-------|-----|--------|-----------------------|
|       | SS2 | Vader  | SS2 | Vader  | SS2 | Vader |
| RF    | 0.91 | 0.84   | 0.90 | 0.84   | 0.92 | 0.85   |
| XGboost | 0.91 | 0.85   | 0.90 | 0.83   | 0.92 | 0.85   |
| SVC   | 0.87 | 0.80   | 0.89 | 0.86   | 0.89 | 0.81   |
| ETC   | 0.92 | 0.86   | 0.92 | 0.86   | 0.93 | 0.87   |
| DT    | 0.91 | 0.85   | 0.89 | 0.82   | 0.91 | 0.83   |

https://doi.org/10.1371/journal.pone.0245909.t023

![Fig 8. Models accuracy performance for SS1, SS2 and Vader using concatenated feature engineering technique.](https://doi.org/10.1371/journal.pone.0245909.g008)

Table 24. Model accuracy performance comparison on SS2 with GloVe, CNN-LSTM, DNN and concatenated features.

| Model | GloVe | DNN | CNN-LSTM | Concatenated Features |
|-------|-------|-----|----------|-----------------------|
| RF    | 0.81  | 0.78| 0.79     | 0.92                  |
| XGboost | 0.80 | 0.77| 0.76     | 0.92                  |
| SVC   | 0.70  | 0.66| 0.52     | 0.89                  |
| ETC   | 0.80  | 0.78| 0.79     | 0.93                  |
| DT    | 0.78  | 0.75| 0.73     | 0.91                  |

https://doi.org/10.1371/journal.pone.0245909.t024
ETC outperforms others. This is due to the fact that linearly separable class planes are not possible for textual data such as tweets. Thus models working on discrete states tend to lose accuracy, which is indirectly covered by implicit randomization during ETC. For the sake of completeness, we also trained and tested one deep learning model, LSTM. It exhibits the lowest performance. It is understandable due to the small dataset, which does not allow enough learning paths for an overall stable system that can handle test points.

RQ 2 posed investigation of effects of an engineered feature set. This question is addressed by proposing a feature set by concatenation of TF-IDF and BoW. Again our proposed feature set outperforms the two standard techniques, TF-IDF and BoW. This is due to the fact that an extended feature set allows more training points, thus increasing the chances of the test point to lie within closer proximity of one of those training points.

We compared the performance of models using sentiment scores generated using TextBlob and Vader. Of all three feature extraction techniques used, TF-IDF, BoW, and concatenation, our approach gave better results. This is mostly due to the fact that Covid-19 tweets do not have much spread in story-lines. Of those few features extracted, there is a trend of normalized distribution, hence keeping Vader at a disadvantage. Lastly, we also compared the performance of models built on top of our winner feature technique, the concatenated set, and GloVe. Again, our proposed technique performs better. This can be associated with the complexity that emerges due to all possible co-occurrence of features. This complexity actually affects the correct decidability of most of the used supervised learning models.

In future work we plan to direct our work towards the deep learning approaches, specifically to improve their performance on small datasets.

**Author Contributions**

**Conceptualization:** Furqan Rustam, Arif Mehmood, Gyu Sang Choi.

**Data curation:** Madiha Khalid.
Formal analysis: Madiha Khalid, Waqar Aslam, Arif Mehmood.
Funding acquisition: Gyu Sang Choi.
Investigation: Furqan Rustam, Waqar Aslam, Vaibhav Rupapara, Arif Mehmood.
Methodology: Furqan Rustam.
Project administration: Arif Mehmood.
Supervision: Gyu Sang Choi.
Validation: Furqan Rustam, Waqar Aslam, Vaibhav Rupapara, Gyu Sang Choi.
Visualization: Madiha Khalid.
Writing – original draft: Furqan Rustam.
Writing – review & editing: Waqar Aslam.

References
1. Iacus SM, Natale F, Santamaria C, Spyrtatos S, Vespe M. Estimating and projecting air passenger traffic during the COVID-19 coronavirus outbreak and its socio-economic impact. Safety Science. 2020; p. 104791.
2. Guo YR, Cao QD, Hong ZS, Tan YY, Chen SD, Jin HJ, et al. The origin, transmission and clinical therapies on coronavirus disease 2019 (COVID-19) outbreak-an update on the status. Military Medical Research. 2020; 7(1):1–10. https://doi.org/10.1186/s40779-020-00240-0
3. worldometers. coronavirus death cases; 2020. https://www.worldometers.info/coronavirus/coronavirus-death-toll/.
4. Rustam F, Reshi AA, Mehmood A, Ullah S, On B, Aslam W, et al. COVID-19 Future Forecasting Using Supervised Machine Learning Models. IEEE Access.;.
5. Dubey AD. Twitter Sentiment Analysis during COVID19 Outbreak. Available at SSRN 3572023. 2020;.
6. Liu IL, Cheung CM, Lee MK. Understanding Twitter Usage: What Drive People Continue to Tweet. Pacis. 2010; 92:928–939.
7. Koohikamali M, Sidorova A. Information Re-Sharing on Social Network Sites in the Age of Fake News. Informing Science. 2017; 20.
8. Wang H, Wang Z, Dong Y, Chang R, Xu C, Yu X, et al. Phase-adjusted estimation of the number of coronavirus disease 2019 cases in Wuhan, China. Cell discovery. 2020; 6(1):1–8. https://doi.org/10.1038/s41421-020-0148-0 PMID: 32133152
9. Abd-Alrazaq A, Alhuwail D, Househ M, Hamdi M, Shah Z. Top concerns of tweeters during the COVID-19 pandemic: infoveillance study. Journal of medical Internet research. 2020; 22(4):e19016. https://doi.org/10.2196/19016
10. Barkur G, Vibha GBK. Sentiment analysis of nationwide lockdown due to COVID 19 outbreak: Evidence from India. Asian journal of psychiatry. 2020;.
11. Li S, Wang Y, Xue J, Zhao N, Zhu T. The impact of COVID-19 epidemic declaration on psychological consequences: a study on active Weibo users. International journal of environmental research and public health. 2020; 17(6):2032. https://doi.org/10.3390/ijerph17062032
12. Fernandes N. Economic effects of coronavirus outbreak (COVID-19) on the world economy. Available at SSRN 3557504. 2020;.
13. Cinelli M, Quattrociocchi W, Galeazzi A, Valensise CM, Brugnoli E, Schmidt AL, et al. The covid-19 social media infodemic. arXiv preprint arXiv:200305004. 2020;.
14. Samuel J, Ali G, Rahman M, Esawi E, Samuel Y, et al. Covid-19 public sentiment insights and machine learning for tweets classification. Information. 2020; 11(6):314. https://doi.org/10.3390/info11060314
15. Xue J, Chen J, Hu R, Chen C, Zheng C, Zhu T. Twitter discussions and concerns about COVID-19 pandemic: Twitter data analysis using a machine learning approach. arXiv preprint arXiv:200512830. 2020;.
16. Kleinberg B, van der Vegt I, Mozes M. Measuring emotions in the covid-19 real world worry dataset. arXiv preprint arXiv:200404225. 2020;.
17. Li I, Li Y, Li T, Alvarez-Napagao S, Garcia D. What are we depressed about when we talk about covid19: Mental health analysis on tweets using natural language processing. arXiv preprint arXiv:200410899. 2020.

18. Feng Y, Zhou W. Is Working From Home The New Norm? An Observational Study Based on a Large Geo-tagged COVID-19 Twitter Dataset. arXiv preprint arXiv:200608581. 2020.

19. Drias HH, Drias Y. Mining Twitter Data on COVID-19 for Sentiment analysis and frequent patterns Discovery. medRxiv. 2020.

20. Zhang L, Wang S, Liu B. Deep learning for sentiment analysis: A survey. Wiley Interdisciplinary Reviews: Data Mining and Knowledge Discovery. 2018; 8(4):e1253.

21. Prabha MI, Srikanth GU. Survey of sentiment analysis using deep learning techniques. In: 2019 1st International Conference on Innovations in Information and Communication Technology (ICIICT). IEEE; 2019. p. 1–9.

22. Jelodar H, Wang Y, Orji R, Huang H. Deep sentiment classification and topic discovery on novel coronavirus or covid-19 online discussions: Nlp using lstm recurrent neural network approach. arXiv preprint. 2020.

23. Imran AS, Daudpota SM, Kastrati Z, Batra R. Cross-cultural polarity and emotion detection using sentiment analysis and deep learning on COVID-19 related tweets. IEEE Access. 2020; 8:181074–181090. https://doi.org/10.1109/ACCESS.2020.3027350

24. Sanders A, White R, Severson L, Ma R, McQueen R, Paulo HCA, et al. Unmasking the conversation on masks: Natural language processing for topical sentiment analysis of COVID-19 Twitter discourse. medRxiv. 2020.

25. Chakraborty K, Bhatia S, Bhattacharyya S, Platos J, Bag R, Hassanien AE. Sentiment Analysis of COVID-19 tweets by Deep Learning Classifiers—study to show how popularity is affecting accuracy in social media. Applied Soft Computing. 2020; 97:106754. https://doi.org/10.1016/j.asoc.2020.106754

26. Wang T, Lu K, Chow KP, Zhu O. COVID-19 Sensing: Negative sentiment analysis on social media in China via Bert Model. Ieee Access. 2020; 8:138162–138169. https://doi.org/10.1109/ACCESS.2020.3012595

27. Rajput NK, Grover BA, Rathi VK. Word frequency and sentiment analysis of twitter messages during Coronavirus pandemic. arXiv preprint arXiv:200403925. 2020.

28. Zhang H, Sun S, Hu Y, Liu J, Guo Y. Sentiment classification for chinese text based on interactive multi-task learning. IEEE Access. 2020; 8:129626–129635.

29. Aslam F, Awam TM, Syed JH, Kashif A, Parveen M. Sentiments and emotions evoked by news headlines of coronavirus disease (COVID-19) outbreak. Humanities and Social Sciences Communications. 2020; 7(1):1–9.

30. Lamsal R. Coronavirus (COVID-19) Tweets Dataset; 2020. Available from: http://dx.doi.org/10.21227/781w-el42.

31. Rustam F, Mehmood A, Ahmad M, Ullah S, Khan DM, Choi GS. Classification of Shopify App User Reviews Using Novel Multi Text Features. IEEE Access. 2020; 8:30224–30244. https://doi.org/10.1109/ACCESS.2020.2972632

32. Fitzgerald J, Azad RMA, Ryan C. A bootstrapping approach to reduce over-fitting in genetic programming. In: Proceedings of the 15th annual conference companion on Genetic and evolutionary computation; 2013. p. 1113–1120.

33. Chen T, Guestrin C. Xgboost: A scalable tree boosting system. In: Proceedings of the 22nd acm sigkdd international conference on knowledge discovery and data mining; 2016. p. 785–794.

34. Zhang L, Zhan C. Machine learning in rock facies classification: an application of XGBoost. In: International Geophysical Conference, Qingdao, China, 17-20 April 2017. Society of Exploration Geophysicists and Chinese Petroleum Society; 2017. p. 1371–1374.

35. medium dot com SS. Log loss function; 2020. https://medium.com/datadriveninvestor/understanding-the-log-loss-function-of-xgboost-8642e99d9753.

36. Zainuddin N, Selamat A. Sentiment analysis using support vector machine. In: 2014 international conference on computer, communications, and control technology (i4CT). IEEE; 2014. p. 333–337.

37. Zheng W, Ye Q. Sentiment classification of Chinese traveler reviews by support vector machine algorithm. In: 2009 Third International Symposium on Intelligent Information Technology Application. vol. 3. IEEE; 2009. p. 335–338.

38. Chang X, Yu YL, Yang Y, Xing EP. Semantic pooling for complex event analysis in untrimmed videos. IEEE transactions on pattern analysis and machine intelligence. 2016; 39(8):1617–1632.

39. Rustam F, Ashraf I, Mehmood A, Ullah S, Choi GS. Tweets classification on the base of sentiments for US airline companies. Entropy. 2019; 21(11):1078. https://doi.org/10.3390/e21111078
40. Rustam F, Mehmood A, Ullah S, Ahmad M, Khan DM, Choi G, et al. Predicting pulsar stars using a random tree boosting voting classifier (RTB-VC). Astronomy and Computing. 2020; 32:100404. https://doi.org/10.1016/j.ascom.2020.100404

41. Safavian SR, Landgrebe D. A survey of decision tree classifier methodology. IEEE transactions on systems, man, and cybernetics. 1991; 21(3):660–674. https://doi.org/10.1109/21.97458

42. Brijain M, Patel R, Kushik M, Rana K. A survey on decision tree algorithm for classification. 2014.

43. Loria S. textblob Documentation. Release 015. 2018; 2.

44. Sohangir S, Petty N, Wang D. Financial sentiment lexicon analysis. In: 2018 IEEE 12th International Conference on Semantic Computing (ICSC). IEEE; 2018. p. 286–289.

45. Abdul-Mageed M, Diab M, Korayem M. Subjectivity and sentiment analysis of modern standard Arabic. In: Proceedings of the 49th Annual Meeting of the Association for Computational Linguistics: Human Language Technologies; 2011. p. 587–591.

46. Zhang W, Yoshida T, Tang X. A comparative study of TF*IDF, LSI and multi-words for text classification. Expert Systems with Applications. 2011; 38(3):2758–2765. https://doi.org/10.1016/j.eswa.2010.09.006

47. Wang C, Song Y, Li H, Zhang M, Han J. Text classification with heterogeneous information network kernels. In: Thirtieth AAAI Conference on Artificial Intelligence; 2016.

48. Pedrycz W, Chen SM. Social networks: a framework of computational intelligence. vol. 526. Springer; 2013.

49. Jivani AG, et al. A comparative study of stemming algorithms. Int J Comp Tech Appl. 2011; 2(6):1930–1938.

50. Willett P. The Porter stemming algorithm: then and now. Program. 2006;

51. Hutto CJ, Gilbert E. Vader: A parsimonious rule-based model for sentiment analysis of social media text. In: Eighth international AAAI conference on weblogs and social media; 2014;

52. Pennington J, Socher R, Manning CD. Glove: Global vectors for word representation. In: Proceedings of the 2014 conference on empirical methods in natural language processing (EMNLP); 2014. p. 1532–1543.

53. Bonta V, Janardhan NKN. A Comprehensive Study on Lexicon Based Approaches for Sentiment Analysis. Asian Journal of Computer Science and Technology. 2019; 8(52):1–6.

54. Park CW, See DR. Sentiment analysis of Twitter corpus related to artificial intelligence assistants. In: 2018 8th International Conference on Industrial Engineering and Applications (ICIEA). IEEE; 2018. p. 495–498.

55. Sharma Y, Agrawal G, Jain P, Kumar T. Vector representation of words for sentiment analysis using GloVe. In: 2017 international conference on intelligent communication and computational techniques (icct). IEEE; 2017. p. 279–284.

56. Jianqiang Z, Xiaolin G, Xuejun Z. Deep convolution neural networks for twitter sentiment analysis. IEEE Access. 2018; 6:23253–23260. https://doi.org/10.1109/ACCESS.2017.2776930

57. Yenter A, Verma A. Deep CNN-LSTM with combined kernels from multiple branches for IMDb review sentiment analysis. In: 2017 IEEE 8th Annual Ubiquitous Computing, Electronics and Mobile Communication Conference (UEMCON). IEEE; 2017. p. 540–546.

58. Feng S, Zhou H, Dong H. Using deep neural network with small dataset to predict material defects. Materials & Design. 2019; 162:300–310. https://doi.org/10.1016/j.matdes.2018.11.060

59. Xu G, Meng Y, Qiu X, Yu Z, Wu X. Sentiment analysis of comment texts based on BiLSTM. Ieee Access. 2019; 7:51522–51532. https://doi.org/10.1109/ACCESS.2019.2909919