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Abstract—Radiology report generation (RRG) has gained increasing research attention because of its huge potential to mitigate medical resource shortages and aid the process of disease decision making by radiologists. Recent advancements in RRG are largely driven by improving a model’s capabilities in encoding single-modal feature representations, while few studies explicitly explore the cross-modal alignment between image regions and words. Radiologists typically focus first on abnormal image regions before composing the corresponding text descriptions, thus cross-modal alignment is of great importance to learn a RRG model which is aware of abnormalities in the image. Motivated by this, we propose a Class Activation Map guided Attention Network (CAMANet) which explicitly promotes cross-modal alignment by employing aggregated class activation maps to supervise cross-modal attention learning, and simultaneously enrich the discriminative information. CAMANet contains three complementary modules: a Visual Discriminative Map Generation module to generate the importance/contribution of each visual token; Visual Discriminative Map Assisted Encoder to learn the discriminative representation and enrich the discriminative information; and a Visual Textual Attention Consistency module to ensure the attention consistency between the visual and textual tokens, to achieve the cross-modal alignment. Experimental results demonstrate that CAMANet outperforms previous SOTA methods on two commonly used RRG benchmarks.

Index Terms—Radiology report generation, cross-modal alignment, class activation map.

I. INTRODUCTION

Radiology report generation (RRG) aims to automatically describes radiology images, e.g., X-Ray and MRI, by human-like language. Generating a coherent report requires expertise from radiologists, who are however among the most in-demand medical specialists in most countries. Moreover, it can take at least 5 minutes to describe a radiology image even for a professional radiologist. Consequently, there had been growing interest in automating RRG because of its huge potential to efficiently and effectively assist the diagnosis process.

RRG is a challenging task but with the availability of large-scale datasets and newly developed high-performance computer vision and language models, some valuable insights and improvements have been recently reported [1], [2], [3], [4]. The performance however is still far from satisfactory for methods to be deployed in clinical practice. This is because, different from the traditional image captioning task which mostly requires generating one or two sentences, RRG demands 2-4 times more text to adequately describe the findings in an image. Also, radiology reports tend to contain sentences with more sophisticated semantic relationships with their corresponding image regions, calling for a need for more precise cross-modal alignment, i.e., alignment between words and image regions. An example is shown in Fig. 1 where the cross-modal alignments are marked in the same color. The problem is exacerbated as there exist data biases in commonly used datasets with significantly fewer radiology reports from X-ray images containing abnormal regions, making it hard for the RRG models to efficiently capture abnormal features. Also, such abnormal regions often make up only a small proportion of pathological images. Furthermore, even in pathological cases, most report sentences may be associated with a description of normal findings, as shown in Fig. 1.

Previous approaches [1], [2], [5] often focus on improving the visual representation capability or better learning the semantic patterns by utilizing a learnable memory. Few studies explicitly explore representation learning with information about image abnormality detection and cross-modal alignment. To bridge this gap, we propose a Class Activation Map guided Attention Network (CAMANet) which distills the discriminative information into the encoder and explicitly improves cross-modal alignment by leveraging class activation maps [6]. This work makes four principal contributions:

1) We propose a novel end-to-end class activation map guided attention model where the class-activation map (CAM) is utilized to explicitly promote cross-modal
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alignment and discriminative representation learning. To the best of our knowledge, CAMANet is the first work to leverage CAMs in this way.

2) A Visual Discriminative Map (VDM) Generation module to derive the visual discriminative map from the CAMs based on the pseudo labels from an automatic labeler.

3) We present a VDM Assisted Encoder which enriches the discriminative information by utilizing a self-attention mechanism and the VDM.

4) We design a visual-textual attention consistency module which considers the VDM as the ground truth to supervise the cross-modal attention learning in the decoder, promoting cross-modal alignment.

Experimental results demonstrate that CAMANet outperforms the previous state-of-the-art (SOTA) methods on two widely-used benchmarks. Discussion and proposals are given to inspire future work.

II. RELATED WORK

A. Image Captioning

Image captioning, aiming to describe an image with human-like sentences, is considered as a high-level visual understanding problem taking advantage of both the techniques of computer vision and natural language processing. Because of the great success in machine translation and language generation, recent SOTA approaches [7], [8], [9], [10], [11] also follow an encoder-decoder architecture and have demonstrated a great improvement in some traditional image captioning benchmarks. In particular, the most successful models [8], [9], [12], [13] usually adopt the Transformer [14] as their backbone due to its self-attention mechanism and impressive capability of modelling long-range dependency. However, these methods are tailored for traditional scene images and not suitable for the radiology images with long sentence report and fine-grained, abnormal regions. Although several works [15], [16] have been developed to tackle long text generation, they often fail to capture specific medical observations and tend to generate normal descriptions, resulting in unsatisfactory performance.

B. Radiology Report Generation

Following on from the success in image captioning, recent SOTA RRG studies all adopt similar architectures: an encoder-decoder to generate the report combined with a visual feature extractor. For example, Jing et al. [17] proposed a hierarchical LSTM model to mitigate the long sentence generation problem and developed a co-attention mechanism to localize abnormal regions. Other works have utilized disease topic information [4], [5] and obtain better results. Liu et al. [18] extended these works by taking advantage of both the prior and posterior knowledge, i.e., knowledge from the similar images and a predefined topic bag. Chen et al. [1] designed a relational memory and a memory-driven conditional layer normalization to better learn the report patterns.

The aforementioned studies often neglect the importance of cross-modal alignment and discriminative (disease-related) representation learning. As the only work we know exploring the cross-modal alignment in RRG, R2GenCMN [2], designed a shared memory matrix, expected to be able to implicitly learn the cross-modal alignment. However, learning the cross-modal alignment in this way proves difficult since the model is only trained under a cross entropy loss for report generation without any other forms of supervision/guidance for the cross-modal alignment learning. To address these problems, we propose a visual-textual attention consistency module to explicitly force the visual and textual modalities to focus on the same image regions. In addition, we develop a VDM-assisted encoder to enrich the discriminative information.

There are a few works [19], [20] exploring the image-word matching in scene images, which are similar to the cross-modal alignment. However, these methods normally require a well pre-trained fully-supervised detector, e.g, Faster RCNN [21] trained on ground truth labels to detect the object proposals offline. In addition, they exploit bounding-box annotations and utilize them to form the mapping during supervision. Unfortunately, because they are time-consuming and costly to obtain, there is no large dataset for the RRG with such valuable ground truth labels to train an accurate detector and form the extra supervision. As a result, object detection methods become unsuitable for RRG, and instead we seek to integrate and train the visual extractor in the entire architecture. Another significant difference between our work and [19] is that the supervision of [19] is applied on each word-region pair thus making it difficult to learn, while our method improves the cross-modal alignment by ensuring the consistency between the block-level, derived visual and textual discriminative maps.

C. Class Activation Maps

First proposed by Zhou et al. [6], a class activation map (CAM) was widely used for weakly supervised object detection (WSOD) aiming to localize objects with only image-level annotations. Bae et al. [22] improved the vanilla CAM method in WSOD by dealing with negatively weighted actions and instability in the thresholding process. Jiang et al. [23] observed that previous CAM methods were inclined to locate coarse-grained objects due to the low spatial resolution in the final convolution layer and proposed a LayerCAM to collect object information from coarse to fine levels. Xie et al. [24] argued that previous works in WSOD generated a CAM based on high-level features but a CAM from low-level features was important also to include richer contextual object information. Generally, the CAM technique is used mainly to localize the
Architecture of CAMANet: An image is fed into the visual extractor to obtain patch features which are then utilized to generate the VDM via the VDM generation module. The proposed VDMAE leverages the VDM to derive a discriminative representation and enrich the discriminative information. Combined with word embedding, visual tokens are sent to the transformer to produce the report. After that, the VTAC module generates a TDM from the cross-modal attention scores and considers the VDM as the ground truth to supervise the cross-modal alignment learning.

**D. Pretrained Language and Vision-Language Models in RRG**

Recently, several large language models (LLMs) [28], [29], [30] have been proposed for the radiology domain. However, they are single-modal (language) models, e.g., Radiology-GPT [28], focusing on text-to-text or text-to-choice tasks, e.g., from radiology findings to radiology impressions and do not support images as input, while RRG aims to generate the findings from an image and is a cross-modal task, with no text available during the inference. Therefore, these LLMs cannot normally be applied directly to RRG.

Although not directly applicable, to still take advantage of the power of pre-trained language models (PLMs), the recent work PromptRRG [31] leverages PLMs as a separate text encoder with prompt learning to distill prior knowledge into the model for RRG. Pre-trained vision-language models (PVLMs) demonstrate improved performance when applied to the downstream tasks, e.g., image classification and visual-question answering, in the natural scene domain. There are several attempts [32], [33] exploring the performance of PVLMs in RRG. However, although they leverage extra datasets and utilize both the findings and impressions sections of reports, these methods have shown unpromising results in RRG possibly since the simple pre-training scheme cannot cope with the intrinsic problems in RRG, aforementioned, and inadequate pretraining on paired medical data for a cross-modal task such as RRG.

**III. Method**

Before detailing our method, in Section III-A we provide some background of RRG including problem formulation and general architecture. In Section III-B, we elaborate each proposed component of CAMANet. The final objective function is described in Section III-C. An overview of the CAMANet architecture is illustrated in Fig. 2. Generally, an image is first fed into the visual feature extractor to obtain a sequence of visual tokens. Then, the proposed visual discriminative map (VDM) generation module takes these visual tokens as input to derive the visual discriminative map focusing on possible abnormal regions. This VDM, combined with the visual tokens, are then sent to the VTAC assisted encoder module to enrich the abnormal information and then generate the report in the decoder. The VTAC module generates a textual discriminative map (TDM) from the cross-modal attention scores and considers the VDM as the ground truth to supervise cross-modal alignment learning.

**A. Background**

Given a radiology image \( I \), the purpose of RRG is to generate coherent findings (report) \( R \) from \( I \). Recent SOTA methods often adopt an encoder-decoder framework to generate the report. In particular, a visual extractor, e.g., DenseNet121 [34], is first employed to extract visual features \( V^r \in \mathbb{R}^{H \times W \times C} \) that are then flattened to a sequence of visual tokens \( V^s \in \mathbb{R}^{HW \times C} \). \( H \), \( W \), \( C \) are the height, width and the number of channels respectively.
This process is formulated as:
\[
\{v_1^o, v_2^o, \ldots, v_{h}^o, \ldots, v_{N_v}^o\} = f_{vfe}(I),
\]
where \(v_k^o\) denotes the patch feature in the \(k\)th position in \(V^o\), and \(N_v = H \times W\). \(f_{vfe}\) is the visual feature extractor.

These visual tokens are then fed into the transformer based encoder-decoder to generate a report \(R\). Specifically, at time step \(T\), the encoder maps the visual tokens into an intermediate representations \(I \in \mathbb{R}^{1 \times D}\). An embedding layer is applied to obtain the word embedding \(I \in \mathbb{R}^{1 \times D}\) of each word \(w\) in the report \(R\). \(D\) is the number of dimensions of hidden states. After this, the decoder takes these two sequence features as source inputs and predicts the current output (word). In general, we express the encoding and decoding processes as:
\[
\{l_1^s, l_2^s, \ldots, l_{N_s}^s\} = f_{en}(v_1^o, v_2^o, \ldots, v_{N_v}^o),
\]
\[
\{l_1^r, l_2^r, \ldots, l_{N_r}^r\} = f_{em}(w_1, w_2, \ldots, w_{T-1}),
\]
\[
p_r = f_{de}(l_1^s, l_2^s, \ldots, l_{N_s}^s; l_1^r, l_2^r, \ldots, l_{T-1}^r),
\]
where \(f_{en}, f_{em}\) and \(f_{de}\) denotes the encoder, embedding layer and the decoder respectively. \(w_i\) and \(p_T\) are the \(i\)th word in the report and the word prediction at time step \(T\).

The encoder and decoder both consist of several transformer layers where a cross-attention is further added after the self-attention in each decoder layer to enable cross-modal fusion.

\subsection{B. CAMANet}

Learning the cross-modal alignment and discriminative representation is challenging but essential for RRG. To achieve this, CAMANet uses a Visual Discriminative Map Assisted Encoder and a Visual-Textual Attention Consistency module which take advantage of the CAM technique.

\subsubsection{1) Visual Discriminative Map Generation:}
The first step is to generate a visual discriminative map indicating the discriminative regions in an image. This map is then used in the VDM Assisted Encoder (VDMAE) and the Visual-Textual Attention Consistency (VTAC) modules to enable the discriminative representation learning and cross-modal alignment.

We propose a way to leverage the class activation map (CAM) technique to localize discriminative regions. CAM requires the image category labels to form a classification task, so as to obtain the patch contributions (importance) to each category. The category labels are often unavailable for RRG datasets because of the time and expense required to create them. To overcome this problem in CAMANet, we utilize CheXpert \cite{35}, an automatic labeller, to generate a pseudo label \(y\) for each image. We can form a multi-label classification task given that \(y\) is a multi-hot vector encoding the presence of 14 common observations in Chest X-ray images from the automatic labeller. As shown in the upper left red box in Fig. 2, a classification head is added, taking the extracted visual tokens from the visual extractor as input, to predict the presence \(\tilde{y}_i \in [0, 1]\) for \(i\)th disease formulated as:
\[
\Phi(o) = \begin{cases} 
0 & \text{if } o \leq 0.5, \\
1 & \text{if } o > 0.5, 
\end{cases}
\]
where \(v_y\) and \(W_c\) are the global visual feature and weights of the classification head. \(N^c\) is the number of disease categories.

After the forward process of the visual extractor, we can obtain the class activation map \(m_i = [m_i^1, m_i^2, \ldots, m_i^{N_c}]\) for \(i\)th category with \(\tilde{y}_i = 1\). Remember that the classification is for the multi-label scenario, hence each sample may show the presence of multiple observations. To this end, we aggregate the class activation maps for all the categories present and generate a visual discriminative map \(d^v\) to target important regions. In particular, we first use the ReLU activation function to zero out negative contributions. Min-max normalization is then applied to each class activation map. Equation (8) formulates this process on the class activation map of \(i\)th category \(m_i^r\):
\[
\tilde{m}_j^i = \frac{\sigma(m_j^r) - \min(\sigma(m_i^r))}{\sigma(\max(m_i^r)) - \sigma(\min(m_i^r))},
\]
where \(\tilde{m}_j^i\) is the normalized contribution of \(j\)th patch for \(i\)th category and \(\sigma\) denotes the ReLu activation function. Then, the final visual discriminative map \(d^v \in \mathbb{R}^{1 \times N^c}\) is obtained via maximum pooling over all the class activation maps:
\[
d^v = \text{MaxPool}(\{m_i^k | \tilde{y}_i = 1\}).
\]

Note that we chose the class activation map techniques to generate the visual discriminative map due to their high efficiency, and any weakly supervised techniques producing patch-level scores could be applied here.

\subsubsection{2) VDM Assisted Encoder:}
Since the dataset is dominated by normal samples, e.g., normal images and descriptions, the RRG model struggles to capture abnormal information and describe abnormal regions. To mitigate this problem, we propose a visual discriminative map (VDM) assisted encoder, the VDMAE, to enrich the discriminative information. This is achieved by learning a discriminative representation in terms of the VDM \(d^v\), which is distilled into the encoder. We show this procedure by the green rectangle in Fig. 2. Specifically, the discriminative representation \(r' \in \mathbb{R}^{1 \times C}\) is obtained by matrix multiplication between the visual discriminative map \(d^v \in \mathbb{R}^{1 \times N^c}\) and the image patch features followed by a normalization layer to stabilize the distribution,
\[
r = d^v V^s,
\]
\[
r' = \text{LayerNorm}(r).
\]
where \(V^s \in \mathbb{R}^{N^c \times C}\) is the extracted visual token sequence obtained by (1).

After obtaining the discriminative representation, we add it as an extra input token to the encoder and leverage the power of an attention mechanism to gradually incorporate the VDM features for representation learning. Then (2) becomes:
\[
\{r^v, l_1^s, \ldots, l_{N_s}^s\} = f_{en}(r', v_1^o, \ldots, v_{N_v}^o),
\]
where \(r^v\) denotes the encoded discriminative representation. Through the self-attention mechanism in the encoder, other visual tokens can fully interact with this to learn the useful discriminative information.

\subsubsection{3) Visual-Textual Attention Consistency:}
Human experts demonstrate excellent consistency when generating the report,
are selected to generate a textual discriminative map. Specifically, taking the visual tokens and textual tokens representations from the last layer, the cross-modal attention layer in the last decoder outputs the attention scores $A^* \in \mathbb{R}^{N' \times N'}$ between each visual-textual-token pairs. $N'$ denotes the number of words in the report. After selecting top $k\%$ important words through (13), we can now form the cross-modal attention score matrix of the important words $A = \{a^1, a^2, \ldots, a^T\}$ from the whole cross-modal attention scores $A^*$, where $a^i \in \mathbb{R}^{1 \times N'}$ denotes the attention scores (similarities) between $i$th selected important word and each visual tokens (image regions). Then, the generation of the textual discriminative map $d^t \in \mathbb{R}^{1 \times N'}$ is derived via (14) and (15), which is similar to the generation of the visual discriminative map,

$$\tilde{a}^i_j = \frac{\sigma(a^i_j) - \min(\sigma(a^i))}{\sigma(\max(a^i)) - \sigma(\min(a^i))} \quad \text{for } j = 1, \ldots, N', \quad i = 1, \ldots, T$$

$$d^t = \text{MaxPool}([\tilde{a}^1, \tilde{a}^2, \ldots, \tilde{a}^T])$$

where $\tilde{a}^i_j$ is the normalized attention score of $i$th word for $j$th image region, $\gamma = [k\% \times N']$ is the number of selected words to generate the textual discriminative map.

However, since (15) ignores the relative importance of the selected words, we use the calculated similarity to generate the weights of each word via $w_j = \sigma(s_j)$. By considering the relative importance, (15) then becomes:

$$d^t = \text{MaxPool}([w_1 \tilde{a}^1, w_2 \tilde{a}^2, \ldots, w_T \tilde{a}^T])$$

After obtaining the textual discriminative map, $d^t \in \mathbb{R}^{1 \times N'}$, the visual-textual attention consistency is achieved by making $d^t$ to be close to the visual discriminative map $d^v$ through a Mean Squared Error (MSE) loss:

$$L_{mse} = \frac{1}{N' \times k\%} \sum_{j=1}^{N'} \|d^t_j - d^v_j\|_2$$

Note that we detach the encoded visual discriminative representation $r^*$ in the decoder. The reason is that adding it as an extra visual token into the decoder will result in a size difference between the visual discriminative map and textual discriminative map ($N' \times k\%$ vs $N' + 1$), since there are no discriminative tokens available before generating the VDM. As mentioned in the Introduction, commonly used datasets suffer from severe data biases. The VTAC module therefore aims to explicitly promote the cross-modal alignments by ensuring the language model focusing on the same discriminative visual regions as the vision backbone. The vision and language backbone are complementary eventually achieving consistency to pay greater attention to the same discriminative regions, instead of only relying on cross-modal attention in the decoder in the base model which exhibit almost no cross-modal alignment (we show this in the next section). By enforcing the model to focus more on the discriminative regions, the model can better capture the abnormal features and descriptions, so as to alleviate the data bias. Additionally, to explicitly improve the cross-modal alignment in the VTAC module, the model is required to learn how to select the important words whose cross-modal attention scores will be aggregated to generate the textual discriminative map. This encourages the model gain a better understanding of the global context, e.g., sentence discourse relations, of a report.
### Objective Function

Given the entire predicted word token sequence \( \{ p_i \} \) as the generated report and the associated ground truth report \( \{ w_i \} \), CAMANet is jointly optimized with the cross-entropy loss \( L_{ce} \), the binary cross entropy loss \( L_{bce} \) for the multi-label classification in visual discriminative map generation and the mean square error loss \( L_{mse} \) in the VTAC module:

\[
L_{ce} = -\frac{1}{N} \sum_{i=1}^{N} w_i \cdot \log(p_i),
\]

\[
L = L_{ce} + \lambda L_{bce} + \delta L_{mse}.
\]

Here \( \lambda \) an \( \delta \) are two hyper-parameters which balance the loss contributions.

### IV. Experiments

#### A. Datasets

We validate the effectiveness of CAMANet on two commonly used RRG datasets, i.e., IU-Xray and MIMIC-CXR. IU-Xray contains 7,470 X-ray images and 3,955 corresponding reports. The majority of patients provided both the frontal and lateral radiology images. MIMIC-CXR is a large chest X-ray dataset with 473,057 X-ray images and 206,636 reports. Both of these two datasets are publicly available. We follow the same data splits as [1], [2], to divide the IU-Xray dataset into train (70%), validation (10%) and test (20%) sets and remove samples without both views of images. The official data split is adopted for the MIMIC-CXR dataset.

#### B. Evaluation Metrics

Four widely used text generation evaluation metrics: BLEU [1-4] [36], Rouge-L [37], METEOR [38] and CIDEr [39] are employed to gauge the model performance. BLEU score is assessed based on n-gram precision. It calculates the overlap of n-grams between the generated and reference texts with a brevity penalty to prevent very short generated sentences. Rouge-L uses the longest common subsequence (LCS) between the generated and reference texts to calculate a score. METEOR takes the synonyms and stemming into the consideration when calculating the score and combines precision and recall into a single metric, giving more weight to recall. CIDEr is a consensus-based scorer. It calculates the term frequency-inverse document frequency (TF-IDF) for n-grams in the generated and ground truth captions to capture the consensus and penalizes common n-grams that are not informative. To measure the model capability of capturing the abnormalities, we follow previous works to report the clinical efficacy metric where CheXbert [40] (a recent SOTA automatic labeler supporting the GPU acceleration) is applied to labeling the generated reports and the results are compared with ground truths in 14 different categories related to thoracic diseases and support devices. We use the micro-average precision, recall and F1 score to model the model performance for the clinical efficacy.

#### C. Implementation Details

Following the same setting of previous work [1], [2], [41], we utilize both images of a patient on IU-XRay by concatenating the visual tokens, and one view for MIMIC-CXR. Images are firstly resized to (256, 256) and then cropped to (224, 224) (random crop in training and center crop in inference). During the training, we randomly apply one of the operation from \{rotation, scaling\} to further augment the datasets. We employ the DenseNet121 [34] pre-trained on ImageNet [46] as our visual extractor and a randomly initialized memory driven Transformer [1] as the backbone for the encoder-decoder module with 3 layers, 8 attention heads and 512 dimensions for the network.
hidden states. The visual extractor produces $7 \times 7$ visual tokens, thus $N^* = 49$.

The Adam [47] is used to optimize CAMANet. The learning rates are set to $1e-3$ and $2e-3$ for the visual extractor and encoder-decoder on IU-Xray, while MIMIC-CXR has a smaller learning rate with $5e-5$ and $1e-4$ respectively. $\lambda$ and $\delta$ in (18) are set to 1 and 0.15 on IU-Xray, and 1 and 0.5 on MIMIC-CXR. The proportion of important words $k$ in (16) is 0.25 and 0.3 on IU-Xray and MIMIC-CXR. Note that the optimal hyper-parameters are determined by evaluating the models on the validation sets.

The same as the most promising studies [1], [2], [41], [43], reported, we adopt Beam Search as the sampling method when generating the reports in the validation and test sets. The beam size is set to 3 to balance effectiveness and efficiency. We implement our model via the PyTorch [48] deep learning framework on Nvidia RTX6000 GPU cards.

### D. Comparisons to SOTA Methods

We compare CAMANet to previous studies, including the models widely used in conventional image captioning [7], [10], [11], and those proposed for a medical domain [17], [41]. We also compare our method with recent SOTA methods designed for RRG [1], [2], [3], [5], [42], [43], [44], [45]. They are selected because they share the most similar experimental settings with CAMANet, e.g., the dataset split and the size of the beam search. CAMAS-RL takes a two-stage strategy with a cooperative multi-agent system to implicitly capture the abnormalities. CMCL proposed a competence-based multi-modal curriculum learning schema to train the model from easy samples to difficult ones. SentSAT + KG pre-defined a knowledge graph to distill the prior knowledge into the model. KERP decomposed the RRG into explicit medical abnormality graph learning and subsequent natural language modeling. R2Gen defined a relational memory to record key textual information of the generation process. R2GenCMN utilizes a cross-modal memory matrix to record cross-modal patterns to enhance the encoder-decoder framework. XPRONet used a prototype-based cross-modal memory matrix and a multi-label contrastive loss to improve the cross-modal memory matrix learning.

As Table I demonstrates, our proposed method achieves the best performance on all the evaluation metrics MIMIC-CXR datasets except for the RG-L metric on which CAMANet scores slightly lower ($-0.2\%$) than CMCL. Nevertheless, CAMANet surpasses CMCL on all the remaining six evaluation metrics by a notable margin, indicating that CAMANet can generate more semantic reports rather than bias to one indicator such as precision or recall. Similar pattern can be seen on IU-Xray dataset where CAMANet obtains the best scores in four of the seven evaluation metrics and is slightly inferior to XPRONet on the remaining three metrics. Nonetheless, CAMANet surpasses the XPRONet on all the evaluation metrics on the MIMIC-CXR dataset. The possible reason is that XPRONet learns and records the cross-modal prototypes during the training, improving the modeling of informative cross-modal features. Nonetheless, learning the cross-modal prototypes is easier in the small dataset IU-Xray, but is of great difficulty in large dataset such as MIMIC-CXR which is almost 115 times the size of IU-Xray. This further demonstrates that CAMANet possess better generalization capability.

Moreover, CAMANet outperforms the previous SOTA approaches by a notable margin. For instance, CAMANet surpasses the second-best BLEU-4 and CIDEr scores by 1.9% and 5.9% respectively on the IU-Xray dataset. Similarly, a 2.1% and 0.6% improvements can be seen on BLEU-1 and BLEU-4 scores of CAMANet compared to the second-best performing method on MIMIC-CXR. Note that the MIMIC-CXR dataset is much larger and challenging and making even a small improvement proves difficult.

We mainly attribute the superiority of CAMANet to the improved cross-modal alignment achieved by the VTAC module, and the enriched disease-related feature representations by the proposed VDM assisted encoder. Further visualizations are provided in Section IV-I. The following ablation studies confirm the effectiveness of each component in CAMANet.

#### Use of Pseudo Labels

CAMANet utilizes the pseudo labels to generate the CAMs. Note that the visual extractor of CAMANET is IMAGENET pre-trained. Methods SentSAT + KG [5] and RATCHET [45] utilize pseudo labels to pre-train the visual extractor; HRGR adopts two auxiliary datasets with ground truth labels to pre-train the visual extractor; whereas KERP utilizes some manually labelled data and templates; CMCL [44] uses the pseudo labels to fine-tune their visual extractor and determines the visual difficulty; XPRONet [3] utilizes the pseudo labels to form a cross-modal prototype-driven network. CAMANet still outperforms these methods. Furthermore, the pseudo-labels we used are provided with the MIMIC-CXR dataset.

### E. Clinical Efficacy

To verify that our model can better capture the abnormal information, we further compare the clinical efficacy of CAMANet with recent SOTA RRG methods. Note that clinical efficacy metrics only apply to MIMIC-CXR because the labeling schema of CheXbert is designed for MIMIC-CXR. As can be seen,
CAMANet outperforms the previous methods by a large margin on the precision and obtains the best result on the F1-score. In addition, CAMANet is also the second best-performing method by recall where the score is slight lower (~0.02) than the R2GenCMN. Note that R2GenCMN utilizes a large cross-modal trainable memory matrix (2048 × 512) which is expanded to each sample during the training to record the cross-modal patterns, significantly increasing the GPU memory requirement. Nonetheless, CAMANet still shows obviously better results on precision and F1-score with slight increase for the training cost.

**F. Comparisons to PLMs and PVLM**

We further compare our models with one recent approach [31] leveraging PLMs with prompt learning, and four recent PVLMs including two in medical/radiology domain [32], [33] and two in traditional scene domain [49], [50]. As can be seen in Table II, CAMANet achieves competitive results to PromptRRG where CAMANet obtains better or same scores on three out of five evaluation metrics. Note that PromptRRG replaces the embedding layer with PLMs and leverages prompt learning to distill the prior knowledge into the entire model. Although demonstrating improvements in image retrieval and visual-question answering, the pre-trained vision-language models listed fails to show promising results in RRG possibly since the simple pre-training scheme cannot cope with the intrinsic problems in RRG aforementioned and inadequate pre-training paired strong annotation medical data for a cross-modal task such as RRG. Another reason is that the commonly used pre-training objectives, e.g., image-text matching, could be more difficult to take effect in RRG (see analysis of CLIP in ablation study).

**G. Ablation Studies**

Here, we firstly explore the influence of each component in CAMANet including the VDMAE and VTAC module. The following models are used to conduct the ablation studies:

- **Base:** The base model consists only of the visual extractor and the base encoder-decoder without other extensions.
- **Base+VDMAE:** The standard encoder in the base model is replicated with our proposed VDM assisted encoder by adding the VDM Generation and VDMAE module.
- **Base+VDMAE+VTAC:** This is the full CAMANet containing all our proposed components.

We present the main ablation study results in Table IV. A remarkable improvement can be seen by adding the VDMAE module, e.g., CIDEr scores increase from 0.336 to 0.415, and 0.144 to 0.162 on IU-Xray and MIMIC-CXR benchmarks respectively. Our method gains the most significant improvements when further integrating with the VTAC module. In particular, the full model obtains an average of 22.8% improvement over all the evaluation metrics on IU-Xray, and 10.5% on MIMIC-CXR. The improvements on MIMIC-CXR are less obvious than IU-Xray since it is harder to learn a robust discriminative representation and cross-modal alignments in such a large dataset (50 times larger than IU-Xray). Section IV-I presents some qualitative results to further illustrate the model’s effectiveness.

**H. Sensitivity of the Proportion of Selected Words**

To investigate the sensitivity of the hyper-parameter $k$, we vary the proportion of the selected important word tokens from 0.15 to 0.35. As illustrated in Figs. 4 and 5, CAMANet is not overly sensitive to this proportion. However, it is still important to strike a balance when setting the value of $k$ as a small $k$ may not encompass all the important words, while too large a value may introduce irrelevant words. For example, a performance drop can be seen on the IU-Xray dataset when $k$ increases from 15
to the background. Visualizations of the VDM and TDM further verify the effectiveness of employing a VDM as a form of pseudo label to supervise the cross-modal attention learning.

Finally, we present further visualization results in Fig. 8. The visualizations show the reports predicted by CAMANet and the associated ground truth. We also provide the visual discriminative map (VDM), textual discriminative map (TDM), the cross-attention maps of some medical terms in the inference mode and include important words in the training.

J. Multi-Label Classification Performance

To further analyze whether the visual extractor can truly provide a useful discriminative map, we also evaluate the classification performance of the visual extractor on the validation and test sets of IU-Xray and MIMIC-CXR using precision and recall metrics. As Table VII shows, CAMANet achieves encouraging results on both sets of the IU-Xray which may partially explain the remarkable improvements of CAMANet on IU-Xray. Nonetheless, on MIMIC-CXR, CAMANet shows reasonably good results in the validation set, while performing worse in the test set with a precision score of 0.6747 and a recall score of 0.3871. We summarize the possible reasons below: (1) The IU-Xray dataset provides both the frontal and lateral view of the radiology images for each patient while MIMIC-CXR only has one view (frontal or lateral), making image classification more challenging on MIMIC-CXR; (2) the visual tokens are mainly tailored for the main task of report generation, rather than image classification; (3) Noisy and inaccurate pseudo-labels in a large dataset such as MIMIC-CXR have a more detrimental effect compared to smaller datasets. Nevertheless, an imperfect visual extractor can still bring notable improvements for report generation on MIMIC-CXR. During the experiments, we found that even if a sample is wrongly classified, the model may still produce an activation map focusing on the foreground, e.g., chest or lung, rather than the background, reducing the reliance on pseudo-labels. The second sample in Fig. 8 demonstrates that a sample with pseudo label “Consolidation, Pneumonia” is wrongly classified as “Lung Opacity, Pleural Effusion, Support Devices”. Therefore, the model fails to pay attention to the specific, fine-grained abnormal regions. However, the model can still generate a visual discriminative map and attention maps (see the attention maps of word “pneumonia” and “consolidation”) focusing more on a relative coarse-grained “lung” region since the wrong prediction still shares some semantic information as pseudo-labels, i.e., lung-related diseases. In addition, the wrong pseudo label of “Lung Opacity, Pleural Effusion, Support Devices” contains the word of “Effusion”, which appeared in the ground truth report, “no large effusion is seen”. This example shows that the activation map derived from a wrongly classified sample could still be useful in directing the model attention to the image region corresponding to the relevant organ, and the description of the pseudo label may find overlapping words in the ground truth report.

K. Computational Costs

a) Training and testing time: The batch size is set to 32 for IU-Xray and 64 for MIMIC-CXR. We train all the models for 30 epochs. Table VI shows the average training and testing time of one epoch for the Base and CAMANet on
Fig. 6. Example of the reports generated by different models. Most medical terms are highlighted to better differentiate the findings of report.

**Fig. 7.** Visualizations of cross-modal attention maps for some medical terms by different models. The VDM and TDM are also shown and appear consistent with the GT report because: (1) They correctly highlight the right-lung; (2) The TDM hot-spots focus on the probable mild pulmonary vascular congestion noted by the radiologist.

### TABLE V
**MULTI-LABEL CLASSIFICATION RESULTS ON THE MIMIC-CXR AND IU-XRAY**

| Subset | Base | Base+VDMAE | Base+VDMAE+VTAC |
|--------|------|------------|-----------------|
| Val    | 0.7551 | 0.7639 | 0.7553 | 0.5413 |
| Test   | 0.8000 | 0.7915 | 0.6747 | 0.3871 |

Val and test refer to the validation and test set.

### TABLE VI
**AVERAGE TRAINING/TEST TIME (MINUTES) OF ONE EPOCH FOR DIFFERENT MODELS ON THE TRAINING/TEST SET**

| Dataset | Train | Test |
|---------|-------|------|
| IU-Xray | Base CAMANet | Base CAMANet |
|         | 0.41 0.42 | 1.28 1.30 |
| MIMIC   | 0.35 0.60 | 1.27 1.36 |

IU-Xray and MIMIC-CXR. CAMANet only slightly increases the training/testing time on MIMIC-CXR, while the increased computational cost is negligible on IU-Xray.

b) The number of parameters: Here, we compare the number of parameters of the Base and CAMANet models in Table VII. The increase in number of learnable parameters is negligible compared to the base model.

### TABLE VII
**NUMBER OF PARAMETERS OF DIFFERENT MODELS**

| Method | Base | CAMANet |
|--------|------|---------|
| #Param | 46.07M | 46.09M |

L. Limitations and Future Works

Although the accuracy requirement of the pseudo labels is not critical, CAMANet still needs pseudo labels to develop the VDMAE and VTAC modules. We believe that CAMANet could bring greater improvements when given more accurate pseudo-labels. In addition, selected important words sometimes do not seem to capture the most important medical terms or, such important medical terms are not ranked at the top, possibly introducing noise in to the model. One possible reason is that the selection of the important words rely on the learning process which is based on the similarities between the discriminative representation and the word embeddings, while the learning of the discriminative representation is imperfect due to the inaccurate pseudo labels and influence from the main task, i.e., report generation (visual tokens are mainly tailored for main task, i.e., report generation, rather than image categorization.). Nonetheless, the inclusion of these commonly used words could also be reasonable in some cases as they may share the semantic information with these medical terms. For example, for the sentence "there is pleural effusion", since the model generates the word one by one, words "there is" here will indicate the presentation of an important medical term.

The failure cases include: (1) samples with very inaccurate pseudo labels, e.g., heart diseases to be labelled as lung diseases; (2) some images with rare descriptions fail to generate the abnormal findings as the severe data bias problem is not completely solved; (3) some images fail to generate the normal description such as "bony structures are intact". However, we think some
Fig. 8. Some examples of generated reports by CAMANet and the associated VDM, TDM, cross-modal attention maps and selected important words. Duplicated words in the selected important words have been removed.

failures are also reasonable. For example, the radiologists’ behaviours towards the inclusion of some normal descriptions, e.g., “bony structures are intact”, are different as it seems acceptable to not mention the “bony structures are intact” if no abnormal findings are detected. This, however, could confuse the model.

One future work could be how to design a more accurate method for selecting important words. In addition, alleviating the negative influence of noisy pseudo-labels plays an essential role in further improving the performance. Moreover, we utilize vanilla CAM in this work and more sophisticated CAM methods are highly expected to bring more promising results.

V. CONCLUSION

In this work, we propose a novel class activation map guided RRG framework, CAMANet, which explicitly leverages cross-modal alignment and disease-related representation learning. Our visual discriminative map assisted encoder distills the discriminative information into the model via a derived discriminative representation and the self-attention mechanism. The generated VDM is then regarded as the ground truth in the proposed visual-textual attention consistency module to supervise the cross-modal attention learning, aimed at explicitly promoting cross-modal alignment. Experimental results on two widely used RRG benchmarks prove the superiority of CAMANet over previous studies. The ablation studies further verify the effectiveness of individual components of CAMANet. Moreover, a number of illustrative visualizations and discussions are provided to inspire future research.
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