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The memory effect reflected in the energy
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Abstract

Time-fractional partial differential equations are nonlocal in time and show an innate memory effect. In this work, we propose an augmented energy functional which includes the history of the solution. Further, we prove the equivalence of a time-fractional gradient flow problem to an integer-order one based on our new energy. This equivalence guarantees the dissipating character of the augmented energy. The state function of the integer-order gradient flow acts on an extended domain similar to the Caffarelli–Silvestre extension for the fractional Laplacian. Additionally, we apply a numerical scheme for solving time-fractional gradient flows, which is based on kernel compressing methods. We illustrate the behavior of the original and augmented energy in the case of the Ginzburg–Landau energy functional.
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1. Introduction

In this work, we investigate the influence of the history on the energy functional of time-fractional gradient flows, i.e., the standard time derivative is replaced by a derivative of fractional order in the sense of Caputo. By definition, the system becomes nonlocal in time, and the history of the state function plays a significant role in its time evolution. Recently, time-fractional partial differential equations (FPDEs) became of increasing interest. Their innate memory effect appears in many applications, e.g., in the mechanical properties of materials [1], in viscoelasticity [2] and -plasticity [3], in image [4] and signal processing [5], in diffusion [6] and heat progression problems [7], in the modeling of solutes in fractured media [8], in combustion theory [9], bioengineering [10], damping processes [11], and even in the modeling of love [12] and happiness [13].

The theory of gradient flows is well-investigated in the integer case, e.g., see the book [14] and the work [15] regarding the analysis of the porous medium equation as a gradient flow. One of the most important properties of a gradient flow is its energy dissipation, which can be immediately derived from the variational formulation and by the chain rule. This relation is also called the principle of steepest descent. Typical applications are the heat equation with the underlying Dirichlet energy, and the Ginzburg–Landau energy, which results in the well-known Cahn–Hilliard [16] and Allen–Cahn equation [17] depending on the choice of the underlying Hilbert space. We also mention the Fokker–Planck [18], and the Keller–Segel equations [19], which can be written and analyzed as gradient flows.

Some of their time-fractional counterparts have been investigated in the literature, e.g., the time-fractional gradient flows of type Allen–Cahn [20], Cahn–Hilliard [21], Keller–Segel [22], and Fokker–Planck [23] type. Up to now there is no unified theory for time-fractional gradient flows, and it is not yet known whether the dissipation of energy is fulfilled, see also the discussions in [24–27]. From a straightforward testing of the variational form as in the integer order setting, one can only bound the energy by its initial state but one cannot say whether it is dissipating continuously in time. Several papers investigated the dissipation law of time-fractional phase field equations numerically and proposed weighted schemes in order to fulfill the dissipation of the discrete energy, see [28–35].
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Our main contribution is the well-posedness of time-fractional gradient flows and the introduction of a new augmented energy, which is motivated by the memory structure of time-fractional differential equations and therefore, includes an additional term representing the history of the state function. We show that the integer-order gradient flow corresponding to this augmented energy on an extended Hilbert space is equivalent to the original time-fractional model. Consequently, the augmented energy is monotonically decreasing in time. We note that the state function of the augmented gradient flow acts on an extended domain similar to the Caffarelli–Silvestre approach [36] of the fractional Laplacian using harmonic extensions. This technique of dimension extension has also been used in the analysis of random walks [37] and embeds a long jump random walk to a space with one added dimension.

In Section 2 we state some preliminary results on fractional derivatives and Bochner spaces. Moreover, we state and prove a theorem of well-posedness of fractional gradient flows. We state the main theorem of the equivalence of the fractional and the extended gradient flows in Section 3 and give a complete proof. Afterwards, we give two corollaries, one stating the consequence of energy dissipation and the other concerning the limit case \( \alpha = 1 \) in the fractional order. In Section 4 we present an algorithm to solve the time-fractional system and therefore, includes an additional term representing the history of the state function. We show that the new augmented energy, which is motivated by the memory structure of time-fractional differential equations, has a complementary element in the sense

\[
\mathcal{I}_\alpha \mathcal{I}_{1-\alpha} u = \mathcal{I}_1 u = 1 \ast u,
\]

see [39]. Then, the fractional derivative of order \( \alpha \in (0, 1) \) in the sense of Caputo is defined by

\[
\partial_t^\alpha u := g_{1-\alpha} \ast \partial_t u = \mathcal{I}_{1-\alpha} \partial_t u,
\]

see, e.g., [39, 40]. In the limit cases \( \alpha = 0 \) and \( \alpha = 1 \), we define \( \partial_t^0 u = u - u_0 \) and \( \partial_t^1 u = \partial_t u \), respectively. One can write (2.3) as

\[
\partial_t^\alpha u(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{\partial_s u(s)}{(t-s)^\alpha} \, ds.
\]
in $X$ for a.e. $t \in (0, T)$. The infinite-dimensional valued integral is understood in the Bochner sense. We note that the Caputo derivative requires a function which is absolutely continuous. But this definition can be generalized to a larger class of functions which coincide with the classical definition in case of absolutely continuous functions, see [21, 41].

Similar to before, we define the fractional Sobolev–Bochner space $W^{\alpha,p}(0, T; X)$ as the functions in $L^p(0, T; X)$ such that their $\alpha$-th fractional time derivative is in $L^p(0, T; X)$. Let us remark that by (2.2) it follows

$$
(\mathcal{I}_a \partial_t^\alpha u)(t) = \mathcal{I}_a \mathcal{I}_{1-\alpha} \partial_t u = \mathcal{I}_1 \partial_t u(t) = u(t) - u_0.
$$

As in the integer-order setting, there are continuous and compact embedding results [41–44]. In particular, provided that $X$ is compactly embedded in $H$, it holds

$$
W^{\alpha,p}(0, T; X) \cap L^p(0, T; X) \hookrightarrow C([0, T]; H), \quad \frac{1}{p} + \frac{1}{p'} = 1, \quad \alpha > 0,
$$

$$
W^{\alpha,1}(0, T; X) \cap L^p(0, T; X') \hookrightarrow L^r(0, T; H), \quad 1 \leq r < p, \quad \alpha > 0.
$$

Moreover, it holds the following version of the Grönwall–Bellman inequality in the fractional setting.

**Lemma 1** (cf. [21, Corollary 1]). Let $w, v \in L^1(0, T; \mathbb{R}_{\geq 0})$, and $a, b \geq 0$. If $w$ and $v$ satisfy the inequality

$$
w(t) + g_\alpha * v(t) \leq a + b (g_\alpha * w)(t) \quad \text{a.e. } t \in (0, T),
$$

then it holds $w(t) + v(t) \leq a \cdot C(\alpha, b, T)$ for almost every $t \in (0, T)$.

We mention the following lemma which provides an alternative to the classical chain rule $\frac{d}{dt} f(u) = f'(u) \frac{d}{dt} u$ to the fractional setting for $\lambda$-convex (or semiconvex) functionals $f : X \rightarrow \mathbb{R}$ with respect to $H$, i.e., $x \mapsto f(x) - \frac{\lambda}{2} \|x\|_H^2$ is convex for some $\lambda \in \mathbb{R}$. If $f$ is twice differentiable and $\lambda = -1$, then semiconvexity implies $f''(x) \geq -1$ which is also called dissipation property of $f'$. The result of the fractional chain inequality for the quadratic function $f(u) = \frac{1}{2} \|u\|_H^2$ is well-known in case of $u \in H^1(0, T; H)$, see [45, Theorem 2.1], saying

$$
\frac{1}{2} \partial_t^\alpha \|u\|_H^2 \leq (\partial_t^\alpha u, u)_H \quad \forall u \in H^1(0, T; H).
$$

It has been generalized to convex functionals $f$ in [41, Proposition 2.18] in the form of inequality

$$
\partial_t^\alpha f(u) \leq \langle f'(u), \partial_t^\alpha u \rangle_{X' \times X} \quad \forall u \in C^1([0, T); X),
$$

and applying it to the convex functional $x \mapsto f(x) - \frac{\lambda}{2} \|x\|_H^2$ directly gives the following result for semiconvex functionals.

**Lemma 2.** Let $H$ be a Hilbert space, $X \hookrightarrow H$ a Banach space, and $u \mapsto f(u) \in \mathbb{R}$ a Fréchet differentiable functional on $X$. If $f$ is $\lambda$-convex for some $\lambda \in \mathbb{R}$ with respect to $H$, then it holds

$$
\partial_t^\alpha f(u) \leq \langle f'(u), \partial_t^\alpha u \rangle_{X' \times X} + \frac{\lambda}{2} \|\partial_t^\alpha u\|_H^2 - \lambda (\partial_t^\alpha u, u)_{X' \times X} \quad \forall u \in C^1([0, T); X).
$$

Wwe note that in the discrete setting the required regularity $u \in C^1([0, T); X)$ is often satisfied. However, this regularity is not necessarily available for weak solutions. Here, we refer to [21, Proposition 1] for the convoluted version

$$
f(u(t)) - f(u_0) \leq (g_\alpha * (f'(u), \partial_t^\alpha u)_{X' \times X})(t) + \frac{\lambda}{2} (\|u\|_H^2 - \|u_0\|_H^2) - \lambda (g_\alpha * (\partial_t^\alpha u, u)_{X' \times X})(t),
$$

for a.e. $t \in (0, T)$ which requires $u \in W^{\alpha,p}(0, T; X) \cap L^p(0, T; X)$, $u_0 \in H$, and $f'(u) \in L^{p'}(0, T; X')$. 


2.2. Time-fractional gradient flows in Hilbert spaces

In this work, we focus on the time-fractional gradient flow in the Hilbert space $H$, defined as the variational problem

$$
\partial_t^\alpha (u,v)_H + \delta \mathcal{E}(u,v) = 0 \quad \forall v \in X,
$$

(2.8)

for a given nonlinear energy functional $\mathcal{E} : X \rightarrow \mathbb{R}$, where $\delta \mathcal{E} : X \times X \rightarrow \mathbb{R}$ denotes its Gâteaux derivative:

$$
\delta \mathcal{E}(u,v) := \lim_{h \rightarrow 0} \frac{\mathcal{E}(u + hv) - \mathcal{E}(u)}{h} \quad \forall u,v \in X.
$$

We also define the gradient of $\mathcal{E}$ in the Hilbert space $H$ as $\nabla_H \mathcal{E} : X \rightarrow X'$ such that at $u \in X$ it holds

$$
\langle \nabla_H \mathcal{E}(u), v \rangle_{X' \times X} = \delta \mathcal{E}(u,v) \quad \forall v \in X.
$$

Then, (2.8) can be equivalently written as $\partial_t^\alpha u = -\nabla_H \mathcal{E}(u)$ in $X'$ or

$$
\langle \partial_t^\alpha u + \nabla_H \mathcal{E}(u), v \rangle_{X' \times X} = 0 \quad \forall v \in X.
$$

Moreover, we equip this variational problem with the initial data

$$
\mathcal{E}(u) = \int_{\Omega} \left( f(u(x)) + \frac{1}{2} |\nabla u(x)|^2 \right) \, dx,
$$

(2.9)

for some $f \in C^1(\mathbb{R}; \mathbb{R}_{\geq 0})$. Choosing the double-well function $f(u) = (1 - u^2)^2$, the energy corresponds to the Ginzburg–Landau energy [46] with $\varepsilon = 1$, and selecting $f(u) = 0$ reduces to the Dirichlet energy. In order to justify the well-posedness of the second term of the integral, we require $X \subset H^1(\Omega)$. In case of the double-well function, we additionally require $X \subset H^1(\Omega) \cap L^4(\Omega)$.

Let us consider the Sobolev space with zero mean

$$
\dot{H}^1(\Omega) = \{ u \in H^1(\Omega) : (u, 1)_{L^2(\Omega)} = 0 \},
$$

equipped with the scalar product $\langle \nabla \cdot , \nabla \cdot \rangle_{L^2(\Omega)}$, which is equivalent to the inherited one on $H^1(\Omega)$ by the Poincaré inequality [77]. Moreover, we equip its dual space $H^{-1}(\Omega) = (\dot{H}^1(\Omega))'$ with the graph norm $\| \nabla (-\Delta)^{-1} \cdot \|_{L^2(\Omega)}$, which is equivalent to the standard dual norm, see [16, Remark 2.7]. Here, homogeneous Neumann boundary conditions are associated with the Laplace operator.

Then, the Gâteaux derivative of the energy functional (2.9) can be written using scalar products of the Hilbert spaces $H \in \{ \dot{H}^1(\Omega), L^2(\Omega), \dot{H}^{-1}(\Omega) \}$ as follows:

$$
\delta \mathcal{E}(u,v) = (\nabla^\alpha f'(u) + u, v)_{\dot{H}^1(\Omega)} = (f'(u) - \Delta u, v)_{L^2(\Omega)} = (-\Delta f'(u) + \Delta^2 u, v)_{\dot{H}^{-1}(\Omega)}
$$

for all $u, v \in X$, assuming that $X$ is regular enough. In particular, if $X = C^\infty_c(\Omega)$, the strong form of (2.8) results in the respective gradient flows:

$$
\begin{align*}
\partial_t^\alpha u &= \Delta^{-1} f'(u) - u, & \text{when } H = H^1(\Omega), \\
\partial_t^\alpha u &= \Delta u - f'(u), & \text{when } H = L^2(\Omega), \\
\partial_t^\alpha u &= \Delta (f'(u) - \Delta u), & \text{when } H = \dot{H}^{-1}(\Omega).
\end{align*}
$$

In the case of $f = 0$, it results in a fractional ODE, in the fractional heat equation, and in the fractional biharmonic equation, respectively. For a double-well potential it yields the Allen–Cahn equation in case of $H = L^2(\Omega)$ and the Cahn–Hilliard equation for $H = \dot{H}^{-1}(\Omega)$.
2.3. Well-posedness of time-fractional gradient flows

We provide the following proposition which yields the existence of variational solutions to time-fractional gradient flows. In order to show uniqueness and continuous dependence on the data, we have to assume that $\mathcal{E}$ is additionally semiconvex, see Corollary 1 below. In [38, Chapter 5], similar results are proven for the exponential kernel $k_{1-\alpha}(t) = Ce^{-\omega t^{-\alpha}}$ with some constants $C, \omega > 0$.

**Theorem 1.** Let $X$ be a separable, reflexive Banach space that is compactly embedded in the separable Hilbert space $H$. Further, let $u_0 \in H$, $\mathcal{E} \in C^1(X; \mathbb{R})$, and $\delta \mathcal{E} : X \times X \to \mathbb{R}$ be bounded and semicoercive in the sense

$$\|\nabla_H \mathcal{E}(u)\|_{X'} \leq C_0\|u\|_X^{-1} + C_0,$$

and $\delta \mathcal{E}(u, u) \geq C_1\|u\|_X^p - C_2\|u\|_H^2$,

for all $u \in X$ for some positive constants $C_0, C_1, C_2 < \infty$ and $p > 1$. Moreover, we assume that the realization of $\nabla_H \mathcal{E}$ as an operator from $L^p(0, T; X)$ to $L^{p'}(0, T; X')$ is weak-to-weak continuous. Then the time-fractional gradient flow $\partial_t^{\alpha} u = -\nabla_H \mathcal{E}(u)$ with $\alpha \in (0, 1]$ admits a variational solution in the sense that

$$u \in L^p(0, T; X) \cap L^\infty(0, T; H) \cap W^{\alpha, p'}(0, T; X'),$$

$$g_{1-\alpha} \ast (u - u_0) \in C([0, T]; H),$$

fulfills the variational form

$$\partial_t^{\alpha} (u, v) + \delta \mathcal{E}(u, v) = 0 \quad \forall v \in X,$$

and the energy inequality

$$\|u\|_{L^p(0, T; X)}^p + \|u\|_{L^\infty(0, T; H)}^2 + \|\nabla_H \mathcal{E}(u)\|_{L^{p'}(0, T; X')}^2 \leq C(T) \cdot (1 + \|u_0\|_H^2).$$

**Proof.** We employ the Faedo–Galerkin method [49] to reduce the time-fractional PDE to an fractional ODE, which admits a solution $u_k$ due to the well-studied theory given in [39, 40]. We derive energy estimates, which imply the existence of weakly convergent subsequences by the Eberlein–Smulian theorem [50]. We pass to the limit $k \to \infty$ and apply compactness methods to return to the variational form of the time-fractional gradient flow. Recently, the Faedo–Galerkin method has been applied to various time-fractional PDEs, see, e.g., [21, 41, 51, 53].

**Discrete approximation.** Since $X$ is a separable Banach space, there is a finite-dimensional dense subspace of $X$, called $X_k$, which is spanned by the $k \in \mathbb{N}$ elements $x_1, \ldots, x_k \in X$. We consider the equation

$$(\partial_t^{\alpha} u_k, v_k)_H + \delta \mathcal{E}(u_k, v_k) = 0 \quad \forall v_k \in X_k.$$

Hence, we are looking for a function $u_k = \sum_{j=1}^k u_k^j x_j$ such that the fractional differential equation system

$$\sum_{j=1}^k \partial_t^{\alpha} u_k^j (x_j, x_n)_H + \langle \nabla_H \mathcal{E}(\sum_{j=1}^k u_k^j x_j), x_n \rangle_{X' \times X} = 0 \quad \forall n \in \{1, \ldots, k\},$$

with initial data $u_k(0) = \Pi_k u_0$ is fulfilled. Here, $\Pi_k : X \to X_k$ denotes the orthogonal projection onto $X_k$. This fractional ODE admits an absolutely continuous solution vector $(u_k^1, \ldots, u_k^k)$ since $u \mapsto \mathcal{E}(u)$ is assumed to be continuously differentiable, see [39]. Therefore, the local existence of $u_k \in AC([0, T_k]; X_k)$ is ensured. If we can derive an uniform bound on $u_k$, we can extend the time interval by setting $T_k = T$. Moreover, if $\nabla_H$ is assumed to be Lipschitz continuous, then we can argue by a blow-up alternative to achieve global well-posedness with $T = \infty$, see the discussion in [52].

**Energy estimates.** Taking the test function $v_k = u_k$ in (2.13) gives

$$(\partial_t^{\alpha} u_k, u_k)_H + \delta \mathcal{E}(u_k, u_k) = 0.$$
Applying the fractional chain inequality $\frac{1}{2} \partial_t^\alpha \|u_k\|_{H}^2 \leq (\partial_t^\alpha u_k, u_k)_{H}$, see (2.6), and the semi-coercivity of $\delta \mathcal{E}$, see (2.11), gives the estimate

$$\frac{1}{2} \partial_t^\alpha \|u_k\|_{H}^2 + C_1 \|u_k\|_{X}^p \leq C_2 \|u_k\|_{H}^2.$$  

Taking the convolution with $g_\alpha$ of this estimate yields with the identity (2.4)

$$\|u_k(t)\|_{H}^2 + C_1 (g_\alpha * \|u_k\|_{X}^p)(t) \leq \|u_k(0)\|_{H}^2 + C_2 (g_\alpha * \|u_k\|_{H}^2)(t).$$  

We apply the inequality

$$\int_0^t \|u_k(s)\|_{X}^p \, ds \leq T^{1-\alpha} \int_0^t (t-s)^{\alpha-1} \|u_k(s)\|_{X}^p \, ds,$$  

and the fractional Grönwall–Bellman inequality, see Lemma 1 to (2.14), and find

$$\|u_k\|_{L^\infty(0,T_k;H)} + \|u_k\|_{L^p(0,T_k;X)} \leq C(T) \|u_0\|_{H}^2.$$  

This gives the uniform boundedness of the sequence $u_k$ in the spaces $L^\infty(0,T_k;H)$ and $L^p(0,T_k;X)$. Therefore, we can extend the time interval by setting $T_k = T$. The boundedness assumption of $\delta \mathcal{E}$, see (2.10), immediately gives the uniform bound

$$\|\nabla_H \mathcal{E}(u_k)\|_{L^{p'}(0,T;X')} \leq C(T) + C \int_0^T \|u_k(t)\|_{X}^\prime (p-1) \, dt \leq C(T) \cdot (1 + \|u_0\|_{H}^2).$$  

**Estimate on the fractional time-derivative.** Taking an arbitrary function $v \in L^p(0,T;H)$ and testing with its projection onto $X_k$ in (2.13) gives a bound of $\partial_t^\alpha u_k$ in $L^{p'}(0,T;X')$ due to the boundedness assumption of $\mathcal{E}$. Indeed, let $v \in L^p(0,T;X)$ and denote $\Pi_k v = \sum_{j=1}^k v_j^k x_j$ for time-dependent function coefficients $v_j^k : (0,T) \to \mathbb{R}$, $j \in \{1,\ldots,k\}$. We multiply equation (2.13) by $v_j^k$, take the sum from $j = 1$ to $k$, and integrate over the interval $(0,T)$, giving

$$\left| \int_0^T (\partial_t^\alpha u_k, v)_{H} \, dt \right| = \left| \int_0^T \delta \mathcal{E}(u_k, \Pi_k v) \, dt \right| \leq \|\delta \mathcal{E}(u_k, \cdot)\|_{L^{p'}(0,T;X')} \|v\|_{L^p(0,T;X)},$$

where we used that $(\partial_t^\alpha u_k, v)_H = (\partial_t^\alpha u_k, \Pi_k v)_H$ due to the invariance of the time derivative under the adjoint of the projection operator. Therefore, we have

$$\|\partial_t^\alpha u_k\|_{L^{p'}(0,T;X')} = \sup_{\|\varphi\|_{L^p(0,T;X)} \leq 1} \left| \int_0^T (\partial_t^\alpha u_k, \varphi)_{X' \times X} \, dt \right| \leq C(T) \cdot (1 + \|u_0\|_{H}^2).$$  

**Limit process.** The bounds (2.16)–(2.18) give the energy inequality

$$\|u_k\|_{L^\infty(0,T;H)} + \|u_k\|_{L^p(0,T;X)} + \|\partial_t^\alpha u_k\|_{L^{p'}(0,T;X')} + \|\nabla_H \mathcal{E}(u_k)\|_{L^{p'}(0,T;X')} \leq C(T) \cdot (1 + \|u_0\|_{H}^2),$$

which implies the existence of weakly/weakly-* convergent subsequences by the Eberlein–Šmuliun theorem [50]. By a standard abuse of notation, we drop the subsequence index. Hence, there exist limit functions $u$ and $\xi$ such that for $k \to \infty$

$$u_k \rightharpoonup u \quad \text{weakly-\ast in } L^\infty(0,T;H),$$

$$u_k \rightharpoonup u \quad \text{weakly in } L^p(0,T;X),$$

$$\partial_t^\alpha u_k \rightharpoonup \partial_t^\alpha u \quad \text{weakly in } L^{p'}(0,T;X'),$$

$$u_k \rightharpoonup u \quad \text{strongly in } L^{p'}(0,T;H),$$

$$\nabla_H \mathcal{E}(u_k) \longrightarrow \xi \quad \text{weakly in } L^{p'}(0,T;X').$$

Here, we applied the fractional Aubin–Lions compactness lemma (2.5) to achieve the strong convergence of $u_k$ in $L^{p'}(0,T;H)$. Moreover, we concluded that the weak limit of $\partial_t^\alpha u_k$ is equal to $\partial_t^\alpha u$, see [41, Proposition 3.5].
In the last step we take the limit $k \to \infty$ in the variational form and use that $\Pi_k X_k$ is dense in $X$. By multiplying the Faedo–Galerkin system (2.13) by a test function $\eta \in C_c^\infty(0, T)$ and integrating over the time interval $(0, T)$, we find

$$
\int_0^T \langle \partial_t^0 u_k, x_j \rangle_{X' \times X} \eta(t) \, dt + \int_0^T \delta \mathcal{E}(u_k, x_j) \eta(t) \, dt = 0.
$$

(2.21)

for all $j \in \{1, \ldots, k\}$. We pass to the limit $k \to \infty$ and note that the functional

$$
u_k \mapsto \int_0^T \langle \partial_t^0 u_k, x_j \rangle_{X' \times X} \eta(t) \, dt;
$$

is linear and continuous on $L^p(0, T; X')$, since we have by the Hölder inequality

$$
\left| \int_0^T \langle \partial_t^0 u_k, x_j \rangle_{X' \times X} \eta(t) \, dt \right| \leq \| \partial_t^0 u_k \|_{L^p(0, T; X')} \| x_j \|_X \| \eta \|_{L^p(0, T)}.
$$

The weak convergence (2.20) gives by definition as $k \to \infty$

$$
\int_0^T \langle \partial_t^0 u_k, x_j \rangle_{X' \times X} \eta(t) \, dt \rightarrow \int_0^T \langle \partial_t^0 u, x_j \rangle_{X' \times X} \eta(t) \, dt.
$$

It remains to treat the integral involving the energy term. Since the realization $\nabla_H \mathcal{E} : L^p(0, T; X) \to L^p(0, T; X')$ is weak-to-weak continuous by assumption, we have by the weak convergence $u_k \rightharpoonup u$ in $L^p(0, T; X)$ also $\nabla_H \mathcal{E}(u_k) \rightharpoonup \nabla_H \mathcal{E}(u)$ weakly in $L^p(0, T; X')$ and therefore, $\bar{\xi} = \nabla_H \mathcal{E}(u)$ in $L^p(0, T; X')$. Applying this weak convergence to the second term in (2.21) completes the limit process. Indeed, taking $k \to \infty$ in (2.21) and using the density of $\Pi_k X_k$ in $X$, we get

$$
\int_0^T \langle \partial_t^0 u, v \rangle_{X' \times X} \eta(t) \, dt + \int_0^T \delta \mathcal{E}(u, v) \eta(t) \, dt = 0, \quad \forall v \in X, \eta \in C_c^\infty(0, T).
$$

Applying the fundamental lemma of calculus of variations, we finally find

$$
\partial_t^0 (u, v)_H + \delta \mathcal{E}(u, v) = 0, \quad \forall v \in X.
$$

Initial condition. From the estimate above, we have $\partial_t^0 u_k \in L^p(0, T; X')$. The definition of the fractional derivative then yields

$$
g_{1-\alpha} * u_k \in L^p(0, T; X) \cap W^{1,p'}(0, T; X') \hookrightarrow C^0([0, T]; H),
$$

see the embedding (2.5). Therefore, it holds $g_{1-\alpha} * (u_k - u_0) \in C^0([0, T]; H)$ and the given initial $u_0$ is satisfied in the sense $g_{1-\alpha} * (u_k - u_0) \to 0$ in $H$ as $t \to 0$.

Energy inequality. We prove that the solution $u$ satisfies the energy inequality. First, we note that norms are weakly/weakly-* lower semicontinuous, e.g., we have $u_k \rightharpoonup u$ in $L^p(0, T; X)$ and therefore, we infer

$$
\|u\|_{L^p(0,T;X)} \leq \liminf_{k \to \infty} \|u_k\|_{L^p(0,T;X)}.
$$

Hence, from the discrete energy inequality (2.19) and the weak convergence

$$
\|u\|^2_{L^p(0,T;H)} + \|u\|^p_{L^p(0,T;X)} + \|\partial_t^0 u\|^p_{L^p(0,T;X')} + \|\nabla_H \mathcal{E}(u)\|^p_{L^p(0,T;X')} \leq C(T) \cdot (1 + \|u_0\|^2_H).
$$

Remark 1. We note that we assumed the weak-to-weak continuity of the realization of $u \mapsto \nabla_H \mathcal{E}(u)$ in order to pass the limit and follow $\nabla_H \mathcal{E}(u) = \xi$. Alternatively, one could assume use the theory of monotone operators and assume that $\nabla_H \mathcal{E}$ is of type $M$, see [47] Definition, p.38]. In fact, setting $\mathcal{X} = L^p(0,T;X)$ we call $\nabla_H \mathcal{E}$ of type $M$ if $u_k \rightharpoonup u$ in $\mathcal{X}$, $\nabla_H \mathcal{E}(u_k) \rightharpoonup \xi$ in $\mathcal{X}$ and

$$
\limsup_{k \to \infty} \delta \mathcal{E}(u_k, u_k) \leq \langle \xi, u \rangle_{\mathcal{X}' \times \mathcal{X}},
$$

where $\mathcal{X}$ and $\mathcal{X}'$ are dual spaces.
then $\nabla_HE(u) = \xi$ in $X'$. The condition on the limit superior can be followed by the weakly lower semicontinuity of norms.

We note that the energy functional from Example 1 fulfills the assumptions from Theorem 2 for $p = 2$ if the function $f$ satisfies some growth bounds, e.g., $f(x) \leq C(1 + |x|^2)$ and $|f'(x)| \leq C(1 + |x|)$ for all $x \in \mathbb{R}$. In fact, the Lebesgue dominated convergence theorem gives as $k \to \infty$

$$\int_0^T \int_\Omega f(u_k(t,x)) x_j(x) \eta(t) \, dx \, dt \to \int_0^T \int_\Omega f(u(t,x)) x_j(x) \eta(t) \, dx \, dt,$$

which proves $\xi = \nabla H$ for this choice of energy.

In the following corollary, we prove the continuous dependency on the data and the uniqueness of the variational solution to Theorem 1 under additional assumptions. In particular, we assume higher regularity of the initial data and the $\lambda$-convexity of the energy in order to apply the fractional chain inequality. In case of the Cahn–Hilliard equation and the double-well potential $f(x) = (1 - x^2)^2$, it holds $f''(x) = 12x^2 - 4 \geq -4$. Consequently, the function $x \mapsto f(x) + 4x^2$ is convex and $f$ is $(-4)$-convex. Consequently, the energy $E$ is $(-4)$-convex with respect to $L^2(\Omega)$ since $u \mapsto E(u) + 4\int_\Omega u^2 \, dx$ is convex.

**Corollary 1.** Let the assumptions hold from Theorem 1. Additionally, let $E$ be $\lambda$-convex for some $\lambda \in \mathbb{R}$ with respect to some Hilbert space $Y \supset X$ and let $u_0 \in X$ such that $E(\Pi_k u_0) \leq E(u_0)$. Then it holds that the variational solution $u \in H^1(0,T;H)$ is unique, depends continuously on the data, and the energy bound $E(u(t)) \leq E(u_0)$ holds for a.e. $t \in (0,T)$.

**Proof.** By testing with $\partial^\alpha_t u_k$ in the Faedo–Galerkin formulation in (2.13), we have

$$\|\partial^\alpha_t u_k\|_H^2 + \delta E(u_k, \partial^\alpha_t u_k) = 0,$$

which yields after the application of the Riemann–Liouville integral operator $I_\alpha$, see (2.1),

$$(g_\alpha * \|\partial^\alpha_t u_k\|_H^2)(t) + (g_\alpha * (\nabla H E(u_k), \partial^\alpha_t u_k)_{X' \times X})(t) = 0.$$

Since $E$ is $\lambda$-convex with respect to $Y$, we can apply the fractional chain inequality, see (2.7). Note that any $\lambda$-convex function is $\mu$-convex for all $\mu < \lambda$, and therefore, we assume in this proof w.l.o.g. $\lambda < 0$. Applying the fractional chain inequality yields

$$(g_\alpha * \|\partial^\alpha_t u_k\|_H^2)(t) + E(u_k(t)) - \lambda \frac{1}{2} \|u_k(t)\|_Y^2 \leq E(\Pi_k u_0) - \frac{1}{2} \|\Pi_k u_0\|_Y^2 - \lambda (g_\alpha * (\partial^\alpha_t u_k, u_k)_{X' \times X})(t).$$

The right hand side can be further estimated by

$$(g_\alpha * \|\partial^\alpha_t u_k\|_H^2)(t) + E(u_k(t)) - \lambda \frac{1}{2} \|u_k(t)\|_Y^2 \leq E(u_0) - \frac{C\lambda}{2} \|u_0\|_X^2 - \lambda \|g_\alpha\|_{L^1(0,T)} \|\partial^\alpha_t u_k\|_{L^\infty(0,T;X')} \|u_k\|_{L^p(0,T;X')},$$

which is uniformly bounded due to the auxiliary inequality (2.15) and the energy estimate (2.12) of Theorem 1. From here, we get a bound of $E(u_k)$ in $L^\infty(0,T)$. Indeed, it yields $E(u_k(t)) \leq E(u_0)$ and consequently, the weakly lower semicontinuity of $E$ implies $E(u(t)) \leq E(u_0)$ for a.e. $t \in (0,T)$. Moreover, by (2.22) we achieve the uniform bound of $u_k$ in $H^1(0,T;H)$ and $L^\infty(0,T;Y)$, which transfers to the higher regularity of its limit $u$.

**Continuous dependence.** We consider two variational solution pairs $u_1$ and $u_2$ with data $u_{1,0}$ and $u_{2,0}$. We denote their differences by $u = u_1 - u_2$ and $u_0 = u_{1,0} - u_{2,0}$. Taking their difference yields

$$\partial^\alpha_t (u,v)_H + (\nabla H E(u_1) - \nabla H E(u_2), v)_{X' \times X} = 0,$$

for all $v \in V$. Since $E$ is $\lambda$-convex with respect to $Y$, we have due to the mean value theorem

$$(\nabla H E(u_1) - \nabla H E(u_2), u)_{X' \times X} \geq -\lambda \|u\|_Y^2,$$
and therefore, testing with \( v = u \) and applying the fractional chain inequality \( \frac{1}{2} \partial_t^\alpha \|u\|^2_H \leq (\partial_t^\alpha u, u)_H \) gives
\[
\frac{1}{2} \partial_t^\alpha \|u\|^2_H - \lambda \|u\|^2_Y \leq 0.
\]
Convolving with \( g_\alpha \) and applying the fractional Grönwall–Bellman lemma (setting \( w = \|u\|^2_H \), \( v = b = 0 \), \( a = \|u_0\|^2_H \) in [Lemma 1] finally gives
\[
\|u\|^2_H \leq C(T) \|u_0\|^2_H. \tag{2.23}
\]

Uniqueness. The proof follows analogously to the procedure of continuous dependency but with the same initial conditions \( u_{1,0} \) and \( u_{2,0} \). Hence, from (2.23) it holds \( \|u\|^2_H = 0 \) and hence \( u_1 = u_2 \) in \( H \) for a.e. \( t \in (0, T) \).

**Remark 2.** We note that we were only able to prove the \( \mathcal{E}(u(t)) \leq \mathcal{E}(u(0)), t \geq 0 \), which does not imply that the energy is monotonically decaying over time. In the integer-order \( \alpha = 1 \) setting we immediately achieve \( \mathcal{E}(u(t)) \leq \mathcal{E}(u(s)), t \leq s \), by the same lines. The effect at \( t = 0 \) is of most importance in the study of time-fractional differential equations. This can also be seen from the inequality [55, Lemma 3.1]
\[
\int_0^t (I_\alpha v, v)_H \, ds \geq \cos \left( \frac{\alpha \pi}{2} \right) \|I_{\alpha/2}v\|^2_{L^2(0,t;H)} \quad \forall v \in C([0, T]; H),
\]
where the integral starts from \( t = 0 \). Therefore, testing with \( v = \partial_t u \) in the variational form (2.8) yields by the classical chain rule and integration over the interval \((s, t)\)
\[
\mathcal{E}(u(t)) = \mathcal{E}(u(s)) - \int_s^t (\partial_t^\alpha u, \partial_t u)_H \, d\tau.
\]
For \( s = 0 \) we can apply the inequality from above which yields again a bound by the initial state:
\[
\mathcal{E}(u(t)) \leq \mathcal{E}(u(0)) - \cos \left( \frac{(1 - \alpha) \pi}{2} \right) \|\partial_t^{(1+\alpha)/2} u\|^2_{L^2(0,t;H)} \leq \mathcal{E}(u(0)).
\]

3. Augmented Gradient Flow and Energy Dissipation

In this section, we give one of the main results of this article. We introduce a new energy functional and prove the equivalence of the fractional gradient flow to an integer-order gradient flow corresponding to the new energy functional.

3.1. Motivation: Extension of the dimension

Let \( H \) be a Hilbert space over the bounded domain \( \Omega \subset \mathbb{R}^d, d \geq 1 \), and let \( u : (0, T) \rightarrow H \) be a Bochner measurable function with \( T > 0 \) being a finite time horizon. We introduce a function \( \tilde{u} \) which acts on an extended domain, and we define
\[
\tilde{u} : (0, T) \times (0, 1) \times \Omega \rightarrow \mathbb{R}.
\]
As above, we want to interpret it as a function mapping to a Hilbert space and therefore, we define
\[
\tilde{u} : (0, T) \rightarrow L^2(0, 1; H),
\]
such that \( \tilde{u}(t)(\theta, x) = \tilde{u}(t, \theta, x) \) for almost every \( t \in (0, T), \theta \in (0, 1), \) and \( x \in \Omega \). We refer to Figure 1 for a sketch of the domains of the respective functions \( u \) and \( \tilde{u} \).

Further, we assume that the energy \( \mathcal{E} : X \rightarrow \mathbb{R} \) is Fréchet differentiable and satisfies the assumptions of [Theorem 1]. We consider the following two gradient flow problems: the original time-fractional gradient flow in the Hilbert space \( H \), see (2.8),
\[
\partial_t^\alpha u = -\nabla_H \mathcal{E}(u), \quad u(0) = u_0. \tag{3.1}
\]
and a higher-dimensional integer-order gradient flow in the augmented Hilbert space \( \tilde{H} \),
\[
\partial_t \tilde{u} = -\nabla_{\tilde{H}} \tilde{\mathcal{E}}(\tilde{u}), \quad \tilde{u}(0) = 0. \tag{3.2}
\]
Under suitable assumptions of \( \tilde{\mathcal{E}} \), we have that \( \tilde{u} \mapsto \tilde{\mathcal{E}}(\tilde{u}) \) is non-increasing. We call (3.2) the augmented gradient flow in the sense that we want to find an appropriate form of the associated energy functional \( \tilde{\mathcal{E}} \) and the Hilbert space \( \tilde{H} \), depending on \( \alpha \), which provide an equivalence of the variational solutions \( u \) and \( \tilde{u} \).
Remark 3. The idea of the dimension extension is reminiscent of the Caffarelli–Silvestre method applied to the fractional Laplacian, see [26]. Indeed, let \((-\Delta)^\alpha\), \(\alpha > 0\), be the nonlocal fractional Laplacian acting on \(\mathbb{R}^d\). Define a function \(\tilde{u} : \mathbb{R}^d \times (0, \infty) \to \mathbb{R}\) with \(\tilde{u}(x,0) = u(x)\) in \(\mathbb{R}^d\) such that it is the solution to the local degenerate differential equation

\[
\nabla_{(x,\lambda)} \cdot (\lambda^{1-2\alpha} \nabla_{(x,\lambda)} \tilde{u}(x,\lambda)) = 0,
\]

in \(\mathbb{R}^d \times (0, \infty)\). Then, one has the relation

\[
(-\Delta)^\alpha u(x) = -C \lim_{\lambda \to 0^+} (\lambda^{1-2\alpha} \partial_\lambda \tilde{u}(x,\lambda)).
\]

Thus, one recovers a local PDE from a nonlocal one. We refer to [56–58] for numerical methods which exploit this equivalence.

3.2. Equivalency between fractional and integer-order gradient flow

Let us introduce the following functions of \(\theta \in (0,1)\):

\[
w_\alpha(\theta) := g_{1-\alpha}(\theta) g_\alpha(1-\theta),
\]

\[
w_{\alpha,0}(\theta) := w_\alpha(\theta) \cdot (1-\theta),
\]

\[
w_{\alpha,1}(\theta) := w_\alpha(\theta) \cdot \theta,
\]

which are plotted in Figure 2 for different values of \(\alpha\). Note that the functions in (3.3) are integrable for all \(\alpha \in (0,1)\). Indeed, we have

\[
\int_0^1 w_\alpha(\theta) \, d\theta = \frac{B(1-\alpha,\alpha)}{\Gamma(1-\alpha)\Gamma(\alpha)} = 1,
\]

\[
\int_0^1 w_{\alpha,0}(\theta) \, d\theta = \frac{B(1-\alpha,1+\alpha)}{\Gamma(1-\alpha)\Gamma(\alpha)} = \alpha,
\]

\[
\int_0^1 w_{\alpha,1}(\theta) \, d\theta = \frac{B(2-\alpha,\alpha)}{\Gamma(1-\alpha)\Gamma(\alpha)} = 1 - \alpha,
\]

where \((x,y) \mapsto B(x,y)\) denotes the Euler beta function [59]. Therefore, we consider the following weighted Lebesgue spaces:

\[
L^2_\alpha(0,1) := L^2(0,1; w_\alpha),
\]

\[
L^2_{\alpha,0}(0,1) := L^2(0,1; w_{\alpha,0}),
\]

\[
L^2_{\alpha,1}(0,1) := L^2(0,1; w_{\alpha,1}).
\]
In particular, given a Hilbert space $H$ and a weight $w$, the norm in the $w$-weighted Bochner space $L^2(0, 1; H; w)$ is induced by the inner product

$$(\tilde{u}, \tilde{v})_{L^2(0, 1; H; w)} = \int_0^1 (\tilde{u}(\theta), \tilde{v}(\theta))_H w(\theta) \, d\theta, \quad \forall \tilde{u}, \tilde{v} \in L^2(0, 1; H; w).$$

Figure 2: Depiction of the kernels $w_{\alpha, 0}$ (left), $w_{\alpha}$ (middle), and $w_{\alpha, 1}$ (right) for $\alpha \in \{0.2, 0.5, 0.8\}$.

**Lemma 3.** For $\alpha \in (0, 1)$, the following continuous embeddings hold:

\[
L^2_\alpha(0, 1) \hookrightarrow L^2_{\alpha,i}(0, 1), \quad i \in \{0, 1\},
\]

\[
L^2_\alpha(0, 1) \hookrightarrow L^2(0, 1).
\]

**Proof.** The first embedding directly follows from the expression

$$\| \tilde{v} \|_{L^2_\alpha(0, 1)}^2 = \| \tilde{v} \|_{L^2_{\alpha,0}(0,1)}^2 + \| \tilde{v} \|_{L^2_{\alpha,1}(0,1)}^2 \geq \| \tilde{v} \|_{L^2_{\alpha,i}(0,1)}^2, \quad i \in \{0, 1\}.$$  

Next, we investigate the maximum of $w_\alpha(\theta)^{-1}$. To this end, we compute its derivative:

$$\frac{\partial }{\partial \theta} \left( w_\alpha(\theta)^{-1} \right) = \frac{\partial }{\partial \theta} \left( \theta^\alpha (1 - \theta)^{1-\alpha} \right) = \left[ \alpha \theta^\alpha - 1 - \alpha \theta^{\alpha} (1 - \theta)^{-\alpha} \right]$$

which vanishes at $\theta = \alpha$. Given that $w_\alpha(\theta)$ has only one extremum which is a minimum (see Figure 2), we conclude that $\max_{\theta \in [0,1]} w_\alpha(\theta)^{-1} = w_\alpha(\alpha)^{-1} \in (0, \infty)$ for $\alpha \in (0, 1)$. Then, by the Hölder inequality it yields the missing result

$$\| \tilde{v} \|_{L^2(0, 1)} \leq w_\alpha(\alpha) \frac{1}{2} \| \tilde{v} \|_{L^2_{\alpha,1}(0,1)}.$$

Let us define the following two functions:

$$c_0(\theta) := \frac{1}{1 - \theta}, \quad c_1(\theta) := \frac{\theta}{1 - \theta}.$$  

Note that it holds that $w_\alpha = c_0 w_{\alpha,0}$ and $w_{\alpha,1} = c_1 w_{\alpha,0}$. Correspondingly, for any function $\tilde{v} \in L^2_\alpha(0, 1; H)$, $\alpha \in (0, 1)$, we define an integral operator $C : L^2_\alpha(0, 1; H) \to H$ and a functional $\mathcal{H} : L^2_{\alpha,1}(0, 1; H) \to \mathbb{R}_{\geq 0}$ as follows

\[
C \tilde{v} := u_0 + (1, \tilde{v})_{L^2_\alpha(0,1)} = u_0 + (c_0, \tilde{v})_{L^2_{\alpha,0}(0,1)} = u_0 + \int_0^1 g_{1-\alpha}(\theta) g_\alpha(1 - \theta) \tilde{v}(\theta) \, d\theta,
\]

\[
\mathcal{H}(\tilde{v}) := \frac{1}{2} \| \tilde{v} \|_{L^2_{\alpha,1}(0,1; H)}^2 = \frac{1}{2} (c_1, \tilde{v})_{L^2_{\alpha,0}(0,1; H)}^2 = \frac{1}{2} \int_0^1 \theta g_{1-\alpha}(\theta) g_\alpha(1 - \theta) \| \tilde{v}(\theta) \|_H^2 \, d\theta.
\]

(3.5)

We call $\mathcal{H}$ the history energy. The following lemma proposes an integral representation in $L^2_\alpha(0, 1)$ of the fractional kernel $g_\alpha$. 
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Lemma 4. It holds that \((1, c_0 e^{-c_1 t})_{L^2_0(0,1)} = g_\alpha(t)\) for all \(t \in [0,T]\), \(\alpha \in (0, 1)\).

Proof. First, let us remark that it holds \(\Gamma(1 - \alpha) \Gamma(\alpha) w_\alpha(\theta) = c_0(\theta) |c_1(\theta)|^{-\alpha} \) and \(|c_0(\theta)|^2 = c_1(\theta)\). Then, with the change of integration variable \(\lambda := c_1(\theta)\), we can write

\[
(1, c_0 e^{-c_1 t})_{L^2_0(0,1)} = \int_0^1 w_\alpha(\theta) e^{-c_1(\theta)t} |c_0(\theta)|^2 d\theta = \frac{1}{\Gamma(1 - \alpha) \Gamma(\alpha)} \int_0^\infty \lambda^{-\alpha} e^{-\lambda t} d\lambda. \tag{3.6}
\]

By definition of the Euler’s gamma function [59], it holds \(\Gamma(1 - \alpha) t^{\alpha - 1} = \int_0^\infty \lambda^{-\alpha} e^{-\lambda t} d\lambda\). Using this in (3.6), we end up with \((1, c_0 e^{-c_1 t})_{L^2_0(0,1)} = g_\alpha(t)\) for all \(t \in [0,T]\).

Lemma 5. The operators \(C\) and \(H\), see (3.5), are bounded. In particular, for all \(\tilde{v} \in L^2_\alpha(0,1; X)\), \(\alpha \in (0, 1)\), it holds that

\[
\|C\tilde{v} - u_0\| \leq \|\tilde{v}\|_{L^2_\alpha(0,1; X)}.
\]

And for all \(\tilde{v} \in L^\infty(0,1; L^p(0,T; H))\) and \(p > 1\), it holds the upper bound

\[
\|H(\tilde{v})\|_{L^p/(0,T)} \leq \frac{1 - \alpha}{2} \|\tilde{v}\|_{L^\infty(0,1; L^p(0,T; H))}^2. \tag{3.7}
\]

If \(\alpha\) goes to 1, then it follows that \(H(\tilde{v}(t))\) vanishes for a.a. \(t \in (0,T)\) for all \(\tilde{v} \in L^\infty(0,1; L^p(0,T; H))\).

Proof. Note that by (3.4), we have \(\|w_\alpha\|_{L^1(0,1)} = (1, w_\alpha)_{L^2_0(0,1)} = 1\). Then, the following estimate holds

\[
\|C\tilde{v} - u_0\| \leq \int_0^1 \|w_\alpha(\theta)\| \|\tilde{v}(\theta)\|_X d\theta \leq \|w_\alpha\|_{L^1(0,1)} \cdot \|\tilde{v}\|_{L^2_\alpha(0,1; X)}.
\]

Besides, by (3.4) we have \(\|w_{\alpha,1}\|_{L^1(0,1)} = (1, w_{\alpha,1})_{L^2_0(0,1)} = 1 - \alpha\). Then, using this and the triangle inequality, we can write

\[
\|H(\tilde{v})\|_{L^p/(0,T)} \leq \int_0^1 \|\tilde{v}(\theta)\|_{L^\infty(0,1; L^p(T; H))}^2 d\theta \leq \frac{1 - \alpha}{2} \|\tilde{v}\|_{L^\infty(0,1; L^p(T; H))}^2. \tag{3.7}
\]

Now we are ready to prove our main result stating the equivalence of the time-fractional gradient flow (3.1) and its integer-order counterpart (3.2).

Theorem 2. Let the assumptions from Theorem 1 hold. Further, let \(\tilde{X} = L^2_\alpha(0,1; X)\) and \(\tilde{H} = L^2_{\alpha,0}(0,1; H)\) with \(\alpha \in (0, 1)\). We assume from now on that the energy functional \(\tilde{E}\) is of the form

\[
\tilde{E} = \mathcal{E} \circ C + \mathcal{H}, \tag{3.8}
\]

with \(C\) and \(\mathcal{H}\) defined in (3.5). Then, for any solution \(u\) to the variational form of (3.1) there exists a solution \(\tilde{u}\) to the variational form of (3.2), and vice-versa, such that the following equivalence of solutions holds:

\[
u(t) = C\tilde{u}(t) = u_0 + \int_0^t g_{1-\alpha}(\theta) g_\alpha(1-\theta) \tilde{u}(t, \theta) d\theta, \tag{3.9}
\]

\[
\tilde{u}(t, \theta) = \mathcal{G}\{u\}(t, \theta) := -c_0(\theta) \int_0^t e^{-c_1(\theta)(t-s)} \nabla_\mathcal{H} \mathcal{E}(u(s)) d\theta. \tag{3.10}
\]

Moreover, we have the regularity result

\[
u \in L^p(0,T; X) \cap L^\infty(0,T; H) \cap H^\alpha(0,T; H),
\]

\[
\tilde{u} \in L^\infty(0,T; L^2_\alpha(0,1; H)) \cap H^1(0,T; L^2_{\alpha,0}(0,1; H)) \cap L^\infty(0,1; L^p(0,T; H)).
\]
Proof. We separate the proof into three steps. First, we assume a variational solution \( \tilde{u} \) of (3.2) and show that \( C\tilde{u} \) is a solution to (3.1). Second, we assume a solution \( u \) of (3.1) and prove that \( G \{ u \} \) is a solution to (3.2). Lastly, we prove the stated regularity of the solutions.

Augmented to fractional. Let \( \tilde{u} \) be a solution to (3.2). The Gâteaux derivative of the energy functional \( \tilde{E} \) of the form (3.8) reads
\[
\delta \tilde{E}(\tilde{u}, \tilde{v}) = (c_0, \delta \tilde{E}(C\tilde{u}, \tilde{v}))_{L^2_a(0,1)} + (c_1 \tilde{u}, \tilde{v})_H = (c_0 \nabla_H \tilde{E}(C\tilde{u}) + c_1 \tilde{u}, \tilde{v})_H.
\]
for all \( \tilde{v} \in \tilde{X} \). Hence, the \( \tilde{H} \)-gradient of \( \tilde{E} \) is given by \( \nabla_{\tilde{H}} \tilde{E}(\tilde{u}) = c_1 \tilde{u} + c_0 \nabla_H \tilde{E}(C\tilde{u}) \), and the variational form of the associated gradient flow in \( \tilde{H} \) can be thus written as
\[
\langle \partial_t \tilde{u}(t) + c_1 \tilde{u}(t) + c_0 \nabla_H \tilde{E}(C\tilde{u}(t)), \tilde{v} \rangle_{\tilde{X} \times \tilde{X}} = 0, \quad \forall \tilde{v} \in \tilde{X}.
\] (3.11)
The solution to this ODE with zero initial condition \( \tilde{u}(0) = 0 \) can be formally written in the form
\[
\tilde{u}(t, \theta) = -c_0(\theta) \int_0^t e^{-c_1(\theta)(t-s)} \nabla_H \tilde{E}(C\tilde{u}(s)) \, ds,
\] (3.12)
in \( X' \) for all \( t \in (0, T) \) and \( \theta \in [0, 1] \). Indeed, we have by the Leibniz integral formula
\[
\partial_t \tilde{u}(t, \theta) = -c_0(\theta) \nabla_H \tilde{E}(C\tilde{u}(t)) + c_0(\theta) c_1(\theta) \int_0^t e^{-c_1(\theta)(t-s)} \nabla_H \tilde{E}(C\tilde{u}(s)) \, ds
\]
\[
= -c_0(\theta) \nabla_H \tilde{E}(C\tilde{u}(t)) - c_1(\theta) \tilde{u}(t).
\]
Then, applying the operator \( C \) to (3.12), we can write
\[
C\tilde{u}(t) = u_0 - \int_0^t (1, c_0 e^{-c_1(t-s)})_{L^2_a(0,1)} \cdot \nabla_H \tilde{E}(C\tilde{u}(s)) \, ds.
\]
By Lemma 4 the kernel reads \( (1, c_0 e^{-c_1(t-s)})_{L^2_a(0,1)} = g_0(t-s) \), and thus it holds
\[
C\tilde{u} = u_0 - I_\alpha \nabla_H \tilde{E}(C\tilde{u}).
\]
Given (2.4) and \( C\tilde{u}(0) = u_0 \), it can be written as
\[
I_\alpha [\partial_t^\alpha C\tilde{u} + \nabla_H \tilde{E}(C\tilde{u})] = 0.
\]
Hence we conclude that \( C\tilde{u} \) is a solution to (3.1).

Fractional to augmented. Now, let us assume that \( u \) is a solution to (3.1). Then, it satisfies \( u = u_0 - I_\alpha \nabla_H \tilde{E}(u) \). Besides, for \( \tilde{u} = G \{ u \} \) given by (3.10), applying the operator \( C \) and Lemma 4 we obtain
\[
C\tilde{u} = u_0 - I_\alpha \nabla_H \tilde{E}(u).
\]
Hence it follows that \( C\tilde{u} = u \), and therefore \( \tilde{u} \) writes in the form (3.12), which is a solution to (3.11). Thus, we conclude that \( G \{ u \} \) is a solution to (3.2).

Regularity. Finally, let us comment on the solutions regularity. The existence of a solution to (3.1) with regularity
\[
u \in L^p(0, T; X) \cap L^\infty(0, T; H) \cap W^{\alpha, p'}(0, T; H),
\]
directly follows from Theorem 1. Similarly to Theorem 1 we proceed in a discrete setting in order to derive suitable energy estimates. Afterwards, one passes to the limit by the same type of arguments. We skip the details and directly state the estimates for \( \tilde{u} \). Let us test equation (3.11) with \( \tilde{v} = \partial_t \tilde{u} + \tilde{u} \in \tilde{H} \) to obtain
\[
\|\partial_t \tilde{u}(t)\|_H^2 + \frac{1}{2} \frac{d}{dt} \|\tilde{u}(t)\|_H^2 + \frac{d}{dt} H(\tilde{u}(t)) + \frac{d}{dt} \tilde{E}(u(t)) + 2 \tilde{H}(\tilde{u}(t)) + (\nabla_H \tilde{E}(u(t)), u(t) - u_0)_H = 0.
\]

Note that it holds
\[
\|\tilde{v}\|^2_{L^2_t(0,T;H)} + \|\tilde{v}\|^2_{L^2_t(0,T;H)} = \|\tilde{v}\|^2_{L^2_t(0,T;H)}, \quad \mathcal{H}(\tilde{v}) = \frac{1}{2}\|\tilde{v}\|^2_{L^2_t(0,T;H)}.
\]
Then, owing to the zero initial condition for \(\tilde{u}\), integration in time from zero to \(t \leq T\) results in
\[
\begin{align*}
\|\partial_t \tilde{u}\|^2_{L^2_t(0,T;H)} + \frac{1}{2}\|\tilde{u}(t)\|^2_{L^2_t(0;H)} \\
&\leq \mathcal{E}(u_0) - \mathcal{E}(u(t)) + C_0 \left( t + \|u\|^p_{L^p(0,T;X)} \right) \|u_0\|_X + C_2 \|u\|^2_{L^2(0,t;H)},
\end{align*}
\]
where we also used (2.10)–(2.11). Hence, we end up with \(\tilde{u} \in L^\infty(0,T;L^2_{\alpha}(0,1;H)) \cap H^1(0,T;L^2_{\alpha,0}(0,1;H)).\)

Lastly, we show that \(\tilde{u} \in L^\infty(0,1;L^p(0,T;H)).\) Indeed, we have by Young’s convolution inequality [53, Lemma A.1]
\[
\begin{align*}
\sup_{\theta \in (0,1)} \int_0^T \|\tilde{u}(t,\theta)\|_{L^p_H}^p \, dt &= \sup_{\theta \in (0,1)} \left( |c_0(\theta)| \int_0^T \left( e^{-c_1(\theta)t} + \|\nabla_H \mathcal{E}(u(s))\|_H(t) \right) \, dt \right) \\
&= \sup_{\theta \in (0,1)} \left( \int_0^T |c_0(\theta)| e^{-c_1(\theta)t} \, dt \right)^{p'} \cdot \|\nabla_H \mathcal{E}(u(s))\|_{L^p_H}(0,T) \\
&\leq C(T, u_0) \sup_{\theta \in (0,1)} \left( \int_0^T |c_0(\theta)| e^{-c_1(\theta)t} \, dt \right)^{p'},
\end{align*}
\]
and the integral on the right hand side is bounded owing to
\[
c_0(\theta) \int_0^T e^{-c_1(\theta)t} \, dt = (1 + c_1(\theta)) \frac{1 - e^{-c_1(\theta)T}}{c_1(\theta)} = T \frac{1 - e^{-c_1(\theta)T}}{c_1(\theta)T} + 1 - e^{-c_1(\theta)T} \leq T + 1.
\]

**Remark 4.** Remark that the augmented gradient flow system (3.11) writes
\[
(1 - \theta) \partial_t \tilde{u}(t,\theta) + \theta \tilde{u}(t,\theta) + \nabla_H \mathcal{E}(u(t)) = 0
\]
in \(L^2_{\alpha}(0,1;H).\) That is, for \(\theta \in (0,1), \tilde{u}(t,\theta)\) presents a smooth transition from \(\tilde{u}(t,0) = -\int_0^t \nabla_H \mathcal{E}(u(s)) \, ds\) to \(\tilde{u}(t,1) = -\nabla_H \mathcal{E}(u(t)).\) Thus, the fractional gradient flow solution (3.9) corresponds to a weighted average of the transient solution \(\tilde{u}(t,\theta).\)

**Remark 5.** Note that in case of a steady state \(\partial_t \tilde{u} = 0,\) the equation (3.13) results in \(\nabla_H \mathcal{E}(u) = 0\) when \(\theta = 0\) owing to the regularity specified in Theorem 2, and in \(u = -\theta^{-1} \nabla_H \mathcal{E}(u)\) when \(\theta \neq 0.\) Thus, the modes \(\tilde{u}(t,\theta),\) \(\theta \neq 0,\) vanish at the steady state, and therefore \(\mathcal{H}(\tilde{u})\) also vanishes.

### 3.3. Augmented energy and memory contribution

The solution to the time-fractional gradient flow problem (3.1) can be represented in the form \(u = C\tilde{u}\) as a linear combination of different modes \(\tilde{u}(\cdot,\theta),\) with index \(\theta,\) solutions to the classical gradient flow (3.2). Moreover, we can formally define the augmented total energy
\[
\mathcal{E}^{\text{aug}}(u) = \mathcal{E}(u) + \mathcal{H}(G\{u\}) = \mathcal{E}(C\tilde{u}) + \mathcal{H}(\tilde{u}) = \tilde{\mathcal{E}}(\tilde{u}),
\]
where the history part \(\mathcal{H}(\tilde{u})\) corresponds to the memory contribution. In the following lemma, we show that \(\mathcal{H}(\tilde{u})\) is bounded and that the memory effects vanish when \(\alpha = 1\) (i.e., for the classical gradient flow).

**Corollary 2.** The memory energy contribution \(\mathcal{H}(\tilde{u}(t))\) is bounded for a.a. \(t \in [0,T], \alpha \in (0,1),\) and vanishes when \(\alpha\) goes to 1.
Proof. By definition, it holds for the history part of the energy that
\[
\mathcal{H}(\tilde{u}(t)) = \frac{1}{2}\|\tilde{u}(t)\|_{L^2_{\alpha,1}(0,1;H)^2}^2 = \frac{1}{2}\|\tilde{u}(t)\|_{L^2_{\alpha,1}(0,1;H)}^2 - \frac{1}{2}\|\tilde{u}(t)\|_{L^2_{\alpha,0}(0,1;H)}^2,
\]
for all \( t \geq 0 \). According to Theorem 2, we have \( \tilde{u} \in L^\infty(0,T;L^2_{\alpha}(0,1;H)) \), hence it follows \( \mathcal{H}(\tilde{u}) \in L^\infty(0,T) \). Besides, it directly follows from (3.7) that \( \mathcal{H}(\tilde{u}(t)) = 0 \) for a.e. \( t \in [0,T] \) if \( \alpha = 1 \).

Eventually, as a direct consequence of the equivalence to an integer-order gradient flow, we can prove the dissipation of the augmented energy.

**Corollary 3.** The augmented energy \((3.14)\) is monotonically decreasing in time.

Proof. According to Theorem 2, the time-fractional gradient flow is equivalent to the integer-order gradient flow and thus, \( \frac{d}{dt}\mathcal{E}(\tilde{u}) = -\|\partial_t \tilde{u}\|_{H}^2 \leq 0 \) by the chain rule.

**Example 1** (continued). We return to the example of Example 1 and investigate the representation of the history energy \( \mathcal{H} \) for these specific gradient flows. We have the Allen–Cahn and Cahn–Hilliard equations
\[
\partial_t^\alpha u = -\nabla_H \mathcal{E}(u) = \begin{cases} -\mu, & H = \mathbb{L}^2(\Omega), \\ \Delta \mu, & H = \mathbb{H}^{-1}(\Omega), \end{cases}
\]
where we defined the chemical potential \( \mu = f'(u) - \Delta u \). Then, we can compute \( \tilde{u} \) according to (3.12) and calculate the augmented energy \( \mathcal{E}^\text{aug} \) as given in (3.14). In case of our examples, it yields for \( \tilde{u} \):
\[
\tilde{u}(t,\theta) = c_0(\theta) \int_0^t e^{-c_1(\theta)(t-s)} \begin{bmatrix} -\mu \\ \Delta \mu \end{bmatrix} \, ds,
\]
and for the augmented energy:
\[
\mathcal{E}^\text{aug}(u) = \mathcal{E}(u) + \mathcal{H}(\tilde{u}) = \mathcal{E}(u) + \frac{1}{2} \int_0^1 \|\tilde{u}(t,\theta)\|_{H}^2 w_{\alpha,1}(\theta) \, d\theta
\]
\[
= \mathcal{E}(u) + \frac{1}{2} \int_0^1 \int_\Omega \left\{ \frac{|\tilde{u}(t,\theta,x)|^2}{\|(-\Delta)^{-1}\tilde{u}(t,\theta,x)\|^2} \right\} \, dx \, w_{\alpha,1}(\theta) \, d\theta,
\]
which can be written in terms of the chemical potential \( \mu \) as
\[
\mathcal{E}^\text{aug}(u) = \mathcal{E}(u) + \frac{1}{2} \int_0^1 \int_\Omega c_0(\theta)^2 \left\| \int_0^t e^{-c_1(\theta)(t-s)} \begin{bmatrix} \mu \\ \nabla \mu \end{bmatrix} \, ds \right\|^2 \, dx \, w_{\alpha,1}(\theta) \, d\theta.
\]

4. Numerical algorithm

Numerical methods for approximating the solution of a time-fractional differential equation are a fast developing research field. For a detailed overview of the existing methods, we refer to [60] [63]. Among classical methods related to the quadrature of the fractional integral [63] [70], there is a class of so-called kernel compression methods based on the approximation of the spectrum of the fractional kernel [71] [77]. The general idea of such methods is to approximate the fractional kernel with a sum of exponentials, which leads to a system of local ODEs similar to (3.13). In our numerical experiments, we make use of the scheme proposed in [78], which is based on the rational approximation of the Laplace spectrum of the fractional kernel.

A unified algorithm for the numerical approximation of \( C\tilde{u} \), see (3.9), can be seen as a quadrature rule for the \( w_\alpha \)-weighted integral
\[
u(t) - u_0 = \int_0^1 w_\alpha(\theta) \tilde{u}(\theta) \, d\theta \approx \sum_{k=1}^m w_k \tilde{u}_k(t),
\]
with \( m \in \mathbb{N} \) quadrature nodes \( \theta_k \), the quadrature weights \( w_k \) and the modes \( \tilde{u}_k := \tilde{u}(t, \theta_k) \) defined by the integer-order differential system:

\[
(1 - \theta_k) \partial_t \tilde{u}_k(t) + \theta_k \tilde{u}_k(t) + DE(u(t)) = 0, \quad k = 1, \ldots, m.
\]

These equations can be discretized in time and space with any preferred method. The history energy \( \mathcal{H} \), see (3.5), is then approximated with

\[
\mathcal{H}(\tilde{u}(t)) = \frac{1}{2} \int_0^1 \theta w_\alpha(\theta) \| \tilde{u}(t, \theta) \|^2_H \, d\theta \approx \frac{1}{2} \sum_{k=1}^m w_k \theta_k \| \tilde{u}_k(t) \|^2_H.
\]

However, in order to implement the method from [78] based on rational approximations, we have first to reparameterize the integral of \( \mathcal{C}\tilde{u} \), see (3.9). Using the change of variable \( \lambda := \theta/(1 - \theta) \), it can be rewritten in the form

\[
u(t) - u_0 = \frac{\sin(\pi \alpha)}{\pi} \int_0^1 \theta^{-\alpha}(1 - \theta)^{-\alpha} \tilde{u}(t, \theta) \, d\theta = \frac{\sin(\pi \alpha)}{\pi} \int_0^\infty \frac{\lambda^{-\alpha}}{1 + \lambda} \tilde{u}(t, \theta(\lambda)) \, d\lambda.
\]

Then, we use the following quadrature rule on the integral:

\[
u(t) \approx u_0 + \sum_{k=1}^m \frac{w_k}{1 + \lambda_k} \tilde{u}_k(t) + w_\infty \tilde{u}_\infty(t), \quad (4.1)
\]

where \( \tilde{u}_k := \tilde{u}(t, \theta(\lambda_k)) \), the weights \( w_k \) and the nodes \( \lambda_k \) are given by the residues and the poles, respectively, in the rational approximation of the Laplace spectrum of the fractional kernel \( g_\alpha \), see [78] for the details. In particular, we use the adaptive Antoulas–Anderson (AAA) algorithm [79, Fig. 4.1] to determine the rational approximation

\[
z^{-\alpha} \approx \sum_{k=1}^m \frac{w_k}{z + \lambda_k} + w_\infty, \quad z \in [1/T, 1/h].
\]

Thus, the solution \( \nu \) is approximated by (4.1) with a linear combination of \( m + 1 \) modes \( \tilde{u}_k = \tilde{u}(t, \theta_k) \), associated with the nodes \( \theta_k = \lambda_k/(1 + \lambda_k) \) and defined by the following system:

\[
\frac{1}{1 + \lambda_k} \partial_t \tilde{u}_k(t) + \frac{\lambda_k}{1 + \lambda_k} \tilde{u}_k(t) + DE(u(t)) = 0, \quad k = 1, \ldots, m,
\]

\[
\tilde{u}_\infty(t) + DE(u(t)) = 0.
\]

Accordingly, the history energy integral is reparametrized and approximated using the same quadrature rule:

\[
\mathcal{H}(\tilde{u}(t)) = \frac{1}{2} \frac{\sin(\pi \alpha)}{\pi} \int_0^\infty \frac{\lambda^{1-\alpha}}{(1 + \lambda)^2} \| \tilde{u}(t, \theta(\lambda)) \|^2_H \, d\lambda
\]

\[
\approx \frac{1}{2} \sum_{k=1}^m \frac{w_k \lambda_k}{(1 + \lambda_k)^2} \| \tilde{u}_k(t) \|^2_H + \frac{1}{2} w_\infty \| \tilde{u}_\infty(t) \|^2_H.
\]

5. Numerical example

In this section, we investigate the effect of the history part of the energy on the evolution of the Ginzburg–Landau energy which we have already seen in Example 1. It is given by the formula

\[
\mathcal{E}(u) = \int_\Omega \Psi(u) + \frac{\varepsilon^2}{2} |\nabla u|^2 \, dx.
\]

We take the underlying Hilbert space \( H = \dot{H}^{-1}(\Omega) \) which yields the Cahn–Hilliard equation. The numerical results of this section have been obtained by implementing the procedure of the previous section in FEniCS [80]. Moreover, for the discretization in time and space, we follow the convex-concave splitting scheme proposed in [78 Section 6.2] for the time-fractional Cahn-Hilliard equation, using standard mixed \( Q1 - Q1 \) finite elements.
5.1. Simulation setup

We apply the time-fractional Cahn–Hilliard equation to a phase separation process such as in the case of binary alloys. We assume zero source, homogeneous Neumann boundary, and we take a randomly distributed initial condition $u_0$ in the interval $[-10^{-3}, 10^{-3}]$. In order to ensure the phase-separation process, it is recommended [81] to scale the prefactor of $\Psi$ with the interfacial width $\varepsilon$. In particular, we introduce $\tilde{\varepsilon}, \beta > 0$, define $\varepsilon^2 = \tilde{\varepsilon}^2\beta$, and choose the prefactor of $\Psi$ as $\beta/\tilde{\varepsilon}$. In the simulations, we select $\tilde{\varepsilon} = 0.05$, $\beta = 0.1$, $M = 1$. Consequently, the scaled Landau potential $\Psi(u) = \frac{1}{2}(1 - u^2)^2$ and the interface width $\varepsilon^2 = 0.005$ is considered.

For the simulation setup, we choose a domain $\Omega = (0,1)^2$ with the mesh size $\Delta x = 2^{-7}$ to ensure that the interface can be resolved and the condition $0.0078 \approx \Delta x < \varepsilon = 0.05$ holds, see [81]. Concerning the time step size, we want to satisfy the condition for energy stability in case of the implicit scheme in the integer-order setting, see [82]. The condition writes $\Delta t < 4\varepsilon^2/(MC_\Psi^2)$, where $C_\Psi$ is the prefactor of the potential. We employ the convex-concave splitting scheme which is unconditionally stable in the integer-order setting $\alpha = 1$, see [83]. Nonetheless, the condition for the implicit scheme is a good indicator for the solution to behave well; we refer to the discussion in [84] and the included numerical simulations which show incorrect solution behavior for larger time steps regardless of the unconditional stability. In our case, it suggests $\Delta t < 0.01$ and we choose $\Delta t = 0.005$ over the time interval $[0, 5]$.

5.2. Simulation result

We plot the evolution of the Ginzburg–Landau energy $E$ in Figure 3a for six values of the fractional exponent; namely $\alpha \in \{0.1, 0.3, 0.5, 0.7, 0.9, 1.0\}$. Firstly, we observe that the energy decays monotonically for each $\alpha$. We want to point out once more that it is not known whether the energy of a time-fractional gradient flow is dissipating, see the discussions in [24–27]. Consequently, no counter example of an increasing energy is known. Nonetheless, we investigate the behavior of the history energy and the influence on the augmented energy which is naturally decaying.

We observe in Figure 3a that smaller $\alpha$ admit an earlier energy drop of larger magnitude at the initial time than large values of $\alpha$. E.g., for $\alpha = 0.1$ the energy drops from $E = 0.5$ to $E \approx 0.16$ at $t \approx 0.16$, whereas for $\alpha = 0.9$ it goes from $E = 0.5$ to $E \approx 0.3$ at $t \approx 0.24$. This corresponds to the instantaneous process of time-fractional PDEs, see also the numerical studies in [71]. Furthermore, we observe that the energy reaches its asymptotic regime at $E \approx 0.12$ at different times for each $\alpha$, e.g., for $\alpha = 0.1$ at $t \approx 1.25$ versus $t \approx 2.4$ for $\alpha = 0.7$. 

![Figure 3](image_url)

Figure 3: (a) Energy $E$. (b) Energy $E$ (dashed) and augmented energy $E_{aug}$ for $\alpha \in \{0.1, 0.3, 0.5, 0.7, 0.9, 1.0\}$. Right: Comparison of the augmented energy $E_{aug}$ and original energy $E$ (dashed) for $\alpha \in \{0.1, 0.5, 0.9\}$. 

...
In Figure 3b, we plot the difference between the energy of the time-fractional gradient flow and the energy of the augmented system. We observe that the augmented energy deviates from the original energy from the first energy drop on, e.g., for $\alpha = 0.1$ the energy drop is not as large for the augmented energy (from $E = E^{\text{aug}} = 0.5$ to $E^{\text{aug}} \approx 0.18$) as for the original one (to $E \approx 0.16$). Consequently, it takes a longer time for the augmented energy to reach such an equilibrium-like state as the original energy. We interpret the plot as the augmented energy cushions the hard kink of the original energy and softens the curve shape. Rephrasing, one could say that the augmented energy avoids the places where the original energy is almost constant and runs the risk of being non-dissipative.

We plot the history energy for $\alpha \in \{0.1, 0.5, 0.9, 1.0\}$ in Figure 4a. In the case of an integer-order gradient flow, $\alpha = 1$, we observe the expected scenario – the history energy is zero (see Corollary 2). That is, no memory effects are present, and thus the augmented and the standard energies are the same. For the other values of $\alpha$, we observe several local maxima at the places where the energy admitted the kinks. E.g., for $\alpha = 0.1$ we had kinks in the energy in Figure 3b at $t \approx 0.16$ and $t \approx 1.25$, whereas the history energy for $\alpha = 0.1$ admits its local maxima at these points. We also observe that smaller values of $\alpha$ lead to a larger history contribution.

In the asymptotic regime, as soon as the energy approaches its equilibrium state, the history part monotonically decays to zero (see also Remark 5). In order to estimate the asymptotic slope of the history energy, we plot it for $\alpha \in \{0.1, 0.3, 0.5\}$ on the time interval $[3, 5]$ on a logarithmic scale in Figure 4b, comparing to the slopes of $t^{-\beta}$ with $\beta \in \{0.11, 0.36, 0.65\}$ for each $\alpha$ respectively. We observe a good fitting in the asymptotic regime of the history energy with a parameter $\beta$ which is close to the fractional exponent $\alpha$. Moreover, we observe numerically that the history part can be asymptotically bounded by $C(\alpha)t^{-\alpha}$ with $C(\alpha)$ tending to zero for $\alpha \to 1$.

---

**Acknowledgments**

The authors gratefully acknowledge the support of the German Science Foundation (DFG) for funding part of this work through grant WO 671/11-1 and the European Union’s Horizon 2020 research and innovation program under grant agreement No 800898.
References

[1] P. J. Torvik, R. L. Bagley, On the appearance of the fractional derivative in the behavior of real materials, Journal of Applied Mechanics 51 (2) (1984) 294–298.
[2] F. Mainardi, Fractional Calculus and Waves in Linear Viscoelasticity: An Introduction to Mathematical Models, World Scientific, 2010.
[3] K. Dietl, A. D. Freed, On the solution of nonlinear fractional-order differential equations used in the modeling of viscoelasticity, in: F. Keil, et al. (Eds.), Scientific Computing in Chemical Engineering II, Springer Science & Business Media, 1999, pp. 217–224.
[4] E. Cuesta, Some advances on image processing by means of fractional calculus, in: J. Machado, et al. (Eds.), Nonlinear Science and Complexity, Springer Science & Business Media, 2011, pp. 265–271.
[5] R. Marks, M. Hall, Different integral interpolation from a bandlimited signal’s samples, IEEE Transactions on Acoustics, Speech, and Signal Processing 29 (4) (1981) 872–877.
[6] W. O. Olmstead, R. Handelsman, Diffusion in a semi-infinite region with nonlinear surface dissipation, SIAM Review 18 (2) (1976) 275–291.
[7] I. Podlubny, L. Dorcak, J. Misanek, Application of fractional-order derivatives to calculation of heat load intensity change in blast furnace walls, Trans. Tech. Univ. Kosice 5 (1995) 137–144.
[8] D. A. Benson, S. W. Wheatcraft, M. M. Meerschaert, Application of a fractional advection-dispersion equation, Water Resources Research 36 (6) (2000) 1403–1412.
[9] J. Audouin, V. Giovangigli, J.-M. Roquejoffre, A threshold phenomenon in the propagation of a point source initiated flame, Physica D: Nonlinear Phenomena 121 (3-4) (1998) 295–316.
[10] R. L. Magin, Fractional Calculus in Bioengineering, Begell House Redding, 2006.
[11] L. Gaul, P. Klein, S. Kemple, Damping description involving fractional operators, Mechanical Systems and Signal Processing 5 (2) (1991) 81–88.
[12] W. M. Ahmad, R. El-Khazali, Fractional-order dynamical models of love, Chaos, Solitons & Fractals 33 (4) (2007) 1367–1375.
[13] L. Song, S. Xu, J. Yang, Dynamical models of happiness with fractional order, Communications in Nonlinear Science and Numerical Simulation 15 (3) (2010) 616–628.
[14] L. Ambrosio, N. Gigli, G. Savaré, Gradient Flows: In Metric Spaces and in the Space of Probability Measures, Springer Science & Business Media, 2008.
[15] F. Otto, The geometry of dissipative evolution equations: The porous medium equation, Communications in Partial Differential Equations 26 (1-2) (2001) 101–174.
[16] A. Miranville, The Cahn–Hilliard Equation: Recent Advances and Applications, SIAM, 2019.
[17] S. M. Allen, J. W. Cahn, Ground state structures in ordered binary alloys with second neighbor interactions, Acta Metallurgica 20 (3) (1972) 423–433.
[18] R. Jordan, D. Kinderlehrer, F. Otto, The variational formulation of the Fokker–Planck equation, SIAM Journal on Mathematical Analysis 29 (1) (1998) 1–17.
[19] A. Blanchet, A gradient flow approach to the Keller–Segel systems, RIMS Kokyuroku’s Lecture Notes 1837 (2013) 52–73.
[20] Q. Du, J. Yang, Z. Zhou, Time-fractional Allen–Cahn equations: Analysis and numerical methods, Journal of Scientific Computing 85 (2) (2019) 1–30.
[21] M. Fritz, M. L. Rajendran, B. Wohlmuth, Time-fractional Cahn–Hilliard equation: Well-posedness, regularity, degeneracy, and numerical solutions, Preprint arXiv:2104.03096.
[22] S. Kumar, A. Kumar, I. K. Argyros, A new analysis for the Keller–Segel model of fractional order, Numerical Algorithms 75 (1) (2017) 213–228.
[23] M. H. Duong, B. Jin, Wasserstein gradient flow formulation of the time-fractional Fokker–Planck equation, Communications in Mathematical Sciences 18 (2020) 1949–1975.
[24] J. Zhang, J. Zhao, J. Wang, A non-uniform time-stepping convex splitting scheme for the time-fractional Cahn–Hilliard equation, Computers & Mathematics with Applications 80 (5) (2020) 837–850.
[25] H. Liu, A. Cheng, H. Wang, A fast Galerkin finite element method for a space–time fractional Allen–Cahn equation, Journal of Computational and Applied Mathematics 368 (2020) 112482.
[26] H.-I. Liao, T. Tang, T. Zhou, A second-order and nonuniform time-stepping maximum-principle preserving scheme for time-fractional Allen–Cahn equations, Journal of Computational Physics (2020) 109473.
[27] L. Chen, J. Zhang, J. Zhao, W. Cao, H. Wang, J. Zhang, An accurate and efficient algorithm for the time-fractional molecular beam epitaxy model with slope selection, Computer Physics Communications 245 (2019) 106842.
[28] C. Quan, T. Tang, J. Yang, How to define dissipation-preserving energy for time-fractional phase-field equations, Preprint arXiv:2007.14855.
[29] C. Quan, T. Tang, J. Yang, Numerical energy dissipation for time-fractional phase-field equations, Preprint arXiv:2009.06178.
[30] C. Quan, T. Tang, J. Yang, Numerical energy dissipation for time-fractional phase-field equations, Preprint arXiv:2009.06178.
[31] M. Ran, X. Zhou, An implicit difference scheme for the time-fractional Cahn–Hilliard equations, Mathematics and Computers in Simulation 180 (2021) 61–71.
[32] H. Zhang, X. Jiang, A high-efficiency second-order numerical scheme for time-fractional phase field models by using extended SAV method, Nonlinear Dynamics 102 (1) (2020) 589–603.

[33] H. Liang, C. Zhang, R. Du, Y. Wei, Lattice Boltzmann method for fractional Cahn–Hilliard equation, Communications in Nonlinear Science and Numerical Simulation 91 (2020) 105443.

[34] B. Ji, H.-l. Liao, L. Zhang, Simple maximum principle preserving time-stepping methods for time-fractional Allen–Cahn equation, Advances in Computational Mathematics 46 (2020) 1–24.

[35] B. Ji, H.-l. Liao, Y. Gong, L. Zhang, Adaptive linear second-order energy stable schemes for time-fractional Allen–Cahn equation with volume constraint, Communications in Nonlinear Science and Numerical Simulation (2020) 105366.

[36] L. Caffarelli, L. Silvestre, An extension problem related to the fractional Laplacian, Communications in Partial Differential Equations 32 (8) (2007) 1245–1260.

[37] S. A. Molchanov, E. Ostrovskii, Symmetric stable processes as traces of degenerate diffusion processes, Theory of Probability & Its Applications 14 (1) (1969) 128–131.

[38] J. Diestel, J. Uhl, Vector Measures, American Mathematical Society, 1977.

[39] K. Diethelm, The Analysis of Fractional Differential Equations: An Application-Oriented Exposition using Differential Operators of Caputo Type, Springer Science & Business Media, 2010.

[40] A. A. Kilbas, H. M. Srivastava, J. J. Trujillo, Theory and Applications of Fractional Differential Equations, Elsevier, 2006.

[41] J. L. Lions, Quelques M´ethodes de R´esolution des Problemes aux Limites Non Lin´eaires, Dunod, 1969.

[42] L. C. Evans, Partial Differential Equations, American Mathematical Society, 2010.

[43] B. Ginzburg, A. Katchalsky, The frictional coefficients of the flows of non-electrolytes through artificial membranes, The Journal of General Physiology 47 (2) (1963) 403–418.

[44] H. Brezis, Functional Analysis, Sobolev Spaces and Partial Differential Equations, Springer Science & Business Media, 2010.

[45] L. Banjai, J. M. Melenk, R. H. Nochetto, E. Otarola, A. J. Salgado, C. Schwab, Tensor FEM for spectral fractional diffusion, Foundations of Computational Mathematics 19 (4) (2019) 901–962.

[46] M. Abramowitz, I. A. Stegun, Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables, Dover, 1964.
equations, Nonlinear Dynamics 29 (1-4) (2002) 3–22.

[68] K. Diethelm, N. J. Ford, A. D. Freed, Detailed error analysis for a fractional Adams method, Numerical algorithms 36 (1) (2004) 31–52.

[69] M. Zayernouri, A. Matzavinos, Fractional Adams–Bashforth/Moulton methods: An application to the fractional Keller–Segel chemotaxis system, Journal of Computational Physics 317 (2016) 1–14.

[70] Y. Zhou, J. L. Suzuki, C. Zhang, M. Zayernouri, Fast IMEX time integration of nonlinear stiff fractional differential equations, Preprint arXiv:1909.04132.

[71] J.-R. Li, A Fast Time Stepping Method for Evaluating Fractional Integrals, SIAM Journal on Scientific Computing 31 (6) (2010) 4696–4714.

[72] W. McLean, I. H. Sloan, V. Thomée, Time discretization via Laplace transformation of an integro-differential equation of parabolic type, Numerische Mathematik 102 (3) (2006) 497–522.

[73] S. Jiang, J. Zhang, Q. Zhang, Z. Zhang, Fast evaluation of the Caputo fractional derivative and its applications to fractional diffusion equations, Communications in Computational Physics 21 (3) (2017) 650–678.

[74] F. Zeng, I. Turner, K. Burrage, A stable fast time-stepping method for fractional integral and derivative operators, Journal of Scientific Computing 77 (1) (2018) 283–307.

[75] D. Baffet, A Gauss–Jacobi kernel compression scheme for fractional differential equations, Journal of Scientific Computing 79 (1) (2019) 227–248.

[76] D. Baffet, J. S. Hesthaven, A kernel compression scheme for fractional differential equations, SIAM Journal on Numerical Analysis 55 (2) (2017) 496–520.

[77] L. Banjai, M. López-Fernández, Efficient high order algorithms for fractional integrals and fractional differential equations, Numerische Mathematik 141 (2) (2019) 289–317.

[78] U. Kristensen, B. Wohlmuth, Solving time-fractional differential equation via rational approximation, Preprint arXiv:2102.05139.

[79] Y. Nakatsukasa, O. Sète, L. N. Trefethen, The AAA algorithm for rational approximation, SIAM Journal on Scientific Computing 40 (3) (2018) A1494–A1522.

[80] M. Alnæs, J. Blechta, J. Hake, A. Johansson, B. Kehlet, A. Logg, C. Richardson, J. Ring, M. E. Rognes, G. N. Wells, The FEniCS project version 1.5, Archive of Numerical Software 3.

[81] K. Deckelnick, G. Dziuk, C. M. Elliott, Computation of geometric partial differential equations and mean curvature flow, Acta numerica 14 (2005) 139.

[82] J. W. Barrett, J. F. Blowey, H. Garcke, Finite element approximation of the Cahn–Hilliard equation with degenerate mobility, SIAM Journal on Numerical Analysis 37 (1) (1999) 286–318.

[83] C. M. Elliott, A. Stuart, The global dynamics of discrete semilinear parabolic equations, SIAM Journal on Numerical Analysis 30 (6) (1993) 1622–1663.

[84] X. Wu, G. Van Zwieten, K. Van der Zee, Stabilized second-order convex splitting schemes for Cahn–Hilliard models with application to diffuse-interface tumor-growth models, International Journal for Numerical Methods in Biomedical Engineering 30 (2) (2014) 180–203.