Deconvolution of the High Energy Particle Physics Data with Machine Learning
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A method for correcting smearing effects using machine learning technique is presented. Compared to the standard deconvolution approaches in high energy particle physics, the method can use more than one reconstructed variable to predict the value of unsmeread quantity on an event-by-event basis. In this particular study, deconvolution is interpreted as a classification problem, and neural networks (NN) are trained to deconvolute the Z boson invariant mass spectrum generated with MadGraph and Pythia8 Monte Carlo event generators in order to prove the principle. Results obtained from the machine learning method is presented and compared with the results obtained with traditional methods.

I. INTRODUCTION

In high energy particle physics (HEP), any measured spectrum (detector level) is a convoluted form of the true distribution (particle level) due to the several effects like trigger and event selection efficiencies, acceptance and finite resolution of the detectors. Actual value of the observable is measured as a different value with a probability associated to these smearing effects (see Figure 1). Measured spectrum can be related to the true spectrum by the following integral transformation,

$$N(y^m) = \int_0^\infty n(y^t) R(y^m, y^t) dy^t. \quad (1)$$

Where $N(y^m)$ is the number of events with $y^m$, $n(y^t)$ is the number of events occurring with $y^t$ and $R(y^m, y^t)$ is the probability of measuring an event as $y^m$ which is actually occurring with $y^t$. Finding a proper deconvolution (also called unfolding) for the resolution and efficiency effects to extract the underlying distribution is necessary, i.e. if one has to make a comparison between the spectra of same observable measured with different detectors or combine the spectra, again measured with different detectors. A common formulation of the problem is describing a linear transformation between the true and measured spectra since they can be represented discretely as vectors. This definition of the problem requires the inversion of the matrix that transforms true spectrum to measured spectrum,

$$A\vec{y}_{true} = \vec{y}_{measured}, \quad (2)$$

$$\vec{y}_{true} = A^{-1}\vec{y}_{measured}. \quad (3)$$

Simple inversion methods may lead to significant negative correlations among the bins of the deconvoluted distribution, hence may not give robust results. Several matrix regularization methods have been developed and used to overcome this problem. Also, iterative methods applying successive convolutions to obtain zeroth convolution by extrapolation have been suggested. An extensive comparison of the existing methods can be found in Ref. [1].

In this letter, deconvolution is defined as a multi-class categorization problem where the categories represent the correct bin that a measured value should actually be placed. A recent work shows that such ML approach to deconvolution problem can give promising results even with the predictions relying on single input Ref. [2]. Modern machine learning (ML) methods are highly advanced in categorization problems. There are two main types of categorization problems: multi-class categorization and multi-label categorization. In multi-class categorization, each data point can be assigned with one class where there can exist at least two different classes. For example, particle collision data can be categorized as a “background event” or a “signal event” depending on the
kind of interested physics process defined as the signal. On the other hand, multi-label categorization allows multiple assignments of the labels. A number of ML methods has been developed to solve categorization problems such as linear discriminators, nearest neighborhood relations, decision trees, neural networks etc. Among these methods, neural networks has a vast potential for solving even the most complex problems in exchange of computational resources. Developments in the CPU technology enhanced the interest in neural networks, and a significant progress has been achieved in the recent decade.

II. METHODOLOGY

A. Sample Simulation and Z Mass Reconstruction

In order to test the proposed ML deconvolution techniques with a realistic scenario, a sample containing 500k $pp \rightarrow Z$ events at 13 TeV is produced by using MadGraph5 [3] event generator where Z boson subsequently decaying into opposite charge lepton pairs ($\ell^{+}\ell^{-}$ or $\mu^{+}\mu^{-}$). The PYTHIA8 [4] event generator is employed to perform parton showering and hadronization. As a final stage, Delphes [5] fast detector simulation is used to get detector-like physics outputs, i.e. tracks, electrons, jets, missing transverse energy (MET). In order to reconstruct the Z boson, invariant masses of all possible pairs of oppositely charged, same flavor isolated leptons are calculated. The pair that gives the least absolute difference with the Z boson mass value taken from the Particle Data Group (PDG) [6] is accepted as the Z candidate mass ($m_{Z}^{\text{pdg}}$) if it lies within $\pm 25\%$ vicinity of the $m_{Z}^{\text{gen}}$. Each lepton is required to be isolated where the isolation criterion is the scalar sum of the transverse momenta of the particle tracks (apart from the lepton itself) in a cone around its direction should be less than 10% of the lepton $p^{T}$. For ~225k events satisfying the reconstruction criteria, the true value of the Z boson mass ($m_{Z}^{\text{gen}}$) is calculated by using the generator level information stored in the Delphes output. Two histograms with 20, 40 and 60 uniform bins between 65 GeV and 115 GeV are filled with the values of $m_{Z}^{\text{gen}}$ and $m_{Z}^{\text{reco}}$, see Figure 2. It can be clearly seen that the resolution effects are highly pronounced on the reconstructed spectrum.

\[ p^{T} \text{ and isolation variable of the daughter leptons. After standardized by removing the mean and scaling to unit variance, the data are split into training and test subsets with 9:1 ratio. Two different sequentially layered neural networks are trained by using the input data described above, and the performance is compared with the result obtained with TUnfold tool [8]. Table I shows the structure of the trained network. }

In this multi-class categorization approach, the bin numbers of the generated mass values are given as the target categories where there are as many target categories as the number of bins. The training converges to give a model that predicts the correct bin. Hence, the model gives a multi-dimensional vector with associated probabilities for each event. Instead of filling the histogram by taking the predicted bin number with the highest probability, all possible bins are filled with weights according to the predicted probabilities. More explicitly, the number of events in the $j^{th}$ bin has been calculated in terms of the prediction probabilities as follows:

\[ N_{j} = \sum_{k=1}^{n_{\text{events}}} \sum_{i=1}^{n_{\text{bins}}} p_{kj}^{i} \delta_{ij} \]  

where $p_{kj}^{i}$ is the predicted probability of falling within the $i^{th}$ bin for the $k^{th}$ event. Basically, Equation. 4 is a discrete event-by-event basis convolution of the reconstructed data with the ML predictions such that it gives a close approximation to the generated distribution. A reduced version of the problem by calculating the migration distance of each reconstructed mass value in units of bin widths is also studied. Such reduction showed that 95% of the bin migrations are within ±1 bin. However,
this kind of reduction of the migration range depends on the number of bins to be used. The migration range should be extended with the increasing number of bins. Similarly, the sum of probabilities is used for histogram reconstruction, however the bins filled are determined by adding each migration vector in turn to the bin number occupied by the reconstructed mass value for the event.

| Layer Number | Layer Type | Layer Specific Details |
|--------------|------------|------------------------|
| 0            | Input      | Input Dimension: Number of kept features, Output Dimension: 100, Activation: Linear |
| 1            | Dense      | Output Dimension: αN, N = number of bins, Activation: ReLU |
| 2            | Output     | Output Dimension: Number of bins, Activation: Softmax |

TABLE I: Summary of the model used to perform bin classification. For 20 bins training , α = 8 and p = 2 are used as in Ref. [2]. For 40 and 60 bins trainings , α = 1 and p = 1 are used to decrease training time.

| Layer Number | Layer Type       | Layer Specific Details |
|--------------|------------------|------------------------|
| 0            | Input            | Input Dimension: Number of kept features, Output Dimension: 100, Kernel Initializer: Glorot normal, Activation: Linear |
| 1            | Dense            | Output Dimension: 600, Activation: ReLU |
| 2            | Batch Normalization |                          |
| 4            | Dense            | Output Dimension: 750, Activation: Tanh |
| 6            | Dropout          | Ratio: 0.1, Seed: 46 |
| 8            | Batch Normalization |                          |
| 9            | Output           | Output Dimension: Number of classes, Activation: Softmax |

TABLE II: Summary of the model used to perform migration vector classification.

III. RESULTS AND DISCUSSION

Although ML training takes much more time compared to the TTUnfold or any other standard deconvolution method, modern ML tools makes this time reasonable even for personal computers. For example, the training of one epoch of the categorization training takes ~5 seconds with 2.2 GHz Intel Core i7 processor using with Keras using the Tensorflow [9] backend with GPU acceleration.

Model training is performed on ~180k of simulated events with a batch normalization [10] over every 1024 events for 200 epochs. Categorical cross-entropy [11] with the Adam optimizer [12] which employs an adaptive learning rate is used as the loss function. Mathematically, categorical cross-entropy is given as the following equation:

$$- \sum_{c=1}^{N} y_{i,c} \log(p_{i,c})$$  (5)

where \(N\) is the total number of classes, \(y_{i,c}\) is a binary indicator (0 or 1) that indicates whether \(c\) is the correct class. For reducing the risk of overfitting, an early stopping callback is implemented that terminates the training if the improvement stays within a range for a given number of epochs. Figure 3 shows the resulting deconvoluted histograms for two different interpretation of the bin classification problem. Although there is no perfect performance metric for the multi-class categorization models, area under the curve (AUC) values give the separation power of the model for each class. Figure 4 shows the AUC scores calculated with one-versus-all approach for 20, 40 and 60 bins. In all these different binning cases they cover 65–115 GeV/c^2 range.

Nevertheless, the most important measure of the model performance for this study is the agreement between generated and deconvoluted spectra. It can be seen from Figure 5 that the deconvoluted histogram is in very good agreement with the generated one. The ratio plot on the bottom panel of the figure shows that their bin entries differ below 10%. Furthermore, \(\chi^2/ndof\), Anderson-Darling [13] and Kolmogorov-Smirnov tests are applied to quantify the agreement. Also, to check the robustness of the
methods, a 10-fold cross-validation is performed for 20, 40, 60, 80 and 100 bins. The results of the corresponding $\chi^2/\text{ndof}$, Anderson-Darling and Kolmogorov-Smirnov tests are summarized in Table III. It is found that the accuracy is not a good predictor of whether the final deconvoluted histogram agrees with the generated histogram or not. For example, models for direct bin classification with 20 bins reaches up to $\sim 55\%$ accuracy both in training and test samples whereas the resulting deconvoluted histogram ends up with a Kolmogorov–Smirnov Test score $\sim 1$, an Anderson–Darling Test score $\sim 1$ and a $\chi^2/\text{ndof}$ value less than unity. Another hyper-parameter that might affect the performance is the batch size used in the training. It is known that using smaller batch sizes has a regularizing effect and it offers a better generalization. The same network is trained for different batch sizes for 20, 40 and 60 bins. Figure 5 shows that using different batch sizes has no considerable effect on the deconvolution performance. Although the test accuracy is almost identical to the model’s accuracy trained with the categorical cross entropy loss function, it gives unacceptable $\chi^2/\text{ndof}$, Anderson-Darling and Kolmogorov-Smirnov test scores.

In the case of migration classification, the migration range on the training data is set by removing events migrated from outside the specified range. Decreasing the total number of classes the model has to learn could result in a higher overall accuracy since the model can learn about each class better. However, the model performance must be tested on a sample which is uncut. The test sample which has had events removed for this reason will be referred as the “cut data” and the data in which some of these events have been added back will be referred as “uncut data”. Table V illustrates the effect of setting a migration range on the performance of the method. The second column states the percentage of events that migrating from outside the specified range. Decreasing the total number of classes the model has to learn could result in a higher overall accuracy since the model can learn about each class better. However, the model performance must be tested on a sample which is uncut. The test sample which has had events removed for this reason will be referred as the “cut data” and the data in which some of these events have been added back will be referred as “uncut data”. Table V illustrates the effect of setting a migration range on the performance of the method. The second column states the percentage of events that migrated by at most $n$ bins, where $n$ is given in the first column.

![Figure 4: AUC scores for all 20, 40 and 60 classes (bins) with one-versus-all approach.](image)

![Figure 5: ML migration categorization result for the test split.](image)

| Method    | Kolmogorov-Smirnov Test Scores | 20 Bins | 40 Bins | 60 Bins | 80 Bins | 100 Bins |
|-----------|--------------------------------|--------|--------|--------|--------|---------|
| ML        | $\chi^2/\text{ndof}$ Values    | 0.956  | 0.902  | 0.958  | 0.956  | 0.956   |
| TUnfold   |                                | 0.008  | 0.009  | 0.006  | 0.008  | 0.008   |
| Method    | Anderson Darling Test Scores   | 0.001  | 0.002  | 0.001  | 0.001  | 0.001   |
| TUnfold   |                                | 0.000  | 0.000  | 0.000  | 0.000  | 0.000   |

**TABLE III:** Kolmogorov-Smirnov, $\chi^2/\text{ndof}$ and Anderson-Darling scores from 10-fold cross-validation.
umn. Despite the model performs well on the cut sample (Table V bottom plot), it gives unacceptable evaluation scores for the uncut one. If the migration range is set in a way that no data remains outside, then the model ends up with successful scores. However, this often results in having more classes than the direct bin classification approach. Also, the network to be used is usually deeper than that is to be used for the bin classification, and takes longer training time. Furthermore, there is no guarantee that the result will be better or even as good as one obtained from bin classification. Therefore, this method, in its current state, offers no advantage over bin classification.

In order to see the effect of the underlying shape, another sample is produced by randomly generating 1M values, \( x \), in the range \([1500,3000]\) following the shape \(a(1-x)^b/x^c\), where \(a,b,c > 0\) are inspired by [14]. To obtain the “measured” values, generated \( x \) values are smeared using a gaussian distribution with relative standard deviations equal to 0.03\( x \) and 0.10\( x \) separately. Then the network described in Table I is again trained for deconvolution. The “generated”, “reconstructed” and the “deconvoluted (ML)” spectra are shown in Figure 7. \( \chi^2/\text{ndof} \), Anderson-Darling and Kolmogorov-Smirnov test scores are given in Table IV.

![Graph showing fractional statistical uncertainties of reconstructed and deconvoluted spectra for 20, 40 and 60 bins.](image1)

![Graph showing ML results for a steeply falling toy distribution.](image2)

The advantage of this event-by-event deconvolution method is that the final spectrum is immune to the bin-to-bin correlations, a common problem of the matrix inversion based deconvolution techniques. Hence, the statistical uncertainties of the deconvoluted spectrum are calculated as the square root of the bin content. Figure 6 shows the fractional statistical uncertainties of both reconstructed and deconvoluted spectra in each bin for 20, 40 and 60 bins deconvolutions. It can be deduced from the figure that statistical uncertainties on the deconvoluted spectrum is systematically higher than the reconstructed one, especially on the left hand side of the spectrum.

In conclusion, it is shown that bin to bin classification with an alternate interpretation of the predictions is a powerful method for histogram deconvolution that works for a range of total bin numbers and two different distribution shapes.

| Method | KS Test | \( \chi^2/\text{DOF} \) | AD Test |
|--------|---------|----------------|---------|
|        | \( \sigma = 0.03 \) | \( \sigma = 0.10 \) | \( \sigma = 0.03 \) | \( \sigma = 0.10 \) |
| ML     | 0.981   | 1.00           | 0.491   | 0.824   | 0.991   | 0.985   |

**TABLE IV:** Test scores obtained by applying bin classification to a steeply falling toy distribution (60 bins)

Migrations % of Data | Uncut KS | Uncut \( \chi^2/\text{ndof} \) | Uncut KS | Uncut \( \chi^2/\text{ndof} \)
|---------------------|----------|----------------------------|----------|----------------|
| +1                  | 91.5     | 0.992                      | 0.775    | 0.69            | 20.0            |
| ±2                  | 97.8     | 0.673                      | 1.03     | 0.60            | 8.30            |
| ±3                  | 98.8     | 1.00                       | 0.558    | 0.00            | 5.49            |
| ±4                  | 99.1     | 0.391                      | 1.99     | 0.00            | 6.23            |
| ±5                  | 99.4     | 0.988                      | 0.686    | 0.0986         | 3.40            |
| ±0.5                | 100      | 0.914                      | 1.25     | 0.914          | 1.25            |

**TABLE V:** Performance comparison (on a 20 bin histogram) between reconstructing cut data and uncut data.
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