ADAPTIVE PROMPTNET FOR AUXILIARY GLIOMA DIAGNOSIS WITHOUT CONTRAST-ENHANCED MRI
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ABSTRACT

Multi-contrast magnetic resonance imaging (MRI)-based automatic auxiliary glioma diagnosis plays an important role in the clinic. Contrast-enhanced MRI sequences (e.g., contrast-enhanced T1-weighted imaging) were utilized in most of the existing relevant studies, in which remarkable diagnosis results have been reported. Nevertheless, acquiring contrast-enhanced MRI data is sometimes not feasible due to the patient’s physiological limitations. Furthermore, it is more time-consuming and costly to collect contrast-enhanced MRI data in the clinic. In this paper, we propose an adaptive PromptNet to address these issues. Specifically, a PromptNet for glioma grading utilizing only non-enhanced MRI data has been constructed. PromptNet receives constraints from features of contrast-enhanced MR data during training through a designed prompt loss. To further boost the performance, an adaptive strategy is designed to dynamically weight the prompt loss in a sample-based manner. As a result, PromptNet is capable of dealing with more difficult samples. The effectiveness of our method is evaluated on a widely-used BraTS2020 dataset, and competitive glioma grading performance on NE-MRI data is achieved.

Index Terms—Adaptive strategy, Glioma Grading, MRI

1. INTRODUCTION

Magnetic resonance imaging (MRI), including non-enhanced MRI and contrast-enhanced MRI, is a powerful imaging method that contributes significantly to auxiliary glioma diagnosis in the clinic [1]. Visually inspecting the acquired MR images and distinguishing the grades of gliomas are time-consuming, which can only be performed by experienced physicians. Furthermore, with the widening employment of MRI, it becomes increasingly infeasible to manually analyze the rapidly accumulated volume of MRI data. Therefore, there is an urgent need to develop automatic MRI-based auxiliary diagnosis algorithms to assist physicians in performing accurate and timely glioma grading preoperatively.

In the past decade, deep learning, especially convolutional neural networks (CNNs), has revolutionized the medical imaging field [2, 3, 4]. Existing studies have validated the capability of deep learning to conduct accurate glioma auxiliary diagnosis when contrast-enhanced MRI (CE-MRI) data are provided [5, 6, 7]. Nevertheless, it is more difficult to acquire CE-MRI data than NE-MRI data. Some patients may feel uncomfortable or even be allergic to the contrast agents. There are reports indicating that the most frequently utilized contrast agents of MRI, gadolinium-based contrast agents, may be linked to the occurrence of diseases, such as nephrogenic systemic fibrosis [8]. Besides, the process of acquiring CE-MRI data is relatively longer, and the cost is also higher. To this end, some studies have developed algorithms to achieve MRI synthesis [9] and lesion segmentation [10] without CE-MRI data. However, to the best of our knowledge, MRI-based automatic auxiliary glioma diagnosis while CE-MRI data are missing is rarely reported.

In this paper, we proposed an adaptive PromptNet for glioma grading, which requires only NE-MRI data for testing. The training of PromptNet is accomplished in two stages. In the first stage, a template model is trained on enhanced MRI data to extract enhanced features. In the second stage, our proposed PromptNet on non-enhanced MRI (NE-MRI) data is optimized with supervisory signals from both the glioma grading and the template model. PromptNet employs a multi-branch encoder to extract both non-enhanced
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features and complementary features. Through minimizing a designed prompt loss between the enhanced and complementary features, prompts from the template model can be transferred to PromptNet to help extract more useful information in the complementary feature extraction branch. To facilitate the optimization of PromptNet, a specific strategy is designed to adaptively update the weights of the prompt loss for each sample in each backward iteration. To summarize, the contributions of this work are three-fold:

1. To avoid the reliance of current deep learning models on the CE-MRI data for glioma grading, a PromptNet is proposed along with a special designed loss. The model is designed to explore the correlations between different MR sequences and thus extracts inherent features of gliomas for accurate classifications even with only NE-MRI data during testing.

2. To balance the contributions from different samples, an adaptive weight updating strategy is designed for the prompt loss of each sample which can pay more attention to difficult samples during training.

3. The effectiveness of the proposed PromptNet is evaluated on a public dataset, BraTS2020, and PromptNet generates better glioma grading results than the three state-of-the-art methods when testing on NE-MRI data.

2. METHOD

2.1. PromptNet

PromptNet is proposed to address the difficulties of CE-MRI data acquisition. Particularly, PromptNet is trained with the help of CE-MRI data, but during testing, it requires only NE-MRI data. The optimization of PromptNet involves two stages (Fig. 1). In the first stage, a template model is trained using CE-MRI data to extract contrast-enhanced features $z_{CEF}$. In the second stage, these enhanced feature are employed as prompts to help guide the feature extraction of PromptNet. To prevent the overwhelming effects of enhanced features, a multi-branch encoder to extract non-enhanced features and extra complementary features $z_{CF}$ is constructed for PromptNet. The enhanced features influence only the complementary feature extraction procedure explicitly through a prompt loss $l_{prompt}$:

$$l_{prompt} = |z_{CEF} - z_{CF}|$$ (1)

Then, non-enhanced features and complementary features are fused and inputted to a classifier to obtain the auxiliary glioma diagnosis results. The total objective function for the training of PromptNet can be defined as:

$$f^*(x) = \arg \min f(x, y) + l_{prompt}$$ (2)
2.2. Adaptive Prompt Loss Weight Updating Strategy

Since MRI data of different patients are heterogeneous, the potential of each sample to serve as the prompt is different. To this end, a sample-level performance gap-based adaptive prompt loss weight updating strategy is designed for PromptNet. Here, we define the template model as \( f_T \), which maps the CE-MRI data \( x_{CE} \) to the corresponding probabilistic label. The CE-MRI data and NE-MRI data from the same glioma patient sample are fed to the template model and PromptNet, respectively. The PromptNet adjusts the weight of the prompt loss dynamically during training according to the discrepancy between the obtained probabilistic labels. In this way, more attention can be paid to the difficult samples. We adopt the \( L_1 \) norm to calculate the performance gap:

\[
w_{\text{adaptive}} = | f_T(x_{CE}) - f(x) |. \tag{3}
\]

The objective function of the adaptive PromptNet is defined as follows:

\[
f^*(x) = \arg\min l(f(x), y) + w_{\text{adaptive}} \times l_{\text{prompt}}. \tag{4}
\]

3. EXPERIMENT

3.1. Implementation Details

The structure of the proposed adaptive PromptNet is shown in Fig. 1. Two major components are involved, including a multi-branch encoder and a classifier. The former includes a stem cell and three 3D residual stages, extracting latent feature vectors from 3D brain MRI data. In addition, we adopt group normalization and GELU activation to adapt to the small batch size. The classifier consists of three full connected layers.

We train all of our models using Adam optimizer for 100 epochs. The initial learning rate is set to 1e-5, and it decays by a factor of 10 at the 30th and 60th epochs. The batch size is 4. All models are trained on a NVIDIA TITAN V GPU with 12GB memory. All work related to deep learning is based on the open-source platform TensorFlow v2.7.0. Each experiment is repeated five times. The area under the receiver operating characteristic curve (AUC), accuracy and sensitivity are utilized as the main evaluation metric.

3.2. Results

The public dataset BraTS 2020 [11] is utilized in this study to evaluate the performance of different methods. We evaluate the performance of the proposed adaptive PromptNet utilizing the three NE-MRI sequences (T1, T2, and FLAIR). Our method is compared to the following brain tumor classification algorithms: 1) Transfer Learning (TL): An ImageNet-pretrained ResNet-50 is finetuned with brain MRI data. 2) Transfer Learning + Machine Learning (TL+ML): An ImageNet-pretrained ResNet-50 is employed to extract deep features, and a SVM classifier is trained on these features to conduct the classification. 3) 2D CNN: A custom CNN model is trained on brain MRI data from scratch. Specifically, we extract 20 2D slices from each 3D brain MRI data. 4) 3D CNN: A 3D CNN model is trained on full sequence data (T1, T1CE, T2, and FLAIR), and the model has the same network structure as the template model in Fig. 1.

Table 1 lists the glioma grading results of the different methods. Our proposed PromptNet generates better auxiliary glioma diagnosis results than other existing methods when only NE-MRI data are provided. Although the 3D CNN tested on all four sequence MRI data achieves the best classification results, our method presents a high potential for glioma grading on NE-MRI data, which can be very important for real-world clinical applications. Fig. 2 plots the
receiver operating characteristic curve of each method for direct comparisons. Similar observations can be made that our method is better than TL, TL+ML, and 2D CNN.

Table 2 gives the results of the ablation studies related to the proposed method. These experiments were conducted to demonstrate the contributions of the prompt loss function and the adaptive prompt loss weight updating strategy. The results suggest that both the prompt loss and the adaptive strategy can improve the grading performance of the proposed PromptNet, and the best results are obtained by adopting both mechanisms.

4. CONCLUSION
In this paper, we propose an adaptive PromptNet for auxiliary glioma diagnosis utilizing NE-MRI data. A prompt loss is designed and minimized to help capture more representative MRI information. Moreover, a performance gap-based adaptive strategy is proposed to adjust the contribution of the prompt loss to the network parameter optimization in a sample-based manner, and thus, the model can focus more on the difficult samples. Our proposed adaptive PromptNet has a high potential to be employed in real-world applications when CE-MRI data are infeasible to collect.

5. ACKNOWLEDGEMENT
This research was partly supported by Scientific and Technical Innovation 2030—“New Generation Artificial Intelligence” Project (2020AAA0104100, 2020AAA0104105), the National Natural Science Foundation of China (62222118, U22A0204, 81772009), Guangdong Provincial Key Laboratory of Artificial Intelligence in Medical Image Analysis and Application (2022B1212010011), the Basic Research Program of Shenzhen (JCYJ20180507182400762), Shenzhen Science and Technology Program (RCYX20210706092104034, JCYJ20220531100213029), Youth Innovation Promotion Association Program of Chinese Academy of Sciences (2019351) and Collaborative Innovation Major Project of Zhengzhou (20XTZX06013, 20XTZX05015).

6. REFERENCES
[1] M Caulo, V Panara, D Tortora, PA Mattei, C Briganti, E Pravatà, S Salice, AR Cotroneo, and A Tartaro, “Data-driven grading of brain gliomas: a multiparametric MR imaging study,” Radiology, vol. 272, no. 2, pp. 494–503, 2014.
[2] S Wang, C Li, R Wang, Z Liu, M Wang, H Tan, Y Wu, X Liu, H Sun, R Yang, et al., “Annotation-efficient deep learning for automatic medical image segmentation,” Nature communications, vol. 12, no. 1, pp. 1–13, 2021.
[3] C Li, L Li, C Liu, H Zheng, J Cai, and S Wang, “Artificial intelligence in multiparametric magnetic resonance imaging: A review,” Medical Physics, vol. 49, no. 10, pp. e1024–e1054, 2022.
[4] W Ayadi, W Elhamzi, I Charfi, and M Atri, “Deep CNN for brain tumor classification,” Neural Processing Letters, vol. 53, no. 1, pp. 671–700, 2021.
[5] S Wang, Z Su, L Ying, X Peng, S Zhu, F Liang, D Peng, and D Liang, “Accelerating magnetic resonance imaging via deep learning,” in 2016 IEEE 13th international symposium on biomedical imaging (ISBI). IEEE, 2016, pp. 514–517.