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Abstract: A submarine landslide is a well-known geohazard that can cause significant damage to offshore engineering facilities. Most standard predicting and mapping methods require expert knowledge, supervision, and fieldwork. In this research, the main objective was to analyze the potential of unsupervised machine learning methods and compare the performance of three different unsupervised machine learning models (k-means, spectral clustering, and hierarchical clustering) in modeling the susceptibility of the submarine landslide. Nine groups of geological factors were selected as the input parameters, which were obtained through field surveys. To estimate submarine landslide susceptibility, all input factors were separated into three or four groups based on data features and environmental variables. Finally, the goodness-of-fit and accuracy of models were validated with both internal metrics (Calinski–Harabasz index, silhouette index, and Davies–Bouldin index) and external metrics (existing landslide distribution, hydrodynamic distribution, and liquefaction distribution). The findings of k-means, spectral clustering, and hierarchical clustering performed commendably and accurately in forecasting the submarine landslide susceptibility. Spectral clustering has the greatest congruence with environmental geology parameters. Therefore, the unsupervised machine learning model can be used in submarine-landslide-predicting studies, and the spectral clustering method performed best. Furthermore, machine learning can improve submarine landslide mapping in the future with the development of models and the extension of geological data related to submarine landslides.
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1. Introduction

A submarine landslide is a destructive phenomenon of marine geological disasters. Large-scale submarine landslides can even cause long-distance migration of thousands of cubic kilometers of sediment [1], damage various engineering facilities such as offshore oil production platforms [2] and submarine optical cables [3], and even cause tsunamis [4]. This can result in a number of incidents, such as communication failure and platform collapse, which pose a significant risk to human life and property. Therefore, there is a pressing need for submarine landslide stability before engaging in offshore engineering activities.

At present, the main research directions of submarine landslides include: using high-precision geophysical detection to identify and classify landslide morphology [5,6], carrying out stability calculations of submarine landslides by the numerical analysis method [7–9], and simulating the landslide process through physical model tests such as a conventional water tank or centrifuge [10,11]. Despite attempts through the above traditional studies, the research on risk assessment and categorization is still insufficient due to the complicated control circumstances of submarine landslides, the large number of trigger factors, and the difficulty of monitoring.

Machine learning and deep learning techniques have been proven to be powerful and promising tools in many geotechnical applications [12–16]. Chen et al. [12] designed
landslide spatial models using maximum entropy, support vector machine, and artificial neural network methods. Tse et al. [15] performed an unsupervised learning approach to study the synchronicity of past events in the South China Sea. Qi and Tang [16] used integrated metaheuristic and machine learning approaches for slope stability prediction. Deep learning convolutional neural networks [17] and support vector machines [18] are also used in landslide detection. Even though the mentioned methods performed well for landslide modeling in a given area, there is no conclusive information about which model is the best for other regions. In addition, the application of the recently developed techniques and methods for a more accurate evaluation of the predictive capability of landslide susceptibility models should be evaluated further. At present, the main research objects of landslides using machine learning are landslides on land, but few types of research are on submarine landslides. The problem of zoning submarine landslide hazards is still a difficult area for landslide research. On the other hand, machine learning excels at resolving nonlinear problems without the need of explicit mathematical relationships. Therefore, it is essential to investigate if machine learning algorithms can be utilized for zoning undersea landslide hazards and to research how well various machine learning methods perform.

The primary purpose of this study is to offer an integrated strategy for assessing submarine landslide susceptibility that uses unsupervised machine learning models to evaluate landslide risk and partition the affected region. Submarine landslides in the Yellow River Estuary are selected for study and validation of the suggested method. Three machine learning models based on k-means, spectral clustering, and hierarchical clustering are developed and compared for performance evaluation.

2. Study Area Description

The Yellow River Estuary is located in the north of Shandong Peninsula, China (118.73° E–119.65° E, 38.1° N–38.3° N) (Figure 1). In this sea region, the water depth ranges from 0 to 18 m. When the water depth is less than 15 m, the predominant sediment type is silt combined with a minor quantity of silty sand; when the water depth is greater than 15 m, the predominant sediment type is silty clay. The wave height increases gradually with the increase in water depth and reaches the maximum value near the water depth of 10 m. As a consequence, wave forces on the seabed increase first, and then decrease with the increase in water depth. The seabed gradient ranges from 1/2000 to 1/500. Wave-induced liquefaction, which can cause seabed sediment to lose stability and slide, is the main geological disaster in the sea area.

There are two main factors for the selection of the Yellow River Estuary as the study area. First, the detailed geological data of the study area, such as water depth, sediment types, waves, currents, and so on, have been collected by the First Institute of Oceanography, MNR, and can be used in this study. It is of vital importance to obtain detailed geological environment data, as the acquisition of data about submarine landslides is very difficult and incomplete. Second, there are a great many submarine landslides and human activities located in this sea area, which means this study has research significance and practical engineering safety-guidance significance. There are a lot of micro-submarine landslides that have been discovered since the 1990s in the study area. The results of the field geophysical investigation [19] show that the form factor of the submerged delta landslide zone in the Yellow River Estuary is mainly hydrodynamically triggered by submarine liquefaction. Furthermore, the SINOPEC Shengli Oilfield is in this sea area, and as a consequence, hundreds of submarine oil platforms and submarine cables are located in this area.
3. Data and Methods

3.1. Overall Workflow

The main objective of this paper is to use the data of various types of submarine-landslide-hazard impact factors as the basis for regional classification of submarine landslide hazards after data preprocessing and machine learning modeling. The study in this paper can provide an exploration of the hazard classification of global submarine landslides. The workflow of this study is shown in Figure 2, and includes the following specific steps:

- **Data collection.**

The data of this study are obtained from long-term geophysical surveys and in situ monitoring in the study area by the First Institution of Oceanography, MNR [20]. After data collection, we should determine suitable geological factors as submarine-landslide-influencing parameters. Suitable impact parameters should be able to cover both the geological, hydrological, and human influential factors of landslides and be more readily available as common parameters.

- **Influencing parameter determination.**

![Figure 1: Location map of the study area.](image)

![Figure 2: The general concept of the research method.](image)
After determining the factors influencing the submarine landslides, each data point was interpolated separately so that the values of all influencing factors were included at each study site in the study area. Subsequently, the data were classified into several categories according to the characteristics of different influencing factors, and the category distribution maps were drawn.

- Classification-level data extraction.

  The coordinate values of the study-point locations are defined and the categories of each factor are extracted from the impact-factor classification map obtained in the previous step. The coordinate values of the study-point locations are defined and the categories of each factor are extracted from the impact-factor classification map obtained in the previous step. Thus, each study point corresponds to multiple classes of impact-factor parameters that can be used in the next step of unsupervised machine learning model training.

- Establishing unsupervised machine learning models.

  Establish 3 unsupervised machine learning models using k-means, spectral clustering, and hierarchical clustering. The different parameters in the model are first modeled several times, and subsequently, the model parameter with the best prediction is selected to build the final established model.

- Accuracy comparison.

  Compare the accuracy and rationality of different predicting results and choose the best one. Both the mathematical test metrics and the measured geological conditions should be used to test the models’ accuracy. The Calinski–Harabasz index, silhouette index, and Davies–Bouldin index are used to calculate the mathematical accuracies. The liquefaction zonation is used to calculate the geological rationality.

- Influencing parameter analysis.

  Study the importance of all the landslide-influencing parameters by excluding them individually using the best model and test the accuracies with evaluating indicators.

### 3.2. Landslide-Influencing Parameters

It is very important to choose the suitable influencing factors for submarine landslide assessment. There is no absolute standard parameter when classifying the hazards of submarine landslides. This issue remains one of the difficult problems in the field of research on submarine landslides. The reason is that there are too many influencing factors and it is difficult to obtain the corresponding parameters. From the point of view of geological analysis, geological factors, hydrodynamic factors, topographic factors, and human activities should be taken into account. As much information as possible should be collected to satisfy these four requirements.

In this study, we have selected carefully out of all the various choices available based on the nature of submarine landslide occurrences concerning the characteristics of geology, hydrology, geomorphology, and the impact of human engineering activities. Therefore, 9 factors were selected, namely, sediment type, slope, soil strength, water depth, wave height, maximum current velocity of the bottom, liquefaction, erosion, and human engineering activities (Figure 3). The research data of the 9 factors were obtained by the First Institute of Oceanography, MNR, China through geophysical sounding, drilling, and monitoring surveys in the Chengdao sea area of the Yellow River Estuary [18], and contain detailed information on various geological features of the study area. Each factor was divided into 3 or 4 classes based on the range of data, geological background, and experts’ experience in this study area. At last, 1107 points, of which longitudes vary from 118.75° N to 118.95° N, latitudes change from 38.15° N to 38.28° N, and 0.05 degrees is the interval, were selected as the research sites (Figure 1). All the data used in this study were collected from projects of the First Institute of Oceanography, MNR.
used in this study were collected from projects of the First Institute of Oceanography, MNR.

Figure 3. Location map of the study area. (a) Sediment type; (b) slope angle; (c) soil strength; (d) water depth; (e) wave height; (f) current velocity; (g) liquefaction; (h) erosion; (i) human engineering activities; (j) overlay map.
Sediment type plays an important role in the study of submarine landslide susceptibility, as different types of sediments have different physical and mechanical properties, which can affect the difficulty of geological disasters. Studies have shown that sediment type has a large influence on landslide stability [21]. In this study area, sediments are divided into 4 classes: silty sand, silt, silty clay, and clay.

Slope angle is a significant factor in the development of submarine landslide susceptibility and the angles were calculated by the change in water depth. Slope angles are subdivided into 4 categories: \(<1/2000\) radian, \(1/2000–1/1000\) radian, \(1/1000–1/500\) radian, and \(>1/500\) radian. The places with large sea-bottom slopes are mainly located at \(6\) m and \(10\) m water-depth contours.

Soil strength affects the stability and sliding difficulty of the submarine landslide. The greater the soil strength, the harder the slide occurs. Soil strength is divided into 0–50 kPa, 50–80 kPa, 80–110 kPa, and \(>110\) kPa. The classification of soil strength is mainly based on data from boreholes in this study area.

Water depth, which was obtained by single-beam and multibeam bathymetric instruments, can influence the strength of waves acting on the seabed. It can be classified into 4 classes: 0–5 m, 5–10 m, 10–15 m, and \(>15\) m.

Wave height is a very important factor because it represents the energy that a wave contains. It was collected by pressure wave and tide gauges. The wave height increases first with the depth of water, but there is no obvious increase after reaching a 9 m depth. The study area can be divided into 3 classes, which are 0.5–2.5 m, 2.5–4 m, and \(>4\) m.

The maximum current velocity of the bottom determines the shear stress of the current on the seabed, which may cause erosion. Current velocity increases as the water depth increases and can be classified into 3 classes: 0–0.5 m/s, 0.5–1 m/s, and 1–1.5 m/s.

Liquefaction is the most serious geological hazard in the Yellow River Estuary. There are hundreds of liquefaction zones in the study area, which were discovered by geophysical explorations. Liquefaction zones are mainly distributed between a 6 m to 12 m water depth, where the strength of hydrodynamic action is the strongest. Liquefaction is divided into 4 classes: not easy to liquefy (liquefaction depth \(<0.5\) m), slightly liquefy (0.5 m \(<\) liquefaction depth \(<2\) m), moderate liquefy (2 m \(<\) liquefaction depth \(<4\) m), and serious liquefy (liquefaction depth \(>4\) m). Seabed sediments are easy to slide after liquefaction as their bearing capacity reduces greatly.

Erosion is divided into 4 classes, which are the stable zone (\(<0.02\) m/s), slight zone (0.02–0.05 m/s), moderate zone (0.05–0.1 m/s), and serious zone (0.1 m/s). The serious zone and moderate zone are mainly distributed in a water depth of less than 12 m.

Human engineering activities are mainly offshore production platforms, submarine pipelines, cables, and so on in this study area. They can be divided into 4 categories: core zone, buffer zone, potential-impact zone, and no-impact zone. The actual scope of various engineering structures is named the core zone. The buffer zone is the core area extending 500 m outwards. The potential-impact zone is where the buffer zone extends another kilometer outward, and other areas are the no-impact zones.

### 3.3. Unsupervised Machine Learning Models

Unsupervised machine learning is a major part of machine learning. It can study the intrinsic relationship of datasets without data labels when dealing with practical problems. The main applications of unsupervised learning are: segmenting a dataset by some shared attributes; detecting exceptions that are not suitable for any group; and simplifying datasets by aggregating variables with similar properties. Among these, the objective of this study is to explore the susceptibility of submarine landslides. As a consequence, an important unsupervised machine learning class named clustering, which contains k-means, spectral, and hierarchical clustering, was selected as the study method. Each clustering method was built after parameter selection with internal validation measures: the Calinski–Harabasz index [22], silhouette index [23], and Davies–Bouldin index [24]. The more precise the clustering result, the higher the Calinski–Harabasz score and silhouette index. The lower
the Davies–Bouldin index, the more accurate the clustering result. The clustering results’ performances were validated with external validation measures; for instance, liquefaction distribution, hydrodynamic action, slope angle, etc.

3.3.1. k-Means

The k-means clustering algorithm is a typical unsupervised machine learning model that is widely used for the clustering analysis [25] of non-labeled data. The advantage of k-means is that it is easy to implement and visualize the result. The number of clusters is the only parameter that needs to be specified beforehand. To build a k-means model:

(a) Predetermine the clustering number k.
(b) The k-clustering prime points are randomly selected as $\mu_1, \mu_2, \ldots, \mu_k$.
(c) All the points are assigned to the nearest centroid and clusters are formed. Calculate the distances between every point to the centroid in each cluster.

$$\text{dist}(x, \mu) = \sqrt{\sum_{i=1}^{n} (x_i - \mu_i)^2}$$

where $x$ is the sample point; $\mu$ is the center of mass of the cluster; $n$ is the number of features in each sample point; and $i$ is each feature of the constituent point $x$.

(d) Summarize the total distances of all clusters:

$$\text{Cluster Sum of Square (CSS)} = \sum_{j=0}^{m} \sum_{i=0}^{n} (x_i - \mu_i)^2$$

$$\text{Total Cluster Sum of Square} = \sum_{i=1}^{k} \text{CSS}_i$$

where $m$ is the number of samples in a cluster and $j$ is the number of each sample.

(e) Calculate the minimum quadratic error from the data point to the center of each cluster, and move the center to the point.

(f) Repeat the calculation from step (c) until the total cluster sum of squares does not change or reach the maximum iteration times.

3.3.2. Spectral Clustering

Spectral clustering is another unsupervised machine learning model, which clusters through the characteristic vector of the Laplacian matrix of sample data. Spectral clustering maps data from a high-dimensional space to low-dimensional space, and then, uses other clustering algorithms to cluster in a low-dimensional space. Compared with k-means, spectral clustering uses a dimension reduction algorithm, which is more suitable for high-dimensional data processing and more effective for sparse data processing. Spectral clustering outputs clusters $A_1, A_2, \ldots, A_n$ by inputting $n$ sample points $X = \{x_1, x_2, \ldots, x_n\}$ and the number of clusters $k$. In this model, the kernel function parameter and cluster number are the influential parameters. The specific steps are below:

(a) Calculate the similarity matrix $W$ of $n \times n$, which includes the minimum proximity method, k-proximity method, and full-connection method. The full-connection method used in this study is as described:

$$s_{ij} = s(x_i, x_j) = \sum_{i=1, j=1}^{n} \exp \frac{||x_i - x_j||^2}{2\sigma}$$

where $s_{ij}$ is the similarity matrix and $\sigma$ = kernel function parameter, which controls the neighborhood width of the sample point.

(b) Calculation matrix $D$:

$$d_i = \sum_{j=1}^{n} \omega_{ij}$$
where $D$ is the $n \times n$ diagonal matrix formed with $d_i$.

(c) Calculate the Laplacian matrix $L = D - W$.

(d) Calculate the characteristic value of $D$ and sort it from small to large, then take the first $k$ characteristic values and calculate their feature vector $u_1, u_2, \ldots, u_n$.

(e) Form the matrix $U = \{u_1, u_2, \ldots, u_n\}, U \in \mathbb{R}^{n+k}$.

(f) Let $y_i \in \mathbb{R}_k$ be the vector of the line $i$ of $U, i = 1, 2, \ldots, n$.

(g) Cluster the datasets $Y = \{y_1, y_2, \ldots, y_n\}$ into clusters $C_1, C_2, \ldots, C_k$.

(h) Output clusters $A_1, A_2, \ldots, A_k$, among which $A_i = \{j | y_j \in C_i\}$.

### 3.3.3. Hierarchical Clustering

Hierarchical clustering is another unsupervised algorithm that is based on hierarchical methods. When using hierarchical clustering, each object is regarded as a cluster, and then, the clusters are merged step by step according to some rules so that the number of cluster classes is reached. The advantages are: the similarity of distance and rule is easy to define and is limited, and the hierarchical relationship of classes can be found and can be clustered into other shapes. Meanwhile, the disadvantages are: the computational complexity is too high, a singular value can also have a great influence, and the algorithm is likely to cluster into chains. To build a hierarchical clustering model:

(a) Each object is regarded as a class, and the minimum distance between two objects is calculated;

(b) The two classes with the smallest distance are combined into a new class;

(c) Recalculate the distance between the new class and all classes;

(d) Repeat (a) and (b) until all classes are finally merged into one class.

The effective parameters are cluster number, linkage, and affinity, of which linkage contains Ward, average, and complete; and affinity contains Euclidean, Manhattan, and cosine. Ward can only be combined with Euclidean when averaged, which provides the best performance but a large computation, and can be combined with Manhattan and cosine. We should study the parameters and validate the result before building the final hierarchical clustering model.

### 3.4. Validation

Cluster results of k-means, spectral clustering, and hierarchical clustering validated with different measures are shown in Figure 4. It can be seen from (1)~(6) and (10)~(12) that all the three cluster methods performed best when the cluster number is 2, and decreased when the cluster number increased. In the mathematics view, the data should be divided into two classes as they performed best. However, we should consider our geological needs as an important classification factor as well. This sea area can be divided into two classes, with the seabed sediments mutating at about a 14 m water depth.

Nevertheless, we need a more accurate range of submarine landslide susceptibility with acceptable mathematical accuracy. The cluster number of 3 is still insufficient to classify the study region because the classification result may be easily inferred from the hydrodynamic characteristics. As a result, the final cluster number is 4, which corresponds to the classifications very high, high, low, and very low.

As seen from (7) to (9), the clustering result performed best when gamma was equal to 0.01 with the Calinski–Harabasz index and gamma equal to about 1 using the silhouette index and Davies–Bouldin index. Therefore, the kernel function parameter gamma is 1. It is shown in (13)~(15) that the result performed best when the affinity method is Manhattan. The specific parameters used in the three cluster models can be seen in Table 1.
Figure 4. Cluster results of k-means, spectral clustering, and hierarchical clustering were validated with the Calinski–Harabasz index, silhouette index, and Davies–Bouldin index. (1)–(3) Validate cluster numbers of k-means. (4)–(6) Validate cluster numbers of spectral clustering. (7)–(9) Validate kernel function parameter of spectral clustering. (10)–(12) Validate cluster numbers of hierarchical clustering. (13)–(15) Validate affinity of hierarchical clustering. The red circle indicates the location where the model achieved the best prediction.
Table 1. Parameters used in different models.

| Model    | Cluster Number | Gamma | Affinity | Linkage   |
|----------|----------------|-------|----------|-----------|
| k-means  | 4              | None  | None     | None      |
| Spectral | 4              | 1     | None     | None      |
| Hierarchical | 4    | None  | Manhattan| Average   |

The parameters are not necessary for the model when it shows “None”.

All machine learning calculations in the article were carried out using the scikit-learn machine learning package [26], an open-source python library, via a laptop with windows 10, 16G RAM, CPU R 5800H, and GPU 3060.

4. Results

This section outlines the clustering results of the submarine landslide susceptibility using k-means, spectral, and hierarchical models after parameter validation and selection. The study area was divided into four areas of different submarine landslide susceptibilities without real geological labels. To define the final labels, all the geological parameters should be considered. As mentioned in Section 3.2, the hydrodynamic force to the seabed increases first with the deepening of water depth and then decreases. Moreover, the sediment type changes from silt to clay, which is difficult to be influenced, when the water depth is deeper than 15 m. Therefore, the submarine landslide susceptibility labeling principle of this area is that: the least serious part is the clay region; the second least serious part is the shallow water region; the most serious part is around the 10 m bathymetric contour; and the second most serious part is beside or around it.

As shown in Figure 5, the study area was divided into four parts of submarine landslide susceptibility using the k-means model. The very high-susceptibility part is located at a water depth of 5–11 m, and the edge is a discrete distribution. The high-susceptibility part is distributed at a water depth of 11–13 m. The low-susceptibility part is situated at a water depth of less than 5 m. The very low-susceptibility part is located at a water depth deeper than 13 m. Compared with the results obtained by k-means, the distribution of submarine landslide susceptibility using spectral clustering is more continuous than that using the k-means algorithm. Furthermore, the very high-susceptibility part is wider and the very low part is narrower in Figure 6 than in Figure 5.

As shown in Figure 7, the study area was divided into four parts of submarine landslide susceptibility using the hierarchical clustering model. The very high-susceptibility part is located at a water depth of 5–8 m. The high-susceptibility part is distributed at a water depth of 8–13 m. The low-susceptibility part is situated at a water depth of less than 5 m, and the very low-susceptibility part is located at a water depth deeper than 13 m. By comparing the results of the three algorithms, we can find that the very high-susceptibility part obtained by using the hierarchical clustering model is much less than other two of the other methods.

Generally, the low- and very low-susceptibility parts of these three methods are very close. The main differences are in the size and distribution of very high and high areas. The three unsupervised machine learning methods obtained two main common parts: one is a low-hazard region at shallow depths of 5 m; the other is a very low-hazard region at depths of 13 m. The reason for this phenomenon is that the hydrodynamic conditions are relatively weak in these two parts of the area, and the influence of various geological-impact parameters on submarine landslides is also small; thus, the results obtained by different algorithms are more consistent.

Figure 5. Distribution of submarine landslide susceptibility using k-means. The different colors represent different submarine landslide susceptibilities.
It can be seen from Figure 5 that the study area was divided into four parts of submarine landslide susceptibility using the spectral clustering model. The very high-susceptibility part is located at a water depth of 5–12 m. The high-susceptibility part is distributed at a water depth of 12–15 m. The low-susceptibility part is situated at a water depth of less than 5 m. The very low-susceptibility part is located at a water depth deeper than 15 m. Compared with the results obtained by k-means, the distribution of submarine landslide susceptibility using spectral clustering is more continuous than that using the k-means algorithm. Furthermore, the very high-susceptibility part is wider and the very low part is narrower in Figure 6 than in Figure 5.

As shown in Figure 7, the study area was divided into four parts of submarine landslide susceptibility using the hierarchical clustering model. The very high-susceptibility part is located at a water depth of 5–8 m. The high-susceptibility part is distributed at a water depth of 8–13 m. The low-susceptibility part is situated at a water depth of less than 5 m, and the very low-susceptibility part is located at a water depth deeper than 13 m. By comparing the results of the three algorithms, we can find that the very high-susceptibility part obtained by using the hierarchical clustering model is much less than other two of the other methods.

Generally, the low- and very low-susceptibility parts of these three methods are very close. The main differences are in the size and distribution of very high and high areas. The three unsupervised machine learning methods obtained two main common parts: one is a low-hazard region at shallow depths of 5 m; the other is a very low-hazard region at depths of 13 m. The reason for this phenomenon is that the hydrodynamic conditions are relatively weak in these two parts of the area, and the influence of various geological-impact parameters on submarine landslides is also small; thus, the results obtained by different algorithms are more consistent.
5. Discussion

5.1. Model Performance Comparison

To test the performance of cluster results, both internal validation measures and external validation measures were used. For internal validation measures, we validated the accuracy of three different submarine landslide susceptibility models by using the Calinski–Harabasz index, silhouette index, and Davies–Bouldin index. The three indexes use different algorithms to examine the merits of the classification results from a mathematical perspective. As shown in Figure 8, the k-means model performed best under the evaluation of the Calinski–Harabasz index, whereas the spectral clustering model performed best when evaluating the silhouette index and Davies–Bouldin index. Therefore, spectral clustering has the best performance compared to k-means and hierarchical clustering in the internal validation measures.

In general, external causes of submarine landslides include earthquakes, gas hydration, wave action, volcanic activity, tsunamis, etc. There are no severe geological phenomena such as earthquakes, tsunamis, and volcanoes in the study area. The main external influence factor is the liquefaction of seabed soil caused by waves. Therefore, for the external validation measure, the three distributions of submarine landslide susceptibility were compared with the distribution of liquefaction depth (Figure 9). As shown in Figure 9, the area with the deepest liquefaction depth (ellipse A) is distributed at a water depth of 6–12 m. The area of ellipse A agrees well with the submarine landslide susceptibility results using k-means and spectral clustering, whereas the result obtained using hierarchical clustering is quite different from ellipse A. The area with a deep liquefaction depth (ellipse B) is distributed at a water depth of 12–15 m. It is in good agreement with the result obtained using hierarchical clustering, and the areas obtained by k-means and hierarchical clustering are different from the area of ellipse B. The area with a small, shallow liquefaction depth (ellipse C) is distributed at a water depth of less than 5 m, which agrees well with all the clustering results. The area with a very shallow liquefaction depth (ellipse D) is distributed at a water depth deeper than 15 m. It is in good agreement with the result obtained using
hierarchical clustering, and the areas obtained by k-means and hierarchical clustering are larger than the area of ellipse D. As a result, the submarine landslide susceptibility results using spectral clustering performed better than those obtained using k-means and hierarchical clustering in the external validation.

![Figure 8](image_url)

**Figure 8.** Comparison of clustering results validated with different internal validation measures. (a) Performance of different models under Calinski–Harabasz validation methods. (b) Performance of different models under silhouette validation methods. (c) Performance of different models under Davies–Bouldin validation methods. The higher the Calinski–Harabasz index and silhouette index are, the more accurate the clustering result will be. The lower the Davies–Bouldin index is, the more accurate the clustering result will be.

![Figure 9](image_url)

**Figure 9.** Distribution of liquefaction depth in the Yellow River Estuary. The area of ellipses A, B, C, and D represents the very deep, deep, shallow, and very shallow parts of liquefaction depth, respectively.

In conclusion, all three models used in this study are capable of producing correct clustering results, with the spectral clustering model being the most precise when grouping the undersea landslide susceptibility. Although the best algorithm can be obtained by internal verification methods, the scores of different algorithms are not different enough to represent the difference. To obtain the best results, it is still necessary to combine external verification methods at the same time.
5.2. Comparison of Model Results with Other Studies

In order to verify the accuracy of the model calculations in this paper, comparisons with the results of other studies are still needed. Therefore, we selected the results of a geophysical survey and the results of traditional GIS-based landslide analysis methods to compare and analyze with the conclusions of this paper.

In the 1980s, a comprehensive, integrated geophysical survey was conducted in the Yellow River Estuary waters [19]. The results of the survey showed that a large number of microslides on the leading edge of the delta existed at a water depth between 4 and 12 m in the study area. It can be seen from Figure 5 that the classification of landslides as hazard results using the spectral clustering algorithm shows that the areas with very high hazards are concentrated at a water depth range of 5–12 m. The simulation results are highly consistent with the actual survey results, indicating the accuracy and reliability of the algorithm in this paper.

As for the conventional approach used to analyze submarine landslide hazards, the GIS-based analyzing method was also used to study the stability of submarine landslides in the Yellow River Estuary [27]. Results show that the most prone landslide areas in the study area are located at a water depth between 8 and 13 m, and the more prone landslide areas are located at a water depth between 5 and 15 m, with an average water depth of 10 m. The range of landslide-hazard areas derived from GIS results is consistent with the overall distribution range and trend compared with those derived in this paper, and the range of landslide hazards is slightly smaller. The model calculation results in this paper are closer to the results of the actual geophysical survey compared with the GIS results.

Therefore, it is clear that the unsupervised machine learning method used in this paper has high reliability and stability after being compared with the traditional methods of submarine-landslide-hazard analysis and the actual geophysical survey results in the field.

Although just one research area was used for the study of submarine landslide hazards, the general geological formation conditions and triggering mechanisms of submarine landslides in all study regions are comparable, despite the differences in causes and triggering variables. As a result, this paper’s research technique and research hypothesis can serve as a guide for the global study of submarine landslide hazards.

5.3. Importance of Landslide-Influencing Factors

To figure out the significance of influencing elements, each factor was eliminated and the results were recalculated. New cluster results with different factors were compared with the original clustering results using the Calinski–Harabasz index, silhouette index, and Davies–Bouldin index. Nine clustering results correspond to the missing influence factors and the evaluation scores were normalized. The higher the normalized ratio is, the less important this factor is. The order of importance in this study does not represent the absolute order of the corresponding impact factors, but only represents the relative order in the study area.

Test results can be seen in Figure 10, where the CH represents the normalized ratio of the Calinski–Harabasz index and the SI means the normalized ratio of the silhouette index. The DAV is obtained by 2 minus the normalized ratio of the Davies–Bouldin index so that the trend is the same as the other two indexes. As seen in Figure 10, the model without liquefaction obtained the lowest score, which means liquefaction is the most important factor that influences landslides in the study area. Models that exclude water depth, wave height, and soil strength obtained higher scores than those that exclude liquefaction, which means they are the second most important factors. These three elements may affect whether liquefaction happens, but none of them can predict it on their own. Consequently, these components are less significant than liquefaction, but more significant than other factors. As for sediment type, erosion, and maximum current velocity of the bottom, they are less important than the factors mentioned before. There is a great correlation between sediment types and soil strength. However, the physical and mechanical properties of the same sediment may be different because of the different depositional states and times.
Therefore, soil strength has a greater impact on landslides. Erosion and maximum current velocity of the bottom have certain influences on the stability and strength of sediments, but are not decisive; therefore, the importance degree is relatively low. The least important factors are slope angle and human engineering activities in this study area. Slope angle has an important influence on the landslide according to previous studies [28,29], but the difference in slope angle in this study area is not large enough, and thus, the influence degree is low. As described in Section 3.2, the biggest slope angles are >1/500 radian, which is about equal to 0.11°. However, Hance [30] counted 399 cases of submarine landslide slope angles and found that the most frequent value was 3–4° and the average value was 5.8°. These data are far larger than the slope value in our study area, and the average value is 50 times the maximum value in the region; thus, the slope angle is negligible and is very unimportant in the landslide evaluation of the study area. As for human engineering activities, some engineering activities, such as hydrate exploitation [31,32], can play an important role in the formation of submarine landslides, but the engineering activities in the study area are mainly offshore platforms and submarine pipelines, which are widely distributed, and therefore, their importance is very low and can be ignored.

![Figure 10](image_url)

**Figure 10.** The normalized score of clustering results changed with different influence parameters. The normalized results were obtained by dividing the new scores of eight parameters by the scores of nine parameters.

In conclusion, various influencing variables have varying degrees of impact influence on submarine landslide risk assessment, and the significance relies on the degree of correlation between the landslide and its distribution in the study area. The order of importance and degree of effect of variables acquired in this research only reflect one study area; the techniques described in Section 5.2 must be employed to conduct particular analyses in other study areas.

6. Conclusions

In this paper, a submarine landslide susceptibility assessment was carried out using unsupervised machine learning models in the Yellow River Estuary, China. Nine influential factors were selected to analyze the susceptibility of submarine landslides based on terrain data and remote sensing images. We used different unsupervised machine learning models to classify landslide risk and discussed the accuracy of the model and the importance of a single factor. The main conclusions are as follows:

1. Unsupervised machine learning models can be used to study and assess submarine landslide susceptibility and provide high accuracy.
(2) Results using the spectral clustering method have the highest accuracy among k-means, spectral clustering, and hierarchical clustering after testing with both internal validation measures and external validation measures.

(3) In this study area, the order of importance of submarine-landslide-influencing factors is as follows: liquefaction, water depth, wave height, soil strength, sediment type, erosion, maximum current velocity of the bottom, slope angle, and human engineering activities. In different research areas, the importance of each impact factor is different, which needs specific analysis.

Due to the complexity of the elements impacting the submarine-landslide-hazard triggers and the difficulties of monitoring submarine landslide sites, it is challenging to determine the precise location and hazard information of each landslide in the research region. Currently, unsupervised machine learning can only be conducted using limited data for semiquantitative description. For a more in-depth examination of submarine landslide hazards, accurate training data is necessary. In the future, we must, therefore, place a greater emphasis on the collection of field data for undersea landslide identification and monitoring.
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