Multiple-view clustering for identifying subject clusters and brain sub-networks using functional connectivity matrices without vectorization
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Abstract

In neuroscience, the functional magnetic resonance imaging (fMRI) is a vital tool to non-invasively access brain activity. Using fMRI, the functional connectivity (FC) between brain regions can be inferred, which has contributed to a number of findings of the fundamental properties of the brain. As an important clinical application of FC, clustering of subjects based on FC recently draws much attention,
which can potentially reveal important heterogeneity in subjects such as subtypes of psychiatric disorders. In particular, a multiple-view clustering method is a powerful analytical tool, which identifies clustering patterns of subjects depending on their FC in specific brain areas. However, when one applies an existing multiple-view clustering method to fMRI data, there is a need to simplify the data structure, independently dealing with elements in a FC matrix, i.e., vectorizing a correlation matrix. Such a simplification may distort the clustering results. To overcome this problem, we propose a novel multiple-view clustering method based on Wishart mixture models, which preserves the correlation matrix structure without vectorization. The uniqueness of this method is that the multiple-view clustering of subjects is based on particular networks of nodes (or regions of interest, ROIs), optimized in a data-driven manner. Hence, it can identify multiple underlying pairs of associations between a subject cluster solution and a ROI sub-network. The key assumption of the method is independence among sub-networks, which is effectively addressed by whitening correlation matrices. We applied the proposed method to synthetic and fMRI data, demonstrating the usefulness and power of the proposed method.
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1 Introduction

In neuroscience, the functional magnetic resonance imaging (fMRI) is a vital tool to non-invasively access brain activity. In particular, the functional connectivity (FC) between different brain regions, which is inferred from fMRI, is quite useful to investigate fundamental properties of the brain network, and contributed to the uncovering of intriguing associations between neural
circuits and their functions [1, 2, 3, 4, 5]. FC is also promising as potential biomarkers for various psychiatric disorders [6, 7]. Furthermore, it is recently suggested that the clustering of patients based on FC may reveal important subtypes of psychiatric disorders [8, 9, 10, 11]. However, despite its usefulness, high dimensionality of FC data hinders an effective application of conventional clustering methods. This is mainly because in addition to the well-known problem of ‘curse of dimensionality’ [12] for high-dimensional datasets, there are specific problems for cluster analysis. Typically, there is a complex structure of data with multiple subject clustering patterns, depending on the selection of features [13, 14]. That is, there may exist the underlying multiple cluster solutions of subjects, which are characterized by different combinations of features.

To overcome this difficulty, a multiple-view clustering method has been proposed, which is successfully applied to fMRI data to identify subtypes of depressive disorder [15, 16]. This method’s main principle is to optimally partition features into several groups (called ‘view’) in which subject clustering is performed separately. In so doing, the partitioning of features and subject clustering are performed simultaneously. Hence, the yielded results are optimal in terms of both feature partition and subject clustering. The method is based on a Gaussian mixture model in which a univariate Gaussian distribution is fitted to each cluster block.

Despite its usefulness and wide areas of application, there is a drawback of the method when it is applied to FC data from fMRI. Typically, FC denotes a Pearson’s correlation of blood-oxygenation-level-dependent (BOLD) signals between ROIs, which is represented in the form of a matrix. The relationship among elements of the correlation matrix need to satisfy the positive definite condition, which restricts the existence of a correlation matrix in non-Euclidean space [17] (mathematically, such space is not closed under the operation of subtraction; the resulting matrix may not be positive definite anymore [18]). Hence, extracting elements from a correlation matrix
and separately dealing with these elements in vector form may distort the underlying cluster structures. Nonetheless, element-wise feature extraction from a correlation matrix is a conventional practice for the clustering due to computational simplicity and high interpretability.

In the present paper, we propose a novel multiple-view clustering method for correlation matrices, which keeps the correlation structure intact, hence not resulting in the distortion mentioned above. Here, we use the terminology of ‘node’ in a graph theory as a synonym for ROI. For a mathematical formulation, it is also a synonym of ‘variable’, which denotes a generative model of a correlation matrix. In our approach, nodes in a correlation matrix are exclusively partitioned into several views, each of which enables the identification of a sub-network in a graph that is represented by a given correlation matrix. Further, we assume an object clustering structure for each network fitted by mixture models of Wishart distribution. The number of views as well as the number of object clusters are automatically estimated in the nonparametric Bayesian framework. Such a node-based approach allows us to extend a mixture model from a single view to multiple views in a natural way while preserving the positive definite structure of correlation matrices. The proposed method provides a novel perspective of clustering in terms of network analysis in a data-driven manner.

In the following sections, we first review related works on our proposed method. Next, we present our novel multiple-view clustering method. Subsequently, we evaluate the performance of the proposed method by applying it to artificial data. Further, we apply the proposed method to fMRI data, which evaluates the proposed method’s performance for task fMRI data and resting-state fMRI data. Finally, we discuss interpretations of the yielded results from a neuroscientific point of view and important features of the proposed method.
2 Related work

There are several approaches to revealing the underlying multiple-view structure in data (for comprehensive reviews see [19][20]). We can largely categorize these approaches into ‘alternative clustering’ and ‘subspace clustering’. In the alternative clustering, different cluster solutions from a given cluster solution are sequentially identified [21][22][23][24]. The idea behind it is to search the alternative cluster solution that is orthogonal to the given cluster solution. Typically, the alternative clustering is inferred based on the dissimilarity from the given cluster solution, using all features. On the other hand, in the subspace clustering, clustering is performed in several subspaces of features. This approach further entails two major strategies for identification of the subspace: the de-coupled strategy and the coupled strategy [25]. For the de-coupled strategy, the appropriate subspace is identified prior to performing clustering [26][27][28][29], whereas for the coupled strategy the identification of the subspace and clustering are performed simultaneously.

In the latter strategy, there are several variants in terms of clustering methods. In [30], the multiple cluster solutions are inferred by spectral clustering based on optimization of the non-redundant subspace. In [31], the rotation of the feature space and the projection coupled with K-means clustering are simultaneously optimized. For the model-based approach, the Gaussian mixture model is extended to multiple-view structure [32][15]. The proposed method in the present paper belongs to this category of multiple-view clustering. Despite such large variations in multiple-view clustering, to the best of our knowledge, there has been no attempt to perform multiple-view clustering for correlation matrices while keeping the correlation matrix structure intact.

Next, we briefly review the recent progress on the Wishart mixture model, which is a basic probabilistic model for our proposed method. There have been major theoretical developments with regard to the Wishart mixture model despite limited attempts to apply to real data. The expectation-
Table 1: Notation for multiple-view clustering method

| Domain | Notation | Description |
|--------|----------|-------------|
| Data   | $n$      | Sample size |
|        | $p$      | Number of nodes |
|        | $M$      | $p \times p$ covariance matrix |
|        | $M_v$    | Covariance matrix for nodes in view $v$ |
|        | $M_{v,g}$ | Covariance matrix for nodes in node cluster $g$ in view $v$ |
|        | $R$      | $p \times p$ correlation matrix |
|        | $D$      | Collection of $M$ (or $R$) |
| Model  | $V$      | Number of views |
|        | $K_v$    | Number of object clusters in view $v$ |
|        | $G_v$    | Number of node clusters in view $v$ |
|        | $u$      | $p$-dimensional vector of view memberships |
|        | $z_v$    | $n$-dimensional vector of object cluster memberships in view $v$ |
|        | $y_v$    | $p_v$-dimensional vector of node cluster memberships in view $v$ where $p_v$ is the number of nodes in view $v$ |
|        | $\Sigma_{v,k}$ | Scale parameter for object cluster $k$ in view $v$ |
|        | $\Sigma_{v,k,g}$ | Scale parameter for object cluster $k$ and node cluster $g$ in view $v$ |
|        | $T$      | Degree of freedom |

A maximization algorithm has been derived for inferring relevant parameters [33, 34], whereas a Bayesian nonparametric extension for inferring the number of clusters is also formulated [35]. However, the area of application has been limited to computer vision analysis [33, 36]. Recently, in the field of neuroscience, a Wishart mixture model was applied to develop a hidden Markov model in the context of dynamic FC [37, 38].

In a nutshell, our proposed method is theoretically quite unique, revealing the underlying multiple-view structure based on the Wishart mixture model. Practically, it is also a first attempt to apply a multiple-view clustering method to FC correlation matrix without vectorization.
3 Method

3.1 What is multiple-view clustering?

Multiple-view clustering is based on the idea that different cluster solutions of objects (subjects) exist depending on the features that we focus on. In a toy example in Fig.1a, we have different cluster solutions for six letters, depending on the color, style, and number of holes, which corresponds to views 1-3, respectively. We apply this idea to the clustering of objects characterized by correlation matrices (Fig.1b). There are two underlying object cluster solutions in this illustration, depending on two subsets of nodes (nodes 1 and 2). In this example, the nodes are sorted in nodes 1 and 2, which facilitates visual inspection of the object cluster structure. If we focus on patterns of correlations in nodes 1, we have a cluster solution, as in view 1. On the other hand, if we focus on patterns in nodes 2, we have another cluster solution, as in view 2. An important assumption in this model is that the underlying correlation of nodes between nodes 1 and 2 is zero. This suggests that we consider the clustering of objects for each independent sub-network of nodes (Fig.1c).

In real data, of course, it is not a trivial question of how to partition nodes. In the present study, assuming an exclusive partition of nodes where each node belongs to only a single view, we aim to simultaneously optimize a partition of nodes and object cluster solutions using a stochastic model.

3.2 Model

The proposed multiple-view clustering method is based on a probability model, which assumes that covariance matrices follow a Wishart distribution conditional on a cluster block. We consider that the Wishart distribution is the most natural and direct probabilistic formulation of FC correlation matrix as in the same spirit as [38]. In this section, we outline the model, which
explicitly incorporates node partition and object clustering (for parameters in the model, please refer to Table 1).

We consider a \( p \times T \) dimensional data matrix, typically, time series data, denoted as \( p \)-dimensional \( X(t) \) at time point \( t \) \( (t = 1, \ldots, T) \). Here, we suppose \( p \) nodes, each of which generates a single time series data with length \( T \). In the context of fMRI data, one may suppose BOLD signals where the number of ROIs is \( p \). We assume that \( X(t) \) is generated from a multivariate Gaussian distribution,

\[
X(t) \overset{i.i.d.}{\sim} N(\mu, \Sigma),
\]

where \( N(\mu, \Sigma) \) denotes a multivariate Gaussian distribution with mean vector \( \mu \) and covariance matrix \( \Sigma \). Further, assuming \( \mu = 0 \), the \( p \times p \) matrix \( M = \sum_{t=1}^{T} X(t)X(t)' \) follows a Wishart distribution, which is given by

\[
W(M|T, \Sigma) = C_{M,T} \times g(M, T, \Sigma),
\]

where \( T \) and \( \Sigma \) are the degree of freedom and a scale parameter, respectively. Here, the constant term \( C_{M,T} \) and the non-constant term \( g(\cdot) \) are defined as

\[
C_{M,T} = \frac{|M|^{(T-p-1)/2}}{2^{pT/2} \Gamma_p(T/2)}
\]

\[
g(M, T, \Sigma) = \frac{\exp(-\text{tr}(\Sigma^{-1}M)/2)}{|\Sigma|^{T/2} \Gamma_p(T/2)}.
\]

where \( \Gamma_p(a) = \pi^{p(p-1)/4} \prod_{j=1}^{p} \Gamma((a - j + 1)/2) \) with a gamma function \( \Gamma(\cdot) \).

To model multiple-view clustering, we introduce several structures in the Wishart model in Eq. (2). First, we introduce a view structure for a scale parameter \( \Sigma \) in Eq. (2). We partition nodes into several groups (referred to as ‘view’ hereafter), assuming that the time series between views are independent. To explicitly denote a partition of nodes, we consider a \( p \)-dimensional vector of view partition \( u \). This index defines view memberships of nodes,
denoting that node $i$ belongs to view $u(i)$. For instance, $u = (1, 1, 1, 2, 2)$ denotes that nodes one, two, and three belong to view one, whereas nodes four and five view two. Because of the assumption of independence between views, the scale parameter $\Sigma$ in Eq. (2) is partitioned into $V$ views ($v = 1, \ldots, V$) as follows:

\[
\Sigma = \begin{pmatrix} \Sigma_1 & \cdots & 0 \\
\vdots & \Sigma_v & \vdots \\
0 & \cdots & \Sigma_V \end{pmatrix},
\]

(3)

where $\Sigma_v$ is a scale parameter among the nodes that belong to view $v$. Note that for simplicity, nodes are sorted in ascending order of view memberships in Eq. (3). Conditional on the view structure $u$, it can be shown that the Wishart density function is given by

\[
f(M|T, \Sigma, u) = C_{M,T} \prod_{v=1}^{V} g(M_v, T, \Sigma_v),
\]

(4)

where $M_v$ is a covariance matrix for nodes in view $v$. It is worth noting that $C_{M,T}$ does not depend on the view structure $u$, which facilitates the inference of relevant parameters.

Second, we consider a collection of $n$ covariance matrices, denoted as $D = \{M^{(i)}\}_{i=1}^{n}$. In the context of fMRI, one may suppose an FC matrix for $n$ subjects. Assuming that the distribution of a covariance matrix follows a Wishart distribution, we cluster objects by fitting each realization of $M$ to a finite mixture of Wishart distribution with $K$ components,

\[
f(M|\theta) = \sum_{k=1}^{K} w_k \times W(M|T_k, \Sigma_{v,k}),
\]

(5)

where $T_k$ and $\Sigma_{v,k}$ are the degree of freedom and a scale parameter for component $k$, and $w_k$ is the mixing proportion ($\sum_{k=1}^{K} w_k = 1$). Note that the
suffix * in $\Sigma_{*,k}$ denotes that the scale parameter is for all nodes without partitioning. For simplicity, we set $T_k = T \ (k = 1, \ldots, K)$. Note that we have not considered a view structure yet. The parameter $\theta$ on the left-hand side in Eq. (5) denotes all relevant parameters for the Wishart mixture model on the right-hand side. At this stage, the number of components $K$ is fixed. Next, we introduce a binary $K$-dimensional vector $z$, which denotes a latent class label of an object, that is, $z(k) = 1$ if the object belongs to component $k$, and $z(k) = 0$ otherwise. Conditional on the latent class label $z$, the Wishart density function is given by

$$f(M|\theta, z) = \prod_{k=1}^{K} \mathcal{W}(M|T, \Sigma_{*,k})^{z(k)}$$

$$= C_{M,T} \prod_{k=1}^{K} g(M, T, \Sigma_{*,k})^{z(k)}.$$  

(6)

This equation indicates that the density function is identical to the Wishart density function in the component $k$ such that $z(k) = 1$.

Next, we incorporate the view structure into Eq. (6). Analog to Eq. (4), the density function conditional on the view-dependent object cluster membership $z_v$ becomes

$$f(M|\theta, u, \{z_v\}) = C_{M,T} \prod_{v=1}^{V} \prod_{k=1}^{K_v} g(M_v, T, \Sigma_{v,k})^{z_{v}(k)},$$  

(7)

where $K_v$ is the number of object clusters in view $v$.

Moreover, in the spirit of co-clustering [15], we also introduce a cluster structure for nodes within a view. This has the effect of modeling more than one independent network within a view, hence identifying all relevant networks for the object clustering in the same view. Here, to avoid cluttering, we do not lay it out, but the following model development is basically the same (see Appendix A for details).
Finally, using Eq. (7), the likelihood of data $D$ conditional on view memberships and object cluster memberships is given by

$$f(D|T, \{\Sigma_{v,k}\}, u, \{z_v\}) = \prod_{i=1}^{n} C_{M^{(i)},T}^{(i)} \prod_{v=1}^{V} \prod_{k=1}^{K_v} g(M^{(i)}_v, T, \Sigma_{v,k})^{z_v(k)}. \quad (8)$$

This equation indicates that the density function of each covariance matrix is evaluated by the Wishart distribution with appropriate scale parameters, which are defined by view membership and subject cluster membership. It is noted that Eq. (8) is in a simple form of multiplication because of the assumption of independence among views in Eq. (3). Also, it is of note that we consider the degree of freedom $T$ as a parameter to estimate. In usual circumstances, the degree of freedom $T$ is known in advance. However, if the independent assumption of $X(t)$ in Eq. (1) does not hold, we need to consider the effective degree of freedom, which is often the case for fMRI time series data [39, 40]. In the present method, we allow for flexibility of this quantity, which is inferred in the framework of model estimation.

### 3.3 Correlation matrix

We consider the application of the aforementioned model to correlation matrices. We assume that a correlation matrix $R$ is given as $R = \sum_{t=1}^{T} X(t)X(t)'/T$, where $p$-dimensional vector $X(t)$ is generated as in Eq. (1), with the diagonal elements in covariance matrix $\Sigma$ being one. It can be interpreted that the correlation matrix $R$ is a normalized covariance matrix. The effect of such normalization is appropriately considered in prior distributions for scale parameters in the following section. Further, it is noted that the diagonal elements of $R$ are close to one, but not exactly one in general because of the stochastic nature of $X(t)$. More specifically, denoting the $\nu$th element of $X(t)$ as $x_{\nu}(t)$, the diagonal element $(\nu, \nu)$ of $R$ is given by $\sum_{t=1}^{T} x_{\nu}(t)^2/T$. 
From the Gaussian assumption of $X(t)$, the numerator of this quantity follows a $\chi^2$ distribution with degree of freedom $T$ (hence, the expectation of $\sum_{t=1}^{T} x_v(t)^2 / T$ is one). In contrast, the diagonal elements of an empirical correlation matrix are one (constant). The exact modeling of such an empirical correlation matrix is not straightforward, which involves a further complication of the model [14]. Hence, as an approximate model, we apply the model mentioned above in the previous section to an empirical correlation matrix.

### 3.4 Priors

For Bayesian inference, we introduce prior distributions for relevant parameters. First, for a scale parameter $\Sigma_{v,k}$, denoting the matrix size as $p' \times p'$, we assume a conjugate prior, that is, an inverse Wishart distribution $W^{-1}(\cdot | \cdot)$,

$$\Sigma_{v,k} \sim W^{-1}(|S, \nu),$$

where $\nu$ and $S$ are the degree of freedom and scale parameter, respectively. We used a non-informative setting $\nu = p' + 3$ for the degree of freedom. When we apply the model to the correlation matrices, we set the scale parameter $S = (\nu - p' - 1)I / T$, where $I$ is an identity matrix. With this setting of the scale parameter $S$, the expectation of diagonal elements of $\Sigma_{v,k}$ becomes $I / T$. Hence, the prior expectation of an observed matrix becomes an identity matrix, which fits well with a correlation matrix.

Second, for both view and cluster labels $u$ and $z$, we assume a Chinese restaurant process (CRP), which enables the estimation of the number of views and clusters:

$$u \sim CRP(\alpha)$$

$$z_v \sim CRP(\alpha),$$

where $z_v$ denotes the subject cluster memberships for view $v$. We set the
hyperparameter $\alpha$ (concentration) in CRP to one as a default (see Appendix B for more details).

Third, for the degree of freedom $T$, we assume a (uniform) categorical distribution $\text{Cat}(\cdot|\cdot)$,

$$T \sim \text{Cat}(\cdot|c, p),$$

where $c$ and $p$ are the sample space and event probability, respectively. We set $c = (T_1, \ldots, T_q)$ and that $p_i = 1/q$ ($i = 1, \ldots, q$) (see Appendix C for more details).

Lastly, we assume that all these priors are independent. Hence, the joint prior distribution is simply given by the products of these priors.

### 3.5 Inference

By Bayes’ rule, the posterior distribution in our model is given by

$$f(T, \{\Sigma_{v,k}\}, u, \{z_v\}|D) \sim f(D|T, \{\Sigma_{v,k}\}, u, \{z_v\}),$$

where the first term on the right-hand side is given by Eq.(8). The second is the joint prior for the relevant parameters. For efficient optimization of the posterior, we integrate out all scale parameters $\{\Sigma_{v,k}\}$:

$$L \equiv f(T, u, \{z_v\}|D) = \int f(T, \{\Sigma_{v,k}\}, u, \{z_v\}|D) d\{\Sigma_{v,k}\}.$$

(9)

Because we assume a conjugate prior for scale parameters $\{\Sigma_{v,k}\}$, this integration can be obtained in closed form. Hence, our objective is to find the remainder of the parameters $T, v,$ and $\{z_v\}$ that optimize (maximize) $L$ in Eq.(9). There are several approaches to optimizing $L$, such as variational
Bayes, Gibbs sampling, and iterative conditional modes (ICM) \[42, 43\]. In the present study, we optimize $L$ by means of ICM, which in turn gives maximum posterior (MAP) estimates of $T$, $u$, and \{${z}_v$\}. This algorithm iteratively optimizes parameters one by one until $L$ converges. Because there is no guarantee for global optimization in the algorithm, we repeat this procedure for a number of initializations (setting the number of initializations $J$ to 1000 as a default). Among the parameter estimates for various initializations, we select the one that gives the maximum value of $L$ (see Appendix D for details).

The motivation for taking this approach is that such a hard assignment of view membership allows for a substantial reduction in computation time because of the explicit independent structure of the scale parameters in Eq. (3) (for the computing complexity see section 5.2). Averaging methods such as variational Bayes would deal with view memberships as ‘averaging’. This is not computationally efficient in our context because there is a need to evaluate the whole matrix with high dimensions. It is also noted that Gibbs sampling is not efficient, although it gives a hard assignment of view memberships because it takes a long time to evaluate the convergence of chains. Rather than simulating in long chains, we make the best use of parallel computing, which allows for an efficient search in MAP utilizing ICM.

3.6 Preprocessing

To effectively perform our proposed method, we undertook the following preprocessing of the data. One is the regularization of covariance matrices in a high-dimensional case (large $p$). The other is the whitening of covariance matrices, which transforms covariance matrices to meet the assumption of independence between views. Both preprocesses apply to the correlation matrices as well.
3.6.1 Regularization

For a data matrix $X$ in Eq. (1), an empirical covariance matrix becomes singular when the number of data points is smaller than the number of nodes. In such a case, we cannot evaluate the covariance matrix using a Wishart distribution. Even if the number of data points is sufficiently large, the same ill-defined case may occur when the independent assumption in terms of datapoint $t$ does not hold, which is typically the case for fMRI data. Hence, in a high-dimensional case (a large number of nodes), some regularization of the covariance matrices is required. In the present study, we use a regularization method proposed by [44], which effectively shrinks the sample eigenvalues.

3.6.2 Whitening

The proposed method largely relies on the assumption that nodes are independent between views. This assumption may not hold in real data analysis, in particular, in fMRI data. Nonetheless, even in that case, there may be different object cluster structures between views. To reveal such structures using the proposed method, we consider the whitening of covariance matrices [45, 46]. The whitening procedure entails the following linear transformation of a covariance matrix:

$$
\tilde{M}^{(i)} \leftarrow M^{-1/2} M^{(i)} M^{-1/2}
$$

(10)

where $\bar{M}$ is the empirical mean covariance matrix of data, i.e., $\bar{M} = \sum_{i=1}^{n} M^{(i)}/n$; $\bar{M}^{-1/2} = U' \Delta^{-1/2} U$, where $U$ and $\Delta$ are given by eigenvalue decomposition $U' \Delta U = \bar{M}$. Here, the prime denotes the transposition of a matrix.

Through the whitening procedure, it is expected that if there is no object cluster structure in off-diagonal elements in the covariance matrix, these elements become (nearly) zero for all objects. In contrast, if there is an object cluster structure, these elements do not become zero for all objects. Hence, whitening has the effect of making elements zeros between different views.
Incorporation of the whitening procedure into the proposed method considerably widens the area of application to real data. Note that in the case of correlation matrix, we further transform the yielded matrix $\tilde{M}^{(i)}$ into the correlation matrix.

Regarding whitening, one may wonder whether there is a correspondence between the whitened nodes and the original nodes. In other words, does node $j$ of $\tilde{M}^{(i)}$ represent the node $j$ of $M^{(i)}$ in Eq.(10)? The whitening procedure in question is the one that maximizes the sum of the cross-correlation between the whitened and original nodes [47]. It is taken for granted that a correspondence exists between whitened nodes and original nodes in the literature, for example, in terms of the affine framework [48]. However, as whitening involves different scaling for nodes, the order of data points is not, in general, preserved between the whitened and original nodes. To the best of our knowledge, there is no theoretical foundation to ensure complete agreement between two node spaces in terms of cross-correlations. Hence, for interpretations of whitened ROIs, we consider the following two approaches.

One approach is to consider that whitened ROIs represent the corresponding original ROIs (hereafter, referred to as the ‘heuristic’ approach). One may examine cross-correlations between original ROIs and whitened ROIs, which are given by $\tilde{M}^{1/2}$ [47]. The other approach is to consider the effect of whitening (hereafter, referred to as the ‘vigorous’ approach) as follows. For a given original ROI $i$, we evaluate its contribution to a particular view (e.g., view $v$) as the summation of absolute values of correlation coefficients between the ROI in question and the whitened ROIs in the view. Denoting such a contribution as Importance ($i, v$), we formulate it as

$$\text{Importance} (i, v) = \sum_{u \in \text{view } v} |r_{i,u}|,$$

where $r_{i,u}$ is the cross-correlation between the original ROI $i$ and whitened ROI $u$. Importance can be used to select relevant ROIs for this view.
4 Results

In this section, we report the results of two simulation studies to evaluate the proposed method’s performance. One is the application to synthetic data, whereas the other is to fMRI data. For synthetic data, we aim to examine the proposed method’s workability and compare its performance with other methods. For fMRI data, we aim to demonstrate the workability of the proposed method in a real situation. To this end, we consider the application to two types of datasets released in the Human Connectome Project (HCP) [49]. The first datasets are task fMRI data. We mixed subjects into two different tasks. Hence, two clusters are artificially embedded in the data. We tested whether the proposed method can recover these ‘true’ clusters characterized by the difference in tasks. Second, we applied the method to resting-state fMRI data. We considered two sessions of resting-state fMRI of the same subjects. We examined whether the proposed method can identify similar subject clusters between the two datasets. In both cases, we evaluated a correlation matrix for a subject based on the mean BOLD signal in brain parcels of Shen parcellation [50], which defines 268 ROIs in the whole brain.

4.1 Synthetic data

4.1.1 Data generation

We consider two types of data: Type 1 and Type 2. For Type 1, we assume that the background correlation is zero, which exactly matches our model assumption. On the other hand, for Type 2, we assume that the background correlation is not zero, which does not match the model assumption and hence requires a whitening procedure. For these two types of data, we used the following settings of the view and cluster structures:

- Number of nodes: $p = 30$
- Number of objects: $n = 100$
- Number of views: \( V = 3 \) (each view has ten nodes)
- Number of object clusters: \( K_v = 4 \) \((v = 1, \ldots, V)\) (hence, each cluster has 25 objects)
- Number of node clusters: \( G_v = 1 \) \((v = 1, \ldots, V)\)

We generate data based on Eq.\((\text{1})\), using a correlation matrix \( \Sigma^* \), which is obtained by combining the correlation matrices in three views. For each object cluster in a view, a \( 10 \times 10 \) correlation matrix is generated as follows: First, a \( 10 \times 10 \) lower triangular matrix \( \mathbf{L} \) is generated, where each element is randomly generated from the standard Gaussian distribution (mean 0 and variance 1). Second, we evaluate the matrix product \( \mathbf{A} = \mathbf{L} \ast \mathbf{L}' \). Because of the property of Cholesky decomposition, the yielded matrix \( \mathbf{A} \) is positive definite. Third, we transform this covariance matrix into a correlation matrix. Subsequently, we randomly shuffle the nodes in the correlation matrix. We generate such a correlation matrix for each object cluster in each view. Finally, we make a correlation matrix for all nodes by diagonally combining the correlation matrices from each view, setting correlations of nodes between views to zero as in Eq.\((\text{3})\). Such a combination is specific for object cluster-ID and view ID. Denoting the yielded matrix as \( \Sigma \) (we omit a symbol for dependency on object cluster structures), we obtain \( \Sigma^* \) by adding a ‘noisy’ background matrix \( \mathbf{N} \) (diagonal elements are one),

\[
\Sigma^* = (1 - w) \times \Sigma + w \times \mathbf{N},
\]  

where weight \( w \) is the noise ratio that we manipulate. Regarding the background matrix \( \mathbf{N} \), we consider two cases for its off-diagonal elements: 0 (Type 1) and 0.2 (Type 2). Finally, we set the number of data points to \( T = p + 10 \).

Next, for each object, we randomly assign a cluster membership of each view. Subsequently, using the corresponding correlation matrix \( \Sigma^* \) for cluster memberships, the data (sample size \( T \)) are randomly generated for each
object from a multivariate Gaussian distribution in Eq.(1). We obtain a collection of correlation matrices from the generated data, which are used as inputs for clustering methods. We have 100 replications for each configuration. As a preprocessing step, we do not perform a whitening procedure for datasets of Type 1, whereas for datasets of Type 2, we perform a whitening procedure.

4.1.2 Other clustering methods

To the best of our knowledge, no method exists that simultaneously infers both view and object cluster structures for correlation matrices. Hence, as competitive methods, we consider several combinations of existing clustering methods.

Hierarchical + K-means

In this method, a hierarchical clustering method is first performed for partitioning nodes using the mean correlation matrix over objects as in the sub-network analysis of ROIs [51, 52]. Subsequently, K-means clustering is performed for the clustering of objects using vectorized correlation matrices in each view. For hierarchical clustering, we set the link function to ‘average’ with the distance defined as \((1 - r)\), where \(r\) is a corresponding off-diagonal element of the correlation matrix.

Community detection + K-means

Instead of a hierarchical clustering method, a community detection method [53] is performed for the partitioning of nodes as in the sub-network analysis of [54], followed by the clustering of objects using a K-means clustering method. The community detection method is based on the weighted stochastic block model (WSBM), a generalized stochastic block model for weighted edges.
**K-means**

We consider that the input is vectorized correlation matrices. Without considering a view structure, we naively apply a K-means clustering method to vectorized correlation matrices.

**Multiple-view clustering based on Gaussian mixture models**

This is another type of multiple-view clustering, where the input is vectorized correlation matrices as in the case of ‘K-means’ above. Instead of nodes, the matrix elements are partitioned into views. Specifically, we use the multiple-view clustering method based on Gaussian mixture models [15], which fits Gaussian mixture models to the matrix elements in each view.

For the hierarchical + K-means, and community detection + K-means methods, we fixed the number of views to the true one. In addition, for all competitive methods that use K-means, we fixed the number of object clusters to the true one. On the other hand, for our proposed method and multiple-view clustering method based on Gaussian mixtures, these quantities were not fixed, but were inferred in a data-driven manner. When K-means and multiple-view clustering based on Gaussian mixture models were applied, features were standardized (i.e., mean zero and standard deviation one), following the conventional procedure. To alleviate the local minimum problem of the object function, we set the number of initializations to 100 for all clustering methods in the present study.

**4.1.3 Evaluation of performance**

We evaluated the performance of these clustering methods in two ways. One is the recovery of the true view structure, whereas the other is the recovery of the true object cluster structures. To recover the true view structure, we examined the agreement between the true view memberships and estimated
view memberships. We evaluated the mean value of the adjusted rand index (ARI) \[55\] of view memberships over 100 replications of synthetic data. To evaluate the recovery of the true object cluster structures, we examined the extent to which the true object clusters in each view were recovered. Because view labels are arbitrary, that is, they are simply nominal, there is generally no correspondence between the numbering of the true view labels and the numbering of yielded view labels. Hence, we need to match these views. However, such a matching is not necessarily obvious, particularly when the clustering performance exacerbates. For each true view, we simply evaluated the recovery of the true object cluster structure from the perspective of taking the maximum value of ARI with estimated cluster solutions in all views. Lastly, we took the grand average of such ARIs over different true views and over 100 replications to be the overall performance.

4.1.4 Results of performance

The performance results are summarized in Fig.2. For Type 1 data (i.e., background correlation zero between views), the proposed method (‘Multi-ple’ in Fig.2) performed reasonably well, perfectly recovering both the view and object cluster structures for the range of noise weight \(w\) between 0 and 0.6. However, the performance deteriorates as the noise weight \(w\) further increases. The method of community detection + K-means (‘WSBM-Kmeans’) performs better than the proposed method for the noise weight of \(w\) between 0.7 and 0.9. In contrast, the hierarchical + K-means (‘Hier-Kmeans’) and K-means (‘K-means’) methods do not perform well. In particular, the multiple-view clustering method based on Gaussian mixture models yielded poor results.

For Type 2 data (i.e., background correlation 0.2 between views), the performance of the proposed method is as good as in the case of Type 1 data. However, the performance of the method of community detection + K-means worsens. This is because the true view structure becomes vague
in the mean correlation matrix for Type 2 data, which hinders this method from correctly identifying the true view and object cluster structures. As in the case of Type 1 data, the multiple-view clustering method based on Gaussian mixture models performed poorly.

Overall, this simulation study suggests the reasonably good performance of the proposed method. Importantly, its performance is stable regardless of whether the background correlation is zero or non-zero. On the other hand, the competitive methods do not perform well, particularly in Type 2 data. The main reason for poor performance is the lack of information on the view structure in the mean correlation matrix. This suggests that without explicitly modeling view structures, there is a limit to recovering the view structure from the data. Lastly, it is of note that the multiple-view clustering method based on Gaussian mixture models performs rather poorly. This implies that for this method the multiple-view structure largely disappears through vectorization and standardization of the given correlation matrices.

4.2 Task fMRI

In this experiment, we applied the proposed method to samples of correlation matrices obtained from task fMRI data in the HCP data depository. The objective is to examine whether the proposed method can identify subject clusters characterized by task differences. That is, we aim to identify the relevant view(s) for the task differences.

In HCP data, the task fMRI data consists of seven tasks: motor, working memory, language, social cognition, gambling, relational processing, and emotion processing. Each subject is engaged in all these tasks. Among these seven tasks, we focused on three tasks: motor (MOTOR), working memory (WM), and language processing (LANGUAGE), which have a relatively longer duration of scanning than the other tasks. Because our objective was to examine the performance of our proposed method, we used a
simple structure of a dataset in which subjects differed only in two tasks. Hence, there were two clusters in a dataset. The data generation procedure was as follows. For each task, we randomly selected 50 subjects from the HCP depository (970 subjects) without overlapping, which resulted in three task-specific datasets. We combined two of these three datasets, which results in three mixed datasets: MOTOR-WM, MOTOR-LANGUAGE, and LANGUAGE-WM, each of which consisted of 100 subjects. We applied the proposed method to these three types of mixed datasets.

It is of note that this way of randomly selecting subjects affects controlling factors other than tasks. Alternatively, one might choose 50 subjects and extract two task data for each subject, which results in a sample size of 100. This procedure would perfectly control factors other than the task difference. However, the samples would not be independent because we would have used two data sets for the same subject. To avoid such dependency between samples, we opted to select 100 different subjects in the manner mentioned above, which is analog to an actual data collection situation.

To evaluate correlation matrices, we used the minimally preprocessed task fMRI data provided by the HCP (e.g., tfMRI_MOTOR_LR.nii). Unlike resting-state fMRI, it would be appropriate to remove the influence of task-related activities by regressing out of task events. Nonetheless, it has been reported that such a regression step has only minimal effects on FC analysis [56]. Moreover, in the present study, our objective was to examine the feasibility of the clustering method. Hence, for simplicity, we used the whole time series, including the time duration of non-tasks. We removed linear components related to 12 motion parameters, low-pass filtering, and scrubbing as part of preprocessing.

Regarding the proposed method, we performed regularization and whitening for the correlation matrices. The number of initializations $J$ was set to 1000. To select a stable model, we used the following heuristic for model selection: First, we selected the top five models in terms of the posterior $L$ in
Among these five models, we subsequently evaluated the agreement of view memberships between models by means of ARI. Then, we identified the pair of models that give the largest value of ARI. The final model was the one in this pair, which gave a larger value of the posterior $L$. This procedure allowed us to choose a stable model with a large value of the posterior, removing the possibility of a spurious model.

### 4.2.1 Results of clustering

Here, we report on the clustering results in detail for the MOTOR-WM dataset. This performed the best in terms of recovery of the task difference. First, the number of views was estimated as 25, whereas the number of ROIs in the views ranged from 1 to 32 (Fig.3). The number of subject clusters ranged from 1 to 56 (Fig.3, 4). Second, we examined the stability of clustering results in terms of view memberships. To this end, we focused on 30 best models out of 1000 random initializations. We evaluated the stability of view memberships between the optimal model and those 30 models by means of the Dice coefficient [57] (Fig.5; the red points denote 95% upper limits by permutation test). It was observed that the extent of stability varied depending on the view. However, it appeared to be more stable as the number of subject clusters increased.

### 4.2.2 Recovery of task difference

In this experiment, the dataset consisted of two heterogeneous groups of subjects attributed to different tasks, MOTOR, and WM. We examined whether such a heterogeneous structure of subjects was recovered in the clustering results, which was the main objective of this experiment. It was found that in view 16, the proposed method best recovered the task difference (Fig.6). In Fig.6 it can also be observed that view 16 is among the stable views. Furthermore, to confirm the recovery of the task difference, we examined the distributions of subjects in view 16 (Fig.7). Remarkably, subject cluster
1 was dominated by subjects with the task of WM, whereas subject cluster 2 was dominated by those with the task of MOTOR. Additionally, to examine whether such a clear task difference can be recovered without the multiple-view structure, we applied the proposed method by imposing on the constraint of the single view structure (i.e., the number of views is not estimated, but fixed to one). It is found that the clear task difference was not recovered in this case.

### 4.2.3 Relevant brain regions for view 16 in MOTOR-WM

Next, we analyzed relevant brain regions for view 16. This view consisted of 12 (whitened) ROIs (ROI ID: 21, 23, 24, 25, 26, 27, 33, 158, 159, 167, 171, and 174 in Shen parcellation). For further analysis, we focused on subject clusters 1 and 2, which are dominated by subjects with the WM and MOTOR tasks, respectively. Visualization of the mean correlation matrices for these ROIs shows that the correlation matrix patterns differ between subject clusters 1 and 2 (Fig.8). Differences, though subtle, are also observed in several instances of the subjects as well (columns 2 to 5 in Fig.8).

Lastly, we identified the relevant sub-network of the brain in this view. We considered both heuristic and vigorous approaches to the selection of ROIs. We selected the aforementioned 12 ROIs in the heuristic approach, confirming that the original ROIs and whitened ROIs were in good agreement (Fig.9). In addition, in the vigorous approach, the top 12 ROIs in terms of the importance index in Eq. (11) is the same as the 12 ROIs identified in the heuristic approach (Fig.10). A large discrepancy between the 12th ROI and the 13th ROI in Fig.10 suggests that the main contribution of the original ROI space is due to these top 12 ROIs. Regarding location in the brain, it was found that these ROIs are related to the motor strip and parietal regions (Fig.11). More detail about these brain regions is discussed in section 5.1.
4.3 Resting-state fMRI

In this experiment, we applied the proposed method to resting-state fMRI data. We aimed to examine the reproducibility of the clustering results between two resting-state fMRI data obtained from the same subjects. Moreover, inspired by the clustering results (shown in the following section), connectome fingerprinting has been examined [59]. The study by [59] demonstrated that a subject was identifiable using a specific collection of FCs in predefined brain networks. In contrast, we approached connectome fingerprinting in terms of the clustering of subjects without prior information on the brain network structures.

In the HCP data, resting-state fMRI was acquired four times for a single subject: twice for each phase encoding L-R and R-L [49]. In the present experiment, we used two L-R phase encoding data (REST1_LR_hp2000_clean.nii and REST2_LR_hp2000_clean.nii) to prepare two datasets of correlation matrices for 100 randomly selected subjects. We refer to these datasets as ‘Rest1’ and ‘Rest2’, respectively. We performed the same preprocessing as in the case of task fMRI datasets in the previous section, followed by applying the proposed method to each dataset separately. It is of note that for the whitening of correlation matrices, we used the mean correlation matrix of all subjects in both Rest1 and Rest2. This allows us to compare the clustering results between the two datasets because the whitened ROI space becomes the same for Rest1 and Rest2.

4.3.1 Results of clustering

The number of views is estimated as 24 and 29 for Rest1 and Rest2, respectively (Fig.12). For Rest1, the number of ROIs in a view ranged from 2 to 29, while for Rest2, it ranged from 4 to 45. There is a large variation over views regarding the number of subject clusters; it ranges from 2 to 52 for Rest1 and 2 to 50 for Rest2. (Fig.12 Fig.13).

Next, we examined the clustering results’ stability as in the case of task
fMRI, focusing on the 30 best models for each dataset (Fig.14). We evaluated the stability of view memberships between the optimal model and the 30 models using the Dice coefficient. The extent of stability varied depending on the view. However, there was a general tendency to be more stable as the number of subject clusters increased.

4.3.2 Comparison between Rest1 and Rest2

We identified pairs of views of Rest1 and Rest2 in terms of both agreements of view memberships and subject cluster memberships between Rest1 and Rest2 (Fig.15). It was found that the agreement in the following pairs of views was significant based on permutation tests ($p < 0.05$) in both cases:

- Pair 1: View 24 in Rest1 and view 27 in Rest2
- Pair 2: View 23 in Rest1 and view 29 in Rest2
- Pair 3: View 22 in Rest1 and view 28 in Rest2

For these pairs, there was good agreement between the subject cluster memberships between Rest1 and Rest2, whereas the number of subject clusters in a view was considerably large. Hence, it was hypothesized that there might be good agreement at the level of individual subjects. To examine this hypothesis, we evaluated the accuracy of the matching of subjects between Rest1 and Rest2, which is analogous to the functional connectome fingerprint [4]. In this matching, we used the ‘Wishart’ distance between two correlation matrices, focusing on relevant ROIs in a view. In other words, we evaluated the similarities between a correlation matrix $A$ and correlation matrix $B$ as

$$\text{Similarity} = W(B|T, A),$$

where we set $T$ to the number of datapoints in BOLD signals. Note that this measure was not symmetric for $A$ and $B$. In our context, we let $A$ denote a
correlation matrix for a matched subject, whereas $B$ for a matching subject (see more details in the caption of Fig.16). In this manner, we evaluated the accuracy of the matching of subjects in both directions for Rest1 and Rest2 (Fig.16a, b). As a result of matching, we found that the accuracy of the matching of subjects was high for those three pairs. In particular, the accuracy reached more than 0.95 for pair 1 and pair 3. For pair 1, the accuracy was 0.96 in Rest1 and 0.97 in Rest2, whereas for pair 3, the accuracy was 0.97 in Rest1 and 0.97 in Rest2. In contrast, for pair 2, the accuracy deteriorated to 0.64 in Rest1 and 0.61 in Rest2.

Regarding the sub-network of the brain, the relevant ROIs for pairs 1-3 were in the following brain regions: prefrontal, motor strip, parietal, and temporal (left) for pair 1; temporal and occipital (right and left) for pair 2; and prefrontal, motor strip, parietal, and temporal (right) for pair 3 (Fig.17). The result about the relevant brain regions is discussed in more detail in section 5.1.

5 Discussion

The main contribution of the present paper is to propose a new multiple-view clustering method for correlation matrices without vectorization, which provides a useful framework for cluster analysis of FC data. We formulated the proposed method based on Wishart mixture models by means of extension from a single view to multiple views in the nonparametric Bayesian framework. With the whitening procedure for correlation matrices, the usefulness of the present method was demonstrated both in synthetic and real fMRI data.

In this section, first, we discuss the clustering results for the fMRI data from a neuroscientific point of view. Focusing on the relevant brain regions, we compared the results with those of previous studies. In addition, we provide a possible interpretation for connectome fingerprinting using the age of
the subjects. Second, we discuss important features of the proposed method, including its limitations.

5.1 Interpretation of the clustering results

In the task fMRI data, we identified 12 relevant ROIs for the task difference between MOTOR and WM. Regarding the brain regions, these 12 ROIs were located in the motor strip and parietal regions (Fig.11). This result is consistent with previous studies. In [60], it was hypothesized that the MOTOR task was relevant for motor and somatosensory cortices, whereas WM tasks for various brain regions, including the prefrontal, inferior frontal, precentral gyrus, and anterior cingulate. The systematic study [61], which focuses on BOLD signal changes, reports that the supplementary motor cortex is most relevant for the MOTOR task, whereas the middle frontal gyrus for WM. Further, they suggest that the effect size is larger for the MOTOR task, which gives a possible explanation of why only MOTOR-related ROIs are identified in the present study. It is of note that FC’s inter-task difference is smaller than the difference in FC between task and resting-state [56], which suggests that the identification of task differences is more challenging than the identification of task and resting differences.

In the resting-state fMRI data, the relevant brain regions for the three pairs 1-3 are identified in the heuristic approach as follows: Prefrontal, motor strip, parietal, and temporal (left) for pair 1; temporal and occipital (right and left) for pair 2; and prefrontal, motor strip, parietal and temporal (right) for pair 3 (Fig.17). Further, it was found that the accuracy of the matching of subjects was quite high for pair 1 and pair 3, whereas it deteriorated for pair 2. These results are consistent with a previous study [4], which demonstrated that the frontoparietal networks could distinguish between individuals, whereas the visual networks less so. Our results are consistent with their analysis of the contributions of individual FCs. The uniqueness of our approach is that we obtained these results in a data-driven manner.
Moreover, we characterized subject clusters for pair 3, turning our attention to clusters with a large sample size. Among the three pairs in question, the largest overlapping of subjects in clusters was observed in pair 3: between cluster 1 in view 22 of Rest1 and cluster 1 in view 28 of Rest2 (Fig. [18]). The number of overlaps was ten, whereas 34 subjects belonged to either of these clusters. We consider that the subjects belonging to the same cluster were homogeneous in terms of FC in the relevant ROIs. Ideally, such subjects would belong to the same cluster in both Rest1 and Rest2. However, because of the small sample size of the overlapping subjects in the present study, we did not require this, focusing on the 34 subjects that belonged to either of these clusters. We hypothesized that these subjects had a common attribute other than FC. To test this hypothesis, we characterized these 34 subjects (we refer to it as ‘group 1’) against the remainder of the subjects (‘group 2’), using basic subject information on sex and age. Statistical tests suggest that the sex difference between the two groups was not significant at the 0.05 level (p-value = 0.58 by $\chi^2$ test), whereas the age difference was significant (p= 0.0018 by Mann–Whitney U test). Further analysis of age showed that the subjects in group 1 were older than those in group 2. Considering that the subjects in group 1 were more homogeneous than those in group 2, this result suggests that as age increases, the connectome fingerprint for pair 3 becomes more homogeneous.

5.2 Features of the proposed method

The proposed method is unique in that it reveals different clustering patterns of objects depending on a specific subset of nodes. An exclusive partition of nodes defines multiple views in which objects are clustered in a specific subset of nodes. Both the partition of nodes and object clustering are simultaneously optimized based on a probability model. Importantly, the structure of the correlation matrix is kept without vectorization. In the simulation study
of synthetic data, it was shown that the proposed method outperformed the other methods. It is worth noting that the multiple-view method based on vectorized matrices (i.e., multiple-view clustering based on Gaussian mixture models) failed to recover both view and object cluster structures. A possible reason for this poor performance is as follows. Due to the generating model of synthetic data, the distributions of vectorized features differ significantly. This makes it difficult to fit the data with a single univariate Gaussian distribution, which is assumed in the multiple-view method based on vectorized matrices. This suggests a limitation of this type of multiple-view clustering method, which relies on the vectorization of a correlation matrix.

The proposed method’s key assumption is independence between views, which is effectively addressed by means of whitening of correlation matrices. To elucidate the view structure, the idea of the whitening of the correlation matrix is quite new. Combined with a whitening procedure, the proposed method’s usefulness is demonstrated in simulation studies both in synthetic and fMRI data.

The tuning parameter in the proposed method is just a few: the concentration parameter $\alpha$ of CRP for inferring the number of views and the number of clusters. In all applications of the proposed method in the present paper, we set the concentration parameter $\alpha$ to one, which is the default setting for the conventional application of CRP [62].

As regards the computing complexity, the proposed method has a specific property. As can be seen in Eq. (3), the dimension of correlation matrix decreases when the number of views increases, leading to the reduction of the computing complexity. To take into account this effect, we discuss the computing complexity focusing on the number of views $V$. For simplicity, we fix both the number of subject clusters and the number of iterations without explicitly including them in the evaluation of the computing complexity. Further, we assume the same number of nodes over different views, denoting it as $p'$, i.e., $p' = p/V$ where $p$ is the number of all nodes. In this setting, the
computing complexity for updating the subject cluster membership is given by \(O(n V p'^3)\) where \(n\) is the sample size. Note that we set the computing complexity of the determinant of \(p' \times p'\) matrix to \(p'^3\). On the other hand, the computing complexity for updating the view membership is given by \(O(p V (n p' + p'^3))\), where the first term is due to the evaluation of the mean correlation matrix in a subject cluster. By substituting \(p' = p/V\), the overall computing complexity becomes \(O((n + p)p'^3/V^2)\). This result implies that the proposed method can efficiently work for a larger number of views, given the fixed number of nodes. Next, we evaluate the computing complexity of the multiple-view clustering based on Gaussian mixture models, which is applied for vectorized matrices. For simplicity, we consider the Gibbs sampling version of [15]. The computing complexity of such a method is given by \(O(n V p'')\), where \(p''\) is the number of FC features for each view. In the present context, it becomes that \(p'' = (p(p - 1)/2)/V\), which leads to the computing complexity \(O(n V p'') = O(n V (p^2/V)) = O(np^2)\). Hence, the computing complexity increases proportional to the quadratic of the number of nodes, while it is constant for the number of views. Finally, it might be an interesting question to compare the computing complexity between the proposed method and the Gaussian-based method. One may consider a specific case that the number of views \(V\) increases proportional to the number of nodes \(p\), i.e., \(p' = p/V = constant\). In this case, the computing complexity for the proposed method becomes \(O(np + p^2)\), which is comparable to that of the Gaussian-based method in terms of the number of nodes \(p\).

It is expected that the present method may provide a useful framework to understand better the brain-related heterogeneity of subjects, such as subtyping of psychiatric disorders, which is currently an active area of research. The task fMRI analysis results in the present study imply that the present method can identify subject groups that differ in FC patterns in a particular sub-network of the brain. It is worth noting that in the additional experiment of task-fMRI, the task-difference of MOTOR-WM was not recovered.
when we imposed the constraint of the single view structure. This suggests the usefulness of the proposed method that explicitly models the underlying multiple view structure. However, the reproducibility of subject clusters could not be achieved in the analysis of resting-state fMRI. Nonetheless, this does not rule out the possibility of identifying subtypes of psychiatric disorders using resting-state fMRI, which may stably differ in connectivity patterns. Alternatively, it might be a good option to focus on views with better reproducibility, utilizing scanning resting-state fMRI at least twice.

Finally, we discuss the limitations of the proposed method. First, the proposed method applies only to the correlation matrix, or in general, Gram matrix, which is positive definite. For other types of connectivity matrices, one may consider a probability distribution other than the Wishart distribution. Nonetheless, the incorporation of a multiple-view structure into a probability model is similar. Second, the proposed method provides a cluster solution of objects based on different correlation matrix patterns, but the difference between clusters is not necessarily obvious by visual inspection. This is because a cluster solution is based not on a single element but several correlation matrix elements. To solve this problem, dimension-reduction methods may be useful. Third, the proposed method is based on the assumption that the correlation matrix may follow a Wishart distribution in each cluster block. This assumption may not hold for real FC data. In that case, a yielded cluster should be considered just as a mixture component. Note that such a situation may in general arise in clustering using mixture models. Since it is expected that a non-Wishart cluster may be fitted by several Wishart mixture components, the merging of several components in close proximity can theoretically provide information on the true cluster structure. However, we did not address this issue in the present paper because of the complication of the problem.
6 Conclusion

For the analysis of fMRI data, we proposed a novel multiple-view clustering method for correlation matrices. The main feature of this method is to optimally partition nodes into several exclusive groups (views), whereas objects are clustered using only relevant nodes for each view. The assumption of independence between views is addressed by means of whitening correlation matrices. It is of particular note that the structure of correlation matrices is preserved, as evaluated using the Wishart distribution. The partitioning of nodes and clustering of objects, including the number of views and clusters in each view, is simultaneously performed without a tuning parameter. The power of this novel method is shown in a simulation study of synthetic data, which outperforms other clustering methods.

The proposed method provides a useful framework for the analysis of FC data. In the analysis of task fMRI data, it was shown that the proposed method identifies task differences in a data-driven manner. In addition, in the analysis of resting-state fMRI data, the proposed method identifies ROI networks related to connectome fingerprints in a data-driven manner. It is expected that the proposed method may provide a new framework for clustering problems in various contexts, such as the subtyping of psychiatric disorders.

Acknowledgements

This research was (partially) conducted as a contract project supported by AMED under Grant Number JP20dm0307002 (TT), JP18dm0307008 (JY, TT), JP19dm0307009 (OY). Data were provided [in part] by the Human Connectome Project, WU-Minn Consortium (Principal Investigators: David Van Essen and Kamil Ugurbil; 1U54MH091657) funded by the 16 NIH Institutes and Centers that support the NIH Blueprint for Neuroscience Research; and by the McDonnell Center for Systems Neuroscience at Washington Uni-
versity. We thank Dr. Hiroshi Morioka at RIKEN for his useful comment on a whitening procedure.

References

[1] KA Smitha, K Akhil Raja, KM Arun, PG Rajesh, Bejoy Thomas, TR Kapilamoorthy, and Chandrasekharan Kesavadas. Resting state fMRI: A review on methods in resting state connectivity analysis and resting state networks. The Neuroradiology Journal, 30(4):305–317, 2017.

[2] Yanmei Tie, Laura Rigolo, Isaiah H Norton, Raymond Y Huang, Wentai Wu, Daniel Orringer, Srinivasan Mukundan Jr, and Alexandra J Golby. Defining language networks from resting-state fMRI for surgical planning? a feasibility study. Human Brain Mapping, 35(3):1018–1030, 2014.

[3] Federica Agosta, Michela Pievani, Cristina Geroldi, Massimiliano Copetti, Giovanni B Frisoni, and Massimo Filippi. Resting state fMRI in Alzheimer’s disease: beyond the default mode network. Neurobiology of aging, 33(8):1564–1578, 2012.

[4] Emily S Finn, Xilin Shen, Dustin Scheinost, Monica D Rosenberg, Jessica Huang, Marvin M Chun, Xenophon Papademetris, and R Todd Constable. Functional connectome fingerprinting: Identifying individuals using patterns of brain connectivity. Nature neuroscience, 18(11):1664–1671, 2015.

[5] Massimo Filippi, Edoardo Gioele Spinelli, Camilla Cividini, and Federica Agosta. Resting state dynamic functional connectivity in neurodegenerative conditions: A review of magnetic resonance imaging findings. Frontiers in neuroscience, 13:657, 2019.
[6] Naho Ichikawa, Giuseppe Lisi, Noriaki Yahata, Go Okada, Masahiro Takamura, Ryu-ichiro Hashimoto, Takashi Yamada, Makiko Yamada, Tetsuya Suhara, Sho Moriguchi, et al. Primary functional brain connections associated with melancholic major depressive disorder and modulation by antidepressants. *Scientific Reports*, 10(1):1–12, 2020.

[7] Ayumu Yamashita, Yuki Sakai, Takashi Yamada, Noriaki Yahata, Akira Kunimatsu, Naohiro Okada, Takashi Itahashi, Ryuichiro Hashimoto, Hiroto Mizuta, Naho Ichikawa, et al. Generalizable brain network markers of major depressive disorder across multiple imaging sites. *PLoS biology*, 18(12):e3000966, 2020.

[8] Andrew T Drysdale, Logan Grosenick, Jonathan Downar, Katharine Dunlop, Farrokh Mansouri, Yue Meng, Robert N Fetcho, Benjamin Zebley, Desmond J Oathes, Amit Etkin, et al. Resting-state connectivity biomarkers define neurophysiological subtypes of depression. *Nature medicine*, 23(1):28, 2017.

[9] Brett A Clementz, John A Sweeney, Jordan P Hamm, Elena I Ivleva, Lauren E Ethridge, Godfrey D Pearlson, Matcheri S Keshavan, and Carol A Tamminga. Identification of distinct psychosis biotypes using brain-based biomarkers. *American Journal of Psychiatry*, 173(4):373–384, 2016.

[10] Jacqueline Fifi Saad, Kristi R Griffiths, and Mayuresh S Korgaonkar. A review of imaging studies in the combined and inattentive subtypes of attention deficit hyperactivity disorder. *Frontiers in Integrative Neuroscience*, 14:31, 2020.

[11] Lucas Miranda, Riya Paul, Benno Pütz, and Bertram Müller-Myhsok. Functional MRI applications for psychiatric disease subtyping: A review. *arXiv preprint arXiv:2007.00126*, 2020.
[12] Benson Mwangi, Tian Siva Tian, and Jair C Soares. A review of feature reduction techniques in neuroimaging. *Neuroinformatics*, 12(2):229–244, 2014.

[13] Grigorios F Tzortzis and Aristidis C Likas. Multiple view clustering using a weighted combination of exemplar-based mixture models. *IEEE Transactions on neural networks*, 21(12):1925–1938, 2010.

[14] Yan Yang and Hao Wang. Multi-view clustering: A survey. *Big Data Mining and Analytics*, 1(2):83–107, 2018.

[15] Tomoki Tokuda, Junichiro Yoshimoto, Yu Shimizu, Go Okada, Masahiro Takamura, Yasumasa Okamoto, Shigeto Yamawaki, and Kenji Doya. Multiple co-clustering based on nonparametric mixture models with heterogeneous marginal distributions. *PloS one*, 12(10), 2017.

[16] Tomoki Tokuda, Junichiro Yoshimoto, Yu Shimizu, Go Okada, Masahiro Takamura, Yasumasa Okamoto, Shigeto Yamawaki, and Kenji Doya. Identification of depression subtypes and relevant brain regions using a data-driven approach. *Scientific Reports*, 8(1):1–13, 2018.

[17] Xavier Pennec, Pierre Fillard, and Nicholas Ayache. A Riemannian framework for tensor computing. *International Journal of Computer Vision*, 66(1):41–66, 2006.

[18] CR Johnson. Positive definite matrices. *The American Mathematical Monthly*, 77(3):259–264, 1970.

[19] James Bailey. Alternative clustering analysis: A review., 2013.

[20] Juhua Hu, Qi Qian, Jian Pei, Rong Jin, and Shenghuo Zhu. Finding multiple stable clusterings. *Knowledge and Information Systems*, 51(3):991–1021, 2017.
[21] Eric Bae and James Bailey. Coala: A novel approach for the extraction of an alternate clustering of high quality and high dissimilarity. In *Sixth International Conference on Data Mining (ICDM’06)*, pages 53–62. IEEE, 2006.

[22] Prateek Jain, Raghu Meka, and Inderjit S Dhillon. Simultaneous unsupervised learning of disparate clusterings. *Statistical Analysis and Data Mining: The ASA Data Science Journal*, 1(3):195–210, 2008.

[23] Xuan Hong Dang and James Bailey. Generation of alternative clusterings using the CAMI approach. In *Proceedings of the 2010 SIAM International Conference on Data Mining*, pages 118–129. SIAM, 2010.

[24] Xuan Hong Dang and James Bailey. A framework to uncover multiple alternative clusterings. *Machine Learning*, 98(1-2):7–30, 2015.

[25] Juhua Hu and Jian Pei. Subspace multi-clustering: A review. *Knowledge and Information Systems*, 56(2):257–284, 2018.

[26] Ying Cui, Xiaoli Z Fern, and Jennifer G Dy. Non-redundant multi-view clustering via orthogonalization. In *Seventh IEEE International Conference on Data Mining (ICDM 2007)*, pages 133–142. IEEE, 2007.

[27] ZiJie Qi and Ian Davidson. A principled and flexible framework for finding alternative clusterings. In *Proceedings of the 15th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining*, pages 717–726, 2009.

[28] Wei Ye, Samuel Maurus, Nina Hubig, and Claudia Plant. Generalized independent subspace clustering. In *2016 IEEE 16th International Conference on Data Mining (ICDM)*, pages 569–578. IEEE, 2016.

[29] Xing Wang, Jun Wang, Carlotta Domeniconi, Guoxian Yu, Guoqiang Xiao, and Maozu Guo. Multiple independent subspace clusterings.
In *Proceedings of the AAAI Conference on Artificial Intelligence*, volume 33, pages 5353–5360, 2019.

[30] Donglin Niu, Jennifer G Dy, and Michael I Jordan. Multiple non-redundant spectral clustering views. In *ICML*, 2010.

[31] Dominik Mautz, Wei Ye, Claudia Plant, and Christian Böhm. Discovering non-redundant k-means clusterings in optimal subspaces. In *Proceedings of the 24th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining*, pages 1973–1982, 2018.

[32] Yue Guan, Jennifer G Dy, Donglin Niu, and Zoubin Ghahramani. Variational inference for nonparametric multiple clustering. In *MultiClust Workshop, KDD-2010*. Citeseer, 2010.

[33] Sullivan Hidot and Christophe Saint-Jean. An Expectation–Maximization algorithm for the Wishart mixture model: Application to movement clustering. *Pattern Recognition Letters*, 31(14):2318–2324, 2010.

[34] Christophe Saint-Jean and Frank Nielsen. A new implementation of k-MLE for mixture modeling of Wishart distributions. In *International Conference on Geometric Science of Information*, pages 249–256. Springer, 2013.

[35] Anoop Cherian, Vassilios Morellas, and Nikolaos Papanikolopoulos. Bayesian nonparametric clustering for positive definite matrices. *IEEE transactions on pattern analysis and machine intelligence*, 38(5):862–874, 2015.

[36] Laurent Ferro-Famil, Eric Pottier, and Jong-Sen Lee. Unsupervised classification of multifrequency and fully polarimetric SAR images based on the H/A/Alpha-Wishart classifier. *IEEE Transactions on Geoscience and Remote Sensing*, 39(11):2332–2342, 2001.
[37] Søren FV Nielsen, Kristoffer H Madsen, Rasmus Røge, Mikkel N Schmidt, and Morten Mørup. Nonparametric modeling of dynamic functional connectivity in fMRI data. *arXiv preprint arXiv:1601.00496*, 2016.

[38] Søren FV Nielsen, Mikkel N Schmidt, Kristoffer H Madsen, and Morten Mørup. Predictive assessment of models for dynamic functional connectivity. *NeuroImage*, 171:116–134, 2018.

[39] Michael D Fox, Abraham Z Snyder, Justin L Vincent, Maurizio Corbetta, David C Van Essen, and Marcus E Raichle. The human brain is intrinsically organized into dynamic, anticorrelated functional networks. *Proceedings of the National Academy of Sciences*, 102(27):9673–9678, 2005.

[40] Soroosh Afyouni, Stephen M Smith, and Thomas E Nichols. Effective degrees of freedom of the Pearson’s correlation coefficient under autocorrelation. *NeuroImage*, 199:609–625, 2019.

[41] Xiao Zhang, W John Boscardin, and Thomas R Belin. Sampling correlation matrices in Bayesian models with correlated latent variables. *Journal of Computational and Graphical Statistics*, 15(4):880–896, 2006.

[42] David M Blei, Michael I Jordan, et al. Variational inference for Dirichlet process mixtures. *Bayesian Analysis*, 1(1):121–143, 2006.

[43] Max A Little. *Machine Learning for Signal Processing: Data Science, Algorithms, and Computational Statistics*. Oxford University Press, USA, 2019.

[44] Olivier Ledoit and Michael Wolf. A well-conditioned estimator for large-dimensional covariance matrices. *Journal of Multivariate Analysis*, 88:365–411, 2004.
[45] Gaël Varoquaux, Flore Baronnet, Andreas Kleinschmidt, Pierre Fillard, and Bertrand Thirion. Detection of brain functional-connectivity difference in post-stroke patients using group-level covariance modeling. In *International Conference on Medical Image Computing and Computer-Assisted Intervention*, pages 200–208. Springer, 2010.

[46] Kamalaker Dadi, Mehdi Rahim, Alexandre Abraham, Darya Chyzhyk, Michael Milham, Bertrand Thirion, Gaël Varoquaux, Alzheimer’s Disease Neuroimaging Initiative, et al. Benchmarking functional connectome-based predictive models for resting-state fMRI. *NeuroImage*, 192:115–134, 2019.

[47] Agnan Kessy, Alex Lewin, and Korbinian Strimmer. Optimal whitening and decorrelation. *The American Statistician*, 72(4):309–314, 2018.

[48] Bernard Ng, Martin Dressler, Gaël Varoquaux, Jean Baptiste Poline, Michael Greicius, and Bertrand Thirion. Transport on Riemannian manifold for functional connectivity-based classification. In *International Conference on Medical Image Computing and Computer-Assisted Intervention*, pages 405–412. Springer, 2014.

[49] HCP WU-Minn. 1200 subjects data release reference manual. URL https://www.humanconnectome.org, 2017.

[50] Xilin Shen, Fuyuze Tokoglu, Xenios Papademetris, and R Todd Constable. Groupwise whole-brain parcellation from resting-state fMRI data for network node identification. *NeuroImage*, 82:403–415, 2013.

[51] Raymond Salvador, John Suckling, Martin R Coleman, John D Pickard, David Menon, and ED Bullmore. Neurophysiological architecture of functional magnetic resonance images of human brain. *Cerebral Cortex*, 15(9):1332–1342, 2005.
[52] Megan H Lee, Christopher D Smyser, and Joshua S Shimony. Resting-state fMRI: A review of methods and clinical applications. *American Journal of Neuroradiology*, 34(10):1866–1872, 2013.

[53] Christopher Aicher, Abigail Z Jacobs, and Aaron Clauset. Learning latent block structure in weighted networks. *Journal of Complex Networks*, 3(2):221–248, 2015.

[54] Christopher W Lynn and Danielle S Bassett. The physics of brain network structure, function and control. *Nature Reviews Physics*, 1(5):318–332, 2019.

[55] Lawrence Hubert and Phipps Arabie. Comparing partitions. *Journal of Classification*, 2(1):193–218, 1985.

[56] Michael W Cole, Danielle S Bassett, Jonathan D Power, Todd S Braver, and Steven E Petersen. Intrinsic and task-evoked network architectures of the human brain. *Neuron*, 83(1):238–251, 2014.

[57] Th A Sorensen. A method of establishing groups of equal amplitude in plant sociology based on similarity of species content and its application to analyses of the vegetation on Danish commons. *Biol. Skar.*, 5:1–34, 1948.

[58] Xenophon Papademetris, Marcel P Jackowski, Nallakkandi Rajeevan, Marcello DiStasio, Hirohito Okuda, R Todd Constable, and Lawrence H Staib. Bioimage suite: An integrated medical image analysis suite: An update. *The Insight Journal*, 2006:209, 2006.

[59] Mario Pannunzi, Rikke Hindriks, Ruggero G Bettinardi, Elisabeth Wenger, Nina Lisofsky, Johan Martensson, Oisin Butler, Elisa Filevich, Maxi Becker, Martyna Lochstet, et al. Resting-state fMRI correlations: From link-wise unreliability to whole brain stability. *NeuroImage*, 157:250–262, 2017.
[60] Deanna M Barch, Gregory C Burgess, Michael P Harms, Steven E Petersen, Bradley L Schlaggar, Maurizio Corbetta, Matthew F Glasser, Sandra Curtiss, Sachin Dixit, Cindy Feldt, et al. Function in the human connectome: Task-fMRI and individual differences in behavior. *NeuroImage*, 80:169–189, 2013.

[61] Russell A Poldrack, Chris I Baker, Joke Durnez, Krzysztof J Gorgolewski, Paul M Matthews, Marcus R Munafò, Thomas E Nichols, Jean-Baptiste Poline, Edward Vul, and Tal Yarkoni. Scanning the horizon: Towards transparent and reproducible neuroimaging research. *Nature reviews neuroscience*, 18(2):115, 2017.

[62] Andrew Gelman, John B Carlin, Hal S Stern, David B Dunson, Aki Vehtari, and Donald B Rubin. *Bayesian Data Analysis*. CRC press, 2013.

[63] Samuel J Gershman and David M Blei. A tutorial on Bayesian nonparametric models. *Journal of Mathematical Psychology*, 56(1):1–12, 2012.
Figure 1: Illustration of multiple-view clustering. Panel a: Basic idea of multiple-view clustering. In this toy example, we consider clustering of six letters, focusing on a particular feature. Views 1-3 show clustering results (letters in the same square belong to the same cluster), focusing on color, style and the number of holes, respectively. Panel b: Multiple-view clustering for correlation matrices. We consider clustering of six correlation matrices A-F with the matrix size $100 \times 100$. Color denotes Pearson’s correlation (the diagonal part is set to zero). Note that in the conventional terminology, the correlation matrix denotes the association between two variables. However, here, instead of ‘variable’, we use the terminology ‘node’, which is more appropriate as a synonym for ROI in the present paper. If we focus on the first 50 nodes (nodes 1), we have a two-cluster solution as denoted in view 1. On the other hand, if we focus on the last 50 nodes (nodes 2), we have a three-cluster solution as in view 2. Note that we assume independent networks nodes 1 and nodes 2 (the between-network correlation is zero). Also, we assume an exclusive partition of nodes, where each node belongs to only a single view. Panel c: Illustration of Panel b in terms of undirected weighted graphs. For simplicity, we consider three nodes for nodes 1 and nodes 2, respectively. The strength of connectivity (weight) between two nodes is denoted by color in an edge. Absence of edge denotes zero weight.
Figure 2: Results of simulation study on synthetic data. Panels a, b: Recovery of views and recovery of object clusters for Type 1 data (background correlation 0 between views) for the proposed method (‘MultipleWishart’), hierarchical + K-means (‘Hier-Kmeans’), community detection + K-means (‘WSBM-Kmeans’), K-means (‘K-means’), and multiple clustering based on Gaussian mixture models (‘MultipleGauss’). Panels c, d: Recovery of views and recovery of object clusters for Type 2 data (background correlation 0.2 between views). For all panels, the horizontal axis denotes a noise weight $w$ in Eq. (12). The recovery is evaluated by mean Adjusted Rand Index over 100 replications of datasets for each configuration. Note that recovery of views is not applicable for the method of K-means, which does not yield a solution for the view structure. Also, it is not applicable for the multiple view clustering based on Gaussian mixture models, because it yields views based on matrix elements, rather than nodes.
Figure 3: Summary of clustering results for dataset MOTOR-WM. The horizontal axis denotes view ID, whereas the vertical axis (logarithm scale) the relevant figures for clustering: the number of ROIs in view (blue); the number of ROI clusters in view (red); the number of subject clusters in view (yellow). Note that in each panel, views are sorted in the ascending order of the number subject clusters in a view.
Figure 4: Summary of subject cluster size for dataset MOTOR-WM. The horizontal axis denotes view ID, whereas the vertical axis denotes the demarcation of subject clusters. In each color bar, subjects are sorted in the ascending order of subject cluster ID. On the other hand, subject cluster ID is in advance sorted in the descending order of its cluster size. Cluster differences are denoted by color, but note that the same color may be used for different clusters apart.
Figure 5: Stability of view memberships for dataset MOTOR-WM. Mean Dice coefficient of view memberships between the optimal model and the remainder of the 30 best models (blue bar). View matching among these models is performed by means of maximization of Dice coefficient. Red dots denote the 0.95 quantile when permutation test is performed (1000 permutations).
Figure 6: Recovery of the task difference for dataset MOTOR-WM. The horizontal axis denotes view ID, whereas the vertical axis adjusted Rand index between labels of tasks and labels of subject cluster membership. Red points denote the 0.95 quantile when permutation test is performed for cluster memberships (1000 permutations).
Figure 7: Task-wise distributions of subjects for view 16 in dataset MOTOR-WM. The horizontal axis denotes subject cluster ID in the view. The vertical axis denotes the number of subjects in a cluster, which is summarized in a task-wise manner in different colors.
Figure 8: Heatmaps of correlation matrices for view 16 in dataset MOTOR-WM. The first column denotes mean correlation matrices over subjects for subject cluster 1 (top) and subject cluster 2 (bottom). For the second to the fifth columns, a correlation matrix is displayed for several subjects in the corresponding subject cluster. Both horizontal and vertical axes denote ROI ID in view 16. Note that these ROIs denote ‘whitened’ ROIs after the pre-processing of whitening.
Figure 9: Cross-correlations between original ROIs and whitened ROIs for dataset MOTOR-WM. Panel a: The horizontal axis denotes the original ROIs, while the vertical axis the whitened ROIs. Panel b: normalized cross-correlations. The normalization is performed as follows: Values in each row are scaled (i.e., divided) by the maximum values in the row. It is observed that the diagonal part takes the maximum value (one) in each row.
Figure 10: Importance of original ROIs for view 16 in dataset MOTOR-WM. The horizontal axis denotes the original ROI ID, while the vertical axis denotes the value of importance that is evaluated by Eq. (11). The top 20 ROIs are displayed, which are sorted in the descending order of the value of importance. Red points denote those ROIs identified in the heuristic approach as well.
Figure 11: Relevant brain regions for the task difference in view 16 of dataset MOTOR-WM. Connecting lines are drawn among 12 relevant ROIs 21, 23, 24, 25, 26, 27, 33, 158, 159, 167, 171 and 174 in Shen parcellation. The visualization is performed by the image analysis software BioImage Suite [58]. Note that we used the default setting of view image in which the subject faces the screen (hence right is on the left).
Figure 12: Summary of clustering results for resting fMRI data: Rest1 (Panel a); Rest2 (Panel b). The horizontal axis denotes view ID, whereas the vertical axis (logarithm scale) the relevant figures for clustering: the number of ROIs in view (blue); the number of ROI clusters in view (red); the number of subject clusters in view (yellow). Note that in each panel, views are sorted in the ascending order of the number of subject clusters in a view.
Figure 13: Summary of subject cluster size for Rest1 (Panel a); Rest2 (Panel b). The horizontal axis denotes view ID, whereas the vertical axis denotes the demarcation of subject clusters. In each color bar, subjects are sorted in the ascending order of subject cluster ID. On the other hand, subject cluster ID is in advance sorted in the descending order of its cluster size. Cluster differences are denoted by color, but note that the same color may be used for different clusters apart.
Figure 14: Stability of view memberships for Rest1 (Panel a); Rest2 (Panel b). Mean Dice coefficient of view memberships between the optimal model and the remainder of the 30 best models (blue bar). View matching among these models is performed by means of maximization of Dice coefficient. Red dots denote the 0.95 quantile when permutation test is performed (1000 permutations).
Figure 15: Agreement between Rest1 and Rest2: Panel a: Agreement of view memberships between Rest1 and Rest2 evaluated by Dice coefficients. Only significant Dice coefficients are displayed at significant level 0.05 by permutation test with false discovery rate (FDR) adjustment. Panel b: Agreement of subject cluster memberships between Rest1 and Rest2 evaluated by adjusted Rand index (ARI). Only significant ARIs are displayed at significant level 0.05 by permutation test with FDR adjustment. It is of note that the results related to view 1, 2, and 3 in Rest1, and to view 1 in Rest2 are removed, because for those views, values of ARI are inflated due to extreme unbalanced distribution of subjects in subject clusters.
Figure 16: Accuracy of matching of subjects between Rest1 and Rest2. Panel a: For a particular subject in Rest1, the ‘closest’ subject in Rest2 is identified by Wishart distance, focusing on relevant ROIs for a view in Rest1. The accuracy is based on how many subjects in Rest1 are correctly matched by subjects in Rest2. Panel b: For a particular subject in Rest2, the ‘closest’ subject in Rest1 is identified by Wishart distance, focusing on relevant ROIs for a view in Rest2. The accuracy is based on how many subjects in Rest2 are correctly matched by subjects in Rest1.
Figure 17: Relevant brain regions for three pairs of views in good agreement between Rest1 and Rest2. For pair 1 (Panel a), ROIs in view 24 of Rest1 and in view 27 of Rest2 are combined; For pair 2 (Panel b), ROIs in view 23 of Rest1 and in view 29 of Rest2; For pair 3 (Panel c), ROIs in view 22 of Rest1 and in view 28 of Rest2. Note that we used the default setting of view image in which the subject faces the screen (hence right is on the left).
Figure 18: Overlapping of subjects in subject clusters between Rest1 and Rest2 for pair 1, pair 2 and pair 3, respectively. The number of overlapping is denoted by color in a heatmap.
Appendices

A Node clustering within a view

We assume that for each view, nodes are partitioned into several independent clusters as a view structure in Eq.(3). Denoting the cluster structure of nodes in view $v$ as $y_v$, the non-constant term in Eq.(7) becomes

$$g(M_v, T, \Sigma_{v,k}) = \prod_{g=1}^{G_v} g(M_{v,g}, T, \Sigma_{v,k,g}),$$

where $G_v$ is the number of node clusters in view $v$; $M_{v,g}$ covariance matrix in node cluster $g$ in view $v$. Incorporating this node clustering into the model, the corresponding likelihood to Eq.(8) becomes

$$f(D|T, \{\Sigma_{v,k,g}\}, u, \{y_v\}, \{z_v\})
= \prod_{i=1}^{n} C_{M^{(i)}_u, T} \prod_{v=1}^{V} \prod_{k=1}^{K_v} \prod_{g=1}^{G_v} g(M^{(i)}_{v,g}, T, \Sigma_{v,k,g}) z_v^{(k)}.$$

We assume a prior distribution for $y_v$ based on CRP,

$$y_v \sim \text{CRP}(\alpha).$$

Finally, the posterior distribution in Eq.(9) is given by

$$L \equiv f(T, u, \{y_v\}, \{z_v\}|D)
= \int f(T, \{\Sigma_{v,k,g}\}, u, \{y_v\}, \{z_v\}|D) d\{\Sigma_{v,k,g}\}.$$
B Chinese Restaurant Process (CRP)

A prior distribution of the view membership \( \mathbf{u} \) (p-dimensional vector) is given by a Chinese Restaurant Process (CRP) as follows \cite{62, 63}:

\[
p(\mathbf{u}) = \frac{\alpha^K \prod_{k=1}^{K} (N_k - 1)!}{\prod_{j=1}^{p} (j - 1 + \alpha)},
\]

where \( K \) is the number of views; \( N_k \) the number of nodes that belong to view \( k \); \( \alpha \) hyperparameter (concentration parameter). An important feature of CRP is that there is no need to fix the number of views \( K \) in advance. Theoretically, we can consider an infinite number of views \( (K = \infty) \), the optimal number being inferred in a data-driven manner based on the posterior distribution of \( \mathbf{u} \). We set the concentration parameter \( \alpha \) to one. For membership vectors \( \mathbf{z}_v \) and \( \mathbf{y}_v \), priors are defined in a similar manner based on CRP.

C Prior for degree of freedom \( T \)

We assume a uniform categorical distribution for the prior of the degree of freedom \( T \) in the Wishart distribution as follows:

\[
T \sim \text{Cat}(\cdot|\mathbf{c}, \mathbf{p}),
\]

where \( \mathbf{c} \) and \( \mathbf{p} \) are sample space and event probability, respectively. In the present paper, we set that \( \mathbf{c} = (T_1, \ldots, T_q) \) and that \( p_i = 1/q \ (i = 1, \ldots, q) \). These hyperparameters are given by \( T_1 = p + 5 \), \( T_2 = p + 5 + \delta \), \( \ldots \), \( T_q = p + 5 + (q - 1)\delta \), where \( p \) is the number of (all) nodes; \( \delta = 3 \); \( q = \max(n \in \mathbb{Z} \mid T_q \leq T^*) \). We assume the upper bound \( T^* = \max\{2p, T^\text{ori}\} \), where \( T^\text{ori} \) is the number of datapoints of the original time series \( \mathbf{X} \).
D Algorithm

Initialization

We initialize relevant parameters as follows.

• Degree of freedom $T$: $T = \max\{2p, T^{\text{ori}}\}$, where $T^{\text{ori}}$ is the number of datapoints in the original time series data $X$; $p$ is the number of nodes.

• View membership $u$: Randomly drawn from a prior distribution based on CRP in Eq. (14).

• Object cluster membership $z_v$: Randomly drawn from a prior distribution based on CRP in Eq. (14).

• Node cluster membership $y_v$: all ones (assuming a single node cluster per view).

Optimization

Starting from the aforementioned initial values of parameters, we iteratively update these parameters to find MAP estimates (Algorithm 1). We repeat this procedure for 1000 random initializations. As a default, we select the best model in terms of the posterior distribution. However, for the purpose of selecting a stable model, we use the optimization approach in the application to fMRI data as described in the main manuscript.
Algorithm 1 MAP estimation

Input: collection of $n$ covariance matrices of $p \times p$ size

Output: For each of $J$ initializations, posterior value $L$, view membership $u$, node cluster membership $\{y_v\}$ and object cluster membership $\{z_v\}$.

$J \leftarrow 1000$

for $j = 1$ to $J$

    Initialization: $u$, $\{y_v\}$, $\{z_v\}$ and $T$
    $L_{pre} \leftarrow 0$
    $d \leftarrow 0$
    $s \leftarrow 0$
    MaxIter $\leftarrow 500$
    MaxStability $\leftarrow 10$
    $\epsilon \leftarrow 0.00001$

    while $d < \text{MaxIter}$ and $s < \text{MaxStability}$ do
        Update (maximization of $L$) each element of $u$ in a random order
        Update (maximization of $L$) each element of $\{y_v\}$ in a random order
        Update (maximization of $L$) each element of $\{z_v\}$ in a random order
        Update (maximization of $L$) $T$
        Evaluate $L$
        if $\log L - \log L_{pre} < \epsilon$ then
            $s = s + 1$
        else
            $s = 0$
        end if
        $L_{pre} = L$
        $d = d + 1$
    end while

$L_j = L$, $u_j = u$, $\{y_v\}_j = \{y_v\}$, $\{z_v\}_j = \{z_v\}$

end for