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Abstract

We consider a product of $2 \times 2$ random matrices which appears in the physics literature in the analysis of some 1D disordered models. These matrices depend on a parameter $\epsilon > 0$ and on a positive random variable $Z$. Derrida and Hilhorst (J Phys A 16:2641, 1983, §3) predict that the corresponding characteristic exponent has a regular expansion with respect to $\epsilon$ up to — and not further — an order determined by the distribution of $Z$. We give a rigorous proof of that statement. We also study the singular term which breaks that expansion.
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1 Introduction

Random matrix products appeared in the physics literature as a powerful tool to study disordered systems, ranging from Anderson model [1, 16] to disordered harmonic chains [8, 22] or disordered Ising model (discussed below). Among that wide range of models, the present work focuses on a very specific one, introduced by B. Derrida and H. Hilhorst in [6] to study the strong interaction limit of a 1D disordered Ising model.

Let $(Z_n)$ be iid non-negative and non-deterministic random variables, with law $\mu$. For $\epsilon > 0$, consider the matrices

$$M_{n,\epsilon} = \begin{pmatrix} 1 & \epsilon \\ \epsilon Z_n & Z_n \end{pmatrix}.$$ (1.1)

We will write $Z$ for a random variable with law $\mu$ and $M_\epsilon$ for the associated matrix. In fact, we will use $Z$ instead of $\mu$ to formulate our assumptions and results. The (leading) Lyapunov exponent — also called characteristic exponent — is the growth rate of their product:

$$\mathcal{L}(\epsilon) = \mathcal{L}_Z(\epsilon) = \lim_{n \to +\infty} \frac{1}{n} \log \|M_{n,\epsilon} \cdots M_1,\epsilon\|.$$ (1.2)

We will be particularly interested in the behaviour of $\mathcal{L}(\epsilon)$ in the limit $\epsilon \to 0$.

$2 \times 2$ matrices of the form (1.1) have appeared several times to express the free energy of the disordered 1D Ising model [2, 5, 6, 18], where the limit $\epsilon \to 0$ represents a regime of very strong interactions. It is also used in the celebrated work by B. McCoy and T. T. Wu [17] to study a 2D Ising model with 1D disorder, as well as in a similar model proposed by R. Shankar and G. Murthy [23] which includes frustrated interactions.

From a mathematical point of view, a wide literature proposed to study these models and more general matrix products. One should cite the seminal work by H. Furstenberg et al. [9, 10] and
Oseledc’s theorem [19] (see [24] for a review). Looking at our own task, Furstenberg–Kesten theorem [10] asserts that the limit (1.2) exists almost surely and is deterministic, as long as $E[\log_+ \|[M_n]\]]$ is finite (here $E[\log_+ Z] < +\infty$ suffices). When $\epsilon$ vanishes, the matrix $M_n,\epsilon$ tend to a diagonal matrix and the Lyapunov exponent can be explicitly computed thanks to the law of large numbers: $\mathcal{L}(0) = \max(0, E[\log Z])$. However, diagonal matrices are a degenerate case in the theory developed by H. Furstenberg et al. and one expects, in most cases, that $\epsilon \mapsto \mathcal{L}(\epsilon)$ is singular around 0.

### 1.1 General conjecture and known results

Among a huge mathematical literature about these physics models, two recent papers [3, 12] investigated the specific matrix (1.1), and the limiting behaviour of $\mathcal{L}(\epsilon)$ when $\epsilon$ vanishes, within a particular frustrated regime. They made rigourous part of the predictions stated in the physics literature [2, 5, 6, 18]. By gathering the results of these two mathematical papers and the predictions made by the physicists mentioned above, one can formulate the following conjecture. It details the possible limiting behaviours for $\mathcal{L}(\epsilon)$, depending on the distribution of $Z$.

**Definition 1.1.** A real-valued random variable $\xi$ is said to be *arithmetic* when there exists a constant $c > 0$ such that $c\xi \in \mathbb{Z} \cup \{\pm \infty\}$ almost surely.

**Conjecture 1.2.** Assume that $\log Z$ is nonarithmetic.

1. Suppose in addition that there exists $\alpha \in (0, +\infty)$ such that $E[Z^\alpha] = 1$.
   - If $\alpha \not\in \{1, 2, \ldots\}$, then, as $\epsilon$ goes to 0,
     $$
     \mathcal{L}(\epsilon) = \sum_{k=1}^{[\alpha]} (-1)^{k+1}\ell_k \epsilon^{2k} + (-1)^{[\alpha]+1}C_Z \epsilon^{2\alpha} + o(\epsilon^{2\alpha}),
     $$
     (1.3)
     where, for $k \leq [\alpha]$, $\ell_k$ is a positive rational function of $E[Z], \ldots, E[Z^k]$; and $C_Z$ is a positive real number.
   - If $\alpha \in \{1, 2, \ldots\}$, then
     $$
     \mathcal{L}(\epsilon) = \sum_{k=1}^{\alpha-1} (-1)^{k+1}\ell_k \epsilon^{2k} + (-1)^{\alpha+1}C_Z \epsilon^{2\alpha} \log(1/\epsilon) + o \left( \epsilon^{2\alpha} \log \epsilon \right),
     $$
     (1.4)
     where the coefficients $(\ell_k)$ are the same positive rational functions of $Z$’s moments as before; and $C_Z$ is still a positive constant.

2. If $E[\log Z] = 0$ — it is the “$\alpha = 0$” case — then
   $$
   \mathcal{L}(\epsilon) = \frac{C_Z}{\log(1/\epsilon)} + o \left( (\log 1/\epsilon)^{-1} \right).
   $$
   (1.5)

The same references motivate further comments.

**Remark 1.3.** The coefficients $(\ell_k)$ appearing in the conjecture can be computed recursively. For instance
   $$
   \ell_1 = \frac{E[Z]}{1 - E[Z]}, \quad \ell_2 = \frac{(1 + E[Z])^2 E[Z^2] + 2E[Z]^2(1 - E[Z^2])}{2(1 - E[Z])^2(1 - E[Z^2])}
   $$
   (1.6)
   Precise recursive formulas will be derived in Section 3. However a closed formula for $\ell_k$ would be hard to derive. By contrast, apart from a few special situations, the calculation of the constant $C_Z$ is a very hard problem. In all the instances developed in Conjecture 1.2, the constant $C_Z$ should be replaced by a multiplicatively periodic function of $\epsilon$ if $\log Z$ is arithmetic. A precise computation of such a multiplicatively periodic function $C_Z$ is made in [6] for a specific distribution of $Z$. 
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Remark 1.4. We discuss in this remark the instances which are excluded by the conjecture. The conjecture actually covers almost all the cases where \( E[\log Z] \leq 0 \) and \( P(Z > 1) > 0 \), except the one discussed in the item 4 of Remark 1.6.

1. The case \( E[\log Z] > 0 \) boils down to \( E[\log Z] < 0 \) by factorizing \( Z \) in the matrix \( M_\epsilon : L_Z(\epsilon) = E[\log Z] + L_{1/2}(\epsilon) \). Similarly, by conjugating by the matrix \( \text{Diag}(-1, 1) \), one observes that \( L \) is an even function: \( L(\epsilon) = L(-\epsilon) \). It implies that the behaviour \( \epsilon^{2\alpha} \) is actually singular even when \( \alpha \) is a half-integer.

2. If \( Z \leq 1 \) almost surely (that is “\( \alpha = +\infty \)”), then \( L(\epsilon) \) admits a regular expansion with respect to \( \epsilon^2 \) up to any order. Is it smooth or analytic in a neighbourhood of 0? The problem is still open, except if \( Z \in [0, 1 - \eta] \) almost surely, for some \( \eta \in (0, 1) \). If so then it is a consequence of a result by D. Ruelle [20] that \( L(\epsilon) \) is an analytic function of \( \epsilon \) around 0.

3. That same theorem of D. Ruelle also ensures that the Lyapunov exponent \( L(\epsilon) \) is always an analytic function of \( \epsilon \) on \( (0, +\infty) \).

The main result of [6] deals with the case when \( E[\log Z] < 0 \) and \( E[Z] > 1 \) (that is \( \alpha \in (0, 1) \) in the above notations), for which the singularity \( \epsilon^{2\alpha} \) happens to be the leading behaviour of \( L(\epsilon) \). Their method is based on the analysis of the invariant measure for the action of \( M_\epsilon \) on the projective space \( P^1(\mathbb{R}) \) (that is the distribution of \( X_\epsilon \) in the next paragraph’s notations). A mathematical proof, based on the same analysis, was recently given by G. Genovese, G. Giacomin and R. Greenblatt [12], making rigorous the predictions of [2, 6, 18].

On another note, F. Comets et al. [3] investigate a continuous limit regime for this product of random matrices. They obtain an explicit formula for the leading Lyapunov exponent (in the continuous limit) in terms of a modified Bessel function. Within that limit regime, the expansions detailed by Conjecture 1.2 are derived. Moreover, their work links the model of B. Derrida and H. Hilhorst to other perturbations of diagonal matrices considered in [4, 7, 21].

1.2 Assumptions and main result

The present work intends to prove, for a large class of \( Z \), that the regular expansion given by equations (1.3) or (1.4) holds. The existence of such a regular expansion was predicted in [6, §3]. Our method does not allow to capture the precise singular behaviour \( \epsilon^{2\alpha} \) with the potential logarithmic correction. That would probably require a sharp analysis of the invariant measure of \( M_\epsilon \), alike the one conducted in [12]. But [12], as well as [6], are strongly based on the fact that the leading contribution is singular and even a convincing heuristic computation for the case \( \alpha = 1 \) is lacking. However we will manage to prove the existence of a singularity beyond the order \( \epsilon^{2\alpha} \) (or \( \epsilon^{2(\alpha-1)} \) in the integer case) and give explicit lower and upper bounds for that singularity. The most accurate estimates are obtained when \( Z \) is bounded. Even then, a satisfactory lower bound in the non-integer case will be missed. We will work under the following assumptions.

Assumptions 1.5. The random variable \( Z \) is positive, non-deterministic, and

(a) \( E[\log Z] < 0 \) (can be \(-\infty\));

(b) There exists \( \delta > 0 \) such that \( E[Z^\delta] < +\infty \).

Introduce the set

\[
\mathcal{A} = \{ \gamma \in [0, +\infty) \text{ such that } E[Z^\gamma] < 1 \}. \tag{1.7}
\]

The Assumptions 1.5, together with a convexity argument, ensure that \( \mathcal{A} \) is an interval of positive length. We denote \( \alpha = \sup \mathcal{A} \in (0, +\infty] \). Note that \( \alpha = +\infty \) if and only if \( Z \leq 1 \) almost surely. In
any case $A$ takes the following form. Either $E[Z^α] = 1$ and then $A = (0, α)$, or $E[Z^α] < 1$, and then $A = (0, α)$]. In the latter case, necessarily, $E[Z^γ] = +∞$ for every $γ > α$. Here is the main result of

**Theorem A.** There exist positive coefficients $(ℓ_k)$, where $ℓ_k$ is a rational function of the moments $E[Z], \ldots, E[Z^k]$, such that the following expansions hold, as $ε$ goes to 0.

1. If $α = +∞$ then for every $K \geq 0$,
   \[ L(ε) = \sum_{k=1}^{K} (-1)^{k+1} ℓ_k ε^{2k} + O(ε^{2(K+1)}). \]  

2. If $α \in \{1, 2, \ldots\}$ and if $E[Z^α] = 1$, then
   \[ L(ε) = \sum_{k=1}^{α-1} (-1)^{k+1} ℓ_k ε^{2k} + (-1)^{α+1} R(ε), \]  
   where $R(ε)$ is nonnegative and
   \[ ε^{2α} \ll R(ε) \leq Cε^{2α} \log(1/ε), \]  
   for some $C > 0$. The lower bound can be improved if, in addition, $Z$ has a bounded support, to obtain, for some $C ≥ c > 0$, the sharper estimate
   \[ ε \leq \frac{R(ε)}{ε^{2α} \log(1/ε)} \leq C. \]

3. If $α \in (0, +∞) \setminus \{1, 2, \ldots\}$ and if there exists $γ > α$ such that $E[Z^γ]$ is finite then
   \[ L(ε) = \sum_{k=1}^{\lfloor α \rfloor} (-1)^{k+1} ℓ_k ε^{2k} + (-1)^{\lfloor α \rfloor+1} R(ε), \]  
   where $R(ε)$ is nonnegative and
   \[ ε^{2\lfloor α \rfloor} \ll R(ε) \leq Cε^{2α}, \]  
   for some $C > 0$. The lower bound can be improved if, in addition, $Z$ has a bounded support: in that case, there exists $θ \in (α, \lfloor α \rfloor)$ and $c > 0$ such that $R(ε) ≥ cε^{2θ}$.

**Remark 1.6.**

1. The constant $θ$ is explicit: $θ = \lfloor α \rfloor - \log E[Z^{\lfloor α \rfloor}] / \log E[Z]^∞$.

2. When $α$ is finite, the lower bounds of the error in (1.10) and (1.13) assert in particular that the regular expansions (1.9) and (1.12) cannot be continued beyond $K = \lfloor α \rfloor - 1$: $L(ε)$ is singular.

3. When $α$ is not an integer, the assumption “there exists $γ > α$ such that $E[Z^γ]$ is finite” can be replaced by the weaker assumption “$E[Z^α] \log_+ Z < +∞$” (see Remark 5.4).

4. Suppose that $α$ is finite and $E[Z^α] < 1$ (and $E[Z^γ] = +∞$ for every $γ > α$). Whether $α$ is an integer or not, under some technical assumptions on the distribution of $Z$, the Lyapunov exponent is slightly regularized (see Remark 5.4 for a sketch of proof):
   \[ L(ε) = \sum_{k=1}^{\lfloor α \rfloor} (-1)^{k+1} ℓ_k ε^{2k} + (-1)^{\lfloor α \rfloor+1} R(ε), \quad ε^{2\lfloor α \rfloor+1} \ll R(ε) \ll ε^{2α}. \]
1.3 Strategy of the proof and structure of the paper

A classical result in the theory of product of random matrices ensures that the Lyapunov exponent can be written

\[ \mathcal{L}(\epsilon) = E[\log(1 + \epsilon^2 X_\epsilon)], \]

(1.15)

where \( X_\epsilon \) is an invariant measure for the random transformation, on \([0, +\infty)\), \( x \mapsto Z \frac{1+x}{1+\epsilon^2 x} \). In other words it satisfies

\[ X_\epsilon \overset{(d)}{=} Z \frac{1+X_\epsilon}{1+\epsilon^2 X_\epsilon}, \]

(1.16)

where \( Z \) is independent of \( X_\epsilon \) (on the right hand side). Existence and uniqueness of such a random variable \( X_\epsilon \) will be justified in Section 2, as well as formula (1.15). A very useful uniform stochastic dominance of the random variables \((X_\epsilon)_\epsilon \geq 0\) will also be proved.

From that point on, the work will only be based on formula (1.15) for the Lyapunov exponent and the fixed point equation (1.16). Thanks to the former, the problem will readily boil down to studying \( X_\epsilon \)'s moments. That study can be split into two subproblems. We will know since Section 2 which ones of \( X_\epsilon \)'s moments are bounded as \( \epsilon \) goes to 0 and which diverge. The two subproblems then are:

- Deriving a regular expansion for \( X_\epsilon \)'s bounded moments, involving an error in terms of a divergent moment of \( X_\epsilon \) (Sections 3 and 4);
- Estimating the divergence speed of \( X_\epsilon \)'s unbounded moments (Section 5).

The former point is addressed in Section 3. The analysis is based on a bootstrap procedure, based on recursive uses of the fixed point equation (1.16). It gives more and more precise expansions of these moments. Eventually, it will provide the regular expansion (1.9) or (1.12) with an upper bound on the error \( R(\epsilon) \), involving a divergent moment of \( X_\epsilon \). That work will be generalized in the appendix A, for matrices of size \( d \), with more general entries.

That same strategy, using a bootstrap procedure to obtain a more and more precise estimate of \( X_\epsilon \)'s moments, can also provide a lower bound on the error, involving a divergent truncated moment of \( X_\epsilon \): Section 4 will be devoted to that analysis.

At the end of these sections, the following theorem will be proved, which, unlike Theorem A, does not require any extra assumption on \( Z \) (apart from Assumptions 1.5).

**Theorem B.** Fix \( B > 0 \), and an integer \( K \in \mathcal{A} \cup \{0\} \). One has, for all \( \epsilon > 0 \),

\[ \mathcal{L}(\epsilon) = \sum_{k=1}^{K} (-1)^{k+1} \ell_k \epsilon^{2k} + (-1)^{K+2} R_K(\epsilon), \]

(1.17)

where, for all \( \beta \in (K, K+1) \), and for some positive constants \( c \) and \( C_\beta \),

\[ c \epsilon^{2(K+1)} E[X_\epsilon^{K+1} 1_{\epsilon^2 X_\epsilon \leq B}] \leq R_K(\epsilon) \leq C_\beta \epsilon^{2\beta} E[X_\epsilon^\beta]. \]

(1.18)

**Remark 1.7.** The coefficients \((\ell_k)\) are the same as in Theorem A. The neat thing about that theorem is that, unlike the lower bound (1.13) of Theorem A, the estimate (1.18) should be “sharp” in the following sense. If one proves that, as \( \epsilon \) goes to 0, \( P(X_\epsilon \geq c \epsilon^{-2}) \geq C \epsilon^{2\alpha} \) for some positive constants \( c \) and \( C \) (the precise analysis of \( M_\epsilon \)'s invariant measure conducted in [12] provides such an estimate when \( \alpha \in (0, 1) \)) then (1.18) becomes \( \alpha^{2\alpha} \leq R_K(\epsilon) \leq C \epsilon^{2\alpha} \) (with a log correction if \( \alpha \) is an integer). It is the good order of \( \epsilon \) predicted by Conjecture 1.2. Without such an estimate, (1.18) is not satisfactory yet for it is not explicit enough.
To obtain the explicit bounds given in Theorem A, a study of the divergence speed of $X_\epsilon$'s divergent moments is needed. It is conducted in Section 5. The derivation of upper bounds is based on a stochastic dominance found in Section 2 (namely $X_\epsilon \preccurlyeq X_0$), and on renewal theory results describing the limiting behaviour of the tail of $X_0$. The lower bounds are only derived when $Z$ is bounded. The analysis is again based on a recursive use of the fixed point equation (1.16). It is the point where the sharpness of the lower bound (1.18) of the singularity is lost. Theorem A is proved at the end of Section 5.

2 Existence and first properties of the invariant measure $X_\epsilon$

In this section we prove the existence of the random variable $X_\epsilon$ and derive formula (1.15). A first result on $X_\epsilon$'s moments is also proved: it spells out which moments of $X_\epsilon$ are bounded as $\epsilon$ goes to 0 and which diverge.

We start by introducing an invariant measure of the random matrix $M_0 (\epsilon = 0)$. It will play a central role to define the random variables $X_\epsilon$ and control their moments. First I need to fix a notation for the stochastic dominance.

**Definition 2.1.** The stochastic dominance will be denoted by $\preccurlyeq$. Formally, if $X$ and $Y$ are two real-valued random variables, $X \preccurlyeq Y$ means that $P(X \geq x) \leq P(Y \geq x)$ for every $x \in \mathbb{R}$. Equivalently, there exist two copies $\tilde{X}$ and $\tilde{Y}$, of $X$ and $Y$ respectively, such that $\tilde{X} \leq \tilde{Y}$ almost surely.

**Lemma 2.2.** Fix a sequence $(Z_n)$ of iid copies of $Z$. The series

$$X_0 = \sum_{n=1}^{+\infty} Z_1 \cdots Z_n \quad (2.1)$$

converges almost surely. It is the unique random variable (in distribution) satisfying

$$X_0 \overset{(d)}{=} Z(1 + X_0), \quad (2.2)$$

with $Z$ independent of $X_0$. Moreover $E[\log_+ X_0]$ is finite; and for every $\gamma > 0$,

$$E[X_0^\gamma] < +\infty \quad \text{if and only if} \quad E[Z^\gamma] < 1. \quad (2.3)$$

**Proof.** Recall that $E[\log Z] < 0$. The almost sure convergence of the series follows from the law of large numbers, whereby

$$Z_1 \cdots Z_n = e^{nE[\log Z] + o(n)} \quad \text{as} \quad n \to +\infty. \quad (2.4)$$

Of course

$$X_0 = \sum_{n=1}^{+\infty} Z_1 \cdots Z_n = Z_1 \left(1 + \sum_{n=2}^{+\infty} Z_2 \cdots Z_n \right) \quad (2.5)$$

satisfies the identity (2.2). Let’s turn to the uniqueness. If $\tilde{X}_0$ is another random variable satisfying (2.2), then, applying this identity $N$ times we get

$$\tilde{X}_0 \overset{(d)}{=} \sum_{n=1}^{N} Z_1 \cdots Z_n + Z_1 \cdots Z_N \tilde{X}_0, \quad (2.6)$$

where $Z_1, \ldots, Z_N$ are iid copies of $Z$, independent of $\tilde{X}_0$. With (2.4), the last term vanishes (in distribution) as $N$ goes to $+\infty$, whereas the first sum converges monotonically towards $X_0$. So eventually, $\tilde{X}_0 \overset{(d)}{=} X_0$. The uniqueness is proved.
Now fix $\gamma > 0$ such that $E[Z^\gamma] < 1$. We want to prove that $E[X_0^\gamma]$ is finite. If $\gamma \geq 1$, we use Minkovsky’s inequality:

$$E[X_0^\gamma]^{1/\gamma} \leq \sum_{n=1}^{+\infty} E[(Z_1 \cdots Z_n)^\gamma]^{1/\gamma} = \sum_{n=0}^{+\infty} E[Z^\gamma]^n.$$  \hspace{1cm} (2.7)

Thus $E[X_0^\gamma]$ is finite. On the other hand, if $\gamma \in (0,1)$, then for all $x,y \geq 0$, $(x+y)^\gamma \leq x^\gamma + y^\gamma$. So

$$E[X_0^\gamma] \leq \sum_{n=0}^{+\infty} E[Z^\gamma]^n,$$  \hspace{1cm} (2.8)

which is again finite. Now, if $E[Z^\gamma] \geq 1$, then with the identity (2.2),

$$E[X_0^\gamma] = E[Z^\gamma]E[(1 + X_0)\gamma] = E[(1 + X_0)^\gamma],$$  \hspace{1cm} (2.9)

which can hold only if $E[X_0^\gamma] = +\infty$ (or $\gamma = 0$). Eventually, pick $\gamma \in \mathcal{A}$ so that $E[Z^\gamma] < 1$. With the foregoing, we then know that $E[X_0^\gamma] < +\infty$. Thus, by Jensen’s inequality, $E[\log_+ X_0]$ is finite.

The next lemma provides the existence of the random variables $X_\epsilon$ and the desired formula for the Lyapunov exponent.

**Lemma 2.3.** For all $\epsilon > 0$, there exists a non-negative random variable $X_\epsilon$, unique in distribution, such that

$$X_\epsilon \overset{(d)}{=} Z \frac{1 + X_\epsilon}{1 + \epsilon^2 X_\epsilon},$$  \hspace{1cm} (2.10)

with $Z$ independent of $X_\epsilon$. Moreover, for every $\epsilon > 0$, $Z \lessdot X_\epsilon \lessdot X_0$. Furthermore,

$$\mathcal{L}(\epsilon) = E[\log(1 + \epsilon^2 X_\epsilon)],$$  \hspace{1cm} (2.11)

and $\mathcal{L}(\epsilon)$ is also the growth rate of the entries of $M_{n,\epsilon} \cdots M_{1,\epsilon}$: for every $\vec{x}, \vec{y} \in \mathbb{R}^2$ with nonnegative entries,

$$\frac{1}{n} \log \langle \vec{x}, M_{n,\epsilon} \cdots M_{1,\epsilon} \vec{y} \rangle \xrightarrow{n \to +\infty} \mathcal{L}(\epsilon) \quad \text{a.s. and in } L^1.$$  \hspace{1cm} (2.12)

**Remark 2.4.** There could be other distributions, supported on $\mathbb{R}$, satisfying (2.10). We only claim uniqueness for non-negative invariant measure. However, if $Z$ does not have a finite support, then one can prove, using classical results of products of random matrices (see [1, Chapter 3]), that there exists a unique invariant measure on $\overline{\mathbb{R}}$. With Lemma 2.3, we know that it must be supported on $\mathbb{R}_+$.

In what follows, $X_\epsilon$ will always denote the unique non-negative invariant random variable of Lemma 2.3.

**Proof.** We begin with the proof of the existence, for which we use a standard procedure. Fix an iid sequence $(Z_n)$ of copies of $Z$, set $x_0 = 0$ and define recursively the random variables

$$x_{n+1} = Z_{n+1} \frac{1 + x_n}{1 + \epsilon^2 x_n}. $$  \hspace{1cm} (2.13)

Denote by $\nu_n$ the distribution of $x_n$ and consider the measure $\rho_N = \frac{1}{N} \sum_{n=0}^{N-1} \nu_n$. Observe that for any $n \geq 0$, $x_n$ is nonnegative and $x_{n+1} \leq Z_{n+1}(1 + x_n)$. Thus, by an easy induction,

$$0 \leq x_n \leq \sum_{k=0}^{n-1} Z_n \cdots Z_{n-k} \lessdot X_0: $$  \hspace{1cm} (2.14)
the random variables $x_n$ are uniformly bounded by $X_0$. Consequently the sequence $(\rho_n)$ is tight. Pick a limit point $\rho_\infty$ of that sequence and fix a random variable $X_\epsilon$ with distribution $\rho_\infty$. The limit distribution $\rho_\infty$ must be invariant under the random transformation (2.13). In other words it must satisfy (2.10). The existence of an invariant measure supported on $\mathbb{R}_+$ is proved. Incidentally we obtained $X_\epsilon \preceq X_0$. As for the stochastic lower bound $X_\epsilon \succeq Z$, it directly follows from the identity (2.10).

To deal with the uniqueness, assume that $X^{(0)}_\epsilon$ and $Y^{(0)}_\epsilon$ are two such random variables and fix an iid sequence $(Z_n)$ of copies of $Z$, independent of $X^{(0)}_\epsilon$ and $Y^{(0)}_\epsilon$. We introduce, for $n \geq 0$,

$$
X^{(n+1)}_\epsilon = Z_{n+1} \frac{1 + X^{(n)}_\epsilon}{1 + \epsilon^2 X^{(n)}_\epsilon}, \quad Y^{(n+1)}_\epsilon = Z_{n+1} \frac{1 + Y^{(n)}_\epsilon}{1 + \epsilon^2 Y^{(n)}_\epsilon}.
$$

(2.15)

Observe that, almost surely,

$$
|X^{(n+1)}_\epsilon - Y^{(n+1)}_\epsilon| = Z_{n+1} \frac{(1 - \epsilon^2)|X^{(n)}_\epsilon - Y^{(n)}_\epsilon|}{(1 + \epsilon^2 X^{(n)}_\epsilon)(1 + \epsilon^2 Y^{(n)}_\epsilon)} \leq Z_{n+1}|X^{(n)}_\epsilon - Y^{(n)}_\epsilon|.
$$

(2.16)

Thus, with (2.4), $|X^{(n)}_\epsilon - Y^{(n)}_\epsilon|$ vanishes almost surely as $n$ goes to $+\infty$. On the other hand, note that, with the construction (2.15), for all $n \geq 0$, $X^{(n)}_\epsilon \overset{\text{d}}{=} X^{(0)}_\epsilon$ and $Y^{(n)}_\epsilon \overset{\text{d}}{=} Y^{(0)}_\epsilon$. The uniqueness follows. Then $\rho_N$ actually converges (without extraction) towards $X_\epsilon$’s distribution.

We are left with the proof of formula (2.11). Thanks to a result by H. Hennion [13], since $M_\epsilon$’s entries are positive, the convergence (2.12) holds. On the other hand, for every $n \geq 0$,

$$
M_{n,\epsilon} \cdots M_{1,\epsilon} \left[ \frac{1}{\epsilon X^{(0)}_\epsilon} \right] = \left[ \prod_{k=0}^{n-1} \left( 1 + \epsilon^2 X^{(k)}_\epsilon \right) \right] \left[ \frac{1}{\epsilon X^{(n)}_\epsilon} \right].
$$

(2.17)

So, by taking the log and the expectation,

$$
\frac{1}{n} E[\log \|M_{n,\epsilon} \cdots M_{1,\epsilon} \tau(1, \epsilon X^{(0)}_\epsilon)\|] = E[\log(1 + \epsilon^2 X_\epsilon)] + \frac{1}{n} E[\log \| (1, \epsilon X_\epsilon) \|].
$$

(2.18)

Since $E[\log_+ X_\epsilon] \leq E[\log_+ X_0]$ is finite (Lemma 2.2), the last term vanishes as $n$ goes to $+\infty$. On the other hand, one has, for every $n \geq 0$,

$$
(1, 0) M_{n,\epsilon} \cdots M_{1,\epsilon} \tau(1, \epsilon X^{(0)}_\epsilon) \leq \|M_{n,\epsilon} \cdots M_{1,\epsilon} \tau(1, \epsilon X^{(0)}_\epsilon)\| \leq \|M_{n,\epsilon} \cdots M_{1,\epsilon} \tau(1 + X^{(0)}_\epsilon)\|.
$$

(2.19)

Since we know that both the lower and upper bounds goes to $\mathcal{L}(\epsilon)$ (after taking log and expectation) as $n$ goes to $+\infty$, almost surely and in $L^1$, we get the result.

**Remark 2.5.** Formula (2.11) can also be proved with a classical result by H. Furstenberg and Y. Kifer [11, Corollary of Theorem 3.10], which gives an explicit formula for the Lyapunov exponent in terms of invariant measures as soon as $M$ is an invertible random matrix of size $d \times d$ with no deterministic proper invariant subspace. We could also have used the convergence $\rho_n \rightarrow \mathcal{L}(X_\epsilon)$ to prove (2.11) and (2.12) without using H. Hennion’s results.

**Remark 2.6.** If one notes that the map $\epsilon \mapsto \frac{1 + \epsilon^2 X_\epsilon}{1 + \epsilon^2 X_\epsilon}$ is monotone, one obtains, with the previous construction, that the random variables $X_\epsilon$ are stochastically decreasing with $\epsilon$: for all $\epsilon' \geq \epsilon > 0$ one has $X_{\epsilon'} \preceq X_\epsilon \preceq X_0$.

**Lemma 2.7.** $X_\epsilon \rightarrow X_0$ in distribution when $\epsilon \rightarrow 0$. 
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Proof. The stochastic dominance \( X_\epsilon \preceq X_0 \) ensures that the family of random variables \((X_\epsilon)_\epsilon > 0 \) is tight. Consider a limit point \( \tilde{X}_0 \) of \( X_\epsilon \) as \( \epsilon \) goes to 0. Since \( X_\epsilon \) satisfies the identity \((2.10)\), the limit point \( \tilde{X}_0 \) must satisfy \( \tilde{X}_0 \overset{d}{=} Z(1 + \tilde{X}_0) \). That means, using Lemma 2.2, that \( X_0 \) is the only possible limit point of \( X_\epsilon \) as \( \epsilon \) goes to 0. The convergence of \( X_\epsilon \) towards \( X_0 \) (in distribution) follows.

Using classical integration theorems, one readily obtains the following limiting behaviour of \( X_\epsilon \)'s moments, or truncated moments, which will be needed in the proof of Theorem A.

**Corollary 2.8.** For any \( \gamma > 0 \),

1. If \( E[Z^\gamma] < 1 \) then, as \( \epsilon \) goes to 0, \( E[X_\epsilon^\gamma] = \mathcal{O}(1) \).
2. If \( E[Z^\gamma] \geq 1 \) then for any \( B > 0 \),

\[
E \left[ X_\epsilon^\gamma \mathbf{1}_{\epsilon^2 X_\epsilon \leq B} \right] \rightarrow +\infty, \tag{2.20}
\]

Proof. Recall that \( E[X_0^\gamma] \) is finite if and only if \( E[Z^\gamma] < 1 \) (Lemma 2.2). With the stochastic dominance \( X_\epsilon \preceq X_0 \) provided by Lemma 2.3, we get \( E[X_\epsilon^\gamma] = \mathcal{O}(1) \) when \( E[Z^\gamma] < 1 \). On the other hand if \( E[Z^\gamma] \geq 1 \), then \( E[X_0^\gamma] = +\infty \) (Lemma 2.2). Since \( X_\epsilon \preceq X_0 \), one can pick representatives \( \tilde{X}_\epsilon \) and \( \tilde{X}_0 \) such that \( \tilde{X}_\epsilon \preceq \tilde{X}_0 \) almost surely. It gives the lower bound

\[
E \left[ X_\epsilon^\gamma \mathbf{1}_{\epsilon^2 X_\epsilon \leq B} \right] \geq E \left[ \tilde{X}_\epsilon^\gamma \mathbf{1}_{\epsilon^2 \tilde{X}_\epsilon \leq B} \right] \tag{2.21}
\]

for any \( B > 0 \). By Fatou’s lemma and the convergence in distribution provided by Lemma 2.7, the latter lower bound goes to \( +\infty \) as \( \epsilon \) goes to 0.

\[\Box\]

## 3 Regular expansion (Theorem B: upper bound)

In this section we prove the existence of a regular expansion for the Lyapunov exponent \( \mathcal{L}(\epsilon) \). We also lay out the method, which will be used twice more: for the generalization of this result in Appendix A and in Section 4 to obtain the lower bound of the error. It is based on the study of a regular expansion for the moments of \( X_\epsilon \) which are bounded as \( \epsilon \) goes to 0. Let us first state the main result of the section.

**Proposition 3.1.** Pick an integer \( K \in \mathbb{N} \cup \{0\} \), and fix \( \beta \in [K, K+1] \). The following expansion holds when \( \epsilon \) goes to 0,

\[
\mathcal{L}(\epsilon) = \sum_{k=1}^{K} (-1)^{k+1} \ell_k \epsilon^{2k} + \mathcal{O}(\epsilon^{2\beta} E[X_\epsilon^\beta]), \tag{3.1}
\]

where, for \( k \leq K \), the coefficient \( \ell_k \) is a positive rational function of \( E[Z], \ldots, E[Z^k] \).

**Remark 3.2.** With some extra effort, \( \mathcal{O}(\epsilon^{2\beta} E[X_\epsilon^\beta]) \) can be replaced by \( \mathcal{O}(E[(\epsilon^2 X_\epsilon)^{\beta_1} \wedge (\epsilon^2 X_\epsilon)^{\beta_2}]) \) for any \( \beta_1, \beta_2 \in [K, K+1] \). It will only be needed to explain some generalizations discussed in Remark 1.6.

**Proof.** We use identity \( \mathcal{L}(\epsilon) = E[\log(1 + \epsilon^2 X_\epsilon)] \) (Lemma 2.3) and expand the logarithm. There exists \( C > 0 \) such that for all \( x \geq 0 \),

\[
\left| \log(1 + x) - \sum_{j=1}^{K} \frac{(-1)^{j+1}}{j} x^j \right| \leq C x^\beta. \tag{3.2}
\]

Consequently

\[
\mathcal{L}(\epsilon) = \sum_{j=1}^{K} \frac{(-1)^{j+1}}{j} \epsilon^{2j} E[X_\epsilon^j] + \mathcal{O}(\epsilon^{2\beta} E[X_\epsilon^\beta]). \tag{3.3}
\]
Lemma 3.3. For all \( l \leq K \), the following expansion holds,

\[
E[X^k_l] = \sum_{k=0}^{K-l} (-1)^k g_{l,k} \epsilon^{2k} + \mathcal{O}(\epsilon^{2(\beta-1)} E[X^\beta]),
\]  

(3.4)

where, for all \( l \geq 1 \) and \( k \geq 0 \), the coefficient \( g_{l,k} \) is a positive rational function of \( E[Z], \ldots, E[Z^{l+k}] \).

We first admit Lemma 3.3 and conclude the proof of Proposition 3.1. The substitution of (3.4) into (3.3) yields

\[
\mathcal{L}(\epsilon) = \sum_{j=1}^{K} \frac{(-1)^{j+k+1}}{K-j} \epsilon^{2(j+k)} g_{j,k} + \mathcal{O} \left( \epsilon^{2\beta} E[X^\beta] \right).
\]

(3.5)

It can be rewritten

\[
\mathcal{L}(\epsilon) = \sum_{s=1}^{K} (-1)^{s+1} \ell_s \epsilon^{2s} + \mathcal{O} \left( \epsilon^{2\beta} E[X^\beta] \right), \quad \text{with} \quad \ell_s = \sum_{j=1}^{K} \sum_{k=0}^{K-j} g_{j,k} \epsilon^{2(j+k)},
\]

(3.6)

and \( \ell_s \) is a positive rational function of \( E[Z], \ldots, E[Z^s] \) by inspection.

We are left with the proof of Lemma 3.3, for which we briefly explain the strategy. Write the identity

\[
E[X^k_e] = E[Z^k] E \left[ \left( \frac{1 + X_e}{1 + \epsilon^2 X_e} \right)^k \right].
\]

(3.7)

Then by expanding the denominator one gets

\[
E[X^k_e] = E[Z^k] \sum_{j=0}^{n} \binom{-k}{j} \epsilon^{2j} E \left[ (1 + X_e)^k X_e^j \right] + \text{Remainder}.
\]

(3.8)

It gives a relation between the moments of \( X_e \) which will be used via a bootstrap procedure: the substitution of a regular expansion for \( X_e \)'s first moments into (3.8) will provide a more precise expansion of \( E[X^k_e] \). That new expansion will in turn be injected into (3.8) (for another \( k \)), to obtain a more precise regular expansion for that other moment, et cætera. Of course that procedure should be done in a specific order. Doing it rigorously will require a double induction, on \( k \) and the length of the expansions. Let’s now proceed to the detailed proof.

Proof of Lemma 3.3. Set \( \delta = \beta - K \). We prove, using a course-of-values double induction with the lexicographic order on \((m,j)\), that if \( j + m \leq K \), then \( E[X^k_e] \) has an expansion up to the order \( \epsilon^{2m} \):

\[
E[X^k_e] = \sum_{k=0}^{m} (-1)^k g_{j,k} \epsilon^{2k} + \mathcal{O} \left( \epsilon^{2(m+\delta)} E[X^\beta] \right),
\]

(3.9)

where the for every \( j \geq 1 \) and \( k \geq 0 \), the coefficient \( g_{j,k} \) is a positive rational function of \( E[Z], \ldots, E[Z^{j+k}] \). Of course \( E[X^0_e] \) admits such an expansion, up to any order. All that remains is the inductive step. Fix \( l \geq 1 \) and \( n \geq 0 \) such that \( l + n \leq K \) and suppose that (3.9) holds

(A) for all \( j \leq K \) and \( m \leq (n-1) \wedge (K-j) \);

(B) for all \( j \leq l - 1 \), and \( m \leq n \).
We want to show that it also holds for $(j, m) = (l, n)$. To this end, write

$$E[X^j_l] = E \left[ \left( \frac{1 + X_\epsilon}{1 + \epsilon^2 X_\epsilon} \right)^i \right] = E[Z^l \sum_{r=0}^{l} \binom{l}{r} E \left[ \frac{X^r_l}{(1 + \epsilon^2 X^r_{\epsilon})} \right]]. \quad (3.10)$$

We want to expand the denominator with respect to $\epsilon$. Let $C > 0$ be such that for any $x \geq 0$ and $l, m \leq K$,

$$\left| \frac{1}{(1 + x)^i} - \sum_{i=0}^{m} \binom{-l}{i} x^{i} \right| \leq Cx^{m+\delta}. \quad (3.11)$$

Thus, for every $r \leq l$,

$$\left| E \left[ \frac{X^r_l}{(1 + \epsilon^2 X^r_{\epsilon})} \right] - \sum_{i=0}^{n} \binom{-l}{i} \epsilon^{2i} E[X^{i+r}_\epsilon] \right| \leq C\epsilon^{2(n+\delta)} E[X^{r+n+\delta}_\epsilon] \leq C\epsilon^{2(n+\delta)} \max_{0 \leq k \leq K} E[X^{k+\delta}_\epsilon]. \quad (3.12)$$

Actually

$$\max_{k \leq K} E[X^{k+\delta}_\epsilon] = O(E[X^{\beta}_\epsilon]). \quad (3.13)$$

Indeed, if $1 \leq k \leq K - 1$, then $E[Z^{k+\delta}_\epsilon] < 1$, so $E[X^{k+\delta}_\epsilon] \leq E[X^{k+\delta}_0] < +\infty$ (Lemmas 2.2 and 2.3). On the other hand $E[X^{K+\delta}_\epsilon] = E[X^{i+\delta}_\epsilon] \geq E[Z^{\delta}] > 0$ (Lemma 2.3). Thus, with (3.12) and (3.13), we can write, for every $r \leq l$,

$$E \left[ \frac{X^r_l}{(1 + \epsilon^2 X^r_{\epsilon})} \right] = \sum_{i=0}^{n} \binom{-l}{i} \epsilon^{2i} E[X^{i+r}_\epsilon] + O(\epsilon^{2(n+\delta)} E[X^{\beta}_\epsilon]). \quad (3.14)$$

And then, injecting it into (3.10), we get

$$E[X^j_l] = E[Z^l] \sum_{r=0}^{l} \binom{l}{r} \sum_{i=0}^{n} \binom{-l}{i} \epsilon^{2i} E[X^{i+r}_\epsilon] + O(\epsilon^{2(n+\delta)} E[X^{\beta}_\epsilon]). \quad (3.15)$$

We then isolate the term $\binom{i}{r} = (0, l)$ — that is $E[Z^l] E[X^j_l]$ — on the left-hand side and divide by $1 - E[Z^l]$, to get

$$E[X^j_l] = \frac{E[Z^l]}{1 - E[Z^l]} \sum_{0 \leq r \leq l, 0 \leq i \leq n} \binom{l}{r} \binom{-l}{i} \epsilon^{2i} E[X^{i+r}_\epsilon] + O(\epsilon^{2(n+\delta)} E[X^{\beta}_\epsilon]). \quad (3.16)$$

We claim that the induction hypothesis provides expansions for all these terms, up to the required order. The induction hypothesis (3.9) on $E[X^{i+r}_\epsilon]$ (induction hypothesis with $j = i + r$ and $m = n - i$, which is contained in the item (B) if $i = 0$ and in the item (A) if $i \geq 1$), states that

$$E[X^{i+r}_\epsilon] = \sum_{k=0}^{n-i} \epsilon^{2k} (-1)^k g_{i+r,k} + O(\epsilon^{2(n-i+\delta)} E[X^{\beta}_\epsilon]). \quad (3.17)$$

We then inject it into (3.16). It yields

$$E[X^j_l] = \frac{E[Z^l]}{1 - E[Z^l]} \sum_{0 \leq r \leq l, 0 \leq i \leq n} \binom{l}{r} \binom{-l}{i} \epsilon^{2i} \sum_{k=0}^{n-i} \epsilon^{2k} (-1)^k g_{i+r,k} + O(\epsilon^{2(n+\delta)} E[X^{\beta}_\epsilon]). \quad (3.18)$$
One can already observe that it is a regular expansion of $E[X^l]$ up to the order $n$, as expected. The following lines intend to derive a recursive formula for $g_{l,k}$ so as to check its sign. First note that

$$\binom{-l}{i} = (-1)^i \binom{l + i - 1}{i}.$$  \hfill (3.19)

Thus (3.18) becomes

$$E[X^l] = \sum_{0 \leq r \leq l, 0 \leq i \leq n \atop (i,r) \neq (0,0), 0 \leq k \leq n-i} \binom{l}{r} \binom{l + i - 1}{i} e^{2(k+i)}(-1)^{k+i}g_{l+r,k} + O\left(e^{2(n+\delta)}E[X]^n\right).$$  \hfill (3.20)

Eventually, it can be written as

$$E[X^l] = \sum_{s=0}^{n} (-1)^s g_{l,s} \epsilon^{2s} + O\left(\epsilon^{2(n+\delta)}E[X]^n\right),$$  \hfill (3.21)

with, for every $s \leq n$,

$$g_{l,s} = \frac{E[Z^l]}{1 - E[Z]^l} \sum_{0 \leq r \leq l, 0 \leq i \leq n \atop (i,r) \neq (0,0), 0 \leq k \leq n-i} \binom{l}{r} \binom{l + i - 1}{i} g_{l+r,k}1_{i+k=s}.$$  \hfill (3.22)

Thanks to the induction hypothesis, it is a positive rational function of $E[Z], \ldots, E[Z^{l+n}]$. The inductive step is proved, and the lemma follows. \hfill \Box

4 Theorem B: lower bound on the error

We prove here the lower bound on the error given in Theorem B, formula (1.18). We already saw in Proposition 3.1’s proof, when we studied the signs before the coefficients $\ell_k$ or $g_{l,k}$, that when expanding the algebraic fractions $(1 + \epsilon^2 X^r)^{-r}$, the term $\epsilon^{2n}$ always comes with the sign $(-1)^n$. The same occurs for the error, at each step, at the order $\epsilon^{K+1}$: it comes with the sign $(-1)^{K+1}$. As a result, the error terms, which invariably accumulate with the same sign, effectively add up and cannot offset one another. In practice, these error terms can also be bounded from below. It yields the next result.

**Proposition 4.1.** Fix an integer $K \in \mathcal{A} \cup \{0\}$ and $B > 0$. There exists $c > 0$ such that, for all $\epsilon > 0$,

$$(-1)^{K+2} \left[ L(\epsilon) - \sum_{k=1}^{K} (-1)^{k+1} \ell_k \epsilon^{2k} \right] \geq c \epsilon^{2(K+1)}E[X^K]1_{\epsilon^2 X \leq B},$$  \hfill (4.1)

where the coefficients $(\ell_k)$ are the same as in Proposition 3.1.

Unsurprisingly, a similar scheme as in Proposition 3.1’s proof will be used. We will proceed to a double induction, corresponding to an underlying bootstrap procedure. The only actual difference compared to Section 3 is that the estimate (3.11) is replaced by the lower bound

$$\frac{1}{(1+x)^m} - \sum_{i=0}^{r} \binom{-m}{i} x^i \geq C(-x)^{r+1}1_{x \leq B}.$$  \hfill (4.2)

We begin with the equivalent of Lemma 3.3 in this new perspective.
**Lemma 4.2.** Fix an integer $K \in \mathcal{A} \cup \{0\}$ and $B > 0$. There exists $c > 0$ such that for all $1 \leq l \leq K$, and $0 \leq n \leq K - 1$, the following holds, for the real coefficients $(g_k)$ as in Lemma 3.3

\[
E[X_{\varepsilon}^l] - \sum_{k=0}^{n} (-1)^k g_{l,k} \epsilon^{2k} \begin{cases}
\geq c(-1)^{n+1} \epsilon^{2(n+1)} E[X_{\varepsilon}^{l+n} 1_{\varepsilon^2 X_{\varepsilon} \leq B}] & \text{if } n + 1 \text{ is even}, \\
\leq c(-1)^{n+1} \epsilon^{2(n+1)} E[X_{\varepsilon}^{l+n} 1_{\varepsilon^2 X_{\varepsilon} \leq B}] & \text{if } n + 1 \text{ is odd}.
\end{cases}
\] (4.3)

**Proof.** If $K = 0$ the statement is empty, so suppose $K \geq 1$. It will be useful to recall formula (3.19). Fix $B > 0$. There exists $C > 0$ such that for all $1 \leq l \leq K + 1$ and $n \leq K + 1$, and for all $x \geq 0$,

\[
\frac{1}{(1+x)^l} - \sum_{i=0}^{n-1} \binom{l}{i} (-x)^i \begin{cases}
\geq C(-x)^n 1_{x \leq B} & \text{if } n \text{ is even}, \\
\leq C(-x)^n 1_{x \leq B} & \text{if } n \text{ is odd}.
\end{cases}
\] (4.4)

As in Lemma 3.3, we carry out a proof by course-of-values double induction. More precisely, set

\[
\tilde{C} := C \min_{1 \leq l \leq K} \frac{E[Z_l]}{1 - E[Z_l]}.
\] (4.5)

We prove that if $j \geq 1$, $m \geq 0$ and $j + m \leq K + 1$ then

\[
E[X_{\varepsilon}^j] - \sum_{k=0}^{m-1} \epsilon^{2k} (-1)^k g_{j+k} \geq \tilde{C}(-1)^m \epsilon^{2m} E[X_{\varepsilon}^{j+m} 1_{\varepsilon^2 X_{\varepsilon} \leq B}]
\] (4.6)

if $m$ is even; and the same with an inequality in the opposite direction if $m$ is odd. The base case $m = 0$ is immediate. For the inductive step, we fix $l \geq 1$, $n \geq 1$ such that $l + n \leq K + 1$ and we suppose that (4.6) holds for all $(j, m)$ with $m \leq n - 1$ and $1 \leq j \leq K + 1 - m$, and for all $(j, n)$ with $1 \leq j \leq l - 1$. We want to prove (4.6) for $(j, m) = (l, n)$. For the sake of simplicity, the proof will only be written for $n$ even (inequalities would be in the opposite direction if $n$ is odd). First write the identity

\[
E[X_{\varepsilon}^j] = E \left[ \left( Z \frac{1 + X_{\varepsilon}}{1 + \epsilon^2 X_{\varepsilon}} \right)^l \right] = E[Z_l] \sum_{r=0}^{l} \binom{l}{r} E \left[ \frac{X_{\varepsilon}^r}{(1 + \epsilon^2 X_{\varepsilon})^l} \right].
\] (4.7)

Using (4.4) we get,

\[
E[X_{\varepsilon}^j] \geq E[Z_l] \sum_{r=0}^{l} \binom{l}{r} \left\{ \sum_{i=0}^{n-1} \binom{l+i}{i} (-1)^i \epsilon^{2i} E[X_{\varepsilon}^{i+r}] + C(-1)^n \epsilon^{2n} E[X_{\varepsilon}^{n+r} 1_{\varepsilon^2 X_{\varepsilon} \leq B}] \right\}.
\] (4.8)

We subtract the term $E[Z_l] E[X_{\varepsilon}^j]$ (term $(i, r) = (0, l)$) and divide by $1 - E[Z_l]$ (which is positive) to obtain

\[
E[X_{\varepsilon}^j] \geq \frac{E[Z_l]}{1 - E[Z_l]} \sum_{0 \leq r \leq l, 0 \leq i \leq n-1, (i, r) \neq (0, l)} \binom{l}{r} \left\{ \binom{l+i-1}{i} (-1)^i \epsilon^{2i} E[X_{\varepsilon}^{i+r}] + C(-1)^n \epsilon^{2n} E[X_{\varepsilon}^{n+r} 1_{\varepsilon^2 X_{\varepsilon} \leq B}] \right\}.
\] (4.9)

We use the induction hypothesis on $E[X_{\varepsilon}^{i+r}]$ (induction hypothesis (4.6) with $j = i + r$ and $m = n - i$), that is

\[
E[X_{\varepsilon}^{i+r}] - \sum_{k=0}^{n-i-1} \epsilon^{2k} (-1)^k g_{i+r,k} \geq \tilde{C}(-1)^{n-i} \epsilon^{2(n-i)} E[X_{\varepsilon}^{r+i} 1_{\varepsilon^2 X_{\varepsilon} \leq B}],
\] (4.10)
if $n - i$ is even, and the opposite if it is odd. In any case, injecting these lower bounds into (4.9) yields

$$E[X_i] \geq \frac{E[Z]}{1 - E[Z]} \sum_{0 \leq r \leq l, 0 \leq i \leq n-1 \atop (i,r) \neq (0,0)} \binom{l}{r} \left\{ \binom{l+i-1}{i} \left( (-1)^i \epsilon^{2l} \sum_{k=0}^{n-i-1} \epsilon^{2k} (-1)^k g_{l+r,k} \right) + \tilde{C} \epsilon^{n-2n} E[X_{n+r} 1_{\epsilon^2 X_i \leq B}] \right\}. \tag{4.11}$$

The first line corresponds to the regular part already found in Lemma 3.3 equations (3.21) and (3.22); the second line contains the $\epsilon^{2n}$-terms which we want to bound from below:

$$E[X_i] \geq \sum_{s=0}^{n-1} \epsilon^{2n} (-1)^k g_{l,s} + (-1)^n \epsilon^{2n} Q_n, \tag{4.12}$$

with

$$Q_n = \frac{E[Z]}{1 - E[Z]} \sum_{0 \leq r \leq l, 0 \leq i \leq n-1 \atop (i,r) \neq (0,0)} \binom{l}{r} \left\{ \binom{l+i-1}{i} \tilde{C} + C \right\} E[X_{n+r} 1_{\epsilon^2 X_i \leq B}]. \tag{4.13}$$

Since all the terms in $Q_n$ are non-negative, it is larger than any of them

$$Q_n \geq \frac{E[Z]}{1 - E[Z]} CE \left[X_{n+r} 1_{\epsilon^2 X_i \leq B} \right] \geq \tilde{C} E \left[X_{n+r} 1_{\epsilon^2 X_i \leq B} \right]. \tag{4.14}$$

This concludes the proof of the inductive step and thus the proof of the lemma. □

Proof of Proposition 4.1. Let $c' = c'(B,K) > 0$ be such that for all $x \geq 0$,

$$\log(1 + x) \geq \sum_{l=1}^{K} \frac{(-x)^l}{l} + c'(-x)^{K+2} 1_{x \leq B} \tag{4.15}$$

if $K$ is even; and the same with an inequality in the opposite direction if $K$ is odd. For the sake of simplicity we suppose that $K$ is even in what follows. Writing $\mathcal{L}(\epsilon) = E \log(1 + \epsilon^2 X_\epsilon)$, we get

$$\mathcal{L}(\epsilon) \geq \sum_{l=1}^{K} \frac{(-1)^{l+1}}{l} \epsilon^{2l} E[X_{l}] + c'(-1)^{K+2} \epsilon^{2(K+1)} E[X_{K+1} 1_{\epsilon^2 X_i \leq B}], \tag{4.16}$$

and Lemma 4.2 provides a lower bound for each term in the sum: for every $1 \leq l \leq K$,

$$(-1)^{l+1} \epsilon^{2l} E[X_{l}] \geq (-1)^{l+1} \epsilon^{2l} \sum_{k=0}^{K-l} \epsilon^{2k} (-1)^k g_{l,k} + c(-1)^{l+1} (-1)^{K+1-l} \epsilon^{2(K+1)} E[X_{K+1} 1_{\epsilon^2 X_i \leq B}]. \tag{4.17}$$

The conclusion results from the latter two inequalities. □

5 Limiting behaviour of $X_\epsilon$'s divergent moments

First note that Theorem B is an immediate consequence of Propositions 3.1 and 4.1. The goal of this section is to obtain estimates of the error $R_K(\epsilon)$, for which we now have

$$c \epsilon^{2(K+1)} E[X_{K+1} 1_{\epsilon^2 X_i \leq B}] \leq R_K(\epsilon) \leq C_\beta \epsilon^{2\beta} E[X_{\beta}^2]. \tag{5.1}$$
In order to give explicit estimates of $R_K(\epsilon)$ in terms of powers of $\epsilon$, one needs to understand the limiting behaviour of $X_\epsilon$’s moments (or truncated moments). The issue was partially addressed by Corollary 2.8, which pinpointed the regimes of convergence or divergence of these moments. Namely $E[X_\epsilon^\gamma]$ is bounded as $\epsilon$ goes to 0 if $E[Z^\gamma] < 1$ and diverges if $E[Z^\gamma] \geq 1$. In the following section we address the issue of the divergence speed when $E[Z^\gamma] \geq 1$.

The first paragraph, based on renewal theory results, describing the heavy tail of $X_0$, will provide upper bounds for $X_\epsilon$’s divergent moments. The second paragraph will give lower bounds for these moments under the restriction that $Z$ is bounded.

### 5.1 Upper bounds

We will need the following result, which combine results by H. Kesten and A. K. Grincevičius depending if $\log Z$ has an arithmetic support or not (see [15, Theorems 1, 3] for a review).

**Lemma 5.1.** If $E[Z^\alpha \log Z] < +\infty$, then, as $x$ goes to $+\infty$,

$$P(X_0 \geq x) = O(x^{-\alpha}).$$

(5.2)

It readily gives the next two results. They provide explicit upper bounds for the speed of divergence of $X_\epsilon$’s moments. If you believe Conjecture 1.2, these upper bounds (except the first one when $E[Z^\alpha] < 1$) are of the good order of $\epsilon$. The first one will be used for $\alpha \in \{1, 2, \ldots\}$ whereas the second will be needed when $\alpha$ is not an integer.

**Lemma 5.2.** If $E[Z^\alpha \log Z] < +\infty$, then, as $\epsilon$ goes to 0,

$$E[X_\epsilon^\alpha] = O(\log(1/\epsilon)).$$

(5.3)

**Proof.** The identity $X_\epsilon \overset{(d)}{=} Z \frac{1+X_\epsilon}{1+\epsilon^2 X_\epsilon}$ yields, for $\gamma \geq 0$,

$$E[X_\epsilon^\gamma] = E[Z^\gamma] E \left[ \left( \frac{1+X_\epsilon}{1+\epsilon^2 X_\epsilon} \right)^\gamma \right] \leq E[Z^\gamma] E \left[ ((1+X_\epsilon) \wedge \epsilon^{-2})^\gamma \right] \leq E[Z^\gamma] E \left[ ((1+X_0) \wedge \epsilon^{-2})^\gamma \right].$$

(5.4)

It can be rewritten

$$E[X_\epsilon^\gamma] \leq E[Z^\gamma] \left( \gamma \int_0^{\epsilon^{-2}} x^{\gamma-1} P(X_0 > x-1) dx + \epsilon^{-2\gamma} P(X_0 \geq \epsilon^{-2}-1) \right).$$

(5.5)

With $\gamma = \alpha$, Lemma 5.1 gives upper bounds for these two terms:

$$\epsilon^{-2\alpha} P(X_0 \geq \epsilon^{-2}-1) = O(1) \quad \text{and} \quad \int_0^{\epsilon^{-2}} x^{\alpha-1} P(X_0 > x-1) dx = O(\log(1/\epsilon)).$$

(5.6)

$\square$

**Lemma 5.3.** Fix $\gamma > \alpha$ and assume that $E[Z^\gamma]$ is finite. Then, as $\epsilon$ goes to 0,

$$E[X_\epsilon^\gamma] = O(\epsilon^{2\alpha-2\gamma}).$$

(5.7)

**Proof.** We reuse inequality (5.5). Lemma 5.1, which applies here, yields

$$\epsilon^{-2\gamma} P(X_0 \geq \epsilon^{-2}-1) = O(\epsilon^{2\alpha-2\gamma}) \quad \text{and} \quad \int_0^{\epsilon^{-2}} x^{\gamma-1} P(X_0 > x-1) dx = O(\epsilon^{2\alpha-2\gamma}).$$

(5.8)

$\square$
Remark 5.4. If \( E[Z^\alpha \log Z] < +\infty \), the same techniques yields \( E[(\epsilon^2 X_\alpha)^\alpha \wedge (\epsilon^2 X_\alpha)^{[\alpha]}] = o(\epsilon^{2\alpha}) \). So, with Remark 3.2, we get a proof of the result claimed in Remark 1.6, item 3. Similarly using again the upper bound on the error provided by Remark 3.2, one obtains (1.14). To this end, an alternative version of Lemma 5.1 should be used: when \( E[Z^\alpha] < 1 \), and under some extra technical assumptions, one has \( P(X_\alpha \geq x) = o(x^{-\alpha}) \) (see [14, Theorem 1.3] and [15, Theorem 8]).

5.2 Lower bounds when \( Z \) is bounded

We start with a quite general, albeit quite complex, lower bound for \( X_\alpha \)'s moments.

Lemma 5.5. Fix \( \gamma \geq 1 \), \( C > 0 \), \( B > 1 \) and \( N \in \mathbb{N} \) and set \( \tau = \frac{\gamma}{\rho - \gamma} \left( \frac{B}{B - 1} + C \right) \). One has

\[
E[X_\gamma] \geq \sum_{k=1}^{N} E[Z^\gamma 1_{Z \leq B}]^k \exp \left(-\tau \epsilon^2 B^k\right) P(X_\epsilon \leq C).
\]  
\[ (5.9) \]

Proof. Let \( X_\epsilon^{(N)} \) be a copy of \( X_\epsilon \) and \( (Z_k) \) be iid copies of \( Z \), independent of \( X_\epsilon^{(N)} \). Define recursively, for \( 0 \leq k \leq N - 1 \),

\[
X^{(k)}_\epsilon = Z_{k+1} \frac{1 + X^{(k+1)}_\epsilon}{1 + \epsilon^2 X^{(k+1)}_\epsilon}.
\]  
\[ (5.10) \]

For every \( k \leq N \), one has \( X^{(k)}_\epsilon \overset{(d)}{=} X_\epsilon \). On the other hand, one can derive the following lower bounds:

\[
(X^{(0)}_\epsilon)^\gamma = Z_1^\gamma \frac{(1 + X^{(1)}_\epsilon)^\gamma}{(1 + \epsilon^2 X^{(1)}_\epsilon)^\gamma} \geq \frac{Z_1^\gamma}{(1 + \epsilon^2 X^{(1)}_\epsilon)^\gamma} + \frac{Z_1^\gamma}{(1 + \epsilon^2 X^{(1)}_\epsilon)^\gamma} X^{(1)}_\epsilon^\gamma.
\]  
\[ (5.11) \]

Here the condition \( \gamma \geq 1 \) is used through the convexity inequality \( (1 + x)^\gamma \geq 1 + x^\gamma \). Then, inductively,

\[
(X^{(0)}_\epsilon)^\gamma \geq \frac{Z_1^\gamma}{(1 + \epsilon^2 X^{(1)}_\epsilon)^\gamma} + \frac{Z_2^\gamma}{(1 + \epsilon^2 X^{(1)}_\epsilon)^\gamma} \frac{Z_2^\gamma}{(1 + \epsilon^2 X^{(1)}_\epsilon)^\gamma} X^{(2)}_\epsilon^\gamma + \cdots + \prod_{j=1}^{N} \frac{Z_j^\gamma}{(1 + \epsilon^2 X^{(j)}_\epsilon)^\gamma}.
\]  
\[ (5.12) \]

By taking the expectation we get

\[
E[X^{(k)}_\gamma] \geq \sum_{k=1}^{N} E \left[ \prod_{j=1}^{k} \frac{Z_j^\gamma}{(1 + \epsilon^2 X^{(j)}_\epsilon)^\gamma} \right].
\]  
\[ (5.13) \]

If \( X^{(k)}_\epsilon \leq C \) and \( Z_k \leq B \), then, with definition (5.10), \( X^{(k-1)}_\epsilon \leq B(1 + C) \). So, inductively, if \( X^{(k)}_\epsilon \leq C \), and \( Z_0, \ldots, Z_k \leq B \), then, for every \( j \leq k \),

\[
X^{(k-j)}_\epsilon \leq \sum_{i=1}^{j} B^i + B^j C \leq B^j \left( \frac{B}{B - 1} + C \right) = B^j \sigma,
\]  
\[ (5.14) \]

with \( \sigma = \frac{B}{B - 1} + C \). Thus,

\[
\prod_{j=1}^{k} \frac{Z_j^\gamma}{(1 + \epsilon^2 X^{(j)}_\epsilon)^\gamma} \geq \prod_{j=1}^{k} \frac{Z_j^\gamma 1_{Z_j \leq B}}{(1 + \sigma \epsilon^2 B^{k-j})^\gamma} 1_{X^{(k)}_\epsilon \leq C}.
\]  
\[ (5.15) \]
We compute
\[
\prod_{j=1}^{k} \frac{1}{1 + \sigma^2 B_{k-j}} \geq \exp \left( -\sigma \gamma \epsilon^2 \sum_{j=1}^{k} B_{k-j} \right) \geq \exp \left( -\frac{\sigma \gamma}{B-1} \epsilon^2 B^k \right) = \exp \left( -\tau \epsilon^2 B^k \right). \tag{5.16}
\]

Taking the expectation in (5.15) and using that \(X^{(k)}_\epsilon\) and \(Z_1, \ldots, Z_k\) are independent, we obtain
\[
E \left[ \prod_{j=1}^{k} \frac{Z_j^\gamma}{1 + \epsilon^2 X^{(j)}_\epsilon} \right] \geq E \left[ Z^\gamma 1_{Z \leq B} \right]^k \exp \left( -\tau \epsilon^2 B^k \right) P(X_\epsilon \leq C). \tag{5.17}
\]

The conclusion follows by injecting this lower bound into (5.13).

One could expect to use that general lower bound for any given \(Z\). However it only gives satisfactory results when \(Z\) is bounded. In that case we can get rid of the indicator \(1_{Z \leq B}\) in (5.9).

**Lemma 5.6.** If \(Z\) has a bounded support then \(X_\epsilon \leq \epsilon^{-2} \|Z\|_\infty\) almost surely.

**Proof.** It is an immediate consequence of the invariance identity \(X, (d) = Z_1 + X, 1+X\) and of the inequality \(\frac{\epsilon^2}{1+\epsilon^2} \leq \epsilon^{-2}\), which holds for every \(x \geq 0\).

Lemma 5.6 justifies that we only study \(X_\epsilon\)'s moments instead of its truncated moments: as long as \(B\) is chosen larger than \(\|Z\|_\infty\) one has
\[
E \left[ X^{K+1}_\epsilon 1_{X_\epsilon \leq B} \right] = E \left[ X^{K+1}_\epsilon \right]. \tag{5.18}
\]

In the next two lemmas we give a lower bound for \(X_\epsilon\)'s moments when \(Z\) is bounded. In that instance, note that \(E[Z^\alpha] = 1\): the set \(\mathcal{A}\) cannot takes the form \(\mathcal{A} = (0, \alpha]\). Lemma 5.7 will be used if \(\alpha\) is an integer, and Lemma 5.9 when \(\alpha\) is not an integer. However, both of them hold true regardless of the nature of \(\alpha\).

**Lemma 5.7.** For \(\alpha \geq 1\), if \(Z\) has a bounded support then, for some \(c > 0\), and \(\epsilon\) sufficiently small,
\[
E[X_\epsilon^\alpha] \geq c \log(1/\epsilon). \tag{5.19}
\]

**Proof.** Recall that since \(Z\) is bounded, \(E[Z^\alpha] = 1\). Choose \(\gamma = \alpha\) and \(B = \|Z\|_\infty\) in Lemma 5.5 to get
\[
E[X_\epsilon^\alpha] \geq \sum_{k=1}^{N} E[Z^\alpha]^k \exp \left( -\tau \epsilon^2 B^k \right) P(X_\epsilon \leq C) \geq N \exp \left( -\tau \epsilon^2 B^N \right) P(X_\epsilon \leq C). \tag{5.20}
\]

First note that, thanks to Lemma 2.7,
\[
P(X_\epsilon \leq C) \longrightarrow P(X_0 \leq C), \tag{5.21}
\]
which is positive if \(C\) is large enough. Choosing \(N = N_\epsilon = \lfloor 2 \frac{1}{\log B} \log \frac{1}{\epsilon} \rfloor\), we obtain
\[
E[X_\epsilon^\alpha] \geq N_\epsilon \exp(-\tau) P(X_\epsilon \leq C) \geq c \log(1/\epsilon). \tag{5.22}
\]

**Remark 5.8.** If \(Z\) is not bounded but \(E[Z^\alpha] < +\infty\) for some \(\kappa > \alpha\) then, with another choice of \(B_\epsilon\) and \(N_\epsilon\), one can get the slightly weaker lower bound \(E[X_\epsilon^\alpha] \geq c \frac{\log(1/\epsilon)}{\log \log(1/\epsilon)}\).
Lemma 5.9. If $Z$ is bounded, and if $\gamma \geq 1$ is such that $E[Z^\gamma] > 1$, then, for some $c > 0$, and for $\epsilon$ sufficiently small,

$$E[X^\gamma_\epsilon] \geq c\epsilon^{-2\eta}, \quad \text{where} \quad \eta = \frac{\log E[Z^\gamma]}{\log \|Z\|^\infty} \in (0, \gamma - \alpha). \quad (5.23)$$

Proof. Set $B = \|Z\|_{L^\infty}$ in Lemma 5.5 to get

$$E[X^\gamma_\epsilon] \geq \sum_{k=1}^{N} E[Z^\gamma]^k \exp(-\tau\epsilon^2B^k) P(X_\epsilon \leq C) \geq E[Z^\gamma]^N \exp(-\tau\epsilon^2B^N) P(X_\epsilon \leq C). \quad (5.24)$$

Choosing again $N_\epsilon = \lfloor 2\frac{1}{\log B} \log \frac{\eta}{\epsilon} \rfloor$, we obtain $E[X^\gamma_\epsilon] \geq E[Z^\gamma]^N \exp(-\tau) P(X_\epsilon \leq C) \geq c\epsilon^{-2\eta}$. \hfill \qed

5.3 Proof of Theorem A

We recall here the upper and lower bounds provided by Theorem B:

$$c\epsilon^{2(K+1)}E[X^{K+1}_\epsilon 1_{\epsilon^2X_\epsilon \in B}] \leq R_K(\epsilon) \leq C\beta c^{2\beta} E[X^\beta_\epsilon], \quad (5.25)$$

If $\alpha = +\infty$ then $R_K(\epsilon) \leq C_{K+1} c^{2(K+1)} E[X^{K+1}_\epsilon] \leq c^{2(K+1)} E[X^{K+1}_\epsilon] \leq c^{2(K+1)} E[X^{K+1}_0] \leq c^{2(K+1)}$ (Lemma 2.3). Since $E[X^{K+1}_0]$ is finite (Lemma 2.2), the result \eqref{eq:main_result} follows.

From now on we suppose that $\alpha$ is finite and $E[Z^\alpha] = 1$ and we set $K = \lfloor \alpha \rfloor - 1$. By Corollary 2.8,

$$R(\epsilon) \geq c\epsilon^{2(K+1)} E[X^{K+1}_\epsilon 1_{\epsilon^2X_\epsilon \in B}] \geq c^{2(K+1)}. \quad (5.26)$$

If $\alpha$ is an integer then the lower and upper bounds given by \eqref{eq:lower_bound} or \eqref{eq:upper_bound} follow from Lemmas 5.2 and 5.7. If $\alpha$ is not an integer then the lower and upper bounds \eqref{eq:lower_bound} and \eqref{eq:upper_bound} are a consequence of Lemmas 5.3 (with $\gamma$ such that $E[Z^\gamma] < +\infty$) and 5.9 (with $\gamma = K + 1$). \hfill \qed

A Generalization in higher dimension

The techniques developed in the previous sections are sufficiently robust to be used in more general settings. We apply them to a square matrix of size $d+1$ which is a perturbation of a matrix alike $\text{Diag}(1, Z)$, which still have a preferred direction. Since the proofs are only slightly different from the previous sections, they will be only sketched in this appendix. We will just point out the arguments that must be adapted and many details will be omitted.

We now consider the $(d+1) \times (d+1)$ matrix

$$M_\epsilon = \begin{pmatrix} 1 & \epsilon L_\epsilon \\ \epsilon C_\epsilon & N_\epsilon \end{pmatrix}, \quad (A.1)$$

where $L_\epsilon$ and $C_\epsilon$ are random vectors of size $d$, and $N_\epsilon$ is a random matrix, of size $d \times d$. We are still interested in the Lyapunov exponent, defined by the limit

$$\mathcal{L}(\epsilon) = \lim_{n \to +\infty} \frac{1}{n} \log \|M_{n,\epsilon} \cdot M_{1,\epsilon}\|, \quad (A.2)$$

where $(M_{k,\epsilon})_{k \geq 1}$ are iid copies of $M_\epsilon$. This limit exists almost surely and is deterministic (see again \cite{10}) as soon as for every $\epsilon > 0$, $E[\log_+ \|M_{k,\epsilon}\|] < +\infty$.

We derive in this section a regular expansion for $\mathcal{L}(\epsilon)$, alike the expansion provided by Proposition 3.1 in the previous setting. However, no lower bound on the error will be given here. We start by
deriving a formula alike \( L(\epsilon) = E[\log(1 + \epsilon^2 X_\epsilon)] \)  \( (\text{Lemma A.3}) \).

In the whole section \( \| \cdot \| \) will denote a given norm on \( \mathbb{R}^d \) or \( \mathbb{R}^{d+1} \), as well as the induced operator norm on \( \mathcal{M}_d(\mathbb{R}) \) or \( \mathcal{M}_{d+1}(\mathbb{R}) \). On another note, if \( x, y \in \mathbb{R}^d \), we will write \( x \leq y \) if the inequality holds coordinatewise. Similarly the stochastic dominance \( \preceq \) will be extended to random vectors: \( X \preceq Y \) means that there exists a copy \( \tilde{X} \) of \( X \) and a copy \( \tilde{Y} \) of \( Y \) satisfying \( \tilde{X} \preceq \tilde{Y} \) almost surely (coordinatewise).

Let’s introduce the assumptions under which we will work in the section. Observe that under these assumptions, the condition \( E[\log_+ \| M_\epsilon \|] < +\infty \) is fulfilled so the Lyapunov exponent is well defined.

**Assumptions A.1.** We assume that the following holds, for every \( \epsilon \in (0, \epsilon_0) \).

(a) The random matrix \( M_\epsilon \) has non-negative entries. And, almost surely, there exists \( N \geq 1 \) such that the product \( M_{N,\epsilon} \cdots M_{1,\epsilon} \) has positive entries.

(b) There exists \( \delta_\epsilon > 0 \) such that \( E[\| N_\epsilon \|^\delta_\epsilon] < 1 \) and \( E[\| C_\epsilon \|^\delta_\epsilon] < +\infty \).

(c) \( E[\log_+ \| L_\epsilon \|] < +\infty \).

Before deriving the formula for the Lyapunov exponent, we introduce the random vector \( Y_\epsilon \), which will play the same role as \( X_\epsilon \) in our new setting (except that here it will depend on \( \epsilon \)). Namely it will be used through stochastic dominances.

**Lemma A.2.** Fix \( \epsilon \in (0, \epsilon_0) \) and let \( (N_{\epsilon,k}, C_{\epsilon,k}) \) be iid copies of \( (N_\epsilon, C_\epsilon) \). The series

\[
Y_\epsilon = \sum_{n=0}^{+\infty} N_{\epsilon,1} \cdots N_{\epsilon,n-1} C_{\epsilon,n}
\]

\( (\text{A.3}) \)

converges almost surely. Moreover \( E[\log_+ \| Y_\epsilon \|] \) is finite. If, in addition,

\[
\limsup_{\epsilon \to 0} E[\| N_\epsilon \|^{\beta}] < 1 \quad \text{and} \quad \limsup_{\epsilon \to 0} E[\| C_\epsilon \|^{\beta}] < +\infty,
\]

\( (\text{A.4}) \)

then \( E[\| Y_\epsilon \|^{\beta}] = O(1) \) as \( \epsilon \) goes to 0.

**Proof.** Since all the entries of \( M_\epsilon \) are non-negative, the sum \( (\text{A.3}) \) is always defined. A priori, some of its entries could be \( +\infty \). Denote by \( Y_\epsilon \) the random vector defined by this infinite sum. Using Minkowski’s inequality or another convexity inequality as for Lemma 2.2, one proves, under Assumption A.1 (b), that \( E[\| Y_\epsilon \|^\beta] \) is finite. So \( Y_\epsilon \)'s entries are almost surely finite. With the same technique, we prove the rest of the lemma. \( \square \)

The next lemma provides the desired formula for \( L(\epsilon) \).

**Lemma A.3.** There exists a random vector \( X_\epsilon \in \mathbb{R}^d \), with non-negative entries, satisfying

\[
\left( \frac{1}{\epsilon X_\epsilon} \right) \overset{(d)}{=} \left( \frac{1}{\epsilon C_\epsilon} \frac{\epsilon L_\epsilon}{N_\epsilon} \right) \left( \frac{1}{\epsilon X_\epsilon} \right) \quad \text{in the projective space } \mathbb{P}^d(\mathbb{R}),
\]

\( (\text{A.5}) \)

or equivalently,

\[
X_\epsilon \overset{(d)}{=} \frac{C_\epsilon + N_\epsilon X_\epsilon}{1 + \epsilon^2 L_\epsilon X_\epsilon},
\]

\( (\text{A.6}) \)

where \( C_\epsilon, N_\epsilon \) and \( L_\epsilon \) are the blocks of the random matrix \( M_\epsilon \), independent of \( X_\epsilon \). One has \( X_\epsilon \preceq Y_\epsilon \). Moreover the Lyapunov exponent can be written as

\[
L(\epsilon) = E[\log(1 + \epsilon^2 L_\epsilon X_\epsilon)].
\]

\( (\text{A.7}) \)
And for every \( \vec{x}, \vec{y} \in \mathbb{R}^{d+1} \),
\[
    L(\epsilon) = \lim_{n \to \infty} \frac{1}{n} \log \langle \vec{x}, M_{n,\epsilon} \cdots M_{1,\epsilon} \vec{y} \rangle .
\]  

(A.8)

\textbf{Proof.} The method is the same as in Lemma 2.3’s proof for 2 \times 2 matrices. We fix iid copies \((M_{\epsilon,n})\) of \(M_\epsilon\) and set \(x_0 = 0_{\mathbb{R}^d}\). Then define inductively, for \(n \geq 0\), the random variables
\[
    x_{n+1} = \frac{C_{\epsilon,n} + N_{\epsilon,n}x_n}{1 + \epsilon^2 L_{\epsilon,n}x_n}.
\]  

(A.9)

Observe that since all the vectors have non-negative entries, one can write, coordinatewise,
\[
    x_{n+1} \leq C_{\epsilon,n} + N_{\epsilon,n}x_n.
\]  

(A.10)

So, by an easy induction, \(x_n \leq Y_\epsilon\) for every \(n \geq 0\). The end of the proof is the same as for Lemma 2.3. We do not reiterate all the details here. Just note that we do not claim the uniqueness of a non-negative solution to (A.6) and that Assumption A.1 (a) is a sufficient condition for H. Hennion’s result to apply.

To state our main result, and more precisely to formulate its premises, some multi-index notations will be required, which we set in the next lines. The norm of a multi-index \(\lambda \in \mathbb{N}^d\) will be denoted by \(|\lambda|\):
\[
    |\lambda| := \lambda_1 + \ldots + \lambda_d .
\]  

(A.11)

For every \(l \geq 0\), there are \(\binom{l+d-1}{d-1}\) multi-indices with norm \(l\): it is the number of (weak) compositions of \(l\) into \(d\) non-negative integers. For a vector \(x \in \mathbb{R}^d\) and a multi-index \(\lambda \in \mathbb{N}^d\), we define the multi-index power
\[
    x^\lambda = x_1^{\lambda_1} \times \cdots \times x_1^{\lambda_d} .
\]  

(A.12)

Similarly, for a matrix \(A \in \mathcal{M}_d(\mathbb{R})\) and a multi-index \(\omega \in \mathbb{N}^d \cong \mathcal{M}_d(\mathbb{N})\), define
\[
    A^\omega = \prod_{i,j} (A_{i,j})^{\omega_{i,j}} \quad \text{and} \quad |\omega| = \sum_{i,j} \omega_{i,j}.
\]  

(A.13)

There should be no confusion with a standard matrix power since \(\omega\) is a multi-index.

For \(l \geq 0\), consider the square matrix \(G^{(l)}\) with size \(\binom{l+d-1}{d-1}\), whose elements are
\[
    G^{(l)}_{\lambda,\lambda'} = \sum_{\substack{\omega \in \mathbb{N}^d \\
    \sum_{i,j} \omega_{i,j} = \lambda_i \\
    \sum_{i,j} \omega_{i,j} = \lambda'_i}} \lim_{\epsilon \to 0} E \left[ N_\epsilon^\omega \right] ,
\]  

(A.14)

for \(\lambda, \lambda' \in \mathbb{N}^d\) such that \(|\lambda| = |\lambda'| = l\).

Note that all the multi-indices \(\omega\) in the sum have norm \(|\omega| = l\). The matrix \(G^{(l)}\) will play a similar role as \(E[Z^l]\) in this generalized context. Of course these matrices, which require the existence of \(\lim_{\epsilon \to 0} E \left[ N_\epsilon^\omega \right]\), are not always defined.

We have set enough notations to state the generalization of Proposition 3.1, giving a regular expansion of the Lyapunov exponent \(L(\epsilon)\).

\textbf{Proposition A.4.} Fix \(K \geq 0\) and \(\beta \in (K, K + 1]\). Suppose that

1. For all multi-indices \(\lambda, \mu \in \mathbb{N}^d\), \(\omega \in \mathbb{N}^d\) such that \(l = |\lambda| + |\mu| + |\omega| \leq K\), \(E[L_\epsilon^\lambda C_\mu^\omega N_\epsilon^\omega]\) is finite and admits a regular expansion, as \(\epsilon\) goes to 0, up to the order \(2(K - l)\):
\[
    E[L_\epsilon^\lambda C_\mu^\omega N_\epsilon^\omega] = \sum_{r=0}^{2(K-l)} c_{\lambda,\mu,\omega,r} \epsilon^r + O(\epsilon^{2(\beta - l)}) ;
\]  

(A.15)
2. For all \(1 \leq l \leq K\), the matrix \(I - G(l)\) is invertible;

3. \(\limsup_{\epsilon \to 0} E[\|L_{\epsilon}\|^2] \) is finite.

Then there exist real coefficients \(q_1, \ldots, q_{2K}\) such that, as \(\epsilon\) goes to 0,

\[
\mathcal{L}(\epsilon) = \sum_{k=2}^{2K} q_k e^k + O(e^{2\beta} E[1 + \|X_{\epsilon}\|^2]).
\]  

(A.16)

**Remark A.5.** For Proposition A.4 to be usable, one needs to control \(E[\|X_{\epsilon}\|^2]\). With Lemmas A.2 and A.3, one has \(E[\|X_{\epsilon}\|^2] = O(1)\) as \(\epsilon\) goes to 0 as soon as (A.4) hold.

**Remark A.6.** One could be surprised that the upper bound involves \(E[1 + \|X_{\epsilon}\|^2]\) instead of \(E[\|X_{\epsilon}\|^2]\). Such a caution was not necessary in the previous context since the latter was bounded form below as \(\epsilon\) goes to 0. Here, a priori, it could happen that \(E[\|X_{\epsilon}\|^2]\) vanishes as \(\epsilon\) goes to 0.

**Remark A.7.** The existence of \(G(l)\), for \(l \leq K\), is ensured by the assumption (A.15), which gives \(\lim_{\epsilon \to 0} E[N_{\epsilon}] = c_{0,0,0,0}\). The invertibility of \(I - G(l)\) is the counterpart of the assumption “\(E[Z^1] < 1\)” in Proposition 3.1.

**Proof.** The same proof as for Proposition 3.1 works: one expands the logarithm:

\[
E[\log(1 + \epsilon^2 L_{\epsilon} X_{\epsilon})] = \sum_{k=0}^{K} \frac{(-1)^{k+1}}{k} \epsilon^{2k} E[(L_{\epsilon} X_{\epsilon})^k] + O(\epsilon^{2\beta} E[(L_{\epsilon} X_{\epsilon})^2])
\]

(A.17)

\[
= \sum_{k=0}^{K} \frac{(-1)^{k+1}}{k} \epsilon^{2k} \sum_{1 \leq r_1, \ldots, r_k \leq d} E \left[ \prod_{i=1}^{k} L_{\epsilon}^{(r_i)} \right] E \left[ \prod_{i=1}^{k} X_{\epsilon}^{(r_i)} \right] + O(\epsilon^{2\beta} E[(L_{\epsilon} X_{\epsilon})^2]),
\]

where \(x^{(r)}\) stands for the \(r\)th coordinate of \(x\). Note that

\[
E[(L_{\epsilon} X_{\epsilon})^2] \leq E[\|L_{\epsilon}\|^2] E[\|X_{\epsilon}\|^2] \leq CE[\|X_{\epsilon}\|^2],
\]  

(A.18)

and that for any \(r_1, \ldots, r_k\) there exists \(\lambda \in \mathbb{N}^d\), with norm \(k\) such that \(E \left[ \prod_{i=1}^{k} X_{\epsilon}^{(r_i)} \right] = E[X_{\epsilon}^\lambda].\) Thus we need expansions for \(X_{\epsilon}\)’s moments. They are given by the next lemma. By substituting the regular expansion (A.19), given in Lemma A.8, in the expansion (A.17) of \(\mathcal{L}(\epsilon)\), the proof of Proposition A.4 will be complete.

**Lemma A.8.** Under Proposition A.4’s premises, for all \(l \leq K\), and \(\lambda \in \mathbb{N}^d\), such that \(|\lambda| = l\), the following expansion holds, for some real coefficients \((g_{\lambda,k})\):

\[
E[X_{\epsilon}^\lambda] = \sum_{k=0}^{2(k-l)} \epsilon^k g_{\lambda,k} + O(\epsilon^{2(\beta-l)} E[1 + \|X_{\epsilon}\|^2]).
\]  

(A.19)

**Sketch of proof of Lemma A.8.** We can follow the same proof as for Lemma 3.3. We go back to that proof to understand how the present one must be adjusted. The only point which merits special attention is the line (3.16) where the term \(E[Z^1] E[X_{\epsilon}^\lambda]\) is isolated on the left-hand side. That line could be summarized as follow: we wrote

\[
E[X_{\epsilon}^\lambda] = E[Z^1] E[X_{\epsilon}^\lambda] + (\mathcal{O}_l),
\]  

(A.20)
where $(\hat{\zeta}_l)$ stands for all the terms in the expansion of $E[X^l]$ for which the induction hypothesis provided an expansion up to the required order. To be explicit,

$$ (\hat{\zeta}_l) = E[Z^l] \sum_{0 \leq j \leq l, 0 \leq i \leq n} \binom{l}{j} \binom{1}{i} \epsilon^{2i} E[X^{i+j}] + O(\epsilon^{2(n+\delta)})E[X^{\beta}]). $$

(A.21)

Then we could conclude by writing

$$ E[X^l] = \frac{1}{1 - E[Z]} (\hat{\zeta}_l), $$

and applying the induction hypothesis. That is where was used the condition “$E[Z] < 1$” (actually $E[Z] \neq 1$ was enough), and this is where will be used the invertibility of $1 - G^{(l)}$.

In our generalized setting, we still carry out an induction on $(n, l = |\lambda|)$ (equipped with the lexicographic order). For the inductive step, there are a lot of multi-indices with given norm $l$. They will be solved simultaneously, by writing a joint system satisfied by all these multi-indices

$$ E[X^\lambda] = (C_\epsilon + N_\epsilon X_\epsilon)^\lambda \left[ \sum_{j=0}^n \binom{l}{j} \epsilon^{2j} (L_\epsilon X_\epsilon)^j + \epsilon^{2(n+\delta)}O((L_\epsilon X_\epsilon)^{n+\delta}) \right]. $$

(A.23)

Then develop the denominator

$$ E[X^\lambda] = (C_\epsilon + N_\epsilon X_\epsilon)^\lambda \left[ \sum_{j=0}^n \binom{l}{j} \epsilon^{2j} (L_\epsilon X_\epsilon)^j + \epsilon^{2(n+\delta)}O((L_\epsilon X_\epsilon)^{n+\delta}) \right]. $$

Eventually, after manipulation, that moment takes the form

$$ E[X^\lambda] = \sum_{\lambda' : |\lambda'| = l} G^{(l)}_{\lambda', \lambda} E[X^\lambda'] + (\hat{\zeta}_\lambda), $$

(A.25)

where, again, $(\hat{\zeta}_\lambda)$ stands for all the term in the expansion of $E[X^\lambda]$ for which the induction hypothesis, and the premise (A.15) of Proposition A.4, provide an expansion up to the required order. Then, since $I - G^{(l)}$ is invertible, one can solve that joint system satisfied by the family $(E[X^\lambda])$:

$$ E[X^\lambda] = \left[ (I - G^{(l)})^{-1} (\hat{\zeta}_\lambda) \right] \lambda = \sum_{\lambda': |\lambda'| = l} \left[ (I - G^{(l)})^{-1} \right]_{\lambda', \lambda} (\hat{\zeta}_{\lambda'}). $$

(A.26)

That concludes the proof of the induction step and thus the proof of the lemma.

Remark A.9. The same methods as in Section 4 can produce the lower bound on the error

$$ (-1)^{K+2} R_K(\epsilon) \geq c \epsilon^{2(K+1)} E \left[ (L_\epsilon X_\epsilon)^{K+1} 1_{L_\epsilon X_\epsilon \leq B} \right] + O(\epsilon^{2(K+1)}), $$

as long as (A.15) holds with $\beta = K + 1$.

**Application to a 1D Ising model** The product of random matrices considered in the first sections appeared in [6] to express the free energy of the nearest-neighbour Ising model on the line with inhomogeneous magnetic field. The generalization considered in this appendix allows finite range interactions to be included. Let us be more precise. Consider the Ising model on $T_N := \mathbb{Z}/\mathbb{Z}$, with
homogeneous interactions up to the distance $d$ and inhomogeneous magnetic field $(h_k)$. It is the spin model with configurations $\sigma \in \{0, 1\}^{\mathbb{T}_N}$ whose Hamiltonian is

$$H(\sigma) = \sum_{k \in \mathbb{T}_N} \left( h_k \sigma_k + \sum_{l=1}^{d} \alpha_l \mathbf{1}_{\sigma_k \neq \sigma_{k+l}} \right),$$  \hspace{1cm} (A.28)

The magnetic field $(h_k)_{k \in \mathbb{T}_N}$ is supposed to be iid. Thanks to a transfer matrix approach, the free energy in the thermodynamic limit can be expressed through a random matrix products:

$$f(T) = \lim_{N \to +\infty} \frac{1}{N} \log \text{Tr} \left( \prod_{n=1}^{N} A_n \right),$$  \hspace{1cm} (A.29)

where $A_n$ is a $2^d \times 2^d$ sparse matrix (two non-zero entries on each line and each column) whose entries are the following. If $\tau, \upsilon \in \{0, 1\}^d$, which represent the partial configuration $(\sigma_n, \ldots, \sigma_{n+d-1})$ and its shift $(\sigma_{n+1}, \ldots, \sigma_{n+d})$, then

$$A_n(\tau, \upsilon) = \exp \left( -\frac{1}{T} \tau_1 h_n - \frac{1}{T} \sum_{l=1}^{d} \alpha_l \upsilon_l \right) \mathbf{1}_{\tau_2 = \upsilon_1, \ldots, \tau_{d-1} = \upsilon_d}. $$  \hspace{1cm} (A.30)

One can check that Assumption A.1 (a) holds with $N = d$. Proposition A.4 provides an expansion for the free energy $f(T)$ when the coupling constants $\alpha_l$ tend to be very large. Set $Z_n = \exp(-h_n/T)$ and $\epsilon_l = \exp(-\alpha_l/T)$ for every $l \leq d$. The parameters $\epsilon_l$ vanish when the coupling constants $\alpha_l$ tend to be very large. Then $A_n$ is a random perturbation of $\text{Diag}(1, 0, \ldots, 0, Z_n)$ if one writes the configurations $\tau, \upsilon$ in lexicographic order. Thus, Proposition A.4 yields

$$f(T) = \sum_{\lambda \in \mathbb{N}^d: |\lambda| < \beta} c_\lambda \epsilon_1^{\lambda_1} \cdots \epsilon_d^{\lambda_d} + O \left( \sum_{l=1}^{d} \epsilon_l^\beta \right),$$  \hspace{1cm} (A.31)

as soon as $E[|Z|^\beta] < 1$ (note that $\beta$ is not the inverse temperature here).

Remark A.10. Similarly, the results apply for an Ising model on a strip of finite width $s$ (i.e. $[N] \times [s]$), or a cylinder $([N] \times \mathbb{Z}/s\mathbb{Z})$ with an inhomogeneous magnetic field and finite-range interactions, with free, fixed or periodic boundary conditions.
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