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Abstract—Robots operating in low-light conditions with conventional cameras face significant challenges due to the low signal-to-noise ratio in the images. Previous work has demonstrated the use of burst-imaging techniques to partially overcome this issue. This study proposes a novel feature finder that enhances vision-based reconstruction under extremely low-light conditions. The approach locates features with well-defined scale and apparent motion within each burst by jointly searching in a scale-slope space. We demonstrate improved performance in feature detection, camera pose estimation and reconstruction compared to state-of-the-art feature extractors on conventional and burst-merged images. This work opens avenues for robotic applications where low-light conditions often pose difficulties such as disaster recovery and drone delivery at night.

Index Terms—Computer vision for automation, SLAM.

I. INTRODUCTION

INTEGRATION of vision sensors has transformed the field of robotics, enabling robots to perform precise simultaneous localisation and mapping (SLAM) [1], [2], [3], structure-from-motion (SfM) [4], [5], [6], and depth estimation [7], [8]. However, state-of-the-art methods face difficulties operating in low-light conditions due to the low signal-to-noise ratio (SNR) in captured images. While carrying a light source is one solution, it is not always feasible or desirable, particularly in applications such as nocturnal animal behavioral studies or on smaller, weight- and power-restricted platforms. Thus, it is necessary to develop low-light image processing techniques for monocular cameras without any additional hardware modifications.

Burst imaging was introduced as a mobile photography technique to enable low-light photography on Pixel mobile phones [9]. This is achieved by aligning frames within a burst to a common image and merging them temporally to obtain a higher SNR image [9], [10]. Such burst-merged images demonstrate high SNR which is favorable for vision-based reconstruction, without the need for additional light sources [9]. Adapting burst imaging for robotics, burst-based SfM [11] established the viability of using burst imaging for reconstruction under extremely low-light conditions.

Prior works and ongoing developments in burst imaging [12], [13], [14] have focused on generating temporally merged images from bursts. However, extracting features from merged images tends to produce localisation errors due to pairwise misalignment. This is because of the limited information available from only two images at a time. When adapting burst imaging for robotics, the study on robotic burst imaging [11] failed to take advantage of the dynamics of robotic platforms. In this paper, we propose addressing these challenges by directly locating features within bursts. This approach mitigates problems associated with pairwise misalignment and missed opportunities in leveraging robotic platform dynamics to understand motion behaviors within individual bursts.

We describe a robotic burst as a sequence of multiple images captured along a trajectory of a robot with small motions between each frame. We locate blob features with well-defined scale and apparent motion within each burst. To detect these blob features, we create a motion stack by shifting and summing frames based on their apparent motion. We then apply a difference of Gaussians (DoG) scale filter and describe the features

![Feature matching in low light: a commercial drone (top-left) captures imagery that is too noisy for conventional 3D reconstruction in low light (top-middle). This is because of the excessive spurious feature detection (top-right, red) and low-quality feature matches (bottom, red) offered by conventional features like SIFT. The proposed BuFF feature yields fewer, higher-quality features, resulting in many more correctly matched pairs (yellow). In this work, we show that our feature extractor enables 3D reconstruction in previously prohibitive low-light conditions.](https://www.ieee.org/publications/rights/index.html for more information.)
using histograms of edge orientations. This descriptor operates on motion-filtered images, yielding an SNR improvement. By capturing multiple bursts and identifying features within each burst, we enable 3D reconstruction.

Our key contributions are:

- We introduce burst feature finder (BuFF), a 2D + time feature detector and descriptor that finds features with well-defined scale and apparent motion within a robotic burst,
- We propose the approximation of apparent feature motion as either 1D or 2D linear segments under typical robotic platform dynamics, enabling critical refinements relative to prior work on hand-held imagery, and
- We establish variations of BuFF matched to these apparent motion types and demonstrate it significantly outperforming state-of-the-art feature extractors applied to conventional and burst imagery in low-SNR scenes.

We validate our method using real burst imagery collected by a robotic arm. Code and dataset are available at: https://roboticimaging.org/Projects/BuFF/.

To evaluate, we compare our results against state-of-the-art feature extractors including scale invariant feature transform (SIFT) [15], SuperPoint [16] and repeatable and reliable detector and descriptor (R2D2) [17] on conventional images and burst-merged images for SFM. We demonstrate that our proposed feature finder locates more true features and fewer spurious features in light-constrained scenes as shown in Fig. 1. We demonstrate an overall improvement in reconstruction performance using the widely available COLMAP SFM software [4].

We also show that our method yields more complete 3D models with increased 3D points, more accurate camera pose estimates, and improved inlier matches with high precision compared to alternative approaches. We enable COLMAP to successfully converge for scenes where it was previously unable to do so due to low SNR.

This work opens the way for a broad range of robotics applications in low light, such as disaster recovery and drone delivery at night.

II. RELATED WORK

A. Robotic Burst Imaging

Robotic burst imaging [11] captures multiple bursts of images with small motion variation along a trajectory of a robot using a conventional monocular camera. Unlike burst imaging [9], [10] that focuses on generating visually appealing images for the human visual system while accounting for handshake motion [12], [13], [14], robotic burst imaging deals with generating reliable estimates for downstream tasks such as 3D reconstruction. Robotic bursts also operate on lower light conditions compared to hand-held burst photography. In this work, we capture multiple robotic bursts similar to burst-based SFM [11]. Instead of merging images in a burst to improve the SNR of the resulting image for 2D feature extraction, we directly extract blob features in robotic bursts. This approach allows us to overcome the challenges posed by pairwise misalignment by leveraging robotic platform dynamics.

B. Feature Detection

For visual reconstruction, feature-based methods rely on establishing accurate and reliable pixel-level correspondences across multiple images. In robotics, the widely used technique for feature extraction is SIFT [15]. SIFT uses DoG filters at various scales to create a multi-scale pyramid, in which it searches for local extrema to identify scale-invariant blob features. SIFT then describes these features based on their histogram of gradients. Compared to other 2D feature detectors like speeded up robust features (SURF) [18] and ORB [19], SIFT demonstrates higher tolerance to noise [20].

Drawing inspiration from SIFT and light field features (LiFF) [21], we find blob features with well-defined scale and apparent motion by directly searching in a robotic burst. Our key insight is that while SIFT locates blobs with well-defined scales and locations in the 2D image plane and LiFF deals with identifying blobs with well-defined scales and locations in 3D space on light-field images, our approach leverages the use of multiple 2D images captured rapidly by a monocular camera. By incorporating burst frames, which include both 2D spatial and temporal data, we are able to locate and describe blobs with well-defined scales and apparent motion on the 2D image plane.

C. Feature Description

SIFT finds correspondences across other images by measuring the similarity between descriptors and computes feature matches for 3D reconstruction [15]. SIFT descriptors exhibit more robust performance and matching scores than other classical feature extractors [18], [19] in the presence of geometric changes for well-lit images [20]. In our work, we describe each feature, similar to SIFT, based on the histogram of edge orientations around its local neighborhood. Since these descriptors are computed at a stage where images have a higher SNR, we show them to have better accuracy and selectivity advantages over conventional methods.

D. 3D Feature Extraction

Employing SIFT for video feature extraction, Scovanner et al. [22] extends the SIFT descriptor to a higher dimension while relying on sequential frames from videos. Another approach [23] constructs a spatio-temporal space to locate features using explicit motion modeling via flow methods. However, these 3D methods exhibit limited performance [24], as they depend on individual pixels within low SNR images to identify local extrema. This leads to misalignment errors particularly within low-light robotic bursts. Our approach draws a parallel to the space-sweep technique widely adopted in computer vision [25], [26] for high SNR images. However, diverging from the conventional path of employing sequential frames naively, we leverage the typical motion characteristics of the robotic platform in designing the search space with higher SNR images for feature extraction.
E. Learning-Based Feature Extraction

In this work, we focus on designing a physics-based approach to feature extraction. This is because capturing large amounts of low-light images for training purposes can be expensive, and learning-based methods offer no guarantee of generalizing beyond their training domains [27], [28]. We compare our physics-based approach to learning-based methods during evaluation.

III. BURST FEATURE FINDER

In this section, we extract blob features with well-defined scale and apparent motion on low-light robotic burst and explain the integration of BuFF into an SIFT pipeline.

A. Apparent Motion Within a Robotic Burst

Capturing burst images using a camera mounted on a moving robotic platform exhibits fundamentally different motion profiles compared to hand-held burst photography. While handshake on handheld cameras contains significant high-frequency components, robotic platform dynamics are usually dominated by higher inertia and thus smoother instantaneous motion. This results in smooth and, for sufficiently fast bursts, locally linear apparent motion.

For a robotic burst [11] that captures multiple images with small motion variation along a trajectory of a robot using a conventional monocular camera, we introduce two versions of the feature finder, BuFF 2D and BuFF 1D, each tailored to address specific scenarios. BuFF 2D is designed to extract features from bursts characterized by 2D linear apparent motion as shown in Fig. 2 (left). In this case, our motion hypothesis is that the local motion between frames in a burst can be approximated as locally linear in two dimensions. This behavior aligns with instances where the robotic platform, equipped with a front-facing camera, either approaches or moves away from the scene. This model also suits scenarios involving drones taking off or landing, utilizing a downward-facing camera.

Conversely, BuFF 1D serves as a subset design aimed at extracting features from bursts exhibiting 1D linear apparent motion. This occurs commonly when the motion of the robot is perpendicular to the principal axis of the camera. Here, the extracted features conform to a 1D linear motion pattern, which may occur in either parallel or in opposite directions as shown in Fig. 2 (right). Reasons for the design choices are described in Section III-E.

B. Motion Stack

BuFF identifies 2D + time features in a robotic burst, as shown in Fig. 3. BuFF 2D searches through location, scale, and a 2D apparent motion space to build the 5D search space and find burst features at unique locations \( \phi \), scales \( \sigma \), and apparent motions \( \lambda \). We pass all the images in a burst, i.e., \( N \) frames, through a shift-sum motion filter to generate a motion-filtered image \( H_M \) as in,

\[
H_M(\phi)_{\lambda} = \frac{1}{N} \sum_{n=1}^{N} I_n(u - \lambda_u \cdot (n - k), v - \lambda_v \cdot (n - k)),
\]

where \( I_n \) is the \( n \)th image in a burst and \( k \) is the index of the middle frame. \( \lambda = [\lambda_u, \lambda_v] \) describes the apparent motion of the pixels in the horizontal and vertical directions and \( \phi = [u, v] \) represents the pixel position in the horizontal and vertical directions, respectively.

The motion filter shifts and sums each image in the burst according to the apparent motions determined by each \( \lambda \). This process results in a stack of motion-filtered images, where each image corresponds to a unique apparent motion value. This technique is similar to the design of a focal stack [29].

C. Scale Slope Search Space

We extend the search space of SIFT by jointly searching for extrema across multiple scales and apparent motions. To achieve this, we convolve each motion-filtered image, computed by the motion stack, with DoG filters \( F_S \) over multiple scales. This generates a scale-slope search space. We find extrema in this joint 5D search space, \( D_{5D} \) as in

\[
D_{5D}(\phi, \lambda, \sigma) = H_M(\phi)_{\lambda} * F_S(\phi)_{\sigma}.
\]

---

**Fig. 2.** (left): In 3D scenes under general 6-degree-of-freedom (DOF) platform motion, features in a burst exhibit apparent motion that is well approximated by line segments, even under platform rotation; (right): In the special case of a platform moving orthogonal to the principal axis of the camera, the apparent motion follows parallel line segments. We exploit these observations to search either 2D or 1D spaces of linear apparent motion to detect BuFF features.

**Fig. 3.** Proposed feature detection architecture: The \( N \)-frame input burst is converted to an \( M_u \times M_v \) motion stack by shifting and summing frames across a range of putative apparent motions (“slopes”). This is reduced to an \( M \)-frame stack for 1D apparent motion. Each frame of the motion stack passes through a DoG scale-space filter, and features are detected as extrema in the resulting joint scale-slope search space. Each feature is described using a SIFT-style histogram of gradients applied to its corresponding motion-stack image, rather than the input frames. The resulting features have distinct location, scale and apparent motion, and exhibit high precision, recall, and matching performance.
Finding features on motion-filtered images rejects spurious features from noisy images. In the special case of BuFF 1D, we consider a linear subspace that corresponds to 1D apparent motion, and this reduces the search space to 4D.

BuFF employs similar parameters as SIFT, such as octaves, levels, contrast threshold, and edge threshold. Additionally, BuFF uses predefined motion parameters to consider varying levels of apparent motion within a burst of images. As BuFF finds features in a burst, the number of images in the burst is also a controllable parameter.

D. Descriptor

Similar to SIFT and LiFF, we compute a histogram of edge orientations for each feature which corresponds to a 128-element vector. We describe the features on motion-filtered images which have higher SNR compared to the input images in the burst. This allows robust reconstruction of light-constrained scenes. While we do not directly employ BuFF to deal with dynamic scenes within the scope of this paper, BuFF computes features invariant to apparent motion. This offers inherent depth information from the motion-filtered images in our search space, opening avenues for applications in segmentation and depth selection.

E. Complexity

The speed computation of the BuFF algorithm depends on the number of DoG convolutions. This is because the cost of calculating the motion stack is minor in comparison. For BuFF 1D, where motion primarily occurs in one dimension, the optimal approach is to first construct a motion stack, followed by DoG convolution. This is computationally efficient when the number of burst images is higher than the count of apparent motions. Conversely, for BuFF 2D, designed for scenarios with two-dimensional motion between frames, a strategy of convolving burst images with DoG filters and then forming a motion stack is more computationally effective. This approach is preferable when the number of burst images is less than the square of the apparent motion counts.

By considering the number of burst images as $N$, apparent motion counts as $M$, and scales as $S$, the computational complexity for DoG convolution for BuFF 1D and BuFF 2D can be expressed as $S \times M$ and $S \times M^2$ for constructing a motion stack, followed by DoG convolution, respectively. Alternatively, it can be expressed as $S \times N$ for both approaches when convolving burst images with DoG filters and subsequently forming a motion stack.

In the context of a 10-image robotic burst with 12 scales and 5 apparent motions, employing the motion stack design followed by the DoG stack design proves twice as cost-effective in BuFF 1D compared to the reverse order. On the other hand, in BuFF 2D, opting for the motion stack design prior to the DoG stack design is 2.5 times more resource-intensive compared to starting with the DoG stack design. This is due to the differences in processing requirements – BuFF 1D convolves 5 motion-filtered images with 12 scales, while BuFF 2D convolves 25 motion-filtered images with the same number of scales during the motion stack design.

In terms of algorithmic memory, BuFF 2D demands more memory than BuFF 1D in the volume of $N \times M$. This trend aligns with speed computation. Memory usage can pose limitations depending on the use case and the number of images captured in the burst. This factor is relevant for bursts captured at extremely low light as for optimal feature extraction, this requires more number of images. For applications on constrained-memory resources, employing a motion stack, followed by DoG convolution is the feasible choice for both variations of BuFF. The optimal BuFF design depends on the range of apparent motion between foreground and background and should be tailored to the specific application.

IV. RESULTS

In the following, we first evaluate the performance of our feature detector on a printed 2D test target scene containing features of varying scales. We quantitatively evaluate the performance of BuFF for reconstruction using COLMAP in Section IV-B and camera pose estimation in Section IV-C. We compare our method against classical SIFT [15], and learning-based extractors, SuperPoint [16] and R2D2 [17] on conventional noisy images. We also evaluate these feature extractors on burst with merge [11] which employs a technique to perform sequential estimation of motion, compensates for it using pairwise alignment and then performs feature extraction on the burst-merged image. We demonstrate an overall improved performance for light-constrained reconstruction using our method.

A. Feature Performance in Noise

We print a test target of 90 disks at varying scales with known feature locations to demonstrate feature extraction (see Fig. 4, left). The color contrast ratio between the disks and the background is 51:26 where 255 is white.

We use a Basler 1600-60um monocular machine vision camera paired with an f/11 lens to capture bursts of images of the test target. The resulting images are 12-bit monochrome and have a resolution of 1600 $\times$ 1200 pixels. We select an appropriate combination of lux and f-number for our experiment to match the conditions for capturing images using the DJI Phantom Pro drone with an f/2.8, specifically at 1.18 lx with an exposure time of 0.125 ms to emulate a typical low-light drone delivery application.

We capture the test target scene over a 100 ms exposure time, to obtain a high SNR image, which serves as the gold standard for comparison. This gold standard represents capturing the test target scene under bright illumination. We observe fixed pattern noise on all captured images and compensate for it by capturing a bias frame under the same conditions as the images with the lens cap on, and then subtracting the bias frame from the captured images.

We extract features using our method from 100 captured bursts of the same test target scene, each with 10 images for feature evaluation. We compare our method against VLFeat\footnote{https://www.vlfeat.org/overview/sift.html} implementation of SIFT on conventional noisy images and...
Fig. 4. Validation with a printed test target: (left to right) Test target with disks of varying scales to demonstrate feature detection. SIFT finds features well under bright illumination (gold standard) but suffers from many false positive count (FPC) (yellow) and reduced true positive rate (TPR) (cyan) in low light. Employing burst imaging prior to applying SIFT improves performance, but BuFF 2D and 1D show much greater performance due to the joint scale-slope search – see also Fig. 5.

Fig. 5. ROC curves for (orange) SIFT on conventional noisy images, (blue) SIFT on merged burst images, (violet) BuFF with 2D linear local apparent motion, and (green) BuFF with 1D linear local apparent motion. BuFF 1D admits fewer spurious features because of the smaller search space, and both variants of BuFF exhibit higher TPR because of the signal boost associated with joint scale-slope search. We use the ROC curves to select comparable peak thresholds for each method, such that 10% of detected features are false positives.

burst-merged images as shown in Fig. 4. SIFT detects excessive spurious features when applied to conventional images and fails to extract all true features when used on burst-merged images. Both BuFF variants extract most of the true features and fewer spurious features compared to alternative methods.

We examine the average TPR and FPC of the captured images of the test target scene for a sweeping peak threshold, as shown in Fig. 5. Conventional methods find fewer true positive features and more spurious features in captured images for all peak threshold, whereas burst-merged images yield more true positive features and fewer spurious features than conventional images. Our method outperforms both conventional noisy and burst-merged images by finding the highest overall number of true positive features. As the search space is larger for BuFF 2D compared to BuFF 1D, between our methods, BuFF 1D finds fewer spurious features compared to BuFF 2D.

We select the peak threshold at which each method performs at its best for the input noise level of the test target images with edge threshold 10, and DoG scales covering 6 octaves over 4 levels per octave. Specifically, we choose the peak threshold value at the highest TPR with 10% of total FPC for both feature evaluation and reconstruction performance. While we compute approximate flow estimates using the gold standard scene as apparent motion prior for BuFF during reconstruction, real-time implementation can potentially benefit from leveraging inertial sensor measurements of robotic platforms.

We further compare the performance of our method for different numbers of images in a burst, as shown in Fig. 6. As the number of images in a burst increases, the SNR of the motion-filtered images increases by \( \sqrt{N} \), improving the search in scale-slope space for our feature finder. There is minimal difference in extracted true features and spurious features after ten images for the captured robotic burst. The number of images needed to find the most true features within a robotic burst depends on the imaging scenario including camera, scene and platform motion dynamics.

B. Reconstruction Accuracy

We evaluate reconstruction performance by mounting the same camera in identical lighting conditions as discussed in Section IV-A, on a UR5e robotic arm as shown in Fig. 7 to capture robotic bursts. We enable the robot to operate in ten
different trajectories. Each of these trajectories have 20 bursts, with each burst containing 10 images. Among these trajectories, five demonstrate 2D apparent motion between burst frames. By employing motion constraints, we capture five trajectories with 1D apparent motion between burst frames as described in detail in Section III-B.

Our scene replicates a forest environment, featuring diverse objects with varied textures, shapes, and sizes. To closely match the noise levels from our earlier printed test target experiment (shown in Fig. 4), we capture our dataset over an exposure time of 100 ms for gold standard robotic bursts and 5 ms for low-light robotic bursts.

We compute features for reconstruction evaluation from both variants of BuFF using selected peak threshold as explained in Fig. 5 and design the motion stack over 7 apparent motion counts in horizontal and vertical directions. We operate all our alternative feature extractors on the common image (i.e., middle image) in a robotic burst as they are single-image based approaches. Burst with merge which employs multiple-frames, similar to our approach also computes sparse features corresponding to the pose of the common image of the burst. For the descriptor, we apply L1 root normalization across all methods, similar to [21] to yield improved matches.

We assume there are no dynamic scenes during reconstruction. This is because we evaluate BuFF using selected peak threshold as explained in Fig. 5 and design the motion stack over 7 apparent motion counts in horizontal and vertical directions. We operate all our alternative feature extractors on the common image (i.e., middle image) in a robotic burst as they are single-image based approaches. Burst with merge which employs multiple-frames, similar to our approach also computes sparse features corresponding to the pose of the common image of the burst. For the descriptor, we apply L1 root normalization across all methods, similar to [21] to yield improved matches.

We assume there are no dynamic scenes during reconstruction. This is because we evaluate BuFF using selected peak threshold as explained in Fig. 5 and design the motion stack over 7 apparent motion counts in horizontal and vertical directions. We operate all our alternative feature extractors on the common image (i.e., middle image) in a robotic burst as they are single-image based approaches. Burst with merge which employs multiple-frames, similar to our approach also computes sparse features corresponding to the pose of the common image of the burst. For the descriptor, we apply L1 root normalization across all methods, similar to [21] to yield improved matches.

We assume there are no dynamic scenes during reconstruction. This is because we evaluate BuFF using selected peak threshold as explained in Fig. 5 and design the motion stack over 7 apparent motion counts in horizontal and vertical directions. We operate all our alternative feature extractors on the common image (i.e., middle image) in a robotic burst as they are single-image based approaches. Burst with merge which employs multiple-frames, similar to our approach also computes sparse features corresponding to the pose of the common image of the burst. For the descriptor, we apply L1 root normalization across all methods, similar to [21] to yield improved matches.

In Table I, we highlight the overall best results in bold and underline that from the variants of our method. Both SIFT and learning-based feature extractors fail to reconstruct light-constrained scenes when using conventionally captured images, regardless of the trajectory followed. Our method outperforms SIFT on burst-merged images by reconstructing more inlier matches, more 3D points with improved match ratio and match score. Although learning-based methods exhibit competitive performance in terms of match ratio and match score, especially R2D2, which is inherently designed to optimize average precision (AP) and excel at finding potential matches, our approach computes higher inlier matches in low-light scenes. Our method also computes more 3D points overall and converges for most of the scenes in both BuFF 1D and BuFF 2D datasets.

Between the two variants of our method, BuFF 2D employs 92% of all images for reconstructing light-constrained scenes on the 1D dataset, displaying competitive putative matches, inlier matches, and 3D points per image while BuFF 1D demonstrates greater match count and overall 3D points. This is because there are fewer spurious feature detection in a limited search space compared to BuFF 2D. When comparing BuFF 2D and BuFF 1D on the 2D dataset, BuFF 1D remains competitive with other methods but shows slightly lower performance than BuFF 2D. This is because of the motion constraints introduced by 1D motion filters.

C. Pose Estimation

We evaluate the accuracy of our camera trajectory estimation by employing a robotic arm to collect precise ground truth poses. We align and scale the camera poses estimated through COLMAP with the ground truth poses as there is an inherent scale ambiguity in monocular SfM. We compute the average absolute trajectory and relative pose errors for translation and rotation from the poses estimated by COLMAP for all methods across all scenes, as shown in Table II. The BuFF variants outperforms most of the alternative approaches on burst-merged


| Apparent motion | Method            | Absolute trajectory error | Relative pose error |
|-----------------|-------------------|---------------------------|---------------------|
|                 |                   | trans. (cm) | rot. (deg) | trans. (cm) | rot. (deg) |
| 1D              | Burst with merge - SIFT | 2.84        | 2.07 | 4.97        | 0.73      |
|                 | Burst with merge - SuperPoint | 2.13        | 2.17 | 5.12        | 0.81      |
|                 | BuFF 1D (Ours)    | 1.71        | 1.20 | 3.17        | 0.04      |
|                 | BuFF 2D (Ours)    | 1.27        | 0.62 | 2.01        | 0.02      |
| 2D              | Burst with merge - SIFT | 1.80        | 1.11 | 3.60        | 0.04      |
|                 | Burst with merge - SuperPoint | 1.56        | 1.06 | 3.71        | 0.04      |
|                 | BuFF 1D (Ours)    | 1.48        | 0.55 | 2.84        | 0.04      |
|                 | BuFF 2D (Ours)    | 1.53        | 1.17 | 2.99        | 0.05      |

Bold: overall best results, Underline: best results from our proposed approaches.



**Fig. 8.** Camera trajectory estimation: Conventional noisy images using SIFT yields poor camera pose estimates (orange) and fails to converge without relaxing the inlier rate settings. Using burst-merged images with SIFT (cyan) leads to better camera pose estimates than conventional noisy images. However, our proposed BuFF variants, 2D (violet) and 1D (green), outperform both conventional and burst-merged approaches and demonstrate the most accurate pose estimates.

images in translation and rotation. Between the variants, BuFF 2D shows a slight advantage over BuFF 1D for rotation estimates.

We compare the camera pose estimates qualitatively for a scene from the BuFF 2D dataset as shown in Fig. 8. The arbitrary scale factor is established based on the distance between the initial pair of registered images. We adjust the inlier rate settings to promote convergence and thereby obtain camera pose estimates using SIFT features on conventional images. However, these estimates remain inaccurate. When applied to burst-merged images, SIFT yields a greater number of reconstructed poses. Both variants of our proposed method outperform alternative approaches by reconstructing the most camera poses. They also provide more accurate camera pose estimates, which closely align with the gold-standard poses achieved using SIFT on high-SNR images.

### D. Speed

For a dataset comprising 200 images captured in 20 bursts over a 5 ms duration with strong noise, our MATLAB implementation took 18.42 minutes for detecting and describing burst features and reconstructing the scene using BuFF 1D. When using BuFF 2D, the processing time extended to 108.5 minutes on an Intel i7-9700 processor operating at 4.70 GHz, as detailed in Table III. The speed of our implementation depends on the noise levels in the images; higher noise levels lead to the detection of spurious features, and describing each detected feature requires a considerable amount of time.

The reported time for BuFF 2D and BuFF 1D followed the design of building a motion stack prior to the DoG convolutions, which is the slower of the two options for BuFF 2D and faster for BuFF 1D as discussed in Section III-E. In comparison, operating the SIFT MATLAB implementation on 20 conventional noisy images took 15.04 minutes, while operating on burst-merged images with align and merge took 13.86 minutes. Learning methods that used pre-trained models and corresponding evaluation showed significantly faster performance. Note, all the learning methods are accelerated with NVIDIA GeForce RTX 3080 Laptop GPU. We expect BuFF implementation to be substantially accelerated with an adaptive design and an optimized compiled language, with potential for further computation improvement through parallel architecture of GPUs.

### E. Failure Cases

The performance of our method depends on the signal quality present in the captured burst. Having more images in the burst (N-frames burst) benefits feature detection, but as $\sqrt{N}$, where $N$ is the number of images in a burst. Ultimately, there needs to be enough signal in the images for BuFF to detect features, which is particularly challenging in low-contrast scenes. Our method also struggles to operate on bursts with a wide range

---

**TABLE III**

| Method             | Time taken (min) |
|--------------------|-----------------|
| Conventional noisy | 15.04           |
| SuperPoint         | 0.32            |
| R2D2               | 1.99            |
| Burst with merge   | 13.86           |
| SIFT               | 0.27            |
| R2D2               | 1.56            |
| BuFF 2D (Ours)     | 108.50          |
| BuFF 1D (Ours)     | 18.42           |
of apparent motion between frames. Such conditions result in aliasing features, which can be addressed by using faster burst rates and implementing smoother parameterization techniques to account for variations in apparent motion.

V. CONCLUSION

We introduced a novel feature extractor that finds blob features with well-defined scale and apparent motion in low-light robotic bursts. By capturing multiple bursts along typical motion trajectories of a robot and locating burst features within each burst, we successfully demonstrated the ability to reconstruct scenes in low-light conditions. We showed higher quality true features, fewer spurious features using our feature finder. We demonstrated improved reconstruction performance with higher inlier matches and better precision compared to state-of-the-art feature extractors on conventional and burst-merged images. We also reconstructed more low-light scenes with a higher number of 3D points with an overall improved convergence rate and accurate camera pose estimates.

This work paves the way for a broad range of applications in which low light commonly poses challenges such as disaster recovery and drone delivery at night. For future work, we anticipate learning-based approaches for burst feature extraction and reconstruction of scenes obscured by visually challenging features like snow.
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