Spectral structure of the Neumann–Poincaré operator on thin ellipsoids and flat domains
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Abstract

We investigate the spectral structure of the Neumann–Poincaré operator on thin ellipsoids. Two types of thin ellipsoids are considered: long prolate ellipsoids and flat oblate ellipsoids. We show that the totality of eigenvalues of the Neumann–Poincaré operators on a sequence of the prolate spheroids is densely distributed in the interval \([0, 1/2]\) as their eccentricities tend to 1, namely, as they become longer. We then prove that eigenvalues of the Neumann–Poincaré operators on the oblate ellipsoids are densely distributed in the interval \([-1/2, 1/2]\) as the ellipsoids become flatter. In particular, this shows that even if there are at most finitely many negative eigenvalues on the oblate ellipsoids, more and more negative eigenvalues appear as the ellipsoids become flatter. We also show a similar spectral property for flat three dimensional domains.
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1 Introduction

For a bounded domain \(\Omega\) with the Lipschitz continuous boundary in \(\mathbb{R}^d\), \(d = 2, 3\), the Neumann–Poincaré (abbreviated by NP) operator associated with \(\partial \Omega\) is the boundary integral operator on \(\partial \Omega\) defined by

\[
K_{\partial \Omega}[\varphi](x) = \frac{1}{\omega_d} \int_{\partial \Omega} \frac{(y-x, \nu(y))}{|x-y|^d} \varphi(y) dS(y), \quad x \in \partial \Omega,
\]

where \(\omega_d = 1/2\pi\) if \(d = 2\) and \(1/4\pi\) if \(d = 3\), and \(\nu(y)\) denotes the outward unit normal to \(\partial \Omega\) at \(y \in \partial \Omega\). It naturally appears when solving the classical Dirichlet problem using layer potentials, and is commonly called the double layer potential. The NP operator can be realized as a self-adjoint operator on \(H^{1/2}(\partial \Omega)\), the Sobolev space on \(\partial \Omega\) [20] (see
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approaches to computations that there appear more and more eigenvalues outside the interval, which the essential spectrum is fixed to be $[-1/2, 1/2]$ (see, for example, [19] Chapter XI, Section 11 or [8]).

The NP spectrum depends heavily on geometry of the surface (or the curve) on which the operator is defined. In particular, as the boundary $\partial \Omega$ becomes ‘singular’ in some sense, the spectrum seems to approach to the bounds $\pm 1/2$. For example, if $\Omega$ consists of two strictly convex planar domains and boundaries get closer, then more and more eigenvalues of the corresponding NP operator approach $\pm 1/2$ [10] [11]. If a planar curvilinear domain has corners, then the essential spectrum of the NP operator is an interval whose end-points are determined by the smallest angle of the corners [25] [26] (see also [12]) (in this case, essential spectrum possibly except 0 consists of absolutely continuous spectrum [18] [24]).

If a corner gets sharper and the domain becomes needle-like around the corner, then the essential spectrum possibly except 0 consists of absolutely continuous spectrum [18] [24]). More precisely,

$$\bigcup_{j=1}^{\infty} \sigma(K_{\partial D_j}) = [-1/2, 1/2].$$

Here and afterwards, $\sigma(K_{\partial \Omega})$ denotes the spectrum of the NP operator $K_{\partial \Omega}$ on $H^{1/2}(\partial \Omega)$. This proves that more and more NP eigenvalues appear outside the essential spectrum $[-1/4, 1/4]$ to densely fill up $[-1/2, 1/2] \setminus [-1/4, 1/4]$. This is in accordance with the numerical finding in [16]. A similar spectral property is shared by a sequence of ellipses. Since the NP eigenvalues on ellipses are explicitly known, it can be shown without difficulty that the spectral property (1.2) holds for ellipses of the form $x_1^2/R_j^2 + x_2^2 < 1$ (see [6] for a proof). It says that even if the totality of the spectrum is countable, it is dense in $[-1/2, 1/2]$, and it holds regardless of choices of the sequence $R_j$.

The purpose of this paper is to investigate the spectral structure of the NP operator on thin domains including ellipsoids and prove results similar to (1.2). Unlike the two-dimensional case, there are two different kinds of thinness in three dimensions: thin and long (like prolate spheroids), thin and flat (like oblate ellipsoids). As we will see, three-dimensional bounded domains exhibit the NP spectral structure different from that of two-dimensional ones. In two dimensions, the NP spectrum always appears in pairs $\pm \lambda$, which is due to existence of harmonic conjugates. However, there are domains in three dimensions where the NP operators have only positive eigenvalues: the NP eigenvalues on a sphere are $1/(4n + 2)$ for $n = 0, 1, 2 \ldots$ [27], and they are all positive on prolate spheroids [3]. Thus, the property (1.2) does not hold for prolate spheroids. It is shown in [2] that there is an oblate ellipsoid having a negative eigenvalue. To the best of our knowledge, this is the first example of three-dimensional domains with a negative NP eigenvalue. Recently, it is proved in [22] that the NP operator on the boundary of strictly convex domains in three dimensions can have at most finitely many eigenvalues. If the boundary of the domain has a concave part like tori, then there are (infinitely) many negative eigenvalues (see [5] [17] [22]).

Here we discuss a possible advantage of having negative eigenvalues. Suppose that a
three-dimensional domain $\Omega$ has $k$ as its dielectric constant, while the background matrix $\mathbb{R}^3 \setminus \Omega$ does $1$. Then plasmon resonance in the quasi-static limit occurs if

$$\frac{k + 1}{2(k - 1)} = \lambda,$$

where $\lambda$ is an eigenvalue of the NP operator on $\partial \Omega$ (see [15]). Since $\lambda$ lies in $(-1/2, 1/2)$, (1.3) can be fulfilled only when $k$ is negative (so that $\Omega$ is a meta-material with the negative dielectric constant). The relation (1.3) can be achieved by a larger $k$ (the smaller $|k|$) if $\lambda$ is negative (see Figure 1.1). This may yield an advantage in practice even though verifying it is out of reach of mathematical research. We also mention a recent work [7] where it is shown by numerical computation that the spectral property of the NP operator (in relation to the cloaking by anomalous localized resonance) on the torus is quite different from that on strictly convex surfaces.
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Figure 1.1: The curve is the graph of $\frac{k + 1}{2(k - 1)}$ and $\lambda_+$, $\lambda_-$ are positive and negative NP eigenvalues, respectively. The relation (1.3) for $\lambda_-$ can be satisfied by a larger $k$ (the smaller $|k|$) than that for $\lambda_+$.  

We now present the main results of this paper. Let us begin with the prolate spheroids. Let $\Pi_R$ be a prolate spheroid, namely, for $R \geq 1$,

$$\Pi_R := \left\{(x_1, x_2, x_3) : x_1^2 + x_2^2 + \frac{x_3^2}{R^2} < 1\right\}. \tag{1.4}$$

If we dilate $\Pi_R$ by $R^{-1}$, $\Pi_R$ becomes thin. That is why we call them ‘thin’ domains. The NP spectrum is invariant under dilation.

We obtain the following proposition for prolate spheroids.

**Proposition 1.1.** Let $\Pi_R$ be the prolate spheroid defined by (1.4). If $R_j$ is a sequence of numbers such that $R_j \geq 1$ for all $j$ and $R_j \to \infty$ as $j \to \infty$, then

$$[0, 1/2] \subset \bigcup_{j=1}^{\infty} \sigma(K_{\partial \Pi_{R_j}}). \tag{1.5}$$

Since $\sigma(K_{\partial \Pi_R}) \subset (0, 1/2]$ if $R \geq 1$ as proved in [3], we obtain the following theorem as an immediate consequence.
Theorem 1.2. Let $\Pi_R$ be the prolate spheroid defined by (1.4). If $R_j$ is a sequence of numbers such that $R_j \geq 1$ for all $j$ and $R_j \to \infty$ as $j \to \infty$, then
\[ \bigcup_{j=1}^{\infty} \sigma(K_{\partial \Pi_{R_j}}) = [0, 1/2]. \] (1.6)

Theorem 1.2 shows that totality of eigenvalues of $K_{\partial \Pi_{R_j}}$ is dense in $[0, 1/2]$ regardless of choice of the sequence $R_j$ as long as $R_j \to \infty$. There are significant works on the NP spectrum on ellipsoids [2, 3, 4, 21, 28]. For example, NP eigenvalues on prolate spheroids are expressed in terms of values of Legendre functions (see (2.26)). However, it is unlikely that Theorem 1.2 (and Theorem 1.4 below) can be proved using those results since we do not have enough knowledge about value distributions of Legendre functions. Nonetheless, we are able to prove the following theorem based on those results, which is in good comparison with Theorem 1.2: It shows that the totality (in continuum) of the NP eigenvalues on prolate spheroids covers the interval $(0, 1/2]$ while Theorem 1.2 shows that the NP eigenvalues on a sequence of prolate spheroids, which is countable, are dense in $[0, 1/2]$ regardless of the choice of the sequence.

Theorem 1.3. Let $\Pi_R$ be the prolate spheroid defined by (1.4). It holds that for any $R_0 \geq 1$,
\[ \bigcup_{R \geq R_0} \sigma(K_{\partial \Pi_R}) = (0, 1/2]. \] (1.7)

We then turn our attention to oblate ellipsoids. Let $a_j (j = 1, 2)$ be positive numbers. For a positive number $R$, let $\Omega_R$ be an oblate ellipsoid defined by
\[ \Omega_R := \left\{ (x_1, x_2, x_3) : \frac{x_1^2}{(a_1 R)^2} + \frac{x_2^2}{(a_2 R)^2} + x_3^2 < 1 \right\}. \] (1.8)

If $a_1 = a_2$, then $\Omega_R$ is an oblate spheroid.

We obtain the following theorem for oblate ellipsoids:

Theorem 1.4. Let $\Omega_R$ be the oblate ellipsoid defined by (1.8). If $R_j$ is a sequence of positive numbers such that $R_j \to \infty$ as $j \to \infty$, then
\[ \bigcup_{j=1}^{\infty} \sigma(K_{\partial \Omega_{R_j}}) = [-1/2, 1/2]. \] (1.9)

Theorem 1.4 shows that totality of eigenvalues of $K_{\partial \Omega_{R_j}}$ is dense in $[-1/2, 1/2]$. This is rather surprising. As mentioned earlier, $K_{\partial \Omega_{R_j}}$ admits at most finitely many negative eigenvalues since $\Omega_R$ is strictly convex. However, (1.9) says that negative eigenvalues in $\bigcup_{j=1}^{\infty} \sigma(K_{\partial \Omega_{R_j}})$ are dense in $[-1/2, 0]$.

Proposition 1.1 and Theorem 1.4 are proved by investigating the limiting behaviour of the NP operators as $R \to \infty$. We show that the NP operator on the prolate spheroids converges (on some test functions) to a certain one-dimensional convolution operator as $R \to \infty$ (see (2.8)). We prove that the Fourier transform of the convolution kernel has values in $(0, 1/2]$ and hence the operator has continuous spectrum $(0, 1/2]$, and use this fact to prove Proposition 1.1. The NP operator on oblate ellipsoids converges to the two-dimensional Poisson integral evaluated at $2$ or $-2$ (this is so because oblate ellipsoids have the upper and lower parts) (see (4.1)). The Poisson integral operator has continuous spectrum $(0, 1/2]$. But, since this operator is evaluated at $\pm 2$, we are able to prove Theorem 1.4.

The property (1.9) seems to be a generic property of thin, flat domains. To demonstrate it, we consider typical thin, flat domains other than oblate ellipsoids. To define such a
domain, let $U$ be a bounded planar domain with the Lipschitz continuous boundary $\partial U$. Let $\Phi$ be the domain in $\mathbb{R}^3$ whose boundary consists of three pieces, namely,

$$\partial \Phi = \Sigma^+ \cup \Sigma^- \cup \Sigma^s$$  \hspace{1cm} (1.10)

where the top and bottom are given by $\Sigma^\pm = U \times \{\pm 1\}$ and $\Sigma^s$ is a surface connecting $\partial U \times \{+1\}$ and $\partial U \times \{-1\}$. We assume that $\partial \Phi$ is Lipschitz continuous. For $R > 0$ let

$$\Phi_R := \{(Rx_1, Rx_2, x_3) : (x_1, x_2, x_3) \in \Phi\}.$$  \hspace{1cm} (1.11)

We obtain the following theorem using the method of proving Theorem 1.4.

**Theorem 1.5.** Let $\Phi_R$ be the domain defined by (1.11). If $R_j$ is a sequence such that $R_j \to \infty$ as $j \to \infty$, then

$$\bigcup_{j=1}^{\infty} \sigma(K_{\partial \Phi_{R_j}}) = [-1/2, 1/2].$$  \hspace{1cm} (1.12)

One may naturally ask a question if Theorem 1.2 holds for cylinder-like domains or even prolate ellipsoids. One can show that (1.5) holds for such domains. But we do not know if the reverse inclusion is true. In the oblate case, the reverse inclusion is always true, namely, the NP spectrum is contained in $[-1/2, 1/2]$.

The rest of the paper is devoted to proving main results: Proposition 1.1 (and Theorem 1.2 as its consequence) and Theorem 1.3 in Section 2; Theorem 1.4 in Section 3; Theorem 1.5 in Section 4.

We use standard notation of $A \lesssim B$ which means that there is a constant $C$ independent of the parameter $R$ of the given ellipsoids. The meaning of $A \gtrsim B$ is analogous, and $A \sim B$ means both $A \lesssim B$ and $A \gtrsim B$ hold.

## 2 Proof of Proposition 1.1 and Theorem 1.3

In this section we prove Proposition 1.1 (and Theorem 1.2 as its consequence) and Theorem 1.3. Since $\partial \Pi_R$ is smooth, a non-zero eigenvalue of $K_{\partial \Pi_R}$ on $L^2(\partial \Pi_R)$ is automatically an eigenvalue on $H^{1/2}(\partial \Pi_R)$. Thus it is enough to prove (1.5) assuming $\sigma(K_{\partial \Pi_R})$ is on $L^2(\partial \Pi_R)$.

### 2.1 Parametrization of the NP operator on prolate spheroids

Let

$$\eta(t) = \eta_R(t) := \sqrt{1 - t^2/R^2}.$$

We parametrize the prolate spheroid $\Pi_R$ given by (1.4) by $x = (\eta(x_3) \cos \theta, \eta(x_3) \sin \theta, x_3)$. Let $y = (\eta(y_3) \cos \phi, \eta(y_3) \sin \phi, y_3)$. Then, straightforward calculations yield that

$$\nu(y) = \left(1 - \frac{y_3^2}{R^2} + \frac{y_3^2}{R^4}\right)^{-1/2} \left(\eta(y_3) \cos \phi, \eta(y_3) \sin \phi, \frac{y_3}{R^2}\right)$$  \hspace{1cm} (2.1)

and

$$dS(y) = \left(1 - \frac{y_3^2}{R^2} + \frac{y_3^2}{R^4}\right)^{1/2} d\phi dy_3.$$  \hspace{1cm} (2.2)

Thus we have

$$\frac{1}{4\pi} \frac{\langle y - x, \nu(y) \rangle}{|x - y|^3} dS(y) = \frac{1}{4\pi} \frac{(\eta(y_3)^2 - \eta(x_3)\eta(y_3) \cos(\theta - \phi) + \frac{y_3^2}{R^2}(y_3 - x_3))}{((\eta(x_3)^2 + \eta(y_3)^2 - 2\eta(x_3)\eta(y_3) \cos(\theta - \phi)) + (x_3 - y_3)^2)^{3/2}} d\phi dy_3.$$
Let \( g(x_3) \) be a function supported in \((-R, R)\). Define \( \psi \) on \( \partial \Pi_R \) by
\[
\psi(x) = \psi(\eta(x_3) \cos \theta, \eta(x_3) \sin \theta, x_3) = g(x_3).
\] (2.3)

Thanks to [22], we have
\[
\|\psi\|_{L^2(\partial \Pi_R)} \lesssim \|g\|_2.
\] (2.4)

Additionally, if \( g(x_3) \) is supported in \((-R^{1-\sigma}, R^{1-\sigma})\) for some \( \sigma \in (0, 1) \), then we have
\[
\|\psi\|_{L^2(\partial \Pi_R)} \sim \|g\|_2.
\] (2.5)

Moreover, \( K_{\partial \Pi_R}[\psi] \) can be expressed as
\[
K_{\partial \Pi_R}[\psi](x) = \mathcal{H}_R[g](x_3),
\] (2.6)

where \( \mathcal{H}_R \) is the integral operator defined by the integral kernel \( H_R(x_3, y_3) \) given by
\[
H_R(x_3, y_3) = \frac{1}{2\pi} \int_0^\pi \frac{1 - R^{-2}x_3 y_3 - \eta(x_3)\eta(y_3) \cos \theta}{[(\eta(x_3))^2 + (\eta(y_3))^2 - 2\eta(x_3)\eta(y_3) \cos \theta]^{3/2}} d\theta.
\] (2.7)

If \( x_3 \) and \( y_3 \) lie in \((-R^{1-\sigma}, R^{1-\sigma})\), then \( \eta(x_3) \) and \( \eta(y_3) \) tend to 1 as \( R \to \infty \). Thus, formally speaking, \( H_R(x_3, y_3) \) tends to \( L_0(x_3 - y_3) \), where
\[
L_0(t) := \frac{1}{2\pi} \int_0^\pi \frac{1 - \cos \theta}{[2 - 2 \cos \theta + t^2]^{3/2}} d\theta.
\] (2.8)

Let \( \hat{f} \) denote the Fourier transform on \( \mathbb{R}^d \), namely,
\[
\hat{f}(\xi) = \mathcal{F}[f](\xi) := \int_{\mathbb{R}^d} e^{-2\pi i \xi \cdot x} f(x) dx.
\] (2.9)

Note that
\[
\hat{L}_0(\xi) = \frac{1}{4\pi} \int_0^\pi \hat{k}(\sqrt{2(1 - \cos \theta)} \xi) d\theta,
\] (2.10)

where
\[
k(t) := \frac{1}{(1 + t^2)^{3/2}}.
\] (2.11)

**Lemma 2.1.** Let \( k \) be the function defined by [22]. Then, \( \hat{k}(\xi) \) is even, decreasing in \( \xi \geq 0 \), continuously differentiable on \( \mathbb{R} \), \( 0 < \hat{k}(\xi) \leq \hat{k}(0) = 2 \), and
\[
|\hat{k}(\xi)| \lesssim \frac{1}{1 + |\xi|^N}
\] (2.12)

for any positive integer \( N \).

**Proof.** Since
\[
\hat{k}(\xi) = 2 \int_0^\infty \cos 2\pi \xi t \frac{dt}{(1 + t^2)^{3/2}}.
\]
we see that \( \hat{k} \) is even, belongs to \( C^1(\mathbb{R}) \), and \( \hat{k}(0) = 2 \). If \( |\xi| > 1 \), then integrations by parts show that \(|\hat{k}(\xi)| \lesssim |\xi|^{-N} \) for any positive integer \( N \). Thus we have [22].

It now remains to prove that \( \hat{k}(\xi) \) is decreasing in \( \xi \geq 0 \). To prove it, we recall the relation
\[
\hat{k}(\xi) = 2\pi \xi K_1(2\pi \xi),
\]
where \( K_\nu \) denotes the modified Bessel function of the second kind (see [23, 10.32.11]). Here \( 2\pi \) appears in the formula due to the definition [22] of the Fourier transformation. Thanks to the recurrence relation \((\xi K_1(\xi))' = -\xi K_0(\xi) (23, 10.29.2)]\), we infer that \((\hat{k})'(\xi) < 0 \) since \( K_0(\xi) > 0 \) if \( \xi > 0 \). This completes the proof.  \( \square \)
Lemma 2.2. \( \hat{L}_0 \) is even, decreasing in \( \xi \geq 0 \), continuously differentiable on \( \mathbb{R} \), 0 < \( \hat{L}_0(\xi) \leq \hat{L}_0(0) = 1/2 \), and for any \( \delta > 0 \)
\[
|\hat{L}_0(\xi)| \leq \frac{1}{1 + |\xi|^{1+\delta}}. \tag{2.13}
\]

Proof. It follows from Lemma 2.1 that \( \hat{L}_0 \) is even, decreasing in \( \xi \geq 0 \), continuously differentiable on \( \mathbb{R} \), and 0 < \( \hat{L}_0(\xi) \leq \hat{L}_0(0) = 1/2 \). To prove \( \hat{L}_0(\xi) \), suppose that \( |\xi| > 1 \) and write
\[
\hat{L}_0(\xi) = \frac{1}{4\pi} \left( \int_0^{|\xi|^{-1+\delta}} + \int_{|\xi|^{-1+\delta}}^\pi \right) \hat{k}(\sqrt{2(1 - \cos \theta)|\xi|}d\theta =: I_1(\xi) + I_2(\xi).
\]
Since 0 < \( \hat{k} \) ≤ 2, we have \( |I_1(\xi)| \leq |\xi|^{-1+\delta} \). Since \( |\sqrt{2(1 - \cos \theta)|\xi|} \geq |\xi|^\delta \) if \( |\xi|^{-1+\delta} \leq \theta \leq \pi \), it follows from (2.12) that \( |I_2(\xi)| \leq |\xi|^{-N} \) for any positive integer \( N \).

\[\square\]

2.2 The NP operator on prolate spheroids and the limiting operator

In this subsection, we prove that the limiting operator (as \( R \to 0 \)) of the NP operator on prolate spheroids is the convolution by \( L_0 \) given in (2.8) on some test functions. We begin by constructing test functions \( g_\rho \) for parameter \( \rho > 0 \). Eventually, we take \( \rho = R^{1-\sigma} \) for some \( \sigma \in (0,1) \). By Lemma 2.2 for \( \lambda \in (0,1/2) \) there is a unique point \( \xi_0 \in [0,\infty) \) such that
\[
\lambda - \hat{L}_0(\xi_0) = 0. \tag{2.14}
\]
Let \( \zeta_1 \) be a function on \( \mathbb{R} \) such that \( \hat{\zeta}_1 \) is a non-negative compactly supported smooth function with
\[
\int_{\mathbb{R}} \hat{\zeta}_1(\xi)d\xi = 1.
\]
Then, \( \rho \hat{\zeta}_1(\rho(\xi - \xi_0)) \) converges weakly to \( \delta_{\xi_0}(\xi) \), the one-dimensional Dirac delta function, as \( \rho \to \infty \). Let \( \chi_1 \) be a smooth cut-off function such that \( \text{supp}(\chi_1) \subset B(0,1) \) and \( \chi_1 = 1 \) on \( B(0,1/2) \). Define
\[
g_\rho(x) := \rho^{-1/2} e^{2\pi i \xi_0 x} (\chi_1 \zeta_1)(\rho^{-1}x). \tag{2.15}
\]

In this section \( \| \|_2 \) denotes the \( L^2 \)-norm on \( \mathbb{R}^1 \).

Lemma 2.3. Let \( \lambda \in (0,1/2) \) and \( g_\rho \) be defined by (2.15) with \( \xi_0 \) satisfying (2.14). Then the following hold:

(i) \( \|g_\rho\|_2 \sim 1. \)

(ii) \( \|\lambda g_\rho - L_0 * g_\rho\|_2 \to 0 \) as \( \rho \to \infty. \)

Proof. It is easy to see \( \|g_\rho\|_2 = \|\chi_1 \zeta_1\|_2 \), thus (i) follows. To show (ii), we note that
\[
\mathcal{F}(\lambda g_\rho - L_0 * g_\rho) = (\lambda - \hat{L}_0(\xi))\rho^{1/2} (\chi_1 * \hat{\zeta}_1)(\rho(\xi - \xi_0)).
\]
By Plancherel’s theorem and changing variables \( \xi \to \rho^{-1} \xi + \xi_0 \), we have
\[
\|\lambda g_\rho - L_0 * g_\rho\|_2^2 = \int |\lambda - \hat{L}_0(\rho^{-1} \xi + \xi_0))|(\chi_1 * \hat{\zeta}_1)(\xi)|^2d\xi.
\]
Since \( \lambda = \hat{L}_0(\xi_0) \) and \( \hat{L}_0 \) is continuous by Lemma 2.2 we obtain (ii) by the dominated convergence theorem. \( \square \)
Lemma 2.4. Let $\mathcal{H}_R$ be the operator appearing in (2.7) and let $\rho = R^{1-\sigma}$ for some $\sigma \in (0, 1)$. Then,

$$\|\mathcal{H}_R[g_\rho] - L_0 \ast g_\rho\|_2 \to 0,$$

(2.16)

and hence

$$\|\lambda g_\rho - \mathcal{H}_R[g_\rho]\|_2 \to 0$$

(2.17)
as $R \to \infty$.

Proof. By Lemma 2.3 (ii), (2.17) is an immediate consequence of (2.16).

To prove (2.16), we break the integral kernel $H_R$ of $\mathcal{H}_R$ as follows:

$$H_R(x_3, y_3) = H_R^{\mu}(x_3, y_3) + H_R^{L}(x_3, y_3),$$

(2.18)

where

$$H_R^{\mu}(x_3, y_3) = H_R(x_3, y_3)\chi_{[R^{\sigma/2}, \infty)}(|x_3 - y_3|),$$

and

$$H_R^{L}(x_3, y_3) = H_R(x_3, y_3)\chi_{[0, R^{\sigma/2})}(|x_3 - y_3|).$$

Here and afterwards, $\chi_{[R^{\sigma/2}, \infty)}$ and $\chi_{[0, R^{\sigma/2})}$ denote the characteristic functions of the intervals $[R^{\sigma/2}, \infty)$ and $[0, R^{\sigma/2})$, respectively.

We also make a similar decomposition for $L_0$, namely,

$$L_0 := L_0^{\mu} + L_0^{L},$$

where $L_0^{\mu}(t) = L_0^{L}(t)\chi_{[0, R^{\sigma/2})}(|t|)$. For notational convenience we denote by $\mathcal{H}_R^{\mu}$, $\mathcal{H}_R^{L}$, $L_0^{\mu}$, and $L_0^{L}$ the operators defined by the integral kernels $H_R^{\mu}$, $H_R^{L}$, $L_0^{\mu}(x_3 - y_3)$, and $L_0^{L}(x_3 - y_3)$, respectively. We then have

$$\mathcal{H}_R[g_\rho] - L_0 \ast g_\rho = (\mathcal{H}_R^{\mu} - L_0^{\mu})[g_\rho] + (\mathcal{H}_R^{L} - L_0^{L})[g_\rho].$$

(2.19)

The term $(\mathcal{H}_R^{\mu} - L_0^{\mu})[g_\rho]$ is easy to handle. Indeed, by (2.7) and (2.8) it follows that

$$0 \leq H_R(x_3, y_3), \quad L_0(x_3 - y_3) \lesssim |x_3 - y_3|^{-3}.$$

Hence, we have

$$\int_{-\infty}^{\infty} |H_R^{\mu}(x_3, y_3)| + |L_0^{\mu}(x_3 - y_3)|dy_3 \lesssim R^{-\sigma}. $$

Young’s inequality yields $\|\mathcal{H}_R^{\mu}\|_{2 \to 2} \lesssim R^{-\sigma}$ and $\|L_0^{\mu}\|_{2 \to 2} \lesssim R^{-\sigma}$. Here $\|\cdot\|_{2 \to 2}$ denotes the operator norm from $L^2$ to $L^2$. Therefore,

$$\|(\mathcal{H}_R^{\mu} - L_0^{\mu})[g_\rho]\|_2 \lesssim R^{-\sigma}\|g_\rho\|_2 \lesssim R^{-\sigma},$$

where the last inequality holds thanks to Lemma 2.3 (i).

The matter is now reduced to showing

$$\|(\mathcal{H}_R^{L} - L_0^{L})[g_\rho]\|_2 \to 0$$

(2.20)
as $R \to \infty$. In order to prove this we further break the operator $\mathcal{H}_R^{L}$ by decomposing its kernel. By $D(x_3, y_3, \theta)$ we denote the denominator of the integrand of (2.7), namely,

$$D(x_3, y_3, \theta) = 2\pi[(\eta(x_3)^2 + \eta(y_3)^2 - 2\eta(x_3)\eta(y_3)\cos \theta) + (x_3 - y_3)^2]^{3/2},$$
and break the numerator so that

\[ 1 - R^2 x_3 y_3 - \eta(x_3) \eta(y_3) \cos \theta = E_1(x_3, y_3, \theta) + E_2(x_3, y_3, \theta) + E_3(x_3, y_3, \theta), \]

where

\[
E_1(x_3, y_3) := 1 - R^2 x_3 y_3 - \eta(x_3) \eta(y_3), \\
E_2(x_3, y_3, \theta) := (\eta(x_3) \eta(y_3) - 1)(1 - \cos \theta), \\
E_3(x_3, y_3, \theta) := (1 - \cos \theta).
\]

We then define

\[ H^{i,j}_R(x_3, y_3) = \chi_{[0, R^{\sigma/2}]}(|x_3 - y_3|) \int_0^\pi \frac{E_j(x_3, y_3, \theta)}{D(x_3, y_3, \theta)} d\theta, \quad j = 1, 2, 3, \]

so that

\[ H^i_R = H^{1,i}_R + H^{2,i}_R + H^{3,i}_R. \]

As before, we denote by \( \mathcal{H}^{i,j}_R \) the operator given by the kernel \( H^{i,j}_R \) for \( j = 1, 2, 3 \). For the proof of (2.20), we show the contributions from the operators \( \mathcal{H}^{1,2}_R \) and \( \mathcal{H}^{1,3}_R \) are negligible. This reduces (2.20) to (2.23) below.

If \( y_3 \) lies in the support of \( g_\rho \), namely, \( |y_3| \leq R^{1-\sigma} \) and if \( |x_3 - y_3| \leq R^{\sigma/2} \), then \( |x_3| \lesssim R^{1-\sigma} \) if \( 0 < \sigma \leq 1/2 \). Thus, in order to show (2.20) we may assume

\[ |y_3| \leq R^{1-\sigma} \quad \text{and} \quad |x_3| \lesssim R^{1-\sigma} \tag{2.21} \]

for the rest of this proof. On the other hand, since

\[ \eta(x_3)^2 + \eta(y_3)^2 - 2\eta(x_3) \eta(y_3) \cos \theta = (\eta(x_3) - \eta(y_3))^2 + 2\eta(x_3) \eta(y_3)(1 - \cos \theta), \]

we have

\[ D(x_3, y_3, \theta) \geq C[(1 - \cos \theta) + (x_3 - y_3)^2]^{3/2} \tag{2.22} \]

for some constant \( C > 0 \).

Because of (2.21), assuming \( R \) is large enough, one can easily see that \( |E_1(x_3, y_3, \theta)| \lesssim R^{-2}|x_3 - y_3|^2 \). Thus, we have

\[
|H^{1,1}_R(x_3, y_3)| \lesssim \frac{\chi_{[0, R^{\sigma/2}]}(|x_3 - y_3|)}{R^2} \int_0^\pi \frac{|x_3 - y_3|^2}{\theta^2 + (x_3 - y_3)^2}^{3/2} d\theta \lesssim \frac{\chi_{[0, R^{\sigma/2}]}(|x_3 - y_3|)}{R^2},
\]

which clearly yields

\[ \int_{-\infty}^{\infty} |H^{1,1}_R(x_3, y_3)| dy_3 \lesssim R^{-2+2\sigma/2}. \]

Therefore, by symmetry and Young’s inequality as before, we have

\[ \|\mathcal{H}^{1,1}_R[g_\rho]\|_2 \lesssim R^{-2+2\sigma/2}. \]

Thanks to (2.21) it is easy to see \( |E_2(x_3, y_3, \theta)| \lesssim R^{-2\sigma}(1 - \cos \theta) \). So, we have

\[
|H^{2,1}_R(x_3, y_3)| \lesssim R^{-2\sigma} \chi_{[0, R^{\sigma/2}]}(|x_3 - y_3|) \int_0^\pi \frac{\theta^2}{\theta^2 + (x_3 - y_3)^2}^{3/2} d\theta \\
\lesssim R^{-2\sigma} \chi_{[0, R^{\sigma/2}]}(|x_3 - y_3|)(1 + |\log |x_3 - y_3||).
\]
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Thus, it follows that
\[
\int_{-\infty}^{\infty} |H_{R}^{1,2}(x_3, y_3)| dy_3 \lesssim R^{-3\sigma/2} \log R.
\]
By symmetry and Young’s inequality this gives
\[
\|H_{R}^{1,2}[g_{\rho}]\|_2 \lesssim R^{-3\sigma/2} \log R.
\]

The proof of (2.23) is now reduced to showing
\[
\|(H_{R}^{1,3} - L_{0}^{1})[g_{\rho}]\|_2 \to 0 \tag{2.23}
\]
as \(R \to \infty\). To prove this (2.23), we first note
\[
|H_{R}^{1,3}(x_3, y_3) - L_{0}^{1}(x_3 - y_3)| \lesssim \chi_{[0, R^{1/2}]}(|x_3 - y_3|) \int_{0}^{\pi} (1 - \cos \theta) |K_{\theta}(x_3, y_3)| d\theta, \tag{2.24}
\]
where
\[
K_{\theta}(x_3, y_3) = \left( \eta(x_3)^2 + \eta(y_3)^2 - 2\eta(x_3)\eta(y_3) \cos \theta + (x_3 - y_3)^2 \right)^{-\frac{3}{2}} - \left( 2 - 2 \cos \theta + (x_3 - y_3)^2 \right)^{-\frac{3}{2}}.
\]

Also, note that
\[
\eta(x_3)^2 + \eta(y_3)^2 - 2\eta(x_3)\eta(y_3) \cos \theta - (2 - 2 \cos \theta)
\]
\[
= F\left(\frac{x_3}{R}, \frac{y_3}{R}\right) + 2(\eta(x_3)\eta(y_3) - 1)(1 - \cos \theta),
\]
where
\[
F(s, t) := 2 - s^2 - t^2 - 2\sqrt{(1 - s^2)(1 - t^2)}.
\]

If \(R\) is sufficiently large, then \(\eta(x_3)^2 + \eta(y_3)^2 - 2\eta(x_3)\eta(y_3) \cos \theta \geq 1 - \cos \theta\). Thus, by the mean value theorem, we have
\[
|K_{\theta}(x_3, y_3)| \lesssim \frac{|F\left(\frac{x_3}{R}, \frac{y_3}{R}\right)| + |(\eta(x_3)\eta(y_3) - 1)(1 - \cos \theta)|}{(1 - \cos \theta + (x_3 - y_3)^2)^{5/2}}.
\]

Since \(F\) is smooth on \([-1/2, 1/2] \times [-1/2, 1/2], \partial_{s}F(s, s) = 0\) and \(F(s, s) = 0\), we have
\[
|F(s, t)| \leq C|s - t|^2
\]
for \(s, t \in (-1/2, 1/2)\). We then infer using (2.21) that
\[
|K_{\theta}(x_3, y_3)| \leq C \frac{R^{-2}|x_3 - y_3|^2 + R^{-2\sigma}(1 - \cos \theta)}{(2 - 2 \cos \theta + (x_3 - y_3)^2)^{5/2}}.
\]

Combining this with (2.24) yields
\[
|H_{R}^{1,3}(x_3, y_3) - L_{0}^{1}(x_3 - y_3)| \leq C \chi_{[0, R^{1/2}]}(|x_3 - y_3|) \int_{0}^{\pi} \frac{R^{-2}|x_3 - y_3|^2 \theta^2 + R^{-2\sigma} \theta^4}{(\theta^2 + (x_3 - y_3)^2)^{5/2}} d\theta
\]
\[
\leq C \chi_{[0, R^{1/2}]}(|x_3 - y_3|)(R^{-2} + R^{-2\sigma}(1 + |\log |x_3 - y_3||)),
\]
from which it follows that
\[ \int |H_R^{l,3}(x_3, y_3) - L_0^l(x_3 - y_3)| dy_3 \lesssim R^{-3\sigma/2} \log R. \]

Because of symmetry, the integration with respect to \( x_3 \) satisfies the same inequality. Therefore, by Young’s inequality, we infer
\[ \| (\mathcal{H}_R^{l,3} - L_0^l)[g_\rho] \|_2 \lesssim R^{-3\sigma/2} \log R, \]
which yields (2.23). This completes the proof. \( \square \)

### 2.3 Proof of Proposition 1.1

Let \( \lambda \in (0, 1/2] \) and \( g_\rho \) be defined by (2.15) where \( \xi_0 \) satisfies (2.14). Then, we define the function \( \psi_\rho \) on \( \partial \Pi_R \) by (2.3) with \( g = g_\rho \). Applying (2.5), (2.6), Lemma 2.3, and Lemma 2.4, we see
\[ \lim_{R \to \infty} \| (\lambda I - K_{\partial \Pi_R})[\psi_\rho] \|_{L^2(\partial \Pi_R)} = 0. \] (2.25)

Let \( R_j \) be a sequence such that \( R_j \to \infty \) as \( j \to \infty \). Suppose \( \lambda \notin \bigcup_{j=1}^{\infty} \sigma(K_{\partial \Omega_{R_j}}) \), then there is an \( \epsilon > 0 \) such that \( [\lambda - \epsilon, \lambda + \epsilon] \cap \sigma(K_{\partial \Omega_{R_j}}) = \emptyset \) for all \( j \). Therefore, there is a constant \( C \) independent of \( j \) such that
\[ C\| \varphi \|_{L^2(\partial \Omega_{R_j})} \leq \| (\lambda I - K_{\partial \Omega_{R_j}})[\varphi] \|_{L^2(\partial \Omega_{R_j})}, \quad \forall \varphi \in L^2(\partial \Pi_{R_j}) \]
for all \( j \). This contradicts (2.25). Thus, we conclude \( \lambda \in \bigcup_{j=1}^{\infty} \sigma(K_{\partial \Omega_{R_j}}) \). This completes the proof.

### 2.4 Proof of Theorem 1.3

The (confocal) prolate spheroids can be canonically described in terms of the prolate spheroidal coordinates, which are given by
\[ x_1 = \frac{d}{2}[(\xi^2 - 1)(1 - \eta^2)]^{1/2} \cos \phi, \]
\[ x_2 = \frac{d}{2}[(\xi^2 - 1)(1 - \eta^2)]^{1/2} \sin \phi, \]
\[ x_2 = \frac{d}{2} \xi \eta, \]
where \( d \) is the distance between two foci, \((0,0,d/2)\) and \((0,0,-d/2)\), \( 1 \leq \xi < \infty \), \(-1 \leq \eta \leq 1 \), and \( \phi \) is the azimuthal angle lying in \([0, 2\pi]\). The surfaces \( \xi = L \) (constant) represent (confocal) prolate spheroids. The spheroid \( \partial \Pi_R \) is \( \xi = L \) with \( R = L/\sqrt{L^2 - 1} \) after dilation by the factor of \( (d/2)^2(L^2 - 1) \). Let us recall that the NP spectrum is invariant under dilation. The limiting case \( \xi = 1 \) is a degenerate case corresponding to the line segment between the foci, and \( L = \infty \) is the sphere.

It was shown in [3] that NP eigenvalues on the surface \( \xi = L > 1 \), or on \( \partial \Pi_R \) with \( R = L/\sqrt{L^2 - 1} \), are positive and given by an explicit formula
\[ \lambda_{m,n}(L) = \left( -\frac{1}{2} \right) (-1)^n \frac{(n - m)!}{(n + m)!} (L^2 - 1)(P_n^m Q_n^m)'(L) \] (2.26)
for \( n = 1, 2, \ldots \) and \( m = -n, -n + 1, \ldots, -1, 0, 1, \ldots, n \), where \( P_n^m(L) \) and \( Q_n^m(L) \) denote associated Legendre functions of the first kind and the second kind, respectively. On the surface \( L = \infty \), namely, the sphere, we have
\[
\lambda_{m,n}(\infty) = \frac{1}{2(2n + 1)}, \quad m = -n, -n + 1, \ldots, -1, 0, 1, \ldots, n. \tag{2.27}
\]
Moreover, it is shown in \([21]\) that \( \lambda_{m,n}(L) \) enjoys the 1/2-property
\[
\sum_{m=-n}^{n} \lambda_{m,n}(L) = 1/2 \quad \text{for all } n. \tag{2.28}
\]
It is worth mentioning that it has not been known whether NP eigenvalues on general surfaces do or do not satisfy the 1/2-property. We refer to \([9]\) for a discussion on this.

We obtain the following proposition from (ii) of which Theorem 1.3 immediately follows by taking \( R_0 = L_0/\sqrt{L_0^2 - 1} \). Note that (i) of the following proposition shows tunability of the eigenvalues by prolate spheroids, namely, for any \( n \) and \( \lambda \in (0, 1/2) \) there is a prolate spheroid characterized by \( \xi = L \) such that \( \lambda_{m,n}(L) = \lambda \) for some \( m \). When \( n = 1 \), it was proved in \([13]\).

**Proposition 2.5.**

(i) \( \bigcup_{L>1} \{ \lambda_{m,n}(L) : -n \leq m \leq n \} = (0, 1/2) \) for each \( n = 1, 2, \ldots \).

(ii) For any \( L_0 > 1 \), \( \bigcup_{1 < L \leq L_0} \{ \lambda_{0,n}(L) : n = 1, 2, \ldots \} = (0, 1/2) \).

**Proof.** From Rodrigues’ formulas which is also known as the Ivory–Jacobi formula (also see, e.g., \([1]\)) we have the following:
\[
P_n^0(z) = P_n(z) = \frac{1}{2^n n!} \frac{d^n (z^2 - 1)^n}{dz^n},
\]
\[
Q_n^0(z) = Q_n(z) = \frac{1}{2} P_n(z) \log \frac{1+z}{1-z} - \sum_{m=1}^{n} \frac{1}{m} P_{m-1}(z) P_{n-m}(z),
\]
\[
P_n(z)Q_n(z) = \frac{1}{2} (P_n(z))^2 \log \frac{1+z}{1-z} - P_n(z) \sum_{m=1}^{n} \frac{1}{m} P_{m-1}(z) P_{n-m}(z).
\]
Since \( P_k \) is a polynomial (it is of degree \( k \)) for each \( k \) and \( P_n(1) = 1 \), we have
\[
(P_n Q_n)'(L) = \frac{1}{2(1-L)} + O(|\log(L-1)|)
\]
as \( L \to 1 + 0 \). We then infer from \((2.26)\) that \( \lambda_{0,n}(L) \to \frac{1}{2} \) as \( L \to 1 + 0 \).

By \((2.28)\), we see that \( \lambda_{m,n}(L) \to 0 \) as \( L \to 1 \) if \( m \neq 0 \). Since each \( \lambda_{m,n}(L) \) is continuous in \( L \) on \((1, \infty)\), by \((2.27)\) we have
\[
\bigcup_{L>1} \{ \lambda_{m,n}(L) : m \neq 0 \} \supseteq \left( 0, \frac{1}{2(2n+1)} \right], \quad \bigcup_{L>1} \{ \lambda_{0,n}(L) \} \supseteq \left[ \frac{1}{2(2n+1)}, \frac{1}{2} \right)
\]
for each \( n \). Thus, (i) follows.

Since \( \lambda_{m,n}(L) \to 0 \) as \( n \to \infty \) for each fixed \( L \), we have \( \lambda_{0,n}(L) \to 0 \) as a subsequence, and hence (ii) follows. \( \square \)
3 Proof of Theorem 1.4

In this section we prove Theorem 1.4. Again it is enough to consider the spectrum of $K_{\partial \Omega_R}$ on $L^2(\partial \Omega_R)$ since $\partial \Omega_R$ is smooth.

3.1 Parametrization of the NP operator on oblate ellipsoids

In this sections and those to follow, we use $X$ to represent points in $\mathbb{R}^3$ saving $x$ for points in the plane, that is to say, $X = (x, x_3) = (x_1, x_2, x_3)$. Let $D_R$ be the projection of $\Omega_R$ onto $x$-plane, namely,

$$D_R := \left\{ x = (x_1, x_2) : \frac{x_1^2}{(a_1 R)^2} + \frac{x_2^2}{(a_2 R)^2} \leq 1 \right\},$$

and let

$$\gamma(x) = \gamma_R(x) := \sqrt{1 - \frac{x_1^2}{(a_1 R)^2} - \frac{x_2^2}{(a_2 R)^2}}, \quad x \in D_R. \quad (3.1)$$

Then, $\partial \Omega_R$ consists of two pieces, namely, $\partial \Omega_R = \Gamma^+ \cup \Gamma^-$, where

$$\Gamma^\pm = \{(x, \pm \gamma(x)) : x \in D_R\}, \quad (3.2)$$

and the NP operator can be written as

$$K_{\partial \Omega_R} [\varphi](X) = \left( \int_{\Gamma^+} + \int_{\Gamma^-} \right) \frac{1}{4\pi |X - Y|^3} \varphi(Y) dS(Y).$$

Now, let us set

$$K^1_R(x, y) = -\frac{1}{4\pi} \frac{1}{R^2 \gamma(y)} \sum_{j=1}^{2} (x_j - y_j) \frac{y_j}{a_j^2} + (\gamma(x) - \gamma(y)) \frac{1}{\left[ |x - y|^2 + (\gamma(x) - \gamma(y))^2 \right]^{3/2}}, \quad (3.3)$$

$$K^2_R(x, y) = -\frac{1}{4\pi} \frac{1}{R^2 \gamma(y)} \sum_{j=1}^{2} (x_j - y_j) \frac{y_j}{a_j^2} - (\gamma(x) + \gamma(y)) \frac{1}{\left[ |x - y|^2 + (\gamma(x) + \gamma(y))^2 \right]^{3/2}}. \quad (3.4)$$

For $Y = (y, y_3) \in \Gamma^\pm$, we have

$$\nu(Y) dS(Y) = \left( \frac{y_1}{(a_1 R)^2 \gamma(y)}, \frac{y_2}{(a_2 R)^2 \gamma(y)}, \pm 1 \right) dy.$$

Therefore, for $(x, \gamma(x)) \in \Gamma^+$ we obtain

$$K_{\partial \Omega_R} [\varphi](x, \gamma(x)) = \int_{D_R} K^1_R(x, y) \varphi^+(y) dy + \int_{D_R} K^2_R(x, y) \varphi^-(y) dy$$

$$=: K^1_R[\varphi^+](x) + K^2_R[\varphi^-](x), \quad (3.5)$$

where

$$\varphi^+(y) := \varphi(y, \gamma(y)), \quad \varphi^-(y) := \varphi(y, -\gamma(y)).$$

Similarly, one can easily see

$$K_{\partial \Omega_R} [\varphi](x, -\gamma(x)) = K^2_R[\varphi^+](x) + K^1_R[\varphi^-](x), \quad (x, -\gamma(x)) \in \Gamma^- \quad (3.6)$$
The surface measure on $\Gamma^\pm$ is given by 
\[ dS(x) = \omega_R(x) dx, \]
where 
\[ \omega_R(x) = \frac{\chi_{D_R}(x)}{\gamma(x)} \sqrt{\frac{x_1^2}{(a_1 R)^4} + \frac{x_2^2}{(a_2 R)^4} + \gamma(x)^2}. \]

For a measurable subset $U$ of $D_R$, we set
\[ \omega_R(U) := \int_U \omega_R(x) dx. \]

The following elementary lemma will be used later.

**Lemma 3.1.** Let
\[ A_R := \{ x \in D_R : \frac{x_1^2}{(a_1 R)^4} + \frac{x_2^2}{(a_2 R)^4} \leq \gamma(x)^2 \}, \quad B_R := D_R \setminus A_R. \]

The following hold:

(i) $\omega_R \geq 1$ on $D_R$ and $\omega_R \sim 1$ on $A_R$.

(ii) $\omega_R(A_R) \sim R^2$.

(iii) $\omega_R(B_R) \sim 1$.

**Proof.** (i) is clear since $\omega_R \geq 1$ on $D_R$ and $1 \leq \omega_R \leq \sqrt{2}$ on $A_R$.

Let $m = \min\{a_1, a_2\}$ and $M = \max\{a_1, a_2\}$. If $x \in A_R$, then
\[ \frac{x_1^2}{(a_1 R)^2} + \frac{x_2^2}{(a_2 R)^2} < C_1, \]
where $C_1 := (MR)/(MR^2 + 1)$, and hence $\omega_R(A_R) \lesssim R^2$. Likewise, we have
\[ C_2 \leq \frac{x_2^2}{(a_1 R)^2} + \frac{x_2^2}{(a_2 R)^2} < 1, \quad x \in B_R, \]
where $C_2 := (mR)/(mR^2 + 1)$.

After the changes of variables $x_j = a_j y_j$ ($j = 1, 2$), we have
\[ \omega_R(B_R) \lesssim R^2 \int_V \frac{1}{\sqrt{1 - |y|^2}} \sqrt{\frac{y_1^2}{(a_1 R)^2} + \frac{y_2^2}{(a_2 R)^2}} dy \lesssim R \int_V \frac{|y|}{\sqrt{1 - |y|^2}} dy, \]
where $V = \{ \sqrt{C_2} \leq |y| < 1 \}$. It thus follows that
\[ \omega_R(B_R) \lesssim R \int_{\sqrt{C_2}}^{1} \frac{r}{\sqrt{1 - r^2}} dr \sim 1. \]

On the other hand, it is clear that $\omega_R(B_R) \gtrsim 1$ if $R$ is large enough. This shows (iii).

Since
\[ \omega_R(A_R) + \omega_R(B_R) = \omega_R(D_R) \gtrsim R^2, \]
we have (ii). This completes the proof. \qed

For a function $f$ defined on $D_R$, we denote
\[ \|f\|_{\omega_R} = \|f\|_{L^2(D_R, \omega_R)}. \]

Let $f^\pm$ be functions on $\Gamma^\pm$ defined by $f^\pm(x, \pm \gamma(x)) = f(x)$. Then, we have
\[ \|f^+\|_{L^2(\Gamma^+)} = \|f^-\|_{L^2(\Gamma^-)} = \|f\|_{\omega_R}. \]
3.2 The NP operator on oblate ellipsoids and the Poisson integral

Since \( \gamma(y) \) tends to 1 pointwise as \( R \to \infty \), one can expect from (3.3) and (3.3) that \( K^1_R(x,y) \) and \( K^2_R(x,y) \) respectively tend to 0 and \( \frac{1}{2}P_2(x-y) \) (if \( x \neq y \)) as \( R \to \infty \), where \( P_t(x) \) \( (x \in \mathbb{R}^2) \) is the Poisson kernel

\[
P_t(x) = \frac{1}{2\pi} \frac{t}{(|x|^2 + t^2)^{3/2}}, \quad (x,t) \in \mathbb{R}^2 \times \mathbb{R}_+.
\]  

(3.15)

We now construct test functions \( f_\rho \) in a similar manner as \( g_\rho \) in the previous section. Recall that \( \hat{P}_t(\xi) = \exp(-2\pi t|\xi|) \). For \( \lambda \in (0,1/2] \), choose \( \xi_0 \in \mathbb{R}^2 \) such that

\[
\lambda - \frac{1}{2} e^{-4\pi|\xi_0|} = 0.
\]  

(3.16)

Let \( \zeta \) be a function on \( \mathbb{R}^2 \) such that \( \hat{\zeta} \) is a non-negative compactly supported smooth function satisfying

\[
\int_{\mathbb{R}^2} \hat{\zeta}(\xi) d\xi = 1.
\]

Then, \( \rho^2 \hat{\zeta}(\rho(\xi - \xi_0)) \) converges weakly to \( \delta_{\xi_0}(\xi) \) as \( \rho \to \infty \).

Let \( m = \min\{a_1,a_2\} \) as before and let \( \chi \) be a smooth cut-off function such that \( \text{supp}(\chi) \subset B(0,m) \) and \( \chi = 1 \) on \( B(0,m/2) \), where \( B(0,r) \) denotes the disk centered at the origin of radius \( r \). Define

\[
f_\rho(x) := \rho^{-1} e^{2\pi i \xi_0 x} (\chi \zeta)(\rho^{-1} x).
\]  

(3.17)

Note that \( f_\rho \) is supported in \( D_\rho := B(0,pm) \) and

\[
\hat{f}_\rho(\xi) = \rho \hat{\zeta}(\rho(\xi - \xi_0)).
\]  

(3.18)

**Lemma 3.2.** Let \( \lambda \in (0,1/2] \) and \( f_\rho \) be defined by (3.17) with \( \xi_0 \) satisfying (3.16). If \( \rho = R^{1-\sigma} \) for some \( \sigma > 0 \), then the following hold:

(i) \( \|f_\rho\|_{\omega_R} \sim 1 \).

(ii) \( \|\lambda f_\rho - \frac{1}{2}P_2 * f_\rho\|_{\omega_R} \to 0 \) as \( R \to 0 \).

**Proof.** Since \( f_\rho \) is supported in \( D_\rho \) and \( D_\rho \subset A_R \) with \( \rho = R^{1-\sigma} \), it follows from (i) of Lemma 3.1 that

\[
\|f_\rho\|_{\omega_R} \sim \|f_\rho\|_2,
\]

where \( \| \cdot \|_2 \) denotes the \( L^2 \)-norm on \( \mathbb{R}^2 \) with respect to the Lebesgue measure. Using Plancherel’s theorem and (3.18), we have

\[
\|f_\rho\|_2^2 = \int_{\mathbb{R}^2} |\hat{f}_\rho(\xi)|^2 d\xi = \int_{\mathbb{R}^2} (\chi \hat{\zeta})(\xi)^2 d\xi.
\]

Thus, we get (i) combining this with the above.

By (3.12), we have \( |x| \sim R \) for \( x \in B_R \). Thus, if \( x \in B_R \) and \( y \in D_\rho \) with \( \rho = R^{1-\sigma} \), then \( |x-y| \geq R - \rho \geq R \). So, we have \( P_2(x-y) \lesssim R^{-3} \) for \( x \in B_R \) and \( y \in D_\rho \). Since the support of \( f_\rho \) is contained in \( A_R \), by (ii) in Lemma 3.1 and Hölder inequality we have

\[
|\langle P_2 * f_\rho \rangle(x)| \lesssim R^{-2}\|f_\rho\|_2 \lesssim R^{-2}.
\]

Combining this and (iii) in Lemma 3.1 we obtain

\[
\int_{B_R} |\langle P_2 * f_\rho \rangle(x)|^2 \omega_R(x) dx \lesssim R^{-4}.
\]  

(3.19)
We now proceed to prove (ii). Note that
\[
\| \lambda f_\rho - \frac{1}{2} P_2 f_\rho \|_{L^2(\omega_R)} = \| \lambda f_\rho - \frac{1}{2} P_2 f_\rho \|_{L^2(A_R, \omega_R)}^2 + \| \frac{1}{2} P_2 f_\rho \|_{L^2(B_R, \omega_R)}^2.
\]
Thanks to (i) of Lemma 3.1 and (3.19), it suffices to show that
\[
\| \lambda f_\rho - \frac{1}{2} P_2 f_\rho \|_{L^2(\omega_R)}^2 \to 0 \quad \text{as } R \to \infty.
\] (3.20)
By (3.18), we have
\[
\mathcal{F}\left( \lambda f_\rho - \frac{1}{2} P_2 f_\rho \right)(\xi) = \left( \lambda - \frac{1}{2} e^{-4\pi |\xi|} \right) \rho(\chi_\rho)(\rho(\xi - \xi_0)).
\]
Hence, changing variables \( \xi \to \xi/\rho \), we see
\[
\| \lambda f_\rho - \frac{1}{2} P_2 f_\rho \|_{L^2(\omega_R)}^2 = \int_{\mathbb{R}^2} |\lambda - \frac{1}{2} e^{-4\pi |\xi/\rho + \xi_0|}|^2 |\hat{\rho}(\chi_\rho)(\xi)|^2 d\xi.
\]
We then break the right hand side as follows:
\[
\mathcal{I} + \mathcal{II} := \left( \int_{|\xi| \leq \sqrt{\rho}} + \int_{|\xi| > \sqrt{\rho}} \right) |\lambda - \frac{1}{2} e^{-4\pi |\xi/\rho + \xi_0|}|^2 |\hat{\rho}(\chi_\rho)(\xi)|^2 d\xi.
\]
If \( |\xi| \leq \sqrt{\rho} \), we have from (3.16) \( |\lambda - \frac{1}{2} e^{-4\pi |\xi/\rho + \xi_0|}| \lesssim \frac{|\xi|}{\rho} \). Thus, \( \mathcal{I} \lesssim \rho^{-1} \), so \( \mathcal{I} \to 0 \) as \( R \to \infty \). Since \( \chi_\rho \) is compactly supported and smooth, we have \( |(\chi_\rho)(\xi)| \lesssim (1 + |\xi|)^{-N} \) for any \( N \). So, we have
\[
\mathcal{II} \lesssim \int_{|\xi| > \sqrt{\rho}} (1 + |\xi|)^{1-2N} d\xi \lesssim \rho^{2-N}.
\]
As a results, \( \mathcal{II} \to 0 \) as \( R \to \infty \). Therefore, we conclude (3.20).

**Lemma 3.3.** Let \( \lambda \in (0, 1/2] \) and \( f_\rho \) be defined by (3.15) with \( \xi_0 \) satisfying (3.16). Suppose \( \mathcal{K}_R^1 \) and \( \mathcal{K}_R^2 \) are given by (3.5) and \( \rho = R^{1-\sigma} \) for some \( \sigma > 0 \), then the following hold:

(i) \( \| \mathcal{K}_R^1[f_\rho] \|_{\omega_R} \to 0 \) as \( R \to \infty \).

(ii) \( \| \lambda f_\rho - \mathcal{K}_R^2[f_\rho] \|_{\omega_R} \to 0 \) as \( R \to \infty \).

**Proof.** As in the proof of Lemma 3.2, we note that \( |x - y| \gtrsim R \) if \( x \in B_R \) and \( y \in D_\rho \) with \( \rho = R^{1-\sigma} \). Since \( \gamma(y) \gtrsim 1 \), using (3.3) and (3.4) we have
\[
|\mathcal{K}_R^j(x, y)| \lesssim |x - y|^{-2} \frac{\rho}{R} \lesssim R^{-2-\sigma}.
\]
Since \( \|f_\rho\|_{L^2} \lesssim \rho \), \( |\mathcal{K}_R^j[f_\rho]| \lesssim R^{-1} \). By (iii) of Lemma 3.1 we obtain
\[
\int_{B_R} |\mathcal{K}_R^j[f_\rho](x)|^2 \omega_R(x) dx \lesssim R^{-2}, \quad j = 1, 2. \tag{3.21}
\]
Thus, in order to prove (i), it suffices to prove
\[
\| \mathcal{K}_R^1[f_\rho] \|_{L^2(A_R)}^2 \to 0 \quad \text{as } R \to \infty. \tag{3.22}
\]
Since \( \rho = R^{1-\sigma} \), changing variables \( x \to Rx \) and \( y \to Ry \) yields
\[
\| \mathcal{K}_R \|_{L^2(A_R)}^2 = R^{-2+2\sigma} \int_{A_1} \left| \int G_R(x,y)e^{2\pi i R \xi_0 \cdot y}(\chi\zeta)(R^\sigma y)dy \right|^2 dx, \tag{3.23}
\]
where
\[
G_R(x,y) := R^3 K_R^1(Rx,Ry) = -\frac{1}{4\pi} \frac{\gamma(x) - \gamma(y) + \frac{1}{\gamma(y)} \sum_{j=1}^2 (x_j - y_j) \frac{y_j}{a_j^2}}{[|x-y|^2 + R^{-2}(\gamma(x) - \gamma(y))^2]^{3/2}}. \tag{3.24}
\]
Note that \((\chi\zeta)(R^\sigma y)\) is supported in \(B(0,mR^{-\sigma})\) and \(\partial_j \gamma_1(y) = -\frac{1}{\gamma(y)} \frac{y_j}{a_j^2}\). Thus, if \(y \in B(0,mR^{-\sigma})\) and \(x \in B(0,m/2)\), by Taylor’s theorem we have
\[
\gamma_1(x) - \gamma_1(y) + \frac{1}{\gamma(y)} \sum_{j=1}^2 (x_j - y_j) \frac{y_j}{a_j^2} = \frac{1}{2} \sum_{i,j=1}^2 (\partial_i \partial_j \gamma_1)(x_*) (x_i - y_i) (x_j - y_j)
\]
for some \(x_* \in B(0,m/2)\).

Since \(|(\partial_i \partial_j \gamma_1)(x)| \lesssim 1 \) for \(x \in B(0,m/2)\), we have
\[
\left| \gamma_1(x) - \gamma_1(y) + \frac{1}{\gamma(y)} \sum_{j=1}^2 (x_j - y_j) \frac{y_j}{a_j^2} \right| \lesssim |x - y|^2,
\]
and hence
\[
|G_R^1(x,y)| \lesssim |x - y|^{-1}. \tag{3.25}
\]
If \(y \in B(0,mR^{-\sigma})\) and \(x \in A_1 \setminus B(0,m/2)\), then \(|x-y| \gtrsim 1\). Thus, we see from (3.24) that (3.25) remains to be valid for \(y \in B(0,mR^{-\sigma})\) and \(x \in A_1\). Therefore, using (3.25) we have
\[
\sup_{x \in A_1} \int_{B(0,mR^{-\sigma})} |G_R^1(x,y)|^p dy \lesssim 1, \quad 1 \leq p < 2.
\]
Taking \(p = 3/2\), by Hölder’s inequality we have
\[
\sup_{x \in A_1} \int_{B(0,mR^{-\sigma})} |G_R^1(x,y)| e^{2\pi i R \xi_0 \cdot y}(\chi\zeta)(R^\sigma y)dy \lesssim R^{-2\sigma/3}.
\]
Combining this and (3.23) we thus obtain
\[
\| \mathcal{K}_R \|_{L^2(A_R)}^2 \lesssim R^{1+2\sigma/3}, \tag{3.26}
\]
which yields (3.22) if we take a \(\sigma > 0\) small enough.

We now show (ii). We prove
\[
\| \mathcal{K}_R^2[f_\rho] - \frac{1}{2} P_2 * f_\rho \omega_R \|_{L^2} \to 0 \quad \text{as} \quad R \to \infty.
\]
Then (ii) follows by Lemma 3.2 (ii). As before, thanks to (3.19) and (3.21) it suffices to show
\[
\| \mathcal{K}_R^2[f_\rho] - \frac{1}{2} P_2 * [f_\rho] \|_{L^2(A_R)} \to 0 \quad \text{as} \quad R \to \infty. \tag{3.27}
\]
Let us set
\[
K_R^{2,e}(x,y) = \frac{1}{2\pi} \frac{\gamma(x)}{[|x-y|^2 + (\gamma(x) + \gamma(y))^2]^{3/2}}.
\]
We note from (3.3) and (3.4) that $K_R^2 = K_R^1 + K_R^{2,e}$. Thus, we may decompose

$$
K_R^2[f_\rho] = K_R^1[f_\rho] + K_R^{2,e}[f_\rho],
$$

where $K_R^{2,e}$ denotes the operator defined by the integral kernel $K_R^{2,e}$. Thus, by (3.26) proving (3.27) is reduced to proving

$$
\left\|K_R^{2,e}[f_\rho] - \frac{1}{2} P_2 * [f_\rho]\right\|_{L^2(A_R)} \to 0 \quad \text{as } R \to \infty. \quad (3.28)
$$

For simplicity we set

$$
J(x) = K_R^{2,e}[f_\rho](x) - \frac{1}{2} P_2 * [f_\rho](x),
$$

$$
K(x, y) = K_R^{2,e}(x, y) - \frac{1}{2} P_2(x - y).
$$

So, we have

$$
J(x) = \int K(x, y)f_\rho(y)dy.
$$

Let $\sigma'$ be a number to be determined later, but satisfying $0 < \sigma' < \sigma$. If $x \in A_R \setminus B(0, R^{1-\sigma'})$ and $y$ is in the support of $f_\rho$, namely, $y \in B(0, mR^{1-\sigma})$, then $|x - y| \gtrsim R^{1-\sigma'}$. Hence, we have

$$
|K(x, y)| \lesssim |K_R^{2,e}(x, y)| + |P_2(x - y)| \lesssim R^{-3+3\sigma'}.
$$

By (i) of Lemma 3.2 we see that

$$
|J(x)| \lesssim R^{-3+3\sigma'}|B(0, mR^{1-\sigma})|^{1/2}\|f_\rho\|_2 \lesssim R^{-2+3\sigma'-\sigma}.
$$

Therefore, we have

$$
\int_{A_R \setminus B(0, R^{1-\sigma'})} |J(x)|^2 dx \leq R^{6\sigma'-2\sigma-2}.
$$

We choose $\sigma'$ so that $3\sigma' < \sigma$. Then we see

$$
\int_{A_R \setminus B(0, R^{1-\sigma'})} |J(x)|^2 dx \to 0 \quad \text{as } R \to \infty. \quad (3.29)
$$

To handle the remaining part we only need to consider $y \in B(0, mR^{1-\sigma})$ and $x \in B(0, R^{1-\sigma'})$. We write

$$
2\pi K(x, y) = \frac{\gamma(x) - 1}{[|x - y|^2 + \gamma(x) + \gamma(y)]^{3/2}} + \frac{1}{[|x - y|^2 + \gamma(x) + \gamma(y)]^{3/2} - \frac{1}{[|x - y|^2 + 2]}^{3/2}}.
$$

Since $|\gamma(x) - 1| \lesssim R^{-2}|x|^2 \lesssim R^{-2\sigma'}$ for $x \in B(0, R^{1-\sigma'})$, one can easily see that the absolute values of the first and the second terms in the right hand side are respectively bounded by $R^{-2\sigma'}k_3(x - y)$ and $R^{-2\sigma'}k_5(x - y)$ for $y \in B(0, mR^{1-\sigma})$ and $x \in B(0, R^{1-\sigma'})$, where we denote

$$
k_n(x) = \frac{1}{(|x|^2 + 1)^{n/2}}.
$$
Thus, we have $|J(x)| \lesssim R^{-2\sigma'}(k_3 * |f_\rho| + k_5 * |f_\rho|)$ for $x \in B(0, R^{1-\sigma'})$. Therefore,

$$
\int_{B(0, R^{1-\sigma'})} |J(x)|^2 \, dx \lesssim R^{-4\sigma'}(\|k_3 * |f_\rho|\|_2^2 + \|k_5 * |f_\rho|\|_2^2).
$$

Since $k_n \ (n > 2)$ is integrable, applying Young’s convolution inequality we obtain

$$
\int_{B(0, R^{1-\sigma'})} |J(x)|^2 \, dx \lesssim R^{-4\sigma'}\|f_\rho\|_2^2 \lesssim R^{-4\sigma'}.
$$

This together with (3.29) yields (3.27). So, the proof is completed. \hfill \Box

### 3.3 Proof of Theorem 1.4

Let $\lambda \in [-1/2, 1/2] \setminus \{0\}$. Let $f_\rho$ denote the function given by (3.17) with $\rho = R^{1-\sigma}$ for some $\sigma \in (0, 1)$ where $\xi_0$ is given by (3.16) with $\lambda$ replaced by $|\lambda|$. Though $f_\rho$ is slightly different from the previous one, we keep using the same notation.

We now define $\varphi_\rho$ on $\partial \Omega_R$. If $\lambda \in (0, 1/2]$,

$$
\varphi_\rho(x) = \varphi_\rho(x, x_3) := f_\rho(x), \quad X \in \Gamma^+ \cup \Gamma^-.
$$

If $\lambda \in [-1/2, 0)$, we define

$$
\varphi_\rho(x) = \begin{cases} f_\rho(x) & \text{if } X \in \Gamma^+, \\ -f_\rho(x) & \text{if } X \in \Gamma^-.
\end{cases}
$$

For $\lambda \in (0, 1/2]$, it follows from (6.5) and (6.6) that

$$
\mathcal{K}_{\partial \Omega_R}[\varphi_\rho](X) = \mathcal{K}_{R}^1[f_\rho](x) + \mathcal{K}_{R}^2[f_\rho](x), \quad X \in \Gamma^+ \cup \Gamma^-.
$$

As a result, we have

$$
\lambda \varphi_\rho(X) - \mathcal{K}_{\partial \Omega_R}[\varphi_\rho](X) = -\mathcal{K}_{R}^1[f_\rho](x) + (\lambda f_\rho - \mathcal{K}_{R}^2[f_\rho])(x), \quad X \in \Gamma^+ \cup \Gamma^-.
$$

When $\lambda \in [-1/2, 0)$, we similarly have

$$
\mathcal{K}_{\partial \Omega_R}[\varphi_\rho](X) = \begin{cases} \mathcal{K}_{R}^1[f_\rho](x) - \mathcal{K}_{R}^2[f_\rho](x) & \text{if } X \in \Gamma^+, \\ -\mathcal{K}_{R}^1[f_\rho](x) + \mathcal{K}_{R}^2[f_\rho](x) & \text{if } X \in \Gamma^-.
\end{cases}
$$

and, consequently,

$$
\lambda \varphi_\rho(X) - \mathcal{K}_{\partial \Omega_R}[\varphi_\rho](X) = \begin{cases} -\mathcal{K}_{R}^1[f_\rho](x) + (\lambda f_\rho(x) + \mathcal{K}_{R}^2[f_\rho](x)) & \text{if } X \in \Gamma^+, \\ \mathcal{K}_{R}^1[f_\rho](x) - (\lambda f_\rho(x) + \mathcal{K}_{R}^2[f_\rho](x)) & \text{if } X \in \Gamma^-.
\end{cases}
$$

In either case, we therefore have

$$
\|\lambda \varphi_\rho - \mathcal{K}_{\partial \Omega_R}[\varphi_\rho]\|_{L^2(\partial \Omega_R)} \leq \|\mathcal{K}_{R}^1[f_\rho]\|_{\omega_R} + \|\varphi_\rho - \mathcal{K}_{R}^2[f_\rho]\|_{\omega_R}.
$$

Since $\|\varphi_\rho\|_{L^2(\partial \Omega_R)} \sim \|f_\rho\|_{\omega_R}$, we obtain the next proposition as an immediate consequence of Lemma 3.3.

**Proposition 3.4.** If $\lambda \in [-1/2, 0) \cup (0, 1/2]$, then

$$
\lim_{R \to \infty} \frac{\|\lambda \varphi_\rho - \mathcal{K}_{\partial \Omega_R}[\varphi_\rho]\|_{L^2(\partial \Omega_R)}}{\|\varphi_\rho\|_{L^2(\partial \Omega_R)}} = 0. \quad (3.32)
$$

Once we have this proposition, the rest of the proof of Theorem 1.4 is the same as that of Proposition 1.1 in subsection 2.3. So, we omit the detail.
4 Proof of Theorem 1.5

For $\Sigma^\pm$ and $\Sigma^s$ given in (1.10), we define

$$\Sigma^\pm_R = \{(Rx, x_3) : X = (x, x_3) \in \Sigma^\pm\}$$

and $\Sigma^s_R$ likewise. Then, we have

$$\partial \Phi_R = \Sigma^+_R \cup \Sigma^-_R \cup \Sigma^s_R.$$ 

Let $U_R = \{Rx : x \in U\}$, which is the projection of $\Sigma^\pm_R$ onto the $x$-plane.

If a function $\varphi$ defined on $\partial \Phi_R$ is supported in $\Sigma^+_R \cup \Sigma^-_R$, then we write

$$K_{\partial \Phi_R}[\varphi](x, x_3) = -\frac{1}{4\pi} \int_{\mathbb{R}^2} \frac{x_3 - 1}{|x - y|^2 + (x_3 - 1)^2} \varphi(y) dy$$

$$+ \frac{1}{4\pi} \int_{\mathbb{R}^2} \frac{x_3 + 1}{|x - y|^2 + (x_3 + 1)^2} \varphi(y) dy,$$

where $\varphi^\pm(y) = \varphi(y, \pm 1)$. Thus, if $x \in U_R$, then

$$K_{\partial \Phi_R}[\varphi](x, \pm 1) = \frac{1}{2}(P_2 * \varphi^\pm)(x). \quad (4.1)$$

Let $f_\rho$ be the function defined by (3.17) (the number $m$ used to define $f_\rho$ is chosen so that $B(0, m) \subset U$ in this case). By slightly modifying the proof of Lemma 3.2 one can prove the following lemma. Note that we here use $H^{1/2}$ norm since $\partial \Phi_R$ is allowed to be Lipschitz continuous.

**Lemma 4.1.** Let $\lambda \in (0, 1/2]$ and $f_\rho$ be defined by (3.17) with $\xi_0$ satisfying (3.16). The following hold:

(i) $\|f_\rho\|_{H^{1/2}(\mathbb{R}^2)} \sim 1$.

(ii) $\|\lambda f_\rho - \frac{1}{2}P_2 * f_\rho\|_{H^{1/2}(\mathbb{R}^2)} \to 0$ as $\rho \to 0$.

Let $\lambda \in [-1/2, 1/2]$ ($\lambda \neq 0$) and let $f_\rho$ be the function defined in (3.17) corresponding to $|\lambda|$. Let $\rho = R^{1-\sigma}$ for some $\sigma \in (0, 1)$. In the same manner as (3.30) and (3.31), we define $\varphi_\rho$ on $\partial \Phi_R$:

$$\varphi_\rho(X) = \varphi_\rho(x, x_3) := \begin{cases} f_\rho(x) & \text{if } X \in \Sigma^+_R \cup \Sigma^-_R, \\ 0 & \text{if } X \in \Sigma^s_R, \end{cases} \quad \lambda \in (0, 1/2), \quad (4.2)$$

$$\varphi_\rho(X) = \varphi_\rho(x, x_3) := \begin{cases} f_\rho(x) & \text{if } X \in \Sigma^+_R, \\ -f_\rho(x) & \text{if } X \in \Sigma^-_R, \\ 0 & \text{if } X \in \Sigma^s_R, \end{cases} \quad \lambda \in [-1/2, 0). \quad (4.3)$$

The following proposition which is analogous to Proposition 3.4 yields Theorem 1.5 in the same way as Proposition 3.3 yields Theorem 1.4.

**Proposition 4.2.** Let $\rho = R^{1-\sigma}$ for some $\sigma \in (0, 1)$. If $\lambda \in [-1/2, 0) \cup (0, 1/2]$, then

$$\lim_{R \to \infty} \frac{\| (\lambda I - K_{\partial \Phi_R})[\varphi_\rho] \|_{H^{1/2}(\partial \Phi_R)}}{\| \varphi_\rho \|_{H^{1/2}(\partial \Phi_R)}} = 0. \quad (4.4)$$
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Proof. By (i) in Lemma 4.1, $\|\varphi_\rho\|_{H^{1/2}(\partial \Phi_R)} = \|f_\rho\|_{H^{1/2}(\mathbb{R}^2)} \sim 1$. So, it suffices to show
\[
\lim_{R \to \infty} \|\lambda I - K_{\partial \Phi_R}\|_{H^{1/2}(\partial \Phi_R)} = 0. \tag{4.5}
\]

For $c > 0$ we set
\[
U^c_R := \{(x, x_3) : x \in U_R, \ \text{dist}(x, \partial U_R) \geq c\}.
\]
Let $C$ be a constant such that $\Gamma^c \subset \mathbb{R}^3 \setminus U^C_R$ where $\Gamma^c$ denotes the projection of $\Sigma^c_R$ onto the $x$-plane. Note that we can choose such a constant independently of $R > 1$. Let $\chi_1(X) = \chi_1(x, x_3) = \chi_1(x)$ be a smooth function supported in $U^C_R$ such that $\chi_1 = 1$ on $U^{2C}_R$, and let $\chi_2 := 1 - \chi_1$. Then we have
\[
\|\lambda I - K_{\partial \Phi_R}\|_{H^{1/2}(\partial \Phi_R)} \leq \sum_{j=1}^2 \|\chi_j(\lambda I - K_{\partial \Phi_R}\|_{H^{1/2}(\partial \Phi_R)}.
\]

Since $\chi_1(\lambda I - K_{\partial \Phi_R})(\varphi_\rho)(x, x_3) = \chi_1(\lambda f_\rho - \frac{1}{2}(P_2 * f_\rho))$, it follows from (ii) of Lemma 4.1 that
\[
\|\chi_1(\lambda I - K_{\partial \Phi_R})\|_{H^{1/2}(\partial \Phi_R)} \to 0 \quad \text{as} \quad R \to \infty. \tag{4.6}
\]

To estimate $\|\chi_2(\lambda I - K_{\partial \Phi_R})\|_{H^{1/2}(\partial \Phi_R)}$, let
\[
\Gamma := \partial \Phi_R \cap (\mathbb{R}^3 \setminus U^{2C}_R).
\]
Then we have
\[
\|\chi_2(\lambda I - K_{\partial \Phi_R})\|_{H^{1/2}(\partial \Phi_R)} = \|\chi_2 K_{\partial \Phi_R} \|_{H^{1/2}(\Gamma)}.
\]

Note that the shape of $\Gamma$ is independent of $R$. We use the following characterization of the space $H^{1/2}(\Gamma)$ (see, e.g., [14]):
\[
\|h\|^2_{H^{1/2}(\Gamma)} = \|h\|^2_{L^2(\Gamma)} + \int_{\Gamma} \int_{\Gamma} \frac{|h(X) - h(Z)|^2}{|X - Z|^2} dS(X) dS(Z). \tag{4.7}
\]

Let $K(X,Y)$ be the integral kernel of $K_{\partial \Phi_R}$, namely,
\[
K_R(X,Y) = \frac{1}{4\pi} \frac{(X - Y, \nu(Y))}{|X - Y|^3}.
\]

If $X, Z \in \text{supp}(\chi_2)$ and $Y \in \text{supp}(\varphi_\rho)$, then
\[
|X - Z| \lesssim 1, \quad |X - Y| \gtrsim R, \quad |Z - Y| \gtrsim R.
\]
Thus, $|K(X,Y)| \lesssim R^{-2}$. It then follows from (3.17) that
\[
\|\chi_2 K_{\partial \Phi_R} \|_{L^2(\Gamma)} \lesssim R^{-2} \int_{\mathbb{R}^2} |f_\rho(y)| dy \lesssim R^{-1-\sigma} \int_{\mathbb{R}^2} |(\chi \zeta)(y)| dy \lesssim R^{-1-\sigma}. \tag{4.8}
\]

We also have
\[
|\chi_2(X)K(X,Y) - \chi_2(Z)K(Z,Y)|
\lesssim |\chi_2(X) - \chi_2(Z)| |K(X,Y)| + |\chi_2(Z)||K(X,Y) - K(Z,Y)|
\lesssim R^{-2}|X - Z| + R^{-3}|X - Z| \leq R^{-2}|X - Z|.
\]
Thus,

$$|\chi_2(X)K_{\partial \Phi_R}[\varphi_\rho](X) - \chi_2(Z)K_{\partial \Phi_R}[\varphi_\rho](Z)| \lesssim R^{-2}|X - Z| \int_{\mathbb{R}^2} |f_\rho(y)|dy$$

$$\leq R^{-1-\sigma}|X - Z| \int_{\mathbb{R}^2} |(\chi_\zeta)(y)|dy$$

$$\lesssim R^{-1-\sigma}|X - Z|.$$  

It then follows that

$$\int_\Gamma \int_\Gamma \frac{|\chi_2(X)K_{\partial \Phi_R}[\varphi_\rho](X) - \chi_2(Z)K_{\partial \Phi_R}[\varphi_\rho](Z)|^2}{|X - Z|^3}dS(X)dS(Z) \lesssim R^{-1-\sigma},$$

which together with (4.8) implies (4.5). This completes the proof.  

\[\square\]
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