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Abstract—In this paper, a fully distributed averaging algorithm in the presence of adversarial Byzantine agents is proposed. The algorithm is based on a resilient retrieval procedure, where all non-Byzantine nodes send their own initial values and retrieve those of other agents. We establish that the convergence of the proposed algorithm relies on strong robustness of the graph for locally bounded adversaries. A topology analysis in terms of time complexity and relation between connectivity metrics is also presented. Simulation results are provided to verify the effectiveness of the proposed algorithms under prescribed graph conditions.
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I. INTRODUCTION

AFTER Stuxnet and the Ukraine power system cyber-attacks, there is a growing awareness for the need to incorporate methods from systems and control in the area of secure and resilient control of cyber-physical systems with several promising directions and preliminary results. Due to increasing connectivity and necessity of wide-area communications, such systems are subject to a range of well-planned and deliberate attacks that might take over the signals and lead into irrecoverable and irreparable harmful effects on the physical infrastructures.

As a special case of cyber-physical systems, multi-agent systems, which refer to networks of dynamic agents interacting locally with each other to achieve global goals, received considerable attentions in the last two decades. One of the key problems in multi-agent systems is the so-called consensus, where the objective is that all agents agree upon a common value. As a particular example, average consensus, where the consensus value is the average of the initial values of the agents, has been investigated for undirected graphs and directed graphs based on deterministic or randomized update rules. There are applications where averaging plays a crucial role. Note that for achieving averaging, the agents must maintain the sum of their values to be constant over time. For example, they represent the total energy in power systems or the total mass in robotic systems.

In this paper, our focus is on security for averaging dynamics. The work investigates the problem of privacy in average consensus settings. Another type of attacks is the so-called Byzantine attacks, where some of the agents are hijacked by an outside attacker and send inconsistent and misguiding data to their neighbors in order to avoid other agents reaching consensus. This problem has been solved using installed observers at the agent level and with the expense of high computation costs in [9] (see also [10], [11] for related problems), where each agent, in the presence of a bounded number of Byzantine nodes, retrieves the initial values of other agents and detects the faulty agents by making use of alternative paths in the graph to perform the task of the average consensus. The node connectivity of the underlying network is the condition to fully retrieve the initial states, assuming that each non-Byzantine node has a full knowledge of the topology of the graph and significant computational capabilities.

In the literature, the so-called MSR algorithms have been developed for resilient consensus, where each normal agent eliminates the most deviated agents in the updates. This class of algorithms has been extensively used in computer science as well as control [15], [16]. In this paper, we have a different approach to solve the average consensus problem. Based on Certified Propagation Algorithm (CPA), we propose a retrieval procedure for the purpose of average consensus in which, in contrast with [9], the global knowledge of network topology and high computational capabilities of each agent are not required. One reason for this drastic change is that the retrieval process does not involve the agents dynamics. However, the cost of such fully distributed algorithms arises in the more restrictive topology which will be shown in terms of strongly robust graphs as part of the convergence condition. In fact, we use the notion of graph robustness to ensure that regular nodes achieve consensus in a distributed manner, where each regular node is affected by at most \( f \) Byzantine node among its neighbors and does not have access to any global knowledge about topology except the value of \( f \).

Convergence of CPA in the presence of Byzantine adversaries has been also discussed under other topological conditions rather than strong robustness [17]–[22]. The most recent work in this area proposes a condition which is based on partitioning the nodes into regular and adversarial nodes. As a result, checking the condition can be done only by the blind assumption that any induced subgraph could be adversarial. We show that the time complexity for checking this condition in large scale networks is significantly higher than the case of strongly robust graphs.

Moreover, while [17] generally considers resiliency of information diffusion in a network against Malicious agents, we propose a distributed algorithm which solves averaging problem in the presence of Byzantine agents. Our algorithms are also capable to detect the adversarial nodes using an extra memory. Considering asynchrony and delays in communciation.
communications and discussion on connectivity notions of a graph are also parts of our contribution in this paper. Based on the realistic assumptions we set, our algorithms and update rules are easy to implement in practice. Furthermore, although we focus on the distributed average consensus, our retrieval method can be utilized to solve more general purpose problems such as resilient distributed function calculation without any modification.

The rest of the paper is as follows. In Section II we state the preliminaries and problem setup. Section III is devoted to the main results in distributed resilient averaging over synchronous and asynchronous updates. A time complexity analysis and relation between different connectivity metrics are provided in Section IV. Simulations are put in Section V. Finally, Section VI concludes the paper. This paper is the extended version of [23]. We provide some new results and the eliminated proofs in Section III and add the whole Section IV.

II. PRELIMINARIES AND PROBLEM STATEMENT

A. Graph Theory

A digraph is represented by $D = (V, E)$, where the set of nodes and edges are represented by $V = \{1, \ldots, N\}$ and $E \subseteq V \times V$, respectively. Accordingly, the graph $D_m = (V_m, E_m)$ is a subgraph of $D$ if $V_m \subseteq V$ and $E_m \subseteq E$. An induced subgraph is such that $E_m = E \cap (V_m \times V_m)$. An edge from node $j$ pointing to node $i$ implies data transmission from node $j$ to node $i$ and is denoted by $(j, i)$. The set of incoming and outgoing neighbors of node $i$ are the set $N_i^+ = \{(j, i) \in E\}$ and $N_i^- = \{(i, j) \in E\}$, respectively. A node $j$ is said to be an outgoing neighbor of node $i$ if $(i, j) \in E$. Also, $D$ may be undirected if all of its edges are bidirectional, i.e., if $(i, j) \in E$, then $(j, i) \in E$, too. For a given $D$, its underlying graph $G_D$ is the one obtained by removing the directions of all edges in $D$. The number of incoming edges of node $i$ is denoted by $d^\text{in}_i$. A complete graph of order $N$ is a graph in which $(i, j) \in E$ for all $i, j \in V$ and is denoted by $K_N$. A path is a sequence $(v_1, v_2, \ldots, v_p)$ in which $(v_i, v_{i+1}) \in E$, where $p > 1$ and $i = 1, \ldots, p - 1$. Two paths from $v_1$ to $v_p$ are node-disjoint, if they do not share any vertices other than $v_1$ and $v_p$.

In our paper, the key topological notion is the so-called strong robustness. Robustness is a connectivity measure of digraphs, which has been previously used in the literature of resilient distributed computations over networks [17], [24]. The notion of robust graphs is defined as follows.

**Definition 1.** (r-reachable set) For a digraph $D$, a subset $S$ of its nodes is said to be an $r$-reachable set if $\exists i \in S$ such that $|N_i^- \setminus S| \geq r$, where $r \in \mathbb{Z}_{\geq 1}$.

**Definition 2.** (r-robust graph) A graph $D$ is r-robust if for every pair of nonempty, disjoint subsets of $V$, at least one of the subsets is $r$-reachable, where $r \in \mathbb{Z}_{\geq 1}$.

Moreover, there are other variants of robust graphs, used in [17] and [24], for analyzing the resiliency of a digraph against adversarial nodes.

**Definition 3.** (Strongly r-robust graph w.r.t. $S$) For a digraph, a set of nodes $S \subseteq V$ and $r \in \mathbb{Z}_{\geq 1}, r \leq |S|$, we say that $D$ is strongly r-robust with respect to $S$, if for any nonempty subset $C \subseteq V \setminus S$, $C$ is r-reachable.

**Definition 4.** (Strongly r-robust graph) A digraph $D$ is strongly r-robust if for any nonempty subset $S \subseteq V$, either $S$ is r-reachable or $\exists i \in S$ such that $V \setminus S \subseteq N_i^-$, where $r \in \mathbb{Z}_{\geq 1}$ and $r \leq \lfloor N/2 \rfloor$.

We also use the original definition of connectivity from [25]. For the connectivity of a graph, there are two ways to measure them: One is node connectivity and the other is edge connectivity [26]. Here, we focus on the former notion.

For digraphs, as a variety of connectivity notions can be defined, node-connectivity is a much more complicated measure. The following definitions present these categories and introduces the connectivity measures thoroughly.

**Definition 5.** (Connectivity) A digraph $D$ is strongly connected if for every pair of nodes, they are mutually reachable; it is unilaterally connected if every node can either reach or be reached from every other node; and it is weakly connected if the underlying graph $G_D$ is connected. Digraphs which are not in any of the aforementioned groups are disconnected.

Note that each digraph $D$ belongs to one of the connectivity categories $C_i, i = 0, 1, 2, 3$, defined as follows:

| Category | Type of Graphs |
|----------|----------------|
| $C_0$    | disconnected |
| $C_1$    | weak but not unilateral |
| $C_2$    | unilateral but not strongly connected |
| $C_3$    | strongly connected |

As the above categories might suggest, the connectivity notions for digraphs are complicated. Also, the $ij$ connectivity $\kappa_{ij}$ of a digraph $D$ is the minimum number of nodes whose removal changes $D$ from a digraph in $C_i$ to one in $C_j$. A special case is when $j = 0$, in which case, we set $\kappa_{ij} = N - 1$. Thus, for $D$ in $C_i$, $i > 0$, it is trivial that $\kappa_{i0} = \kappa_{G_D}$. In particular, we define the strong connectivity of a strongly connected digraph $D$ as $\kappa_3(D) = \min\{\kappa_{i0}, \kappa_{31}, \kappa_{32}\}$. Thus $\kappa_3(D)$ is the minimum number of nodes whose removal renders $D$ non-strong or trivial. Similar definitions of $\kappa_0, \kappa_1, \kappa_2$ can be introduced.

In Section IV-B we provide detailed discussions on the relation among robustness and connectivity of a graph.

B. Distributed Average Consensus

In a given network $D$ of $N$ agents, at time instant $k$, each node $i \in V$ has a scalar state $x_i[k]$. The average consensus problem considers designing distributed algorithms by which the nodes update their states using only the local information of their neighbour nodes such that all $x_i[k]$ eventually converge to the initial average $x_0 = \sum_{i=1}^N x_i[0]/N$. The following definition formulates the objective of the distributed consensus averaging scheme.

**Definition 6.** (Average consensus) A network of $N$ agents is said to achieve average consensus if for every initial condition $x_i[0], i = 1, \ldots, N$, it holds that $\lim_{k \to \infty} x_i[k] = x_a, \forall i \in \{1, 2, \ldots, N\}$. 


C. Adversarial Model

We consider a problem where the network has to deal with Byzantine adversaries. A Byzantine adversarial node can possess complete knowledge about graph topology and all the communications between the nodes at every time step. It also can deviate from the rules of any prescribed algorithm in arbitrary ways, and can transmit different state values to different neighbors at the same time step.

It is apparent that no distributed consensus algorithm would succeed if too many nodes are adversarial. We partition the set of nodes \( V \) into two subsets: The set \( R \) of regular nodes and the set \( A = V \setminus R \) of adversarial nodes. In the literature dealing with distributed fault-tolerant algorithms, it is a common assumption to assign an upper bound \( f \) to the total number of adversarial nodes in the network. This is known as the \( f \)-total adversarial model. However, to allow for a large number of adversaries in large scale networks, we consider a locally bounded fault model, taken from [18], [19], defined as follows.

Definition 7. \((f\text{-local adversarial model})\) A set \( A \) of adversarial nodes is \( f \)-locally bounded if it contains at most \( f \) adversarial nodes in the set of neighbors of each regular node, i.e. \(|N_i^{−} \cap A| \leq f, \forall i \in R\).

Definition 8. \((f\text{-total adversarial model})\) A set \( A \) of adversarial nodes is \( f \)-totally bounded if it contains at most \( f \) adversarial nodes in the underlying graph of a network, i.e. \(|V \cap A| \leq f\).

D. Problem Statement

In this paper, the aim is to propose a distributed strategy to solve the average consensus problem in the presence of Byzantine adversaries formally put forth as follows.

Definition 9. \((\text{Resilient average consensus})\) A multi-agent system over the graph \( D \) under Byzantine adversarial attacks is said to achieve resilient average consensus if for every initial value \( x_i[0] \in \mathbb{Z}, i = 1, \ldots, N \), it holds that \( \lim_{k \to \infty} x_i[k] = x_i^{\star}, \forall i \in R \), where \( x_i^{\star} = \frac{\sum_{i \in R} x_i[0]}{|R|} \) and \( \mathbb{Z} \subset \mathbb{R} \) is an interval of safe initial values.

We note here that the average value to be calculated by regular nodes is that of all agents excluding the adversarial nodes. In fact, we require the regular nodes to arrive at \( x_i^{\star} \). Accordingly, any nodes broadcast initial values within \( \mathbb{Z} \) are assumed to be regular, unless, some decide to change their values in the course averaging process. In other words, adversarial nodes may decide to broadcast initial values out of \( \mathbb{Z} \), or to change their values after the retrieval started.

It is also noteworthy that the application of our fully distributed algorithms is not limited to resilient averaging and can be used for the general problem of function calculation, where regular nodes compute a given function of the initial values of the network in a distributed manner [9].

To present a solution for the resilient average consensus problem, we first introduce a novel distributed algorithm for securely accepting and broadcasting the values it receives from its neighbors and the update rule for its own state value to achieve average consensus. We describe our solution in two steps: the resilient distributed retrieval of initial state values and the averaging rule each node has to execute. The following definition is a formal statement of the resilient distributed retrieval in a given network.

Definition 10. \((\text{Resilient distributed retrieval})\) A network of \( N \) nodes under Byzantine attacks is said to achieve resilient distributed retrieval if each node \( i \in R \) can retrieve the initial values of all the other regular nodes, i.e. \( x_j[0], j \in R \setminus \{i\} \).

A. Resilient Distributed Retrieval

To reach the average value of the network, each regular node must obtain the initial state values of other regular nodes. Inspired by the CPA, we propose the Secure Accepting and Broadcasting Algorithm (SABA) for node \( i \in R \) in the presence of \( f \)-locally bounded Byzantine adversarial nodes.

With this algorithm, regular nodes can securely identify and accept the true initial state values of other regular nodes and broadcast them through the network.

To this end, each regular node \( i \) uses a persistent memory vector \( m^i[k] = [m^i_1[k], \ldots, m^i_N[k]] \), \( \bar{N} \geq N \), to record the values received and accepted from the incoming neighbors in \( N_i^− \) at each time instant \( k \geq 0 \). The element \( m^i_n[k], n \in \{1, \ldots, N\} \) of the vector is associated to node \( n \)'s state value in node \( i \)'s memory. At \( k = 0 \), the memory vector is created as \( m^i[0] = [\ ]_{1 \times \bar{N}} \), where [ ] is an empty vector. Here, we assume that regular nodes know an upper bound for the number of network's nodes \( N_i^− \). Note that this assumption is not restrictive and means that the regular nodes need not know the exact value \( N \) for their update.

Each regular node \( i \) begins to execute the algorithm at \( k = 0 \) and sets \( m^i_0[0] = x_i[0] \). At \( k = 1 \), it broadcasts \( m^i[0] \) to all of its outgoing neighbors, receives the initial state values of its incoming neighbors, and updates its memory, i.e. \( m^i_j[1] = m^i_j[0], j \in N_i^− \). In this subsection, we assume that there are no communication delays in the network; each regular node \( i \) at time instant \( k \) simultaneously sends and receives the data packets related to time instant \( k - 1 \). Also, as we discussed earlier, regular nodes are supposed to send initial values within \( \mathbb{Z} \). Adversarial nodes may send initial values out of the safe interval \( \mathbb{Z} \), change their values in the course of retrieval, or send different values to each of their neighbors. In the first two cases, the adversarial nodes are easily detectable. The latter case will be prevented by a majority voting: Each regular node \( i \) at time instant \( k > 1 \) only accepts the values that are sent by more than \( f + 1 \) incoming neighbors and saves such values.

Using variable-sized memories, this assumption may not be required. In fact, we define the upper bound \( \bar{N} \) to avoid using variable-sized memories and used fixed-sized static memories instead, which are preferred in implementations.
Algorithm 1: Secure Accepting and Broadcasting Algorithm (SABA)

1. Initialization
2. The regular node $i$ creates a persistent empty memory $m^i[0] = \{x_i, N\}$, where $N \geq N$, and sets $m^i_h[0] = x_i[0]$.
3. if $k = 1$ then
4. The regular node $i$ broadcasts its memory vector $m^i[0]$ to all its neighbors.
5. for $j \in N_i^-$ do
6. The regular node $i$ receives $m^j[0]$ and updates its memory $m^i[1] = m^i[0], j \in N_i^-$.
7. end
8. end
9. if $k > 1$ then
10. The regular node $i$ broadcasts its memory vector $m^i[k-1]$ to all its neighbors.
11. for $n \in \{1, 2, \ldots, N\}$ do
12. if the regular node $i$ received an identical value $m_n^i[k-1]$, $j \in N_n^-$, from $f + 1$ incoming neighbors, then it accepts that value and saves it in the memory $m_n^i[k]$.
13. end
14. end

Result: $m^i[k] = [m^i_1[k], \ldots, m^i_N[k]], N \geq N$

with the corresponding label tag $n$ in $m^i_n[k]$. As the algorithm is running, each regular node $i$ fills its memory $m^i[k]$ with more initial values tagged with new labels. The pseudo-code of SABA can be seen in Algorithm 1.

Next, we investigate the required network topology under which all regular nodes can retrieve the initial state values of other regular nodes by running the SABA. Note that the regular nodes do not know when to stop executing the algorithm. Thus, they are programmed to run the SABA for a lower bounded number of steps denoted by $\bar{K}$.

Theorem 1. Each node $i \in R$ in the network $D$, by executing the SABA for $\bar{K} \geq 2N - 1$ steps\footnote{In this lower bound can be replaced with $\bar{N}$, which is an estimate of the number of nodes, to make the stopping time also independent from the global information of the network.}, will retrieve $x_i[0], \ell \in R \setminus \{i\}$ under the $f$-local adversarial model if $D$ is strongly $r$-robust.

Proof. Suppose that there is a finite time $\bar{K}$ such that by that time, all the regular nodes would have received all the initial state values that are not faulty. Consider node $\ell \in R$. Each regular node $i \in N_\ell$ receives the initial state value $x_i[0]$ directly. We use contradiction to prove that all other nodes will receive $x_i[0]$. Let $U$ denote the set of all the regular nodes which cannot receive $x_i[0]$. According to Def. 1, we know that some node $i \in U$ must have $2f + 1$ neighbors outside $U$. At most $f$ of these nodes can be adversarial and all other nodes are regular nodes that have received $x_i[0]$ and re-broadcasted it at some time step $k \leq \bar{K}$. This contradicts the assumption that node $i$ fails to get the initial state value of node $\ell$. The same argument holds for other regular nodes. Thus, all the regular nodes securely access $x_i[0], i \in R$.

To find a lower bound for $\bar{K}$, consider node $i, j \in V$ and assume that $x_i[0] \in I$. According to the SABA, $x_j[0]$ must retrieved by $i$. In the worst case, $x_i[0]$ has to be passed by all the nodes in $R \setminus \{i, j\}$ to the node $i$, which takes $N - 1$ time steps. However, consider that node $j$ is an adversarial node and decides to change its value at $k = N - 1$. Then, it takes another $N - 1$ time steps that $x_j[N - 1]$ retrieved by node $i$ in the worst case. Thus, to ensure that all initial values retrieved by all the nodes, SABA must be executed for $2N - 1$ time steps including $k = 0$, i.e. $\bar{K} = 2N - 1$. Note that each node $i$ does not know exactly when to stop executing the SABA, and thus, keeps executing it until $\bar{K}$ to ensure that all the initial state values are retrieved securely and correctly.

Interestingly, by executing the SABA up to $\bar{K}$ steps, all the regular nodes can detect adversarial nodes even if they broadcast values in the safe interval $I$ to deceived the regular nodes. The following scenarios are possible:

i) An adversarial node $s$ may broadcast a false constant state value $m_n^s[k] = a \in I$ for the label $n \in \{1, 2, \ldots, N\}$, from a time instant $t = k > 0$ to node $i$. According to Theorem 1, the regular node $i$ will at some point $t$ (before $\bar{K}$) receive the value $m_n^i[k] \neq a, j \in N_n^-$ from at least $f + 1$ regular neighbors. Then, it will easily detect node $s$ as an adversarial node.

ii) An adversarial node $s$, at time instant $t = k$, may broadcast $m_n^s[k]$ for the label $n \in \{1, 2, \ldots, N\}$ to node $i$ and change it at some time $t > k$. According to the SABA, all the regular nodes are supposed to constantly send the accepted values up to $\bar{K}$ steps. Thus, node $i$ simply identifies $s$ as an adversarial node. However, note that node $i$ needs extra memory buffers for each of its neighbors to track the changes in the values they broadcast while the algorithm is executed.

While the SABA is inspired by the CPA [17], our retrieval algorithm considers information diffusion for all nodes of the graph simultaneously. Accordingly, the graph condition needed for the SABA to succeed is inclusive with respect to the graph condition associated with the CPA – each graph which is strongly $r$-robust with respect to each of its nodes is in fact strongly $r$-robust (see Section IV for a brighter insight). Also, the SABA can be easily developed for the asynchronous settings with communication delays (see Algorithm 2). Furthermore, the most recent work in the literature, [22], proposed a condition for convergence of the CPA in the presence of $f$-locally bounded adversaries. However, this condition imposes a higher order of time complexity with respect to strong robustness if we want to use it for our retrieval strategy (see Subsection IV-A for more details). Therefore, we use the strong robustness notion as the sufficient condition for the convergence of our algorithms, while the condition in [22] can be our necessary condition.

B. Synchronous Averaging

In this subsection, we suppose that the network makes updates synchronously and propose an update rule for the regular nodes to update their states using the received and accepted initial state values at each time step, converging to the average consensus asymptotically.

The regular node $i$ by running the SABA updates its memory $m^i[k]$, at each time step $k$, and obtains more initial state values of other regular nodes which are received over
time from its neighbors. We define the instantly cumulative average of the initial state values received by node $i$ up to the time instant $k$ as follows:

$$
\phi_i[k] = \frac{\sum m_n^i[k]}{\lambda[k]}, \quad n \in M^i[k],
$$

(1)

where $M^i[k]$ is the set of indices of the elements in the memory vector $m^i[k]$ which are nonempty and its cardinality is given by $\lambda[k] = |M^i[k]|$. Then, to handle any possible fluctuation in the state updates, the regular node $i$ utilizes a low pass filter (also known as exponential smoothing (27)) and updates its state as:

$$
x_i[0] = \phi_i[0],
$$

$$
x_i[k] = \epsilon_i x_i[k-1] + (1 - \epsilon_i) \phi_i[k], \quad \forall k > 0,
$$

(2)

where $0 \leq \epsilon_i < 1$ is the filter gain. In the case $\epsilon_i = 0$, the state value of $x_i[k]$ is equal to the instantly cumulative average $\phi_i[k]$. The filter gain $\epsilon_i$ can be chosen arbitrarily, but its size may determine the susceptibility of the node’s dynamics to the instant changes in the state values. However, the filter will impose delays in convergence of $x_i$.

Here, we connect our results together to show how our proposed strategy leads a network with specific topology constraint to resilient average consensus.

**Theorem 2.** Each node $i \in R$ achieves average consensus by executing the SABA for $K \geq N - 2$ steps and performing the update rule (2) under the $f$-local adversarial model if the network is strongly $(2f + 1)$-robust.

**Proof.** Referring to Theorem 1 each node $i \in R$ in the network $D$, which is strongly $(2f + 1)$-robust, will securely retrieve $x_i[0], i \in R$, if it executes the SABA for $K$ steps. Then, according to (1), $\phi_i[k]$ is a linear combination of the received and accepted initial state values $x_i[0], i \in R$, at each time instant $k$ and converges to $x_i$ asymptotically as each node will ultimately receive the initial state values of other regular nodes at $t = K$. Now, we add and subtract $2x_o$ on both sides of (2) and rewrite it as $(x_i[k] - x_o) - (\phi_i[k] - x_o) = \epsilon_i(x_i[k-1] - x_o) - \epsilon_i(\phi_i[k] - x_o)$, which leads to the following relation if $k \to \infty$ (since $\lim_{k \to \infty} \phi_i[k] = x_o$):

$$
x_i[k] - x_o = \epsilon_i(x_i[k-1] - x_o).
$$

Since $0 \leq \epsilon_i < 1$, this system is Schur stable and $\lim_{k \to \infty} x_i[k] = x_o, \forall i \in R$.

In view of the literature of resilient averaging, we achieved a significant contribution in terms of distributed decision making in the strategy, the memory usage, and the computational capability of each regular node. In [9], the required topology constraint for achieving resilient averaging proposed to be $(2f + 1)$-connectivity. However, the method is not distributed since each regular node needs to know the full network topology (in particular, the observability and invertibility matrices, both of which are functions of the adjacency matrix of the network) to update its state value and to achieve average consensus. By contrast, our design is fully distributed although it imposes a more complicated topology constraint on the network, that is, the network must be strongly $(2f + 1)$-robust. Furthermore, the proposed strategy in [9] forced the regular nodes to utilize a large amount of memory for storing two large matrices at each step and high computational capabilities for calculating the rank of matrices or multiplying matrices. On the other hand, our presented strategy requires each regular node to utilize only $N \geq N$ memory for achieving average consensus in a distributed manner and dedicate $N$ extra memory buffers for each of its neighbors to detect and eliminate all the adversarial nodes.

Theorem 2 gives a sufficient, and not necessary, condition for secure convergence under $f$-local adversarial model. We propose a necessary condition for achieving resilient average consensus using SABA and update rule (2) which is valid for both $f$-local and $f$-total adversarial models. Relying on Theorem 2 in the rest of the paper we seek resilient retrieval which can conclude the resilient averaging.

**Theorem 3.** If a network achieves resilient average consensus by performing SABA and update rule (2) under $f$-total/$f$-local adversarial model, its underlying graph is $(2f + 1)$-robust.

**Proof.** Consider a network $D$ that reaches average consensus under $f$-total adversarial model by executing SABA and its underlying graph is not $(2f + 1)$-robust. Thus, there exist two distinct subsets $S_1, S_2 \subset V$ which both are at most $2f$-reachable. Suppose that node $i$ and $j$ are in $S_1$ and $S_2$, respectively, and all $f$ Byzantine nodes are in $V \setminus (S_1 \cup S_2)$. Node $i$, to calculate the average consensus using update rule (2), needs the initial state value of node $j$. However, it has at most $2f$ incoming edges from out of $S_1$. If $f$ of these incoming edges are from $f$ Byzantine nodes and the other $f$ nodes are from the regular nodes out of $S_1$, then the node $i$ cannot verify the initial state value of node $j$ received from its neighbors out of $S_1$ by majority voting e.g. the $f$ Byzantine nodes send the value $a$ as the initial state of the node $j$ and the other $f$ regular nodes out of $S_1$ send the value $b$. Therefore, node $i$ cannot achieve the average consensus which is a contradiction.

Furthermore, the following proposition shows that SABA fails in certain networks with a constraint in the connectivity sense which does not meet the same robustness constraint proposed in Theorem 2.

**Proposition 1.** There exist networks with $(2f + 1)$-connectivity, but not strong $(2f + 1)$-robustness such that regular nodes cannot achieve resilient average consensus by performing SABA.

**Proof.** For $f = 1$, consider the wheel graph in Fig. 1 wherein the node 6 is adversarial. It can be proved that wheel graphs are $3$-connected [26]. Take node 1 as the source of its initial state value $x_1[0] = a \in I$, which is fed in its output vector $m_1^i[0]$. Fig. 1: A wheel graph with the adversarial node in the middle, which is $(2f + 1)$-connected but not strongly $(2f + 1)$-robust.
At $k = 0$, we have $m_i^1[0] = [1]_{x^k}, \forall i \neq 1$. At $k = 1$, nodes 2 and 5 receive $m_i^1[0]$ and accept it as the true initial state of node 1, i.e., $m_i^2[1] = m_i^1[1] = a$. At this time instant, the adversarial node 6 sends two different values, $b, c \in \mathbb{I}$ on behalf of node 1 to nodes 3 and 4, respectively. So, at $k = 2$, node 3 receives $m_i^2[1] = a$ from node 2 and $m_i^6[1] = b$ from node 6. Accordingly, node 4 receives $m_i^3[1] = a$ from node 2 and $m_i^6[1] = c$ from node 6. Based on the SABA, nodes 3 and 4 do not have enough data ($f + 1 = 2$ consistent values) and cannot decide which value to accept as the true initial value of the node 1 for all the future time steps.

Next, we propose another necessary condition for resilient average consensus of a network under $f$-total adversarial model based on strongly $r$-connectivity. We use an alternative definition of strongly $r$-connected digraphs inferred from Menger’s Theorem [28] stated as follows:

**Lemma 1.** A digraph $D$ is strongly $r$-connected if and only if for any pair of nodes $i, j \in \mathcal{V}$ there exist $r$ disjoint paths from $i$ to $j$ in $D$.

**Theorem 4.** If a network with underlying graph of $D$ achieves average consensus by executing SABA under $f$-total adversarial model, then $D$ is strongly $(2f + 1)$-connected.

**Proof.** According to Lemma [1] if $D$ is strongly $(2f + 1)$-connected, there exist at least $2f + 1$ internally node-disjoint paths between each pair of nodes or the two nodes are directly connected together. We use contradiction to prove that if a network achieves consensus by executing SABA under $f$-total adversarial model, its underlying graph is strongly $(2f + 1)$-robust. Note that accomplishing resilient retrieval is equivalent to achieving average consensus as stated before. Assume that there exist a pair of nodes $i, j \in D$ that there exist at most $2f$ internally node-disjoint paths between them. Suppose that we have $f$ paths, each has an adversarial node, and $f$ paths that are constructed only by regular nodes. The adversarial nodes can change the initial state value of node $i$ on the path to node $j$. Take the actual initial state value of node $i$ as $x_i[0] = a \in \mathbb{I}$. However, adversarial nodes broadcast $m_i^a[k] = b \in \mathbb{I}, n \in \mathcal{A}$ behind of node $i$. In this situation, node $j$ have maximum $f$ initial state values that are consistent. Therefore, it cannot conclude the majority voting and retrieve all the initial state values for averaging.

**C. Asynchronous Averaging**

There may be delays in communications over the network and nodes may update asynchronously. To analyze the effects of asynchrony and delays on our proposed strategy, we set the following assumption on the communications protocol. Then, we propose a modified version of the SABA for asynchronous networks and a slightly different update rule.

**Assumption 1.** All nodes make, at least, an update within $k$ steps and communication delays are upper-bounded by $\bar{\tau}$ steps.

Note that in the asynchronous version of the SABA, each node $i \in \mathcal{R}$ utilizes an extra memory buffer for each of its neighbors. It stores the most recently received data packets synchronized by the network clock. The following procedure describes Algorithm 2. It is referred to as the Asynchronous Secure Accepting and Broadcasting Algorithm (ASABA):

i) Each node $i \in \mathcal{R}$ expects to find only one initial state value in the packets it receives from each of its incoming neighbors up to time instant $t = \bar{k} + \bar{\tau}$ (this is because each node ensures that it has received data packets from all its neighbours) and updates its memory $m_i^1[k] = m_i^2[k - \bar{k}_{ij} - \tau_{ij}], j \in \mathcal{N}_i^\bar{r}$, where $\tau_{ij} = \bar{\tau}$ is the time delay of the last data packet that node $i$ has received from node $j$ (it may be time-varying) and $\bar{k}_{ij}$ denotes the time steps elapsed from the time that node $i$ has received the packet of the node $j$ up to the time it makes an update ($\bar{k}_{ij} < \bar{k}$).

ii) Each node $i \in \mathcal{R}$, after accepting the initial state values in the first stage of the algorithm, uses the most recent data packets received from its neighbors $m_i^2[k - \bar{k}_{ij} - \tau_{ij}], j \in \mathcal{N}_i^\bar{r}$, to update its memory $m_i^1[k]$ regardless of asynchrony and delays in communications and broadcasts it to all its neighbour.

Note that ASABA has to be executed for more time steps than the SABA so that the network retrieves all the initial values.

**Theorem 5.** Each node $i \in \mathcal{R}$ in the network $D$ with communication delays and asynchrony, by executing the ASABA for $K \geq (2N - 1)(\bar{k} + \bar{\tau})$ steps, will retrieve $x_i[0], \ell \in \mathcal{R} \setminus \{i\}$ under the $f$-local adversarial model if $D$ is strongly $(2f + 1)$-robust.

**Proof.** The proof is the same as Theorem [1]. We just qualify the argument finding a lower bound for $K$ in the presence of communication delays and asynchrony. In the synchronous case, we saw that to ensure that all initial values retrieved by all the nodes, SABA must be executed for $2N - 1$ time steps. Each transmission in a network with asynchrony and
communication delays can take up \( \tilde{k} + \tilde{r} \) steps in the worst case. Thus, to ensure that the network accomplishes the retrieval of initial state values, each node \( i \) has to execute ASABA for \( K \geq (2N - 1)(\tilde{k} + \tilde{r}) \) steps.

Moreover, the general form of update rule \( f \) for asynchronous network is:

\[
\begin{align*}
x_{i}[0] &= \phi_{i}[0], \\
x_{i}[k] &= \epsilon_{x}x_{i} [k_{i}^{-}] + (1 - \epsilon_{x})\phi_{i}[k] \quad \forall k > 0, \\
\end{align*}
\tag{3}
\]

where, \( k_{i}^{-} \) is the last time before \( k \) that the node \( i \) made an update at. Note that \( \phi_{i}[k] \) has been updated by the last initial values in \( n^{\phi}[k] \) which are received up to \( t = k \).

Note that Theorem 4 is also valid for the asynchronous case as we only used topology concepts in its proof. We also simply generalize Theorem 2 for an asynchronous network with delays in communications as follows.

**Proposition 2.** Each node \( i \in \mathcal{R} \) achieves average consensus by executing the ASABA for \( K \geq (2N - 1)(\tilde{k} + \tilde{r}) \) steps and performing the update rule \( f \) under the \( f \)-local adversarial model and in the presence of communication delays and asynchrony if the network is strongly \((2f + 1)\)-robust.

**IV. TOPOLOGY ANALYSIS**

In this section, we analyze strong robustness in terms of time complexity and connectivity and compare it with other topology constraints.

**A. Time Complexity**

The most recent work in the literature, \cite{22}, proposed a graph condition for convergence of the CPA in the presence of \( f \)-locally bounded adversaries.

**Definition 11.** Graph \( G(\mathcal{V}, \mathcal{E}) \) is \( f \)-resilient w.r.t. \( s \) if the subsets \( \mathcal{A}, \mathcal{L}, \mathcal{M} \) form a partition of \( \mathcal{V} \), such that:

i) source \( s \in \mathcal{L} \)

ii) \( \mathcal{M} \) is nonempty

iii) \( \mathcal{A} \) is a \( f \)-local adversarial set, and at least one of the following statements holds:

a) There exists a node \( v \in \mathcal{M} \) that has at least \( f + 1 \) distinct incoming neighbors in \( \mathcal{L} \), or

b) \( \mathcal{M} \) contains an outgoing neighbor of \( s \), i.e. \( N_{s}^{+} \cap \mathcal{M} \neq \emptyset \).

According to this condition, the CPA from a source node \( s \) is correct under \( f \)-local adversarial model if and only if graph \( G \) is \( f \)-resilient w.r.t. \( s \). However, this constraint is based on robustness of the induced subgraph of regular nodes with respect to \( s \), which means that either Byzantine nodes and the source node must be known beforehand and we check the strong robustness of the induced subgraph of regular nodes with respect to \( s \) or we have to exhaustively check the conditions in Definition 11 on \( G \) for all possible adversarial subsets and source nodes - in case, we call it \( f \)-resilient. The first assumption seems strange, while there is no preliminary detection. The second assumption imposes a higher time complexity with respect to strong robustness.

Therefore, we use the strong robustness notion as the sufficient condition for the convergence of our algorithms, while the condition in \cite{22} can be our necessary condition. The relation between these two conditions is still an open problem.

Here, we propose Algorithm 3 and Algorithm 4 to calculate the time complexity required for each condition. To measure and compare the time complexities, we mention the following standard notion from computer science literature \cite{29}.

**Definition 12.** (Worst-case complexity) Consider \( S, U, L : \mathbb{R} \to \mathbb{R} \), where \( S \) is the number of steps required for termination of an algorithm. Then, \( S(n) \in \mathcal{O}(U(n)) \) if there exists \( \delta \in \mathbb{R}_{>0} \) and \( n_{0} \in \mathbb{R}_{>0} \) such that \( |S(n)| \leq \delta U(n) \) for all \( n \geq n_{0} \). We say the worst-case complexity of an algorithm is \( \mathcal{O}(U(n)) \) if \( S(n) \in \mathcal{O}(U(n)) \).

In other words, \( U(n) \) is the upper bound of \( S(n) \) for \( n \geq n_{0} \). Furthermore, to check each incoming edge of a node or counting number of nodes in a set, we deal with a test that is a basic operation in algorithms and has time complexity of \( \mathcal{O}(1) \). In what follows, we calculate the upper bound for the number of basic operations required for termination of Algorithm 3 and Algorithm 4, considering the number of nodes in the graph as the only variable.

**Theorem 6.** Consider Algorithm 3 and digraph \( D = (\mathcal{V}, \mathcal{E}) \) with \( N \) nodes. The worst case complexity of Algorithm 3 for checking strong robustness of \( D \) is \( \mathcal{O}(N^{2}2^{N}) \).

**Proof.** We define the function \( S(N) \) as the number of basic operations needed to perform Algorithm 3 where \( N \) is the number of nodes in digraph \( D \). In Algorithm 3 (line 3-4), number of all nonempty subsets \( \subseteq \mathcal{V} \) is \( \sum_{\xi=1}^{\xi=|\mathcal{S}|} \). Therefore, this can be done by \( (N - \xi)\xi \) test operations. Therefore, in worst case, we have \( S(N) = \sum_{\xi=1}^{\xi=|\mathcal{S}|} (N - \xi)\xi \) test operations. Since \( (N - \xi)(N - \xi) = N\xi(N - 1) \) and \( \sum_{\xi=1}^{\xi=|\mathcal{S}|} N\xi = 0 \) for \( \xi = N \), we conclude \( S(N) = N\sum_{\xi=1}^{\xi=|\mathcal{S}|} \xi(N - 1) \). Using Binomial Theorem, we conclude that \( S(N) = N^{2}2^{N-2}N \). Therefore, the worst case complexity of Algorithm 3 is \( \mathcal{O}(N^{2}2^{N}) \).

**Theorem 7.** Consider Algorithm 4 and digraph \( D = (\mathcal{V}, \mathcal{E}) \) with \( N \) nodes. The worst case complexity of Algorithm 4 to check \( D \) for \( f \)-resiliency is \( \mathcal{O}(N^{3}3^{N}) \).
Algorithm 4: $f$-resiliency check

1. Initialization
2. Graph $D(V, \mathcal{E})$ with $N$ nodes is the input.

for $s \in V$

Consider $s$ as a source node.

for $\alpha = 1, \ldots, \sum_{i=1}^{N-1} \binom{N-1}{i}$

Find the nonempty and non-repetitive subset of adversarial nodes $\mathcal{A}_\alpha \subseteq V \setminus \{s\}$.

for $\beta = 1, \ldots, \sum_{i=1}^{N-1} \binom{N-1}{i} - |\mathcal{A}_\alpha| - 1$

Find the nonempty and non-repetitive subset $\mathcal{M}_\beta \subseteq V \setminus (\mathcal{A}_\alpha \cup \{s\})$. The subsets $\mathcal{A}_\alpha, \mathcal{M}_\beta, \mathcal{L}_\beta$ are partitions of $V$, where $\mathcal{L}_\beta = V \setminus (\mathcal{A}_\alpha \cup \mathcal{M}_\beta)$ and $s \in \mathcal{L}_\beta$.

for $i \in \mathcal{M}_\beta$

Check the incoming edges of node $i$.

if $|N_i^- \cap \mathcal{A}_\alpha| \leq f$ and $|N_i^- \cap \mathcal{L}_\beta| \geq f + 1$ or ($i, s) = 1$ then

$c(s, \alpha, \beta) = 1$.

Goto line 7.

end

end

Result: If all elements of $c$ equals to 1, the graph satisfies the $\mathcal{L}\mathcal{M}f$-condition.

Proof. First, we break down Algorithm 4 into four cascading steps that each requires $S_{\mathcal{L}_i}(N)$ number of basic operations, $i = 1, \ldots, 4$. Then, the worst case complexity of Algorithm 4 is calculated via total number of operations $S_2(N)$ which considers all the cascading steps together.

1) (line 3-4) In Definition 11 the source node $s$ is assumed to be known to all the nodes. However, to check the condition (iii) of the definition for a graph in general, node $s$ is unknown. Thus, steps (2) to (4) must be done for the $N$ nodes that means $S_1(N) = N$.

2) (line 5-6) As we do not know the set $\mathcal{A}$, the condition (iii) of Definition 11 must be checked for every possible subset of adversarial nodes chosen from $V \setminus \{i\}$ such that $1 \leq |\mathcal{A}| \leq N - 1$. Note that $\mathcal{A}$ includes all the adversarial nodes of the network that can exceed $f$, however, its $f$-local condition is checked in step (4). This is equivalent to finding all nonempty subsets of nodes in $V \setminus \{i\}$. Thus we have $S_2(N) = \sum_{\xi=1}^{N-1} \binom{N-1}{\xi}$, where $\xi = |\mathcal{A}|$.

3) (line 7-8) In this step, considering the set $\mathcal{A}$ determined in step (2), we find all the possible partitions $\mathcal{M}, \mathcal{L}$ in $V \setminus \mathcal{A}$. Note that $s \in \mathcal{L}$ is specified in step (1). This can be done by finding all nonempty subsets $\mathcal{M}_\beta \subseteq V \setminus (\mathcal{A}_\alpha \cup \{s\})$ that imposes $S_3(N) = \sum_{\eta=1}^{N-\xi-1} \binom{N-\xi-1}{\eta}$ operations, where $\eta = |\mathcal{M}|$ and $\xi \in \{1, \ldots, N - 1\}$ comes from step (2).

4) (line 9-14) Incoming edges of every node (in worst case) in $\mathcal{M}$, obtained in step (3), from the nodes in $V \setminus \mathcal{M}$ have to be checked to ensure that they do not have more than $f$ incoming edges from $\mathcal{A}$ and to find at least a node which has $f + 1$ incoming edges from $\mathcal{L}$ or is directly connected to $s \in \mathcal{L}$. To check each incoming edge of a node, we deal with a test, which is a basic binary operation. Thus, this step needs $S_4(N) = \eta(N - \eta)$ tests, where $\eta$ is specified in step (3).

\[ S_2(N) = 2^{(N-1)N - \xi - 1}(N - \xi - 1) \sum_{\eta=1}^{N-\xi-1} \binom{N-\xi-1}{\eta} \].

Using Binomial Theorem, $S_2(N)$ is simplified as $S_4(N) = 2^{(N-\xi-1)(N - \xi - 1)(3N - \xi)}$ and (4) is reformed as

\[ S_2(N) = 16 \times 3^{(N-3)N^3} - 3 \times 2^{(N-1)N^3} - 4 \times 3^{(N-2)N^2} + 3 \times 2^{(N-1)N^2} - 4 \times 3^{(N-3)N} . \]

Finally, neglecting the lower order terms, the worst-case complexity of Algorithm 4 is $O(N^3N^N)$.

In large scale networks, time complexity of an algorithm really matters. The results of Theorems 6 and 7 justify our selection of strong robustness as the required condition for our presented averaging consensus algorithms.

B. Robustness vs. Connectivity

In this section, we link our design to the previous existing literature of (resilient) consensus and averaging. In particular, Definitions 2 and 3 have been used for resilient (non-average) consensus [6] and resilient distributed estimation [24], respectively. Strong connectivity described in Definition 3 on the other hand, is a topological condition for average consensus problems [4]. Connections between these metrics are investigated as follows.

First, we present some properties of strongly $r$-robust graphs to deliver a better understanding of the robustness notions on graph topologies. We have to note that the strong robustness definition in (17) does not include $r \leq \left\lfloor \frac{N}{2} \right\rfloor$. To address this discrepancy, consider the complete graph $K_N$, which has the

\[ S_2(N) = 2^{(N-1)N} \] and

\[ \sum_{\xi=0}^{N} \xi \binom{N}{\xi} = 2^{(N-2)N}(N + 1), \] see [30].

Fig. 2: A variation of topology constraints on a graph with 7 nodes is illustrated. Digraph $D_1$ is the most resilient constraint i.e. strongly 2-robust; digraph $D_2$ is 2-robust but it is not strongly 2-connected and digraph $D_3$ is strongly 2-connected while it is not 2-robust.
maximum degree of strong robustness, i.e. \( r \). However, as every subset of \( \mathcal{K}_N \) has some links from the nodes outside the subset, \( r \) must be upper-bounded. For the sake of consistency with \( r \)-robust graphs, where \( \mathcal{K}_N \) is \( \left[ \frac{1}{2} \right] \)-robust and \( r \leq \left[ \frac{N}{2} \right] \) [6], the same bound for \( r \) in strongly robust graphs is imposed. We also state how a strongly \( r \)-robust digraph is related to a strongly \( r \)-connected digraph.

**Proposition 3.** If the graph \( D \) with \( N \) nodes is strongly \( r \)-robust, the following properties hold:

i) \( D \) is strongly \( r \)-connected.

ii) \( D \) is \( r \)-robust.

iii) \( d_{in}(i) \geq r \) for all nodes \( i \in \mathcal{V} \).

iv) For all \( 1 \leq r' \leq r \), \( D \) is strongly \( r' \)-robust.

v) Removal of \( k \) incoming edges from each node of \( D \) makes it strongly \((r - k)\)-robust.

**Proof.** i) We use contradiction to prove this. Suppose that the digraph \( D \) is not strongly \( r \)-connected but strongly \( r \)-robust; it means that there exists at least one node cut with at most \( r - 1 \) nodes whose removal changes the digraph \( D \) from strongly \( r \)-connected, which is in the category \( C_3 \), to a \( r \)-connected graph in the category \( C_0 \), \( C_1 \), or \( C_2 \). Let \( \mathcal{M} \) be the set of nodes removed in this node cut. Hence, \( D \setminus \mathcal{M} \) has at least \( m \) strongly \( 1 \)-connected components where \( m \) is a fixed number and \( m \geq 2 \). Denote the components by \( D_1 = (\mathcal{V}_1, \mathcal{E}_1), D_2 = (\mathcal{V}_2, \mathcal{E}_2), \ldots, D_m = (\mathcal{V}_m, \mathcal{E}_m) \), where \( D \setminus \mathcal{M} \) cannot be in the category of \( C_3 \). Then, we prove that, in fact, \( D \setminus \mathcal{M} \) belongs to \( C_3 \). This part of the proof is also done with a contradiction. According to Def. 1, \( V_1 \subset \mathcal{V} \) is \( r \)-reachable or contains a node which has incoming edges from every node outside of \( D_1 \). However, as \( \mathcal{M} \) has at most \( r - 1 \) nodes, with another proof by contradiction, \( D_1 \) has at least one incoming edge from the nodes in \( D_1' = \bigcup_{i=1}^{m} D_m, m \geq 2 \). Likewise, \( D_1' \) has one incoming edge from \( D_1 \). This means that \( D \setminus \mathcal{M} \) does not have \( m \) distinct strongly connected subgraphs. Hence, we have at most \( m - 1 \) strongly connected components. By repeating this process and mathematical induction, we see that \( m \) cannot be more than 1 which is a contradiction to the existence of such an \( \mathcal{M} \). In fact, \( D \setminus \mathcal{M} \) is at least strongly \( 1 \)-connected, i.e. belongs to \( C_3 \).

ii) Assume that \( D \) is strongly \( r \)-robust and \( S \) is an arbitrary subset of \( \mathcal{V} \). Then \( \forall S \subset \mathcal{V} \), \( S \neq \emptyset \), \( \exists i \in S \), such that whether \( |N^-_i \setminus S| \geq r \) or \( |N^-_i \setminus S| = |V \setminus S| \). We have to prove that \( \forall S_1, S_2 \neq \emptyset, S_1 \cap S_2 \neq \emptyset \), whether \( S_1 \) is \( r \)-reachable or \( S_2 \) is \( r \)-reachable. First, assume that \( |S_1| \leq \left[ \frac{N}{2} \right] \). Then, \( \exists i \in S_1 \), where \( |N^-_i \setminus S_1| \geq r \) or \( |N^-_i \setminus S_1| = |V \setminus S_1| \). However, note that \( |V \setminus S_1| \geq \left[ \frac{N}{2} \right] \) while \( r \leq \left[ \frac{N}{2} \right] \). Thus, \( |N^-_i \setminus S_1| \geq r \) which means that \( S_1 \) is \( r \)-reachable. Now, consider the case that \( |S_1| \geq \left[ \frac{N}{2} \right] \). Then, there is a set \( S_2 \subset \mathcal{V} \setminus S_1 \), where \( |S_2| \leq |V \setminus S_1| \), which has a similar argument to the previous case, we conclude that \( S_2 \) is \( r \)-reachable. Therefore, in both cases one of the two partition sets is \( r \)-reachable.

The remaining properties (iii)-(v) can be shown easily and their proofs are omitted.

Note that we neither did not make use of Def. 3 [24] in this paper but some of the properties in Proposition 3 can be directly applied to them as each graph which is strongly \( r \)-robust with respect to each of its nodes is in fact strongly \( r \)-robust. Furthermore, the relation between an \( r \)-robust graph and a strongly \( r \)-connected graph is still an open problem to investigate. In fact, there are some graphs which are \( r \)-robust but are not strongly \( r \)-connected and vice versa. Three examples for the case \( r = 2 \) are illustrated in Fig. 3. Digraph \( D_1 \) is strongly \( 2 \)-robust. Digraph \( D_2 \) is \( r \)-robust but it is not strongly \( 2 \)-connected. In \( D_2 \), consider two subsets of nodes \( S_1 = \{1, 2, 3\} \) and \( S_2 = \{4, 5, 6\} \). There exists paths only from nodes in \( S_1 \) to nodes in \( S_2 \) but the inverse is not true. Therefore, the digraph cannot be strongly \( 2 \)-connected while it is \( 2 \)-robust since \( S_1 \) is 2-reachable. However, in digraph \( D_3 \) which is a strongly \( 2 \)-connected digraph (circular graphs are strongly \( 2 \)-connected), none of the two subsets \( S_1 \) and \( S_2 \) are 2-reachable, thus it is not \( 2 \)-robust.

We also infer the following corollary as another bridge between connectivity and robustness.

**Corollary 1.** A digraph \( D \) is strongly \( 1 \)-connected if and only if it is strongly \( 1 \)-robust.

As a result, the following necessary and sufficient condition holds on a network with no adversarial node to achieve average consensus, which is well known in the literature [4].

**Corollary 2.** Network \( D \) with no adversarial nodes using \( (A)SABA \) and update rules (2) or (3), achieves average consensus if and only if it is strongly connected.

**Proof.** By Corollary 1 and Theorem 2, it immediately follows that strong connectivity is the sufficient condition for the network \( D \) to achieve average consensus with no adversarial nodes, or \( f = 0 \). Also, if network \( D \) has no adversarial nodes, at least, every two nodes of \( D \) has to be mutually reachable (or \( D \) has to be strongly connected), thus each node can retrieve all the initial values and calculate the average state value.

V. SIMULATION EXAMPLE

In this section, we provide a simulation example to show the effectiveness of the \( (A)SABA \) in the presence of Byzantine adversaries.

Consider the six-node network illustrated in Fig. 3a, which enjoys strong \( (2f + 1) \)-robustness with \( f = 1 \). We assign the safe initial state values as \( x_i[0] = i, \; i = 1, 2, \ldots, 6 \), which turn into the average value \( x_a = 3.5 \). Node 4 is chosen as the adversarial node. It begins and continues broadcasting false values \( m_i[k] = 1.5, \; n \in \{1, 2, \ldots, N\} \) of its neighbours for \( k \geq 1 \). Every other node since \( k = 1 \) performs the SABA, updates its state value, and compute the average with the filter gain \( \epsilon_i = 0 \). The network loses its robustness if we remove the edge between nodes 3 and 5, leading to failure of the averaging algorithm and this can be seen in Fig. 5b. On the contrary, if the network of Fig. 3a includes the edge between the node 3 and 5, it is strongly \( (2f + 1) \)-robust and achieves the average consensus as illustrated in Fig. 5c, where the regular nodes achieve \( x_n[K] = x_n, \; i = 1, 2, 3, 5, 6 \).

Furthermore, Fig. 3b represents the states of the network, where nodes 5 and 6 execute ASABA at \( k = 0, 2, 4, \ldots \) and all the nodes update using the asynchronous update rule (3).
We set the filter gain as $\epsilon_i = 0.5$ and the smoothing effect of the filters on the state variables is noticeable.

VI. CONCLUSION

In this paper, we have presented fully distributed algorithms for the problem of average consensus in the presence of Byzantine agents. We have shown that the convergence of presented algorithms on synchronous and asynchronous networks in the presence $f$-local adversaries relies on a connectivity measure of graphs, which is called strong robustness and is more restrictive than the conventional node connectivities. We also justified that strong robustness is the most proper topology constraint for the resilient distributed averaging against similar graph conditions proposed in the literature. We presented an analysis in terms of time complexity needed for checking these topology constraints. Simulation results have validated the proposed algorithms and convergence conditions. In the future, we will extend our results further to fit real applications.
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