Feature Selection using Random Forest Classifier for Predicting Prostate Cancer
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Abstract. Prostate cancer is cancer that attacks the prostate gland, usually affecting men over 50 years. Prostate cancer is a disease that develops slowly. Based on this, rapid and precise detection is needed so that the disease can be treated immediately. This study focuses on the application Feature Selection using the Random Forest Classifier to detect prostate cancer. The Random Forest Classifier is a method of classifying data by determining the decision tree. The use of more trees will affect the accuracy to be obtained for the better. The Random Forest Classifier can classify data that has incomplete attributes and can be used to handle large sample data. Selection of features is an important process because it can affect the accuracy of classification. This method increases accuracy by about 87%. Thus, the selection of features can improve accuracy in the detection of prostate cancer.
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1. Introduction

Cancer is one of the leading causes of death worldwide, around 9.6 million deaths were caused by cancer in 2018. Cancer is a disease that arises due to the abnormal growth of body tissue cells that turn into cancer cells, while tumors are conditions in which cell growth is abnormal so that it forms lesions or in many cases, lumps in the body. The most common cancers are Lung Cancer and Breast Cancer with each 2.09 million cases, Colorectal Cancer with 1.80 million cases, and Prostate Cancer with 1.28 million cases in 2018 [1].

One of the most common cancers in men is Prostate Cancer, cancer that attacks prostate gland. The prostate gland is a walnut-sized gland that is contained in the male reproductive system, which is located between the neck of the bladder and the urinary tract (urethra). The prostate secretes a white liquid that nourishes and transports sperm, which is called semen. The male hormone secreted by the testes directly affects the growth and function of the prostate. In Indonesia, prostate cancer is also known as third cancer that most often affects men in Indonesia, where one in 10 men, especially the elderly, suffer from this cancer. In Australia, the prevalence of prostate cancer is higher than breast cancer. Recorded, there are more than 3000 Australian men who die each year from this cancer. This figure makes Australia a country with the highest mortality due to prostate cancer in the world [2].

Prostate cancer is defined as a deadly cancer because the disease develops slowly, is able to stay in the body for years, and often appears undetected - no symptoms are felt at the onset of cancer cells but only after an advanced stage. Symptoms that can be felt in patients with prostate cancer, among others, feel the urge to urinate suddenly, feels difficult and uncomfortable when urinating, there is blood in urine or semen, pain behind the waist or groin.
This disease is usually detected and diagnosed with a blood test using Prostate-Specific Antigen test. Prostate-Specific Antigen is a protein produced by cells of the prostate gland. The value of the PSA level at normal levels ranges from 1.0 - 4.0 ng/ml. High PSA levels do not necessarily indicate prostate cancer because some other prostate diseases can also increase PSA levels so that further specialist checks are needed. However, the risk of prostate cancer in people who experience an increase in PSA levels is at least 2.0 ng/ml, which means the risk of prostate cancer is 7.1%. If the PSA level increases to 2.0-3.9 ng/ml, the risk increases to 18.7%. PSA of 4.0-5.9 ng/ml has a risk value of 21.3%. While at the level of 6.0 - 7.9% the value of the risk is in the range of 28.6%. In the range of 8.0 - 9.9 ng/ml, the risk is 31.7% and for levels above 10.0 ng/ml, the risk is 56.5% [3,4].

Fofanov et al (2019) used a targeted post-ligation amplification sequencing approach, called next-generation copy number alteration assay, to predict tumor metastatic potential based on prone areas to copy changes score in metastatic prostate cancer [5]. In Sharan et al (2018), Support Vector Machine-Recursive Elimination Features (SVM-RFE) and Absolute Cosine filters method are used to categorize prostate cancer based on the texture of individual tissue components [6].

Preston et al (2019) tested the initial PSA level during midlife predicting the risk of aggressive prostate cancer in black men using statistical analysis methods. The results show that PSA levels in middle age strongly predicted total and aggressive prostate cancer among black men and white men [7]. This paper focuses on selecting the most influential features in predicting prostate cancer and increasing accuracy of selecting features in datasets using classification.

Classification is one case that uses labeled data in Supervised learning. Classification divides the dataset into training data and test data to predict new classes by studying the categories and labels of the class [8]. One method that quite famous in classification is random forest.

Random forest is one way of applying the stochastic discrimination approach to classification. The Classification process will run if all the trees have been formed. When the classification process is complete, initialization is done with as much data based on its accuracy value. The advantage of using the random forest is that it is able to classify data that has incomplete attributes, can be used for classification and regression but are not very good for regression, more suitable for classifying data and can be used to handle large sample data.

2. Method

2.1. Features Selection

Feature Selection is a basic concept in machine learning that has a considerable impact on the performance of the model. Feature selection is important for classification because this process removes irrelevant features so that it can improve model performance, make the model easier to understand, and reduce running time. Features Selection is divided into three (3) types in general, Filter methods, Wrapper methods, and Embedded methods [9].

Filter method is a method commonly used in preprocessing data. This method combines ranking techniques with the main criteria and uses sorting techniques to select variables. The ranking method filters out irrelevant features before starting the classification process. Advantages of this method are simplicity, amazing results and relevant features, and independent of any machine learning algorithm.

The wrapped method looks for features that are suitable for the machine learning algorithm used. If the filter method is used before the machine learning algorithm, the wrapped method is used before and when machine learning works until a suitable feature is found. features are evaluated using predictive accuracy in classification case and goodness cluster in clustering case.

Embedded methods are methods that maintain each iteration of the model training process and extract features that contribute most to training for certain iterations carefully. The most commonly used embedded method is the regularization method, a method that punishes features by giving a coefficient threshold. Some examples of regularization algorithms are LASSO, Elastic Net, and Select From Model.
Select From Model is a feature selection that removes features if corresponding coefficients or important features are below the parameter threshold provided. This method is used with estimators that have important features or coefficients.

2.2. Random Forest Classifier
Random Forest is one of the supervised learning algorithms that are flexible, easy to use, and without creating hyper-parameters. This algorithm is quite effective in classifying. In Random Forest, there is a limit to the minimum number of trees that must be built, so that in this amount all data has been classified. Where the amount is very dependent on each data [10].

The number of breaker attributes affects the minimum number of trees for each data. The number of trees has a large influence on the level of accuracy. Starting at the minimum number of trees, increasing the number of trees, increasing the accuracy produced. There is the best limit of accuracy, where after accuracy is achieved, even though the number of trees plus accuracy will remain stable. The accuracy produced by this algorithm is influenced by the number of breaker attributes. The Random Forest that uses the number of breaker attributes equal to the number of attributes available will provide low accuracy.

2.3. Algorithm
Feature Selection using Select from Model starts with determining the threshold value to give a boundary between the features to be selected and the features that will be eliminated, then all features will be sorted by Gini importance score from the smallest to the largest. Furthermore, features with Gini importance score that are below the threshold value will be eliminated. Selected features will be used in the Random Forest algorithm (See Figure.1).

---

**Figure 1.** Select from Model Feature Selection Algorithm

| 1 Determine the threshold |
| 2. Sort the value of the feature |
| 3. Elimination the feature below the threshold |
| 4. Enter selected features in Machine Learning Algorithm |
| 5. Test the Performance of the Model |

---

**Figure 2.** Random Forest Classifier Algorithm

**Input:** A training set $S := (x_1, y_1), ..., (x_n, y_n)$, $F$ features, and number of trees in forest $B$

1. Select $M$ trees from the dataset
2. Construct a decision tree from the $M$ trees.
3. Repeat step 1 and step 2, $B$ times.
4. At each node:
   5. Construct $f$ as a tiny subset of $F$
   6. Split on best feature in $f$
7. New records are given to the category that wins the most votes

**Results:** $D$ selected features that have highest accuracy

---

Figure 2 shows an algorithm from the Random Forest Classifier. This algorithm runs by inputting the $S$ training set, $F$ feature where $F$ is constant, and the $M$ trees where $M$ is constants. Randomly select the $M$ tree from the dataset, then the selected $M$ tree is used to build decision trees. Decision trees are made $B$ times. At each node, make the smallest subset of feature $F$ and separate the best features for each $f$. The result is the selected $D$ feature which has the highest score.
2.4. Confusion Matrix
In classification, method performance can be measured using confusion matrix. Confusion matrix contains a comparison of the results of the classification carried out by the system with the results of the classification that should be [11].

There are 4 (four) conditions in confusion matrix for measuring performance, namely, True Positive (TP) which indicates the positive data entered into the system is detected correctly by the system, False Positive (FP) indicates the negative data entered into the system is detected correctly by the system, True Negative (TN) indicates negative data entered into the system is detected incorrectly by the system, and False Negative (FN) indicates positive data entered into the system is detected incorrectly by the system. See Table 1 to see the Confusion Matrix.

| Class       | Actual        |
|-------------|---------------|
|             | Positive      | Negative      |
| Predict     |               |               |
| Positive    | True Positive | False Negative|
| Negative    | False Positive| True Negative  |

Table 1. Confusion Matrix.

Based on the value of True Negative (TN), False Positive (FP), False Negative (FN), and True Positive (TP) can be obtained the value of accuracy, precision, and recall. Accuracy values describe how accurately the system can classify data correctly. In other words, the value of accuracy is a comparison between data that is correctly classified and the overall data. Accuracy values can be obtained by Equation 1. Precision values explain the level of accuracy between the information requested with and the answer given by the system (see Equation 2). Whereas recall is the success rate of the system in rediscovering information (see Equation 3) [12].

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} * 100\% \tag{1}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} * 100\% \tag{2}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} * 100\% \tag{3}
\]

3. Experiment
In this study, we use data from Al-Islam Bandung Hospital. In this data consists of 185 patients and 7 features. Each features states age, PSA (Prostate-Specific Antigen), Haemoglobin, Leukocytes, Haematocrit, Thrombocytes, and Diagnose. Normal PSA level range from 1.0-4.0 ng/mL. Normal levels Haemoglobin range from 13-18 g/dL, Leukocytes are on 4000-10000 cell/µL, and Thrombocytes at intervals 150000-450000 cell/µL. Normal Haematocrit levels are at 40-54%. Diagnose is the condition of the patient, with 1 for a positive diagnosis of prostate cancer and 0 for negative (See Table 2).
Table 2. Prostate Cancer Datasets.

| Age | PSA   | Hemoglobin | Leukocytes | Hematocrit | Thrombocytes | Diagnose |
|-----|-------|------------|------------|------------|--------------|----------|
| 0   | 73    | 13.17      | 12.8       | 17200      | 35.4         | 166000   | 1        |
| 1   | 64    | 25.15      | 15.6       | 12900      | 46.7         | 226000   | 1        |
| 2   | 71    | 8.95       | 14.5       | 11100      | 39.4         | 224000   | 1        |
| 3   | 71    | 9.51       | 14.5       | 11100      | 39.4         | 224000   | 1        |
| 4   | 72    | 8.57       | 14.4       | 8900       | 40.5         | 286000   | 1        |
| 5   | 72    | 9.14       | 13.2       | 10500      | 37.2         | 215000   | 1        |
| 6   | 70    | 2.16       | 14.0       | 7800       | 41.4         | 325000   | 0        |
| 7   | 73    | 22.2       | 14.0       | 18300      | 42.3         | 406000   | 1        |
| 8   | 71    | 1.14       | 12.0       | 7900       | 38.2         | 416000   | 0        |
| 9   | 59    | 6.11       | 10.9       | 7500       | 33.1         | 275000   | 1        |
| 10  | 58    | 2.17       | 13.2       | 6700       | 39.3         | 241000   | 0        |

4. Result
This study using Select from Model Feature Selection and Random Forest Classifier in Python 3.0. Results of Random Forest Classifier algorithm of the 7 initial features with nTrees = 1000 decision trees, performed on the training sample, are given in Table 3.

Table 3. Accuracy of Random Forest Classifier with all Features.

| Data Training (%) | Accuracy (%) | Precision (%) |
|-------------------|--------------|---------------|
| 50                | 98.92473118  | 97.917        |
| 55                | 99.01960784  | 98            |
| 60                | 99.0990991   | 98.113        |
| 65                | 99.17355372  | 98.246        |
| 70                | 99.23076923  | 98.413        |
| 75                | 99.28057554  | 98.485        |
| 80                | 99.32432432  | 98.63         |
| 85                | 99.36708861  | 98.734        |
| 90                | 97.63313609  | 95.9          |
| 95                | 94.88636364  | 91.297        |

Experiments using 85% of training data showed the best accuracy of 99.376% with a precision of 98.734%. As for system performance can be seen using the confusion matrix in Table 4. The table shows that from 158 data (equivalent to 85% training data), 79 positive data are correctly classified by the system, 78 negative data are incorrectly classified, 0 negative data are correctly classified, and 1 Positive data is classified incorrectly by the system.

Using data training 85%, we found that PSA had a 59.438% effect in diagnosing prostate cancer. As for the influence of other features in diagnosing this disease, Leukocytes are 11.77%, Hematocrit is 8.238%, Hemoglobin is 7.512%, Thrombocytes is 7.225%, and Age is 5.761%. (See Table 5).

Table 4. Confusion Matrix for 85% Data Training.

| Class | Actual |      |      |
|-------|--------|------|------|
|       |        | Positive | Negative |
| Predict | Positive | 79   | 1    |
|        | Negative | 0    | 78   |
Table 5. Features Importance.

| Data Training (%) | Age (%) | PSA (%) | Haemoglobin (%) | Leukocytes (%) | Hematocrit (%) | Thrombocytes (%) |
|-------------------|---------|---------|-----------------|----------------|----------------|-----------------|
| 85                | 5.761   | 59.438  | 7.512           | 11.777         | 8.283          | 7.225           |

Furthermore, the training data is tested again by selecting existing features. This experiment shows very good results (See Table 6).

Table 6. Accuracy of Random Forest Classifier with Features Selection.

| Data Training (%) | Accuracy (%) | Precision (%) | Recall (%) | f_1 score (%) |
|-------------------|--------------|---------------|------------|---------------|
| 85                | 100          | 100           | 100        | 100           |

Table 7 shows that from 158 data (equivalent to 85% training data), 80 positive data are correctly classified by the system, 78 negative data are incorrectly classified, 0 negative data are correctly classified, and 0 positive data is classified incorrectly by the system.

Table 7. Confusion Matrix for 85% Data Training with Features Selection.

| Class | Actual | Predict | Positive | Negative |
|-------|--------|---------|----------|----------|
|       |        |         | 80       | 0        |
| Positive | |         |
| Negative | |         | 0        | 78       |

Running time needed by the system in predicting prostate cancer can be seen in Table 8.

Table 8. Running Time.

| Data Training (%) | Time (seconds) |
|-------------------|---------------|
| 85                | 11.913014888763428 |

5. Discussion

In this study, we found that the Random Forest Classifier provides good results for each training data, which is around 90-99.5%. As expected, the feature selection can improve the accuracy of the models we make. This is shown in the results of using 85% training data, accuracy increases from 99.367% to 100%.

The study also found that PSA affects the prediction of prostate cancer by more than 50%. The thing to note is that high PSA does not necessarily indicate the presence of prostate cancer. High PSA values may indicate urinary tract infections or inflammation of the prostate. However, if the PSA value is higher, the risk of prostate cancer is higher.

In Table 5, it can be seen that age affects the prediction of 5.761%. This is in line with Bechis et al (2011) which states that 26% of men ≥ 75 years old are presented with high-risk diseases [13]. In the
study of Fujita et al (2016), found that the number of leukocytes associated with the degree of prostate enlargement and lower urinary tract symptoms [14]. This certainly affects the prediction of prostate cancer. This result also shown by experiments, leukocytes became the second most influential feature in predicting prostate cancer by 11.777%.

The unexpected thing in this study was the influence of hematocrit in predicting prostate cancer. As far as the author's observation, there have no studies linking the influence of hematocrit on prostate cancer. In this study, hematocrit was the third most influential feature with a score of 7.225%.

Judging from the confusion matrix, it can be concluded that the Random Forest Classifier has good performance in predicting prostate cancer. Table 8 shows that Random Forest Classifier can predict prostate cancer quickly, around 12 seconds.

6. Conclusion
In this research, three important things were produced. First, the Random Forest Classifier can predict prostate cancer well and quickly. Second, the most influential feature in predicting prostate cancer is PSA, leukocyte, and haematocrit levels. Third, Feature Selection increases the accuracy of the model to 100%.
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