On the Communication Cost of Determining an Approximate Nearest Lattice Point
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Abstract—We consider the closest lattice point problem in a distributed network setting and study the communication cost and the error probability for computing an approximate nearest lattice point, using the nearest-plane algorithm, due to Babai. Two distinct communication models, centralized and interactive, are considered. The importance of proper basis selection is addressed. Assuming a reduced basis for a two-dimensional lattice, we determine the approximation error of the nearest Babai point, or equivalently, for constructing the rectangular lattice, we determine the approximation error of the nearest Babai point using the nearest-plane algorithm, due to Babai. The more general case of an arbitrary number of dimensions is addressed. Assuming a reduced basis for a two-dimensional lattice, we determine the approximation error of the nearest plane algorithm. The communication cost for determining the Babai point, or equivalently, for constructing the rectangular nearest-plane partition, is calculated in the interactive setting. For the centralized model, an algorithm is presented for reducing the communication cost of the nearest plane algorithm in an arbitrary number of dimensions.

Index terms—Lattices, lattice quantization, distributed function computation, communication complexity.

I. INTRODUCTION

Consider a generic distributed function computation problem in a network of $N$ interconnected sensor/computers and possibly a central computing node, called a fusion center $F$. Communication links with limited bandwidth interconnect the nodes, which are assumed to have limited processing power. Node $i$ observes real valued random variable $X_i$. In the centralized model (Fig. 1), the objective is to compute a function $f(x_1, x_2, \ldots, x_n)$ at the fusion center by communicating information from the nodes. We also consider the interactive model (Fig. 2), where the purpose is to compute a function $f(x_1, x_2, \ldots, x_n)$ at each node, and the fusion center is absent. In general, since random variables are real valued, these calculations would require that the system communicate an infinite number of bits. Since the network has finite bandwidth links, the information must be quantized in a suitable manner, but quantization affects the accuracy of the function that we are trying to compute. Thus, the main goal is to manage the tradeoff between communication cost and function computation accuracy.

Here, $f$ computes the closest lattice point in a given lattice $\Lambda$ to a real vector $x = (x_1, x_2, \ldots, x_n)$. This process is widely used for decoding lattice codes, and for quantization. Lattice coding offers significant coding gains [5] for noisy channel communication and for quantization, leads to performance approaching the rate distortion bound [4] for some sources and distortion measures.

In both models, $n$ sensor-processor nodes, $S_1, S_2, \ldots, S_n$ are available and node $S_i$ observes a real-valued, discrete-time random signal represented by the iid random process $X_i(t), t \in \mathbb{Z}$, where $t$ denotes the time index. The probability density function of $X_i(t)$ is denoted $p_i$. It is also assumed that $X_i(t)$ is independent of $X_j(t')$, $(i, t) \neq (j, t')$. The objective is to compute the function $f : \mathbb{R}^n \rightarrow \Lambda$, which maps a realization at time $t$, $x(t) = (x_1(t), x_2(t), \ldots, x_n(t))$ to the nearest vector in a lattice $\Lambda \subset \mathbb{R}^n$ with basis $\{v_1, v_2, \ldots, v_n\}$. For most of this paper, we will drop the time index $t$ and write $x$ instead of $x(t)$.

Problems in distributed function computation [3] arise in a broad range of modern settings, e.g. network MIMO systems for next generation wireless networks [15] and network management in wide area networks [8]. For prior work in the computer science community, see [18], [9]. Information theory [16] has resulted in tight bounds, [13], [11]. A comprehensive survey and novel algorithms for the closest lattice point problem are in [1]. The communication cost/error tradeoff of refining the nearest-plane estimate is addressed in a companion paper [17].

The remainder of our paper is organized into three sections: Sec. I presents some basic definitions, previous work related to communication complexity and establishes a framework for measuring the cost and error rate. Sec. III is where we exhibit our contributions, i.e., an expression for probability of error of the distributed closest lattice point problem in an arbitrary
two-dimensional case and estimations of the rate calculation in both models. Sec. [V] presents conclusions and directions for future work.

II. LATTICE BASICS, PARTITIONS, RATES AND DISTORTIONS

Notation and essential aspects of lattice coding are described in this section.

Definition 1. (Lattice) A lattice \( \Lambda \subseteq \mathbb{R}^M \) is the set of integer linear combinations of independent vectors \( v_1, v_2, \ldots, v_n \in \mathbb{R}^M \), with \( n \leq M \).

Definition 2. (Generator matrix) The generator matrix of the lattice is represented by matrix \( V \) with \( i \)th column \( v_i \), \( i = 1, 2, \ldots, n \). Thus \( \Lambda = \{ Vu, \ u \in \mathbb{Z}^n \} \), where \( u \) is considered here as a column vector.

We will assume in the sequence of our work that \( \Lambda \) has full rank \( (n = M) \).

Definition 3. (Voronoi cell and relevant vectors) The Voronoi cell \( V(\lambda) \) of a lattice \( \Lambda \subseteq \mathbb{R}^n \) is the subset of \( \mathbb{R}^n \) containing all points nearer to lattice point \( \lambda \) than to any other lattice point. The relevant vectors of a lattice \( \Lambda \) are those which contribute to determine a face of the Voronoi cell.

The closest vector problem (CVP) in a lattice can be described as an integer least squares problem with the objective of determining \( u^* \), such that

\[
u^* = \arg \min_{u \in \mathbb{Z}^n} \| x - Vu \|^2,
\]

where the norm considered is the standard Euclidean norm.

The mapping \( g_{nl} : \mathbb{R}^n \rightarrow \Lambda, x \mapsto x_n \) partitions \( \mathbb{R}^n \) into Voronoi cells, each of volume \( |\det V| \).

The nearest plane (np) algorithm computes \( x_{np} \), an approximation to \( x_n \), given by \( x_{np} = b_1 v_1 + b_2 v_2 + \cdots + b_n v_n \), where \( b_i \in \mathbb{Z} \) is obtained as follows, derived from [3].

Let \( S_i \) denote the subspace spanned by the vectors \( \{v_1, v_2, \ldots, v_i\} \), \( i = 1, 2, \ldots, n \). Let \( P_i(z) \) be the orthogonal projection of \( z \) onto \( S_i \) and let \( v_{i,i-1} = P_{i-1}(v_i) \) be the nearest vector to \( v_i \) in \( S_{i-1} \). We have the following unique decomposition:

\[
v_i = v_{i,i-1} + v_{i}^{\perp},
\]

Also, let \( z_i = v_{i,i-1} - P_{i-1}(v_i) \). Start with \( z_n = x \) and \( i = n \) and compute \( b_i = \frac{\langle z_i, v_{i,i-1} \rangle}{\|v_{i,i-1}\|^2} \), \( i = n, n-1, \ldots, 1 \). Here \( [x] \) denotes the nearest integer to \( x \).

The mapping \( g_{np} : \mathbb{R}^n \rightarrow \Lambda, x \mapsto x_{np} \), partitions \( \mathbb{R}^n \) into hyper-rectangular cells with volume \( |\det V| \), as illustrated in Fig. [3] for the hexagonal lattice \( A_2 \). We refer to this partition as a Babai partition. Note that this partition is basis dependent. In case \( V \) is upper triangular with \((i,j)\) entry \( v_{ij} \), each rectangular cell is axis-aligned and has sides of length \( |v_{i1}|, |v_{i2}|, \ldots, |v_{in}| \).

In this work, we will assume that the underlying basis for \( \mathbb{R}^n \) is chosen in such a way that \( V \) is a upper triangular matrix. This can be accomplished by applying the QR decomposition to any given generator matrix. Note that since \( Q \) is an orthogonal matrix, the matrix \( R \) can be viewed either as having for its columns the basis vectors of the original lattice written in this new coordinate frame or as the basis vectors of a lattice congruent to the original one.

As will be discussed in Sec. [III] the efficiency of the np-algorithm is strongly related to the choice of a starting good basis.

Definition 4. (Minkowski-reduced basis) A basis \( \{v_1, v_2, \ldots, v_n\} \) of a lattice \( \Lambda \in \mathbb{R}^n \) is said to be Minkowski-reduced if \( v_j \), with \( j = 1, 2, \ldots, n \), is such that \( \|v_j\| \leq \|v\| \), for any \( v \) for which \( \{v_1, \ldots, v_j, v\} \) can be extended to a basis of \( \Lambda \).

In particular, for lattices of dimension \( n \leq 4 \), the norm of the Minkowski-reduced basis vectors achieve the successive minima [14]. For two dimensional lattices, a Minkowski-reduced basis is also called Lagrange-Gauss reduced basis and there is a simple characterization [5], which states that: a lattice basis \( \{v_1, v_2\} \) is a Minkowski-reduced basis if only if \( ||v_1|| \leq ||v_2|| \) and \( 2 < v_1, v_2 \leq ||v_1||^2 \).

From this result we can deduce that the angle \( \theta \) between the minimum norm vector \( v_1 \) and \( v_2 \) must satisfy \( \frac{\pi}{4} \leq \theta \leq \frac{\pi}{2} \).

The partition constructed by the np-algorithm is basis dependent. Since a Minkowski-reduced basis consists of short vectors that are “as perpendicular as possible”, it is a good choice for starting the np-algorithm. But it is computationally hard to get such basis from arbitrary ones. One alternative is to use the basis obtained with the LLL algorithm [10], which approximates the Minkowski bases and can be achieved in polynomial time. For a basis that is LLL reduced, the ratio of the distances \( \|x - x_{np}\|/\|x - x_n\| \) can be bounded above by a constant that depends on the dimension alone [3].

III. EXPLORING THE DISTRIBUTED PROBLEM IN AN ARBITRARY TWO-DIMENSIONAL LATTICE

We will assume that the lattice \( \Lambda \) is generated by the scaled generator matrix \( \alpha V \), where \( V \) is the generator matrix of the unscaled lattice. Our analysis will proceed under the assumption that \( \alpha \) is sufficiently small. Let \( V(\lambda) \) and \( B(\lambda) \) denote the Voronoi and Babai cells, respectively, associated with lattice vector \( \lambda \in \Lambda \). The error probability \( P_e \), is the probability of the event \( \{ \lambda_{nl}(X) \neq \lambda_{np}(X) \} \) and is given by \( P_e \approx area(B(0)) \cap V(0) / area(B(0)) \) for \( \alpha \) sufficiently small.
define the Babai rectangular partition are

\begin{align*}
\{\theta, \gamma\}
\end{align*}

Minkowski-reduced basis given by \(b\).

Note that the area of both regions must be the same and in
we can use Lemma 1 to describe the Voronoi region of
\(\Lambda\). Theorem 1.

For rectangular lattices coincides.

Consider a lattice \(e\) with an orthogonal basis and the Voronoi region
associated with an orthogonal basis and the Voronoi region
for rectangular lattices.

Example 1. Consider a lattice \(\Lambda \subset \mathbb{R}^2\) with basis
\(\{(5,0),(3,1)\}\). The probability of error in this case is
\(P_e = 0.6\) (Fig. 2), whereas if we start from the basis
\(\{(1,2),(-2,1)\}\), we achieve after the QR decomposition
\(\{(\sqrt{5},0),(0,\sqrt{5})\}\) and \(P_e = 0\), since the Babai partition
associated with an orthogonal basis and the Voronoi region
for rectangular lattices.

Fig. 4. Voronoi region and Babai partition of the triangular basis
\(\{(5,0),(3,1)\}\)

An equivalent condition for a Minkowski-reduced basis in
dimension two is \(||v_1|| \leq ||v_2|| \leq ||v_1 \pm v_2||\) from which the
following result can be derived [6].

Lemma 1. If a Minkowski-reduced basis is particularly given
by \(\{(1,0),(a,b)\}\) then, besides the basis vectors, a third
relevant vector is

\begin{align*}
\begin{cases}
(-1 + a, b), & \text{if } \frac{\pi}{3} \leq \theta \leq \frac{\pi}{2} \\
(1 + a, b), & \text{if } \frac{\pi}{2} < \theta \leq \frac{2\pi}{3}.
\end{cases}
\end{align*}

By QR decomposition, we can obtain a triangular basis
\(\beta = \{(1,0),(a,b)\}\) which generates a congruent lattice to the
one generated by \(\gamma\). Then, the probability of error \(P_e\)
regarding the Babai partition is given by

\begin{align*}
P_e = F(a, b) = \frac{a - a^2}{4b^2}.
\end{align*}

Proof: Since the lattice generated by \(\beta\) is a scaling factor
of \(\gamma\), we must have the same \(P_e\) associated to the correspond-
ent lattices. The two inequalities regarding \(a\) and \(b\) are derived
form the fact that the QR decomposition is done through an
orthogonal matrix which preserves the inner product and hence
the Minkowski-reduced condition also holds for the bases \(\beta\)
and \(\gamma\).

To calculate \(P_e\) for the lattice \(\Lambda\) we consider the three
relevant vertices \((1,0), (a,b)\) and \((-1 + a,b)\) (according to
Lemma 1 Fig. 5) of the Voronoi region, determine for
each of these points the equidistant straight line to the
origin and obtain from the intersection of these lines the
Voronoi polyhedron vertices \(\pm\left(\frac{1}{2}, \frac{a^2 + b^2 - a}{2b}\right), \pm\left(-\frac{1}{2}, \frac{a^2 + b^2 - a}{2b}\right)\)
and \(\pm\left(\frac{2a - 1}{2}, \frac{-a^2 + b^2 + a}{2}\right)\).

Fig. 5. Voronoi region, Babai partition and three relevant vectors

\(P_e\) is then computed as the ratio between the area of the
Babai region which is not overlapped by the
Voronoi region \(\mathcal{V}(0)\) and the area \(|b|\) of the Babai
region. From Fig. 5 we get the error as the sum the areas
of four triangles, where two of them are defined respectively
by the points \(\left(\frac{1}{2}, \frac{b}{2}\right), \left(\frac{1}{2}, \frac{a^2 + b^2}{2b}\right), \left(\frac{a}{2}, \frac{b}{2}\right)\)
and \(\left(-\frac{1}{2}, \frac{a^2 + b^2}{2b}\right), \left(-\frac{1}{2}, \frac{-a^2 + b^2}{2b}\right), \left(\frac{a - 1}{2}, \frac{b}{2}\right)\). The remaining two tri-
angles are symmetric to these two. Therefore, the probability
of error is the sum of the four areas, normalized by the area
of the Voronoi region \(|\det(V)| = |b|\). The explicit formula for
it is given by \(F(a,b) = \frac{a - a^2}{4b^2}\).

Remark 1. Note also that starting from any Minkowski-
reduced basis of a two dimensional lattice \(\gamma = \{v_1,v_2\}\),
considering \(\rho = \frac{||v_2||}{||v_1||}\) and the angle \(\theta \) between the basis
vectors, then the result of Theorem 1 can be rewritten as

\begin{align*}
P_e = H(\theta, \rho) = \frac{1}{4\rho \sin^2 \theta} \left(1 - \rho |\cos \theta|\right).
\end{align*}
Since, from Theorem 1 the probability of error $P_e = F(a, b) = \frac{a}{4} (1 - a) = \frac{1 - (1 - 2a)^2}{16a^2}$ and taking into account that $b \geq \frac{\sqrt{2}}{2}$ and $0 \leq a \leq \frac{1}{2}$, we obtain the following Corollary, illustrated in Fig. 6.

**Corollary 1.** For any two dimensional lattice and a Babai partition constructed from the QR decomposition associated with a Minkowski-reduced basis where $\frac{\pi}{4} \leq \theta \leq \frac{\pi}{2}$, we have

$$0 \leq P_e \leq \frac{1}{12}.$$  \hspace{1cm} (5)

and

a) $P_e = 0 \iff a = 0$, i.e., the lattice is orthogonal.

b) $P_e = \frac{1}{12} \iff (a, b) = \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right)$, i.e., the lattice equivalent to hexagonal lattice.

c) the level curves of $P_e$ are described as ellipse arcs in the region $a^2 + b^2 \geq 1$ and $0 \leq a \leq \frac{1}{2}$.

![Fig. 6. Level curves of $P_e = k$, in left-right ordering, for $k = 0, k = 0.01, k = 0.02, k = 0.04, k = 0.06$ and $k = 1/12 = 0.0833$. Notice that $a$ is represented in the horizontal axis and $b$ in vertical axis.](image)

**B. Rate Computation for a Babai Partition**

Rate calculations are provided and high rate (small $\alpha$) approximations are made for both communication models. We may also consider here a lattice generated by a matrix in an upper triangular form (obtained via QR decomposition from a good basis - Minkowski-reduced basis or at least LLL basis).

1) Centralized Model: We now describe the transmission protocol $\Pi_c$ by which the nearest plane lattice point can be determined at the fusion center $F$. Let $v_{m,l}/v_{m,m} = p_{m,l}/q_{m,l}$ where $p_{m,l}$ and $q_{m,l} > 0$ are relatively prime. Note that we are assuming the generator matrix is such that the aforementioned ratios are rational, for $l > m$. Let $q_m = l.c.m \{q_{m,l}, l > m\}$, where l.c.m denotes the least common multiple of its argument. By definition $q_n = 1$.

**Protocol 1.** (Transmission, $\Pi_c$). Let $s(m) \in \{0, 1, \ldots, q_m - 1\}$ be the largest $s$ for which $|x_m/v_{m,m} - s/q_m| = |x_m/v_{m,m}|$. Then node $m$ sends $b_m = |x_m/v_{m,m}|$ and $s(m)$ to $F$, $m = 1, 2, \ldots, n$ (by definition $s(n) = 0$).

Let $\tilde{b} = (b_1, b_2, \ldots, b_n)$ be the coefficients of $\lambda_{np}$, the Babai point.

**Theorem 2.** The coefficients of the Babai point $\tilde{b}$ can be determined at the fusion center $F$ after running transmission protocol $\Pi_c$.

**Proof:** Observe that each coefficient of $\tilde{b}$ is given by

$$b_m = \left\lfloor \frac{x_m}{v_{m,m}} - \left\{ \sum_{i=m+1}^n b_i v_{m,i} \right\} \right\rfloor,$$  \hspace{1cm} (6)

which is written in terms of $\{z\}$ and $\lfloor z \rfloor$, the fractional and integer parts of real number $z$, resp., $(z = \lfloor z \rfloor + \{z\}, 0 \leq \{z\} < 1)$ by

$$b_m = \left\lfloor \frac{x_m}{v_{m,m}} - \left\{ \sum_{i=m+1}^n b_i v_{m,i} \right\} \right\rfloor - \left\lfloor \sum_{i=m+1}^n b_i v_{m,i} \right\rfloor,$$  \hspace{1cm} (7)

Since the fractional part in the above equation is of the form $s/q_m$, $s \in \{0, 1, \ldots, q_m - 1\}$, where $q_m$ is defined above, it follows that $0 \leq s/q_m < 1$. Thus

$$b_m = \begin{cases} \tilde{b}_m - \left\lfloor \sum_{i=m+1}^n b_i v_{m,i} \right\rfloor, & s \leq s(m), \\ \tilde{b}_m - \left\lfloor \sum_{i=m+1}^n b_i v_{m,i} \right\rfloor - 1, & s > s(m). \end{cases} \hspace{1cm} (8)$$

can be computed in the fusion center $F$ in the order $m = n, n-1, \ldots, 1$.

**Corollary 2.** The rate required to transmit $s(m)$, $m = 1, 2, \ldots, n - 1$ is no larger than $\sum_{i=1}^{n-1} \log_2(q_i)$ bits.

Thus the total rate for computing the Babai point at the fusion center $F$ under the centralized model is no larger than $\sum_{i=1}^{n-1} h(p_i) - \log_2 |\det V| - n \log_2(\alpha) + \sum_{i=1}^{n-1} \log_2(q_i)$ bits, where $h(p_i)$ is the differential entropy of random variable $X_i$, and scale factor $\alpha$ is small. Thus the incremental cost due to the $s(m)$’s does not scale with $\alpha$. However when $\alpha$ is small, this incremental cost can be considerable, if the lattice basis is not properly chosen as the following examples illustrate.

**Example 2.** Consider the hexagonal $A_2$ lattice generated by

$$V = \begin{pmatrix} 1 & \frac{1}{2} \\ 0 & \frac{\sqrt{3}}{2} \end{pmatrix}.$$  

The basis vectors forms an angle of $60^\circ$ and applying what we described above we have that the coefficients $b_2$ and $b_1$ are given respectively by

$$b_2 = \begin{pmatrix} x_2 \\ v_{22} \end{pmatrix} = \begin{pmatrix} 2 \\ \sqrt{3} \end{pmatrix} x_2$$  \hspace{1cm} (9)
and
\[
b_1 = \begin{bmatrix} x_1 & -\left\{ b_2v_{21} \over v_{11} \right\} \\ v_{11} \end{bmatrix} - \begin{bmatrix} b_2v_{21} \over v_{11} \end{bmatrix},
\]
(10)
\[
= x_1 - \left\{ \left( \frac{2}{\sqrt{3}}x_2 \right) \frac{1}{2} \right\} - \left\{ \left( \frac{2}{\sqrt{3}}x_2 \right) \frac{1}{2} \right\}.
\]
(11)

Hence, for any real vector \( x = (x_1, x_2) \) we have
\[
\left\{ \frac{2}{\sqrt{3}}x_2 \frac{1}{2} \right\} = \frac{s}{q},
\]
with \( q = 2 \) and \( s \in \{0, 1\} \). Node one must then send the largest integer \( s(1) \) in the range \( \{0, 1\} \) for which
\[
\left| x_1 - \frac{s(1)}{q} \right| = \left| x_1 \right| \text{ and } s(1) = 0 \text{ or } s(1) = 1
\]
depending on the value that \( x_1 \) assumes.

The cost of this procedure, according to Corollary 1, is no larger than \( \log_2 q_1 = 1 \) bit. Thus the cost of constructing the nearest plane partition for the hexagonal lattice is at most one bit.

**Example 3.** Suppose a lattice generated by
\[
V = \begin{bmatrix} 1 & 311 \\ 0 & 100 \end{bmatrix}.
\]

One can notice that the basis vectors form an angle of approximately 72.89° and they are already Minkowski-reduced. Using the theory developed above we have that
\[
b_2 = \begin{bmatrix} x_2 \\ v_{22} \end{bmatrix} = \begin{bmatrix} 100 \\ 101 \end{bmatrix}
\]
and
\[
b_1 = \begin{bmatrix} x_1 \\ v_{11} \end{bmatrix} - \left\{ b_2v_{21} \over v_{11} \right\} - \left\{ b_2v_{21} \over v_{11} \right\},
\]
(13)
\[
= x_1 - \left\{ \begin{bmatrix} 100 \\ 101 \end{bmatrix} 311 \over 1000 \right\} - \left\{ \begin{bmatrix} 100 \\ 101 \end{bmatrix} 311 \over 1000 \right\}.
\]
(14)

Consider, for example, \( x = (1, 1) \) then we have that
\[
\left\{ \begin{bmatrix} 100 \\ 101 \end{bmatrix} 311 \over 1000 \right\} = \frac{311}{1000} = \frac{s}{q}. \]
In this procedure, node one sends the largest integer \( s(1) \) in the range \( \{0, 1, \ldots, 999\} \) for which
\[
\left| x_1 - \frac{s(1)}{q} \right| = \left| x_1 \right| \text{ and we get } s(1) = 500.
\]

This procedure will cost no larger than \( \log_2 q_1 = \log_2 1000 \approx 9.96 \) and in the worst case, we need to send almost 10 bits to achieve Babai partition in the centralized model.

The analysis here points to the importance of the number-theoretic structure of the generator matrix \( V \) in determining the communication requirements for computing \( x_{np} \).

2) Interactive Model: For \( i = n, n - 1, \ldots, 1 \), node \( S_i \) sends \( U_i = \left\{ X_i - \sum_{j=i+1}^{n} \alpha_{ij} U_j / \alpha_{ii} \right\} \) to all other nodes. The total number of bits communicated is given by
\[
R = (n - 1) \sum_{i=1}^{n} H(U_i|U_{i+1}, U_{i+2}, \ldots, U_n).
\]
For \( \alpha \) suitably small, and under the assumption of independent \( X_i \), this rate can be approximated by
\[
R = (n - 1) \sum_{i=1}^{n} h(p_i) - \log_2(\alpha \alpha_{ii}).
\]
Normalizing so that \( \hat{V} \) has unit determinant we get
\[
R = (n - 1) \sum_{i=1}^{n} h(p_i) - n(n-1) \log_2(\alpha).
\]

IV. CONCLUSION AND FUTURE WORK

We have investigated the closest lattice point problem in a distributed network, under two communication models, centralized and interactive. By exploring the nearest plane (Babai) partition for a given Minkowski-reduced basis, we have determined the probability of error in analytic form in two dimensions. In two dimensions, the error depends on the ratio of the norms of these vectors and on the angle between them. We have also calculated the number of bits that nodes need to send in both models (centralized and interactive) to achieve the rectangular nearest plane partition. We have also demonstrated the importance of proper basis selection, for minimizing the probability of error. One question we are interested in is whether similar results can be derived for greater dimensions. For example, it may be possible to generalize the results derived here to families \( A_n \) and \( D_n \) for which reduced form bases are already available.
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