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Abstract

Perfect tracking control for real-world Euler-Lagrange systems is challenging due to uncertainties in the system model and external disturbances. The magnitude of the tracking error can be reduced either by increasing the feedback gains or improving the model of the system. The latter is clearly preferable as it allows to maintain good tracking performance at low feedback gains. However, accurate models are often difficult to obtain.

In this article, we address the problem of stable high-performance tracking control for unknown Euler-Lagrange systems. In particular, we employ Gaussian Process regression to obtain a data-driven model that is used for the feed-forward compensation of unknown dynamics of the system. The model fidelity is used to adapt the feedback gains allowing low feedback gains in state space regions of high model confidence. The proposed control law guarantees a globally bounded tracking error with a specific probability. Simulation studies demonstrate the superiority over state of the art tracking control approaches.
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1 Introduction

Euler-Lagrange (EL) systems represent a crucial and large class of dynamical systems, for which the equations of motion can be derived via the EL equation. Various control schemes for this class of systems have been proposed. Most of them can be considered as a subset of computed torque control laws (CTC), which enable very effective controllers in robust, adaptive and learning control [19]. The controller is separated into a feedforward and a feedback part. A precise model of the true system is necessary to compensate the system dynamics to achieve a low gain feedback term. This is beneficial in many ways: it avoids large errors in the presence of noise [11], avoids the saturation of actuators [12], and enhances safety in applications such as human-robot interaction [10]. Since the accuracy of the compensation depends on the precision of the model, all generalized external forces such as, e.g. in robotics, friction, payload or contact forces with the environment must be incorporated as precisely as possible. However, an accurate model of these uncertainties is hard to obtain by classical first principles based techniques. Especially in modern applications of Lagrangian systems such as service robotics, the interaction with unstructured and a priori unknown environments further increases the uncertainty. A common approach is to derive a dynamic model from first order physics and increase the feedback gains to compensate the uncertainties until a desired tracking performance is achieved [21]. However, high gain control is undesirable (as explained above) and deriving a more accurate model of the system is often difficult if not impossible, e.g. in soft robotics [2]. Additionally, the stability of the closed loop system might not be guaranteed.

In this article, we address the problem of stable tracking control for EL systems with unknown dynamics. For this purpose, we use Gaussian Process regression (GPR), which is a data-driven learning approach. In particular, GPR is a supervised learning technique which combines several advantages. It requires only a minimum of prior
knowledge to represent an arbitrary complex function, generalizes well even for small training data sets and has a precise trade-off between fitting the data and smoothing [16]. We employ the provided model confidence to adapt the feedback gains in areas where it is necessary to keep the system stable and the tracking error less than a given value. Computed torque control requires a parametric model of the EL system which can be identified, e.g., for robot manipulators [18]. Errors in the identified dynamics deteriorate the tracking performance and can affect the stability of the closed loop. Several methods are presented to overcome this problem [20,17] but need an underlying parametric model. The idea to use GPR as a data-driven approach in control of robotic systems has been presented in [15,1]. However, no stability guarantees are given. In [8,6], the stability of systems with GPR are analyzed but without exploiting the particular structure of EL systems and confidence-dependent feedback gains. Thus, high performance tracking control of EL systems with unknown dynamics and stability guarantees is still an open challenge.

**Contributions:** We develop a computed torque control law with GPR based feed-forward compensation (CTC-GPR) with an explicit tracking error computation. For this purpose, a GP learns the unknown system dynamics from training data. The proposed control law uses the mean of the GPR to compensate the unknown dynamics and the model confidence to adapt the gains. The derived method guarantees that the tracking error is ultimately bounded within a ball with a specific radius and a given probability. In the previous work [5] of the authors, first results for stable control of EL systems with GPR are presented. This article significantly extends the work by an explicit computation of the tracking error such that quantitative requirements for the closed loop performance can be imposed. Additionally, the work is enhanced by no need of a diagonal feedback gain matrix which allows to tune the performance over a wider range and fewer restrictions on the Lagrangian system, i.e., the generalized inertia matrix does not have to be bounded.

2 Preliminaries and Definitions

In this article, we focus on the class of non-conservative and fully-actuated systems where the equations of motion are given by

\[
\frac{d}{dt} \begin{bmatrix} \frac{\partial \mathcal{L}}{\partial q} \\ \frac{\partial \mathcal{L}}{\partial \dot{q}} \end{bmatrix} = u_c + u_d
\]  

(1)

with the generalized coordinates \( q \in \mathbb{R}^n \) and the general Lagrangian function \( \mathcal{L}(q, \dot{q}) := T(q, \dot{q}) - V(q) \). This function depends on the kinetic energy (or co-energy) \( T: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) and the potential function \( V: \mathbb{R}^n \to \mathbb{R} \). Two types of generalized external forces are considered: The action of control \( u \in \mathbb{R}^n \) and the effect of the unknown dynamics \( u_d \in \mathbb{R}^n \).

**Assumption 1** The unknown dynamics \( u_d \) in (1) can be parametrized as \( u_d = f_u(p) \) with \( p = [q^T, \dot{q}^T, q]^T \) where \( f_u: \mathbb{R}^{3n} \to \mathbb{R}^n \) is a continuous function.

The assumption restricts \( f_u \) to be not directly time-dependent which holds in many application scenarios. For example, the common unknown dynamics in robotic systems, i.e., Coulomb and viscous friction, are included. The kinetic energy in the EL equation (1) is of the form \( T(q, \dot{q}) = \frac{1}{2} \dot{q}^T H(q) \dot{q} \) where \( H(q): \mathbb{R}^n \to \mathbb{R}^{n \times n} \) is the symmetric and positive definite generalized inertia matrix. Based on these assumptions, the EL equation (1) can be written in the equivalent form

\[
H(q) \ddot{q} + C(q, \dot{q}) \dot{q} + g(q) - f_u(p) = u(t),
\]

(2)

where \( C(q, \dot{q}): \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^{n \times n} \) is the generalized Coriolis matrix and the generalized vector \( g(q): \mathbb{R}^n \to \mathbb{R}^n \) is given by \( g(q) = \frac{\partial V(q)}{\partial q} \). The time-dependency of the forces is omitted for simplicity of notation and the time-dependency of the input \( u: \mathbb{R}_{\geq 0} \to \mathbb{R}^n \) might be also indirect, i.e., \( u(p(t)) \).

**Remark 1** In this paper, the non-unique matrix \( C(q, \dot{q}) \) is always defined such that \( H(q) = 2C(q, \dot{q}) \in \mathbb{R}^{n \times n} \) is skew-symmetric \( \forall \dot{q}, q \in \mathbb{R}^n \) following [14, Lemma 4.1].

2.1 Gaussian Process Regression

Assume a vector-valued and nonlinear function \( f(x) \) with \( f: \mathbb{R}^n \to \mathbb{R}^m, n \in \mathbb{N} \). The measurement \( y \in \mathbb{R}^m \) of the function is corrupted by Gaussian noise \( \eta \in \mathbb{R}^m \), such that \( y = f(x) + \eta \) where \( \eta \sim \mathcal{N}(0, \text{diag}(\sigma_1^2, \ldots, \sigma_m^2)) \) with the standard deviation \( \sigma_1, \ldots, \sigma_m \in \mathbb{R}_{\geq 0} \). The training data \( D = \{ X, Y \} \) consists of \( m \) function evaluations at \( X = [x^{(1)}, x^{(2)}, \ldots, x^{(m)}] \in \mathbb{R}^{n \times m} \) with the output values \( Y = [y^{(1)}, y^{(2)}, \ldots, y^{(m)}] \in \mathbb{R}^{m \times n} \). The prediction of each component of \( f \) at a test input \( x^* \in \mathbb{R}^n \) is derived from a Gaussian joint distribution. The conditional Gaussian distribution is defined by the mean and the variance

\[
\mu(f_x|x^*, D) = K_{\phi_y}(x^*, X)(K_{\phi_y} + \sigma_y^2)^{-1}Y_{x^*}, \quad \text{var}(f_x|x^*, D) = K_{\phi_y}(x^*, x^*) - K_{\phi_y}(x^*, X)(K_{\phi_y} + \sigma_y^2)^{-1}K_{\phi_y}(x^*, X)
\]

(3)

with the covariance function \( k_{\phi_y}: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) as a measure of the correlation of two points \( (x, x') \). The matrix function \( K_{\phi_y}: \mathbb{R}^{n \times m} \times \mathbb{R}^{n \times m} \to \mathbb{R}^{n \times m} \) is called the covariance matrix \( K_{j,l} = k_{\phi_y}(X_{j,l}, X_{j,l}) \).
The identification of these estimates while guaranteeing property 1. Furthermore, the estimates must fulfill the following property. The computation of the variance with respect to a subset of elements of \( x^* \) can be done by marginalization. Assume \( x^* = [x_1^*, x_2^*] \) with \( x_1^* \in \mathbb{R}^{n_1} \) and \( x^* \in \mathbb{R}^{n_1+n_2} \). The marginal variance of the prediction based on \( x_1^* \) is

\[
\text{var}(f_1|x_1^*, D) = k_{\Phi_1}(x_1^*, x_1^*) - k_{\Phi_1}(x_1^*, X_{1:n;:})^\top (K_{\Phi_1}(X_{1:n;:}, X_{1:n;:}) + \sigma_1^2 I)^{-1} k_{\Phi_1}(x_1^*, X_{1:n;:})
\]

with the necessary subset \( \Phi_1 \subset \Phi \) for the covariance function on the input space \( \mathbb{R}^{n_1} \). The combined marginal variance is \( \Sigma(y^*|x_1^*, D) = \text{diag(var}_1(\cdot), \ldots, \text{var}_{n_1}(\cdot)) \).

### 3 Gaussian Process Model

Consider the EL system in (2) with the unknown residual dynamics \( f \). If a priori knowledge of the plant is available, a hybrid learning approach can be used which is a combination of a parametric and a data-driven model. We consider the estimated model to be given by

\[
\hat{u}(t) = \hat{H}(q)\hat{q} + \hat{C}(q, \hat{q})\hat{q} + \hat{g}(q),
\]

where \( \hat{H}(q) \in \mathbb{R}^{n \times n}, \hat{C}(q, \hat{q}) \in \mathbb{R}^{n \times n} \) and \( \hat{g}(q) \in \mathbb{R}^n \) are estimates of the true values which also satisfy Remark 1. Furthermore, the estimates must fulfill the following property.

**Property 1** (Structure of the estimates) There exist \( h_1, h_2, k_C \in \mathbb{R}_{>0} \) with \( h_1 \| x \|^2 \leq x^\top \hat{H}(q)x \leq h_2 \| x \|^2 \), and \( \| \hat{C}(q, \hat{q}) \| \leq k_C \| \hat{q} \| \) where \( \hat{C}(q, \hat{q})\hat{q}' = \hat{C}(q, q')\hat{q} \) for all \( q, q', \hat{q}, x \in \mathbb{R}^n \).

The identification of these estimates while guaranteeing Remark 1 and Property 1 can be achieved following the identification procedures from [21,13]. Please note that Property 1 is required for the estimates only and not for the true system (2), in comparison to [5].

**Remark 2** Without prior knowledge of the system, the estimates are set to \( H = I, \hat{C} = 0, \hat{g} = 0 \).

After the parametric model is selected, a GP is trained with \( m \) data pairs \( D = \{ p^{(1)}, \hat{r}^{(1)} \}_{i=1}^m \) of the system consisting of \( p = [q, \dot{q}, \ddot{q}]^\top \in \mathbb{R}^{3n} \) as input data, and the difference between the real system dynamics (2) and the estimated model (7) as output data. This residual dynamic is denoted by

\[
\hat{r}(p) = \hat{H}(q)\dot{q} + \hat{C}(q, \dot{q})\dot{q} + \hat{g}(q) - f_u(p),
\]

with \( \hat{H} = H - \hat{H}, \hat{C} = C - \hat{C} \) and \( \hat{g} = g - \hat{g} \). For the generation of training data, the system (2) can be operated by an arbitrary controller as shown in Fig. 1. The only condition is that a finite sequence of training data of the system can be collected whereas stability is not necessarily required.

#### 3.1 Model error

For the computation of the model error, we assume the following for the covariance function of the GP.

**Assumption 2** The covariance function \( k \) is chosen such that the functions \( \tilde{\tau}_1, \ldots, \tilde{\tau}_n \) have a bounded reproducing kernel Hilbert Space (RKHS) norm on any compact set \( \Omega \subset \mathbb{R}^{3n}, i.e. \| \tilde{\tau}_i \|_k < \infty \) for all \( i = 1, \ldots, n \).

**Remark 3** The norm of a function \( f \) in a RKHS is a smoothness measure relative to a covariance function \( k \) that is uniquely connected with this RKHS. In particular, it is a Lipschitz constant with respect to the metric of the used covariance function. A more detailed discussion about RKHS norms is given in [25].

Assumption 2 requires that the covariance function must be selected in such a way that the residual \( \tau(p) \) is an element of the associated RKHS. This sounds paradoxical since the residual is unknown. However, there exist some covariance functions, so called universal functions, which can approximate any continuous function arbitrarily precisely on a compact set [23, Lemma 4.55]. Therefore, any smooth residual dynamics can be covered...
by a universal covariance function, i.e. this assumption is not restrictive. An upper bound for the distance between the mean prediction \( \mu(\tilde{\tau}) \) of the GPR and the true function is given in [22] and is extended for multi-dimensional functions in the following lemma.

Lemma 1 Consider a Lagrangian system (2) and a trained GP satisfying Assumption 2. The model error is bounded by

\[
P\left(\|\mu(\tilde{\tau}|p, D) - \tau(p)\| \leq \|\beta^T \Sigma^{\frac{1}{2}}(\tilde{\tau}|p, D)\| \right) \geq \delta (9)
\]

for \( p \in \Omega \) with \( \delta \in (0, 1) \), \( \beta, \gamma \in \mathbb{R}^n \) and

\[
\beta_j = \sqrt{2\bar{\tau}_j^2 + 300\gamma_j \ln^3 \left( \frac{m + 1}{1 - \delta}\right)}
\]

\[
\gamma_j = \max_{p^{(1)}, \ldots, p^{(n+1)} \in \Omega} \frac{1}{2} \log |I + \sigma_j^{-2} K_{\beta}(x, x')| \quad x, x' \in \{p^{(1)}, \ldots, p^{(n+1)}\}
\]

PROOF. See appendix A.

Remark 4 If Assumption 2 is not fulfilled due to the wrong choice of covariance function or hyperparameters, for many common covariance functions the model error is still bounded on a compact set [3]. However, this may result in looser upper bounds for the model error. Tighter bounds might be achieved by using [4].

The information capacity \( \gamma \) has a sub-linear dependency on the number of training points for many commonly used covariance functions [22]. Therefore, even though the values of the elements of \( \beta \) are increasing with the number of training data, it is possible to learn the true function \( \tau(p) \) arbitrarily exactly [6]. The result of Lemma 1 is an upper bound for the model error. The stochastic nature of the bound is due to the fact that just a finite number of noisy training points are available. Since the model is used for a feed-forward compensation of the unknown dynamics of the system, the model error directly affects the tracking error as shown in the next section.

4 Tracking control with GPR

The goal of tracking control is to follow a desired trajectory with the closed loop system. We start with the following assumption for the desired trajectory.

Assumption 3 The desired state trajectory is bounded by \( \|q_d\| \leq \bar{q}_d \), \( \|\dot{q}_d\| \leq \ddot{q}_d \) with \( \bar{q}_d, \ddot{q}_d \in \mathbb{R}_{\geq 0}, q_d \in \mathbb{R}^n \).

A bounded reference motion trajectories is a very natural assumption and does not pose any restriction in practice. Before the control law is proposed, the following assumption of the feedback gain functions \( K_d \) and \( K_p \) is introduced.

Assumption 4 Let the functions \( \Sigma_d : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^{n \times n} \) and \( \Sigma_p : \mathbb{R}^n \to \mathbb{R}^{n \times n} \) be the marginal variances which are defined analogously to (6) by \( \Sigma_d(\tilde{q}, q) := \Sigma(\tilde{\tau}|\bar{q}, q, D) \) and \( \Sigma_p(q) := \text{diag}(\Sigma(\tilde{\tau}|q, D), \ldots, \Sigma(\tilde{\tau}|q, D)) \).

Let \( K_d, K_p : \mathbb{R}^{n \times n} \to \mathbb{R}^{n \times n} \) be symmetric matrix functions such that \( K_p(\Sigma_p(q)) = \Sigma(\tilde{\tau}|\bar{q}, q, D) \) with \( \bar{q} \in \mathbb{R}^{n \times n} \). The compositions \((K_d \circ \Sigma_d), (K_p \circ \Sigma_p)\) are continuous and bounded by

\[
k_{d1}\|x\|^2 \leq x^T K_d(\Sigma_d(\tilde{q}, q))x \leq k_{d2}\|x\|^2 (10)
\]

\[
k_{p1}\|x\|^2 \leq x^T K_p(\Sigma_p(q))x \leq k_{p2}\|x\|^2, (11)
\]

for all \( q, \tilde{q}, x \in \mathbb{R}^n \) with \( k_{d1}, k_{p2}, k_{d1}, k_{d2} \in \mathbb{R}_{>0} \).

Remark 5 The feedback gains depend on the variance of the GP to adapt the gains based on the model confidence. We use the marginal variance such that the function \( K_p \) implicitly depends exclusively on \( q \) and \( K_d \) on \( q, \tilde{q} \) which is a common approach for variable feedback gains [17].

The next theorem introduces the control law with guaranteed boundedness of the tracking error.

Theorem 1 (CTC-GPR) Consider the Lagrangian system (2) and a GP trained with (8) which satisfies Assumptions 1 and 2. Let \( e = q - q_d \) be the tracking error with Assumption 3 satisfied. The control law

\[
u(t) = \tilde{H}(q)\tilde{q}_d + \tilde{C}(q, \tilde{q})\tilde{q}_d + \tilde{g}(q) + \mu(\tilde{\tau}|p, D) - K_d(\Sigma_d)\dot{e} - K_p(\Sigma_p)e (12)
\]

guarantees that there exist a compact set \( \Omega \) and a model error \( \Delta \) such that

\[
P\{\|\dot{e}(t), e(t)\| \leq r, \forall t \geq t_0 + T(\delta) \} \geq \delta (13)
\]

for any \( \|\dot{e}(t_0), e(t_0)\| < \delta_0 \) with \( t_0, T(\delta_0), \delta_0, r \in \mathbb{R}_{>0} \).

Before proving the theorem we provide a series of results on a suitable Lyapunov candidate adapted from [17].

Lemma 2 There exist an \( \varepsilon > 0 \) such that

\[
V = \frac{1}{2} e^T \tilde{H}(q)e + \int_0^z e^T K_p(\Sigma_p(z+q_d))dz + \varepsilon e^T \tilde{H}(q)e (14)
\]

is a radially unbounded Lyapunov function.

PROOF. To ensure that the Lyapunov candidate is positive definite, the domain of the integral in (14) is analyzed. The integral is lower bounded by

\[
\int_0^z e^T K_p(\Sigma_p(z))dz \geq \int_0^z z^T \min_{i \in \{1, \ldots, n\}} \lambda_i(K_p(\Sigma_p(z)))dz \geq \frac{1}{2} \|e\|^2_2 \leq \frac{1}{2} k_{p1}\|e\|^2_2,
\]

where \( \lambda_i \) denote the eigenvalues of the matrix \( K_p(\cdot) \). An upper quadratic bound can be found in an analogous way using the maximum eigenvalue of \( K_p(\cdot) \). Since the integral is lower bounded and \( \tilde{H}(q) \) is always positive definite, the parameter \( \varepsilon \) can be chosen sufficiently small to achieve a positive definite and radially unbounded
Lemma 3 Consider the Lyapunov function (14) and the system (2) with the control law (12). The drift of (14) is upper bounded with probability \( \delta \in (0, 1) \) by

\[
P\{ \dot{V} \leq -\frac{3}{4} v_1 \|\dot{e}\|^2 - \frac{3}{4} \varepsilon v_2 \|e\| + \varepsilon k_C \|\dot{e}\|^2 \|e\| + \frac{\Lambda^2}{v_1} + \frac{\xi^2}{v_2} \geq \delta \}
\]  

where \( \varepsilon \) can be determined by the lower bound of the Lyapunov function (14)

\[
V(e, \dot{e}) \geq \frac{1}{2} h_1 \|\dot{e}\|^2 + \frac{1}{2} k_p \|e\|^2 - \frac{1}{2} \varepsilon h_2 \left( \|\dot{e}\|^2 + \|e\|^2 \right)
\]

which is positive for \(0 < \varepsilon < \min \{k_p/h_2, h_1/h_2\} \). \( \Box \)

In the next step, we derive an upper bound for the time derivative of the Lyapunov function.

Theorem 1

\[
\dot{V} = \left[ \begin{array}{c}
\dot{e}^T \\
e^T
\end{array} \right]^T \left[ \begin{array}{c}
- \frac{K_d(Sd)}{2} + \frac{\varepsilon \dot{H}}{2} - \frac{K_d(Sd)}{2} + \frac{\dot{C}}{2} \\
\frac{\varepsilon}{2} (K_d(Sd) + \dot{C}) - \varepsilon K_p(Sp)
\end{array} \right] \left[ \begin{array}{c}
\dot{e} \\
e
\end{array} \right] + (\dot{e} + \varepsilon e)^T (\mu(\tau|p, D) - \dot{\tau}(p)),
\]

where \( \varepsilon \) is the skew-symmetry of \( \dot{H} - 2\dot{C} \) is exploited. For the following analysis, we compute bounds for the elements of the matrix \( M \) to bound the drift of the Lyapunov function, based on [17]. The matrix \( M_{11} \in \mathbb{R}^{n \times n} \) is negative definite for sufficiently small \( \varepsilon > 0 \) and upper bounded with \( \varepsilon M_{11} \dot{e} \leq (-k_{d1} + \varepsilon h_2) \|\dot{e}\|^2 \).

Analogously, the submatrix \( M_{22} \in \mathbb{R}^{n \times n} \) is negative definite with \( \varepsilon M_{22} e \leq -k_{p1} \|e\|^2 \). With Assumption 1 and Property 1, the submatrix \( M_{12} \in \mathbb{R}^{n \times n} \) is upper bounded by

\[
\varepsilon M_{12} \dot{e} \leq (k_C \|\dot{e}\| + k_C \dot{\tau} \dot{q}_d + k_{d2} \|\dot{e}\| \|e\|)
\]

With Lemma 1, the overall upper bound for the time derivative of the Lyapunov function is given by

\[
P\{ \dot{V} \leq (\varepsilon h_2 - k_{d1}) \|\dot{e}\|^2 - \varepsilon k_{p1} \|e\|^2 + \varepsilon k_C \|\dot{e}\|^2 \|e\| + \frac{\varepsilon}{2} (k_C \dot{\tau} \dot{q}_d + k_{d2}) \|\dot{e}\||e||e| + \varepsilon k_C \|\dot{e}\|^2 \|e\| + ((\|\dot{e}\| + \varepsilon \|e\|)|\beta^T \Sigma^T(\tau|p, D) || \geq \delta \}
\]

where \( \varepsilon \) is the skew-symmetry of \( \dot{H} - 2\dot{C} \) is exploited. For the following analysis, we compute bounds for the elements of the matrix \( M \) to bound the drift of the Lyapunov function, based on [17]. The matrix \( M_{11} \in \mathbb{R}^{n \times n} \) is negative definite for sufficiently small \( \varepsilon > 0 \) and upper bounded with \( \varepsilon M_{11} \dot{e} \leq (-k_{d1} + \varepsilon h_2) \|\dot{e}\|^2 \).

Analogously, the submatrix \( M_{22} \in \mathbb{R}^{n \times n} \) is negative definite with \( \varepsilon M_{22} e \leq -k_{p1} \|e\|^2 \). With Assumption 1 and Property 1, the submatrix \( M_{12} \in \mathbb{R}^{n \times n} \) is upper bounded by

\[
\varepsilon M_{12} \dot{e} \leq (k_C \|\dot{e}\| + k_C \dot{\tau} \dot{q}_d + k_{d2} \|\dot{e}\| \|e\|)
\]

With Lemma 1, the overall upper bound for the time derivative of the Lyapunov function is given by

\[
P\{ \dot{V} \leq (\varepsilon h_2 - k_{d1}) \|\dot{e}\|^2 - \varepsilon k_{p1} \|e\|^2 + \varepsilon k_C \|\dot{e}\|^2 \|e\| + \frac{\varepsilon}{2} (k_C \dot{\tau} \dot{q}_d + k_{d2}) \|\dot{e}\| \|e\| + \varepsilon \|\dot{e}\| \|e\| + ((\|\dot{e}\| + \varepsilon \|e\|)|\beta^T \Sigma^T(\tau|p, D) || \geq \delta \}
\]
vergent to a ball with a probability of at least $\delta$. Since the state is bounded, it is always possible to find a set $\Omega$ and a maximum model error $\Delta$ such that $p \in \Omega$. □

Additionally, we can compute exactly the tracking error of the closed loop.

**Proposition 1** The radius $r$ of the ball (13) is

$$
r = \sqrt{\frac{2\xi}{\xi \min \{k_p - \varepsilon h_2, h_1 - \varepsilon h_2\}}} 
$$

$$
\xi = \frac{2 \min \{\varepsilon v_2, v_1 - \frac{4 \varepsilon k_c}{v_0} \sqrt{\frac{2v_0}{k_p - \varepsilon h_2}}\}}{3 \max \{\varepsilon h_2 + k_p, 1 + \varepsilon\}h_2} 
$$

with $\rho = \Delta^2/v_1 + \varepsilon \Delta^2/v_2$ where $v_1, v_2$ are defined by (17), and $V_0 = V(0, 0)$. The restriction (18) is extended to

$$
0 < \varepsilon < \min \left\{ \frac{k_p}{h_2}, \frac{h_1}{h_2}, \frac{2k_d}{h_2 + 2k_p^{\rho}, 1 + v_2, \varepsilon k_c, \varepsilon h_2} \right\} 
$$

**PROOF.** The proof follows from [26, Lemma 2.1].

**Remark 6** If a perfect model was available, such that $\Delta = 0$, equation (23) would show that the closed loop system is asymptotically stable because of the negative definiteness of $M$, see appendix B.

### 4.1 Design guidelines

Theorem 1 provides an ultimate bound with a given probability depending on the gains, the system parameters and the variance of the GP. The radius of the bound depends quadratically on the upper bound of the model error $\Delta$. Thus, the radius $r$ shrinks if the upper bound of the variance of the GPR decreases. The consequence is an improved tracking performance in terms of tracking error and the possibility to decrease the feedback gains which is beneficial for noise attenuation. The posterior variance of the GPR is related to the number and distribution of the training points and can be decreased, e.g., with the Bayesian optimization approach where the next training point is set to the position of maximum variance. For the commonly used squared exponential covariance, each new training point reduces the posterior variance [24].

The bounds of the adaptive gains also affect the radius of the ball. Increasing the lower bound of $K_d$ shrinks the radius since $\varepsilon$ can be arbitrarily small and $v_1$ depends linearly on $k_d$. The influence of $K_p$ depends on the Lagrangian system. Based on the results, different design goals can be addressed which are visualized in Fig. 3.

### 5 Numerical Illustration

In this section, we present examples illustrating the properties of the proposed CTC-GPR control scheme and a more detailed case study.

---

2 Source code: https://github.com/TBeckers/CTC_GPR

---

### 5.1 Noise attenuation and saturation

In the following example, we show the benefit of the CTC-GPR in comparison to classical CTC. We assume a one dimensional EL system $\tau = \dot{q} + \dot{q} + q + f_u(p)$ with 30 randomly generated dynamics

$$
f_u(p) = \frac{\dot{q}^2 \sin(q - c) - \sin(c)}{\cos(q - c) - 1.1 \cos^{-1}(q - c)} 
$$

where each $c$ is uniformly chosen from the set $[0, 2\pi]$. For the parametric model, we use the estimates $\hat{H} = \hat{C} = \hat{y} = 1$. The 441 training data pairs $\{\hat{r}\}$ and $\{\hat{q}, \hat{q}, \hat{q}\}$ for a GPR with squared exponential covariance function are equally distributed on the set $[0, 1] \times [-1, 1] \times [-1, 1]$. A conjugate gradient algorithm is used to minimize the log likelihood function to find suitable hyperparameters. The desired trajectory is given by $q = \sin(t)$ and the initial system value is $q_0 = 0, q_0 = 1$. The measurements of $\dot{q}, q, \dot{q}$ are corrupted by Gaussian noise with $\mathcal{N}(0, 0.04^2)$ for training and control. The simulation time is between zero and $2\pi$ seconds. In the simulation, the CTC-GPR and the classical computed torque are compared in terms of the maximum tracking error, the noise attenuation and the maximum control action. The feedback gains of the CTC are $K_p = 100, K_d = 100$ whereas the CTC-GPR is parameterized with

$$
K_p(q) = 10 + 100 \Sigma_p(q) 
$$

$$
K_d(q, \dot{q}) = 10 + 100 \Sigma_d(q, \dot{q}). 
$$

The results are shown in Fig. 2. The variation of the gains is minimal since the desired trajectory is inside the training area where the variance is quite low. The maximal tracking error $\max \|\dot{e}(t), e(t)\|$ is decreased compared to CTC approach for all systems with a median of 61.6%. The CTC-GPR shows remarkably better noise attenuation, as indicated by a higher signal to noise ratio (SNR) of the system trajectory. The SNR is computed as the ratio of the summed squared magnitude of the state to that of the noise. Also, the maximal control action is reduced due to the lower feedback gains of the CTC-GPR, which can prevent actuator saturation.

---

![Fig. 2. Comparison between CTC and the proposed CTC-GPR for 30 randomly selected systems. CTC-GPR values are given as a percentage of CTC values.](image-url)
5.2 Case study

In this case study, the benefit of the CTC-GPR is shown for a 2-link robotic manipulator [14, Page 164]. As reference for a performance comparison, we use CTC since most of the robotic control schemes can be considered as special cases of computed-torque controllers. We assume point masses for the links of $m_1 = m_2 = 1\text{kg}$, which are located in the center of each link. The length of the links is set to $l_1 = l_2 = 1\text{m}$. The joints are without mass and not influenced by any friction. Gravity is assumed to be $g = 9.81\text{ms}^{-2}$. As estimates, we use $m_1 = 0.9\text{kg}$, $m_2 = 1.1\text{kg}$, $l_1 = 0.9\text{m}$, and $l_2 = 1.1\text{m}$. The initial joint angles are set to $\hat{q}_0 = [0, 1]^T$ and $\dot{q}_0 = [1, 0]^T$. The unknown dynamics $f_u(p)$ is simulated by an arbitrarily chosen function

$$f_u(p) = \begin{bmatrix} \sin(2q_2) + \cos(2q_1) + \dot{q}_1 \\ \sin(2q_2) + 2\sin(q_1) \end{bmatrix}.$$  

(34)

A GP with a squared exponential covariance function learns the difference between the estimated model and the true system based on $576$ equally distributed training pairs on the domain $q, \dot{q}, \ddot{q} \in [0, 1]^2, q \in [-1, 1]^2$. The measurements of $\dot{q}, \ddot{q}, \dddot{q}$ are corrupted by Gaussian noise with $N(0, 0.1^2)$. The hyperparameters are optimized by means of the likelihood function. The desired trajectory is a sinusoidal function with $q_0 = [0, 1]^T$. In this example, the gains are adapted with $K_p(q_p) = 7I + 400 \Sigma_p(q)$ and $K_d(q_d) = 6I + 400 \Sigma_d(q, \dot{q}, \ddot{q})$. Figure 4 shows the resulting trajectory for the first joint along with the desired trajectory. As comparison, we use a classic CTC with $K_{p,s} = K_{d,s} = \text{diag}(10, 10)$ which is a trade-off between tracking error and high feedback gains. The advantages of the CTC-GPR with variable feedback gains in comparison to CTC are presented in Table 1. Additionally, this approach is compared to a CTC-GPR with static feedback gains where the values of the static gains are set to the minimum of the variable gains such that the noise attenuation is comparable.

5.3 Discussion

Both CTC-GPR approaches show a lower tracking error than the classic CT. The reason is that the CTC-GPR uses the mean function to compensate the unknown dynamics, such that the feedback gains can be lower in comparison to the CTC. Additionally, the variable CTC-GPR outperforms the static CTC-GPR for the position and velocity error because the gains are increased as soon as the trajectory leaves the training area. The result is that the tracking error is kept low and bounded even for areas where no training data is available. The additional benefits of low feedback gains for noise attenuation are shown in Fig. 2. On the other side, the improved tracking performance of the CTC-GPR comes

| Method       | Static CTC-GPR | Variable CTC-GPR |
|--------------|---------------|------------------|
| $\|K_p\|$    | 10            | 7.01             | 7.01 - 9.38      |
| $\|K_d\|$    | 10            | 6.06             | 6.06 - 9.38      |
| $\|e^T \cdot e\|_2$ | 4.7281        | 1.8760           | 1.5118           |
| $\max(|e(t)|)$ | 0.2420        | 0.1066           | 0.0819           |
| $\max(|\dot{e}(t)|)$ | 0.2377        | 0.1234           | 0.1002           |

Table 1
Comparison between CTC, CTC-GPR with static gains, and CTC-GPR with variable gains.

Fig. 3. Guidelines for different design goals.

Fig. 4. Tracking performance for the first joint. The color of the CTC-GPR trajectory indicates the norm of the current feedback gains (red high, blue low).
with the computationally demanding calculation of the predictive mean and marginal variance of the GP. The design of the variable gain functions and the effect on the closed loop performance is subject of future work.

**Conclusion**

We propose a data-driven approach for high performance tracking control. It is based on a computed-torque control law where the feedback gains are adapted by the model fidelity of a data-driven model of the system. For this purpose, we use the mean prediction of the GPR to compensate the residual dynamics of the system and the variance to adapt the feedback gains. The main contribution is the determination of the tracking error of the closed loop system which is proven to be uniformly ultimately bounded and exponentially convergent to a ball with a given probability. The result shows the correlation between the bound of the tracking error, the uncertainty of the model and the feedback gains.

**A Proof of Lemma 1**

The result is a consequence of [22, Theorem 6] which concerns the one dimensional case. In this case, the training data is generated by a scalar function \( f: D \to \mathbb{R} \) with \( f \in \mathcal{H}_k(D) \) on a compact set \( D \subseteq \mathbb{R}^n \). A GP is trained with \( m \) data points \( D = \{ x^{(i)}, y^{(i)} \}_{i=1}^m \) of

\[
y = f(x) + \eta, \quad y, \eta \in \mathbb{R}, x \in \mathbb{R}^n \tag{A.1}
\]

\[
\eta \sim N(0, \sigma_1^2), \quad \sigma_1 \in \mathbb{R}_{>0}. \tag{A.2}
\]

Then, recalling [22], the model error \( \Delta \in \mathbb{R} \)

\[
\Delta = |\mu(f|x^*, D) - f(x^*)|
\]

is bounded with a probability of at least \( \tilde{\delta} \) by

\[
P \left\{ \forall x^* \in D, \Delta \leq |\beta \Sigma^\frac{1}{2}(f|x^*, D)| \right\} \geq \tilde{\delta} \tag{A.4}
\]

with \( \tilde{\delta} \in (0, 1) \), where \( \beta \in \mathbb{R} \) is defined as

\[
\beta = \sqrt{2\|f\|_k^2 + 300\gamma_0^2 \ln^3 \left( \frac{m + 1}{1 - \delta} \right)}. \tag{A.5}
\]

The variable \( \gamma \in \mathbb{R} \) is the maximum information gain

\[
\gamma = \max_{x^{(1)}, \ldots, x^{(m+1)} \in D} I(y^{(1)}, \ldots, y^{(m+1)}; f) \tag{A.6}
\]

\[
= \max_{x^{(1)}, \ldots, x^{(m+1)} \in D} \frac{1}{2} \log |I + \sigma_1^{-2} K_{\Phi}(x, x')| \tag{A.7}
\]

with covariance matrix \( K_{\Phi}(x, x') \) and the input elements \( x, x' \in \{ x^{(1)}, \ldots, x^{(m+1)} \} \). In the multidimensional case of Lemma 1, we use a GP for each dimension of \( \hat{\tau}(p) \) as shown in (5). For the calculation of (9), assume the two sets

\[
\Pi_A = \left\{ \forall p \in D, |\mu(\hat{\tau}_j|p, D) - \hat{\tau}_j(p)| \leq \beta_j \vartheta \right\}
\]

\[
\Pi_B = \left\{ \forall p \in D, \|\mu(\hat{\tau}|p, D) - \hat{\tau}(p)\| \leq |\beta^\top \Sigma^\frac{1}{2}(\hat{\tau}|p, D)| \right\} \tag{A.8}
\]

with the multidimensional extension \( \beta, \gamma \in \mathbb{R}^n \)

\[
\beta_j = \sqrt{2\|\hat{\tau}_j\|_k^2 + 300\gamma_j^3 \ln^3 \left( \frac{m + 1}{1 - \delta^j} \right)}, \quad j \in \{1, \ldots, n\} \tag{A.9}
\]

\[
\gamma_j = \max_{p^{(1)}, \ldots, p^{(m+1)} \in D} \frac{1}{2} \log |I + \sigma_j^{-2} K_{\Phi}(x, x')| \tag{A.10}
\]

\[
x, x' \in \{ p^{(1)}, \ldots, p^{(m+1)} \}, j \in \{1, \ldots, n\}.
\]

Due to the fact that \( \hat{\tau} \) is assumed to be uncorrelated (5), the conditional probability for the set \( \Pi_A \) is lower bounded by \( P \left\{ \Pi_A \right\} \geq \delta = \delta^m \). With the monotony property of the probability measure \( P \) and since \( \Pi_A \subseteq \Pi_B \) holds, (9) provides an upper bound for the norm of the model error with a probability of at least \( \delta \in (0, 1) \). □

**B Negative definiteness of \( M \) in (23)**

According to Schur’s lemma, the matrix \( M \) of (23) is negative definite if \( M_{11} = -K_d(S_d) + \varepsilon \hat{H} \) and

\[
S = -\varepsilon K_p(S_p) + \frac{\varepsilon^2}{4} (K_d(S_d) - \hat{C}^\top (K_d(S_d) - \hat{C})^{-1} (K_d(S_d) - \varepsilon \hat{H})^{-1} (K_d(S_d) - \hat{C}^\top)) \tag{B.1}
\]

are negative definite, where \( M_{11} \in \mathbb{R}^{n \times n} \) is the upper left block of \( M \) and \( S \in \mathbb{R}^{n \times n} \) is the Schur complement. Since \( K_d, \hat{H} \), and \( K_p \) are positive definite and bounded, \( \varepsilon \) can be chosen sufficiently small to obtain the negative definiteness of \( M_{11} \). The second summand of the Schur complement \( S \) is quadratic in \( \varepsilon \) and positive definite, while the first summand is linear in \( \varepsilon \) and negative. Thus, for every \( q, \hat{q} \in \mathbb{R}^n \), an \( \varepsilon \) can be found which guarantees the negative definiteness of the Schur complement. Therefore, there exists an \( \varepsilon > 0 \), so that matrix \( M \) is negative definite. □
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