Regularized Boltzmann entropy determines macroscopic adiabatic accessibility
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How the thermodynamic entropy $S_{TD}$ is related to the Boltzmann entropy $S_B$ has been one of the central issues since the beginning of statistical mechanics. Today, it is believed that the thermodynamic entropy $S_{TD}$ is equal to a function $S_B$ that is defined by regularizing the Boltzmann entropy in order to ensure extensitivity. However, it is not known whether $S_B$ completely determines the possibility of a macroscopic adiabatic transformation in the same way as $S_{TD}$ does. In this paper, by formulating the possibility of a macroscopic adiabatic transformations in terms of “coarse-graining” of quantum operations, we prove that $S_B$ provides a necessary and sufficient condition for the possibility of a macroscopic adiabatic transformation.

\section{I. INTRODUCTION}

Thermodynamics \cite{1-3-4} is one of the most successful phenomenologies in physics, and it has a huge application from chemical reactions \cite{1} to black holes \cite{2}. The thermodynamic entropy $S_{TD}$ plays a central role in thermodynamics. It is a function of macroscopic variables such as $U$, $V$, and $N$, denoting the internal energy, the volume and the number of particles, respectively. As stated by the second law of thermodynamics, the thermodynamical entropy completely determines the macroscopic adiabatic accessibility, \cite{4} i.e.,

\begin{equation}
(U,V,N) \preceq_{ad} (U',V',N') \iff S_{TD}[U,V,N] \leq S_{TD}[U',V',N'].
\end{equation}

where $(U,V,N) \preceq_{ad} (U',V',N')$ means “an adiabatic transformation from a state $(U,V,N)$ to another state $(U',V',N')$ is possible”.

How the thermodynamic entropy $S_{TD}$ is related to the Boltzmann entropy $S_B$ has been one of the central issues since the beginning of statistical mechanics. The Boltzmann entropy $S_B$ is not equal to thermodynamic entropy $S_{TD}$ in general. For example, $S_B$ is not extensive in general, while $S_{TD}$ is extensive. Today, it is believed that $S_{TD}$ is equal to the regularized Boltzmann entropy $\tilde{S}_B$, which is defined in terms of $S_B$ as follows and is extensive by definition \cite{3}:

\begin{equation}
\tilde{S}_B[U,V,N] := \lim_{X \to \infty} \frac{S_B[U,X,V,X,N,X]}{X}.
\end{equation}

However, it is not known whether $\tilde{S}_B$ completely determines the macroscopic adiabatic accessibility in the same way as $S_{TD}$. That is, it is not known whether the following statement holds:

\begin{equation}
(U,V,N) \preceq_{ad} (U',V',N') \iff \tilde{S}_B[U,V,N] \leq \tilde{S}_B[U',V',N'].
\end{equation}

In the field of statistical mechanics, the forward implication of \cite{3} has been proven for certain formulations of “adiabatic operations,” by only assuming that the limit \cite{2} exists and is a convex and increasing function for $U$, $V$, and $N$. However, the backward implication of \cite{3} is still unproven \cite{8}. Recently, in the field of quantum information theory \cite{15-24}, it has been succeeded in deriving detailed thermodynamic relations, which characterize possibility and impossibility of quantum state transformations by a set of restricted operations. However, these conditions for the possibility of state transformations are represented not only by macroscopic parameters, but also by microscopic parameters.

In this sense, their results are interpreted as the “microscopic accessibility.” This is in contrast to \cite{3}, which is represented only by macroscopic parameters.

In this paper, we propose a coarse-graining approach to try the backward implication in \cite{3}, and show that $\tilde{S}_B$ provides a necessary and sufficient condition for the possibility of a macroscopic adiabatic transformation, i.e., the macroscopic adiabatic accessibility. Our results hold by only assuming that the limit \cite{2} exists and is a convex and strictly increasing function for $U$, $V$ and $N$. Our results do not need stronger assumptions, e.g., the i.i.d. feature.

This paper is organized as follows. In the section \textbf{II} we review basic and well-known concepts of thermodynamics and statistical mechanics. All contents in this section are well-known. In the section \textbf{III} we define the macroscopic adiabatic accessibility, based on our coarse-graining method. In the section \textbf{IV} we give the main results of the present paper. Finally, in the section \textbf{V} we prove the main results. Several lemmas used in the section \textbf{V} are proven in Appendix.

\section{II. PRELIMINARIES}

In this section, we review basic concepts of thermodynamics and statistical mechanics. All contents in this section are well-known. See e.g. \cite{3-8} for more details.

In thermodynamics, an equilibrium state is represented by values of a set of macroscopic physical quantities such as $(U,V,N)$, where $U$ is the internal energy, $V$ is the volume of the system, and $N$ is the number of particles. In this paper, we consider cases where all these physical quantities are extensive, the set includes the internal en-
ergy. We represent such a set of physical quantities in terms of vectors as $\tilde{a} := (a_0, a_1, \ldots, a_L)$, where $L$ is a natural number, e.g., $L = 2$ in the case of $(U, V, N)$. Here, for the simplicity of writing, we express the internal energy $U$ as $a_0$. Since a macroscopic equilibrium state is uniquely determined by values of macroscopic physical quantities, we also represent an equilibrium state by $\tilde{a}$. The thermodynamical entropy of an equilibrium state is uniquely determined as a function of $\tilde{a}$, which we denote by $S_{TD}[\tilde{a}]$.

The second law of thermodynamics is one of the most important assumptions in thermodynamics. It has several equivalent formulations such as the principle of maximum work, Clausius inequality and the law of entropy increase. The law of entropy increase determines the adiabatic accessibility, i.e., whether a macroscopic state can be transformed to another by an adiabatic operation. It is stated as follows:

$$a \prec_{ad} a' \iff S_{TD}[\tilde{a}] \leq S_{TD}[\tilde{a'}],$$

where $a \prec_{ad} a'$ means “an adiabatic transformation $a \rightarrow_{ad} a'$ is possible”.

Let us introduce the statistical mechanical counterpart of the thermodynamic equilibrium $\tilde{a}$. Since we are concerning a macroscopic limit, we describe a physical system by a Hilbert space $H^{(X)}$ depending on a scaling parameter $X$. The macroscopic limit is defined as the limit of $X \rightarrow \infty$. We assume that $X$ takes values in a set $X = \mathbb{N}$ or $X = \mathbb{R}_+$. For each $X \in X$ and $l = 0, \ldots, L$, we denote the set of the Hermitian operators on $H^{(X)}$ as $A^{(X)} := (H^{(X)}, A^{(X)}[0], \ldots, A^{(X)}[L])$. Then, the microcanonical state corresponding to an equilibrium state $\tilde{a}$ is defined by

$$\hat{\pi}_{a,\delta X}^{(X)} := \hat{\Pi}_{a,\delta X}^{(X)} D_{a,\delta X}^{(X)},$$

where $\hat{\Pi}_{a,\delta X}^{(X)}$ and $D_{a,\delta X}^{(X)}$ are the projection and the dimension of the following $H_{a,\delta X}^{(X)}$, which is a subspace of $H^{(X)}$:

$$H_{a,\delta X}^{(X)} := \text{span} \left\{ |\psi\rangle \in H^{(X)} \mid \exists \lambda[l] \in [X(a[l] - \delta X), X(a[l] + \delta X)] \text{ s.t. } A^{(X)}[l]|\psi\rangle = \lambda[l]|\psi\rangle \text{ for } 0 \leq l \leq L \right\}.$$  

The parameter $\delta X$ is a positive function of $X$, which represents the negligible fluctuation of macroscopic quantities. Since, we are normalizing macroscopic observables as $[0]$, it is natural to assume that $\lim_{X \rightarrow \infty} \delta X = 0$.

To describe behavior of a system in the macroscopic limit ($X \rightarrow \infty$), we introduce an array $\{\delta X\}_{X \in X}$, and introduce an array of microcanonical states $\{\hat{\pi}_{a,\delta X}^{(X)}\}_{X \in X}$ for each $\tilde{a}$ and $\{\delta X\}_{X \in X}$. Depending on the choice of $\{\delta X\}_{X \in X}$, there exists many arrays $\{\hat{\pi}_{a,\delta X}^{(X)}\}_{X \in X}$ corresponding to one $\tilde{a}$. Therefore, a thermodynamic equilibrium state $\tilde{a}$ does not have a one-to-one correspondence with $\{\hat{\pi}_{a,\delta X}^{(X)}\}_{X \in X}$. Let $\Delta$ denote the set of arrays $\{\delta X\}$ such that $\lim_{X \rightarrow \infty} \delta X = 0$. Then $\tilde{a}$ has a one-to-one correspondence with the following set of arrays of microcanonical state:

$$\{\{\hat{\pi}_{a,\delta X}^{(X)}\}_{X \in X} \mid \delta X \in \Delta \}. \quad (7)$$

Since $\{\delta X\}_{X \in X} \in \Delta$ represents the range of “negligible fluctuation” of macroscopic physical quantities, any sequence in the set $\{\delta X\}$ can be regarded as describing states that are “macroscopically the same.”

The regularized Boltzmann entropy is defined as

$$\hat{S}_B[\tilde{a}] := \lim_{X \rightarrow \infty} \frac{1}{X} \log D_{a}^{(X)}.$$  

where $D_{a}^{(X)}$ is the dimension of the Hilbert space $H_{a}^{(X)}$ defined by

$$H_{a}^{(X)} := \text{span} \left\{ |\psi\rangle \in H^{(X)} \mid \exists \lambda[l] \leq X a[l], \text{ s.t. } A^{(X)}[l]|\psi\rangle = \lambda[l]|\psi\rangle \text{ for } 0 \leq l \leq L \right\},$$

With concrete calculations, it has been shown that there exists the limit $\hat{S}_B$ as a convex and increasing function for each element of $\tilde{a}$, in many physical systems, e.g., gases of particles with natural potentials including the van der Waars potential $\tilde{a}$.

III. FORMULATION OF MACROSCOPIC ADIABATIC ACCESSIBILITY IN TERMS OF COARSE-GRAINING

In this section, we introduce a general method to formulate possibility of a macroscopic state transformation, by “coarse-graining” possibility of microscopic state transformations. We then formulate the macroscopic adiabatic accessibility, based on a coarse-graining of possibility of a microscopic state transformation by unital operations.

Our formulation is based on the following idea:

**Basic Idea 1** Suppose a microcanonical state $\pi_{a,\delta X}^{(X)}$ is transformed by a quantum operation $\mathcal{E}_X$ to another microcanonical state $\pi_{a',\delta X'}^{(X)}$. From a macroscopic point of view, we observe that an equilibrium state $\tilde{a}$ is transformed to another equilibrium state $\tilde{a}'$, for any $\delta X$ and $\delta X'$ within the range of “macroscopically negligible fluctuations”. Therefore, we could say that an equilibrium state $\tilde{a}$ can be transformed to another equilibrium state $\tilde{a}'$ if, for any macroscopically negligible $\delta X$ and $\delta X'$, a state $\pi_{a,\delta X}^{(X)}$ can be transformed to $\pi_{a',\delta X'}^{(X)}$.

Based on this idea and the concept of an array of microcanonical states introduced in Section III, we propose a definition of possibility of a macroscopic state transformation as follows, where $\mathcal{F}$ denotes a class of quantum operations (Fig. 1).
IV. MAIN RESULTS

The main results of this paper are summarized as follows.

**Theorem 1** When \( \bar{S}_B[\bar{a}] \) exists and is a convex and strictly increasing function for each element of \( \bar{a} \), the following holds for arbitrary \( \bar{a} \) and \( \bar{a}' \):

\[
\bar{S}_B[\bar{a}] \leq \bar{S}_B[\bar{a}'] \iff \bar{a} \prec_{ad} \bar{a}'.
\]  

(13)

When \( \bar{S}_B[\bar{a}] \) does not exist and is a convex and strictly increasing function for each element of \( \bar{a} \), Theorem 1 does not necessarily hold. Even in that case, the following theorem holds in general:

**Theorem 2** We have

\[
\bar{S}_B[\bar{a}] < \bar{S}_B[\bar{a}'] \Rightarrow \bar{a} \prec_{ad} \bar{a}',
\]

(14)

\[
\bar{S}_B[\bar{a}] \leq \bar{S}_B[\bar{a}'] \iff \bar{a} \prec_{ad} \bar{a}',
\]

(15)

where we define

\[
\bar{S}_B[\bar{a}] := \sup_{\{\delta_X\} \in X} \limsup_{X \to \infty} \frac{1}{X} S_B[\bar{a}; \delta_X],
\]

(16)

\[
\bar{S}_B[\bar{a}] := \sup_{\{\delta_X\} \in X} \liminf_{X \to \infty} \frac{1}{X} S_B[\bar{a}; \delta_X],
\]

(17)

where,

\[
S_B[\bar{a}; \delta_X] := \log D_{\bar{a}, \delta_X}. \tag{18}
\]

Theorem 1 states that \( \bar{S}_B \) provides a necessary and sufficient condition for the macroscopic adiabatic accessibility in the same way as \( S_{TD} \) does, as long as \( \bar{S}_B[\bar{a}] \) exists and is a convex and strictly increasing function for each element of \( \bar{a} \). Theorem 2 provides a similar relation for the case where \( \bar{S}_B[\bar{a}] \) does not exist as a convex and strictly increasing function for each element of \( \bar{a} \). The macroscopic adiabatic accessibility is in this case characterized by two functions \( \bar{S}_B[\bar{a}] \) and \( \bar{S}_B[\bar{a}] \), not by a single function as in the case of thermodynamic theories.

Our results do not depend on any microscopic parameters, including \( \delta_X \) that we have introduced to define the generalized microcanonical state \( \hat{a}, \delta_X \). This is in contrast to previous approaches from quantum information theory [12–24], which treat “microscopic accessibility.”

We emphasize that Theorem 1 only needs to assume that \( \bar{S}_B[\bar{a}] \) exists and is a convex and strictly increasing function for each element of \( \bar{a} \), i.e., we do not need the stronger assumptions including the i.i.d. assumption. It is shown that \( \bar{S}_B[\bar{a}] \) exists and is a convex and increasing function for each element of \( \bar{a} \) in many physical systems, e.g., gases of particles with natural potentials including the van der Waars potential [3]. In the region where the phase transition does not occur, the regularized Boltzmann entropy \( \bar{S}_B[\bar{a}] \) is a strictly increasing function for each element of \( \bar{a} \). Therefore, at least in such a region, the regularized Boltzmann entropy determines the macroscopic adiabatic accessibility.
V. PROOFS

A. Proof of Theorem 4

In the proof of Theorem 4, we use the following three lemmas:

Lemma 1 For an arbitrary \( \{\delta_X\} \in \Delta \), the following relation holds:

\[
\lim_{X \to \infty} \frac{1}{X} \log D^X(\frac{X}{\Delta + \delta_X}) = \tilde{S}_B[\delta] \tag{19}
\]

Lemma 2 When the regularized Boltzmann entropy \( \tilde{S}_B[\delta] \) exists for \( \delta \) and is a strictly increasing function for each element of \( \delta \), there exists \( \{\delta^{(0)}_{X,\delta}\} \in X \in \Delta \) such that

\[
\lim_{X \to \infty} \frac{1}{X} \log D^X(\frac{X}{\Delta + \delta_X}) = \tilde{S}_B[\delta] \tag{20}
\]

holds for an arbitrary \( \{\delta_X\} \in X \in \Delta \) satisfying \( \delta^{(0)}_{X,\delta} < \delta_X \) for an arbitrary \( X \).

Lemma 3 Let us consider the case where the regularized Boltzmann entropy \( \tilde{S}_B[\delta] \) exists and is a strictly increasing function for each element of \( \delta \). Let us take arbitrary \( \delta \) and \( \delta' \) such that \( \tilde{S}_B[\delta] = \tilde{S}_B[\delta'] \). Let us take an array \( \{\delta_X\} \in \Delta \), and let \( X \) be the following set of real numbers:

\[
A_X := \{\eta | D^X(\frac{X}{\Delta + \delta_X}) \leq D^X(\frac{X}{\Delta + \delta_X}) \leq D^X(\frac{X}{\Delta + \delta_X})\} \tag{21}
\]

Let \( \Delta_0 \) be the set of \( X \) such that \( \Delta_A \neq \text{the empty set} \), and let \( \Delta_0 \) the set of \( X \) such that \( \Delta_X \) is the empty set. Then, we define two real valued functions \( \eta_{X}^{(+) \downarrow} \) and \( \eta_{X}^{(-) \downarrow} \) of \( X \) as follows:

\[
\eta_{X}^{(+) \downarrow} = \left\{ \begin{array}{lr}
\frac{1}{2} \inf_{\eta \in X, \Delta_0} \eta + \frac{1}{2} \sup_{\eta \in X, \Delta_0} \eta & (X \in \Delta_0) \\
\eta_X + \frac{1}{2} & (X \in \Delta_1) \end{array} \right. \tag{22}
\]

\[
\eta_{X}^{(-) \downarrow} = \left\{ \begin{array}{lr}
\frac{1}{2} \inf_{\eta \in X, \Delta_0} \eta + \frac{1}{2} \sup_{\eta \in X, \Delta_0} \eta & (X \in \Delta_0) \\
\eta_X - \frac{1}{2} & (X \in \Delta_1) \end{array} \right. \tag{23}
\]

where \( \eta_X \) is the following real valued function of \( X \in \Delta_1 \):

\[
\eta_X := \sup(\eta | D^X(\frac{X}{\Delta + \delta_X}) < D^X(\frac{X}{\Delta + \delta_X})) \tag{24}
\]

Then, \( \eta_{X}^{(+) \downarrow} = o(1) \) and \( \eta_{X}^{(-) \downarrow} = o(1) \) hold.

These lemmas are proven in Appendix A.

Hereafter, we refer to the set of \( \{\delta_X\} \in \Delta \) such that \( \delta^{(0)}_{X,\delta} < \delta_X < O(1) \) for arbitrary \( X \) as \( \Delta^{(0)}_{\delta} \). Clearly, for an arbitrary \( \{\delta_X\} \in \Delta^{(0)}_{\delta} \), the following relation holds:

\[
\frac{1}{X} \log D^X(\frac{X}{\Delta + \delta_X}) = \tilde{S}_B[\delta] + f(\delta, \delta_X, X). \tag{25}
\]

Here, \( f(\delta, \delta_X, X) \) is a real-valued function which converges to 0 at the limit of \( X \to \infty \).

Proof of Theorem 1. The forward implication of Proposition 13 is proved as follows. In general, there exists a unit CPTP map \( \mathcal{E} \) satisfying \( \sigma = \mathcal{E}(\rho) \), if and only if \( \rho \) and \( \sigma \) satisfies the majorization relation \( \rho \prec_M \sigma \) defined as

\[
\rho \prec_M \sigma \iff \sum_{k=1}^{m} \rho_k \geq \sum_{k=1}^{m} \sigma_k \tag{26}
\]

Here, \( \{\rho_k\} \) and \( \{\sigma_k\} \) are eigenvalues of \( \rho \) and \( \sigma \), respectively, sorted in decreasing order \( \rho \Rightarrow \sigma \). Hence it suffices to show that, for any \( \{\delta_X\} \in \Delta^{(0)}_{\delta} \), there exists another sequence \( \{\delta_X\} \in \Delta^{(0)}_{\delta} \) such that we have

\[
\delta^{(X)}_{\delta, \delta_X} \prec_M \delta^{(X)}_{\delta, \delta_X} \tag{27}
\]

for any sufficiently large \( X \).

We firstly show that (27) holds when \( \tilde{S}_B[\delta] < \tilde{S}_B[\delta'] \) holds. Let us take arrays \( \{\delta_X\} \in \Delta \) and \( \{\delta_X'\} \in \Delta^{(0)}_{\delta} \) satisfying \( \delta_X < \delta^\prime_X \) for arbitrary \( X \). Then, because \( D^X(\frac{X}{\Delta + \delta_X}) \) is an increasing function for \( \delta_X \),

\[
\frac{1}{X} \log D^X(\frac{X}{\Delta + \delta_X}) \leq \frac{1}{X} \log D^X(\frac{X}{\Delta + \delta_X}) \tag{28}
\]

holds. Because of Lemma 2 that the right-hand-side of the above converges to \( \tilde{S}_B[\delta] \) at the limit of \( X \to \infty \). Also, because of Lemma 2 for an arbitrary array \( \{\delta_X'\} \in \Delta^{(0)}_{\delta} \),

\[
\frac{1}{X} \log D^X(\frac{X}{\Delta + \delta_X}) \to \tilde{S}_B[\delta'] \tag{29}
\]

holds for sufficient large \( X \). Hence, (27) holds when \( \tilde{S}_B[\delta] < \tilde{S}_B[\delta'] \) holds.

Next, let us show that (27) holds when \( \tilde{S}_B[\delta] = \tilde{S}_B[\delta'] \).

For an arbitrary \( \{\delta_X\} \in \Delta \), we define

\[
\delta^\prime_X := 4 \max(\{\eta_{X}^{(+) \downarrow}, \eta_{X}^{(-) \downarrow}\}) \tag{30}
\]

Clearly, \( \delta^\prime_X > \sup_{\eta \in X, \Delta_0} \eta \) and \( \inf_{\eta \in X, \Delta_0} \eta > -\delta^\prime_X \) hold for any \( X \in X_0 \). Therefore, for any \( X \in X_0 \),

\[
D^X(\frac{X}{\Delta + \delta_X}) < D^X(\frac{X}{\Delta + \delta_X}) \tag{31}
\]

\[
D^X(\frac{X}{\Delta + \delta_X}) < D^X(\frac{X}{\Delta + \delta_X}) \tag{32}
\]

hold. The inequalities (31) and (32) also hold for any \( X \in X_1 \), because \( \delta^\prime_X - \eta_X > -\delta^\prime_X \) and \( \eta_X > -\delta^\prime_X \) hold for any \( X \in X_1 \). (Note that \( \eta > \eta_X \Rightarrow D^X(\frac{X}{\Delta + \delta_X}) > D^X(\frac{X}{\Delta + \delta_X}) \) and \( \eta_X > \eta \Rightarrow D^X(\frac{X}{\Delta + \delta_X}) > D^X(\frac{X}{\Delta + \delta_X}) \) hold for an arbitrary \( X \in X_1 \), because \( \eta \) satisfying \( D^X(\frac{X}{\Delta + \delta_X}) \leq D^X(\frac{X}{\Delta + \delta_X}) \) does not exist for \( X \in X_1 \).)
Because of Lemma 3, \( \delta'_X = o(1) \) also holds. Hence, \( \{\delta_X\} \in \Delta \) satisfies \( D_{a,\delta_X}^{(X)} < D_{a',\delta'_X}^{(X)} \), because of \( D_{a,\delta_X}^{(X)} = D_{a,\delta_X}^{(X,1+\delta)} - D_{a,\delta_X}^{(X,1-\delta)} \). Therefore, \( \Phi \) holds.

Finally, we prove the backward implication of Proposition 13 by showing that an adiabatic transformation \( \vec{a} \to a_g \vec{a}' \) is not possible if \( \delta_s := \bar{S}_B[\vec{a}] - \bar{S}_B[\vec{a}'] > 0 \). Fix arbitrary \( \{\delta_X\}_{X \in \Delta}^{(0)} \) and \( \{\delta'_X\}_{X \in \Delta} \). We also take \( \delta'_X \in \Delta_{\bar{a}}^{(0)} \) such that \( \delta'_X < \delta_X' \) for arbitrary \( X \). From (24), we have

\[
\frac{1}{X} \log \frac{D_{a,\delta_X}^{(X)}}{D_{a',\delta_X}^{(X)}} = (\bar{S}_B[\vec{a}] - \bar{S}_B[\vec{a}']) + (f(\vec{a}, \delta_X, X) - f(\vec{a}', \delta_X', X)) = \delta_s - \gamma_X
\]

for any \( X \), where we defined \( \gamma_X := f(\vec{a}, \delta_X, X) - f(\vec{a}', \delta_X', X) \). Hence we have

\[
\frac{1}{X} \log \frac{D_{a,\delta_X}^{(X)}}{D_{a',\delta_X}^{(X)}} \geq \frac{1}{X} \log \frac{D_{a,\delta_X}^{(X)}}{D_{a',\delta_X}^{(X)}} > \frac{\delta_s}{2}
\]

for any sufficiently large \( X \), which leads to

\[
\frac{1}{D_{a',\delta_X}^{(X)}} > \frac{e^{-\delta_s/2}}{D_{a,\delta_X}^{(X)}} > \frac{1}{D_{a,\delta_X}^{(X)}}.
\]

Note that \( \lim_{X \to \infty} \gamma_X = 0 \) follows from \( \lim_{X \to \infty} f(\vec{a}, \delta_X, X) = 0 \) and \( \lim_{X \to \infty} f(\vec{a}', \delta_X', X) = 0 \). Let \( P_{\vec{a}',\delta'_X}^{(X)} \) be the projection onto \( \text{supp}[\hat{\pi}_{\vec{a}',\delta_X}^{(X)}] \), and define a unital CPTP map \( P_{\vec{a}',\delta_X}^{(X)} \) by

\[
P_{\vec{a}',\delta_X}^{(X)}(\rho) = P_{\vec{a}',\delta_X}^{(X)} \rho P_{\vec{a}',\delta_X}^{(X)} + (I - P_{\vec{a}',\delta_X}^{(X)}) \rho (I - P_{\vec{a}',\delta_X}^{(X)}).
\]

Let \( \mathcal{E}_X' := \mathcal{E}_X' \circ \mathcal{E}_X \) for any unital CPTP map \( \mathcal{E}_X \). Since \( \mathcal{E}_X' \) is a unital CPTP map as well, we have

\[
\hat{\pi}_{\vec{a}',\delta_X}^{(X)} \precsim_m \mathcal{E}_X(\hat{\pi}_{\vec{a},\delta_X}^{(X)}) \precsim_m \mathcal{E}_X(\hat{\pi}_{\vec{a},\delta_X}^{(X)}).
\]

Consequently, all eigenvalues \( p_i \) \( (i = 1, 2, \cdots) \) of \( \mathcal{E}_X(\hat{\pi}_{\vec{a},\delta_X}^{(X)}) \) satisfies

\[
\frac{1}{D_{a,\delta_X}^{(X)}} \geq p_i.
\]

From (35) and (37), we obtain

\[
\frac{1}{D_{a',\delta_X}^{(X)}} \geq \frac{e^{-\delta_s/2}}{D_{a',\delta_X}^{(X)}} \geq p_i.
\]

The distance between \( \mathcal{E}_X(\hat{\pi}_{\vec{a},\delta_X}^{(X)}) \) and \( \hat{\pi}_{\vec{a}',\delta_X}^{(X)} \) is then bounded as follows. Due to the monotonicity of the trace distance, we have

\[
\left\| \mathcal{E}_X(\hat{\pi}_{\vec{a},\delta_X}^{(X)}) - \pi_{\vec{a}',\delta_X}^{(X)} \right\| \geq \left\| \mathcal{E}_X(\hat{\pi}_{\vec{a},\delta_X}^{(X)}) - \hat{\pi}_{\vec{a}',\delta_X}^{(X)} \right\| \geq \frac{1}{2} \sum_{i=1}^{D_{a',\delta_X}^{(X)}} p_i \geq \frac{1}{2} \left\| \mathcal{E}_X(\hat{\pi}_{\vec{a},\delta_X}^{(X)}) - \hat{\pi}_{\vec{a}',\delta_X}^{(X)} \right\| \geq \frac{1}{2} \left( 1 - e^{-\delta_s/2} \right).
\]

Here, we defined \( p_i \) \( (i = 1, \cdots, D_{a',\delta_X}^{(X)}) \) as eigenvalues of \( \mathcal{E}_X(\hat{\pi}_{\vec{a},\delta_X}^{(X)}) \) on the support of \( \hat{\pi}_{\vec{a}',\delta_X}^{(X)} \). Thus we obtain

\[
\left\| \mathcal{E}_X(\hat{\pi}_{\vec{a},\delta_X}^{(X)}) - \hat{\pi}_{\vec{a}',\delta_X}^{(X)} \right\| \geq \frac{1}{3}.
\]

for any sufficiently large \( X \) and any unital CPTP map \( \mathcal{E}_X \), which contradicts (12). Therefore, an adiabatic transformation \( \vec{a} \to a_g \vec{a}' \) is not possible. \( \blacksquare \)

### B. Proof of Theorem 2

We first introduce a generalized adiabatic process.

**Definition 3** Suppose \( \{\delta_X\}_{X \in \Delta}, \{\delta'_X\}_{X \in \Delta} \in \Delta \). An adiabatic transformation \( \vec{a}, \{\delta_X\}_{X \in \Delta} \to_{ad} \vec{a}' \{\delta'_X\}_{X \in \Delta} \) is possible if there exists a set \( \{\mathcal{E}_X\} \) of unital CPTP maps \( \mathcal{E}_X \) on \( \mathcal{S}(\mathcal{H}_X) \) that satisfies

\[
\lim_{n \to \infty} \left\| \mathcal{E}_X(\hat{\pi}_{\vec{a},\delta_X}^{(X)}) - \hat{\pi}_{\vec{a}',\delta'_X}^{(X)} \right\| = 0.
\]

**Definition 2** is then reformulated as follows:

**Definition 2** An adiabatic transformation \( \vec{a} \to a_g \vec{a}' \) is possible if, for any \( \{\delta_X\}_{X \in \Delta} \), there exists another sequence \( \{\delta'_X\}_{X \in \Delta} \) such that an adiabatic transformation \( \vec{a}, \{\delta_X\}_{X \in \Delta} \to_{ad} \vec{a}', \{\delta'_X\}_{X \in \Delta} \) is possible.

Theorem 2 is proved by using the following lemma regarding the possibility and impossibility of generalized adiabatic processes. A proof is given in Appendix 3.

**Lemma 4** Let us define

\[
\mathcal{S}_{\vec{a},\{\delta_X\}} := \lim_{X \to \infty} \frac{1}{X} \bar{S}_B[\vec{a}, \delta_X] \quad (42)
\]

\[
\mathcal{S}_{\vec{a},\{\delta_X\}} := \liminf_{X \to \infty} \frac{1}{X} \bar{S}_B[\vec{a}, \delta_X] \quad (43)
\]
for arbitrary $\tilde{a}$ and $\{\delta_X\} \subseteq X \in \Delta$. Suppose $\{\delta_X\} \subseteq X \in \Delta$. Then, an adiabatic transformation $\tilde{a} \rightarrow (\tilde{a}', \{\delta_X\})$ is possible if $\vec{s}\tilde{a}\{\delta_X\} < \vec{s}\tilde{a}'\{\delta_X\}$. Conversely, an adiabatic transformation $\tilde{a} \rightarrow (\tilde{a}', \{\delta_X\})$ is possible only if $\vec{s}\tilde{a}'\{\delta_X\} \leq \vec{s}\tilde{a}\{\delta_X\}$.

Theorem 2 is then proved as follows.

**Proof of Theorem 2.** The relation (43) is proved as follows. Due to

$$\vec{s}\tilde{a}\{\delta_X\} = \sup_{\{\delta_X\} \subseteq \Delta} \vec{s}\tilde{a}\{\delta_X\},$$

$$\vec{s}\tilde{a}'\{\delta_X\} = \sup_{\{\delta_X\} \subseteq \Delta} \vec{s}\tilde{a}'\{\delta_X\},$$

we have

$$\forall \{\delta_X\} \subseteq X \in \Delta: \vec{s}\tilde{a}\{\delta_X\} \leq \vec{s}\tilde{a}'\{\delta_X\},$$

$$\forall \epsilon > 0, \exists \{\delta_X\} \subseteq X \in \Delta: \vec{s}\tilde{a}'\{\delta_X\} - \epsilon \leq \vec{s}\tilde{a}\{\delta_X\}. \tag{45}$$

By choosing $\epsilon = (\vec{s}\tilde{a}'\{\delta_X\} - \vec{s}\tilde{a}\{\delta_X\})/2 > 0$, it follows that for any $\{\delta_X\} \subseteq X \in \Delta$, there exists $\{\delta_X\}' \subseteq X \in \Delta$ such that

$$\vec{s}\tilde{a}'\{\delta_X\}' \subseteq \vec{s}\tilde{a}\{\delta_X\} \leq \vec{s}\tilde{a}'\{\delta_X\}' \leq \vec{s}\tilde{a}\{\delta_X\}' \leq \vec{s}\tilde{a}\{\delta_X\}. \tag{46}$$

due to Lemma 4. Thus an adiabatic transformation $\tilde{a} \rightarrow a'$ is possible. To prove (46), we assume that $\vec{s}\tilde{a}'\{\delta_X\} > \vec{s}\tilde{a}\{\delta_X\}'$. Equivalently to (45), we have

$$\forall \epsilon > 0, \exists \{\delta_X\} \subseteq X \in \Delta: \vec{s}\tilde{a}'\{\delta_X\} - \epsilon \leq \vec{s}\tilde{a}\{\delta_X\}',$$

$$\forall \{\delta_X\} \subseteq X \in \Delta: \vec{s}\tilde{a}'\{\delta_X\}' \subseteq \vec{s}\tilde{a}\{\delta_X\} \leq \vec{s}\tilde{a}'\{\delta_X\}'. \tag{47}$$

By choosing $\epsilon = (\vec{s}\tilde{a}'\{\delta_X\}' - \vec{s}\tilde{a}\{\delta_X\}')/2 > 0$, we find that there exists $\{\delta_X\} \subseteq X \in \Delta$, such that for any $\{\delta_X\}' \subseteq X \in \Delta$ we have

$$\vec{s}\tilde{a}'\{\delta_X\}' \geq \vec{s}\tilde{a}'\{\delta_X\}' \leq \vec{s}\tilde{a}\{\delta_X\}' \geq \vec{s}\tilde{a}'\{\delta_X\}'. \tag{48}$$

due to Lemma 4. Thus an adiabatic transformation $\tilde{a} \rightarrow a'$ is not possible, which completes the proof.

**VI. CONCLUSION.**

We have proved that the regularized Boltzmann entropy $\vec{s}\tilde{a}$ gives a necessary and sufficient condition for the macroscopic accessibility, in the same way as the thermodynamic entropy $S_{TD}$ does, by formulating adiabatic operations in terms of a “coarse-grained” unitary operations. The result is applicable for any physical system in which $\vec{s}\tilde{a}$ may not exist as a convex and strictly increasing function for each element of $\tilde{a}$. Possibility of an adiabatic transformation is in this case characterized by two functions $\vec{s}\tilde{a}$ and $\vec{s}\tilde{a}'$, not by a single function as in the case of thermodynamic theories.

We also proved that a similar relation holds in general, even for systems in which $\vec{s}\tilde{a}$ may not exist as a convex and strictly increasing function for each element of $\tilde{a}$. Possibility of an adiabatic transformation is in this case characterized by two functions $\vec{s}\tilde{a}$ and $\vec{s}\tilde{a}'$, not by a single function as in the case of thermodynamic theories.

Our method, presented in Definition 2, to formulate possibility of macroscopic transformations in terms coarse-graining, is applicable as well for classes of quantum operations other than unitary operations. To find a class of operations that genuinely described adiabatic operations, and to see whether the same results as Theorem 1 hold for that class, are left as future works.
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Appendix A: Proof of Lemmas 1, 2, 3

Proof of Lemma 1: Because $\delta_X = o(1)$ and $D^{(X)\downarrow}_{\vec{a}}$ is increasing for each element of $\vec{a}$, the following inequality holds for an arbitrary $\epsilon > 0$ and sufficiently large $X$:

$$\frac{1}{X} \log D^{(X)\downarrow}_{\vec{a}(1-\epsilon)} < \frac{1}{X} \log D^{(X)\downarrow}_{\vec{a}(1+\delta X)} < \frac{1}{X} \log D^{(X)\downarrow}_{\vec{a}(1+\epsilon)}.$$  (A1)

Therefore, for an arbitrary $\epsilon > 0$,

$$\hat{S}_B[\vec{a}(1-\epsilon)] \leq \lim \inf \frac{1}{X} \log D^{(X)\downarrow}_{\vec{a}(1+\delta X)} \leq \lim \sup \frac{1}{X} \log D^{(X)\downarrow}_{\vec{a}(1+\delta X)} < \hat{S}_B[\vec{a}(1+\epsilon)]$$  (A2)

holds. Because $\hat{S}_B$ is continuous, Lemma 1 holds.

Proof of Lemma 2: For an arbitrary $\{\delta_X\} \in \Delta$,

$$\frac{1}{X} \log D^{(X)\downarrow}_{\vec{a},\delta_X} = \frac{1}{X} \log(D^{(X)\downarrow}_{\vec{a}(1+\delta X)} - D^{(X)\downarrow}_{\vec{a}(1-\delta X)}) = \frac{1}{X} \log D^{(X)\downarrow}_{\vec{a}(1+\delta X)} + \frac{1}{X} \log \left(1 - \frac{D^{(X)\downarrow}_{\vec{a}(1-\delta X)}}{D^{(X)\downarrow}_{\vec{a}(1+\delta X)}}\right).$$  (A3)

Because of Lemma 1, the first part of the right-hand side converges to $\hat{S}_B[\vec{a}]$ at the limit of $X$. Therefore, we only need to show that the second part converges to 0 for an arbitrary $\{\delta_X\} \in \Delta$ such that $\delta^{(0)}_{X,\vec{a}} < \delta_X$ for a $\{\delta^{(0)}_X\} \in \Delta$. Because $D^{(X)\downarrow}_{\vec{a}}$ is increasing for each element of $\vec{a}$, it is sufficient to show that the second part vanishes for an $\{\delta^{(0)}_X\} \in \Delta$.

For an arbitrary $\vec{a}$, the relation $\frac{1}{X} \log D^{(X)\downarrow}_{\vec{a}} \to \hat{S}_B[\vec{a}]$ holds. Therefore, there exists a function $\gamma_{\vec{a},X}$ satisfying $\lim_{X \to \infty} \gamma_{\vec{a},X} = 0$, and

$$\frac{1}{X} \log D^{(X)\downarrow}_{\vec{a}} = \hat{S}_B[\vec{a}] + \gamma_{\vec{a},X}$$  (A4)

holds. Therefore, we can transform the second part of (A3) as follows:

$$\frac{1}{X} \log(1 - e^{X(\delta_{\vec{a}}(1-\delta X) + \gamma_{\vec{a}(1-\delta X)} - \hat{S}_B[\vec{a}(1+\delta X)] - \gamma_{\vec{a}(1+\delta X)})})$$  (A5)
Because
\[ 0 \geq \frac{1}{X} \log(1 - e^{Xg(X)}) \geq \frac{1}{X} \log(1 - e^{-1/\sqrt{X}}) \to 0 \quad (A6) \]
holds for an arbitrary \( g(X) \leq -\frac{1}{\sqrt{X}} \), we only need to show that
\[ \tilde{S}_B[\tilde{a}(1 - \delta_X)] + \gamma \tilde{a}(1 - \delta_X), X - \tilde{S}_B[\tilde{a}(1 + \delta_X)] - \gamma \tilde{a}(1 + \delta_X), X \leq -\frac{1}{\sqrt{X}} \quad (A7) \]
holds for an array \( \{\delta_{X,\tilde{a}}^{(0)}\} \in \Delta \). Because \( \tilde{S}_B[\tilde{a}] \) is strictly increasing for each element of \( \tilde{a} \), for an arbitrary \( \epsilon > 0 \), there exists \( X_\epsilon > 0 \) such that
\[ \tilde{S}_B[\tilde{a}(1 - \epsilon)] + \gamma \tilde{a}(1 - \epsilon), X - \tilde{S}_B[\tilde{a}(1 + \epsilon)] - \gamma \tilde{a}(1 + \epsilon), X \leq -\frac{1}{\sqrt{X}} \quad (A8) \]
holds for arbitrary \( X > X_\epsilon \). Therefore, the following \( \delta_{X,\tilde{a}}^{(0)} \in \Delta \) satisfies \( (A7) \):
\[ X_1 = X_{\epsilon_1}, \quad (A9) \]
\[ X_m = \max\{X_{\epsilon_m}, X_{m-1} + 1\}, \quad (A10) \]
\[ \delta_{X,\tilde{a}}^{(0)} = \epsilon_m \text{ for } X_{m+1} \geq X \geq X_m \quad (A11) \]
where \( \{\epsilon_m\} \) is an array of positive numbers such that \( \epsilon_m \to m \to \infty 0 \).

**Proof of Lemma 3** We firstly consider the case that \( \mathcal{X}_1 \) is bounded. In this case, we only need to consider \( X \in \mathcal{X}_0 \). By definition, for an arbitrary \( X \in \mathcal{X}_0 \),
\[ \frac{1}{X} \log D^{(X)}_{\tilde{a}(1 - \delta_X)} \leq \frac{1}{X} \log D^{(X)}_{\tilde{a}(1 + \eta_X^{(+))}} \leq \frac{1}{X} \log D^{(X)}_{\tilde{a}(1 + \eta_X^{(-))}} \leq \frac{1}{X} \log D^{(X)}_{\tilde{a}(1 + \delta_X)} \quad (A12) \]
Because of Lemma 1 and \( \tilde{S}_B[\tilde{a}] = \tilde{S}_B[\tilde{a}'] \), the relation \( \frac{1}{X} \log D^{(X)}_{\tilde{a}'(1 + \eta_X^{(\pm))})} \) holds. If \( \eta_X^{(+)} = o(1) \) would not hold, there exists a subsequence of \( \{\eta_X^{(\pm)}\} \) such that \( \eta_X^{(\pm)} = \epsilon + \eta_X^{(\pm)} \) for a real number \( \epsilon \neq 0 \) and \( \tilde{\eta}_X = o(1) \). Because of Lemma 1, the subsequence satisfies \( \frac{1}{X} \log D^{(X)}_{\tilde{a}'(1 + \eta_X^{(\pm))})} \to \tilde{S}_B[\tilde{a}'(1 +\epsilon)] \). It is a contradiction, and therefore \( \eta_X^{(\pm)} = o(1) \) holds. We can show \( \eta_X^{(-)} = o(1) \) in the same manner.

Next, we consider the case where \( \mathcal{X}_1 \) is unbounded. For the part of \( X \in \mathcal{X}_0 \), \( \eta_X^{(+)} = o(1) \) and \( \eta_X^{(-)} = o(1) \) has been shown. Thus we only need to show \( \eta_X^{(+)} = o(1) \) and \( \eta_X^{(-)} = o(1) \) for \( X \in \mathcal{X}_1 \). It is sufficient to show \( \eta_X = o(1) \) for \( X \in \mathcal{X}_1 \).

For \( X \in \mathcal{X}_1 \),
\[ \frac{1}{X} \log D^{(X)}_{\tilde{a}(1 + \eta_X^{(-)})} \leq \frac{1}{X} \log D^{(X)}_{\tilde{a}(1 - \delta_X)} \quad (A13) \]
\[ \frac{1}{X} \log D^{(X)}_{\tilde{a}(1 + \delta_X)} \leq \frac{1}{X} \log D^{(X)}_{\tilde{a}(1 + \eta_X^{(+))}} \leq \frac{1}{X} \log D^{(X)}_{\tilde{a}(1 + \eta_X^{(-))}} \quad (A14) \]
holds, where \( (A13) \) holds because there is no \( \eta \) satisfying \( D^{(X)}_{\tilde{a}(1 - \delta_X)} \leq D^{(X)}_{\tilde{a}(1 + \eta)} \leq D^{(X)}_{\tilde{a}(1 + \delta_X)} \) for \( X \in \mathcal{X}_1 \). If \( \eta_X = o(1) \) would not hold, either
\[ \overline{\eta} := \limsup_{X \to \infty} \eta_X > 0 \quad (A15) \]
or
\[ \underline{\eta} := \liminf_{X \to \infty} \eta_X < 0 \quad (A16) \]
Suppose \( \eta_X = \eta + o(1) \) holds for a subsequence of \( \{ \eta_X \}_{X \in X_1} \), and that \( \eta_X = \overline{\eta} + o(1) \) holds for another subsequence. Because of Lemma 1, for each subsequences, the following relation holds respectively:

\[
\frac{1}{X} \log D^{(X)}_{\tilde{d}'}(1+\eta_X - \overline{\eta}) \rightarrow \tilde{S}_{\mathcal{B}}[\tilde{d}(1 + \overline{\eta})]
\]

\[
\frac{1}{X} \log D^{(X)}_{\tilde{d}'}(1+\eta_X + \overline{\eta}) \rightarrow \tilde{S}_{\mathcal{B}}[\tilde{d}(1 + \eta)]
\]

Therefore, because of (A13) and (A14),

\[
\tilde{S}_{\mathcal{B}}[\tilde{d}'(1 + \overline{\eta})] \leq \tilde{S}_{\mathcal{B}}[\tilde{d'}],
\]

\[
\tilde{S}_{\mathcal{B}}[\tilde{d}'(1 + \eta)] \geq \tilde{S}_{\mathcal{B}}[\tilde{d'}].
\]

Hence we have \( \overline{\eta} = \eta = 0 \). It contradicts the claim that either (A15) or (A16) holds.

**Appendix B: Proof of Lemma 4**

There exists a unital map \( \mathcal{E} \) satisfying \( \mathcal{E}(\rho) = \sigma \), if and only if \( \rho \prec \sigma \) holds, i.e., \( \sigma \) is majorized by \( \rho \) (see [20] for the definition). Thus we prove the first statement of Lemma 4 by showing that if \( \overline{\sigma} < \underline{\sigma} \), we have

\[
\hat{\pi}^{(X)}_{\overline{d}, \overline{\delta}_X} \prec \hat{\pi}^{(X)}_{\underline{d}, \underline{\delta}_X}
\]

for any \( \{ \delta_X \}_{X \in X}, \{ \delta'_X \}_{X \in X} \in \Delta \) and sufficiently large \( X \). Define

\[
\gamma_{\overline{d}, \{ \delta_X \}_{X \in X}} := \max \left\{ \frac{1}{X} S(\hat{\pi}^{(X)}_{\overline{d}, \delta_X}) - \overline{\gamma}_{\overline{d}, \{ \delta_X \}_{X \in X}}, 0 \right\},
\]

\[
\gamma_{\underline{d}, \{ \delta_X \}_{X \in X}} := -\min \left\{ \frac{1}{X} S(\hat{\pi}^{(X)}_{\underline{d}, \delta'_X}) - \underline{\gamma}_{\underline{d}, \{ \delta'_X \}_{X \in X}}, 0 \right\}
\]

for any \( \{ \delta_X \}_{X \in X} \in \Delta \). By definition, we have

\[
\overline{\gamma}_{\overline{d}, \{ \delta_X \}_{X \in X}} \leq \frac{S(\hat{\pi}^{(X)}_{\overline{d}, \delta_X})}{X} \leq \overline{\gamma}_{\overline{d}, \{ \delta_X \}_{X \in X}} + \overline{\gamma}_{\overline{d}, \{ \delta_X \}_{X \in X}}, X
\]

for any \( \overline{d} \) and \( X \), as well as

\[
\lim_{X \rightarrow \infty} \overline{\gamma}_{\overline{d}, \{ \delta_X \}_{X \in X}, X} = \lim_{X \rightarrow \infty} \underline{\gamma}_{\underline{d}, \{ \delta_X \}_{X \in X}, X} = 0
\]

due to the definitions of \( \overline{\gamma}_{\overline{d}, \{ \delta_X \}_{X \in X}} \) and \( \underline{\gamma}_{\underline{d}, \{ \delta_X \}_{X \in X}} \). Hence we have

\[
\frac{1}{X} \log D^{(X)}_{\overline{d}, \delta_X} = \frac{1}{X} S(\hat{\pi}^{(X)}_{\overline{d}, \delta_X}) \leq \overline{\gamma}_{\overline{d}, \{ \delta_X \}_{X \in X}} + \overline{\gamma}_{\overline{d}, \{ \delta_X \}_{X \in X}, X}, X
\]

\[
\frac{1}{X} \log D^{(X)}_{\overline{d}', \delta'_X} = \frac{1}{X} S(\hat{\pi}^{(X)}_{\overline{d}', \delta'_X}) \geq \underline{\gamma}_{\overline{d}', \{ \delta'_X \}_{X \in X}} - \overline{\gamma}_{\overline{d}', \{ \delta'_X \}_{X \in X}, X}, X
\]

which leads to

\[
\frac{1}{n} \log D^{(X)}_{\overline{d}', \delta'_X} - \frac{1}{n} \log D^{(X)}_{\overline{d}, \delta_X} \geq (\overline{\gamma}_{\overline{d}', \{ \delta'_X \}_{X \in X}} - \overline{\gamma}_{\overline{d}, \{ \delta_X \}_{X \in X}}) - (\underline{\gamma}_{\overline{d}', \{ \delta'_X \}_{X \in X, n}} + \overline{\gamma}_{\overline{d}, \{ \delta_X \}_{X \in X, X}}).
\]

Suppose \( \overline{\gamma}_{\overline{d}, \{ \delta_X \}_{X \in X}} < \overline{\gamma}_{\overline{d}', \{ \delta'_X \}_{X \in X}} \). Due to (B3) and (B4), we have

\[
\log D^{(X)}_{\overline{d}', \delta'_X} - \log D^{(X)}_{\overline{d}, \delta_X} \geq 0
\]
for any sufficiently large \( n \), which implies (B1). This completes the proof of the first part of Theorem 2.

We prove the second statement by showing that an adiabatic transformation \((a, \{\delta_X\}_{X \in X}) \rightarrow_{ad} (a', \{\delta'_X\}_{X \in X})\) is not possible if \( \delta s := s_{a', \delta'_X}_{X \in X} - \pi_{a', \delta'_X}_{X \in X} > 0 \). From (B2), we have

\[
\frac{1}{n} \log D(\tilde{\pi}^{(X)}_{a, \delta_X}) - \frac{1}{X} \log D(\tilde{\pi}^{(X)}_{a', \delta'_X}) = \frac{1}{n} S(\tilde{\pi}^{(X)}_{a, \delta_X}) - \frac{1}{X} S(\tilde{\pi}^{(X)}_{a', \delta'_X}) \\
\geq (s_{a, \delta_X}_{X \in X} - s_{a', \delta'_X}_{X \in X}) - (s_{a', \delta'_X}_{X \in X}) \cdot n + (\gamma_{a', \delta'_X}_{X \in X}) \cdot n \\
= \delta s - \tilde{\gamma}_X
\]

for any \( X \), where we defined \( \tilde{\gamma}_X := \gamma_{a, \delta_X}_{X \in X} + \gamma_{a', \delta'_X}_{X \in X} \). Hence we obtain

\[
\frac{1}{D(\tilde{\pi}^{(X)}_{a, \delta_X})} > e^{-X \delta s / 2} D(\tilde{\pi}^{(X)}_{a', \delta'_X}) \geq \frac{1}{D(\tilde{\pi}^{(X)}_{a, \delta_X})}
\]

for any sufficiently large \( n \). Note that \( \lim_{n \to \infty} \tilde{\gamma}_X = 0 \) from (B3). Therefore, as proved in Section V A, we have (40) for any sufficiently large \( n \) and any unital CPTP map \( E_X \). This contradicts Condition (41), which implies that an adiabatic transformation \((a, \delta_X) \rightarrow_{ad} (a', \delta'_X)\) is not possible. \[\square\]