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Abstract

We propose a tree-based algorithm for classification and regression problems in the context of functional data analysis, which allows to leverage representation learning and multiple splitting rules at the node level, reducing generalization error while retaining the interpretability of a tree. This is achieved by learning a weighted functional $L^2$ space by means of constrained convex optimization, which is then used to extract multiple weighted integral features from the input functions, in order to determine the binary split for each internal node of the tree. The approach is designed to manage multiple functional inputs and/or outputs, by defining suitable splitting rules and loss functions that can depend on the specific problem and can also be combined with scalar and categorical data, as the tree is grown with the original greedy CART algorithm. We focus on the case of scalar-valued functional inputs defined on unidimensional domains and illustrate the effectiveness of our method in both classification and regression tasks, through a simulation study and four real world applications.

1 Introduction

The idea of making predictions using hierarchical, binary if-else decision rules is naturally appealing to rational human agents, as it mimics our way of thinking on a simplified and abstract level. This is also reflected in the way we program our machines, where most programming languages make use of some type of conditional branching. In the artificial intelligence community, human defined rules where used to build expert systems that where able to leverage large knowledge
bases, with the objective to aid or even replace decision makers. With the increase in computational power, memory capacity and data collection, it became clear that the approach of learning those rules was far superior than designing them. A major contribution in this direction, was the introduction of decision tree learning, and in particular the classification and regression trees (CART) algorithm (Breiman et al., 1984), which sprouted a whole new literature on tree-based methods in machine learning. The success of the CART framework was mainly driven by its flexibility and interpretability, as it provided a non-parametric tool with nonlinear decision boundaries for both classification and regression problems, which was also able to handle categorical and numerical variables, while at the same time retaining the intuition of binary splitting rules. From the generalization perspective, CART always suffered from instability issues, where small variations in the input data could lead to inconsistent predictions. Successful techniques like bagging (Breiman, 1996), random forest (RF) (Breiman, 2001) and gradient boosted trees (GBT) (Friedman, 2001) were introduced to reduce variance and bias, improving performance at the expenses of interpretability.

In the last decade, data has become more complex and new tools are needed to extract meaningful and reliable information from it. When sample sizes are large and the focus is on prediction, deep learning (DL) has proven to be the best approach, with an overwhelming success in multiple applications that deal with complex data types, like computer vision and natural language processing. Thanks to their scalable and modular architectures, DL methods are able to exploit huge sample sizes to learn representations that capture the inner structure of these data and generalize well in different settings. However, when data is scarce and interpretability is sought after, DL is not an option and we need an additional modeling effort to be able to handle complex data. Functional Data Analysis (FDA) can be seen as a data model for smooth and high dimensional data, which often arises in applications where high-frequency sampling devices are involved, like in electrical engineering, chemometrics and in the biomedical field. The typical instance of functional data is a scalar quantity measured in time, but in general we are dealing with multidimensional objects defined on multidimensional domains, like RGB images or volumes. From a practical standpoint, functional data is clearly discrete and finite dimensional, as it is collected by sensors and stored in memory. This however should not preclude the opportunity to take advantage of the continuous nature of the phenomena that generate these data, like in the case of physical quantities. A naive approach is to look at the raw data as p evaluations of a function on a discretized grid over the domain, which does not take into account the fact that different samples could have been generated by grids with different spacing, even if they have the same number of points p. Also, there could be multiple missing values and each evaluation could be affected by noise induced by the sensors used for collecting the data, including small time discrepancies between different readings. Therefore, the true underlying functions are expressed as a finite basis expansion and are usually recovered by means of smoothing or functional principal components, depending on the application and on the amount of missing values. Another
common practice is to align the input functions to further reduce the phase variability and retain only the information given by the amplitude variability (Sangalli et al., 2010). Once the basis and/or the coefficients are estimated in this preprocessing step, the functions are evaluated on the same dense grid and known multivariate methods are employed for the numerical estimation of a classifier/regressor, with the limitations imposed by the intrinsic high dimensionality, which are not only related to model fitting and generalization error. In the case of CART, it is well known that in high dimensions the resulting trees can be prohibitively complex for any intuitive and significant interpretation, not only for the excessive height of the trees, as in some cases an intricate prediction rule may be considered more plausible (Furnkranz et al., 2020), but especially for the difficulty of assigning a clear meaning to each split, defeating one of the main advantages of the method. Even in the case of axis-parallel splits, if for instance we consider a classification tree that has been trained on dense spectrometric input data, it may be contrived to justify selecting a specific wavelength as the splitting variable, while at the same time binning the domain in arbitrary subintervals may be too simplistic. In the FDA literature, much attention has been devoted to linear models, dimensionality reduction and inference (Ramsay and Silverman, 2005; Horváth and Kokoszka, 2012). Regarding supervised learning, nonparametric methods with functional covariates have also been studied extensively (Ferraty and Vieu, 2006), often in conjunction with other approaches like SVMs (Rossi and Villa, 2006), domain segmentation (Li and Yu, 2008) and distance learning (Alonso et al., 2012; Galeano et al., 2015). In the case of tree-based methods, most works focus either on functional inputs or responses, as the two aspects are in general decoupled, given that the response is related to the specific loss function for the task. The problem of dealing with functional covariates is often tackled by splitting each node with respect to the distance from a chosen template function, and we will discuss this more in detail in the next section. As data belongs to an infinite dimensional functional Hilbert space, rather than treating it as multiple evaluations over a dense grid, another approach is to consider each function as a whole unit (Epifanio, 2008). This opens up the possibility of extracting global information from the functions and their derivatives, like integral features, without relying exclusively on the pointwise evaluations, which are high dimensional and could be affected by measurement error or extreme fluctuations of the underlying phenomena, as the true functions are never available but are always recovered through some estimation process. Following this approach, we focus on problems with with functional inputs and introduce a tree-based algorithm that extends the standard CART algorithm to deal with (multiple) functional covariates, with the objective of improving both prediction and interpretability, while at the same time keeping all the advantages of decision trees, like the option of including other categorical/scalar covariates, different pruning schemes and the choice of any loss function. This is achieved by learning multiple weight functions for each internal node, inducing a set of measures that are used to extract multiple integral features from the input data, effectively learning representations that are weighted $L^2$ spaces, as we will elaborate in section three. Finally, in section
four we will analyze the performance in classification and regression problems with both simulations and real world applications.

2 Related Work

Starting from the early works that appeared more than three decades ago (Breiman et al., 1984; Quinlan, 1986), the literature about classification and regression trees has kept growing and these methods are still relevant nowadays, with developments that encompass multiple elements of the framework. In this section, we will focus on the three main aspects that we think are at the core of tree-based learning, in order to highlight the differences with respect to our proposal. It is clear that while presented separately, all three aspects are related to each other in many different ways, and we do not aim to provide an exhaustive analysis of the subject.

2.1 Training

The first aspect is the training process, which is related to the size and the architecture of the tree, that has to be controlled through hyperparameter optimization and/or model search. The original CART uses a greedy algorithm that is based on locally optimal binary partitions of the input space. This allows to avoid fixing a priori the height of the tree, which is restricted by means of pruning, either while growing the tree (pre-pruning) or after the tree has been fully grown (post-pruning). Empirical evidence shows that pre-pruning often leads to simpler trees with the same accuracy as post-pruned ones (Martin, 1997), where a typical approach is to control the growth of the tree by either limiting the maximum height or by fixing the minimum number of elements in a leaf. Permutation tests have also been used as an unbiased stopping criteria (Hothorn et al., 2006), with a p-value threshold as the hyperparameter to tune. If instead we accept to fix the height of the tree a priori, alternative approaches have been proposed in which the tree is trained for global optimality with different algorithms, like expectation maximization (Jordan and Jacobs, 1994), stochastic gradient descent with backpropagation (Norouzi et al., 2015; Kontschieder et al., 2015) or by solving a mixed integer optimization problem (Bertsimas and Dunn, 2017). In the case of our proposed method, the tree is trained with the traditional greedy algorithm, which also depends on the weight functions that are learned for each internal node. Regarding this aspect, our method can be seen as a generalization of the original CART, as it does not prevent the usage of the univariate and multivariate splitting rules that are known in the literature, nor it forces the employment of any specific stopping or pruning scheme, while adding the option to deal with functional data at the node level without relying exclusively on the single evaluations.
2.2 Node Splitting

The second and most discussed aspect is how to perform the split inside a single node, which comprises both the problems of selecting a suitable splitting variable and computing the split itself. While CART is mostly known for axis parallel splits, which selects a single variable and therefore limits the shape of the decision boundary that can be learned, the original algorithm already allowed for oblique splits (CART-LC), by splitting with respect to a linear combination of the input features that was computed with an heuristic based on deterministic coordinate search. In the following years, multiple approaches have been proposed to find good and possibly sparse oblique split, including recursive least squares with feature elimination (Brodley and Utgoff, 1995), stochastic global optimization (Heath et al., 1993; Murthy et al., 1994; Cantú-Paz and Kamath, 2003) and GLMs (Gama, 2004). Other works focused exclusively on classification, inducing the splitting rule by the use of linear programming and SVMs (Bennett and Mangasarian, 1992; Bennett et al., 2000; Tibshirani and Hastie, 2007), logistic regression (Landwehr et al., 2005), budget-aware classifier (Liu and Tsang, 2017) and different types of discriminant analysis (Loh and Vanichsetakul, 1988; Gama, 1999). A known issue of CART is the one of selection bias, where variables with many possible splitting values are preferred during the selection process, favouring categorical variables and variables with fewer missing values. Therefore, the problem of unbiased split variable selection has been tackled by means of statistical hypothesis testing for both classification (Loh and Shih, 1997; Kim and Loh, 2001; Strobl et al., 2007; Loh, 2009) and regression (Loh, 2002) trees, where the splitting variable with the lowest p-value is chosen, and then the split can be computed with any given approach. In the context of time series and FDA, most of the attention has been devoted to classification with one functional input, where for each internal node of the tree, one or more template functions are chosen and then a univariate split is performed with respect to the distance from such functions. The selection of the template functions has been implemented using exhaustive search (Yamada et al., 2003; Douzal-Chouakria and Amblard, 2012), binary clustering (Yamada et al., 2003; Balakrishnan and Madigan, 2006) or by taking the mean function by class (Möller and Gertheiss, 2018). This template technique has also been used together with recursive binary domain segmentation and multiple distance metrics (Douzal-Chouakria and Amblard, 2012). The domain segmentation approach has further been used in a RF fashion for classification and regression with one functional input (Möller et al., 2016), where each tree of the forest is a standard CART that is fitted on a different preprocessed bootstrap subset of the inputs. This preprocessing step consists in randomizing a set of possibly overlapping intervals over the domain of the functions and taking the mean of the functions over these intervals, which is not related to the fact that the classifiers are trees and could be used in conjunction with other ensemble methods. We propose a node splitting procedure that can be used for both classification and regression, which is based on locally learning a weighted $L^2$ space by means of constrained convex optimization, that allows to extract multiple linear and
nonlinear weighted integral features from the input functions. The concept of node-wise representation learning is not new, as there are works in computer vision that train a multilayer perceptron for each node of the tree (Bulò and Kontschieder [2014] Kontschieder et al. [2015]). While a deep neural network learns a hierarchical and nonlinear representation of the input data, our representations are linear and not hierarchical and we need to specify the features that we want to extract for each node. For this reason, this can be seen as a model-based way of learning representations, which may lack the expressive power of more abstract ones, but has the advantage of retaining the interpretability, since the learned weight function is a measure of importance of the subsets of the domain of the input functions, and the extracted features can be nonlinear and have a clear mathematical meaning. Moreover, while the focus of this work is on the splitting rules for functional data, it is worth to note that as our rule fits in the original CART framework, in principle one could implement our approach to deal with the functional covariates, mapping each function to a real value, while at the same time including any other data source like categorical variables. This would introduce again the problem of biased variable selection, which in turn can be solved by resorting to any of the selection rules based on statistical hypothesis testing.

2.3 Input and Response Data

The third aspect is the type of task that the tree can solve and therefore the nature of the input and response data. The original CART is suited for both classification and regression problems with multivariate and categorical input data, and it has been extended to multivariate regression (Segal [1992]), longitudinal responses (Loh and Zheng [2013] Pandey et al. [2017]) and other regression methods in the leaves (Torgo [1997]), multitask learning (Caruana [1997] Zhang 1998 Noh et al. [2004] Lee and Shih [2006]) with hierarchical labels (Vens et al. 2008), high label dimensionality (Liu and Tsang [2017]) and responses in the form of class probabilities (Smyth et al. [1995]). In the case of a single response that is a probability density function, the purity of the split has been evaluated by computing the sum of the f-divergences between the responses that correspond to the inputs in the left and right nodes (Nerini and Ghattas 2007), while smoothing and principal component analysis have been used to reduce the dimensionality of the response as a preprocessing step (Yu and Lambert 1999). Tree-based methods have also been employed for conditional quantile estimation (Chaudhuri and Loh 2002) and conditional density estimation (Cousins and Riodato 2019). As previously noted, the objective of this work is to introduce a splitting approach for functional inputs in the context of the original CART algorithm, without specific attention to the type of response or any additional categorical and/or scalar data. In particular, we focus on the case of (multiple) scalar-valued functional covariates defined on a one-dimensional domain, but in principle our approach could be extended and tailored to specific applications with more complex data, like vector-valued functions defined on multidimensional domains.
3 The Measure Inducing CART

In this section, we describe our method with respect to functional data, but in general it can be applied to any Hilbert data, like in the usual multivariate case. The way our tree is trained is by recursive binary splitting of the input space, as in the original CART. For this reason, we will focus on the node splitting procedure. Regarding pruning, we control the growth of the tree by limiting the minimum number of elements in a leaf, without any post pruning technique like cost complexity pruning and weakest link pruning. This is just an implementation choice and we are not restricted to the use of any particular pruning technique. In order to underline the differences with the functional case and establish notation, we briefly recall the multivariate CART algorithm for splitting a node.

Let \( D = \{(x_i, y_i)\}_{i=1}^N \) be the training set with \( x_i \in \mathbb{R}^p \) and \( y_i \in \{1,...,K\} \) for classification or \( y_i \in \mathbb{R} \) for regression. Let \( j = 1,...,p \) and \( s \in \mathbb{R} \) a splitting threshold, split the input space into two subregions such that

\[
R_1(j, s) = \{x | x_j \leq s\} \quad R_2(j, s) = \{x | x_j > s\}
\]

where \( j \) and \( s \) are chosen by solving the following optimization problem:

\[
\min_{j, s} \left[ \mathcal{L}(R_1(j, s)) + \mathcal{L}(R_2(j, s)) \right]
\]  

and \( \mathcal{L} \) is the loss function of the node which depends on the task, for example gini index for classification and mean-square error for regression. To compute the optimal regions \( R_1(j^*, s^*) \) and \( R_2(j^*, s^*) \), we can find \( j^* \) and \( s^* \) by enumerating through the features for \( j = 1,...,p \) and through the the splits \( s_i = x_{ij} \) for \( i = 1,...,N \), evaluating the loss function for each couple \((j, s_i)\) and selecting the one with the lowest value of the loss. Problem (1) can be solved in \( O(pN) \) time, assuming that for each \( j \) the splits \( s_i \) have been presorted before fitting the tree, which can be done in \( O(pN\log N) \), and also that the cost of evaluating the loss function is \( O(N) \), which holds for the most common losses used in both classification and regression. The overall cost of fitting a balanced tree is \( O(pN\log N) \), while in the general case of unbalanced trees it becomes \( O(pN^2) \) \cite{Hastie2009}.

When the input data belongs to a functional Hilbert space, like the \( L^2 \) space of square integrable functions, the multivariate approach of splitting the node by iterating through all the \( p \) dimensions cannot be used directly, as we first need a preprocessing step in order to estimate the true functions and evaluate them on the same \( p \)-dimensional grid. In particular, we express \( x \in L^2(I) \) as a finite expansion on a suitable basis \( x(t) = \sum_{j=1}^J \xi_j \psi_j(t) \), where the coefficients \( \xi_j \), the basis functions \( \psi_j \) and the number of basis \( J \) are estimated from the raw data. If the number of missing values is not excessive, each function can be recovered individually by fixing a basis or using free knots regression splines.
Otherwise, mixed-effects models (James et al., 2000) or local smoothing (Yao et al., 2005) can be used with functional principal components in order to augment each individual sample with dataset-wide information, compensating for the unobserved parts of the domain of the individual sample. Regardless of the estimation approach that is chosen, this is already a viable option that properly manages the problems of noise and missing values, but it’s not directly tied to the CART algorithm. While this decoupling can be beneficial in some cases, a tighter integration with the classification/regression methods could lead to better generalization. The tree structure is a natural candidate for this effort, as it is composed of multiple simple elements (the nodes), but at the same time allows for extreme flexibility in dealing with different types of inputs and responses (different splitting rules and loss functions). While a straightforward approach could be repeating smoothing and/or alignment in each node, this would not alleviate the issues related to high dimensional splits and interpretability. Following the idea of looking at the single functional sample as a whole unit, we recover the input functions once before fitting the tree, and instead propose a splitting rule that acts as a variable selection mechanism over subsets of the domain, avoiding to rely exclusively on the single evaluations and therefore reducing the number of splitting dimensions. In particular, by means of functional linear/logistic regression, we estimate multiple data-driven measures that will be used to compute a set of weighted integral features for each input function, with the tree splitting process that is based on such features instead of the single evaluations. As the infinite dimensional functional linear model is ill posed, we adopt the approach of fixing a rich enough basis with a suitable penalty as an identifiability constraint (Cardot et al., 2003, 2007; Crambes et al., 2009; Yuan and Cai, 2010). In particular, we employ the following simple grid basis for the weight function $w$ inside each node:

$$w(t) = \sum_{j=1}^{p} w_j \phi_j(t)$$

$$\phi_j(t) = \begin{cases} 
1 & \text{if } \frac{j-1}{p} < t \leq \frac{j}{p} \\
0 & \text{otherwise}
\end{cases}$$

where $p$ is the length of the estimation grid of the smoothed inputs and is fixed before fitting the tree. Consider the training set $D = \{(x_i, y_i)\}_{i=1}^{N}$ with random functions $x_i \in L^2(I)$ and responses $y_i \in \{1,..,K\}$ for classification or $y_i \in \mathbb{R}$ for regression. Let $w : I \rightarrow \mathbb{R}$ be a weight function and let $s \in \mathbb{R}$ be a splitting threshold. Let $f : L^2(I) \rightarrow \mathbb{R}$ be a feature extractor chosen from a predefined set $\{f_1,..,f_M\}$. Split the input space into two subregions

$$R_1^f(w, s) = \{x | f(x, w) \leq s\} \quad R_2^f(w, s) = \{x | f(x, w) > s\}$$

that are chosen by solving the following optimization problem:

$$\min_{f,w,s} \left[ \mathcal{L}(R_1^f(w, s)) + \mathcal{L}(R_2^f(w, s)) \right] \quad (2)$$
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where $L$ is the loss function of the node which depends on the task (classification or regression). There is no restriction on the number of splitting rules that can be used, as one can always iterate through $M$ feature extractors and choose the corresponding rule that results in the best split with respect to the purity criteria of the node. Moreover, the splitting rules can also depend on the task and on the nature of the input data, like in the presence of any combination of categorical, numerical or functional inputs. Motivated by FDA, we propose the following splitting rules for both classification and regression with one functional input:

$$R^\mu_1(w, s) = \{x : \frac{1}{\|I\|} \int_I x(t) w(t) dt \leq s\}$$

$$R^\mu_2(w, s) = \{x : \frac{1}{\|I\|} \int_I x(t) w(t) dt > s\}$$

$$R^\sigma_1(w, s) = \{x : \frac{1}{\|I\|} \int_I (x(t) - \bar{x})^2 w(t) dt \leq s\}$$

$$R^\sigma_2(w, s) = \{x : \frac{1}{\|I\|} \int_I (x(t) - \bar{x})^2 w(t) dt > s\}$$

$$R^{\cos \theta}_1(w, s) = \{x : \rho_w(x, \bar{x}_{\text{node}}) \leq s\}$$

$$R^{\cos \theta}_2(w, s) = \{x : \rho_w(x, \bar{x}_{\text{node}}) > s\}$$

where $\bar{x} \in \mathbb{R}$ is the mean of the function $x \in L^2(I)$ with respect to the measure induced by $w$, so that the first rule splits the node depending on the weighted mean of the function over its domain, while the second rule splits the node with respect to the function’s weighted variance over the domain. The third rule is based on the weighted functional cosine similarity

$$\rho_w(x, z) = \frac{\int_I x(t)z(t) w(t) dt}{\sqrt{\int_I x^2(t) w(t) dt} \sqrt{\int_I z^2(t) w(t) dt}}$$

with $\bar{x}_{\text{node}} \in L^2(I)$ being the mean function over the functions in the current node of the tree. In the case of classification with $K$ classes, we add $K$ additional cosine splitting rules, by taking $\bar{x}_k \in L^2(I)$ as the mean function of the class $k$ inside the current node, instead of $\bar{x}_{\text{node}}$. Regardless of the splitting rule(s) that we choose to use, the objective function of Problem (2) is nonconvex and piecewise constant. For a given $w$, we can solve this problem by enumeration as in the original CART, by computing the splitting thresholds $s_i = f(x_i, w)$ for $i = 1, \ldots, N$, $f \in \{f_1, \ldots, f_M\}$ and choosing the split with the highest purity. However, minimizing with respect to $w$ yields a global optimization problem, as it involves finding the optimal oblique split. Given the greedy nature of the tree building procedure, we might not need to find a solution that is close to the true unknown global optimum of the node. Nevertheless, solving this problem with a derivative free approach is computationally prohibitive, especially for deeper trees. To avoid solving Problem (2) directly, we propose to learn the weight function first and then compute the optimal weighted split for the current node. This means that each node of the tree will be associated with a data-driven
weighted $L^2$ space, where the weight function that induces the measure of the space is learned in a supervised fashion, and such (possibly signed) measure is used to compute the integral features that will determine the optimal splitting threshold. As for the $M$ feature extractors $\{f_1, ..., f_M\}$, there is no restriction on the number of weight functions $\{w_1, ..., w_D\}$ that we can compute in each node, as the optimal one will be selected by iterating over all the $MD$ combinations in Problem (7). It is known that sign constraints can be a powerful tool in linear models (Meinshausen [2013] Shlens and Hein [2013]), and for this reason we choose to learn three distinct weight functions $\{w_{pos}, w_{neg}, w_{sgn}\}$, with positive, negative and no sign constraints, by solving three convex optimization problems that differ by their respective set of constraints. For the task of classification, we solve the following problem:

$$\min_{w_0, w} \sum_{i=1}^{N_{node}} \left[ y_i \left( w_0 + \int_I x_i(t)w(t)dt \right) - \ln \left( 1 + e^{w_0 + \int_I x_i(t)w(t)dt} \right) \right] + \lambda \int_I w^2(t)dt \quad (3)$$

s.t. $\int_I w(t)dt = |I|$ or $\begin{cases} \int_I w(t)dt = |I| \\ w(t) \geq 0 \end{cases}$ or $\begin{cases} \int_I w(t)dt = -|I| \\ w(t) \leq 0 \end{cases}$

where $w_0 \in \mathbb{R}$ is the intercept, $N_{node}$ is the number of curves in the current node and $y_i \in \{0, 1\}$ is the binary class label. For multiclass classification with $K$ classes, we select the modal class inside the node and relabel the data as in a one-versus-rest (OvR) setting, but only for the purpose of this problem. Note that we do not resort to the standard OvR scheme of solving $K-1$ problems, as we do not use the linear model for making predictions, but only for learning the weight function of the space, with the tree splitting mechanism that provides for class discrimination. While it is true that solving all the $K-1$ problems could lead to better splits and therefore purer nodes at shallower depths, this would further increase the computational burden, without any guarantee of global optimality for the fully grown tree. The hyperparameter $\lambda \geq 0$ that controls the amount of shrinkage is selected by cross-validation, and in our implementation it is set before fitting the tree, while in principle one could select the optimal one inside each node, without any guarantee that this would increase generalization.

In order to have a meaningful comparison between the different regions of the domain, the input curves are standardized over the whole dataset, again only for this step. Analogously, for the task of regression we solve:

$$\min_{w_0, w} \sum_{i=1}^{N_{node}} \left[ y_i - w_0 - \int_I x_i(t)w(t)dt \right]^2 + \lambda \int_I w^2(t)dt \quad (4)$$
\[
\begin{align*}
\text{s. t. } & \int_I w(t) dt = |I| \quad \text{or} \quad \begin{cases} 
\int_I w(t) dt = |I| \\
w(t) \geq 0 
\end{cases} \quad \text{or} \quad \begin{cases} 
\int_I w(t) dt = -|I| \\
w(t) \leq 0 
\end{cases}
\end{align*}
\]

with \( y_i \in \mathbb{R} \). Therefore, the difference between Problems (3) and (4) is in the first term of the objective function, which is either a functional logistic loss or a functional ordinary least squares. In the context of FDA, the usual choice is often a roughness penalty rather than the ridge penalty that we employ, as the intent is to estimate a smoother linear model. However, we do not employ these models to directly perform the split, but rather use them to learn the measure associated with the weighted \( L^2 \) space of the node, with the sets of constraints that are such that \( \mu(I) = \nu(I) \), with \( \mu \) the Lebesgue measure and \( \nu \) the measure induced by the resulting weight function. In particular, the weight function has to be positive in order to define a weighted \( L^2 \) space and have statistically well posed feature extractors \( f_m \). For this reason, we take the absolute value of the weight function \( w_{\text{neg}} \), which does not change the relative importance of the different parts of the domain \( I \). Unfortunately, this interpretation breaks down in the case of the signed measure \( w_{\text{sgn}} \), where the weighted cosine similarity is not defined, but we still retain the first two splitting rules, which are both linear models. Without solving an additional optimization problem, we also include the uniform weight function in order to extract the unweighted features, as in principle there is no guarantee that the learned representations will be beneficial. On a side note, the type of penalty in the optimization problem could either be treated as an hyperparameter to be selected by cross-validation, or multiple penalties could be included inside each node, further increasing the number of learned weight functions \( D \), together with the training time. Overall, our approach could be seen as an oblique tree where the linear combination determines the regions of the domain \( I \) that are most informative with respect to the task, and the splitting values are obtained as a weighted function of the input curves. Another analogy could be drawn with neural networks, as our approach is also similar to having a single neuron for each node of the tree, with one of the feature extractors as the adaptively chosen activation function.

From the computational standpoint, suppose that the true input functions have been estimated and the evaluation grid is of length \( p \). For each node of the tree, we first need to solve either Problem (3) for classification or Problem (4) for regression, once for each of the \( D \) sets of constraints. Both problems are convex with linear equality and inequality constraints and can be solved with interior point methods in \( O(\sqrt{p}) \) iterations \( \text{(Gondzio, 2012)} \), using Newton’s method at a cost of \( O(p^3) \) for a single iteration. To compute the split, for each of the \( D \) resulting weight functions (\( D + 1 \) if we include the uniform one), we first need to compute the \( M \) weighted features for the \( N_{\text{node}} \) curves in the current node at a cost of \( O(pDMN) \), and then we solve Problem (2), by sorting the splits in \( O(DMN \log N) \) time and finding the optimal one in \( O(DMN) \), again assuming that the loss function can be evaluated in \( O(N) \). As the splits depend on the current \( w_d \) in each node, we cannot pre-sort them once before fitting the tree. Given that the number of features \( M \) and the number of weight functions \( D \)
are independent from $p$ and $N$ (and usually much smaller), the asymptotic cost of splitting a single node is $O(N \log N + p^{3.5})$. In the case of balanced trees, the asymptotic cost of fitting a tree is $O(N \log^2 N + p^{3.5} \log N)$, which becomes $O(N^2 \log N + Np^{3.5})$ in the unbalanced case.

4 Experimental Results

In the following sections, we show a classification simulation study with two functional covariates and multiple real world applications for both multiclass classification and regression. In order to validate the performance of our approach ($\mu$CART), we compare it against known tree-based methods like CART, RF and GBT. For datasets that are not pre-smoothed, we recover the true functions by means of free knots regression splines and evaluate them on the same $p$-dimensional equispaced grid. This preprocessing step is a standard practice in FDA and is shared between all methods, allowing for a meaningful comparison. Moreover, we also test CART, RF and GBT with an additional preprocessing approach (FE), which consists in extracting the same features that we implement in our nodes, with the objective of showing the effectiveness of learning node-wise representations. The code has been implemented in python3 and all the known methods and cross-validation routines rely on Scikit-learn [Pedregosa et al., 2011]. The optimization problems have been modeled with Pyomo [Hart et al., 2017] and solved with Ipopt [Wächter and Biegler, 2006]. All the computation has been done on a desktop CPU with 4 cores at 4.4GHz and 16GB of RAM.

4.1 Classification

For the task of classification, we first show a synthetic problem with two functional covariates and class membership that depends on their shape in a subset of the domain. The second case study deals with infrared spectra classification for product authentication in chemometrics, while the third application is from the medical field and is about (multiclass) disease classification from gut microbiota. The growth of all trees is controlled by limiting the minimum number of samples required to be at a leaf node, with Gini index as the function to measure the quality of the split for CART, $\mu$CART and RF, while for GBT the loss function is the deviance and the quality of the split is measured by the improved least squares criterion [Friedman, 2001]. The number of trees for the ensemble methods has been fixed to 150, while for RF in particular, the bootstrap sampling is class balanced and the maximum number of features is chosen adaptively between $\{all, log, sqrt\}$. For all case studies, we report the accuracy on the test set with the corresponding standard deviation, averaged over five random repetitions (only one for the simulation) of 5-fold cross-validation and 3-fold cross-validation for grid search hyperparameter optimization. Moreover, we also report the average tree height over the folds but only for $\mu$CART and CART, as the other methods are not easily interpretable and the mean tree
height of an ensemble of trees is arguably not as informative.

### 4.1.1 Simulation Study

This simulation is a binary classification problem with two functional covariates, in which the information to discriminate between the classes is localized in the first part of the domain of the first covariate, while the second one is not informative, as shown in Figure 1. Let $i = 1, \ldots, N$ with $N$ the sample size (each sample is a curve) and let $j = 1, \ldots, p$ with $p$ the number of points of the discrete evaluation grid over the domain. Regarding the first covariate, the base functional model is a sine curve evaluated in $t_j \in [0, 2\pi]$, with a curve dependent amplitude term $b_{1i} \sim \mathcal{N}(0, 1)$ and a curve dependent phase term $\phi_{1i} \sim \mathcal{N}(0, \frac{\pi}{75})$. For $t_j \in (\frac{3}{8}\pi - \phi_{1i}, \frac{5}{8}\pi - \phi_{1i})$, we add to the base model another sine that is multiplied by a curve dependent term $\alpha_i \sim \mathcal{N}(0, 0.3)$, with the sign of $\alpha_i$ determining the class. The second covariate is a cosine evaluated in $t_j \in [0, 2\pi]$, with a curve dependent amplitude term $b_{2i} \sim \mathcal{N}(0, 1)$ and a curve dependent phase term $\phi_{2i} \sim \mathcal{N}(0, \frac{\pi}{75})$, but no information on the class membership. The simulation has been repeated with $N = \{100, 150, 200\}$ and the functions have been evaluated in $p = 200$ linearly spaced points in $[0, 2\pi]$.

\[
\begin{align*}
  y_i &= \text{sgn}(\alpha_i) \\
  x_{1i}(t_j) &= b_{1i} + \sin(t_j + \phi_{1i}), \\
  x_{1i}(t_j) &= b_{1i} + \sin(t_j + \phi_{1i}) + \alpha_i \sin(8(t_j + \phi_{1i})), \\
  x_{2i}(t_j) &= b_{2i} + \cos(t_j + \phi_{2i}), \\
  &\quad \text{Let } i = 1, \ldots, N \text{ with } N \text{ the sample size (each sample is a curve) and let } j = 1, \ldots, p \text{ with } p \text{ the number of points of the discrete evaluation grid over the domain. Regarding the first covariate, the base functional model is a sine curve evaluated in } t_j \in [0, 2\pi], \text{ with a curve dependent amplitude term } b_{1i} \sim \mathcal{N}(0, 1) \text{ and a curve dependent phase term } \phi_{1i} \sim \mathcal{N}(0, \frac{\pi}{75}). \text{ For } t_j \in (\frac{3}{8}\pi - \phi_{1i}, \frac{5}{8}\pi - \phi_{1i}), \text{ we add to the base model another sine that is multiplied by a curve dependent term } \alpha_i \sim \mathcal{N}(0, 0.3), \text{ with the sign of } \alpha_i \text{ determining the class. The second covariate is a cosine evaluated in } t_j \in [0, 2\pi], \text{ with a curve dependent amplitude term } b_{2i} \sim \mathcal{N}(0, 1) \text{ and a curve dependent phase term } \phi_{2i} \sim \mathcal{N}(0, \frac{\pi}{75}), \text{ but no information on the class membership. The simulation has been repeated with } N = \{100, 150, 200\} \text{ and the functions have been evaluated in } p = 200 \text{ linearly spaced points in } [0, 2\pi].
\end{align*}
\]

Table 1 shows the classification results for all combinations of methods, preprocessing approaches and sample sizes that we tested, together with the average tree heights when applicable. Our proposed tree $\mu$CART has the highest accuracy, showing that the method is able to learn local representations that are effective for the task at hand, as extracting the same features on the whole domain does not allow the other classifiers to have significantly better scores than random guessing, which is intended by design. Using the discretized function evaluations allows the other methods to at least scale with the increasing sample size, but even with double the amount of data and ensembles, the highest accuracy is still lower than the one resulting from $\mu$CART with $N=100$. Moreover, our method has the lowest average tree height, which can be beneficial for interpretability, as shown in Figure 2 where a fully grown tree is depicted, together with the (rescaled) learned measures in the inner nodes. In particular, both inner nodes split with respect to the first functional covariate, the root selects $w_{\text{sgn}}$ with the weighted variance as splitting feature ($f_{\sigma^2}$), while the other inner node also splits with respect to $f_{\sigma^2}$ but selects $w_{\text{pos}}$. 


Table 1: Simulation results: classification accuracy and tree height

|                | Acc. % | Tree Height |
|----------------|--------|-------------|
|                | N=100  | N=150 | N=200 | N=100 | N=150 | N=200 |
| CART           | 72.2 ± 6 | 80.1 ± 6 | 84.1 ± 6 | 4.4 ± 1 | 5.2 ± 1.2 | 6 ± 0.6 |
| CART+FE        | 53.9 ± 10 | 53.7 ± 13 | 57.5 ± 7 | 5.2 ± 3.3 | 2.2 ± 0.7 | 9.8 ± 3.9 |
| RF             | 76 ± 7 | 82.1 ± 5 | 83.6 ± 5 | - | - | - |
| RF+FE          | 54.1 ± 7 | 55.6 ± 11 | 56 ± 9 | - | - | - |
| GBT            | 80.8 ± 7 | 84.1 ± 6 | 85.6 ± 3 | - | - | - |
| GBT+FE         | 53.7 ± 4 | 52.1 ± 12 | 60 ± 3 | - | - | - |
| µCART          | 85.9 ± 18 | 97.4 ± 4 | 98 ± 1 | 1.4 ± 0.5 | 1.6 ± 0.8 | 1.8 ± 0.4 |

Figure 1: Simulated data, classification
Figure 2: Simulation study: fully grown tree
4.1.2 Coffee FTIR Spectra

This dataset is composed of $N=56$ functional samples of length $p=286$ obtained by Fourier transform infrared (FTIR) spectroscopy with diffuse reflectance (DRIFT) sampling of dried instant coffee. The problem is to discriminate between two types of coffee, *Coffea Arabica* and *Coffea Canephora Robusta*, which have different trade values. The dataset is shown in Figure 3 and it is available at http://csr.quadram.ac.uk/wp-content/uploads/FTIRSpectraInstantCoffee.zip. The raw data has no missing values and negligible sensor noise (Briandet et al., 1996), therefore there is no need to employ further smoothing. Table 2 shows the results and the average tree heights, where this time the FE preprocessing is more effective than the discretized function evaluations, with the weighted features of $\mu$CART providing higher accuracy and trees with a single internal node, as shown in Figure 4.
Table 2: Coffee FTIR Spectra results: classification accuracy and tree height

|     | Accuracy % | Tree Height |
|-----|------------|-------------|
| CART| 70.4 ± 13  | 2.5 ± 1.1   |
| CART+FE | 82.9 ± 10 | 3 ± 0.7     |
| RF  | 75.5 ± 14  | —           |
| RF+FE| 87.3 ± 10  | —           |
| GBT | 76.9 ± 10  | —           |
| GBT+FE | 89.7 ± 7  | —           |
| µCART | 94.3 ± 8  | 1.1 ± 0.1   |

Figure 4: Coffee FTIR Spectra: fully grown tree
4.1.3 Gut Microbiota DGGE

This second application is a multiclass classification problem that aims to discriminate between subjects with ulcerative colitis (UC), irritable bowel syndrome (IBS) or healthy controls, by analyzing their gut microbiota compositions, where different localized patterns seem to be associated with the different conditions. The input data is obtained through denaturing gradient gel electrophoresis (DGGE) of faecal samples, and the details of the data acquisition and processing are explained in Noor et al. (2010). The dataset is shown in Figure 5 and is composed of \( N=96 \) discretized functional samples of length \( p=731 \), presmoothed and without missing values, available at http://csr.quadram.ac.uk/wp-content/uploads/DGGE_Timepoint_1.zip. Table 3 shows the results, where for the ensemble methods the feature extraction approach is less effective, while locally learning the weights allows \( \mu \)CART to provide a higher score, especially if we consider the fact that this is a multiclass problem. It is also worth to note that the difference in height between the trees is lower, which could again be a consequence of how we deal with multiple classes while learning the measure in the nodes. The \( \mu \)CART full tree is depicted in Figure 6, where we can observe that the measure inside each decision node becomes more interpretable for deeper nodes. In particular, the deepest internal node selects \( w_{\text{neg}} \) leading to a sparse weight pattern (as previously noted, we take the absolute value of \( w_{\text{neg}} \), therefore the baseline is zero and the weights are positive).

Table 3: Gut Microbiota DGGE results: classification accuracy and tree height

| Method      | Accuracy % | Tree Height |
|-------------|------------|-------------|
| CART        | 55.3 ± 9   | 3.6 ± 1.3   |
| CART+FE     | 58.5 ± 9   | 5 ± 1.6     |
| RF          | 66 ± 11    | -           |
| RF+FE       | 64.4 ± 10  | -           |
| GBT         | 66 ± 10    | -           |
| GBT+FE      | 62.2 ± 11  | -           |
| \( \mu \)CART | 71.2 ± 11  | 3.3 ± 0.9   |
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Figure 5: Gut Microbiota DGGE by class: ulcerative colitis (UC), irritable bowel syndrome (IBS) and healthy controls
Figure 6: Gut Microbiota DGGE: fully grown tree
4.2 Regression

For the task of regression, we show two spectroscopy applications with the objective to predict the moisture content in either wheat or biscuit dough samples. We again control the growth of all trees by limiting the minimum number of samples required to be at a leaf node, but with mean-square error (mse) instead of Gini index for CART, $\mu$CART and RF, and least squares loss instead of deviance loss for GBT. The number of trees for the ensembles is still fixed to 150, with the same grid search scheme for choosing the maximum number of features for RF. Together with the average tree height, we report the mse on the test set with the corresponding standard deviation, averaged over five random repetitions of 5-fold cross-validation with 3-fold cross-validation for grid search hyperparameter optimization.

4.2.1 Wheat NIR Spectra

This dataset is a collection of near-infrared reflectance (NIR) spectra extracted from $N=100$ wheat samples, measured between 1100 $nm$ and 2500 $nm$ \cite{Kalivas1997}, while the response variable is the moisture content of the sample, with values over the whole dataset of 14.7 $\pm$ 1.37 ($\mu \pm \sigma$). The raw data is available in the CRAN package \textit{fds} \cite{ShangHyndman2018} and some curves present constant artifacts that may be the result of imputation of missing values. For this reason, we smooth the raw data individually by means of penalized free knots regression splines, with the strength of the penalization that is manually tuned in order to avoid over/under smoothing. This preprocessing is done once before fitting the trees, and therefore all methods are compared on the same data, obtained by evaluating the recovered functions on a grid of length $p=150$, as shown in Figure\textsuperscript{7} Table\textsuperscript{4} shows the results and the tree heights. Like in the previous case study, the chosen features are less effective than directly using all the function evaluations, suggesting that over the whole domain this approach is not favoured for this problem. On the contrary, by extracting those same features on a suitable weighted subset of the domain, $\mu$CART is able to provide the lowest mse at the price of growing more complex trees, as the difference in tree heights between the methods is significant. We omit reporting the fully grown $\mu$CART tree as it would not reasonably fit into a single page.
Figure 7: Wheat NIR spectra

Table 4: Wheat NIR spectra results: regression error (mse) and tree height

|               | mse     | Tree Height |
|---------------|---------|-------------|
| CART          | 1.31 ± .53 | 4.4 ± 1.9   |
| CART+FE       | 1.57 ± .54 | 5.4 ± 1.9   |
| RF            | 0.95 ± .46 | -           |
| RF+FE         | 1.33 ± .48 | -           |
| GBT           | 0.93 ± .37 | -           |
| GBT+FE        | 1.53 ± .43 | -           |
| $\mu$CART     | 0.70 ± .54 | 7.1 ± 0.5   |
4.2.2 Biscuit Dough NIR Spectra

The second regression application deals with predicting the moisture content of biscuit dough (14.2 ± 1.47), from NIR spectra measured between 1100\textit{nm} and 2498\textit{nm}. The raw data is also available in the CRAN package \textit{fds} \citep{Shang2018}, and is comprised of \(N=72\) curves evaluated in \(p=700\) equi-spaced wavelengths, without missing values or conspicuous noise, as shown in Figure\ 8. This dataset was originally studied in a Bayesian wavelet framework \citep{Brown2001}, with a different preprocessing in order to reduce compute time, we instead use the evaluations on the whole domain. Table 5 shows the results with the corresponding tree heights. The relative errors between the methods and preprocessing approaches are similar to the previous case study, suggesting that locally weighted features are an effective approach for moisture prediction in the 1100\textit{nm}-2498\textit{nm} band. The tree heights are instead comparable between the methods, with Figure\ 9 showing the fitted \(\mu\text{CART}\) tree. As observed in the gut microbiota application, the learned representations become more interpretable with the depth of the nodes, and in particular we find a similarly sparse pattern in the right branch, while the left one selects the uniform weights with the cosine distance as feature extractor.

![Biscuit dough NIR spectra](image)

Figure 8: Biscuit dough NIR spectra
Table 5: Biscuit dough NIR spectra results: regression error (mse) and tree height

| Algorithm     | mse   | Tree Height |
|---------------|-------|-------------|
| CART          | 1.24 ± .49 | 3.4 ± 1.9 |
| CART+FE       | 1.58 ± .52 | 3.6 ± 1.4 |
| RF            | 0.90 ± .41 | -           |
| RF+FE         | 1.32 ± .42 | -           |
| GBT           | 1.07 ± .49 | -           |
| GBT+FE        | 1.52 ± .49 | -           |
| $\mu$CART    | 0.74 ± .38 | 3.8 ± 0.4  |
Figure 9: Biscuit dough NIR spectra: fully grown tree
5 Conclusion

In this work we have proposed a novel nonparametric tree-based tool for classification and regression in the context of functional and high dimensional smooth data. In particular, we introduced a set of splitting rules that are able to leverage the functional data model at the node level, while at the same time maintaining the capability of handling multiple and heterogeneous data sources, as the growing procedure fits within the known CART greedy algorithm. By leveraging the concept of weighted $L^2$ spaces, it is possible to learn meaningful representations for each internal node of the tree, extracting locally informative features that allow for an interpretable method with low generalization error and variable selection properties. The input functions are therefore seen as a single unit, for instead of relying on the single evaluations to perform the split, we select between a set of user defined adaptively weighted features. Our splitting rule can be seen as a specific instance of oblique splitting, and given that a direct optimization of the node is intractable, we proposed to learn the split by means of constrained convex optimization with interior point methods, modeling the linear combination as the weight function that induces the measure of the weighted $L^2$ space in the current node. The effectiveness of our method has been shown in both classification and regression tasks with one or multiple scalar-valued functional covariates defined on unidimensional domains, through simulation studies and real world spectrometry applications. In particular, when the chosen features are in fact informative for the task at hand, our method can have lower error than ensemble methods like random forest and gradient boosted trees. As our work focused only on simpler functional covariates, further extensions can be developed for more complex data like vector-valued functions defined on multidimensional domains. Other interesting aspects could be bagging and randomized selection of the splitting variable/feature extractor.
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