Constraining the primordial black hole scenario with Bayesian inference and machine learning: the GWTC-2 gravitational wave catalog
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Primordial black holes (PBHs) might be formed in the early Universe and could comprise at least a fraction of the dark matter. Using the recently released GWTC-2 dataset from the third observing run of the LIGO-Virgo-KAGRA Collaboration, we investigate whether current observations are compatible with the hypothesis that all black hole mergers detected so far are of primordial origin. We constrain PBH formation models within a hierarchical Bayesian inference framework based on deep learning techniques, finding best-fit values for distinctive features of these models, including the PBH initial mass function, the fraction of PBHs in dark matter, and the accretion efficiency. The presence of several spinning binaries in the GWTC-2 dataset favors a scenario in which PBHs accrete and spin up. Our results indicate that PBHs may comprise only a fraction smaller than 0.3% of the total dark matter, and that the predicted PBH abundance is still compatible with other constraints.

I. INTRODUCTION

Gravitational wave (GW) astronomy is reshaping our understanding of the Universe. When taken individually, the black hole (BH) binary merger events announced before October 2020 by the LIGO-Virgo-KAGRA Collaboration (LVKC) [1–4] have firmly demonstrated that BHs form binaries that can merge within a Hubble time; that at least some of them have nonzero spins, possibly inducing precession in the orbital motion (see e.g. [2]); and that they can exist in mass ranges that challenge the current stellar-formation paradigm [2–4]. Finally, their coalescence signal is fully consistent with the predictions of general relativity, providing novel and stringent bounds on modified gravity theories [5–7].

The recently released GWTC-2 dataset from the first part of the third observing run (O3a) [8] marks the onset of a transition from individual-event analyses to population studies: the number of BH merger events detected so far has more than quadrupled compared to the O1-O2 runs, making population studies particularly relevant [9].

Meanwhile, GW observations have renewed interest in trying to understand the nature of the observed population of BHs, from an astrophysical, cosmological, and theoretical standpoint [10].

The two most popular astrophysical formation channels are isolated binary evolution in the field and dynamical formation in clusters (see e.g. [11, 12] for reviews). For isolated binaries, a common-envelope phase in between the formation of the two BHs is usually invoked to harden the binary and catalyze mergers. Alternatively, dynamical channels predict that binary BHs form and harden through three-body encounters in dense stellar clusters. Other popular binary BH formation scenarios include chemically homogenous evolution [13, 14], AGN disks [15–17], and secular interactions in triple systems [18–20]. Different formation pathways leave different imprints on the properties of the binary BH population, including the binary masses, spins, eccentricities, and redshift evolution. Measuring these distributions informs us on the environment in which binary BHs form and evolve [21–25].

In this paper we will focus on another interesting possibility: that some of (if not all) the detected BH binaries are of primordial origin, i.e. they are composed of primordial black holes (PBHs), whose formation took place in the early epochs of the Universe (see Refs. [26–28] for recent reviews). This scenario is also motivated by the fact that PBHs could comprise the entirety (or a fraction) of the dark matter (DM) in the Universe, and several studies on the confrontation between the PBH scenario and GW data have been performed so far in the literature [29–42].

Our aim is to constrain PBH population models using the entire dataset of BH binaries reported in the GWTC-2. We shall do so by applying hierarchical Bayesian inference based on deep learning techniques to find the best-fit parameters of the PBH model (including the PBH abundance), which can be then confronted to constraints coming from other observations.

The outline of this paper is as follows. In Sec. II we describe the PBH simulations used in this study. In Sec. III we review the data analysis pipeline, and in Sec. IV we apply it to public LVKC GWTC-2 data. In Sec. V we compare GW constraints on the fraction of PBHs in DM with those coming from other observations. In Sec. VI we summarize our findings and highlight future research directions. Throughout this paper we use geometrical units ($G = c = 1$).
II. KEY PREDICTIONS OF THE PBH SCENARIO

In this section we review the main theoretical predictions for the PBH scenario. More technical details can be found in Ref. [37] and references therein. After reviewing PBH formation, we report the key steps necessary to compute the merger rate, depending on the PBH mass function and abundance. We also summarize our model for accretion onto PBHs in binaries, because accretion has been shown to affect in a critical way the mass ratio, spins, merger rate, and overall abundance of the PBH population [37, 43, 44].

There are several models giving rise to a cosmologically significant population of PBHs. In the most likely scenario, the formation of PBHs occurs from the collapse of large overdensities in the primordial Universe, when radiation dominates the energy density budget [45–47]. The formation of a PBH of mass $m$ takes place deep in the radiation-dominated era at a typical redshift $z \simeq 2 \times 10^{11} (m/M_\odot)^{-1/2}$. The resulting mass distribution depends on the characteristic size and statistical properties of the density perturbations, directly connected to the curvature perturbations produced during the inflationary epoch. A useful model-independent parametrization of the mass function at the formation redshift $z_i$ (here and below we will use a subscript “i” to indicate quantities evaluated at the formation epoch) is represented by the log-normal function

$$\psi(m, z_i) = \frac{1}{\sqrt{2\pi} \sigma m} \exp \left( -\frac{\log^2 (m/M_\odot)}{2\sigma^2} \right) \quad (1)$$

in terms of its width $\sigma$ and reference mass scale $M_\odot$. Such a mass function describes a population arising from a symmetric peak in the power spectrum of curvature perturbations and captures a wide variety of models [48, 49].

Since large perturbations tend to have nearly-spherical shape [50] and the collapse takes place in a radiation-dominated Universe, the initial adimensional spin parameter $\chi \equiv |J|/m^2$ is expected to be below the percent level [51, 52], with the characteristic value given by

$$\chi_i \sim 10^{-2} \sqrt{1 - \gamma^2}, \quad (2)$$

in terms of the width parameter $\gamma$ of the power spectrum [51].

During the cosmological history, PBHs in binaries may undergo a period of significant baryonic mass accretion, which impacts their individual masses [53–55] and spins [37, 43, 56]. As the typical size of a binary is smaller than its corresponding Bondi radius, the infall of gas is driven by the binary system as a whole. This means that both PBHs experience accretion from the gas with an enhanced density. Accretion onto the two individual PBHs is also modulated by their masses and orbital velocities. By defining the mass ratio as $q \equiv m_2/m_1 \leq 1$, one can write the individual accretion rates as

$$\dot{m}_1 = \dot{m}_{bin} \frac{1}{\sqrt{2(1 + q)}}, \quad \dot{m}_2 = \dot{m}_{bin} \frac{\sqrt{q}}{\sqrt{2(1 + q)}}, \quad (3)$$

in terms of the Bondi-Hoyle mass accretion rate of the binary system

$$\dot{m}_{bin} = 4\pi \lambda n_H n_{\text{gas}} v_{\text{rel}}^{-3} M^2_{\text{bin}}, \quad (4)$$

where $M_{\text{cut}} = m_1 + m_2$ is the total mass and dots denote derivatives with respect to time. The expression above is explicitly dependent on the binary’s effective velocity $v_{\text{rel}}$ relative to the baryons with cosmic mean density $n_{\text{gas}}$ and hydrogen mass $m_H$. The accretion formula (4) adopts the Newtonian approximation; as recently pointed out in Ref. [57], general-relativistic effects may lead to a significant increase in the mass accretion rate. However, since the accretion rate decreases by several orders of magnitude for PBH masses $\lesssim 10 M_\odot$ [54], even an order-of-magnitude increase in $\dot{m}$ does not change the predictions of our model significantly. The accretion parameter $\lambda$ tracks the effects of the Hubble expansion, the coupling of the CMB radiation to the gas through Compton scattering, and the gas viscosity [53]. Also, since PBHs in the mass range of interest for LVKC observations can comprise only a fraction of the DM due to the current constraints on their abundance, accretion onto PBHs should also include the presence of an additional DM halo forming around the PBHs [54, 58, 59] (either isolated or in binaries). The DM halo acts as a catalyst enhancing the gas accretion rate, and its effect is taken into account in $\lambda$ (see Appendix B of Ref. [43] for details). We account for the sharp decrease in the accretion efficiency around the epoch of structure formation [32, 60, 61] by defining a cut-off redshift $z_{\text{cut-off}}$ after which we neglect accretion. Due to the uncertainties in the model (such as X-ray pre-heating [62], details of the structure formation, and feedbacks of local, global [54, 63] and mechanical type [64]), the cut-off redshift is relatively unconstrained. At variance with previous work [37, 43, 56], in which $z_{\text{cut-off}}$ was fixed to some reference value, here we consider it as a parameter of the PBH accretion model (more precisely, a “hyperparameter” of our model, see below) that we will fit to GW data, along with the other model parameters.

A consequence of PBH accretion in binaries is that the lighter binary component always accretes more efficiently, and therefore an initial mass ratio different from unity would grow as

$$\dot{q} = q \left( \frac{m_2}{m_2} - \frac{\dot{m}_1}{m_1} \right) > 0. \quad (5)$$

Accretion also modifies the PBH mass distribution, making it broader at high masses and producing a high-mass tail that can be orders of magnitude above its corresponding value at formation. Furthermore, accretion also affects the total fraction of PBHs in DM $f_{\text{PBH}}$ in a redshift-dependent fashion according to the relation [44]

$$f_{\text{PBH}}(z) = \frac{\langle m(z) \rangle}{\langle m(z) \rangle (f_{\text{PBH}}(z) - 1) + \langle m(z) \rangle}, \quad (6)$$
We consider Thorne’s spin limit which accretion is described in detail in Refs. [43, 44] when comparing the physical parameters to the existing experimental constraints [44], as we will do below.

Since the fraction of PBHs which underwent mergers is of the order of $O(10^{-2} f_{\mathrm{PBH}})$ [65, 66], the overall PBH population is largely dominated by isolated PBHs, for which accretion is described in detail in Refs. [43, 44] and references therein. This implies that the fraction of second-generation PBH mergers is expected to be negligible in the LIGO/Virgo band [43, 65, 66], contrarily to the astrophysical scenario, in which second-generation mergers may play a significant role (see e.g. [67–70]).

In addition to changing the masses, the infalling accreting gas onto a PBH can carry angular momentum, which crucially determines the geometry of the accretion flow and the evolution of the PBH spin [71]. For accretion onto a PBH binary, the nonspherical geometry can give rise to a geometrically thin accretion disk as long as the accretion rate (normalized to the Eddington rate) is larger than unity [54, 72, 73]. Only when this condition is satisfied the angular momentum transfer on each PBH is very efficient, and mass accretion is accompanied by an increase of the PBH spin according to the equation

$$\dot{\chi} = g(\chi) \frac{\dot{m}}{m},$$

in terms of the function $g(\chi)$, which is derived using the geodesic model of disk accretion [74] (see e.g. [37, 75, 76]). We consider Thorne’s spin limit $\chi_{\max} = 0.998$, which is dictated by radiation effects [77] (see also [78]). One of the clear predictions of the primordial scenario is that the spin of the lighter PBH in the binary is larger than that of the heavier PBH, because the spin-up is mainly produced by accretion and the secondary component typicallyaccretes more.

A key observable inferred by GW observations is the binary’s effective spin parameter

$$\chi_{\text{eff}} = \frac{\chi_1 \cos \theta_1 + q \chi_2 \cos \theta_2}{1 + q},$$

defined in terms of the individual BH spin magnitudes $\chi_j$ ($j = 1, 2$), and the angles $\theta_1$ and $\theta_2$ between the orbital angular momentum and the individual spin directions. When forming PBH binaries, the spin directions are expected to be uncorrelated, and therefore uniformly distributed on the two-sphere.

In the absence of primordial non-Gaussianities, the PBH locations in space at the formation epoch follow a Poisson distribution [79–82]. Depending on the initial abundance $f_{\mathrm{PBH}}(z_i)$ and mass function $\psi(m, z_i)$, one can compute how often binaries form in the early Universe by evaluating the probability that a binary system decouples from the Hubble flow. The initial distribution of the orbital parameters also depends on the spatial distribution of the surrounding population of PBHs, as well as density perturbations adding an initial torque to the binary system. On top of that, following Ref. [33], one can introduce a correction $S$ to the merger rate, accounting for the possible disruption of binaries due to their interaction with the environment at high redshifts. Finally, introducing the effect of accretion, and following the discussion in Ref. [37] and references therein, one can compute the PBH merger rate as follows

$$dR = \frac{1.6 \times 10^6}{\text{Gpc}^3 \text{yr}} \frac{34}{37} f_{\mathrm{PBH}}(z) \eta^{-34/37}(z) \left(\frac{t}{t_0}\right)^{-34} \left(\frac{M_{\text{tot}}}{M_\odot}\right)^{-34/37} \times S(M_{\text{tot}}, f_{\mathrm{PBH}}(z)) \psi(m_1, z_i) \psi(m_2, z_i) \times \exp \left\{ \frac{12}{37} \int_{t_i}^{t_{\text{cut-off}}} dt \left(\frac{M_{\text{tot}}}{M_{\text{tot}} + 2 \mu} \right)^{\frac{9}{37}} \right\} \times \left(\frac{\eta(z_{\text{cut-off}})}{\eta(z_i)}\right)^{\frac{3}{37}} \left(\frac{M_{\text{tot}}(z_{\text{cut-off}})}{M_{\text{tot}}(z_i)}\right)^{\frac{9}{37}} \frac{m_1 m_2}{(d_1 + d_2)^2},$$

where $\mu = m_1 m_2 / M_{\text{tot}}$, $\eta = \mu / M_{\text{tot}}$, and $t_0$ is the current age of the Universe. The corrective factors in the last two lines account for the evolution of the masses from the initial redshift $z_i$ to the cut-off redshift $z_{\text{cut-off}}$ and the corresponding shrinking of the semi-major axis of the orbit due to accretion [37] (see also [83]). This effect dominates and drives the binary evolution up to the cut-off redshift, after which the binary evolution is uniquely driven by energy loss through GW emission [84, 85]. Notice that the merger rate at small redshift ($z < z_{\text{cut-off}}$) has a universal scaling given by $t^{-34/37}$, which is independent of the other model parameters. Also, for the small values of $f_{\mathrm{PBH}}$ which will be selected out in our analysis (see Sec. IV), the clustering of PBHs plays no role [42, 86].

In summary, the parameters describing each PBH binary, along with the “hyperparameters” describing the PBH model, are listed in Table I. In order to perform the analysis discussed in the following section, we built a

| Event parameters $\theta$ | Source-frame primary mass | Source-frame secondary mass |
|---------------------------|----------------------------|-----------------------------|
| $m_1$                     | $m_2$                      |                             |
| $\chi_{\text{eff}}$      | Effective spin             | Merger redshift             |
| $z$                       |                             |                             |

| Hyperparameters $\lambda$ | Peak reference mass of the log-normal distribution | Variance of the log-normal mass distribution |
|---------------------------|-------------------------------------------------|---------------------------------------------|
| $M_c$                     | $\sigma$                                       |                                             |

| $f_{\mathrm{PBH}}$ | Fraction of PBHs in DM at formation |
|-------------------|------------------------------------|
| $z_{\text{cut-off}}$ | Accretion cut-off redshift          |

| TABLE I. Event parameters ($\theta$) of the binary and hyperparameters ($\lambda$) of the PBH model used in this work. |
cat
cal of simulations, producing the PBH merger population for the full set of hyperparameters \( \lambda \). Each element in the catalog contains a population of \( 10^5 \) merger events with the characteristics described above. In the region of \((M_\odot, \sigma)\) of interest for our analysis, a value of the cut-off redshift around \( z_{\text{cut-off}} \sim 30 \) or larger would correspond to a scenario where accretion is negligible for most of the PBH merger population.

### III. DATA ANALYSIS

In this section we give a brief introduction to the data analysis methods used in this work. We refer the reader to more comprehensive descriptions in the literature [87–90]. In short, we use an implementation of hierarchical Bayesian inference based on deep learning techniques to constrain PBH formation models given LVKC data.

Astrophysical models predict intrinsic properties of individual GW sources (such as the masses and spins of the binary components), while GW interferometers record a time series of the GW-induced strain in the detectors. Before we can compare the model to the data, we must convert these time series into astrophysically meaningful quantities through a parameter estimation process [87]. The LVKC’s Gravitational Wave Open Science Center provides the output of this parameter estimation process as a collection of posterior characterizations the expectation value and uncertainty on the properties of individual merger events, i.e., \( p(\theta|d_i) \), where \( \theta \) is a vector of source parameters, and \( d_i \) labels the time series of the \( i \)-th event in the catalog.

By Bayes’ theorem, given some data \( d \), the posterior probability of the signal from an astrophysical source with parameters \( \theta \) is
\[
p(\theta|d) \propto p(d|\theta)p(\theta),
\]
where \( p(d|\theta) \) is the likelihood of observing the data given our model of the astrophysical signal and detector, and \( p(\theta) \) is our assumed prior on the source parameters. The prior encodes our previous knowledge of the underlying physics (e.g., mass should not be negative), and plays an important role in interpreting the results [91, 92]. Within the PBH scenario, the prior distributions of the binary parameters according to the model of Sec. II is different from the priors used by the LVKC, and this can affect the inference of the individual source parameters [93]. Crucially, our procedure does not rely on the priors because we reweight them, and it is therefore valid also in the PBH scenario.

A hierarchical Bayesian analysis parametrizes the choice of priors by some vector of hyperparameters \( \lambda \), whose posterior distribution can be inferred from the data
\[
p(\lambda|d) \propto p(\lambda) \int p(d|\theta)p_{\text{pop}}(\theta|\lambda) d\theta,
\]
where \( p(d|\theta) \) is the single-event likelihood, \( p(\lambda) \) is now a prior on the hyperparameters, and \( p_{\text{pop}}(\theta|\lambda) \) is the population likelihood, equivalent to a prior parametrized by some hyperparameters. The parameters describing single events (e.g. masses, redshifts) are also referred to as event parameters, while the hyperparameters describing the entire sample (e.g. the fraction of DM in PBHs) can be also referred to as population parameters.

An astrophysical population model characterized by population parameters \( \lambda \) will predict some distribution of event parameters \( \theta \) such that the differential rate \( \frac{d\lambda}{d\theta}(\lambda) \) is given by
\[
\frac{d\lambda}{d\theta}(\lambda) = R(\lambda) p_{\text{pop}}(\theta|\lambda),
\]
where \( \int p_{\text{pop}}(\theta|\lambda) d\theta = 1 \), and the total rate \( R(\lambda) \) is typically measured in \( \text{yr}^{-1} \). The predicted number of events is \( N(\lambda) = \int \frac{d\lambda}{d\theta}(\lambda) d\theta \times T_{\text{obs}} \), where \( T_{\text{obs}} \) is the duration of the observing run(s). We can take into account selection effects caused by the sensitivity of the detectors through a function \( 0 \leq p_{\text{det}}(\theta) \leq 1 \), corresponding to the probability that an event with parameters \( \theta \) would be detectable. The observable distribution is then given by
\[
\frac{d\lambda_{\text{det}}}{d\theta}(\lambda) = R(\lambda) p_{\text{pop}}(\theta|\lambda) p_{\text{det}}(\theta),
\]
and the expected number of observations is \( N_{\text{det}}(\lambda) = \int d\theta (\frac{d\lambda_{\text{det}}}{d\theta}(\lambda) \times T_{\text{obs}}\lambda) \). All of these ingredients enter the population posterior, which has the standard expression for an inhomogeneous Poisson process (cf. [87, 94–96] for detailed derivations). In particular, the population posterior reads
\[
p(\lambda|d) \propto \pi(\lambda) e^{-N_{\text{obs}}(\lambda)} N(\lambda)^{N_{\text{obs}}} \prod_{i=1}^{N_{\text{obs}}} \int \frac{p(\theta|d)}{\pi(\theta_i)} p_{\text{pop}}(\theta_i|\lambda) d\theta_i,
\]
where \( N_{\text{obs}} \) is the number of observations and \( \pi(\lambda) \) is some assumed population prior. If one wishes to exclude rate information from the inference, marginalizing over \( N(\lambda) \) with prior \( \propto 1/N(\lambda) \) yields [97]
\[
p(\lambda|d) \propto \pi(\lambda) \prod_{i=1}^{N_{\text{obs}}} \int \frac{p(\theta_i|d) p_{\text{pop}}(\theta_i|\lambda)}{\alpha(\lambda)} d\theta_i,
\]
where \( \alpha(\lambda) \) is the fraction of events one would detect given a population (also known as the selection bias), and
\[
\alpha(\lambda) = \int p_{\text{pop}}(\theta|\lambda) p_{\text{det}}(\theta) d\theta = \frac{N_{\text{det}}(\lambda)}{N(\lambda)}.
\]
In order to accurately capture the detector response to account for the selection bias, one should reweight the injection campaign released by LIGO [98] according to the method described in [99]. However, the domain of masses in our model is larger than the domain where the injection campaign was performed (2\( M_\odot < m_1, m_2 < 100 \ M_\odot \)), which means that the probability density function describing our model is not normalized within the domain of the injection campaign. This induces severe inaccuracy in estimating the selection bias with the reweighting method, so we use a more crude but more well-behaved method to
estimate the selection bias. For O1 and O2 data, it has been shown that approximating \( p_{\text{est}}(\theta) \) with the single-detector semianalytic approximation of Refs. [100, 101] and a signal-to-noise ratio threshold of 8 yields results in good agreement with large-scale injection campaigns [102, 103]. We used aLIGOEarlyHighSensitivityP1200087 (aLIGOMidHighSensitivityP1200087), as implemented in pycbc, as our O1-O2 (O3a) sensitivity curves. To evaluate the selection bias integral of Eq. (15), we can again use importance sampling. Given a synthetic catalog, we compute \( \alpha(\lambda) \) by taking the average \( p_{\text{est}}(\theta) \) of events in the catalog according to Eq. (16). The network can be used both to evaluate the likelihood function and to generate new simulations. At any given point in the hyperparameter space, we generate \( 10^3 \) samples using our network, then evaluate the selection bias with the code described in Ref. [104].

The event posterior probability distribution function \( p(\theta|d) \) is often given in the form of \( S_i \) discrete samples by a parameter estimation process [105, 106]. As clear from Eq. (15), we weighted out the priors on the event parameters \( \pi(\theta_i) \), so they do not contribute to \( p(\lambda|d) \). We can now make use of the posterior samples in the population inference, thus avoiding unnecessary reevaluations of \( p(d|\theta) \) and significantly reducing the computation load for each population inference run. The integral in Eq. (14) can be evaluated by using importance sampling, i.e. by computing the expectation value of the prior-reweighted population likelihood, which can be turned into a discrete sum over the samples of the event posterior probability distribution function

\[
p(\lambda|d) = \pi(\lambda) e^{-\lambda N_{\text{det}}(\lambda)} N_{\text{obs}} \frac{1}{S_i} \sum_{j=1}^{S_i} \frac{p_{\text{post}}(j|\lambda)}{\pi(j)} \delta(\theta_i, \theta_j),
\]

where \( j \) labels the \( j \)-th sample of the \( i \)-th event.

We train a deep learning emulator on the simulations described in Sec. II to evaluate the population likelihood \( p_{\text{pop}}(\theta|\lambda) \). Here we give some details on the network’s architecture. A more detailed discussion of the neural network and of the training procedure can be found in Refs. [107, 108]. We use a masked autoregressive flow network [109] with 10 hidden layers, each layer having 1024 units as our main architecture. We train two variants using the same architecture and data, one with 4 observables \( \{m_1, q, \chi_{\text{eff}}, z\} \) and 3 hyperparameters \( \{M_c, \sigma_0, \chi_{\text{cut-off}}\} \), and another one where we exclude \( \chi_{\text{eff}} \) from the observables. Note that we follow the LVKC convention to enforce \( m_1 > m_2 \). We do not train on \( s_{\text{PBH}} \), because it affects only the overall rate, but not the shape of the population likelihood. Our training set contains 2100 simulations with different combinations of hyperparameters, and \( 10^5 \) sample points in the observable space per simulation, adding up to \( 2.1 \times 10^8 \) sample points on the parameter-hyperparameter space in total. As customary in training neural networks, 80% of the data are used for training, 10% are used for validation during the training to avoid overfitting, and the remaining 10% is used to test the results independently. We train the network for 100 epochs on a Nvidia K80 GPU to ensure convergence. The code for the neural network is written in PYTHON with PYTORCH [110].

The final piece we need is the predicted number of events \( N(\lambda) \). In order to compute the latter, we first need to have a rate function, which requires running a full simulation, then summing over the rate for each individual event. Therefore, computing the number of events is as expensive as generating the simulation itself. We employ a simple network to interpolate the rate as a function of the 4 hyperparameters, as described in Ref. [104]. We have checked that the median error in our interpolation method is \( 0.04\% \), with 98% of the errors being smaller than 3%, therefore the interpolation error is negligible compared to statistical uncertainties. Once we know the intrinsic merger rate \( R(\lambda) \), we can trivially obtain the observed merger rate as \( R_{\text{det}}(\lambda) = \alpha(\lambda) R(\lambda) \) (see Eq. (16)). Once we have the rate function, we can multiply the rate by the effective observational time to obtain the predicted number of events. For O1-O2 (O3a), there are \( \sim 166.6 \) (183.3) days of coincident data.

Among all the binary events included in the GWTC-2 catalog, we use the same subset selected for the population analysis in Ref. [9]. In particular, we exclude events with large false-alarm rate (GW190426, GW190719, GW190909) and events where the secondary binary component has mass smaller than \( 3M_\odot \) (GW170817, GW190425, GW190814). Therefore, our dataset includes 44 events.

Among the events with \( m_2 < 3M_\odot \), an electromagnetic counterpart was detected and identified with a kilonova only for GW170817 [111], showing that at least one of the binary components (and most likely both) is a neutron star. However, in the absence of a counterpart, it is much more uncertain to assess whether the light components of the other two events (GW190425 and GW190814) are indeed neutron stars. In fact it cannot be excluded that these events have a different, and possibly primordial, origin [3]. Here we excluded these events (identified by the LVKC as neutron-star or mixed binaries) to conform with the LVKC population analysis [9]. Including them would be an interesting extension of our work. However, we expect that the inclusion of only two not particularly loud events (GW190425 and GW190814) out of 44+2 potential binary BHs would not change our results significantly.

We adopt the OVERALL_POSTERIOR provided in [112] for events in GWTC-1, and the PUBLICATIONSAMPLES provided in [113] for events in the GWTC-2 catalog. We apply both the model with effective spin and without effective spin to analyze the data, with a uniform population prior in the range where we trained our emulator. We sample Eq. (17) using the MCMC package emcee [114].
In this section we describe the results of our analysis of GWTC-2 events. The best-fit hyperparameters obtained are summarized in Table II.

Our analysis has several improvements with respect to the existing literature. First, many attempts to perform population inference neglected the role of accretion (see e.g. [33, 40, 66, 115]), which was shown to be relevant [37]. We can only compare with studies of the GWTC-1 dataset which neglected accretion if we restrict to large values of \( z_{\text{cut-off}} \). In this limit, our results are in general agreement with previous work. Recently, some of us [37] studied the impact of PBH accretion on the merger rate and on the distribution of binary parameters, inferring the PBH population properties from a maximum-likelihood analysis of the GWTC-1 dataset. For a fixed accretion \( z_{\text{cut-off}} \), we have checked that those results are compatible with the present analysis. Here, for the first time, we treat \( z_{\text{cut-off}} \) as a free hyperparameter and we infer its posterior distribution. A second major improvement with respect to Ref. [37] is that we now include the effective spin information in the Bayesian inference.

In Fig. 1 we show the posterior distribution of PBH hyperparameters obtained by applying hierarchical Bayesian inference to the GWTC-2 dataset. In order to highlight the information content coming from effective spin measurements, we compare inference results obtained with and without the use of spin information. When we neglect \( \chi_{\text{eff}} \), the mass distribution of the events in the catalog
favors high values of $z_{\text{cut-off}}$, making accretion less relevant. When we include $\chi_{\text{eff}}$, the best-fit value of the characteristic scale of the initial mass function $M_c$ decreases only slightly, but the posterior of $z_{\text{cut-off}}$ gets narrower and peaks at smaller values. This is because several events in O3a have effective spin not compatible with zero, and accretion is necessary to spin up PBHs. This also affects the posterior of $\sigma$ (the initial width of the PBH mass function), which gets narrower and peaks at a smaller value, because accretion broadens the mass function. As expected, the PBH abundance is found to be relatively stable with respect to changes of the other hyperparameters: we find $f_{\text{PBH}} \simeq 3 \cdot 10^{-3}$, indicating that this population of PBHs can comprise at most a subpercent fraction of the totality of the DM.

In Fig. 2 we show the 2$\sigma$ confidence intervals of the effective spin parameter distribution predicted by the PBH model in terms of the primary component mass, for different values of the mass ratio. The values of the cut-off redshift have been chosen around the 2$\sigma$ range obtained from best-fitting the primordial scenario considering the GWTC-2 dataset. Following Refs. [37, 43], for each mass value $m_1$, we have averaged over the individual spin directions with respect to the total angular momentum assuming isotropic and independent distributions. Due to the stronger impact of accretion on binaries with a larger total mass, one finds an enhancement of the PBH spins with respect to the small values inherited at formation only above a certain threshold. The distributions shown in Fig. 2 highlight the transition from initially vanishing values of the spins to large values depending on the binary masses and accretion strength. Since the transition from negligible to large values of the spins is pushed towards smaller masses as the cut-off is reduced (i.e. stronger accretion), the presence of several spinning binaries in the GWTC-2 catalog leads to a preference towards smaller values of $z_{\text{cut-off}}$. Blue points with error bars are data from the GWTC-1, while red points are new detections from the O3a run, as reported by the LVKC using agnostic priors.

In Fig. 3 we show the distribution of the most relevant binary parameters (primary mass $m_1$, mass ratio $q$, effective spin $\chi_{\text{eff}}$, and precession spin $\chi_p$) inferred from our best-fit model. On the top left, we plot the marginalised posterior probability for the primary mass $m_1$ for the PBH scenario, adding also for comparison the corresponding preferred result found in Ref. [9] assuming a “Power-law + Peak” mass function. On the top right, we plot the marginalised distribution for the mass ratio in the PBH case. Notice that, due to the preferred relatively high value of the cut-off redshift and the significant width of the mass function, the distribution is peaked at $q \approx 0.5$ (had we found a smaller value of $z_{\text{cut-off}}$ the distribution would have peaked at higher values of the mass ratio as predicted by the PBH scenario with accretion [37, 43]). On the bottom we plot the marginalised distributions for the effective spin parameter $\chi_{\text{eff}}$ and the precession spin $\chi_p$, which parametrises the spin components perpendicular to the binary angular momentum responsible for the precession of the orbital plane, both for the PBH scenario and the so-called “Default” model, see Appendix D.1 of Ref. [9]. In both cases, the probability distributions inferred from the PBH model show a narrow peak around zero since the best-fit PBH mass function is dominated by relatively small masses, which are correlated with small spins. This is not in contrast with the fact that we find a preference for an accreting PBH model due to the presence of several (moderately)
spinning binaries in the catalog. Indeed, we stress that Fig. 3 shows the population distribution, which does not account for selection effects (current detectors favor the observation of large masses). This explains the difference with the “Default” model, for which masses and spins are not correlated, giving rise to a peak at nonvanishing spins and broader distributions.

Finally, in Fig. 4 we compare the prediction for the evolution as a function of redshift of the merger rate density $R(z)$, as given by Eq. (10) for the best-fit PBH model, with the power-law evolution model for astrophysical sources found in Ref. [9]. Interestingly, the latter is slightly less steep than the $R(z) \propto (1 + z)^2$ behavior predicted from the star formation rate [116], although current observational errors are still too large to draw any conclusion. At any rate, the measured merger rate evolution is compatible with the PBH scenario, which predicts less mergers compared to the stellar-origin scenario in the high redshift side of the LVKC horizon. Furthermore, the PBH scenario predicts a merger rate which increases monotonically also at redshifts beyond the LVKC horizon, while in the astrophysical case the rate is expected to decrease soon after the $z \sim 2$ star formation rate peak redshift (unless there is a significant contribution from Population III binaries, which could produce a second peak at large redshift). This difference is of particular interest for third-generation GW detectors, which may be able to detect mergers up to redshift $z \simeq O(10^2)$ [117, 118].

FIG. 3. Distribution of the primary mass $m_1$ (top left), mass ratio $q$ (top right), effective spin $\chi_{\text{eff}}$ (bottom left) and precession spin $\chi_p$ (bottom right) from our best-fit model when we include $\chi_{\text{eff}}$ (but not $\chi_p$) in the inference. For comparison, we also show the 90% CL distributions found by the LVKC in Ref. [9] for astrophysical sources.

FIG. 4. PBH merger rate density evolution given by Eq. (10) for the best-fit population (blue line). For comparison, we also show (in red) the 50% (90%) confidence level for the merger rate found by the LVKC [9] adopting a power-law evolution model for astrophysical sources.
V. CONSTRAINTS ON THE PBH ABUNDANCE

In this section we compare the PBH abundance found to explain the observed BH merger events within the PBH scenario to other existing constraints. We refer to the recent reviews [26, 27] and references therein for more details.

In the mass range of interest for our discussion, the most relevant constraints come from CMB anisotropies [63, 119]. PBHs start accreting gas in the early Universe in a process accompanied by emission of ionizing radiation, to which CMB temperature and polarization fluctuations are very sensitive. The constraints derived in [119] also take into account the catalysing effect of the early DM halo forming around individual PBHs, as discussed in Sec. II. Due to uncertainties in the accretion physics, the authors analyze two alternative scenarios believed to bracket uncertainties: the accreting gas is either in a disk or in a spherical geometry (Planck D/S respectively). The relevant electromagnetic emission takes place in the redshift range \(300 \lesssim z \lesssim 600\). This means that the spherical model (Planck S) is expected to be more accurate, as a thin accretion disk could form only at much smaller redshift [54], as discussed in Sec. II. Also, since the relevant emission takes place at high redshift, its physics is independent of uncertainties in the accretion model due to the onset of structure formation. Finally, as inferred from the results of the N-body simulation performed in Ref. [86], clustering at that early epochs is not relevant (see also [34]).

Other constraints come from comparing the late time emission of electromagnetic signals from interstellar gas accretion onto PBHs with observations of galactic radio and X-ray isolated sources (XRay) [120, 121] and X-ray binaries (XRayB) [122], Dwarf Galaxy Heating (DGH) due to interactions of PBHs with the interstellar medium using data from Leo T dwarf galaxy observations [123] and lensing searches of massive compact halo objects (MACHOs) towards the Large Magellanic Clouds (EROS) [124], fast transient events near critical curves of massive galaxy clusters (Icarus) [125], and observations of stars in the Galactic bulge by the Optical Gravitational Lensing Experiment (Ogle) [126].

Finally, the NANOGrav experiment searching for a stochastic GW background in the frequency range close to \(f \approx 1\) yr\(^{-1}\) would be able to detect the GWs induced at second order by the curvature perturbations responsible for PBH formation. We show the constraint obtained by the null observation in the 11-yr dataset [127]. We stress that this is only applicable for PBHs formed from the collapse of density perturbations and in the absence of non-Gaussianities (see [128–130]). The NANOGrav collaboration has recently released a new dataset based on 12.5 yrs of observations, claiming that the previous constraint should relax due to an improved treatment of the intrinsic pulsar red noise [131]. The collaboration also claims strong evidence for a stochastic common-spectrum process [131] in the new dataset, which could be explained by PBH formation [132–136] (although the signal could also be ascribed to supermassive BH binaries [137], cosmic strings [138–141], phase transitions in a dark sector [142–]
Notice that the bounds, typically derived for a monochromatic PBH population, can be adapted to extended mass functions using the techniques described in [49, 150]. One should bear in mind the difference between constraints applying to high-redshift abundances and masses (such as Planck D/S and NANOGrav, which probe the early Universe physics) and the ones constraining late-time Universe quantities after the onset of structure formation. The evolution of masses and $f_{\text{PBH}}$ with accretion requires constraints to be treated as described in detail in Ref. [44]. The main effect of accretion is to alleviate early Universe CMB constraints by shifting them to higher late-time mass ranges and making them weaker due to the growth of $f_{\text{PBH}}$ [cf. Eq. (6)].

A. The GWTC-2 dataset confronts the PBH constraints

In Fig. 5 we collect all constraints on the PBH abundance and compare them to the population inferred from the GWTC-2 dataset.

At face value, if interpreted as coming from the PBH scenario, the GWTC-2 events seem to be in tension with Planck D. However, one should consider this conclusion with a grain of salt. As already mentioned, the assumption of a thin disk in the Planck D constraint is less reliable at high redshift [54] with respect to spherical accretion (Planck S, which is compatible with GWTC-2).

We also take the opportunity to notice that the constraint from the NANOGrav 11-yr data from Ref. [127] has large systematic uncertainties, above all in their choice of the threshold $\zeta_c = 1$ for PBH formation (where $\zeta$ is the curvature perturbation responsible for the creation of PBHs upon collapse). In order to account for these uncertainties, we have shown how the constraint is relaxed by choosing a threshold $\zeta_c = 0.6$ motivated by state-of-art numerical simulations [151] (see also the discussion in Ref. [28]). Given the uncertainties discussed above, in Fig. 5 we have decided to show the Planck D and the more stringent NANOGrav constraints ($\zeta_c = 1$) by dashed lines without filling the corresponding excluded region.

In conclusion, assuming that all of the events in the GWTC-2 catalog are originated from PBHs is not in contrast with current observational constraints.

VI. DISCUSSION

This paper is a first step toward systematically testing various models for the formation of BH binaries. We use a machine learning enhanced population analysis pipeline to constrain the PBH scenario with the latest GWTC-2 data. We find a preference for a scenario in which PBHs experience a phase of accretion before the reionization epoch and spin up. We also find that PBHs may form about 0.3% of the DM in the Universe. This abundance is still compatible with other constraints.

This work can also be considered as a proof of principle, which can be extended in various directions by relaxing some of the assumptions of our analysis. We have assumed that every binary BH detection has a primordial origin, neglecting other formation channels. This is obviously a very strong assumption. In the future, we will mix the PBH simulation with different astrophysical populations, such as isolated and dynamically-formed binaries, to produce a more comprehensive inference model. Furthermore, it would be interesting to extend the analysis to different PBH mass functions and accretion models.

For simplicity, we account for selection bias using a semi-analytical noise model, which was checked against previous detection rate estimates. However our single-detector approximation is expected to fail as the sensitivity improves and more detectors join the network. Furthermore, we are using the signal-to-noise ratio instead of the false-alarm rate as our detection statistics, at variance with the LVCK search pipelines. Recent work uses machine learning techniques to better capture the detector network response [104, 152]. Future work should incorporate these techniques once they are validated against the results produced by a search pipeline, to better account for the selection bias.
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