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## ABSTRACT

As an essential operation of legal retrieval, legal case matching plays a central role in intelligent legal systems. This task has a high demand on the explainability of matching results because of its critical impacts on downstream applications — the matched legal cases may provide supportive evidence for the judgments of target cases and thus influence the fairness and justice of legal decisions. Focusing on this challenging task, we propose a novel and explainable method, namely IOT-Match, with the help of computational optimal transport, which formulates the legal case matching problem as an inverse optimal transport (IOT) problem. Different from most existing methods, which merely focus on the sentence-level semantic similarity between legal cases, our IOT-Match learns to extract rationales from paired legal cases based on both semantics and legal characteristics of their sentences. The extracted rationales are further applied to generate faithful explanations and conduct matching. Moreover, the proposed IOT-Match is robust to the alignment label insufficiency issue commonly in practical legal case matching tasks, which is suitable for both supervised and semi-supervised learning paradigms. To demonstrate the superiority of our IOT-Match method and construct a benchmark of explainable legal case matching task, we not only extend the well-known Challenge of AI in Law (CAIL) dataset but also build a new Explainable Legal Case Matching (ELAM) dataset, which contains lots of legal cases with detailed and explainable annotations. Experiments on these two datasets show that our IOT-Match outperforms state-of-the-art methods consistently on matching prediction, rationale extraction, and explanation generation.

∗Jun Xu is the corresponding author. Work partially done at Beijing Key Laboratory of Big Data Management and Analysis Methods.
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- Applied computing → Law;  
- Information systems → Information extraction.
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## 1 INTRODUCTION

Legal case matching aims at identifying relations between paired legal cases, which is a key task of legal retrieval. This task has a high demand on the explainability of matching results because of its critical impacts on legal justice. In particular, the matching results may indicate significant evidence or information, which influences the incentives of decision-makers in the common law system and provides the basis for legal reasoning in the civil law system.

To achieve this aim, many efforts have been made, including the early attempts that are based on rule-based strategies [5, 39, 52] and the recent learning-based methods like the Precedent Citation Network (PCNet) [25] and BERT-based methods [41, 44]. Although these methods have achieved encouraging performance, they often suffer from the following challenges on providing plausible and faithful explanations associated with matching results. Firstly, legal cases are long-form documents with complicated contents in general, in which only the rationales representing the legal characteristics should support matching results and their explanations. However, existing methods tend to overlook the striking different roles between the rationales and other sentences [11, 41, 44]. Secondly, ideal explanations of legal case matching results are expected to offer reasons for one side and to rebut arguments for the other side [3], but existing methods often fail to distinguish the pro rationales and con rationales that respectively support the matching
mismatching decisions [30, 34, 40]. Moreover, the ground-truth labels for explanations (e.g., aligned rationales across different cases) are expensive, sparse, and usually biased (e.g., only limited number of positive pairs are labeled correctly while lots of false negative pairs exist). As a result, learning based on such labeled data often leads to sub-optimal matching results and unreliable explanations.

Facing the above challenges, in this paper, we propose a novel inverse optimal transport [20, 27] (IOT)-based model, called IOT-Match, to extract rationales for explainable legal cases matching. As illustrated in Figure 1, our IOT-Match formulates the extraction and alignment of pro and con rationales as an optimal transport (OT) problem, in which the identified rationales and their alignments are derived from the transport plan of the OT solution. The optimal transport is guided by a learnable affinity matrix that reflects both semantics and legal characteristic relations between cross-case sentences, and the affinity matrix is learned by the IOT process, which corresponds to solving a bi-level optimization problem. In this way, IOT-Match learns to extract the pro and con rationales directly. To apply the proposed model to real legal case matching applications and following the practices in [26, 54], the extracted rationales from the paired legal cases are then fed to a pre-trained language model to generate label-specific natural languages explanations that stand for the pro and con reasons of matching. For filtering out the noise sentences and weighing the pro and con reasons, the final matching results are made based on the extracted rationales and the generated label-specific explanations.

Besides proposing an explainable legal case matching method, we construct a new dataset called Explanable Legal cAse Matching (ELAM). To be best of our knowledge, our ELAM is the first legal case matching dataset which provides matching labels for legal case pairs and detailed annotations, including rationales, alignments, and natural language-based explanations for matching labels.

In summary, our contributions include the following three folds: (1) We propose a novel model, namely IOT-Match, to extract rationales and generate natural language-based explanations for legal case matching. To the best of our knowledge, IOT-Match is the first explainable model for legal case matching. (2) We construct a new large-scale dataset ELAM which facilitates future research on explainable legal case matching. (3) Experimental results indicate IOT-Match not only achieves state-of-the-art performance in legal case matching but also produces plausible and faithful explanations for its matching prediction.

2 RELATED WORK

2.1 Legal Case Matching

Conventional legal case matching methods highly depend on expert knowledge [5], e.g., the decomposition of legal issues [52] and the ontological framework of the problem [39]. In recent years, learning-based legal case matching strategy has shown advantages in exploring the semantics of legal cases, which can be roughly categorized into network-based methods [7, 25, 32, 33] and text-based methods [41, 44]. The network-based methods construct a Precedent Citation Network (PCNet), in which the vertices are legal cases and directed edges indicate the citations of source cases used by target cases. Based on PCNet, Kumar et al. [25] used the Jaccard similarity index between the sets of precedent citations to infer the similarity of two legal cases. Minocha et al. [32] used whether the sets of precedent citations occurs in the same cluster to measures to what extent the two cases are similar. Bhattacharya et al. [7] proposed Hier-SPCNet to capture all domain information inherent in both statutes and precedents. The text-based methods rely on the textual content of the cases and measure the similarity of two legal cases based on their semantics. Shao et al. [41] proposed BERT-PLI to break a case into paragraphs and model the interactions between the paragraphs. It first adopted BERT to encode each paragraph in two legal cases, then applied max-pooling to capture their matching signal, and finally, used a recurrent neural network (RNN) with an attention mechanism to predict their matching score. Similarly, Bhattacharya et al. [8] proposed to segment two legal cases into paragraphs and aggregate the paragraph-level similarity. Inspired by the success of pre-trained language models in the generic domain, Xiao et al. [44] pre-trained a Longformer-based language model with tens of millions of criminal and civil case documents. Although these studies effectively improve the performance, they often have difficulties in explaining their predictions, which limits their practical applications [9].

2.2 Explainable AI in the Legal Domain

Recently, researchers have made some efforts to achieve explainable AI models in various applications of the legal domain [19]. In the task of legal judgment prediction, Ye et al. [48] formalized the court view generation problem as a label-conditioned Seq2Seq task and generated court views based on fact descriptions and charges. Jiang et al. [23] proposed a neural based system to jointly extract readable rationales and elevate charge prediction accuracy by a rationale augmentation mechanism. Liu et al. [28] proposed the Joint Prediction and Generation Model (JPGM) to predict charges and court views. JPGM generated charge-discriminative information and used
a coarse-to-fine classifier to effectively deal with the confusions within charges. In addition, JPJM explicitly modeled the interdependence between charges and court views. In the task of legal question answering, Zhong et al. [55] proposed to first detect elements of fact descriptions by iteratively asking questions about pre-defined charge-specific principles and then used the detected elements for prediction. Different from the above work, we focus on the legal case matching task, extracting rationales and generating natural language-based explanations to support matching results.

3 PROPOSED IOT-MATCH METHOD

3.1 Problem Statement

To conduct explainable legal case matching, we are given a set of labeled data tuples \( D = \{(X, Y, r^X, r^Y, A, z, e)\} \). For each tuple \((X, Y, r^X, r^Y, A, z, e)\) in the dataset, its elements include: 1) a pair of legal cases \( X \in X \) and \( Y \in Y \), where \( X \) and \( Y \) represent the sets of source and target legal cases; 2) the rationale labels of the paired cases, denoted as \( r^X \) and \( r^Y \), respectively; 3) a binary alignment matrix \( A \) indicating the semantic relation between rationales of \( X \) and rationales of \( Y \); and 4) the matching label \( z \) and the set of sentences (denoted as \( e \)) explaining the reasons for \( z \).

In practice, we represent each legal case as a set of sentence-level embeddings, i.e., \( X = \{x_m\}_{m=1}^M \) and \( Y = \{y_n\}_{n=1}^N \), where \( x_m \) \((y_n)\) denotes the embedding of the \( m \)-th \((n\)-th\) sentence in \( X \) \((Y)\). Typically, each embedding can be calculated by using the output of the [CLS] token of a BERT model pre-trained on a Chinese legal case corpus. The rationale labels are associated with the sentence embeddings, i.e., \( r^X = \{r_{xm}\}_{m=1}^M \) and \( r^Y = \{r_{yn}\}_{n=1}^N \), where the rationale label of a sentence \( s \) is designed following [31]:

\[
r_s = \begin{cases} 
0 & \text{s is not a rationale,} \\
1 & \text{s is a key circumstance,} \\
2 & \text{s is a constitutive element of crime,} \\
3 & \text{s is a focus of disputes.} 
\end{cases}
\]

The remaining elements, i.e., \( \hat{A} = [\hat{a}_{mn}] \in \{0, 1\}^{M \times N}, z \in \{0, 1, 2\}, \) and \( e \), are annotated manually, where

\[
\hat{a}_{mn} = \begin{cases} 
0 & r_{xm} \neq r_{yn}, \\
1 & r_{xm} = r_{yn} \& x_m \equiv y_n, \\
\text{Mismatched (X, Y),} & 0 \\
\text{Partially matched,} & 1 \\
\text{Matched,} & 2 \end{cases}
\]

where \( x_m \equiv y_n \) means the sentences corresponding to \( x_m \) and \( y_n \) are semantically-similar. \( \hat{a}_{mn} = 1 \) means aligned rationales while \( \hat{a}_{mn} = 0 \) means misaligned rationales. They provide pro and con evidence for matching prediction, respectively. Figure 2 shows an example of human labeled explainable legal case pair.

The proposed explainable legal case matching aims at learning the following three modules: 1) \( f_1 \) extracts aligned and misaligned rationales from the paired legal cases (Sec. 3.3); 2) \( f_2 \) generates candidate explanations based on the rationales extracted by \( f_1 \) (Sec. 3.4); and 3) \( f_3 \) predicts the final matching label based on the extracted rationales and generated explanations (Sec. 3.5).

3.2 The Principle of Our Method

As the key of the above three modules, \( f_1 \) is learned to fit the given alignment matrices \( \hat{A} \)’s. As aforementioned, however, the alignment matrices are manually labeled, which are often very sparse and thus contain many false negative elements. To learn our model robustly from such imperfect data, we develop a novel learning paradigm from the viewpoint of optimal transport (OT).

Essentially, optimal transport [36, 43] defines a distance between probability distributions, which has been widely used in many machine learning tasks, such as point cloud alignment [1, 2], graph matching [12, 45, 46], data clustering [10, 47], and sequence representations learning [13, 50, 51]. In our scenario, following existing studies [1, 12, 13, 46], given two sets of sentence embeddings (e.g., the \( X \) and \( Y \) mentioned above), we assume their empirical distributions to be uniform, i.e., \( \mu = \frac{1}{M} I_M \) and \( \nu = \frac{1}{N} I_N \), where \( I_D \) represents the \( D \)-dimensional all-one vector, and accordingly, compute the optimal transport distance between them in a discrete format [17]:

\[
A^* = \arg \min_{A \in \Pi(\mu, \nu)} \mathbb{E}_{m,n \sim \hat{A}}[c(x_m, y_n)]
= \arg \min_{A \in \Pi(\mu, \nu)} \sum_{m=1}^M \sum_{n=1}^N a_{mn} \cdot c(x_m, y_n),
\]

where \( A \in \Pi(\mu, \nu) = \{ A \in \mathbb{R}_{+}^{M \times N} | A1_N = \mu, A^T1_M = \nu \} \), represents an arbitrary joint distribution of the sentences with marginals \( \mu \) and \( \nu \). \(c(x_m, y_n)\) \((c(x_m, y_n) \in \mathbb{R}_{+}^{M \times N}\) is a sentence-level affinity matrix, whose element \(c(x_m, y_n)\) measures the discrepancy between the two sentences based on their embeddings. As shown in Eq. (3), the optimal transport distance actually corresponds to the minimum expectation of the sentence-level discrepancy, in which the optimal joint distribution \( A^* \) is called “optimal transport.”

The optimal transport matrix provides a soft matching between the sentence sets in a probabilistic way — the element of the optimal transport, i.e., \( a_{mn}^* \), indicates the probability of the coherency of \( x_m \) and \( y_n \), which provides the evidence for their matching.

Figure 3 shows the computation of optimal transport, in practice we often introduce an entropic regularizer into Eq. (3), which leads to an entropic optimal transport problem [17]:

\[
\begin{align*}
A^* = \arg \min_{A \in \Pi(\mu, \nu)} \mathbb{Tr}(\hat{A}^* C) + \gamma(A, \log A). 
\end{align*}
\]

Here, \( (A, C) = \mathbb{Tr}(\hat{A}^* C) \) represents the Frobenius dot-product, which represents the objective function of Eq. (3) in a matrix format. \( (A, \log A) = \sum_{m,n} a_{mn} \log a_{mn} \) is the proposed entropic regularizer. The entropic optimal transport in Eq. (4) is a strictly convex problem, which can be solved by the Sinkhorn scaling algorithm efficiently [17].

When learning the rationale extraction module \( f_1 \) in the above OT framework, the critical learning tasks become: 1) learning the affinity matrix \( C \) to optimize the guidance to the computation of the optimal transport \( A^* \); and 2) fitting the optimal transport \( A^* \) robustly to the manually-labeled (noisy) alignment matrix \( \hat{A} \). In this work, we solve these two tasks jointly by solving the following inverse optimal transport (IOT) problem.

3.3 IOT-based Rationale Extraction

According to the analysis above, we need to learn both the affinity matrix and the optimal transport based on the sentence embeddings.
(X and Y) and their annotated alignment matrix A, which leads to a so-called inverse optimal transport (IOT) problem [20, 27]:

\[
C^* = \arg \min_{C \in \mathbb{R}^{M \times N}} \text{KL}(\hat{A}||A^*(C)),
\]

\[
s.t. \quad A^*(C) = \arg \min_{A \in \mathbb{R}^{M \times N}} (A, C) + \gamma(A, \log A).
\]

This problem is a typical bi-level optimization problem, in which the affinity matrix C is the upper-level variable while the optimal transport A is the lower-level variable. The upper-level problem minimizes the KL divergence between A and A*, i.e., \(\text{KL}(\hat{A}||A^*(C)) = \sum_{m,n} \hat{a}_{mn} \log \frac{\hat{a}_{mn}}{a_{mn}}\), which corresponds to the cross-entropy loss.

The optimal transport \(A^*\) is a function of the affinity matrix, i.e., \(A^*(C)\), whose optimization corresponds to the lower-level problem given C.

Solving the IOT problem in Eq. (5) provides us a robust method to learn the rationale extraction module. Specifically, on the one hand, the upper-level problem fits the optimal transport to the limited and noisy alignment matrix under the constraint provided by the lower-level optimal transport problem, which suppresses the risk of over-fitting greatly. On the other hand, the lower-level problem provides us with an optimal transport matrix to indicate the aligned rationales, which is determined by the optimized affinity matrix and thus reveals sentence-level similarity between the paired legal cases. As a result, the optimal transport \(A^*\) derived from the original affinity matrix \(C^*\) represents the global alignment between rationales of a legal case pair. Accordingly, we can extract pro (aligned) and con (misaligned) rationales by setting a threshold \(\tau\), i.e., \(x_m\) and \(y_n\) are selected as pro rationales if \(a_{mn} \geq \tau\), otherwise, are selected as con rationales.

Note that because the lower-level problem is strictly convex, this IOT problem can be solved efficiently by alternating optimization. Given current affinity matrix C, we can optimize A via the Sinkhorn scaling algorithm, and then optimize C via stochastic gradient descent based on fixed A.

We parameterize the affinity matrix C by a neural network, which takes paired sentence embeddings as its input and output their discrepancies according to their legal characteristics and semantics jointly. As illustrated in Figure 3, we model C as the combination of a rationale characteristic matrix \(C'\) and a semantic matrix \(C^S\):}

\[
C = \epsilon C' + C^S,
\]

where \(\epsilon\) is a negative hyper-parameter to encourage the alignment of those sentence pairs which have the same rationale label by significantly reducing the transport between them. The \(C'\) and \(C^S\) are constructed by the following steps.

3.3.1 Construction of the Semantic Matrix \(C^S\). IOT-Match constructs the semantic matrix \(C^S \in \mathbb{R}^{M \times N}\) to indicate the semantic distance between a cross-case sentence pair, i.e., \(C^S = \text{dis}(\hat{X}, \hat{Y})\), where function \(\text{dis}\) measures the semantic distance of two sentence embeddings (e.g., Euclidean distance). \(\hat{X}\) and \(\hat{Y}\) respectively represent the contextual sentence embedding of legal case X and Y, which is obtained from a trainable two-layer MLP (projection layer in Figure 3) on the frozen sentence embeddings X and Y.

3.3.2 Construction of the Rationale Characteristic Matrix \(C'\). The rationale characteristic matrix \(C'\) indicates the rationales having the same legal characteristics, and the legal characteristics is categorized according to the rationale labels shown in Eq. (1). Taking two legal cases X and Y as the inputs, our IOT-Match predicts the rationale labels of their sentences, denoted as \(r^X = (r_{x_m})_{m=1}^M\) and \(r^Y = (r_{y_n})_{n=1}^N\), respectively, which is achieved by solving a sentence-level multi-class classification problem. Formally, given a legal case X, our IOT-Match would identify the legal characteristics of each sentence embedding \(x_m\) in X by calculating a probabilistic distribution over the four classes shown in Eq. (1):

\[
r_{x_m} = \arg \max_{k \in \{0, \ldots, 3\}} P(r = k|x_m),
\]

where \(P(r = k|x_m)\) is the distribution of the rationale labels conditioned on the sentence embedding \(x_m\). In this work, we parameterize the distribution as follows:

\[
(P(r = k|x_m))_{k=0} = \text{softmax}(W_{x_m}(L_{x_m}) + b),
\]

Figure 2: A labeled legal case pair (translated from Chinese). Blue, red, and purple denote rationale labels of \(r_g = 1, 2, 3\), respectively. The underlined rationales are aligned. Note some sentences are omitted for the convenience of representation.
where the softmax converts a 4-dimensional vector to a distribution over four classes, matrix $\mathbf{W}$ and vector $\mathbf{b}$ are trainable parameters, and $s_{x_m}^{(l)}$ is the output of a stacked of $L$-layer gated convolutional neural network [22] where the $l$-th layer is:

$$s_{x_m}^{(l)} = s_{x_m}^{(l-1)} + \text{conv}_1(s_{x_m}^{(l-1)}) \odot \sigma(\text{conv}_2(s_{x_m}^{(l-1)})),$$

for $l = 1, \cdots, L$, and $\odot$ denotes element-wise multiplication. $\text{conv}_1$ and $\text{conv}_2$ denote two dilate convolutional neural Network [49] with the same convolution kernel size. Note that the use of a stacked gated convolutional neural network enables the model to capture farther distances without increasing model parameters, which effectively addresses the issue caused by the large number of sentences in a legal case. $\sigma(\cdot)$ denotes a sigmoid gating function controlling which inputs $\text{conv}_1(s_{x_m}^{(l-1)})$ of the current context are relevant. In the first layer, $s_{x_m}^{(0)}$ is obtained by adding a trainable one-layer multi-layer perceptron on the frozen sentence embedding $x_m$.

Similarly, given a legal case $Y$, the legal characteristics of each sentence embedding $y_n$ in $Y$ can also be identified by classifying $Y$ with the same sentence representations model and neural networks defined above. As a result, the rationale characteristic matrix $C_r = \{r_{mn}\} \in \{0, 1\}^{M \times N}$ can be defined to explicitly indicate whether two sentences have the same predicted legal characteristics:

$$C_r = M \odot (\hat{F}_X^T \hat{F}_Y),$$

where $M \in \{0, 1\}^{M \times N}$ is a mask matrix filtering out the padding sentences, $\hat{F}_X \in \{0, 1\}^{M \times 4}$ and $\hat{F}_Y \in \{0, 1\}^{N \times 4}$ are the rationale label matrix, whose rows are one-hot representations of $\hat{F}_X$ and $\hat{F}_Y$. To incorporate Eq. (7) into Eq. (9) in a differentiable manner, we apply the Straight-Through Gumbel Trick [6] to derive $\hat{F}_X$ and $\hat{F}_Y$. Accordingly, $c_{mn} = 1$ means that the $m$-th sentence in $X$ and the $n$-th sentence in $Y$ are identified as rationales (i.e., $r_{xm} \neq 0$ and $r_{yn} \neq 0$) and they belong to the same rationale type ($\hat{F}_x = \hat{F}_y$).

### 3.4 Generating Candidate Explanations

As aforementioned, the optimal transport $A^*$ indicates pro and con rationale pairs, and thus, can help to generate explanations (i.e., $e$’s) to support matching results (i.e., $z$’s). Following the work in [26], our IOT-Match exploits the existing pre-trained language model$^2$ to build three label-specific explanation generators, that is: $f_2 = \{G_2, z = 2, 1, 0\}$ respectively corresponds to matched, partially matched, and mismatched decisions as shown in Eq. (2).

The three generators are fine-tuned separately. For example, for $z = 0$, the data for fine-tuning $G_0$ is selected from the training corpus: $D_0 = \{(X, Y, \hat{F}_X, \hat{F}_Y, e, z = 0) \subseteq D\}$. Given each instance in $D_0$, it is converted to the input sequence “[Xinput; Yinput]” which is a concatenation of two text sequences: $X_{\text{input}} = [T_1; x_1; \cdots; T_m; x_m]$ and $Y_{\text{input}} = [T_1; y_1; \cdots; T_n; y_n]$, where $x_i$ ($y_j$) is the sentence of the $i$-th ($j$-th) rationale in $X$ ($Y$). $T_i$ ($T_j$) is the special token indicating the rationale type $3$, and $m$ ($n$) is number of identified rationales. To fine-tune the parameters in $G_0$, the language modeling loss [37] that compares difference between the generated explanation $G_0([X_{\text{input}}; Y_{\text{input}}])$ and the human-annotated explanation $e$ is optimized. Similarly, $G_1$ and $G_2$ are fine-tuned based on corresponding subsets $D_1$ and $D_2$.

At explanation generation phase, given a tuple $(X, Y, \hat{F}_X, \hat{F}_Y)$, we feed the constructed input text sequence $[X_{\text{input}}; Y_{\text{input}}]$ to $G_0$, $G_1$, and $G_2$, generating three candidate explanations $\hat{e}_0$, $\hat{e}_1$ and $\hat{e}_2$.

### 3.5 Matching Prediction

Instead of considering all of the sentences in the paired legal cases, IOT-Match learns the $f_2$ to conducts matching only based on the extracted rationales as well as the generated candidate explanations. This strategy makes the extracted rationales and generated explanations faithful to the matching predictions and avoids the negative impact of noise sentences on the matching results. Formally, given a paired legal case $(X, Y)$, our IOT-Match would identify their relation by calculating a probabilistic distribution over the three classes shown in Eq. (2):

$$P(z = k|X, Y)) = \text{softmax}(W[z_0; z_1; z_2] + b),$$

where $[; ; ]$ concatenates vectors, and $W$ and $b$ are trainable parameters. As for $z_i$ ($i \in \{0, 1, 2\}$), following the practice in [26, 54], the matching scores are computed based on the extracted rationales and the corresponding candidate explanations:

$$\hat{z}_i = \text{MLP}(\{s_{x,M}; s_{y,Y}; s_{z,i}\}),$$

where $s_{x,M}$, $s_{y,Y}$, $s_{z,i}$, respectively denote the embeddings of rationales of $X$, $Y$, and the candidate explanation $\hat{e}_i$ which are obtained by tuning the BERT model$^4$; MLP denotes a two-layer perceptron with sigmoid activation functions. Accordingly, our IOT-Match makes the final matching decision for a paired legal case $(X, Y)$ as

$$\hat{z} = \arg \max_{k \in \{0, 1, 2\}} P(z = k|X, Y),$$

and outputs the explanation corresponding to the highest matching score at the same time.

### 3.6 Model Training

IOT-Match has parameters to determine during the training, including those in the pro and con rationales extraction ($f_1$), those in the candidate explanations generation ($f_2$), and those in the matching

---

$^2$We adopt Chinese T5-PEGASUS model: https://github.com/ZhuoyTechnology/t5-pegasus. Note that other pre-trained language models are also applicable.

$^3$Six special tokens “[AI]”, “[AO]”, “[YI]”, “[YO]”, “[ZI]”, and “[ZO]” are defined, where A, Y, and Z stand for the key circumstance, constitutive elements of crime, and focus of disputes; I and O stand for pro and con. Non-rationale sentences were discarded.

$^4$https://github.com/thunlp/OpenCLaP
Algorithm 1 Training Process of IOT-Match.

Require: Training set $\mathcal{D} = \{(X_i, Y_i, \tilde{r}_i, \tilde{r}_i', \hat{A}_i, z_i, e_i)\}_{i=1}^{N}$: mini-batch sizes $n_1, n_2, n_3$; trade-off coefficients $\epsilon, \gamma_1, \gamma_2, \gamma_3$; entropic regularizer coefficient $\gamma_4$; learning rates $\eta_1, \eta_2, \eta_3$.

1: \textbf{> IOT-Based Rationale Extraction}
2: repeat
3: \hspace{1em} Sample a mini-batch $\{(X_i, Y_i, \tilde{r}_i, \tilde{r}_i', \hat{A}_i, z_i, e_i)\}_{i=1}^{n_1}$ from $\mathcal{D}$
4: \hspace{1em} Predict rationale labels $\hat{r}_i, \hat{r}_i'$ for $(X_i, Y_i)$ [Eq. (8)]
5: \hspace{1em} Calculate $\mathcal{L}_R$ [Eq. (13)]
6: Construct $C^*, C'$, $C$ and optimize $A^*$ by Sinkhorn scaling
7: Calculate $\mathcal{L}_A$, with $A^* = A^*(C)$ [Eq. (14)]
8: $\theta_f \leftarrow \theta_f - \eta_1 \frac{\partial}{\partial \theta_f} \mathcal{L}_f$
9: until convergence
10: return $\theta_f, \{\hat{r}, \hat{r}'\}$
11: \textbf{> Generating Candidate Explanations}
12: Sample a mini-batch $\{(X_i, Y_i, \tilde{r}_i, \tilde{r}_i', z_i, e_i)\}_{i=1}^{n_2}$ from $\mathcal{D}$
13: Calculate $\mathcal{L}_{f_2}$ [Eq. (15)]
14: Fine-tune three label-specific pre-trained language models.
15: until convergence
16: return $\theta_f, \{e_0, e_1, e_2\}$
17: \textbf{> Matching Prediction}
18: Sample a mini-batch $\{(X_i, Y_i, \tilde{r}_i, \tilde{r}_i', e_i)\}_{i=1}^{n_3}$ from $\mathcal{D}$
19: Predict matching label $\hat{r}$ using predicted rationales candidate explanations $\hat{e}_0, \hat{e}_1, \hat{e}_2$ [Eq. (10)]
20: Calculate $\mathcal{L}_M$, $\mathcal{L}_E$ [Eq. (17)], $\mathcal{L}_C$ [Eq. (18)], and $\mathcal{L}_C$ [Eq. (19)].
21: $\mathcal{L}_{f_1} = \frac{1}{n_1} \mathcal{L}_R + \gamma_1 \mathcal{L}_A$
22: $\mathcal{L}_{f_2} = \frac{1}{n_2} \mathcal{L}_M + \gamma_2 \mathcal{L}_E$
23: $\mathcal{L}_{f_1} = \frac{1}{n_3} \mathcal{L}_C + \gamma_3 \mathcal{L}_C$ [Eq. (16)]
24: $\theta_f \leftarrow \theta_f - \eta_3 \frac{\partial}{\partial \theta_f} \mathcal{L}_f$
25: until convergence
26: return $\theta_f$

\( (f_1) \). These models parameters respectively denoted as $\theta_{f_1}, \theta_{f_2}, \theta_{f_3}$.

The training process of IOT-Match is illustrated in Algorithm 1. Specifically, in the $f_1$ the learning objective is defined to measure the loss of the pro and con rationales extraction:

$$\mathcal{L}_{f_1} = \frac{1}{|\mathcal{X}, \mathcal{Y}|} \sum_{(X, Y, \tilde{r}, \tilde{r}', \hat{A}) \in \mathcal{D}} \mathcal{L}_R + \gamma_1 \mathcal{L}_A, \quad (12)$$

where, for each legal case pair in the dataset, the loss function consists of two parts: the rationale identification loss $\mathcal{L}_R$ and the affinity matrix loss $\mathcal{L}_A$. The $\gamma_1 > 0$ is a hyper-parameter controlling their weights.

The rationale identification loss $\mathcal{L}_R$ is defined as the cross-entropy loss between the ground-truth rationale labels of each sentence and the corresponding predictions:

$$\mathcal{L}_R = - \sum_{k=0}^{3} \left( \sum_{m=1}^{M} \delta(r_m, k) \log(\hat{r}_m = k|x) \right) \quad (13)$$

where $\delta(r, k) = 1$ if $r = k$ else 0. The loss $\mathcal{L}_A$ is based on the IOT problem in Eq. (5):

$$\mathcal{L}_A = \text{KL}(\hat{A}||A^*(C)) + \gamma_2 \sum_{m=1}^{M} \sum_{n=1}^{N} \delta(\hat{r}_m, \hat{r}_n) \eta_2. \quad (14)$$

where the first term corresponds to the IOT problem that optimize the affinity matrix and the associated optimal transport to fit a small number of alignment labels (i.e., $\hat{A}$). The second term is an unsupervised loss based on the predicted rationale labels, which explicitly regularizes the affinity matrix $C$ to minimize the discrepancy between identical rationales and maximize the the that between different rationales. Here, $\delta(\hat{r}_m, \hat{r}_n) = 1$ if $\hat{r}_m = \hat{r}_n \neq 0$ else 0, $\gamma_2$ is a coefficient to balance the supervised loss and the unsupervised loss.

In the $f_2$, its learning objective $\mathcal{L}_{f_2}$ is identical to that used in the fine-tuning phase of the pre-trained language models [26, 37, 53]:

$$\mathcal{L}_{f_2} = \frac{1}{|\mathcal{X}, \mathcal{Y}|} \sum_{(X, Y, \tilde{r}, \tilde{r}') \in \mathcal{D}} \log(P(s_j|s_{j-1})), \quad (15)$$

where $s$ stands for a sample sequence which contains $L$ tokens, $s_j$ denotes for the $l$-th token of $s$, and $s_{j-1}$ denotes the prefix of $s_j$.

In the $f_3$, the loss function consists of three parts:

$$\mathcal{L}_{f_3} = \frac{1}{|\mathcal{X}, \mathcal{Y}|} \sum_{(X, Y, \tilde{r}, \tilde{r}') \in \mathcal{D}} \mathcal{L}_M + \gamma_3 \mathcal{L}_E + \mathcal{L}_C, \quad (16)$$

where $\gamma_3 > 0$ is a coefficient to balance $\mathcal{L}_M$, $\mathcal{L}_E$ and $\mathcal{L}_C$. $\mathcal{L}_C$ is the cross-entropy loss between the ground-truth matching label $z$ and the matching score of rationales and candidate explanations:

$$\mathcal{L}_M = - \sum_{k=0}^{2} \delta(z, k) \log(P(z_k = k|X, Y)), \quad (17)$$

where $\delta(z, k) = 1$ if $z = k$ else 0.

We also design two auxiliary tasks for learning a better representation for rationales and explanations. To ensure that the human-annotated explanation $e$ accurately reflects the matching relation between rationales, the similarity between $s[z, s, y]$ and $s[e]$ should be larger than that between $s[z, s, y]$ and the generated explanation $s[e]$. Therefore, the first task is designed as:

$$\mathcal{L}_E = \frac{1}{|\mathcal{X}, \mathcal{Y}|} \sum_{k=0}^{2} \max \left( 0, \cos(\text{MLP}[s[\cdot, z, \cdot, y], s[e]], s[e]), \quad (18) \right)$$

where MLP denotes a one-layer multi-layer perceptron. Moreover, inspired by the success of contrastive learning [14, 21, 29] and the observations in [26] that explanations with the same label tend to have the same form, and the form of explanations may be the noise for matching, the second auxiliary task is designed to avoid the classifier only using the form of explanations to infer the matching prediction. Specifically, the candidate explanations in current data are regarded as positive samples $s[e]$ and the explanations with the same label in the mini-batch are regarded as negative samples $s[e']$.

Then, the cosine similarity between rationales and positive/negative explanations are calculated and compared:

$$\mathcal{L}_C = \sum_{k=0}^{2} \max \left( 0, \cos(\text{MLP}[s[z, s, y], s[e]], \quad (19) \right)$$

where $l$ is the number of negative samples.

4 ELAM AND ECAIL: NEW DATASETS FOR EXPLAINABLE LEGAL CASE MATCHING

To verify the effectiveness of our IOT-Match method, we construct a new Explainable Legal Case Matching (ELAM) dataset that provides not only the ground-truth matching label for each legal case pair,
but also manually-labeled rationales, their alignments, and natural language-based explanations of the matching decision.

To construct the ELAM dataset, we collect 8955 legal cases on “the obstruction of social management order crime” from Faxin. Each case is already associated with several tags that provide some basic information such as application of the law, court name, judge year, trial or retrial, etc. During the pre-processing, we randomly sample 1250 cases as queries and construct a candidate pool for each query case. The cases in the candidate pool are retrieved according to their numbers of overlapped tags compared to the corresponding query case. To ensure the usability of the dataset, we remove those query cases (and their candidate pools) when the candidate pool retrieved less than 10 cases. In total, the final dataset contains 5000 legal case pairs. Finally, the basic information (e.g., the tags) is removed and some identity information is replaced with placeholders for privacy protection.

During the human annotation, each legal expert is provided a set of randomly selected legal case pairs. For each pair, a legal expert was asked to first annotate the rationale label for each sentence. Following the practices in [31], the rationale labels are 4-level: the key circumstances, the key constitutive elements of crime, the focus of disputes, and not a rationale. Then, the pro and con rationales (the alignment of rationales) were marked. Finally, the 3-level matching label was annotated. In addition, the legal experts were required to give a free-form natural language explanation for their matching decision based on the annotated rationales.

Besides ELAM, we also extended the CAIL (Challenge of AI in Law) 2021 dataset to adapt to the explainable legal case matching task. This dataset is created for the NLP competition in the law domain. Each legal case in the original CAIL corpus is associated with several tags about the issue of private lending. In our extended CAIL (eCAIL), these tagged sentences are regarded as rationales, and others are regarded as unrelated sentences. The pro and con rationales correspond to the tagged sentences with identical labels and those with different labels, respectively. The same pre-processing as that of ELAM is conducted to construct the candidate legal case pairs. Because the tags in eCAIL data are the constitutive elements of crime for rationale sentences, we automatically assign a matching label for a pair of cases according to their

tag-overlapping (overlapping > 10 means matching, overlapping < 1 means mismatching, else means partially matching). Similarly, as for the natural language-based explanation of the matching label, we concatenate all of the tags in a paired legal case. Some basic statistics of ELAM and eCAIL are listed in Table 1.

### Table 1: Statistics of ELAM and eCAIL. Types of sentences include rationales and the others. #Rationale denotes the average number of rationales for each type per case; Prop. of pro and con denotes the average proportion of pro and con rationales per case.

|                  | ELAM         | eCAIL        |
|------------------|--------------|--------------|
| Train/ Valid/ Test | 4000/ 500/ 500 | 6000/ 750/ 750 |
| Types of sentences | 4            | 2            |
| #Rationale       | 4.80/6.00/ 1.30 | 12.00        |
| Prop. of pro and con | 2.61/7.39   | 3.52/6.48   |
| #Sentence per case | 16.29       | 124.10      |
| Length of explanation | 176.34      | 165.39      |

### 5 EXPERIMENTS

In this section, we conduct experiments to answer the following research questions: **RQ1**: Can IOT-Match outperform state-of-the-art methods on legal case matching and text matching with explanations in terms of matching accuracy? **RQ2**: How good are the explanations produced by IOT-Match, including the extracted rationales and the generated natural language? **RQ3**: Can IOT-Match efficiently make use of limited rationale alignment labels?

The source code, ELAM and eCAIL datasets, and all experiments have been shared at: https://github.com/ruc-wjyu/IOT-Match.

### 5.1 Experimental Settings

#### 5.1.1 Baselines and Evaluation Metrics

To the best of our knowledge, there exist few models that are exactly designed for explainable legal case matching. In the experiments, two types of text matching models are selected as baselines. The first type includes state-of-the-art legal case matching models without explanations:

1) **Sentence-BERT** [38] uses BERT pre-trained on the legal case corpus to encode two cases and uses a MLP to conduct matching.
2) **Lawformer** [44] leverages a Longformer-based pre-trained language model for Chinese legal long documents understanding.
3) **BERT-PLI** [41] uses BERT to capture paragraph-level semantic relations and then aggregates them with RNN and attention.
4) **Thematic Similarity** [8] segments two legal cases into paragraphs and computes the paragraph-level similarities. Maximum or average similarities are used for the overall matching prediction.

The second type of baselines includes the following matching models designed for short text matching with explanations:

1) **NILE** [26] adopts GPT2 to generate label-specific explanations for paired sentences, which has three variants that leverage different information to output matching score: **NILE (Ind)** only uses the generated explanation, **NILE (App)** uses the concatenation of input paired sentences and the generated explanation; and **NILE (Agg)** compares all the generated label-specific explanations.
2) **LIREx** [54] uses an attention mechanism to generate rationale-enabled explanations, which also involves selected explanations to conduct the sentence matching.

Note that both ELAM and eCAIL are in Chinese and do not have precedent information, we do not choose the precedent citation network-based methods [7, 8] as the baselines. Additionally, since NILE and LIREx can generate natural language explanations for matching, we compared IOT-Match with them in terms of explanation generation using identical pre-trained language models.

To evaluate the performance of rationale extraction, we also compare IOT-Match with the following state-of-the-art rationale extraction models designed for paired documents:

1) **MT-H-LSTM** [15] uses two bi-LSTMs to obtain sentence embeddings and predict the aligned sentences from document pairs.
2) **MLMC** [16] formulates the associative sentence extraction for

---

1. https://www.faxin.cn
2. We use the Fact Prediction Track data available at: http://cail.cipsc.org.cn/
3. https://github.com/thunlp/OpenCLaP
Parallel documents as a problem of table filling, in which a matrix is constructed to show whether the sentences are related or not.

3) **DecAtt** [35] adopts attention to indicate the alignments between cross-case sentences. To make fair comparisons, the sentence encoder in DecAtt is set to be identical to that of in IOT-Match.

Different metrics are adopted to evaluate the different modules of IOT-Match. As for rationales extraction and matching prediction, Accuracy, Precision, Recall, and F1 are used. As for natural language explanation generation, the ROUGE score is used because the task is formulated as the Seq2Seq text generation.

5.1.2 Hyper-parameter settings. All of the hyper-parameters in IOT-Match are tuned using grid search on the validation set with Adam [24]. In the rationale extraction, the learning rate \( \eta_1 \) is tuned between \([1e^{-4}, 1e^{-3}]\); the batch size \( n_1 \) is tuned among \([32, 64, 128]\); \( \gamma_1 \) is tuned between \([1, 10] \) and \( \gamma_2 \) is tuned between \([0.1, 1.0] \); the alignment threshold \( \tau \) for ELAM and eCAIL are tuned between \([1e^{-3}, 1e^{-2}] \) and \([1e^{-3}, 5e^{-3}] \), respectively; and the entropic regularizer \( \gamma \) is tuned among \([0.1, 1.0] \); the affinity matrix coefficient \( \epsilon \) is tuned among \([0, -10, -50, -100, -200] \). In the natural explanation generation, the hyper-parameters are set according to those reported in [42]: the learning rate \( \eta_2 \) is set as \( 2e^{-5} \); the batch size \( n_2 \) is set as \( 2 \); In the matching, the learning rate \( \eta_3 \) is tuned between \([2e^{-5}, 5e^{-5}] \); the batch size \( n_3 \) is tuned between \([4, 8] \), and \( \gamma_3 \) is tuned among \([1, 10, 20] \).

5.2 Matching Accuracy (RQ1)

We first study the matching performance of our proposed IOT-Match. Table 2 presents the matching performances of IOT-Match and the baselines in terms of four evaluation metrics on ELAM and eCAIL. All the methods are trained ten times and the averaged results are reported. Based on the results, we summarize our observations as follows: (1) IOT-Match consistently and significantly outperforms all of the baselines on two datasets in terms of all metrics, indicating the effectiveness of IOT-Match in enhancing the matching accuracy. Note that the legal cases in eCAIL are extremely lengthy (on average over 100 sentences per legal case). IOT-Match achieves over 10% improvements in terms of all four metrics on eCAIL, further verifying its effectiveness in the matching of long-form legal cases. (2) Compared to short text matching with explanation models which involve all sentences in a paired legal case during the matching, IOT-Match enjoys the advantages from the extracted rationales and achieves consistent improvements on two datasets. The result indicates that the rationale extraction module in IOT-Match accurately identified the rationales and filtered out the noise sentences from legal cases. (3) Compared to existing legal case matching models that cannot provide matching explanations, IOT-Match also achieves consistent improvements on both datasets. The results indicate that the natural language explanations generated by IOT-Match are helpful for legal case matching.

| Model types       | Models           | Acc. (%) | ELAM P. (%) | R. (%) | F1 (%) | eCAIL P. (%) | R. (%) | F1 (%) |
|-------------------|------------------|----------|-------------|--------|--------|--------------|--------|--------|
| Legal case        | Sentence-BERT [38]| 68.83    | 69.83       | 66.88  | 67.20  | 71.33        | 70.83  | 71.21  | 70.98  |
|                   | Lawformer [44]   | 69.91    | 72.26       | 68.34  | 69.18  | 70.67        | 70.20  | 70.55  | 69.91  |
|                   | BERT-PLI [41]    | 71.21    | 71.22       | 71.23  | 70.88  | 70.66        | 70.05  | 70.54  | 70.18  |
|                   | Thematic Similarity (avg) [8] | 70.99 | 71.28       | 68.97  | 69.12  | 71.47        | 70.88  | 71.34  | 71.00  |
|                   | Thematic Similarity (max) [8] | 71.86 | 71.50       | 70.07  | 70.26  | 68.53        | 67.25  | 68.38  | 67.57  |
| Short text matching | NILE (Agg) [26] | 65.87    | 65.22       | 64.89  | 65.05  | 71.60        | 71.44  | 71.02  | 70.91  |
| with explanations | NILE (App) [26] | 68.90    | 68.90       | 66.87  | 67.32  | 72.53        | 71.97  | 71.93  | 71.95  |
|                   | NILE (Ind) [26]  | 69.76    | 68.30       | 68.82  | 68.46  | 73.33        | 73.43  | 72.84  | 73.05  |
|                   | LIREx [54]       | 68.18    | 68.22       | 67.34  | 67.66  | 70.53        | 69.68  | 70.40  | 69.94  |
| Ours              | IOT-Match        | 73.87†   | 73.02†      | 72.41† | 72.55† | 82.00†       | 82.10† | 81.92† | 81.90† |

Table 3: Plausibility of extracted rationales on ELAM and eCAIL test sets in terms of extraction accuracy.

| Models             | ELAM Acc. (%) | eCAIL Acc. (%) |
|--------------------|---------------|----------------|
| MT-H-LSTM [15]     | 68.91         | 95.18          |
| MLMC [16]          | 68.37         | 95.30          |
| DecAtt [35]        | 83.09         | 94.33          |
| OT [36]            | 83.09         | 90.97          |
| IOT-Match          | **86.82**     | **96.26**      |
where the rationales are more diverse (three types of rationales). According to the results illustrated in the figure, IOT-Match outperforms MLMC [16], MT-H-LSTM [15] and DecAtt [35] by about 24.0%, 25.0%, and 4.0%, respectively on ELAM. We also compare the original IOT-Match with a modified one with IOT ablated but forward OT kept, denoted as OT in Table 3. Table 3 shows that the extraction accuracy drops if we remove IOT from IOT-Match. The results indicate the effectiveness of IOT in learning the adaptive cross-case sentence affinity and predicting the rationale alignment.

In terms of faithfulness, we conduct experiments to measure the degree to which the extracted rationales influence the final matching. Specifically, we test the matching performance of IOT-Match with explanations and IOT-Match without explanations respectively under three conditions: using all sentences as the input (respectively denoted as "IOT-Match (a + e)" and "IOT-Match (a)"), using rationale extracted by IOT-Match as the input (respectively denoted as "IOT-Match (r + e)" and "IOT-Match (r)"), and using sentences except those extracted by IOT-Match as the input (respectively denoted as "IOT-Match (a\{r + e\})" and "IOT-Match (a\{r\})"). From the results reported in Table 4, we find that the rationales extracted by IOT-Match play a critical role in legal case matching. Specifically, if the extracted rationales are removed from a model’s input (IOT-Match(a\{r + e\}) or IOT-Match(a\{r\})), the matching accuracy of the model drops dramatically. In addition, in eCAIL where the legal cases are extremely lengthy, if all sentences are used as a model’s input (IOT-Match(a + e) or IOT-Match(a)), the model’s accuracy still drops to some extent because of the noise from other sentences. On ELAM, the performance of using rationales as the only input is competitive with that of using all sentences. This result indicates the rationales extracted by IOT-Match already provide sufficient legal semantics for case matching. Based on the above analysis, we conclude that IOT-Match is capable of accurately extracting faithful rationales for legal case matching.

5.3.2 Quality of the Generated Explanation. In terms of plausibility, we compare the natural language explanation generated by IOT-Match to those generated by NILE [26] and LIREx [54]. Since both ELAM and eCAIL have human-annotated explanations for the matching labels, the popular metrics in machine translation such as ROUGE-1, ROUGE-2, and ROUGE-L are used to evaluate the plausibility. As shown in Table 5, the natural language explanations generated by IOT-Match are more consistent with human annotations than those generated by NILE and LIREx, especially on the eCAIL where IOT-Match outperformed NILE [26] and LIREx [54] at least by 7.9% and 2.5% across all metrics, respectively. Moreover, we also conduct human evaluations to test the quality of the generated explanations. Following [54], we randomly sampled 50 examples respectively from ELAM and eCAIL, and asked two annotators to answer the questions whether the generated explanation and the label explanation convey the same meaning. Each annotator was provided with the context (legal cases, rationales, explanations), and asked to label them as 1 if they agree to the question, or 0 otherwise. As shown in Table 6, IOT-Match obtains a high relevance score between the generated explanations and label explanations. The result verifies the effectiveness of IOT-Match in generating plausible explanations.

In terms of faithfulness, we conduct experiments to measure the degree to which the generated explanation influences the final matching. Specifically, we compare the performance among IOT-Match using the rationales only (IOT-Match(r)), using the explanation only (IOT-Match(e)), and using rationales and explanations (IOT-Match(r + e)). From the results reported in Table 4, we find: (1) on both ELAM and eCAIL, IOT-Match (r + e) performs the best, indicating that the natural language explanations generated by IOT-Match contributed to the matching prediction; (2) IOT-Match (e) performs better than IOT-Match (r) on ELAM, verifying the faithfulness of the generated explanation. The result also indicates that the explanations on ELAM are more sufficient for the matching prediction than the extracted rationales. (3) IOT-Match (e) performs worse than IOT-Match (r) on eCAIL. We analyze the reasons and find that the labeled explanations on eCAIL are the concatenations of the rationale sentences. Such labeled explanations are not coherent enough and may harm the generated explanations.

5.4 Robustness under limited labels (RQ3)

One advantage of IOT-Match is its capability of learning to extract the pro and con rationales from human-labeled rationale alignments.
Table 5: Plausibility of generated explanations on ELAM and eCAIL test sets in terms of ROUGE scores.

| Models      | ELAM          | eCAIL         |
|-------------|---------------|---------------|
|             | ROUGE-1 (%)   | ROUGE-2 (%)   | ROUGE-L (%)   | ROUGE-1 (%)   | ROUGE-2 (%)   | ROUGE-L (%)   |
| NILE [26]   | 73.40 70.96 | 69.93 70.47 | 71.27 69.78 | 69.37 68.79 | 69.62 68.59 | 71.12 69.93 |
| LIREx [54]  | 74.15 71.61 | 70.79 70.98 | 72.89 69.37 | 70.52 68.46 | 70.98 68.76 | 72.88 68.96 |
| IOT-Match   | 75.55 73.64 | 75.18 70.87 | 74.12 73.67 | 73.40 70.96 | 69.87 65.70 | 66.88 64.58 |

Table 6: Human evaluations of the explanation quality over 50 randomly sampled data from ELAM and eCAIL by two annotators with the inter-rater agreement of 0.95.

| Models      | ELAM | eCAIL |
|-------------|------|-------|
|             |      |       |
| NILE [26]   | 35   | 38    |
| LIREx [54]  | 41   | 46    |
| IOT-Match   | 46   | 44    |

in a semi-supervised manner, because, in real practice, manually labeling the rationale alignments is expensive and time-consuming.

We conduct experiments to test the rationale extraction accuracy w.r.t. different amounts of labeled alignments. Specifically, we configure IOT-Match to extract rationales given different ratios of labeled alignments $\hat{A}$ in Eq. (5) (from 0% to 100% where 0% means no labels available, and 100% means fully supervised learning). Figure 4 illustrates the extraction accuracy w.r.t. the ratio of labeled alignments on ELAM data. We find that IOT-Match shows competitive performances when only 10%-20% of the labeled alignments are involved in learning. The results indicate that with only a small fraction of the alignment labels, IOT-Match can still learn the cross-case sentence-level affinity matrix $C$ with high accuracy, and accurately extract the pro and con rationales.

Figure 5 shows the predicted rationale alignments for an example legal case pair (used in Figure 2) from ELAM test set. The models are trained when only 10% of the alignment labels are used. From the results, we find that MLMC and DecAtt output dense alignments (Figure 5(a) and (b)), which are not accurate (ground-truth alignments are shown in Figure 5(d)) and are hard to be explained. In contrast, IOT-Match not only accurately identifies and aligns the rationales (Figure 5(c)), but also is explainable due to its sparseness. The results verify that IOT-Match is able to robustly and accurately extract and align the rationales when the alignment labels are insufficient.

6 CONCLUSION

This paper proposes a novel inverse optimal transport-based model called IOT-Match for explainable legal case matching. IOT-Match is not only able to extract the pro and con rationales and generates natural language explanations for legal case matching, but is also robust to alignment label insufficiency. A new dataset is created to facilitate the study of explainable legal case matching. Comprehensive experimental results showed that IOT-Match consistently outperformed state-of-the-art baselines in terms of matching accuracy. The empirical analysis verified that the extracted rationales and the generated explanations are not only consistent with human annotations but also faithful to the final matching prediction.
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