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1 Introduction

In non-relativistic quantum physics Schrödinger operators with magnetic fields play an important rôle [26, 27]. In suitable physical units they are given by differential expressions of the form

\[ H_\Lambda(A, V) = \frac{1}{2} \left( -i \nabla - A(x) \right)^2 + V(x) \]  

(1.1)

over the configuration space \( \Lambda \subseteq \mathbb{R}^d \). Here the scalar potential \( V \) is a real-valued function on \( \Lambda \) representing the potential energy. The vector potential \( A \) is an \( \mathbb{R}^d \)-valued function on \( \Lambda \) giving rise to the magnetic field \( \nabla \times A \). For the purposes of quantum physics \( H_\Lambda(A, V) \) has to be given a precise meaning as a self-adjoint operator acting on the Hilbert space \( L^2(\Lambda) \) of complex-valued wave-functions on \( \Lambda \). Clearly, if \( \Lambda \neq \mathbb{R}^d \) this requires to impose boundary conditions on the wave functions in the domain (of definition) of \( H_\Lambda(A, V) \).

As impressively demonstrated in Simon’s landmark paper [58], many spectral properties of \( H_\Lambda(A, V) \) can efficiently be derived by studying the Schrödinger semigroup \( \{ e^{-tH_\Lambda(A,V)} \}_{t \geq 0} \). The latter can be done by probabilistic techniques via the Feynman-Kac-Itô path-integral formula. In fact, the works [10, 58] make essential use of this approach for the case \( A = 0 \) and \( \Lambda = \mathbb{R}^d \), that is, when both the magnetic field vanishes and the configuration space is the whole Euclidean space. For \( A = 0 \) and \( \Lambda \subseteq \mathbb{R}^d \) some results may be found in [74, Chapter 1]. Another recent monograph further elucidating the relation between “quantum potential theory” and Feynman-Kac processes is [11].

The main goal of the present work is to extend some of the key results in [10, 58] on continuity properties to rather general \( A \) and \( \Lambda \). In doing so, we follow [58] in restricting
ourselves to Kato decomposable scalar potentials $V$. The class of vector potentials $A$ considered will only be restricted by local Kato-like conditions. The configuration space will either be $\Lambda = \mathbb{R}^d$ or an arbitrary non-empty open subset $\Lambda \subset \mathbb{R}^d$. Since vector potentials in one spatial dimension are of no physical interest, we will only consider dimensions $d \geq 2$. As for the necessary boundary conditions for $\Lambda \neq \mathbb{R}^d$, we are only able to handle Dirichlet conditions. Apart from that, in our opinion, the resulting class of Schrödinger operators with magnetic fields is general enough to cover most systems of physical interest with finite ground-state energy. Continuity properties of the generated semigroups have turned out to be valuable in obtaining interesting results in that field of mathematical physics where magnetic fields play a major rôle. We mention so-called magnetic Lieb-Thirring inequalities [22], heat-kernel estimates [21, 23] and the existence and Lifshits tailing of the integrated density of states of random Schrödinger operators [8, 67, 8, 24]. In proving the statements of the present paper we closely follow [10, 58, 24] using the probabilistic approach. Since we aim at a reasonably self-contained presentation which is intelligible for many readers, our arguments are perhaps more detailed than usual.

The reader should note that Simon’s work [58] is followed by several other interesting developments in semigroup theory relating to Schrödinger operators. While some of them rely on probabilistic techniques, others do not. In a setting closest to that of the present paper one of us [14, 37] has considerably relaxed the conditions imposed on the vector potential $A$. Related results with $A \neq 0$ but with weaker assumptions on the scalar potential $V$ have been obtained in [12] building on the works [68, 39] for $A = 0$. Basically, in [68, 39, 12] the negative part of $V$ no longer needs to be infinitesimally form-bounded relative to the unperturbed Schrödinger operator $H(0, 0)$. There has also been a lot of activity [14, 13, 13, 13] in studying perturbations of positivity preserving semigroups with generators more general than $H(0, 0)$. Extensions into other directions investigate perturbations by measures instead of functions [1, 3, 28, 29, 63, 61]. Last but not least we mention the progress [12] for Schrödinger-like semigroups with an underlying configuration space which is only locally Euclidean, see also [13, 14].

For a wealth of information on regularity and spectral properties of Schrödinger operators (for $\Lambda = \mathbb{R}^d$) with or without magnetic field we recommend the recent works [32, 31, 45], see also [44] and references therein. In contrast to the present paper these works do not rely on semigroups.

2 Basic definitions and representations

In this section we fix our basic notation and give a short compilation of the classes of scalar potentials $V$ and vector potentials $A$ which we will consider. Moreover, we will give a precise definition of the Schrödinger operator (1.1) and recall the appropriate Feynman-Kac-Itô formula for its semigroup.

The open ball of radius $\varrho > 0$ centered about the origin in the $\nu$-dimensional Euclidean space $\mathbb{R}^\nu$, $\nu \in \mathbb{N}$, is denoted by

$$B_\varrho := \{ x \in \mathbb{R}^\nu : |x| < \varrho \}.$$  

(2.1)

Here $|x| := (x \cdot x)^{1/2}$ is the norm of $x = (x_1, \ldots, x_\nu) \in \mathbb{R}^\nu$ derived from the scalar product
\[ x \cdot y := \sum_{j=1}^{\nu} x_j y_j. \]

Given a subset \( \Omega \) of \( \mathbb{R}^\nu \) we write

\[
\omega \mapsto \chi_\Omega(\omega) := \begin{cases} 
1 & \text{for } \omega \in \Omega \\
0 & \text{otherwise}
\end{cases}
\]

(2.2)

for its indicator function. The closure of \( \Omega \) is written as \( \overline{\Omega} \) and its boundary is denoted by \( \partial \Omega \).

We denote the nabla operator \( \left( \frac{\partial}{\partial x_1}, \ldots, \frac{\partial}{\partial x_\nu} \right) \) in \( \mathbb{R}^\nu \) as \( \nabla \) and the Lebesgue measure on the Borel subsets of \( \mathbb{R}^\nu \) as \( d\lambda \). All real-valued or complex-valued functions on \( \mathbb{R}^\nu \) are assumed to be Borel measurable. If not stated otherwise, we identify functions which differ only on sets of Lebesgue measure zero.

The Banach space \( L^p(\Omega) \) of \( p \)th-power Lebesgue-integrable functions \((1 \leq p \leq \infty)\) on a Borel set \( \Omega \subseteq \mathbb{R}^\nu \) of non-zero Lebesgue measure consists of complex-valued functions \( \psi : \Omega \to \mathbb{C} \) such that the norm

\[
\|\psi\|_{L^p} := \begin{cases} 
\left( \int_{\Omega} |\psi(x)|^p \, d\lambda \right)^{1/p} & \text{for } p < \infty \\
\text{ess sup}_{x \in \Omega} |\psi(x)| & \text{for } p = \infty
\end{cases}
\]

(2.3)

is finite. We recall that \( L^2(\Omega) \) becomes a Hilbert space when equipped with the scalar product

\[
\langle \phi | \psi \rangle := \int_{\Omega} (\phi(x))^* \psi(x) \, d\lambda.
\]

(2.4)

Here the star denotes complex conjugation. The norm of an operator \( X : L^p(\Omega) \to L^q(\Omega) \), \( 1 \leq p, q \leq \infty \) is defined as

\[
\|X\|_{p,q} := \sup_{\|\psi\|_p = 1} \|X\psi\|_q.
\]

(2.5)

The space \( L^p_{\text{unif, loc}}(\Omega) \) of uniformly locally \( p \)th-power integrable functions \((1 \leq p \leq \infty)\) consists of functions \( \psi : \Omega \to \mathbb{C} \) such that the norm

\[
\|\psi\|_{L^p_{\text{unif, loc}}} := \begin{cases} 
\sup_{x \in \mathbb{R}^\nu} \left( \int_{\Omega} |\psi(y)|^p \chi_{B_1(x-y)}(y) \, d\lambda \right)^{1/p} & \text{for } p < \infty \\
\text{ess sup}_{x \in \Omega} |\psi(x)| & \text{for } p = \infty
\end{cases}
\]

(2.6)

is finite. The space \( L^p_{\text{loc}}(\Omega) \) of locally \( p \)th-power integrable functions \((1 \leq p \leq \infty)\) consists of functions \( \psi : \Omega \to \mathbb{C} \) such that \( \psi \chi_K \in L^p(\Omega) \) for all compact \( K \subseteq \Omega \).

The positive part \( f^+ \) and the negative part \( f^- \) of a real-valued function \( f \) on \( \Omega \) are defined by

\[
f^\pm(x) := \sup \{ \pm f(x), 0 \}, \quad x \in \Omega.
\]

(2.7)

In case that \( \Omega \subseteq \mathbb{R}^\nu \) is open, we write \( C(\Omega) \) for the space of complex-valued continuous functions on \( \Omega \). The subspace of arbitrarily often differentiable functions with compact support inside \( \Omega \) is written as \( C_0^\infty(\Omega) \).
In the following Λ denotes a fixed, non-empty, open, not necessarily proper subset of \( \mathbb{R}^d \), \( d \geq 2 \). We stress that we will always assume \( d \geq 2 \). In physical terms, Λ serves as the configuration space. Any complex-valued function \( f \) defined a priori on Λ will be understood to be trivially extended to \( \mathbb{R}^d \) by defining \( f(x) := 0 \) for \( x \not\in \Lambda \) without further notice. We use this extension convention to injectively embed \( L^p(\Lambda) \) into \( L^p(\mathbb{R}^d) \), \( 1 \leq p \leq \infty \), and thus have \( L^p(\Lambda) \subseteq L^p(\mathbb{R}^d) \) etc. We write \( g_\varepsilon(x) := \chi_{B_\varepsilon}(x) \left\{ \begin{array}{ll} -\ln |x| & \text{for } d = 2 \\ |x|^{2-d} & \text{for } d \geq 3 \end{array} \right. \) (2.8) for the repulsive Newton-Coulomb potential on \( \mathbb{R}^d \) truncated outside the Ball \( B_\varepsilon \).

**Definition 2.1**

A scalar potential is a real-valued function \( V \) on \( \Lambda \). The function \( V \) is said to be in the Kato class \( \mathcal{K}(\mathbb{R}^d) \) if

\[
\lim_{\varepsilon \downarrow 0} \sup_{x \in \mathbb{R}^d} \int g_\varepsilon(x-y) |V(y)| \, dy = 0. \tag{2.9}
\]

The function \( V \) is said to be in the local Kato class \( \mathcal{K}_{\text{loc}}(\mathbb{R}^d) \) if \( V \chi_K \in \mathcal{K}(\mathbb{R}^d) \) for all compact \( K \subset \mathbb{R}^d \). The function \( V \) is said to be Kato decomposable, in symbols \( V \in \mathcal{K}_\pm(\mathbb{R}^d) \), if \( V^+ \in \mathcal{K}_{\text{loc}}(\mathbb{R}^d) \) and \( V^- \in \mathcal{K}(\mathbb{R}^d) \). The Kato norm is given by

\[
\|V\|_{\mathcal{K}(\mathbb{R}^d)} := \sup_{x \in \mathbb{R}^d} \int g_1(x-y) |V(y)| \, dy. \tag{2.10}
\]

Note that due to the above extension convention it is reasonable to state \( V \in \mathcal{K}(\mathbb{R}^d) \) even if \( V \) is a priori only defined on \( \Lambda \subseteq \mathbb{R}^d \).

The following remarks are borrowed from [13, Chapter 1.2], [3, Section 4] and [11, Chapter 3].

**Remarks 2.2**

i) To find out whether or not a function belongs to the Kato class or local Kato class the following inclusions may be helpful. For \( p > \frac{d}{2} \) one has

\[
L^p_{\text{unif, loc}}(\mathbb{R}^d) \subset \mathcal{K}(\mathbb{R}^d) \subset L^1_{\text{unif, loc}}(\mathbb{R}^d), \tag{2.11}
\]

\[
L^p_{\text{loc}}(\mathbb{R}^d) \subset \mathcal{K}_{\text{loc}}(\mathbb{R}^d) \subset L^1_{\text{loc}}(\mathbb{R}^d). \tag{2.12}
\]

ii) The Kato class is complete with respect to the Kato norm [58, Erratum], [58, Section 5], that is, \( \mathcal{K}(\mathbb{R}^d) \) is a Banach space. The inclusions \( 2.11 \) hold also with respect to convergence in norm, that is, convergence in \( \| \bullet \|_{\mathcal{K}(\mathbb{R}^d)} \) implies convergence in \( \| \bullet \|_{L^p_{\text{unif, loc}}(\mathbb{R}^d)} \) which in turn implies convergence in \( \| \bullet \|_{L^1_{\text{unif, loc}}(\mathbb{R}^d)} \), where \( p > \frac{d}{2} \).
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iii) Let $2H_{\Lambda}(0,0)$ denote the self-adjoint Friedrichs-extension on the Hilbert space $L^2(\Lambda)$ of the negative Laplacian $-\nabla \cdot \nabla$ on $C_0^\infty(\Lambda)$, that is, $-2H_{\Lambda}(0,0)$ is the usual Laplacian on $\Lambda$ with Dirichlet boundary conditions. Then any $V \in \mathcal{K}(\mathbb{R}^d)$ is infinitesimally form-bounded [50, Definition p. 168] relative to $H_{\Lambda}(0,0)$ [11, Corollary to Theorem 3.25]. Alternatively, this follows from [37, Proposition 2.1] or [2, Theorem 4.7] used with the fact that, by the extension convention, the form domain of $H_{\Lambda}(0,0)$ is a subset of the form domain of $H_{\mathbb{R}^d}(0,0)$. The class $\mathcal{K}(\mathbb{R}^d)$ is nearly maximal with respect to infinitesimal form-boundedness [13, Theorem 1.12]. Consequently, the set of Kato-decomposable functions should contain all physically relevant scalar potentials, which lead to Schrödinger operators (1.1) with a finite ground-state energy.

iv) An example illustrating the admissible local singularities of scalar potentials in $\mathcal{K}(\mathbb{R}^d)$ for $d \geq 3$ is

$$V_\mu(x) := \frac{\Theta_{1/2}(x)}{|x|^2 \ln |x|^\mu}, \quad \mu > 0,$$

(2.13)

where $\Theta_{1/2}$ is some real-valued function in $C_0^\infty(\mathbb{R}^d)$ which vanishes outside the ball $B_{3/4}$ and furthermore obeys $\Theta_{1/2}(x) = 1$ for $|x| < 1/2$. According to [13, Example (a) p.8], [2, Proposition 4.10] one has the equivalence

$$V_\mu \in \mathcal{K}(\mathbb{R}^d) \iff \mu > 1.$$  

(2.14)

Note that, for $d = 3$, $V_\mu$ obeys the Rollnik condition [53, Chapter I] whenever $\mu > \frac{1}{2}$, see [53, Example I.6.3]. Finally, $V_\mu$ is infinitesimally form-bounded relative to $H_{\mathbb{R}^d}(0,0)$ for all $\mu > 0$.

Useful for handling Kato-decomposable functions is the following possibility to approximate them by nice functions.

**Proposition 2.3**

Let $V \in \mathcal{K}_\pm(\mathbb{R}^d)$. Then there is a sequence $\{V_n\}_{n \in \mathbb{N}} \subset C_0^\infty(\mathbb{R}^d)$ such that

$$\lim_{n \to \infty} \| (V - V_n) \chi_K \|_{\mathcal{K}(\mathbb{R}^d)} = 0$$

(2.15)

for all compact $K \subset \mathbb{R}^d$ and

$$\sup_{n \in \mathbb{N}} \sup_{x \in \mathbb{R}^d} \int g_\varrho(x - y) V_n^- (y) \, dy \leq \sup_{x \in \mathbb{R}^d} \int g_\varrho(x - y) V^- (y) \, dy$$

(2.16)

for all $0 < \varrho \leq 1$.

This approximability and the idea of its proof have been stated in [58, § B.10]. The approximating sequence $\{V_n\}$ may be constructed from $V$ in the following standard way. The potential $V$ is smoothly truncated outside an increasingly large ball and then mollified by convolution with an approximate delta function in $C_0^\infty(\mathbb{R}^d)$. Since $V \in \mathcal{K}_\pm(\mathbb{R}^d)$ is locally integrable, the resulting approximations are in $C_0^\infty(\mathbb{R}^d)$. Then patiently estimating shows that (2.15) and (2.16) can be fulfilled. The details can be found in Appendix A.

We now define the classes of vector potentials to be dealt with in the sequel.
Definition 2.4

A vector potential is an $\mathbb{R}^d$-valued function $A$ on $\Lambda$. A vector potential $A$ is said to be in the class $\mathcal{H}(\mathbb{R}^d)$, if its squared norm $A^2 := A \cdot A$ and its divergence $\nabla \cdot A$, considered as a distribution on $\mathcal{C}_0^\infty(\mathbb{R}^d)$, are both in $\mathcal{K}(\mathbb{R}^d)$. It is said to be in the class $\mathcal{H}_{\text{loc}}(\mathbb{R}^d)$, if both $A^2$ and $\nabla \cdot A$ are in $\mathcal{K}_{\text{loc}}(\mathbb{R}^d)$.

Remarks 2.5

i) As it should be from the physical point of view, only local regularity conditions are required for a vector potential to lie in $\mathcal{H}_{\text{loc}}(\mathbb{R}^d)$. Moreover, since once continuously differentiable vector potentials are included, in symbols $(\mathcal{C}^1(\mathbb{R}^d))^d \subset \mathcal{H}_{\text{loc}}(\mathbb{R}^d)$, most physically relevant vector potentials are covered. From this point of view the class $\mathcal{H}(\mathbb{R}^d)$ is of less interest, because, for example, any vector potential $A \in (\mathcal{C}^1(\mathbb{R}^3))^3$ giving rise to a constant magnetic field $\nabla \times A$ lies in $\mathcal{H}_{\text{loc}}(\mathbb{R}^3)$ but not in $\mathcal{H}(\mathbb{R}^3)$. Therefore, we try to avoid global regularity assumptions as far as possible, that is, we aspire after results valid for vector potentials in $\mathcal{H}_{\text{loc}}(\mathbb{R}^d)$.

ii) With regard to the one-parameter family of vector potentials considered in [13, Theorem 6.2], we note that the spectrum of the associated Schrödinger operator dramatically changes its character precisely at that parameter value where the border between $\mathcal{H}(\mathbb{R}^d)$ and $\mathcal{H}_{\text{loc}}(\mathbb{R}^d)$ is reached.

iii) The local singularities admissible for vector potentials in $\mathcal{H}(\mathbb{R}^d)$, $d \geq 3$, are illustrated by the example

$$A_\mu(x) := \frac{x}{|x|} (V_\mu(x))^{1/2}, \quad (2.17)$$

where $V_\mu$ is defined in (2.13). According to Remark 2.2.ii) one has $A_\mu^2 \in \mathcal{K}(\mathbb{R}^d) \iff \mu > 1$, but

$$A_\mu \in \mathcal{H}(\mathbb{R}^d) \iff \mu > 2, \quad (2.18)$$

as can be seen by explicitly calculating $\nabla \cdot A_\mu$.

Similar to Kato-decomposable scalar potentials, vector potentials in $\mathcal{H}_{\text{loc}}(\mathbb{R}^d)$ can be approximated by smooth functions.

Proposition 2.6

Let $A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d)$. Then there is a sequence $\{A_m\}_{m \in \mathbb{N}} \subset (\mathcal{C}_0^\infty(\mathbb{R}^d))^d$ such that

$$\lim_{m \to \infty} \| (A - A_m)^2 \chi_K \|_{\mathcal{K}(\mathbb{R}^d)} = 0 \quad (2.19)$$

and

$$\lim_{m \to \infty} \| (\nabla \cdot A - \nabla \cdot A_m) \chi_K \|_{\mathcal{K}(\mathbb{R}^d)} = 0 \quad (2.20)$$

for all compact $K \subset \mathbb{R}^d$. 
The proof is similar to the one of Proposition 2.3 and is given in Appendix A.

The next topic is the precise construction of the Schrödinger operator \( (1.1) \) as a self-adjoint operator acting on the Hilbert space \( L^2(\Lambda) \). Here we use the definition via forms [51, Section VIII.6], [50, Section X.3], [13, Section 1.1].

In a first step we consider \( A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \) and \( V^+ \in \mathcal{K}_{\text{loc}}(\mathbb{R}^d) \). The sesquilinear form

\[
\mathcal{F}_{A,V}^+: C^\infty_0(\Lambda) \times C^\infty_0(\Lambda) \to \mathbb{C}, \quad (\phi, \psi) \mapsto \mathcal{F}_{A,V}^+(\phi, \psi) \tag{2.21}
\]

where

\[
\mathcal{F}_{A,V}^+(\phi, \psi) := \langle (V^+)\frac{i}{2}\phi | (V^+)\frac{i}{2}\psi \rangle + \frac{1}{2} \sum_{j=1}^d \langle (-i\nabla - A)j\phi | (-i\nabla - A)j\psi \rangle \tag{2.22}
\]

is densely defined in \( L^2(\Lambda) \) and non-negative. For \( \Lambda = \mathbb{R}^d \) the closure of the form (2.21) has form domain

\[
\mathcal{Q}(\mathcal{F}_{A,V}^+) := \left\{ \psi \in L^2(\mathbb{R}^d) : (-i\nabla - A)\psi \in (L^2(\mathbb{R}^d))^d, (V^+)\frac{i}{2}\psi \in L^2(\mathbb{R}^d) \right\} \tag{2.23}
\]

see [57], [13, Theorem 1.13]. For general open \( \Lambda \subseteq \mathbb{R}^d \) the completion \( \mathcal{Q}(\mathcal{F}_{A,V}^+) \) of \( C^\infty_0(\Lambda) \) with respect to the form norm

\[
\| \psi \|_{\mathcal{F}_{A,V}^+} := \sqrt{\| \psi \|_2^2 + \mathcal{F}_{A,V}^+(\psi, \psi)} \tag{2.24}
\]

cannot exceed \( L^2(\mathbb{R}^d) \) because the form is closable for \( \Lambda = \mathbb{R}^d \). Since \( L^2(\Lambda) \) is a closed subspace of \( L^2(\mathbb{R}^d) \) the completion is even a subspace of \( L^2(\Lambda) \). Thus the form (2.21) extended to the domain \( \mathcal{Q}(\mathcal{F}_{A,V}^+) \) is non-negative and closed. According to [51, Theorem VIII.15] it therefore defines a unique self-adjoint operator on \( L^2(\Lambda) \) denoted as \( H_{\Lambda}(A, V^+) \).

Before proceeding with the construction of the Schrödinger operator we note that the just-defined Schrödinger operator \( H_{\Lambda}(A, 0), A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \), obeys the so-called diamagnetic inequality

\[
|e^{-tH_{\Lambda}(A, 0)}\psi| \leq e^{-tH_{\Lambda}(0, 0)}|\psi|, \quad \psi \in L^2(\Lambda), \quad t \geq 0. \tag{2.25}
\]

For \( \Lambda = \mathbb{R}^d \) the inequality may be found in [58, Proposition B.13.1], [5, Theorem 2.3]. For general open \( \Lambda \subseteq \mathbb{R}^d \) the estimate (2.25) is given in [14, Corollary 3.6] and is a special case of [12, Corollary 2.3]. Moreover, we will get it in the version (2.23) from Lemma B.3 in Appendix B devoted to a proof of the Feynman-Kac-Itô formula below.

In the second step we consider \( A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \) and \( V \in \mathcal{K}_{\pm}(\mathbb{R}^d) \). According to Remark 2.2.13 \( V^- \in \mathcal{K}(\mathbb{R}^d) \) is infinitesimally form-bounded relative to \( H_{\Lambda}(0, 0) \). This and the diamagnetic inequality (2.25) imply that \( V^- \) is infinitesimally form-bounded relative to \( H_{\Lambda}(A, 0) \leq H_{\Lambda}(A, V^+) \). In the case \( \Lambda = \mathbb{R}^d \) the last statement is proven in [5, Theorem 2.5], [50, Theorem 15.10]. For general open \( \Lambda \subseteq \mathbb{R}^d \) it is proven in [14, Proposition 3.7]. All three proofs are virtually identical.

Due to the established form-boundedness the KLMN theorem [50, Theorem X.17] is applicable and ensures that

\[
\mathcal{F}_{A,V} : \mathcal{Q}(\mathcal{F}_{A,V}) \times \mathcal{Q}(\mathcal{F}_{A,V}) \to \mathbb{C}, \quad (\phi, \psi) \mapsto \mathcal{F}_{A,V}(\phi, \psi) := \mathcal{F}_{A,V}^+(\phi, \psi) - \langle (V^-)\frac{i}{2}\phi | (V^-)\frac{i}{2}\psi \rangle \tag{2.26}
\]
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is a closed sesquilinear form bounded from below and with form core $C_0^\infty(\Lambda)$. The associated semi-bounded self-adjoint operator is denoted as $H_\Lambda(A, V)$.

Remarks 2.7

i) Of course, the above construction of $H_\Lambda(A, V)$ works for $A^2, V^+ \in L_{{\text{loc}}}^2(\mathbb{R}^d)$ and $V^-$ form-bounded relative to $H_\Lambda(A, V^+)$ with bound strictly smaller than 1. If we even assume $A^2, \nabla \cdot A, V^+ \in L_{{\text{loc}}}^2(\mathbb{R}^d)$ the construction of $H_\Lambda(A, V)$ is a bit easier, since then the form (2.21) comes directly from the non-negative symmetric operator

$$C_0^\infty(\Lambda) \to L^2(\Lambda), \quad \psi \mapsto \frac{1}{2} (-i \nabla - A)^2 \psi + V^+ \psi$$

(2.27)

and is therefore closable [50, Theorem X.23].

ii) $C_0^\infty(\mathbb{R}^d)$ is not only a form core but even an operator core for $H_{\mathbb{R}^d}(A, V)$, if in addition to $A \in H_{{\text{loc}}}^\infty(\mathbb{R}^d)$, $V \in K_\pm(\mathbb{R}^d)$ one has $A^2, \nabla \cdot A, V^+ \in L_{{\text{loc}}}^2(\mathbb{R}^d)$. This follows from [31, Theorem 2.5]. In [38, Theorem B.13.4] the statement without the restriction $\nabla \cdot A \in L_{{\text{loc}}}^2(\mathbb{R}^d)$ is incorrectly ascribed to [40]. Other criteria for the essential self-adjointness of $H_{\mathbb{R}^d}(A, V)$ on $C_0^\infty(\mathbb{R}^d)$ may be found for instance in [40, Theorem 3] and, more generally, in [11, Corollary 1.4].

iii) If $\Lambda \neq \mathbb{R}^d$ the above construction of $H_\Lambda(A, V)$ corresponds, roughly speaking, to imposing Dirichlet boundary conditions on $\partial \Lambda$ in order to render (1.1) formally self-adjoint. In fact, for $A = 0$ one has $Q(h_0, V_\Lambda) = Q(V^+) \cap H^1(\Lambda)$ where $H^1(\Lambda)$ is the Sobolev space of functions in $L^2(\Lambda)$ vanishing on $\partial \Lambda$ in distributional sense and having a square-integrable distributional gradient, see, for example, [20, Section 2.3].

We are going to recall the Feynman-Kac-Itô formula for the semigroup $\{e^{-tH_\Lambda(A, V)}\}_{t \geq 0}$ generated by the above-defined Schrödinger operator $H_\Lambda(A, V)$.

We denote by $P_x$ Wiener’s probability measure associated with standard Brownian motion $w$ on $\mathbb{R}^d$ having diffusion constant $\frac{1}{2}$ and almost surely continuous paths $s \mapsto w(s)$ starting from $x \in \mathbb{R}^d$, that is, $w(0) = x$. The induced expectation is written as $E_x$.

According to [3, Theorem 4.5] the Kato class is conveniently characterized in terms of Brownian motion by the following equivalence

$$f \in K(\mathbb{R}^d) \iff \lim_{t \downarrow 0} \sup_{x \in \mathbb{R}^d} E_x \left[ \int_0^t |f(w(s))| \, ds \right] = 0.$$  

(2.28)

This is a consequence of the chain of inequalities

$$C_1(d) \int g_{\mu^x}(x - y) |f(y)| \, dy$$

$$\leq E_x \left[ \int_0^t |f(w(s))| \, ds \right]$$

$$\leq C_2(d) \int g_\varphi(x - y) |f(y)| \, dy + C_5(d, g, t) \|f\|_{L_{\text{unif, loc}}^1(\mathbb{R}^d)},$$

(2.29)
which hold for all \( d \geq 2, 0 < t < 1, 0 < \eta < \frac{1}{2} \). Here we have set \( \kappa(2) := 1 \) and \( \kappa(d) := \frac{1}{2} \) for \( d \geq 3 \) and \( C_1(d), C_2(d) \) are strictly positive constants. Moreover, \( C_3 \) is a function obeying \( \lim_{t \uparrow 0} C_3(d, \eta, t) = 0 \) for all \( d \geq 2, 0 < \eta < \frac{1}{2} \). This chain of inequalities is implicit in the proof of [2, Theorem 4.5].

Since, almost surely, Brownian-motion paths stay for finite times in bounded regions, the equivalence (2.28) proves the implication

\[
\begin{align*}
\int_0^t |f(w(s))| \, ds < \infty & \quad \text{for all } x \in \mathbb{R}^d, t \geq 0. \\
\text{(2.30)}
\end{align*}
\]

Confer the proof of Lemma C.8 of Appendix C.

Remarks 2.8

i) The implication (2.30) explains with the help of [25, Section 4.3] or [36, Definition 3.2.23] that the stochastic line integral in the sense of Itô

\[
t \mapsto \int_0^t A(w(s)) \cdot dw(s)
\]

of a vector potential \( A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \) is for all \( x = w(0) \in \mathbb{R}^d \) a well-defined stochastic process possessing a continuous version.

ii) For a vector potential \( A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \) and a scalar potential \( V \in K_{\pm}(\mathbb{R}^d) \) the potentials’ part of the Euclidean action

\[
t \mapsto S_t(A, V | w), \quad t \geq 0,
\]

where

\[
S_t(A, V | w) := i \int_0^t A(w(s)) \cdot dw(s) + \frac{i}{2} \int_0^t (\nabla \cdot A)(w(s)) \, ds + \int_0^t V(w(s)) \, ds
\]

(2.33)

is for all \( x = w(0) \in \mathbb{R}^d \) a well-defined complex-valued stochastic process possessing a continuous version. This follows from the preceding remark and (2.30), confer [10, Lemma 3.1].

Our basic tool will be the following variant of the Feynman-Kac-Itô formula.

Proposition 2.9

Let \( A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d), V \in K_{\pm}(\mathbb{R}^d) \) and \( \Lambda \subseteq \mathbb{R}^d \) open. Then for any \( \psi \in L^2(\Lambda) \) and \( t \geq 0 \) one has

\[
(e^{-tH_\Lambda(A,V)} \psi)(x) = \mathbb{E}_x \left[ e^{-S_t(A,V|w)} \Xi_{\Lambda,t}(w) \psi(w(t)) \right]
\]

(2.34)

for almost all \( x \in \Lambda \), where

\[
\Xi_{\Lambda,t}(w) := \begin{cases} 
1 & \text{if } w(s) \in \Lambda \text{ for all } 0 < s \leq t \\
0 & \text{otherwise.}
\end{cases}
\]

(2.35)
For $\Lambda = \mathbb{R}^d$, $\nabla \cdot A = 0$ the proposition is a special case of [56, Theorem 15.5]. The proof given there can be extended easily to $\Lambda = \mathbb{R}^d$, $\nabla \cdot A \in L^1_{\text{loc}}(\mathbb{R}^d)$. For $\Lambda \subseteq \mathbb{R}^d$, $A = 0$, $V = 0$ the proposition is equivalent to [54, Theorem 3] and [58, Theorem 21.1]. Finally, for $\Lambda \subseteq \mathbb{R}^d$, $A = 0$, $V^+ \in K_{\text{loc}}(\mathbb{R}^d)$, $V^- = 0$, the proposition follows from [54, Proposition 1.3.3, Theorem 1.4.11]. We have not found a proof for the above setting in the literature. Therefore we give a detailed proof in Appendix B. There we use Proposition 2.9 for $\Lambda = \mathbb{R}^d$ in the literature. Therefore we give a detailed proof in Appendix B. There we use Proposition 1.3.3, Theorem 1.4.11. We have not found a proof for the above setting.

Finally, for $\Lambda \subseteq \mathbb{R}^d$, $A = 0$, $\nabla \cdot \chi_{\Lambda} \leq 1$ more general vector potentials, see [34, 35]. There is even a Feynman-Kac-Itô formula [47], which suffers, however, from being less explicit than (2.34).

From the triangle inequality and the proof of [10, Proposition 3.1] or [58, Theorem B.1.1] the right-hand side of (2.34) – considered as a function of $x$ – is seen to lie in $L^q(\Lambda)$ for any $\psi \in L^p(\Lambda)$ where $t > 0, 1 \leq p \leq q \leq \infty$. This statement is also a special case of Lemma C.1. Hence the right-hand side of (2.34) can be used to define an operator $T^t_{p,q} : L^p(\Lambda) \to L^q(\Lambda)$. By the same argument this operator is bounded, that is,

$$\|T^t_{p,q}\|_{p,q} < \infty, \quad t > 0, 1 \leq p \leq q \leq \infty. \quad (2.36)$$

The family of operators $\{T^t_{p,q}\}_{t \geq 0, 1 \leq p \leq q \leq \infty}$ thus obtained constitutes a one-parameter semigroup in the sense that

$$T^0_{p,p} = 1, \quad T^t_{p,p} = T^s_{q,r} \circ T^t_{p,q}, \quad s, t > 0, 1 \leq p \leq q \leq r \leq \infty. \quad (2.37)$$

This follows from the Markov properties of Brownian motion and of the Itô integral in (2.33). Moreover, the family is self-adjoint in the sense that the dual mapping of $T^t_{p,q}$ is $T^t_{p',q'}$, where the indices $p', q'$ dual to $p, q$ are defined as usual through $\frac{1}{p'} + \frac{1}{q'} := 1 =: \frac{1}{q'} + \frac{1}{q}$.

In the next section we will see that $\{T^t_{p,p}\}_{t \geq 0}$ is a strongly continuous semigroup for all finite $1 \leq p < \infty$. Nevertheless, for mnemonic reasons, we will always write $e^{-tH_{\Lambda}(A,V)}$ instead of $T^t_{p,q}$ for all $1 \leq p \leq q \leq \infty$.

Within this notation the triangle inequality applied to the right-hand side of (2.34) generalizes the diamagnetic inequality (2.23) to

$$|e^{-tH_{\Lambda}(A,V)}\psi| \leq e^{-tH_{\Lambda}(0,V)}|\psi|, \quad \psi \in L^p(\Lambda), \quad (2.38)$$

confer [58, Theorem B.13.2], [12, Equation (2.13)].

For vanishing magnetic field $A = 0$ the semigroup is increasing in $\Lambda$ in the sense that for $\Lambda \subseteq \Lambda' \subseteq \mathbb{R}^d$, $\Lambda, \Lambda'$ open, one has

$$e^{-tH_{\Lambda}(0,V)}\chi_{\Lambda}\psi \leq e^{-tH_{\Lambda'}(0,V)}\psi \quad (2.39)$$

for all $\psi \geq 0, \psi \in L^p(\Lambda')$, $1 \leq p \leq \infty$ and $t \geq 0$. Because $\Xi_{\Lambda,t} \leq \Xi_{\Lambda',t}$, this follows from (2.34) by inspection.

The above-mentioned boundedness of $e^{-tH_{\Lambda}(A,V)}$ can now be sharpened to the statement that for given $V \in K_{\pm}(\mathbb{R}^d)$ there are real constants $C$ and $E$, independent of $t, p$
and \( q \), so that
\[
\| e^{-tH_{\Lambda}(A,V)} \|_{p,q} \leq \| e^{-tH_{\Lambda}(0,V)} \|_{p,q} \leq \| e^{-tH_{\Lambda}(0,V)} \|_{p,q}
\]
\[
\leq \begin{cases} 
C \frac{(q-p)d}{2pq} e^{-tE} & 1 \leq p < q \leq \infty \\
C e^{-tE} & 1 \leq p = q \leq \infty
\end{cases}
\] (2.40)
for all \( A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \). The first inequality follows from (2.38), confer [58, Corollary B.13.3], the middle inequality is a consequence of (2.39) and the last inequality is given in [58, Equation (B.11)]. For related estimates see also [2, Section 1] and references therein. Furthermore, \( C \) and \( E \) can be chosen [58, Theorem B.5.1] such that \( E \) is any number smaller than the infimum of the \( L^2(\mathbb{R}^d) \)-spectrum of \( H_{\mathbb{R}^d}(0,V) \).

Eventually, we turn to the notion of a configuration space with a regular boundary.

**Definition 2.10**

A set \( \Lambda \subset \mathbb{R}^d \) is called regular, if it is open and
\[
\mathbb{E}_x [\Xi_{\Lambda,t}(w)] = 0
\] (2.41)
for all \( x \in \partial \Lambda, t > 0 \). The set \( \Lambda \subset \mathbb{R}^d \) is called uniformly regular, if it is open and
\[
\lim_{\tau \downarrow 0} \sup_{x \in \partial \Lambda} \mathbb{E}_x [\Xi_{\Lambda,t-\tau}(w(\bullet + \tau))] = 0
\] (2.42)
for all \( t > 0 \). Furthermore, it is understood that \( \Lambda = \mathbb{R}^d \) is both regular and uniformly regular.

**Remarks 2.11**

i) The above definition of regularity is equivalent to the standard one [3, Definition II.1.9], [58, Section 2.3], which employs first exit times. More precisely, \( \Lambda \subset \mathbb{R}^d \) is regular if and only if it is open and
\[
\mathbb{P}_x \{ \inf \{ s > 0 : w(s) \not\in \Lambda \} = 0 \} = 1
\] (2.43)
for all \( x \in \partial \Lambda \). To prove this assertion we first mention that by the definition (2.35) of \( \Xi_{\Lambda,t}(w) \), (2.43) implies (2.41). To show the opposite direction, note that
\[
t \mapsto \{ w(s) \in \Lambda \text{ for all } 0 < s \leq t \}
\] (2.44)
is decreasing in the sense of set inclusion. Therefore, (2.43) is equivalent to
\[
\mathbb{P}_x \left\{ \bigcup_{t > 0, t \in \mathbb{Q}} \{ w(s) \in \Lambda \text{ for all } 0 < s \leq t \} \right\} = 0,
\] (2.45)
where \( \mathbb{Q} \) denotes the set of rational numbers. Due to (2.35), (2.41) implies (2.45).
Using dominated convergence, one checks that (2.41) is equivalent to
\[
\lim_{\tau \downarrow 0} E_x[\Xi_{\Lambda,t-\tau}(w(\bullet + \tau))] = 0
\] (2.46)
for all \( x \in \partial \Lambda, t > 0 \). Therefore, regularity of \( \Lambda \) is implied by uniform regularity, as it should.

There are several known conditions implying regularity, see, for example, [6, Section II.1], [48, Section 2.3]. Here we only recall Poincaré’s cone condition, because it may easily be adapted to uniform regularity. The open set
\[
C_{r,\beta}(x,u) := \{ y \in \mathbb{R}^d : 0 < |y - x| < r, 0 < u \cdot (y - x) < |y - x| \cos \beta \}
\] (2.47)
is called a finite cone with vertex at \( x \in \mathbb{R}^d \) in direction \( u \in \mathbb{R}^d, |u| = 1 \), with opening angle \( 0 < \beta < \frac{\pi}{2} \) and radius \( r > 0 \).

**Proposition 2.12**

Let \( \Lambda \subset \mathbb{R}^d \) open.

i) If for all \( x \in \partial \Lambda \) there is a finite cone \( C_{r,\beta}(x,u) \subset \mathbb{R}^d \setminus \Lambda, u \in \mathbb{R}^d, |u| = 1, r > 0, 0 < \beta < \frac{\pi}{2} \), then \( \Lambda \) is regular.

ii) If there are constants \( 0 < \beta < \frac{\pi}{2}, r > 0 \) such that for all \( x \in \partial \Lambda \) there is a finite cone \( C_{r,\beta}(x,u) \subset \mathbb{R}^d \setminus \Lambda, u \in \mathbb{R}^d, |u| = 1 \), then \( \Lambda \) is uniformly regular.

**Proof:**

The first assertion is proven in [6] as Proposition 1.13. This may be seen, using Remark 2.11.

To show the second part, we use for \( x \in \partial \Lambda \) the estimate
\[
E_x[\Xi_{\Lambda,t-\tau}(w(\bullet + \tau))] \leq E_x\left[ E_{\mathbb{R}^d \setminus C_{r,\beta}(x,u),t-\tau}(w(\bullet + \tau)) \right] = E_0\left[ E_{\mathbb{R}^d \setminus C_{r,\beta}(0,u),t-\tau}(w(\bullet + \tau)) \right],
\] (2.48)
where the equality follows from the rotation and translation invariance of Brownian motion and \( \overrightarrow{u} \) is any given unit vector. By the first part of the proposition, \( \mathbb{R}^d \setminus C_{r,\beta}(0,u) \) is regular. Thus the right-hand side of (2.48), which is independent of \( x \in \mathbb{R}^d \), tends to 0 as \( \tau \downarrow 0 \) due to Remark 2.11(ii). This proves (2.42), whence uniform regularity.

### 3 Continuity of the semigroup in its parameter

The following result is a straightforward generalization of [13, Proposition 3.2] to non-zero magnetic fields and \( \Lambda \subset \mathbb{R}^d \).
Theorem 3.1

Let $A \in \mathcal{H}_{loc}(\mathbb{R}^d)$, $V \in \mathcal{K}_{\pm}(\mathbb{R}^d)$ and $\Lambda \subseteq \mathbb{R}^d$ open. Moreover, let $1 \leq p < \infty$ be finite. Then the semigroup
\[
\left\{ e^{-tH_{A,V}} : L^p(\Lambda) \rightarrow L^p(\Lambda) \right\}_{t \geq 0}
\] (3.1)

as defined in Section 2 is strongly continuous, that is,
\[
\lim_{t' \rightarrow t} \left\| \left( e^{-tH_{A,V}} - e^{-t'H_{A,V}} \right) \psi \right\|_p = 0
\] (3.2)

for all $\psi \in L^p(\Lambda)$ and all $t \geq 0$.

Proof:

Due to the semigroup property (2.37) for $p = q = r$ we may assume $0 \leq t, t' \leq 1$. Then the norm in (3.2) is bounded from above by
\[
\left( \sup_{0 \leq t \leq 1} \left\| e^{-tH_{A,V}} \right\|_{p,p} \right) \left\| \left( e^{-|t-t'|H_{A,V}} - 1 \right) \psi \right\|_p.
\] (3.3)

Using (2.40) it is therefore sufficient to show (3.2) for $t = 0$. Since (3.2) holds in the free case $A = 0$, $V = 0$ and $\Lambda = \mathbb{R}^d$, it is enough to establish
\[
\lim_{t \downarrow 0} \left\| D_{t,t} \psi \right\|_p = 0.
\] (3.4)

Here we have made use of the abbreviation
\[
D_{t,\tau} := e^{-\tau H_{x,d}(0,0)} e^{-(t-\tau)H_{A,V}} - e^{-tH_{A,V}}
\] (3.5)

where $0 \leq \tau \leq t$. The Feynman-Kac-Itô formula (2.34) and the Jensen inequality $|E_x[\bullet]|^p \leq E_x[|\bullet|^p]$ give
\[
|\left( D_{t,t} \psi \right)(x)|^p \leq E_x \left[ \left| 1 - e^{-S_t(A,V)|w|} \Xi_{\Lambda,t}(w) \right|^p \left| \psi(w(t)) \right|^p \right].
\] (3.6)

Exploiting that $S_t(A,V|w)$ turns into its complex conjugate under time reversal of Brownian motion, (3.6) leads upon integration over $x \in \Lambda$ to
\[
\left( \left\| D_{t,t} \psi \right\|_p \right)^p \leq \int_{\Lambda} E_x \left[ \left| 1 - e^{-S_t(A,V)|w|} \Xi_{\Lambda,t}(w) \right|^p \right] \left| \psi(x) \right|^p dx.
\] (3.7)

Using $|z - z'|^p \leq 2^p(|z|^p + |z'|^p)$ for $z, z' \in \mathbb{C}$, we obtain
\[
\left( \left\| D_{t,t} \psi \right\|_p \right)^p \leq 2^p \int_{\Lambda} E_x \left[ \left| 1 - e^{-S_t(A,V)|w|} \right|^p \right] \left| \psi(x) \right|^p dx.
\] (3.8)

and employing additionally $-V \leq V^-$ and $t \leq 1$ we get
\[
\left| 1 - e^{-S_t(A,V)|w|} \right|^p \leq 2^p \left( 1 + e^{-S_t(0,-pV^-|w|)} \right).
\] (3.9)
The action $S_t(A,V|w)$ vanishes for all $x = w(0)$ almost surely as $t \downarrow 0$ due to Remark 2.8.ii. Moreover,

$$\int_{\Lambda} \mathbb{E}_x \left[ 1 + e^{-S_t(0,-pV^\prime|w)} \right] |\psi(x)|^p \, dx \leq \left( 1 + \left\| e^{-H_{t^2d}(0,-pV^\prime)} \right\|_{\infty,\infty} \right) (\|\psi\|_p)^p < \infty \quad (3.10)$$

by (2.34) and (2.40). Hence the dominated-convergence theorem implies that the first integral on the right-hand side of (3.8) vanishes as $t \downarrow 0$. In order to show that the second integral vanishes too, we claim

$$\lim_{t \downarrow 0} \sup_{x \in \Lambda_r} \mathbb{E}_x [1 - \Xi_{\Lambda,t}(w)] = 0 \quad (3.11)$$

for all $r > 0$. Here

$$\Lambda_r := \{ x \in \Lambda : |x - y| > r \text{ for all } y \in \partial \Lambda \} \quad (3.12)$$

denotes the set of points well inside $\Lambda$. In fact, one has

$$\sup_{x \in \Lambda_r} \mathbb{E}_x [1 - \Xi_{\Lambda,t}(w)] \leq \mathbb{P}_0 \left\{ \sup_{0 < s \leq t} |w(s)| \geq r \right\} \quad (3.13)$$

and the right-hand side vanishes as $t \downarrow 0$ due to Lévy’s maximal inequality [56, Equation (7.6')]. This completes the proof of (3.4).

Remarks 3.2

i) Even for $A = 0$ and $\Lambda = \mathbb{R}^d$ Theorem 3.1 is slightly different from [10, Proposition 3.2] as can be inferred from (2.11). For $A = 0$ and $\Lambda \subseteq \mathbb{R}^d$ with finite Lebesgue measure Theorem 3.1 is contained in [11, Theorem 3.17].

ii) As we will see in the next section, the set $e^{-tH_{\Lambda}(A,V)}L^\infty(\Lambda)$ contains only continuous functions if $A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d)$, $V \in \mathcal{K}_{\pm}(\mathbb{R}^d)$ and $t > 0$. Therefore, the semigroup $\{e^{-tH_{\Lambda}(A,V)} : L^\infty(\Lambda) \rightarrow L^\infty(\Lambda)\}_{t \geq 0}$ is not strongly continuous for all pairs $(A,V) \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \times \mathcal{K}_{\pm}(\mathbb{R}^d)$, see also [10, Remark 3.4]. However, for $\Lambda = \mathbb{R}^d$ consider the closed subspace $C^\infty(\mathbb{R}^d)$ of $L^\infty(\mathbb{R}^d)$ consisting of continuous functions vanishing at infinity. A slight modification of the proof of (4.6) below shows that the semigroup maps $C^\infty(\mathbb{R}^d)$ into itself. Moreover, with somewhat more effort it can be shown that this restriction yields a strongly continuous semigroup, confer [11, Theorem 3.17].

4 Continuity of the image functions of the semigroup

In this section we prove that the operator $e^{-tH_{\Lambda}(A,V)}$ is smoothing in the sense that it maps $L^p(\Lambda)$ into the set $C(\Lambda)$ of complex-valued continuous functions on $\Lambda$.

For the reader’s convenience we recall that a family $\mathcal{F}$ of functions $f : \Lambda \rightarrow \mathbb{C}$ is called equicontinuous, if

$$\lim_{x' \rightarrow x} \sup_{f \in \mathcal{F}} |f(x) - f(x')| = 0 \quad (4.1)$$
for all \( x \in \Lambda \) and it is called **uniformly equicontinuous**, if
\[
\lim_{r \downarrow 0} \sup_{x,x' \in \Lambda, |x-x'|<r} \sup_{f \in F} |f(x) - f(x')| = 0,
\]
see, for example, [51, Section I.6].

**Theorem 4.1**

Let \( A \in \mathcal{H}_{loc}(\mathbb{R}^d) \), \( V \in K_{\pm}(\mathbb{R}^d) \) and \( \Lambda \subseteq \mathbb{R}^d \) open. Then
\[
e^{-tH_{\Lambda}(A,V)}L^p(\Lambda) \subseteq L^q(\Lambda) \cap C(\Lambda), \quad t > 0, \quad 1 \leq p \leq q \leq \infty,
\]
and for fixed \( t > 0, \ 1 \leq p \leq \infty \) the family
\[
\{e^{-tH_{\Lambda}(A,V)} \psi : \psi \in L^p(\Lambda), \|\psi\|_p \leq 1\}
\]
of functions on \( \Lambda \) is equicontinuous. Furthermore, the right-hand side of (2.34) gives
the continuous representative of
\[
x \mapsto \left(e^{-tH_{\Lambda}(A,V)}\psi\right)(x), \quad x \in \Lambda.
\]
Finally,
\[
\lim_{|x| \to \infty} \left(e^{-tH_{\Lambda}(A,V)}\psi\right)(x) = 0
\]
for all \( \psi \in L^p(\Lambda) \) with finite \( 1 \leq p < \infty \) and all \( t > 0 \).

**Proof:**

Using the boundedness (2.40) and the semigroup property (2.37) with \( q = r = \infty \) it is sufficient to prove that (4.4) is an equicontinuous family for \( p = \infty \) in order to get both (4.3) and the equicontinuity for all \( 1 \leq p \leq \infty \). Since this holds in the free case \( A = 0, V = 0 \) and \( \Lambda = \mathbb{R}^d \), one has due to (2.40) that
\[
\{e^{-\tau H_{\mathbb{R}^d}(0,0)} e^{-(t-\tau)H_{\Lambda}(A,V)} \psi : \psi \in L^\infty(\Lambda), \|\psi\|_\infty \leq 1\}
\]
is an equicontinuous family for all \( 0 < \tau \leq t \). Therefore, it is enough to show
\[
\lim_{\tau \downarrow 0} \sup_{\tau \leq t} \sup_{x \in K, \|\psi\|_\infty \leq 1} |(D_{t,\tau}\psi)(x)| = 0
\]
for all compact \( K \subseteq \Lambda \). To this end, we represent the image of \( \psi \) by the operator difference (3.3) as
\[
(D_{t,\tau}\psi)(x) = E_{x}[e^{S_{\tau}(A,V|w) - S_{\tau}(A,V|w)} \times \left\{ \Xi_{\Lambda,t-\tau}(w(\tau + \bullet)) - e^{-S_{\tau}(A,V|w)\Xi_{\Lambda,t}(w)} \right\}\psi(w(t))]
\]
where we have used the Feynman-Kac-Itô formula (2.34), the additivity of the integrals in the action (2.33) and the Markov property of the Brownian motion \( w \). We use the right-hand side of (1.9) to give meaning to \( (D_{t,\tau}\psi)(x) \) for all \( x \in \mathbb{R}^d \). Then, in order to
show that the right-hand side of (2.34) defines the continuous representative of (1.5), it is sufficient to establish

$$\lim_{\tau \downarrow 0} \sup_{x \in K} \sup_{\|\psi\|_\infty \leq 1} |(D_{t,\tau}\psi)(x)| = 0$$  \hfill (4.10)

for all compact $K \subset \Lambda$.

The triangle inequality in combination with

$$S_{\tau}(0, V|w) - S_{t}(0, V|w) \leq -S_{t}(0, -V|w)$$  \hfill (4.11)

yields

$$|(D_{t,\tau}\psi)(x)| \leq \mathbb{E}_x \left[ e^{-S_{t}(0, -V|w)} \right.$$  
$$\left. \times \left| \Xi_{\Lambda,t-\tau}(w(\tau + \bullet)) - e^{-S_{\tau}(A,V|w)} \Xi_{\Lambda,t}(w) \right| |\psi(w(t))| \right].$$  \hfill (4.12)

By $|\psi(w(t))| \leq \|\psi\|_\infty$ and the Cauchy-Schwarz inequality one arrives at

$$|(D_{t,\tau}\psi)(x)|^2 \leq (\|\psi\|_\infty)^2 \mathbb{E}_x \left[ e^{-S_{t}(0, -2V|w)} \right.$$  
$$\times \left( \mathbb{E}_x \left[ \Xi_{\Lambda,t-\tau}(w(\tau + \bullet)) - \Xi_{\Lambda,t}(w) \right] \right.$$  
$$+ \mathbb{E}_x \left[ |1 - e^{-S_{\tau}(A,V|w)}|^2 \right] \right).$$  \hfill (4.13)

Since

$$\mathbb{E}_x \left[ \Xi_{\Lambda,t-\tau}(w(\tau + \bullet)) - \Xi_{\Lambda,t}(w) \right] = \mathbb{E}_x \left[ \Xi_{\Lambda,t-\tau}(w(\tau + \bullet)) (1 - \Xi_{\Lambda,t}(w)) \right]$$  
$$\leq \mathbb{E}_x \left[ 1 - \Xi_{\Lambda,t}(w) \right],$$  \hfill (4.14)

(4.11) follows from (3.11) and Lemmas C.2, C.5. This completes the proof of (4.3) and the equicontinuity and identifies the continuous representative.

Finally, for the proof of (4.6) we may assume without loss of generality $1 < p < \infty$ due to (2.40) and the semigroup property. Then (4.6) follows from Hölder’s inequality

$$\left| (e^{-tH_{\Lambda}(A,V)}\psi)(x) \right| \leq \left( \mathbb{E}_x \left[ e^{-tH_{\mathbb{R}^d}(0,p/V)} \right] \right)^{1/p'} \left( (e^{-tH_{\mathbb{R}^d}(0,0)} |\psi|^p)(x) \right)^{1/p}$$  \hfill (4.15)

where $p' := p/(p - 1) < \infty$.

Remarks 4.2

i) The assertion (4.3) reduces for $A = 0$, $V \in \mathcal{K}_{\pm}(\mathbb{R}^d)$ and $\Lambda = \mathbb{R}^d$ to [58, Corollary B.3.2]. A related result, also for $A = 0$ and $\Lambda = \mathbb{R}^d$, is [10, Propositions 3.1, 3.3]. Our proof is patterned after that of [10, Lemma 3.2] or [11, Propositions 3.11, 3.12] and, in contrast to the strategy in [58], does not use Propositions 2.3 and 2.6.
For $V = 0$, $\nabla \cdot A = 0$ and $A^2 \in \mathcal{K}_{\text{loc}}(\mathbb{R}^d)$ [39, Theorem 3.1] asserts that
\[
e^{-tH_{\text{gd}}(A,0)} \left( L^\infty(\mathbb{R}^d) \cap L^2(\mathbb{R}^d) \right) \subseteq L^\infty(\mathbb{R}^d) \cap C(\mathbb{R}^d), \quad t > 0. \tag{4.16}
\]

The proof given there, however, applies for all $A^2 \in \mathcal{K}(\mathbb{R}^d)$ but not for all $A^2 \in \mathcal{K}_{\text{loc}}(\mathbb{R}^d)$, because it can happen that
\[
sup_{x \in K} \int_0^t (A(w(s)))^2 \, ds = \infty \tag{4.17}
\]

although $A^2 \in \mathcal{K}_{\text{loc}}(\mathbb{R}^d)$ and $K \subset \mathbb{R}^d$ compact. Consider the example
\[
A(x) = (x_2, -x_1) e^{\|x\|^4} \tag{4.18}
\]
of a vector potential on $\mathbb{R}^2$.

Since $H_{\Lambda}(A,V)$ is equipped with Dirichlet boundary conditions on $\partial \Lambda$ one would expect that
\[
\lim_{x \to y} \left( e^{-tH_{\Lambda}(A,V)} \psi \right)(x) = 0, \quad y \in \partial \Lambda, \tag{4.19}
\]
for a sufficiently nice boundary of $\Lambda$.

**Theorem 4.3**

Let $A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d)$, $V \in \mathcal{K}_{\pm}(\mathbb{R}^d)$ and $\Lambda \subset \mathbb{R}^d$ regular. Then (4.19) holds for all $\psi \in L^p(\Lambda)$, $1 \leq p \leq \infty$ and $t > 0$. Furthermore, (4.4) is an equicontinuous family of functions on $\overline{\Lambda}$ for all $1 \leq p \leq \infty$, $t > 0$.

**Proof:**

The semigroup property (2.37) and (2.40) ensure that it is sufficient to check the case $p = \infty$. The triangle inequality, the Cauchy-Schwarz inequality and (2.34) imply
\[
\left| \left( e^{-tH_{\Lambda}(A,V)} \psi \right)(x) \right| \leq \|\psi\|_\infty \left( \|e^{-tH_{\text{gd}}(0,2V)}\|_{\infty,\infty} \right)^{1/2} \left( \mathbb{E}_x[1_{\Xi\Lambda,t}(w)] \right)^{1/2} \tag{4.20}
\]
for almost all $x \in \mathbb{R}^d$. Now the assertions follow from Theorem 4.1, (2.40) and Lemma 5.7.

Not surprisingly, uniform continuity of the image functions can be achieved for sufficiently regular $\Lambda \subset \mathbb{R}^d$ by imposing global regularity conditions for the potentials, thereby, however, possibly excluding physically relevant cases, confer Remark 2.5.3.

**Theorem 4.4**

Let $A \in \mathcal{H}(\mathbb{R}^d)$, $V \in \mathcal{K}(\mathbb{R}^d)$ and $\Lambda \subset \mathbb{R}^d$ uniformly regular. Then (4.4) is a uniformly equicontinuous family of functions on $\overline{\Lambda}$ for all $1 \leq p \leq \infty$ and $t > 0$. 

Proof:
Analogously to the reasoning at the beginning of the proof of Theorem 4.1 it suffices to check
\[
\lim_{\tau \downarrow 0} \operatorname{ess sup}_{x \in \Lambda_{r}} \sup_{\| \psi \|_{\infty} \leq 1} |(D_{t,\tau} \psi)(x)| = 0
\] (4.21)
in order to get uniform equicontinuity on \( \Lambda_{r} \), \( r > 0 \). This follows with the help of (4.13) and (4.14) from (3.11), Lemma C.2 and Lemma C.3. Using Lemma C.7 and the estimate (4.20) we conclude
\[
\lim_{\tau \downarrow 0} \operatorname{ess sup}_{x \in \Lambda \setminus \Lambda_{r}} \sup_{\| \psi \|_{\infty} \leq 1} |(e^{-tH_{\Lambda_{r}}V}(A,V)\psi)(x)| = 0,
\] (4.22)
which is sufficient to extend the domain of uniform equicontinuity from \( \Lambda_{r} \) for \( r > 0 \) to \( \Lambda \).

Remark 4.5
Proposition 3.1 in [60] is a special case of Theorem 4.4 and (4.6).

5 Continuity of the semigroup in the potentials
As a motivation for this section consider the simple example
\[
A_{h}(x) := (0, x_{1} h), \quad h > 0,
\] (5.1)
of a vector potential on \( \mathbb{R}^{2} \). Clearly, \( A_{h} \) belongs to \( H_{\text{loc}}(\mathbb{R}^{2}) \) and gives rise to a constant magnetic field of strength \( h \). The related semigroup
\[
\{e^{-tH_{\mathbb{R}^{2}}(A_{h},0)} : L^{2}(\mathbb{R}^{2}) \to L^{2}(\mathbb{R}^{2})\}_{t \geq 0},
\] (5.2)
considered as a function of \( h \), is not norm-continuous because
\[
\limsup_{h \downarrow 0} \| e^{-tH_{\mathbb{R}^{2}}(A_{h},0)} - e^{-tH_{\mathbb{R}^{2}}(0,0)} \|_{2,2} > 0
\] (5.3)
for all \( t > 0 \). This can be deduced, for example, from [3, Theorem 6.3]. It reflects the fact that the character of the energy spectrum of an electrically charged point-mass in the Euclidean plane changes from purely continuous to pure point, when an arbitrarily low constant magnetic field, perpendicular to the plane, is turned on.

The following theorem, however, shows that under suitable technical assumptions the weaker notion of \textit{local-norm-continuity} holds.

Theorem 5.1
Let \( A \in H_{\text{loc}}(\mathbb{R}^{d}) \), \( \{A_{m}\}_{m \in \mathbb{N}} \subset H_{\text{loc}}(\mathbb{R}^{d}) \), \( V \in \mathcal{K}_{\pm}(\mathbb{R}^{d}) \) and \( \{V_{n}\}_{n \in \mathbb{N}} \subset \mathcal{K}_{\pm}(\mathbb{R}^{d}) \) such that for all compact \( K \subset \mathbb{R}^{d} \)
\[
\lim_{m \to \infty} \| (A - A_{m})^{2} \chi_{K} \|_{K(\mathbb{R}^{d})} = 0,
\] (5.4)
\[
\lim_{m \to \infty} \| (\nabla \cdot A - \nabla \cdot A_{m}) \chi_{K} \|_{K(\mathbb{R}^{d})} = 0
\] (5.5)
and

\[
\lim_{n \to \infty} \| (V - V_n) \chi_K \|_{K(\mathbb{R}^d)} = 0, \tag{5.6}
\]

\[
\limsup_{\theta \downarrow 0} \sup_{n \in \mathbb{N}} \sup_{x \in \mathbb{R}^d} \int g_\theta(x - y) \, V_n^-(y) \, dy = 0. \tag{5.7}
\]

Moreover, let \( \Lambda \subseteq \mathbb{R}^d \) open. Then

\[
\lim_{m,n \to \infty} \sup_{\tau_1 \leq t \leq \tau_2} \| \chi_K \left( e^{-tH_\Lambda(A,V)} - e^{-tH_\Lambda(A_m,V_n)} \right) \|^p_q = 0 \tag{5.8}
\]

and

\[
\lim_{m,n \to \infty} \sup_{\tau_1 \leq t \leq \tau_2} \| \left( e^{-tH_\Lambda(A,V)} - e^{-tH_\Lambda(A_m,V_n)} \right) \chi_K \|^p_q = 0 \tag{5.9}
\]

for all compact \( K \subseteq \mathbb{R}^d \), \( 0 < \tau_1 \leq \tau_2 < \infty \) and \( 1 \leq p \leq q \leq \infty \). Furthermore, for \( p = q \) one may allow \( \tau_1 = 0 \).

**Proof:**

According to the Riesz-Thorin interpolation theorem [50, Theorem IX.17] it is enough to prove the theorem for the three cases \( p = q = 1 \), \( p = q = \infty \) and \( p = 1 \), \( q = \infty \). Moreover, due to the self-adjointness of the semigroup, the assertions (5.8) and (5.9) are equivalent under the combined substitutions \( p \mapsto \left( 1 - \frac{1}{p} \right)^{-1} \), \( q \mapsto \left( 1 - \frac{1}{q} \right)^{-1} \). In consequence, it remains to show the following three partial assertions:

1) (5.8) for \( p = q = \infty \), \( \tau_1 = 0 \)

2) (5.9) for \( p = q = \infty \), \( \tau_1 = 0 \)

3) (5.8) for \( p = 1 \), \( q = \infty \), \( \tau_1 > 0 \).

We note that (5.8) and (5.9) in the case \( p = q \), \( \tau_1 = 0 \) follow already from the assertions 1) and 2).

**As to assertion 1)**

Since the Feynman-Kac-Itô formula (2.34) and the triangle inequality give

\[
\| \chi_K \left( e^{-tH_\Lambda(A,V)} - e^{-tH_\Lambda(A_m,V_n)} \right) \|_{\infty,\infty} \leq \sup_{x \in K} \mathbb{E}_x \left[ |e^{-S_t(A,V)|w} - e^{-S_t(A_m,V_n)|w}| \right], \tag{5.10}
\]

the assertion follows from Lemma C.6.
As to assertion 2)
Let $B_R$ be the open ball of radius $R > 0$ centered about the origin in $\mathbb{R}^d$, see (2.1). Then the diamagnetic inequality (2.38) in combination with (2.39) and the triangle inequality yields

$$
\left\| (e^{-tH_A(A,V)} - e^{-tH_A(A_m,V_n)}) \chi_K \right\|_{\infty,\infty} 
\leq \left\| \chi_{B_R} \left( e^{-tH_A(A,V)} - e^{-tH_A(A_m,V_n)} \right) \right\|_{\infty,\infty}
+ \left\| (1 - \chi_{B_R}) e^{-tH_{d(0,V_n)}} \chi_K \right\|_{\infty,\infty} + \left\| (1 - \chi_{B_R}) e^{-tH_{d(0,V_n)}} \chi_K \right\|_{\infty,\infty}.
$$

(5.11)

Hence assertion 2 follows from assertion 1 provided that

$$
\lim_{R \to \infty} \sup_{0 \leq t \leq \tau_2} \sup_{n \in \mathbb{N}} \left\| (1 - \chi_{B_R}) e^{-tH_{d(0,V_n)}} \chi_K \right\|_{\infty,\infty} = 0.
$$

(5.12)

To prove (5.12) we use the Cauchy-Schwarz inequality in the Feynman-Kac-Itô formula to obtain

$$
\left\| (1 - \chi_{B_R}) e^{-tH_{d(0,V_n)}} \chi_K \right\|_{\infty,\infty} = \sup_{x \notin B_R} \mathbb{E}_x \left[ e^{-S_t(0,V_n)} \chi_K (w(t)) \right]
\leq \left( \left\| (1 - \chi_{B_R}) e^{-tH_{d(0,0)}} \chi_K \right\|_{\infty,\infty} \right)^{1/2} \left( \left\| e^{-tH_{d(0,V_n)}} \right\|_{\infty,\infty} \right)^{1/2}.
$$

(5.13)

By Lemma [C.1] the second factor on the right-hand side is uniformly bounded with respect to $n \in \mathbb{N}$ and $0 \leq t \leq \tau_2$. The first factor is seen to vanish uniformly in $0 \leq t \leq \tau_2$ as $R \to \infty$ by an elementary calculation.

As to assertion 3)

In a first step we get with the help of the triangle inequality

$$
\left\| \chi_K \left( e^{-2tH_A(A,V)} - e^{-2tH_A(A_m,V_n)} \right) \right\|_{1,\infty} \leq N_1 + N_2 + N_3,
$$

where

$$
N_1 := \left\| \chi_K \left( e^{-tH_A(A,V)} - e^{-tH_A(A_m,V_n)} \right) e^{-tH_A(A,V)} \right\|_{1,\infty},
$$

(5.15)

$$
N_2 := \left\| \chi_K e^{-tH_A(A_m,V_n)} \chi_{B_R} \left( e^{-tH_A(A,V)} - e^{-tH_A(A_m,V_n)} \right) \right\|_{1,\infty},
$$

(5.16)

$$
N_3 := \left\| \chi_K e^{-tH_A(A_m,V_n)} \left( 1 - \chi_{B_R} \right) \left( e^{-tH_A(A,V)} - e^{-tH_A(A_m,V_n)} \right) \right\|_{1,\infty}.
$$

(5.17)

In a second step we will repeatedly use the inequality

$$
\left\| XY \right\|_{p,r} \leq \left\| X \right\|_{q,r} \left\| Y \right\|_{p,q}
$$

(5.18)

for bounded operators $Y : L^p(\mathbb{R}^d) \to L^q(\mathbb{R}^d)$ and $X : L^q(\mathbb{R}^d) \to L^r(\mathbb{R}^d)$. By (5.18) and (2.4) we get

$$
N_1 \leq \left\| \chi_K \left( e^{-tH_A(A,V)} - e^{-tH_A(A_m,V_n)} \right) \right\|_{\infty,\infty} \left\| e^{-tH_{d(0,V)}} \right\|_{1,\infty}.
$$

(5.19)
By employing additionally the self-adjointness of the semigroup we obtain

\[ N_2 \leq \left\| e^{-tH_{\mathbb{R}^d}(0,V_n)} \right\|_{1,\infty} \left\| (e^{-tH_A(V)} - e^{-tH_A(V_m,V_n)}) \chi_{B_R} \right\|_{\infty,\infty}, \tag{5.20} \]

and similarly

\[ N_3 \leq \left\| \chi_K e^{-tH_{\mathbb{R}^d}(0,V_n)} \left( 1 - \chi_{B_R} \right) \right\|_{\infty,\infty} \times \left( \left\| e^{-tH_{\mathbb{R}^d}(0,V)} \right\|_{1,\infty} + \left\| e^{-tH_{\mathbb{R}^d}(0,V_n)} \right\|_{1,\infty} \right). \tag{5.21} \]

Hence assertion 3 follows from assertions 1 and 2 together with Lemma C.1 and an asymptotic relation analogous to (5.12).

**Remarks 5.2**

i) According to (2.29) the analytic condition (5.7) is equivalent to the probabilistic condition

\[ \limsup_{t \downarrow 0} \sup_{n \in \mathbb{N}} \sup_{x \in \mathbb{R}^d} \mathbb{E}_x \left[ \int_0^t V_n^-(w(s)) \, ds \right] = 0. \tag{5.22} \]

ii) Theorem 5.1 is a generalization of [58, Theorem B.10.2] both to non-zero magnetic fields and \( \Lambda \subseteq \mathbb{R}^d \). Even for \( A = A_m = 0 \) and \( \Lambda = \mathbb{R}^d \) the result is slightly stronger than that of [58, Theorem B.10.2]. Nevertheless, we followed a similar strategy for the proof.

iii) Propositions 2.3 and 2.6 imply that for given \( A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \) and \( V \in \mathcal{K}_\pm(\mathbb{R}^d) \) one can find sequences \( \{A_m\}_{m \in \mathbb{N}} \subset (C_0^\infty(\mathbb{R}^d))^d \) and \( \{V_n\}_{n \in \mathbb{N}} \subset C_0^\infty(\mathbb{R}^d) \) obeying the hypotheses of Theorem 5.1.

Since the notion of local-norm-continuity occurring in Theorem 5.1 seems to us less common, it may be worth noting that it implies strong continuity of the semigroup in the potentials under the additional condition \( p < \infty \).

**Corollary 5.3**

Let \( A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \), \( \{A_m\}_{m \in \mathbb{N}} \subset \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \), \( V \in \mathcal{K}_\pm(\mathbb{R}^d) \) and \( \{V_n\}_{n \in \mathbb{N}} \subset \mathcal{K}_\pm(\mathbb{R}^d) \) obey (5.4) - (5.7) for all compact \( K \subset \mathbb{R}^d \). Moreover, let \( \Lambda \subseteq \mathbb{R}^d \) open. Then

\[ \lim_{m,n \to \infty} \sup_{t_1 \leq t \leq t_2} \left\| (e^{-tH_A(V)} - e^{-tH_A(A_m,V_n)}) \psi \right\|_q = 0 \tag{5.23} \]

for all \( 0 < t_1 \leq t_2 < \infty \), \( \psi \in L^p(\Lambda) \), \( 1 \leq p < \infty \) being finite, and \( 1 \leq p \leq q \leq \infty \). Furthermore, for \( p = q < \infty \) one may allow \( t_1 = 0 \).
Proof:

We repeatedly use the triangle inequality to achieve the estimate
\[
\| (e^{-tH_{A,V}} - e^{-tH_{A_m,V_n}}) \psi \|_q \\
\leq \| (e^{-tH_{A,V}} - e^{-tH_{A_m,V_n}}) \chi_{BR} \psi \|_q \\
+ \left( \| e^{-tH_{0,V}} \|_{p,q} + \| e^{-tH_{0,V_n}} \|_{p,q} \right) \left\| (1 - \chi_{BR}) \psi \right\|_p
\]
valid for any $R > 0$. The right-hand side of the estimate is uniformly bounded in $n,m \in \mathbb{N}$, $\tau_1 \leq t \leq \tau_2$, due to (2.40) and Lemma C.1, respectively. The proof is therefore accomplished with the help of Theorem 5.1 and the fact that
\[
\lim_{R \to \infty} \left\| (1 - \chi_{BR}) \psi \right\|_p = 0,
\]
whenever $\psi \in L^p(\Lambda), 1 \leq p < \infty$.

Remark 5.4

For $p = 2$ Corollary 5.3 is a special case of [42, Theorem 2.8] as can be seen from Remark 2.2.

If one defers norm-continuity in the potentials instead of local-norm-continuity, one has to make stronger assumptions as indicated in the beginning of this section.

Theorem 5.5

Let \( \{A_m\}_{m \in \mathbb{N}} \subset H(\mathbb{R}^d) \) and \( \{V_n\}_{n \in \mathbb{N}} \subset K(\mathbb{R}^d) \) such that
\[
\lim_{m \to \infty} \| (A_m)^2 \|_{K(\mathbb{R}^d)} = 0, \tag{5.26}
\]
\[
\lim_{m \to \infty} \| \nabla \cdot A_m \|_{K(\mathbb{R}^d)} = 0 \tag{5.27}
\]
and
\[
\lim_{n \to \infty} \| V_n \|_{K(\mathbb{R}^d)} = 0. \tag{5.28}
\]

Moreover, let $A \in H_{\text{loc}}(\mathbb{R}^d)$, $V \in K_\pm(\mathbb{R}^d)$ and $\Lambda \subseteq \mathbb{R}^d$ open. Then
\[
\lim_{m,n \to \infty} \sup_{\tau_1 \leq t \leq \tau_2} \left\| \left( e^{-tH_{A,V}} - e^{-tH_{A_m,V_n}} \right) \right\|_{p,q} = 0 \tag{5.29}
\]
for all $0 < \tau_1 \leq \tau_2 < \infty$ and $1 \leq p \leq q \leq \infty$. Furthermore, for $p = q$ one may allow $\tau_1 = 0$. 
Proof:

According to the Riesz-Thorin interpolation theorem \([50, \text{Theorem IX.17}]\) and the self-adjointness of the semigroup it is enough to prove \((5.29)\) for the two cases \(p = q = \infty, \tau_1 = 0\) and \(p = 1, q = \infty, \tau_1 > 0\).

Since the Feynman-Kac-Itô formula \((2.34)\), the triangle inequality and the Cauchy-Schwarz inequality give

\[
\left\| e^{-tH_\lambda(A,V)} - e^{-tH_\lambda(A + A_m, V + V_n)} \right\|_{\infty, \infty} \\
\leq \left( \left\| e^{-tH_{ Ted(0,2V)}} \right\|_{\infty, \infty} \right)^{1/2} \left( \sup_{x \in \mathbb{R}^d} \mathbb{E}_x \left[ \left| 1 - e^{-S_t(A_m, V_n|w)} \right|^2 \right] \right)^{1/2},
\]

(5.30)

the case \(p = q = \infty, \tau_1 = 0\) follows from \((2.40)\) and Lemma \(C.4\).

By reasoning in a similar way to the proof of assertion 3 in the proof of Theorem \(5.1\) we get the estimate

\[
\left\| e^{-2tH_\lambda(A,V)} - e^{-2tH_\lambda(A + A_m, V + V_n)} \right\|_{1, \infty} \\
\leq \left( \left\| e^{-tH_{ Ted(0,2V)}} \right\|_{1, \infty} + \left\| e^{-tH_{ Ted(0,V_n)}} \right\|_{1, \infty} \right)\left( \left\| e^{-tH_{ Ted(0,2V)}} \right\|_{\infty, \infty} \right)^{1/2} \left( \sup_{x \in \mathbb{R}^d} \mathbb{E}_x \left[ \left| 1 - e^{-S_t(A_m, V_n|w)} \right|^2 \right] \right)^{1/2},
\]

(5.31)

The second factor on the right-hand side of \((5.31)\) is uniformly bounded with respect to \(n \in \mathbb{N}\) and \(\tau_1 \leq t \leq \tau_2\) due to \((2.40)\) and Lemma \(C.1\), the latter being applicable because \(\{V_n\}_{n \in \mathbb{N}} \subset \mathcal{K}(\mathbb{R}^d)\) and \((5.28)\) together with the definition \((2.10)\) imply \((5.7)\). Thus the case \(p = 1, q = \infty, \tau_1 > 0\) follows with the help of the preceding case.

Remarks 5.6

(i) Theorem \(5.5\) is a generalization of \([58, \text{Theorem B.10.1}]\).

(ii) In analogy to Remark \(5.2.iii\) one can find for given \(A \in \mathcal{H}_{loc}(\mathbb{R}^d)\) and \(V \in \mathcal{K}_+(\mathbb{R}^d)\) sequences \(\{A + A_m\}_{m \in \mathbb{N}} \subset (C^\infty(\mathbb{R}^d))^d\) and \(\{V + V_n\}_{n \in \mathbb{N}} \subset C^\infty(\mathbb{R}^d)\) obeying the hypotheses of Theorem \(5.5\). In contrast to Remark \(5.2.iii\) it is in general wrong to replace here the set \(C^\infty(\mathbb{R}^d)\) of arbitrarily often differentiable functions by \(C^\infty_0(\mathbb{R}^d)\), since the Kato-norm closure of \(C^\infty_0(\mathbb{R}^d)\) is a proper subspace of \(\mathcal{K}(\mathbb{R}^d)\), see \([58, \text{Proposition 5.5}]\).

6 Continuity of the integral kernel of the semigroup

From the Dunford-Pettis theorem \([63, \text{Theorem 46.1}]\), \([13, \text{Corollary 2.14}]\) it follows with the help of \((2.40)\) that the operator \(e^{-tH_\lambda(A,V)} : L^p(\Lambda) \rightarrow L^q(\Lambda), t > 0, 1 \leq p \leq q \leq \infty, A \in \mathcal{H}_{loc}(\mathbb{R}^d), V \in \mathcal{K}_+(\mathbb{R}^d), \Lambda \subseteq \mathbb{R}^d \text{ open},\) has an integral kernel \(k_t : \Lambda \times \Lambda \rightarrow \mathbb{C}\) in the sense that

\[
(e^{-tH_\lambda(A,V)} \psi)(x) = \int_\Lambda k_t(x,y) \psi(y) \, dy
\]

(6.1)
for all \( \psi \in L^p(\Lambda) \) and almost all \( x \in \Lambda \). Furthermore, the integral kernel is bounded according to

\[
\text{ess sup}_{x,y \in \Lambda} |k_t(x, y)| = \left\| e^{-tH_\Lambda(A,V)} \right\|_{1,\infty}. \tag{6.2}
\]

The existence of an integral kernel can also be inferred from the Feynman-Kac-Itô formula (2.34) by conditioning the Brownian motion to arrive at \( y \) at time \( t \). The resulting representation

\[
k_t(x, y) = (2\pi t)^{-d/2} e^{-(x-y)^2/2t} \mathbb{E}_x \left[ e^{-S_t(A,V)|w} \Xi_{\Lambda,t}^x(w) \right] w(t) = y \tag{6.3}
\]
holds for almost all pairs \( (x, y) \in \Lambda \times \Lambda \) and all \( t > 0 \). The purpose of this section is to show that there is a representative of the integral kernel, which is jointly continuous in \((t, x, y), t > 0, x, y \in \Lambda\). Moreover, this representative is given in terms of an expectation with respect to the Brownian bridge.

To begin with, we collect some preparatory material concerning the Brownian bridge. We define a continuous version \( b \) of the Brownian bridge from \( x = b(0) \) to \( y = b(t) \) in terms of standard Brownian motion \( w \) starting from \( x = w(0) \) by

\[
b(s) := \begin{cases} 
  \frac{s}{t} y + w(s) - (t - s) \int_0^s \frac{w(u)}{(t-u)^2} \, du & \text{for } 0 \leq s < t \\
  y & \text{for } s = t
\end{cases}
\tag{6.4}
\]

See [36, Section 5.6.B] or [52, Exercise IX.2.12]. We note that \( b \) is adapted to the standard filtration \([36, Definition 1.2.25]\) generated by \( w \) and is a continuous semi-martingale \([49, Example V.6.3]\). The probability measure \( P_{t,y}^{0,x} \) associated with the Brownian bridge is the image of the Wiener measure \( P_x \) by the mapping \( w \mapsto b \) as given by (6.4). The induced expectation is written as \( \mathbb{E}_{0,x}^{t,y} \).

For any stochastic process \( s \mapsto Z(s), 0 \leq s < t \), adapted to the standard filtration generated by \( w \) with \( \mathbb{E}_x[|Z(s)|] < \infty \) one has the relation \([40, Lemma 3.1]\)

\[
\mathbb{E}_{0,x}^{t,y}[Z(s)] = \left( \frac{t}{t-s} \right)^{d/2} e^{(x-y)^2/2t} \mathbb{E}_x \left[ Z(s) e^{-(w(s)-y)^2/2(t-s)} \right] \tag{6.5}
\]
for all \( 0 \leq s < t \) and all \( x, y \in \mathbb{R}^d \). This is a consequence of the Cameron-Martin-Girsanov theorem \([36, Theorem 3.5.1]\), since the Brownian bridge is obtained from Brownian motion by adding a non-stationary drift, see (6.3). We note that one may alternatively use the right-hand side of (6.3) to construct the Brownian-bridge measure, see [54, Proposition A.1].

For a vector potential \( A \) obeying

\[
\mathbb{P}_{0,x}^{t,y} \left\{ \int_0^t (A(b(s)))^2 \, ds < \infty \right\} = 1 \tag{6.6}
\]
and

\[
\mathbb{P}_{0,x}^{t,y} \left\{ \left| \int_0^t A(b(s)) \cdot \frac{y - b(s)}{t-s} \, ds \right| < \infty \right\} = 1 \tag{6.7}
\]
the stochastic line integral with respect to the Brownian bridge

\[
s \mapsto \int_0^s A(b(u)) \cdot \text{d}b(u) := \int_0^s A(b(u)) \cdot \text{d}w(u) + \int_0^s A(b(u)) \cdot \frac{y - b(u)}{t - u} \text{d}u \tag{6.8}
\]

is a well-defined stochastic process for \(0 \leq s \leq t\) having a continuous version, confer [32, Definition IV.2.9]. According to Lemma C.8, our usual assumption \(A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d)\) suffices to ensure the conditions (6.6) and (6.7).

Now we are able to state the main result of this section:

**Theorem 6.1**

Let \(A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d)\), \(V \in \mathcal{K}_\pm(\mathbb{R}^d)\), \(1 \leq p \leq q \leq \infty\) and \(\Lambda \subseteq \mathbb{R}^d\) open. Recall the definitions (2.33) and (2.35) of \(S_t\) and \(\Xi_{\Lambda,t}\). Then

\[
k_t(x, y) := (2\pi t)^{-d/2} e^{-(x-y)^2/2t} \mathbb{E}_{0,x} [ e^{-S_t(A,V)\|b\}} \Xi_{\Lambda,t}(b) ]
\]

defines pointwise that integral kernel for

\[
e^{-t\mathcal{H}(A,V)} : L^p(\Lambda) \to L^q(\Lambda)
\]

which is jointly continuous in \((t, x, y)\), \(t > 0\), \(x, y \in \Lambda\).

**Proof:**

Since the Brownian-bridge expectation in (6.9) yields a regular version of the conditional expectation in (6.3), \(k_t\) as defined by (6.9) is an integral kernel for (6.10). Moreover, recalling our preparations, the kernel \(k_t\) is well defined for all \(t > 0\), \(x, y \in \Lambda\). It remains to show the claimed continuity of the function \(k\) defined by (6.9).

Employing the time-reversal symmetry of the Brownian bridge we get from (6.9) the Hermiticity of the integral kernel, that is, \(k_t(x, y)\) turns into its complex conjugate upon interchanging \(x\) and \(y\). Therefore, it is sufficient to ensure

\[
\lim_{\varrho \downarrow 0} \sup_{\tau_1 \leq t' \leq \tau_2} \sup_{|t-t'| \leq \varrho} \sup_{y,y' \in K,|y-y'| \leq \varrho} \sup_{x \in K} |k_t(x, y) - k_{t'}(x, y')| = 0 \tag{6.11}
\]

for all compact \(K \subseteq \Lambda\) and all \(0 < \tau_1 \leq \tau_2 < \infty\). Note that we have assumed \(t \leq t'\).

For any \(0 < s < \tau_1\) we can rewrite the difference in (6.11) according to

\[
k_t(x, y) - k_{t'}(x, y') = \Upsilon(t', t' - t + s, x, y') - \Upsilon(t, s, x, y) + \Gamma(t, t', s, x, y, y'), \tag{6.12}
\]

where we have introduced the abbreviations

\[
\Upsilon(t, s, x, y) := (2\pi t)^{-d/2} e^{-(x-y)^2/2t} \times \mathbb{E}_{0,x} [ e^{-S_t(A,V)\|b\}} \Xi_{\Lambda,t}(b) - e^{-S_{t-s}(A,V)\|b\}} \Xi_{\Lambda,t-s}(b) ] \tag{6.13}
\]

and

\[
\Gamma(t, t', s, x, y, y') := (2\pi t')^{-d/2} e^{-(x-y)^2/2t'} \mathbb{E}_{0,x} [ e^{-S_{t'}(A,V)\|b\}} \Xi_{\Lambda,t}(b) ] - (2\pi t)^{-d/2} e^{-(x-y)^2/2t} \mathbb{E}_{0,x} [ e^{-S_{t-s}(A,V)\|b\}} \Xi_{\Lambda,t-s}(b) ]. \tag{6.14}
\]
Therefore, it is enough to show
\[
\lim_{s \downarrow 0} \sup_{\tau_1 \leq t \leq \tau_2} \sup_{x, y \in K} |\Upsilon(t, s, x, y)| = 0 \tag{6.15}
\]
and
\[
\lim_{\varrho \downarrow 0} \sup_{\tau_1 \leq t \leq \tau_2} \sup_{|t-t'|<\varrho} \sup_{y, y' \in \mathbb{R}^d} \sup_{x \in \mathbb{R}^d} |\Gamma(t, t', s, x, y, y')| = 0 \tag{6.16}
\]
for all compact $K \subset \Lambda$ and all $0 < s < \tau_1 \leq \tau_2 < \infty$. The assertion \((6.16)\) is actually stronger than needed for the present purpose, but will turn out to be useful in the sequel.

From the triangle inequality we get
\[
\Upsilon(t, s, x, y) \leq (2\pi t)^{-d/2} e^{-(x-y)^2/2t} \times \left( \mathbb{E}^{t,y}_0 \left[|e^{-S_t(A,V|b)} - e^{-S_{t-s}(A,V|b)}|\right] \right. \\
\left. + \mathbb{E}^{t,y}_0 [e^{-S_{t-s}(0,V|b)} | \Xi_{A,t}(b) - \Xi_{A,t-s}(b) |] \right). \tag{6.17}
\]
Now we make use of the Cauchy-Schwarz inequality, the elementary estimate
\[
S_{t-s}(0, 2V|b) \geq S_t(0, -2V^-|b) \tag{6.18}
\]
and the time-reversal symmetry of the Brownian bridge. We thus achieve
\[
\Upsilon(t, s, x, y) \leq N^{1/2} (2\pi t)^{-d/4} e^{-(x-y)^2/4t} \times \left( \mathbb{E}^{t,x}_0 \left[1 - e^{-S_s(A,V|b)} \right]^2 \right)^{1/2} + \left( \mathbb{E}^{t,x}_0 [1 - \Xi_{A,s}(b)] \right)^{1/2} \right) \tag{6.19}
\]
\[
\leq N^{1/2} (2\pi (t - s))^{-d/4} \times \left( \mathbb{E}^{t,y}_0 \left[1 - e^{-S_s(A,V|w)} \right]^2 \right)^{1/2} + \left( \mathbb{E}^{t,y}_0 [1 - \Xi_{A,s}(w)] \right)^{1/2} \right).
\]
Here we have used \((6.5)\) for the second step and have set
\[
N := \sup_{\tau_1 \leq t \leq \tau_2} \sup_{x, y \in \mathbb{R}^d} \left( (2\pi t)^{-d/2} e^{-(x-y)^2/2t} \mathbb{E}^{t,y}_0 \left[ e^{-S_t(0, -2V^-|b)} \right] \right). \tag{6.20}
\]
Employing the Cauchy-Schwarz inequality, the time-reversal symmetry and \((6.3)\) again, we get
\[
N \leq (\pi \tau_1)^{-d/2} \sup_{x \in \mathbb{R}^d} \mathbb{E}_x \left[ e^{-S_{\tau_2/2}(0, -4V^-|w)} \right], \tag{6.21}
\]
which shows by virtue of Lemma C.2 that $N$ is finite. Note that it is essential to take the supremum in \((6.20)\) and not only the essential supremum as, for example, in \((5.2)\). Having shown that $N$ is finite, \((6.15)\) follows from \((6.19)\) with the help of \((6.11)\) and Lemma C.3.

The remaining task is to prove \((6.16)\). In a first step we use \((6.5)\) to rewrite $\Gamma$ as given by \((6.14)\) in terms of an expectation with respect to Brownian motion. Then the Cauchy-Schwarz inequality and \((6.18)\) lead to
\[
|\Gamma(t, t', s, x, y, y')|^2 \leq (2\pi)^{-d} M \mathbb{E}_x \left[ \left( (t' - t + s)^{-d/2} e^{-(x-y)^2/2(t' - t + s)} \right)^2 \right], \tag{6.22}
\]
where
\[
M := \sup_{x \in \mathbb{R}^d} E_x \left[ e^{-S \tau(0,-2V^-|w)} \right]
\]  
(6.23)
is finite due to Lemma C.2. The expectation on the right-hand side of (6.22) can be calculated explicitly. The result implies
\[
\left| \Gamma(t, t', s, x, y, y') \right|^2 
\leq (2\pi)^{-d} M \left[ (t'^2 - (t - s)^2)^{-d/2} \exp \left\{ \frac{(x - y')^2}{t' + t - s} \right\} + s^{-d/2} (2t - s)^{-d/2} \exp \left\{ \frac{(x - y)^2}{2t} \right\} - 2 \left( t t' - (t - s)^2 \right)^{-d/2} \times \exp \left\{ -s(x - y')^2 + (t - s)(y - y')^2 + (t' - t + s)(x - y)^2 \right\} \right].
\]  
(6.24)

Now we use the three elementary inequalities
\[
\frac{1}{t'^2 - (t - s)^2} \leq \frac{1}{s(2t - s)}, \quad \frac{1}{2t - s} \geq \frac{1}{t' + t - s}, \quad \frac{1}{t t' - (t - s)^2} \leq \frac{1}{s(t' + t - s)},
\]  
(6.25)
valid for all 0 < s < t ≤ t' < ∞, and get
\[
\left| \Gamma(t, t', s, x, y, y') \right|^2 
\leq 2(2\pi)^{-d} M s^{-d/2} (2t - s)^{-d/2} \exp \left\{ -\frac{1}{2} \left( \frac{(x - y')^2}{t' + t - s} \right) \right\} \times \left[ \cosh \left\{ \frac{(y - y') \cdot (y + y' - 2x)}{2(t + t' - s)} \right\} \right. 
\]  
(6.26)
\[
\left. - \left( 1 + \frac{s(t' - t)}{s(2t - s)} \right)^{-d/2} \exp \left\{ -\frac{(t - s)(y - y')^2 + (t' - t)(x - y)^2}{2s(t + t' - s)} \right\} \right].
\]
In a final step we further estimate the right-hand side with the help of the elementary inequalities
\[
\cosh(a) \leq \frac{1}{2} a^2 \cosh(a) + 1, \quad a \in \mathbb{R},
\]  
(6.27)
\[
(1 + b)^{-d/2} \geq 1 - \frac{d}{2b}, \quad b > 0, \quad e^{-c} \geq 1 - c, \quad c \in \mathbb{R},
\]the first one of which may readily be derived from the Taylor expansion \[1, \text{Equation } 4.5.63\] of the hyperbolic cosine. The assertion (6.16) then follows from the resulting bound by inspection.

Remarks 6.2

i) Theorem 6.1 generalizes [58, Theorem B.7.1.(a'''')] to non-zero \( A \in \mathcal{H}_{loc}(\mathbb{R}^d) \) and \( \Lambda \subset \mathbb{R}^d \). The proof given there relies on the local-norm-continuity of
the semigroup in the scalar potential and the approximability Proposition 2.3 (see [58, Theorem B.10.2], but beware of a circularity in the proofs of Proposition B.6.7, Theorem B.7.1.(a'), Lemma B.7.4). By using Theorem 5.1 local-norm-continuity covers also the case \( A \neq 0 \).

Results similar to Theorem 6.1 for \( A = 0 \) and \( \Lambda \subseteq \mathbb{R}^d \) are contained in [11, Theorem 3.17] and [64, Proposition 1.3.5].

Like the last reference our approach has the advantage of singling out the continuous representative of the integral kernel as a Brownian-bridge expectation, which is useful to know for further investigations and applications.

The rather general Theorem 14.5 in [56] does not cover the above Theorem 6.1. A discriminating example corresponds to the hydrogen atom: \( \Lambda = \mathbb{R}^3 \), \( A = 0 \), \( V(x) = -|x|^{-1} \). In the notation of [56] this means: \( \nu = 3 \), \( f = 0 \), \( F(a) = e^{ia} \) for \( a \in \mathbb{R} \), \( g(\omega) = \exp \left\{ \int_0^t |\omega(s)|^{-1} ds \right\} \) for \( t > 0 \). Theorem 14.5 in [56] is not applicable, because the Wiener-essential supremum \( \|g\|_\infty \) of \( g \) is infinite.

\( ii) \) The continuity of the integral kernel of the semigroup implies the continuity of the integral kernels for various functions of the Schrödinger operator \( H_\Lambda(A,V) \).

This can be shown along the same lines of reasoning as in the proof of [58, Theorem B.7.1], since the arguments given there do not use the fact that \( H_{\mathbb{R}^d}(0,V) \) is a particular Schrödinger operator, but merely the continuity of \( k_t(x,y) \) and the bound (2.40). For example, each spectral projection

\[ \chi_\Omega(H_\Lambda(A,V)) : L^2(\Lambda) \to L^2(\Lambda) \quad (6.28) \]

associated with a bounded Borel subset \( \Omega \subset \mathbb{R} \) is an integral operator with jointly continuous kernel.

\( iii) \) Since \( k_t(x,y) \) is jointly continuous in \((x,y)\) for \( t > 0 \), the trace of the non-negative operator \( e^{-tH_\Lambda(A,V)} : L^2(\Lambda) \to L^2(\Lambda) \) can be represented as

\[ \text{tr} e^{-tH_\Lambda(A,V)} = \int_\Lambda k_t(x,x) \, dx, \quad (6.29) \]

whenever one of the two sides of this equation is finite.

\( iv) \) Due to the continuity of the integral kernel, the diamagnetic inequality (2.38) takes the form

\[ |k_t(x,y)| \leq k_t(x,y)|_{A=0} \quad (6.30) \]

and is valid pointwise for all \( x,y \in \Lambda, t > 0 \). Various upper bounds on the right-hand side of (6.30) are available in the literature, see, for example, the estimate [58, Theorem B.7.1.(a')]. Using this estimate, Theorem 4.1 can be proven alternatively with the help of the continuity of the integral kernel and the dominated-convergence theorem. We have given a different proof of Theorem 4.1, mainly because we think it is nice to see how Carmona’s elegant argument for \( A = 0 \) can be extended to \( A \neq 0 \).
Theorem 6.3

Let $A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d)$, $V \in \mathcal{K}_+^{--}(\mathbb{R}^d)$ and $\Lambda \subseteq \mathbb{R}^d$ regular. Then $k_t(x, y)$, as defined by (6.9), is jointly continuous in $(t, x, y)$, $t > 0$, $x, y \in \overline{\Lambda}$ and vanishes if $x \in \partial \Lambda$ or $y \in \partial \Lambda$.

Proof:

From (6.9) we derive with the help of the Cauchy-Schwarz inequality and $\Xi_{\Lambda,t}(b) \leq \Xi_{\Lambda,t/2}(b)$ the estimate

$$|k_t(x, y)| \leq (2\pi t)^{-d/4} N^{1/2} e^{-(x-y)^2/4t} \left( E_{0,x} \Xi_{\Lambda,t/2}(b) \right)^{1/2},$$

where $0 \leq N < \infty$ is given by (6.20). With the help of (6.5) we achieve

$$|k_t(x, y)| \leq (\pi t)^{-d/4} N^{1/2} \left( E_{x} \Xi_{\Lambda,t/2}(b) \right)^{1/2}.$$ (6.32)

According to Lemma C.7 the right-hand side vanishes as $x$ approaches any given point on the boundary $\partial \Lambda$. Due to the Hermiticity of $k_t$ and Theorem 6.1 the assertion follows.

Remark 6.4

Theorem 6.3 is a partial generalization of [11, Theorem 3.17] to $A \neq 0$.

We finally want to show that the same strategy as used in Section 4 allows to get uniform continuity for global regularity conditions.

Theorem 6.5

Let $A \in \mathcal{H}(\mathbb{R}^d)$, $V \in \mathcal{K}(\mathbb{R}^d)$, $0 < \tau_1 < \tau_2 < \infty$ and $\Lambda \subseteq \mathbb{R}^d$ uniformly regular. Then the function

$$[\tau_1, \tau_2] \times \overline{\Lambda} \times \overline{\Lambda} \rightarrow \mathbb{C}, \quad (t, x, y) \mapsto k_t(x, y)$$

is uniformly continuous.

Proof:

Analogously to the reasoning at the beginning of the proof of Theorem 6.1, it is sufficient to ensure

$$\lim_{\delta \downarrow 0} \sup_{\tau_1 \leq t \leq \tau_2, |t-t'| < \delta} \sup_{y,y' \in \Lambda_r, |y-y'| < \delta} \sup_{x \in \Lambda_r} |k_t(x, y) - k_{t'}(x, y')| = 0$$

in order to get uniform continuity on $[\tau_1, \tau_2] \times \Lambda_r \times \Lambda_r$, $r > 0$, where $\Lambda_r$ is given by (3.12). Due to (6.12) and (6.16) we only have to check that

$$\lim_{s \downarrow 0} \sup_{\tau_1 \leq t \leq \tau_2} \sup_{x,y \in \Lambda_r} |\Upsilon(t, s, x, y)| = 0,$$

where $\Upsilon$ is given by (5.13). With the help of the estimate (6.19) this follows from Lemma C.3 and (3.11).
On the other hand, Lemma C.7 and (6.32) imply
\[
\lim_{r \downarrow 0} \sup_{\tau_1 \leq t \leq \tau_2} \sup_{x \in \Lambda_r \setminus \Lambda_r} \sup_{y \in \Lambda_r \setminus \Lambda_r} |k_t(x, y)| = 0,
\] (6.36)
which suffices to extend the domain of uniform continuity from \([\tau_1, \tau_2] \times \Lambda_r \times \Lambda_r, r > 0,\)
to \([\tau_1, \tau_2] \times \overline{\Lambda} \times \overline{\Lambda}.\]

**Appendix A  Approximability of Kato-type potentials by smooth functions**

We want to prove Propositions 2.3 and 2.6. The idea of the proof has been given already in Section 2. It is similar to the one underlying the standard proof of the fact that \(C_0^\infty(\mathbb{R}^d)\) is dense in \(L^p(\mathbb{R}^d)\) for \(1 \leq p < \infty\).

To begin with, we choose \(\delta_1 \in C_0^\infty(\mathbb{R}^d)\) such that \(\delta_1 \geq 0, \ \delta_1(x) = 0\) for \(|x| > 1\) and \(\|\delta_1\|_1 = 1.\) Moreover, we set \(\delta_r(x) := r^{-d} \delta_1(x/r)\) for \(0 < r \leq 1\) and \(\Theta_R := \delta_1 * \chi_{B_R}\) for \(R > 1,\) where

\[
(h * F)(x) := \int h(x - y) F(y) \, dy \quad \text{(A.1)}
\]
denotes the convolution of a function \(F : \mathbb{R}^d \to \mathbb{R}^\nu, \ \nu \in \mathbb{N},\) with a function \(h : \mathbb{R}^d \to \mathbb{R}.\)

We note that \(\Theta_R \in C_0^\infty(\mathbb{R}^d)\) and

\[
\chi_{B_{R-1}} \leq \Theta_R \leq \chi_{B_{R+1}}. \quad \text{(A.2)}
\]

Now we are ready to formulate the following preparatory result.

**Lemma A.1**

Let \(F : \mathbb{R}^d \to \mathbb{R}^\nu, \ |F|^p \in K_{\text{loc}}(\mathbb{R}^d), \ 1 \leq p < \infty.\) Then

\[
\delta_r * \Theta_R F \in \left(C_0^\infty(\mathbb{R}^d)\right)^\nu, \quad \text{(A.3)}
\]

\[
\|g_\theta * [\delta_r * \Theta_R F]^p\|_\infty \leq \left\|g_\theta * \chi_{B_{R+1}} |F|^p\right\|_\infty \quad \text{(A.4)}
\]

and

\[
\lim_{r \downarrow 0} \|\Theta_R F - \delta_r * \Theta_R F|^p\|_{K(\mathbb{R}^d)} = 0 \quad \text{(A.5)}
\]

for all \(0 < r \leq 1 < R < \infty\) and \(0 < \theta \leq 1.\)

**Proof:**

(A.3) holds, since \(\Theta_R F \in (L^1(\mathbb{R}^d))^\nu\) by (2.12).

From the Jensen inequality and (A.2) we have

\[
|\delta_r * \Theta_R F|^p \leq \delta_r * \chi_{B_{R+1}} |F|^p. \quad \text{(A.6)}
\]
Furthermore, by the commutativity and the associativity of the convolution and the monotonicity of integration we get

\[ g_\theta \ast \delta_r \ast \chi_{B_{R+1}} |F|^p \leq \|\delta_r\|_1 \|g_\theta \ast \chi_{B_{R+1}} |F|^p\|_\infty. \]  

(A.7)

Now (A.4) follows from (A.6), (A.7) and \( \|\delta_r\|_1 = 1 \).

Since \( \|f\|_{K(\mathbb{R}^d)} = \|g_1 \ast |f|\|_\infty \) for \( f \in K(\mathbb{R}^d) \cap L^1(\mathbb{R}^d) \) that

\[ \|f\|_{K(\mathbb{R}^d)} \leq \|g_\theta \ast |f|\|_\infty + G_\theta \|f\|_1, \]  

(A.8)

where

\[ G_\theta := \sup_{\theta \leq |x| \leq 1} g_1(x). \]  

(A.9)

On the other hand, the inequality \( |u - v|^p \leq 2^p (|u|^p + |v|^p) \) for \( u, v \in \mathbb{R}^\nu \) in combination with (A.2) and (A.6) yields

\[ |\Theta_R F - \delta_r \ast \Theta_R F|^p \leq 2^p \left( \chi_{B_{R+1}} |F|^p + \delta_r \ast \chi_{B_{R+1}} |F|^p \right). \]  

(A.10)

With the help of (A.8), (A.10) and (A.4) we establish

\[ \|\|\Theta_R F - \delta_r \ast \Theta_R F\|^p\|_{K(\mathbb{R}^d)} \leq 2^{p+1} \left\| g_\theta \ast \chi_{B_{R+1}} |F|^p \right\|_\infty + G_\theta \|\Theta_R F - \delta_r \ast \Theta_R F\|^p_1. \]  

(A.11)

Since \( \Theta_R F \in (L^p(\mathbb{R}^d))' \), the second term on the right-hand side tends to zero as \( r \downarrow 0 \), see, for example, [66, Lemma 1.3.6/2]. Moreover, the remaining first term vanishes as \( \theta \downarrow 0 \) because \( \chi_{B_{R+1}} |F|^p \in K(\mathbb{R}^d) \). This proves (A.3).

**Proof of Proposition 2.3:**

By the triangle inequality

\[ |V - \delta_r \ast \Theta_R V| \chi_K \leq V (1 - \Theta_R) \chi_K + |\Theta_R V - \delta_r \ast \Theta_R V| \]  

(A.12)

and the fact that

\[ (1 - \Theta_R) \chi_K = 0 \quad \text{for} \quad R > 1 + \sup_{x \in K} |x| \]  

(A.13)

the approximability (2.15) follows from (A.3) and (A.5). The inequality (2.16) follows from (A.4) for the choice \( p = 1 \) and \( F = V^- \).

**Proof of Proposition 2.6:**

We start from the pair of elementary inequalities

\[ (A - \delta_r \ast \Theta_R A)^2 \chi_K \leq 2A^2 (1 - \Theta_R) \chi_K + 2 (\Theta_R A - \delta_r \ast \Theta_R A)^2 \]  

(A.14)
The purpose of this appendix is to prove Proposition 2.9. The strategy of the proof has already been sketched in Section 2. Here we only recall that we take (2.34) in the case of (A.2) according to

\[ |\delta_r \ast (A \cdot \nabla \Theta R)| \chi_K \leq |\nabla \cdot A| (1 - \Theta R) \chi_K + |\delta_r \ast (A \cdot \nabla \Theta R)| \chi_K + |\Theta R \nabla \cdot A - \delta_r \ast (\Theta R \nabla \cdot A)|. \]  

(A.15)

The second term on the right-hand side of (A.15) can be estimated further with the help of (A.2) according to

\[ |\delta_r \ast (A \cdot \nabla \Theta R)| \chi_K \leq \chi_K \chi_{B_{R+2}} \left(1 - \chi_{B_{R-2}}\right) \left(\delta_r \ast |A|\right) \sup_{x \in \mathbb{R}^d} |(\nabla \Theta R)(x)| \]  

(A.16)

and, hence, vanishes for \( R > 2 + \sup_{x \in K} |x| \). In consequence, the approximability (2.19), (2.20) follows from (A.3) with the help of (A.13) and (A.3).

\[ \text{Appendix B} \quad \text{Proof of the Feynman-Kac-Itô formula} \]

The purpose of this appendix is to prove Proposition 2.9. The strategy of the proof has already been sketched in Section 2. Here we only recall that we take (2.34) in the case \( \Lambda = \mathbb{R}^d \), \( A \in \mathcal{H}_{loc}(\mathbb{R}^d) \) and \( V \in \mathcal{K}_{\pm}(\mathbb{R}^d) \) for granted.

Let \( \{K_t\}_{t \in \mathbb{N}} \) be a strictly increasing sequence of compact subsets of \( \Lambda \) that exhausts \( \Lambda \). That is, each \( K_t \) is contained in the interior of \( K_{t+1} \) and \( \bigcup_{t \in \mathbb{N}} K_t = \Lambda \). Furthermore let \( \{\vartheta_t\}_{t \in \mathbb{N}} \subset C_{\infty}^0(\mathbb{R}^d) \) be such that \( \vartheta_t(x) = 1 \) for \( x \in K_t \), \( \vartheta_t(x) = 0 \) for \( x \not\in K_{t+1} \), and \( 0 \leq \vartheta_t(x) \leq 1 \) for all \( x \in \mathbb{R}^d \). Define \( U^A_\infty : \mathbb{R}^d \to \mathbb{R} \) by

\[ U^A_\infty(x) := \begin{cases} \sum_{t \in \mathbb{N}} |(\nabla \vartheta_t)(x)|^2 + (\inf\{|x - y| : y \not\in \Lambda\})^{-3} & \text{for } x \in \Lambda \\ +\infty & \text{otherwise} \end{cases} \]  

(B.1)

and \( U^A_n : \mathbb{R}^d \to \mathbb{R} \) for \( n \in \mathbb{N} \) by

\[ U^A_n(x) := \inf\{U^A_\infty(x), n\}. \]  

(B.2)

The sesquilinear form \( h_{\mathbb{R}^d}^{A,\mu U^A_\infty + V} \), \( A \in \mathcal{H}_{loc}(\mathbb{R}^d) \), \( V \in L^\infty(\mathbb{R}^d) \), \( \mu > 0 \), defined through (2.22), with domain \( Q(h_{\mathbb{R}^d}^{A,\mu U^A_\infty + V}) = Q(h_{\mathbb{R}^d}^{A,\mu U^A_\infty}) \) given by (2.23) is closed but not densely defined. In fact \( C_0^\infty(\Lambda) \subset Q(h_{\mathbb{R}^d}^{A,\mu U^A_\infty}) \subset L^2(\Lambda) \) by the extension convention of Section 2 and the form is densely defined on \( L^2(\Lambda) \). It gives rise to a self-adjoint non-negative operator on \( L^2(\Lambda) \) which we denote by \( H_{\mathbb{R}^d}(A, \mu U^A_\infty + V) \). For a function

\[ f : \mathbb{R} \to \mathbb{R}, \quad f \text{ continuous}, \quad \lim_{x \to +\infty} f(x) = 0 \]  

(B.3)

we define for \( \psi \in L^2(\mathbb{R}^d) \)

\[ f(H_{\mathbb{R}^d}(A, \mu U^A_\infty + V)) \psi := f(H_{\mathbb{R}^d}(A, \mu U^A_\infty + V))(\chi_\Lambda \psi). \]  

(B.4)

Hence \( f(H_{\mathbb{R}^d}(A, \mu U^A_\infty + V)) \) naturally extends to a bounded self-adjoint operator on \( L^2(\mathbb{R}^d) \).

Our plan for the proof of Proposition 2.9 is summarized in the following six lemmas.
Lemma B.1

Let \( A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \), \( V \in L^\infty(\mathbb{R}^d) \), \( V \geq 0 \), \( \psi \in L^2(\mathbb{R}^d) \), \( \mu > 0 \), \( t \geq 0 \), \( \Lambda \subseteq \mathbb{R}^d \) open. Then

\[
\lim_{n \to \infty} \left\| \left( e^{-tH_{\text{loc}}(A, \mu U^A_n + V)} - e^{-tH_{\text{loc}}(A, \mu U^A_\infty + V)} \right) \psi \right\|_2 = 0. \tag{B.5}
\]

Lemma B.1 serves for the proof of the Feynman-Kac-Itô formula for \( e^{-tH_{\text{loc}}(A, \mu U^A_\infty + V)} \).

Lemma B.2

Let \( A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \), \( V \in L^\infty(\mathbb{R}^d) \), \( V \geq 0 \), \( \psi \in L^2(\mathbb{R}^d) \), \( \mu > 0 \), \( t \geq 0 \), \( \Lambda \subseteq \mathbb{R}^d \) open. Then

\[
\left( e^{-tH_{\text{loc}}(A, \mu U^A_\infty + V)} \psi \right)(x) = \mathbb{E}_x \left[ e^{-S_t(A, \mu U^A_\infty + V | w)} \Xi_{A,t}(w) \psi(w(t)) \right] \tag{B.6}
\]

for almost all \( x \in \mathbb{R}^d \).

The purpose of Lemma B.2 is twofold. First, it immediately implies the inequality

\[
|e^{-tH_{\text{loc}}(A, \mu U^A_\infty + V)} \psi| \leq e^{-tH_{\text{loc}}(0,0)} |\psi|, \quad \psi \in L^2(\Lambda), \ t \geq 0, \tag{B.7}
\]

which is crucial in the proof of the following lemma.

Lemma B.3

Let \( A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \), \( \Lambda \subseteq \mathbb{R}^d \) open. Then the completion of the form domain \( \mathcal{Q} \left( h^A_{U^A_\infty} \right) \) with respect to the form-norm \( \| \cdot \|_{h^A_{U^A_\infty}} \) is \( \mathcal{Q} \left( h^A_0 \right) \).

This rather technical lemma singles out the difficult part of the proof of the next approximation.

Lemma B.4

Let \( A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \), \( V \in L^\infty(\mathbb{R}^d) \), \( V \geq 0 \), \( \psi \in L^2(\mathbb{R}^d) \), \( \Lambda \subseteq \mathbb{R}^d \) open, \( t \geq 0 \). Then

\[
\lim_{\mu \downarrow 0} \left\| \left( e^{-tH_{\text{loc}}(A, \mu U^A_\infty + V)} - e^{-tH_{\text{loc}}(A, V)} \right) \psi \right\|_2 = 0. \tag{B.8}
\]

The second purpose of Lemma B.2 is, of course, to be used together with B.4 to get the next variant of the Feynman-Kac-Itô formula. Assume \( A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \), \( V \in L^\infty(\mathbb{R}^d) \), \( V \geq 0 \). Then Lemma B.4 implies that the left-hand side of (2.34) tends to the left-hand side of (2.34) for almost all \( x \in \Lambda \) as \( \mu \downarrow 0 \) at least for a suitably chosen subsequence. Furthermore, the right-hand side of (B.6) converges to the right-hand side of (2.34) for almost all \( x \in \Lambda \) as \( \mu \downarrow 0 \) by the dominated-convergence theorem. One may relax the assumption \( V \in L^\infty(\mathbb{R}^d) \), \( V \geq 0 \) to \( V \in L^\infty(\mathbb{R}^d) \) by multiplying both sides of (2.34) with \( e^{t \inf_{x \in \mathbb{R}^d} V(x)} \). We summarize these findings in the following lemma.
Lemma B.5

Let \( A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d) \), \( V \in L^\infty(\mathbb{R}^d), \psi \in L^2(\Lambda), \Lambda \subset \mathbb{R}^d \) open, \( t \geq 0 \). Then (2.34) holds for almost all \( x \in \Lambda \).

With this statement at hand, the diamagnetic inequality (2.25) follows from the triangle inequality. This is just-in-time because we used (2.25) in the case \( \Lambda \subset \mathbb{R}^d, \Lambda \neq \mathbb{R}^d \) for the construction of \( H_\Lambda(A,V), A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d), V \in \mathcal{K}_\pm(\mathbb{R}^d), \) in that case.

Now we are ready to formulate the last approximation tool for the proof of Proposition 2.9.

Lemma B.6

Let \( A \in \mathcal{H}_{\text{loc}}(\mathbb{R}^d), V \in \mathcal{K}_\pm(\mathbb{R}^d), \psi \in L^2(\mathbb{R}^d), \Lambda \subset \mathbb{R}^d \) open, \( t \geq 0 \) and set for \( n, m \in \mathbb{N} \)

\[
V_m^n(x) := \sup\{-n, \inf\{m, V(x)\}\} \tag{B.9}
\]

and consequently \( V_m^n(x) = \inf\{m, V(x)\} \). Then

\[
\lim_{n \to \infty} \left\| \left( e^{-tH_\Lambda(A,V_m^n)} - e^{-tH_\Lambda(A,V_m^n)} \right) \psi \right\|_2 = 0 \tag{B.10}
\]

and

\[
\lim_{m \to \infty} \left\| \left( e^{-tH_\Lambda(A,V_m^n)} - e^{-tH_\Lambda(A,V)} \right) \psi \right\|_2 = 0. \tag{B.11}
\]

Proof of Proposition 2.9

From (B.10) and (B.11) we conclude that for a suitably chosen subsequence

\[
\left( e^{-tH_\Lambda(A,V_m^n)} \psi \right)(x) \to \left( e^{-tH_\Lambda(A,V)} \psi \right)(x) \tag{B.12}
\]
as \( n, m \to \infty \) for almost all \( x \in \Lambda \). From Lemma B.3 we now that the Feynman-Kac-Itô formula holds for the left-hand side of (B.12) and it therefore remains to show

\[
\lim_{n,m \to \infty} \mathbb{E}_x \left[ e^{-S_{t}(A,V_m^n|w)} \Xi_{\Lambda,t}(w) \psi(w(t)) \right] = \mathbb{E}_x \left[ e^{-S_{t}(A,V|w)} \Xi_{\Lambda,t}(w) \psi(w(t)) \right] \tag{B.13}
\]

for almost all \( x \in \Lambda \). To this end note that

\[
\left| e^{-S_{t}(A,V_m^n|w)} \Xi_{\Lambda,t}(w) \right| \leq \left| e^{-S_{t}(0,V^{-}|w)} \right| \tag{B.14}
\]

and

\[
\mathbb{E}_x \left[ e^{-S_{t}(0,V^{-}|w)} |\psi(w(t))| \right] \leq \left\| e^{-tH_{\text{loc}}(0,V^{-})} \right\|_{2,\infty} < \infty \tag{B.15}
\]

by (2.34) for \( \Lambda = \mathbb{R}^d \) and [88, Theorem B.1.1], see also Lemma C.1. Employing the dominated-convergence theorem we conclude that it is enough to establish

\[
\lim_{n,m \to \infty} \int_0^t V_m^n(w(s)) \, ds = \int_0^t V(w(s)) \, ds \tag{B.16}
\]

for all \( x = w(0) \) almost surely. Since \( |V_m^n| \leq |V| \in \mathcal{K}_\pm(\mathbb{R}^d) \) this is achieved by applying dominated convergence with the help of Remark 2.8.ii. \[ \blacksquare \]
Proof of Lemma B.1

Since $U_n^\Lambda$ and $V$ are bounded one has from (2.23)
\[ Q\left(h_{\mathbb{R}^d}^{A,\mu U_n^\Lambda + V}\right) = Q\left(h_{\mathbb{R}^d}^{A,0}\right) \supset Q\left(h_{\mathbb{R}^d}^{A,\mu U_n^\Lambda + V}\right) = Q\left(h_{\mathbb{R}^d}^{A,\mu U_n^\Lambda}\right) \]
and
\[ Q\left(h_{\mathbb{R}^d}^{A,\mu U_n^\Lambda}\right) = \left\{ \psi \in Q\left(h_{\mathbb{R}^d}^{A,0}\right) : \sup_{n \in \mathbb{N}} h_{\mathbb{R}^d}^{A,\mu U_n^\Lambda}(\psi, \psi) < \infty \right\}. \]

Furthermore, we have by construction the monotonicity and boundedness
\[ h_{\mathbb{R}^d}^{A,\mu U_n^\Lambda + V} \leq h_{\mathbb{R}^d}^{A,\mu U_{n+1}^\Lambda + V} \leq h_{\mathbb{R}^d}^{A,\mu U_\infty^\Lambda + V}, \quad n \in \mathbb{N}, \]
as well as the pointwise convergence
\[ \lim_{n \to \infty} h_{\mathbb{R}^d}^{A,\mu U_n^\Lambda + V}(\phi, \psi) = h_{\mathbb{R}^d}^{A,\mu U_\infty^\Lambda + V}(\phi, \psi), \quad \phi, \psi \in Q\left(h_{\mathbb{R}^d}^{A,\mu U_\infty^\Lambda}\right). \]

These facts ensure that the monotone-convergence theorem for not necessarily densely defined sesquilinear forms [55, Theorem 4.1], [69, Theorem 3.1.b)] is applicable and yields the generalized strong resolvent convergence
\[ \lim_{n \to \infty} \left\| \frac{1}{1 + H_{\mathbb{R}^d}(A, \mu U_n^\Lambda + V)} - \frac{1}{1 + H_{\mathbb{R}^d}(A, \mu U_\infty^\Lambda + V)} \psi \right\|_2 = 0 \]
for all $\psi \in L^2(\mathbb{R}^d)$. This implies [55, Theorem 4.2] the strong convergence of \( \{f(H_{\mathbb{R}^d}(A, \mu U_n^\Lambda + V))\}_{n \in \mathbb{N}} \) for all functions $f$ of type (B.3). Especially, (B.5) follows.

\[ \Box \]

Proof of Lemma B.2

The Feynman-Kac-Itô formula (2.37) for $\Lambda = \mathbb{R}^d$ tells
\[ \left(e^{-tH_{\mathbb{R}^d}(A, \mu U_n^\Lambda + V)} \psi \right)(x) = \mathbb{E}_x \left[e^{-S_t(A, \mu U_n^\Lambda + V|w)} \psi(w(t)) \right] \]
for almost all $x \in \mathbb{R}^d$. From Lemma B.1, we learn that by passing to a suitable subsequence the left-hand side of (B.22) tends to the left-hand side of (B.6) as $n \to \infty$ for almost all $x \in \mathbb{R}^d$. For the proof of the convergence of the right-hand side of (B.22) to the desired limit we only have to check
\[ e^{-S_t(0, \mu U_n^\Lambda|w)} \to e^{-S_t(0, \mu U_\infty^\Lambda|w)} \Xi_{\Lambda,t}(w) \]
as $n \to \infty$ for almost all $w$, because
\[ \left| e^{-S_t(A, \mu U_n^\Lambda + V|w)} \right| \leq 1 \]
allows the application of the dominated-convergence theorem.

If $x = w(0) \not\in \Lambda$ the left-hand side of (B.23) tends to 0 for all continuous $w$. Therefore we may assume $x \in \Lambda$. In addition it is sufficient to consider a path $w$ which is Hölder
continuous of order $\frac{1}{3}$ [56, Theorem 5.2]. Assume that $w$ leaves $\Lambda$ and set $0 \leq \tau \leq t$ to be the first exit time of $w$ from $\Lambda$, that is

$$\tau := \inf\{0 < s \leq t : w(s) \notin \Lambda\}. \tag{B.25}$$

Then by (B.1), (B.2)

$$S_t(0, \mu U_n^\Lambda | w) \geq \mu \int_0^t \inf\{|w(s) - w(\tau)|^{-3}, n\} \, ds \geq \mu \int_0^t \inf\{c|s - \tau|, n\} \, ds \to \infty \tag{B.26}$$

as $n \to \infty$, where the constant $c > 0$ depends on the path $w$. Thus (B.23) holds for almost all paths $w$ that do not stay in $\Lambda$. But for a path $w$ staying in $\Lambda$ (B.23) is a consequence of the monotone-convergence theorem. Whence (B.23) is true for almost all $w$. \hfill \blacksquare

**Proof of Lemma B.3**

By definition, $Q(h^{A,0}_\Lambda)$ is the completion of $C^\infty_0(\Lambda)$ with respect to $\|\bullet\|_{h^{A,0}_\Lambda}$. Moreover $C^\infty_0(\Lambda) \subset Q(h^{A,U}_\Lambda)$. Therefore, $Q(h^{A,0}_\Lambda)$ is a subset of the completion of $Q(h^{A,U}_\Lambda)$. To prove the converse inclusion it is enough to establish that $C^\infty_0(\Lambda)$ is dense in $Q(h^{A,U}_\Lambda)$ with respect to $\|\bullet\|_{h^{A,0}_\Lambda}$. This in turn follows, confer the proof of [13, Theorem 1.13], from the following three assertions:

1) $L^\infty(\Lambda) \cap Q(h^{A,U}_\Lambda)_{\mathbb{R}^d}$ is dense in $Q(h^{A,U}_\Lambda)_{\mathbb{R}^d}$.

2) $L^\infty(\Lambda) \cap Q(h^{A,U}_\Lambda)_{\mathbb{R}^d}$ is dense in $L^\infty(\Lambda) \cap Q(h^{A,U}_\Lambda)_{\mathbb{R}^d}$.

3) $C^\infty_0(\Lambda)$ is dense in $L^\infty(\Lambda) \cap Q(h^{A,U}_\Lambda)_{\mathbb{R}^d}$.

Here denseness is always meant with respect to the form norm $\|\bullet\|_{h^{A,0}_\Lambda}$ and $L^\infty(\Lambda)$ denotes the space of bounded complex-valued functions with compact support inside $\Lambda$.

**As to assertion 1)**

Fix $t > 0$. Then $e^{-tH_{\mathbb{R}^d}(A,U^\Lambda)}L^2(\Lambda)$ is an operator core for $H_{\mathbb{R}^d}(A,U^\Lambda)$ by the spectral theorem [51, Section VIII.8]. Consequently it is also a form core for $h^{A,U}_\Lambda$. From (B.7) we conclude that $e^{-tH_{\mathbb{R}^d}(A,U^\Lambda)}L^2(\Lambda) \subseteq L^\infty(\Lambda)$ and therefore

$$L^\infty(\Lambda) \cap e^{-tH_{\mathbb{R}^d}(A,U^\Lambda)}L^2(\Lambda) \subseteq L^\infty(\Lambda) \cap Q(h^{A,U}_\Lambda)_{\mathbb{R}^d} \tag{B.27}$$

is dense in $Q(h^{A,U}_\Lambda)_{\mathbb{R}^d}$ with respect to $\|\bullet\|_{h^{A,U}_\Lambda}$. Since $\|\bullet\|_{h^{A,0}_\Lambda} \leq \|\bullet\|_{h^{A,U}_\Lambda}$ the assertion follows.
As to assertion 2)
Pick \( \psi \in L^\infty(\Lambda) \cap \mathcal{Q}(h_{R_d}^{A,U_0}) \), then \( \vartheta_t \psi \in L^\infty(\Lambda) \cap \mathcal{Q}(h_{R_d}^{A,U_0}) \) for all \( l \in \mathbb{N} \). We want to show \( \| \psi - \vartheta_t \psi \|_{h_{R_d}^0} \to 0 \) as \( l \to \infty \). By the construction of \( \vartheta_t \) we know that \( \|(1-\vartheta_t)\phi\|_2 \to 0 \) for all \( \phi \in L^2(\Lambda) \). Therefore, it remains to show
\[
\lim_{l \to \infty} \|(-i \nabla - A)(\psi - \vartheta_t \psi)\|_2 = 0. \tag{B.28}
\]
The triangle inequality gives
\[
\|(-i \nabla - A)(\psi - \vartheta_t \psi)\|_2 \leq \|(1-\vartheta_t)(-i \nabla - A)\psi\|_2 + \|\psi \nabla \vartheta_t\|_2. \tag{B.29}
\]
The first term on the right-hand side tends to 0 as \( l \to \infty \), because \( (-i \nabla - A)\psi \in (L^2(\Lambda))^d \) due to \( \psi \in \mathcal{Q}(h_{R_d}^{A,U_0}) \). We even know \( \psi \in \mathcal{Q}(h_{R_d}^{A,U_0}) \) and therefore
\[
\sum_{l \in \mathbb{N}} \|\psi \nabla \vartheta_t\|_2^2 \leq h_{R_d}^{A,U_0}(\psi, \psi) < \infty \tag{B.30}
\]
which implies \( \|\psi \nabla \vartheta_t\|_2 \to 0 \) as \( l \to \infty \).

As to assertion 3)
Pick \( \psi \in L^\infty_0(\Lambda) \cap \mathcal{Q}(h_{R_d}^{A,U_0}) \), then \( \delta_r \ast \psi \in C^\infty_0(\Lambda) \) for suitably small \( r > 0 \), where \( \delta_r \) is the approximate \( \delta \)-function defined in Appendix \( \Lambda \). Since \( \lim_{r \downarrow 0} \|\phi - \delta_r \ast \phi\|_2 = 0 \) for all \( \phi \in L^2(\Lambda) \) we aim to show
\[
\|(-i \nabla - A)(\psi - \delta_r \ast \psi)\|_2 \to 0 \tag{B.31}
\]
as \( r \downarrow 0 \) at least for a suitably chosen subsequence.

We first claim that \( \nabla \psi \in (L^2(\Lambda))^d \). This follows from the fact that on the one hand \( A\psi \in (L^2(\Lambda))^d \) because \( A \in (L^2_{\text{loc}}(\Lambda))^d \supseteq H_{\text{loc}}(\mathbb{R}^d) \) and \( \psi \in L^\infty_0(\Lambda) \) and on the other hand \( (-i \nabla - A)\psi \in (L^2(\Lambda))^d \) because \( \psi \in \mathcal{Q}(h_{R_d}^{A,0}) \). Therefore
\[
\|(-i \nabla)(\psi - \delta_r \ast \psi)\|_2 = \|\nabla \psi - \delta_r \ast (\nabla \psi)\|_2 \to 0 \tag{B.32}
\]
as \( r \downarrow 0 \).

Let \( K \subset \Lambda \) denote the compact support of \( \delta_R \ast |\psi| \) for some small \( R > 0 \). Then for all \( 0 < r \leq R \)
\[
|A(x)(\psi - \delta_r \ast \psi)(x)| \leq 2\|\psi\|_\infty \chi_K(x) |A(x)|. \tag{B.33}
\]
The right-hand side of this estimate – considered as a function of \( x \) – is in \( L^2(\Lambda) \) because \( A \in (L^2_{\text{loc}}(\Lambda))^d \). Moreover, we may choose a subsequence such that \( (\psi - \delta_r \ast \psi)(x) \to 0 \) for almost all \( x \in \Lambda \) and then get from the dominated-convergence theorem
\[
\|A(\psi - \delta_r \ast \psi)\|_2 \to 0 \tag{B.34}
\]
for this subsequence.

The convergences (B.32) and (B.34) imply (B.31) and hence assertion 3. \( \blacksquare \)
Proof of Lemma B.4

Recall that
\[ C_0^\infty (\Lambda) \subset Q \left( h_{\mathbb{R}^d}^{A, \mu U_\Lambda^\infty + V} \right) \subset Q \left( h_{\Lambda}^{A, 0} \right) = Q \left( h_{\Lambda}^{A, V} \right) \subset L^2(\Lambda) \quad (B.35) \]

independent of \( \mu > 0 \), where the inclusion follows from Lemma B.3. Therefore the monotonicity statement
\[ h_{\mathbb{R}^d}^{A, \mu' U_\Lambda^\infty + V} (\psi, \psi) \geq h_{\mathbb{R}^d}^{A, \mu U_\Lambda^\infty + V} (\psi, \psi) \geq h_{\Lambda}^{A, V} (\psi, \psi), \quad \mu' > \mu, \quad (B.36) \]

and the convergence
\[ \lim_{\mu \downarrow 0} h_{\mathbb{R}^d}^{A, \mu U_\Lambda^\infty + V} (\psi, \psi) = h_{\Lambda}^{A, V} (\psi, \psi) \quad (B.37) \]
make sense for all \( \psi \in Q \left( h_{\mathbb{R}^d}^{A, U_\Lambda^\infty} \right) \) and follow from the construction of the forms. We conclude with the help of Lemma B.3 that the monotone-convergence theorem for densely defined forms [55, Theorem 3.2], [51, Theorem S.16], see also [69, Theorem 3.1.a]), is applicable and yields the strong resolvent convergence of \( H_{\mathbb{R}^d} (A, \mu U_\Lambda^\infty + V) \) to \( H_{\Lambda} (A, V) \) as \( \mu \downarrow 0 \). According to [51, Theorem VIII.20] this implies (B.8).

Proof of Lemma B.6

First we note that \( V_m \in L^\infty (\mathbb{R}^d) \) and \( V_\infty \in K (\mathbb{R}^d) \) implies
\[ Q \left( h_{\Lambda}^{A, V_m} \right) = Q \left( h_{\Lambda}^{A, 0} \right) = Q \left( h_{\Lambda}^{A, V_\infty} \right). \quad (B.38) \]

Moreover, we know that \( h_{\Lambda}^{A, V_\infty} \) is bounded from below.

By construction of \( V^m_n \) we have the monotonicity
\[ h_{\Lambda}^{A, V^m_n} (\psi, \psi) \geq h_{\Lambda}^{A, V^m_{n+1}} (\psi, \psi) \geq h_{\Lambda}^{A, V_\infty} (\psi, \psi) \quad (B.39) \]
and
\[ h_{\Lambda}^{A, V_\infty} (\psi, \psi) = \lim_{n \to \infty} h_{\Lambda}^{A, V^m_n} (\psi, \psi) \quad (B.40) \]
for all \( \psi \in Q \left( h_{\Lambda}^{A, 0} \right) \). These facts imply according to [55, Theorem 3.2], [51, Theorem S.16] the strong resolvent convergence of \( H_{\Lambda} (A, V^m_n) \) to \( H_{\Lambda} (A, V_\infty) \) as \( n \to \infty \). By [51, Theorem VIII.20] Equation (B.10) follows.

To prove (B.11) we first note that
\[ \Upsilon := \left\{ \psi \in Q \left( h_{\Lambda}^{A, 0} \right) : \sup_{m \in \mathbb{N}} h_{\Lambda}^{A, V_m} (\psi, \psi) < \infty \right\} \quad (B.41) \]
is dense in \( L^2(\Lambda) \) because \( C_0^\infty (\Lambda) \subset \Upsilon \). Furthermore we have the monotonicity
\[ h_{\Lambda}^{A, V_\infty} (\psi, \psi) \leq h_{\Lambda}^{A, V^m_{m+1}} (\psi, \psi) \leq h_{\Lambda}^{A, V} (\psi, \psi) \quad (B.42) \]
and
\[ h_{\Lambda}^{A, V} (\psi, \psi) = \lim_{m \to \infty} h_{\Lambda}^{A, V^m} (\psi, \psi) \quad (B.43) \]
for all \( \psi \in \Upsilon \). With the help of [55, Theorem 3.1], [51, Theorem S.14] we conclude that \( \Upsilon = Q \left( h_{\Lambda}^{A, V} \right) = Q \left( h_{\Lambda}^{A, V^m} \right) \) and the strong resolvent convergence of \( H_{\Lambda} (A, V^m) \) to \( H_{\Lambda} (A, V) \) as \( m \to \infty \). Thus (B.11) follows by using [51, Theorem VIII.20] again. □
Appendix C  Brownian-motion estimates

In this appendix we have gathered the probabilistic estimates which play a key rôle in the proofs of Theorems 4.1, 4.3, 4.4, 5.1, 5.5, 6.1, 6.3 and 6.5. Our proofs of these estimates are inspired by ideas for zero vector potentials in [10, Section III], [58, §B.1, §B.10] and the more recent monograph [11, Section 3.2].

Lemma C.1

Let $\{V_n\}_{n \in \mathbb{N}} \subset \mathcal{K}_\pm(\mathbb{R}^d)$ obey (5.7). Then

$$\sup_{\tau_1 \leq t \leq \tau_2} \sup_{n \in \mathbb{N}} \left\| e^{-tH_{gd}(0,V_n)} \right\|_{p,q} < \infty$$

for all $0 < \tau_1 \leq \tau_2 < \infty$ and $1 \leq p \leq q \leq \infty$. Furthermore, for $p = q$ one may allow $\tau_1 = 0$.

Proof:

The Riesz-Thorin interpolation theorem [50, Theorem IX.17] and the self-adjointness of the semigroup imply that it is enough to prove the Lemma for the two cases $p = q = \infty$, $\tau_1 = 0$ and $p = 1$, $q = \infty$, $\tau_1 > 0$.

In order to show this we first observe that

$$\left\| e^{-2tH_{gd}(0,V_n)} \right\|_{1,\infty} \leq \left( \left\| e^{-tH_{gd}(0,V_n)} \right\|_{2,\infty} \right)^2$$

holds by the semigroup property, the inequality (5.18) and by self-adjointness. Moreover, the inequality

$$\left\| e^{-tH_{gd}(0,V_n)} \right\|_{2,\infty} \leq (2\pi t)^{-d/4} \left( \left\| e^{-tH_{gd}(0,2V_n)} \right\|_{\infty,\infty} \right)^{1/2}$$

follows from employing the Cauchy-Schwarz inequality in the Feynman-Kac-Itô formula and from the elementary estimate

$$\left| (e^{-tH_{gd}(0,0)} |\psi|^2)(x) \right| \leq (2\pi t)^{-d/2} \left( \left\| \psi \right\|_2 \right)^2.$$  \hspace{1cm} (C.4)

The combination of (C.2) and (C.3) shows that we are left to treat the case $p = q = \infty$, $\tau_1 = 0$.

The semigroup property (2.37) and the inequality (5.18) yield

$$\left\| e^{-tH_{gd}(0,V_n)} \right\|_{\infty,\infty} \leq \left( \left\| e^{-tH_{gd}(0,V_n)}/N \right\|_{\infty,\infty} \right)^N, \hspace{1cm} N \in \mathbb{N}.$$  \hspace{1cm} (C.5)

Therefore it suffices to prove the case $p = q = \infty$, $\tau_1 = 0$ for some small $\tau_2 > 0$. By (5.7) and Remark 5.2, we may assume $\tau_2$ small enough to ensure

$$\alpha := \sup_{n \in \mathbb{N}} \sup_{x \in \mathbb{R}^d} \mathbb{E}_x \left[ \int_0^{\tau_2} V_n^- (w(s)) ds \right] < 1.$$  \hspace{1cm} (C.6)
Employing Khas’minskii’s lemma \[38\], \[11, Lemma 3.7\] we get
\[ E_x \left[ e^{-S_t(0,V_n|w)} \right] \leq \frac{1}{1 - \alpha} \] \hspace{1cm} (C.7)
for all \( 0 \leq t \leq \tau_2 \). By the Feynman-Kac-Itô formula it follows that
\[ \left\| e^{-tH_{rd}(0,V_n)} \right\|_{\infty,\infty} \leq \frac{1}{1 - \alpha} \] \hspace{1cm} (C.8)
for all \( 0 \leq t \leq \tau_2 \) and \( n \in \mathbb{N} \).

A glance at the preceding proof reveals that (C.7) not only holds for almost all \( x \in \mathbb{R}^d \) but for all \( x \in \mathbb{R}^d \). We state a frequently used consequence of this separately, see, for example, \[11, Proposition 3.8\].

**Lemma C.2**

Let \( V \in \mathcal{K}_\pm(\mathbb{R}^d) \). Then
\[ \sup_{0 \leq t \leq \tau} \sup_{x \in \mathbb{R}^d} E_x \left[ e^{-S_t(0,V|w)} \right] < \infty \] \hspace{1cm} (C.9)
for all \( \tau > 0 \).

For our purposes it is essential to extend a previously known result for \( A = 0 \) \[11, Proposition 3.9\] to \( A \neq 0 \).

**Lemma C.3**

Let \( A \in \mathcal{H}(\mathbb{R}^d) \) and \( V \in \mathcal{K}(\mathbb{R}^d) \). Then
\[ \lim_{t \downarrow 0} \sup_{x \in \mathbb{R}^d} \left[ \left| 1 - e^{-S_t(A,V|w)} \right|^p \right] = 0 \] \hspace{1cm} (C.10)
for all \( 0 < p < \infty \).

**Lemma C.4**

Let \( A \in \mathcal{H}(\mathbb{R}^d) \), \( \{A_m\}_{m \in \mathbb{N}} \subset \mathcal{H}(\mathbb{R}^d) \), \( V \in \mathcal{K}(\mathbb{R}^d) \) and \( \{V_n\}_{n \in \mathbb{N}} \subset \mathcal{K}(\mathbb{R}^d) \) such that
\[ \lim_{m \to \infty} \left\| (A - A_m)^2 \right\|_{\mathcal{K}(\mathbb{R}^d)} = 0, \] \hspace{1cm} (C.11)
\[ \lim_{m \to \infty} \left\| \nabla \cdot A - \nabla \cdot A_m \right\|_{\mathcal{K}(\mathbb{R}^d)} = 0 \] \hspace{1cm} (C.12)
and
\[ \lim_{n \to \infty} \left\| V - V_n \right\|_{\mathcal{K}(\mathbb{R}^d)} = 0. \] \hspace{1cm} (C.13)

Then
\[ \lim_{m,n \to \infty} \sup_{0 \leq t \leq \tau} \sup_{x \in \mathbb{R}^d} E_x \left[ \left| e^{-S_t(A,V|w)} - e^{-S_t(A_m,V_n|w)} \right|^p \right] = 0 \] \hspace{1cm} (C.14)
for all \( 0 \leq \tau < \infty \) and \( 0 < p < \infty \).
Proof of Lemmas C.3 and C.4:

We start from the inequality

\[ \left| e^{z} - e^{z'} \right| \leq 2^{1+1/q} \left| z - z' \right|^{1/q} e^{\text{sup}\{\text{Re}z, \text{Re}z'\}} \tag{C.15} \]

valid for all \( z, z' \in \mathbb{C} \) and \( 1 \leq q \leq \infty \). It can be inferred from the elementary inequalities

\[ 1 - 2 |u|^{2/q} \leq \cos u \quad \text{and} \quad |e^u - 1| \leq |u|^{1/q} e^{\text{sup}\{u,0\}} \]

for all \( u \in \mathbb{R} \).

Choosing \( q \) such that \( \gamma := pq/(q-p) > 0 \) we get from (C.15)

\[ 2^{-2p} \mathbb{E}_x \left[ |e^{-S_t(A,V|w)} - e^{-S_t(A_m,V_n|w)}|^p \right] \]

\[ \leq \mathbb{E}_x \left[ |S_t(A - A_m, V - V_n|w)|^{p/q} e^{-pS_t(0,-V^- - V_n^-|w)} \right] \]

\[ \leq (\mathbb{E}_x[|S_t(A - A_m, V - V_n|w)|])^{p/q} \left( \mathbb{E}_x \left[ e^{-\gamma S_t(0,-V^- - V_n^-|w)} \right] \right)^{p/\gamma} \tag{C.16} \]

\[ \leq (\mathbb{E}_x[|S_t(A - A_m, V - V_n|w)|])^{p/q} \times \left( \left\| e^{-\tau H_{\mathbb{R}^d}(0,-2\gamma V^-)} \right\|_{\infty,\infty} \sup_{n \in \mathbb{N}} \left\| e^{-\tau H_{\mathbb{R}^d}(0,-2\gamma V_n^-)} \right\|_{\infty,\infty} \right)^{p/2\gamma}. \]

Here we have used the Hölder inequality for the second step and the Cauchy-Schwarz inequality together with the Feynman-Kac-Itô formula for the third step. As remarked similarly in the proof of Theorem 5.5, \( V \in \mathcal{K}(\mathbb{R}^d) \), \( \{V_n\}_{n \in \mathbb{N}} \subset \mathcal{K}(\mathbb{R}^d) \) and (C.13) imply (5.7). Hence Lemma C.1 can be applied to the right-hand side of (C.16). This guarantees together with (2.40) that it is sufficient to show

\[ \lim_{m,n \to \infty} \sup_{0 \leq t \leq \tau} \sup_{x \in \mathbb{R}^d} \mathbb{E}_x[|S_t(A - A_m, V - V_n|w)|] = 0 \tag{C.17} \]

in order to prove Lemma C.4. Similarly, to verify Lemma C.3 it is enough to show

\[ \lim_{t \downarrow 0} \sup_{x \in \mathbb{R}^d} \mathbb{E}_x[|S_t(A, V|w)|] = 0, \tag{C.18} \]

as can be inferred from (C.16) by putting there \( A_m = 0 \) and \( V_n = 0 \) and appealing to (2.41).

To this end, the triangle inequality, the Jensen inequality and the isometry for stochastic integrals [25, Theorem 4.2.5] or [36, Proposition 3.2.10] yield

\[ \mathbb{E}_x[|S_t(A - A_m, V - V_n|w)|] \leq \left( \mathbb{E}_x \left[ \int_0^t (A_m(w(s)) - A(w(s)))^2 \, ds \right] \right)^{1/2} \]

\[ + \frac{1}{2} \mathbb{E}_x \left[ \int_0^t (\nabla \cdot A_m)(w(s)) - (\nabla \cdot A)(w(s)) \right] \]

\[ + \mathbb{E}_x \left[ \int_0^t |V_n(w(s)) - V(w(s))| \, ds \right]. \tag{C.19} \]

Now (C.17) is implied by further estimating the right-hand side of (C.19) with the help of

\[ \mathbb{E}_x \left[ \int_0^t f(w(s)) \, ds \right] \leq \tau \mathbb{E}_x \left[ \int_0^1 f \left( \tau^{1/2} w(s) \right) \, ds \right], \tag{C.20} \]
valid for \( f \geq 0 \) and \( 0 \leq t \leq \tau \), and (2.29) in combination with (2.10).

Eventually (C.18) follows directly from (C.19) for \( A_m = 0 \) and \( V_n = 0 \) by observing (2.28).

Lemma C.5

Let \( A \in \mathcal{H}_{loc}(\mathbb{R}^d) \) and \( V \in \mathcal{K}_±(\mathbb{R}^d) \). Then

\[
\lim_{t \downarrow 0} \sup_{x \in K} E_x \left[ \left| 1 - e^{-S_t(A,V|w)} \right|^p \right] = 0
\]

(C.21)

for all compact \( K \subset \mathbb{R}^d \) and \( 0 < p < \infty \).

Lemma C.6

Under the hypotheses of Theorem 5.1 one has

\[
\lim_{m,n \to \infty} \sup_{0 \leq t \leq \tau} \sup_{x \in K} E_x \left[ \left| e^{-S_t(A,V|w)} - e^{-S_t(A_m,V_n|w)} \right|^p \right] = 0
\]

(C.22)

for all compact \( K \subset \mathbb{R}^d \), \( 0 \leq \tau < \infty \) and \( 0 < p < \infty \).

Proof of Lemmas C.5 and C.6:

By Lemma C.1 and a standard localization technique we will reduce Lemma C.5 and Lemma C.6 to Lemma C.3 and Lemma C.4, respectively. For this purpose it is convenient to define \( A_0 := 0 \) and \( V_0 := 0 \). Moreover, we introduce the abbreviation

\[
\Upsilon_{p,R}(m,n,t,x) := E_x \left[ \left| e^{-S_t(A,V|w)} - e^{-S_t(A_m,V_n|w)} \right|^p \right] \Xi_{B_R,t}(w).
\]

(C.23)

By the Cauchy-Schwarz inequality we obtain

\[
\Upsilon_{p,\infty}(m,n,t,x) \leq \left( E_x \left[ 1 - \Xi_{B_R,t}(w) \right] \right)^{1/2} \left( \Upsilon_{2p,\infty}(m,n,t,x) \right)^{1/2} + \Upsilon_{p,p}(m,n,t,x).
\]

(C.24)

The use of \(|z - z'|^{2p} \leq 2^{2p} (|z|^{2p} + |z'|^{2p})\) for \( z, \ z' \in \mathbb{C} \) and of the Feynman-Kac-Itô formula leads to

\[
\Upsilon_{2p,\infty}(m,n,t,x) \leq 2^{2p} \left( \left\| e^{-\tau H_{d}(0,-2pV^-)} \right\|_{\infty,\infty} + \sup_{n \in \mathbb{N}} \left\| e^{-\tau H_{d}(0,-2pV_n^-)} \right\|_{\infty,\infty} \right).
\]

(C.25)

Lévy’s maximal inequality [53, Equation (7.6′)] gives

\[
\lim_{R \to \infty} \sup_{x \in K} E_x \left[ 1 - \Xi_{B_R,t}(w) \right] = 0.
\]

(C.26)

Now we insert the estimate (C.25) into (C.24) and use Lemma C.1 and (C.26) to observe that it is sufficient to show

\[
\lim_{t \downarrow 0} \sup_{x \in \mathbb{R}^d} \Upsilon_{p,p}(0,0,t,x) = 0
\]

(C.27)
and
\[
\lim_{m,n \to \infty} \sup_{0 \leq t \leq \tau} \sup_{x \in \mathbb{R}^d} \Upsilon_{p,R}(m,n,t,x) = 0 \tag{C.28}
\]
for all \( R > 0 \) in order to prove Lemma C.5 and C.6, respectively.

To this end, let \( \Theta_R \) be as in Appendix A. Then (A.2) implies that \( \Upsilon_{p,R}(m,n,t,x) \) as defined in (C.23) does not change its value when one replaces \( A, A_m, V \) and \( V_n \) by \( A\Theta_{R+1}, A_m\Theta_{R+1}, V\Theta_{R+1} \) and \( V_n\Theta_{R+1} \), respectively. This shows that (C.27) follows from Lemma C.3 and (C.28) from Lemma C.4, since \( A\Theta_{R+1} \in \mathcal{H}(\mathbb{R}^d) \), \( \{A_m\Theta_{R+1}\}_{m \in \mathbb{N}} \subset \mathcal{H}(\mathbb{R}^d) \), \( V\Theta_{R+1} \in \mathcal{K}(\mathbb{R}^d) \) and \( \{V_n\Theta_{R+1}\}_{n \in \mathbb{N}} \subset \mathcal{H}(\mathbb{R}^d) \) by assumption.

**Lemma C.7**

If \( \Lambda \subseteq \mathbb{R}^d \) is regular, then
\[
\lim_{r \downarrow 0} \sup_{|y-x|<r} E_y[\Xi_{\Lambda,t}(w)] = 0 \tag{C.29}
\]
for all \( x \in \partial\Lambda, t > 0 \). If \( \Lambda \) is uniformly regular, then
\[
\lim_{r \downarrow 0} \sup_{x \in \partial\Lambda} \sup_{|y-x|<r} E_y[\Xi_{\Lambda,t}(w)] = 0 \tag{C.30}
\]
for all \( t > 0 \).

**Proof:**

The first assertion is not new. It is, for example, coded in [3, Corollary II.1.11]. Therefore, we only show the second assertion, but remark that the appropriate simplification of the following proof works for the first one, too.

We start from the simple estimate
\[
E_y[\Xi_{\Lambda,t}(w)] \leq E_y[\Xi_{\Lambda,t-\tau}(w(\bullet + \tau))] \tag{C.31}
\]
valid for all \( 0 < \tau < t \). Using the Markov property of Brownian motion we get
\[
E_y[\Xi_{\Lambda,t-\tau}(w(\bullet + \tau))] = (2\pi\tau)^{-d/2} \int dz \, e^{-(y-z)^2/2\tau} E_z[\Xi_{\Lambda,t-\tau}(w)]. \tag{C.32}
\]
This shows that the right-hand side of (C.31), considered as a function of \( y \in \mathbb{R}^d \), is uniformly continuous for all \( 0 < \tau < t \). Therefore,
\[
\lim_{r \downarrow 0} \sup_{x \in \partial\Lambda} \sup_{|y-x|<r} E_y[\Xi_{\Lambda,t}(w)] \leq \sup_{x \in \partial\Lambda} E_x[\Xi_{\Lambda,t-\tau}(w(\bullet + \tau))] \tag{C.33}
\]
for all \( 0 < \tau < t \). Now (C.30) follows from the definition (2.42) of uniform regularity.

**Lemma C.8**

Let \( A \in \mathcal{H}_{loc}(\mathbb{R}^d) \). Then (6.6) and (6.7) hold true for all \( t > 0, x,y \in \mathbb{R}^d \).
Proof:

For given $t > 0$, $x, y \in \mathbb{R}^d$ we choose $R > 0$ such that $x, y \in B_R$. To show (6.6) we use the estimate

$$
P^{t,y}_{0,x} \left\{ \int_0^t (A(b(s)))^2 \, ds = \infty \right\}
\leq P^{t,y}_{0,x} \left\{ \int_0^t \left( \chi_{B_R}(b(s)) A(b(s)) \right)^2 \, ds = \infty \right\} + P^{t,y}_{0,x} \left\{ \sup_{0 \leq s \leq t} |b(s)| \geq R \right\}.
$$

(C.34)

Since

$$
\lim_{R \to \infty} P^{t,y}_{0,x} \left\{ \sup_{0 \leq s \leq t} |b(s)| \geq R \right\} = 0,
$$

(C.35)

it is enough to show that

$$
\mathbb{E}^{t,y}_{0,x} \left[ \int_0^t |f(b(s))| \, ds \right] < \infty
$$

(C.36)

for all $f \in \mathcal{K}(\mathbb{R}^d)$. Using (6.3) and the time-reversal symmetry of the Brownian bridge, one has

$$
\mathbb{E}^{t,y}_{0,x} \left[ \int_0^t |f(b(s))| \, ds \right] \leq 2^{1+d/2} e^{(x-y)^2/2t} \sup_{z \in \mathbb{R}^d} \mathbb{E}_z \left[ \int_0^{t/2} |f(w(s))| \, ds \right].
$$

(C.37)

Due to (2.28) the right-hand side is finite and (6.6) is therefore established.

By a reasoning analogous to the one leading to the condition (C.36) it is sufficient to check (6.7) for $A \in \mathcal{H}(\mathbb{R}^d)$ in order to prove it for $A \in \mathcal{H}_{loc}(\mathbb{R}^d)$. To this end, we observe

$$
2^{-d/2} e^{-(x-y)^2/2t} \left| \mathbb{E}^{t,y}_{0,x} \left[ \int_0^t A(b(s)) \cdot \frac{y - b(s)}{t - s} \, ds \right] \right|
\leq \left| \mathbb{E}_x \left[ \int_0^{t/2} A(w(s)) \cdot \frac{y - w(s)}{t - s} \, ds \right] \right| + \left| \mathbb{E}_y \left[ \int_0^{t/2} A(w(s)) \cdot \frac{y - w(s)}{s} \, ds \right] \right|.
$$

(C.38)

Here we have again used (6.3) and the time-reversal symmetry. The first expectation on the right-hand side is seen to be finite for $A^2 \in \mathcal{K}(\mathbb{R}^d)$ by the Cauchy-Schwarz inequality. The second expectation is finite for $\nabla \cdot A \in \mathcal{K}(\mathbb{R}^d)$ due to the partial-integration identity

$$
\mathbb{E}_y \left[ A(w(s)) \cdot \frac{y - w(s)}{s} \right] = -\mathbb{E}_y [\nabla \cdot (A(w(s))].
$$

(C.39)

Hence we are done.

\[ \blacksquare \]
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