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\begin{abstract}
Predictive analytics allow to estimate future trends of events. Nowadays, Deep Learning algorithms allow making good predictions. However, it is necessary to choose the architecture that produces the most efficient results for each kind of problem. In this paper, the Stack-LSTM, the CNN-LSTM and the ConvLSTM models are applied to a time series of sentinel-1 radar images. The goal is to predict the next occurrence in a sequence of images. Experimental results are evaluated with performance metrics such as the RMSE and MAE loss, the processing time and the SSIM index. The values show that each of the three architectures can produce good results depending on used parameters.
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1. Introduction

Predictive analytics are part of data mining that allow estimating future trends of events. It has been significantly developed during the past few years. This scientific domain uses various statistical techniques and particular algorithms that produce predictive models by analyzing past and present information from a time series data-set. Forecasting events and anticipating decision-making is a real necessity in most of activity sectors [1]. Several classical techniques such as auto-regressive or Markov models have been used for a long time in prediction problems and have shown quite satisfactory results. However, with the big data advent, it was necessary to design more efficient and complex models in order to consider the huge volume of data and non-linearity aspects in some time series [14]. For this end, several techniques have been developed, including those using artificial neural networks (ANN). These methods have shown very satisfactory results [2] and refer to a computational system based on the functioning of human neurons.

In the literature, several types of Deep Learning architectures are used for time series, and their performance is steadily increasing [4]. For prediction problems involving sequences of data, the Recurrent Neural Networks (RNN) namely the Long Short-Term Memory (LSTM) architectures [12] are generally used for their ability to store the state from previous layers. In models that use basically LSTM architectures with images, predictions are made pixel by pixel and do not take into consideration the spatial distribution of information [3]. However, when the spatiotemporal aspect must be modeled, the Convolutional Neural Networks (CNN) are often used for prediction such as in [9]. To improve accuracy of predictions, researchers in [13] merged functionalities of CNN and LSTM architectures to create a new one, so-called ConvLSTM. Since, several authors have used this new architecture and have obtained better results compared to the use of LSTM or CNN separately [10, 11]. Furthermore, some researchers have instead combined CNN and LSTM networks, used the outputs of one model as input data for the other and obtained good results [15].

Thus, in order to compare performances of three variants of LSTM architectures namely the ConvLSTM, Stack-LSTM and CNN-LSTM in the context of next occurrence prediction in a given time series data, this work proposes to implement each of these architectures. For this purpose, sequences of Sentinel-1 images, representing an area around the Wildlife Reserve of Togodo (WRT) are considered.

This paper is organized as follows. First, in Section 2, Recurrent Neural Networks and LSTM architectures are presented. Then in Section 3, methodology used in this work is described. Finally, in Section 4, the obtained results are presented and discussed before concluding the work in Section 5.
2. Recurrent Neural Networks (RNN) and Long Short-Term Memory (LSTM)

Recurrent Neural Networks (RNN) are one of the most advanced supervised Deep Learning architecture and are mainly used with time series. In this architecture, hidden layers are interconnected under time and then they can keep in memory states of previous layers. The recurrent connections add state or memory to the network and allow it to learn and harness the ordered nature of observations within input sequences [5]. However, with long sequences of data, models sometimes faced with the problem of vanishing or exploding gradient. Thus, the network is not able to perform well. To solve the problem of vanishing gradient, a special kind of RNN, the Long Short-Term Memory (LSTM) network has been introduced [12]. Since, much amelioration has been done by researchers and it is now the most popular architecture used for prediction problems.

2.1. LSTM Networks

LSTMs networks are a particular variation of RNN. In this architecture, there are four layers that interacting in a special way: information gate, forget gate, input and output gate. Figure 1 shows the configuration of a simple LSTM memory block. Note that in real configurations it may have more gates.

Equations (1) to (6) bellows describe each component in the memory block. Variable descriptions are shown in Table 1. In practice, Vanilla LSTM represents architectures with only one hidden layer while stack-LSTM is made by more hidden layers whose are stacked one on top of another. Sometimes, it can be necessary to allow the LSTM model to learn the input sequence both forward and backwards and concatenate both interpretations. Such model is called a Bidirectional LSTM [14].

\[ c_t = f_t \odot c_{t-1} + i_t \odot g_t \]  
\[ h_t = o_t \odot \sigma(c_t) \]  
\[ i_t = \sigma_g(W_i x_t + R_i h_{t-1} + b_i) \]  
\[ f_t = \sigma_g(W_f x_t + R_f h_{t-1} + b_f) \]  
\[ g_t = \sigma_g(W_g x_t + R_g h_{t-1} + b_g) \]  
\[ o_t = \sigma_g(W_o x_t + R_o h_{t-1} + b_o) \]
2.2. ConvLSTM and CNN-LSTM Networks

The use of classical Convolutional Neural Network (CNN) architecture is the best choice when inputs of networks are 2-D or 3-D tensors like images or video [9]. Since LSTMs architectures are more adapted for 1-D Data, new variant of LSTM called Convolutional LSTM or ConvLSTM [13] has been designed. In this architecture, the LSTM cell contains a convolution operation and input dimension of data is kept in output layer, instead of being just a 1-D vector. Matrix multiplication at each gate of classical LSTM is replaced with convolution operation. We can say that ConvLSTM architecture merges capabilities of CNN and LSTM Network. It was normally developed for 2-D spatial-temporal data such as satellite images. However, with some adaptations, it could be used with other types of data. Previous equations (1) to (6) for LSTM are changed for ConvLSTM networks such as in [6], adding convolutional operations in gates.

Another approach for working with spatiotemporal data is to combine CNN and LSTM layers, one block after another. Such architecture is called Convolutional-LSTM (CNN-LSTM) and was originally called Long-term Recurrent Convolutional Network or LRCN model. In the first part of this model, convolutional layers extract important features of input data and results are flattened in 1-D tensor in order to be used as input for the second part of model (LSTM). Finally, before passing data in the last hidden layer, information has to been reshaped in the original form of input data.

| Var.   | Definition                  | Var.   | Definition                  |
|--------|-----------------------------|--------|-----------------------------|
| $c_t$  | Cell state at time t        | $x_t$  | Input vector to the LSTM unit |
| $h_t$  | Hidden state at time step t | $W_{l,f,a,o}$ | Input weights for each component |
| $i_t$  | Input gate at time step t   | $R_{l,f,a,o}$ | Recurrent weight for each component |
| $f_t$  | Forget gate at time step t  | $b_{l,f,a,o}$ | Bias parameters for each component |
| $g_t$  | Cell candidate at time step t | $σ_c$ | the gate activation function (by default sigmoid) |
| $o_t$  | Output gate at time step t  | $σ_o$ | the state activation function (by default tanh) |
| ⊙      | Hadamart product            |        |                             |

Table 1: Definition of variables used in equations (1) to (6)

3. Methodology

3.1 Problem formulation

In univariate supervised learning problem, there are always input variables ($X$), output variable ($Y$) and a model which use an algorithm to learn the mapping function
from the input to the output $Y = f(X)$. Therefore the goal of predictive models is to estimate the real underlying mapping function and then with new input data ($X$), models can predict the corresponding output variable ($Y$). Let be $X = \{X_1, X_2, X_3, X_4, ..., X_{t-1}, X_t, X_{t+1}, X_{t+2}, ..., X_{t+n}\}$ a time series of satellites images used for training the models, with shape ($W$, $H$, $N$). For a given sequence $Z = \{Z_1, Z_2, ..., Z_{t-1}, Z\}$ as input for prediction, the objective is to predict $Y = f(Z)$, the output of model such as $Y = Z_{t+1}$. $W$, $H$ and $N$ denote respectively the number of rows, columns and channels for each image. The objective of this work is thus to implement a sequence-to-one model prediction to forecast the next image occurrence of a given time series. To achieve this, implementation of three variants of LSTM architecture presented in the previous section are done and then, results are compared.

3.2 Used Data and preprocessing

Sentinel-1 images covering the wildlife Reserve of Togodo (WRT) in Togo, a West African country are used in this work. The WRT is located between 1°20′ and 1°40′ East longitudes and between 6°40′ and 6°50′ North latitude. A set of 158 images in double polarization VV and HV, from September 2016 to May 2019 are downloaded. Before designing the model, some treatments have been done to images as in [8]. Secondly, all images where transformed in gray images, resized to shape (64, 64, 1) and pixels value normalized between 0 and 1. Then, about 80% of original dataset was selected as training set and the remaining 20% as test set. Chronological order of images is kept in each data since we are working on forecasting task. In addition, to use a time series for the training of a supervised learning model, data must be first transformed o the form of $(samples, timestep, W, H, features)$. After splitting dataset to correct form by generating $X_{train}$ and $Y_{train}$ arrays as shown in Table 2, a sample equal to ($t$−$timestep$) is obtained, corresponding to the batch size for training step. Practically, $timestep$ is the number of occurrence in each sample, and here we consider that $timestep = 5$. So, given a time series of five images, the model will forecast the next (sixthly) occurrence. The parameter $features$ corresponds to the number of variable to predict. In this work we want to output one image, so this parameter is set to 1.

| $X_{train}$  | $Y_{train}$ |
|--------------|-------------|
| $[X_1, X_2, X_3, X_4, X_5]$ | $[X_6]$ |
| $[X_2, X_3, X_4, X_5, X_6]$ | $[X_7]$ |
| $[X_3, X_4, X_5, X_6, X_7]$ | $[X_8]$ |
| $...$ | $...$ |
| $[X_5, X_6, ..., X_{t-1}, X_t]$ | $[X_{t+1}]$ |

Table 2: Overview of training set modelization

1 www.earth-explorer.usg.org
3.3 Structure of models

Before setting parameters for the models, some combinations have been tested in order to have acceptable results which could be improved later. Thus, for ConvLSTM and Stack-LSTM model, only three ConvLSTM and three LSTM layers have been stacked, associated with Batchnomalization and Dropout layers to normalize values coming from previous layer and avoid phenomena of over fitting respectively. At the end, we put a Dense layer for output. Concerning the CNN-LSTM model, one 2D convolutional layer has been inserted followed by one maxpooling2D and one flatten layer which allow to obtain 1-D vector to fit in LSTM layers. After that, two LSTM layers are stacked and finally one Dense layer is added for output. Since images are nonlinear objects, the Rectifier Linear Unit relu is always used as activator in convolutional layers in order to add linearity in output images. Among the most used optimization functions in literature, rmsprop, adam, or momentum algorithms are mentioned. Thus, for experimentation step, the rmsprop function has been first used since he is usually good choice for RNN. Secondly, the Adaptive Moment Optimization adam optimizer which allow to obtain smaller training loss values than rmsprop has been used. Indeed, this function combines capabilities of both rmsprop and Momentum [4]. So adam optimizer which is defined by equations (7) to (10), has been definitively adopted for the rest of the work.

\[
\begin{align*}
v_t &= \beta_1 * v_{t-1} - (1 - \beta_1) * g_t \\
s_t &= \beta_2 * s_{t-1} - (1 - \beta_2) * g_t^2 \\
\Delta w_t &= -\eta \frac{v_t}{\sqrt{s_t + \epsilon}} * g_t \\
w_{t+1} &= w_t + \Delta w_t
\end{align*}
\]

Where \(\eta\) denotes the initial learning rate, \(\beta_t\) gradient at time \(t\), \(v_t\) the Exponential Average of Gradient, \(s_t\) the Exponential Average of square of gradient, \(\beta_1, \beta_2\) are Hyper parameters. Each parameter \(w^j\) is replaced by \(w\) for more clarity.

The two following functions have been used as loss function: the Root Mean-Square-Error (RMSE) and the Mean Absolute Error (MAE) given by equations (11) and (12).

\[
\begin{align*}
RMSE &= \sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_i - O_i)^2} \\
MAE &= \frac{1}{n} \sum_{i=1}^{n} |P_i - O_i|
\end{align*}
\]

Where \(n\) represents the sample size, \(P_i\) represents the predicted values and \(O_i\) the observed ones.
4. Results and discussion

In this section, performances of three LSTM architectures namely the ConvLSTM, Stack-LSTM and CNN-LSTM are compared for the forecasting task. The study is based on Sentinel-1 image time series representing the wildlife Reserve of Togodo. The RMSE and MAE values described above are considered as performance metrics.

4.1 Results

Figure 2, Figure 3 and Figure 4 present results of predictions done by the three studied models using MAE as loss function. Figures display the input sequence, the ground truth image and the predicted ones respectively by ConvLSTM, Stack-LSTM and CNN-LSTM models. For the Figure 2 and Figure 3, the $timestep= 5$ while $timestep= 10$ in Figure 4.

Figure 2: Prediction results based on ConvLSTM, Stack-LSTM and CNN-LSTM (respectively (a), (b), (c)). Timestep = 5, with $(64 \times 64)$ images.

Figure 3: Prediction results based on ConvLSTM, Stack-LSTM and CNN-LSTM (respectively (a), (b), (c)). Timestep = 5, with $(128 \times 128)$ images.
4.2 Discussion

The main goal of machine learning is to produce models which are able to make good predictions on new data. Low training loss values indicate generally that the model is learning well. However, a model with low values does not automatically means that it is efficient. Moreover, values too close to zero indicate sometimes that the model is over-fitting and thus, is not able to perform well on new data. So, it’s important to consider others parameters such as validation loss, training time, the Structural Similarity Index SSIM [16] for a better evaluation. SSIM values close to 1 indicate generally good similarities. Equation (13) gives the mathematical formula of this measure which varies between 0 and 1:

$$SSIM(x, y) = \frac{(2\mu_x\mu_y+c_1)(2\sigma_{xy}+c_2)}{(\mu_x^2+\mu_y^2+c_1)(\sigma_x^2+\sigma_y^2+c_2)}$$ (13)

Where $x$ and $y$ are the compared images, $\mu$ represent the means, $\sigma$ represent the variances and $c_1, c_2$ are constants.

To study the variation of the output of the different models according to the value of timestep, curves representing loss functions are produced by varying timestep from 5 to 10. The mean loss and standard deviation are then calculated. With the considered dataset, we can observe that there is no significant change for the training loss when timestep values vary, for CNN-LSTM and Stack-LSTM architectures, as represented in Figure 5. However, with the ConvLSTM model, the higher the timestep, the higher the training loss values as shown in Figure 5. It is then deduced that the use of ConvLSTM with long sequences is not advisable.
Figure 5: Evolution of training loss (MAE) over epochs depending on timestep (vary from 5 to 10). (a) Left: training loss with ConvLSTM, right: mean and standard deviation. (b) Left: Training loss with Stack-LSTM, right: Training loss with CNN-LSTM.

Table 3 summarizes different values obtained by the combinations of some parameters used in this study to evaluate models. In order to see the impact of resolution on prediction accuracy, original images were resized to (128×128) before fitting the models. As it is shown in Table 3, evolutions of training and validation loss are different depending on architecture. We can see that the training loss of CNN-LSTM is the lowest with (128×128) images while the Stack-LSTM produces the best training loss value using (64×64) images.

Concerning the training time, we can notice that it increases significantly when the image resolutions are improved for the ConvLSTM model as presented in Table 3. However, the difference is not very big with the Stack-LSTM and CNN-LSTM models. Training time is an important factor to consider when evaluating models and particularly when working on data from remote sensing (earth observation images) which are very large. In addition, quality of output in term of resolution is very important for better interpretation. We can observe in Table 3 that the ConvLSTM architecture takes too much time and consume more memory for training step. With our basic parameters of 100 epochs and timestep=5, total training time with this architecture is about four times than time taken by the Stack-LSTM and CNN-LSTM models. Thus, it is deduced that the ConvLSTM is not suitable for complex parameters and large data although SSIM value obtained for (128×128) images using MAE loss is the best comparatively to those obtained with Stack-LSTM and CNN-LSTM.
Table 3: Values of some evaluation’s criteria

| Resolution | Architect. | Loss = MAE, timestep = 5 | Loss = RMSE, timestep = 5 |
|------------|------------|---------------------------|---------------------------|
| 128×128    | Conv-LSTM  | 0.0574, 0.0952, 1933, 0.83 | 0.0752, 0.0957, 1904, 0.78 |
|            | Stack-LSTM | 0.0193, 0.0824, 304, 0.67  | 0.0551, 0.0816, 401, 0.69  |
|            | CNN-LSTM   | 0.0083, 0.0860, 315, 0.60  | 0.0051, 0.0689, 402, 0.78  |
| 64×64      | Conv-LSTM  | 0.0562, 0.0975, 605, 0.64  | 0.0728, 0.1205, 703, 0.67  |
|            | Stack-LSTM | 0.0071, 0.1161, 305, 0.53  | 0.0086, 0.1235, 203, 0.70  |
|            | CNN-LSTM   | 0.0152, 0.0847, 301, 0.72  | 0.0127, 0.1286, 303, 0.64  |

Figure 6 shows the evolution of MAE and RMSE loss values for the different architectures, with timestep = 5 using (64×64) and (128×128) images respectively. It is observed that loss values in ConvLSTM model remain fairly constant after few epochs, this means that parameters have to be more optimized to improve performance model (more complexity). We can also note that the evolution of training loss for Stack-LSTM and CNN-LSTM models are almost similar using (64×64) images. However, when the sizes of images change to (128×128), there is a significant difference for the CNN-LSTM model which has the lowest values.

![Figure 6: Evolution of training loss values over epochs. (a) Left: MAE with (128×128) images, Right: MAE with (64×64) images. (b) Left: RMSE with (128×128) images, Right: RMSE with (64×64) images.](image-url)
5. Conclusion

In this study we made experimentation and tested several parameters in order to determine which LSTM architecture is suitable for the problem of prediction in remote sensing images time series. After the analysis of results, it is noted that the use of ConvLSTM architecture for this kind of problem is not advisable. When size of images and length of sequences become higher, this architecture does not perform well and results are not very satisfactory compared to Stack-LSTM and CNN-LSTM. To expect good results with ConvLSTM architecture, high parameters values should be chosen and therefore, much memory resources. In addition to that, because of convolutions operations, time processing is significantly higher than with CNN-LSTM and Stack-LSTM. However, although processing time and training loss are the lowest with stack-LSTM architecture in some cases, CNN-LSTM seems to produce better results by analyzing all others parameters. In fact, in LSTM model, predictions are made pixel by pixel while in CNN-LSTM, the CNN part of model extract important features and then the LSTM network memorize how they are changing over the time. Thus, use of CNN-LSTM architecture is recommended for forecasting tasks using earth observation images time series. Nevertheless, just knowing which architecture use for solving a problem is not enough. In all situations it is necessary to choose better parameters to achieve good results. And thus, next challenge for our study is to determine how to optimize model to reach as much as possible the best accuracy.
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