Abstract

In this paper we present a systematic way to describe exceptional Jacobi polynomials via two partitions. We give the construction of these polynomials and restate the known aspects of these polynomials in terms of their partitions. The aim is to show that the use of partitions is an elegant way to label these polynomials. Moreover, we prove asymptotic results according to the regular and exceptional zeros of these polynomials.
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1 Introduction

In 1929, Bochner classified the polynomials which are eigenpolynomials of a second order operator [5]. Later, Lesky and others described the orthogonality of these polynomials [34]. In the last decade, this theory has been extended to exceptional orthogonal polynomials. These new polynomials are obtained via a series of Darboux transformations (or Darboux-Crum transformation) [7, 9] starting with a second order operator described by Bochner’s classification. The new eigenpolynomials generalize their classical counterparts yet there is one striking difference: the exceptional polynomials have gaps in their degree sequence. Stated differently, there is no exceptional polynomial for every degree. Remarkably, in specific situations these exceptional polynomials still form a complete set of orthogonal polynomials.

A significant step towards a full classification of exceptional orthogonal polynomials is discussed in [20]. The authors proved that there are only three kinds of exceptional orthogonal polynomials: exceptional Hermite, exceptional Laguerre and exceptional Jacobi polynomials. The exceptional Hermite setting is the most studied, and a full description of their orthogonality is given in [13]. The orthogonality for the Laguerre situation is covered in [15, 16]. In the case of exceptional Jacobi polynomials, sufficient conditions for orthogonality are given in [14]. They seem to be necessary too, up to an extra technical condition. Hence the orthogonality is close to being finished.

In this paper, we enter the Jacobi setting. We give a full description of how these polynomials are built and inspect the issue of the asymptotic behavior of their zeros. For the Laguerre case, we refer to [6] where the same aspects are treated. The exceptional Hermite polynomials are discussed in [22], the asymptotic behavior of their zeros is explained in [32].

Jacobi polynomials are well-investigated polynomials [32] and are named for the German mathematician Carl Jacobi. The first mention of exceptional Jacobi polynomials can be found around ten years ago in [24, 41]. Nowadays, there are several papers that treat different aspects of these polynomials [4, 10, 14, 27, 36, 37, 38, 41, 43]. Moreover, some authors refer to these polynomials as multi-indexed Jacobi polynomials [29, 39, 40, 44]. Most of these papers consider a specific case of exceptional Jacobi polynomials, for example $X_m$-Jacobi polynomials. Therefore,
a first goal of this paper is to give a description in full generality of the construction of exceptional Jacobi polynomials. We construct the exceptional Jacobi polynomial via partitions \( [1] \), as we believe this is the most elegant way to approach exceptional polynomials. For exceptional Hermite polynomials, the use of 1 partition is sufficient to capture all possibilities \([22]\). For Laguerre polynomials, 2 partitions \([6]\) are needed. Like in the Laguerre setting, the exceptional Jacobi polynomials are obtained via two partitions. Our approach identifies the \(X_m\)-Jacobi polynomials as a specific choice of the partitions.

The zeros of the Jacobi polynomials are well-investigated. When these polynomials are orthogonal on the interval \([-1, 1]\), all the zeros are simple and lie in the open interval. For exceptional Jacobi polynomials, the zeros can be outside this interval or lie in the complex plane. For special cases of exceptional Jacobi polynomials, the behavior has already been studied in \([23, 28, 30]\). As we consider a general approach, we cover most of these known results. We prove that the number of regular zeros tends to infinity as the degree tends to infinity. Next, the asymptotic behavior of these zeros is related to the Bessel function and the Arcsine distribution. For the exceptional zeros we derive that these zeros are attracted by the simple zeros of the generalized Jacobi polynomial (which is defined as a specific Wronskian). These results were conjectured in \([32]\), where the authors tackled the Hermite case. Their techniques are now transferred to the Jacobi case where the Laguerre case was elaborated in \([6]\).

Finally, we end with a conjecture dealing with simple zeros. We believe that the generalized Jacobi polynomials have simple zeros when the corresponding exceptional Jacobi polynomials form a complete set of orthogonal polynomials. This conjecture is comparable to the Veselov conjecture, which deals with simple zeros of the generalized Hermite polynomial \([18]\), or to the conjecture dealing with simple zeros of the generalized Laguerre polynomial \([6]\).

We composed the paper as follows. In section 2 we define the generalized and exceptional Jacobi polynomials properly. Section 3 deals with the degree and leading coefficient of these polynomials. A full clarification of why it is sufficient to use only two partitions is given in Section 4 and 5. Finally, the results dealing with the asymptotic behavior of the zeros are given in 6. A lower bound on the number of regular zeros is presented in Theorem 6.2. The results dealing with the asymptotic behavior of the regular zeros are given in Corollary 6.4 and Theorem 6.5. For the exceptional zeros, our asymptotic result is stated in Theorem 6.6. The proofs are listed in Section 7.

## 2 Exceptional Jacobi polynomials in terms of partitions

We recall the definition of Jacobi polynomials and elaborate on a few elementary properties. Next, we define the generalized and exceptional Jacobi polynomial as the Wronskian of quasi-rational eigenfunctions of the Jacobi differential operator. The whole section does not contain any new results, most of them are obtained from \([8, 14]\) and translated to our set-up.

### 2.1 Jacobi polynomials

The Jacobi polynomial has two parameters \( \alpha, \beta \in \mathbb{R} \) and is denoted by \( P_n^{(\alpha, \beta)} \). These polynomials can be defined by Rodrigues’ formula \([12\text{ and }4.3.1]\),

\[
P_n^{(\alpha, \beta)}(x) = \frac{(-1)^n}{2^n n!} (1 - x)^{-\alpha}(1 + x)^{-\beta} \frac{d^n}{dx^n} \left((1 - x)^{\alpha+n}(1 + x)^{\beta+n}\right).
\]  

(2.1)

If we evaluate the \( n \)th derivative in the Rodrigues’ formula, we get an explicit expression for these polynomials,

\[
P_n^{(\alpha, \beta)}(x) = \frac{1}{2^n} \sum_{j=0}^{n} \binom{n + \alpha}{j} \binom{n + \beta}{n - j} (x - 1)^{n-j}(x + 1)^j.
\]  

(2.2)
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If the parameters satisfy \( \alpha > -1 \) and \( \beta > -1 \), then the Jacobi polynomials are orthogonal

on \([-1,1]\) with respect to the positive weight function \((1+x)^\alpha(1+x)^\beta\). That is,
\[
\int_{-1}^{1} P_n^{(\alpha,\beta)}(x) P_m^{(\alpha,\beta)}(x)(1-x)^\alpha(1+x)^\beta dx = 0, \quad n \neq m.
\]

As a result, all their zeros are simple and belong to the open interval \((-1,1)\). More results

concerning orthogonality for general parameters can be found in \[ [31] \].

The Jacobi polynomials are eigenfunctions of the differential operator
\[
y \mapsto -(1+x^2)y'' + (\alpha - \beta + (\alpha + \beta + 2)x) y'
\]
with eigenvalue \( n(n + \alpha + \beta + 1) \). This operator also has other eigenfunctions which consist of a
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following sections. A well-studied feature is that the operator \[ (2.4) \] can be transformed into an

operator which has the following Schrödinger form
\[
y \mapsto -y'' + V(x)y,
\]
i.e. the differential equation of a Sturm-Liouville problem. In our case, the potential \( V(x) \) is
given by
\[
V(x) = \frac{(\alpha - \frac{1}{2})(\alpha + \frac{3}{2})}{\sin^2(x)} + \frac{(\beta - \frac{1}{2})(\beta + \frac{3}{2})}{\cos^2(x)}
\]
which is (up to a constant) equal to the Darboux-Pöschl-Teller potential \[ [11,23,29] \]. It is invariant
if we replace 1 or both parameters \( \alpha \) and \( \beta \) by \(-\alpha\) and \(-\beta\) respectively. The transformation of \[ (2.4) \] into \[ (2.5) \] has to be interpreted as follows, if \( y(x) \) is an eigenfunction of \( (2.4) \), then \( \sin(x)^{\alpha+\frac{1}{2}} \cos(x)^{\beta+\frac{1}{2}} y(\cos(2x)) \) is an eigenfunction of \[ (2.5) \]. Hence the given eigenfunctions in
Table \[ 1 \] transform to eigenfunctions of \[ (2.5) \] which are listed in Table \[ 2 \]. We write the new
obtained eigenfunctions as \( \varphi_n^{(\alpha,\beta)} \), i.e.
\[
\varphi_n^{(\alpha,\beta)}(x) = \sin(x)^{\alpha+\frac{1}{2}} \cos(x)^{\beta+\frac{1}{2}} P_n^{(\alpha,\beta)}(\cos(2x)).
\]
The transformation of the Jacobi operator into its Schrödinger form is important in the context
of exceptional polynomials, as it is well-known that exceptional operators and the corresponding
exceptional eigenpolynomials \[ [20] \], are obtained via a series of Darboux transformations which
is directly applicable to an operator in Schrödinger form \[ [7,9,41] \].

| Eigenfunction | Eigenvalue |
|---------------|------------|
| \( P_n^{(\alpha,\beta)}(x) \) | \( n(n + \alpha + \beta + 1) \) |
| \((1+x)^{-\beta} P_n^{(\alpha,-\beta)}(x) \) | \( n(n + \alpha - \beta + 1) - \beta(1 + \alpha) \) |
| \((1-x)^{-\alpha} P_n^{(-\alpha,\beta)}(x) \) | \( n(n - \alpha + \beta + 1) - \alpha(1 + \beta) \) |
| \((1+x)^{-\beta}(1-x)^{-\alpha} P_n^{(-\alpha,-\beta)}(x) \) | \( n(n - \alpha - \beta + 1) - (\alpha + \beta) \) |

Table 1: Quasi-rational eigenfunctions and eigenvalues of the Jacobi operator \[ (2.4) \].
2.2 Generalized Jacobi polynomials

In this section we define the generalized Jacobi polynomial as a Wronskian of eigenfunctions from Table 1. To end up with a polynomial, we multiply the Wronskian with an appropriate prefactor. We start by defining a Wronskian and a partition.

The Wronskian of a set of sufficiently differentiable functions \( f_1, \ldots, f_r \) is defined as the determinant of the \( r \times r \)-matrix \( M_{ij} = \frac{d^{i-1}}{dx^{i-1}} f_j \) for \( 1 \leq i, j \leq r \). We write the Wronskian as \( \text{Wr}[f_1, \ldots, f_r] \). For our purpose, we take the functions \( f_i \) equal to the eigenfunctions in Table 1, see (2.8)-(2.9) below.

To fix the degrees of the Jacobi polynomials, take two partitions \( \lambda, \mu \) of positive integers \((\lambda_i)_{i=1}^r\) and \((\mu_i)_{i=1}^r\) such that \( |\lambda| := \sum_{i=1}^r \lambda_i = N \). Here, \( r \) is called the length of the partition. For each partition \( \lambda \), we define a corresponding sequence \( n_1 \) as the strictly decreasing sequence \((n_i)_{i=1}^r\) such that \( n_i = \lambda_i + r - i \) for \( i = 1, \ldots, r \). Hence \( \sum_{i=1}^r n_i = |\lambda| + \frac{r(r-1)}{2} \). A partition is called even if \( r \) is even and \( \lambda_{2i-1} = \lambda_{2i} \) for \( i = 1, \ldots, \frac{r}{2} \).

Now we are able to define the generalized Jacobi polynomial. As mentioned before, this polynomial is defined as the Wronskian of eigenfunctions from Table 1 with an appropriate prefactor. To do this, there are four different kinds of possible sets of eigenfunctions which we can include in the Wronskian. However, it turns out that it is sufficient to take only the first and second type of eigenfunctions in Table 1. The reasoning behind this is explained in detail in Section 3.1 (and was already proven in [14]).

To fix the degrees of the Jacobi polynomials, take two partitions \( \lambda \) and \( \mu \) of lengths \( r_1 \) and \( r_2 \) with corresponding sequences \( n_\lambda = (n_i)_{i=1}^{r_1} \) and \( n_\mu = (m_i)_{i=1}^{r_2} \). Set \( r = r_1 + r_2 \) and define

\[
\Omega^{(\alpha,\beta)}_{\lambda,\mu} := (1 + x)^{(\beta+r_1)r_2} \cdot \text{Wr}[f_1, \ldots, f_r]
\]  

(2.7)

where

\[
f_j(x) = P^{(\alpha,\beta)}_{n_j}(x), \quad j = 1, \ldots, r_1,
\]

(2.8)

\[
f_{r_1+j}(x) = (1 + x)^{-\beta} P^{(\alpha,\beta)}_{m_j}(x), \quad j = 1, \ldots, r_2,
\]

(2.9)

are the eigenfunctions as described in Table 1; the partition \( \lambda \) deals with the first type and \( \mu \) deals with the second type. Hence, by construction \( \Omega^{(\alpha,\beta)}_{\lambda,\mu} \) is the Wronskian of the first two types of eigenfunctions with an appropriate prefactor \( (1 + x)^{(\beta+r_1)r_2} \) such that we end up with a polynomial. The fact that this prefactor is well-chosen holds in a more general setting (here we work specifically with Jacobi polynomials) and is proven in Proposition 3.1.

**Definition 2.1.** The polynomial \( \Omega^{(\alpha,\beta)}_{\lambda,\mu} \) defined in (2.7) is called the generalized Jacobi polynomial of parameters \( \alpha \) and \( \beta \) associated with partitions \( \lambda \) and \( \mu \). When both partitions are empty we set \( \Omega^{(\alpha,\beta)}_{\emptyset,\emptyset} \equiv 1 \).

**Remark 2.2.** We defined (2.7) as the generalized Jacobi polynomial as it definitely generalizes the (classical) Jacobi polynomial (2.2). The special case \( \lambda = (n) \) and \( \mu = (\emptyset) \) corresponds to the Jacobi polynomial, i.e. \( \Omega^{(\alpha,\beta)}_{(n),\emptyset} = P^n_{\alpha,\beta} \). Similarly, if \( \lambda = (\emptyset) \) and \( \mu = (m) \) we get \( \Omega^{(\alpha,\beta)}_{\emptyset,(m)} = P^m_{\alpha,\beta} \).

| Eigenfunction | Eigenvalue |
|---------------|------------|
| \( \varphi^{(\alpha,\beta)}_n(x) = \sin(x)^{\alpha+\frac{1}{2}} \cos(x)^{\beta+\frac{1}{2}} P_n^{(\alpha,\beta)}(\cos(2x)) \) | \( 4(n + 0.5(\alpha + \beta + 1))^2 \) |
| \( \varphi^{(\alpha,-\beta)}_n(x) = \sin(x)^{\alpha+\frac{1}{2}} \cos(x)^{-\beta+\frac{1}{2}} P_n^{(\alpha,-\beta)}(\cos(2x)) \) | \( 4(n + 0.5(\alpha - \beta + 1))^2 \) |
| \( \varphi^{(-\alpha,\beta)}_n(x) = \sin(x)^{-\alpha+\frac{1}{2}} \cos(x)^{\beta+\frac{1}{2}} P_n^{(-\alpha,\beta)}(\cos(2x)) \) | \( 4(n + 0.5(-\alpha + \beta + 1))^2 \) |
| \( \varphi^{(-\alpha,-\beta)}_n(x) = \sin(x)^{-\alpha+\frac{1}{2}} \cos(x)^{-\beta+\frac{1}{2}} P_n^{(-\alpha,-\beta)}(\cos(2x)) \) | \( 4(n + 0.5(-\alpha - \beta + 1))^2 \) |

Table 2: Eigenfunctions and eigenvalues of the operator (2.5).
The polynomial \([2.7]\) is defined for every parameters \(\alpha\) and \(\beta\). Next, we restrict the domain of the parameters such that there is no degree reduction for the Jacobi polynomials and the Wronskian does not vanish.

1. **No degree reduction**

As discussed before, the degree of a Jacobi polynomial \(P_n^{(\alpha,\beta)}\) is not always indicated by its subindex \(n\). Therefore we put the following (necessary and sufficient) conditions for the parameters \(\alpha\) and \(\beta\) such that the subindices \(n_i\) and \(m_j\) equal the degree of the corresponding Jacobi polynomial in \([2.8]\) and \([2.9]\).

\[
\begin{align*}
\alpha + \beta + n_i & \notin \{-1, -2, \ldots, -n_i\}, & i = 1, \ldots, r_1, \\
\alpha - \beta + m_i & \notin \{-1, -2, \ldots, -m_i\}, & i = 1, \ldots, r_2.
\end{align*}
\] (2.10)

Observe that if \(\alpha + \beta > -1\), then the first \(r_1\) conditions in \((2.10)\) are satisfied. Similarly, if \(\alpha - \beta > -1\), then the last \(r_2\) conditions are satisfied.

2. **Independent eigenfunctions**

If the conditions \((2.10)\) are satisfied, we still need other conditions to determine the degree of the polynomial \([2.7]\) properly. The Wronskian should consist of linearly independent eigenfunctions, otherwise the Wronskian vanishes. Naturally, all eigenfunctions of the same type, i.e. \(f_1, \ldots, f_r\) (respectively \(f_{r+1}, \ldots, f_{r'}\)) are linearly independent as all elements in the sequence \(n_1\) (respectively \(n_n\)) are pairwise different. However, it is possible that eigenfunctions of different types are linearly dependent. For example, when \(\beta = 0\), an eigenfunction of type \([2.8]\) coincides with an eigenfunction of type \([2.9]\) if both polynomials have the same degree. Then, the Wronskian would vanish. In general, for fixed partitions \(\lambda\) and \(\mu\) and under conditions \((2.10)\), the Wronskian in \([2.7]\) consists of independent functions if and only if

\[
\beta \neq m_j - n_i, \quad i = 1, \ldots, r_1 \text{ and } j = 1, \ldots, r_2.
\] (2.11)

The proof of these sufficiently and necessary conditions follows directly from the property that all functions \(f_1, \ldots, f_r\) have a different degree in the broad sense. Here, by degree in the broad sense, we mean \(\text{deg} \left( (1 + x)^{-\beta} P_m^{(\alpha,-\beta)} \right) = \text{deg} \left( P_m^{(\alpha,-\beta)} \right) - \beta\).

To end, we have \(m_1 \geq m_j\) for all \(j = 1, \ldots, r_2\) and \(n_i \geq n_{r_1}\) for all \(i = 1, \ldots, r_1\). Hence, the set of conditions \((2.11)\) is automatically fulfilled when \(\beta > m_1 - n_{r_1}\).

Now we are able to state the degree and leading coefficient of the generalized Jacobi polynomial where we restrict the parameters as described in \((2.10)\) and \((2.11)\). We make use of the Pochhammer symbol \((x)_n = x(x+1) \cdots (x+n-1)\) where \(n\) is a non-negative integer and \(x \in \mathbb{R}\).

**Lemma 2.3.** For any partition \(\lambda\) and \(\mu\), take \(\alpha, \beta \in \mathbb{R}\) such that the conditions \((2.10)\) and \((2.11)\) are satisfied. Then \(\Omega_{\lambda,\mu}^{(\alpha,\beta)}\) is a polynomial of degree \(|\lambda| + |\mu|\) with leading coefficient

\[
\frac{\prod_{i=1}^{r_1} (n_i + \alpha + \beta + 1)_{n_i} \prod_{j=1}^{r_2} (m_j + \alpha - \beta + 1)_{m_j}}{\sum_{j=1}^{m_1} \prod_{j=1}^{m_j} n_i! \prod_{i=1}^{n_i} m_j!} \Delta(n_\lambda) \Delta(n_\mu) \prod_{i=1}^{r_1} \prod_{j=1}^{r_2} (m_j - n_i - \beta). \tag{2.12}
\]

Here, \(\Delta(n_\lambda) = \prod_{1 \leq i < j \leq r_1} (n_j - n_i)\) and \(\Delta(n_\mu) = \prod_{1 \leq i < j \leq r_2} (m_j - m_i)\) are the Vandermonde determinants.
This leading coefficient can be divided into two parts. Firstly, we have the leading coefficients of each function \(f_1, \ldots, f_r\) in the Wronskian, for example the leading coefficient of \(P_n^{(\alpha,\beta)}(x)\) is given by \((n + \alpha + \beta + 1)n\) if there is no degree reduction (this follows from (2.2)). Secondly, we obtain two Vandermonde determinants and a product. These three terms can be seen as the Vandermonde determinant of the values \(n_1, n_2, \ldots, n_r, n_1 - \beta, n_2 - \beta, \ldots, n_r - \beta\). This term is related to the fact that we are working with a specific Wronskian. The proof of this result is postponed to Section 3 where we prove a more general statement (as it is not necessary to work with Jacobi polynomials), see Proposition 3.1. The conditions within this proposition transfer to the conditions (2.11) in the Jacobi setting.

Remark 2.4. The result of Lemma 2.3 has already been proven by Durán who used a limit procedure of Casorati determinants of Hahn polynomials \([14]\). Moreover, he derived a degree statement in a more general setting, see \([12,\text{Lemma 3.3}]\). We present a direct approach in Section 3.

It is not immediately clear that our definition of the generalized Jacobi polynomial (2.7) coincides with Durán’s definition \([14,\text{Equation (1.7)}]\). Durán defined the polynomial as

\[
\frac{1}{(1 + x)^{r_2-1}r_2} \begin{vmatrix}
\tilde{C}_{\lambda,\mu}^{(\alpha,\beta)}
\end{vmatrix}
\]

where \(\tilde{C}_{\lambda,\mu}^{(\alpha,\beta)}\) is the \(r \times r\)-matrix given by

\[
\begin{pmatrix}
\tilde{C}_{\lambda,\mu}^{(\alpha,\beta)}
\end{pmatrix}_{i,j} = (-1)^{i-1} \left( P_{n_j}^{(\alpha,\beta)} \right)^{(i-1)}(x) \quad i = 1, \ldots, r \quad \text{and} \quad j = 1, \ldots, r_1,
\]

\[
\begin{pmatrix}
\tilde{C}_{\lambda,\mu}^{(\alpha,\beta)}
\end{pmatrix}_{i,r_1+j} = (\beta - m_j)_{i-1}(1 + x)^{r-i} P_{m_j}^{(\alpha+i-1,-\beta-i+1)}(x) \quad i = 1, \ldots, r \quad \text{and} \quad j = 1, \ldots, r_2.
\]

Next, we clarify that both definitions are the same (up to a possible sign).

Recall our definition of \(\Omega_{\lambda,\mu}^{(\alpha,\beta)}\) in (2.7). The idea is to write this expression for the generalized Jacobi polynomial as

\[
\Omega_{\lambda,\mu}^{(\alpha,\beta)} = \frac{1}{(1 + x)^{(r_2-1)r_2}} \begin{vmatrix}
C_{\lambda,\mu}^{(\alpha,\beta)}
\end{vmatrix}
\]

where \(C_{\lambda,\mu}^{(\alpha,\beta)}\) is an \(r \times r\)-matrix depending on the parameters \(\alpha, \beta\) and the partitions \(\lambda, \mu\). We do not write \(C_{\lambda,\mu}^{(\alpha,\beta)}\) in (2.14) as our definitions are not completely the same.

We start by stating a general derivative expression for our functions \(f_1, \ldots, f_r\) as defined in (2.8) and (2.9). Both identities follow simply from Rodrigues’ formula (2.1). For all \(k \in \mathbb{N}\),

\[
\frac{d^k}{dx^k} P_n^{(\alpha,\beta)}(x) = \frac{(n + \alpha + \beta + 1)k}{2^k} P_{n-k}^{(\alpha+k,\beta+k+1)}(x),
\]

\[
\frac{d^k}{dx^k} (1 + x)^{-\beta} P_m^{(\alpha,-\beta)}(x) = (m - \beta - k + 1)k (1 + x)^{-\beta-k} P_m^{(\alpha+k,-\beta-k)}(x),
\]

where we used the Pochhammer symbol and we set \(P_{-N}^{(\alpha,\beta)} \equiv 0\) if \(N > 0\). Using both results, we express the Wronskian in (2.7) as a determinant of the \(r \times r\)-matrix where the entries of the matrix are given by the above derivatives. If we multiply the last \(r_2\) columns of this matrix with the factor \((1 + x)^{\beta+r-1}\), we obtain

\[
\text{Wr}[f_1, \ldots, f_r] = (1 + x)^{-r_2(\beta+r-1)} \begin{vmatrix}
C_{\lambda,\mu}^{(\alpha,\beta)}
\end{vmatrix}
\]

where \(C_{\lambda,\mu}^{(\alpha,\beta)}\) is an \(r \times r\)-matrix which can be expressed as two blocks,

\[
C_{\lambda,\mu}^{(\alpha,\beta)} = \begin{pmatrix}
A_{\lambda}^{(\alpha,\beta)} & B_{\mu}^{(\alpha,\beta)}
\end{pmatrix}.
\]
Remark 2.5. The matrix $A^{(\alpha,\beta)}_\lambda$ is an $r \times r_1$-block and $B^{(\alpha,\beta)}_\mu$ is an $r \times r_2$-block, they are

\[
A^{(\alpha,\beta)}_\lambda = \begin{pmatrix}
P^{(\alpha,\beta)}_n(x) & \cdots & P^{(\alpha,\beta)}_{n_1}(x) \\
c_{n_1,1}P^{(\alpha+1,\beta+1)}_{n_1}(x) & \cdots & c_{n_1,r_1}P^{(\alpha+1,\beta+1)}_{n_1}(x) \\
\vdots & \ddots & \vdots \\
c_{n_1,r_1-1}P^{(\alpha+r-1,\beta+r-1)}_{n_1}(x) & \cdots & c_{n_1,r_1}P^{(\alpha+r-1,\beta+r-1)}_{n_1}(x)
\end{pmatrix}
\]

and

\[
B^{(\alpha,\beta)}_\mu = \begin{pmatrix}
(1+x)^{r_1-1}P^{(\alpha,-\beta)}_{m_1}(x) & \cdots & (1+x)^{r_1-1}P^{(\alpha,-\beta)}_{m_r}(x) \\
d_{m_1,1}(1+x)^{r_2}P^{(\alpha+1,-\beta-1)}_{m_1}(x) & \cdots & d_{m_1,1}(1+x)^{r_2}P^{(\alpha+1,-\beta-1)}_{m_r}(x) \\
\vdots & \ddots & \vdots \\
d_{m_1,r_1-1}(1+x)^{r_2}P^{(\alpha+1,-\beta+1)}_{m_1}(x) & \cdots & d_{m_1,r_1-1}(1+x)^{r_2}P^{(\alpha+1,-\beta+1)}_{m_r}(x)
\end{pmatrix}
\]

with

\[
c_{n_j,i} = \frac{(n_j + \alpha + \beta + 1)_j}{2^j}, \quad j = 1, \ldots, r_1, \quad i = 1, \ldots, r - 1,
\]

\[
d_{m_j,i} = (m_j - \beta - i + 1)_i, \quad j = 1, \ldots, r_2, \quad i = 1, \ldots, r - 1.
\]

Combining (2.7) and (2.16), we obtain (2.14). Finally, the expressions (2.13) and the right hand side of (2.14) are the same up to a possible sign. The difference in sign is due to a different choice for the factors $d_{m_j,i}$. Durán prefers to work with $(\beta - m_j)_{i-1}$ instead of our choice of $d_{m_j,i}$ and as a result our definitions differ by a factor $(-1)^{\frac{r-1}{2}}$ which does not have any further consequences.

**Remark 2.5.** The generalized Jacobi polynomial (2.7) is defined using the eigenfunctions $P^{(\alpha,\beta)}_{n_j}$, see (2.8), and $(1+x)^{-\beta}P^{(\alpha,-\beta)}_{m_j}$, see (2.9). As we explain in Section 4, when we use all four types of eigenfunctions in Table 1 we can always reduce to (2.7). Nevertheless, our choice in (2.7) seems a bit arbitrary; it is also reasonable to define the generalized Jacobi polynomial using $P^{(\alpha,\beta)}_{n_j}$ and $(1-x)^{\alpha}P^{(-\alpha,\beta)}_{m_j}$, i.e.

\[
\tilde{\Omega}^{(\alpha,\beta)}_{\lambda,\mu} := (1-x)^{(\alpha+r_1)r_2} \cdot \text{Wr} \left[ \tilde{f}_1, \ldots, \tilde{f}_r \right]
\]

where

\[
\tilde{f}_j(x) = P^{(\alpha,\beta)}_{n_j}(x), \quad j = 1, \ldots, r_1, \quad (2.18)
\]

\[
\tilde{f}_{r_1+j}(x) = (1-x)^{-\alpha}P^{(-\alpha,\beta)}_{m_j}(x), \quad j = 1, \ldots, r_2. \quad (2.19)
\]

In this definition, the parameter $\beta$ is fixed, where in (2.7) we chose to fix the parameter $\alpha$. However, both polynomials $\Omega^{(\alpha,\beta)}_{\lambda,\mu}$ and $\Omega^{(\alpha,\beta)}_{\lambda,\mu}$ coincide in the following sense,

\[
\Omega^{(\alpha,\beta)}_{\lambda,\mu}(-x) = (-1)^{\lceil |\lambda|+|\mu|+r_1r_2 \rceil} \tilde{\Omega}^{(\alpha,\beta)}_{\lambda,\mu}(x), \quad x \in \mathbb{C}. \quad (2.20)
\]

Hence it does not matter which definition (2.7) or (2.17) we choose, all results can easily be translated to the other case. Our choice (2.7) was made such that our definition coincides with Durán’s choice [14], in fact, Durán’s choice was arbitrary too. To prove identity (2.20), consider the general Wronskian property

\[
\text{Wr}[g_1 \circ h, \ldots, g_r \circ h](x) = \left(h'(x)\right)^{\frac{r(r-1)}{2}} \cdot \text{Wr}[g_1, \ldots, g_r](h(x)) \quad (2.21)
\]
which holds for sufficiently many differentiable functions $g_1, \ldots, g_r, h$. If we apply this result on the Wronskian in (2.7), where we take $g_i = f_i$ and $h(x) = -x$, we find

$$\Omega^{(\alpha,\beta)}_{\lambda,\mu}(-x) = (-1)^{r_2} (1 - x)^{r_1 + r_2} \text{Wr}[f_1(-x), \ldots, f_r(-x)]$$

(2.22)

where $f_1, \ldots, f_r$ are defined in (2.8) and (2.9). Next, the Jacobi polynomials satisfy

$$P_n^{(\alpha,\beta)}(-x) = (-1)^n P_n^{(\beta,\alpha)}(x)$$

(2.23)

which follows directly from the Rodrigues’ formula (2.1). Hence if we plug (2.23) into the Wronskian of (2.22), we get

$$\Omega^{(\alpha,\beta)}_{\lambda,\mu}(-x) = (-1)^{r_2} \sum_{i=1}^{r_1} x_i \sum_{i=1}^{m_i} (1 - x)^{r_1 r_2} \text{Wr} \left[ f_j(x), \ldots, f_r(x) \right]$$

(2.24)

where $f_1, \ldots, f_r$ are defined in (2.18)–(2.19). Finally, (2.24) simplifies to (2.20).

Further on, we discuss a couple of known results for generalized Jacobi polynomials where we translate them to our partition notation. We denote $\tilde{g}^{(\alpha,\beta)}_{\lambda,\mu}$ as the monic generalized Jacobi polynomial, i.e. $k_{\lambda,\mu} \tilde{g}^{(\alpha,\beta)}_{\lambda,\mu} = \Omega^{(\alpha,\beta)}_{\lambda,\mu}$ where $k_{\lambda,\mu}$ is given by (2.12).

**Interchanging the partitions.** The generalized Jacobi polynomial is defined via two partitions $\lambda$ and $\mu$. When we interchange both partitions, it turns out that it corresponds to changing the sign of the parameter $\beta$ and a possible sign change depending on the length of both partitions.

**Lemma 2.6.** For any $\alpha, \beta \in \mathbb{R}$ and for any partitions $\lambda$ and $\mu$ we have

$$\Omega^{(\alpha,\beta)}_{\lambda,\mu} = (-1)^{r_1 r_2} \Omega^{(\alpha,-\beta)}_{\mu,\lambda}.$$  

(2.25)

**Proof.** We start with the well-known Wronskian property that for sufficiently differentiable functions $g_1, \ldots, g_r, h$, we have

$$\text{Wr}[h \cdot g_1, \ldots, h \cdot g_r] = (h(x))^r \cdot \text{Wr}[g_1, \ldots, g_r].$$

(2.26)

Using this result for $h(x) = (1 + x)^{-\beta}$ and $g_i = f_i$ for $i = 1, \ldots, r$ where $f_i$ is defined in (2.8) and (2.9), we obtain

$$\Omega^{(\alpha,\beta)}_{\lambda,\mu}(x) = (1 + x)^{(r_1 + \beta)r_2 - \beta r} \text{Wr} \left[ (1 + x)^{\beta} f_1, \ldots, (1 + x)^{\beta} f_r \right].$$

The functions in the Wronskian are given by

$$(1 + x)^{\beta} f_j(x) = (1 + x)^{\beta} P_{n_j}^{(\alpha,\beta)}(x), \quad j = 1, \ldots, r_1,$$

$$(1 + x)^{\beta} f_{r_1+j}(x) = P_{m_j}^{(\alpha,-\beta)}(x), \quad j = 1, \ldots, r_2.$$ 

Permuting the first $r_1$ functions with the last $r_2$ functions gives

$$\Omega^{(\alpha,\beta)}_{\lambda,\mu}(x) = (-1)^{r_1 r_2} (1 + x)^{(r_2 - \beta) r_1} \text{Wr} \left[ \tilde{f}_1, \ldots, \tilde{f}_r \right]$$

(2.27)

where

$$\tilde{f}_j(x) = P_{n_j}^{(\alpha,-\beta)}(x), \quad j = 1, \ldots, r_2,$$

$$\tilde{f}_{r_2+j}(x) = (1 + x)^{\beta} P_{m_j}^{(\alpha,\beta)}(x), \quad j = 1, \ldots, r_1.$$ 

If we look at (2.27), we see that, up to a possible sign, the right hand side is $\Omega^{(\alpha,-\beta)}_{\mu,\lambda}$ which establish identity (2.25).
The conjugated partitions. Every partition \( \lambda \) has a conjugated partition \( \lambda' \). This partition \( \lambda' \) is defined as the weakly decreasing sequence \( \{ \lambda'_i \}_{i=1}^{\lambda_1} \) where \( \lambda'_i = \# \{ j \mid \lambda_j \geq i \} \). One could ask the question what would happen if one replaces \( \lambda \) and \( \mu \) by its conjugate partition \( \lambda' \) and \( \mu' \) in \( (2.7) \). Curbera and Durán showed that both monic generalized Jacobi polynomials coincide if we transpose both parameters in a specific way.

Lemma 2.7 (Theorem 8.1 in \cite{[8]}). For any partitions \( \lambda \) and \( \mu \), let \( \lambda' \) and \( \mu' \) denote their conjugated partitions. Set

\[
\begin{align*}
s_1 &= \lambda_1 + \mu_1 + r_1 + r_2, \\
s_2 &= \lambda_1 - \mu_1 + r_1 - r_2,
\end{align*}
\]

with the convention that \( \lambda_1 = 0 \) if \( r_1 = 0 \) and \( \mu_1 = 0 \) if \( r_2 = 0 \). Take \( \alpha, \beta \in \mathbb{R} \) in such a way that the conditions \( (2.10) \) and \( (2.11) \) are satisfied in terms of the partitions \( \lambda, \mu \) and parameters \( \alpha, \beta \), but also in terms of the partitions \( \lambda', \mu' \) and parameters \( -\alpha - s_1, -\beta - s_2 \). Then

\[
\hat{\Omega}^{(\alpha, \beta)}_{\lambda, \mu} = \hat{\Omega}^{(-\alpha-s_1, -\beta-s_2)}_{\lambda', \mu'}.
\]

The proof in \cite{[8]} is based on a limit procedure of Casorati determinants of Hahn polynomials. As we discuss a more general setting in Section 4, Lemma 2.7 is a special case of our Theorem 4.1. So we obtain an alternative proof of the above lemma which is presented in Section 4.4.

The orthogonality region \([-1, 1]\). In the next section we define exceptional Jacobi polynomials. For specific partitions and parameters, these polynomials are orthogonal on the interval \([-1, 1]\). Their corresponding weight function consists of the generalized Jacobi polynomial squared in the denominator, see \( (2.36) \). So the zeros of this polynomial are poles of the weight function. Hence we have to classify when the generalized Jacobi polynomial has no zeros in \((-1, 1)\). If \( r_1 = 0 \), we set \( m_1 = 0 \). Recall that the conditions \( (2.11) \) are automatically fulfilled when \( \beta > m_1 \).

Lemma 2.8. For any partitions \( \lambda \) and \( \mu \), take \( \alpha > -1 \) and \( \beta > m_1 \) such that the conditions \( (2.10) \) are satisfied. If \( \lambda \) is an even partition, then \( \Omega^{(\alpha, \beta)}_{\lambda, \mu}(x) \neq 0 \) for all \( x \in [-1, 1] \).

The conditions in Lemma 2.8 can be relaxed, as discussed in \cite{[14]}. In that paper, necessary conditions are derived. They seem necessary too, however, a technical extra assumption is needed, see \cite{[14]} Theorem 6.5. As these conditions are rather complex, we specified to stronger assumptions in Lemma 2.8 which are easy to state in terms of partitions.

Value at the endpoints of the orthogonality region. In Corollary 6.4 we need the conditions \( \Omega^{(\alpha, \beta)}_{\lambda, \mu}(\pm 1) \neq 0 \), i.e. the generalized Jacobi polynomial does not vanish at the endpoints of the orthogonality region. An explicit expression for these values can be found in \cite{[14]} Lemma 5.1. From this result, we easily derive when these values are non-zero. We set \( n_1 = 0 \) if \( r_1 = 0 \) and similarly \( m_1 = 0 \) if \( r_2 = 0 \).

Lemma 2.9. For any partition \( \lambda \) and \( \mu \), take \( \alpha, \beta \in \mathbb{R} \) such that the conditions \( (2.10) \) and \( (2.11) \) are satisfied.

(a) If \( \alpha \notin \{-1, -2, \ldots, -\max\{n_1, m_1\}\} \) and

\[
\alpha \neq -n_i - m_j - 1, \quad i = 1, \ldots, r_1 \text{ and } j = 1, \ldots, r_2,
\]

then \( \Omega^{(\alpha, \beta)}_{\lambda, \mu}(1) \neq 0 \).

(b) If \( \beta \notin \{-n_1, -n_1 + 1, \ldots, -1, 0, 1, \ldots, m_1 - 1, m_1\} \), then \( \Omega^{(\alpha, \beta)}_{\lambda, \mu}(-1) \neq 0 \).

Moreover, if \( r_1 = 0 \) or \( r_2 = 0 \), then \( \Omega^{(\alpha, \beta)}_{\lambda, \mu}(-1) \neq 0 \) for \( \beta = 0 \).
2.3 Exceptional Jacobi polynomials

The exceptional Jacobi polynomial is defined similar to the generalized Jacobi polynomial (2.7). The only difference is that we add a Jacobi polynomial in the Wronskian of (2.7) and change the exponent of the prefactor such that we again end up with a polynomial.

Fix the partitions $\lambda$ and $\mu$ and let $n_\lambda$ and $n_\mu$ denote their corresponding sequences. Let $r_1$ (respectively $r_2$) be the length of the partition $\lambda$ (respectively $\mu$). Set $r = r_1 + r_2$ and suppose that the functions $f_1, \ldots, f_r$ are as in (2.8) and (2.9). Finally, fix the parameters $\alpha$ and $\beta$ and consider the function

$$(1 + x)^{(\beta + r_1 + 1)r_2} \cdot \text{Wr} \left[ f_1, \ldots, f_r, P_s^{(\alpha, \beta)} \right], \quad s \geq 0. \quad (2.29)$$

Then, up to a possible sign change, this polynomial is the generalized Jacobi polynomial for the partitions $\lambda$ and $\mu$. Here we denote $\lambda$ as the partition where the corresponding sequence consists of the elements $n_1, \ldots, n_{r_1}, s$. The idea is to vary $s$ in such a way that the above polynomial (2.29) exists. That is, $s \geq 0$ and $s \neq n_j$ for $j = 1, \ldots, r_1$. The obtained polynomials will be exceptional Jacobi polynomials corresponding to the partitions $\lambda$ and $\mu$. For future purposes, we set $s = n - |\lambda| - |\mu| + r_1$. Hence we can vary $n$ instead of $s$. We obtain the following conditions for $n$.

**Definition 2.10.** The degree sequence associated with partitions $\lambda$ and $\mu$ is

$$N_{\lambda, \mu} := \{ n \in \mathbb{N} \mid n \geq |\lambda| + |\mu| - r_1 \text{ and } n - |\lambda| - |\mu| \neq j \text{ for } j = 1, \ldots, r_1 \}. \quad (2.30)$$

The first condition of (2.30) ensures that $s$ is a non-negative integer while the other conditions give that $s \neq n_j$ for $j = 1, \ldots, r_1$. Now we are able to define the exceptional Jacobi polynomials.

**Definition 2.11.** The exceptional Jacobi polynomials of parameters $\alpha$ and $\beta$ associated with partitions $\lambda$ and $\mu$ are given by

$$P_{\lambda, \mu, n}^{(\alpha, \beta)}(x) := (1 + x)^{(\beta + r_1 + 1)r_2} \cdot \text{Wr} \left[ f_1, \ldots, f_r, P_s^{(\alpha, \beta)} \right], \quad n \in N_{\lambda, \mu}, \quad (2.31)$$

where $s = n - |\lambda| - |\mu| + r_1$ and $f_1, \ldots, f_r$ are as in (2.8) and (2.9).

**Remark 2.12.** If both partitions are empty, the degree sequence, defined in (2.10), equals the non-negative integers and the exceptional Jacobi polynomials simplify to the (classical) Jacobi polynomials, i.e. $P_{\emptyset, \emptyset, n}^{(\alpha, \beta)} \equiv P_n^{(\alpha, \beta)}$.

As for the generalized Jacobi polynomial, we put conditions for the parameters $\alpha$ and $\beta$ such that we can define the degree of the exceptional Jacobi polynomial properly. Recall that the exceptional Jacobi polynomial is a specific generalized Jacobi polynomial, hence the conditions (2.10) and (2.11) transfer to similar conditions for the exceptional Jacobi polynomials. Fix $n \in N_{\lambda, \mu}$ and set $s = n - |\lambda| - |\mu| + r_1$.

1. **No degree reduction**

We exclude degree reduction for the Jacobi polynomials in the Wronskian of (2.31). Hence, the conditions

$$\begin{align*}
\alpha + \beta + n_i & \notin \{-1, -2, \ldots, -n_i\}, & i = 1, \ldots, r_1, \\
\alpha + \beta + s & \notin \{-1, -2, \ldots, -s\}, \\
\alpha - \beta + m_i & \notin \{-1, -2, \ldots, -m_i\}, & i = 1, \ldots, r_2.
\end{align*} \quad (2.32)$$

are sufficient to obtain that the degree of all Jacobi polynomials is indicated by their subindex. The value of $\alpha + \beta + s$ is always positive for sufficiently large values of $n$. 
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Hence, if \( n \) tends to infinity, then the set of all conditions in (2.32) reduces to (2.10). For later purposes, see Lemma 7.1 and Lemma 7.2 below, we extend this set of conditions to

\[
\begin{align*}
\alpha + \beta + n_i &\notin \{-1, -2, \ldots, -n_i\}, \quad i = 1, \ldots, r_1, \\
\alpha + \beta + s &\notin \{-1, -2, \ldots, -s - 2r\}, \\
\alpha - \beta + m_i &\notin \{-1, -2, \ldots, -m_i\}, \quad i = 1, \ldots, r_2.
\end{align*}
\]

(2.33)

2. Independent eigenfunctions

To obtain that the Wronskian in (2.31) would not vanish because of linearly dependent functions, we have the following necessary and sufficient conditions,

\[
\begin{align*}
\beta &\neq m_j - n_i, \quad i = 1, \ldots, r_1 \text{ and } j = 1, \ldots, r_2, \\
\beta &\neq m_j - s, \quad j = 1, \ldots, r_2,
\end{align*}
\]

where we assume the conditions (2.32) to be satisfied. The second set of conditions in (2.34) is satisfied when \( n \) is sufficiently large, moreover then the conditions (2.34) reduce to (2.11).

Assuming the above conditions for the parameters, we can apply Lemma 2.3 to determine the degree of the polynomial in (2.31).

**Lemma 2.13.** For any partitions \( \lambda \) and \( \mu \), take \( \alpha, \beta \in \mathbb{R} \) such that the conditions (2.32) and (2.34) are satisfied. Then the set of polynomials \( \left(P_{\lambda, \mu, n}^{(\alpha, \beta)}\right)_{n \in \mathbb{N}} \) have the property that

\[ \deg P_{\lambda, \mu, n}^{(\alpha, \beta)} = n. \]

This lemma tells us that under specified conditions, the exceptional Jacobi polynomial of degree \( n \) exists for all non-negative integers \( n \) except for finitely many. There are \( |\lambda| + |\mu| + r_2 \geq 0 \) exceptional degrees, the degrees which are not reached. Stated otherwise, we have a set of polynomials for a cofinite number of degrees. The leading coefficient of \( P_{\lambda, \mu, n}^{(\alpha, \beta)} \) can be determined as in Lemma 2.3.

**Remark 2.14.** The main ingredient to obtain the exceptional Jacobi polynomial (2.31) is to add an eigenfunction in the Wronskian of (2.7). However, one could also define the exceptional polynomial by adding the other type of eigenfunction into the Wronskian, we would have

\[ \tilde{P}_{\lambda, \mu, n}^{(\alpha, \beta)}(x) = (1 + x)^{(\beta + r_1)(r_2 + 1)} \cdot \text{Wr} \left[f_1, \ldots, f_r, (1 + x)^{-\beta} P_{s}^{(\alpha, -\beta)}\right] \]

(2.35)

where we take \( s = n - |\lambda| - |\mu| + r_2 \geq 0 \). This polynomial is comparable to our definition in (2.31) as by the duality concept stated in Lemma 2.6 we get

\[ \tilde{P}_{\lambda, \mu, n}^{(\alpha, \beta)} = (-1)^{r_1 r_2} P_{\mu, \lambda, n}^{(\alpha, -\beta)}, \quad n \in \mathbb{N}_{\mu, \lambda}. \]

Hence, our definition (2.31) also captures this situation. More general details concerning this aspect are discussed in Section 5.1.

To end this section, we elaborate on the orthogonality and completeness of these polynomials in terms of partitions. A far more detailed study about this topic is presented in [14].

**Orthogonality and completeness.** Jacobi polynomials form a complete set of orthogonal polynomials on the interval \([-1, 1]\) when \( \alpha > -1 \) and \( \beta > -1 \), see (2.3). Durán derived a similar result for exceptional Jacobi polynomials [14]. He showed that under explicit conditions, the exceptional Jacobi polynomials are orthogonal for the weight function

\[ W_{\lambda, \mu}^{(\alpha, \beta)}(x) = \frac{(1 - x)^{\alpha + r_1 + r_2}(1 + x)^{\beta + r_1 - r_2}}{\left(\Omega_{\lambda, \mu}^{(\alpha, \beta)}(x)\right)^2}, \quad x \in (-1, 1). \]

(2.36)
We choose to present stronger assumptions than Durán derived. Moreover, observe that the conditions \[(2.34)\] are automatically fulfilled when \(\beta > m_1\) and let \(m_1 = 0\) if \(r_2 = 0\).

**Lemma 2.15.** For any partitions \(\lambda\) and \(\mu\), take \(\alpha > -1\) and \(\beta > m_1\) such that the conditions \[(2.32)\] are satisfied for all \(n \in \mathbb{N}_{\lambda,\mu}\). If \(\lambda\) is an even partition, then the polynomials \(P_{\lambda,\mu,n}^{(\alpha,\beta)}\) for \(n \in \mathbb{N}_{\lambda,\mu}\) are orthogonal on \([-1, 1]\) with respect to the positive weight function \(W_{\lambda,\mu}^{(\alpha,\beta)}\) as defined in \[(2.36)\]. That is, if \(n, m \in \mathbb{N}_{\lambda,\mu}\), then

\[
\int_{-1}^{1} P_{\lambda,\mu,n}^{(\alpha,\beta)}(x)P_{\lambda,\mu,m}^{(\alpha,\beta)}(x)W_{\lambda,\mu}^{(\alpha,\beta)}(x)dx = 0, \quad n \neq m.
\]

Moreover, they form a complete set in \(L^2\left([-1, 1], W_{\lambda,\mu}^{(\alpha,\beta)}dx\right)\).

Imposing the conditions of Lemma 2.15, the weight function \[(2.36)\] has no poles in \((-1, 1)\). This follows from Lemma 2.8 as it ensures that the denominator has no zeros, and from the straightforward calculation \(\alpha + r_1 + r_2 \geq \alpha > -1\) and \(\beta + r_1 - r_2 > m_1 - r_2 \geq 0\), which implies that the numerator does not give rise to any poles. More general conditions can be found in [14].

To summarize, the set of exceptional Jacobi polynomials \(P_{\lambda,\mu,n}^{(\alpha,\beta)}\) for \(n \in \mathbb{N}_{\lambda,\mu}\) is properly defined for all partitions and parameters. If they are well-chosen, the degree of \(P_{\lambda,\mu,n}^{(\alpha,\beta)}\) equals \(n\), see Lemma 2.13. For even stronger conditions, the set is a complete orthogonal system as indicated in Lemma 2.15. In the rest of this paper, we discuss the set-up of the Wronskian in more detail and tackle the asymptotic behavior of the zeros of exceptional Jacobi polynomials. For each result, we specify which conditions for partitions and parameters are required.

**Remark 2.16.** Exceptional orthogonal polynomials are divided into three classes, exceptional Hermite, exceptional Laguerre and exceptional Jacobi polynomials [20]. Each class can be defined using partitions. For exceptional Jacobi polynomials, we need two partitions to define these polynomials (as we need two sets of eigenfunctions). This coincides with the Laguerre case [6] while for the Hermite case [32] we only need 1 partition.

**Remark 2.17.** The functions \(f_1, \ldots, f_r\) in \[(2.31)\] are often called the seed functions as they are used in the Darboux transformations to obtain the exceptional Jacobi polynomial. In our setting, the seed functions are eigenfunctions as indicated in Table 1. However, one can also use generalized eigenfunctions as a seed function, i.e. for an operator \(T\), a function \(\phi\) is called a generalized eigenfunction if \((T - \lambda)(\phi) \neq 0\) and \((T - \lambda)^2(\phi) = 0\). This feature somehow escapes the normal setting and therefore can be seen as a degenerated case. More details concerning this feature can be found in [26] and further study is needed.

### 3 Degree and leading coefficient of \(\Omega_{\lambda,\mu}^{(\alpha,\beta)}\)

We defined the generalized Jacobi polynomial as a Wronskian with an appropriate prefactor, see \[(2.7)\]. Similarly, the exceptional Jacobi polynomial \[(2.31)\] is just a specific generalized Jacobi polynomial as described in the beginning of Section 2.3. It is not directly clear from the definition that these functions are polynomials. This section deals with this issue. We prove that the generalized Jacobi polynomial is a polynomial and derive its degree and leading coefficient. The result we obtain holds for general polynomials, although we only applied it in the Jacobi setting as specified in Lemma 2.3 and Lemma 2.13. The following proposition is the main result of this section.
Proposition 3.1. Let \( r_1, r_2 \) be non-negative integers and set \( r = r_1 + r_2 \). Let \( R_1, \ldots, R_r \) be non-zero monic polynomials such that \( \deg R_i \neq \deg R_j \) for \( i \neq j \) and \( 1 \leq i, j \leq r_1 \) or \( r_1 + 1 \leq i, j \leq r \). Take \( c, \beta \in \mathbb{R} \). Then the function
\[
\Omega := (x + c)^{(r_1 - \beta)r_2} \cdot \text{Wr} \left[ R_1, \ldots, R_{r_1}, (x + c)^\beta R_{r_1 + 1}, \ldots, (x + c)^\beta R_r \right]
\]
(3.1)
is a polynomial. Moreover, if \( \beta \neq \deg R_i - \deg R_{r_1 + j} \) for \( 1 \leq i \leq r_1 \) and \( 1 \leq j \leq r_2 \), then \( \Omega \) is a polynomial of degree \( \sum_{i=1}^{r} \deg R_i - \frac{r_1(r_1 - 1)}{2} - \frac{r_2(r_2 - 1)}{2} \) with leading coefficient
\[
\prod_{1 \leq i < j \leq r_1} (\deg R_{j} - \deg R_{i}) \prod_{1 \leq i < j \leq r_2} (\deg R_{r_1 + j} - \deg R_{r_1 + i}) \prod_{i=1}^{r_1} \prod_{j=1}^{r_2} (\beta - \deg R_{i} + \deg R_{r_1 + j}).
\]
(3.2)

If we specify Proposition 3.1 to Jacobi polynomials, we get the result of Lemma 2.3. Then, the assumptions in the proposition coincide with the conditions (2.11).

The result of Lemma 2.3 was already proven by Durán. He also approached via general polynomials and then specified to Jacobi polynomials. Hence our Proposition 3.1 can be compared to his general statement [12, Lemma 3.3]. The main difference between our approach and Durán’s, is that he used a limiting procedure whereas our approach is more direct.

Proposition 3.1 tells us that there is a degree reduction if the conditions for \( \beta \) are not satisfied, then the coefficient (3.2) would vanish. Moreover, the leading coefficient (3.2) is in fact a specific Vandermonde determinant as shown in the proof of Lemma 3.3 later on. The proof is given in Section 3.1.

Next, we state another result which we use in the proof of Lemma 7.2. The proof itself is in Section 3.2.

Proposition 3.2. Let \( r_1, r_2 \) be non-negative integers and set \( r = r_1 + r_2 \). Let \( R_1, \ldots, R_r, R \) be non-zero monic polynomials such that \( \deg R_i \neq \deg R_j \) for \( i \neq j \) and \( 1 \leq i, j \leq r_1 \) or \( r_1 + 1 \leq i, j \leq r \). Take \( c, \beta \in \mathbb{R} \) and fix \( k \in \{0, \ldots, r\} \). Let \( C_k \) denote the \( r \times r \)-matrix obtained by deleting the \((k + 1)\)-th row and \((r + 1)\)-th column of matrix linked to the Wronskian \( \text{Wr} \left[ R_1, \ldots, R_{r_1}, (x + c)^\beta R_{r_1 + 1}, \ldots, (x + c)^\beta R_r, R \right] \). Then the function
\[
Q_k := (x + c)^{(r_1 + 1 - \beta)r_2} \cdot \det(C_k)
\]
is a polynomial. Moreover, if \( \beta \neq \deg R_i - \deg R_{r_1 + j} \) for \( 1 \leq i \leq r_1 \) and \( 1 \leq j \leq r_2 \), then \( Q_k \) is a polynomial with degree at most \( \sum_{i=1}^{r} \deg R_i - \frac{r_1(r_1 - 1)}{2} - \frac{r_2(r_2 - 1)}{2} - r_1 + k \).

When \( k = r \), then \( Q_r \) is closely related to \( \Omega \) defined in (3.1). In this case, \( Q_r \) consists of the similar Wronskian as \( \Omega \) but differs in the prefactor, i.e. \( Q_r = (x + c)^r \cdot \Omega \). Nevertheless, both degree statements of \( Q_r \) and \( \Omega \) agree with each other, although Proposition 3.1 is stronger. A similar argument can be made for \( k = 0 \), then \( Q_0 \) consists of the Wronskian with elements which are the derivatives of the elements in the Wronskian of \( \Omega \).

3.1 Proof of Proposition 3.1

We start with a lemma considering the Wronskian of monomials. Next, we prove Proposition 3.1 using this lemma various times.

Lemma 3.3. Take two sets of non-negative integers \( k_1, \ldots, k_{r_1} \) and \( l_1, \ldots, l_{r_2} \). Set \( r = r_1 + r_2 \). Then
\[
\text{Wr}[x^{k_1}, \ldots, x^{k_{r_1}}, x^{l_1+\beta}, \ldots, x^{l_{r_2}+\beta}] = e \cdot x^N
\]
(3.3)
where

\[ N = \sum_{i=1}^{r_1} k_i + \sum_{j=1}^{r_2} l_j + \beta r_2 - \frac{r(r-1)}{2}, \]  
\[ (3.4) \]

\[ e = \prod_{1 \leq i < j \leq r_1} (k_j - k_i) \prod_{1 \leq i < j \leq r_2} (l_j - l_i) \prod_{i=1}^{r_1} \prod_{j=1}^{r_2} (\beta + l_j - k_i). \]  
\[ (3.5) \]

**Proof.** Consider the Wronskian \((3.3)\). The determinant expression via the sum of all permutations gives that each element consists of the monomial \(x^N\) where \(N\) is given by \((3.4)\). Hence, we directly find identity \((3.3)\). To derive \(e\), evaluate the Wronskian in \(1\) such that we obtain

\[
\begin{vmatrix}
1 & \ldots & 1 & \ldots & 1 \\
k_1(k_1 - 1) & \ldots & k_r(k_r - 1) & \ldots & l_2 + \beta \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
(k_1)_{r-1} & \ldots & (k_r)_{r-1} & \ldots & l_r + \beta \\
\end{vmatrix}
\]

where we use the Pochhammer symbol. After elementary row operations, we obtain that \(e\) is the Vandermonde determinant of the elements \(k_1,\ldots,k_r, l_1+\beta,\ldots,l_r+\beta\). This determinant is well-known, it is given by the product of all differences of each two elements. If we write out this value, we easily obtain \((3.5)\).

Now we are able to prove Proposition \(3.1\). Consider the set-up as in the proposition. Let \(r_1, r_2\) be non-negative integers and define \(r = r_1 + r_2\). Fix \(R_1,\ldots,R_r\) as non-zero monic polynomials such that \(\deg R_i \neq \deg R_j\) for \(i \neq j\) and \(1 \leq i, j \leq r_1\) or \(r_1 + 1 \leq i, j \leq r\). Fix \(c, \beta \in \mathbb{R}\).

**Proof of Proposition \(3.1\).** Without loss of generality, we take \(c = 0\). When \(c \neq 0\), we would shift the variable \(x \to x - c\) which does not influence the degree nor the leading coefficient of the polynomials \(R_1,\ldots,R_r\).

Recall the definition of \(\Omega\) (where we take \(c = 0\)),

\[
\Omega = x^{(r_1-\beta)r_2} \cdot \text{Wr} \left[R_1,\ldots,R_r, c^\beta R_{r_1+1},\ldots,x^\beta R_r \right].
\]  
\[ (3.6) \]

We first simplify our notation, set

\[
\begin{align*}
\deg (R_j) &= n_j \quad 1 \leq j \leq r_1, \\
\deg (R_{r_1+j}) &= m_j \quad 1 \leq j \leq r_2,
\end{align*}
\]

and as we are dealing with monic polynomials, we may write

\[
R_j(x) = x^{n_j} + \sum_{k=0}^{n_j-1} c_{j,k} x^k \quad 1 \leq j \leq r_1,
\]

\[
R_{r_1+j}(x) = x^{m_j} + \sum_{l=0}^{m_j-1} d_{j,l} x^l \quad 1 \leq j \leq r_2.
\]

Next, we use the multilinearity of the determinant to expand the Wronskian in \((3.6)\), we obtain

\[
\text{Wr}[x^{n_1},\ldots,x^{n_r},x^{m_1+\beta},\ldots,x^{m_2+\beta}] + \\
\sum_{k_1=0}^{r_1-1} \cdots \sum_{k_{r_1}=0}^{n_{r_1}-1} \sum_{l_1=0}^{m_1-1} \sum_{l_2=0}^{m_2-1} c_{k_1,k_{r_1}} d_{l_1,l_2} \text{Wr}[x^{k_1},\ldots,x^{k_{r_1}},x^{l_1+\beta},\ldots,x^{l_2+\beta}]
\]  
\[ (3.7) \]
For each Wronskian in (3.7), there are two possibilities. Either Lemma 3.3 tells us that it equals a monomial multiplied by a constant, or it vanishes if two entries in the Wronskian are the same. We start with the first Wronskian in (3.7) and next we consider the Wronskian in the multiple sum.

If we apply Lemma 3.3 on the first Wronskian in (3.7), we get
\[ \text{Wr}[x^{n_1}, \ldots, x^{n_r}, x^{m_1+\beta}, \ldots, x^{m_2+\beta}] = e_N \cdot x^N \]
with
\[ N = \sum_{i=1}^{r_1} n_i + \sum_{j=1}^{r_2} m_j + \beta r_2 - \frac{r(r-1)}{2}, \quad (3.8) \]
\[ e_N = \prod_{1 \leq i < j \leq r_1} (n_j - n_i) \prod_{1 \leq i < j \leq r_2} (m_j - m_i) \prod_{i=1}^{r_1} \prod_{j=1}^{r_2} (\beta - n_i + m_j). \quad (3.9) \]

Next, consider a Wronskian in the multiple sum of (3.7). According to Lemma 3.3, this Wronskian vanishes when two entries are the same as then the coefficient (3.5) equals zero. Therefore, we may assume (possibly after rearranging terms), \( k_1 > k_2 > \cdots > k_{r_1} \geq 0 \) and \( l_1 > l_2 > \cdots > l_{r_2} > 0 \). We get
\[ 
\text{Wr}[x^{k_1}, \ldots, x^{k_{r_1}}, x^{l_1+\beta}, \ldots, x^{l_{r_2}+\beta}] = e_{k_1,\ldots,l_{r_2}} x^{N_{k_1,\ldots,l_{r_2}}}
\]
for some constant \( e_{k_1,\ldots,l_{r_2}} \in \mathbb{R} \) and where
\[ N_{k_1,\ldots,l_{r_2}} := \sum_{i=1}^{r_1} k_i + \sum_{j=1}^{r_2} l_j + \beta r_2 - \frac{r(r-1)}{2}. \quad (3.10) \]
The obtained values \( \tilde{N} \) and \( \tilde{N}_{k_1,\ldots,l_{r_2}} \) trivially are integers and one directly sees that \( \tilde{N} \geq 0 \). The result that \( \tilde{N}_{k_1,\ldots,l_{r_2}} \geq 0 \) for all choices of \( k_1, \ldots, l_{r_2} \) follows from the fact that the lowest possible value is obtained when \( k_j = r_1 - j \) for all \( j = 1, \ldots, r_1 \) and \( l_j = r_2 - j \) for all \( j = 1, \ldots, r_2 \). In this case, \( \tilde{N}_{k_1,\ldots,l_{r_2}} = 0 \). We also find
\[ \tilde{N} > \tilde{N}_{k_1,\ldots,l_{r_2}} \]
as \( k_i < n_i \) for all \( i = 1, \ldots, r_1 \) and \( l_j < m_j \) for all \( j = 1, \ldots, r_2 \). Therefore, \( \Omega \) is a polynomial as all exponents of the monomials are non-negative integers, and the leading term is given by \( x^{\tilde{N}} \) as long as the corresponding coefficient \( e_N \), see (3.9), does not vanish. Hence, we impose conditions for the parameter \( \beta \) such that \( e_N \neq 0 \). Under these conditions, \( \Omega \) has degree \( \tilde{N} \) with leading coefficient \( e_N \) which ends the proof. \( \square \)
3.2 Proof of Proposition 3.2

Lemma 3.4. Take two sets of non-negative integers \(k_1, \ldots, k_r\) and \(l_1, \ldots, l_r\). Set \(r = r_1 + r_2\). Fix \(k \in \{0, 1, \ldots, r\}\). Let \(C_k\) denote the \(r \times r\)-matrix obtained by deleting the \((k+1)\)-th row and \((r+1)\)-th column of matrix linked to the Wronskian \(\text{Wr}[x^{k_1}, \ldots, x^{k_r}, x^{l_1+\beta}, \ldots, x^{l_r+\beta}, 1]\). Then

\[
\det(C_k) = e \cdot x^N,
\]

where \(N = \sum_{i=1}^{r_1} k_i + \sum_{j=1}^{r_2} l_j + \beta r_2 - \frac{r(r+1)}{2} + k\) and for some constant \(e \in \mathbb{R}\).

Proof. Consider the Wronskian. The determinant expression via the sum of all permutations gives that each element consists of the monomial \(x^N\) and a constant. Hence, we get that the Wronskian equals \(e \cdot x^N\) for some \(e \in \mathbb{R}\). The constant \(e\) can be determined explicitly, but we omit further specification. \(\square\)

Now we prove Proposition 3.2. As the ideas are completely similar to the proof of Proposition 3.1, we only highlight the differences. As we are only interested in an upper bound for the degree, we do not investigate the corresponding leading coefficient.

Proof of Proposition 3.2. Again, we may assume that \(c = 0\). Fix \(k \in \{0, 1, \ldots, r\}\). We use the same notation (as in the proof of Proposition 3.1) and we expand the polynomials \(R_j\) for \(j = 1, \ldots, r\) in the same way.

Again we use the multilinearity of the determinant to decompose the Wronskian, we get a similar expansion as in (3.7). Now we delete the \((k+1)\)-th row and \((r+1)\)-th column in each Wronskian. Then we can apply Lemma 3.4 to get that each Wronskian is a monomial multiplied by a constant. The degrees are

\[
N = \sum_{i=1}^{r_1} n_i + \sum_{j=1}^{r_2} m_j + \beta r_2 - \frac{r(r-1)}{2} + k,
\]

\[
\tilde{N}_{k_1, \ldots, l_r} = \sum_{i=1}^{r_1} k_i + \sum_{j=1}^{r_2} l_j + \beta r_2 - \frac{r(r-1)}{2} + k.
\]

Next, we take into account the prefactor and obtain that the degrees of the monomials shift to

\[
\tilde{N} := N + (r_1 + 1 - \beta)r_2 = \sum_{i=1}^{r} \deg R_i - \frac{r_1(r_1-1)}{2} - \frac{r_2(r_2-2)}{2} - r_1 + k \geq 0,
\]

\[
\tilde{N}_{k_1, \ldots, l_r} := \tilde{N}_{k_1, \ldots, l_r} + (r_1 + 1 - \beta)r_2 \geq 0.
\]

Again the values are non-negative integers and \(\tilde{N} > \tilde{N}_{k_1, \ldots, l_r} \geq 0\), hence we are dealing with a polynomial of degree at most \(\tilde{N}\). As the leading coefficient could vanish, we only obtain an upper bound for the degree. This ends the proof. \(\square\)

4 Construction of the generalized Jacobi polynomial

In this section we reformulate and prove the result of Takemura in [44]. He showed that a Wronskian, containing all four types of eigenfunctions of Table 1, is essentially equal to a
Wronskian consisting of only two types of eigenfunctions. To be precise, let

\[
f_j(x) = P_n^{(a,\beta)}(x), \quad j = 1, \ldots, r_1, \tag{4.1}
\]

\[
f_{r_1+j}(x) = (1 + x)^{-\beta} P_{m_j}^{(a,\beta)}(x), \quad j = 1, \ldots, r_2, \tag{4.2}
\]

\[
f_{r_1+r_2+j}(x) = (1 - x)^{-\alpha} P_{m_j}^{(a,\beta)}(x), \quad j = 1, \ldots, r_3, \tag{4.3}
\]

\[
f_{r_1+r_2+r_3+j}(x) = (1 - x)^{-\alpha} (1 + x)^{-\beta} P_{n_j}^{(a,\beta)}(x) \quad j = 1, \ldots, r_4, \tag{4.4}
\]

with \( r_1 + r_2 + r_3 + r_4 = r \), \( n_1 > n_2 > \cdots > n_{r_1} \geq 0 \), \( m_1 > m_2 > \cdots > m_{r_2} \geq 0 \), \( m'_1 > m'_2 > \cdots > m'_{r_3} \geq 0 \), and \( n'_1 > n'_2 > \cdots > n'_{r_1} \geq 0 \). We define

\[
\Psi := (1 + x)^{(\beta + r_1 + r_3)(r_2 + r_4)} (1 - x)^{(\alpha + r_1 + r_2)(r_3 + r_4)} \text{Wr}[f_1, f_2, \ldots, f_r]. \tag{4.5}
\]

The result is that whenever \( \Psi \) does not vanish, there are two partitions \( \lambda, \mu \) and parameters \( \alpha', \beta' \) such that \( \Psi = c \cdot \Omega^{(\alpha', \beta')} \) for some constant \( c \) and where \( \Omega^{(\alpha', \beta')}_{\lambda, \mu} \) is the generalized Jacobi polynomial defined in (2.7). We therefore conclude in particular that \( \Psi \) is a polynomial too.

The procedure to obtain this result can be visualized by Maya diagrams. We shortly recall a few notions of Maya diagrams in Section 4.1. Next, we state the result properly in Section 4.2 and prove it in Section 4.3. Finally we consider Lemma 2.7 as a special case of our theorem, see Section 4.4.

A similar result holds true for generalized Laguerre polynomials [6, Section 4] and for the Hermite case [21]. Recently, the Hermite case was extended to the Laguerre and Jacobi situation in [23] and therefore our result corresponds with identity (136) in that paper.

4.1 Maya diagrams

We recall the necessary concepts of Maya diagrams to present our result.

**Definition Maya diagram.** A Maya diagram \( M \) is a subset of the integers that contains a finite number of positive integers and excludes a finite number of negative integers. We visualize it as an infinite row of boxes which are empty or filled. We order these boxes by corresponding to the set of integers and therefore we define an origin. To the right of the origin, there are only finitely many filled boxes. Each of these filled boxes corresponds to a non-negative integer \( a \geq 0 \). All filled boxes to the right of the origin are labeled by a finite decreasing sequence

\[
a_1 > a_2 > \cdots > a_{r_1} \geq 0
\]

where \( r_1 \) is the number of filled boxes to the right of the origin.

To the left of the origin, there are only finitely many empty boxes. Each empty box corresponds to a negative integer \( k < 0 \). We link this negative integer to a non-negative integer \( a' = -k - 1 \geq 0 \). We obtain a second finite decreasing sequence

\[
a'_1 > a'_2 > \cdots > a'_{r_1} \geq 0
\]

where \( r_4 \) is the number of those boxes. These numbers label the positions of the empty boxes to the left of the origin. The Maya diagram is encoded by these two sequences

\[
M : \quad (a'_1, a'_2, \ldots, a'_{r_4} \mid a_1, a_2, \ldots, a_{r_1}). \tag{4.6}
\]

**Equivalent Maya diagrams.** We say that a Maya diagram \( \tilde{M} \) is equivalent to \( M \) if \( \tilde{M} \) is obtained from \( M \) by moving the position of the origin, i.e. \( \tilde{M} = M - t \) where \( t \) denotes the shift of the origin. Hence, the sequence of filled and empty boxes remains unchanged. We specify two canonical choices.
1. We can put the origin such that all boxes to the left are filled, while the first box to the right is empty. Since there are no empty boxes on the left, we only have 1 decreasing sequence, say

$$\tilde{M} : (\emptyset | n_1, n_2, \ldots, n_r)$$

(4.7)

with \(n_r \geq 1\). This strictly decreasing sequence \((n_i)_{i=1}^r\) is associated with a partition \(\lambda\) as before, we denote it by

$$\lambda = \lambda(M).$$

(4.8)

Moreover, we use

$$t = t(M)$$

(4.9)

to denote the shift \(M \rightarrow \tilde{M} = M + t\) that we have to apply to \(M\) to shift it into this canonical form. If \(M\) is encoded by (4.6) then

$$t(M) = \begin{cases} a'_1 + 1 & r_4 > 0, \\ -\max\{i | a_i = i - 1\} & r_4 = 0 \text{ and } a_1 = 0, \\ 0 & r_4 = 0 \text{ and } a_1 \neq 0. \end{cases}$$

(4.10)

2. The origin can also be placed so that all the boxes to the right are empty, and the first box to the left is filled. This has an encoding

$$\tilde{M} : (n'_1, n'_2, \ldots, n'_s | \emptyset)$$

(4.10)

with \(n'_s \geq 1\). Then

$$\lambda'_j = n'_j - s + j, \quad j = 1, \ldots, s,$$

is the partition that is conjugate to \(\lambda(M)\).

### 4.2 Formulation of the result with Maya diagrams

Consider the polynomial \(\Psi\) defined in (4.5). We redefine this polynomial using Maya diagrams. We set

$$M_1 : (n'_1, n'_2, \ldots, n'_r | n_1, \ldots, n_r),$$

$$M_2 : (m'_1, m'_2, \ldots, m'_r | m_1, \ldots, m_r),$$

(4.11)

as two Maya diagrams built out of the degrees of the Jacobi polynomials appearing in (4.1)-(4.4). We rewrite \(\Psi\) as

$$\Omega^{(\alpha,\beta)}_{M_1, M_2} = (1 + x)^{(\beta+r_1+r_3)(r_2+r_4)}(1 - x)^{(\alpha+r_1+r_2)(r_3+r_4)} \cdot Wr[f_1, f_2, \ldots, f_r].$$

(4.12)

We set \(\hat{\Omega}^{(\alpha,\beta)}_{M_1, M_2}\) as its monic variant, i.e. we set the monomial \(x^N\) with the highest exponent \(N\) equal to 1 by dividing all terms by the corresponding coefficient of \(x^N\).

Without any conditions for the parameters, the function \(\Omega^{(\alpha,\beta)}_{M_1, M_2}\) can vanish, we therefore impose the following conditions.

1. **No degree reduction**

   We want to make sure the Jacobi polynomials do not have any degree reduction, the following conditions are necessary and sufficient,

   $$\begin{align*}
   \alpha + \beta + n_i &\notin \{-1, -2, \ldots, -n_i\}, \quad i = 1, \ldots, r_1, \\
   \alpha - \beta + m_i &\notin \{-1, -2, \ldots, -m_i\}, \quad i = 1, \ldots, r_2, \\
   -\alpha + \beta + n'_i &\notin \{-1, -2, \ldots, -n'_i\}, \quad i = 1, \ldots, r_3, \\
   -\alpha - \beta + m'_i &\notin \{-1, -2, \ldots, -m'_i\}, \quad i = 1, \ldots, r_4.
   \end{align*}$$

   (4.13)
2. Independent eigenfunctions

Under conditions (4.13), the Wronskian in (4.12) consists of independent eigenfunctions if and only if
\[
\begin{align*}
\beta &\neq m_j - n_i, \quad i = 1, \ldots, r_1 \text{ and } j = 1, \ldots, r_2, \\
\beta &\neq n_j' - m_i', \quad i = 1, \ldots, r_4 \text{ and } j = 1, \ldots, r_3, \\
\alpha &\neq m_j' - n_i, \quad i = 1, \ldots, r_1 \text{ and } j = 1, \ldots, r_3, \\
\alpha &\neq n_j' - m_i, \quad i = 1, \ldots, r_4 \text{ and } j = 1, \ldots, r_2.
\end{align*}
\] (4.14)

This follows directly as then all eigenpolynomials have a different degree in the broad sense, \( \deg \left( (1-x)\alpha (1+x)\beta P_m^{(\alpha, \beta)} \right) = \deg \left( P_m^{(\alpha, \beta)} \right) + \alpha + \beta. \)

Now we can state our result in detail. Note that the theorem gives that \( \Omega_{M_1,M_2}^{(\alpha, \beta)} \) is a polynomial.

**Theorem 4.1.** Let \( f_1, \ldots, f_r \) be as in (4.11)–(4.14), and let \( M_1, M_2 \) be two Maya diagrams built of the degrees as in (4.11). Let \( \lambda = \lambda(M_1) \) and \( \mu = \lambda(M_2) \) be the two partitions that are associated with \( M_1 \) and \( M_2 \), see (4.8), and let \( t_1 = t(M_1) \), \( t_2 = t(M_2) \), see (4.9). Take \( \alpha, \beta \in \mathbb{R} \) such that the conditions (4.13) and (4.14) are satisfied. Then
\[
\hat{\Omega}_{M_1,M_2}^{(\alpha, \beta)} = \hat{\Omega}_{\lambda, \mu}^{(\alpha-t_1-t_2, \beta-t_1-t_2)}.
\]

As the result is formulated in terms of monic polynomials, it is also true for the non-monic polynomials although we then need a constant to establish the identity. Contrary to the Laguerre case, see [6], we do not formulate an explicit formula for this constant.

4.3 Proof of Theorem 4.1

The main idea for this proof is that we shift both Maya diagrams \( M_1 \) and \( M_2 \) to its canonical form \( \mathbf{A} \), see (4.7). This transformation leads to a shift in both parameters which we explain in the following lemma. We formulate how the polynomial (4.12) changes when the origin in a Maya diagram shifts by 1 step and then, we use these results repeatedly to obtain the result of Theorem 4.1.

**Lemma 4.2.** Let \( M_1 \) and \( M_2 \) be given by (4.11) and take \( \alpha, \beta \in \mathbb{R} \) such that the conditions (4.13) and (4.14) are satisfied.

(a) If \( n_{r_1} = 0 \), then
\[
\hat{\Omega}_{M_1,M_2}^{(\alpha, \beta)} = \hat{\Omega}_{M_1-1,M_2}^{(\alpha+1, \beta+1)}.
\] (4.15)

(b) If \( n_{r_4}' = 0 \), then
\[
\hat{\Omega}_{M_1,M_2}^{(\alpha, \beta)} = \hat{\Omega}_{M_1+1,M_2}^{(\alpha-1, \beta-1)}.
\] (4.16)

(c) If \( m_{r_2} = 0 \), then
\[
\hat{\Omega}_{M_1,M_2}^{(\alpha, \beta)} = \hat{\Omega}_{M_1,M_2-1}^{(\alpha+1, \beta-1)}.
\] (4.17)

(d) If \( m_{r_3}' = 0 \), then
\[
\hat{\Omega}_{M_1,M_2}^{(\alpha, \beta)} = \hat{\Omega}_{M_1-1,M_2+1}^{(\alpha-1, \beta+1)}.
\] (4.18)

**Proof.** The four items are proven in a similar fashion and therefore we only give the proof of part (a). See also the proof of Lemma 9 in [6] for the Laguerre case.

Under conditions (4.13) and (4.14), the polynomial \( \hat{\Omega}_{M_1,M_2}^{(\alpha, \beta)} \) does not vanish. Now, if \( n_{r_1} = 0 \), then \( M_1 - 1 \) is encoded by
\[
M_1 - 1: \ (n_{r_4}' + 1, n_{r_2}' + 1, \ldots, n_{r_4}' + 1 \mid n_1 - 1, n_2 - 1, \ldots, n_{r_1-1} - 1).
\]
Therefore, the conditions \(4.14\) in terms of \(\Omega^{(\alpha+1,\beta+1)}_{M_1-1,M_2}\) are satisfied too. Moreover, there is also no degree reduction for the Jacobi polynomials, i.e. after an elementary calculation and using \(n_{r_1} = 0\) we find that \(4.13\) in terms of \(\Omega^{(\alpha+1,\beta+1)}_{M_1-1,M_2}\) is valid too. Hence, the polynomial \(\Omega^{(\alpha+1,\beta+1)}_{M_1-1,M_2}\) does not vanish either.

To establish the identity \(4.15\), one uses

\[
\text{Wr}[f_1, \ldots, f_{r_1-1}, f_{r_1+1}, \ldots, f_r] = (-1)^{r_1+1} \text{Wr}[f_1', \ldots, f_{r_1-1}', f_{r_1+1}', \ldots, f_r']
\]

where the (general) derivatives for \(4.1\)-\(4.4\) are given by

\[
\frac{d}{dx} P_n^{(\alpha,\beta)}(x) = \frac{n + \alpha + \beta + 1}{2} P_{n-1}^{(\alpha+1,\beta+1)}(x),
\]

\[
\frac{d}{dx} (1 + x)^{-\beta} P_n^{(\alpha,-\beta)}(x) = (n - \beta)(1 + x)^{-\beta-1} P_n^{(\alpha+1,-\beta-1)}(x),
\]

\[
\frac{d}{dx} (1 - x)^{-\alpha} P_n^{(-\alpha,\beta)}(x) = -(n - \alpha)(1 - x)^{-\alpha-1} P_n^{(-\alpha-1,\beta+1)}(x),
\]

\[
\frac{d}{dx} (1 - x)^{-\alpha} (1 + x)^{-\beta} P_n^{(-\alpha,\beta)}(x) = -2(n + 1)(1 - x)^{-\alpha-1} (1 + x)^{-\beta-1} P_{n+1}^{(-\alpha-1,-\beta-1)}(x).
\]

These identities follow directly from the Rodrigues’ formula \(2.1\). Finally, one can take out common numerical factors from each column in the Wronskian such that the prefactors coincide and identity \(4.15\) is obtained. Moreover, we do not need a constant to establish the identity as both polynomials are monic.

Lemma \(4.2\) gives sufficient information to express \(\Omega^{(\alpha,\beta)}_{M_1,M_2}\) in terms of \(\Omega^{(\alpha',\beta')}_{\tilde{M}_1,\tilde{M}_2}\) where \(\tilde{M}_1, \tilde{M}_2\) are equivalent Maya diagrams of \(M_1\) and \(M_2\) respectively. If \(\tilde{M}_1 = M_1 + t_1\), then one can use \(|t_1|\) times identity \(4.15\) or \(4.16\), and if \(\tilde{M}_2 = M_1 + t_2\), then one can use \(|t_2|\) times identity \(4.17\) or \(4.18\).

**Proof of Theorem 4.4.** Let \(t_1 = t(M_1)\). We want to shift the origin of the Maya diagram \(M_1\) by \(|t_1|\) places such that we end up with \(M_1 + t_1\). We do this transformation in \(|t_1|\) steps, in each step we shift the origin by one place. Assume that \(t_1 \geq 0\). When \(t_1\) is negative, a similar reasoning holds true (it would make it even easier).

Consider Maya diagram \(M_1\) as in \(4.11\), there are two scenarios.

\begin{align*}
\text{Scenario 1} & \quad \text{Scenario 2} \\
\begin{array}{c}
\begin{array}{c}
\ldots \quad \ldots \\
0 & 0
\end{array}
\end{array}
\end{align*}

Figure 1: Maya diagram of \(M_1\).

1. The box to the left of the origin is empty, see scenario 1 in Figure 1. This holds true if and only if \(n_{r_1}' = 0\).

2. The box to the left of the origin is filled, see scenario 2 in Figure 1. This holds true if and only if \(n_{r_1}' > 0\). Stated otherwise, in terms of the Maya diagram \(M_1 + 1\) we have

\[
M_1 + 1 : \quad (n_1' - 1, n_2' - 1, \ldots, n_{r_1}' - 1 \mid n_1 + 1, n_2 + 1, \ldots, n_{r_1} + 1, 0).
\]

In the first scenario, we apply \(4.16\) for the Maya diagrams \(M_1\) and \(M_2\). We obtain the identity

\[
\Omega^{(\alpha,\beta)}_{M_1,M_2} = \Omega^{(\alpha-1,\beta-1)}_{M_1+1,M_2}.
\]
For the second scenario, we apply (4.15) for the Maya diagrams $M_1 + 1$ and $M_2$. We get
\[
\hat{\Omega}^{(a-1,\beta-1)}_{M_1+1,M_2} = \hat{\Omega}^{(a,\beta)}_{M_1,M_2}
\]
Both scenarios give the same result, the parameters always shift in the same direction (they both decrease by 1).

Subsequently, we apply the same argument on the Maya diagram $M_1 + 1$ as either its box to the left of the origin is filled or empty. Next, we again do the same argument on $M_1 + 2$ and so on. Repeating this procedure $t_1$ times gives
\[
\hat{\Omega}^{(a,\beta)}_{M_1,M_2} = \hat{\Omega}^{(a-1,\beta-1)}_{M_1+1,M_2} = \cdots = \hat{\Omega}^{(a-t_1,\beta-t_1)}_{M_1+t_1,M_2+1}.
\]
Next, let $t_2 = t(M_2)$ and assume $t_2 \geq 0$. A similar argument as before, but now using (4.17) and (4.18), gives
\[
\hat{\Omega}^{(a-t_1,\beta-t_1)}_{M_1+t_1,M_2+1} = \hat{\Omega}^{(a-t_1-1,\beta-t_1+1)}_{M_1+t_1,M_2+2} = \cdots = \hat{\Omega}^{(a-t_1-t_2,\beta-t_1+t_2)}_{M_1+t_1,M_2+2 + t_2}
\]
Hence if we combine (4.21) and (4.22), we end up with
\[
\hat{\Omega}^{(a,\beta)}_{M_1,M_2} = \hat{\Omega}^{(a-t_1-t_2,\beta-t_1+t_2)}_{M_1+t_1,M_2+2 + t_2}
\]
which is the result we wanted to prove. \hfill \square

Remark 4.3. The proof of Theorem 4.1 consists of shifting each Maya diagram to its canonical form (4.7). However, one could also shift 1 (or both) Maya diagram(s) to the other form (4.10). Hence, in general one can reduce the polynomial (4.12) to a well-chosen prefactor and Wronskian consisting of functions of the form (4.1) or (4.4) and functions of the form (4.2) or (4.3).

4.4 Proof of Lemma 2.7

Lemma 2.7 can be considered as a special case of Theorem 4.1.

Proof of Lemma 2.7 Take the following Maya diagrams,
\[
M_1 : \quad \left(n'_1, \ldots, n'_r \mid \emptyset \right),
M_2 : \quad \left(m'_1, \ldots, m'_s \mid \emptyset \right),
\]
where $n'_4 \neq 0$ if $r_4 \geq 1$ and $m'_3 \neq 0$ if $r_3 \geq 0$. Let $\lambda'$ denote the conjugated partition of $\lambda := \lambda(M_1)$ and similarly for $\mu'$ and $\mu := \lambda(M_2)$. Set $r(\lambda)$ and $r(\mu)$ as the length of the partitions $\lambda$ and $\mu$.

In the case of (4.23), the polynomial (4.12) simplifies to
\[
\Omega^{(a,\beta)}_{M_1,M_2}(x) = (1 + x)^{(\beta+\alpha)r} \left(1 - x\right)^{(\alpha+\beta)r} \cdot \text{Wr}[f_1, \ldots, f_r]
\]
where $r = r_3 + r_4$ and $f_1, \ldots, f_r$ are as in (4.3)-(4.4) with $r_1 = r_2 = 0$. As all terms in the Wronskian have a common factor $(1 - x)^{-\alpha}$, this factor can be taken outside the Wronskian. In fact, it cancels out the second part of the prefactor. Hence, in terms of definition (2.7), we directly have
\[
\Omega^{(a,\beta)}_{M_1,M_2} = \Omega^{(-\alpha,\beta)}_{\mu',\lambda'}.
\]
If we now consider the monic polynomials and apply (2.25) to the right hand side of (4.24), we get
\[
\hat{\Omega}^{(a,\beta)}_{M_1,M_2} = \hat{\Omega}^{(-\alpha,-\beta)}_{\mu',\lambda'}.
\]
Next, we apply Theorem 4.1 to the left hand side of (4.25), we find
\[ \hat{\Omega}_{\lambda,\mu}^{(\alpha-t_1-t_2,\beta-t_1+t_2)} = \hat{\Omega}_{\lambda',\mu'}^{(-\alpha,-\beta)} \]
where
\[ t_1 = n'_1 + 1 = \lambda_1 + r(\lambda), \]
\[ t_2 = m'_1 + 1 = \mu_1 + r(\mu). \]

This is the result of Lemma 2.7, up to a translation of the parameters.

The imposed conditions for the parameters guarantee that both polynomials in (2.28) have full degree and moreover, all the above steps are valid for the permitted parameters. This ends the proof.

5 Construction of the exceptional Jacobi polynomial

In this section we revisit exceptional Jacobi polynomials and discuss \( X_m \)-Jacobi polynomials.

5.1 Exceptional Jacobi polynomials revisited

We defined the exceptional Jacobi polynomial (2.31) as a Wronskian, consisting of a fixed set of functions and 1 extra Jacobi polynomial, and an appropriate prefactor. In the light of Section 4, we could generalize our definition to
\[ c(x) \cdot \text{Wr}[f_1,\ldots,f_r,g] \] (5.1)
where
(a) the functions \( f_1,\ldots,f_r \) are as in (4.1)-(4.4), and not as in (2.8)-(2.9),
(b) the function \( g \) is an eigenfunction as listed in Table 1 and not just a Jacobi polynomial; see also (2.35),
(c) the prefactor \( c \) is updated so that we obtain a polynomial.

However, for each choice we make in item (b), the polynomial (5.1) can be reduced to our definition (2.31) as described in the following proposition. Recall the convention that \( \lambda_1 = 0 \) if \( r_1 = 0 \) and \( \mu_1 = 0 \) if \( r_2 = 0 \).

Proposition 5.1. Let \( f_1,\ldots,f_r \) be as in (4.1)-(4.4) and take two Maya diagrams \( M_1, M_2 \) as in (4.11). Take \( \alpha,\beta \in \mathbb{R} \) such that the conditions (4.13) and (4.14) are satisfied. Let \( \lambda = \lambda(M_1) \) and \( \mu = \lambda(M_2) \) be the partitions that are associated with these Maya diagrams and let \( r(\lambda) \) and \( r(\mu) \) denote the length of these partitions. Let \( t_1 = t(M_1), t_2 = t(M_2) \) as in (4.9).

(a) Take \( s \geq 0 \) such that \( \text{deg} P_s^{(\alpha,\beta)} = s \).
If \( s \neq n_i \) for \( i = 1,\ldots,r_1 \), then \( n := s + t_1 + |\lambda| + |\mu| - r(\lambda) \in \mathbb{N}_{\lambda,\mu} \) and
\[ (1+x)^{(\beta+r_1+1+r_3)(r_2+r_4)}(1-x)^{(\alpha+r_1+1+r_2)(r_3+r_4)} \times \text{Wr}[f_1,\ldots,f_r,P_s^{(\alpha,\beta)}] = C_1 P_s^{(\alpha-t_1-t_2,\beta-t_1+t_2)} \]
for some constant \( C_1 \in \mathbb{R} \).
that this polynomial can be written as a Wronskian with an appropriate prefactor, parameters can be found in [25]. A straightforward calculation using (4.19) and (4.20) shows

\[ α > t_1 - t_2, \beta + t_1 - t_2 \]

for some constant \( C_2 \in \mathbb{R} \).

(c) Take \( s \geq 0 \) such that \( \deg P_s^{(\alpha, \beta)} = s \).

If \( s \neq m_i \) for \( i = 1, \ldots, r_2 \), then \( n := s + t_2 + |λ| + |μ| - r(μ) ∈ \mathbb{N}_{\mu, λ} \) and

\[(1 + x)^{(β+r_2)(r_2+1)+1}(1 - x)^{(α+r_1+r_2+1)}(r_3+r_4) \times \text{Wr}[f_1, \ldots, f_r, (1 + x)^{−β} P_s^{(α, \beta)}] = C_3 P_{μ, λ', n}^{(−α', β')} \]

where \( α' = α + (λ_1 - r_1) + (μ_1 - r_2) \) and \( β' = β + (λ_1 - r_1) - (μ_1 - r_2) \) and for some constant \( C_3 \in \mathbb{R} \).

(d) Take \( s \geq 0 \) such that \( \deg P_s^{(−α, −β)} = s \).

If \( s \neq n_i' \) for \( i = 1, \ldots, r_4 \), then \( n := s + t_1 + |λ| + |μ| - r(α') ∈ \mathbb{N}_{λ', μ'} \) and

\[(1 + x)^{(β+r_4+1)(r_4+1)+1}(1 - x)^{(α+r_2+r_4+1)}(r_3+r_4+1) \times \text{Wr}[f_1, \ldots, f_r, (1 - x)^{−α} (1 + x)^{−β} P_s^{(−α, −β)}] = C_4 P_{λ', μ', n}^{(−α', −β')} \]

where \( α' = α + (λ_1 - r_1) + (μ_1 - r_2) \) and \( β' = β + (λ_1 - r_1) - (μ_1 - r_2) \) and for some constant \( C_4 \in \mathbb{R} \).

Each Wronskian in the above identities can vanish, as we need more conditions for \( s \) to obtain that the Wronskian consists of independent entries. In case of a vanishing Wronskian, \( C_i = 0 \).

If the Wronskian does not vanish, \( C_i \neq 0 \).

The proof is left out as one simply adapts the proof of Proposition 3 in [6] to the Jacobi setting.

5.2 \( X_m \)-Jacobi polynomials

The first known examples of exceptional Jacobi polynomials were named \( X_m \)-Jacobi polynomials [24, 25, 35]. Here \( m \) is the number of exceptional (or missing) degrees and moreover, these not attained degrees are exactly the first \( m \) non-negative integers. As described in [24], exceptional polynomials are obtained via a series of Darboux transformations on the differential operators for classical orthogonal polynomials. In this sense, \( X_m \)-Jacobi polynomials are obtained after a specific 1-step Darboux transformation. As this is just a special situation in our setting of two partitions, we identify \( X_m \)-Jacobi polynomials with our notation, in particular see (5.4) below.

Let \( m \) be a fixed non-negative integer, then the \( X_m \)-Jacobi polynomials [25, Equation (64)] are defined as

\[ P_{m,n}^{(α, β)}(x) := \frac{(-1)^m}{α + 1 + n - m} \left( \frac{1}{2}(1 + α + β + n - m)(x - 1)P_{m}^{−(α−1, β−1)}(x)P_{m−n}^{α+2, β}(x) \right. \]

\[ \left. + (α + 1 - m)P_{m−n}^{−α−2, β}(x)P_{m−n}^{α+1, β−1}(x) \right), \quad n \geq m. \quad (5.2) \]

We assume \( α > −1 \) such that the denominator in (5.2) is non-zero, further conditions for the parameters can be found in [25]. A straightforward calculation using (4.19) and (4.20) shows that this polynomial can be written as a Wronskian with an appropriate prefactor,

\[ P_{m,n}^{(α, β)} = c_1(1 - x)^{α+2} \text{Wr}[(1 - x)^{−α−1} P_{m}^{−(α−1, β−1)}, P_{m−n}^{(α+1, β−1)}] \]
for some constant \( c_1 \). The Wronskian consists of 1 function as in (4.3) and 1 function as in (4.1). In terms of definition (4.12), we obtain

\[
P^{(\alpha,\beta)}_{m,n} = -c_1 \Omega^{(\alpha,\beta)}_{M_1,M_2}
\]

(5.3)

where the minus sign is obtained as we have to interchange both functions within the Wronskian, and

\[
M_1 : (\emptyset | n - m),
\]

\[
M_2 : (m | \emptyset).
\]

We apply Theorem 4.1 to the right hand side of (5.3). This implies that the second Maya diagram \( M_2 \) shifts to \( (\emptyset | m, m - 1, m - 2, \ldots, 1) \) with corresponding partition \( \mu := \lambda(M_2) = (1, 1, \ldots, 1) \), whereas the first Maya diagram \( M_1 \) is already in its canonical form. Now, as the exceptional Jacobi polynomial (2.31) is defined as a Wronskian of a fixed set function and 1 Jacobi polynomial of degree \( s \), we can take \( \lambda = \emptyset \) and \( s = n - m \). We obtain

\[
P^{(\alpha,\beta)}_{m,n} = c_2 P^{(\alpha-m,\beta+m)}_{\emptyset,\emptyset,n}, \quad n \in \mathbb{N}_{\emptyset,\emptyset} = \{ m, m + 1, m + 2, \ldots \}
\]

(5.4)

for some constant \( c_2 \) and where the degree equals \( n \) as \( s + |\lambda| + |\mu| - r_1 = n \). The shift of the parameters is due to Theorem 4.1 and the constant changes as Theorem 4.1 is stated in terms of monic polynomials. We conclude that \( X_m \)-Jacobi polynomials are exceptional Jacobi polynomials in terms of (2.31) associated with the empty partition and the partition \( (1, 1, \ldots, 1) \) of length \( m \) and parameters \( \alpha - m \) and \( \beta + m \).

More results for these specific polynomials can be found in [25]. Most of these results concerning the zeros of \( X_m \)-Jacobi polynomials are generalized in the following section.

**Remark 5.2.** If we compare the leading coefficients in (5.4), we obtain an expression for \( c_2 \). If \( \beta > -1 \) and \( \beta \neq 0 \), we obtain the equality

\[
(n-m+\alpha+1)(1-n-\beta)^{m} \prod_{j=1}^{m} (j-2m+\alpha-\beta+1) = c_2 (-2)^{\frac{m(m-1)}{2}} (m-\alpha+\beta-1)^{m} (n-2m+\alpha+1).
\]

In case where \( m = 0 \), we obtain \( c_2 = 1 \) such that (5.4) reduces to

\[
P^{(\alpha,\beta)}_{0,n} = P^{(\alpha,\beta)}_{\emptyset,\emptyset,n}, \quad n \geq 0
\]

which are the (classical) Jacobi polynomials.

### 6 Zeros of exceptional Jacobi polynomials: new results

In this section we present new results about the zeros of exceptional Jacobi polynomials, the proofs are given in Section 7.

As before, let \( \lambda \) and \( \mu \) be fixed partitions with corresponding sequences \( n_\lambda = (n_1, \ldots, n_{r_1}) \) and \( n_\mu = (m_1, \ldots, m_{r_2}) \). Set \( r = r_1 + r_2 \). Assume that the parameters \( \alpha, \beta \in \mathbb{R} \) satisfy the conditions (2.32) and (2.34) such that \( \deg P^{(\alpha,\beta)}_{\lambda,\mu,n} = n \); hence the polynomial has \( n \) zeros in the complex plane.

#### 6.1 Number of regular zeros

The zeros of exceptional polynomials behave different than their classical counterparts: a zero can lie anywhere in the complex plane and the multiplicity of the zero is not necessarily 1.
**Definition 6.1.** For any partitions $\lambda, \mu$ and $n \in \mathbb{N}_{\lambda, \mu}$, we define $N(n)$ as the number of zeros of the exceptional Jacobi polynomial $P_{\lambda, \mu, n}^{(\alpha, \beta)}$ which lie in the interval $(-1, 1)$, where we include multiplicity. We call these zeros the regular zeros of $P_{\lambda, \mu, n}^{(\alpha, \beta)}$. The remaining zeros are called the exceptional zeros.

We omitted the partitions $\lambda, \mu$ and the parameters $\alpha, \beta$ in our notation of $N(n)$ because it should be clear what they are. The following two results are trivial.

(a) Under the conditions of Lemma 2.13, we have $\deg P_{\lambda, \mu, n}^{(\alpha, \beta)} = n$ such that $0 \leq N(n) \leq n$ and the number of exceptional zeros is given by $n - N(n)$.

(b) Under the conditions of Lemma 2.15, the number $N(n)$ can be computed explicitly by standard Sturm-Liouville theory:

$$N(n) = |\{ m \in \mathbb{N}_{\lambda, \mu} : m < n \}|, \quad n \in \mathbb{N}_{\lambda, \mu}. \quad (6.1)$$

Moreover, all these regular zeros are simple. Hence, for $n$ large enough, we have $n - |\lambda| - |\mu|$ simple regular zeros and $|\lambda| + |\mu|$ exceptional zeros.

Inspecting (6.1) gives that the number of exceptional zeros is bounded when the degree $n$ tends to infinity. This result holds true in a more general setting as presented in the following theorem. The proof is given in Section 7.1.

**Theorem 6.2.** For any partitions $\lambda$ and $\mu$, take $\alpha, \beta \in \mathbb{R}$ and $n \in \mathbb{N}_{\lambda, \mu}$ such that the conditions (2.33) and (2.34) are satisfied. If $\alpha + r > -1$ and $\beta + r > -1$, then

$$n - 2(|\lambda| - |\mu|) \leq N(n).$$

Moreover, the number of simple regular zeros increases to infinity as $n$ tends to infinity.

The theorem does not say anything about the exact number of regular zeros. In case where $r_1 = 0$ or $r_2 = 0$ and $\alpha \neq \beta$, this number can be determined explicitly for almost all $\alpha$ and $\beta$, see [19]. It is given by the alternating sum of the elements in the partition.

Via Theorem 6.2 we describe the asymptotic behavior of the zeros for exceptional Jacobi polynomial. For the regular zeros we obtain that they have the same asymptotic behavior as the zeros for classical Jacobi polynomials, see Corollary 6.4 and Theorem 6.5. The exceptional zeros converge to the zeros of the generalized Jacobi polynomial, see Theorem 6.6. These results justify the conjecture in [32] for exceptional Jacobi polynomials.

### 6.2 Mehler-Heine asymptotics

Mehler-Heine asymptotics describe the asymptotic behavior near the endpoints of the orthogonality region for orthogonal polynomials. For Jacobi polynomials, the result is stated in Theorem 7.4 below. In the exceptional setting, a similar result holds true as described in the following theorem. The proof is given in Section 7.2. Let $J_\nu$ denote the Bessel function of the first kind with parameter $\nu \in \mathbb{R}$.

**Theorem 6.3.** For any partitions $\lambda$ and $\mu$, take $\alpha, \beta \in \mathbb{R}$ such that the conditions (2.10) and (2.11) are satisfied. Then

$$\lim_{n \to \infty} \frac{1}{n^{\alpha+2r}} P_{\lambda, \mu, n}^{(\alpha, \beta)} \left( \cos \left( \frac{x}{n} \right) \right) = \Omega^{(\alpha, \beta)}_{\lambda, \mu} (1) 2^{\alpha} x^{-\alpha-r} J_{\alpha+r}(x), \quad (6.2)$$

$$\lim_{n \to \infty} \left( -1 \right)^{n+r} \frac{1}{n^{\beta+2r}} P_{\lambda, \mu, n}^{(\alpha, \beta)} \left( \cos \left( \pi - \frac{x}{n} \right) \right) = \Omega^{(\alpha, \beta)}_{\lambda, \mu} (-1) 2^{\beta} x^{-\beta-r} J_{\beta+r}(x), \quad (6.3)$$

uniformly for $x$ in compact subsets of the complex plane.
This asymptotic behavior allows us to describe a convergence property for the regular zeros near the endpoints $-1$ and $1$ if the value $\Omega_{\lambda,\mu}^{(\alpha,\beta)}(1)$ (respectively $\Omega_{\lambda,\mu}^{(\alpha,\beta)}(-1)$) is non-zero. We know that the function $x^{-\nu}J_\nu(x)$ is an entire function in the complex plane with an infinite number of zeros on the real line, which are all simple, except possibly at the origin. Moreover, the function has a zero at the origin if and only if $\nu \leq -1$. Therefore, if we apply Hurwitz theorem [42, Theorem 1.91.3] on (6.2) or (6.3), we get that the regular zeros near the edge converge to the zeros of the Bessel function. Let $j_{\nu,k}$ denote the $k$th positive zero of the Bessel function $J_\nu$.

**Corollary 6.4.** For any partitions $\lambda$ and $\mu$, take $\alpha, \beta \in \mathbb{R}$ such that the conditions (2.10) and (2.11) are satisfied. Assume that $\alpha + r > -1$ and $\beta + r > -1$. Then for every positive integer $k$, there is an integer $n_0$ such that for all $n \in \mathbb{N}_{\lambda,\mu}$ with $n \geq n_0$, the exceptional Jacobi polynomial $P_{\lambda,\mu,n}^{(\alpha,\beta)}$ has at least $k$ zeros in $(-1,1)$.

(a) Let $x_{k,n}^{(\alpha,\beta)}$ denote the $k$th regular zero which is the $k$th closest zero to $1$, including multiplicity. Take the unique $0 \leq \theta_{k,n}^{(\alpha,\beta)} \leq \pi$ such that $\cos(\theta_{k,n}^{(\alpha,\beta)}) = x_{k,n}^{(\alpha,\beta)}$. If $\Omega_{\lambda,\mu}^{(\alpha,\beta)}(1) \neq 0$, then we have
\[
\lim_{n \to \infty} n\theta_{k,n}^{(\alpha,\beta)} = j_{\alpha+r,k}.
\]

(b) Let $y_{k,n}^{(\alpha,\beta)}$ denote the $k$th regular zero which is the $k$th closest zero to $-1$, including multiplicity. Take the unique $0 \leq \Theta_{k,n}^{(\alpha,\beta)} \leq \pi$ such that $\cos(\Theta_{k,n}^{(\alpha,\beta)}) = -x_{k,n}^{(\alpha,\beta)}$. If $\Omega_{\lambda,\mu}^{(\alpha,\beta)}(-1) \neq 0$, then we have
\[
\lim_{n \to \infty} n\Theta_{k,n}^{(\alpha,\beta)} = j_{\beta+r,k}.
\]

**Proof.** This corollary follows directly from applying Hurwitz theorem as described above. Note that we also need the conditions of Theorem 6.2 to be satisfied.

### 6.3 Weak macroscopic limit of the regular zeros

When $\alpha > -1$ and $\beta > -1$, the weak macroscopic limit of the simple zeros of the classical Jacobi polynomial is the arcsine distribution $\frac{1}{\pi} \frac{1}{\sqrt{1-x^2}} dx$ (or arcsine law), see Theorem 7.5 below. For exceptional Jacobi polynomials, we know from Theorem 6.2 that the number of regular zeros tends to infinity when the degree tends to infinity. If we take the weak macroscopic limit of those regular zeros, it turns out that the same limiting distribution as for classical Jacobi polynomials is obtained. The proof is given in Section 7.3.

**Theorem 6.5.** For any partition $\lambda$ and $\mu$, take $\alpha, \beta \in \mathbb{R}$ such that the conditions (2.10) and (2.11) are satisfied. Assume that $\alpha + r > -1$ and $\beta + r > -1$. Let $1 > x_{1,n}^{(\alpha,\beta)} \geq \cdots \geq x_{N(n),n}^{(\alpha,\beta)} > -1$ denote the regular zeros of the exceptional Jacobi polynomial $P_{\lambda,\mu,n}^{(\alpha,\beta)}$ where $n \in \mathbb{N}_{\lambda,\mu}$. Then, for every bounded continuous function $f$ on $(-1, 1)$, we have
\[
\lim_{n \to \infty} \frac{1}{N(n)} \sum_{j=1}^{N(n)} f\left(x_{j,n}^{(\alpha,\beta)}\right) = \frac{1}{\pi} \int_{-1}^{1} \frac{f(x)}{\sqrt{1-x^2}} dx.
\]

### 6.4 Convergence of the exceptional zeros

Our final result deals with the asymptotic behavior of the exceptional zeros. To this end, recall that the number of exceptional zeros is bounded as the degree tends to infinity, see Theorem 6.2. It turns out that these exceptional zeros are attracted by the simple zeros of the generalized Jacobi polynomial.
Theorem 6.6. For any partitions $\lambda$ and $\mu$, take $\alpha, \beta \in \mathbb{R}$ such that the conditions (2.10) and (2.11) are satisfied. Assume that $\alpha + r > -1$ and $\beta + r > -1$. Let $z_j$ be a simple zero of the generalized Jacobi polynomial $\Omega_{\lambda,\mu}^{(\alpha,\beta)}$ where $z_j \in \mathbb{C} \setminus [-1, 1]$. Then this zero $z_j$ attracts an exceptional zero of the exceptional Jacobi polynomial $P_{\lambda,\mu,n}^{(\alpha,\beta)}$ as $n$ tends to infinity at a rate $O\left(\frac{1}{n}\right)$. That is, for $n$ large enough, we have

$$\min_{k=1,\ldots,n-N(n)} |z_j - z_{k,n}^{(\alpha,\beta)}| < \frac{c}{n}, \quad n \in \mathbb{N}_{\lambda,\mu}$$

(6.5)

for some positive constant $c$ and where $z_{1,n}^{(\alpha,\beta)}, \ldots, z_{n-N(n),n}^{(\alpha,\beta)}$ denote the exceptional zeros of the exceptional Jacobi polynomial $P_{\lambda,\mu,n}^{(\alpha,\beta)}$.

Remark 6.7. Similar results for Theorem 6.6 are obtained in the Hermite case [32, Theorem 2.3] and Laguerre case [6, Theorem 5]. A remarkable difference is that in the Jacobi case, the rate of convergence is faster, i.e. $O\left(\frac{1}{n}\right)$, where for the Hermite and Laguerre case it is $O\left(\frac{1}{n^{1/2}}\right)$. The difference in the results is due to the fact that all zeros of the Jacobi polynomial lie in the bounded region $(-1, 1)$ whereas for Hermite and Laguerre polynomials the region is unbounded. For all three results, the speed of convergence is not claimed to be sharp. However, simulations by the computer software Maple suggest that all bounds are sharp.

As a special case of Theorem 6.6, consider the situation where the exceptional orthogonal polynomials form a complete system, see Lemma 2.15. Then $N(n) = n - |\lambda| - |\mu|$ for $n \in \mathbb{N}_{\lambda,\mu}$ large enough so that there are $|\lambda| + |\mu|$ exceptional zeros. Moreover, all zeros of the generalized Jacobi polynomial are in $\mathbb{C} \setminus [-1, 1]$, see Lemma 2.8. Therefore, if we assume all zeros of the generalized Jacobi polynomial to be simple, then each zero attracts exactly 1 exceptional zero. If we label the simple zeros by $z_j$, then we can relabel the zeros of the exceptional Jacobi polynomial in such a way that $z_{j,n}^{(\alpha,\beta)}$ is close to $z_j$ and

$$z_{j,n}^{(\alpha,\beta)} = z_j + O\left(\frac{1}{n}\right) \quad \text{as } n \to \infty.$$
Moreover, if $z_j \in \mathbb{R} \setminus [-1, 1]$, then $z_j^{(\alpha, \beta)}_{j,n}$ must be real and outside the interval $(-1, 1)$ for $n$ large enough; otherwise it would be a regular zero or if it was non-real, its complex conjugate would be a zero too and hence $z_j$ would attract two zeros which is prohibited.

Our results are numerically verified via the computer software Maple. In Figure 2 we plotted an example where the zeros of the generalized Jacobi polynomial are all simple. As we can see in the figure, each exceptional zero is close to a zero of the generalized Jacobi polynomial. Moreover, the zeros of the generalized Jacobi polynomial in $(-1, 1)$ seem to attract two exceptional zeros.

### 6.5 Conjecture of simple zeros

It is well-known that the zeros of the Jacobi polynomial are simple when the parameters satisfy $\alpha, \beta > -1$. For generalized Jacobi polynomials, which include exceptional Jacobi polynomial, this property of simple zeros is far from trivial. According to Proposition 3.3 in [11], the multiplicity of each zero is a triangular number. The following examples show that for general partitions and parameters, the multiplicity is not necessarily 1, neither inside nor outside the orthogonality region $(-1, 1)$.

\[
\Omega^{(1,1)}_{(1,1),(1)} = -15(x + 1)^3 \quad \Omega^{(\frac{5}{2}, -\frac{3}{2})}_{(2),(2)} = -\frac{105}{128}(4x + 5)(2x + 1)^3 \quad \Omega^{(\frac{1}{2}, -\frac{1}{2})}_{(2),(4)} = \frac{945}{2048} \left( x - \left( \frac{1 + \sqrt{5}}{4} \right) \right)^{3} \left( x - \left( \frac{1 - \sqrt{5}}{4} \right) \right)^{3}
\]

All the examples we found, dealing with non-simple zeros, are such that the corresponding exceptional Jacobi polynomials do not form a complete set. We therefore offer the following conjecture which suggests that the assumption in Theorem 6.6 dealing with simple zeros of the generalized Jacobi polynomial is not a restriction.

**Conjecture 6.8.** For any partitions $\lambda$ and $\mu$, take $\alpha > -1$ and $\beta > m_1$ such that the conditions (2.11) are satisfied. If $\lambda$ is an even partition, then the zeros of the generalized Jacobi polynomial $\Omega^{(\alpha, \beta)}_{\lambda, \mu}$ are simple.

This conjecture is closely related to the Veselov conjecture [18] dealing with simple zeros of the generalized Hermite polynomial and with Conjecture 1 in [6] for the Laguerre case.

### 7 Zeros of exceptional Jacobi polynomials: proofs

In this section we give the proofs of the results presented in Section 6. Similar ideas as in the Hermite [32] and Laguerre [6] cases are used.

#### 7.1 Proof of Theorem 6.2: a lower bound of $N(n)$

We start with the following lemma for Jacobi polynomials.

**Lemma 7.1.** Take $\alpha, \beta \in \mathbb{R}$ and two non-negative integers $n$ and $N$ such that

\[
\alpha + \beta + n \notin \{ -1, -2, \ldots, -n - 2N \}. \tag{7.1}
\]

Then the Jacobi polynomial $P^{(\alpha, \beta)}_{n}(x)$ is a linear combination of the Jacobi polynomials

\[
P^{(\alpha+N, \beta+N)}_{n}, P^{(\alpha+N, \beta+N)}_{n-1}, \ldots, P^{(\alpha+N, \beta+N)}_{n-t}
\]

where $t = 2N$ is independent of $n$.  

28
Hence we can interpret these constants as meromorphic functions in the variables $\alpha, \beta$ everywhere when $i < n$. When these variables are real such that $\alpha, \beta > t$, polynomials $P$ to be precise, the orthogonality of the Jacobi polynomials (Lemma 7.2). For any partitions $\lambda$ and $\mu$, take $\alpha, \beta \in \mathbb{R}$ and $n \in \mathbb{N}_{\lambda, \mu}$ such that $\alpha + r > -1$, $\beta + r > -1$ and the conditions (2.33) and (2.34) are satisfied. Then, the exceptional Jacobi polynomial $P_{\lambda, \mu, n}^{(\alpha, \beta)}$ is a linear combination of the Jacobi polynomials $P_{n-t}^{(\alpha+r, \beta+r)}$, where $t = 2(|\lambda| + |\mu| + r)$ is independent of $n$. Proof. Let $s = n - |\lambda| - |\mu| + r_1$ and expand the exceptional Jacobi polynomial (2.31) by its last column, it gives

$$P_{\lambda, \mu, n}^{(\alpha, \beta)}(x) = \sum_{k=0}^{r} Q_k(x) \frac{d^k}{dx^k} P_{s}^{(\alpha, \beta)}(x)$$

(7.2)
for some polynomials $Q_k$ as described in Proposition 3.2. Furthermore, the same proposition gives
\[ \deg Q_k \leq |\lambda| + |\mu| - r_1 + k. \] (7.3)

Note that the assumptions of the proposition coincide with conditions (2.34).

The $k$th derivative of the Jacobi polynomial is given in (2.15), hence (7.2) can be written as
\[ P^{(\alpha,\beta)}_{\lambda,\mu,n}(x) = \sum_{k=0}^{r} \frac{(n + \alpha + \beta + 1)k}{2k} Q_k(x) P^{(\alpha+k,\beta+k)}_{s-k}(x). \] (7.4)

It is sufficient if $k$ runs from zero to $\min\{r,s\}$, then the subindex $s-k \geq 0$ for all $k$.

Next, we express all Jacobi polynomials in terms of Jacobi polynomials with parameters $\alpha + r$ and $\beta + r$ via Lemma 7.1. The assumptions for this lemma are satisfied as we impose conditions (2.33), we get
\[ P^{(\alpha,\beta)}_{\lambda,\mu,n}(x) = \sum_{j=0}^{r} \tilde{Q}_j(x) P^{(\alpha+r,\beta+r)}_{s-j}(x) + \sum_{j=1}^{r} \tilde{Q}_{r-j}(x) P^{(\alpha+r,\beta+r)}_{s-r-j}(x) \] (7.6)

where $\tilde{Q}_j$ and $\tilde{Q}_{r-j}$ are polynomials of degree at most $|\lambda| + |\mu| - r_1 + j$ for $j = 0, \ldots, r$; this follows directly from (7.3). Since we assume $\alpha + r > -1$ and $\beta + r > -1$, we can apply the three-term recurrence relation for the Jacobi polynomials in (7.6) as they are orthogonal. We get
\[ \tilde{Q}_j(x) P^{(\alpha+r,\beta+r)}_{s-j}(x) = \sum_{m=-\deg \tilde{Q}_j}^{\deg \tilde{Q}_j} a_{m}^{j} P^{(\alpha+r,\beta+r)}_{s-j+m}(x), \quad 0 \leq j \leq r, \] (7.7)
\[ \tilde{Q}_{r-j}(x) P^{(\alpha+r,\beta+r)}_{s-r-j}(x) = \sum_{m=-\deg \tilde{Q}_{r-j}}^{\deg \tilde{Q}_{r-j}} b_{m}^{j} P^{(\alpha+r,\beta+r)}_{s-r-j+m}(x), \quad 1 \leq j \leq r, \] (7.8)

where $a_{m}^{j}, b_{m}^{j} \in \mathbb{R}$. Hence, inspecting all terms in (7.6), we get via (7.7) and (7.8) that we end up with a linear combination of Jacobi polynomials $P^{(\alpha+r,\beta+r)}_{M}$ where the degree $M$ is in the range $n - 2(|\lambda| + |\mu| + r_2) \leq M \leq n$. Hence the result is established.

By the result of Lemma 7.2, we prove Theorem 6.2 using the orthogonality of the Jacobi polynomials. The argument is completely the same as the proof of Theorem 2 in [6].

Proof of Theorem 6.2. Since $\alpha + r > -1$ and $\beta + r > -1$, the Jacobi polynomials $P^{(\alpha+r,\beta+r)}_{n}$ are orthogonal polynomials. According to Lemma 7.2, the exceptional Jacobi polynomial is a linear combination of these Jacobi polynomials. Hence for every polynomial $H$ of degree strict less than $n - t$, we get
\[ \int_{-1}^{1} H(x) P^{(\alpha,\beta)}_{\lambda,\mu,n}(x)(1 + x)^{\alpha+r}(1 - x)^{\beta+r} dx = 0. \]
This implies that $P_{\lambda,\mu}^{(\alpha,\beta,n)}$ has at least $n-t$ zeros in $(-1,1)$; by definition these zeros are regular zeros. Moreover, these zeros must have odd multiplicity. Hence the number of simple zeros must tend to infinity when the degree tends to infinity. $\square$

Lemma 7.2 has another direct consequence which we need further.

**Corollary 7.3.** For any partitions $\lambda$ and $\mu$, take $\alpha, \beta \in \mathbb{R}$ and $n \in \mathbb{N}_{\lambda,\mu}$ such that the conditions (2.33) and (2.34) are satisfied. Assume that $\alpha + r > -1$ and $\beta + r > -1$ and let $n > 2(|\lambda| + |\mu| + r_2)$. Further, denote by $1 > a_{1,n}^{(\alpha+r,\beta+r)} > a_{2,n}^{(\alpha+r,\beta+r)} > \cdots > a_{n,n}^{(\alpha+r,\beta+r)} > -1$ the simple zeros of $P_n^{(\alpha+r,\beta+r)}$. Then, at least $n - 2(|\lambda| + |\mu| + r_2)$ intervals $(a_{j,n}^{(\alpha+r,\beta+r)}, a_{j+1,n}^{(\alpha+r,\beta+r)})$, where $1 \leq j < n$, contain a (regular) zero of the exceptional Jacobi polynomial $P_{\lambda,\mu,n}^{(\alpha,\beta)}$.

This corollary is a special case of the result of Beardon and Driver, see [3, Theorem 3.2]. It basically says that almost all regular zeros follow the zeros of the Jacobi polynomial when the degree of the exceptional Jacobi polynomial tends to infinity.

### 7.2 Proof of Theorem 6.3: Mehler-Heine asymptotics

We recall the Mehler-Heine asymptotics for Jacobi polynomials [42, Theorem 8.1.1].

**Theorem 7.4.** Take $\alpha, \beta \in \mathbb{R}$, then

$$\lim_{n \to \infty} \frac{1}{n^{\alpha}} P_n^{(\alpha,\beta)} \left( \cos \left( \frac{x}{n} \right) \right) = 2^n x^{-\alpha} J_\alpha(x), \quad (7.9)$$

$$\lim_{n \to \infty} \frac{(-1)^n}{n^{\beta}} P_n^{(\alpha,\beta)} \left( \cos \left( \pi - \frac{x}{n} \right) \right) = 2^n x^{-\beta} J_\beta(x), \quad (7.10)$$

uniformly for $x$ in compact subsets of the complex plane.

Now we prove a similar behavior for exceptional Jacobi polynomials.

**Proof of Theorem 6.3**. We only give the proof of the limit (6.2). We obtain this result by extending (7.9). The limit (6.3) can be obtained in a similar way by using (7.10).

Set $s = n - |\lambda| - |\mu| + r_1$ and consider the decomposition of $P_{\lambda,\mu,n}^{(\alpha,\beta)}(x)$ as in (7.2). We have $Q_r = \Omega_r^{(\alpha,\beta)}$ and therefore (7.2) can be written as

$$P_{\lambda,\mu,n}^{(\alpha,\beta)}(x) = \sum_{j=0}^{r-1} Q_j(x) \frac{d^j}{dx^j} P_s^{(\alpha,\beta)}(x) + \Omega_{s,n}^{(\alpha,\beta)}(x) \frac{d^s}{dx^s} P_s^{(\alpha,\beta)}(x). \quad (7.11)$$

The degree of the polynomial $Q_j$ is at most $|\lambda| + |\mu| - r_1 + j$, which is independent of $n$, see Proposition 3.2. Hence, only the Jacobi polynomials itself in (7.11) depend on $n$ (recall that $s$ depends on $n$).

The limit (7.9) also holds if we replace $P_n^{(\alpha,\beta)}$ by $P_{n-c}^{(\alpha,\beta)}$ for some constant $c$. In particular, for $c = |\lambda| + |\mu| - r_1$, we get that $s = n - c$, and hence

$$\lim_{n \to \infty} \frac{1}{n^{\alpha}} P_s^{(\alpha,\beta)} \left( \cos \left( \frac{x}{n} \right) \right) = 2^n x^{-\alpha} J_\alpha(x) \quad (7.12)$$

uniformly for $x$ in compact subsets of the complex plane. Because of the uniform convergence, (7.12) can be differentiated with respect to $x$ any number of times. If we differentiate 1 time, we obtain

$$\lim_{n \to \infty} \frac{-1}{n^{\alpha+1}} \sin \left( \frac{x}{n} \right) \frac{d}{dx} P_s^{(\alpha,\beta)} \left( \cos \left( \frac{x}{n} \right) \right) = -2^n x^{-\alpha} J_{\alpha+1}(x) \quad (7.13)$$

where we used

$$\frac{d}{dx} (x^{-\alpha} J_\alpha(x)) = -x^{-\alpha} J_{\alpha+1}(x)$$
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see for example [46] Section 2.12, formula (6)]. If we divide both sides in (7.13) by \( x \) and expand the sine function as \( \sin \left( \frac{x}{n} \right) = \frac{x}{n} + O(x^3) \), we get

\[
\lim_{n \to \infty} \frac{1}{n^{a+2}} \frac{d^j}{dx^j} \left( P_n^{(\alpha,\beta)} \left( \cos \left( \frac{x}{n} \right) \right) \right) = 2^a x^{-a-j} J_{a+j}(x), \quad 0 \leq j \leq r.
\]

By repeating this argument, we obtain

\[
\lim_{n \to \infty} \frac{1}{n^{a+2j}} \frac{d^j}{dx^j} \left( P_n^{(\alpha,\beta)} \left( \cos \left( \frac{x}{n} \right) \right) \right) = 2^a x^{-a-j} J_{a+j}(x), \quad 0 \leq j \leq r.
\]

(7.14)

Hence, the limiting behavior of \( \frac{1}{n^{a+2j}} P_n^{(\alpha,\beta)} \left( \cos \left( \frac{x}{n} \right) \right) \) is determined by the last term in (7.11) only; for \( j < r \), there is no contribution because of (7.14). This gives us

\[
\lim_{n \to \infty} \frac{1}{n^{a+2\lambda}} P_{\lambda,\mu,n}^{(\alpha,\beta)} \left( \cos \left( \frac{x}{n} \right) \right) = \Omega_{\lambda,\mu}^{(\alpha,\beta)}(1) 2^a x^{-a-r} J_{a+r}(x)
\]

as \( \lim_{n \to \infty} \Omega_{\lambda,\mu}^{(\alpha,\beta)} \left( \cos \left( \frac{x}{n} \right) \right) = \Omega_{\lambda,\mu}^{(\alpha,\beta)}(1) \).

This behavior can also directly be derived by combining (2.15) and (7.9).

### 7.3 Proof of Theorem 6.5: the weak macroscopic limit of the regular zeros

The limiting behavior of the zero-counting measure of the zeros of the Jacobi polynomial is given by the arcsine distribution, see [33] Section 4.2]. This distribution is independent of the parameters \( \alpha \) and \( \beta \).

**Theorem 7.5.** For any \( \alpha, \beta > -1 \), let \( 1 > a^{(\alpha,\beta)}_{1,n} > a^{(\alpha,\beta)}_{2,n} > \cdots > b^{(\alpha,\beta)}_{n,n} > -1 \) denote the simple zeros of the Jacobi polynomial \( P_n^{(\alpha,\beta)} \). Then, for any continuous function \( f \) on \((-1,1)\), it holds that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} f \left( a^{(\alpha,\beta)}_{j,n} \right) = \frac{1}{\pi} \int_{-1}^{1} \frac{f(x)}{\sqrt{1-x^2}} dx.
\]

(7.15)

This result extends directly to exceptional Jacobi polynomials as stated in Theorem 6.5. The argument for the proof of this result is completely analogous as in the Hermite [32] Theorem 2.2] and Laguerre [6] Theorem 4] case. For this reason, we only give the main idea.

**Proof of Theorem 6.5.** From Theorem 6.2 and Corollary 7.3 we know that if the degree tends to infinity, then the regular zeros follows the zeros of the Jacobi polynomial, except for a finite number of them. Hence (7.15) generalizes directly to (6.4).

### 7.4 Proof of Theorem 6.6: asymptotic behavior of the exceptional zeros

The weight function for exceptional Jacobi polynomials, stated in Lemma 2.15, is given by

\[
W_{\lambda,\mu}^{(\alpha,\beta)}(x) = \frac{(1-x)^{\alpha+r_1+r_2}(1+x)^{\beta+r_1-r_2}}{\left( \Omega_{\lambda,\mu}^{(\alpha,\beta)}(x) \right)^2}, \quad x \in (-1,1).
\]

In this section we view the above weight function as a meromorphic function in \( \mathbb{C} \setminus \{-1,1\} \) with poles at the zeros of \( \Omega_{\lambda,\mu}^{(\alpha,\beta)} \). To this end, we do not want that the generalized Jacobi polynomial vanish on \((-1,1)\) and therefore we assume conditions (2.10) and (2.11) to be satisfied. We start with the following property, which can be compared to Lemma 11 in [6]. The proof follows the same ideas.
Lemma 7.6. For any partitions $\lambda$ and $\mu$, take $\alpha, \beta \in \mathbb{R}$ such that the conditions (2.10) and (2.11) are satisfied. Then, for every $n \in \mathbb{N}_{\lambda, \mu}$, the function
\[
\left( P_{\lambda, \mu, n}^{(\alpha, \beta)} \right)^2 W_{\lambda, \mu}^{(\alpha, \beta)}
\]
has zero residue at each of its poles in $\mathbb{C} \setminus \{-1, 1\}$.

Proof. Without loss of generality, we may assume the conditions (2.32) and (2.34) to be satisfied instead of (2.10) and (2.11). Otherwise, the exceptional Jacobi polynomial would vanish and hence there is nothing to prove as there would be no poles.

We apply a Darboux-Crum transformation to the differential operator (2.5) with seed functions $\varphi_{n_1}^{(\alpha, \beta)}, \varphi_{n_2}^{(\alpha, -\beta)}$, see Table 2. This transformation leads to a new differential operator
\[
y \mapsto -y'' + V_{\lambda, \mu} y
\]
with potential
\[
V_{\lambda, \mu}(x) = V(x) - 2 \frac{d^2}{dx^2} \log \left( \text{Wr}[\varphi_{n_1}^{(\alpha, \beta)}, \varphi_{n_2}^{(\alpha, -\beta)}, \varphi_{m_1}^{(\alpha, -\beta)}, \ldots, \varphi_{m_2}^{(\alpha, -\beta)}] \right)
\]
where $V(x)$ is defined in (2.6). The differential operator (7.16) has eigenfunctions of the form
\[
\frac{\text{Wr}[\varphi_{n_1}^{(\alpha, \beta)}, \varphi_{n_2}^{(\alpha, -\beta)}, \varphi_{m_1}^{(\alpha, -\beta)}, \ldots, \varphi_{m_2}^{(\alpha, -\beta)}]}{\text{Wr}[\varphi_{n_1}^{(\alpha, \beta)}, \varphi_{n_2}^{(\alpha, -\beta)}, \varphi_{m_1}^{(\alpha, -\beta)}, \ldots, \varphi_{m_2}^{(\alpha, -\beta)}]}
\]
where $s \geq 0$ and $s \neq n$, for every $j = 1, \ldots, r_1$. Set $r = r_1 + r_2$.

Using (2.21) and (2.26), we can express the Wronskian in (7.17) as a Wronskian of the functions $f_1, \ldots, f_r$ defined in (2.8)-(2.9). After a rather straightforward calculation, using elementary Wronskian properties, we end up with a prefactor and the polynomial (2.7),
\[
\text{Wr}[\varphi_{n_1}^{(\alpha, \beta)}, \varphi_{n_2}^{(\alpha, -\beta)}, \varphi_{m_1}^{(\alpha, -\beta)}, \ldots, \varphi_{m_2}^{(\alpha, -\beta)}] = \left( -4 \right)^{r(r-1)/2} \frac{r(r+1)}{2^{3r_2}} \frac{\sin(x)^{\alpha + \frac{1}{2}} \cos(x)^{\beta + \frac{1}{2}}}{\Omega_{\lambda, \mu}^{(\alpha, \beta)}(\cos(2x))}.
\]

Hence the potential (7.17) can be written as
\[
V_{\lambda, \mu}(x) = \frac{\alpha - \frac{1}{2} + 2r}{\sin^2(x)} + \frac{\beta - \frac{1}{2} + 2r}{\cos^2(x)} + \frac{r(r-1)}{\sin^2(x) \cos^2(x)} - 2 \frac{d^2}{dx^2} \log \left( \Omega_{\lambda, \mu}^{(\alpha, \beta)}(\cos(2x)) \right).
\]

Similarly, the eigenfunctions (7.18) are
\[
(-4)^r \frac{\sin(x)^{\alpha + \frac{1}{2} + r} \cos(x)^{\beta + \frac{1}{2} + r}}{\Omega_{\lambda, \mu}^{(\alpha, \beta)}(\cos(2x))} \cdot \frac{P_{\lambda, \mu, n}^{(\alpha, \beta)}(\cos(2x))}{\Omega_{\lambda, \mu}^{(\alpha, \beta)}(\cos(2x))}
\]
where we choose $n \in \mathbb{N}_{\lambda, \mu}$ and $s = n - |\lambda| - |\mu| + r_1$.

Via the above described set-up, we derive that the function $\left( P_{\lambda, \mu, n}^{(\alpha, \beta)} \right)^2 W_{\lambda, \mu}^{(\alpha, \beta)}$ has zero residue at each of its poles in $\mathbb{C} \setminus \{-1, 1\}$. To establish this result, observe that the operator (7.16) has trivial monodromy at every point $p \in \mathbb{C} \setminus \{-1, 1\}$, see Proposition 5.21 in [20]. Next, Proposition 3.3 in [11] gives information about residues in this setting. As the precise arguments can be adapted from Lemma 11 in [6], the details are left out. \qed
Finally, we are able to prove the asymptotic behavior of the exceptional zeros. Again, the ideas of the proof are similar to the proof of [6, Theorem 5] and [32, Theorem 2.3].

**Proof of Theorem 6.6.** Let \( z_j \) be simple zero of \( \Omega_{\lambda,\mu}^{(\alpha,\beta)} \) where \( z_j \in \mathbb{C} \setminus [-1, 1] \). Then \( z_j \) is a double pole of \( W_{\lambda,\mu}^{(\alpha,\beta)} \), and according to Lemma 7.6, we get for a certain constant \( C_0 \in \mathbb{C} \) that

\[
(x - z_j)^2 \left( L_{\lambda,\mu}^{(\alpha,\beta)}(x) \right)^2 W_{\lambda,\mu}^{(\alpha,\beta)}(x) = C_0 + O((x - z_j)^2), \quad \text{as } x \to z_j. \tag{7.19}
\]

We may assume that \( C_0 \neq 0 \), otherwise \( z_j \) is a zero of \( P_{\lambda,\mu,n}^{(\alpha,\beta)} \) as well and then (6.5) is clearly satisfied.

Since \( C_0 \neq 0 \), we can take an analytic logarithm of (7.19) in the neighborhood of \( z_j \). The derivative of this logarithm vanishes because there is no residue, see Lemma 7.6. Therefore, after a few calculations and simplifications, we arrive at the identity

\[
\sum_{k=1}^{N(n)} \frac{1}{z_j - x_{k,n}^{(\alpha,\beta)}} + \sum_{k=1}^{n-N(n)} \frac{1}{z_j - z_{k,n}^{(\alpha,\beta)}} = \frac{(\alpha + r)}{2(1 - z_j)} - \frac{(\beta + r)}{2(1 + z_j)} + \frac{3z_j}{1 - z_j^2} + \sum_{k=1}^{\left|\lambda\right|+\left|\mu\right|} \frac{1}{z_j - z_k} \tag{7.20}
\]

where \( 1 > x_{1,n}^{(\alpha,\beta)} \geq \cdots \geq x_{n,n}^{(\alpha,\beta)} > -1 \) are the regular zeros and \( z_{1,n}^{(\alpha,\beta)}, \ldots, z_{n-N(n),n}^{(\alpha,\beta)} \) are the exceptional zeros of the exceptional Jacobi polynomial and \( z_1, \ldots, z_{\left|\lambda\right|+\left|\mu\right|} \) are the zeros of \( \Omega_{\lambda,\mu}^{(\alpha,\beta)} \).

Now we can proceed completely similar as in the proof of Theorem 5 in [6] (or the proof of Theorem 2.3 in [32]). We only give the ideas.

1. By orthogonality, all \( n \) zeros of the Jacobi polynomial \( P_n^{(\alpha+r,\beta+r)} \) are in the open interval \((-1, 1)\). Because of Corollary 7.3, the number of zeros of the exceptional Jacobi polynomial \( P_{\lambda,\mu,n}^{(\alpha,\beta)} \) in \((-1, 1)\) grows like \( n \). Hence, the number of elements in the first sum of the left hand side in (7.20) grows like \( n \) for \( n \) large enough.

2. The right hand side of (7.20) is independent of \( n \).

3. Distinguish two cases:

   (a) If \( z_j \notin \mathbb{R} \), then consider the imaginary part of both sides in the identity (7.20).

   (b) If \( z_j \in \mathbb{R} \), then consider the real part of both sides in the identity (7.20).

By the first item, a short calculation gives that the real/imaginary part of the first sum in the left hand side grows like \(-n\). By the second item, the second sum in the left hand has to compensate the first sum to establish the identity. As this second sum is finite, at least one element has to grow like \( n \). Hence there exists a \( k \), such that for \( n \) large enough,

\[
\left| \text{Im} \left( \frac{1}{z_j - z_{k,n}^{(\alpha,\beta)}} \right) \right| > c \cdot n \quad \text{or} \quad \left| \text{Re} \left( \frac{1}{z_j - z_{k,n}^{(\alpha,\beta)}} \right) \right| > c \cdot n
\]

for some \( c > 0 \). This results that \( z_j \) attracts \( z_{k,n}^{(\alpha,\beta)} \) for some \( k \) at speed \( O\left(n^{-1}\right)\). \( \square \)
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