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Membership inference attack aims to identify whether a data sample was used to train a machine learning model or not. It can raise severe privacy risks as the membership can reveal an individual’s sensitive information. For example, identifying an individual’s participation in a hospital’s health analytics training set reveals that this individual was once a patient in that hospital. Membership inference attacks have been shown to be effective on various machine learning models, such as classification models, generative models, and sequence-to-sequence models. Meanwhile, many methods are proposed to defend such a privacy attack. Although membership inference attack is an emerging and rapidly growing research area, there is no comprehensive survey on this topic yet. In this paper, we bridge this important gap in membership inference attack literature. We present the first comprehensive survey of membership inference attacks. We summarize and categorize existing membership inference attacks and defenses and explicitly present how to implement attacks in various settings. Besides, we discuss why membership inference attacks work and summarize the benchmark datasets to facilitate comparison and ensure fairness of future work. Finally, we propose several possible directions for future research and possible applications relying on reviewed works.

CCS Concepts: • Security and privacy → Privacy protections.
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1 INTRODUCTION

Machine learning has achieved tremendous progress for various learning tasks, from image classification and speech recognition to generating realistic-looking data. Besides the powerful computational resources, the availability of large datasets is a key factor contributing to machine learning success. As datasets may contain individuals’ private information such as user speech, images, and medical records, it is essential that machine learning models do not leak too much information about their training data. However, recent studies [9, 92, 122] have shown that machine learning models are prone to memorize sensitive information of training data, making them vulnerable to several privacy attacks such as model extraction attack [102], attribute inference attack [23], property inference attack [25], and membership inference attack [90]. In this survey, we focus on membership inference attack.

Membership inference attacks on machine learning models aim to identify whether a data sample was used to train the target machine learning model or not. It can raise severe privacy risks to individuals. For example, identifying that a certain patient’s clinical record was used to train a model associated with a disease reveals that the patient has this disease. Moreover, such privacy risk might lead commercial companies who wish to leverage machine learning as a service to violate privacy regulations. Veale et al. [107] argue that membership inference attacks on machine learning models increase their risks to be classified as personal data under the General Data Protection
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Regulation (GDPR) [111]. Homer et al. [36] propose the first membership inference attack that infers the presence of a particular genome in a genomics dataset. Shokri et al. [90] present the first membership inference attack against machine learning models. Specifically, they demonstrate that an adversary can tell whether a data instance has been used to train a classifier or not, solely based on the prediction vector of the data instance (which is also known as black-box access to a trained machine learning model). Since then, a growing body of work further investigates and extends the topic of membership inference attacks on machine learning models. For example, membership inference attacks are initially investigated on classification models and the adversary only has black-box access to the target models. They are further explored on generative models [29] and investigated when the attacker has white-box access [72]. Meanwhile, there is a large body of work that proposes different defense methods that try to mitigate the effectiveness of membership inference attacks.

There are several surveys that summarise the privacy and security issues of machine learning models [18, 59, 81]. However, they include membership inference attacks as a subtopic and only present certain literature to introduce the basic concept. This paper attempts to provide the first comprehensive survey specifically on both membership inference attacks and defenses. Through this comprehensive overview, we aim to prepare a solid foundation for future research in this realm.

The main contributions of the paper are as follows:

- We conduct the first comprehensive survey of membership inference attacks and defenses on machine learning models.
- We explicitly present how to implement different membership inference attacks when the attacker has various adversarial knowledge.
- We introduce novel designs of membership inference attacks on both classification and generative models and summarize them. We discuss why membership inference attacks work and categorize and summarize the defense mechanisms. We also summarize benchmark datasets to facilitate comparison and ensure fairness of future work.
- The study concludes with a discussion on future research directions in membership inference attacks and defenses based on reviewed works.

The rest of the paper is organized as follows. Section 2 introduces machine learning preliminaries, including the notations and basic concepts. In Section 3, we divide membership inference attacks into two types based on what knowledge is available to the adversary. In Section 4, we explicitly present how to implement membership inference attacks. Section 5 reviews novel designs of membership inference attacks. We point out why membership inference attacks work in Section 6 and categorize the defense mechanisms in Section 7. We present our outlook and propose some future directions for this promising research topic in Section 8 and conclude the paper in Section 9.

2 MACHINE LEARNING PRELIMINARIES

Machine learning (ML) is the study of computer algorithms that learn patterns from massive data. This section introduces machine learning preliminaries at a high level to facilitate the description and discussion of membership inference attacks in the subsequent sections. We present the notations and abbreviations used throughout the paper in Table 1. We introduce the types of machine learning models and how to train them.

2.1 Types of machine learning

Generally, we divide ML algorithms into three categories, i.e., supervised learning, unsupervised learning, and reinforcement learning depending on the information provided by the training data and the different learning tasks. We ignore the introduction of reinforcement learning since membership
Table 1. Summary of notations and acronyms used in the paper

| Notations&Abbreviation | Explanation |
|------------------------|-------------|
| $x$                    | a multi-dimensional data instance |
| $y$                    | the label of $x$ |
| $D_{train}$            | training dataset |
| $N$                    | number of data instances |
| $\mathcal{L}(\cdot)$   | loss function |
| $f(x; \theta)$         | a machine learning model |
| $p(y \mid x)$          | prediction vector |
| $p_i$                  | confidence score |
| $I(\cdot)$             | indicator function |
| ML                     | machine learning |
| SGD                    | stochastic gradient descent |
| GANs                   | generative adversarial networks |
| VAEs                   | variational autoencoder |
| MIA                    | membership inference attacks |
| NN                     | neural network |
| CNN                    | convolutional neural network |
| FL                     | federated learning |
| DP                     | differential privacy |

Deep learning is a part of ML that focuses on deep neural networks (DNN). Membership inference attacks against ML models mainly focus on deep learning models.

2.1.1 Supervised learning. A supervised ML model aims to learn a general rule that maps inputs to outputs from a labeled dataset. Let $D_{train} = \{(x^{(n)}, y^{(n)})\}_{n=1}^N$ be a training dataset, which contains $N$ data instances where each of them consists of a feature vector $x$ and label $y$. An ML model is a function $f(x; \theta)$ that takes as input $x$ and outputs $y = f(x; \theta)$, where $\theta$ are parameters that are learned from $D_{train}$. When $y$ is discrete, the learning task of $f(x; \theta)$ is called classification. Most of the membership inference attacks on supervised learning focus on classification problems.

2.1.2 Unsupervised learning. An unsupervised ML model aims to extract features and patterns from unlabeled data or labeled data without access to the labels. Recently, generative tasks, which aim to learn how to generate samples from the underlying data distribution have gained increasing attention. There are two typical generative models, i.e., Generative Adversarial Networks (GANs) [26] and Variational Autoencoders (VAEs) [49]. Membership inference attacks on unsupervised learning mainly focus on generative models of GANs and VAEs.

GANs: GANs aim to generate new samples that approximate the training data distribution. GANs consist of a generator $G$ and a discriminator $D$ and both of them are neural networks. The generator $G$ takes latent variable $z$ as input and generates new samples $G_{\theta_G}(z)$ that approximate the distribution of $D_{train}$. The discriminator $D$ receives samples of $D_{train}$ and $G_{\theta_G}(z)$ and is trained to learn the difference between them. $G$ and $D$ are trained simultaneously to compete so that $G$ learns to generate more and more realistic samples to fool $D$.

VAEs: The aim of VAEs is the same as that of GANs. It is another popular generative model and consists of an encoder and a decoder that are both neural networks. The encoder takes $x$ as input and maps it into a latent space, while the decoder maps a latent variable $z$ sampled from the latent space back to the data space and tries to reconstruct $x$ with small reconstruction error. After training, the decoder can take random variables $z$ and generates new samples that approximate the data distribution of $D_{train}$.
2.2 Training of machine learning models

We first introduce how to train supervised ML models and unsupervised ML models of GANs and VAEs. Then, based on whether the training data is distributed over multi parties or not, we introduce two training approaches, i.e., centralized training and distributed training.

Training of supervised models: A well-trained supervised ML model should have a small expectation loss on the data it works on. However, as we do not know the true distribution of data, we can not calculate the model’s expected risk. A realistic approach to train supervised ML models is Empirical Risk Minimization (ERM). The core idea is to measure the model’s performance on a known training dataset. For a given dataset \( D_{\text{train}} \), ERM tries to find the parameters \( \theta^* \) that minimize the following objective function:

\[
R_{D_{\text{train}}} (\theta) = \frac{1}{N} \sum_{n=1}^{N} L(y^{(n)}, f(x^{(n)}; \theta))
\]  

(1)

where \( L(\cdot) \) is a loss function. We usually use an iterative optimization algorithm called stochastic gradient descent (SGD) to find the best parameters \( \theta^* \). The SGD algorithm follows:

\[
\theta_{t+1} = \theta_t - \alpha \frac{\partial R_D(\theta)}{\partial \theta}
\]  

(2)

\[
\frac{\partial R_D(\theta)}{\partial \theta} = \frac{1}{K} \sum_{n=1}^{K} \frac{\partial L(y^{(n)}, f(x^{(n)}; \theta))}{\partial \theta}
\]  

(3)

where \( K \) is the size of a small batch. \( \theta_t \) are iterative parameters in the \( t_{th} \) time and \( \alpha \) is the learning rate. Training is finished when the model converges to a local minimum where the gradient is close to zero.

Training of GANs and VAEs: As both the modules in GANs and VAEs are neural networks, SGD is usually used for training GANs and VAEs. SGD tries to find the parameters \( \theta^*_G \) of GANs following the objective function:

\[
\min_{\theta_G} \max_{\theta_D} \mathbb{E}_{x \sim P_{\text{data}}} [\log (D_{\theta_D}(x))] + \mathbb{E}_{z \sim P_z} [\log (1 - D_{\theta_D}(G_{\theta_G}(z)))]
\]  

(4)

where \( \theta_G \) and \( \theta_D \) are parameters of the generator and the discriminator. \( P_{\text{data}} \) is the distribution of \( D_{\text{train}} \), while \( P_z \) is the distribution of \( z \). For the training of VAEs, SGD tries to find the parameters \( \theta^*_{\text{de}} \) following the objective function:

\[
\min_{\theta_{\text{en}}, \theta_{\text{de}}} -\mathbb{E}_{q_{\theta_{\text{en}}}(z|x)} [p_{\theta_{\text{de}}}(x | z)] + KL(q_{\theta_{\text{en}}}(z | x)||P_z)
\]  

(5)

where \( q_{\theta_{\text{en}}}(z | x) \) and \( p_{\theta_{\text{de}}}(x | z) \) are the encoder and the decoder and \( \theta_{\text{en}} \) and \( \theta_{\text{de}} \) are their parameters. \( KL(\cdot || \cdot) \) is the KL divergence and \( P_z \) is the distribution of \( z \).

Centralized and distributed training: Depending on whether the training data is distributed over multi parties or not, there are two types of training approaches. In centralized training, we assume there is one centralized dataset \( D_{\text{train}} \) that contains all training data instances. For a predefined model \( f(x; \theta) \), the SGD algorithm is only interactive with \( D_{\text{train}} \) to update the parameters \( \theta \). While in distributed training, we assume there are \( m \) distributed datasets \( D_1, D_2, \ldots, D_m \) that each contain part of the training data instances. For a predefined model \( f(x; \theta) \), the SGD algorithm is interactive with \( D_1, D_2, \ldots, D_m \) to update the parameters \( \theta \).
3 TYPES OF MEMBERSHIP INFERENCE ATTACKS

Membership inference attacks (MIA) against ML models mainly focus on deep learning models because such models with high complexity are more prone to suffer from the overfitting issues which can be exploited by membership inference attacks. Based on what information is available to the adversary, i.e., adversarial knowledge, membership inference attacks can be divided into two types, black-box inference attacks and white-box inference attacks. In order to better understand these two types of attacks, we introduce a standard learning process of deep neural networks at a high level in Fig. 1.

Fig. 1 shows a typical deep learning process. We use a learning algorithm \( \mathcal{A} \) to train the predefined model \( f(x; \theta) \) using the dataset \( D_{\text{train}} = \{(x^{(n)}, y^{(n)})\}_{n=1}^{N} \). Once the training is finished, a learned model \( f(x; \theta^*) \) can be used to make predictions for unseen data. Assume there is a new data instance \( x \), the learned model \( f(x; \theta^*) \) takes it as input and outputs a vector \( \hat{p}(y \mid x) \). The vector \( \hat{p}(y \mid x) \) is the prediction vector of probabilities that are often referred to as confidence scores. The class with the highest confidence score is selected as the predicted label for the data instance.

3.1 Adversarial knowledge

MIA aims to determine whether a given data instance is part of the target model’s training dataset or not. The target model refers to the model that the adversary wants to attack. For example, in Fig. 1, MIA tries to determine whether \( x \in D_{\text{train}} \) or not. To better understand how we define black-box and white-box inference attacks, we first categorize the adversarial knowledge into four types, i.e., data knowledge, training knowledge, model knowledge, and output knowledge.

Data knowledge: Refers to knowledge of the data distribution of \( D_{\text{train}} \) and the dataset \( D_{\text{train}} \). In most membership inference settings, the knowledge of the data distribution of \( D_{\text{train}} \) is available to the adversary. Thus, the adversary can obtain a dataset \( D' \) which contains data instances that come from the same data distribution as those in \( D_{\text{train}} \). \( D_{\text{train}} \) and \( D' \) can be joint or disjoint, depending on the difficulty of attacks. To conduct a non-trivial membership inference, it is often assumed that \( D_{\text{train}} \) and \( D' \) is disjoint.

Training knowledge: Refers to knowledge of the learning algorithm \( \mathcal{A} \). The knowledge includes the type of optimization algorithm, number of training steps, settings of the optimization algorithm, etc. This knowledge reveals how the target model is trained and it is often assumed to be available to the adversary in most MIA setting.

Model knowledge: Refers to knowledge of the learned model \( f(x; \theta^*) \). This knowledge constitutes two parts, model architecture and model parameters. The knowledge of model architecture includes the type of neural network, the number of layers, the type of activation function, etc. The knowledge of model parameters essentially is the knowledge of the learned parameters \( \theta^* \) in Fig. 1.

Output knowledge: Refers to knowledge of the prediction vector \( \hat{p}(y \mid x) \). Depending on the amount of information provided for the adversary, the output knowledge can be divided into full output knowledge, partial output knowledge, and label-only knowledge. Full output knowledge means all the confidence scores of \( x \) are available to the adversary, while partial output knowledge reveals...
Table 2. Black-box and white-box membership inference attacks, based on whether the adversary knows the target model’s parameters or not.

| Attacks        | Adversarial knowledge | Description                                                                 |
|----------------|-----------------------|-----------------------------------------------------------------------------|
| Black-box      | Model architecture    | The adversary only knows the architecture of the target model and has black-box access to it. For arbitrary input $x$, the adversary can only obtain the prediction vector $\hat{p}(y \mid x)$ but cannot get the intermediate computations of $f(x, \theta^*)$. |
| White-box      | Model architecture    | The adversary has full target model knowledge, including knowledge of both model architecture and parameters. Thus, the adversary can observe any intermediate computations at hidden layers $h(x; \theta_i)$. |

3.2 Black-box inference attacks

In this setting, the adversary has black-box access to the target model. That is, for any data instance $x$, the adversary can only obtain its prediction vector $\hat{p}(y \mid x)$ computed by the target model. The internal parameters $\theta^*$ of the target model are not accessible to the adversary, which means the intermediate computations of $x$ are not available. Most MIA focus on the black-box setting, as this setting is more challenging and realistic.

There are three types of black-box MIA based on different amounts of output knowledge. Each type corresponds to a difficulty level of the attack. As described in Table 3, the first type of black-box MIA receives the maximum information of the model’s output, and is the easiest attack among the three types. Most black-box MIA [63, 85, 90, 94, 120] belong to this type. The second type receives partial information of the prediction vector. Its difficulty is in the middle among the three types of attacks. It receives less information than the first type of attack, however, Salem et al. [85] show that this type of attack can achieve comparable attack accuracy with that of the first type of attack. The third type receives the minimum information of the model’s output. It is an extreme case that the adversary only receives the predicted label, which means the target model reveals the minimum information to the adversary. Recently, Choquette-Choo et al. [16] and Li and Zhang [57] designed the label-only MIA in the black-box setting. By knowing the minimum output knowledge, they show the label-only attack achieves strong performance on a range of datasets. This indicates that ML models are more vulnerable to privacy attacks than we expect.

3.3 White-box inference attacks

In this setting, the adversary obtains all adversarial knowledge and has full access to the target model. This means for any data instance $x$, the adversary not only obtains the prediction vector...
Table 3. Three types of the black-box membership inference attack based on different amounts of output knowledge.

| Output knowledge     | Description                                                                 | Difficulty |
|----------------------|-----------------------------------------------------------------------------|------------|
| Full confidence scores| The adversary obtains all confidence scores of the prediction vector $\hat{p}(y \mid x)$ of the input $x$. Based on these confidence scores, the adversary knows the predicted label of input $x$. The adversary can also calculate loss (e.g., cross-entropy loss) between the prediction vector $\hat{p}(y \mid x)$ and the true label $y$ of the input $x$. | Easy       |
| Partial confidence scores| The adversary obtains partial confidence scores of the prediction vector $\hat{p}(y \mid x)$, e.g., the three largest confidence scores. Based on the partial confidence scores, the adversary can know the predicted label of the input $x$, but he cannot calculate the loss with its true label. | Moderate   |
| Label-only           | The adversary only obtains the predicted label of the input $x$.             | Difficult  |

$\hat{p}(y \mid x)$, but also knows the intermediate computations of $x$ on the target model. We assume $\theta_1, \theta_2, \cdots, \theta_l$ are internal parameters of each layer of the target model $f(x; \theta^*)$. The adversary can calculate the output of each layer $h(x; \theta_i)$ on the input $x$. As white-box inference attacks have all adversarial knowledge, we do not specify their types as we do in the black-box attack setting.

Generally, white-box MIA perform better than black-box ones, as the former know more information than the latter. Nasr et al. [72] are the first to extend the black-box MIA to the white-box setting. They propose to use the gradient $\frac{\partial L}{\partial \theta}$ of prediction loss with regard to target model parameters as additional features to distinguish training samples and the samples that the target model had never seen. They show that their proposed white-box MIA obtains higher attack accuracy than the black-box attacks. However, in Nasr et al.'s [72] proposed white-box attacks, the adversary is assumed to know partial training data of the private training set, which deviates from the most common adversarial knowledge setting. Leino and Fredrikson [55] relax Nasr et al.'s [72] requirement for the adversary and propose an effective white-box MIA that operates without access to any of the target model's training data.

4 MEMBERSHIP INFERENCE ATTACK METHODS

ML models such as deep neural networks are often overparameterized meaning that they have sufficient capacity to memorize information about their training dataset [92, 122]. Moreover, the training datasets are finite in size, and ML models are trained multiple (often tens to hundreds) epochs on the same instances repeatedly. This makes ML models often behave differently on their training data (i.e., members) versus the data that they “see” for the first time (i.e., non-members). Overfitting is a common reason but not the only one (we will discuss more in Section 6). For example, a classifier might classify a data instance of its training set to a class with high confidence (high probability in the entry of corresponding prediction vector) while classifying a new data instance (does not belong to the training set) to a class with relatively smaller confidence. This different behavior enables MIA to exploit such differences to train attack models to distinguish members from non-members. From a taxonomy point of view, there are two types of attack methods. One is neural network based attacks and the other is metric based attacks.

4.1 Neural network based attacks

A neural network (NN) based attack model essentially is an NN binary classifier which maps the target model’s behavior on a data point to its membership in the training dataset. The challenge is how to train such a binary classifier. Based on the adversarial knowledge, an effective technique called shadow training proposed by Shokri et al. [90] is often used for training attack models. The main idea is to create multiple shadow models to mimic the behavior of the target model, as the adversary is assumed to know the structure and learning algorithm of the target model. Then, for
these shadow models, the adversary knows their training datasets and thus can collect features and the ground truth about membership of data instances in these datasets. Based on the labeled (member vs non-member) dataset collected from the shadow models, the adversary can train the attack models.

We use Fig. 2 to show how to train a NN based attack model for attacking classification models using the shadow training technique. $D_{\text{train}}$ is a private training set that is used for training the target classification model through the learning algorithm $\mathcal{A}$. $D'_{1}, \ldots, D'_{k}$ are datasets which are disjoint with $D_{\text{train}}$ and they are called shadow training sets. Each shadow training set contains data instances from the same distribution as those in $D_{\text{train}}$, as the adversary is assumed to know the distribution of $D_{\text{train}}$. At first, the adversary trains $k$ shadow models using these shadow training sets and the learning algorithm $\mathcal{A}$. Each shadow model is trained in such a way to mimic the behavior of the target model. $T_{1}, \ldots, T_{k}$ are called shadow testing sets which are disjoint from $D'_{1}, \ldots, D'_{k}$. After obtaining the trained shadow models, the adversary queries each of them using its own shadow training set and shadow test set and obtains the output. For each shadow model, these output vectors of instances in the shadow training set and shadow test set are labeled “member” and “non-member” respectively. Thus, the adversary can collect $k$ “member” prediction sets $P_{m}^{1}, \ldots, P_{m}^{k}$ and $k$ “non-member” prediction sets $P_{nm}^{1}, \ldots, P_{nm}^{k}$ and they constitute the training sets for the attack model. Finally, based on the collected labeled (member vs non-member) training sets, the adversary can train the NN based attack model, which is a binary classifier.

The shadow training technique can be used for training attack models in both black-box and white-box settings. In both settings, the training procedure of the attack model is the same as we demonstrate in Fig. 2. However, as the input of the attack model in the two settings is different, there are differences between the collected data in the attack model’s training sets. In the black-box setting, the adversary only has black-box access to the target model, which means this adversary can only receive target models’ prediction vector of arbitrary input instances. Thus, when querying the shadow models using their own shadow training sets and test sets, the adversary only collects the prediction vectors of each data instance. In the white-box setting, the adversary has white-box access to the target model, which means the adversary can observe the intermediate computations at hidden layers of the target model as well as the input instance’s prediction vector. Thus, when the adversary queries the shadow model, he collects prediction vectors in addition to the intermediate computations of each data instance.

**NN based attack in the black-box setting:** $P_{m}^{1}, \ldots, P_{m}^{k}$ are “member” prediction sets which contain prediction vectors of data instances in the shadow training sets. $P_{nm}^{1}, \ldots, P_{nm}^{k}$ are “non-member” prediction sets which contain prediction vectors of data instances in the shadow test sets. We denote “member” as 1 and “non-member” as 0. Each “member” prediction set and “non-member” prediction set is represented as follows.

\[
P_{m}^{i} = \left\{ \hat{r} \left( y \mid x^{(t)} \right), 1 \right\}_{t=1}^{N_{m}^{i}} \tag{6}
\]

\[
P_{nm}^{i} = \left\{ \hat{r} \left( y \mid x^{(t)} \right), 0 \right\}_{t=1}^{N_{nm}^{i}} \tag{7}
\]

For an NN binary classifier $g(z; \theta)$, SGD tries to find the parameters $\theta^*$ that minimize the following objective function:

\[
\mathcal{R}(\theta) = \frac{1}{N} \sum_{n=1}^{N} \mathcal{L}(I(x \in P^{m}), g(\hat{r}(y \mid x); \theta)) \tag{8}
\]
where $\mathcal{L}(\cdot)$ is the binary cross entropy loss function and $N$ is the total number of data instances in all shadow training and test sets. $I(\cdot)$ is the indicator function.

After training, we can use the binary classifier to conduct membership inference on data instances. Fig. 3a demonstrates a membership inference process using a trained NN based attack model in the black-box setting. The binary classifier $g(z; \theta^*)$ is a trained attack model. It takes $\hat{p}(y | x)$ as input and outputs whether $x \in D_{\text{train}}$ or not.

**NN based attack in the white-box setting:** The adversary queries the shadow model on each input instance $x$ and computes the prediction vector $\hat{p}(y | x)$, the intermediate computation $h(x; \theta_i)$ at each hidden layer, the loss $\mathcal{L}(y, \hat{p}(y | x))$ in a forward pass, and the gradient of the loss with respect to the parameters of each layer $\frac{\partial \mathcal{L}}{\partial \theta_i}$ in a backward pass. $P_i^m, \cdots, P_k^m$ are “member” prediction sets which contain the above computations of each data instance in the shadow training sets. $P_i^{nm}, \cdots, P_k^{nm}$ are “non-member” prediction sets which contain the above computations of each data instance in the shadow test sets. We concatenate all the computations of each data instance into a flat vector and the prediction sets are as follows.

$$
\nu = (\frac{\partial \mathcal{L}}{\partial \theta_i}, h(x; \theta_i), \cdots, \frac{\partial \mathcal{L}}{\partial \theta_i}, h(x; \theta_i), \hat{p}(y | x), \mathcal{L}(y; \hat{p}(y | x)))
$$

$$
P_i^m = \{\nu, 1\}^{N_i^m}_{t=1}
$$

$$
P_i^{nm} = \{\nu, 0\}^{N_i^{nm}}_{t=1}
$$

The structure of an NN attack model in the white-box setting is usually different from that in the black-box setting, as the input of the attack model in the two settings is very different. Nevertheless,
the attack model is a NN based binary classifier, for an attack model \( g(z; \theta) \), we can use SGD to find the parameters \( \theta^* \) that minimize the following objective function:

\[
R(\theta) = \frac{1}{N} \sum_{n=1}^{N} L(I(x \in P^m), g(\nu; \theta))
\]  

(12)

Fig. 3b demonstrates a membership inference process using a trained neural network based attack model in the white-box setting. The binary classifier \( g(z; \theta^*) \) is a trained attack model. It takes \( \nu \) as input and outputs whether \( x \in D_{train} \) or not.

4.2 Metric based attacks

Unlike NN based attacks that rely on training binary classifiers, metric based attacks make membership inference decisions by calculating metrics on the prediction vectors and comparing them with a preset threshold. Based on different metric options, there are mainly 4 types of metric based membership inference attacks. They are prediction correctness, prediction loss, prediction confidence, and prediction entropy based attacks. Currently, all metric based attacks focus on the black-box setting. Thus, we introduce them in this setting. We denote the metric based attack as \( M(\cdot) \), which codes members as 1, and non-members as 0.

4.2.1 Prediction correctness based attack. The adversary infers an input data instance \( x \) as being a member if it is correctly predicted by the target model, otherwise the adversary infers it as a non-member. The intuition is that the target model is trained to predict correctly on its training data, which may not generalize well on the test data. The attack \( M_{corr}(\cdot) \) is defined as follows.

\[
M_{corr}(\hat{p}(y | x); y) = I(\arg\max \hat{p}(y | x) = y)
\]  

(13)

where \( I(\cdot) \) is the indicator function.

Yeom et al. [120] first propose the prediction correctness based attack and demonstrate its performance is comparable with NN based attacks in the black-box setting. It is often considered as a simple baseline attack. Leino and Fredrikson [55], Song and Mittal [94], and Choquette-Choo et al. [16] use it as a baseline to compare the performance of their proposed attacks.

4.2.2 Prediction loss based attack. The adversary determines \( x \) as being a member if its prediction loss is smaller than the average loss of all training samples, otherwise the adversary infers it as a non-member. The intuition is that the target model is trained on its training samples by minimizing
their prediction loss. Thus, the prediction loss of a training sample should be smaller than the loss of an input that was not used in training. The attack $M_{\text{loss}}(\cdot)$ is defined as follows.

$$M_{\text{loss}}(\hat{p}(y|x); y) = I(\mathcal{L}(\hat{p}(y|x); y) \leq \tau)$$  \hspace{1cm} (14)

where $\mathcal{L}(\cdot)$ is the cross-entropy loss function.

Yeom et al. [120] first propose the prediction loss based attack. They show that by requiring less computational resources and background knowledge, this attack achieves comparable performance with Shokri et al.'s NN based attack [90].

### 4.2.3 Prediction confidence based attack

The adversary determines $x$ as being a member if its maximum prediction confidence is larger than a preset threshold, otherwise the adversary infers it as a non-member. The intuition is that the target model is trained by minimizing prediction loss over its training data, which means the maximum confidence score of a training sample in the prediction vector $\hat{p}(y|x)$ should be close to 1. The attack $M_{\text{conf}}(\cdot)$ is defined as follows.

$$M_{\text{conf}}(\hat{p}(y|x)) = I(\max \hat{p}(y|x) \geq \tau)$$ \hspace{1cm} (15)

Salem et al. [85] first propose the prediction confidence based attack. The threshold value $\tau$ is learned through querying the target model with non-members. They experimentally demonstrate that using the maximum confidence achieves very high attack performance. In their work, they choose to use a single threshold for all class labels. Song and Mittal [94] improve this attack by setting different threshold values for different class labels.

### 4.2.4 Prediction entropy based attack

The adversary classifies $x$ as being a member if its prediction entropy is smaller than a preset threshold, otherwise the adversary infers it as a non-member. The intuition is that the prediction entropy distributions between training and test data are very different. The target model usually has a larger prediction entropy on its test data than the training data. The entropy of the prediction vector $\hat{p}(y|x)$ is defined as follows.

$$H(\hat{p}(y|x)) = -\sum_i p_i \log(p_i)$$  \hspace{1cm} (16)

where $p_i$ is the confidence score in $\hat{p}(y|x)$. The attack $M_{\text{entr}}(\cdot)$ is then defined as follows.

$$M_{\text{entr}}(\hat{p}(y|x)) = I(H(\hat{p}(y|x)) \leq \tau)$$ \hspace{1cm} (17)

Shokri et al. [90] first introduce MIA in machine learning settings. In their original paper [90], Shokri et al. show the difference of prediction entropy distributions between training and test data to explain why membership privacy risks exist. Salem et al. [85] demonstrate the effectiveness of using prediction entropy for attacks. Instead of using a threshold for all classes, Song and Mittal [94] propose to set different threshold values that are dependent on the class labels. They experimentally show that this strategy can achieve higher attack accuracy.

Song and Mittal [94] also propose a modified prediction entropy based attack. They argue that the prediction entropy does not contain any information about the ground truth label, which might misclassify members and non-members. For example, a totally wrong classification with probability 1 leads to zero prediction entropy value and the prediction entropy based attack will classify the data instance as a member. However, the data instance with a totally wrong classification is highly likely a test data instance (i.e., non-member). Thus, they propose a modified prediction entropy metric which is defined as follows.

$$MH(\hat{p}(y|x); y) = -(1 - p_y) \log(p_y) - \sum_{i \neq y} p_i \log(1 - p_i)$$ \hspace{1cm} (18)
where $p_y$ is the confidence score of the correct label. The attack $M_{\text{Metr}}(\cdot)$ is then defined as follows.

$$M_{\text{Metr}}(\hat{p}(y|x); y) = 1(MH(\hat{p}(y|x); y) \leq \tau)$$

(19)

Song and Mittal [94] also experimentally show that the modified prediction entropy based attack is strictly superior to the prediction entropy based attack.

5 DESIGN OF MEMBERSHIP INFERENCE ATTACKS

In previous sections, we have introduced the NN based and the metric based membership inference attacks in both black-box and white-box settings. In this section, we present in detail how these attacks are proposed against specific machine learning models. Based on whether the target model is trained centralized or distributed, we separate these attacks into two parts. One is attacks against centralized learning models and the other is attacks against distributed learning models. A comprehensive summary of all attacks is at the end of the section.

5.1 Attacks against centralized learning

In centralized learning, there is only one private dataset $D_{\text{train}}$ which contains all training data instances. The target model is trained on $D_{\text{train}}$, and once the training process is finished, the model’s parameters are fixed. Based on the learning type of supervised learning and unsupervised learning, in this subsection we divide the membership inference attacks into attacks against centralized supervised learning and attacks against centralized unsupervised learning.

5.1.1 Attacks against centralized supervised learning.

Currently, MIA against centralized supervised learning focus on classification models. The adversary aims to identify whether a data instance was used for training a classifier. Shokri et al. [90] conducted pioneering work that proposes the first MIA against ML models. They propose a shadow training technique to train the NN based attack models in the black-box setting. They evaluate their inference attacks on four types of classification target models: two constructed by cloud-based platforms (Google Prediction API and Amazon ML) and one standard CNN classifier and one fully connected NN classifier. They evaluate their attacks on 7 datasets and demonstrate these target models are vulnerable to MIA.

Salem et al. [85] relax two main assumptions in Shokri et al’s attack [90]. The first assumption in Shokri et al.’s [90] attack is that the adversary needs to establish multiple shadow models to gather training data for the attack model. Salem et al. [85] show that even with one single shadow model the adversary can achieve comparable attack performance. The second assumption in Shokri et al.’s [90] attack is the dataset used to train shadow models must come from the same distribution as the target model’s training data. Salem et al. [85] propose a data transferring attack where the dataset used to train the shadow model is not required to come from the same distribution as the target model’s private training data. Also, the shadow model is not required to have the same structure as the target model. Besides extending existing NN based attacks in [90], Salem et al. [85] propose a metric based attack that leverages the highest confidence score. They experimentally show the data transferring attack and the metric based attack achieve a strong performance.

Yeom et al. [120] propose two metric based MIA in the black-box setting. One is the prediction correctness based attack and the other is the prediction loss based attack. Compared to NN based attacks proposed by Shokri et al. [90], metric based attacks are much simpler and require far less computational resources. Yeom et al. [120] show that by only using the average training loss of the target model, their attacks can achieve the same recall and only a slightly lower precision than Shokri et al.’s [90] NN based attacks.

Li and Zhang [57] study label-only MIA when the target model only provides the predicted label of an input sample instead of a posterior vector. This is an attack scenario where the adversary
is given minimal information. They propose two label-only MIA, a transfer-based attack and a perturbed-based attack. The transfer-based attack aims to construct a shadow model to mimic the target model. The intuition is that if the shadow model is similar enough to the target model, then the shadow model’s confidence scores on an input instance will indicate its membership. The perturbation-based attack aims to add crafted noise to the target instance to turn it into an adversarial example. The intuition is that it is harder to perturb a member instance to a different class than a non-member instance. Thus, the magnitude of the perturbation is used to distinguish members from non-members. The adversary simply considers an instance with perturbation noise larger than a threshold as a member, and vice versa. Choquette-Choo et al. [16] also study label-only MIA and propose two attacks, data augmentation based attack and decision boundary distance based attack. For a target instance, data augmentation based attack creates additional data instances via different data augmentation strategies. These additional data instances are then used to query the target model and the adversary collects all the predicted labels. The attack intuition is that many models use data augmentation techniques during the training process. Thus, a member instance’s augmented versions is less likely to change their predicted label. This enables the adversary to distinguish members from non-members through the behavior of augmented data instances. The decision boundary based attack estimates an instance’s distance to the model’s boundary and decides it as a member if its distance is larger than a threshold. The intuition is similar to Li and Zhang’s [57] perturbed-based attack. The success of label-only attacks demonstrate that ML models might be more vulnerable to MIA than we expect.

Long et al. [63, 64] investigate MIA in the scenario where the target model is not overfitted, which deviates from the aforementioned MIA. They propose a new generalized black-box MIA, which can identify the membership of particular vulnerable instances with high precision on well-generalized models. The intuition is that some instances have unique influences on the output of the target model, even when the model is well-generalized. The attack exploits these unique influences of some particular data instances as the indicator of the presence in the training dataset. Their attack first estimates whether a given instance is a vulnerable instance by estimating the number of neighbors in a reference dataset it has. If the number of neighbors is smaller than a threshold, the given instance is more likely to impose unique influence and is then considered as a vulnerable instance. Then, a hypothesis test will decide the membership of the selected instance. They experimentally show these vulnerable instances can be inferred correctly with high precision on well-generalized models which have training and testing accuracy gaps smaller than 1%.

While the above MIA focus on the black-box setting, Nasr et al. [72] first extend MIA in the white-box setting, which means the adversary has additional access to the internal parameters of the target model. Their white-box inference attacks are an extension of Shokri et al.’s [90] NN based black-box attacks, which try to improve the attack performance by leveraging the intermediate computations of an input sample through the target model. However, Nasr et al. [72] find that by simply combining the target model’s final predictions and its intermediate computations as features, the white-box attack can not achieve higher attack accuracy than that of the black-box one. Instead, they use the gradient of prediction loss with regard to the target model’s parameters as additional features. The intuition is that the gradients of the loss function over the model’s parameters of each training data instance is distinguishable through the training of the SGD algorithm. This enables the white-box inference attacks to exploit the gradient differences between members and non-members and achieve better performance than black-box attacks.

Leino and Fredrikson [55] point out that the white-box adversarial knowledge assumption by Nasr et al. [72] is too strong, which deviates from most MIA settings. Nasr et al. [72] assume that the adversary knows a significant portion of the target model’s private training set $D_{\text{train}}$, while the adversary is often assumed to only have a dataset $D'$ which comes from the same distribution but is
disjoint with $D_{\text{train}}$. Thus, Leino and Fredrikson propose an effective white-box MIA that does not require access to any of the target model’s training data. The attack intuition is that membership information can be leaked through a target model’s idiosyncratic use of features. Features that are distributed differently in the training data than in the true distribution can provide evidence for membership. They first build a Bayes-optimal attack assuming the target model is a simple linear softmax model. When the target model is deep NN models, they approximate each layer as a local linear model, which is then applied to the Bayes-optimal attack. The attacks on different layers are then combined to compute the final membership decision.

5.1.2 Attacks against centralized unsupervised learning. Currently, MIA against centralized unsupervised learning focus on GANs, which is the most popular generative models. To better understand such attacks on GANs, we first describe the architecture of a GAN and then introduce how to design the MIA.

Fig. 4 depicts the architecture of a GAN. It consists of two competing NN modules, a generator $G$ and a discriminator $D$, which are trained to compete against each other. The generator takes random noise variable $z$ and generates samples $G_{\theta_G}(z)$ that approximate the data distribution of $D_{\text{train}}$. The discriminator $D_{\theta_D}(x)$ receives samples from $D_{\text{train}}$ and generated samples $G_{\theta_G}(z)$ and is trained to learn the difference between them. $D_{\theta_D}(x)$ essentially is a binary classifier which outputs the probability that $x$ was taken from $D_{\text{train}}$ rather than from $G$. After training, $G$ receives different $z$ and generates synthetic samples.

MIA on generative models aim to identify whether a data instance was used for training the generator $G$. They are more challenging than the MIA on classification models. Unlike classification models, the adversary does not obtain confidence scores or prediction labels that is related with the target instance from the victim generative models. This means the adversary has little clues for conducting membership inference. Moreover, current GANs models often encounter model dropping and mode collapse, leading to the problem of underrepresenting certain data samples. This poses additional attack difficulty to the adversary.

Based on whether the adversary has access to the generative models’ internals or not, MIA on generative models can be categorized into black-box and white-box attacks. In the black-box setting, the adversary only makes queries to the generator and receives generated synthetic samples. In the white-box setting, the adversary has full access to the generative model, including knowledge of the generator’s internals and the discriminator. This is the most knowledgeable setting for the adversary.

Hayes et al. [29] introduce the first MIA against generative models in both black-box and white-box settings. The attack intuition is that the discriminator of GANs is more confident to output a higher confidence value on training samples, as it is trained to learn statistical differences in distribution. Assume there are $M$ member samples and $M$ non-member samples that the attacker wants to distinguish. In the white-box setting, the adversary just puts all data samples into the discriminator and it will output $2M$ probability values with each of them corresponding to the probability of being a member. The adversary sorts these probability values in descending order.
and picks the samples with largest $M$ values as members. In the black-box setting, the attacker collects samples from the generator and trains a local GAN to learn information about the target GAN from the collected samples. After the local GAN has been trained, the adversary proceeds the membership inference attack using the discriminator of the local GAN as in the white-box setting. Hayes et al. [29] evaluate their attacks on DCGAN [77], BEGAN [6], and VAEGAN [53]. They experimentally show that the white-box MIA achieve perfect accuracy when DCGAN and VAEGAN are the victim models and the performance of the black-box MIA can be improved by a small amount of auxiliary adversarial knowledge.

Hilprecht et al. [32] propose two MIA, one is Monte Carlo (MC) attack designed for GANs in the black-box setting and the other is reconstruction attack designed for VAEs in the white-box setting. The MC attack exploits the generated synthetic samples that are within a small distance of the target sample to approximate the probability that the target sample belongs to the training set via Monte Carlo integration [82]. The intuition behind the MC attack is that the generator of GANs should be able to produce synthetic samples that are close to the training samples if GANs overfit. The reconstruction attack directly make use of the loss function of VAEs to calculate the reconstruction error of the target sample, as the adversary has access to the internals of VAEs. The attack intuition is that training data should have smaller reconstruction errors compared to that of non-member data. In addition to membership inference attacks for a single sample, Hilpreche et al. [32] introduce the concept of set membership inference that the adversary tries to identify whether a set of individuals belong to the training set. They evaluate their attacks on DCGAN [77] and VAEs [49]. They experimentally show that their attacks work especially well on set membership inference and the MIA’s outperform Hayes et al.’s [29] proposed MIA. They also report that VAEs are more vulnerable to MIA than GANs, which suggests VAEs are more prone to overfitting than GANs.

Liu et al. [60] propose co-membership inference, which essentially is the same with the concept of set membership inference proposed by Hilpreche et al. [32]. They propose a new attack method for generative models, which begins with attacking a single target sample and then extends to the co-membership inference. For a given sample $x$ and the generator $G$ of the victim model, the adversary optimizes a neural network to reproduce the latent variable $z$ (the input) of $G$ such that $G$ generates synthetic output $G(z)$ that nearly matches $x$. The attack intuition is that if $x$ belongs to the training set, the adversary is able to reproduce similar synthetic samples close to it. The adversary then measure the L2-distance between the synthetic sample and $x$ and decides $x$ is a member if the distance is smaller than a threshold. The attack method extends to co-membership inference by training the neural network to reproduces each of the $n$ targets in a co-attack. This attack method is different from Hilpreche et al.’s [32]. It requires retraining new neural networks for different input data, while the MC attack and reconstruction attack only need fixed synthetic samples of the generator. Similar to Hilpreche et al.’s [32] observation, Liu et al. [60] report that VAEs are more susceptible to MIA compared to GANs in general.

Chen et al. [12] present the first taxonomy of MIA against generative models. They propose a generic attack model which is applicable to all adversarial knowledge settings, from full black-box to full white-box settings. For a target sample $x$, the adversary tries to reconstruct a synthetic sample that is closest to $x$. The adversary simply finds the synthetic sample from the collected samples from the generator in the full black-box setting, otherwise it makes use of optimization algorithms to reconstruct it. The distance between the reconstructed sample and $x$ is then used for calculating the probability that $x$ belongs to the training set. The attack intuition is that the generator should be able to generate more similar samples for members than that of non-members and thus the distance between the reconstructed sample and $x$ represents the probability that $x$ belongs to the training set. To make a more accurate probability estimation, they also propose to
train a reference GAN with a relevant but disjoint dataset to calibrate the reconstruction error (the distance). The attacker decides $x$ is a member when the calibrated reconstruction error of it is smaller than a threshold. They evaluate their attack on DCGAN [77], VAEGAN [53], PGGAN [46], WGAN-GP [27], and MEDGAN [15]. They report that the attacker’s knowledge about the victim model highly reflects the vulnerability of models. Moreover, a smaller training dataset of the victim model leads to a higher risk of revealing membership information of individual samples. Similar to previous observations in [32] and [60], they also report the high vulnerability of VAEs compared to GANs.

5.2 Attacks against distributed learning

Currently, MIA against distributed learning focus on supervised classification tasks in the federated learning (FL) setting. FL [50, 65] is a kind of distributed learning which aims to jointly learn a model without sharing data. As it becomes more popular with promises of model accuracy and data privacy, the successful design of MIA on FL sheds light on how it discloses information. To better understand the membership privacy risk, we first introduce what FL is.

Fig. 5 depicts the FL process of the FederatedAveraging algorithm [65]. There are $m$ parties and each of them owns a different training set $D_i$. They agree on model structure to train a global deep learning model, without sharing their private data. To achieve this goal, each party first trains a local model $f(x; \theta_i)$ with its own data and hence obtains a local set of parameters $\theta_i$. Then, in each epoch of training, each party sends its model’s parameters $\theta_i^{(t)}$ to the central aggregator. The central aggregator will calculate the average value for each parameter and thus obtains the global parameters $\theta^{(t)}$. Each party then downloads the global parameters $\theta^{(t)}$ and updates the local model using the SGD algorithm on its local private data. The federated training continues until the global model converges.

MIA against FL occur during the training process, which is significantly different from the MIA against centralized training. In the centralized training setting, the adversary is an “outsider” and attacks occur after the training process is finished and the target models are fixed. The “outsider” attacker is a user and is given black-box or white-box access to the trained target model and then constructs his MIA. In the FL setting, there are three possible positions of the attacker, including two positions of “insider” attackers and one position of “outsider” attacker. The “insider” attacker could be either the central aggragator or one of the participant parties and the “outsider” attacker is a user of the final global model. The MIA constructed by an “outsider” attacker in the FL setting essentially
is the same as that in the centralized setting. This is because if the attacker is an "outsider" user, he can only access the final global model after the federated training is finished, thus the MIA against the fixed global model in this case resembles the MIA on the fixed target model in the centralized learning setting. The studies of MIA against FL focus on the "insider" attackers during the federated training phase. That is, either the central aggregator or one of the participant parties, try to identify whether a data instance is being used for training the global model during the training process. The attacks should happen during the training phase because when the federated training process is finished, the "insider" attackers own the fixed global model. Thus the MIA of the "insider" adversary is essentially the same as the white-box MIA in the centralized learning setting.

The adversary in FL is either the central aggregator or one of the participant parties, and aims to identify whether a data instance is being used for training the global model. Note that MIA in the FL setting only require that the adversary identifies whether a data instance is being used for training the global model, but does not need to identify which set the data instance belongs to. This is because MIA on ML models focus on distinguishing target models' training data from the data that they have never seen. In FL, each participant party contributes its local training data to train the global model, and thus all the local training samples are members of the global model. The adversary in FL saves the snapshot of the global model at each iteration $t$ of training and thus obtains multiple versions of the target model over time. If the adversary is the aggregator, it obtains multiple version of $\{\theta^{(1)}, \theta^{(2)}, \ldots, \theta^{(t)}\}$. If the adversary is one of the participant parties (e.g., party 2), he obtains multiple version of $\{m\theta^{(1)} - \theta^{(1)}_2, m\theta^{(2)} - \theta^{(2)}_2, \ldots, m\theta^{(t)} - \theta^{(t)}_2\}$. There are two ways to construct the attack model. The first is the adversary runs an independent membership inference attack on each version of the target models and then combines their results. The second is the adversary runs a single attack model on all saved version of the target models. That is, the attack component of the single attack model processes all of its corresponding inputs over the observed target models at once. For example, assume the adversary collects $T$ versions of the target model, the attack component of the loss $L$ is a concatenation of $(L_1, L_2, \ldots, L_T)$ and it is then processed at once by the attack model. Compared to the first way of constructing an attack model, the second one might capture the dependencies between parameters of the target model over time and thus provide better attack performance [72].

The adversary in federated learning can actively or passively construct membership inference attacks during the training process. When the adversary is the central aggregator, the active attacker adversarially modifies the aggregate parameters $\theta^{(t)}$ and sends it back to each participant party to construct its MIA, while the passive attacker honestly calculates the global parameters $\theta^{(t)}$. When the adversary is one of the participant parties, the active attacker adversarially modifies his local parameters $\theta^{(t)}_i$ and uploads it to the central aggregator to construct his MIA, while the passive attacker honestly uploads his parameters $\theta^{(t)}_i$ to the central aggregator. We introduce the current research of MIA against FL from two directions, depending on the adversary actively or passively constructing his attacks.

### 5.2.1 Active attacks

Nasr et al. [72] investigate how an adversary can actively extract the membership information about a data instance in the FL setting. The active attacker exploits the SGD algorithm to construct his active attack. For a target data instance $x$, the attacker (assume he is one of the participant parties) runs a gradient ascent on $x$ to update the local parameters in the direction of increasing the loss on $x$ as follows.

$$\theta_i = \theta_i + y \frac{\partial L}{\partial \theta_i}$$ (20)
where $\gamma$ is the update rate. The adversary then uploads $\theta_i$ to the central aggregator. The active attack intuition is that if the target instance $x$ is a member of the other parties data, applying the gradient ascent on it by the adversary will trigger the target model to try to minimize its loss by descending in the direction of the target model’s gradient by the other parties. Therefore, the gradient ascent by the attacker will be nullified. However, if $x$ is a non-member of the other parties data, the model will not explicitly change its gradient because it was not involved in the training process. The active gradient ascent increases the target model’s different behavior between the members and non-members and thus makes them more distinguishable. As a result, Nasr et al. [72] report a higher attack accuracy of the active adversary than that of the passive adversary.

5.2.2 Passive attacks. Melis et al. [66] first propose MIA in the FL setting. They focus on deep learning models that operate on non-numeric data where the input space is discrete and sparse (e.g., natural-language text). These models first use an embedding layer to transform inputs into a lower-dimensional vector representation via an embedding matrix and the embedding matrix is treated as a parameter of the global model and optimized collaboratively. The attacker is assumed to be one of the participants that exploits the behavior of the update gradient of the embedding layer. During training, the embedding layer’s gradient is sparse with respect to the input words: given a batch of text, the embedding is updated only with the words that appear in the batch. The gradients of the other words are zeros. The adversary thus exploits this difference that directly reveals which words occur in the training batches used by the honest participants during collaborative learning to decide whether a text record was a member or not.

Truex et al. [105] introduce the threat of MIA when the adversary is a participant in the FL system. Their FL setting is different from the previously mentioned setting. Instead of sharing the parameters to build a global model, each participant trains its local model and only shares the prediction probability when inferring a new instance. For example in the three party case, for an input $x$, party 2 computes a probability vector $\hat{p}_2(y \mid x)$ and share it with the other two parties. They assume different parties of the federated system have very different datasets, which leads to sufficiently different decision boundaries for different parties. The decision boundary differences reveal the underlying training data and thus reveals the membership information. They evaluate the insider attacks on the decision tree models and demonstrate that the insider attacker achieves better attack performance than that of the outsider attacker.

5.3 Summary of membership inference attacks

Fig. 6 contains a taxonomy of membership inference attacks according to different attack objectives and threat models. Moreover, to help the reader better understand the MIA introduced above, we summarize them from a high-level in Table 4. Each paper proposes an original attack method. The reference papers are listed in ascending order of the published year. We first examine whether the proposed attack is black-box or white-box in terms of the adversarial knowledge to the attacker. We then check whether it is an NN based or a metric based attack. Note that an attack can be both NN based and metric based. For example, Liu et al. [60] proposed MIA first trains a neural network to reconstruct a synthetic sample and then the reconstruction error between it and the target real sample is compared with a threshold to decide the membership of the real sample. The victim model is the target model that the adversary wants to attack. It is either a classifier of classification tasks or GANs/VAEs of generation tasks. The last two columns indicate how the victim model is trained, either centralized or federated.

Generally, MIA has gained increasing attention and developed rapidly during recent years. There are around 19 papers that proposed different attack methods against various ML models. These attacks develop from the black-box setting to the white-box setting, although most of the attacks
are black-box ones. In terms of the attack model type, most of them are based on NN to learn a binary classifier which distinguishes the pattern of members from that of non-members. Note that some papers propose more than one type of attack method. For example, Salem et al. [85] not only introduce how to train a NN based attack model, but also suggest to use prediction entropy for attacks. While most of the victim models are classifiers, generative models of GANs and VAEs are attracting more and more attention. While most researchers assume the victim models are trained in a centralized way, Truex et al. [105], Nasr et al. [72], and Melis et al. [66] introduce the privacy risks of membership inference in a federated setting. This indicates the membership inference attacks are general and widely applicable.

6 WHY MEMBERSHIP INFERENCE ATTACKS WORK

MIA exploit the different behavior that ML models are more confident on its training data versus the unseen data. Many papers [12, 55, 85, 90, 120] have pointed out that overfitting is a common reason that enables the MIA on ML models. A ML model is said to overfit to its training data when it performs much better on its training data than the unseen data, i.e., the generalization gap is large. Yeom et al. [120] theoretically analyze the connection of overfitting to membership inference risks and suggest a simple attack that will always achieve attack accuracy better than random guessing (i.e., 50% attack accuracy) as long as the generalization gap of the classification model exists. That is, the attacker predicts an instance as a member if it is predicted correctly, otherwise versus. Shokri et al. [90] empirically show the member and non-member output distributions of the overfitted classification model are very different. Salem et al. [85] emphasize that a classification model is more vulnerable to membership inference attack if it is more overfitted. Leino et al. [55] show new insights about how overfitting leads to membership evidence. They argue that the training data memorized by the overfitted classification model manifested in not only the model’s output behavior but also the internal layers of the model. Thus, they leverage the idiosyncratic features learned in the internal layers of the target model and propose a white-box MIA that improves upon existing black-box MIA.

Different ML model types display different vulnerability to MIA. Shokri et al. [90] show that even though the machine learning as a service platform of the Google model is less overfitted than the Amazon model and has a better predictive power on the same dataset, the Google platform leaks more membership privacy than the latter. Truex et al. [105] experimentally evaluate membership inference on NN model, logistic regression model, Naive Bayes model, k-nearest neighbor model, and decision tree model on seven datasets and the results shows that the decision tree model has the highest attack precision for six datasets and Naive Bayes models consistently show the lowest
precision across all datasets. Hayes et al. [29] suggest that VAEs are more prone to overfitting than GANs trained on the same training data, and this leads to VAEs being more vulnerable to MIA. Chen et al. [12] comprehensively conduct MIA on five state-of-the-art GANs and observe that the vulnerability of different generative models varies. For example, WGANGP [27] is consistently more vulnerable than MEDGAN [15] on the MIMIC-III dataset [43].

ML models trained on different datasets display different vulnerability to MIA. Generally, a model working on a simpler dataset is less vulnerable to membership inference attacks. For example, Salem et al. [85] experimentally show that a CNN model trained on the MNIST dataset [119] has smaller attack precision and recall compared to the model trained on the CIFAR10 dataset [51]. This is because the colored images in CIFAR10 are more sophisticated than the gray digit images in MNIST, which makes the model more difficult to generalize well. The number of classes of the dataset is another factor that influences the model’s vulnerability to membership inference attacks. Generally, a model working on a dataset with more classes are more vulnerable to membership inference attacks. Shokri et al. [90] show that the attack precision of a fully connected NN model trained on the Purchase dataset [44] gets higher and higher when the number of classes increases. Salem et al. [85] show that a CNN model trained on the CIFAR100 dataset has higher attack precision and recall than that of the same model trained on CIFAR10. Lastly, a model trained with more data is less vulnerable to membership inference attacks. This is because more data can represent the feature distribution better and thus leads the learned model to generalize well. Shokri et al. [90] show that a CNN model trained on the CIFAR10 dataset has smaller and smaller attack precision when providing more training samples. Hayes et al. [29], Hilprecht et al. [32], and Chen et al. [12] report that more training data for generative models would reduce the effectiveness of MIA.

7 DEFENSES AGAINST MEMBERSHIP INFERENCE ATTACKS

The current defenses against MIA fall into four categories, i.e., confidence score masking, regularization, knowledge distillation, and differential privacy. In this section, we comprehensively review the related papers of each defense category and summarize them.

7.1 Confidence score masking

Confidence score masking aims to hide the true confidence score returned by the target classification model and thus mitigates the effectiveness of MIA. The defense methods belonging to this category

---

| Reference       | Year | Adversarial Knowledge | Attack Model | Victim Model | Training Approach |
|-----------------|------|-----------------------|--------------|--------------|--------------------|
| Shokri et al. [90] | 2017 | ✓                     | ×            | ✓           | GAN/VAEs           |
| Yeon et al. [85]  | 2018 | ✓                     | ×            | ✓           | µ                 |
| Long et al. [63]  | 2018 | ✓                     | ×            | ✓           | µ                 |
| Salem et al. [85] | 2019 | ✓                     | ×            | ✓           | µ                 |
| Truex et al. [105]| 2018 | ✓                     | ×            | ✓           | µ                 |
| Sablayrolles et al. [64] | 2019 | ✓                     | ×            | ✓           | µ                 |
| Naur et al. [72]  | 2019 | ✓                     | ×            | ✓           | µ                 |
| Hayes et al. [29] | 2019 | ✓                     | ×            | ✓           | µ                 |
| Hilprecht et al. [32] | 2019 | ✓                     | ×            | ✓           | µ                 |
| Liu et al. [60]   | 2019 | ✓                     | ×            | ✓           | µ                 |
| Mei et al. [66]   | 2019 | ✓                     | ×            | ✓           | µ                 |
| Li & Zhang [57]   | 2020 | ✓                     | ×            | ✓           | µ                 |
| Chen et al. [12]  | 2020 | ✓                     | ×            | ✓           | µ                 |
| Rahimina et al. [78] | 2020 | ✓                     | ×            | ✓           | µ                 |
| Hishamoto et al. [34] | 2020 | ✓                     | ×            | ✓           | µ                 |
| Leino & Fredrikson [53] | 2020 | ✓                     | ×            | ✓           | µ                 |
| Song & Mittal [94] | 2020 | ✓                     | ×            | ✓           | µ                 |
| Chen et al. [12]  | 2020 | ✓                     | ×            | ✓           | µ                 |
| Hui et al. [38]   | 2021 | ✓                     | ×            | ✓           | µ                 |
include restricting the prediction vector to top \(k\) classes \[90\] or adding crafted noise to the prediction vector \[42\]. These methods do not need to retrain the target classifiers and are only implemented on the prediction vectors, thus they will not influence the target model’s accuracy. They are proposed to mitigate the black-box MIA since the black-box attacks leverage the differences between members’ and non-members’ prediction vectors. Shokri et al. \[90\] evaluate the mitigation strategy of restricting the prediction vector to top-3 classes or only returning the prediction label on a fully connected NN classifier on Purchase-100 and Texas-100 datasets. They find that restricting the prediction vector to the top-3 classes does not reduce the attack accuracy of their proposed black-box attack. This finding is not surprising because the latter paper \[85\] relaxes the assumptions in Shokri et al.’s \[90\] attack and demonstrates that the black-box attack leveraging partial prediction vectors can achieve similar attack performance compared to using the complete prediction vectors. Shokri et al. \[90\] indeed show that only returning the classifier’s predicted label will reduce the attack accuracy. However, as long as the generalization gap exists, a simple prediction correctness based attack will always achieve better attack accuracy than random guessing. Moreover, the label-only attacks proposed by Li and Zhang \[57\] and Choo et al. \[16\] further investigate the privacy risks when the adversary only gets access to the classifiers’ predicted label and demonstrates that the adversary can still achieve strong performance. Jia et al. \[42\] observe that when the attack model is an NN based binary classifier, it is vulnerable to adversarial examples. Thus, they leverage adversarial machine learning technique \[52\] and propose a defense method called MemGuard that adds a carefully crafted noise vector to a prediction vector and turns it into an adversarial example. MemGuard does not influence the classification models’ prediction accuracy while effectively mitigating the black-box NN based attack to a random guess level. However, Song and Mittal \[94\] re-evaluate the effectiveness of Memguard using metric based attacks and find that the defended models still have high membership inference accuracy.

The confidence score masking mechanism defends MIA when the adversary is in the black-box setting and has the advantage of implementation simplicity. It directly works on the trained models’ prediction vector and thus does not need to retrain the model. It is a natural mitigation mechanism against the adversaries who make use of the complete prediction vector of the target classifier. However, as we previously discussed, confidence score masking might not be effective as the label-only attacks work well when the model only provides a predicted label and the metric based attacks achieve high attack accuracy on Memguard.

### 7.2 Regularization

As we previously discussed, overfitting is the main factor that contributes to MIA. Therefore, regularization techniques that can reduce the overfitting of ML models can be leveraged to defend against MIA. Regularization techniques including L2-norm regularization, dropout \[97\], data argumentation, model stacking, early stopping, label smoothing \[99\], adversarial regularization \[71\], Mixup + MMD \[56\] have been proposed and investigated as defense methods in many papers \[38, 48, 56, 71, 85, 87, 90, 94\]. Among them, L2-norm regularization, dropout, data argumentation, model stacking, early stopping, label smoothing are classical regularization methods proposed to improve the generalizability of a learned model. They are initially proposed to reduce the overfitting of ML models, but they are shown to be quite effective in mitigating MIA. This is because they help the learned model generalize better to new unseen data and reduce the difference of the model’s behavior on its training data and unseen data. The adversarial regularization \[71\] and Mixup + MMD \[56\] are specially designed regularization techniques that aim to mitigate MIA. They add new regularization terms to the classifier’s objective function during the training phase and force it to generate similar output distributions for members and non-members. Nasr et al. \[71\] propose the adversarial regularization defense method. They add membership inference gain of the attack
model as a new regularization term to the loss function of the target model during the training process. The target ML model needs to simultaneously minimize its classification loss and the attack model’s accuracy. The target model is trained in such a way as to preserve its prediction accuracy while mitigating the attacker’s accuracy. Li et al. [56] propose Mixup + MMD defense method. They add the distance between members and non-members output distribution, computed by Maximum Mean Discrepancy (MMD) [22], as a new regularizer to the training loss function of the classifier. The new regularizer term forces the classifier to generate similar output distributions for its members and non-members. As MMD tends to reduce the prediction accuracy of the classifier, they propose to combine MMD with mix-up training [123] to preserve the prediction utility. Note that regularization techniques not only work as defense methods for classification models, with Hayes et al. [29] and Hilprecht et al. [32] also demonstrating that dropout can be leveraged as an effective defense method against MIA on generative models.

Unlike the confidence score masking mechanism, regularization techniques defend against MIA no matter who the adversary is in the black-box or white-box settings. This is because regularization techniques change not only the target models’ output distribution but also their internal parameters, while the confidence score masking mechanism only modifies models’ prediction vectors. Although regularization techniques are effective and widely applicable, one drawback of them is that they might not be able to provide satisfactory membership privacy-utility tradeoffs. For example, Shokri et al. [90] show that L2-norm regularization can mitigate the accuracy of MIA to random guess level when setting the regularization factor to relatively large values, however, this results in a significant reduction of the target model’s prediction accuracy. How to design new regularization methods to improve the tradeoffs between model utility and membership privacy remains an open question.

### 7.3 Knowledge distillation

Knowledge distillation [4, 33] uses the outputs of a large teacher model to train a smaller one, in order to transfer knowledge from the large model to the small one. It allows the smaller student model to have similar accuracy to their teacher models [17]. Based on knowledge distillation, Shejwalkar and Houmansadr [87] propose Distillation For Membership Privacy (DMP) defense method. DMP requires a private training dataset and an unlabeled reference dataset. DMP first trains an unprotected teacher model and uses it to label data instances in the unlabeled reference dataset. Then, DMP selects data instances in the labeled reference dataset that have low prediction entropy to train the target model. The intuition of the selection is such samples are easy to classify and will not be significantly affected by the members of the private training dataset. DMP finally trains a protected model based on the selected labeled samples. The intuition of DMP is to restrict the protected classifier’s direct access to the private training dataset, thus significantly reduces the membership information leakage. DMP enables defense against both black-box and white-box inference attacks. Shejwalkar and Houmansadr [87] evaluate the performance of DMP and compare it with regularization techniques and differential privacy, demonstrating that DMP achieves the state-of-the-art tradeoffs between membership privacy and classification model’s prediction accuracy.

### 7.4 Differential privacy

Dwork et al. [20] propose a probabilistic privacy mechanism called *differential privacy* (DP) that provides an information-theoretical privacy guarantee. Many paper [12, 14, 16, 29, 38–42, 55, 56, 70, 79, 87, 104, 114, 120, 121] have investigated DP as an effective defense method against MIA on ML models. When an ML model is trained in a differentially private manner, the learned model does not learn or remember any specific user’s details. Thus, DP naturally counteracts MIA. Shokri
et al. [90] first point out that differentially private models should limit the success probability of MIA. Yeom et al. [120] theoretically connect DP to MIA and prove that the MIA's advantage of an adversary is limited by a function of the privacy budget $\epsilon$. Rahman et al. [79] first empirically evaluate MIA against differentially private deep classification models. They find that differentially private models provide privacy protection against strong adversaries by only offering poor model utility. Jayaraman and Evans [40] further demonstrate that current mechanisms for differentially private machine learning rarely provide acceptable membership privacy-utility tradeoffs. They comprehensively evaluate MIA on different variants of the DP mechanism including differential privacy with advanced composition [19], zero concentrated DP [8], and Réyi DP [68] for ML models. They find that membership privacy leakage is high when setting DP with limited classifiers' accuracy loss, and setting DP providing strong privacy guarantees results in useless models. Truex et al. [104] evaluate how MIA differ across classes and how DP affects models when they are trained on skewness data. They report that the minority groups are more vulnerable to MIA. Moreover, as a mitigation technique, DP tends to decrease more model's utility on the minority groups. DP of ML models is usually achieved by DP-SGD [1] that adds noise to the gradients of the model during training. Rahimian et al. [78] argue that DP-SGD might significantly hinder the model’s prediction performance when the adversary is in the black-box setting. They propose DP-Logits that uses a Gaussian mechanism to only add noise to the logits of the input instance at prediction time and restrict the number of queries. They report that the privacy budget for the DP-Logits is generally lower than the DP-SGD method.

DP can also defend against MIA on generative models. Many paper [5, 14, 73, 103, 114–116, 124] have proposed various differentially private generative models to ensure the privacy of their training samples. Hayes et al. [29] first evaluate how MIA perform on a differentially private GANs proposed by Triastcyn and Faltings [103]. They find that their proposed white-box attack achieves high accuracy when $\epsilon$ is relatively high and does no better than random guessing when $\epsilon$ is small. However, the acceptable levels of privacy (when $\epsilon$ is small) leads GANs to generate bad quality samples. Chen et al. [14] report similar findings. They report that DP indeed reduces the effectiveness of MIA even when $\epsilon$ exceeds practical values (i.e., $\epsilon > 10^{10}$). However, they also mention that DP deteriorates the generation quality of GANs and applying it into training leads to a much higher computation cost (10$\times$ slower as reported). Wu et al. [114] theoretically prove that the generalization gap of the GAN trained with a differentially private learning algorithm can be bounded. This indicates DP limits the GAN overfitting to a certain extent and explains why it helps to mitigate MIA.

DP provides a theoretical guarantee to protect the membership privacy of individual samples. It can be leveraged as a defense mechanism against MIA on both classification models and generative models, no matter whether the adversary is in a black-box or white-box setting. Although it is widely applicable and effective, one drawback is that it rarely offers acceptable utility-privacy tradeoffs with guarantees for complex learning tasks. That is, it provides meaningless membership privacy guarantees at settings with limited model utility loss, and it results in useless models at settings with strong privacy guarantees. As evaluated in [87], Shejwalkar and Houmansadr report that the knowledge distillation based defense DMP provides better utility-privacy tradeoffs than two state-of-the-art DP techniques for training deep learning models, i.e., the DP-SGD [1] and PATE [75]. However, one must be aware that differential privacy defends not only membership inference attacks, but also other forms of privacy attacks such as attribute inference attacks [23, 24] and property inference attacks [3, 25]. More interestingly, DP has been indicated to have a connection to model robustness against adversarial examples [54].
Table 5. A summary of defenses against membership inference attacks on machine learning models

| Defense            | Applicable Model | Adversarial Knowledge | Reference          |
|--------------------|------------------|-----------------------|--------------------|
|                    | Classifier       | GANs & VAEs           | Black-box          | White-box          |
| Confidence Score Masking | ✓               | ✓                     | ✓                  | ×                  | [13, 16, 42, 57, 78, 85, 90] |
| Regularization     | ✓                | ✓                     | ✓                  | ✓                  | [29, 32, 48, 56, 71, 85, 87, 90, 94] |
| Knowledge Distillation | ✓               | ×                     | ✓                  | ✓                  | [87] |
| Differential Privacy | ✓               | ✓                     | ✓                  | ✓                  | [12, 14, 16, 29, 38, 40–42, 55, 56, 70, 79, 87, 104, 114, 120, 121] |

7.5 Summary of defenses

We summarize the aforementioned defense mechanisms in Table 5. The applicable model column indicates which type of ML model the defense mechanisms can be leveraged to defend against MIA. The adversarial knowledge column indicates which type of attack the defense mechanisms can defend, i.e., the black-box or white-box attacks. As we can see, DP is the most applicable membership inference defense mechanism that works for both classification and generative models and does not care what knowledge the adversary has. Note that as a theoretical privacy guarantee, DP has been investigated to defend other forms of privacy attacks such as attribute inference and property inference attacks [40, 70]. Regularization mechanisms are also available to defend against both black-box and white-box attacks for both classification and generative models. However, for MIA on generative models, only dropout is investigated as a defense method among all regularization techniques. Whether and how to use other regularization techniques to mitigate MIA on generative models remains an open question. For knowledge distillation based methods, i.e., DMP, [87] is the state-of-the-art defense for classification models that offer better privacy-utility tradeoffs than regularization techniques and DP. It can defend against both black-box and white-box MIA.

Moreover, we summarize all related datasets that are used for evaluating the membership inference risks on ML models in Table 6. We hope Table 6 can help future researchers working on this topic to select appropriate datasets for evaluating their proposed attacks or defenses. We select 16 datasets from related papers of membership inference attacks and defenses. We introduce them along with their data type of images or binary features, the learning tasks they are used for, the size, dimension of each instance, how many categories, and the corresponding reference papers. Generally, various datasets are used to evaluate the privacy risks of membership inference on ML models. Most of those datasets are image datasets that are used for classification or generation tasks. The samples in them range from simple handwritten digits with size $28 \times 28 \times 1$ in MNIST [119] to celebrity images with size $218 \times 178 \times 3$ in CelebA [62]. Among the 16 datasets, MNIST [119], CIFAR-10 [51], and CIFAR-100 [51] are the top 3 datasets that are frequently used for evaluating MIA on both classification and generation tasks. Purchase-100 [44] and Texas-100 [100] are another 2 popular binary datasets.

8 FUTURE DIRECTIONS

In this section, we discuss the future directions of MIA from three perspectives, i.e., membership inference attacks on different domains, novel defenses against membership inference attacks, and disparate membership inference risk across individuals and classes.

8.1 Membership inference attacks on different domains

In addition to classification and generative models, MIA have been investigated on various domains, including embedding models [91], regression models [28], sequence-to-sequence models [34, 93], image segmentation [31, 86], transfer learning models [11, 58, 125], algorithmic fairness [10], model explanations [88, 89], adversarial machine learning [95, 96], and graph neural network [30, 74]. Song
Table 6. A summary of benchmark datasets used in evaluating membership inference attacks and defenses on machine learning models

| Dataset                  | Data Type | Learning Task | Size   | Dimension | Category | Reference                     |
|--------------------------|-----------|---------------|--------|-----------|----------|-------------------------------|
| Adult [83]               | ×         | ✓             |        | 48,842    | 14       | [35, 39, 55, 63, 85, 90, 104] |
| Cancer [112]             | ×         | ✓             |        | 699       | 10       | [53, 63]                      |
| Diabetic Retinopathy [45]| ✓         | ×             | ✓      | 88,702    | varies   | [29]                          |
| MNIST [119]              | ✓         | ×             | ✓      | 70,000    | 28×28×1  | [16, 32, 55–57, 60, 63, 69, 78–80, 85, 90, 103–105, 120] |
| Fashion-MNIST [119]      | ✓         | ×             | ✓      | 70,000    | 28×28×1  | [32, 48, 57, 61, 69, 78]     |
| CH-MNIST [47]            | ✓         | ×             | ✓      | 5,000     | 150×150×1| 8                             |
| CIFAR-10 [51]            | ✓         | ×             | ✓      | 60,000    | 32×32×3  | [16, 29, 32, 48, 55–57, 69, 78–80, 84, 85, 97, 99, 104, 105, 120] |
| Foursquare [118]         | ×         | ✓             | ✓      | 528,878   | 446      | [38, 42, 47]                  |
| GTSRB [98]               | ✓         | ×             | ✓      | 50,000    | 64×64×3  | 40                            |
| CIFAR-100 [51]           | ✓         | ✓             | ✓      | 60,000    | 32×32×3  | [16, 38, 40, 48, 55–57, 71, 72, 78, 80, 84, 85, 87, 90, 94, 120] |
| Purchase-100 [44]        | ×         | ✓             | ✓      | 197,324   | 600      | [38, 40, 41, 56, 71, 72, 78, 85, 97, 90, 94, 104, 105] |
| Texas-100 [100]          | ×         | ✓             | ✓      | 67,330    | 6,170    | [38, 41, 42, 56, 71, 72, 78, 85, 97, 90, 94] |
| Birds-200 [109]          | ✓         | ×             | ✓      | 11,788    | N.A.     | 200                           |
| LFW [37]                 | ✓         | ×             | ✓      | 13,233    | 62×47×3  | 5749                          |
| CelebA [62]              | ✓         | ×             | ✓      | 202,599   | 218×178×3| 10,177                        |
| ChestX-ray8 [108]        | ✓         | ×             | ✓      | 108,948   | 1024×1024×1| 32,717                       |

and Raghunathan [91] investigate the membership risks on embedding models and demonstrate a simple threshold attack can achieve a 30% improvement in attack accuracy over random guessing on Word2Vec [67], Fast-Text [7], Glove [76], LSTM [35], and Transformer [106] models. Hisamot
et al. [34] present the possibility of MIA on the sequence-to-sequence model of machine translation. Liew and Takahashi [58] present that in the application of transfer learning on face recognition, an adversary can successfully implement MIA on the teacher model even when it only accesses the student models. Shokri et al. [88, 89] show that releasing transparency reports of ML models can result in membership privacy risks. Song et al. [95, 96] find that the adversarially trained model is more vulnerable to MIA. As there is a growing body of work on MIA in various domains, why they succeed and the corresponding defenses need to be explored.

8.2 Novel defenses against membership inference attacks

Dwork et al. [21] argue that if a machine learning model is useful, it must reveal information about the data on which it was trained. It seems inevitable for ML models to leak some private information of their training data. In addition to the aforementioned four defense mechanisms, there are a few novel perspectives on how to defend MIA. Tople et al. [101] suggest to leverage causal learning methods [2] that aims to learn stable features across distributions to mitigate the membership privacy risks. However, their method is proposed for causal models but not suitable for deep NN models, which are the focus of this survey. Wu et al. [113] show that Bayes deep learning helps to mitigate MIA. They demonstrate Stochastic Gradient Langevin Dynamics (SGLD) [110], an effective method to enable Bayes deep learning, which can prevent membership leakage to a certain extent.
while preserving similar model accuracy compared to SGD. Finding new defense mechanisms and exploring new perspectives of membership privacy to explain behaviours of machine learning models remains an open question.

8.3 Disparate membership inference risks

The effectiveness of membership inference attacks and defenses are mainly evaluated on the whole population in the training dataset. However, understanding the membership inference risks on different classes and individuals are also important. Long et al. [63] first present that outlier samples are more vulnerable to MIA. Yaghini et al. [117] show that there are disparate attack success across different subgroups of the data. They further demonstrate that even if MIA achieve nearly random guessing over the whole population, there are still vulnerable subgroups. Truex et al. [104] show that the minority populations are more likely to be identified by the adversary with a higher confidence. Rezaei and Liu [80] investigate how attacks may differ on a target classifier’s correctly classified and misclassified samples. They find that the current MIA are difficult to distinguish members from non-members on these correctly classified samples. Humphries et al. [39] challenge that DP provides a strong defense against MIA. They show that when the member data distribution is sufficiently distinct from that of the rest of the population, the current MIA might break the theoretical attack success upper bound provided by differentially private models. Investigating and understanding MIA under different settings remains an open question.

9 CONCLUSIONS

Membership inference, including attacks and defenses, is a critical and booming research area. In this paper, we present the first comprehensive survey on this topic. We summarize and categorize existing membership inference attacks and defenses and explicitly present how to implement MIA in various settings. We explicitly introduce novel designs of MIA on both classification and generative models. We discuss why membership inference works and summarize benchmark datasets to facilitate comparison and ensure fairness of future works. Based on reviewed literature, we propose several possible directions for future research. Through this comprehensive overview, we hope to prepare a solid foundation for future research in this field.
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