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Abstract—Traffic signal control is of critical importance for the effective use of transportation infrastructures. The rapid increase of vehicle traffic and changes in traffic patterns make traffic signal control more and more challenging. Reinforcement Learning (RL)-based algorithms have demonstrated their potential in dealing with traffic signal control. However, most existing solutions require a large amount of training data, which is unacceptable for many real-world scenarios. This paper proposes a novel model-based meta-reinforcement learning framework (ModelLight) for traffic signal control. Within ModelLight, an ensemble of models for road intersections and the optimization-based meta-learning method are used to improve the data efficiency of an RL-based traffic light control method. Experiments on real-world datasets demonstrate that ModelLight can outperform state-of-the-art traffic light control algorithms while substantially reducing the number of required interactions with the real-world environment.

Index Terms—Model-based reinforcement learning, meta-learning, traffic signal control.

I. INTRODUCTION

Traffic congestion has become an important issue in many cities around the world. Efficient traffic signal control has been treated as one of the most promising and feasible solutions to alleviate traffic congestion and can significantly reduce the average travel time, hence increasing city mobility and promoting urban economic growth [1]. Given the potential advantages of effective signal control, traffic signal control has been a hot research area for many years [2]. Early approaches based on statistical modelling of historical traffic flow have been replaced with more responsive models based on measuring cars queuing for and passing through an intersection.

Reinforcement learning (RL)-based approaches have shown a number of advantages when compared with traditional traffic signal control methods which use pre-defined fixed control schemes [3], [4]. Studies typically focus on applying RL algorithms to different traffic situations, such as a single intersection [5]–[7], roundabout [8], and multi-intersection [9]–[11] conditions. Most RL-based methods are based on model-free reinforcement learning (MFRL) algorithms, which rely on direct interaction with the real environment to learn the control policy. The sample efficiency of such approaches is low and thus a large amount of training data and a large number of training iterations are required to learn an efficient control policy. Given the complicated traffic condition of a real intersection, massive real training data is infeasible, and excessive training time is also intolerable [7]. Thus, it is important to improve data efficiency for learning-based traffic control algorithms.

In order to overcome the requirement of a large number of training episodes, MetaLight [7], a meta-reinforcement learning-based method, was proposed. MetaLight improves the learning efficiency of the task by transferring knowledge learned previously from other tasks to the target task. However, MetaLight still requires a large number of interactions with the real environment in other tasks, which is time-consuming and not necessarily possible for real-world applications.

Model-based reinforcement learning (MBRL), a method utilizing one or more learned dynamics models of the environment to assist the policy learning, has been shown to be more sample efficient [12]. Many previous studies in MBRL focus on solving model bias [12]–[14] or developing theoretical bounds for MBRL while only a few studies apply MBRL to practical issues [15]–[18], and the existing applications are typically robotics-specific. This paper utilizes the MBRL method for the traffic signal control problem. Specifically, we learn an ensemble of dynamic models of the environment using neural networks to generate imaginary transitions so as to mitigate the reliance on interactions with the real environment. MetaLight [7], a meta-reinforcement learning framework based on MAML [19], is also adopted in our method to learn an optimal initialization of the parameters which can be tuned to target tasks. Furthermore, FRAP++ networks [7] are adopted to approximate the Q function during policy training.

The contributions of this paper can be summarized as follows: (i) To the best of our knowledge, this is the first attempt that applies MBRL to the traffic signal control problem. Specifically, we propose a novel model-based meta-reinforcement learning (MBMRL) method named ModelLight for traffic signal control. (ii) The feasibility and advantages of our proposed method are demonstrated by rigorous experiments on real-world datasets. Results show that our method can obtain state-of-the-art traffic signal control performance while significantly reducing the required number of interactions with the real environment.

II. RELATED WORK

A. Reinforcement Learning-Based Traffic Signal Control

There are two main types of traffic signal control methods: pre-timed and adaptive methods [20]. As an example of a pre-
timed approach, Webster’s method \cite{22} is a representative controller which generates fixed phase setting and cycle duration without considering the current traffic state.

With the growth and reduced cost of computing power, adaptive traffic signal control has become the norm. Given its suitability for RL-based control, RL-based control approaches are one of the most active research directions in the adaptive traffic signal control field. Simple RL algorithms, such as Sarsa \cite{23} and Q-learning \cite{24}, were among the RL algorithms applied to traffic signal control. Given increasing numbers of traffic states, deep RL, which uses deep neural networks to approximate the value or policy function, shows its potential in solving more complex traffic control problems. For value-based deep RL, neural networks are utilized to map states to the value function so as to output a deterministic policy. For instance, Deep Q Network (DQN), a typical value-based deep RL algorithm, is widely studied in traffic signal control \cite{6}. Policy-based deep RL exploits neural networks to learn a policy that directly outputs actions or distribution of actions based on the states \cite{8}. Actor-critic algorithms, which take advantage of both value function and policy gradient-based RL, have also attracted considerable attention in the traffic signal control field \cite{24}.

Many works leverage state-of-the-art machine learning techniques to further improve the performance of an RL-based controller. \cite{10} utilizes Message Propagation-based Graph Neural Networks (MPGNN) to form a Communication Agent Network (CAN) which outputs coordinated actions in a multi-intersection traffic signal control problem. Colight \cite{25} employs graph attention networks to learn weights for adjacent intersections thus assisting communication between different RL agents. PlanLight \cite{26} proposes to use behaviour cloning to address the concerns on reward design for traffic light control. Meta-learning is also exploited in RL-based traffic signal control. MetaLight \cite{7} adopts enhanced MAML \cite{19} to learn a general initial policy based on some existing tasks, hence accelerating the training process of an RL-based traffic signal controller. \cite{27} applies meta-reinforcement learning to traffic signal control for multi-intersections. To our knowledge, however, existing RL methods applied to traffic signal control are all MFRL-based, which shows low sample efficiency and requires a considerable amount of training data to learn a good policy. \cite{28} proposed a Wasserstein generative adversarial network-based traffic flow generator to improve the model generalization of traffic light control agent over different traffic flow scenarios.

\section*{B. Model-Based Reinforcement Learning (MBRL)}

With prior knowledge of how an environment works, MBRL addresses MFRL’s requirement that considerably larger amounts of training data are required than are required for human learning \cite{17}. Recent publications on MBRL include both theoretical and practical work. For the most well-known theoretical MBRL frameworks, \cite{29} proposed three categories: Dyna-style algorithms, shooting algorithms, and policy search with backpropagation through time. Model-Based Meta-Policy-Optimization (MB-MPO) \cite{12}, Stochastic Lower Bound Optimization (SLBO) \cite{32} and Model-Ensemble Trust-Region Policy Optimization (ME-TRPO) \cite{14} are typical Dyna-style algorithms which are built based on Dyna frameworks \cite{31}. These approaches use imaginary transitions generated from the learned dynamics model to replace data sampled from the real environment so as to reduce the interaction with the environment. Shooting algorithms adopt the idea of Model Predictive Control (MPC) to handle non-convex reward optimization and nonlinear systems. Examples include the Random Shooting (RS) \cite{32}, Probabilistic Ensembles with Trajectory Sampling (PETS) \cite{13}, and Mode-Free Model-Based (MB-MF) \cite{33} algorithms. Probabilistic Inference for Learning Control (PiLCO) \cite{34}, Guided Policy Search (GPS) \cite{35}, and Iterative Linear Quadratic-Gaussian (iLQG) \cite{36} approaches belong to the last category which exploit both data and gradient analysis to guide value or policy optimization.

In addition to theoretical studies, MBRL has also shown superior performance in practical applications. For instance, the SOLAR method \cite{18} shows better performance than other MBRL approaches and is more efficient than MFRL on robotic tasks. \cite{15} utilized MBRL to realize low-level control of the hover of a quadrotor with less training data, accelerating the speed of production of low-level controllers. MBRL has also been employed in complex tasks such as Atari games. SimPLe \cite{17} outperformed MFRL methods with a lower data regime. Recently, \cite{27} employed MBRL with a neural renderer to learn to paint like a human painter. Experimental results showed its feasibility on various target images.

In our work, the MBRL algorithm and meta-learning method are combined to improve the performance of traffic signal control and enhance sample efficiency, mitigating the training burden in the real environment.

\section*{III. Preliminaries}

\subsection*{A. Traffic Signal Control Problem}

This paper considers the problem of traffic signal control of a standard single intersection consisting of four two-lane approaches, as illustrated in Figure \ref{fig1}. The model includes different approaches, lanes, traffic flows, and phases.

\textbf{Approaches and Lanes} An intersection is composed of multiple approaches with one or more lanes in each approach. Different types of lanes represent different vehicle movements. For instance, as illustrated in Figure \ref{fig1}a two different lanes restrict the vehicles on respective lanes to turn left or go straight.

\textbf{Traffic Flow} Traffic flow refers to the number of vehicles passing through the cross-section of a road section in unit time.

\textbf{Phases} A phase is an association of different traffic signals in different lanes at the same time, which controls the orderly movement of vehicles at the intersection and prevents conflicts. As summarized in Figure \ref{fig1}b there are eight different phases in this particular intersection. Each phase permits the movement of two lanes while restricting the remaining lanes.

\subsection*{B. Model-Based Reinforcement Learning for Traffic Signal Control}

The process of traffic signal control is modeled as a Markov Decision Process (MDP) \((S, A, \mathcal{P}, \mathcal{R}, \gamma)\), where \(S\) and \(A\)
represent the state space and action space. \( P \) is the state transition and \( R \) denotes the reward function. \( \gamma \) is the discount factor. Unlike MFRL algorithms whose state transition \( P \) and reward function \( R \) are unknown, MBRL methods first learn a model of the environment \( Model(S,A) \) and then leverage the learned model to improve value or policy optimization, hence boosting sample efficiency. In the traffic signal control problem, the reward function \( R \) and the state transition \( P \) are learned using supervised learning with some real transitions \( \{(s,a,s',r)\} \), where \( s, a, s', r \) are the current state, selected action, next state, and reward, respectively.

**IV. METHODOLOGY**

This paper employs model-based reinforcement learning (MBRL) to learn an ensemble of models of the intersection environment and then uses meta learning to learn the optimal initialization parameters that fit target tasks well with a few training steps. In this section, the MDP formulation is first introduced. Next, we present the learning process of the ensemble of intersection models, followed by the model-based meta-reinforcement learning (MBMRL) framework adopted in this study. Finally, the implementation details are described.

**A. MARKOV DECISION PROCESS FORMULATION**

The traffic light control problem can be formulated as a Markov Decision Process. Here, we present the detailed definitions for the state, action, and reward for our problem.

**State** In a real intersection, the environment state contains a series of variables. Following the MetaLight approach \[7\], this study considers the two most important state variables: (i) The number of vehicles waiting on each incoming lane except the right-turn lane since vehicles in the right-turn lane can generally turn right without being restricted by traffic light signals. (ii) The current phase of the traffic signal.

**Action** The only variables in an intersection model that are actively controlled are the alternation and duration of traffic lights on each incoming approach. For simplicity, this paper uses the phase selection for the next time period as the agent action. For a standard intersection with 4 two-lane approaches, the action space contains 8 actions (phases).

**Reward** Restricted by the delay in obtaining travel time, in this case, we take the opposite of the queue length \( q_k \) on each incoming lane – an equivalent substitution of travel time \[38\], as the reward variable: \( R = -q_k \).

**B. LEARNING OF INTERSECTION MODELS**

For MBRL algorithms, the choice of the type of model which represents the dynamics of the environment is pivotal since the corresponding control policy will be influenced significantly by any flaw in the model \[39\]. Taking into account the characteristics of traffic flow, we choose long short-term memory (LSTM) to learn each model, since this architecture has shown good performance on time series prediction problems.

We use a function \( M_{\phi} \) with parameters \( \phi \) to represent the intersection model which predicts the reward \( r \) and the next state \( s' \) according to the current state \( s \) and selected action \( a \). The learning objective for each model \( M_{\phi_i} \) is to find the optimal \( \phi_i \) that minimize the following \( L_2 \) loss:

\[
\min_{\phi_i} \frac{1}{|D_i|} \sum_{(s,a,s',r) \in D_i} \| (s', r) - M_{\phi_i} (s, a) \|^2
\]

where \( D_i \) is the subset of randomly sampled transitions from the transition set \( B_i \). To further reduce model bias caused by deficiencies of the learned environment model, we adopt an ensemble of dynamic models of the environment \[12\]. We randomly initialize the parameters of every model and train different models with different samples of the transitions to reduce the correlation between different models. Additionally, new transitions sampled from the real environment are continuously used to retrain every model hence preventing the distributional shift problem \[12\].

**C. META-REINFORCEMENT LEARNING ON LEARNED INTERSECTION MODELS**

Meta-learning, also known as learning to learn, aims to enable the machine learning agent to learn fast. Model-Agnostic Meta-Learning (MAML) is a well-known meta-learning method that aims to learn a good model initialization \[19\]. In this work, we propose to tackle the traffic signal control problem with a MAML-based meta-learning MetaLight (Zang et al. 2020), and model-based RL. With the ensemble of intersection models \( \{M_{\phi_1}, M_{\phi_2}, ..., M_{\phi_N}\} \), we formulate each traffic signal control task as an MDP which is expressed as \( \langle S, A, M_{\phi_i}, \gamma \rangle \).

We utilize a function \( f_{\theta} \) with parameters \( \theta \) to represent the meta policy (meta learner) which maps the current state to the action output. Accordingly, for each task, the adapted policy (base learner) is defined as the function \( f_{\theta_i'} \) with parameters \( \theta_i' \). The meta-training objective is to learn the initialization parameters \( \theta \) to optimize the performance of each adapted policy \( f_{\theta_i'} \) on the corresponding task, which can be expressed as minimizing the following loss:
Algorithm 1 Meta Training of ModelLight

Require: Distribution over training tasks \( p(T) \); adaptation step size \( \alpha \); meta step size \( \beta \); meta update frequency \( m \); number of real transitions \( T \); number of imaginary transitions \( N \); number of meta training rounds \( H \)

Randomly initialize meta policy \( f_0 \) with parameter \( \theta \)

for \( h = 1, 2, \ldots, H \) do

Randomly sample batch of tasks \( T_h \sim p(T) \); initialize transition set \( B_h \) to \( \emptyset \)

for \( t = 1, m + 1, \ldots, T \) do

for \( t' = t, t + 1, \ldots, \min(t + m - 1, T) \) do

for Each task \( T_i \) do

Generate real transitions into \( B_i \) and sample transitions \( D_i \) using \( f_{\theta_i}' \)

Evaluate \( \nabla_{\theta_i'} \mathcal{L}_{T_i}(f_{\theta_i}') \) using transitions \( D_i \) and Equation 3

Compute updated parameters with gradient descent

\( \theta_i' \leftarrow \nabla_{\theta_i} \mathcal{L}_{T_i}(f_{\theta_i}') \)

end for

end for

Sample transitions \( D'_i \) from \( B_i \)

Update \( \theta \leftarrow \theta - \beta \nabla_{\theta} \sum_{i} \mathcal{L}_{T_i}(f_{\theta_i}') \) using transitions \( D'_i \) and Equation 2 and 3

end for

Learn intersection models \( M_{\phi_i} \) with randomly sampled subset \( D''_i \) from \( B_i \) to minimize

\[
\min_{\phi_i} \sum_{(s,a') \in D''_i} \left( \| (s', r) - M_{\phi_i}(s, a') \|^2 + \gamma \max_{a''} Q(s', a'; f_{\theta_i}) - Q(s, a; f_{\theta_i}) \right) \]

for \( t = 1, m + 1, \ldots, N \) do

for Each intersection model \( M_{\phi_i} \) do

Generate imaginary transitions into \( B_i \) and sample transitions \( E_i \) using \( f_{\theta_i}' \)

Evaluate \( \nabla_{\theta_i'} \mathcal{L}_{M_{\phi_i}}(f_{\theta_i}') \) using transitions \( E_i \) and Equation 3

Compute adapted parameters with gradient descent

\( \theta_i' \leftarrow \theta_i' - \alpha \nabla_{\theta_i'} \mathcal{L}_{M_{\phi_i}}(f_{\theta_i}') \)

end for

Sample imaginary transitions \( E'_i \) from \( B_i \)

Update \( \theta \leftarrow \theta - \beta \nabla_{\theta} \sum_{i} \mathcal{L}_{M_{\phi_i}}(f_{\theta_i}') \) using transitions \( E'_i \) and Equations 2 and 3

end for

end for

We use imaginary transitions generated by each intersection model \( M_{\phi_i} \) with adapted policy \( f_{\theta_i}' \) to update the parameters \( \theta_i' \) of adapted policy, which can be formulated as

\[
\theta_i' \leftarrow \theta_i' - \alpha \nabla_{\theta_i} \mathcal{L}_{M_{\phi_i}}(f_{\theta_i}')
\]

where \( \alpha \) is the adaptation step size.

We then update the initialization parameters \( \theta \) of meta policy with newly sampled imaginary transitions:

\[
\theta \leftarrow \theta - \beta \nabla_{\theta} \sum_{i=1}^{N} \mathcal{L}_{M_{\phi_i}}(f_{\theta_i}')
\]

D. Algorithm Implementation

In this paper, we propose ModelLight to tackle the traffic signal control problem. There are two main phases for ModelLight, i.e., meta training and meta testing phases. Pseudocode for the meta training phase of ModelLight is presented in Algorithm 1. The meta training phase can be further split into 3 parts: (i) meta training in real world, (ii) learning intersection models, and (iii) meta training in intersection models.

In the meta training phase, we apply the meta policy with initialization parameters in real world \( \theta \) to obtain real transitions into a transition set \( B_i \) for each task \( T_i \). The adapted parameters \( \theta_i' \) are then updated using some sampled real transitions \( D_i \). When updating the initialization parameters \( \theta \), some new transitions \( D'_i \) are sampled from the transition set \( B_i \) and used to calculate the gradients. (ii) After interacting with the real environment, we learn an ensemble of intersection models \( M_{\phi_i} \), using some newly sampled real transitions \( D''_i \). (iii) In the subsequent process, the learned intersection models are utilized to generate imaginary transitions for another meta training iteration which are similar to the meta training in real world. In the meta testing phase, we apply the meta policy with the learned optimal initialization parameters \( \theta \) for adaptation training. With a small number of interactions with the real environment and gradient updates, the desired adapted policy with the updated adapted parameters will be obtained.

In the implementation, we use a value-based algorithm, i.e., Deep Q Network (DQN) [40], to optimize our policy. FRAP++ [7], an improved FRAP model which is composed of embedding and convolutional layers, is used as the value network. The approximators we adopt to represent intersection models are LSTMs with a shared network structure, where one head outputs predicted \( s' \), and another generates \( r \). The network consists of an input layer with 16 input nodes, a two-layer LSTM with 16 and 64 hidden nodes, and a one-layer fully-connected neural network with 9 output nodes. The Adam optimizer is used to train the networks. The number of models in the ensemble is the same as the number of total different training tasks, and we use real transitions from each task to train the corresponding model. The adaptation and meta step size are both set as 0.001. The numbers of real transitions and imaginary transitions for each episode are both 360, which represents 3600s interaction with the environment. In meta test phase, the initial model will be adaptively trained for 1 episode. To ensure reproducibility, more hyperparameter details are given in Table I. Inspired by [17], we apply the...
short rollouts technique to reduce compounding errors in learned models. Every 36 time steps we randomly sample a starting state from the transition set when generating imaginary transitions via the learned intersection models. Differing from some Dyna-style MBRL algorithms, in this study, the sampled real transitions are also exploited for meta training to further mitigate compounding errors.

V. EXPERIMENTS

Experiments were conducted using the commonly used simulator, CityFlow\footnote{https://cityflow-project.github.io} on a cloud cluster with 2 x Intel E5-2683 v4 Broadwell @ 2.1GHz CPU. In this work, we use CityFlow to simulate the real environment. The transitions generated from simulator are referred to as real transitions, which represent interactions with the real environment. The transitions generated by the learned intersection models are referred to as imaginary transitions [12]. These experiments aim to answer several questions: Q1 Does the ModelLight boost learning efficiency and lead to better performance on tasks similar to training tasks? Q2 Does ModelLight also improve learning efficiency and performance on tasks distinct from the training tasks? Q3 Does ModelLight well addresses tasks with varying action spaces? Q4 How does ModelLight compare to state-of-the-art meta-learning methods? Q5 Does ModelLight further mitigate reliance on interactions with the real environment?

Considering the comprehensive and sophisticated experimental settings of MetaLight [7], we employ four real-world datasets (traffic flow and roadnet data) from it; $D_{\text{Jinan}}$, $D_{\text{Hangzhou}}$, $D_{\text{Atlanta}}$, and $D_{\text{LosAngeles}}$, which are from four different cities: Jinan, Hangzhou, Atlanta, and LosAngeles, respectively. We also adopt a number of the phase settings from MetaLight. Specifically, as shown in Figure 2, intersection with ten different phase settings were used in the experiment, including one 8-phase intersection, four different 4-phase intersections, and five different 6-phase intersections. In order to handle the varying size of the action space caused by different phase settings and solve potential intersections with different lanes, we follow the settings of FRAP++ [7] by sharing parameters of embedding layers across lanes and fixing the number of $1 \times 1$ convolutions.

In the meta training phase, 20 different intersection scenarios with phase setting (PS) 1 from $D_{\text{Hangzhou}}$ are utilized to train our policy, including 3+4a, 3+4b, 3+6a, 3+6b, 3+6c and 5+8, where 4a, 4b, 6a, 6b, 6c and 8 are phase settings of PS1. To evaluate how ModelLight performs, we use 3 task settings in meta test phase. In Task 1, 12 intersection scenarios with PS1 from $D_{\text{Hangzhou}}$ are adopted, which studies the performance on scenarios similar to meta training scenarios except for traffic flow. Task 2 is conducted for the evaluation of performance on scenarios from different cities but with the same phase settings as meta training scenarios, where six different intersection scenarios with PS1 from $D_{\text{Jinan}}$, $D_{\text{Atlanta}}$, and $D_{\text{LosAngeles}}$ are used for meta testing. In Task 3, we further test how ModelLight performs on a challenging setting. Scenarios are sampled from different cities with different phase settings, where 10 intersection scenarios with PS2 from $D_{\text{Jinan}}$, $D_{\text{Atlanta}}$, and $D_{\text{LosAngeles}}$ are used for meta testing.

To verify the superiority and effectiveness of ModelLight on traffic signal control problems, several state-of-the-art baselines are used as comparison.

- **FRAP++** [7] is the adapted policy of ModelLight. FRAP++ is directly applied to the 3 test tasks with random initialization parameters.
- **MAML** [19] combines the original FRAP with MAML framework.
- **MetaLight** [7] learns a good initialization of FRAP++ using an adapted MAML method and is shown to be superior than other baselines in most of the traffic scenarios.

The travel time, a widely adopted traffic measurement which is defined as the average travel time that vehicles spend on approaching lanes (in seconds), is used as the evaluation index to evaluate the performance of different methods under different experimental scenarios.

A. ADAPTED PERFORMANCE

In this experiment, we evaluate how ModelLight compares to other traffic signal control methods when using the same

---

**TABLE I**

VALUES OF HYPERPARAMETERS FOR REPRODUCTION.

| Hyperparameter                        | Value     |
|---------------------------------------|-----------|
| Number of meta training rounds $H$    | 100       |
| Number of training epochs for LSTM    | 200       |
| Number of randomly sampled tasks per round | 2        |
| Number of real transitions per task per round ($T$) | 360       |
| Number of imaginary transitions per task per round ($N$) | 360       |
| Number of sampled real transitions for model training | 300       |
| Batch size of real transitions for policy training | 30        |
| Batch size of imaginary transitions for policy training | 100       |
| Adaptation step size $\alpha$         | 0.001     |
| Meta step size $\beta$                | 0.001     |
| Meta update frequency $m$              | 10        |
| Optimizer for intersection model training | Adam     |
| Optimizer for Q-network training       | SGD       |
| Initial epsilon parameter of $\epsilon$-greedy | 0.8       |
| Minimum epsilon parameter of $\epsilon$-greedy | 0.2       |
| Updating frequency of target network  | 5         |

![Fig. 2. Ten different phase settings. Yellow represents phase setting 1 (PS1) and blue represents phase setting 2 (PS2).](image-url)
number of interactions with simulator (real transitions) on 3 tasks. 100 training rounds (100 pass over all the dataset) are applied for meta-learning methods (MAML, MetaLight, and ModelLight) and a 3600-second test is conducted for all methods.

Table II and III reports the performance (average travel time ± standard deviation) of different methods on 3 tasks. Lower average travel time with lower standard deviation denotes better performance. MetaLight is the second-best algorithm and shows better performance when compared with FRAP++ and MAML in most cases. ModelLight outperforms all baselines in five out of six cases of Task 1 and all six cases of Task 2 and 3, yielding average improvements of 5.71%, 17.94% and 9.69% in terms of average travel time for Task 1, 2 and 3 respectively when compared with the best baseline (Q3, Q4). Furthermore, ModelLight achieves the lowest standard deviation in the vast majority of the scenarios, which implies the superior reliability of ModelLight. In most cases, given that model error can significantly influence the final performance of model-based RL, MFRL methods generally achieve similar or better asymptotic performance as MBRL as long as the number of training rounds is not limited [13, 16]. However, our MBRL method can outperform MFRL method when the number of training round is limited considering that an infinite amount of training is not feasible in a real intersection. Additionally, MAML generates similar results as FRAP++, while the other two meta-learning methods, MetaLight and ModelLight, greatly surpass the performance of FRAP++ on both tasks, which addresses Q1 and Q2.

Figures 3 and 4 illustrate learning curves in the meta testing phase for 3 tasks. As we can see, ModelLight shows not only faster convergence rates but also the lowest average travel time among all the methods. Additionally, the variances of performance with 5 random seeds for ModelLight and MetaLight are much smaller than those for MAML and FRAP++, which indicates that MAML and FRAP++ are more easily influenced by random seed values while ModelLight and MetaLight are more stable.

B. Sample Efficiency

In this experiment, we test how ModelLight performs using only one-tenth of the interactions with the simulator that other meta-learning methods use. Given that the number of interactions with the simulator is fixed for each training round, we train ModelLight only for 10 training rounds and evaluate its performance on the 3 tasks. The best baseline, MetaLight, is used for comparison, with both 100 and 10-round training.

As illustrated in Table IV and V, ModelLight trained with only 10 training rounds achieves comparable results to the best baseline (MetaLight trained with 100 training rounds) on 3 tasks, even better results on task 2, which demonstrates the improvement in sample efficiency of ModelLight. In practice, with only one-tenth of the training rounds, we can learn a better initialization for meta test, which further mitigates the
TABLE IV

| Phase Setting | 4a | 4b | 6a | 6b | 6c | 8 |
|---------------|----|----|----|----|----|---|
| MetaLight-10r | 35.70 ± 26.38 | 365.54 ± 54.32 | 152.84 ± 40.40 | 122.89 ± 11.65 | 80.07 ± 9.06 |
| ModelLight-10r | 106.77 ± 22.00 | 496.51 ± 203.81 | 248.83 ± 78.26 | 542.22 ± 130.94 | 267.16 ± 75.84 |
| Improvement | 5.92% | 5.52% | 8.43% | 4.43% | - | - |

TABLE V

| Cay | Task 2 (PS1) | Task 3 (PS2) |
|-----|--------------|--------------|
| LA | AT | JN | LA | AT | JN |
| MetaLight-10r | 115.55 ± 33.27 | 248.83 ± 39.47 | 152.84 ± 40.40 | 402.55 ± 116.77 | 455.35 ± 144.88 | 179.56 ± 47.83 |
| MetaLight-10r | 100.89 ± 113.66 | 369.41 ± 120.01 | 355.07 ± 167.37 | 598.58 ± 192.13 | 782.03 ± 183.73 | 390.15 ± 135.85 |
| ModelLight-10r | 97.59 ± 18.20 | 207.04 ± 5.50 | 138.41 ± 30.87 | 376.55 ± 68.78 | 470.11 ± 110.85 | 229.58 ± 99.98 |
| Improvement | 15.54% | 16.79% | 9.32% | 6.46% | - | - |

Both methods are trained for 10 training rounds. Results show that ModelLight with an ensemble of models improves performance by an average of 14.54%, 19.52% and 14.08% on Task 1, 2 and 3, respectively.

**Short rollouts and random starts** The short rollouts method helps alleviate compounding errors and random starts ensure exploration. To examine whether these techniques are helpful and which length of rollouts (denoted as $L$) works the best, we set $L = 36$ as default and change $L$ to 10, 120, 360. To eliminate the impact of the total number of imaginary transitions, we keep it the same among these four experiments. Therefore, when $L$ is set to 360, the short rollouts method is equivalently abandoned. Results show that $L = 360$ performs the worst, while $L = 10$ performs similar results as $L = 36$.

**Approximator of the dynamics model** A few choices of the dynamics model are evaluated in our study, including Gaussian Process, fully-connected neural network, and LSTM. The experimental results show that ModelLight with LSTM outperforms other methods in terms of travel time with fewer training parameters.

VI. CONCLUSION AND DISCUSSION

This paper presents ModelLight, a novel model-based meta-reinforcement learning method for solving traffic signal control problems. ModelLight takes advantage of model-based reinforcement learning and meta-learning to improve the adapted performance and sample efficiency. To mitigate model bias, an ensemble of dynamics models are learned to generate imaginary transitions for policy training. We use short rollouts and random starts for generating imaginary transitions to further reduce compounding model error. Our experiments demonstrate that ModelLight can improve data efficiency compared with other reinforcement learning-based control methods. Furthermore, ModelLight can achieve even better performance with much less interaction with the real environment, which can be very useful in real-world applications. It is also worth noting that the proposed method can be adapted to different intersection types as long as the state and action settings are adjusted accordingly. In the future, we plan to...
combine transfer learning with ModelLight to further improve the data efficiency and study the performance of ModelLight on more types of intersection models.
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