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Abstract

We study parton-branching solutions of QCD evolution equations and present a method to construct both collinear and transverse momentum dependent (TMD) parton densities from this approach. We work with next-to-leading-order (NLO) accuracy in the strong coupling. Using the unitarity picture in terms of resolvable and non-resolvable branchings, we analyze the role of the soft-gluon resolution scale in the evolution equations. For longitudinal momentum distributions, we find agreement of our numerical calculations with existing evolution programs at the level of better than 1% over a range of five orders of magnitude both in evolution scale and in longitudinal momentum fraction. We make predictions for the evolution of transverse momentum distributions. We perform fits to the high-precision deep inelastic scattering (DIS) structure function measurements, and we present a set of NLO TMD distributions based on the parton branching approach.
1 Introduction

Realistic comparisons of experimental data for hard processes at high-energy hadron colliders with theoretical predictions based on QCD factorization formulas [1–4] require Monte Carlo simulation via parton shower event generators. While great progress has been achieved in the last decade on matching and merging methods [5–7] to combine parton showers with perturbative calculations through next-to-leading order (NLO), important open questions still remain, both conceptual and technical, on the appropriate use of parton distribution functions in parton showers (see e.g. [8–11]) and on the treatment of the shower’s transverse momentum kinematics (see e.g. [12–14]). The relevance of these effects is known to increase with energy [15–17], and they thus constitute an important theme for physics at the Large Hadron Collider (LHC) and at colliders of the next generation [18].

Candidate approaches to tackle such questions in complex, multi-scale collider processes generally include theoretical constructs designed to extend the concept of collinear parton density and decay functions, as in the case of Soft Collinear Effective Theory (SCET) [19–21] or of transverse momentum dependent (TMD) formalisms [22–24]. For instance, in Ref. [25] the TMD gluon density is determined, based on the high-energy factorization [26] and CCFM evolution equation [27], from fits to the high-precision deep inelastic scattering (DIS) data [28, 29], and used in a parton shower calculation [17] to make predictions for $W$-boson + jets hadro-production, which can be compared with LHC experimental measurements [30,31].

Although the analysis in [17,25] proves to be successful in achieving a meaningful TMD description of both DIS and Drell-Yan measurements, it is based on a TMD form of factorization valid at high energy, and requires a matching method (provided by the CCFM equation) to include non-asymptotic contributions at collider energies. Because of the high-energy expansion, the method is predominantly sensitive to the gluon density, and quark contributions enter systematically at subleading orders.

In Ref. [32] we have proposed a different approach, based on solving coupled quark and gluon DGLAP [33] evolution equations using parton branching methods, and determining from this both collinear (integrated over transverse momenta, iTMD) and TMD parton densities. Rather than starting from high-energy resummed equations, this work relies on renormalization group evolution equations. The approach uses the unitarity formulation of these evolution equations which forms the basis of parton showering Monte Carlo simulation [2,34]. In this sense, it is close in spirit to the works in Refs. [35–43], in Refs. [44–50], and in Refs. [51,52]. Ref. [32] shows that the evolution of parton distribution functions can be calculated, including the transverse momentum dependence, from a parton branching approach, provided infrared contributions to evolution are treated by a method which takes into account consistently soft gluon emissions, near the endpoint for lightcone momentum fractions $z \to 1$, not just at inclusive level but at exclusive level. In particular, Ref. [32] shows that this can be done by using a finite soft-gluon resolution scale in the evolution equations.

In this paper we provide details of the approach set out in [32], we show that it can be applied to higher accuracy order-by-order in the strong coupling $\alpha_s$, and we present numerical results at the next-to-leading order (NLO). Further we present the results of fits, based on this approach, to the high-precision DIS data [53]. First results from this work have appeared in [54].
The paper is organized as follows. In Sec. 2 we describe the main elements of the parton-branching formulation of the coupled QCD evolution equations. In Sec. 3 we present the numerical Monte Carlo solution of the coupled quark and gluon evolution equations at NLO. We compare collinear parton density functions obtained by our parton-branching solution with results obtained via the evolution package QCDNUM \cite{55,57}. In Sec. 4 we illustrate an application of our method by performing a fit to the high-precision DIS data \cite{53}. For the fit we use an updated version of the program \cite{58} within the xFitter open-source QCD fit platform \cite{59}. By the method of the present paper we are able to extend the fit \cite{25} to precision DIS data significantly toward higher $x$ and higher $Q^2$. In Sec. 5 we turn to TMD parton density functions \cite{22,60}. We discuss the identification of the transverse momentum in the initial-state parton distribution in terms of the shower’s kinematics and evolution variable. We present a new set of quark and gluon TMDs including NLO evolution kernels. We give conclusions in Sec. 6.

2 Unitarity approach to QCD evolution equations

In this section we give the main elements of the parton-branching approach to the evolution equations. We introduce a soft-gluon resolution scale into the renormalization group evolution equations, and describe resolvable and non-resolvable emissions. We discuss the relationship of our results with the angular-ordered, coherent branching \cite{61-64}, and the behavior of the endpoint $z \to 1$ region in transverse momentum distributions \cite{65,66}. We construct an iterative Monte Carlo solution of the evolution equations, and apply it to the case of collinear and TMD parton densities.

2.1 The renormalization group evolution

The renormalization group evolution of parton distribution functions can be written in terms of parton splitting processes as follows

\[ \frac{\partial f_a(x, \mu^2)}{\partial \ln \mu^2} = \sum_b \int_x^1 \frac{dz}{z} P_{ab}(\alpha_s(\mu^2), z) f_b(x/z, \mu^2), \]

where $f_a(x, \mu^2)$ are parton distributions for $a = 1, \ldots, 2N_f + 1$ species of partons (with $N_f$ the number of quark flavors) as functions of longitudinal momentum fraction $x$ and evolution mass scale $\mu$, and $P_{ab}(\alpha_s, z)$ are the DGLAP splitting functions, depending on the running coupling $\alpha_s$ and the splitting variable $z$, and computable as a perturbation series expansion

\[ P_{ab}(\alpha_s, z) = \sum_{n=1}^{\infty} \left( \frac{\alpha_s}{2\pi} \right)^n P_{ab}^{(n-1)}(z). \]

We will work with the momentum-weighted parton distribution functions $\tilde{f}_a$,

\[ \tilde{f}_a(x, \mu^2) \equiv x f_a(x, \mu^2), \]

for which the evolution equations read

\[ \frac{\partial \tilde{f}_a(x, \mu^2)}{\partial \ln \mu^2} = \sum_b \int_x^1 dz P_{ab}(\alpha_s(\mu^2), z) \tilde{f}_b(x/z, \mu^2). \]
In the physical picture of Eq. (4), a finite resolution scale in the transverse distance between emitted partons implies, by energy-momentum conservation, that one cannot resolve partons radiated with longitudinal momentum fractions closer to \( z = 1 \) than a certain cut-off value, \( z > z_M \) with \( 1 - z_M \sim O(\Lambda_{\text{QCD}}/\mu) \), where \( \mu \) is of the order of the hard-scattering scale and \( \Lambda_{\text{QCD}} \approx 1 \text{ fm}^{-1} \) is the natural scale of the strong interactions. Removing non-resolvable radiative contributions from the evolution, on the other hand, leads to a violation of unitarity. The key idea of the parton branching method is to restore unitarity by recasting the evolution equations in terms of no-branching probabilities (Sudakov form factors) and real-emission branching probabilities. We will introduce the resolution scale parameter \( z_M \) formally into the evolution equations in Sec. 2.3 and describe the unitary branching method in the subsequent sections.

To set up our formalism, we decompose the splitting functions \( P_{ab}(\alpha_s, z) \) as

\[
P_{ab}(\alpha_s, z) = D_{ab}(\alpha_s)\delta(1-z) + K_{ab}(\alpha_s) \frac{1}{(1-z)_+} + R_{ab}(\alpha_s, z),
\]

where the plus-distribution \( 1/(1-z)_+ \) is defined for any test function \( \varphi \) as

\[
\int_0^1 \frac{1}{(1-z)_+} \varphi(z) \, dz = \int_0^1 \frac{1}{1-z} \left[ \varphi(z) - \varphi(1) \right] \, dz.
\] (6)

Eq. (5) provides a classification of the singular behavior of the splitting functions \( P_{ab}(\alpha_s, z) \) in the non-resolvable radiation region \( z \to 1 \). It decomposes the splitting functions into the \( \delta(1-z) \) distribution, the \( 1/(1-z)_+ \) distribution, and the function \( R(\alpha_s, z) \) which contains logarithmic terms in \( \ln(1-z) \) and analytic terms for \( z \to 1 \). The \( \delta(1-z) \) and \( 1/(1-z)_+ \) contributions to splitting functions are diagonal in flavor,

\[
D_{ab}(\alpha_s) = \delta_{ab}d_a(\alpha_s), \quad K_{ab}(\alpha_s) = \delta_{ab}k_a(\alpha_s)
\] (7)

(no summation over repeated indices). The functions \( D_{ab} \) and \( K_{ab} \), or equivalently \( d_a \) and \( k_a \), and the functions \( R_{ab} \) in Eq. (5) have the perturbation series expansions

\[
d_a(\alpha_s) = \sum_{n=1}^{\infty} \left( \frac{\alpha_s}{2\pi} \right)^n d_a^{(n-1)}, \quad k_a(\alpha_s) = \sum_{n=1}^{\infty} \left( \frac{\alpha_s}{2\pi} \right)^n k_a^{(n-1)},
\] (8)

\[
R_{ab}(\alpha_s, z) = \sum_{n=1}^{\infty} \left( \frac{\alpha_s}{2\pi} \right)^n R_{ab}^{(n-1)}(z).
\] (9)

The treatment which we develop in this section only relies on the decomposition in Eq. (5) and is valid at any order in \( \alpha_s \). In practical applications one takes a given truncation of the expansions in Eqs. (8), (9). The numerical results in Secs. 3, 4 and 5 are based on the expansion to NLO (i.e., \( n = 2 \) in Eqs. (8), (9)).

Charge conjugation and \( SU(N_f) \) flavor symmetries imply that the splitting functions \( P_{ab} \) obey the following relations to all orders,

\[
P_{g,g} = P_{g,g} \equiv P_{qq} \quad , \quad P_{gq_i} = P_{gq_i} \equiv P_{qg},
\]

\[
P_{q_iq_j} = P_{q_iq_j} \equiv P_{qg}^{NS} \delta_{ij} + P_{qq}^S, \quad P_{q_iq_j} = P_{q_iq_j} \equiv P_{qg}^{NS} \delta_{ij} + P_{qg}^S,
\] (10)
where the superscripts \( NS \) and \( S \) stand respectively for non-singlet and singlet. Therefore, \( P_{ab} \) has three independent quark-gluon or gluon-gluon components \((P_{qq}, P_{qg} \text{ and } P_{gg})\) and four independent quark-quark components (the \( NS \) components \( P_{qq}^{NS}, P_{gg}^{NS} \) and the \( S \) components \( P_{qq}^{S}, P_{gg}^{S}\))\(^\dagger\).

In the next section we give explicit expressions at one-loop and two-loop orders for the \( D_{ab}, K_{ab} \) and \( R_{ab} \) terms in Eq. \((5)\).

### 2.2 Expansion in powers of \( \alpha_s \)

At one-loop order the coefficients of the perturbative expansions \((8),(9)\) for \( d_a, k_a \) and \( R_{ab} \) can be read from \(33\). At this order, one has \( P_{qq}^{NS} = P_{qg}^{NS} = P_{gg}^{NS} = 0 \), so that all quark-quark components are degenerate. The one-loop expressions for \( d_a, k_a \) and \( R_{ab} \) are given by

\[
d^{(0)} \equiv d \left( \frac{3}{2 C_F} \right), \quad \bar{d}^{(0)} \equiv \frac{11}{6} C_A - \frac{2}{3} T_R N_f, \quad (11)
\]

and

\[
k^{(0)} = 2 C_F, \quad k^{(0)} = 2 C_A \quad (12)
\]

and

\[
R^{(0)}(z) = 2 C_A \left[ \frac{1 - z}{z} + z(1 - z) - 1 \right],
\]

\[
R^{(0)}(z) = R^{(0)}(z) = C_F, \quad R^{(0)}(z) = R^{(0)}(z) = 0, \quad (13)
\]

where the \( SU(N_c) \) color factors (with \( N_c = 3 \) the number of colors) are given by

\[
C_A = N_c, \quad C_F = \frac{N_c^2 - 1}{2 N_c}, \quad \text{Tr} \left( t^k t^m \right) = \delta^{km} T_R = \frac{1}{2} \delta^{km}. \quad (14)
\]

At two-loop order the perturbative coefficients for \( d_a, k_a \) and \( R_{ab} \) start to depend on the renormalization scheme. In the \( \overline{MS} \) scheme the results can be read from \(68,69\). At the level of two loops also \( P_{qq}^{NS}, P_{qg}^{NS}, P_{gg}^{NS} \) are nonvanishing so that the degeneracy of the quark splitting functions is lifted. However a residual degeneracy remains because \( P_{qq}^{S} = P_{gg}^{S} \) at this order\(^\ddagger\). The two-loop coefficients for \( d_a \) and \( k_a \) are given by

\[
d^{(1)} = C_F^2 \left( \frac{3}{8} - \frac{\pi^2}{2} + 6 \zeta(3) \right) + C_F C_A \left( \frac{17}{24} + \frac{11 \pi^2}{18} - 3 \zeta(3) \right) - C_F T_R N_f \left( \frac{1}{6} + \frac{2 \pi^2}{9} \right),
\]

\[
d^{(1)} = C_A \left( \frac{8}{3} + 3 \zeta(3) \right) - \frac{4}{3} C_A T_R N_f - C_F T_R N_f, \quad (15)
\]

\(^\dagger\)The independent quark-quark components can alternatively be taken \(1,67,68\) to be the three which correspond to the three linear combinations diagonalizing the evolution of non-singlet distributions, plus the one which controls the evolution of the singlet quark distribution coupled to gluons.

\(^\ddagger\)The degeneracy is fully lifted starting at three-loop order \(70,71,72\).
where $\zeta$ is the Riemann zeta function, and

$$k_q^{(1)} = 2 \, C_F \, \Gamma , \quad k_g^{(1)} = 2 \, C_A \, \Gamma ,$$

where $\Gamma = C_A \left( \frac{67}{18} - \frac{\pi^2}{6} \right) - TRN_f \frac{10}{9}$. \hfill (16)

The expressions for the two-loop coefficients for the functions $R_{ab}$ are lengthier, and are given in Appendix A.

We will use these expansions through two loops for the numerical calculations in Secs. 3, 4, 5.

2.3 Resolvable and non-resolvable emissions

We now introduce the soft-gluon resolution parameter $z_M$ into the evolution equations (4), by splitting the integration range on the right hand side into the resolvable ($z < z_M$) and non-resolvable ($z > z_M$) regions, where $1 - z_M \sim O(\Lambda_{QCD}/\mu)$. In each region, we use the decomposition (5) in the evolution equations. We include terms through $(1 - z_M)^0$ but neglect power-suppressed contributions $O(1 - z_M)^n$, $n \geq 1$.

Consider first the endpoint $z \to 1$ contribution from the $K_{ab}$ term in Eq. (5). Using Eq. (6), we rewrite this as

$$\sum_b \int_x^1 dz \, K_{ab}(\alpha_s(\mu^2)) \frac{1}{1 - z} \, \tilde{f}_b(x/z, \mu^2)$$

$$= \sum_b \int_x^1 dz \, K_{ab}(\alpha_s(\mu^2)) \frac{1}{1 - z} \, \tilde{f}_b(x/z, \mu^2) - \sum_b \int_0^1 dz \, K_{ab}(\alpha_s(\mu^2)) \frac{1}{1 - z} \, \tilde{f}_b(x, \mu^2).$$ \hfill (17)

In the region $1 > z > z_M$ we expand the momentum-weighted parton density as

$$\tilde{f}_b(x/z, \mu^2) = \tilde{f}_b(x, \mu^2) + (1 - z) \frac{\partial \tilde{f}_b}{\partial \ln x}(x, \mu^2) + O(1 - z)^2.$$ \hfill (18)

Then we see that the contribution to Eq. (17) from the non-resolvable region is of order $O(1 - z_M)$, and thus, up to $O(1 - z_M)$, we have

$$\sum_b \int_x^{z_M} dz \, K_{ab}(\alpha_s(\mu^2)) \frac{1}{1 - z} \, \tilde{f}_b(x/z, \mu^2)$$

$$= \sum_b \int_x^{z_M} dz \, K_{ab}(\alpha_s(\mu^2)) \frac{1}{1 - z} \, \tilde{f}_b(x/z, \mu^2) - \sum_b \int_0^{z_M} dz \, K_{ab}(\alpha_s(\mu^2)) \frac{1}{1 - z} \, \tilde{f}_b(x, \mu^2).$$ \hfill (19)

Next, we consider the contributions to the evolution equations (4) from the other two terms, $D_{ab}$ and $R_{ab}$, in Eq. (5). The $R_{ab}$ contribution can be combined with the first term on the right hand side of Eq. (19) to yield a contribution to the evolution proportional to $\tilde{f}_b(x/z, \mu^2)$. The $D_{ab}$ contribution can be combined with the second term on the right hand side of Eq. (19), using the $\delta(1 - z)$, to yield a contribution to the evolution proportional to $\tilde{f}_b(x, \mu^2)$. Further, we use
that \( R_{ab} \) has no power divergences \((1 - z)^{-n}\) and is at most logarithmic for \( z \to 1\), so that the integration over \( R_{ab} \) for \( z > z_M \) gives \( \mathcal{O}(1 - z_M) \). Thus, we can write

\[
\frac{\partial \tilde{f}_a(x, \mu^2)}{\partial \ln \mu^2} = \sum_b \int_x^{z_M} dz \left( K_{ab}(\alpha_s(\mu^2)) \frac{1}{1 - z} + R_{ab}(\alpha_s(\mu^2), z) \right) \tilde{f}_b(x/z, \mu^2) \\
+ \sum_b \left\{ \int_x^1 D_{ab}(\alpha_s(\mu^2)) \delta(1 - z) \, dz - \int_0^{z_M} K_{ab}(\alpha_s(\mu^2)) \frac{1}{1 - z} \, dz \right\} \tilde{f}_b(x, \mu^2). \tag{20}\]

The first line in Eq. (20) contains contributions to evolution from real parton emission, while the second line contains contributions from virtual corrections. It is convenient to define the kernels in the bracket of the first line as the real-emission branching probabilities \( P^{(R)}_{ab}(\alpha_s, z) \),

\[
P^{(R)}_{ab}(\alpha_s, z) = K_{ab}(\alpha_s) \frac{1}{1 - z} + R_{ab}(\alpha_s, z). \tag{21}\]

That is, the real-emission branching probabilities \( P^{(R)}_{ab}(\alpha_s, z) \) are obtained from the splitting functions \( P_{ab}(\alpha_s, z) \) in Eq. (5) by subtracting the \( \delta(1 - z) \) terms and replacing the plus-distribution \( 1/(1 - z)_+ \) by \( 1/(1 - z) \). So we have

\[
\frac{\partial \tilde{f}_a(x, \mu^2)}{\partial \ln \mu^2} = \sum_b \int_x^{z_M} dz \, P^{(R)}_{ab}(\alpha_s(\mu^2), z) \tilde{f}_b(x/z, \mu^2) \\
+ \sum_b \left\{ \int_x^1 D_{ab}(\alpha_s(\mu^2)) \delta(1 - z) \, dz - \int_0^{z_M} K_{ab}(\alpha_s(\mu^2)) \frac{1}{1 - z} \, dz \right\} \tilde{f}_b(x, \mu^2). \tag{22}\]

The virtual terms in the second line of Eq. (22) can be dealt with by using the momentum sum rule, as we see next.

### 2.4 Momentum sum rule

We will now use the momentum sum rule to systematically eliminate the \( D \)-terms in Eq. (5) from the evolution equations in favor of the \( K \)-terms and \( R \)-terms. To this end, we insert the momentum sum rule

\[
\sum_c \int_0^1 z \, P_{ca}(\alpha_s(\mu^2), z) \, dz = 0 \quad \text{(for any } a) \tag{23}\]

into the evolution equations, by subtracting the momentum sum integral in the curly bracket in the second line of Eq. (22). Recall from Eq. (7) that the \( D_{ab} \) and \( K_{ab} \) terms in this equation are diagonal in flavor. Therefore, by interchanging indices, we obtain from Eq. (22)

\[
\frac{\partial \tilde{f}_a(x, \mu^2)}{\partial \ln \mu^2} = \sum_b \int_x^{z_M} dz \, P^{(R)}_{ab}(\alpha_s(\mu^2), z) \tilde{f}_b(x/z, \mu^2) \\
+ \sum_c \left\{ \int_x^1 D_{ca}(\alpha_s(\mu^2)) \delta(1 - z) \, dz - \int_0^{z_M} K_{ca}(\alpha_s(\mu^2)) \frac{1}{1 - z} \, dz \right. \\
\left. - \int_0^1 z \, P_{ca}(\alpha_s(\mu^2), z) \, dz \right\} \tilde{f}_a(x, \mu^2). \tag{24}\]
Let us now use again the decomposition \[5\] for \( P_{ca}(\alpha_s(\mu^2), z) \) in the last line of Eq. \[24\]. We observe that the \( D_{ca} \) term in \( P_{ca}(\alpha_s(\mu^2), z) \) cancels against the first term in the curly bracket in Eq. \[24\], while the \( R_{ca} \) term in \( P_{ca}(\alpha_s(\mu^2), z) \) may be restricted to the region \( z < z_M \), up to order \( \mathcal{O}(1 - z_M) \). Finally, the \( K_{ca} \) term in \( P_{ca}(\alpha_s(\mu^2), z) \) may be combined with the second term in the curly bracket in Eq. \[24\]. Putting pieces together, we get
\[
\frac{\partial \tilde{f}_a(x, \mu^2)}{\partial \ln \mu^2} = \sum_b \int_x^{z_M} dz \ P_{ab}^{(R)}(\alpha_s(\mu^2), z) \frac{\partial f_b(x/z, \mu^2)}{\partial \ln \mu^2} + \frac{1}{\Delta_a(\mu^2)} \frac{\partial \Delta_a(\mu^2)}{\partial \ln \mu^2} \tilde{f}_a(x, \mu^2).
\]

We thus recognize, by using Eq. \[21\], that the evolution equations \[22\] can be written as
\[
\frac{\partial \tilde{f}_a(x, \mu^2)}{\partial \ln \mu^2} = \sum_b \left\{ \int_x^{z_M} dz \ P_{ab}^{(R)}(\alpha_s(\mu^2), z) \tilde{f}_b(x/z, \mu^2) - \frac{\sum_c}{\sum a} \int_0^{z_M} z K_{ca}(\alpha_s(\mu^2)) \frac{1}{1 - z} dz + \frac{\sum_c}{\sum a} \int_0^{z_M} z R_{ca}(\alpha_s(\mu^2), z) dz \right\} \tilde{f}_a(x, \mu^2).
\]

We thus recognize, by using Eq. \[21\], that the evolution equations \[22\] can be written as
\[
\frac{\partial \tilde{f}_a(x, \mu^2)}{\partial \ln \mu^2} = \sum_b \left\{ \int_x^{z_M} dz \ P_{ab}^{(R)}(\alpha_s(\mu^2), z) \tilde{f}_b(x/z, \mu^2) - \int_0^{z_M} dz z P_{ba}^{(R)}(\alpha_s(\mu^2), z) \tilde{f}_a(x, \mu^2) \right\}.
\]

### 2.5 Sudakov form factor

Eq. \[26\] recasts the evolution of each parton \( a \) in terms of the real-emission probabilities \( P_{ab}^{(R)} \) and \( P_{ba}^{(R)} \) and of the resolution parameter \( z_M \). It can be rewritten in a form which has the advantage of being solvable by an iterative Monte Carlo procedure if we introduce the Sudakov form factor, defined as
\[
\Delta_a(z_M, \mu^2, \mu_0^2) = \exp \left\{ -\sum_b \int_{\mu_0^2}^{\mu^2} d\mu^2 P_{ab}^{(R)}(\alpha_s(\mu^2), z) \int_0^{z_M} dz P_{ba}^{(R)}(\alpha_s(\mu^2), z) \right\}.
\]

The Sudakov form factor \( \Delta_a(z_M, \mu^2, \mu_0^2) \) has the interpretation of probability for parton \( a \) to undergo no branching between evolution scale \( \mu_0 \) and evolution scale \( \mu \), where the branchings are understood to be classified according to the given resolution \( z_M \).

Noting that
\[
\frac{\partial \Delta_a(z_M, \mu^2, \mu_0^2)}{\partial \ln \mu^2} = -\Delta_a(z_M, \mu^2, \mu_0^2) \sum_b \int_0^{z_M} dz z P_{ba}^{(R)}(\alpha_s(\mu^2), z),
\]
we obtain from Eq. \[26\] (removing \( z_M \) and \( \mu_0^2 \) from the argument list for better readability)
\[
\frac{\partial \tilde{f}_a(x, \mu^2)}{\partial \ln \mu^2} = \sum_b \int_x^{z_M} dz P_{ab}^{(R)}(\alpha_s(\mu^2), z) \tilde{f}_b(x/z, \mu^2) + \frac{1}{\Delta_a(\mu^2)} \frac{\partial \Delta_a(\mu^2)}{\partial \ln \mu^2} \tilde{f}_a(x, \mu^2).
\]
This evolution equation can be written in a form similar to Eq. (4), but now in terms of real-emission probabilities \( P^{(R)}_{ab} \) and Sudakov form factors:

\[
\frac{\partial}{\partial \ln \mu^2} \left( \tilde{f}_a(x, \mu^2) \right) = \sum_b \int_x^{2M} dz \, \frac{P^{(R)}_{ab}(\alpha_s(\mu^2), z)}{\Delta_a(\mu^2)} \frac{\tilde{f}_b(x/z, \mu^2)}{\Delta_a(\mu^2)} .
\]  (30)

Integrating this equation we obtain, with \( \Delta_a(\mu^2_0) = 1 \),

\[
\tilde{f}_a(x, \mu^2) = \Delta_a(\mu^2) \tilde{f}_a(x, \mu^2_0) + \sum_b \int_{\mu_0^2}^{\mu^2} \frac{d\mu^2}{\mu^2} \frac{\Delta_a(\mu^2)}{\Delta_a(\mu^2_0)} \int_x^{2M} dz \, P^{(R)}_{ab}(\alpha_s(\mu^2), z) \tilde{f}_b(x/z, \mu^2) .
\]  (31)

We recognize that introducing the Sudakov form factor has led to an equation which is an integral equation of Fredholm type,

\[
f(t) = f_0(t) + \lambda \int_a^b K(t, y)f(y)dy .
\]  (32)

This can be solved by iteration as a series \[32\]

\[
f(t) = \lim_{n \to \infty} \sum_{i=0}^n \lambda^i u_i(t) ,
\]  (33)

where

\[
\begin{align*}
u_0(t) &= f_0(t) , \\
u_1(t) &= \int_a^b K(t, y)f_0(y)dy , \\
u_2(t) &= \int_a^b \int_a^b K(t, y_1)K(y_1, y_2)f_0(y_2)dy_2dy_1 , \\
\vdots \\
u_n(t) &= \int_a^b \int_a^b \cdots \int_a^b K(t, y_1) \cdots K(y_{n-1}, y_n)f_0(y_n)dy_n \cdots dy_2dy_1 .
\end{align*}
\]  (34)

We observe that while at LO in \( \alpha_s \) the splitting functions are positive definite, this is no longer the case at NLO. However, although the integrands can be negative, the integrals over the splitting functions which appear in the evolution kernels and Sudakov form factors remain positive also at NLO. We will exploit this in the next section to apply a Monte Carlo method for solving the evolution equations.

### 2.6 Solution of the evolution equation applying a Monte Carlo method

The solution of the evolution equation can be obtained by applying a Monte Carlo method. By this method the problem is reduced to that of generating the splitting variable \( z \) and the evolution scale \( \mu \).
Fig. 1 depicts the parton evolution: we start with a parton \( a \) and evolve from scale \( \mu_i \) to scale \( \mu \) either without any branching, or having one branching at scale \( \mu_{i+1} \), or having a second branching at scale \( \mu_{i+2} \), and so on. The probability to evolve from \( \mu_i \) to \( \mu_{i+1} \) without any resolvable branching is provided by the Sudakov form factor \( \Delta_a(z_M, \mu_{i+1}^2, \mu_i^2) \).

By introducing a random number \( R_0 \) in \([0, 1]\), we generate the value \( \mu_{i+1} \) by solving Eq. (27) for \( \mu_{i+1} \) at a given \( \mu_i \),

\[
R_0 \int_{\mu_i^2}^{\mu_{\text{max}}^2} d\Delta_a(z_M, \mu^2, \mu_0^2) = \int_{\mu_i^2}^{\mu_{i+1}^2} d\Delta_a(z_M, \mu^2, \mu_0^2),
\]

that is,

\[
-R_0 \left( 1 - \frac{\Delta_a(\mu_{\text{max}}^2)}{\Delta_a(\mu_i^2)} \right) + 1 = \frac{\Delta_a(\mu_{i+1}^2)}{\Delta_a(\mu_i^2)},
\]

where the upper bound may be taken to be \( \mu_{\text{max}} \to \infty \), leading to the simple expression \( R_0 = 1 - \Delta_a(\mu_{i+1}^2)/\Delta_a(\mu_i^2) \).

The splitting variables \( z \) are generated from

\[
\int_{z_{\text{min}}}^{z_{i+1}} dz' P_{ba}^{(R)}(z', \alpha_s(\mu_{i+1})) = R_1 \int_{z_{\text{min}}}^{z_M} dz' P_{ba}^{(R)}(z', \alpha_s(\mu_{i+1})),
\]

where \( R_1 \) is a random number in \([0, 1]\), \( z_M \) is the resolution parameter, and \( z_{\text{min}} \) is the lowest kinematically allowed value.

Generating a pair of \( z_i, \mu_i \) values many times, we obtain a true and unbiased estimate of the integrals, and a solution of the evolution equations.

\[\text{§See} \ [72] \ \text{for a detailed discussion of the role of integration bounds in the form factor.}\]
We have implemented the Monte Carlo method to solve the evolution equations in a numerical program. The program is a development of the code [58] which was earlier employed by some of us for studies of the CCFM equations [25]. It is worth observing that the application to the case of the evolution equations studied in this paper presents different features with respect to the case of the CCFM equations. The differences involve especially the flavor structure of the two equations, and the behavior of the kernels at small longitudinal momentum fractions. While CCFM equations are dominated by the gluon channel, Eq. (31) has fully coupled flavor structure. The small-$x$ behavior of CCFM kernels is controlled by the non-Sudakov form factor [27]. In the case of Eq. (31) it is essential to work with momentum-weighted distributions to improve the convergence of the numerical integration over the region of small $x$. In Secs. 3, 4, 5 we will employ this program to compute numerical results.

### 2.7 Transverse momentum distributions and ordering variables

The use of the Sudakov form factors and the iterative method of the previous subsection allows one to generate step by step each resolvable branching. In addition to providing the solution of the evolution equation, this approach has the advantage of keeping track of detailed information about each individual branching. For example, the kinematics in each branching can be calculated, similarly to what is done in a parton shower process. In particular parton distributions can be obtained, not only depending on $x$ and $\mu$ (as in $\tilde{f}_a(x, \mu^2)$), but also depending on the transverse momentum $k_\perp$ of the propagating parton (as in TMD parton distributions $A_a(x, k_\perp, \mu)$).

![Branching process](image)

Figure 2: Branching process $b \to a + c$.

Consider the splitting process $b \to a + c$ in Fig. 2. Using the notation in the figure, with plus light-cone momenta $p_a^+ = z p_b^+$, $p_c^+ = (1 - z) p_b^+$, we have, by applying conservation of minus light-cone momentum,

$$p_b^2 = \frac{p_a^2 + q_c^2}{z} + \frac{p_c^2 + q_c^2}{1 - z},$$

where $q_c$ is the (euclidean) transverse momentum vector of particle $c$. For a space-like branch-
ing [73, 75] with \( \mu^2 = -p_a^2 \) and \( p_b^2 = p_c^2 = 0 \), taking \( z \to 0 \) in the high-energy limit gives

\[
\mu = |q_c|.
\]

(39)

Eq. (39) is referred to as transverse momentum ordering. If, on the other hand, the evolution variable \( \mu \) is associated with the angle \( \Theta \) of the momentum of particle \( c \) with respect to the beam direction, we obtain the angular ordering relation 34, 64, 74

\[
\mu = |q_c|/(1 - z).
\]

(40)

The transverse momentum of the propagating parton is calculated as

\[
k = -\sum_c q_c.
\]

(41)

The method thus enables one to determine the corresponding transverse momentum dependent (TMD) parton distribution \( A_a(x, k, \mu^2) \), in addition to the inclusive distribution \( \tilde{f}_a(x, \mu^2) \), integrated over \( k \),

\[
\int x A_a(x, k, \mu^2) \frac{d^2k}{\pi} = \tilde{f}_a(x, \mu^2).
\]

(42)

It has been pointed out in 32 that the transverse momentum generated radiatively by the recoils in the evolution cascade depends strongly on the treatment of the non-resolvable region \( z \to 1 \). Unlike the integrated distribution \( \tilde{f}_a(x, \mu^2) \), the TMD distribution \( A_a(x, k, \mu^2) \) is infrared-sensitive. The origin of this behavior lies with singularities, present at fixed \( k \), which arise from branching processes in Fig. 2 with gluons at large negative rapidities, \( y \sim \ln q^+/q^- \to -\infty \). While in the integrated distribution such singularities cancel between real and virtual non-resolvable emissions, this is not, in general, the case for the TMD distribution. As a result, supplementary conditions are needed to define the TMD distribution consistently.

In the framework of the parton branching solution of evolution equations discussed in the present paper, one such set of conditions is provided by the angular ordering in Eq. (40). By using the angular-ordered branching, consistent TMD distributions are defined, which are independent of the soft-gluon resolution parameter \( z_M \), for sufficiently large values of \( z_M \). In contrast, the transverse momentum ordered branching, based on Eq. (39), while entirely suitable as long as one is working at the level of integrated parton distributions, does not allow one to define TMD distributions consistently, as the transverse momentum at any given evolution scale would depend on the choice of the resolution parameter \( z_M \). In 32, the above observation is made by working at LO in the strong coupling \( \alpha_s \). In Sec. 5 of the present paper, we confirm and extend these findings to NLO.

Using Eq. (31) and the angular ordering (40), we write the branching equation for the evolution of TMD distributions as

\[
\tilde{A}_a(x, k, \mu^2) = \Delta_a(\mu^2) \tilde{A}_a(x, k, \mu_0^2) + \sum_b \int d^2q' \frac{\Delta_a(\mu^2)}{\Delta_a(q'^2)} \Theta(\mu^2 - q'^2) \Theta(q'^2 - \mu_0^2) \times \int_{z_M} dz P_{ab}^{(R)}(\alpha_s(q'^2), z) \tilde{A}_b(x/z, k + (1 - z)q', q'^2),
\]

(43)
where $\tilde{A}$ is the momentum weighted distribution $\tilde{A} \equiv xA$. By applying the method in Sec. 2.6, we solve this iteratively as

$$\tilde{A}_a(x, k, \mu^2) = \sum_{i=0}^{\infty} \tilde{A}_a^{(i)}(x, k, \mu^2),$$

where

$$\tilde{A}_a^{(0)}(x, k, \mu^2) = \Delta_a(\mu^2) \tilde{A}_a(x, k, \mu_0^2),$$

and

$$\tilde{A}_a^{(1)}(x, k, \mu^2) = \sum_b \int \frac{d^2 q'}{\pi q'^2} \frac{\Delta_a(\mu^2)}{\Delta_a(q'^2)} \Theta(\mu^2 - q'^2) \Theta(q'^2 - \mu_0^2) \Delta_b(q'^2) \tilde{A}_b(x/z, k + (1 - z)q', \mu_0^2),$$

and so forth.

From the solution of the branching equations (31) and (43) we will obtain collinear and TMD parton distributions. The behavior at small transverse momenta, in particular, is controlled in this formulation by the nonperturbative distributions at scale $\mu_0$ and by Sudakov form factors, which embody the perturbative resummation and are defined as functions of the soft-gluon resolution scale separating resolvable and non-resolvable branchings. According to Eqs. (27), (31), (43) this is expressed in terms of integrals over the branching probabilities $P^{(R)}(\alpha_s, z)$ in Eq. (21). It depends on the residues $K_{ab}$ at the poles $z = 1$ in Eq. (21), given at one-loop and two-loop orders by the coefficients in Eqs. (12) and (16). The relationship of the $z = 1$ behavior with small transverse momenta is important to construct reliable theoretical predictions for transverse momentum $q_\perp$ spectra at low $q_\perp$ in the production of massive states in hadronic collisions [4,22,76–80].

We next move on to numerical results based on the methods described in this section.

### 3 Numerical parton-branching solution at NLO

In this section we present numerical results from the parton-branching solution at NLO. We compare the answer thus obtained for the collinear parton density functions with the answer from the evolution package QCDNUM [55]. The corresponding comparison at LO has been shown in [32].

For the purpose of this comparison we use as input parton distributions the distributions which are the default set given in QCDNUM. These distributions are parameterized at the starting scale $\mu_0^2 = 2 \text{ GeV}^2$ as

$$xu_s(x) = 5.11 x^{0.8}(1 - x)^3, \quad xu(x) = 0.19 x^{-0.1}(1 - x)^7,$$

$$xd_s(x) = 3.06 x^{0.8}(1 - x)^4, \quad xd(x) = 0.19 x^{-0.1}(1 - x)^6,$$

$$x\bar{s}(x) = 0.2 (xd(x) + xu(x)), \quad x\bar{s}(x) = x\bar{s}(x),$$

$$xg(x) = 1.7 x^{-0.1}(1 - x)^5. \quad (47)$$

Three light active flavors are assumed at the starting scale, while charm and bottom quarks are produced during the evolution, for evolution scales $\mu > m_c = 1.73 \text{ GeV}$ and $\mu > m_b = 5.0 \text{ GeV}$ respectively. The running coupling $\alpha_s$ is used at two loops, with $\alpha_s(m_Z^2) = 0.118$. 
In Fig. 3 we show the momentum-weighted parton densities (integrated over transverse momenta, iTMD) obtained from the parton branching solution of the evolution equations, compared to the predictions obtained by QCDNUM, starting from $\mu_0^2 = 2 \text{ GeV}^2$ for different scales $\mu^2 = 10, 10^3, 10^6 \text{ GeV}^2$. The parton branching solution is obtained for a fixed value of $z_M = 1 - 10^{-5}$. The overall agreement between the parton-branching and QCDNUM calculations is better than 1% throughout the whole range in $x$ and $\mu^2$.

In Fig. 3 we show the momentum-weighted parton densities obtained from the parton branching solution of the evolution equations, compared with the prediction from QCDNUM. The densities are evolved up to different scales $\mu^2$ using splitting kernels at NLO. The ratio plots show the ratio of the curves obtained with the parton branching method divided by the prediction from QCDNUM.

In Fig. 4 we show a comparison using different values of the soft-gluon resolution scale parameter $z_M$. For all $z_M$ values chosen, no dependence on the actual choice of the parameter $z_M$ is

The resolution scale parameter $z_M$ is in general a function of $\mu$. For numerical illustrations in this paper we limit ourselves to taking fixed values of $z_M$. 

---

Figure 3: The transverse momentum integrated (iTMD) parton densities obtained from the parton branching solution, compared with the prediction from QCDNUM. The densities are evolved up to different scales $\mu^2$ using splitting kernels at NLO. The ratio plots show the ratio of the curves obtained with the parton branching method divided by the prediction from QCDNUM.
observed, confirming the findings of [32], and extending them to NLO in accord with the formalism developed in Sec. 2.

Figure 4: The transverse momentum integrated (iTMD) parton densities obtained from the parton branching solution, compared with the prediction from QCDNUM. The densities are evolved up to different scales $\mu^2$ using splitting kernels at NLO, for different values of $z_M$. The ratio plots show the ratio of the curves obtained with the parton branching method divided by the prediction from QCDNUM.

4 Fit to precision DIS data

The initial parton density distributions have to be determined from fits to experimental data. A general tool to perform such fits to collider measurements is the xFitter package [59]. As an application of our formalism, in this section we describe the method and results of a fit to the precision DIS data [53].
To start with, we implement the parton branching solution of the evolution equation in the xFitter package \[^{59}\]. However, using a full Monte Carlo solution of the evolution equation for every new set of initial parameters would be too time-consuming to be efficient. Instead, we employ the approach developed in \[^{25,58}\]. Following this approach, first a kernel \( \hat{\mathcal{A}}_a^b (\hat{x}, \mu^2) \) is determined from the Monte Carlo solution of the evolution equation for any initial parton of flavor \( a \), then, this is folded with the non-perturbative starting distribution \( \mathcal{A}_{0,b}(x) \):

\[
\tilde{f}_a(x, \mu^2) = x \int dx' \int dx'' \mathcal{A}_{0,b}(x') \hat{\mathcal{A}}_a^b (x'', \mu^2) \delta(x' x'' - x) = \int dx' \mathcal{A}_{0,b}(x') \cdot \frac{x}{x'} \hat{\mathcal{A}}_a^b \left( \frac{x}{x'}, \mu^2 \right). \tag{48}
\]

The kernel \( \hat{\mathcal{A}}_a^b \) includes the full parton evolution as in Eq. (31), with Sudakov form factors and splitting functions, and is determined with the parton branching method described earlier. The kernel \( \hat{\mathcal{A}} \) can be determined as a function of \( x, \mu \) for the \( k_\perp \)-integrated iTMD distributions, or depending on \( x, k_\perp, \mu \) for the transverse momentum dependent (TMD) distributions. The kernel is then folded with the initial condition \( \mathcal{A}_{0,b}(x') \). The integrated parton density Eq. (48) can be then used within the xFitter package to calculate the cross sections and to determine the parameters of the starting distributions \( \mathcal{A}_{0,b}(x) \). We use precision measurements, in neutral-current and charged-current interactions at various beam energies from HERA 1+2 \[^{53}\], of the reduced cross section

\[
\sigma_{\text{red}} = \frac{d^2 \sigma_{\text{ep}}}{dx dQ^2} \cdot \frac{Q^4 x}{2 \pi \alpha^2 (1 + (1 - y)^2)} \tag{49}
\]

in the range \( 3.5 < Q^2 < 30000 \text{ GeV}^2 \).

Using two-loop running coupling with \( \alpha_s(m_Z) = 0.118 \), starting scale for evolution \( \mu_0^2 = 2 \text{ GeV}^2 \), heavy-quark masses \( m_c = 1.73 \text{ GeV}, m_b = 5.0 \text{ GeV} \) and \( m_t = 175 \text{ GeV} \), and a fixed \( z_M = 1 - 10^{-5} \), a very good \( \chi^2/\text{ndf} \sim 1.2 \) for 1132 ndf is obtained for \( 3.5 < Q^2 < 30000 \text{ GeV}^2 \).

\[^{1}\]In practice, since the initial state partons can be only light quarks or gluons, it is enough to determine the kernel \( \hat{\mathcal{A}}_a^b \) only for one initial state quark and a gluon.
In Fig. 5 the calculated cross section $\sigma_{\text{red}}$, obtained from the fit using xFitter, is compared with the precision measurements from HERA [53] for different values of $Q^2$, showing very good agreement from low to high values of $Q^2$.

Comparing this result with the fit [25] to precision DIS data based on CCFM evolution equations, note that in the case [25] the constraint $x < 0.005$ is applied on the data set, while no $x$ constraint is applied in the present case. By the approach of this paper the description of precision DIS measurements can be significantly extended toward higher $x$ and thus higher $Q^2$, without on the other hand introducing any extra constraint cutting out lower $x$ data.

We plan to analyze fits to data further in a future work.

5 TMD densities

By applying the parton branching method of this paper, we are able to construct TMD parton densities as described in Sec. 2.7. While large transverse momenta are generated by perturbative evolution, the nonperturbative region of small $k_\perp$ cannot be predicted in our approach but is parameterized by nonperturbative distributions which are to be determined from experimental measurements. For the calculations of this section we use the parameterizations given in Sec. 3 and take simple gaussian distributions $\exp(-|k_\perp|/\sigma^2)$. The widths $\sigma$ are in general flavor-dependent. For the numerical illustrations that follow we take the same width for all parton species, $\sigma^2 = q_0^2/2$ for all flavors with $q_0 = 0.5$ GeV. We present numerical results for the evolution of TMD parton densities, using the parton branching solution of the evolution equations with NLO evolution kernels.

It has been shown in [32] that the TMD distributions, unlike the collinear distributions, are strongly influenced by the ordering variable in the branching. In particular, the cases of the transverse momentum ordering (39) and angular ordering (40) have been examined in [32] by an explicit calculation, working at LO in the strong coupling $\alpha_s$. We here confirm and extend this analysis, working at NLO. We illustrate that the same behavior found at LO applies at NLO as well.

In Figs. 6 and 7 we apply the NLO numerical solution of Sec. 3 and the method of Sec. 2.7 to study the longitudinal and transverse momentum dependence of the gluon distribution, and its behavior with the soft-gluon resolution parameter $z_M$. Fig. 6 shows the TMD gluon distribution versus the longitudinal momentum fraction $x$ for different values of the resolution parameter, $1 - z_M = 10^{-3}, 10^{-5}, 10^{-8}$. The curves are plotted for a fixed value of transverse momentum $k_t = 10$ GeV, and two values of evolution scale, $\mu = 100$ GeV (top panels) and $\mu = 1000$ GeV (bottom panels) [64]. On the right are the results for transverse-momentum ordering; on the left are the results for angular ordering. The transverse-momentum ordering, due to the effect of the non-resolvable region, does not lead to results independent of $z_M$. On the other hand, the angular ordering correctly takes into account the cancellation of non-resolvable emissions due to soft-gluon coherence [64], and no dependence is left on the resolution parameter $z_M$.

Fig. 7 shows the TMD gluon distribution versus the transverse momentum $k_t$, at fixed $x = 10^{-2}$, **The plots in Figs. 6 and 7 are produced using the plotting tool TMDplotter [60,81].**
Figure 6: Transverse momentum gluon distribution versus $x$ at $k_t = 10$ GeV and $\mu = 100$ GeV (upper row), $\mu = 1000$ GeV (lower row) for different values of the resolution scale parameter $z_M = 1 - 10^{-3}, 1 - 10^{-5}, 1 - 10^{-8}$: (left) angular ordering; (right) transverse momentum ordering.

for different values of the resolution parameter, $1 - z_M = 10^{-3}, 10^{-5}, 10^{-8}$. As in Fig. 6 on the right are the results for transverse-momentum ordering, and on the left are the results for angular ordering. The plots in Fig. 7 illustrate as a function of $k_t$ the same effect of the ordering and behavior in the resolution parameter $z_M$ which we have seen in the previous figure.

Analogous behavior to that in Figs. 6 and 7 was observed at LO in [32]. Figs. 6 and 7 show that the $z_M$ dependence in the transverse momentum ordering case cannot be avoided or reduced by inclusion of NLO evolution. It means that the different orderings in Eqs. (39), (40) should not be thought of as different factorization schemes, and the results in the two cases will not be related by a change in the factorization scheme.

It is worth noting that the transverse momentum ordering (39) is widely used in a variety of contexts, e.g. in low-$x$ physics studies, as it results from approximating the exact parton-splitting kinematics in the region of strongly ordered momentum fractions $z \ll 1$. The results in Figs. 6 and 7 imply that this approximation will not be valid for observables sensitive to the detailed structure in transverse momentum of the initial state. In particular, they emphasize the role of soft-gluon coherence effects leading to angular ordering in constructing well-defined TMD distributions even
Figure 7: Transverse momentum gluon distribution versus $k_t$ at $x = 10^{-2}$ and $\mu = 100$ GeV (upper row), $\mu = 1000$ GeV (lower row) for different values of the resolution scale parameter $z_M = 1 - 10^{-3}, 1 - 10^{-5}, 1 - 10^{-8}$: (left) angular ordering; (right) transverse momentum ordering.

at low $x$. \cite{15, 16, 82, 83}.

In Fig. 8 we illustrate the flavor decomposition, at TMD level, resulting from perturbative evolution. We plot the TMD distributions obtained from the parton branching method for different flavors, by applying the evolution with appropriate angular-ordering condition.

To summarize, in this section we have shown that a consistent set of TMD parton distributions, valid over a large range in $x$, $k_\perp$ and $\mu$ can be determined from a parton branching solution of QCD evolution equations, as long as the soft gluon region is treated appropriately, e.g. by applying angular ordering conditions. We have shown that under these conditions the dependence on the resolution scale parameter $z_M$ drops out also for the $k_\perp$-distribution, provided $z_M$ is large enough, resulting in stable predictions for the evolution of TMD parton densities.
Figure 8: Transverse momentum distributions at $x = 0.001$ and evolution scales $\mu = 10$ GeV (left), $\mu = 1000$ GeV (right) for different flavors.

6 Conclusions

Motivated by both conceptual and technical questions on the treatment of initial-state kinematics and distribution functions in QCD parton-shower calculations, we have investigated parton-branching solutions to QCD evolution equations. We have presented results of constructing collinear and TMD parton densities from this approach at NLO.

By separating resolvable and non-resolvable branchings, and analyzing the role of the soft-gluon resolution scale in the evolution, we have proposed a method to take into account simultaneously soft-gluon emission in the region $z \to 1$ and transverse momentum $q_\perp$ recoils in the parton branchings along the QCD cascade.

This approach is potentially relevant for calculations both in collinear factorization and in transverse momentum dependent factorization. The starting point of the approach are the DGLAP equations, which are evolution equations valid for fully inclusive distributions. The method developed in this paper provides the branching equations which apply at exclusive level. Unlike DGLAP equations, these are necessarily sensitive to soft-gluon emission in the infrared region. We have presented the evolution equations as a function of the soft-gluon resolution scale and the ordering condition.

The branching equations for TMD densities obtained in this paper can be compared with existing TMD evolution equations: the CSS equations [4,80], which apply in the low transverse momentum region $q_\perp \ll Q$ (where $Q$ is the high mass scale of the hard scattering) and can be used in the case of low-$q_\perp$ TMD factorization [79]; and the CCFM equations [27], which apply in the high-energy region $\sqrt{s} \gg Q$, and can be used in the case of high-energy TMD factorization [26]. We have pointed to a few of the main differences and similarities in the physics described by these different approaches.
The CSS and CCFM approaches are designed to achieve high logarithmic accuracy in the
resummation of higher-order logarithmic contributions in the restricted phase space regions which
identify their domains of validity, respectively $q_\perp \to 0$ and $\sqrt{s} \to \infty$. In such approaches matching
methods are required to go beyond these restricted domains and arrive at predictions valid more
generally (e.g., the $Y$-term matching for high $q_\perp$ in CSS, and the large-$x$ terms in CCFM splitting
functions). On the other hand, the spirit of the approach proposed in this paper is to provide
TMD distributions which can be applied over a broad kinematic range from low to high energies,
and from low to high $q_\perp$. We incorporate consistently renormalization group evolution, soft-gluon
coherence and parton branching kinematics. The approach is general and, although in this paper
we focus on longitudinal splitting functions, we believe it can accommodate further dynamical
effects such as transverse splitting functions [23,66].

The formalism of this work implies that the soft-gluon resolution scale $z_M$ depends on the evo-
lution variable $\mu$. In the numerical examples of this paper we have limited ourselves to considering
fixed values of $z_M$. One of the main directions of development of this approach will concern the $\mu$
dependence of $z_M$.

Furthermore, we observe that, while power-suppressed contributions of order $O(1 - z_M)^n \sim
O(\Lambda_{\text{QCD}}/\mu)^n$ are beyond the scope of the treatment given in this paper, logarithmically enhanced
contributions in $\ln^n(1 - z_M)$ could be taken into account, and could be related [64] with threshold
logarithms in production cross sections coupled to the parton distributions. We regard this as a
further potential advantage of the formalism of this work.

Given the results presented in this paper for the parton evolution including the full flavor
structure, we expect this approach to have a wide range of applications both at low energies and
at high energies.
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Appendix A

In this appendix we report the two-loop coefficients of the perturbative expansion [9] for the
functions $R_{ab}$ introduced in Eq. (5). The coefficients can be read from the two-loop results in [68]
[69].

We introduce the functions

\[ p_{qq}(z) = \frac{2}{1 - z} - 1 - z, \]

\[ p_{qg}(z) = z^2 + (1 - z)^2, \]

(50)

(51)
\[ p_{gq}(z) = \frac{1 + (1 - z)^2}{z}, \quad (52) \]

\[ p_{gg}(z) = \frac{1}{1 - z} + \frac{1}{z} - 2 + z(1 - z), \quad (53) \]

and

\[ S_2(z) = -2 \text{Li}_2(-z) + \frac{1}{2} \ln^2 z - 2 \ln z \ln(1 + z) - \frac{\pi^2}{6}, \quad (54) \]

where the dilogarithm function is defined by

\[ \text{Li}_2(y) = - \int_0^y \frac{dt}{t} \ln(1 - t). \quad (55) \]

The two-loop contributions \( R_{ab}^{(1)} \) in Eq. (9) are given for quark-gluon and gluon-gluon cases by

\[
\begin{align*}
R_{qq}^{(1)}(z) &= C_F \left[ - \frac{5}{2} - \frac{7}{2} z + \left( 2 + \frac{7}{2} z \right) \ln z + \left( \frac{1}{2} z - 1 \right) \ln^2 z - 2 z \ln(1 - z) \right. \\
&\quad - \left( 3 \ln(1 - z) + \ln^2(1 - z) \right) p_{qq}(z) \right] + C_F C_A \left[ \frac{28}{9} + \frac{65}{18} z + \frac{44}{9} z^2 \right. \\
&\quad + \left( -12 - 5 z - \frac{8}{3} z^2 \right) \ln z + (4 + z) \ln^2 z + 2 z \ln(1 - z) + p_{qq}(z) \\
&\quad \times \left. \left( -2 \ln z \ln(1 - z) + \frac{1}{2} \ln^2 z + \frac{11}{3} \ln(1 - z) + \ln^2(1 - z) - \frac{\pi^2}{6} + \frac{1}{2} \right) \right] \\
&\quad + p_{qq}(-z) S_2(z) \right] + C_F T_R N_f \left[ - \frac{4}{3} z - \left( \frac{20}{9} + \frac{4}{3} \ln(1 - z) \right) p_{qq}(z) \right], \quad (56)
\end{align*}
\]

\[
\begin{align*}
R_{gq}^{(1)}(z) &= \frac{1}{2} C_F T_R \left[ 4 - 9 z + (-1 + 4 z) \ln z + (-1 + 2 z) \ln^2 z + 4 \ln(1 - z) \right. \\
&\quad + \left( -4 \ln z \ln(1 - z) + 4 \ln z + 2 \ln^2 z - 4 \ln(1 - z) + 2 \ln^2(1 - z) \right) \right. \\
&\quad - \left. \frac{2}{3} \pi^2 + 10 \right) p_{gq}(z) \left] + \frac{1}{2} C_A T_R \left[ \frac{182}{9} + \frac{14}{9} z + \frac{40}{9} z^2 + \left( \frac{136}{3} z - \frac{38}{3} \right) \ln z \right. \\
&\quad - 4 \ln(1 - z) - (2 + 8 z) \ln^2 z + \left( - \ln^2 z + \frac{44}{3} \ln z - 2 \ln^2(1 - z) \right) \right. \\
&\quad + \left. \left. 4 \ln(1 - z) + \frac{\pi^2}{3} - \frac{218}{9} \right) p_{gq}(z) + 2 p_{gq}(-z) S_2(z) \right], \quad (57)
\end{align*}
\]

and
\[ R_{gg}^{(1)}(z) = C_F T_R N_f \left[ -16 + 8z + \frac{20}{3}z^2 + \frac{4}{3z} + (-6 - 10z) \ln z + (-2 - 2z) \ln^2 z \right] \]
\[ + C_A T_R N_f \left[ -2 - 2z + \frac{26}{9}z^2 - \frac{26}{9z} - \frac{4}{3}(1 + z) \ln z - \frac{20}{9} \left( \frac{1}{z} - 2 + z - z^2 \right) \right] \]
\[ + C_A^2 \left[ \frac{27}{2}(1 - z) + \frac{67}{9} \left( z^2 - 1 \right) \right] \ln z \]
\[ + 4(1 + z) \ln^2 z + 2p_{gg}(-z)S_2(z) + \left( -4 \ln z \ln(1 - z) + \ln^2 z \right) p_{gg}(z) \]
\[ + \left( \frac{67}{9} - \frac{\pi^2}{3} \right) \left( \frac{1}{z} - 2 + z - z^2 \right). \] (58)

The two-loop contributions \( R^{(1)}_{ab} \) for the non-singlet case, in the notation of Eq. (10), are given by

\[ R_{q\bar{q}}^{NS(1)}(z) = C_F \left( C_F - \frac{C_A}{2} \right) \left[ 2p_{qq}(-z)S_2(z) + 2(1 + z) \ln z + 4(1 - z) \right], \] (59)

\[ R_{qq}^{NS(1)}(z) = C_F^2 \left[ - \left( \frac{1}{2} \ln z \ln(1 - z) + \frac{3}{2} \ln z \right) p_{qq}(z) - \left( \frac{3}{2} + \frac{7}{2} \right) \ln z - \frac{1}{2}(1 + z) \ln^2 z \right] \]
\[ - 5(1 - z) \right] + C_F C_A \left[ \left( \frac{1}{2} \ln^2 z + \frac{11}{6} \ln z \right) p_{qq}(z) - (1 + z) \left( \frac{67}{24} - \frac{\pi^2}{6} \right) + (1 + z) \right] \]
\[ \times \ln z + \frac{20}{3}(1 - z) \right] + C_F T_R N_f \left[ - \frac{2}{3} \ln z p_{qq}(z) + \frac{10}{9} \left( 1 + z \right) - \frac{4}{3}(1 - z) \right]. \] (60)

By defining the linear combination of the splitting functions in Eq. (10)

\[ P_{qq} = P_{qq}^{NS} + P_{q\bar{q}}^{NS} + N_f \left( P_{qq}^{S} + P_{q\bar{q}}^{S} \right), \] (61)

which controls the evolution of the singlet quark distribution coupled to gluons, the corresponding two-loop contribution to the functions \( R_{ab} \) in Eq. (9) is given by

\[ R_{qq}^{(1)}(z) = C_F^2 \left[ -1 + z + \left( \frac{1}{2} - \frac{3}{2z} \right) \ln z - \frac{1}{2}(1 + z) \ln^2 z + 2p_{qq}(-z)S_2(z) \right] \]
\[ - \left( \frac{3}{2} \ln z + 2 \ln z \ln(1 - z) \right) p_{qq}(z) \]
\[ + C_F C_A \left[ \frac{14}{3}(1 - z) - p_{qq}(-z)S_2(z) + \left( \frac{11}{6} \ln z + \frac{1}{2} \ln^2 z \right) p_{qq}(z) \right] \]
\[ - (z + 1) \left( \frac{67}{18} - \frac{\pi^2}{6} \right) \right] + C_F T_R N_f \left[ - \frac{16}{3} + \frac{40}{3z} + \left( 10z + \frac{16}{3} z^2 + 2 \right) \right] \]
\[ \times \ln z - \frac{112}{9} z^2 + \frac{40}{9z} - 2(1 + z) \ln^2 z - \frac{2}{3} \ln z p_{qq}(z) + \frac{10}{9} (z + 1) \right]. \] (62)

**References**

[1] G. Altarelli, Phys. Rept. 81 (1982) 1.
[2] R. K. Ellis, W. J. Stirling and B. R. Webber, *QCD and collider physics*, CUP 1996.

[3] G. Dissertori, I. G. Knowles and M. Schmelling, *Quantum Chromodynamics: High-energy experiments and theory*, OUP 2003.

[4] J. C. Collins, *Foundations of perturbative QCD*, CUP 2011.

[5] T. Sjöstrand, [arXiv:1608.06425](http://arxiv.org/abs/1608.06425) [hep-ph].

[6] P. Nason and B. R. Webber, Ann. Rev. Nucl. Part. Sci. 62 (2012) 187.

[7] S. Höche, preprint SLAC-PUB-14498 (2011); [arXiv:1411.4085](http://arxiv.org/abs/1411.4085) [hep-ph].

[8] J. C. Collins and X. Zu, JHEP 0206 (2002) 018.

[9] J. C. Collins and H. Jung, [hep-ph/0508280](http://arxiv.org/abs/hep-ph/0508280).

[10] Z. Nagy and D. E. Soper, JHEP 1406 (2014) 179.

[11] Z. Nagy and D. E. Soper, [arXiv:1705.08093](http://arxiv.org/abs/1705.08093) [hep-ph].

[12] J. C. Collins, JHEP 0005 (2000) 004.

[13] F. Hautmann and H. Jung, Eur. Phys. J. C 72 (2012) 2254.

[14] S. Dooling, P. Gunnellini, F. Hautmann and H. Jung, Phys. Rev. D 87 (2013) 094009; [arXiv:1304.7180](http://arxiv.org/abs/1304.7180) [hep-ph].

[15] G. Marchesini and B. R. Webber, Nucl. Phys. B386 (1992) 215, Nucl. Phys. B349 (1991) 617.

[16] F. Hautmann and H. Jung, JHEP 0810 (2008) 113; [arXiv:0712.0568](http://arxiv.org/abs/0712.0568), [arXiv:0804.1746](http://arxiv.org/abs/0804.1746).

[17] S. Dooling, F. Hautmann and H. Jung, Phys. Lett. B 736 (2014) 293.

[18] M. L. Mangano *et al.*, [arXiv:1607.01831](http://arxiv.org/abs/1607.01831) [hep-ph].

[19] I. W. Stewart, F. J. Tackmann and W. J. Waalewijn, JHEP 1009 (2010) 005.

[20] S. Alioli, C. W. Bauer, C. Berggren, F. J. Tackmann and J. R. Walsh, Phys. Rev. D 92 (2015) 094020.

[21] C. W. Bauer, F. J. Tackmann and J. Thaler, JHEP 0812 (2008) 010; JHEP 0812 (2008) 011.

[22] R. Angeles-Martinez *et al.*, Acta Phys. Polon. B 46 (2015) 2501.

[23] F. Hautmann, M. Hentschinski and H. Jung, [arXiv:1205.6358](http://arxiv.org/abs/1205.6358) [hep-ph]; Nucl. Phys. B 865 (2012) 54.

[24] F. Hautmann, Acta Phys. Polon. B 40 (2009) 2139.

[25] F. Hautmann and H. Jung, Nucl. Phys. B883 (2014) 1; [arXiv:1206.1796](http://arxiv.org/abs/1206.1796) [hep-ph].
[26] S. Catani, M. Ciafaloni and F. Hautmann, Phys. Lett. B242 (1990) 97; Nucl. Phys. B366 (1991) 135; Phys. Lett. B307 (1993) 147.

[27] M. Ciafaloni, Nucl. Phys. B296 (1988) 49, S. Catani, F. Fiorani and G. Marchesini, Nucl. Phys. B336 (1990) 18; G. Marchesini, Nucl. Phys. B445 (1995) 49.

[28] F. Aaron et al., JHEP 1001 (2010) 109.

[29] H. Abramowicz et al., Eur. Phys. J. C 73 (2013) 2311.

[30] G. Aad et al. (ATLAS Coll.), Phys. Rev. D 85 (2012) 092002.

[31] V. Khachatryan et al. (CMS Coll.), Phys. Lett. B 741 (2015) 12.

[32] F. Hautmann, H. Jung, A. Lelek, V. Radescu and R. Žlebčík, Phys. Lett. B 772 (2017) 446.

[33] V. N. Gribov and L. N. Lipatov, Sov. J. Nucl. Phys. 15 (1972) 438; G. Altarelli and G. Parisi, Nucl. Phys. B126 (1977) 298; Yu. L. Dokshitzer, Sov. J. Nucl. Phys. 46 (1977) 641.

[34] B. R. Webber, Ann. Rev. Nucl. Part. Sci. 36 (1986) 253.

[35] S. Jadach and M. Skrzypek, Acta Phys. Polon. B 35 (2004) 745.

[36] K. J. Golec-Biernat, S. Jadach, W. Placzek and M. Skrzypek, Acta Phys. Polon. B 37 (2006) 1785.

[37] K. J. Golec-Biernat, S. Jadach, W. Placzek, P. Stephens and M. Skrzypek, Acta Phys. Polon. B 38 (2007) 3149.

[38] S. Jadach and M. Skrzypek, Comput. Phys. Commun. 175 (2006) 511.

[39] P. Stoklosa and M. Skrzypek, Acta Phys. Polon. B 38 (2007) 2577.

[40] S. Jadach and M. Skrzypek, Acta Phys. Polon. B 40 (2009) 2071.

[41] S. Jadach, W. Placzek, M. Skrzypek and P. Stoklosa, Comput. Phys. Commun. 181 (2010) 393.

[42] S. Jadach, M. Jezabek, A. Kusina, W. Placzek and M. Skrzypek, Acta Phys. Polon. B 43 (2012) 2067.

[43] S. Jadach, W. Placzek, S. Sapeta, A. Siodmok and M. Skrzypek, JHEP 1510 (2015) 052.

[44] H. Tanaka, T. Sugiura, T. Munehisa and K. Kato, Prog. Theor. Phys. 105 (2001) 827.

[45] Y. Kurihara, J. Fujimoto, T. Ishikawa, K. Kato, S. Kawabata, T. Munehisa and H. Tanaka, Nucl. Phys. B 654 (2003) 301.

[46] H. Tanaka, T. Sugiura, T. Munehisa and K. Kato, Prog. Theor. Phys. 109 (2003) 981.

[47] H. Tanaka, Prog. Theor. Phys. 110 (2003) 963.

[48] K. Kato, T. Munehisa and H. Tanaka, Z. Phys. C 54 (1992) 397.
[49] H. Tanaka, T. Sugiura and Y. Wakabayashi, Prog. Theor. Phys. 114 (2005) 477.
[50] H. Tanaka, PTEP 2015 (2015) 043B03.
[51] S. Höche and S. Prestel, arXiv:1705.00742 [hep-ph].
[52] S. Höche, F. Krauss and S. Prestel, arXiv:1705.00982 [hep-ph].
[53] H. Abramowicz et al. [H1 and ZEUS Collaborations], Eur. Phys. J. C 75 (2015) 580.
[54] A. Lelek, H. Jung and F. Hautmann, PoS ICHEP 2016 (2017) 961; PoS DIS 2016 (2016) 036.
[55] M. Botje, Comput. Phys. Commun. 182 (2011) 490.
[56] M. Botje, Eur. Phys. J. C 14 (2000) 285.
[57] M. Virchaux and A. Milsztajn, Phys. Lett. B 274 (1992) 221.
[58] F. Hautmann, H. Jung and S. Taheri Monfared, Eur. Phys. J. C 74 (2014) 3082.
[59] S. Alekhin et al., Eur. Phys. J. C 75 (2015) 304.
[60] F. Hautmann, H. Jung, M. Krämer, P. J. Mulders, E. R. Nocera, T. C. Rogers and A. Signori, Eur. Phys. J. C 74 (2014) 3220.
[61] Y. L. Dokshitzer, V. A. Khoze, S. I. Troian and A. H. Mueller, Rev. Mod. Phys. 60 (1988) 373.
[62] A. Bassetto, M. Ciafaloni and G. Marchesini, Phys. Rept. 100 (1983) 201.
[63] G. Marchesini and B. R. Webber, Nucl. Phys. B 310 (1988) 461.
[64] S. Catani, G. Marchesini and B. R. Webber, Nucl. Phys. B 349 (1991) 635.
[65] F. Hautmann, Int. J. Mod. Phys. A 16S1A (2001) 238 [hep-ph/0011381].
[66] F. Hautmann, Phys. Lett. B 655 (2007) 26.
[67] S. Catani and F. Hautmann, Nucl. Phys. B 427 (1994) 475.
[68] G. Curci, W. Furmanski and R. Petronzio, Nucl. Phys. B175 (1980) 27.
[69] W. Furmanski and R. Petronzio, Z. Phys. C11 (1982) 293.
[70] S. Moch, J. Vermaseren and A. Vogt, Nucl. Phys. B688 (2004) 101.
[71] S. Moch, J. Vermaseren and A. Vogt, Nucl. Phys. B691 (2004) 129.
[72] S. Plätzer and M. Sjödahl, Eur. Phys. J. Plus 127 (2012) 26.
[73] M. Bengtsson, T. Sjöstrand and M. van Zijl, Z. Phys. C32 (1986) 67.
[74] S. Gieseke, P. Stephens and B. R. Webber, JHEP 0312 (2003) 045.
[75] T. Sjöstrand and P.Z. Skands, Eur. Phys. J. C 39 (2005) 129.

[76] Y. L. Dokshitzer, D. Diakonov and S. I. Troian, Phys. Lett. B78 (1978) 290; Phys. Lett. B79 (1978) 269; Phys. Rept. 58 (1980) 269.

[77] G. Curci, M. Greco and Y. Srivastava, Nucl. Phys. B159 (1979) 451; M. Greco, F. Palumbo, G. Pancheri and Y. Srivastava, Phys. Lett. B77 (1978) 282.

[78] G. Parisi and R. Petronzio, Nucl. Phys. B154 (1979) 427.

[79] J. C. Collins, D. E. Soper and G. F. Sterman, Nucl. Phys. B250 (1985) 199; Nucl. Phys. B223 (1983) 381.

[80] J. C. Collins and D. E. Soper, Nucl. Phys. B194 (1982) 445; Nucl. Phys. B197 (1982) 446.

[81] P. Connor, F. Hautmann and H. Jung, PoS DIS2016 (2016) 039.

[82] E. G. de Oliveira, A. D. Martin and M. G. Ryskin, Eur. Phys. J. C 74 (2014) 3118.

[83] A. Martin, M. Ryskin and G. Watt, Eur. Phys. J. C 66 (2010) 163; M. Kimber, A. Martin and M. Ryskin, Phys. Rev. D 63 (2001) 114027; Eur. Phys. J. C 12 (2000) 655.