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I. INTRODUCTION

Life processes such as cellular signaling, control and regulation arise from complex interactions and reactions between biomolecules. A fundamental challenge of understanding and controlling life processes is that they are inherently multiscale – cellular signaling alone involves 6 orders of magnitude in lengthscales (0.1 nanometers to 100 micrometers) and 18 orders of magnitude in timescales (femtoseconds to hours). Unfortunately, these scales are tightly coupled – a single-point mutation in a protein can disturb the biochemical interactions such that this results in disease or death of the organism. No single experimental or simulation technique can probe all time- and lengthscales at a resolution required to understand such a process comprehensively.

In computer simulations, this dilemma can be mitigated by multiscale techniques – different parts of the system are described by a high-resolution and a low-resolution model, and these parts are coupled to give rise to a hybrid simulation. A famous example of such a multiscale model in biophysical chemistry is the coupling of quantum and classical molecular models (QM/MM) [1]. Here we lay groundwork for a hybrid simulation technique that couples two scales that are particularly useful to model intracellular dynamics: the molecular dynamics scale that describes structural changes of biomolecules and their complexes, and the reaction-diffusion scale that describes diffusion, association and dissociation on the timescale of a cell. We call this approach MSM/RD, due to the combination of the simulation models chosen at these scales:

1. MSMs of the molecular scale: Molecular dynamics (MD) simulation allows us to probe molecular processes at atomic detail, but its usefulness has long been limited by the sampling problem. Recently, the combination of hard- and software for high-throughput MD simulations [2–6] with Markov state models (MSM) [7–9] has enabled the exhaustive statistical description of protein folding and conformational changes [10–14], as well as the association of proteins with ligands [15–19] and even other proteins [20]. Using multi-ensemble Markov models (MEMMs) [21–25], MSMs can be derived that even capture the kinetics of ultra-rare events beyond the seconds timescale at atomistic resolution [26–28]. MSM approaches can thus model the long-lived states and transition rates of atomic detail interactions, but the cost of atomistic MD sampling limits them to relatively small biomolecules and complexes.

2. Reaction-diffusion (RD) scale: While atomic detail is relevant for some processes that affect the cellular scale, it is neither efficient nor insightful to maintain atomic resolution at all times for cellular processes. We choose particle-based reaction-diffusion (PBRA) dynamics kinetics as a reference model for the cellular scale. PBRA simulates particles, representing individual copies of proteins, ligands or other metabolites. Particles move in space via diffusion and reactive species will react with a probability according to their reaction rate when being
close by. Here, a reaction may represent molecular processes such as binding, dissociation, conformational change, or actual enzymatic reactions. PBRD acknowledges that chemical reactions are inherently discrete and stochastic in nature [29–32], and that diffusion in cells is often not fast enough to justify well-stirred reaction kinetics [33–37]. A large number of recent software packages and codes implement some form of PBRD [38–48], see also the reviews [49, 50].

Our aim is to construct a multiscale MSM/RD simulation which reproduces the essential statistical quantities of a hypothetical “ground truth” MD simulation of the entire multi-protein system. In most practical cases, such a ground truth simulation cannot be conducted and MSM/RD is needed to scale to large lengthscales and many molecules. However, we need to derive methods to couple the MSM and RD scales such that the multiscale simulation reproduces key thermodynamic and kinetic quantities related to the state transitions and interactions of molecules.

The relevant scenarios for MSM/RD can be classified by the number of interacting particles, or the related reaction order:

1. First-order reactions: isolated diffusing particles can be modeled by a MSM obtained from MD simulations in a solvent box. The MSM directly translates into a set of unimolecular reactions that can be implemented in standard PBRD software. As long as the particles don’t interact, the only effect of different states on the dynamics are changes between different diffusion constants/tensors.

2. Second-order reactions: interactions between two molecules that can be modeled as bimolecular reactions include protein-ligand or protein-protein association \((A + B \rightarrow C)\). As soon as the complex \(C\) has been formed, its dynamics may be described by state transitions of an MSM of the complex.

3. Higher-order reactions: simultaneous interactions between more than two molecules will generally require to be treated in MSM/RD, but are beyond the scope of the current paper.

In this work we make a first stride towards MSM/RD and we will focus on second-order reactions as first-order reactions are trivial and higher-order reactions are outside our current scope. We will derive a theory of MSM/RD for second-order reactions and develop an algorithm to couple the MSM and RD scales for the special case of a protein interacting with a ligand. This case is depicted in Fig. 1, with one macromolecule \(A\) and one ligand \(B\) freely diffusing. When the macromolecule and the ligand are far from each other, they both undergo a diffusion process. When they come close to each other, molecular interactions need to be taken into account, which can be modeled with MD-derived MSMs. We aim at defining states, rates and coupling mechanisms such that the resulting MSM/RD framework recovers the correct macroscopic rates and equilibrium probabilities. We demonstrate the validity of our theory and algorithms on a toy model of protein-ligand interaction and on binding of carbon monoxide to myoglobin.

In related work, [51] have coupled MD with a diffusion scheme. In contrast with their work, we do not employ a direct MD simulation at the “small” scale, but represent the small scale by an MSM as this allows us to operate on roughly the same timesteps for the small and the large scales. Other works have proposed alternative schemes to couple random walks (MSMs) with Brownian diffusion schemes, some examples can be seen in [52–54]. However, these works focus on specific contexts that are not directly applicable for coupling MD-derived MSMs with reaction-diffusion schemes.

II. MSM/RD: COUPLING MARKOV STATE MODELS AND REACTION-DIFFUSION

We develop a theoretical description for MSM/RD. In general, we are interested in describing the spatiotemporal evolution of \(N\) molecules, but here we concentrate on the dynamics and interactions of only two molecules, \(A\) and \(B\). For the sake of simplicity, we assume the two molecules do not have conformational changes of their own, so they can only diffuse and interact with each other. Conformational changes coupled with second-order reactions will be explored in future MSM/RD developments.
A. The ground truth model with full dynamics

The ground truth model consists of a dynamical system represented by a full MD simulation of the two molecules and the solvent in the large (e.g. cell-scale) system. However, such a simulation is inefficient or infeasible in any practically relevant case. Nonetheless, this reference model provides the framework for the theoretical derivation of the MSM/RD scheme; it defines reference values and in which way the MSM/RD method makes approximations to the ground truth model. We will assume that the ground truth model consists of Langevin dynamics for the two molecules and the solvent at the chosen resolution (e.g. all-atom), in practice the application of other thermostats or integrators is not likely to make a substantial difference. Langevin dynamics evolve as:

\[
\frac{d^2 x_k(t)}{dt^2} = -\nabla_k U(x_t) - \gamma_k \frac{d}{dt} x_k + \sqrt{2k_B T} \xi_k(t),
\]

where \(x_k\) represents the three-dimensional position of the \(k^{th}\) atom in the system (including the solvent), \(x_t = [x_1(t), \ldots, x_k(t), \ldots, x_N(t)]\), \(N\) the total number of atoms, \(U\) is the potential energy and \(-\nabla_k U\) is the force acting on the \(k^{th}\) particle, \(m_k\) is the \(k^{th}\) particle mass, \(\gamma_k\) is the \(k^{th}\) damping coefficient, and \(\xi_k(t)\) is a Gaussian random force such that the expectations of its components satisfy \(E[\xi_{k,i}(t)] = 0\) (zero mean) and \(E[\xi_{k,i}(t)\xi_{k,j}(s)] = \delta_{ij}\delta(t-s)\) (white noise) with \(k_B T\) being the thermal energy. In simulations, we use finite-time-step approximations of (1) and use it to generate stochastic trajectories. For the theoretical analysis, it is more useful to look at the ensemble dynamics, i.e., the propagation of probability densities in time. For this, we can ask: If we start the dynamical system in phase space point \(y\) and let it run, with which probability will we find it in a point \(x\) a time \(\tau\) later? We call this probability the transfer probability \(p(y \rightarrow x; \tau)\), and we will use it to describe the action of the ground truth dynamics [55].

The transfer probability \(p(y \rightarrow x; \tau)\) subsumes the full complexity of the MD model, including interaction energies of the molecules with each other and external fields. The propagation of probability densities \(\varrho(x; t)\) in time is formally described by the propagator \(\mathcal{P}_\tau\):

\[
\varrho(x; t + \tau) = \mathcal{P}_\tau \varrho(x; t) = \int p(y \rightarrow x; \tau) \varrho(y; t) \, dy
\]

We want to find an efficient algorithm to approximate these dynamics. More specifically we want to approximate certain aspects of these dynamics, such as the long-time behavior.

It is often useful to consider densities relative to the stationary density \(\pi(x)\) given by

\[
u(x; t) = \frac{\varrho(x; t)}{\pi(x)},
\]

which defines the propagator relative to the stationary density, or transfer operator [55]:

\[
u(x; t + \tau) = \mathcal{T}_\tau u(x; t) = \int \frac{\pi(y)}{\pi(x)} p(y \rightarrow x; \tau) u(y; t) \, dy
\]

\[
= \int p(x \rightarrow y; \tau) u(y; t) \, dy
\]

The third row follows from detailed balance. For reversible systems, where detailed balance is fulfilled, \(\mathcal{T}_\tau\) is often called backward propagator, as it appears to evolve densities backward in time.

We will now introduce a scale separation by treating molecules \(A\) and \(B\) different when they are close (interacting) and far apart (non-interacting). More specifically these scales are defined by the distance between the centers of mass between \(A\) and \(B\), \(r_{AB}\):

1. MSM domain: molecules are in the interaction region \(I = \{x \mid r_{AB}(x) < R\}\).
2. RD domain: molecules are in the outside region \(O = \{x \mid r_{AB}(x) \geq R\}\).

The definition of \(R\) will be investigated later. Next, we take a closer look at the dynamics valid in these respective domains.

B. Markov state models for interacting molecules

We consider molecules that are closer than \(R\) to be interacting, hence we call the corresponding subset of state space \(I\). The kinetics in \(I\) are fully described by Eq. (3), which can be approximated by a MSM derived from a MD simulation that fully includes \(I\) (usually plus some extra space, because MD simulations typically employ periodic rather than spherical boundary conditions). We implicitly assume that the interaction forces between the proteins have decayed to zero at distances \(R\) or greater. We should point out that while the electrostatic force decays slowly in vacuum, electrostatic interactions typically die out after \(\sim 2\) nm in the cytosol due to solvent and ion screening.

The interaction region \(I\) will be approximated by a MSM or, more generally, by the closely related Koopman model [56, 57]. We perform a spectral decomposition of (3), assuming that there exists a unique stationary density \(\pi\) and the dynamics obey detailed balance:

\[
\varrho(x; t + \tau) = \pi(x) \sum_{i=1}^{\infty} \lambda_i(\tau) \langle \psi_i, \varrho(t) \rangle \psi_i(x)
\]

Here, \(\langle , \rangle\) denotes the scalar product, \(\psi_i\) are the eigenfunctions of \(\mathcal{T}_\tau\) and its leading eigenvalues have the form

\[
\lambda_i(\tau) = e^{-\tau/\tau_i},
\]
where \( t_i \) is a characteristic relaxation timescale. In MSMS and Koopman models, we make the following approximations: (1) We model the system at a lag time \( \tau \) that is typically much larger than the MD simulation time step. Thus, we truncate the spectral decomposition to those processes that have relaxation timescales on the order of \( \tau \) or longer:

\[
\varrho(x; t + \tau) = \pi(x) \sum_{i=1}^{k} \lambda_i(\tau) \langle \psi_i, \varrho(t) \rangle \psi_i(x)
\]

where \( 3t_k < \tau \) is sufficient for practical purposes. Note the solvent dynamics correspond to the fast coordinates that have been averaged out. Now we can perform a Galerkin projection of the transfer operator by discretizing the phase space using basis functions \( \chi_i(x) \), \( i = 1, \ldots, n \). In MSMS, these are characteristic functions

\[
\chi_i(x) = \begin{cases} 1 & x \in S_i \\ 0 & x \notin S_i \end{cases}
\]

where the \( S_i \) form a complete partition of phase space, i.e. \( \Omega = \{ S_1 \cup S_2 \cup \cdots \cup S_n \} \). In a Koopman model, \( \chi_i \) can be other functions, such as Gaussians. The phase space has now been discretized into a finite state space. The local densities become vectors simply given by

\[
\pi_j(x) = \int_{x \in S_j} \pi(x) dx, \quad \varrho_j(t) = \int_{x \in S_j} \varrho(x; t) dx.
\]

Furthermore, we want the transfer operator to be approximated by a matrix. We can obtain this matrix by noting that the eigenfunctions of the transfer operator also become vectors in state space

\[
\psi_i^j = \frac{1}{\Omega} \int_{x \in S_j} \chi_j(x) dx \int_{x \in S_i} \psi_i(x) dx.
\]

With these equations, we can write the discrete version of equation 4 as

\[
\varrho_j(t + \tau) = \pi_j(x) \sum_{i=1}^{k} \lambda_i(\tau) \langle \psi_i^j, \varrho_j(t) \rangle \psi_i^j,
\]

where \( \langle \psi_i^j, \varrho_j(t) \rangle = \int_{x \in S_j} \psi_i^j(x) \varrho_j(t) \pi(x) dx = \psi_i^j \varrho_j(t) \pi_j \). Writing this equation in its matrix form yields the Chapman-Kolmogorov equation

\[
\varrho(t + \tau) = T^T(\tau) \varrho(t),
\]

with \( \lambda_i(\tau) \) and \( \psi_i = [\psi_i^1, \ldots, \psi_i^n] \) the \( x \)th eigenvalue and eigenvector of the transition probability matrix \( T(\tau) \), respectively, and with \( \varrho(t) = [\varrho_1(t), \ldots, \varrho_n(t)] \) the probability mass function.

Estimating a high-quality MSM from MD simulation data can be quite complex. It typically involves (i) mapping the MD coordinates to a set of features, such as residue distances, contact maps or torsion angles [6, 58–63], (ii) reducing the dimension to slow collective variables (CVs), often based on the variational approach or conformation dynamics [64, 65] or its special case time-lagged independent component analysis (TICA) [66, 67] – see [57, 68] for an overview, (iii) optionally, embedding the resulting coordinates in a metric space whose distances correspond to some form of dynamical distance [69, 70], (iv) discretizing the result space using data-based clustering [8, 59, 71–76], typically resulting in 100-1000 discrete states, and (v) estimating the transition matrix \( T(\tau) \) or a transition rate matrix \( K \) with \( T(\tau) = \exp(\tau K) \) at some lag time \( \tau \), and validating it [7, 11, 62, 77]. Finally, the MSM may be coarse-grained to few metastable states [78–84]. The MSM software packages PyEMMA [59] and MSMbuilder [85] can greatly help to simplify this process and make it reproducible, and the VMD software [86] is instrumental for visualization.

In the case where there are well-defined meta-stable regions in phase space, we can greatly reduce the number of states in the MSM. One way to simplify the MSM construction process above and to directly end up with a few-state MSM is to employ VAMPnets, where the complex MSM construction pipeline is replaced by a neural network that is trained using the variational approach for Markov processes [87]. Alternatively, one can replace the discretization step (iv) above by employing a core set approach that was derived in [62] and further analyzed in [88]. The essential idea is to define the states as cores around the metastable regions. Due to the metastability, the probability of finding the system outside of the metastable regions is very small, so to a good approximation the kinetics can be described as a core-to-core jump process [88]. This approach will be employed here and explained in more detail in the implementation section.

C. Reaction-diffusion dynamics for noninteracting molecules

When molecules are far apart, and thus in the RD domain defined by \( r_{AB}(x) \geq R \), they are not directly interacting. As the dynamics of the two molecules are independent, it is convenient to only track the net diffusion of the centers of mass, \( r_A \) and \( r_B \). Furthermore, we assume that the dynamics in the RD domain can be tracked by coarse timesteps of at least \( \Delta t \) which exceeds the typical velocity autocorrelation time (picoseconds). At such timescales, the fast dynamics corresponding to the solvent are averaged out. It is possible that even longer timesteps are made using an event-based integration scheme such as first-passage kinetic Monte Carlo (FPKMC) algorithm, Green’s function reaction dynamics (GFRD) or MD-GFRD [36, 40, 47, 48, 51, 89]. At such timescales, the Langevin equation (1) becomes an overdamped Langevin equation for the centers of mass of the two molecules, i.e. the motion is governed by pure
diffusion:

\[
\frac{dr_A(t)}{dt} = \sqrt{2DA} \xi_A(t), \quad \frac{dr_B(t)}{dt} = \sqrt{2DB} \xi_B(t),
\]

where \(\xi_A(t)\) and \(\xi_B(t)\) are independent white noise vectors with each of their components satisfying \(E[\xi_{K,i}(t)] = 0\) and \(E[\xi_{K,i}(t)\xi_{K,j}(s)] = \delta_{ij}\delta(t-s)\). \(D_A\) and \(D_B\) are the net diffusion coefficients for the centers of mass, which can be obtained from MD simulations. In general, as we are tracking the center of mass, we also need to track the rotational diffusion of the molecules. However, as rotational diffusion is not relevant for the examples discussed in this manuscript, we refer to [90, 91] and future work.

In the present case, we can simply fix the frame of reference in \(r_A(t)\), assume the rotation of \(A\) is slower than the diffusion of \(B\), which is true for protein-ligand systems, and fix the orientation of the axis to that of molecule \(A\). We further assume that \(B\) is a small molecule such that its orientation is not very relevant, as it will be the case in our implementation of the scheme. This simplifies Eqs. 6 into a simple diffusion in \(r_B\) only:

\[
\frac{dr_B(t)}{dt} = \sqrt{2(D_B + D_A)} \xi(t),
\]

with the components of \(\xi(t)\) satisfying \(E[\xi_i(t)] = 0\) and \(E[\xi_i(t)\xi_j(s)] = \delta_{ij}\delta(t-s)\).

D. MSM/RD coupled dynamics

The present coupled model only considers interactions between up to two molecules. This is a frequent assumption in PBRD [39, 40, 44, 48] but may be restrictive from a molecular standpoint. We assume that simultaneous reactions between three or more molecules such as \(A + B + C \rightarrow D\) can always be broken down into \(A + B \rightarrow AB; AB + C \rightarrow D\) or other bimolecular pathways, and therefore focus on MSM/RD involving two molecules. In order to do the coupling, as the dynamics in the \(I\) and \(O\) region are given in terms of states and coordinates respectively, we need to recognize that \(x\) and \(y\) in the transfer density \(p(y \rightarrow x; \tau)\) can be either coordinates \(c\) (center-of-mass position and perhaps orientation of the molecule) or states \(s\) (metastable regions in the coordinate space). In order to implement the coupling, we suggest defining two quantities:

- \(p_{\text{entry}}[c_t \rightarrow x_{t+\Delta}; \Delta]\), transfer probability of starting in coordinates \(c_t\) just inside the MSM domain \((r_{AB}(c_t) < R)\) conditioned on hitting only one state \(x_{t+\Delta} = s_{t+\Delta}\) in the MSM domain (transition event) OR on exiting once the MSM domain \(x_{t+\Delta} = c_{t+\Delta}\) (return event)
- \(p_{\text{exit}}[s_t \rightarrow x_{t+\Delta}; \Delta]\), transfer probability of starting in state \(s_t\) conditioned on exiting once the MSM domain \(x_{t+\Delta} = c_{t+\Delta}\) (exit event) OR hitting once any other state \((x_{t+\Delta} = s_{t+\Delta})\).

Once we know these transfer probabilities, we can introduce the basic algorithm where \(\tau_{\text{RD}}\) and \(\tau_{\text{MSM}}\) correspond to the diffusion and MSM time-step, respectively:

**Input:** Initial mode (RD or MSM), initial condition (coordinates \(c_0\) or state \(s_0\), respectively) and \(t = 0\):

1. If in RD mode:
   a. Propagate \(c_t \rightarrow c_{t+\tau_{\text{RD}}}\) by diffusion
   b. Update time \(t += \tau_{\text{RD}}\)
   c. If \(r_{AB}(c_t) < R\) (enter MSM domain):
      - Sample next event \((x_{t+\Delta}, \Delta)\) from \(p_{\text{entry}}[c_t \rightarrow x_{t+\Delta}; \Delta]\).
      - If transition event:
         Map to state \(s_{t+\Delta} = x_{t+\Delta}\)
         Update time \(t += \Delta\)
         Switch to MSM mode
      - Else (return event):
         Map to coordinates \(c_{t+\Delta} = x_{t+\Delta}\)
         Update time \(t += \Delta\)

2. Else (MSM mode):
   a. If \(s_t \neq s_t-\tau_{\text{MSM}}\) or previous mode \(\neq\) MSM mode:
      - Sample next event \((x_{t+\Delta}, \Delta)\) from \(p_{\text{exit}}[s_t \rightarrow x_{t+\Delta}; \Delta]\).
      - If exit event:
         Map to coordinates \(c_{t+\Delta} = x_{t+\Delta}\)
         Update time \(t += \Delta\)
         Switch to RD mode
   b. Propagate \(s_t \rightarrow s_{t+\tau_{\text{MSM}}}\) using the MSM
   c. Update time \(t += \tau_{\text{MSM}}\)

There are additional issues in specific scheme implementations, such as estimating the unknown conditional transfer probabilities, and choosing the MSM discretization and \(R\) such that the overall discretization error is small, among others. These issues are non-trivial and could potentially be tackled with different approaches. In order to quantify the accuracy of a given approach, we quantify how well is our scheme approximating the ground truth by comparing relevant macroscopic observables. We present one possible implementation of the scheme in the next section.

III. AN MSM/RD IMPLEMENTATION FOR PROTEIN-LIGAND SYSTEMS

Now we develop an implementation of the MSM/RD scheme for a special class of systems: the binding of a small ligand to a protein. While the theory described before is more general, implementations to more challenging systems such as protein-protein interaction will
be treated in future contributions. We begin by considering the macromolecule $A$ fixed at the origin with fixed orientation and the ligand $B$ freely diffusing around it with an overall diffusion constant $D = D_A + D_B$. The macromolecule has several possible binding sites given by some interaction potential. In order to present the MSM/RD scheme in detail, we distinguish three different simulations:

1. **Reference simulation** (ground truth, if available): MD simulation of $B$ and its interaction with $A$ in a large spherical domain with radius $R_c$. Unfortunately, reference simulations of realistic systems are in general not computationally feasible due to the time and lengthscales of the simulation. Nonetheless, reference simulations of simple systems are used to verify the MSM/RD scheme and validate its use in more complex systems.

2. **Small-scale simulation** (MD simulation): analogous to the reference simulation with the difference that $B$ is constrained to a small box with periodic boundary conditions, see Fig. 2a. As the potential is negligible outside this box, the main interaction dynamics are extracted from this simulation’s data into a MSM. This simulation is used to parametrize the MSM/RD model.

3. **MSM/RD simulation** (hybrid model): couples the MSM for short-range interactions derived from the MD simulation (2) with a diffusion scheme for the long-range, see Fig. 2c. The goal of the scheme is to approximate the ground truth dynamics given by the reference simulation (1).

### A. Estimation

In order to parametrize the MSM/RD scheme, we need to estimate quantities from the small-scale simulation (2) that characterize the state-to-state dynamics and the coupling between the MSM and RD domain. The state to state dynamics are estimated using a MSM, and the coupling is given in terms of entry and exit events from the MSM domain. These might happen on different timescales, so we would like to be free from the fixed timestep the MSM requires to be well equilibrated. Therefore, we use trajectory statistics for entry and exit events.

1. **MSM**

As a first step for the construction of the Markov model and MSM/RD parametrization, we need to find a discrete representation of the underlying data. In this work we use the core MSM approach [88], which requires the definition of cores as metastable regions of phase space. Cores are given by spherical domains around the metastable regions in the MD simulation and can be found using a clustering algorithm. In the core MSM approach a discrete trajectory is constructed by assigning the last visited state-index to each point in the trajectory. Note the trajectory may leave the core of a given state and re-enter multiple times without transitioning to other states. Using this discretization technique we truncate the discrete trajectory into three types of trajectories as shown in Fig. 2b: (i) entry trajectories that start just inside the MSM domain and either leave the domain next or hit a core inside the domain. (ii) transition trajectories that start in a state and hit another state as next event and (iii) exit trajectories that start in a state and leave the MSM domain as next event. These trajectories are used to estimate the transfer densities and to parametrize the MSM/RD simulation.

The MSM for the short-range interactions is built using the full discrete trajectories and the exit trajectories (Fig. 2a). We follow the methods from [7] to estimate a transition matrix $T(\tau)$, where the entries are the transition probabilities $T_{ij}$ from state $i$ to $j$. Using the discrete trajectories, we create count matrices $C_{ij}(\tau)$ from the complete data set and $C_{ij,\tau}(\tau)$ from the exit trajectories, which count all the transitions from state $i$ to $j$ at a lag time $\tau$ observed in the respective datasets. As the coupling between the MSM and RD domain is handled separately, the MSM dynamics only accounts for transitions amongst the cores and therefore the counts arising from exit trajectories have to be subtracted

$$C_{ij}(\tau) = C_{ij}(\tau) - \delta_{i,j} C_{ij,\tau}(\tau),$$

where $\delta_{i,j}$ denotes the Kronecker delta. We then use a maximum likelihood estimator to obtain a transition matrix from the given counts $C_{ij}$. Note that here we have chosen an irreversible estimator, as we can no longer assume that detailed balance holds for this count matrix.

2. **Entering the MSM domain**

The protocol to enter the MSM domain from the RD domain is constructed with the entry trajectories as defined above. It consists of generating a list $L_{entry} = \{c_{entry}, x_{end}, \Delta\}$ of all start coordinates $c_{entry}$ (just inside the MSM domain) and endpoints $x_{end}$ of entry trajectories and their corresponding times $\Delta$. The endpoints may be either MSM states or coordinates in the RD domain, see Fig. 2b. The ensemble of trajectories in this list estimates the conditional transfer probability $p_{entry}(c_t \rightarrow s_{t+\Delta}; \Delta)$ (Sec. II.D) for several times $\Delta$. In the MSM/RD simulation samples are drawn from this list of entry points.

3. **Exiting the MSM domain**

For each state $s$ of the MSM, we collect all exit and transition trajectories and save their end coordinate or
FIG. 2: Illustrations of a MD trajectory, its classification to extract the relevant dynamics and the MSM/RD scheme. a) Illustration of a trajectory of a ligand in a MD simulation within a box with periodic boundaries (small-scale simulation). Note that there are two metastable regions, e.g., binding sites on a protein, where the ligand stays for a longer time. b) Illustration of truncation and classification of the trajectory. The MSM domain is chosen so the interaction potential is effectively zero outside this region (bath state); the cores $X$ and $Y$ are chosen to represent the metastable regions in phase space. The truncated trajectories are classified into entry trajectories (green), transition trajectories (red) and exit trajectories (blue), which are used for the coupling in the MSM/RD scheme. In order to obtain the MSM for the MSM/RD scheme, the system is also classified into three states, the bath state and the two cores $X$ and $Y$: it is also shown when the transition between these states occur along a trajectory. c) Representation of the MSM/RD scheme. The full trajectories from the MD-simulation are used to derive a MSM to model the dynamics in the MSM domain. The entry and exit trajectories from the MD-simulation are used to couple the Brownian dynamics in the diffusion domain with the dynamics in the MSM domain.

state along with their respective exit time in the lists $L_{\text{exit},s} = \{c_{\text{exit}}, \Delta\}$ and $L_{\text{trans},s} = \{s_{\text{trans}}, \Delta\}$. The ensemble of trajectories in these list estimates the conditional transfer probability $P_{\text{exit}}[s_t \rightarrow c_{t+\Delta}; \Delta]$ (Sec. IID) for several times $\Delta$. The probability of an exit event $P_{\text{exit},s}$ is simply estimated as the ratio of exiting trajectories over the total numbers of trajectories,

$$P_{\text{exit},s} = \frac{\text{# of trajectories in } L_{\text{exit},s}}{\text{# of trajectories in } L_{\text{exit},s} \text{ and } L_{\text{trans},s}}.$$  

(9)

B. The MSM/RD scheme

Based on the estimated quantities defined in the previous section, we introduce an implementation of the MSM/RD algorithm from Sec. IID.

Input: Initial mode (RD or MSM), initial condition (coordinates $c_0$ or state $s_0$, respectively) and $t = 0$.

While $t \leq t_{\text{final}}$:

1. If in RD mode:
   (a) Propagate $c_t \rightarrow c_{t+\tau_{\text{RD}}}$ by diffusion
   (b) Update time $t += \tau_{\text{RD}}$
   (c) If $r_{AB}(c_t) < R$ (enter MSM domain):
      • Select trajectory from $L_{\text{entry}} = \{c_{\text{entry}}, x_{\text{end}}, \Delta\}$ with $c_{\text{entry}}$ closest to $c_t$
      • If $x_{\text{end}}$ is a state: Map to state $s_{t+\Delta} = x_{\text{end}}$

2. Else (MSM mode):
   (a) If $s_t \neq s_{t-\tau_{\text{MSM}}}$ or previous mode $\neq$ MSM mode:
      • Sample exit event with $P_{\text{exit},s}$
      • If exit event:
         Uniformly select trajectory from $L_{\text{exit},s} = \{c_{\text{exit}}, \Delta\}$
         Map to coordinates $c_{t+\Delta} = c_{\text{exit}}$
         Update time $t += \Delta$
         Switch to RD mode.
   (b) Propagate $s_t \rightarrow s_{t+\tau_{\text{MSM}}}$ using $T(\tau_{\text{MSM}})$
   (c) Update time $t += \tau_{\text{MSM}}$.

The diffusion in the RD domain is done using a Euler-Maruyama discretization of Eq. 7 [92]. Note the diffusion step can be simulated more efficiently with event based algorithms, like FPKMC or eGFRD [36, 40, 47, 51] for systems with low particle concentrations.

In order to optimize the efficiency of the algorithm, the entry points of entry trajectories are classified into equal area bins on the sphere. This allows the algorithm to find the closest trajectory to a given entry point more efficiently. The partition of the sphere was done following [93].
C. Verification of the MSM/RD scheme

In order to verify the MSM/RD scheme, we use systems where a reference simulation is available. We verify the internal dynamics by comparing the first passage times (FPTs) distributions and mean first passage times (MFPTs) for each pair of metastable states within region \( I \) between the MSM/RD and reference simulations. We estimate the ground truth MFPTs by computing the FPTs \( t^\text{ref}_{ij} \), where the initial conditions are chosen as the minima \( \mu_i \) and the system is propagated following the reference simulation until hitting state \( j \) (conditioned on not leaving the MSM domain). For the MSM/RD scheme, we compute the FPTs \( t^\text{MSM}_{ij} \) by placing the particle in state \( i \) and propagating the system following the MSM/RD scheme until state \( j \) is hit. If the particle exits the MSM domain before reaching state \( j \), the trajectory is not taken into account. When a sufficiently large sample is generated, we can estimate the distributions of FPTs by histograms. The MFPTs are estimated as \( \tau^\text{ref}_{ij} = t^\text{ref}_{ij} \) and \( \tau^\text{MSM}_{ij} = t^\text{MSM}_{ij} \), respectively. The MFPT relative error between the MSM/RD and the reference simulations is estimated as

\[
(E_{\text{rel}})_{ij} = \frac{\tau^\text{ref}_{ij} - \tau^\text{MSM}_{ij}}{\tau^\text{ref}_{ij}}.
\]

In order to verify the coupling between the RD and MSM domain, we also estimate and compare the unbinding timescales of radii corresponding to simulations at different ligand concentrations.

IV. RESULTS

In this section, we implement the MSM/RD scheme from Sec. III in two systems. The first is a simple model of a ligand diffusing in a potential landscape, which is used to verify that the MSM/RD scheme reproduces the correct dynamics. The second corresponds to a more realistic MD system, where we study the binding of carbon monoxide to myoglobin.

A. Ligand diffusion in potential landscape

We implement the MSM/RD scheme in a simple model, where the reference simulation is available. The model consists of a ligand \( B \) under over-damped Langevin dynamics in a three-dimensional potential landscape

\[
\frac{dx(t)}{dt} = -\frac{1}{\gamma} \nabla U(x) + \sqrt{2D} \xi(t),
\]

with \( U \) the interaction potential with some macromolecule \( A \) fixed at the origin, \( \gamma \) the damping, and each component of the noise satisfies \( E[\xi_i(t)] = 0 \) and \( E[\xi_i(t)\xi_j(s)] = \delta_{ij}\delta(t - s) \) with \( D = k_B T/\gamma \) the diffusion coefficient. A trajectory density plot of the potential landscape chosen is shown in Fig. 3a, and it consists of nine Gaussians with different depths and widths

\[
U(r) = -\sum_{i=1}^9 s_i N(\mu_i, \Sigma_i),
\]

where \( N(\mu_i, \Sigma_i) \) denotes a Gaussian centered at minimum \( \mu_i \) with covariance matrix \( \Sigma_i \), \( s_i \) denotes a scale factor. The small-scale simulation consists of Euler-Maruyama numerical realizations of Eq. (11) under this potential constrained to a box with an edge length of 6 units with periodic boundary conditions. The reference simulation is analogous to the small-scale simulation with the difference that it uses a larger spherical domain with reflective boundary conditions at a range of radii corresponding to simulations at different ligand concentrations.

1. Parametrization of the MSM/RD scheme

We use a radius of \( R = 2.5 \) for the MSM domain (\( I \) region) since outside this domain the potential (Eq. 12) is essentially zero. We generate 120 small-scale simulation trajectories, each with a length of \( 10^7 \) steps, a time-step of \( \Delta t = 10^{-4} \), and sampled every tenth step. This results in a total simulation time of \( t = 1.2 \cdot 10^5 \).

The cores are defined as spheres with radius 0.2 around the minima \( \mu_i \), and the count matrix of transition between cores is generated from the trajectories following Eq. (8). A maximum likelihood estimator (implemented in PyEMMA [59]) is then applied to the count matrix to yield the MSM. From the trajectories, we also generate the lists \( L_{\text{entry}}, L_{\text{exit},s}, L_{\text{trans},s}, \) and \( P_{\text{exit},s} \), introduced in Secs. III A 2 and III A 3. We then estimate the timescales of the eigenmodes for different MSM lag times to test how well the underlying process is estimated by the MSM. The timescales have small variations for different lag times (Fig. 3d), which means the system can be considered Markovian for all lag times. However, we have to be careful not to choose the lag time too large, such that relevant fast timescales are neglected resulting in significant errors. For all further analyses, we consider a lag time of \( \tau^\text{MSM} = 500\Delta t = 0.05 \) to be an optimal compromise.

2. Comparison of dynamic properties

In order to compute the binding rate, we calculate the first passage time from a uniformly sampled location close to the boundary \( r = R_S - \delta \) to any MSM state. We choose \( \delta = 0.05 \) and use \( 10^4 \) simulations to average and estimate the MFPT\(_{\text{on}}\), from which we calculate the binding rate as \( k_{\text{on}} = 1/\text{MFPT}_{\text{on}} \). This procedure is performed for
both the MSM/RD and the reference simulation, and we observe excellent agreement between the two (Fig. 3c).

For the unbinding rate, we consider the inverse process by starting in a MSM state and propagating the dynamics until crossing a boundary defined by a sphere with radius $2.7 > R$. We obtain a reference value of $0.402 \pm 0.002$ and a MSM/RD simulation value of $0.400 \pm 0.002$. We further compute the logarithm of the equilibrium constant $\log(K_{eq}) = \log(k_{off}/k_{on})$ for both models and for the chosen values of concentrations, resulting in accurate reproduction of the reference values by the MSM/RD scheme (Fig. 3f). Thus we verify that the coupling between the MSM domain and the RD domain works consistently in the MSM/RD simulation scheme.

Next, we want to ensure that also the dynamics between the states inside the MSM are reproduced to a high accuracy. We compare MFPTs between all pairs of states conditioned on not leaving the MSM domain. In the reference simulation this is done by placing the particle at position $\mu_i$ and propagating the system until state $j$ is reached. If the particle leaves the MSM domain before reaching state $j$, this trajectory is discarded. For the MSM/RD simulation, we simply start in state $i$ and propagate until state $j$ is hit, while discarding trajectories that leave the MSM domain. This procedure is repeated until $10^4$ successful trajectories are found for both simulations, which are averaged to obtain the MFPTs. The relative errors are calculated with Eq. (10); all relative errors are below 9% (Fig. 3b). We further observe that negative errors arise for state pairs that are close together and thus have short passage times. For these transitions, we tend to overestimate the MFPT in the MSM/RD simulation as short processes are truncated in the MSM estimation. Moreover, we observe that the highest positive errors arise for transitions which are far apart. These are the hardest to sample since for these transitions there are a very high number of possible long and non-direct transition trajectories, which are less likely to be observed. We chose the four transitions with the highest relative error and compared their FPTs distribution histograms (Fig. 3c). Even though these transitions have the highest errors, we observe the distributions match well. Therefore, we verify MSM/RD scheme also describes the internal dynamics accurately.
B. Binding of CO to myoglobin

As an application of the MSM/RD scheme, we study the binding of carbon monoxide (CO) to myoglobin. Myoglobin is a globular protein which is responsible for the transport of oxygen in muscle tissue. The binding process of CO to myoglobin has recently been studied by de Sancho et al. [18], whose data we use to parametrize the MSM/RD scheme. The dataset consist of MD trajectories of 20 CO molecules and one myoglobin protein for a total simulation time of 500 ns. The MD simulation is confined to a periodic box with edge length of 5 nm. As described in [18] the presence of CO does neither affect the dynamics of the protein nor do the CO mutually influence their binding behavior. Therefore we treat each of the 20 CO trajectories as independent. This increases the total effective simulation time to 10 µs.

1. Parametrization of MSM/RD scheme

In order to parametrize the scheme, all frames are first aligned using the Cα atoms of the myoglobin as reference. On the aligned data, we run the DBSCAN clustering algorithm [94], which finds a total of 16 metastable regions/cores. The positions and size of the cores are shown in Fig. 4a, where it can be observed that the algorithm correctly identifies regions of high ligand density, including the myoglobin bound state indicated in red. The radius of the spherical cores is the radius at which 80% of the datapoints that were assigned to the respective state are inside the core. We discard 4 states as they are not part of the largest connected set and therefore irrelevant for our study. As the protein is almost filling the entire MD box we choose the largest possible MSM domain ($R = 2.5$ nm). This leads to residues of the periodic boundary conditions inside the MSM domain which are treated by mapping points of the trajectory on the correct side of the protein and truncating trajectories. Analogous to the previous example, we follow Sec. III to estimate a MSM for the close-range dynamics and generate $L_{entry}$, $L_{exit,s}$, $L_{trans,s}$ and $P_{exit,s}$ to couple the dynamics in the two domains.

We compute the implied timescales for the MSM and choose a lag time of 150 ps since timescales are sufficiently converged (Fig. 4b). The diffusion constant is computed using the mean squared displacement (MSD) of the parts of the CO trajectories that are far from the protein, with $D = \Delta MSD(t)/6\Delta t$. We find a diffusion constant of $D_{CO} = 2.5 \text{ nm}^2/\text{ns}$, which is comparable to the experimental value which is in the range of $D_{CO} = 2.03 \text{ nm}^2/\text{ns}$ (at 20°C) to $D_{CO} = 2.43 \text{ nm}^2/\text{ns}$ (at 30°C) [95].
2. Computation of dynamic properties

Analogously to the previous example, we compute the FPT from positions sampled uniformly in the RD domain to the bound state for 200 trajectories and compute the binding rate \( k_{on} \) for each concentration. These rates are plotted against the concentration and shown in Fig. 4c. The reaction rate \( k_{on} = 57 \pm 5 \mu M^{-1}s^{-1} \) is obtained as the slope of the linear fit. This result is significantly slower than 646 \( \mu M^{-1}s^{-1} \) found by de Sancho et al. [18], but it is still faster than the experimental value of 12 \( \mu M^{-1}s^{-1} \) found in recombination experiments [96]. For the unbinding rate, we start simulations in the bound state and collect FPTs for leaving the MSM domain. We find a rate of 19.0 \( \pm 0.2 \mu s^{-1} \) which is in correspondence with 15 \( \mu s^{-1} \) found by de Sancho et al. [18] and faster than the experimental value of 5.3 \( \mu s^{-1} \) [96]. We further compute the equilibrium constant \( K_{eq} = k_{on}/k_{off} = 3.0 \pm 0.3 \mu M^{-1} \), which is again much lower than the value of 43 \( \mu M^{-1} \) reported by de Sancho et al. [18] and close to the experimental value of 2.2 \( \mu M^{-1} \). The origin of the discrepancy with the previous work is partly related to the improved representation of the ligand in the solvent state, where dissociation of the ligand from the protein can be observed. In this domain the MSM/RD scheme results in a more reliable representation of the ligand dynamics than the volume corrections used before.

V. CONCLUSION

We introduced and developed the MSM/RD scheme, which couples MD-derived MSMs with RD simulations. We showed an implementation for protein-ligand systems and applied it to two simple systems. The main advantage of the algorithm is that it can simulate large time- and lengthscales while conserving molecular resolution and computational efficiency. This is achieved by extracting the characteristic features of the dynamics from several short MD simulations into a MSM, which can produce new data with great accuracy and at a much faster rate than the original MD simulations. This is a clear advantage in comparison to previous works, like [51, 91], since it does not require running MD simulations every time two particles are close to each other. The scheme can be, in principle, coupled to any RD scheme, like overdamped Langevin dynamics, Langevin dynamics, GFRD [47, 48] and FPKMC algorithm [40], which could yield additional efficiency or accuracy.

We first implemented the MSM/RD scheme for a simple ligand diffusion model (Sec. IV A), which served to verify the scheme. It reproduced the expected dynamics and binding/unbinding rates of the reference simulation. It was also able to generate an accurate MSM for the internal dynamics with a relatively small amount of data, which hints that it is feasible to extract the characteristic dynamics of a computationally feasible amount of MD simulations. Moreover, we implemented the MSM/RD scheme for the binding of CO to myoglobin system (where no reference simulation is available), and we parametrized it with a more realistic MD simulation. After successfully extracting a valid MSM and a coupling scheme, we found that the binding rate and equilibrium constant are significantly closer to experimental results compared to previous studies. However, there is still a significant difference between the simulation and experimental values, likely due to MD modeling errors and variations in experimental approaches to measure the binding rate. Nonetheless, the unbinding rate is consistent with previous studies and experimental results.

The MSM/RD theory we introduced provides the framework upon which schemes for more complex systems can be constructed. However, the MSM/RD scheme, as presented here, is not yet applicable to general systems. We simplified the system and made some implicit assumptions: we fixed the macromolecule in the origin; we assumed angular diffusion was negligible, and we assumed the macromolecule and ligand do not have conformational dynamics independent from their mutual interaction. In future developments, we will extend the MSM/RD scheme to address these issues; however, it should be noted that each of this extensions comes with its own set of challenges and difficulties that are not trivial to address.
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