INTERNAL STRUCTURE AND APSIDAL MOTIONS OF POLYTROPIC STARS IN CLOSE BINARIES

FEDIR V. SIROTKIN AND WOONG-TAE KIM

Department of Physics and Astronomy, FPRD, Seoul National University, Seoul 151-742, South Korea; sirotkin.f.v@gmail.com, wkim@astro.snu.ac.kr

Received 2009 January 3; accepted 2009 April 6; published 2009 May 22

ABSTRACT

We consider a synchronized, circular-orbit binary consisting of a polytrope with index \( n \) and a point-mass object, and use a self-consistent field (SCF) method to construct the equilibrium structure of the polytrope under rotational and tidal perturbations. Our SCF method is distinct from others in that the equilibrium orbital angular velocity is calculated automatically rather than being prescribed, which is crucial for obtaining apsidal motion rates accurately. We find that the centrifugal and tidal forces make perturbed stars more centrally condensed and larger in size. For \( n = 1.5 \) polytropes with fixed entropy, the enhancement factor in stellar radii is about 23% and 4%–8% for \( \mu = 1 \) and \( \sim 0.1–0.9 \), respectively, where \( \mu \) is the fractional mass of the polytrope relative to the total. The centrifugal force dominates the tidal force in determining the equilibrium structure provided \( \mu \gtrsim 0.13–0.14 \) for \( n \gtrsim 1.5 \). The shape and size of rotationally and tidally perturbed polytropes are well described by the corresponding Roche models as long as \( n \gtrsim 2 \). The apsidal motion rates calculated for circular-orbit binaries under the equilibrium tide condition agree well with the predictions of the classical formula only when the rotational and tidal perturbations are weak. When the perturbations are strong as in critical configurations, the classical theory underestimates the real apsidal motion rates by as much as 50% for \( n = 1.5 \) polytropes, although the discrepancy becomes smaller as \( n \) increases. For practical uses, we provide fitting formulae for the density concentration, volume radius, coefficient of the mass–radius relation, moment of inertia, spin angular momentum, critical rotation parameter, effective internal structure constant, etc., as functions of \( \mu \) and the perturbation parameters.
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1. INTRODUCTION

Binary systems are an ideal laboratory for the study of stellar astrophysics. They not only provide direct information on stellar mass, radius, and luminosity, which are all fundamental for the theory of stellar evolution, but also allow us to probe stellar structures by measuring apsidal motions (e.g., Eggleton 2006; Giménez 2007). Since tidal forces from a star in a binary system are likely to affect the rotation rate and internal structure of the other component, one expects that the stellar quantities such as radius and effective temperature of binary stars may differ from those of single stars, as confirmed by observations (e.g., Malkov 2003, 2007; Ribas 2006). While the literature abounds with studies on the rotational and tidal distortions of stars, most of the studies are either approximate or based on prescribed rotation profiles, as detailed below. In this work, we employ a fully self-consistent method to investigate the quantitative effects of centrifugal and tidal forces on equilibrium polytropes in synchronously rotating, circular-orbit binaries.

Finding equilibrium configurations of polytropic stars under rotational (and/or tidal) distortion dates back to Chandrasekhar (1933a, 1933b, 1933c) who used a perturbation theory in which an equilibrium density distribution was regarded as a small departure from a corresponding unperturbed Lane–Emden function. Chandrasekhar considered only first-order terms in the rotation parameter \( \nu \) (see Equation (17) for definition), corresponding to slow rotation. Later, this perturbation method was extended to include terms of second order (Anand 1968; Geroyannis et al. 1979) and third order (Geroyannis & Valvi 1985). The first-order perturbation theory was further refined by Linnell (1977, 1981) who retained the first-order terms in the potential expansion, while allowing for large deformation of the equilibrium configurations from the unperturbed polytropes. More recently, Geroyannis (1988) showed that the first-order perturbation theory combined with “complex Lane–Emden functions” beyond their first roots gives much improved results for rotating polytropes.

Kippenhahn & Thomas (1970) used a quasi-spherical method in which (1) the rotation velocity is assumed to be spherically symmetric rather than being cylindrically symmetric and (2) only the radial component of the centrifugal force is considered in the force balance; these assumptions make rotating stars essentially spherical. Recently, Arbutina (2009) used a similar method to study the change of the total angular momentum due to tidal perturbations and the associated tidal instability. While the quasi-spherical method was able to handle the effects of rotation on stellar evolution in a very simplified way, it readily fails when the stellar shape becomes quite nonspherical.

To study the internal structure of binary stars, Kopal (1972) constructed the Roche model where the actual equipotential surfaces of distorted stars are approximated by the corresponding Roche potentials of two point-mass stars (see also Kopal 1978; Mohan & Singh 1978; Mohan & Saxena 1983; Mohan et al. 1990, 1992, 1997). While the Roche model is a good approximation for stars with very high central concentration, it assumes Keplerian orbits and thus cannot give any clue to the apsidal motions of binary stars.

On the other hand, Monaghan & Roxburgh (1965) developed a so-called double-approximation method in which a distorted star is divided into two parts: a core containing most of the stellar material and a nonself-gravitating, low-density envelope. While the envelope is highly susceptible to applied centrifugal and tidal forces, the distortion of the core is assumed to be small even in the case of critical rotation. Depending on the method to calculate the distortion of the core, the double-approximation method has several different branches: Monaghan & Roxburgh (1965), Jackson (1970), Durney & Roxburgh (1970), and Naylor & Anand (1972a, 1972b) used first-order perturbation theory of Chandrasekhar (1933a); Martin (1970) and Singh & Singh (1984) included terms up to of second order; Meynet
& Maeder (1997) and Lal et al. (2006) employed the quasi-spherical method.

Although the aforementioned work has improved our understanding of the rotational and tidal effects on stellar structure, these are only approximate and do not yield accurate results when the perturbations are rather strong. It was James (1964) who first sought for direct numerical solutions for rotationally distorted polytropes without any assumption. By expanding the potential–density pairs in Legendre polynomials up to of 10th order and integrating a set of the resulting ordinary differential equations simultaneously, James (1964) obtained solutions, with truncation errors less than 0.2%, for rotating polytropes. On the other hand, Ostriker & Mark (1968) introduced a self-consistent field (SCF) method that provides a concise, accurate, and very efficient computation scheme. In the SCF method, the equilibrium density distribution is found by solving the Poisson equation as well as the equilibrium condition, alternatively and iteratively, for the potential–density pairs. The SCF method is so powerful that it has been applied to various problems including the structure of rotating stars (Ostriker & Bodenheimer 1968; Mark 1968; Clement 1974; Stahler 1983a, 1983b; Hachisu 1986a) and galactic dynamics of collisionless systems (Hernquist & Ostriker 1992; Hernquist et al. 1995; Weinberg 1999; Gneden 2003). Recently, MacGregor et al. (2007) used a modified version of the SCF method to construct stellar models for differentially rotating, low-mass, main-sequence stars with a realistic equation of state (see also Jackson et al. 2005).

While most SCF methods for distorted stars are two-dimensional under rotational symmetry, Hachisu (1986b) formulated a three-dimensional SCF method to calculate structures of rotating multibody systems in which tidal effects are implicitly included. He showed numerically that there is an equilibrium sequence along which an ellipsoid takes on a dumbbell-like shape as the angular momentum of the whole system increases, eventually separating into a binary. Although Hachisu (1986b) calculated the density structures and shapes of multibody systems, these are for equal-mass objects (owing to the imposed azimuthal symmetry) with a few prescribed laws for spin and orbital angular velocities. Later, Hachisu et al. (1986a, 1986b) generalized the method to allow for unequal-mass binaries, but the rotational velocity is still given externally rather than being calculated self-consistently, which makes it impossible to obtain information on apsidal motions.

Finding accurate internal structures of distorted stars in close binary systems are also of great importance in testing the classical theory of apsidal motions. Apsidal motions arise when the gravitational force due to a star is different from that of a Newtonian point mass. The chief cause of perturbations to Keplerian orbits is the rotational and tidal distortions that make the figures of binary stars deviate from spherical symmetry. Also, the separate or combined effects of the general relativistic correction, the presence of a third body, and non-equilibrium tides can also be non-negligible (see recent review of Giménez 2007). For binary stars in near-circular motions, Russell (1928) showed that the advance rate, \( \dot{\sigma} \), of the apsidal line due to the tidal and rotational distortion of star I with mass \( M_1 \) caused by the attraction of star II with mass \( M_2 \) is given by

\[
\frac{\dot{\sigma}}{\Omega_K} = k_2 \left( \frac{R_1}{A} \right)^{5} \left( 1 + \frac{M_2}{M_1} \right)
\]

where \( \Omega_K = \sqrt{G(M_1 + M_2)/A^3} \) is the Keplerian angular velocity, \( R_1 \) is the mean radius of star I, \( A \) is the orbital separation, and \( k_2 \) is the dimensionless apsidal motion constant. Through more rigorous, first-order perturbation analyses, Cowling (1938) and Stern (1939) generalized Equation (1) to make it applicable to binaries with eccentric orbits, which has been widely used to estimate the degree of the internal density concentration via \( k_2 \) from observations.

However, the classical formulae of Russell (1928), Cowling (1938), and Stern (1939) have two limitations. First, by ignoring the cross terms of spherical harmonics in expanding equipotential surfaces, they are valid in a strict sense only when the tidal and rotational distortions are weak. Second, by assuming an instantaneous adjustment of a star to time-dependent tidal force, they fail when the orbital period is shorter than the oscillation periods of tidally excited modes inside the perturbed star. Quataert et al. (1996) and Smeyers & Willems (2001) relaxed the second limitation to study the effects of dynamical and resonance tides (still based on a linear perturbation theory), finding that the classical formulae are accurate as long as the ratio of the modal to orbital frequencies is less than about 10 (see also Claret & Willems 2003). The validity of the classical formulae is nonetheless questionable for close binaries, especially in the critical configurations, where the distortion of a stellar shape is large enough for nonlinear terms to be non-negligible.

Despite a long history of research, therefore, studies are still lacking as to how the stellar structure, shape, size, etc., of a distorted star as well as its apsidal motion rate in a close binary system vary with the fundamental parameters such as the mass ratio and orbital distance. More specifically, how good are the approximate methods described above for highly distorted stars? What is the relative role of tidal force to centrifugal force in increasing the central density concentration? Can the classical theory of apsidal motions based on perturbation analyses be accurately applied even to critical configurations? To address these questions, we in this work consider a circular-orbit binary in which two components are modeled as a polytrope and a point mass, respectively, and calculate the equilibrium structure of the polytrope using an SCF method. The binary is assumed to be in spin–orbit synchronization, so that the tide is independent of time. As explained below, two salient features of our SCF method compared with those in the previous studies are that the former considers only the polytropic component in density computation, while explicitly including the tidal force from its companion as a fixed gravitational potential, and that the orbital velocity indispensable for calculating the apsidal motion rates is now obtained self-consistently from the equilibrium condition.

The organization of this paper is as follows. In Section 2, we describe our implementation of the SCF method to find the equilibrium structure of a synchronously rotating binary component. In Section 3, we first present the numerical solutions for unperturbed polytropes and uniformly rotating polytropes and compare them with the published results. We then turn to the solutions for both rotationally and tidally distorted polytropes, and give detailed quantitative results on the changes of internal structures as well as on the parameters describing critical configurations. Using the self-consistent solutions of perturbed polytropes, we test the classical theory of apsidal motions in Section 4. Finally in Section 5, we summarize our results and discuss the astronomical implication of our work.

2. FORMULATION

2.1. Basic Equations

In this paper, we use an SCF method to study the equilibrium structure of a self-gravitating star under the external gravitational force from a companion in a close binary system. We
assume that two stars revolve in circular orbits with constant angular speed $\Omega$ and orbital separation $A$, so that the tidal force is stationary. We further assume that a star in question with mass $M_1$ and volume radius $R_1$ (hereafter star I), composed of inviscid polytropic gas without magnetic fields, rotates rigidly and synchronously with the orbital motion. For simplicity, we treat the companion star (hereafter star II) as a point mass with mass $M_2$. We work in a rotating Cartesian frame at $\Omega$ whose origin lies at the center of mass of star I. Figure 1 schematically illustrates the binary configuration and the coordinate system in which the $x$-axis points toward star II located at $(x, y, z) = (A, 0, 0)$ and the $z$-axis is perpendicular to the orbital plane. Star I is distorted rotationally and tidally, and has a polar radius $R_p$ and an equatorial radius $R_e$ along the positive $x$-axis. We assume for computational convenience that all the substance of star I is contained within a sphere with radius $R_L$, the distance to the inner Lagrange point from the origin.

The equation of hydrostatic equilibrium then takes the form

$$\nabla P + \nabla \Phi = 0,$$

where $P$ is the pressure, $\rho$ is the density, and $\Phi$ is the effective potential defined by

$$\Phi = \Phi_\Omega + \Phi_\ast + \Phi_\gamma.$$  \hfill (3)

In Equation (3), $\Phi_\Omega$ is the centrifugal potential

$$\Phi_\Omega = -\frac{\Omega^2}{2} [r^2 - (1 - \mu)^2 + y^2],$$  \hfill (4)

with $\mu = M_1/(M_1 + M_2)$ being the mass fraction of star I, $\Phi_\ast$ is the gravitational potential from star II

$$\Phi_\ast = -\frac{G M_2}{\sqrt{(x-A)^2 + y^2 + z^2}},$$  \hfill (5)

and $\Phi_\gamma$ is the self-gravitational potential of star I that satisfies the Poisson equation

$$\nabla^2 \Phi_\gamma = 4\pi G \rho.$$  \hfill (6)

The proper boundary conditions on $\Phi_\gamma$ are that $\Phi_\gamma$ and its first derivatives should behave well at $r = (x^2 + y^2 + z^2)^{1/2} \to 0$ and $r \to \infty$, and should be continuous on the surface of a polytrope. These boundary conditions are automatically satisfied when we use the integral representation of the Poisson equation in Section 2.3.

We assume that the matter of star I obeys a polytropic relation

$$P = K \rho^{1+1/n},$$  \hfill (7)

with the pressure constant $K$ and the polytropic index $n$. Equation (2) is then integrated to yield

$$\Phi + (n + 1) K \rho^{1/n} = \Phi_\gamma,$$  \hfill (8)

where $\Phi_\gamma$ is the potential on the surface of star I with vanishing density. An equilibrium condition for star II is simply

$$\Omega^2 = \frac{1}{\mu A} \frac{\partial \Phi_\gamma}{\partial x} \bigg|_{x=(A,0,0)},$$  \hfill (9)

which must be checked a posteriori.

Following the convention, we introduce the dimensionless coordinates $\xi = (\xi, \eta, \zeta) \equiv (x, y, z)/\alpha$, where

$$\alpha = \left[\frac{(n+1)K}{4\pi G \rho_c^{1/n-1}}\right]^{1/2}.$$  \hfill (10)

We also define the generalized Lane–Emden function $\Theta$ through

$$\rho = \rho_c \Theta^n,$$  \hfill (11)

where the central density $\rho_c$ is given by

$$\rho_c = \frac{M_1}{\alpha^3 \int \Theta^3 d\xi}.$$  \hfill (12)

The equilibrium condition (Equation (8)) then becomes

$$\Theta = \Psi_s - \Psi_\gamma,$$  \hfill (13)

where $\Psi_\gamma \equiv \Phi/[(n+1)K \rho_c^{1/n}]$ and $\Psi_s$ is the value of $\Psi$ on the surface of star I.

In dimensionless forms, Equations (4)–(6) and (9) read

$$\Psi_\Omega = -\frac{1}{4} [\xi - v(1 - \mu)^2 + \eta^2],$$  \hfill (14)

$$\Psi_\ast = -\frac{v^2}{2} \frac{\Omega K}{\Omega} \frac{\sqrt{\xi - \eta}^2 + \eta^2 + \xi^2}{\sqrt{\xi - v}^3 + \eta^2 + \xi^2},$$  \hfill (15)

and

$$\tilde{\nabla}^2 \Psi_\gamma = \Theta^n,$$  \hfill (16)

where $\tilde{\nabla}$ denotes a dimensionless derivative with respect to $\xi$. In Equations (14) and (15), $\Omega K = (M_1 + M_2)/\alpha^3$ is the Keplerian angular velocity, $v \equiv A/\alpha$ is the dimensionless orbital distance, and $\nu$ is the dimensionless angular velocity defined by

$$\nu \equiv \frac{\Omega^2}{2\pi G \rho_c} = \left[\frac{\Omega K}{2\pi \nu \mu \nu^3}\right]^{2/3}.$$  \hfill (17)
which is a measure of the amplitude of rotational perturbations (e.g., Chandrasekhar 1933b). It is sometimes useful to measure the degree of rotational perturbations in terms of the mean density \( \rho \equiv 3M_1/(4\pi R_1^3) \) as

\[
\lambda \equiv \frac{\Omega^2}{2\pi G\rho} = \frac{2\Omega^2 R_1^3}{3GM_1}
\]  

(18)

(e.g., Stothers 1974; Claret 1999).

Because of tidal and rotational distortions, the orbital motions of close binary stars are different from purely Keplerian ones. For binaries in spin–orbit synchronization, the angular velocity is naturally constrained by Equation (9), or its dimensionless form

\[
\left( \frac{\Omega}{\Omega_K} \right)^2 = \frac{4\pi v^2}{\int \Theta^2 d^3 \xi} \frac{\partial \Psi}{\partial \xi} \bigg|_{\xi=(v,0,0)}
\]

(19)

However, it turned out in our SCF method that \( \Omega/\Omega_K \) calculated from Equation (19) was too small and varied too much to give converged results at the very early stage of iterations. Instead, we empirically found that the condition

\[
\left( \frac{\Omega}{\Omega_K} \right)^2 = 1 + \frac{1}{v(1-\mu)} \frac{\partial \Psi}{\partial \xi} \bigg|_{(\xi,\eta,\zeta)=0}
\]

(20)

corresponding to a vanishingly small pressure gradient at the center of mass of star I, allows the solutions to converge rapidly, and is in fact very similar to Equation (19) when an equilibrium is achieved. In practice, therefore, we first use Equation (20) to update \( \Omega \) until a temporary convergence is made, and then switch to Equation (19) to obtain the desired equilibrium solutions.

To check the accuracy of equilibrium configurations that we construct, we use the virial parameter \( \epsilon \) defined by

\[
\epsilon = \left| \frac{2T + 3 \int P dV + W}{W} \right|
\]

(21)

where \( T = \frac{1}{2} \Omega^2 M_2 \dot{\alpha}^2 \mu^2 - \int \rho \Phi d^3 x \) is the total kinetic energy and \( W = \int (\Phi_x + \Phi_y) \rho d^3 x \) is the total gravitational potential energy.

2.2 Structure Parameters

A polytrope distorted by tidal and centrifugal forces in general has different radii in the equatorial and polar directions. To measure its size, we use the volume radius

\[
R_1 = \alpha \xi_1 \equiv \left( \frac{3V}{4\pi} \right)^{1/3}
\]

(22)

where \( V \) denotes the volume enclosed by the isodensity surface with \( \Theta = 0 \). Note that in the absence of perturbing forces, \( \xi_1 \) is equal to the first zero of the Lane–Emden functions for unperturbed polytropes with \( n < 5 \) (e.g., Chandrasekhar 1939).

Substituting Equation (12) into Equation (10) and eliminating \( \alpha \) in the resulting equation by use of Equation (22) yield the mass–radius relation

\[
K = N_n G M_1^{(n-1)/n} R_1^{3(n-3)/n}
\]

(23)

where \( N_n \) denotes the numerical coefficient

\[
N_n = \frac{4\pi \xi_1^{(n-3)/n}}{(n+1)} \left( \int \Theta^3 d^3 \xi \right)^{(1-n)/n}
\]

(24)

We note that Equation (23) holds also for unperturbed polytropes, but with different values of \( N_n \).

To characterize the degree of the mass concentration toward the center, we use

\[
\frac{\rho_c}{\rho} = \frac{4\pi \xi_1^3}{3 \int \Theta^2 d^3 \xi}
\]

(25)

The dimensionless moment of inertia of star I about the \( z \)-axis is defined by

\[
I = \frac{1}{\alpha \rho_c} \int \rho (x^2 + y^2) d^3 x
\]

(26)

Finally, the total angular momentum of star I is given by

\[
J_1 = -2 \int \Theta \Phi d^3 x = J_{\text{orb}} + J_{\text{spin}}
\]

(27)

where \( J_{\text{orb}} = \Omega M_1 \alpha^2 (1-\mu)^2 \) and \( J_{\text{spin}} = \Omega \int \rho (x^2 + y^2) d^3 x = \alpha^2 \rho_c \Omega I \) are the orbital and spin angular momenta of star I, respectively. We will study in the next section the dependences of \( \xi_1 \), \( N_n \), \( \rho_c/\rho \), \( I \), and \( J_{\text{spin}}/J_{\text{orb}} \) upon the strength of centrifugal and tidal forces.

2.3 Expansion of Density–Potential Pair

For given values of \( n, \mu, \) and \( v \), Equations (13)–(16) constitute a closed set of equations for the equilibrium density \( \Theta \); the rotation parameter \( \nu \) is related to the dimensionless angular velocity \( \Omega/\Omega_K \) through Equation (17) and \( \Omega/\Omega_K \) is constrained by Equation (19) for binaries in spin–orbit synchronization. In an SCF method, the density and the potential are updated alternately and iteratively in such a way that at the \( n \)-th stage of iteration, Equations (14)–(16) are used to obtain the potential \( \Psi \) from \( \Theta \), which is then substituted in Equation (13) to yield \( \Theta_{n+1} \) for the next iteration stage (Ostriker & Mark 1968).

We solve Equation (16) using a multipole expansion technique in the region of space bounded by a sphere with radius \( R_L \). For this, it is convenient to setup spherical coordinates \( (r, \theta, \varphi) \) centered at the center of mass of star I. We divide the sphere into \( N_R \) concentric shells and expand the density using the associated Legendre functions \( P_k^l(\cos \theta) \) as

\[
\Theta^l(r_j, \theta, \varphi) = \sum_{k=0}^\infty \sum_{l=0}^k \rho_{kl}(r_j) P_k^l(\cos \theta) \cos l\varphi
\]

(28)

where \( \rho_{kl} \) is the coefficients to be determined, and

\[
r_j = \frac{R_L}{\alpha N_R} (j - 1/2)
\]

(29)

denotes the radius of the \( j \)-th shell for \( j = 1, 2, \ldots, N_R \). Note that Equation (28) does not contain \( \sin l\varphi \) terms because of the even symmetry about the meridional plane. Using the orthogonal properties of the Legendre functions, one can show that

\[
\rho_{kl}(r_j) = \frac{2k + 1}{4\pi} \frac{2\delta_{l0}(k-l)!}{(k+l)!} \int_0^{2\pi} \int_0^\pi \Theta^l(r_j, \theta, \varphi) P_k^l(\cos \theta) \cos l\varphi \sin \theta \, d\theta \, d\varphi
\]

(30)
where $\delta_{ij}$ is the Kronecker delta: $\delta_{ij} = 1$ for $l = 0$; $\delta_{ij} = 0$ otherwise (see, e.g., Hernquist & Ostriker 1992).

For $\Theta^n$ expanded in Equation (28), Equation (16) yields the series solution

$$\Psi_g(r, \theta, \phi) = \sum_{l=0}^{\infty} \sum_{k=0}^{l} (Q_{kl}(r)r^{-l-1} + R_{kl}(r) \rho_0(r)^k) P_k^l(\cos \theta) \cos l \varphi,$$

where

$$Q_{kl}(r) = \frac{1}{2k+1} \int_0^r r^{2k+2} \rho_0(r') dr'$$

and

$$R_{kl}(r) = \frac{1}{2k+1} \int_r^{r_N} r'^{2-k} \rho_0(r') dr'$$

(see, e.g., Binney & Tremaine 2008, p. 81). Note that Equation (31) gives the gravitational potential at not only the interior but also exterior of a polytrope; $\Psi_g$ at $r > R_2$ can be obtained by taking $Q_{kl}(r) = Q_{kl}(r_{N_k})$ and $R_{kl}(r) = R_{kl}(r_{N_k}) = 0$. As noted by Ostriker & Mark (1968), the integral representation via Equations (28)–(33) of the Poisson Equation (16) is favored over the differential form (Equation (16)) since the former not only incorporates the boundary conditions but also guarantees numerical convergence.

2.4. Iteration Procedure

To find the self-consistent equilibrium solution $\Theta$ for a given set of the parameters $n$, $\mu$, and $\nu$, we proceed the following steps. First, as a trial density distribution, we consider a uniform over the differential form (Equation (16)) since the former not only incorporates the boundary conditions but also guarantees numerical convergence.
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To find the self-consistent equilibrium solution $\Theta$ for a given set of the parameters $n$, $\mu$, and $\nu$, we proceed the following steps. First, as a trial density distribution, we consider a uniform over the differential form (Equation (16)) since the former not only incorporates the boundary conditions but also guarantees numerical convergence.
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will allow us to check our SCF method as well as to quantify the effects of rotation on the stellar structure. We then explore equilibrium polytropes subject to both centrifugal and tidal forces.

3.1. Undisturbed Polytropes

We first consider undisturbed polytropes, the solutions to which can be obtained by taking $\nu = 0$, corresponding to $\Psi_{\Omega} = \Psi_e = 0$, in our SCF method. Table 1 lists the resulting dimensionless parameters that we find for some selected values of $n$. All the values are in excellent agreement with those given in Chandrasekhar (1939), confirming the performance of our technique.

3.2. Uniformly Rotating Polytropes

If one takes $\mu = 1$ in Equations (14) and (15) and regards $\nu$ as a free parameter, the problem is reduced to finding solutions for polytropes under uniform rotation. Figures 2 and 3 give as solid lines the dependences upon the rotation parameter $\nu$ of the mass concentration $\rho_c/\bar{\rho}$, dimensionless central density $\bar{\rho}_c$, dimensionless volume radius $\bar{\rho}_c/\bar{\rho}_c$, central density $\bar{\rho}_c$, and equatorial radius $\xi_e = R_e/\alpha$ for rotating polytropes with $n = 3$ and 1.5, respectively. For comparison, we plot the results available from the published work, based on the first-order perturbation theory (Chandrasekhar 1933a), the second-order approximation (Anand 1968), the advanced first-order approximation (Linnell 1977, 1981), and the Legendre polynomial expansions (James 1964) as dotted lines, dot-dashed lines, open circles, and filled circles, respectively.

As $\nu$ increases from zero, the centrifugal force tends to distort the shape of a polytrope by increasing the equatorial radius at the expense of the polar radius. The polar compression is smaller than the equator, or equivalently, $\partial \Phi/\partial r = 0$ at the equator, or equivalently, $\partial \Phi/\partial \xi |_{\xi = \xi_e} = 0$ when $\nu = \nu_c$, indicating that the centrifugal force barely balances the self-gravity at the equator. No equilibrium configuration exists for $\nu > \nu_c$. Table 2 gives the various parameters for the critically distorted uniformly rotating polytropes with differing $n$. The smaller $n$, the smaller $\rho_c/\bar{\rho}$, and the larger deviation of the gravitational potential of star I from that of a Newtonian point...
Dependences on the rotation parameter $\nu$ of (a) the mass concentration $\rho_c/\bar{\rho}$, (b) volume radius $\xi_1$, (c) equatorial radius $\xi_e$, and (d) polar radius $\xi_p$ for rotating polytropes with $n = 3$. The solid lines plot the results of the present study, while the dotted and dot-dashed lines are for the first- and second-order perturbation analyses of Chandrasekhar (1933a) and Anand (1968), respectively. Open circles denote the values from the advanced perturbation theory of Linnell (1977, 1981), while the direct numerical results of James (1964) are given by filled circles.

mass. The values of $\lambda_c$ for polytropes with indices $n = 1.0$–2.5 agree, within less than 0.2%, with the published numerical results of James (1962) (see also Hurley & Roberts 1964). Note that $\lambda_c = 0.36074$ for $n = 4.5$ polytropes are virtually the same as the value from the Roche model with $\mu = 1$ (Horedt 2004, p. 198).

Although the first- and second-order perturbation methods are reasonably good for $\xi_e$ since the centrifugal force is very small near the poles, they systematically underestimate $\rho_c/\bar{\rho}$, $\xi_e$, and $\xi_1$ as $\nu$ increases toward $\nu_c$. Being valid only for $\nu \ll 1$, they are also unable to yield correct values of $\nu_c$. On the other hand, for the whole range of $\nu$, our results for $\xi_p$ and $\xi_e$ are within 1% of the numerical values from James (1964), verifying again the accuracy of our SCF method. For practical purposes, we fit the dependences upon $\nu/\nu_c$ of the various parameters characterizing the shapes and internal structures of rotating polytropes using a simple function

$$f(\nu) = a_0 + a_1 \left(\frac{\nu}{\nu_c}\right) + a_2 \left(\frac{\nu}{\nu_c}\right)^2 + a_3 \ln \left(1 - a_4 \left[\frac{\nu}{\nu_c}\right]\right),$$

with coefficients $a_i$. Table 3 lists the fitting coefficients for $f = \xi_1$, $\xi_e$, $\xi_p$, $\rho_c/\bar{\rho}$, $N_n$, and $I$ of rotating polytropes with $n = 1.5$ and $n = 3$; the associated fitting errors are less than 1%. Note that $a_0$ in each fit is identical to the corresponding value of nonrotating polytropes.

It is interesting to compare the shapes of rotationally distorted polytropes with those under the Roche approximation that assumes that the stellar gravity is dominated by the central mass concentration and that the polar radius is unchanged due to rotation. The main predictions of the Roche models are that the ratio of the equatorial velocity $V_e$ to the critical value $V_c$ behaves with the aspect ratio $R \equiv \xi_e/\xi_p$ as

$$\frac{V_e}{V_c} = \sqrt{\frac{3(R - 1)}{R}},$$

and that $R_c = 1.5$ in the case of critical rotation (e.g., Collins 1963; Baumgarte & Shapiro 1999; Townsend et al. 2004). Figure 4(a) plots as a solid line the change in $R_c$ of rotating polytropes with varying $n$, while Figure 4(b) gives $V_e/V_c$ as a function of $R$ for various polytropic and the Roche models. In terms of $R_c$, the Roche models are a good approximation for polytropes with very high mass concentration toward their centers (relative errors less than 3% for $n \geq 2.0$). On the other hand, Equation (35) is quite accurate for polytropes with $n = 1.5$. 

Figure 2. Dependences on the rotation parameter $\nu$ of (a) the mass concentration $\rho_c/\bar{\rho}$, (b) volume radius $\xi_1$, (c) equatorial radius $\xi_e$, and (d) polar radius $\xi_p$ for rotating polytropes with $n = 3$. The solid lines plot the results of the present study, while the dotted and dot-dashed lines are for the first- and second-order perturbation analyses of Chandrasekhar (1933a) and Anand (1968), respectively. Open circles denote the values from the advanced perturbation theory of Linnell (1977, 1981), while the direct numerical results of James (1964) are given by filled circles.
Figure 3. Same as Figure 2 except for $n = 1.5$ polytropes.

Table 2
Parameters of Uniformly Rotating Polytropes in Critical Configuration

| $n$      | $\nu_c$ | $\lambda_c$ | $N_n$ | $I$       | $\rho_c/\bar{\rho}$ | $\xi_1$ | $\xi_p$ | $\xi_e$ |
|----------|---------|-------------|-------|-----------|----------------------|---------|---------|---------|
| 0.5      | $1.4409 \times 10^{-1}$ | 0.29386 | 1.42922 | 587.284 | 2.0394 | 3.4754 | 2.1779 | 4.8489 |
| 1.0      | $8.3880 \times 10^{-2}$ | 0.33967 | 0.45025 | 236.366 | 4.0494 | 3.7367 | 2.6922 | 4.8278 |
| 1.5      | $4.3622 \times 10^{-2}$ | 0.35168 | 0.34330 | 153.088 | 8.0619 | 4.2676 | 3.2962 | 5.3526 |
| 2.0      | $2.1576 \times 10^{-2}$ | 0.35694 | 0.32178 | 120.783 | 16.5434 | 5.0863 | 4.0556 | 6.2961 |
| 2.5      | $9.9350 \times 10^{-3}$ | 0.35922 | 0.32965 | 106.637 | 36.1737 | 6.3014 | 5.1000 | 7.7549 |
| 3.0      | $4.0803 \times 10^{-3}$ | 0.36019 | 0.35728 | 102.111 | 88.2755 | 8.1907 | 6.6738 | 10.0548 |
| 3.5      | $1.8610 \times 10^{-3}$ | 0.36057 | 0.40779 | 105.249 | 260.1278 | 11.4334 | 9.3419 | 14.0214 |
| 4.0      | $3.2913 \times 10^{-4}$ | 0.36071 | 0.49864 | 118.369 | 1095.9536 | 18.1078 | 14.8100 | 20.0869 |
| 4.5      | $3.2295 \times 10^{-5}$ | 0.36074 | 0.70213 | 154.862 | 11170.2095 | 38.7737 | 31.7202 | 47.5299 |

Notes. $n$, polytropic index; $\nu_c$ and $\lambda_c$, critical values of the rotation parameters; $N_n$, coefficient of the mass–radius relation; $I$, dimensionless moment of inertia; $\rho_c/\bar{\rho}$, central density concentration; $\xi_1$, $\xi_p$, and $\xi_e$, dimensionless volume, polar, and equatorial radii, respectively.

Table 3
Fitting Coefficients for the Various Parameters of Rotating Polytropes

| Parameters | $n = 1.5$ | $n = 3$ |
|-----------|-----------|---------|
| $f$       | $a_0$    | $a_1$ | $a_2$ | $a_3$ | $a_4$ | $a_0$    | $a_1$ | $a_2$ | $a_3$ | $a_4$ |
| $\xi_1$   | 3.65375  | 0.03588 | 0.00452 | -0.11724 | 0.21911 | 6.89685  | 0.30538 | 0.18974 | -0.24088 | 0.96237 |
| $\xi_p$   | 3.65375  | 0.06834 | 0.01192 | -0.25324 | 0.22619 | 6.89685  | 0.42091 | 0.47814 | -0.45359 | 0.99175 |
| $\xi_e$   | 3.65375  | -0.07555 | -0.00142 | 0.0 | 0 | 6.89685  | -0.22243 | -0.00057 | 0 | 0 |
| $\rho_c/\bar{\rho}$ | 5.99070  | 0.01990 | 0.01092 | -0.52212 | 0.22119 | 54.18248 | 3.83480 | 4.55374 | -7.62154 | 0.96447 |
| $N_n$     | 0.42422  | -0.00904 | -0.00057 | 0.00996 | 0.21821 | 0.36394  | -0.00599 | -0.00066 | 0 | 0 |
| $I$       | 93.15635 | 2.05830 | 0.25902 | -30.87279 | 0.17755 | 90.90975 | 8.53385 | 2.62075 | 0 | 0 |

Note. $a_i$ values are defined through Equation (34).
except near the critical configuration. It underestimates $V_e/V_c$ for polytropes with $n \geq 3.0$ by about 10%, while overestimating for $n = 0.5$ polytropes by about 15%. This suggests that one should be cautious when estimating the equatorial velocity from an observed aspect ratio of a rapidly rotating star.

3.3. Rotationally and Tidally Distorted Polytropes

When a binary star with a given polytropic index $n$ is subject to both tidal and centrifugal distortions, its internal structure is determined solely by the two parameters in our formulation: its relative mass $\mu$ and the dimensionless orbital separation $\nu$; for systems in synchronous rotation, the rotation parameter $\nu$ is given automatically via Equations (17) and (19). Figure 5 plots the dependences of $\nu$ upon $\nu$ for the equilibrium polytropes under both tidal and centrifugal forces. Each solid line corresponds to a sequence of equilibrium models with a fixed relative mass $\mu$ displayed in the panels. Note that $\nu$ monotonically decreases with increasing orbital separation along each sequence, becoming vanishingly small at $\nu \to \infty$. On the other hand, a polytrope becomes distorted more and more as $\nu$ decreases along a given sequence. When $\nu$ becomes sufficiently small, it eventually reaches a critical state beyond which self-gravity no longer balances the combined tidal and centrifugal forces at the equator. The filled circles marked at the uppermost tips of the sequences correspond to the critical points $(\nu_c, \nu_c)$. In what follows, we use the term "critical component" to refer to star I in critical configuration. The dotted line connecting the critical points draws the locus of the critical components in the $\nu$–$\nu$ plane, above which no equilibrium polytrope exists.

3.3.1. Shape, Size, and Internal Structure

Figures 6(a)–(c) illustrate how the shapes on the meridional plane of $n = 3$ equilibrium polytropes change as the amplitude of tidal and rotational perturbations varies. All the models have $\mu = 0.5$. The corresponding Roche lobe around star I is plotted as a dotted line. In each panel, the inner solid contours draw equidensity surfaces with $\rho/\bar{\rho} = 3^{-m}(\rho_c/\bar{\rho})_{iso}$, where $m = 0, 1, \ldots, 5$ from inside to outside, while the outermost contour represents the boundary of a perturbed polytrope. Here and in what follows, the subscript "iso" indicates the quantities of the corresponding isolated polytrope. When $\nu$ is sufficiently large, the tidal and rotational perturbations are so weak that a polytrope is in an almost spherical configuration, with the central density only slightly larger than the unperturbed value (Figure 6(a)). As $\nu$ decreases, the enhanced perturbations make the polytrope larger and more centrally concentrated (Figure 6(b)). It is remarkable that when $\nu = \nu_c$ (=18.81 for $n = 3$), the outer envelope of the critical component fills the
Figure 6. (a)–(c) Meridional cross sections of constant density surfaces of distorted equilibrium polytropes with \( n = 3 \). The solid contours correspond to \( \rho/\bar{\rho} = 3^{-m}(\rho_c/\bar{\rho})_{\text{iso}} \) with \( m = 0, 1, \ldots, 5, \infty \) from inside to outside. (d) Outer boundaries of the distorted polytropes in critical configuration. In all the panels, the dotted line draws the Roche lobe around star I that has a half of the total mass (\( \mu = 0.5 \)). See the text for details.

Figure 7. Comparison of the volume radius \( R_1 \) of a critical component with the effective radius \( R_L \) of the corresponding Roche model.

Roche lobe almost completely, while the dense inner part still remains nearly spherical (Figure 6(c)).

Figure 6(d) plots the outer boundaries of the critical components with differing \( n \) for \( \mu = 0.5 \). When \( n \gtrsim 2 \), a critical component has a boundary virtually identical to its Roche lobe. With relatively low central concentrations, polytropes with \( n \lesssim 1 \) become flattened toward the equatorial plane, although the deviation from the Roche lobe is still slight. Figure 7 gives a quantitative comparison between the volume radius \( R_1 \) of a critical component and the effective radius \( R_L \) of the Roche lobe fitted by Eggleton (1983)

\[
\frac{R_L}{A} = \frac{0.49q^{2/3}}{0.6q^{2/3} + \ln(1 + q^{1/3})},
\]

where \( q \equiv M_1/M_2 = \mu/(1 - \mu) \). Indeed, Eggleton’s formula is an excellent approximation to \( R_1 \), with a relative error less than 2%, for polytropes with \( n \gtrsim 2 \). For small values of \( n \), \( R_L \) overestimates \( R_1 \) because of the equatorial flattening. For \( n = 3/2 \) polytropes, we find

\[
\frac{R_1}{A} = \frac{0.5126q^{0.7388}}{0.6710q^{0.7389} + \ln(1 + q^{0.3938})},
\]

for \( n = 3/2 \), gives a good fit (within \( \sim 1\%–2\% \) for \( 10^{-2} < q < 10^3 \)) to the volume radius.

Figures 8 and 9 plot the variations of \( \rho_c/\bar{\rho}, \xi_1, N_n, \) and \( I \) of rotationally and tidally distorted polytropes with \( n = 1.5 \) and 3.0 against the relative radius \( R_A \equiv \xi_1/v = R_1/A \) as solid lines. Again, the dotted line connecting the top ends of the constant-\( \mu \) sequences in each panel corresponds to the critical components. As expected, the central density concentration, volume radius, and moment of inertia increase as the perturbation amplitude increases. The relative increment of \( \rho_c/\bar{\rho} \) is greater for polytropes with larger \( n \). Note that the largest changes in these quantities occur when \( \mu = 1 \), corresponding to purely rotating polytropes; in synchronized binaries with \( 0.1 \lesssim \mu \lesssim 0.9 \), the variations of \( \rho_c/\bar{\rho}, \xi_1, \) and \( N_n \) are less than 10% even in critical configurations. The dependences of these quantities on \( R_A \) for a fixed value of \( \mu \) can be approximated by

\[
g(R_A) = b_0 + b_1R_A + b_2R_A^2 + b_3R_A^3 \exp(b_4R_A),
\]
with $g = \rho_c/\bar{\rho}$, $\xi_1$, $N_n$, or $I$. The fitting coefficients $b_i$ are given in Tables 4–7, respectively; the fits are accurate within 1%. Note that $b_0$'s in each table are identical to the values for the unperturbed polytropes.

Since $\alpha$ depends on $\rho_c$ which in turn varies with $v$ and $\mu$, the dimensionless volume radius $\xi_1$ shown in Figure 8 does not give direct information on the change of a stellar size due to centrifugal and tidal forces. Assuming that the perturbations do not modify the pressure constant $K$ (equivalently, specific entropy or degeneracy; see, e.g., Burrows & Liebert (1993)) inside a star, Equation (23) gives $R_1/R_{1,iso} = (N_n/N_{n,iso})^{\nu/(\nu-3)}$ as the size ratio of distorted to unperturbed polytropes with the same mass. Figure 10 plots $R_1/R_{1,iso}$ as solid lines for polytrope with $n = 1.5$ and 3.5, showing that stars become bigger as the amplitude of perturbations increases.\footnote{As is well known, it is not viable to constrain the radius from the mass for polytropes with $n = 3$ (e.g., Chandrasekhar 1939).} For $n = 3.5$ polytropes in critical configuration, the enhancement factor in the stellar size is $\sim 12\%$ for $\mu = 1$ and $\sim 2\%–3\%$ for $\mu \sim 0.1–0.9$, while it increases to $\sim 23\%$ for $\mu = 1$ and $\sim 4\%–8\%$ for $\mu \sim 0.1–0.9$ for $n = 1.5$ polytropes. Taken together with the results for $\rho_c/\bar{\rho}$ discussed above, this implies that polytropes with smaller $n$ adjust themselves to the perturbations by increasing
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**Figure 8.** Dependences of $\rho_c/\bar{\rho}$ and $\xi_1$ on the relative radius $R_1/A = \xi_1/\nu$ for (left) $n = 1.5$ and (right) $n = 3.0$ polytropes. Each solid line is a sequence of distorted polytropes with fixed relative mass $\mu$ indicated at one end of the line. The dotted lines connecting the filled circles, denoting the end points of the sequences, correspond to the critical components.

| $n$  | $b_0$  | $b_1$  | $b_2$  | $b_3$  | $b_4$  |
|------|--------|--------|--------|--------|--------|
| 1.5  | 5.99070| 1.017092| 3.49535| 0.06614| 28.20734|
| 1.6  | 1.02860| 2.13006| 0.03425| 21.79792|
| 1.7  | 1.03830| 1.58568| 0.02566| 18.13797|
| 1.8  | 1.09552| 1.28070| 0.02340| 15.36396|
| 1.9  | 0.08637| 1.08067| 0.02478| 12.96732|
| 2.0  | 0.07921| 0.93547| 0.03011| 10.74527|
| 2.1  | 0.07320| 0.82138| 0.04173| 8.62004 |
| 2.2  | 0.06148| 0.68295| 0.08494| 6.11931 |
| 2.3  | 0.06648| 0.65962| 0.09659| 4.98583 |

| $n$  | $b_0$  | $b_1$  | $b_2$  | $b_3$  | $b_4$  |
|------|--------|--------|--------|--------|--------|
| 3.0  | 54.18248| 0.17092| 3.49535| 0.06614| 28.20734|
| 3.1  | 59.12506| 1.02860| 2.13006| 0.03425| 21.79792|
| 3.2  | 55.18425| 1.58568| 0.02566| 18.13797|
| 3.3  | 53.84723| 1.28070| 0.02340| 15.36396|
| 3.4  | 52.90525| 1.08067| 0.02478| 12.96732|
| 3.5  | 54.19285| 0.93547| 0.03011| 10.74527|
| 3.6  | 52.98314| 0.82138| 0.04173| 8.62004 |
| 3.7  | 51.88629| 0.68295| 0.08494| 6.11931 |
| 3.8  | 50.98648| 0.65962| 0.09659| 4.98583 |

Note. $b_i$ values are defined through Equation (38).
their size more than being centrally condensed, while those with larger $n$ do so by increasing the density concentration more.

In the dynamical study of close binary systems such as mass transfer, the spin angular momentum is often neglected compared with the orbital angular momentum. To check if this is a reasonable assumption, we plot in Figure 11 the dependences of $J_{\text{spin}}/J_{\text{orb}}$ on $\xi_1/\nu$ and $\mu$ as solid lines. Overall, $J_{\text{spin}}/J_{\text{orb}}$ is well approximated by

$$\frac{J_{\text{spin}}}{J_{\text{orb}}} = \frac{c_0}{(1 - \mu)^2} \left( \frac{\xi_1}{\nu} \right)^2,$$

with the coefficient $c_0 = 0.20460$ and $0.07536$ for $n = 1.5$ and $3$ cases, respectively.\(^2\) The fit is almost exact for small unperturbed polytropes.

\(^2\) In the limit of $\xi_1/\nu \to 0$, it can be shown that $c_0 = 3I(\rho_c/\bar{\rho})(4\pi \xi_1^2)^{-1}$ for unperturbed polytropes.
\( \xi_{1/v} \), and the maximum error occurring at the critical values of \( \xi_{1/v} \) is less than 5\%. Apparently, the contribution of the spin angular momentum to the total is negligible for wide binaries with \( \xi_{1/v} \ll 1 \). Note, however, that when a binary star with sufficiently large \( \mu \) is near the critical configuration, \( J_{\text{spin}} \) even exceed \( J_{\text{orb}} \) and can thus be dynamically important.

For the critical components, \( \rho_c/\bar{\rho}, N_n, J_{\text{spin}}/J_{\text{orb}}, \) and \( I \) can be approximated within 1\% of accuracy by

\[
\frac{\rho_c}{\bar{\rho}} = 5.9907 + \frac{0.2755q^{0.8849}}{0.2430q^{0.8258} + \ln(1 + q^{1.1415})}, \quad \text{for } n = 1.5,
\]

\[
\frac{\rho_c}{\bar{\rho}} = 54.1825 + \frac{5.3141q^{0.9486}}{0.2712q^{0.8933} + \ln(1 + q^{1.1494})}, \quad \text{for } n = 3,
\]

of Distorted Polytropes

\[
N_n = 0.42422 - \frac{0.0191q^{0.9561}}{0.3557q^{0.9130} + \ln(1 + q^{1.1635})}, \quad \text{for } n = 1.5,
\]

\[
N_n = 0.36394 - \frac{0.00207q^{1.01714}}{0.35430q^{1.00296} + \ln(1 + \mu^{1.08391})}, \quad \text{for } n = 3,
\]

\[
J_{\text{spin}} = \begin{cases} 
0.076q^{1.858} + 0.043q^{0.645} & \text{if } q < 0.5, \\
0.068(q - 0.5)^{2.106} + 0.100q^{0.9} & \text{if } q \geq 0.5
\end{cases}, \quad \text{for } n = 1.5
\]
Figure 11. Ratio of the spin to orbital angular momenta, \(J_{\text{spin}}/J_{\text{orb}}\), of (left) \(n = 1.5\) and (right) \(n = 3.0\) polytropes, as functions of \(\xi_1/\nu\) and \(\mu\). Each solid line corresponds to a sequence of distorted polytropes with fixed relative mass \(\mu\) indicated at one end of the line. The dotted lines connecting the filled circles, denoting the end points of the sequences, represent the critical components.

\[
J_{\text{spin}}/J_{\text{orb}} = \begin{cases} 
0.026q^{1.853} + 0.015q^{0.651}, & \text{if } q < 0.5, \\
0.026(q - 0.5)^2.061 + 0.037q^{0.9}, & \text{if } q \geq 0.5,
\end{cases}
\quad \text{for } n = 3,
\]

\[
I = 90.910 + \frac{4.4373q^{0.9879}}{0.5200q^{0.9560} + \ln(1 + q^{1.1593})}, \quad \text{for } n = 3, \tag{43b}
\]

and

\[
I = 93.1560 + \frac{15.5476q^{0.9334}}{0.3795q^{0.8902} + \ln(1 + q^{1.1985})}, \quad \text{for } n = 1.5, \tag{43a}
\]

for the range of \(0.05 < q < 40\).

3.3.2. Rotational versus Tidal Distortion

Figure 12 plots as solid curves \(\nu_c\) and \(\nu_t\) for the critical components with \(n = 1.5\) and \(3.0\) as functions of \(\mu\). These are
critical components. These are in reasonable agreement with our results for the

\[ \nu_c \propto \frac{R}{\mu} \]

proportional to the ratio of the tidal force to the self-gravity due to the centrifugal force in the force balance. Note that

\[ \lambda_c \approx 2^{1/3} \]

Russell (1928). As \( \mu \) increases, star I would feel a weaker tidal force, while \( \nu_c \) attains a minimum at \( \mu_{\text{min}} \approx 0.13-0.14 \) for \( n \gtrsim 1.5 \).

For \( \mu > \mu_{\text{min}} \), the rotational effect is more important than the tidal force in maintaining equilibria of critical components (e.g., Russell 1928). As \( \mu \) increases, star I would feel a weaker tidal force from its companion if the orbital distance were the same. Therefore, star I must rotate faster to be critical, increasing \( \nu_c \).

This in turn corresponds to decreasing \( \nu_c \) due to the condition of spin–orbit synchronization. In the limit of \( \mu \to 1 \), \( \nu_c \) converges to the value found in Section 3.2 for critical rotation in the absence of the tidal force, while \( \nu_c \) is tending to \( \xi_e \), suggesting that a fictitious secondary with vanishing mass is located at the equator of the primary in critical condition.

When \( \mu < \mu_{\text{min}} \), on the other hand, the tidal force dominates the centrifugal force in the force balance. Note that \( \nu \) is proportional to the ratio of the tidal force to the self-gravity at \( r \approx R_1 \), so that \( \nu_c \propto (\xi_e/\nu_c)^2/\mu \). Eggleton’s formula (e.g., Equation (36)) shows that \( \xi_e/\nu_c \) decreases slightly more slowly than \( \mu^{-1/3} \) as \( \mu \) decreases. This causes \( \nu_c \) to increase as \( \mu \) decreases from \( \mu_{\text{min}} \). In the limit of \( \mu \to 0 \), \( \nu_c \propto \mu^{-1/3} \), and \( \nu_c \) converges to 1.1530 \times 10^{-2} \) and 1.2496 \times 10^{-2} \ for the cases with \( n = 1.5 \) and 3.0, respectively. Figure 13 plots the

| Table 8 | Fitting Coefficients for \( \nu_c \) of the Critical Components |
|---------|--------------------------------------------------|
|         | \( n = 1.5 \) | \( n = 3 \) |
| \( d_0 \) | 5.283 | 10.051 |
| \( d_1 \) | 22.07 | 39.75 |
| \( d_2 \) | -87.99 | -155.79 |
| \( d_3 \) | 236.69 | 420.65 |
| \( d_4 \) | -292.31 | -522.14 |
| \( d_5 \) | 141.03 | 253.75 |
| \( e_0 \) | 1.101 | 2.242 |
| \( e_1 \) | 7.922 | 14.798 |

Note. \( d_i \) and \( e_i \) values are defined through Equation (45).

\( \nu_c \cdot 10^3 = 4.08028 + 4.10(1 - \mu) - 0.54(1 - \mu)^2 \)

\[ -6.58(1 - \mu)^{0.46} \text{ for } n = 1.5, \quad (44a) \]

\[ \nu_c \cdot 10^2 = 4.35828 + 4.55(1 - \mu) - 0.79(1 - \mu)^2 \]

\[ -7.15(1 - \mu)^{0.43} \text{ for } n = 3, \quad (44b) \]

and

\[ \nu_c = \left\{ \begin{array}{ll}
\sum_{i=0}^{5} d_i (1 - \mu)^i & \text{if } 0.1 < \mu < 1, \\
\frac{e_0 + e_1 \mu^{-1/3}}{3} & \text{if } \mu < 0.1,
\end{array} \right. \quad (45) \]

with the coefficients \( d_i \) and \( e_i \) given in Table 8. Filled circles in Figure 12(a) represent the results of Singh & Singh (1983) under the double approximation, which are within \( \sim 10\% \) of our fully self-consistent values. While Singh & Singh (1983) found that \( \nu_c \) monotonically increases with \( \mu (\gtrsim 0.09) \), our results show that \( \nu_c \) attains a minimum at \( \mu_{\text{min}} \sim 0.13-0.14 \) for \( n \gtrsim 1.5 \).

Once the three-dimensional density distributions of disturbed polytropes are found, it is straightforward to calculate the apsidal motion constant \( k_2 \) defined by

\[ k_2 = \frac{3 - \eta_2(\xi_1)}{4 + 2\eta_2(\xi_1)}, \quad (46) \]

where \( \eta_2(\xi_1) \) is the solution at the volume radius of the Radau equation that describes the distortion of equidensity surfaces inside a perturbed polytrope (see, e.g., Kopal 1978). For isolated polytropes, we have confirmed that Equation (46) yields \( \log k_{2,\text{iso}} = -0.8438, -1.8430, \) and \(-2.3081 \) for \( n = 1.5, 3.0, \) and 3.5 cases, respectively, which are in good agreement with the published results (e.g., Brooker & Olle 1955).

Figure 14 plots as solid lines the changes of \( \Delta \log k_2 \equiv \log(k_2/k_{2,\text{iso}}) \) with respect to the rotation parameter \( \lambda \) and the central density concentration \( \Delta \log \rho_0/\hat{\rho} \equiv \log[(\rho_0/\hat{\rho})/(\rho_0/\bar{\rho})] \) for distorted polytropes with \( n = 1.5, 3.0, \) and 3.5. Clearly, \( k_2 \) decreases as the perturbation amplitude (or, the degree of central concentration) increases. Using realistic zero-age main-sequence (ZAMS) models with modern opacity for unperturbed stars, but by relying on a quasi-spherical or double-approximation method in evaluating the sole effect of stellar rotation, Stothers (1974) and Claret (1999) found \( \Delta \log k_2 = -0.7\lambda \) and \( \Delta \log k_2 = -0.87\lambda \), respectively. These are plotted as dotted and dashed lines in the left panels of Figure 14, approximately enveloping our results for \( n = 3.5 \). While it is not straightforward to compare our results with those of

5 Russell (1928) considered the ratio of the tidal to centrifugal forces at the undistorted stellar surface, and found that tidal and rotational effects are the same when \( \mu = 1/6 \), which is not much different from \( \mu_{\text{min}} \) that we have found.

4 For the Roche model, Horedt (2004, p. 198) showed that the mean critical rotation parameter is \( \lambda_c \approx 2^{2/3} \) for a vanishingly small \( \mu \) (see also Kopal 1989). This corresponds to \( \nu_c = \lambda_c/(\nu_c/\rho) \approx 1.002 \times 10^{-2} \) and \( 1.041 \times 10^{-3} \), since \( \rho_c/\hat{\rho} = 6.5721 \) and 63.2685 when \( \mu \to 0 \) for \( n = 1.5 \) and 3.0, respectively. These are in reasonable agreement with our results for the critical components.

5 Using the Roche model, Kopal (1978) found the minimum value of \( \lambda_c \) occurs in between \( \mu = 0.130 \) and 0.167 (or \( q = 0.15 \) and 2), which is consistent with our results.
Figure 14. Variations of $\Delta \log k_2$ with (left) $\lambda$ and (right) $\Delta \log \bar{\rho}/\rho_c$ for polytropes with $n = 1.5, 3.0,$ and $3.5$. Each solid line is a sequence of distorted polytropes with fixed relative mass $\mu$, with a filled circle at the tip of the line corresponding to a critical component. For comparison, $\Delta \log k_2 = -0.7\lambda$ and $-0.87\lambda$, the results of Stothers (1974) and Claret (1999) for rotationally disturbed stars, are plotted as dotted and dashed lines, respectively.

Stothers (1974) and Claret (1999) since the unperturbed stellar models are different, this suggests that rotationally distorted stellar models considered by these authors likely have internal structures similar to those of $n = 3.5$ polytropes. The right panels of Figure 14 show that for polytropes with fixed $n$, $\Delta \log k_2$ varies approximately linearly with $\Delta \log \rho_c/\bar{\rho}$, nearly independent of $\mu$, with an average slope of $-1.12$, $-1.33$, and $-1.39$ for $n = 1.5, 3.0$, and $3.5$ cases, respectively. This confirms the notion that $k_2$ is inversely proportional to the central density concentration (Stothers 1974). Figure 14 also shows that $|\Delta \log k_2| < 0.1$ for $\mu \lesssim 0.9$, while it can be as large as 0.3 for strongly centrally condensed polytropes in critical rotation with $\mu = 1$. This suggests that the decrease in $k_2$ due to both rotational and tidal distortions is much smaller in binary stars with synchronous rotation than in purely rotating stars.
4. APSIDAL MOTION

Stars in close binaries have a shape that deviates from a spherical configuration, rendering the orbits of their companions non-Keplerian. As mentioned in Section 1, it is well known that tidal and rotational distortions cause the apsidal line to advance, the rate of which depends on the degree of stellar concentration. Many observational studies have employed the analytic formulae of Cowling (1938) and Stern (1939), which are an eccentric extension of Russell (1928) formula applicable to near-circular orbits. By retaining only the linear order terms, however, all of these formulae are valid in a strict sense when the tidal and rotational distortions are very small. Even in the cases when the effects of dynamical tides and relativity are unimportant, however, the distortion of a stellar shape can be substantial especially for critical components. In this section, we check the validity of the classical formula of Russell (1928) using self-consistent solutions for stars in circular-orbit binaries for which tides are stationary.

To obtain the apsidal motion rates from our distorted polynomials, we calculate the self-gravitational potential $\Phi_a$ numerically along the axis joining the two binary components after the self-consistent solutions are obtained. We then apply the orbit theory in which the rate of change of the periastron is given by\[ \dot{\sigma} = \Omega - \kappa, \] (47) where\[ \kappa \equiv \frac{M}{M_1 A^3} \left. \frac{\partial \left( \lambda^3 \Phi_a \right)}{\partial x} \right|_{x=0, \theta=0} \] (48)
is the epicycle frequency at the location of star II (e.g., Murray & Dermott 1999, p. 264). The resulting (numerical) apsidal motion rates, $\dot{\sigma}_n$, versus the relative radius $R_1/A = \xi_1/v$ are shown as solid lines in Figure 15 for $\mu = 0.1, 1.0$ and $n = 1.5, 3.0, 3.5$ cases. Also plotted as dotted lines are the (theoretical) rates, $\dot{\sigma}_t$, from the classical formula (Equation (1)) with $k_2$ calculated in Section 3.3.3. When the relative radius is small (i.e., $\xi_1/v < 0.15$ for $\mu = 0.1$ and $\xi_1/v < 0.5$ for $\mu = 1$) and thus the rotational and tidal perturbations are weak, the agreement between $\dot{\sigma}_t$ and $\dot{\sigma}_n$ are remarkably good. As the amplitude of perturbations increases further, however, the classical formula begins to underestimate the real apsidal motion rates. This is because the distortion of star I becomes no longer in the linear regime as $\xi_1/v$ approaches the critical values. In addition, we found that the gravitational potential due to a highly distorted component has a non-negligible contribution from terms proportional to $x^{-2}$, while the classical theory took only $x^{-3}$ or higher order terms (see, e.g., Stern 1939), making $\dot{\sigma}_t$ smaller than $\dot{\sigma}_n$.

Figure 16 plots the relative difference $(\dot{\sigma}_n - \dot{\sigma}_t)/\dot{\sigma}_t$ of the numerical and theoretical rates of the apsidal motions for critical configurations as a function of $\mu$. For critically distorted polynomials with $n = 1.5$, the real apsidal motion rates are larger by $\sim 50\%$ than the values predicted by the classical theory. As $n$ increases, the fractional mass occupying outer layers that exhibit large distortions decreases, yielding $(\dot{\sigma}_n - \dot{\sigma}_t)/\dot{\sigma}_t \sim 5\%$ for stars with $n = 3.5$. These results suggest that the classical formula still works quite well for stars with large density concentration at centers, while it underestimates the apsidal motion rates significantly for stars with relatively low $\rho_c/\bar{\rho}$, such as in low-mass convective stars.

Finally, we define the “effective” internal structure constant $k_{2,eff}$ through\[ \frac{\dot{\sigma}_n}{\dot{\Omega}_K} = k_{2,eff} \left( \frac{\xi_1}{v} \right)^5 \left( 1 + \frac{1}{\frac{\mu}{\mu}} \right). \] (49)

We note that $k_{2,eff}$ introduced in Equation (49) is simply to match the real apsidal motion rates by means of the classical theory with the modified values of $k_2$, and thus it should not be interpreted as conveying physical information on the internal structure of perturbed stars. Figure 17 shows the dependence of $\Delta \log k_{2,eff} \equiv \log(k_{2,eff}/k_{2,iso})$ on $\lambda$ for $n = 1.5$ and 3.5 polynomials. The dotted lines correspond to the cases with critically distorted polynomials. Note that $\Delta \log k_{2,eff}$ even increases with increasing $\lambda$ when $n$ is small, although this does not mean stars become less centrally condensed as the amplitude of perturbations increases. For practical uses, we fit $k_{2,eff}$ using\[ \Delta \log k_{2,eff} = a_1 \lambda + a_2 \lambda^2 + a_3 \lambda^3, \] (50)
with the coefficients $a_i$ listed in Table 9 for $n = 1.5, 3.0$, and 3.5 cases. The relative errors of the fits are less than 2%.

5. SUMMARY AND DISCUSSION

Binary stars are a traditional source of information on stellar mass, radius, luminosity, etc., the interrelationships of which are of crucial importance to stellar astrophysics. Many observational and theoretical arguments suggest that centrifugal and tidal forces may significantly affect the physical properties of stars in close binary systems. Since the pioneering work of Chandrasekhar (1933a, 1933b, 1933c), there have been numerous theoretical studies that tried to find equilibrium solutions of
polytropic stars under rotational and tidal perturbations. However, most of them take some type of approximations, and thus are valid only when the perturbations are weak. In order to construct equilibrium structures of such polytropes without relying on any assumption on the perturbation strength and the degree of stellar distortion, we use an SCF method in which the

Figure 15. Apsidal motion rate $\dot{\varpi}$ vs. the relative radius $\xi_1/\nu$ for cases with (left) $\mu = 0.1$ and (right) $\mu = 1.0$. The solid lines plot $\dot{\varpi}_n$ calculated from our self-consistent solutions for distorted polytropes, while the dotted lines are for the theoretical rates $\dot{\varpi}_t$ based on the first-order perturbation method, with $k_2$ calculated for distorted polytropes from the Radau equation. For sufficiently large $\xi_1/\nu$, $\dot{\varpi}_n$ is larger than $\dot{\varpi}_t$. 
angular orbital velocity $\Omega$ is self-consistently constrained rather than being treated as a free parameter.

To ignore the complicated effects of time-dependent tides and to make contact with the previous theoretical work, we consider a circular orbit, synchronized binary consisting of a polytrope and a point-mass object. Based on our SCF scheme described in Section 2, we solve the dimensionless steady-state momentum Equation (13) and Poisson Equation (16) in the rotating frame at $\Omega$, alternately and iteratively, until the converged solutions are obtained. We first apply our method to polytropes in isolation and subsequently in uniform rotation, and calculate the density concentration $\rho_c/\bar{\rho}$, the volume radius $\bar{\xi}_e$, and the polar radius $\bar{\xi}_p$; these are in good agreement with the accurate results of Chandrasekhar (1939) for unperturbed polytropes and James (1964) for rotating polytropes, confirming the performance of our SCF method. When the rotation parameter $\nu$ (Equation (17)) is sufficiently large, a rotating polytrope reaches a critical state, beyond which no equilibrium is possible. Equation (34) and Table 3 provide fitting formulae of $\xi_1$, $\xi_e$, $\xi_p$, $\rho_c/\bar{\rho}$, $N_n$, and the moment of inertia $I$ for polytropes with $n = 1.5$ or 3. By comparing the axis ratio $R = \xi_e/\xi_p$ and the velocity ratio $V_c/V_e$ with the predictions from the conventional Roche model, we find that in terms of the critical value $R_c$, the Roche model is a reasonable approximation for rapidly rotating stars with high central density concentration (i.e., when $n \gtrsim 2.0$), although it underestimates $V_c/V_e$ by about 10% when $n \gtrsim 3.0$.

We then calculate equilibrium solutions of polytropes subject to both centrifugal and tidal forces. The rotational and tidal perturbations in general make disturbed stars larger in size and more condensed toward their centers. For $n = 1.5$ polytropes in critical configurations, for example, the distorted stars are larger by $\sim 23\%$ and $\sim 4\%-8\%$ for $\mu = 1$ and $\mu \sim 0.1$–0.9, respectively, than the unperturbed counterparts with the same specific entropy. Here, $\mu$ is the mass of a perturbed star relative to the total mass of a binary system. For more centrally concentrated polytropes with $n = 3.5$, the enlargement factor is reduced to $\sim 12\%$ and $\sim 2\%-3\%$ for $\mu = 1$ and $\mu \sim 0.1$–0.9, respectively. In determining the structure of a critical component, the rotational effect is more important than the tidal effect provided $\mu > \mu_{\text{min}} \sim 0.13$–0.14. As in purely rotationally distorted cases, the shape and size of both rotationally and tidally perturbed polytropes are well described by the Roche models as long as $n \gtrsim 2$. Equation (38) and Tables 4–7 give functional fits of $\rho_c/\bar{\rho}$, $\xi_1$, $N_n$, and $I$ on the mass ratio $\mu$ and the relative radius $R_1/A = \xi_1/v$, while Equation (39) is for the fit of $J_{\text{spin}}/J_{\text{orb}}$, the ratio of spin to orbital angular momenta of star I. Equations (40)–(45) and Table 8 give the dependences on $\mu$ of $\rho_c/\bar{\rho}$, $N_n$, $J_{\text{spin}}/J_{\text{orb}}$, $I$, $v_c$, and $v_e$ for critical configurations.

Using self-consistent equilibrium solutions of rotationally and tidally distorted polytropes, we calculate the internal structure constant $k_2$ by integrating the Radau equation as well as the apsidal motion rate $\tilde{\sigma}_A$ based on the orbit theory. We find that $\Delta \log k_2$ depends almost linearly upon $\Delta \log \rho_c/\bar{\rho}$, with an average slope of $-1.12$, $-1.33$, and $-1.39$, nearly independent of $\mu$, for $n = 1.5$, 3.0, and 3.5 polytropes, respectively. The expression $\Delta \log k_2 \sim -(0.7$–0.87)$\lambda$ found for rotating stars

Figure 16. Relative difference between the numerical and theoretical apsidal motion rates, $\tilde{\sigma}_n$ and $\tilde{\sigma}_t$, against the relative mass $\mu$ for critical components.

Figure 17. Dependence of $\Delta \log k_{2,\text{eff}}$ on the rotation parameter $\lambda$ for (left) $n = 1.5$ and (right) $n = 3.5$ polytropes. Each solid line is a sequence of distorted polytropes with fixed relative mass $\mu$. The dotted lines correspond to the critical components. The result, $\Delta \log k_{2,\text{eff}} = -0.87\lambda$, of Claret (1999) for rotationally disturbed stars is drawn as a dashed line in the right panel.
from Stothers (1974) and Claret (1999) appears to be valid only for stars with very high density concentration, corresponding to $n \approx 3.5$. The comparison of $\tilde{\sigma}_n$ calculated from our SCF method with $\tilde{\sigma}_n$ from the classical formula of Russell (1928) based on the first-order perturbation analyses shows that the latter is valid only when the amplitude of perturbations is small. For the cases of critical configurations where tidal and centrifugal forces are rather strong, the classical theory underestimates the real apsidal motions rates by as much as $\sim 50\%$ for $n = 1.5$ polytropes and $\sim 5\%–15\%$ for $n = 3.5$, indicating that the nonlinear effects are by no means negligible in augmenting the apsidal motion rates. To this end, we define the effective internal structure constant $k_2, eff$ that gives the real apsidal motion rates by means of the classical formula. Equation (50) and Table 9 present the algebraic fits to $k_2, eff$.

Observations of eclipsing binary stars indicate that B-type binary stars are about 20% smaller in size than the single stars of the same spectral type, while A- and F-type binary stars are larger than the corresponding isolated stars (e.g., Malkov 2003, 2007). For M-type stars with mass $0.4–0.8 \ M_\odot$, Ribas (2006) reported that observed radii of eclipsing binary stars are larger by 5%–10% than those of the theoretical, isolated models. On the other hand, our self-consistent calculations show that centrifugal and tidal perturbations make binary stars bigger in size. These observational and theoretical results are qualitatively reconciled with each other if one considers the fact that early-type (late-type) binary stars rotate slower (faster) than the isolated counterparts (e.g., McNally 1965; Malkov 1993, 2003). Slow rotations of early-type stars in close binaries are apparently a consequence of the spin–orbit synchronization occurring during their main-sequence phase, induced by tidal torque due to either radiative damping of dynamical tides (Zahn 1977) or large-scale mechanical currents (Tassoul 1987, 1988).

In addition, early-type binary stars appear to have a low initial rotational velocity amounting to $\sim 130 \ km \ s^{-1}$, compared with $\sim 200 \ km \ s^{-1}$ for single stars, when they enter the ZAMS stage (Khalili & Khalili 2007).

By analyzing the near-IR, long-baseline interferometric data of the Be star Achernar which is known as a rapid rotator, Domiciano de Souza et al. (2003) reported that the star has a projected aspect ratio of $R = 1.56 \pm 0.05$. Since the projection always tends to decrease the measured aspect ratio, this implied that the real oblateness must be larger than the critical value under the Roche approximation. If Achernar can be modeled by a single, rigidly rotating polytrope, Figure 4(a) suggests that it must have $n < 2.0$, which is unlikely given that Be stars may have a larger central density concentration than that of a polytrope with $n = 3$. Jackson et al. (2004) showed that differentially rotating stellar models with a more realistic equation of state allow equilibrium stars with $R$ larger than 1.5, compatible with the interferometric observations. On the other hand, Carcioff et al. (2008) found that the data are also consistent with a critically rotating central star surrounded by a small equatorial disk produced by the ejected material from the central star.

If one component (star 1) in a semidetached binary overfills its Roche lobe, it may rapidly lose mass to its companion in a few orbital periods. Such dynamical mass transfer is likely to create a common envelope binary, important for the evolution of cataclysmic binaries and double degenerate white dwarfs (e.g., Paczyński 1976; Frank et al. 2002). In finding the condition for the onset of the dynamical mass transfer, most previous work considered the conservation of the orbital angular momentum, neglecting the contribution of the spin angular momentum. Using the Eggleton formula (Equation (36)) for the Roche lobe radius, for instance, Hjellming & Webbink (1987) found that the rapid conservative mass transfer from an $n = 1.5$ polytrope to its compact companion occurs if $q = M_1/M_2 > q_c = 0.634$, while the use of the less accurate Paczyński (1971) formula, $R_1/A = 0.4622(q/(1 + q))^{1/3}$, yields $q_c = 2/3$ (Rappaport et al. 1982; D’Souza et al. 2006; Motl et al. 2007). We revisit this issue using the conservation of the total angular momentum that includes $J_{spin}$ given by Equation (39), and find that the critical value of $q$ for the dynamical mass transfer is increased to $q_c = 0.693$ and 0.736 under the Eggleton and Paczyński formulae, respectively, for $n = 1.5$ polytropes. Note that the value of $q_c$ based on the Eggleton formula including $J_{spin}$ is similar to that under the Paczyński formula without the effect of $J_{spin}$. Although the changes in $q_c$ due to the inclusion of the spin angular momentum are not great since $J_{spin}/J_{orb} \lesssim 0.1$ for $q < 1$ (or $\mu < 0.5$), the effect of $J_{spin}$ can be significant in the processes of mass transfer if the donor-to-accretor mass ratio is large.

Measuring apsidal motion rates is probably a unique means to probe the internal density concentration of binary stars. For systems where the effects of general relativity (Giménez 1985) or a third body (e.g., Bozkurt & De˘girmenci 2007) are unimportant, most previous studies adopted the classical theory of Stern (1939) with $k_2$ calculated from isolated polytropes and found that binary stars are much more centrally condensed than predicted (e.g., Schwarzschild 1958; Kopal 1978). More recently, Claret & Giménez (1993) and Claret & Willems (2003) showed the theoretical results are in good agreement with observations if the changes of $k_2$ due to rotation as well as the effects of the initial chemical composition and convective core overshooting are taken into account. However, the reduction of $k_2$ considered in these papers amounts to $\Delta \log k_2 \sim -0.2–0.3$, which may be possible only for purely rotating cases with $\mu = 1$. Even for highly centrally concentrated polytropes with $n = 3.5$, Figure 14 shows that $\Delta |log k_2| < 0.1$ for synchronous binaries in the mass range of $0.1 \lesssim \mu \lesssim 0.9$. In addition, our SCF analyses show that the classical formula derived under the linear approximation is likely to underestimate the real apsidal motion rates for stars with low central concentration, especially in critical configurations. All of these suggest that special care should be taken in interpreting observed data for apsidal motions of close binary systems where stellar rotation is slow.
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