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Abstract. This paper is devoted to signal processing on point-clouds by means of neural networks. Nowadays, state-of-the-art in image processing and computer vision is mostly based on training deep convolutional neural networks on large datasets. While it is also the case for the processing of point-clouds with Graph Neural Networks (GNN), the focus has been largely given to high-level tasks such as classification and segmentation using supervised learning on labeled datasets such as ShapeNet. Yet, such datasets are scarce and time-consuming to build depending on the target application. In this work, we investigate the use of variational models for such GNN to process signals on graphs for unsupervised learning. Our contributions are two-fold. We first show that some existing variational - based algorithms for signals on graphs can be formulated as Message Passing Networks (MPN), a particular instance of GNN, making them computationally efficient in practice when compared to standard gradient-based machine learning algorithms. Secondly, we investigate the unsupervised learning of feed-forward GNN, either by direct optimization of an inverse problem or by model distillation from variational-based MPN.
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1 Introduction

Variational methods have been a popular framework for signal processing since the last few decades. Although, with the advent of deep Convolutional Neural Networks (CNN), most computer vision tasks and image processing problems are nowadays addressed using state-of-the-art machine learning techniques. Recently, there has been a growing interest in hybrid approaches combining machine learning techniques with variational modeling have seen a (see e.g. [19,15,14,11]).

Motivations. In this paper, we focus on such hybrid approaches for processing of point-clouds and signals on graphs. Graph representation provides a unified
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framework to work with regular and irregular data, such as images, text, sound, manifold, social network and arbitrary high dimensional data. Recently, many machine learning approaches have also been proposed to deal with high-level computer vision tasks, such as classification and segmentation \cite{21,22,28}, point-cloud generation \cite{31}, surface reconstruction \cite{29}, point cloud registration \cite{27} and up-sampling \cite{16} to name a few. These approaches are built upon Graph Neural Networks (GNN) which are inspired by powerful techniques employed in CNN, such as Multi-Linear Perceptron (MLP), pooling, convolution, etc. The main caveat is that transposing CNN architectures for graph-like inputs is not a simple task. Compared to images which are defined on a standard, regular grid that can be easily sampled, data with graph structures can have a large structural variability, which makes the design of a universal architecture difficult. This is likely the main reason why GNN are still hardly being used for signal processing on graph for which variational methods are still very popular. In this work, we investigate the use of data-driven machine learning techniques combined with variational models to solve inverse problems on point clouds.

1.1 Related work

**Graph Neural Networks** GNN are types of Neural Networks which directly operate on the graph structure. GNN are emerging as a strong tool to do representation learning on various types of data which, similarly to CNN, can hierarchically learn complex features.

PointNet \cite{21} was one of the first few successful attempts to build GNN. Rather than preprocessing the input point-cloud by casting it into a generic structure, Qi et al. proposed to tackle the problem of structure irregularity by only considering permutation invariant operators that are applied to each vertex independently. Further works such as \cite{22} have built upon this framework to replicate other successful NN techniques, such as pooling and interpolation in auto-encoder, which enables to process neighborhood of points.

Most successful attempts to build Graph Convolutional Networks (GCN) were based upon graph spectral theory (see for instance \cite{2,5,14}). In particular, Kipf and Welling \cite{14} proposed a simple, linear propagation rule which can be seen as a first-order approximation of local spectral filters on graphs. More recently, Wang et al. introduced an edge convolution technique \cite{28} which maintains the permutation invariance property. Interestingly, \cite{30} showed that GCN may act as low pass filters on internal features.

**Message Passing Networks** At the core of the most the aforementioned GNNs, is Message Passing (MP). The term was first coined in \cite{10}, in which authors proposed a common framework that reformulated many existing GNNs, such as \cite{2,21,14}. In the simplest terms, MP is a generalized convolution operator on irregular domains which typically expresses some neighborhood aggregation mechanism consisting of a message function, a permutation invariant function (e.g. max) and an update function.
Inverse problems on Graphs. PDEs and variational methods are two major frameworks to address inverse problems on a regular grid structure like images. These methods have also been extended to weighted graphs in non-local form by defining $p$-Laplace operators [7]. Typical but not limited applications of these operators are filtering, classification, segmentation, or inpainting [20]. Specifically, we are interested in this work in non-local Total-Variation on a graph, which has been thoroughly studied, e.g. for non-local signal processing [6,9,25], multi-scale decomposition of signals [12], point-cloud segmentation [18] and sparsification [26], using various optimization schemes (such as finite difference schemes [6], primal-dual [3], forward-backward [23], or cut pursuit [24]).

Contributions and Outline The paper is organised as follows. Section 2 focuses on variational methods to solve inverse problems for graph signal processing. After a short overview of graph representation and non-local regularization, we demonstrate that two popular optimization algorithms can be interpreted as a specific instance of Message Passing Networks (MPNs). This allows using efficient GPU-based machine learning libraries to solve the inverse problem on graphs. Experiments on point cloud compression and color processing show that such MPN optimization is more efficient than standard machine learning optimization techniques. Section 3 is devoted to the use of a trainable GNN to perform signal processing on graphs in a feed-forward fashion. We investigate two techniques for unsupervised training, i.e. in absence of ground-truth data, using variational models as prior knowledge to drive the optimization. We show that either model distillation from a variational MPN or optimizing the inverse problem directly with GNN gives satisfactory approximate solutions and allows for faster processing.

2 Solving Inverse Problem with MPN optimization

2.1 Notations and definitions

A graph $\mathcal{G} = (\mathcal{V}, \mathcal{E}, \omega)$ is composed of an ensemble of nodes (vertices) $\mathcal{V}$, an ensemble of edges $\mathcal{E} = \mathcal{V} \times \mathcal{V}$ and weights $\omega : \mathcal{E} \mapsto \mathbb{R}_+$, where $\mathbb{R}_+$ indicates the set of non-negative values $[0, \infty)$. Let $f_i \in \mathbb{R}^d$ represents the feature vector (signal) on the node $i$ of $\mathcal{G}$, $w_{i,j}$ the scalar weight on the edge from the node $i$ to $j$, and $j \in \mathcal{N}(i)$ indicates a node $j$ in the neighborhood of node $i$, such that $\omega_{i,j} \neq 0$. For sake of simplicity, we only consider non-directed graph, i.e. defined with symmetric weights $\omega_{i,j} = \omega_{j,i}$.

We refer to the weighted difference operator as $\nabla_\omega : (\nabla_\omega f)_{i,j} = \sqrt{\omega_{i,j}} (f_j - f_i) \in \mathbb{R}^d$, $\forall \ (i,j) \in \mathcal{E}$. Assuming symmetry of $\omega$, the adjoint of this linear operator is $(\nabla_\omega^* g)_i = \sum_{j \in \mathcal{V}} \sqrt{\omega_{i,j}} (g_j - g_i) \in \mathbb{R}^d, \forall \ i \in \mathcal{V}$. We denote as $\| \cdot \|_p$ the $\ell_p$ norm and $\| \cdot \|_{1,p}$ the composed norm for parameter $p \in \mathbb{R}_+ \cup \{\infty\}$:

$$\forall \ g \in \mathbb{R}^{|\mathcal{V}| \times |\mathcal{V}| \times d}, \ \|g\|_{1,p} = \sum_{i \in \mathcal{V}} \|g_{i,..}\|_p = \sum_{i \in \mathcal{V}} \left( \sum_{j \in \mathcal{V}, 1 \leq k \leq d} |g_{i,j,k}|^p \right)^{1/p}.$$
2.2 Non-Local Regularization on Graph

In this work, we focus on inverse problems for signal processing on graph using the non-local regularization framework [6]. The optimization problem is formulated generically using $\ell_2$ fidelity term and a non-local regularization defined from the $\ell^p$ norm, parametrized by weights $\omega$ and power coefficient $q \in \mathbb{R}^+$, and penalized by $\lambda \in \mathbb{R}^+$.

$$\inf_f \left\{ J(f) := \frac{1}{2} \| f - f_0 \|^2 + \frac{\lambda}{q} R^q_p(f) \right\} \text{ where } R^q_p(f) = \| \nabla_w f \|_p^q. \tag{1}$$

Here $f_0$ is the given signal which requires processing. In experiments, we will mainly focus on two cases: when $p = q = 2$, the smooth regularization term relates to the Tikhonov regularization and boils down to Laplacian diffusion on a graph [6]. For $q = 1$, the regularization term is the Non-Local Total Variation (NL-TV), referred to as isotropic when $p = 2$ and anisotropic when $p = 1$. Other choice of norm might be useful: using $p \leq 1$, as studied for instance for $p = 0$ in [26], results in sparsification of signals; using $p = \infty$ [25] is also useful when considering unbiased symmetric schemes.

As the functional $J$ is not smooth, an $\varepsilon$-approximation $J_\varepsilon$ is often considered to circumvent numerical problems (see e.g. [6]); this is for instance achieved by substituting the term $R^q_p$ with (respectively for the case $p = 2$ and $p = 1$)

$$R_{2,\varepsilon}^q(f) = \sum_{i \in V} (\| \nabla_w f_i \|_p^2 + \varepsilon^2)^{\frac{q}{2}} \quad \text{and} \quad R_{1,\varepsilon}^q(f) = \sum_{i,j \in V} \omega_{i,j}^q (|f_i - f_j| + \varepsilon)^q. \tag{2}$$

2.3 Variational Optimization

We consider now two popular algorithms to solve inverse problem (1), described in Alg. 1 and 2 with update rules on $f^{(t)}$, where $(t)$ is the iteration number.

**Algorithm 1: Gauss-Jacobi [6]**

Initialization: $f^{(0)} = f_0$, set $\varepsilon > 0$

- compute $\gamma_{i,j}^{(t)}$ using Eq. (3)
- $\bar{f}_{i}^{(t+1)}(f_0) + \lambda \sum_{j \in N_i} \gamma_{i,j}^{(t)} f_{j}^{(t)}$
- $g_{i}^{(t+1)}(f_0) + \lambda \sum_{j \in N_i} \gamma_{i,j}^{(t)}$
- $f_{i}^{(t+1)} = \bar{f}_{i}^{(t+1)} / g_i^{(t+1)}$

For any $p,q > 0$, one can turn to the Gauss-Jacobi (GS) iterated filter [6] described in Alg. 1. It relies on $\varepsilon$ approximation to derive the objective function, giving for instance the following update rule when using Eq. (2)

$$\gamma_{i,j}^{(t)} = \begin{cases} \left(\| (\nabla_w f_i)_{i,j} \|^2 + \varepsilon^2 \right)^{\frac{q}{2}} + (\| (\nabla_w f_j)_{j,i} \|^2 + \varepsilon^2)^{\frac{q}{2}} & \text{if } p = 2 \\
2 w_{i,j}^q (|f_i - f_j| + \varepsilon)^{q-2} & \text{if } p = 1 \end{cases}. \tag{3}$$

When considering the specific case of NL-TV ($q = 1$), one can turn to the primal-dual algorithm [3] described in Alg. 2, as done in [18,12]. To do so, we
recast the problem (1) as \( \min_f \max_g \langle Kf, g \rangle - A^*(g) + B(f) \) where \( K \equiv \nabla \omega \), \( A \equiv \| \cdot \|_{1,p'} \), \( B = \frac{1}{2\lambda} | - f_0 |^2 \). Parameters must be chosen such that \( \tau \beta \| K \|^2 < 1 \) to ensure convergence. For numerical experiments, we have used \( \theta = 1 \) and \( \tau = \beta = (4 \max_{i \in V} \sum_{j \in V} \omega_{i,j}^{-1})^{-1} \). Note that other methods might be used, such as pre-conditioning \([23]\), and cut pursuit \([24]\). Proximal operators corresponds to

\[
\text{Prox}_{\lambda B}(f) = \frac{\lambda f + f_0}{\lambda + \tau} , \quad \text{and} \quad \text{Prox}_{\beta A^*}(g) = \text{Proj}_{B_{\infty,p'}}(g)
\]

where the dual norm function \( p' > 0 \) verifies \( 1/p' + 1/p = 1 \). The projection on the unit ball \( B_{\infty,p'} \) for \( p = 2 \) and \( p = 1 \) is given respectively by, \( \forall g \in \mathbb{R}^{\mathcal{V} \times \mathcal{V} \times d} \)

\[
\text{Proj}_{B_{\infty,2}}(g)_{i,j,k} = \frac{g_{i,j,k}}{\max \{ 1, \| g_{i,j} \|_2 \}} , \quad \text{Proj}_{B_{\infty,\infty}}(g)_{i,j,k} = \frac{g_{i,j,k}}{\max \{ 1, \| g_{i,j,k} \|_1 \}} .
\]

### 2.4 Message Passing Network Optimization

Message Passing Networks \([10]\) can be formulated as follows

\[
f^{(n+1)}_i = \psi^{(n)} \left( \phi^{(n)}_i \left( f^{(n)}_i, \ldots, \phi^{(n)}_j \left( f^{(n)}_i, f^{(n)}_j, \omega_{i,j} \right) \right) \right) \quad \forall i \in \mathcal{V}
\]

where \((n)\) indicates the depth in the network. As already shown in \([10]\), many existing GNN can be recast in this generic framework. Typically, \( \square \) is the summation operator but can be any differentiable permutation invariant functions (such as max, mean); \( \psi^{(n)} \) (update rule) and \( \phi^{(n)} \) (message rule) are the differentiable operators, such as MLPs (i.e. affine functions combined with simple non-linear functions such as RELU). Note that they are independent of the input vertex index to preserve permutation invariance.

We now show that Alg. 1 and 2 can be also formulated within this framework.

**G-J algorithm.** This is quite straightforward for the anisotropic case \((p = 1)\) using two MPNs to compute the update of \( f \) in Alg. 1. A first MPN is used for the numerator \( \tilde{f} \) identifying \( \psi^{(n)}(f^{(n)}_i, F^{(n)}_i) = (f_0)_i + \lambda \rho^{(n)}_i, \square = \sum \text{and} \phi^{(n)}_i(f^{(n)}_i, f^{(n)}_j, \omega_{i,j}) = \gamma^{(n)}_{i,j} f^{(n)}_j \) where \( \gamma^{(n)}_{i,j} \), as defined in Eq. (3), is a function of the triplet \((f^{(n)}_i, f^{(n)}_j, \omega_{i,j})\). A second MPN is used to compute the denominator \( g \) using \( \psi^{(n)}(g^{(n)}_i, G^{(n)}_i) = 1 + \lambda \rho^{(n)}_i \) and \( \phi^{(n)}_i(g^{(n)}_i, f^{(n)}_j, \omega_{i,j}) = \gamma^{(n)}_{i,j} \). For the isotropic case \( p = 2 \), an additional MPN is ultimately required to compute the norm of the gradient \( (Kn)_i \) at each vertex \( i \), as detailed in the next paragraph.

**P-D algorithm.** Two nested MPNs are now required to compute the update of the primal variable \( f \) and the dual variable \( g \) in Alg. 2. For \( f \), the MPN reads as the affine operator \( \psi^{(n)}(f^{(n)}_i, F^{(n)}_i) = \tau \rho^{(n)}_i (f_0)_i + \tau (f^{(n)}_i - \tau F^{(n)}_i) \). Similarly, for the update of \( g \) one computes the projection: \( \psi^{(n)}(g^{(n)}_i, G^{(n)}_i) = \text{Proj}_{B_{\infty,p'}}(g^{(n)}_i + \beta G^{(n)}_i) \). The gradient operator \( K \) and its adjoint \( K^* \) (see definition in §. 2.1) can be applied using the processing functions \( \phi \) and \( \phi_j \), respectively

\[
G^{(n)}_i = (K \tilde{f}^{(n)})_i = \phi^{(n)}_i (\tilde{f}^{(n)}_i, \tilde{f}^{(n)}_j, \omega_{i,j}) = \omega_{i,j} (\tilde{f}^{(n)}_j - \tilde{f}^{(n)}_i)
\]
\[ f_i^{(n)} = (K^* g^{(n+1)})(i) = \square \phi_j^{(n)}(g_i^{(n+1)}, g_j^{(n+1)}, \omega_{i,j}) = \sum_{j \in N_i} \omega_{i,j} (g_{j,i}^{(n+1)} - g_{i,j}^{(n+1)}) \]

Observe that \( \phi_j \) is a slightly modified message passing function using index \( j \) to incorporate the edge features from not only source \( i \) to target \( j \) (i.e. \( g_{i,j} \) and \( \omega_{i,j} \)) but also from target \( j \) to source \( i \) (\( g_{j,i} \) and \( \omega_{j,i} \)).

These MPN formulations of Alg. 1 and Alg. 2 allows to use machine learning libraries to solve the inverse problem Eq. 1 and to take full advantage of fast GPU optimization. In the following experiments, we illustrate the advantage of such MPN optimization in comparison with standard gradient-based machine learning optimization techniques relying on auto-differentiation.

### 2.5 Experiments on point-clouds and comparison with auto-diff

**Experimental setting.** Edges on point-clouds are defined with weights \( \omega_{i,j} \in \{0, 1\} \) using the indicator function of a k-nearest neighbor search \((k = 4)\) on points coordinates using \( \ell_2 \) norm, then imposing symmetry by setting \( \omega_{i,j} \leftarrow \omega_{i,j} \vee \omega_{j,i} \). Two types of features \( f \) are tested for \( q = 1 \), as illustrated in Fig. 1: 3D point coordinates \( x \) for point-cloud simplification (Fig. 2), and colors \( c \in [0, 1]^{|V| \times 3} \) for denoising (Fig. 3). We also consider the non-convex case where \( q = 0.1 \) for point cloud sparsification in Fig. 2.

**Auto-differentiation.** As a baseline, we compare these MPN-based algorithms with algorithmic auto-differentiation. In this setting, the update of features at iteration \( (t) \) is defined by gradient descent on the loss function \( J(f^{(t)}) \) defined in Eq. (1), e.g. \( f^{(t+1)} = f^{(t)} - \rho^{(t)} D^{(t)} \). Since the NL-TV regularization term is not smooth, we use the \( \varepsilon \) approximation of Eq. (2) to compute the gradient \( D^{(t)} \). We consider here various standard gradient descent techniques used for NN training: Gradient Descent (GD), ADAM [13] and LBFGS [17].

**Implementation details.** All algorithms are implemented using the Pytorch Geometric library [8] and tested with a Nvidia GPU GTX1080Ti with 11 GB of memory. Note that reported computation time is only indicative, as implementation greatly influence the efficiency of memory and GPU cores allocation. Different learning rates are used for each method in the experiments. The learning rate of ADAM algorithm is always set to \( lr = 0.001 \). GD is also used with \( lr = 0.001 \) for point-cloud simplification but with \( lr = 0.1 \) for color processing. LBFGS is set with \( lr = 0.01 \) for \( q = 1 \), and with \( lr = 0.1 \) for \( q = 0.1 \).

**Results.** Observe that the noise on the raw color point cloud in Fig. 1 results from the registration of multiple scans with different lighting conditions, for which we do not have any ground-truth. In such a case, variational models like in (1) are useful to remove color artifacts without more specific prior knowledge.

Figures 2 and 3 show the visual results of the aforementioned algorithms after 20k iterations. The objective function \( J(f^{(t)}) \) is plotted for each one in Fig. 1.
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\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{(left) Raw data $f_0$ used for experiments in Fig. 2 and Fig. 3. (right) Comparison of the evolution of the objective function $J(f^{(t)})$ depending on iteration $(t)$, in logarithmic scale, for various setting of $(p, q)$ and for different algorithms.}
\end{figure}

Since the computation time per iteration is roughly same for all methods (about 0.5 ms for MPN-PD and 1 ms for others on ‘elephant’ and ‘Napoléon’ pointclouds with $|V| = 3k$ and $11k$ respectively), curves are here simply displayed versus the number of iterations. As one can observe from these experiments, MPN based algorithms perform better than gradient based algorithm when it comes to precision. Indeed, for $q = 1$, Alg. 2 is the only algorithm that can be used without approximation (i.e. $\varepsilon = 0$, which is numerically intractable for other methods) and that gives ultimately an optimal solution. As for $q = 0.1$, Alg. 1 reaches an (approximated) solution much faster than gradient based methods. Among these, it is interesting to notice that ADAM is quite consistent and performs quite well. For this reason, we will consider this method for the next part devoted to unsupervised training of GNN.

We have shown that the two algorithms can be implemented efficiently as MPN, a special instance of GNN. In the next section, we demonstrate the interest of training such MPNs to design feed-forward GNNs allowing fast processing.

3 Variational training of GNN

One of the most attractive aspect of machine learning is the ability to learn the model itself from the data. As already mentioned in the introduction, most approaches rely on supervised training techniques which require datasets with ground-truth, potentially obtained by means of data augmentation (i.e. artificially degrading the data), which might be a simple task for some applications such as Gaussian denoising on images. However, it is challenging and time consuming to achieve this for signal processing tasks on point-clouds. Besides, most of the available datasets are only devoted to high-level tasks like segmentation and classification on shapes.
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Fig. 2. Comparison of numerical results of MPN implementations of algorithms 1 (MPN-GJ) and 2 (MPN-PD), with GD, ADAM and LBFGS after $20k$ iterations. Point-cloud simplification is defined by problem (1) with $\lambda = 0.2$ and various settings of $p$ and $q$. For all methods except MPN-PD, the approximated formulation (2) with $\epsilon = 10^{-8}$ is used.

Fig. 3. Same setting as in Fig. 2 except $\lambda = 0.05$, for color processing.

Inspired from the previous results, we investigate the unsupervised training of a GNN to reproduce the behavior of variational models on point-clouds while reducing the computation time. To achieve such a goal, two different settings are considered in this section: Unsupervised training using the variational energy as a loss function (§ 3.1), and model distillation using exemplars from the variational model defined as an MPN (§ 3.2).

3.1 Unsupervised training

We denote by $G_\theta : \mathbb{R}^{|V| \times d} \times \mathbb{R}^{E}_+ \rightarrow \mathbb{R}^{|V| \times d}$ a trainable GNN parametrized by $\theta$, processing a graph defined by the vertex features $f$ and the edge weights $\omega$. The
idea here is simply to train a GNN in such a way that it minimizes in expectation the objective function (1) of the variational model for graphs from a dataset
\[
\inf_{\theta} \mathbb{E}_{X \sim P_{\text{data}}} J(G_{\theta}(X, \omega(X))).
\] (7)
where \(X\) is a random point-cloud (and its associated weights \(\omega(X)\)) from the training dataset with probability distribution \(P_{\text{data}}\). Once again, in practice, we need to consider the \(\varepsilon\)-approximation \(J_\varepsilon\) (2) to overcome numerical issues.

### 3.2 Model distillation with MPN

As seen above, the main caveat in variational training is that it requires smoothing if the objective function is not differentiable. To avoid this limitation, we consider another setting which consists of model distillation, where the goal is to train a GNN to reproduce an exact model defined by a MPN.

Let \(F: \mathbb{R}^{|V| \times d} \times \mathbb{R}^+ \rightarrow \mathbb{R}^{|V| \times d}\) denotes a MPN designed to solve a variational model, such as MPN-PD in the previous section for the NL-TV model. Note that in practice, we have to restrict this network to \(n\) updates. Using for instance \(\ell_2\) norm, the distillation training boils down to the following optimization problem
\[
\inf_{\theta} \mathbb{E}_{X \sim P_{\text{data}}} \| G_{\theta}(X, \omega(X)) - F(X, \omega(X)) \|_2^2
\] (8)
Other choices of distance could be as well considered, such as \(\ell_1\) norm or optimal transport cost for instance \([29]\).

### 3.3 Experiments

**Dataset setting.** We use the same experimental setting as in the previous section, except that \(k\) nearest-neighbor parameters \(\omega_{i,j} \in \{0, 1\}\) are now weighted using features proximity: \(\omega_{i,j} \leftarrow \omega_{i,j} e^{-\kappa \| (f_0)_i - (f_0)_j \|^2}\) where \(\kappa = 10^4\). For point-cloud processing, we use the ShapeNet part dataset \([32]\). Point-clouds are pre-processed by normalizing their features to 0 and 1 using minmax normalization; 15 classes out of 16 are used for training and a hold-out class for testing. For each training class, 20\% of shapes are also hold-out for validation. In total, 16.5k point clouds are used during training, composed of an average of 2.5k nodes.

**GNN architecture.** The GNN is based on MPNs. The architecture is shallow and composed of 3 MPN layers followed by a linear layer. Inspired from MPNs formulated in Section 2.4 from Alg. 1 and Alg. 2, we define the message function \((\phi)\) as a MLP acting on the tuple \((f_i, f_j, \sqrt{\omega_{i,j}}(f_j - f_i))\). Note that, this is quite similar to edge-convolution operation introduced in \([28]\), in which the MLP layers act on features \((f_i, f_j - f_i, \omega_{i,j})\). The \(\square\) operator is \(\sum\) and there is no update rule \((\psi)\).

The MLP layers have respectively 4.8k, 20.6k, and 20.6k parameters. These layers operate on 64 dimensional features, which are then fed to a linear layer to return 3-dimensional features (color or coordinates).
Training settings. Using the dataset and the architecture described above, two GNNs are trained using each of the techniques described in §3.1 and §3.2, with \( k = 4, p = 2, q = 1, \lambda = 0.05 \) and \( \varepsilon = 10^{-8} \). Training is performed using ADAM algorithm with 60 epochs and a fixed learning rate of 0.01. Regarding the model distillation, rather than re-evaluating the MPN \( F \) in (8) for every sample \( X \) at each epoch, we precompute \( F(X, \omega(X)) \) to save the computation time.

Results. Fig. 4 gives a visual comparison of results of trained GNNs with the exact MPN-PD optimization on test data, showing that both training methods give satisfactory results, close to MPN-PD model. Fig. 5 displays the objective loss function in (7) during training, on the training and the validation set. The average error relative to mpn-pd on the test set is similar for both methods (2.2\% for distillation and 1.2\% for unsupervised training). One can observe that model distillation is more stable on the validation set, but need extra computation time to pre-process the MPN-PD on the dataset. Last, but not least, the average computation time for MPN-PD on the test set is compared in Fig. 5 to the feed-forward GNNs, showing several order of magnitude speed-up for the latter, which makes such approaches very interesting for practical use.

![Fig. 4. Comparison of NL-TV regularization (1) of point-clouds \( X \) (for \( p = 2, q = 1, \lambda = 0.05 \)) with the MPN algorithm MPN-PD and trained GNN, using model distillation (8) or the unsupervised setting with variational optimization (7). Input here is either unseen point-clouds during training, or from the test category, hold out during training.](image)
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Fig. 5. (left) Objective loss function (7) during GNN training versus epochs for the training and the validation sets. (right) Comparison of the average objective function $J$ in logarithmic scale versus average computation time for GNN, ADAM and MPN-PD.
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