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Abstract

In this paper, we investigate the stationarity of stochastic processes in the fractional Fourier domains. We study the stationarity of a stochastic process after performing fractional Fourier transform (FRFT), and discrete fractional Fourier transform (DFRT) on both continuous and discrete stochastic processes, respectively. Also we investigate the stationarity of the fractional Fourier series (FRFS) coefficients of a continuous time stochastic process, and the stationarity of the discrete time fractional Fourier transform (DTFRFT) of a discrete time stochastic process. Closed formulas of the input process autocorrelation function and pseudo-autocorrelation function after performing the fractional Fourier transform are derived given that the input is a stationary stochastic process. We derive a formula for the output autocorrelation as a function of the $a^{th}$ power spectral density of the input stochastic process, also we derived a formula for the input fractional power spectral density as a function of the fractional Fourier transform of the output process autocorrelation function. We proved that, the input stochastic process must be zero mean to satisfy a necessary but not a sufficient condition of stationarity in the fractional domains. Closed formulas of the resultant statistics are also shown. It is shown that, in case of real input process, the output process is stationary if and only if the input process is white. On the other hand, if the input process is a complex process, it should be proper white process to obtain a stationary output process.

Index Terms

Fractional Fourier transform (FRFT), discrete FRFT (DFRFT), additive white Gaussian noise (AWGN), fractional power spectral density.
I. INTRODUCTION

The fractional Fourier transform (FRFT) has been used in most recent applications and frequently used as a tool in signal processing and analysis. It has been discussed in many papers and has been proved to be very useful in solving some problems in quantum physics, optics, and signal processing [1]–[11]. In [12], the authors studied the stationary of continuous signals in the fractional domain. The relationship among the FRFT, the linear canonical transform (LCT), and the stationary and nonstationary random processes is derived. Surprisingly, they found many interesting properties. For instance, if we perform the FRFT for a stationary process, although the result is no longer stationary, the amplitude of the autocorrelation function is still independent of time. For the FRFT of a stationary process, the ambiguity function (AF) is a tilted line and the Wigner distribution function (WDF) is invariant along a certain direction. In the same paper, they used the notion of the fractional stationary random process and found that a nonstationary random process can be expressed by a summation of fractional stationary random processes.

The purpose of this paper is to study stationarity of stochastic processes in the fractional Fourier domains. We study stationarity of stochastic processes after performing the FRFT and DFRFT. We also investigate the stationarity of the fractional Fourier series (FRFS) coefficients of a continuous time stochastic processes and the stationarity of the discrete time fractional Fourier transform (DTFRFT) of a discrete time stochastic process. The case of complex Gaussian processes and circular symmetric Gaussian processes were investigated.

The effect of performing Fourier transform on stationary proper process was studied [13]. It has been shown that the discrete Fourier transform (DFT) of the input sequence is proper if and only if the input sequence is proper. The term proper refers to a process $x(t)$ with $\hat{C}(t_1, t_2) = 0$, i.e., complex random variables and processes with a vanishing pseudo-covariance are called proper, where

$$\hat{C}(t_1, t_2) = E\left\{(x(t_1) - E\{x(t_1)\})(x(t_2) - E\{x(t_2)\})\right\}$$

is the relation function (pseudo) which is necessary for complete description of second-order statistic [14].

If the discrete time stochastic process $z[n]$ is a wide sense stationary (WSS) process with power spectral density $Z(\omega)$, then its DFT, $Z(\omega)$, is a nonstationary white noise with autocovariance
is given by [15, p. 519]:
\[
E \left\{ Z(u)Z^*(v) \right\} = 2\pi S_z(u)\delta(u-v), \quad -\pi < u, v < \pi
\]
\[
Z(\omega) = \sum_{n=-\infty}^{\infty} z[n]e^{-i\omega n}
\]
\[
z[n] = \frac{1}{2\pi} \int_{-\infty}^{\infty} Z(\omega)e^{i\omega n}d\omega
\]
where \( \omega = 2\pi f \), \( f \) is the frequency domain index and \( S_z(u) \) is the power spectrum of \( z[n] \).

In [13], it has been shown that the properness is preserved under affine transformations and also the complex-multivariate Gaussian density assumes a natural form only for proper random variables. It was proved that circular stationarity of a proper complex time-domain sequence \( z[0], z[1], \ldots, z[N-1] \) corresponds to uncorrelatedness of the components of its DFT (frequency-domain sequence \( Z[0], Z[1], \ldots, Z[N-1] \)), i.e., the autocorrelation function of the DFT sequence is given by:
\[
E \left\{ Z(k)Z^*(\ell) \right\} = \sqrt{N}S_z(k)\delta(k-\ell)
\]
where \( k, \ell \in \{0, 1, \ldots, N-1\} \), \( S_z(k) \) is the DFT of the input sequence autocorrelation function, and \( N \) is the input sequence length.

The main contributions of this paper can be summarized as follows.

- We investigate the stationarity of a stochastic process after performing FRFT, DFRFT, FRFS and DTFRFT.
- We study general features of the output signal, i.e., mean, autocorrelation, and pseudo-autocorrelation for the discrete and continuous cases. We provide closed formulas of the output features.
- We investigate stationarity of real and complex stochastic processes. In addition, we provide necessary conditions on the input process for stationarity of the output process.
- The relationship among the autocorrelation, pseudo-autocorrelation and the power spectral density of a process is derived.

This paper is structured as follows. In Section II we study stationarity in continuous FRFT. In Section III we investigate the stationarity of the FRFS coefficients of a continuous time stochastic process and the DTFRFT of a discrete time stochastic process. The stationarity, statistics and
probability density function after performing DFRFT is discussed in Section IV and finally, we conclude the paper in V.

II. CONTINUOUS FRACTIONAL FOURIER TRANSFORM

The continuous FRFT (Fig. 1) is an integral transformation with $a = \alpha \frac{2}{\pi}$ where $a$ represents the fractional order. The FRFT of a function $x(t)$ is given by:

$$Z_{\alpha}(u) = (F_{\alpha,t\rightarrow u}z)(u) = \int_{-\infty}^{\infty} z(t) K_{\alpha}(t, u) dt$$

where $F_{\alpha,t\rightarrow u}$ denotes a transformation from t to u with angle $\alpha$, defined as the rotation angle with respect to t axis, and $K_{\alpha}(t, u)$ is the transformation kernel defined as following:

$$K_{\alpha}(t, u) = \begin{cases} \sqrt{\frac{1-i \cot \alpha}{2\pi}} e^{i \frac{u^2}{2} \cot \alpha} & \text{if } \alpha \neq \pi p \\ e^{-itu \csc \alpha + i \frac{u^2}{2} \cot \alpha} & \text{if } \alpha = 2\pi p \\ \delta(u-t) & \text{if } \alpha + \pi = 2\pi p \end{cases}$$

where $p = -\infty, \ldots, -1, 0, 1, \ldots, \infty$. The fractional Fourier transform with order $a$ is a rotation of the time-frequency plane with respect to time axis by an angle $\alpha = \frac{\pi}{2}a$, the Fourier transform is a rotation by an angle $\alpha = \frac{\pi}{2}$ [5]. The FRFT kernel can be represented by its eigendecomposition functions [16]

$$K_{\alpha}(t, u) = \sum_{n=0}^{\infty} e^{-i\alpha n} H_n(t) H_n(u)$$

where $H_n(.)$ is the normalized Hermite function with unitary variance. The inverse formula of the fractional Fourier transform is obtained through replacing $\alpha$ by $-\alpha$ as follows:

$$z(t) = (F_{-\alpha,u\rightarrow t}Z_{\alpha})(t) = \int_{-\infty}^{\infty} Z_{\alpha}(u) K_{-\alpha}(t, u) du$$

In this paper, we assumed $\alpha$ takes any value between $-\frac{\pi}{2}$ and $\frac{\pi}{2}$, excluding, the special cases, where $\alpha = 0, \pm \frac{\pi}{2}$. We assumed that the FRFT is a system with two terminals the input terminal and the output terminal. In Eqn.(4), the input is $z(t)$ and the output is $Z_{\alpha}(u)$. Assume that $z(t)$ is a stochastic process with autocorrelation function given by [13], [15], [17]:

$$R_z(t_1, t_2) = E\{z(t_1)z^*(t_2)\}$$

and a pseudo-autocorrelation function:

DRAFT
\[ \hat{R}_z(t_2, t_1) = E\{z(t_1)z(t_2)\} \]  

(7)

where \( E\{.\} \) denotes the expectation, and \( z(t_1), z(t_2) \) are two samples of the original stochastic process \( z(t) \), taken at time instants \( t_1 \) and \( t_2 \), respectively. The expected value of the output process, after performing FRFT, is given by:

\[
\mu_{\alpha}(u) = E\{Z_{\alpha}(u)\} = \int_{-\infty}^{\infty} E\{z(t)\} K_{\alpha}(t, u) dt
\]

\[
\mu_{\alpha}(u) = F_{\alpha,t \rightarrow u}\{\mu(t)\}
\]

where \( \mu(t) = E\{z(t)\} \), and, \( \mu_{\alpha}(u) \) is the FRFT of the input process mean \( \mu(t) \). If the process is wide sense stationary, \( \mu(t) \) is independent of time, \( \mu(t) = \mu \), then the expected value of the output process is:

\[
\mu_{\alpha}(u) = \mu \times F_{\alpha,t \rightarrow u}\{1\}
\]

(9)

It can be shown that from (8),(9),(12) the expectation of the output of FRFT is non-stationary, i.e., output mean depends on \( u \), even if the input process is wide sense stationary. If the input process is zero mean, \( \mu = 0 \), the expected value of the output process is given by:

\[
\mu_{\alpha}(u) = 0.
\]

(11)

**Proposition 1:** Given a wide sense stationary process \( z(t) \) with mean, \( \mu \neq 0 \), the output of the fractional Fourier transform is a non-stationary process with mean \( \mu_{\alpha}(u) \)

\[
\mu_{\alpha}(u) = \mu \sqrt{\frac{1 + i \tan \alpha}{2\pi}} e^{-i \frac{u^2}{2} \tan \alpha}.
\]

(12)

Since a time variant mean is a necessary condition of stationarity, therefore, we obtain the following.

**Proposition 2:** A zero mean input process is a necessary but not a sufficient condition for the stationarity in the fractional domain.

**Proof:** From Proposition 1 the expected value in the fractional domain \( \mu_{\alpha}(u) \) is always a function of (varying with) the fractional index \( u \) except when \( \mu = 0 \), therefore, the output
process violates a necessary condition of stationarity which is the independency of the output process on $u$.

It should be mentioned that complex random processes with nonzero mean are usually not of interest, since a complex envelope with nonzero-mean corresponds to a non-stationary bandpass process, i.e., the expected value of the bandpass process of non-zero mean with mean baseband signal is $E\{\Re \{z(t)e^{i\pi f_c t}\}\} = \Re \{E\{z(t)e^{i\pi f_c t}\}\}$ which is a time dependent process, since $E\{z(t)\} \neq 0$ [13]. Let us use equation (4) to derive the autocorrelation function of the output of the FRFT as a response to an input process $z(t)$ described above (6). Assuming $F_{\alpha,t \rightarrow u}\{z(t)\} = Z_{\alpha}(u)$, the output autocorrelation function is given by:

$$R_{\alpha}(u_1, u_2) = E\{Z_{\alpha}(u_1)Z_{\alpha}^*(u_2)\}$$

(13)

$$R_{\alpha}(u_1, u_2) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E\{z(t)z^*(s)\} K_{\alpha}(t, u_1)K_{\alpha}^*(s, u_2)dsdt$$

$$= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R(s, t)K_{\alpha}(t, u_1)K_{\alpha}^*(s, u_2)dsdt$$

$$= \int_{-\infty}^{\infty} \left[ \int_{-\infty}^{\infty} R(s, t)K_{\alpha}(t, u_1)dt \right] K_{\alpha}^*(s, u_2)ds.$$  

(14)

where $\beta_{\alpha}(u_1, s) = \int_{-\infty}^{\infty} R(s, t)K_{\alpha}(t, u_1)dt$ and it represents a rotation of the input autocorrelation function by angle $\alpha$. The equations above can be interpreted as follows. The resultant autocorrelation function is a rotation of the input autocorrelation function with respect to $t$ by angle $\alpha$ given certain $s$, then rotation of the resultant of the first rotation with respect to $s$ by angle $-\alpha$ given a fixed $u_1$. The same argument can be shown for the output pseudo-autocorrelation function. The relationship among the autocorrelation, pseudo-autocorrelation and the power spectral density of a process is derived in Appendix B.

Since the Kernel is unitary, i.e.,

$$\int_{-\infty}^{\infty} K_{\alpha}(s, u_1) K_{\alpha}^*(s, u_2)ds = \delta(u_2 - u_1),$$

it can be shown that the output autocorrelation function as a response to an input autocorrelation function $R(t_2 - t_1) = \frac{N_0}{2} \delta(t_2 - t_1)$ is given by:

$$R_{\alpha}(u_2 - u_1) = \frac{N_0}{2} \delta(u_2 - u_1).$$

(15)
Furthermore, the output pseudo-autocorrelation function as a response to a proper and zero mean process is given by:

$$\hat{R}_\alpha(u_2 - u_1) = 0.$$ (16)

Therefore, properness is preserved under the fractional Fourier transform. The proofs of (15) and (16) are existed in Appendix C.

**Proposition 3:** Given a real wide sense stationary process $z(t)$ with mean $\mu$ and autocorrelation $R(\tau)$ the output process of the FRFT $Z_\alpha(u)$ is a non-stationary process.

**Proof:** Since $R_\alpha(u_1, u_2)$ is a function of domain indexes $u_1$ and $u_2$, therefore, the output process $Z_\alpha(u)$ is a non-stationary process and stationarity can be obtained if and only if (iff) the input process is a **white process** (See Appendix A and C).

**Proposition 4:** Given a complex wide sense stationary process $z(t)$ with mean $\mu$, autocorrelation $R(\tau)$, and pseudo-autocorrelation $\hat{R}(\tau)$ the output process of the FRFT $Z_\alpha(u)$ is a non-stationary process and stationarity can be obtained iff the input process is a proper white process.

**Proof:** Since $R_\alpha(u_1, u_2)$ is a function of domain indexes $u_1$ and $u_2$, therefore, the output process $Z_\alpha(u)$ is a non-stationary process and stationarity can be obtained iff the input process is a **proper white process** (See Appendix A and C).

### III. Discrete Time Fractional Fourier Transform and Fractional Fourier Series Expansion

In this section, we study stationarity of the discrete time fractional Fourier transform (DT- FRFT) and fractional Fourier series (FRFS). Both DTFRFT and FRFS were studied in [18]. Aperiodic signal $z(t)$ on a finite interval $t \in [-T/2, T/2]$ can be expanded by its FRFS as
following:

\[ z(t) = \sum_n C_{\alpha,n} \phi_{\alpha,n}(t) \]  

(17)

where \( n = -\infty, \ldots, -1, 0, 1, \ldots, \infty \) and \( \phi_{\alpha,n} \) is orthonormal basis and is given by:

\[ \phi_{\alpha,n}(t) = \frac{K_{-\alpha}(t, nt_o)}{\sqrt{T \csc \alpha \frac{2\pi}{2\pi}}}. \]  

(18)

where \( t_o \) is called the central frequency in the fractional Fourier domains. However, \( t_o \) must equal to \( \frac{2\pi \sin \alpha}{T} \), to guarantee that \( \phi_{\alpha,n}(t) \) satisfy the orthogonal condition.

The FRFS expansion coefficients are computed by the inner product of the signal and chirp basis signals \( \phi_{\alpha,n}(t) \). In [18], it was proven that the FRFS coefficients of an aperiodic signal \( z(t) \) on a finite interval \( t \in [-T/2, T/2] \) can be obtained from the sampled values of FRFT and it is given by:

\[ C_{\alpha,n} = \sqrt{\frac{2\pi \sin \alpha}{T}} Z_\alpha \left(n \frac{2\pi \sin \alpha}{T}\right). \]  

(19)

where \( Z_\alpha(.) \) is the FRFT of \( z(t) \), and \( T \) is the interval width.

The expected value of \( C_{\alpha,n} \) is given by:

\[ E\{C_{\alpha,n}\} = \sqrt{\frac{2\pi \sin \alpha}{T}} E\{Z_\alpha \left(n \frac{2\pi \sin \alpha}{T}\right)\}. \]  

(20)

Same argument as in Section IIII about the dependency of the expected value of \( C_{\alpha,n} \) on the fractional index \( n \) can be established here. Therefore the coefficients are not stationary in general, only if the input stochastic process is zero mean, the output mean will be independent of \( n \) with zero mean. The autocorrelation function of the FRFS coefficient \( C_{\alpha,n} \) is given by:

\[ E\{C_{\alpha,n}C_{\alpha,\ell}^*\} = \frac{2\pi \sin \alpha}{T} E\{Z_\alpha \left(n \frac{2\pi \sin \alpha}{T}\right)Z_\alpha^* \left(\ell \frac{2\pi \sin \alpha}{T}\right)\}. \]  

(21)

where \( n, \ell = -\infty, \ldots, -1, 0, 1, \ldots, \infty \). The autocorrelation function of two coefficients of the FRFS can be stated as:

\[ E\{C_{\alpha,n}C_{\alpha,\ell}^*\} = \frac{2\pi \sin \alpha}{T} \mathcal{R}_\alpha \left(n \frac{2\pi \sin \alpha}{T}, \ell \frac{2\pi \sin \alpha}{T}\right). \]  

(22)

Similarly, we can show that the pseudo-autocorrelation function is given by:

\[ E\{C_{\alpha,n}C_{\alpha,\ell}\} = \frac{2\pi \sin \alpha}{T} \hat{\mathcal{R}}_\alpha \left(n \frac{2\pi \sin \alpha}{T}, \ell \frac{2\pi \sin \alpha}{T}\right). \]  

(23)
Sampling a continuous time bandlimited signal $z(t)$ by sampling time $T_s$, we obtain $z[n]$. The DTFRFT $D_\alpha[k]$ of $z[n]$ is related to FRFS coefficients as following [18]:

$$D_\alpha[k] = C_{\pi/2+\alpha.k}.$$ \hspace{1cm} (24)

where $k = -\infty, \ldots, -1, 0, 1, \ldots, \infty$.

**Proposition 5:** Given a finite support wide sense stationary process $z(t)$ with $0 \leq t \leq T$, mean $\mu$, autocorrelation function $R(\tau)$ and pseudo-autocorrelation function $\hat{R}(\tau)$, the FRFS and DTFRFT coefficients of $z(t)$ are non-stationary processes.

**Proof:** Since the FRFS and DTFRFT coefficients of $z(t)$ are functions of $R_\alpha(u_1, u_2)$ which is a function of domain indexes $u_1$ and $u_2$, therefore, the coefficients are non-stationary processes and stationarity is obtained iff the input process the input process is white in case of real process and proper white process if the input process is complex (See Propositions 3 and 4). \hfill \blacksquare

### IV. DISCRETE FRACTIONAL FOURIER TRANSFORM

In this section, we are studying the effect of performing the DFRFT (Fig. 2) on a discrete stochastic vectors. The DFRFT is an affine unitary transformation. It is the eigendecomposition of the ordinary DFT matrix, i.e., $F^a = Q\Lambda^a Q^H$, where, $Q$ is the eigenvectors matrix of the DFT matrix, and $\Lambda$ is the eigenvalues matrix. Assuming that the sampling process produced $N$ samples, i.e., time-bandwidth product equals $N$.

Define a stochastic process $\{Z_i\}$ where $i = 1, 2, \ldots$. Let us rearrange the process samples as following, $Z = [Z_1, Z_2, \ldots, Z_N]^T$, where, $Z$ is $N \times 1$ complex column vector, and $Z_k = X_k + iY_k$ is a stochastic random variable where $X_k, Y_k \in \mathbb{R}$, $i = \sqrt{-1}$, with mean $\mu = E\{Z\} = [\mu(1), \mu(2), \ldots, \mu(N)]^T$, covariance matrix $C_z = E\{(Z - \mu)(Z - \mu)^H\}$, and pseudo-covariance (relation matrix) $P = E\{(Z - \mu)(Z - \mu)^T\}$, which is necessary for complete description of second-order statistic [14] [19] where $T$ and $H$ denote transpose and hermitian (transpose and conjugate), respectively. performing discrete FRFT on process vector $Z$ the output process $Z_a$ is given by:

$$Z_a = F^a Z$$

The output $Z_a$ is a random vector with mean $\mu_a$, pseudo-covariance matrix $P_a$ and covariance matrix $C_a$

$$\mu_a = E[Z_a] = E\{F^a Z\} = F^a \mu.$$ \hspace{1cm} (25)
Equation (25) can be seen as the discrete FRFT of $\mu$. The discrete FRFT matrix maps $N$ points from time domain to $N$ points in fractional domain, each sample will be mapped with different mean based on its location in time and fractional domain, i.e., the expected value of the $n$th output equals the inner product of the $n$th row of the discrete FRFT matrix and $\mu^H$. The covariance matrix $C_a$ is given by:

$$
C_a = E\left\{ (Z_a - \mu_a)(Z_a - \mu_a)^H \right\} = \mathcal{F}^a E\left\{ (Z - \mu)(Z - \mu)^H \right\} \mathcal{F}^{-a}
$$

Covariance matrix of $Z$ is $C_z$, hence,

$$
C_a = \mathcal{F}^a C_z \mathcal{F}^{-a}. \quad (26)
$$

Similarly, the output pseudo-covariance matrix will take the form:

$$
P_a = \mathcal{F}^a P [\mathcal{F}^a]^T. \quad (27)
$$

Since $\mathcal{F}^a$ is a linear unitary transformation, hence, when the input is $Z \sim \mathcal{CN}(\mu, C_z, P)$, the output of the discrete FRFT is $Z_a \sim \mathcal{CN}(\mu_a, C_a, P_a)$, where $\mathcal{CN}(.)$ denotes complex normal distribution. For $N$-dimensional complex Gaussian random vector $Z$ has real $Z_R$ and imaginary $Z_I$ components which form a $2N$-dimensional real Gaussian random vector and $Z$ is proper i.e. its pseudo-covariance matrix vanishes [13], the probability density function (pdf) of $Z_a \sim \mathcal{CN}(\mu_a, C_a)$ is given by [13], [20]

$$
f_{Z_a}(Z_a) = \frac{1}{\pi^N \det(C_a)} e^{-(Z_a - \mu_a)^H C_a^{-1} (Z_a - \mu_a)} \quad (28)
$$

If $Z$ is proper with zero mean, the covariance matrix fully specifies the first- and second-order statistics of a circular symmetric random vector [19]. If $Z \sim \mathcal{CN}(0, \sigma^2 I_{N \times N})$ which is a circular symmetric Gaussian random variables, the output of the discrete FRFT is $Z_a \sim \mathcal{CN}(0, \sigma^2 I_{N \times N})$.

V. CONCLUSION

In this paper, we have discussed the stationarity of a stochastic process in fractional domains. We have found that the zero mean input process is a necessary but not sufficient condition for stationarity in the fractional domains, and that the fractional domains are non-stationary. It has
been shown that, in case of real input process, the output process is stationary if and only if the input process is white. On the other hand, if the input process is a complex process, it should be proper white process to obtain a stationary output process. The statistics of the output stochastic process were proved and discussed. The results are a backbone in systems based on fractional Fourier transform such as (OFDM) systems [3], sonar, radar systems, moving target detection in airborne SAR [21], chirp detection [22], [23], speech processing [1], Optical image encryption [2], beamformers [24], and many other applications in signal processing and optics [4].

APPENDIX A

In this Appendix, we derive closed formulas of the output autocorrelation function and pseudo-autocorrelation function corresponding to a stationary input process. Assume that the input process is stationary process with autocorrelation function $R(s - t)$ where $s, t$ are two instants of the input process $z$, the output autocorrelation function is given by:

$$R_\alpha(u_1, u_2) = E\{Z_\alpha(u_1)Z_\alpha^*(u_2)\}$$

$$= \int_{-\infty}^{\infty} \left[ \int_{-\infty}^{\infty} R(t - s)K_\alpha(t, u_1)dt \right] K_\alpha^*(s, u_2)ds$$

$$= \int_{-\infty}^{\infty} S_{z,\alpha}(u_1 - \cos(\alpha)s)e^{iu_1 \sin(\alpha)s}e^{i\sin(\alpha)\cos(\alpha)s^2}K_\alpha^*(s, u_2)ds$$

where $S_{z,\alpha}(u_1) = F_{\alpha,t\to u_1}\{R(t)\}$ and it represents the FRFT of the input autocorrelation function with respect to $t$ (a $th$ fractional power spectral density), the output is a transformation from $t$ to
with order $a$. Using properties of the fractional Fourier transform $[5]$, the autocorrelation as in $[12]$ is given by:

$$R_\alpha(u_1, u_2) = \sec(\alpha)R(\sec(\alpha)(u_1 - u_2))e^{i(u_2^2 - u_1^2)\tan(\alpha)} \tag{29}$$

where $\alpha \neq \pm \ell \frac{\pi}{2}$, $\ell = 1, 3, 5, \ldots, \infty$. Similarly, we can find the output pseudo-autocorrelation function as a response of the stationary input process, according to $[13]$ the wide sense stationary process has pseudo-autocorrelation function depends on time shift, i.e., independent of time $\hat{R}(\tau) = \hat{R}(t - s)$. With some change of variable we get:

$$\hat{R}_\alpha(u_1, u_2) = \sec(\alpha) \mathcal{F}_{\alpha,y \rightarrow u_2} \left\{ \hat{G}_\alpha(u_1 - y \cos \alpha \sqrt{\frac{c}{\cot \alpha}})e^{i\Gamma_\alpha(u_1, u_2)y} \right\} \tag{30}$$

where

$$c = \sin \alpha \cos \alpha + \cot \alpha$$

$$\Gamma_\alpha(u_1, u_2) = (u_1 \sin \alpha - u_2 \csc \alpha) \sqrt{\frac{c}{\cot \alpha}} + u_2 \csc \alpha.$$

performing some properties of the FRFT (i.e., shifting, scaling and exponential multiplication properties), and define $\beta = \arctan(c^2 \tan \alpha)$, we get the following:

$$\hat{R}_\alpha(u_1, u_2) = \sqrt{1 - i \cot \alpha}e^{i\cot(\alpha)\left(1 - \frac{\cos^2 \beta}{\cos^2 \alpha}\right)}$$

$$\hat{G}_{2\beta}(u_2 - \Gamma^2_\alpha(u_1, u_2) \sin \alpha \frac{\sin \beta}{\csc \alpha} + u_1 \cos \beta)$$

$$e^{-iu_1(u_2 - \Gamma^2_\alpha(u_1, u_2) \sin \alpha) \sin \beta}e^{i\sin \beta \cos \beta \frac{u_2^2}{\alpha}}$$

$$e^{-i \sin(\alpha) \cos(\alpha) \frac{\Gamma^2_\alpha(u_1, u_2)}{\alpha}}$$

$$e^{i\Gamma_\alpha(u_1, u_2)u_2 \cos(\alpha)}$$

where $\mathcal{F}_{\alpha,u_1 \rightarrow u_2} \left\{ \hat{G}_\beta(u_1) \right\} = \hat{G}_{2\beta}(u_2) = \mathcal{F}_{2\beta,t \rightarrow u_2} \left\{ \hat{R}(t) \right\}$.

**APPENDIX B**

In this Appendix, we prove the relationship between the output process autocorrelation function and the fractional power spectral density. The power spectral density of a stationary process is the Fourier transform of the autocorrelation function, $a^{th}$ fractional power spectral density is the
fractional Fourier transform of the autocorrelation function with order \(a\). The autocorrelation function of the output of the fractional Fourier transform is given by:

\[
R_\alpha(u_1, u_2) = E \left\{ Z_\alpha(u_1) Z_\alpha^*(u_2) \right\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R(t-s) K_\alpha(t, u_1) K_\alpha^*(s, u_2) ds dt.
\]

(32)

Let us substitute by \(K_\alpha(t, u_1)\) and define \(\tau = t - s\) the resultant is:

\[
R_\alpha(u_1, u_2) = \sqrt{\frac{1 - i \cot \alpha}{2\pi}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R(\tau) e^{i\frac{\tau^2}{2} \cot(\alpha)}
\]

\[
e^{-i \csc(\alpha) \tau u_1} e^{-i \csc(\alpha) su_1} e^{i\frac{\tau^2}{2} \cot(\alpha)}
\]

\[
e^{i\frac{\tau^2}{2} \cot(\alpha)} e^{i\frac{s u_1}{\tau} \cot(\alpha)} K_\alpha^*(s, u_2) ds dt.
\]

\[
R_\alpha(u_1, u_2) = \int_{-\infty}^{\infty} \mathcal{F}_{\alpha, \tau\rightarrow u_1} \left\{ R(\tau) e^{i\tau s \cot \alpha} \right\} e^{-is u_1 \csc \alpha}
\]

\[
e^{i\frac{s^2}{\tau} \cot \alpha} K_\alpha^*(s, u_2) ds.
\]

define \(S_{z,\alpha}(u_1)\) as the \(d\)th fractional power spectral density of the input process \(z\), i.e.,

\[
S_{z,\alpha}(u_1) = \mathcal{F}_{\alpha, \tau\rightarrow u_1} \{ R(\tau) \}
\]

\[
R_\alpha(u_1, u_2) = \int_{-\infty}^{\infty} S_{z,\alpha}(u_1 - \cos(\alpha)s) e^{-i \cot^2(\alpha) \sin(\alpha) \cos(\alpha) \frac{s^2}{\tau}} e^{i u_1 \cot(\alpha) \cos(\alpha)s}
\]

\[
e^{-i \csc(\alpha) su_1} e^{i\frac{s u_1}{\tau} \cot(\alpha)} K_\alpha^*(s, u_2) ds
\]

(33)

\[
R_\alpha(u_1, u_2) = \mathcal{F}_{-\alpha, \tau\rightarrow u_2} \left\{ S_{z,\alpha}(u_1 - \cos(\alpha)s) e^{i \cos(\alpha) \sin(\alpha) \frac{s^2}{\tau}} e^{-i \sin(\alpha) u_1 s} \right\}.
\]

(34)

With the same procedure as in [12], we can express \(R_\alpha(u_1, u_2)\) as a function of the fractional Fourier transform of the fractional power spectral density, define \(\mathcal{F}_{-\alpha, \tau\rightarrow u_2} \{ S_{z,\alpha}(y) \} = R(u_2)\) it can be shown that:

\[
S_{z,\alpha}(u_1 - \cos(\alpha)s) = \mathcal{F}_{\alpha, \tau\rightarrow u_2} \left\{ R_\alpha(u_1, u_2) \right\} e^{-i \cos(\alpha) \sin(\alpha) \frac{s^2}{\tau}} e^{i \sin(\alpha) u_1 s}
\]

(35)

by making the change of variable, \(\omega = u_1 - \cos \alpha s\), the fractional power spectral density can be expressed as a function of the output autocorrelation function as follows:

\[
S_{z,\alpha}(\omega) = \mathcal{F}_{\alpha, \tau\rightarrow u_2} \left\{ R_\alpha(\omega + \cos(\alpha)s, u_2) \right\} e^{i \cos(\alpha) \sin(\alpha) \frac{\omega^2}{\tau}} e^{i \sin(\alpha) \omega s}.
\]

where \(R_\alpha(\cdot)\) is given in Appendix A.
APPENDIX C

In this Appendix we will prove the autocorrelation function of the output process, when the input is a white stochastic process, i.e., additive white Gaussian noise (AWGN), with autocorrelation function $R(\tau) = \frac{N_0}{2} \delta(\tau)$, where $\tau = s - t$ is a time shift, $N_0/2$ is the power spectral density of the process:

$$R_\alpha(u_2 - u_1) = E\{Z_\alpha(u_1)Z^*_\alpha(u_2)\}$$

$$= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E\{z(t)z^*(s)\} K_\alpha(t, u_1) K^*_\alpha(s, u_2) ds dt$$

$$= \frac{N_0}{2} \int_{-\infty}^{\infty} K_\alpha(s, u_1) K^*_\alpha(s, u_2) \int_{-\infty}^{\infty} \delta(s - t)dt ds$$

$$= \frac{N_0}{2} \int_{-\infty}^{\infty} K_\alpha(s, u_1) K^*_\alpha(s, u_2) ds$$

Kernel is unitary, hence,

$$\int_{-\infty}^{\infty} K_\alpha(s, u_1) K^*_\alpha(s, u_2) ds = \delta(u_2 - u_1).$$

Finally, the resultant autocorrelation function

$$R_\alpha(u_2 - u_1) = \frac{N_0}{2} \delta(u_2 - u_1). \quad (36)$$

This proof can be obtained through substituting in Eqn. (29) by the value of the input process autocorrelation function and notifying that $\sec(\alpha) \delta(\sec(\alpha)(u_1 - u_2)) = \delta(u_1 - u_2)$.

Similarly, the output pseudo-autocovariance function as a response to a proper stationary input process is given by:

$$\hat{C}_\alpha(u_1, u_2) = E\{(Z_\alpha(u_1) - \mu_\alpha)(Z_\alpha(u_2) - \mu_\alpha)\}$$

$$= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E\{(z(t) - \mu)(z(s) - \mu)\} K_\alpha(t, u_1) K_\alpha(s, u_2) ds dt$$

$$= 0.$$  (37)

Hence, the properness is preserved under the fractional Fourier transformation, for the WSS, proper, and zero mean process described in (36), the pseudo-covariance converges to the pseudo-
autocorrelation of the process, and, both converges to zero:

\[
\hat{C}_a(u_2, u_1) = \hat{R}_\alpha(u_2, u_1) = 0.
\]  

(38)
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