First-principle study of the melting temperature of MgO
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Using first-principles only, we calculate the melting point of MgO, also called periclase or magnesia. The random phase approximation (RPA) is used to include the exact exchange as well as local and non-local many-body correlation terms, in order to provide high accuracy. Using the free energy method, we obtain the melting temperature directly from the internal energies calculated with DFT. The free energy differences between the ensembles generated by the molecular dynamics simulations are calculated with thermodynamic integration or thermodynamic perturbation theory. The predicted melting temperature is \( T_{m}^{\text{RPA}} = 3043 \pm 86 \) K, and the values obtained with the PBE and SCAN functionals are \( T_{m}^{\text{PBE}} = 2747 \pm 59 \) K and \( T_{m}^{\text{SCAN}} = 3032 \pm 53 \) K.

I. INTRODUCTION

Magnesium oxide (MgO) is a textbook example of a strongly ionic solid in the rock salt structure. The strong bonds between the ions result in a very high melting temperature \( T_{m} \) and stability, making MgO a prime refractory material. As a consequence of the high \( T_{m} \), the experimental melting temperature has not been determined with high precision, with results ranging from 3040 (100) K$^1$ to 3250 (20) K$^2$. The most recent non-outlier of the experimental data puts the melting temperature at 3098 (42) K$^3$.

Ab initio melting temperatures of materials can be calculated with two types of methods. The free energy approach$^4$ considers the free energy difference between the solid phase and the liquid phase and approximates the \( F(T) \) curve for both phases. The intersection between these curves then directly gives the melting temperature. The alternative method uses phase coexistence calculations and usually leads to the necessity for simulating cells with many hundreds, often even thousands of atoms.$^5$ These are computationally quite demanding, especially for a strongly ionic substance like MgO, in part because of the relatively high plane-wave cutoff energy. The free energy approach including the RPA energy has recently succeeded in predicting the melting temperature of MgO and in the present work we present a comparable calculation for MgO. The melting temperature of MgO has been calculated using DFT methods in the past,$^6$ albeit only in the local density approximation (LDA) and a generalized gradient approximation (GGA). Here we consider the Perdew-Burke-Ernzerhof (PBE) GGA$^7$ and the more sophisticated strongly constrained and appropriately normed (SCAN) meta-GGA functional, as well as the RPA, using the low scaling RPA implementation in VASP.$^8$

II. THEORY

The main ingredients of the present calculation are thermodynamic integration (TI)$^9$ and thermodynamic perturbation theory (TPT). Both are methods to calculate the free energy difference of ensembles generated by two different Hamiltonians with potential energy terms \( U_A(R) \) and \( U_B(R) \) respectively. The free energy difference by TPT is

\[
F_B - F_A = -\frac{1}{\beta} \ln \left( e^{-\beta(U_B(R)-U_A(R))} \right)_{\lambda=0}, \quad (1)
\]

where we will use the second order cumulant expansion$^{10}$ which minimizes the error while still giving an accurate free energy difference$^{11}$. The cumulant expansion is given by

\[
F_B - F_A \approx \langle \Delta U \rangle_{\lambda=0} - \frac{\beta}{2} \langle (\Delta U - \langle \Delta U \rangle)^2 \rangle_{\lambda=0}, \quad (2)
\]

The free energy difference given by TI is

\[
F_B - F_A = \int_0^1 \langle U_B(R) - U_A(R) \rangle d\lambda. \quad (3)
\]

The notation \( \langle A \rangle_{\lambda} \) implies the thermodynamic average of the quantity \( A \) over an ensemble generated by a classical Hamiltonian for which the potential energy \( U_{\lambda}(R) \) term is a mixture of \( U_A \) and \( U_B \):

\[
U_{\lambda}(R) = (1-\lambda)U_A(R) + \lambda U_B(R). \quad (4)
\]

This means that TI involves simulating an intermediate ensemble at various \( \lambda \) points to compute the integral numerically, while TPT can be evaluated using only selected independent configurations of the \( U_A \) ensemble. The accuracy of straight-forward numerical TI over a complicated function depends on the number of \( \lambda \) points and more importantly, the convergence of the thermodynamic ensemble at each \( \lambda \), while the accuracy of a free energy difference calculated by TPT is mostly dependent on the overlap in phase space between the ensembles of \( U_A \) and \( U_B \).

The path towards an accurate free energy is then clear. We must first calculate the free energy of some system for which the free energy is analytically known, in the case of the solid the harmonic crystal and in the case of the liquid the ideal gas. Using TI or TPT, one can
then include the change of the interatomic interactions by calculating the change in the free energy when going to the DFT Hamiltonian. The complete process consists of a chain of thermodynamic integrals, reserving TPT for Hamiltonians for which the evaluation is too expensive to perform MD with. In practice, we only perform TPT to correct for k-point sampling, or to integrate from DFT to RPA. In both cases, the ensemble connected by TPT sufficiently overlap in phase space that the variance of the change of the potential energy ΔU is small. Hence, TPT becomes very accurate.

The current work uses a fully ab initio method for the liquid, i.e. we do not integrate from the ideal gas to some reference potential (e.g. Lennard-Jones), which has been common practice, but rather integrates directly. The numerical integral of the U(λ) curve of this step is not easily evaluated, a problem which an intermediate reference potential would solve, but such an intermediate step can sacrifice the accuracy somewhat, especially since finding a reasonably accurate auxiliary potential for an ionic material such as MgO is not entirely trivial. More sophisticated methods of applying empirical potentials have recently been proposed, but the current work considers a simpler solution through coordinate transformation of the coupling constant integral from the ideal gas to the liquid, as also considered in.

### III. METHODS

With few exceptions, the liquid and solid were simulated in the same manner: NVT ensembles with a fixed number of atoms N, temperature T and equilibrium volumes \(V_{\text{(s)}}\) were considered. The Nosé-Hoover thermostat was used for the liquid phase, while for the solid phase, the Andersen thermostat was used. A Verlet algorithm implemented in VASP is used to perform the molecular dynamics through integration of Newton’s equations of motion. The partial occupancies for the electronic calculation are calculated using a simple Fermi smearing with width \(\sigma = k_B T\). The plane-wave cutoff was set to 400 eV. The pseudopotentials used within the PAW formalism were the Mg-pv and O potentials. The Mg-pv potential, which includes the semi-core 2p orbitals at the same level as the valence orbitals, is more expensive than the regular Mg potential, but also more accurate. Most importantly, the standard Mg potential possesses low-lying ghost states when another atom is at close range, which results in failure to converge. The TI from the ideal gas to the liquid is thus not feasible using the standard potential. This is a problem common to virtually all elements with shallow semi-core states. Furthermore, the Mg 2p shell is highly polarizable and expected to yield a dispersion interaction with the oxygen 2p shell for the RPA. Its inclusion is therefore mandatory for high accuracy.

For the numerical thermodynamic integration, a simple Gaussian integration using 3 points was used in all cases, except for the integration from the ideal gas to the DFT liquid. There, to include the end points, a Gaussian-Lobatto integration scheme using 8 points was used. The timestep was set at POTIM=2.0 fs for almost all simulations. The few exceptions are discussed below. The simulation times depend on the integration step, since integrating between two very similar Hamiltonians yields very quick convergence and requires a relatively short simulation time, while for dissimilar Hamiltonians more MD steps are necessary. In practice, we found that the integral from the ideal gas to the DFT liquid with electrons sampled at the Γ point required many steps, typically 30000 MD steps per λ point, to yield reasonable convergence, while an integral from the Γ point to \(2 \times 2 \times 2\) k-points required only 8000 MD steps or less to yield satisfactory statistics.

#### A. Liquid phase

The starting point of the liquid phase is the diatomic ideal gas. The free energy of a diatomic free gas is just the sum of the free energies of the monoatomic free gas, as the particles do not interact. The expression for the free energy is

\[
F_{\text{ideal gas}} = -k_B T \ln \left( \frac{V^N}{A^{3N} N!} \right),
\]

where \(\Lambda\) is the thermal de Broglie wavelength:

\[
\Lambda = \frac{\hbar}{\sqrt{2\pi nk_B T}}.
\]

Calculating the free energy of the ab initio liquid then becomes a matter of appropriately sampling the \(\langle U(\lambda) \rangle_\lambda\) curve. This curve is not symmetric, even diverging for \(\lambda \to 0\) because of Pauli and Coulomb repulsion and would require many λ points to be accurately sampled.
in $\lambda$ space. This is computationally undesirable for obvious reasons. As in previous work, to circumvent this problem, a coordinate transformation is performed. Instead of over $\lambda \in [0, 1]$, the integration is performed over $x \in [-1, 1]$, where

$$
\lambda(x) = \left(\frac{x + 1}{2}\right)^{\frac{1}{2}}.
$$

The integration then becomes

$$
\int_{-1}^{1} f(\lambda) d\lambda = \frac{1}{2(1-k)} \int_{-1}^{1} f(\lambda(x)) \lambda(x)^k dx,
$$

where we choose $k = 0.73$. For very small $\lambda$ the ensemble is ideal gas-like, such that the atoms are allowed to come very close to each other. In order to ensure that the time integration with these interactions was sufficiently accurate, for these simulations the timestep was decreased to 0.5 fs. Additionally, the Andersen thermostat\cite{Andersen} with an interaction probability of 0.01 was used for these ensembles, since the ideal gas-like properties caused anomalies in the energies of the Nosé-Hoover thermostat, resulting in unreasonable behaviour in the instantaneous temperature.

Figure 1 shows the pair correlation (PC) functions of the 128-atom liquid configurations. The fact that the PC functions for the PBE ensemble at 2850 K and the SCAN ensemble at 3100K overlap so closely shows that their thermodynamic states are very similar, such that if one of them is close to the melting temperature, so is the other. Most importantly, it suggests that the temperatures were chosen adequately for both functionals.

The convergence of the integrand at various $\lambda$ values with respect to the simulation time is shown in figure 2. For small $\lambda$, the variance can be very large, but the coordinate transform and the Gauss-Lobatto integration suppresses these contributions, such that the error in the free energy contribution from the full integration step is below 6 meV per atom, which results in a relative error of around 0.13%.

Having obtained a free energy for the DFT liquid sampling the BZ only at the $\Gamma$ point, one can then improve the accuracy by considering more accurate Hamiltonians (i.e. more sophisticated exchange-correlation functionals, a denser $k$-point grid, a higher plane-wave cutoff, etc.). The individual steps used in the present work are summarized in Tab. I and discussed in the next section.

FIG. 2. The integrand of the TI from the ideal gas to the DFT Hamiltonian at various couplings $\lambda$, as a function of the number of MD steps. The errorbars are the block averaged standard deviations, plotted every 10 blocks. The error is by far largest for the smallest coupling, and the smallest for full coupling. In the first few thousand steps, the ensemble is equilibrating to the coupling constant, causing large fluctuations. These steps were excluded in the analysis.

The convergence of the integrand at various $\lambda$ values with respect to the simulation time is shown in figure 2. For small $\lambda$, the variance can be very large, but the coordinate transform and the Gauss-Lobatto integration suppresses these contributions, such that the error in the free energy contribution from the full integration step is below 6 meV per atom, which results in a relative error of around 0.13%.

| $\lambda$ (eV) | $\langle \Delta U \rangle$ (eV) | $\lambda$ (eV) | $\langle \Delta U \rangle$ (eV) |
|---------------|------------------|---------------|------------------|
| 0.000038      | -1.74            | 0.03216       | -1.75            |
| 0.782332      | -1.75            | 0.000038      | -1.73            |

FIG. 3. Integrand of the TI from the ideal gas to liquid MgO using PBE as a function of $\lambda$ and, after the transformation, as a function of $x$ for $k = 0.73$. The inset in the right figure shows the negative $x$ range, corresponding to very small $\lambda$.

### Table I. Individual integration steps used for the liquid and solid in the present work. “DFT” implies that the desired density functional is used. The $k$-points are specified in parentheses.

| Functional | Mapping | Hamiltonian | Model | $k$-points |
|------------|---------|-------------|-------|------------|
| TI ideal gas $\rightarrow$ PBE ($\Gamma$) | TI PBE ($\Gamma$) $\rightarrow$ DFT ($2 \times 2 \times 2$) | TPT from DFT ($2 \times 2 \times 2$) $\rightarrow$ RPA ($2 \times 2 \times 2$) | liquid MgO | ideal crystal in supercell using DFT ($2 \times 2 \times 2$) | harmonic contribution using DFT ($2 \times 2 \times 2$) | TI harmonic $\rightarrow$ anharmonic using DFT ($2 \times 2 \times 2$) | TPT from DFT ($2 \times 2 \times 2$) $\rightarrow$ RPA ($2 \times 2 \times 2$) |

| $\lambda$ (eV) | $\langle \Delta U \rangle$ (eV) |
|---------------|------------------|
| 0.000038      | -1.74 |
| 0.03216       | -1.75 |
| 0.782332      | -1.73 |

### B. Solid phase

At T=0, the internal energy and free energy are equal, such that the exact free energy can be found directly
using a DFT calculation for the ideal crystal. The contribution to the free energy from harmonic vibrations of the crystal (phonons) $F_{\text{harm}}$ can be described analytically as well

$$F_{\text{harm}} = \int_0^\infty D(\omega) \left[ \frac{\hbar \omega}{2} + \frac{1}{\beta} \ln \left( 1 - e^{-\beta \hbar \omega} \right) \right] d\omega. \quad (7)$$

Here $D(\omega)$ is the phonon density of states. We calculate this using VASP and an auxiliary script, which calculates the dynamical matrix from the force constants written by VASP and diagonalizes it to find the phonon spectrum. Integrating the DOS is then straightforward. The second contribution to the free energy of the solid phase is the anharmonic contribution, which we find by performing TI from the harmonic crystal to the DFT solid.

$$F_{\text{anharm}} = \int_0^1 \langle U_{\text{DFT}} - U_{\text{harm}} \rangle d\lambda \quad (8)$$

Finally, through TI and TPT one can improve on this result by integrating to more accurate Hamiltonians, e.g. using a different functional, a denser $\mathbf{k}$-point grid, a higher cut-off energy, etc. The individual steps used in the present work are summarized in Tab. I and discussed in the next section.

IV. RESULTS

The melting temperature is evaluated as

$$T_m = T - \frac{F_l - F_s}{S_l - S_s} \quad (9)$$

where the entropy $S_{l,s}$ is calculated as $S_{l,s} = (U_{l,s} - F_{l,s})/T$ and the subscript $s$ ($l$) denote the solid (liquid) phase at $T$. This equation is valid in the range where the Helmholtz free energy $F_{l,s}$ is linear in the temperature, so the difference in the working temperature $T$ and the calculated melting temperature $T_m$ must not be too large. In our final result, the temperatures are assumed to be close enough that linearization is allowed. In the above we have assumed zero pressure, so the equilibrium volume for each functional must first be determined. The equilibrium volume can be found by requiring that the trace of the macroscopic stress tensor $\sigma$ which is defined as (in the usual units energy per volume or force per square area)

$$\sigma = \frac{1}{V} \left( \left( \frac{\partial U}{\partial V} \right) + \text{diag}(Nk_B(T)) \right),$$

is zero. Here $\epsilon$ is the strain tensor, and diag implies a diagonal matrix. To that end, an NVT ensemble was simulated at various volumes $V$, to obtain a pressure-volume curve yielding directly the equilibrium volume by intersection with the $x$ axis.

For the liquid, the actual pathway is the following. First we set the volume to either the PBE or SCAN equilibrium volume as previously determined and calculate the free energy of the ideal gas. Then we integrate to the DFT Hamiltonian using the PBE functional sampling the BZ at the $\Gamma$ point only. From there, we either integrate to the PBE Hamiltonian with $2 \times 2 \times 2$ $k$-points, or to the SCAN Hamiltonian with $2 \times 2 \times 2$ $k$-points (compare Tab. I).

For the solid, we set the volume to the PBE or SCAN equilibrium volume and calculate the ideal crystal internal energy using the desired supercell (128 or 64 atoms) and $2 \times 2 \times 2$ $k$-points. The force constants are calculated using the same supercell and finite differences for both PBE and SCAN at the previously determined volumes again employing $2 \times 2 \times 2$ $k$-points. The harmonic free energy is calculated from the phonon density of states. Finally, the anharmonic contributions are determined by integrating from the harmonic to the full DFT Hamiltonian (PBE or SCAN) (also compare Tab. I). We note that any errors in the harmonic force constants, for instance caused by noisy forces, will drop out upon integration to the DFT Hamiltonian.

FIG. 4. The pressure of liquid and solid phases of MgO as a function of the volume for particular functionals and temperatures. The pressures have been converged with respect to the plane wave cutoff by including a correction commonly referred to as Pulay stress.

Table II shows the results of the calculations using a 128-atom ensemble. We note that the contribution labeled as ‘DFT $2 \times 2 \times 2$’ for the liquid is so large for SCAN compared to PBE, because we integrate from the PBE functional to the SCAN functional in this step, yield-
TABLE II. Equilibrium volumes for both PBE and SCAN functionals, as well as the free energy differences calculated by TPT of each step. The melting temperature, entropy of fusion and melting slope are also reported for each functional.

| DFT functional | PBE   | SCAN  | SCAN  |
|----------------|-------|-------|-------|
| Number of atoms | 128   | 128   | 64    |
| T(K)           | 2850 K| 3100 K| 3100 K|
| solid MgO      |       |       |       |
| volume         | 11.39 Å³ | 10.76 Å³ | 10.76 Å³ |
| crystal at T=0 | -5.8294 | -8.5375 | -8.5364 |
| ΔF harmonic    | -1.4898 | -1.3970 | -1.3945 |
| ΔF anharmonic  | 0.0528  | -0.1275 | -0.1288 |
| total F_t      | -7.2664 eV | -10.0621 eV | -10.0598 eV |
| liquid MgO     |       |       |       |
| volume         | 14.87 Å³ | 13.62 Å³ | 13.62 Å³ |
| ideal gas      | -2.9890 | -3.2669 | -3.2573 |
| PBE Γ          | -4.2894 | -4.2287 | -4.2344 |
| DFT 2 × 2 × 2  | -0.0024 | -2.5765 | -2.5780 |
| total F_t      | -7.2808 eV | -10.0721 eV | -10.0697 eV |
| T_m            | 2747 ± 59 K | 3032 ± 53 K | 3031 ± 72 K |
| Δs             | 1.631 k_B | 1.699 k_B | 1.660 k_B |
| dT_m/dP        | 155 K/GPa | 134 K/GPa | 138 K/GPa |

To determine the melting point on the level of the random phase approximation, we integrated from SCAN to the RPA using the 64 atom ensembles. We determined the RPA correlation energy for 20 (60) solid (liquid) independent configurations and performed TPT to calculate the free energy difference. The variance of the change of the energy ∆U (Equ. 3) is fairly small indicating that the SCAN and RPA ensembles are very similar. This is also confirmed by the small change in the calculated melting temperature. The melting temperature predicted by the RPA is T_{mRPA} = 3043 ± 86 K. The entropy of fusion as well as the derivative of the melting temperature with respect to the pressure also do not change much and are Δs = 1.724 k_B and dT_m/dP = 132 K/GPa, respectively.

V. SUMMARY AND CONCLUSIONS

We have calculated the melting point of MgO, a diatomic highly ionic compound, using the free energy approach and the random phase approximation. The predicted melting temperature T_{mSCAN} = 3032 ± 53 K, nearly equal to the RPA (and close to previous melting temperature predictions for the LDA). The PBE melting temperature is too low at T_{mPBE} = 2747 ± 59 K, in line with previous studies that also predicted a too low GGA melting temperature. We found that using modest ensemble sizes of around 64 atoms yields good agreement with the calculation for many atoms (in this case 128 atoms), keeping the computational requirements relatively low, especially compared to the ensemble size requirements of the alternative coexistence methods. The methodology translates easily to different materials as well as non-zero pressures, such that through this method, the full phase diagram of a material can be calculated from first principles even beyond density functional theory.

In summary, after Si, this is now the second system for which the RPA yields a very good to excellent description of the melting temperature. This substantiates our hope that quantitative predictions of melting temperatures are now within reach for many more materials. It is particularly noteworthy that the RPA seems to work equally well for Si and MgO. With the limited experience we yet have, we can furthermore state that the SCAN functional also yields reasonable melting temperatures, certainly more concise than those for the local density approximation (large errors for Si) or generalized gradients approximations (large errors for MgO). We will come back to a more extensive review of different functionals in future work.
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