Time complexity analysis of quantum difference methods for the multiscale transport equations
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Abstract

We investigate time complexities of finite difference methods for solving the multiscale transport equation with quantum algorithms. We find that the time complexities of both the classical treatment and quantum treatment for a standard explicit scheme scale as $O(1/\varepsilon)$, where $\varepsilon$ is the small scaling parameter, while the complexities for the even-odd parity based Asymptotic-Preserving (AP) scheme do not depend on $\varepsilon$. This indicates that it is still of great importance to use AP (and probably other efficient multiscale) schemes for multiscale problems in quantum computing when solving multiscale transport or kinetic equations.
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1 Introduction

Transport equations arise in many important applications, from medical imaging, astrophysics, nuclear reactor, to wave propagation in random media and semiconductor device modeling [3, 4, 23, 24]. These equations model probability distribution of particles in a background medium, thus are defined in phase space, suffering from curse-of-dimensionality. In addition, the problem may encounter multiple temporal and spatial scales, and the numerical resolution of the small scales will further increase the computational cost tremendously. Despite of rapid development of multiscale methods, high dimensionality and multiple scales could still pose a major challenge for numerical simulations for transport, and more generally, kinetic equations by classical computers.

On the other hand, quantum computers, in various instances, have been shown to exhibit potential polynomial and even exponential advantage over the classical computers, if one designs adequate quantum algorithms. One of such possibilities is linear algebra problems [5, 9, 11]. After numerical discretizations, ordinary and partial differential equations can also be formulated as linear algebra problems thus can also use quantum linear algebra solvers to gain quantum advantages in dimension, precision, and the number of simulations [1, 6, 8, 13, 15, 18, 20, 21]. Most of these works aim at producing quantum state, after which a measurement is needed to extract classical data. In [20] though, physical observables are obtained with possible quantum advantage.

In particular, in [15], for a linear hyperbolic relaxation system with possibly stiff relaxation, it shows that a good multiscale scheme – in this case the Asymptotic-preserving (AP) scheme [12, 16] – which is popular in kinetic community – has shown its advantage, for quantum algorithms, over standard non-AP schemes. Specifically, the numerical complexity that depends on the reciprocal of the small physically scaling scales is greatly relaxed: the complexity of AP quantum algorithms is independent of the small scaling parameter.
In this article we study the multiscale linear transport equation

\[ \epsilon \partial_t f + v \partial_x f = \frac{1}{\epsilon} \left( \frac{1}{2} \int_{-1}^{1} f dv' - f \right), \quad x_L < x < x_R, \quad -1 \leq v \leq 1, \quad (1.1) \]

where \( f = f(t, x, v) \) is the probability density distribution for particles at space point \( x \in \mathbb{R} \), time \( t \), and \( v \in (-1, 1) \) is the cosine of the angle between the particle velocity and the \( x \)-axis. Comparing with the work in [15], here the equation is in the phase space, and one needs to also discretize the velocity (or angle) variable, and to deal with the nonlocal collision operator, hence further complicating the development of numerical approximations and the study of their time complexity for quantum algorithms. Our goal is to compare the time complexity of quantum algorithms based on an AP scheme [16] and a standard (explicit, thus not AP) scheme and show that the former has a complexity independent of the small physical scaling parameter \( \epsilon \) while the latter depends on it. Hence it demonstrates that multiscale methods still make a big difference in terms of time complexity even for quantum algorithms.

Since our aim is to compare the difference in dependence of \( \epsilon \), in this article we will only study the spatially one dimensional equation. Quantum advantages in spatial dimensions for numerical methods of partial differential equations have been well studied in other literature, see for examples [6, 14, 15, 19].

Compared with the earlier work [15] where a multiscale hyperbolic relaxation system was studied, here in the time complexity analysis for transport equation defined in the phase space with a nonlocal collisional term, the analytic difficulty is to give a lower bound of the minimum singular value of the coefficient matrix. When neglecting the nonlocal term, one easily observes that the problem is reduced to the prototype problem for fixed velocity variable. Its simplicity allows one to estimate the singular values of the coefficient matrix directly, in which the proof ultimately boils down to the upper bound of the 2-norm of the inverse matrix of \( K \) in the form of

\[
K = \begin{bmatrix}
I & \\
-B_1 & I \\
& & \ddots & \ddots \\
& & & -B_1 & I \\
\end{bmatrix},
\]

which satisfies \( \|B_1\| \leq 1 \) under an appropriate CFL condition and leads to the expected estimate

\[
\|K^{-1}\| \leq 1 + \|B_1\| + \|B_1\|^2 + \cdots + \|B_1\|^{N_t-1} \leq N_t.
\]

In contrast, the inclusion of the integral term due to the nonlocal collision operator makes the discretization fully coupled in the angular direction, so the direct manipulation of the coefficient matrix will be rather involved as opposed to the analysis for the prototype problem. For this reason, we instead characterize the singularity by using the Fourier analysis approach on the spatial variable, which enables us to derive the CFL condition quite naturally, and makes the system more convenient to perform the perturbation technique. Our analysis also relies on the special properties of a rank-one matrix composed of the weights of the numerical integration as introduced in the proof of Theorem 3.1.
2 The even-odd parity based AP scheme for the multiscale transport equation

In this section we will review an AP scheme (the diffusive relaxation scheme), proposed in [16], for (1.1).

2.1 The diffusive relaxation system

The transport equation can be reformulated to the diffusive relaxation system. To this end, let us split it into two equations, each for \( v > 0 \):

\[
\begin{align*}
\epsilon \partial_t f(v) + v \partial_x f(v) &= \frac{1}{\epsilon} \left( \frac{1}{2} \int_{-1}^{1} f dv - f(v) \right), \\
\epsilon \partial_t f(-v) - v \partial_x f(-v) &= \frac{1}{\epsilon} \left( \frac{1}{2} \int_{-1}^{1} f dv - f(-v) \right).
\end{align*}
\]

Introducing the even- and odd-parities

\[
\begin{align*}
r(t,v,x) &= \frac{1}{2} [f(t,v,x) + f(t,-v,x)], \\
j(t,v,x) &= \frac{1}{2 \epsilon} [f(t,v,x) - f(t,-v,x)],
\end{align*}
\]

one has the following system

\[
\begin{align*}
\partial_t r + v \partial_x j &= \frac{1}{\epsilon^2} (\rho - r), \\
\partial_t j + \frac{\phi}{\epsilon^2} \partial_x r &= -\frac{1}{\epsilon^2} j,
\end{align*}
\]

where

\[
\rho(t,x) = \int_0^1 r dv.
\]

The idea of [17] is to rewrite (2.3) as the following diffusive relaxation system

\[
\begin{align*}
\partial_t r + v \partial_x j &= -\frac{1}{\epsilon^2} (r - \rho), \\
\partial_t j + \phi v \partial_x r &= -\frac{1}{\epsilon^2} \left( j + (1 - \epsilon^2 \phi) v \partial_x r \right),
\end{align*}
\]

where \( \phi = \phi(\epsilon) \) satisfies \( 0 \leq \phi \leq 1/\epsilon^2 \). The requirement of \( \phi \) guarantees that \( \phi(\epsilon) \) and \( 1 - \epsilon^2 \phi(\epsilon) \) are positive, making the problem uniformly stable when \( \epsilon \) is small. A simple choice is \( \phi(\epsilon) = \min\{1, 1/\epsilon\} \). In what follows, we take \( \phi = 1 \) since we are mainly concerned with the case of \( \epsilon \ll 1 \).

2.2 The diffusive relaxation scheme

Ref. [17] presented a natural splitting of (2.4) which consists of combining the relaxation step

\[
\begin{align*}
\partial_t r &= -\frac{1}{\epsilon^2} (r - \rho), \\
\partial_t j &= -\frac{1}{\epsilon^2} \left( j + (1 - \epsilon^2 \phi) v \partial_x r \right),
\end{align*}
\]

with the transport step

\[
\begin{align*}
\partial_t r + v \partial_x j &= 0, \\
\partial_t j + \phi v \partial_x r &= 0.
\end{align*}
\]

Now we use some discretization methods to deal with the two steps.
2.2.1 The relaxation step

To have a good stability property, considering the implicit discretization for the relaxation term (2.5), one can obtain

\[
\begin{align*}
\frac{r^n - r^{n-1}}{\tau} &= -\frac{1}{\epsilon^2} (r^n - \rho^*), \\
\frac{j^n - j^{n-1}}{\tau} &= -\frac{1}{\epsilon^2} \left( j^n + (1 - \epsilon^2) \phi \partial_x r^n \right). 
\end{align*}
\]

(2.7)

We remark that the above system can be implemented explicitly on a classical computer since \( \rho^* = \rho^n \), and hence

\[
\begin{align*}
\frac{r^n - r^{n-1}}{\tau} &= -\frac{1}{\epsilon^2} (r^n - \rho^n), \\
\frac{j^n - j^{n-1}}{\tau} &= -\frac{1}{\epsilon^2} \left( j^n + (1 - \epsilon^2) \phi \partial_x r^n \right), 
\end{align*}
\]

(2.8)

where the integral given by \( \rho \) will be approximated by the Gaussian quadrature rule

\[
\rho(t, x) = \int_0^1 r(t, v, x) dv \approx \sum_{k=1}^N w_k r(t, v_k, x),
\]

with \((v_k, w_k)\) being the Gaussian quadrature points and weights on \([0, 1]\).

The spatial mesh of \( x \) is defined as \( x_0 < x_1 < \cdots < x_{N_x} < x_{N_x+1} \) (where \( x_0 \) and \( x_{N_x+1} \) are boundary points), and the discrete time are \( t_0 < t_1 < \cdots < t_N \). Let \( u_{km} \) be the approximation to \( u(v_k, x_m) \). Then the discrete scheme of (2.7) is

\[
\begin{align*}
\frac{r_{km}^n - r_{km}^{n-1}}{\tau} &= \frac{1}{1+\tau/\epsilon^2} \left( r_{km}^n + \frac{\tau}{\epsilon^2} \rho_{km}^n \right), \\
\frac{j_{km}^n - j_{km}^{n-1}}{\tau} &= \frac{1}{1+\tau/\epsilon^2} \left( j_{km}^n - \frac{\tau}{\epsilon^2} (1 - \epsilon^2) v_k r_{km}^{n+1} - r_{km,m-1}^{n+1} \right),
\end{align*}
\]

(2.9)

where \( k = 1, \cdots, N \) and \( m = 1, \cdots, N_x \). For fixed \( v_k \), we define \( u_k = [u_{k1}, u_{k2}, \cdots, u_{k,N_x}]^T \) and write (2.9) in vector form as

\[
\begin{align*}
\begin{bmatrix}
    r_{1k}^n \\
    r_{2k}^n \\
    \vdots \\
    r_{Nk}^n \\
\end{bmatrix} &= \frac{1}{1+\tau/\epsilon^2} \left( \begin{bmatrix}
    r_1^n \\
    r_2^n \\
    \vdots \\
    r_N^n \\
\end{bmatrix} + \frac{\tau}{\epsilon^2} (w_1 r_1^n + \cdots + w_N r_N^n) \right), \\
\begin{bmatrix}
    j_{1k}^n \\
    j_{2k}^n \\
    \vdots \\
    j_{Nk}^n \\
\end{bmatrix} &= \frac{1}{1+\tau/\epsilon^2} \left( \begin{bmatrix}
    j_1^n \\
    j_2^n \\
    \vdots \\
    j_N^n \\
\end{bmatrix} - \frac{\tau}{2\eta\epsilon^2} (1 - \epsilon^2) v_k M_h r_k^* - \frac{\tau}{2\eta\epsilon^2} (1 - \epsilon^2) v_k \tilde{b}_k^* \right),
\end{align*}
\]

where,

\[
M_h = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
-1 & 0 & \cdots & \cdots & 0 \\
\vdots & \vdots & \ddots & \cdots & \vdots \\
\vdots & \vdots & \cdots & 0 & 1 \\
-1 & 0 & \cdots & \cdots & -1 \\
\end{bmatrix}_{N_x \times N_x}, \quad \tilde{b}_k(t) = \begin{bmatrix}
-r_{k0}(t) \\
0 \\
\vdots \\
0 \\
0 \\
\end{bmatrix}.
\]

Let \( r = [r_1; r_2; \cdots; r_N] \), where “;” indicates the straightening of \( \{r^i\}_{i \geq 1} \) into a column vector. Then,

\[
\begin{align*}
\begin{bmatrix}
r^* \\
j^*
\end{bmatrix} &= \frac{1}{1+\tau/\epsilon^2} \left( I + \frac{\tau}{\epsilon^2} G \right) \begin{bmatrix}
r^n \\
\end{bmatrix}, \\
\begin{bmatrix}
r^* \\
j^*
\end{bmatrix} &= \frac{1}{1+\tau/\epsilon^2} \left( j^n - \frac{\tau}{2\eta\epsilon^2} (1 - \epsilon^2) M_h r^* - \frac{\tau}{2\eta\epsilon^2} (1 - \epsilon^2) \tilde{b}_k^* \right).
\end{align*}
\]
where $\tilde{b}_v = [v_1 \tilde{b}_1; \cdots; v_N \tilde{b}_N]$, and

$$
G = \begin{bmatrix}
    w_1I & w_2I & \cdots & w_NI \\
    w_1I & w_2I & \cdots & w_NI \\
    \vdots & \vdots & \ddots & \vdots \\
    w_1I & w_2I & \cdots & w_NI
\end{bmatrix}_{N_N \times N_N}, \quad
M_v = \begin{bmatrix}
    v_1M_h \\
    v_2M_h \\
    \vdots \\
    v_NM_h
\end{bmatrix}.
$$

### 2.2.2 The transport step

For the transport step (2.6), by introducing the Riemann invariants $U = r + \phi^{-1/2}j$ and $V = r - \phi^{-1/2}j$, one can obtain

$$
\begin{align*}
\partial_t U + \phi^{1/2}v \partial_x U &= 0, \\
\partial_t V - \phi^{1/2}v \partial_x V &= 0.
\end{align*}
$$

Applying the upwind scheme to the spatial derivative gives

$$
\begin{align*}
\frac{r_k^{n+1} - r_k^n}{\lambda v_k} + \frac{r_{k+1}^n - r_k^n}{\lambda v_k} + \frac{r_{k-1}^n - r_k^n}{\lambda v_k} &= 0, \\
\frac{j_k^{n+1} - j_k^n}{\lambda v_k} + \frac{j_{k+1}^n - j_k^n}{\lambda v_k} + \frac{j_{k-1}^n - j_k^n}{\lambda v_k} &= 0,
\end{align*}
$$

where $\lambda = \tau/h$ and $\phi = 1$. Similarly, for the fixed $k$, one has

$$
\begin{align*}
\frac{r_k^{n+1} - r_k^n}{\lambda v_k} + \frac{r_{k+1}^n - r_k^n}{\lambda v_k} + \frac{r_{k-1}^n - r_k^n}{\lambda v_k} &= 0, \\
\frac{j_k^{n+1} - j_k^n}{\lambda v_k} + \frac{j_{k+1}^n - j_k^n}{\lambda v_k} + \frac{j_{k-1}^n - j_k^n}{\lambda v_k} &= 0,
\end{align*}
$$

where

$$
L_h = \begin{bmatrix}
    -2 & 1 & & & \\
    1 & -2 & \ddots & & \\
    & \ddots & \ddots & \ddots & \\
    & & 1 & -2 & \\
    1 & -2 & & & \end{bmatrix}, \quad
b_k = \begin{bmatrix}
    r_{k0} \\
    0 \\
    \vdots \\
    0 \\
    r_{k,N+1}
\end{bmatrix}, \quad
\tilde{c}_k = \begin{bmatrix}
    j_{k0} \\
    0 \\
    \vdots \\
    0 \\
    j_{k,N+1}
\end{bmatrix}.
$$

We rewrite the scheme in matrix form:

$$
\begin{align*}
r^{n+1} &= (I + \frac{\lambda v_k}{2} L_h) r^n - \frac{\lambda v_k}{2} M_h j^n + \frac{\lambda v_k}{2} (b_k^* - \tilde{c}_k), \\
j^{n+1} &= (I + \frac{\lambda v_k}{2} L_h) j^n - \frac{\lambda v_k}{2} M_h r^n + \frac{\lambda v_k}{2} (c_k^* - \tilde{b}_k),
\end{align*}
$$

where

$$
L_v = \begin{bmatrix}
    v_1L_h \\
    \vdots \\
    v_NL_h
\end{bmatrix}, \quad
f_v^* = \begin{bmatrix}
    v_1(b_1^* - \tilde{c}_1^*) \\
    \vdots \\
    v_N(b_N^* - \tilde{c}_N^*)
\end{bmatrix}, \quad
g_v^* = \begin{bmatrix}
    v_1(c_1^* - \tilde{b}_1^*) \\
    \vdots \\
    v_N(c_N^* - \tilde{b}_N^*)
\end{bmatrix}.
$$
3 Time complexity analysis of the AP scheme

3.1 The quantum difference method

Let \( A = \frac{\lambda}{2} M_v, \ B = I + \frac{\lambda}{2} L_v \) and \( \gamma = \tau / \epsilon^2 \). Substituting \( r^* \) and \( j^* \) into \( r_n^{n+1} \), we obtain

\[
r_n^{n+1} = Br^* - A j^* + \frac{\lambda}{2} f^*_v
\]

where,

\[
B_1 = \frac{1}{1 + \gamma} \left( B + \frac{1 - \epsilon^2}{\tau + \epsilon^2} A^2 \right) (I + \gamma G), \quad A_1 = \frac{1}{1 + \gamma} A.
\]

A similar calculation gives

\[
\tilde{j}^{n+1} = B j^* - A r^* + \frac{\lambda}{2} g^*_v
\]

where,

\[
B_2 = \frac{1}{1 + \gamma} \left( A + \frac{1 - \epsilon^2}{\tau + \epsilon^2} B A \right) (I + \gamma G), \quad A_2 = \frac{1}{1 + \gamma} B.
\]

Introducing the following notations

\[
S_1 = \{r^1, r^2, \ldots, r^N\}, \quad S_2 = \{j^1, j^2, \ldots, j^N\}, \quad S = [S_1; S_2],
\]

one obtains the linear system

\[
LS = F, \quad (3.1)
\]

where \( L = (L_{ij})_{2 \times 2} \) and \( F = [F_1; F_2] \), with

\[
L_{11} = \begin{bmatrix} I & -B_1 & \cdots & \cdots & \cdots \\ -B_1 & I & \cdots & \cdots & \cdots \\ \vdots & \vdots & \ddots & \ddots & \ddots \\ \vdots & \vdots & \ddots & I & -B_1 \\ \vdots & \vdots & \ddots & \vdots & I \end{bmatrix}, \quad L_{12} = \begin{bmatrix} O & A_1 & O & \cdots & \cdots & \cdots \\ \cdots & \cdots & \ddots & \ddots & \ddots & \cdots \\ \cdots & \cdots & \ddots & I & -B_1 & \cdots \\ \cdots & \cdots & \ddots & \vdots & I & -B_1 \\ \cdots & \cdots & \ddots & \cdots & \vdots & I \end{bmatrix}, \quad F_1 = \begin{bmatrix} \tilde{f}^1 + B_1 r^0 - A_1 j^0 \\ \tilde{f}^2 \\ \vdots \\ \tilde{f}^{N_i} \end{bmatrix}
\]
For fixed step sizes \( \tau \) and \( h \), when \( \epsilon \to 0 \), one has

\[
\frac{1}{1 + \gamma} \to 0, \quad \frac{\gamma}{1 + \gamma} \to 1,
\]

and hence

\[
B_2 = \left( A + \frac{1 - \epsilon^2}{\tau + \epsilon^2} BA \right) \frac{1}{1 + \gamma} (I + \gamma G) \to \left( A + \frac{1}{\tau} BA \right) G.
\]

Considering the amplification factor \( \tau^{-1} \), as in [15] we reformulate the linear system as

\[
\begin{bmatrix}
\tau L_{11} & \tau^{-1} L_{12} \\
\tau L_{21} & L_{22}
\end{bmatrix}
\begin{bmatrix}
\tau^{-1} S_1 \\
S_2
\end{bmatrix} =
\begin{bmatrix}
\tau^{-1} F_1 \\
F_2
\end{bmatrix},
\]

(3.2)

where \( \tilde{S}_1 = \tau^{-1} S_1 \) and \( \tilde{S}_2 = S_2 \). This means we consider a linear system with new variables \( \tilde{r} = \tau^{-1} r \) and \( \tilde{j} = j \).

### 3.2 The time complexity of the AP scheme

In this article we apply the optimal quantum linear systems algorithm (QLSA) proposed in [7] to solve the resulting linear system. The query complexity with respect to the sparse access to matrices can be written as

\[
Q = \mathcal{O}(s\kappa \log(1/\delta)),
\]

(3.3)

where \( s \) is the sparsity of the coefficient matrix, \( \kappa \) is the condition number, and \( \delta \) is the error bound.

For input models of querying the matrix and vector, we refer the reader to [2, 10, 13, 15, 22, 26].

**Theorem 3.1.** Suppose that the time step \( \tau \) and the space step \( h \) satisfy \( \tau/h^2 \leq 1/(1 + h) \).

(1) For sufficiently small \( \epsilon \), the singular value of the coefficient matrix in (3.2) satisfies

\[
\sigma_{\min} \gtrsim 1/(N^{1/2} N_t) - \alpha(\epsilon), \quad \sigma_{\max} \lesssim N^{1/2} + \alpha(\epsilon),
\]

where

\[
\alpha(\epsilon) = \frac{\epsilon^2}{\tau + \epsilon^2} \left( N^{1/2} \tau + N^{1/2} + \frac{1}{\tau} \right) + \frac{\epsilon^2 (1 - \epsilon^2)}{(\epsilon^2 + \tau)^2} (1 + \tau) + \frac{\epsilon^2 (\epsilon^2 + 2\tau + \tau^2)}{\tau (\epsilon^2 + \tau)^2} N^{1/2} (1 + \frac{1}{\tau}),
\]

which tends to zero as \( \epsilon \to 0 \).

(2) The sparsity and the condition number of the coefficient matrix satisfy \( s = \mathcal{O}(N) \) and \( \kappa = \mathcal{O}(NN_t) \).
The time complexities of the classical treatment and the quantum treatment for solving (3.2) are

\[ C = \mathcal{O}(N^2 N_1 N_x), \quad Q = \mathcal{O}(N^2 N_t \log(N_x)). \]

If \( N_t = \mathcal{O}(N_x^2) \), then

\[ C = \mathcal{O}(N^2 N_x^3), \quad Q = \mathcal{O}(N^2 N_x^2 \log(N_x)). \]

**Proof.** Since the problem is linear, one can apply the discrete Fourier transform to characterize the singular values of the coefficient matrix. In the following, we only consider the discrete Fourier transform for the spatial variables.

1) Introduce the following expressions

\[ r_k^n = \hat{r}_k^n e^{i \xi h}, \quad j_k^n = \hat{j}_k^n e^{i \xi h}, \quad r_k^* = \hat{r}_k^* e^{i \xi h}, \quad j_k^* = \hat{j}_k^* e^{i \xi h}, \]

where \( \xi \) represents the frequency variable and \( i = \sqrt{-1} \). Plugging them in (2.9) and (2.10), one obtains

\[
\hat{r}_k^* = \frac{1}{1 + \gamma} \left( \hat{r}_k^n + \gamma \sum_{k' = 1}^N w_k r_k^{n'} \right),
\]

\[
\hat{j}_k^* = \frac{1}{1 + \gamma} \left( \hat{j}_k^n - \frac{1 - \epsilon^2}{\epsilon^2} i \lambda \sin(\xi h) v_k \hat{r}_k^n \right)
\]

and

\[
\hat{r}_k^{n+1} = (1 - \lambda v_k) \hat{r}_k^n + \lambda \cos(\xi h) v_k \hat{r}_k^n - i \lambda \sin(\xi h) v_k \hat{j}_k^n,
\]

\[
\hat{j}_k^{n+1} = (1 - \lambda v_k) \hat{j}_k^n + \lambda \cos(\xi h) v_k \hat{j}_k^n - i \lambda \sin(\xi h) v_k \hat{r}_k^n.
\]

Eliminating \( r^* \) and \( j^* \) yields

\[
\begin{aligned}
r_k^{n+1} + c_{1,\epsilon} \hat{r}_k^n + c_{2,\epsilon} \hat{j}_k^n + \gamma c_{1,\epsilon} \sum_{k' = 1}^N w_k r_k^{n'} = 0, \\
j_k^{n+1} + d_{1,\epsilon} \hat{r}_k^n + d_{2,\epsilon} \hat{j}_k^n + \gamma d_{2,\epsilon} \sum_{k' = 1}^N w_k r_k^{n'} = 0,
\end{aligned}
\]

where \( n = 0, 1, \cdots, N_t - 1 \) and

\[
c_{1,\epsilon} = -\frac{1}{1 + \gamma} [(1 - \lambda v_k) + \lambda v_k \cos(\xi h)] - \frac{1}{(1 + \gamma)^2} \frac{1 - \epsilon^2}{\epsilon^2} (i \lambda v_k \sin(\xi h))^2,
\]

\[
c_{2,\epsilon} = \frac{1}{1 + \gamma} i \lambda v_k \sin(\xi h),
\]

\[
d_{1,\epsilon} = -\frac{1}{1 + \gamma} [(1 - \lambda v_k) + \lambda v_k \cos(\xi h)]
\]

\[
d_{2,\epsilon} = \frac{1}{(1 + \gamma)^2} \frac{1 - \epsilon^2}{\epsilon^2} [(1 - \lambda v_k) + \lambda v_k \cos(\xi h)] i \lambda v_k \sin(\xi h) + \frac{1}{1 + \gamma} i \lambda v_k \sin(\xi h).
\]

For the new variables, the linear system (3.4) should be changed to

\[
\begin{aligned}
\tau \hat{r}_k^n + c_{1,\tau} \hat{r}_k^n + c_{2,\tau} \hat{j}_k^n + \gamma c_{1,\tau} \sum_{k' = 1}^N w_k r_k^{n'} = 0, \\
\hat{j}_k^n + d_{1,\tau} \hat{r}_k^n + d_{2,\tau} \hat{j}_k^n + \gamma d_{2,\tau} \sum_{k' = 1}^N w_k r_k^{n'} = 0.
\end{aligned}
\]
Let \( \mathbf{r}_k = [\tilde{r}_k^1, \cdots, \tilde{r}_k^N]^T \), \( \mathbf{j}_k = [\tilde{j}_k^1, \cdots, \tilde{j}_k^N]^T \), and

\[
P = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
1 & 0 & \cdots & \cdots & \cdots \\
\vdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & 1 \\
\end{bmatrix}_{N_t \times N_t}
\]

Then Eq. (3.4) can be written as

\[
\tau(I + c_1, \epsilon P)\mathbf{r}_k + c_2, \epsilon P\mathbf{j}_k + \tau \gamma c_1, \epsilon P(w_1 \mathbf{r}_1 + \cdots + w_N \mathbf{r}_N) = \mathbf{f}_k, \\
(I + d_1, \epsilon P)\mathbf{j}_k + \tau d_2, \epsilon P\mathbf{r}_k + \tau \gamma d_2, \epsilon P(w_1 \mathbf{r}_1 + \cdots + w_N \mathbf{r}_N) = \mathbf{g}_k,
\]

where \( k = 1, 2, \cdots, N \), and the right-hand vectors are

\[
\mathbf{f}_k = -[\tau c_1, \epsilon \tilde{r}_k^0 + c_2, \epsilon \tilde{r}_k^0 + \tau \gamma c_1, \epsilon (w_1 \tilde{r}_1^0 + \cdots + w_N \tilde{r}_N^0), 0, \cdots, 0]^T, \\
\mathbf{g}_k = -[d_1, \epsilon \tilde{j}_k^0 + \tau d_2, \epsilon \tilde{j}_k^0 + \tau \gamma d_2, \epsilon (w_1 \tilde{j}_1^0 + \cdots + w_N \tilde{j}_N^0), 0, \cdots, 0]^T.
\]

Let \( \tilde{\mathbf{R}} = [\tilde{r}_1; \tilde{r}_2; \cdots; \tilde{r}_N], \tilde{\mathbf{J}} = [\tilde{j}_1; \tilde{j}_2; \cdots; \tilde{j}_N] \) and \( \tilde{\mathbf{S}} = [\tilde{\mathbf{R}}, \tilde{\mathbf{J}}] \), one obtains the linear system

\[
\tilde{\mathbf{L}}_{\epsilon} \tilde{\mathbf{S}} = \tilde{\mathbf{F}}, \tag{3.5}
\]

where \( \tilde{\mathbf{F}} = [\tilde{f}_1/\tau; \cdots; \tilde{f}_N/\tau; \tilde{g}_1; \cdots; \tilde{g}_N] \),

\[
\tilde{\mathbf{L}}_{\epsilon} = \begin{bmatrix}
I_N \otimes (I + c_1, \epsilon P) + \gamma c_1, \epsilon W \otimes P & \tau^{-1} I_N \otimes (c_2, \epsilon P) \\
\tau(I_N \otimes (d_2, \epsilon P) + \gamma d_2, \epsilon W \otimes P) & I_N \otimes (I + d_1, \epsilon P)
\end{bmatrix},
\]

and

\[
W = \begin{bmatrix}
w_1 & w_2 & \cdots & w_N \\
w_1 & w_2 & \cdots & w_N \\
\vdots & \vdots & \ddots & \vdots \\
w_1 & w_2 & \cdots & w_N
\end{bmatrix}_{N \times N}
\]

2) In the following, we utilize the perturbation technique to analyze the condition number of the coefficient matrix. We first briefly explain the idea of the perturbation technique: Let \( \tilde{\mathbf{L}}_{\epsilon} \) be the coefficient matrix and \( \tilde{\mathbf{L}}_{\epsilon} = \tilde{\mathbf{L}}_0 + \mathbf{E} \), where \( \tilde{\mathbf{L}}_0 \) is the coefficient matrix with \( \epsilon = 0 \). By the Weyl’s inequality [25],

\[
\sigma_{\max}(\tilde{\mathbf{L}}_{\epsilon}) \leq \sigma_{\max}(\tilde{\mathbf{L}}_0) + \|\mathbf{E}\|, \quad \sigma_{\min}(\tilde{\mathbf{L}}_{\epsilon}) \geq \sigma_{\min}(\tilde{\mathbf{L}}_0) - \|\mathbf{E}\|.
\]

Thus, it suffices to determine the condition number of \( \tilde{\mathbf{L}}_0 \) and the upper bound of \( \|\mathbf{E}\| \).

Let \( \epsilon = 0 \). One has

\[
\frac{1}{1 + \gamma_0} = 0, \quad \frac{\gamma_0}{1 + \gamma_0} = 1,
\]

where \( \gamma_0 \) corresponds to \( \epsilon = 0 \). A simple calculation shows that

\[
c_{1,0} = c_{2,0} = d_{1,0} = d_{2,0} = 0, \\
\gamma_0 c_{1,0} = -[(1 - \lambda v_k) + \lambda v_k \cos(\xi h)] - \frac{1}{\tau}(i \lambda v_k \sin(\xi h))^2.
\]
\[
\gamma_0 d_{2,0} = \frac{1}{\tau}[(1 - \lambda v_k) + \lambda v_k \cos(\xi h)]\lambda v_k \sin(\xi h) + i\lambda v_k \sin(\xi h),
\]
and hence
\[
\tilde{\mathcal{L}}_0 = \begin{bmatrix} I_N \otimes I_N \otimes O & O \\ O & I_N \otimes I_N \end{bmatrix} + \begin{bmatrix} \gamma_0 c_{1,0} W \otimes P & \tilde{O} \\ \tau \gamma_0 d_{2,0} W \otimes P & \tilde{O} \end{bmatrix}.
\]

For \(\gamma_0 c_{1,0}\), one easily gets
\[
|\gamma_0 c_{1,0}| = \left| - [(1 - \lambda v_k) + \lambda v_k \cos(\xi h))] \right| - \frac{1}{\tau}((\lambda v_k \sin(\xi h))^2) = 1 - \lambda v_k - \frac{\tau}{h^2}(\lambda v_k \sin(\xi h))^2 + \lambda v_k \cos(\xi h) = |a + b|,
\]
where
\[
a = 1 - \lambda v_k - \frac{\tau}{h^2}(\lambda v_k \sin(\xi h))^2, \quad b = \lambda v_k \cos(\xi h).
\]
Noting that
\[
a = 1 - \lambda v_k - \frac{\tau}{h^2}(\lambda v_k \sin(\xi h))^2 \geq 1 - \lambda - \frac{\tau}{h^2},
\]
once has \(a \geq 0\) when
\[
\frac{\lambda + \tau}{h^2} \leq 1 \quad \text{or} \quad \frac{\tau}{h^2} \leq \frac{1}{1 + h}.
\]
Then,
\[
|\gamma_0 c_{1,0}| = |a + b| \leq |a| + |b| = 1 - \lambda v_k(1 - |\cos(\xi h)|) - \frac{\tau}{h^2}(\lambda v_k \sin(\xi h))^2 =: b',
\]
where the right-hand side satisfies \(b' \geq a \geq 0\) under the condition of (3.6), which also implies \(b' \leq 1\).

Let \(c = \lambda v_k(1 - \cos(\xi h))\). One has
\[
|\tau \gamma_0 d_{2,0}| = |(1 + \tau) - \lambda v_k(1 - \cos(\xi h))| \cdot |\lambda v_k \sin(\xi h)| \\
\leq |(1 + \tau) - c| \leq \max\{|1 + \tau - c_{\min}|, |1 + \tau - c_{\max}|\} \\
= \max\{|1 + \tau + 0|, |1 + \tau - 2|\} = 1 + \tau.
\]

3) We first consider the maximum singular value. Since \(w_1 + \cdots + w_N = 1\), one can check that \(W W^T = \|w\|^2 \cdot 1_N\), where \(\|w\|^2 = w_1^2 + \cdots + w_N^2\), and \(1_N\) is the \(N\)-th order matrix with all entries being 1. Then,
\[
\|WW^T\| \leq N\|w\|^2 \leq N(w_1 + \cdots + w_N)^2 = N,
\]
which gives \(\|W\| \leq N^{1/2}\) and
\[
\sigma_{\max}(\tilde{\mathcal{L}}_0) = \|\tilde{\mathcal{L}}_0\| \leq 1 + \max\{\gamma_0 c_{1,0}, \tau \gamma_0 d_{2,0}\}\|W\| \cdot \|P\| \lesssim N^{1/2}.
\]

4) For the minimum singular value, since \(\sigma_{\min}(\tilde{\mathcal{L}}_0) = 1/\|\tilde{\mathcal{L}}_0^{-1}\|\), we only need to provide a upper bound for \(\|\tilde{\mathcal{L}}_0^{-1}\|\). By definition,
\[
\|\tilde{\mathcal{L}}_0^{-1}\| = \max_{\|b\| \leq 1} \|\tilde{\mathcal{L}}_0^{-1} b\|, \quad b = [f; g],
\]
where \(\tilde{\mathcal{L}}_0^{-1} b\) clearly corresponds to the following linear system
\[
\begin{align*}
\tilde{r}_{k}^{n+1} + \gamma_0 c_{1,0} \sum_{k'=1}^{N} w_{k'} \tilde{r}_{k'}^{n} &= f_{k}^{n}, \\
\tilde{j}_{k}^{n+1} + \tau \gamma_0 d_{2,0} \sum_{k'=1}^{N} w_{k'} \tilde{r}_{k'}^{n} &= g_{k}^{n},
\end{align*}
\]
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which can be written in matrix form as
\[
\begin{align*}
\tilde{r}^{n+1} &= A\tilde{r}^n + f^n, \\
\tilde{j}^{n+1} &= B\tilde{r}^n + g^n,
\end{align*}
\]
\[A = -\gamma_0c_{1,0}W, \quad B = -\tau_0c_{2,0}W.\]

Assume the maximum value is attained at \(b\). Since \(|\gamma_0c_{1,0}| \leq 1\), \(\|W\| \leq N^{1/2}\) and \(W^2 = W\),
\[\|\tilde{r}^n\| \leq \|A^n\|\|f^0\| + \|A^{n-1}\|\|f^1\| + \cdots + \|f^{n-1}\| \leq N^{1/2}(\|f^0\| + 1).\]
Similarly, we obtain from \(\tau\gamma_0c_{2,0} \leq 1 + \tau\) that
\[\|\tilde{j}^n\| \leq (1 + \tau)^nN^{1/2}(\|g^0\| + 1) \lesssim N^{1/2}(\|g^0\| + 1).\]
Thus,
\[\|\tilde{L}_0^{-1}\| = \|\tilde{L}_0^{-1}b\| \lesssim N^{1/2}N_t(\tilde{r}^0 + 1),\]
which shows \(\sigma_{\text{min}}(\tilde{L}_0) \gtrsim 1/(N^{1/2}N_t)\).

5) Now we calculate the \(L^2\) norm \(\|\tilde{L}_\epsilon - \tilde{L}_0\|_2\) for the perturbation term, where
\[\tilde{L}_\epsilon - \tilde{L}_0 = \begin{bmatrix} I_N \otimes c_{1,\epsilon}P + (\gamma c_{1,\epsilon} - \gamma_0c_{1,0})W \otimes P & \tau^{-1}I_N \otimes (c_{2,\epsilon}P) \\
\tau(I_N \otimes d_{2,\epsilon}P + (\gamma d_{2,\epsilon} - \gamma_0d_{2,0})W \otimes P) & I_N \otimes d_{1,\epsilon}P \end{bmatrix}.\]
A straightforward calculation gives
\[
\begin{align*}
|c_{1,\epsilon}| &\lesssim \frac{\epsilon^2}{\epsilon^2 + \tau^2} + \frac{\epsilon^2(1-\epsilon^2)}{(\epsilon^2 + \tau^2)^2}, \\
|\gamma c_{1,\epsilon} - \gamma_0c_{1,0}| &\lesssim \frac{\epsilon^2}{\epsilon^2 + \tau^2} + \frac{\epsilon^2(\epsilon^2 + 2\tau + \tau^2)}{\epsilon^2 + \tau^2}, \\
|\tau^{-1}c_{2,\epsilon}| &\lesssim \frac{\epsilon^2}{\epsilon^2 + \tau^2}, \\
|\tau d_{2,\epsilon}| &\lesssim \frac{\epsilon^2}{\epsilon^2 + \tau^2} + \frac{\tau^2}{\epsilon^2 + \tau^2}, \\
|\tau(\gamma d_{2,\epsilon} - \gamma_0d_{2,0})| &\lesssim \frac{\epsilon^2(\epsilon^2 + 2\tau + \tau^2)}{\epsilon^2 + \tau^2} + \frac{2\tau^2}{\epsilon^2 + \tau^2}, \\
|d_{1,\epsilon}| &\lesssim \frac{\epsilon^2}{\epsilon^2 + \tau^2}.
\end{align*}
\]
Since \(\|W\| \leq N^{1/2}\) and \(\|P\| \leq 1\), there holds
\[
\begin{align*}
\|I_N \otimes c_{1,\epsilon}P\| &\leq \|I_N\|\|c_{1,\epsilon}P\| \leq |c_{1,\epsilon}|, \\
\|(\gamma c_{1,\epsilon} - \gamma_0c_{1,0})W \otimes P\| &\leq (\gamma c_{1,\epsilon} - \gamma_0c_{1,0})\|W\|\|P\| \leq N^{1/2}|\gamma c_{1,\epsilon} - \gamma_0c_{1,0}|, \\
\|\tau^{-1}(I_N \otimes c_{2,\epsilon}P)\| &\leq \tau^{-1}c_{2,\epsilon}\|I_N\|\|P\| \leq |\tau^{-1}c_{2,\epsilon}|, \\
\|\tau I_N \otimes d_{2,\epsilon}P\| &\leq \tau d_{2,\epsilon}\|I_N\|\|P\| \leq |\tau d_{2,\epsilon}|, \\
\|\tau(\gamma d_{2,\epsilon} - \gamma_0d_{2,0})W \otimes P\| &\leq \tau(\gamma d_{2,\epsilon} - \gamma_0d_{2,0})\|W\|\|P\| \leq N^{1/2}|\tau(\gamma d_{2,\epsilon} - \gamma_0d_{2,0})|, \\
\|I_N \otimes d_{1,\epsilon}P\| &\leq d_{1,\epsilon}\|I_N\|\|P\| \leq |d_{1,\epsilon}|,
\end{align*}
\]
and
\[
\begin{align*}
\|\tilde{L}_{11,\epsilon} - \tilde{L}_{11,0}\| &\leq |c_{1,\epsilon}| + N^{1/2}|\gamma c_{1,\epsilon} - \gamma_0c_{1,0}|, \\
\|\tilde{L}_{12,\epsilon} - \tilde{L}_{12,0}\| &\leq |\tau^{-1}c_{2,\epsilon}|, \\
\|\tilde{L}_{21,\epsilon} - \tilde{L}_{21,0}\| &\leq |\tau d_{2,\epsilon}| + N^{1/2}|\tau(\gamma d_{2,\epsilon} - \gamma_0d_{2,0})|, \\
\|\tilde{L}_{22,\epsilon} - \tilde{L}_{22,0}\| &\leq |d_{1,\epsilon}|,
\end{align*}
\]
This means \( \| \tilde{L}_\epsilon - \tilde{L}_0 \| \leq \alpha(\epsilon) \), with
\[
\alpha(\epsilon) = \frac{c^2}{\tau + c^2(N^{1/2}\tau + N^{1/2} + \tau + \frac{1}{\tau})} + \frac{c^2(1 - c^2)}{(c^2 + \tau)^2}(1 + \tau) + \frac{c^2(2\tau + \tau^2)}{\tau(c^2 + \tau)^2}N^{1/2}(1 + \frac{1}{\tau}).
\]

6) Finally we analyze the time complexity. The classical algorithm is to iteratively solve the following equations
\[
\begin{aligned}
\frac{r^{n+1}}{\tau} &= B_1 r^n - A_1 j^n + \tilde{f}^{n+1} \\
\frac{j^{n+1}}{\tau} &= A_2 j^n - B_2 r^n + \tilde{g}^{n+1}.
\end{aligned}
\]
The sparsity of \( B_1 \) and \( A_1 \) is \( O(N) \) and the matrix order is \( O(NN_x) \). Thus the time complexity of each iteration step is \( O(N^2N_x) \), and the time complexity after \( N_t \) iterations is
\[
C = O(N^2N_tN_x).
\]

For the quantum treatment, by the estimates of singular values, the condition number \( \kappa = O(NN_t) \), and the sparsity \( s = O(N) \). Under the given conditions, the error bound \( \delta = O(h) \). Plug these quantities in (3.3) to get
\[
Q = O(s\kappa \log(1/\delta)) = O(N^2N_t \log N_x).
\]
This completes the proof. \( \square \)

4 Time complexity of the explicit scheme

As a comparison, in this section we discuss the time complexity of the explicit scheme for both the classical and quantum treatments. We use the upwind finite difference to discretize (1.1). The upwind scheme is
\[
\begin{aligned}
\frac{f_{k,m}^{n+1} - f_{k,m}^n}{\tau} &= \frac{1}{\epsilon} \left \{ \frac{v_k^+ f_{k,m}^n - f_{k,m-1}^n}{h} + \frac{1}{\epsilon} \frac{v_k^- f_{k,m+1}^n - f_{k,m}^n}{h} \right \} = \frac{1}{\epsilon^2} \left \{ \frac{1}{2} \sum_{k'= -N}^N w_{k'} f_{k',m}^n - f_{k,m}^n \right \}, 
\end{aligned}
\]
or
\[
\begin{aligned}
f_{k,m}^{n+1} - \left \{ \frac{1 - \frac{\lambda}{\epsilon} (v_k^+ - v_k^-) - \frac{\tau}{\epsilon^2}}{\epsilon} \right \} f_{k,m}^n - \frac{\lambda}{\epsilon} v_k^+ f_{k,m-1}^n + \frac{\lambda}{\epsilon} v_k^- f_{k,m+1}^n - \frac{\tau}{2\epsilon^2} \sum_{k'} w_{k'} f_{k',m}^n = 0.
\end{aligned}
\]
Let \( f_m = [f_{-N,m}, f_{-N+1,m}, f_{-N+2,m}, \ldots, f_{N-2,m}, f_{N-1,m}, f_{N,m}]^T \) and define
\[
\lambda = \frac{\tau}{\epsilon}, \quad c_k = 1 - \frac{\lambda}{\epsilon} (v_k^+ - v_k^-) - \frac{\tau}{\epsilon^2}.
\]
Then (4.1) can be written as
\[
\begin{aligned}
f_{m}^{n+1} - C f_{m}^n - \frac{\lambda}{\epsilon} V^+ f_{m-1}^n + \frac{\lambda}{\epsilon} V^- f_{m+1}^n - \frac{\tau}{2\epsilon^2} W f_{m}^n = 0,
\end{aligned}
\]
where,
\[
C = \text{diag}(c_{-N}, \cdots, c_{-1}, c_1, \cdots, c_N), \quad V^\pm = \text{diag}(v_{-N}^+, \cdots, v_{-1}^+, v_1^+, \cdots, v_N^+).
\]
where $b = \frac{\Lambda}{\epsilon} \left[ V^+ f_0^0; 0; \cdots; 0; -V^- f_{N_x+1}^0 \right]$ and

$$B = \begin{bmatrix} C + \frac{\tau}{2\epsilon} W & -\frac{\Lambda}{\epsilon} V^- \\ \frac{\Lambda}{\epsilon} V^+ & C + \frac{\tau}{2\epsilon} W & -\frac{\Lambda}{\epsilon} V^- \\ & \ddots & \ddots & \ddots \\ & & \frac{\Lambda}{\epsilon} V^+ & C + \frac{\tau}{2\epsilon} W & -\frac{\Lambda}{\epsilon} V^- \\ & & & \ddots & \ddots & \ddots \\ & & & & \ddots & \ddots & \ddots \\ & & & & & \ddots & \ddots & \ddots \\ & & & & & & \ddots & \ddots & \ddots \\ & & & & & & & \ddots & \ddots & \ddots \\ & & & & & & & & \ddots & \ddots & \ddots \\ & & & & & & & & & \ddots & \ddots & \ddots \\ & & & & & & & & & & \ddots & \ddots & \ddots \\ & & & & & & & & & & & \ddots & \ddots & \ddots \\ & & & & & & & & & & & & \ddots & \ddots & \ddots \\ & & & & & & & & & & & & & \ddots & \ddots & \ddots \end{bmatrix}.$$ 

Let $U = [f^1; f^2; \cdots; f^{N_t}]$. The linear system for the quantum difference approach can be written as

$$LU = F,$$

where,

$$L = \begin{bmatrix} I \\ -B & I \\ \vdots & & \ddots & \ddots \\ -B & I \\ \end{bmatrix}, \quad F = \begin{bmatrix} b_0 + B f_0^0 \\ b_1 \\ \vdots \\ b_{N_t-1} \\ \end{bmatrix}.$$ 

**Theorem 4.1.** Let $\delta$ be the error bound and let $h = O(\epsilon \delta)$ be the spatial step. Suppose the temporal step satisfies $\tau \leq k \frac{h}{\epsilon h^2}$. Then one has

1. The singular values of the coefficient matrix in (4.4) satisfies

$$\sigma_{\min} \geq 1/(N^{1/2} N_t), \quad \sigma_{\max} \leq N^{1/2}.$$ 

2. The condition number $\kappa = O(N N_t)$ and the sparsity $s = O(N)$. 

3. The time complexities of the classical treatment and the quantum treatment for solving (4.4) are

$$C = O(N^2 N_t N_x) = O(N^2 \epsilon^{-3} \delta^{-1}),$$

$$Q = O(N^2 N_t \log N_x) = O(N^2 \epsilon^{-2} \log((\epsilon \delta)^{-1})).$$

**Proof.** 1) The truncation error is $O(\tau + h/\epsilon + ((2N)!^{-1}/\epsilon^2))$. Let the error bound be $\delta$. Then we can choose $h = O(\epsilon \delta)$. 

2) We first consider the minimum singular value. By definition, one has $\sigma_{\min}(L) = 1/\|L^{-1}\|$. It suffices to give an upper bound of $\|L^{-1}\|$. By a direct calculation, one obtains

$$L^{-1} = \begin{bmatrix} I \\ B & I \\ B^2 & \cdots & \cdots \\ \vdots \\ B^{N_t-1} & \cdots & B^2 & B & I \end{bmatrix} = \begin{bmatrix} I \\ O \\ B & O \end{bmatrix} + \cdots,$$

where

$$W = \begin{bmatrix} w_{-N} & \cdots & w_{-1} & w_1 & \cdots & w_N \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ w_{-N} & \cdots & w_{-1} & w_1 & \cdots & w_N \end{bmatrix}_{2N \times 2N}.$$
hence,
\[ \|L^{-1}\| \leq \|I\| + \|B\| + \cdots + \|B^{N_i-1}\|. \]

Now we estimate \(\|B^n\|\). The matrix \(B\) can be split as \(B = B_1 + \alpha B_2\), where \(\alpha = \tau/\epsilon^2\),
\[
B_1 = \begin{bmatrix}
C & -\frac{\lambda}{\epsilon}V^- \\
\frac{\lambda}{\epsilon}V^+ & C & -\frac{\lambda}{\epsilon}V^- \\
& \ddots & \ddots & \ddots \\
\frac{\lambda}{\epsilon}V^+ & C & -\frac{\lambda}{\epsilon}V^- & \frac{\lambda}{\epsilon}V^+
\end{bmatrix}, \quad B_2 = \frac{1}{2} \begin{bmatrix}
W & W \\
W & W
\end{bmatrix}.
\]

When \(\tau \leq \frac{h}{\epsilon+h} \epsilon^2\) or \(\lambda \leq \epsilon^2/(\epsilon+h)\), one easily finds that
\[ c_k = 1 - \frac{\lambda}{\epsilon}(v^+_k - v^-_k) - \frac{\tau}{\epsilon^2} \geq 0. \]

Since \(v^+_k \geq 0\) and \(v^-_k \leq 0\), using the Gershgorin-type lemma for singular values, one gets
\[ \|B_1\| \leq \left(1 - \frac{\lambda}{\epsilon}(v^+_k - v^-_k) - \frac{\tau}{\epsilon^2}\right) + \frac{\lambda}{\epsilon} v^+_k - \frac{\lambda}{\epsilon} v^-_k = 1 - \frac{\tau}{\epsilon^2}, \]
and \(\|B_1\| + \alpha \leq 1\). It is easy to check that \(B_2^2 = B_2\), yielding
\[ B^n = (B_1 + \alpha B_2)^n = \sum_{k=0}^{n} C^n_k B_1^{n-k} (\alpha B_2)^k = B_2 \sum_{k=0}^{n} C^n_k B_1^{n-k} \alpha^k, \]
and hence,
\[ \|B^n\| \leq \|B_2\| \sum_{k=0}^{n} C^n_k \|B_1\|^{n-k} \alpha^k = \frac{1}{2} \|W\| (\|B_1\| + \alpha)^n \leq \frac{1}{2} \|W\| \lesssim N^{1/2}. \]

This shows
\[ \|L^{-1}\| \lesssim N^{1/2} N_t \quad \text{or} \quad \sigma_{\min}(L) \gtrsim 1/(N^{1/2} N_t). \]

3) For the maximum singular value, one obtains from the Gershgorin-type lemma that
\[ \|L\| \leq 1 + \|B\| \leq 1 + \|B_1\| + \alpha \|B_2\| \leq 2 + \frac{1}{2} \|W\| \lesssim N^{1/2}. \]

4) It is obvious that the sparsity \(s = O(N)\). From the above estimates, we know that the condition number \(\kappa = O(N N_t)\).

5) The analysis of the time complexity can be carried out as that of the diffusive relaxation scheme.

\[ \Box \]

5 Conclusions

We studied the time complexities of finite difference methods for solving the multiscale transport equation in the setting of quantum computing. Our results show that the quantum implementation of the classical Asymptotic-Preserving schemes, a popular multiscale framework for multiscale problems \([12]\) – is equally important in quantum computing since they allow the computational costs for quantum algorithms to be independent of the small physical scaling parameters. This study also suggests that one should take full advantage of state-of-the-art multiscale classical algorithms when designing quantum algorithms for multiscale PDEs.
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