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Abstract—In this letter, we consider the computational complexity of bounding the reachable set of a Linear Time-Invariant (LTI) system controlled by a Rectified Linear Unit (ReLU) Two-Level Lattice (TLL) Neural Network (NN) controller. In particular, we show that for such a system and controller, it is possible to compute the exact one-step reachable set in polynomial time in the size of the TLL NN controller (number of neurons). Additionally, we show that a tight bounding box of the reachable set is computable via two polynomial-time methods: one with polynomial complexity in the size of the TLL and the other with polynomial complexity in the Lipschitz constant of the controller and other problem parameters. Finally, we propose a pragmatic algorithm that adaptively combines the benefits of (semi-)exact reachability and approximate reachability, which we call L-TLLBox. We evaluate L-TLLBox with an empirical comparison to a state-of-the-art NN controller reachability tool. In our experiments, L-TLLBox completed reachability analysis as much as 5000x faster than this tool on the same network/system, while producing reach boxes that were from 0.08 to 1.42 times the area.
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I. INTRODUCTION

Neural Networks (NNs) are increasingly used to control dynamical systems in safety critical contexts. As a result, the problem of formally verifying the safety properties of NN controllers in closed loop is a crucial one. Despite this, comparatively little attention has been paid to the time-complexity of such reachability analysis. Understanding – and improving – the complexity of NN verification algorithms is thus crucial to designing provably safe NN controllers: it bears directly on the size of NNs that can be pragmatically verified.

Formal verification of NNs is usually formulated in terms of static input-output behavior, but there are few results analyzing the time complexity of such input-output verification [6], [9], [12]. We know of no paper that directly analyzes the time-complexity of exact reachability analysis for LTI systems with NN controllers, although [11] comes closest. Note: exact reachability is distinct from (polynomial-time) set-based reachability methods, which consider an over-approximated set of possible controller outputs in each state [2]. Formally, [11] only provides a complexity result for verifying the input-output behavior of a NN, but the underlying methodology, star sets, suggests a complexity analysis for exact reachability of LTI systems. Unfortunately, that algorithm produces exponentially many star sets – in the number of neurons – just to verify the input-output behavior of a NN once [11, Th. 1]; this exponential complexity compounds with each additional time step in reachability analysis. No such analysis is provided for the accompanying approximate star-set reachability analysis.

In this letter, we show that for a certain class of ReLU NN controllers – viz. Two-Level Lattice (TLL) NNs [5] – exact (or quantifiably approximate) reachability analysis for a controlled discrete-time LTI system is worst-case polynomial time complexity in the size (number of neurons) of the TLL NN controller. Thus, we show that LTI reachability analysis for the TLL NN architecture is dramatically more efficient (per neuron) than the same problem with general NNs (i.e., exponential complexity [11]; see above). In this sense, our results motivate for directly designing TLL NN controllers in the first place, since reachability for a TLL NN controller is more efficient to compute (TLL NNs are similarly beneficial in other problems: e.g., verification [4]). Moreover, TLL NNs can realize the same functions that general ReLU NNs can, but no general theory in realizable controllers is lost by this choice.

In particular, we prove several polynomial-complexity results related to the one-step reachable set of a discrete-time LTI system: i.e., the set $X_{t+1} = \{x \mid x_{t} \in X_{t}, x_{t+1} \in \mathcal{N}(x)\}$ for a given polytopic set of states $X_{t}$ and a TLL controller $\mathcal{N}$. Moreover, we consider the computation of both the exact set $X_{t+1}$ and an $\epsilon$-tight bounding box of $X_{t+1}$. All claimed complexities are worst case and with respect to a fixed state-space dimension. These results are summarized as:

(i) The exact one-step reachable set, $X_{t+1}$, can be computed in polynomial time-complexity in the size of the TLL NN (Theorem 1).

1See the TLL form of Continuous Piecewise-Affine functions [10].

2Polytopic input constraints are a natural – and ubiquitous – choice, since ReLU NNs are affine on convex polytopic regions; hence, our complexity results are also expressed in terms of the complexity of a Linear Program.

3The reachability (verification) problem for a NN alone is known to be able to encode satisfiability of any 3-SAT formula; in particular, this result matches 3-SAT variables to input dimensions to the network [9].
(ii) An ϵ-tight bounding box for $X_{t+1}$ can be computed via three algorithms with time-complexities:

a) polynomial in size of the TLL (Theorem 2); or

b) polynomial in the Lipschitz constant of the controller, the accuracy, $\epsilon$, the norm of the $B$ matrix and the volume of $X_t$ (Proposition 1); or

c) the minimum complexity of (ii-a) and (ii-b) (Theorem 3); this uses polynomial-time Lipschitz constant computation for TLLs (Lemma 1).

Here an ϵ-tight bounding box of $X_{t+1}$ is one that is within $\epsilon > 0$ of the exact, coordinate-aligned bounding box of $X_{t+1}$.

In addition, we propose an algorithm that adaptively combines notions of exact and approximate bounding box reachability for TLL NNs in order to obtain an extremely effective approximate reachability algorithm, which we call L-TLLBox. We validate this method by empirically comparing an implementation of L-TLLBox with the state-of-art NN reachability tool, NNV [12]. On a test suite of TLL NNs derived from the TLL Verification Benchmark in the 2022 VNN Competition [1], L-TLLBox performed LTI reachability analysis as much as 5000x faster than NNV on the same reachability problem; L-TLLBox produced reach boxes of 0.08 to 1.42 times the area produced by NNV.

Related work: There is a large literature on the complexity of set-based reachability for LTI systems; [2] provides a good summary. For the complexity of LTI-NN reachability, [11] is the closest to providing an explicit, exact result. The complexity of approaches based on NN over-approximation have been considered in [7], [8]. The literature on the complexity of input-output verification of NNs is larger but still small: [11] falls in this category as well; [9] is important for its NP-completeness result based on the 3-SAT encoding; and [4], [6] consider the complexity of verifying TLL NNs. Other NN-related complexity results include: computing the minimum adversarial disturbance is NP hard [14], and computing the Lipschitz constant is NP hard [13].

II. PRELIMINARIES

A. Notation

We will denote the real numbers by $\mathbb{R}$. For an $(n \times m)$ matrix (or vector), $A$, we will use the notation $[A]_{i,j}$ to denote the element in the $i^{th}$ row and $j^{th}$ column of $A$. Analogously, the notation $[A]_{i,:}$ will denote the $i^{th}$ row of $A$, and $[A]_{:,j}$ will denote the $j^{th}$ column of $A$; when $A$ is a vector instead of a matrix, both notations will return a scalar corresponding to the corresponding element in the vector. We will use angle brackets (·) to delineate the arguments to a function that returns a function. We use one special form of this notation: for a function $f: \mathbb{R}^n \rightarrow \mathbb{R}^m$ and $i \in \{1, \ldots, m\}$ define $\pi_i(f): x \mapsto ||f(x)||_{i,:}$. Finally, $||\cdot||$ will refer to the max-norm on $\mathbb{R}^n$, unless otherwise specified.

B. Neural Networks

We consider only Rectified Linear Unit Neural Networks (ReLU NNs). A $K$-layer ReLU NN is specified by $K$ layer functions; a layer may be either linear or nonlinear. Both types of layer are specified by a parameter list $\theta \triangleq (W, b)$ where $W$ is a $(d \times d)$ matrix and $b$ is a $(d \times 1)$ vector. Specifically, the linear and nonlinear layers specified by $\theta$ are denoted by $L_\theta$ and $L_{\theta^0}$, respectively, and are defined as:

$$L_\theta : \mathbb{R}^d \rightarrow \mathbb{R}^d, \quad L_{\theta^0} : z \mapsto Wz + b$$

(1)

$$L_{\theta^0} : \mathbb{R}^d \rightarrow \mathbb{R}^d, \quad L_{\theta^0} : z \mapsto \max(0, Wz + b)$$

(2)

where the max function is taken element-wise. Thus, a $K$-layer ReLU NN function is specified by functionally composing $K$ such layer functions whose parameters $\theta_i, i = 1, \ldots, K$ have dimensions that satisfy $d_{i+1} = d_i^{(i-1)}$: $i = 2, \ldots, K$; we will consistently use the superscript notation $|^k$ to identify a parameter with layer $k$.

To indicate the dependence on parameters, we will index a ReLU $\mathcal{N}$ by a list of NN parameters $\Theta \triangleq (\theta_1, \ldots, \theta_K)$; i.e., we will often write $\mathcal{N}(\Theta) : \mathbb{R}^d \rightarrow \mathbb{R}^{d^K}$.

C. Two-Level-Lattice (TLL) Neural Networks

In this letter, we consider only Two-Level Lattice (TLL) ReLU NNs. Thus, we formally define NNs with the TLL architecture using the succinct method exhibited in [6]; the material in this subsection is derived from [5], [6].

A TLL NN is most easily defined by way of three generic NN composition operators. Hence, the following three definitions lead to the TLL NN in Definition 4.

Definition 1 (Sequential (Functional) Composition): Let $\mathcal{N}(\Theta_1) : \mathbb{R}^d \rightarrow \mathbb{R}^{d_{\Theta_1}^k}, i = 1, 2$ be two NNs with parameter lists $\Theta_1 \triangleq (\theta_1^1, \ldots, \theta_{\#}^1)$, $i = 1, 2$ such that $d_{\Theta_1}^k = d_{\Theta_2}^k$. Then the sequential (or functional) composition of $\mathcal{N}(\Theta_1)$ and $\mathcal{N}(\Theta_2)$, i.e., $\mathcal{N}(\Theta_1) \circ \mathcal{N}(\Theta_2)$, is an NN that is represented by the parameter list $\Theta_1 \circ \Theta_2 \triangleq (\theta_1^1 \cup \theta_2^1, \ldots, \theta_1^{\#} \cup \theta_2^{\#})$, where $\# \min 2 + K_1$ is an element-wise sum.

Definition 2: Let $\mathcal{N}(\Theta_1) : \mathbb{R}^d \rightarrow \mathbb{R}^{d_{\Theta_1}^k}, i = 1, 2$ be two $K$-layer NNs with parameter lists $\Theta_1 = (\theta_1, W_1^1, b_1^1), \ldots$, $(W_1^K, b_1^K)$), $i = 1, 2$ such that $d_{\Theta_1}^k = d_{\Theta_2}^k$; also note the common set of linear layers, $\# \min 1$. Then the parallel composition of $\mathcal{N}(\Theta_1)$ and $\mathcal{N}(\Theta_2)$ is a NN given by:

$$\Theta_1 \parallel \Theta_2 \triangleq (\min 1, \left(\begin{array}{c} W_1^1 \\vdots \\vdots \ W_1^K \end{array}\right), \left(\begin{array}{c} b_1^1 \\vdots \\vdots \ b_1^K \end{array}\right))$$

(3)

where $\Theta_1$ accepts an input of the same size as both $\Theta_1$ and $\Theta_2$, but has as many outputs as $\Theta_1$ and $\Theta_2$ combined.

Definition 3 (n-element min/max NNs): An n-element min network is denoted by the parameter list $\Theta_{\min}$. $\mathcal{N}(\Theta_{\min}) : \mathbb{R}^n \rightarrow \mathbb{R}$ such that $\mathcal{N}(\Theta_{\min})(x)$ is the minimum from among the components of $x$ (i.e., minimum according to the usual order relation $< \in \mathbb{R}$). An n-element max network is denoted by $\Theta_{\max}$, and functions analogously. These networks are described in [5].

The ReLU NNs defined in Definition 1-3 can be arranged to define a TLL NN as shown in [4, Figure 1]. We formalize this construction by first defining a scalar TLL NN, and then extend this notion to a multi-output TLL NN [6].

Definition 4 (Scalar TLL NN [6]): A NN from $\mathbb{R}^n \rightarrow \mathbb{R}$ is a TLL NN of size $(N, M)$ if its parameter list $\Xi_{N,M}$ can be characterized entirely by integers $N$ and $M$ as follows.

$$\Xi_{N,M} \triangleq \Theta_{\max} \circ (\Theta_{\min} \circ \Theta_S) \ldots (\Theta_{\min} \circ \Theta_S) \circ \Theta_t$$

(4)
where

- \( \Theta_i \triangleq ([1], \theta_i) \) for \( \theta_i \triangleq (W_i, b_i) \);
- each \( \Theta_S \) is the form \( \Theta_S = ([1], (S_j, 0)) \) where \( S \) is the column vector of \( N \) zeros, and where

\[
S_j = \left[ b_{l+1} \ldots b_{S_j} \right]^T \quad \text{for a length-}N \text{ sequence } \{s_k\} \text{ where } s_k \in \{1, \ldots, N\} \text{ and } N_k \text{ is the } (N \times N) \text{ identity matrix.}
\]

The affine functions implemented by the mapping \( \ell_i \triangleq \pi_i (L_0) \) for \( i = 1, \ldots, N \) will be referred to as the local linear functions of \( \mathbb{S}_{N,M} \); we assume for simplicity that these affine functions are unique. The matrices \( [S]_{[1]} = \ldots = [S]_{[t]} \) will be referred to as the selector matrices of \( \mathbb{S}_{N,M} \). Each set \( S_j \triangleq \{k \in \{1, \ldots, N\} | \exists i \in \{1, \ldots, N\}, [S]_{[i,k]} = 1\} \) is said to be the selector set of \( S_j \).

Definition 5 (Multi-Output TLL NN [6]): A NN that maps \( \mathbb{R}^n \rightarrow \mathbb{R}^m \) is said to be a multi-output TLL NN of size \( (N, M) \) if its parameter list \( \mathbb{S}_{N,M}^{(m)} \) can be written as

\[
\mathbb{S}_{N,M}^{(m)} = \mathbb{S}_{N,M}^{1} \cdots \mathbb{S}_{N,M}^{m}
\]

for \( m \) equally-sized scalar TLL NNs, \( \mathbb{S}_{N,M}^{1}, \ldots, \mathbb{S}_{N,M}^{m} \), which will be referred to as the (output) components of \( \mathbb{S}_{N,M}^{(m)} \).

Finally, we have the following definition.

Definition 6 (Non-Degenerate TLL): A scalar TLL NN \( \mathbb{S}_{N,M} \) is non-degenerate if each function \( \ell_i \triangleq \pi_i (L_0) \) (see Definition 4) is realized on some open set. That is, for each \( i = 1, \ldots, N \) there exists an open set \( V_i \subset \mathbb{R}^n \) such that

\[
\forall x \in V_i : \mathcal{M}(\mathbb{S}_{N,M})(x) = \ell_i(x).
\]

III. PROBLEM FORMULATION

The main object of our attention is the reachable set of a discrete-time LTI system in closed-loop with a state-feedback TLL NN controller. To this end, we define the following.

Definition 7 (One-Step Closed-Loop Reachable Set): Let \( x_{t+1} = A x_t + B u_t \) be a discrete-time LTI system with states \( x_t \in \mathbb{R}^n \) and controls \( u_t \in \mathbb{R}^m \). Furthermore, let \( X \subset \mathbb{R}^n \) be a compact, convex polytope, and let \( \mu : \mathbb{R}^n \rightarrow \mathbb{R}^m \) be a state-feedback controller. Then the one-step reachable set from \( X_t \) under feedback control \( \mu \) is defined as:

\[
X_{t+1} \triangleq \mathcal{R}(X_t, \mu) \triangleq \{ Ax_t + Bu_t(x) | x \in X_t \}.
\]

For a compact, convex polytope, \( X_0 \subset \mathbb{R}^n \), the \( T \)-step reachable set from \( X_0 \) under control \( \mu \) is the set \( X_T \) that is defined according to the recursion:

\[
X_t \triangleq \mathcal{R}(X_{t-1}, \mu), \quad t = 1, \ldots, T.
\]

In one instance, we will be interested in computing \( X_t \) exactly from \( X_{t-1} \) (or by recursive application, \( X_0 \)). However, we will also be interested in two different approximations for the reachable set \( X_t \); a one-step bounding box for \( X_t \) from \( X_{t-1} \), and a bounding box for \( X_t \) obtained by propagating bounding boxes from \( X_0 \). Thus, we have the following.

Definition 8 (One-Step \( \epsilon \)-Bounding Box): Let \( A, B, X_t \) and \( \mu \) be as in Definition 7. Then a one-step \( \epsilon \)-bounding box reachable from \( X_t \) is a box \( B_{t+1} = X_{t+1}^{\epsilon} \subset \mathbb{R}^n \) s.t.:

1) \( X_{t+1} = \mathcal{R}(X_t, \mu) \subset B_{t+1} \); and

2) for each \( i = 1, \ldots, n \), there exist points \( x_i, r_i \in \mathcal{R}(X_t, \mu) \) such that:

\[
\|x_i - r_i\| < \epsilon \quad \text{and} \quad \|x_i - l_i\| < \epsilon.
\]

The idea of a one-step \( \epsilon \)-bounding box can be extended to approximate reachability by propagating one-step bounding boxes recursively instead of the previous reachable set itself.

\textbf{Definition 9 (\( \epsilon \)-Bounding Box Propagation)}: Let \( A, B, X_0 \) and \( \mu \) be as in Definition 7.

Let \( B_0 \triangleq X_0 \) by convention. Then an \( \epsilon \)-bounding box propagation of \( X_0 \) is a sequence of bounding boxes \( B_t^\mu \), \( t = 0, \ldots, T \) such that:

- for all \( t = 1, \ldots, T \), \( B_t^\mu \) is an \( \epsilon \)-bounding box for the system with initial set of states \( B_{t-1}^\mu \).

Note: although an \( \epsilon \)-bounding box propagation only approximates the reachable set \( X_t \), the amount of over-approximation depends only on \( \epsilon \) and the dynamics – not the controller. Thus, any desired approximation error to \( X_t \) can be obtained by computing \( \epsilon \)-box propagations of suitably small subsets of \( X_0 \) (to compensate for the propagation of each bounding box approximation through the dynamics).

Finally, as a consequence of considering ReLU NNs and polytopic state sets, our complexity results can be written in terms of the complexity of solving a linear program (LP).

\textbf{Definition 10 (LP Complexity)}: Let \( \mathcal{L}(\ell, v) \) be the complexity of an LP in dimension \( v \) with \( \ell \) inequality constraints.

This complexity is polynomial in both parameters, subject to the usual caveats associated with digital arithmetic.

IV. EXACT REACHABILITY FOR TLL NN CONTROLLERS

Our first complexity result shows that exact one-step reachability for an LTI system controlled by a TLL NN is computable in polynomial time in the size of the TLL.

\textbf{Theorem 1}: Let \( A, B, \) and \( X_0 \) be as defined in Definition 7, where \( X_0 \) is the intersection of \( N_k \), linear constraints. Moreover, suppose this system is controlled by a state-feedback TLL NN controller \( \mathcal{M}(\mathbb{S}_{N,M}) : \mathbb{R}^n \rightarrow \mathbb{R}^m \) (Section II-C).

For a fixed state dimension, \( n \), the reachable set \( X_{t+1} \) can be represented as the union of at most \( O(m \cdot N^{2n}/n!) \) compact, convex polytopes, and these polytopes can be computed in time complexity at most (also for fixed \( n \)):

\[
O(m \cdot N^{2n+1} \cdot m^{n+2} \cdot n \cdot M \cdot N^{2n+3} \cdot \mathcal{L}(mn^2 + N_k, n)/n!).
\]

\textbf{Proof}: This follows almost directly from the result in [6], where it is shown that a multi-output TLL with parameters \( \mathbb{S}_{N,M}^{(m)} \) has at most as many linear (affine) regions as there are regions in a hyperplane arrangement with \( O(m \cdot N^2) \) hyperplanes. Clearly, each of these potential regions can contribute one polytope to the reachable set \( X_{t+1} \). According to [6], these regions can be enumerated in time complexity:

\[
O(m^{n+2} \cdot n \cdot M \cdot N^{2n+3} \cdot \mathcal{L}(mn^2 + N_k, n)/n!).
\]

which includes the complexity of identifying the active linear function on each of those regions [6, Proposition 4]. The LP complexity in (10) depends on \( N_k \) because it is necessary to obtain the intersection of the \( O(m \cdot N^2) \) regions with \( X_t \).

Thus, it remains to determine the reachable set with respect to the TLL’s realized affine function on each such region. The complexity of this operation is bounded by the complexity of transforming each such polytope through the \( A \) matrix and \( B \) times the affine function realized by the TLL on that region. This can be accomplished by Fourier-Motzkin elimination to determine the resulting polytopes that add together to form the associated constituent polytope of \( X_{t+1} \). This operation has complexity \( \mathcal{O}(m \cdot N^{2n+1}) \).

V. BOUNding-Box ReACHABILITY FOR TLL NN CONTROLLERS

We begin with the following useful definition.
Definition 11 (Center/Extent of \( X \subset \mathbb{R}^n \)): Let \( X \subset \mathbb{R}^n \) be a compact set. Then the center of \( X \) is the point \( x_0 \in \mathbb{R}^n \) such that for each \( i = 1, \ldots, n \):

\[
\|x_0\|_{[i,:]} \triangleq \frac{1}{2} \left( \min_{x \in X} \|x\|_{[i,:]} + \max_{x \in X} \|x\|_{[i,:]} \right) \tag{11}
\]

Also, define the extent of \( X \) along coordinate \( i \) as:

\[
ext_i(X) \triangleq \max_{x \in X} \|x - x_0\|_{[i,:]}.
\]

and the extent of \( X \) as \( \text{ext}(X) \triangleq \max_{i=1,\ldots,n} \text{ext}_i(X) \).

A. One-Step \( \epsilon \) Bounding Box Reachability

Now we state our second main result: that a one-step bounding box can be computed in polynomial time in the size of a TLL NN controller. We provide two such results, each of which is polynomial in different aspects of the problem.

Theorem 2: Let \( A, B, X_t \) and \( \mathcal{N}(\Xi_{n,M}) \) be as in the statement of Theorem 1.

Then a one-step \( \epsilon = 0 \) bounding box from \( X_t \) is computable in time complexity at most (for fixed dimension, \( n \)):

\[
O(m^{n+2} \cdot n^2 \cdot M \cdot N^{2n+3} \cdot LP(mN^2 + N\times, n)/n!).
\]

Proof: This follows almost directly from the proof of Theorem 1. For each of the convex polytopes describing the reachable set, the Fourier-Motzkin elimination can be replaced by 2 \cdot n LPs to compute its bounding box; these can be combined to determine an \( \epsilon = 0 \) bounding box for \( X_{t+1} \) without increasing the complexity noted above.

The result in Theorem 2 certainly meets the criteria of a polynomial-time computation of a one-step bounding box. Unfortunately, the dependence on \( N \) and \( M \) in Theorem 2 is significant despite being polynomial. However, since we are considering only bounding box reachability, it makes sense to regard the TLL controller as a generic Lipschitz-continuous controller instead: this allows the dependence on its size to be replaced with a dependence on its Lipschitz constant, at the expense of additional (polynomial) dependence on the size of the set \( X_t \) and the norm of the matrix \( B \).

Proposition 1: Let \( A, B, X_t \) and \( \mu \) be as in the statement of Definition 7. Furthermore, suppose that \( \mu \) is Lipschitz continuous on \( X_t \), with Lipschitz constant at most \( \|\mu\| \).

Then an \( \epsilon \)-bounding box from \( X_t \) is computable in complexity at most (for fixed dimension, \( n \)):

\[
O\left(2 \cdot \text{ext}(X_t) \cdot \frac{2\|B\| \cdot \|\mu\|}{\epsilon} \right)^n \cdot LP(2 \cdot n, n). \tag{14}
\]

Proof: \( X_t \) can be covered by a grid of \( \text{ext}(X_t) \cdot 2\|B\| \cdot \|\mu\|/\epsilon^n \) hypercubes whose edges are of width \( \epsilon/(2\|B\| \cdot \|\mu\|) \). Denote by \( Q \) an arbitrary such hypercube, and let \( q_c \) denote its center. Now observe that for all \( q \in Q \):

\[
\|B\mu(q) - B\mu(q_c)\| \leq \|B\| \cdot \|\mu\| \cdot \|q - q_c\| \leq \frac{\epsilon}{2} < \epsilon. \tag{15}
\]

Consequently, the set \( Q' \triangleq \{x : \|AQ + B\mu(q_c) - x\| = \epsilon\} \) is guaranteed to be in any \( \epsilon \)-bounding box of \( X_{t+1} \), as is the exact bounding thereof, which we denote by box(\( Q' \)); see Fig. 1. Clearly \( \bigcup_{Q} \text{box}(Q') \) is likewise so contained.

Thus, an \( \epsilon \)-bounding box from \( X_t \) can be obtained by examining each \( Q \) and computing box(\( Q' \)). The latter operation entails computing a bounding box for \( AQ \), which has the complexity of \( LP(2 \cdot n, n) \); see Fig. 1.

In particular, for some problems, the quantities in (14) may be much smaller than terms like \( N^{2n} \) in (13). In fact, this explains why this type of result is typically not used for NN reachability: it is computationally expensive to compute the exact Lipschitz constant of a generic NN — indeed, it is of exponential complexity in the number of neurons for a deep NN. For a non-degenerate TLL NN, however, it is trivial to compute its exact Lipschitz constant (over all of \( \mathbb{R}^n \)).

Lemma 1: A bound on the Lipschitz constant of a TLL NN \( \Xi_{n,M} \) over \( \mathbb{R}^n \) is computable in complexity \( O(m \cdot N \cdot n) \). For a non-degenerate TLL (Definition 6), this bound is tight.

Proof: This is a straightforward application of [6, Proposition 3] or the related result [3, Proposition 4]. The only affine functions realizable by a TLL are those described by its linear layer (see Definition 4). If the TLL is not degenerate, then each of those is realized in its output, hence also lower bounding its Lipschitz constant. The claim follows, since there are \( N \) such local linear functions per output, each of whose Lipschitz constants can be computed in \( O(n) \).

Theorem 3: Let \( A, B, X_t \) and \( \mathcal{N}(\Xi_{n,M}) \) be as in the statement of Theorem 1.

Then for any \( \epsilon > 0 \), an \( \epsilon \)-bounding box from \( X_t \) can be computed with complexity no more than the maximum of (13) and (14) for \( \|\mathcal{N}(\Xi_{n,M})\| \) bounded according to Lemma 1.

VI. THE L-TLLBOX ALGORITHM

Theorem 3 establishes a trade-off in computational complexity between two methods for computing an \( \epsilon \)-bounding box from states \( X_t \). However, it requires a commitment to the full computational complexity of one algorithm or the other. Moreover, the difference in computational complexity between Theorem 2 and Proposition 1 depends on the characteristics of the TLL controller on the set \( X_t \) (assuming \( \text{ext}(X_t) \) and \( \|B\| \) are fixed). If the TLL controller has relatively few linear regions intersecting \( X_t \) but a relatively large Lipschitz constant on \( X_t \), then Theorem 2 will have lower complexity; recall that Theorem 2 enumerates the linear regions of the TLL controller that intersect \( X_t \). If, on the other hand, the TLL controller has relatively numerous linear regions intersecting \( X_t \) but a relatively small Lipschitz constant on \( X_t \), then Proposition 1 will instead have lower complexity. Thus, the trade off in complexity between Theorem 2 and Proposition 1 amounts to roughly the following: reachability via Proposition 1 is more efficient when the Lipschitz constant of the TLL controller yields a partition of \( X_t \) into hypercubes (see proof of Proposition 1) each of which “typically” contains many linear regions of the TLL.

This is a salient observation in light of the way that Proposition 1 employs the Lipschitz constant of the TLL controller in question. In Proposition 1, the Lipschitz constant of the TLL controller is really used to create a subdivision of \( X_t \) into sets such that the output of the TLL controller lies within box of sufficiently small width: see (15). However, note that the Lipschitz constant of a TLL controller over the entire set \( X_t \) will generally be larger than the Lipschitz constant of the
TLL controller on any subset of $X_t$. Also, there may be sub-
sets of $X_t$ where the TLL controller rapidly switches between
large-Lipschitz-constant affine functions such that its output is
nevertheless confined to a small box (e.g., a high-frequency saw-
tooth function with small amplitude). This suggests the fol-
lowing improvement on Theorem 2 and Proposition 1: iden-
tify large subsets of $X_t$ where the output of the TLL controller is
bounded within a small box — thereby replacing the enumerat-
ion of many linear regions of the TLL controller, as in Theorem 2,
or the enumeration of many “Lipschitz-width” hypercubes, as
in Proposition 1.

Thus, we introduce L-TLLBox as a practical, “adaptive”
algorithm, which implements this strategy via the recent tool
FastBATLLNN [4]. In particular, FastBATLLNN provides a fast
algorithm for obtaining an $\epsilon$-tight bounding box on the output of
a TLL controller subject to a convex, polytope input constraint.
This means that FastBATLLNN can be used to directly and ef-
ficiently identify subsets of $X_t$ where the output of the TLL
controller is confined to a small box, without enumerating all of
the linear regions of the TLL. That is, for a convex, polyto-
pic set $P \subseteq X_t$ and a box $B = X^{m}_{i=1}[l_i, r_i]$, FastBATLLNN can
efficiently decide the query:

$$\forall x \in P : \mathcal{A}(\Sigma^{(m)}_{N,M})(x) \in B$$  \hspace{1cm} (16)

by an algorithm that has $\frac{1}{2}$ the Halft of the algorith-
ms of Theorem 1 and Theorem 2 [6] — i.e., without
enumerating the affine regions of the TLL. Thus, for $P$ as
above, a tight bounding box on $\mathcal{A}(\Sigma^{(m)}_{N,M})(P)$ can be obtained by
roughly log invocations of FastBATLLNN in a binary search on
the endpoints of a bounding box.

In this context, the structure of L-TLLBox can be summarized
as follows. Start with a hypercube $Q_0^d$ of edge length $2 \cdot \text{ext}(X_t)$, so that $Q_0^d$ is large enough to capture the whole set $X_t$. Then use
FastBATLLNN to determine a sufficiently tight bounding box on
the set $\mathcal{A}(\Sigma^{(m)}_{N,M})(Q_0^d \cap X_t)$. If this bounding box is small enough
that its endpoints differ by less than $\epsilon / \| B \|$ from its center (see
(15)), then the reachable bounding box $B_{t+1}$ can be updated
directly as in Proposition 1. Otherwise, $Q_0^d$ should be refined
into $2^d$ hypercubes, each with half its edge lengths, denoted by
$Q_p^d$, $p = 1, \ldots, 2^d$, and the process is repeated recursively
on each. As above, the recursion stops for a hypercube $Q_p^d$ at
depth $d$ only if FastBATLLNN returns a bounding box for
$\mathcal{A}(\Sigma^{(m)}_{N,M})(Q_0^d \cap X_t)$ whose endpoints are within $\epsilon / \| B \|$.

This basic recursion is described in Algorithm 1. Three
functions in Algorithm 1 require explanation:

- **BBox($P$)** computes an exact bounding box for the convex
  polytope set $P$ using LPs;
- **Subdivide($Q, p$)** returns the $p^{th}$ hypercube obtained by
  splitting each edge of the hypercube $Q$ in half;
- **FastBATLLNN($\Sigma^{(m)}_{N,M}, P, \epsilon$)** returns an $\epsilon$-tight
  bounding box on the set $\mathcal{A}(\Sigma^{(m)}_{N,M})(P)$.

Formally, we have the following Theorem, which describes
the worst-case runtime of L-TLLBox.

**Theorem 4**: Let $A, B, X_t$ and $\mathcal{A}(\Sigma^{(m)}_{N,M})$ be as in the state-
ment of Theorem 3.

Then for any $\epsilon > 0$, L-TLLBox can compute an $\epsilon$ bounding box
from $X_t$ with a worst-case complexity of

$$O\left(\log_{2} \left[ \epsilon \cdot \| \mathcal{A}(\Sigma^{(m)}_{N,M}) \| \cdot \text{ext}(X_t) \cdot \log_{2} \left[ \frac{\text{ext}(X_t)}{\epsilon} \cdot \frac{\| B \|}{\epsilon} \right] \right] \right)$$

$$m \cdot K \cdot 2^{K - n} \cdot n \cdot M \cdot \frac{N^{n+3}}{n!} \cdot \text{LP}(N + N_{X_t}, n)$$  \hspace{1cm} (17)

where $K = \lfloor \log_{2} \left( 2 \cdot \text{ext}(X_t) \cdot \frac{\| B \|}{\epsilon} \right) \rfloor$.

**Proof**: L-TLLBox recursively subdivides a hypercube of
degree length at most $2 \cdot \text{ext}(X_t)$ into $2^d$ hypercubes with each
recursion. Let $d$ denote the number of recursions, so that at
depth $d$, L-TLLBox has created at most $2^{d-n}$ hypercubes. Let
$Q_p^d, p = 1, \ldots, 2^d$, denote the hypercubes at depth $d$.

In the worst case, L-TLLBox must recurse on every single
hypercube at each depth until all of the resultant subdivided
hypercubes have edge length at most $2 \cdot \text{ext}(X_t) \cdot (2 \cdot \| B \| \cdot \| \mu \|) / \epsilon$. This
explains the factor $2^{K - n}$; the complexity at each depth is
added to the runtime, so the cumulative runtime is dominated
by the runtime for the largest recursion depth.

On any given subdivided hypercube, $Q_p^d$, the complexity
of L-TLLBox is dominated by using FastBATLLNN in a
binary search on each of the $m$ real-valued TLLs comprising
$\mathcal{A}(\Sigma^{(m)}_{N,M})$. This is necessary to determine an $\epsilon / 2$ bounding
box on the output of $\mathcal{A}(\Sigma^{(m)}_{N,M})$ when its input is constrained
to the set $Q_p^d$. Since the Lipschitz constant of $\mathcal{A}(\Sigma^{(m)}_{N,M})$ is
known, the invocations of FastBATLLNN on each output
is associated with a binary search over an interval of
width $2 \cdot \| \mathcal{A}(\Sigma^{(m)}_{N,M}) \| \cdot 2 \cdot \text{ext}(X_t) / 2^{d}$ until iterations of
the search are lie in an interval of width $\epsilon / 2$. Thus, each output
requires

$$\log_{2} \left( \epsilon \cdot \| \mathcal{A}(\Sigma^{(m)}_{N,M}) \| \cdot \text{ext}(X_t) / 2^{3 - d} \right)$$  \hspace{1cm} (18)
likewise generated one polytopic set of states to serve as $X_t$.

invocations of FastBATLLNN, so the total number of invocations of FastBATLLNN is less than:

$$O\left(\log_2\left(\frac{\epsilon \cdot \|M(\Xi^{(m)}_N,\cdot)\| \cdot \text{ext}(X_t) \cdot \log_2\left(\frac{\text{ext}(X_t) + |R|}{\epsilon}\right)}{\text{ext}(x)}\right)\right)$$

From [4], each invocation of FastBATLLNN has complexity:

$$n \cdot M \cdot N^{n+3} \cdot \text{LP}(N + N_X, n)/n!.$$  \hspace{1cm} (19)

This explains the formula (17).

VII. EXPERIMENTS

To evaluate L-TLLBox as an LTI reachability tool, we used it to perform multi-step bounding box propagation on a number of TLL NN controllers; see Definition 9. We compared the execution time of L-TLLBox with NNV.

From [4], each invocation of FastBATLLNN has complexity:

$$O\left(\log_2\left(\frac{\epsilon \cdot \|M(\Xi^{(m)}_N,\cdot)\| \cdot \text{ext}(X_t) \cdot \log_2\left(\frac{\text{ext}(X_t) + |R|}{\epsilon}\right)}{\text{ext}(x)}\right)\right)$$

From [4], each invocation of FastBATLLNN has complexity:

$$n \cdot M \cdot N^{n+3} \cdot \text{LP}(N + N_X, n)/n!.$$  \hspace{1cm} (19)

This explains the formula (17).

VIII. CONCLUSION

In this letter, we presented several polynomial complexity results for reachability of an LTI system with a TLL NN controller, including L-TLLBox; these results improve on the exponential complexity for the same reachability problem with a general NN controller, and thus provide a motivation for designing NN controllers using the TLL architecture. As a result, there are numerous opportunities for future work such as: considering reachability for more general convex sets (e.g., ellipsoidal sets), and generalizing FastBATLLNN so that L-TLLBox can be extended to exact reachability.
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