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We study topological superconductor in one-dimensional (1D) mosaic lattice whose on-site potentials are modulated for equally spaced sites. When the system is topologically nontrivial, Majorana zero modes appear at the two ends of the 1D lattice. By calculating energy spectra and topological invariant of the system, we find that the interval of the mosaic modulation of the on-site potential, whether it is periodic, quasiperiodic, or randomly distributed, can influence the topological properties significantly. For even interval of the mosaic potential, the system will always exist in the topological superconducting phase for any finite on-site potentials. When the interval is odd, the system undergoes a topological phase transition and enters into the trivial phase as the on-site potentials become stronger than a critical value, except for some special cases in the commensurate lattices. These conclusions are proven and the phase boundaries determined analytically by exploiting the method of transfer matrix. They reveal that robust Majorana zero modes can arise in 1D mosaic lattice independent of the strength of the spatially modulated potentials.

Introduction.—During the past decade, topological superconductor (TSC) becomes a topic of extensive study [1–5]. Under appropriate conditions, a TSC will become topologically nontrivial and hosts Majorana fermions, or Majorana zero modes (MZMs), which play an important role in implementing topological quantum computation [6–9]. Many theoretical schemes for realizing MZMs are proposed in various platforms, ranging from one-dimensional p-wave superconductor [10, 11], to two-dimensional p + ip superconductors [12–15], superfluid He-3 [16–18], ultracold atoms [19–22], and magnetic atom chain on superconducting substrates [23–25]. Among all these proposals, the search for MZMs in one-dimensional (1D) semiconductor-superconductor heterostructures has attracted the most attention both theoretically [26–31], and experimentally [32–35].

The prototype lattice model for describing 1D TSC is put forward by Kitaev [36], where uniform on-site potentials are imposed on every lattice site. However, disorders ubiquitously exists in real experiments and materials. Random disorders will localize all the eigenstates in 1D lattices, commonly referred to as Anderson localization (AL) phenomenon [37]. In a TSC, disorders are detrimental to the existence of topological phase [38–45]. Besides, correlated disorders such as a quasiperiodic potential can also destroy TSC due to localization phase transition [46–48]. To facilitate robust applications in topological quantum computation, it would be essential to construct TSC that is insensitive to spatially varying potentials. Since MZMs lie in the band gap around zero energy, one may expect their appearance if the band gap is protected from AL. One way to separate localized or extended states is by introducing mobility edges. Recently, a new type of 1D lattice, which is called mosaic lattice, is investigated [49], with quasiperiodic potentials are only added onto equally spaced sites, giving rise to multiple mobility edges. Moreover, in some cases, the mobility edges will stay at zero energy unaffected by AL unless the quasiperiodic potential is infinitely strong. It is imperative to ask whether similar mechanisms can be used to protect MZMs from strong disorders.

In this paper, we generalize the one-dimensional topological superconductor model by introducing mosaic modulations to on-site potentials, which are added to equally spaced sites. These potentials can be either periodic, quasiperiodic, or randomly distributed. The topological properties of such 1D TSC are shown to be influenced significantly by the interplay between mosaic modulation and superconducting pairing. When the interval of the mosaic modulation is even, we find the band gap around zero energy in the energy spectra persists, no matter how strong the on-site potentials are. Thus, the system is always topologically nontrivial and MZMs can be observed at any finite values of the on-site potentials. However, if the interval of the mosaic potentials becomes odd, the system will enter into the trivial phase as the strength of the on-site potential increases, except for a few special cases in the commensurate lattices. We prove these exotic results analytically by making use of the transfer matrix method, which is also employed to calculate the $Z_2$ topological invariant and determine the phase boundaries of topological phase transitions. Our work reveals that in the 1D mosaic lattices, one can construct robust TSC and obtain MZMs that survive arbitrary spatially varying potentials, and will support promising applications in realizing topological quantum computation.

Model Hamiltonian.—We consider the one-dimensional mosaic lattice model with p-wave superconducting pair-
ing which is described as
\[ H = \sum_{j=1}^{L-1} [tc_j^\dagger c_{j+1} + \Delta c_{j+1}^\dagger c_j + H.c.] + \sum_{j=1}^{L} V_j c_j^\dagger c_j, \tag{1} \]

where \( c_j^\dagger \) (\( c_j \)) is the creation (annihilation) operator of spinless fermion at site \( j \). \( t \) is the hopping amplitude between the nearest neighboring lattice sites and we take \( t = 1 \) as the energy unit throughout this paper. \( \Delta \) denotes the amplitude of the \( p \)-wave superconducting pairing in the system. The on-site potential \( V_j \) is represented by the following function
\[ V_j = \begin{cases} V \cos[2\pi(\alpha j + \phi)], & j = s\kappa, \\ 0, & \text{otherwise}, \end{cases} \tag{2} \]

and \( s = 1, 2, \ldots, N \). Thus, the on-site potential occurs with interval \( \kappa \) and we can define a unit cell with the nearest \( \kappa \) lattice sites. The system size becomes \( L = \kappa N \) with \( N \) the number of the unit cell. In addition, \( \alpha \) determines the period of the potential and \( \phi \) is a phase factor. If \( \Delta = 0 \) and \( \alpha \) is irrational, the model reduces to the mosaic model discussed in Ref. [49], where multiple mobility edges are reported. With the presence of \( p \)-wave superconducting (SC) pairing, there exists a band gap around zero energy. This work will focus on the interplay between SC pairing and mosaic modulation.

With the Bogoliubov-de Gennes (BdG) transformation \( \eta_n^\dagger = \sum_{j=1}^{L}[u_{n,j}^\dagger c_{n,j}^\dagger + v_{n,j} c_{n,j}] \), where \( n \) refers to the \( n \)th eigenstate of the Hamiltonian, the eigenstate \( |\Psi_n\rangle \) takes the form \( |\Psi_n\rangle = \eta_n^\dagger |0\rangle \), and satisfies the Schrödinger equation \( H|\Psi_n\rangle = E_n|\Psi_n\rangle \). Representing the eigenstate as a \( 2L \times 2L \) matrix (for details, see Ref. [50]), which can be numerically diagonalized to obtain the eigenenergies and eigenstates.

We will investigate both the commensurate and incommensurate cases with \( \alpha \) being rational or irrational numbers respectively. To distinguish the localized bulk states and Majorana zero modes from the extended bulk states, we define the inverse participation ratio (IPR) for each eigenstate \( |\Psi\rangle \) as \( \text{IPR} = \sum_{n,j} (u_{n,j}^2 + v_{n,j}^2) \), which is of a finite value \( O(1) \) for a localized state. If the state is extended, the IPR will tend to be a miniscule value close to zero.

**Commensurate lattice.—** We first check the properties for with commensurate modulation. In this case, \( \alpha \) is a rational number that can be set to \( \alpha = p/q \), with \( p \) and \( q \) co-prime integers. For the case with constant potential at each site, i.e. \( \kappa = 1, V_j = V \), it is well known that the model system is topologically nontrivial when \( |V| < 2t \). Majorana zero modes (MZMs) emerge in the energy gap in this regime. When the mosaic on-site potential is introduced. Figure 1 shows the energy spectra of the Hamiltonian in Eq. (1) as a function of the on-site potential strength \( V \), here for \( \alpha = 1/2 \) and \( \Delta = 0.5 \). When \( \kappa = 1 \), we have a regular periodic lattice, the system is found to be topologically nontrivial when \( |V| < 1 \). As can be seen in Fig. 1(a), there appear MZMs localized at the two ends of the lattice while all the bulk states are extended. When \( V \) becomes stronger, the gap around zero energy becomes closed at \( |V| = 1 \) and reopens when \( |V| > 1 \) while the system enters the trivial phase with no edge modes present. Such a phenomenon is also observed when \( \kappa = 3 \) and \( \alpha = 1/2 \), except that the critical value of \( V \) becomes different, as shown in Fig. 1(c). However, if we change \( \alpha \) to \( 1/4 \), the phase transition will not happen and the band gap around zero energy is finite even for much stronger on-site potential (\( V \sim 100 \)), see Fig. 1(d). Meanwhile, MZMs reside in the gap. In fact, the system remains nontrivial unless the value of \( V \) becomes infinite. Extensive numerical calculations indicate that, for the system with an odd \( \kappa \), the above illustrated phenomenon always shows up when \( q = 2^k \) with \( k \geq 2 \).

On the other hand, if \( \kappa \) is even, the energy gap also persists no matter how strong the on-site potential is. For instance, in Fig. 1(b), we present the energy spectra for the mosaic lattice with \( \kappa = 2 \). As \( V \) increases, the gap around the zero energy becomes reduced, although it always remaining finite. For much stronger on-site potential, the band gap and thus the MZMs remain, as shown
shows the energy spectrum of the system for the normal mosaic lattice with $\Delta = 0$ \[49\]. Figure 2(c) since multiple mobility edges have already been found in $\kappa$ appear and the system enters into the trivial phase. If different for even $\kappa$ topologically trivial. However, the situation is totally closed and all MZMs disappear, i.e. the system becomes localized. When $V$ the on-site potential increases, more states will become extended and localized states in the spectrum. Besides, as edges can be observed as well, which separate the ex-

in the insets. The gap will only close in the limit when the on-site potential becomes infinitely strong. Otherwise, the system will always be topologically nontrivial and the MZMs are observed for any value of $V$.

**Incommensurate lattice.**—Next, we turn to the case of incommensurate lattice with $\alpha$ an irrational number. Without loss of generality, we set $\alpha = (\sqrt{5} - 1)/2$. If $\kappa = 1$, the mosaic lattice reduces to an usual quasiperiodic lattice, whose topological superconducting phase is destroyed by the AL phase transition at $V_c = 2(t + \Delta)$ \[46\]. In Fig. 2(a), we present the energy spectrum for $\kappa = 1$. There exist no mobility edges, the bulk states are either extended or localized. When $V > 2(t + \Delta)$, MZMs disappear and the system enters into the trivial phase. If $\kappa$ is different from 1, we expect mobility edges to appear since multiple mobility edges have already been found in the normal mosaic lattice with $\Delta = 0$ \[49\]. Figure 2(c) shows the energy spectrum of the system for $\kappa = 3$. From the IPR values of the eigenstates, we find that mobility edges can be observed as well, which separate the extended and localized states in the spectrum. Besides, as the on-site potential increases, more states will become localized. When $V$ is stronger than the critical value around $V = 4.3$, the gap around zero energy will be closed and all MZMs disappear, i.e. the system becomes topologically trivial. However, the situation is totally different for even $\kappa$. Mobility edges can still be observed and almost all bulk states are localized when $V$ becomes strong enough, see Fig. 2(b) and (d). It is interesting to note that the energy gap around $E = 0$ is always finite and MZMs can be observed in the gap. So even in the incommensurate case, mosaic lattices with even $\kappa$ only becomes trivial in the limit of infinitely strong on-site potential.

**Disordered lattice.**—Now we check the case of mosaic lattice with disordered on-site potential. In Fig. 3, we present the energy spectra of disordered lattices. Here nonzero potentials at the $(s\kappa)$th sites are uniformly distributed in $[-W,W]$ and average over 100 different samples are carried out for each $W$. Again, we are interested in finding out whether the topological phase transition happens or not as we tune the disordered potentials depends on the value of $\kappa$. Essentially the same is found as the periodic and quasiperiodic cases explored above, systems with even $\kappa$ will always be nontrivial while those with odd $\kappa$ will become trivial when the disorders become sufficiently strong.

From the discussions above, we find that the parameter $\kappa$, i.e., the spatial interval of the modulated potentials influences topological properties significantly. By choosing an even value of $\kappa$, we can obtain Majorana zero modes in the mosaic lattices at any finite on-site potential, whether it is commensurate, incommensurate, or randomly distributed.

**Transfer matrix method and topological invariant.**—To further illuminate topological properties of the 1D mosaic lattice with $p$-wave pairing, we make use of the transfer matrix, as introduced in Refs. \[47, 51\]. With $c_j = (a_j + ib_j)/2$, Dirac fermion can be expressed as the combination of two Majorana fermions, denoted by $a_j$ and $b_j$ at the $j$th site. These Majorana fermion operators satisfy the anticommutation rules $\{a_j, \alpha_k\} = \{b_j, \alpha_k\} = 2\delta_{j,k}$ and $\{a_j, b_k\} = 0$. The Hamiltonian in

![FIG. 2. (Color online) Energy spectra for the 1D mosaic lattice with on-site modulation: (a) $\kappa = 1$; (b) $\kappa = 2$; (c) $\kappa = 3$; and (d) $\kappa = 4$, coded according to the color bar in (a) for the IPR for the corresponding eigenstates. The inset in (a) illustrates the amplitudes of the localized and extended states. Insets in (b), (c) and (d) are the spectra for the system with stronger on-site potentials for $\Delta = 0$.

![FIG. 3. (Color online) Energy spectra for the 1D mosaic lattices with disordered on-site potentials: (a) $\kappa = 2$; (b) $\kappa = 3$ coded according to the color bar for the IPR of the eigenstate. The spectra are obtained by averaging over 100 different samples for $\Delta = 0.5$, $\phi = 0$, $N = 100$, and $L = \kappa N$. Inset shows result for stronger disorder.]
Eq. (1) is then rewritten in terms of majorana fermions as
\[ H = \frac{1}{2} \sum_{j} \left[ (t + \Delta) a_{j} b_{j+1} + (t + \Delta) b_{j} a_{j+1} + V_{j} a_{j} b_{j} \right]. \]
We further define the operators \( Q_{A} = \sum_{j} \alpha_{j} a_{j} \) and \( Q_{B} = \sum_{j} \beta_{j} b_{j} \) to represent the Majorana modes at the ends of the lattice. Then from the equation of motion, we find
\[ \begin{pmatrix} \alpha_{j+1} \\ \alpha_{j} \end{pmatrix} = \begin{pmatrix} V_{j} & \Delta-t \\ t+\Delta & 0 \end{pmatrix} \begin{pmatrix} \alpha_{j} \\ \alpha_{j-1} \end{pmatrix} = A_{j} \begin{pmatrix} \alpha_{j} \\ \alpha_{j-1} \end{pmatrix}, \quad (3) \]
where \( A_{j} \) is the transfer matrix for the \( j \)th site. As detailed in Ref. [51], the existence of Majorana zero modes is determined by the eigenvalues of the transfer matrix of the whole lattice \( A = \prod_{j=1}^{N} A_{j} \). Furthermore, we can define a \( Z_{2} \) topological invariant as \( \nu = -\text{sgn}[f(1)f(-1)] \), where \( f(z) = \det(A-Iz) \) is the characteristic polynomial of \( A \). The invariant \( \nu = -1 \) indicates a nontrivial phase while \( \nu = 1 \) corresponds to a trivial phase.

With the method of transfer matrix and the topological invariant at hand, we explain the phenomena observed in the above based on the energy spectra analytically. We first check the mosaic lattice with even \( \kappa = 2m \) \( (m = 1, 2, \cdots) \). The transfer matrix for the whole lattice \( A \) is computed to be
\[ A = \begin{pmatrix} \delta^{mN} & 0 \\ \delta^{mN-1} & \delta^{mN} \end{pmatrix}, \quad (4) \]
with \( \delta = \frac{\Delta-t}{t+\Delta} \). In this case, the characteristic polynomial, as well as the topological invariant, will not depend on the on-site potential \( V \). Through a simple calculation, we find \( \nu \) is always fixed at \(-1\), see Ref. [50] for details. This implies that the system is always topologically nontrivial, no matter how strong the on-site potentials \( V \) is, which is consistent with the result we obtain from the energy spectra shown in Fig. 1. It is important to note this conclusion is independent of the specific form for on-site potential, which might be periodic, quasiperiodic, or randomly distributed. It applies to any mosaic lattice with even \( \kappa \). Thus we analytically prove that topological superconducting phase persists in 1D mosaic lattices with any form or any strength of on-site potentials, as long as \( \kappa \) is even.

However, if \( \kappa \) is odd, the system becomes trivial as \( V \) increases, except for the commensurate lattices with \( q = 2^{k} \) \((k \geq 2)\) where nontrivial phase survives any finite on-site potential. We can use the transfer matrix method to prove this and determine the phase transition point analytically [50]. For instance, at \( \alpha = 1/2 \), \( t = 1 \), and \( \Delta = 0.5 \), we find the critical values for the phase transition are \( |V_{c}| = 1 \) and \( |V_{c}| = \frac{3}{5} \approx 4.3 \) for mosaic lattice with \( \kappa = 1 \) and 3, respectively. These results agree well with the gap closing points in the energy spectra. To determine the phase transition point in incommensurate mosaic lattice, we introduce Lyapunov exponent \( \gamma(E) \), which is equal to the inverse of the localization length. In the model system with \( p \)-wave pairing it is related to \( \gamma_{0}(E) \) for the normal model with no superconducting pairing [47]. For normal mosaic lattice, it is known that multiple mobility edges arise for \( \kappa > 1 \) [49]. Focusing on the Majorana zero modes, we only need to consider the behaviors of the zero-energy states. Thus we set \( E = 0 \) in the formulation of Lyapunov exponent and we find
\[ \gamma_{0}(0) = \begin{cases} 0, & \kappa \text{ even;} \\ \frac{\ln |V|}{\kappa}, & \kappa \text{ odd}. \end{cases} \quad (5) \]
Hence, in incommensurate mosaic lattice with even \( \kappa \), there exists no phase transition. The system always stays in the nontrivial phase where Majorana zero modes can be observed at the ends of the lattice. However, in lattice with odd \( \kappa \), there exists a phase transition to AL. The phase boundary can be calculated to be
\[ |V_{c}| = 2 \sqrt{\frac{(t+\Delta)^{k+1}}{(t-\Delta)^{k-1}}}, \quad (6) \]
with integer \( m \) [50]. Again, these agree well with the numerical results given in Fig. 2.

An alternative approach to define a \( Z_{2} \) topological invariant for the 1D topological superconductor is by using the Pfaffian of the system [36, 46]. The Hamiltonian in this case can be represented by skew-symmetric matrices in terms of Majorana operators, with the Pfaffian of the system is calculated using these matrices. The corresponding \( Z_{2} \) topological invariant \( M \) is determined by the sign of the Pfaffian. Figure 4 shows the numerical results of \( M \) for both commensurate and incommensurate lattices. Again, \( M = -1 \) implicates topologically nontrivial phase. If the system enters into trivial phase, \( M \) will jump from \(-1\) to \( +1 \) at the critical on-site potential \( V_{c} \). We find that for even \( \kappa \), \( M \) is always \(-1\), which implies that the system is nontrivial irrespective of the value of \( V \). If \( \kappa \) is odd, as \( V \) increases, the system will become trivial at the critical point. The behaviors of \( M \) agree with the those of \( \nu \) we defined above using transfer matrices.

In summary, we have investigated the properties of the 1D mosaic lattice model with \( p \)-wave pairing, which constitutes an extension of the 1D Kitaev chain model. We analyze different mosaic lattices corresponding to on-site potentials being periodic, quasiperiodic, or randomly distributed. By checking the energy spectra and the \( Z_{2} \) topological invariant of the system, we find the interplay between mosaic modulation in the on-site potential and superconducting pairing significantly alter the properties of topological superconductor. When the interval of the mosaic modulations is even, then the
topological phase survives for any finite on-site potential. The robustness of Majorana zero modes in mosaic lattice is likely to benefit the practical implementation of topological quantum computation.
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SUPPLEMENTARY MATERIAL

In the supplementary material, we will introduce the Bogoliubov-de Gennes transformation and use it to rewrite the 
Hamiltonian of the one-dimensional (1D) mosaic lattices with $p$-wave pairing, which can be diagonalized conveniently 
to obtain the system’s eigenenergies and the corresponding eigenstates. Then we will present the transfer matrix 
method to investigate the properties of the 1D topological superconductors and deduce the phase boundaries for 
different mosaic lattices with commensurate, incommensurate and disordered on-site potentials.

S1. BOGOLIUBOV-DE GENNES TRANSFORMATION

For convenience, we first write down the Hamiltonian of the 1D mosaic lattice with $p$-wave pairing as follows

$$
H = \sum_{j=1}^{L} [-t c^\dagger_{j+1} c_j + \Delta c^\dagger_{j+1} c^\dagger_j + H.c.] + \sum_{j=1}^{L} V_j c^\dagger_j c_j,
$$

where $c^\dagger_j$ ($c_j$) is the creation (annihilation) operator at site $j$. $t$ is the hopping amplitude between the nearest 
nighboring lattice site. $\Delta$ denotes the amplitude of the $p$-wave superconducting pairing in the system. The on-site 
potential $V_j$ is represented by the following function

$$
V_j = \begin{cases} 
V \cos[2\pi(\alpha j + \phi)], & j = s\kappa, \\
0, & \text{otherwise.}
\end{cases}
$$

Here, $s = 1, 2, \cdots, N$. Thus, the on-site potential occurs with interval $\kappa$ and we can define a quasi-cell with the nearest 
lattice sites. The system size can be expressed by $L = \kappa N$ with $N$ being the number of the unit cell. Besides, $\alpha$ 
determines the period of the potential. $\phi$ is a phase factor and we set $\phi = 0$ throughout this paper.

To diagonalize the Hamiltonian, we can use the Bogoliubov-de Gennes transformation, which is defined as

$$
\eta_n = [u_{n,j} c^\dagger_{n,j} + v_{n,j} c_{n,j}],
$$

where $u_{n,j}$ and $v_{n,j}$ are chosen to be real. Then the wave function of the Hamiltonian is

$$
|\Psi_n\rangle = \eta_n^\dagger |0\rangle = \sum_{j=1}^{L} [u_{n,j} c^\dagger_{n,j} + v_{n,j} c_{n,j}].
$$

After substituting the above wave function into the Schrödinger equation $H|\Psi\rangle = E_n|\Psi\rangle$ with $E_n$ being the $n$th 
eigenenergy, we have

$$
\begin{cases} 
-tu_{n,j-1} + \Delta v_{n,j-1} + V_j u_{n,j} - tu_{n,j+1} - \Delta v_{n,j+1} = E_n u_{n,j}, \\
-\Delta u_{n,j-1} + tv_{n,j-1} - V_j v_{n,j} + \Delta u_{n,j+1} + tv_{n,j+1} = E_n v_{n,j}.
\end{cases}
$$

Representing the wave function as a column vector

$$
|\Psi\rangle = [u_{n,1}, v_{n,1}, u_{n,2}, v_{n,2}, \cdots, u_{n,L}, v_{n,L}]^T,
$$

the model Hamiltonian can be written as a $2L \times 2L$ matrix

$$
\mathcal{H} = \begin{pmatrix} 
A_1 & B & 0 & \cdots & \cdots & \cdots & C \\
B^\dagger & A_2 & B & 0 & \cdots & \cdots & 0 \\
0 & B^\dagger & A_3 & B & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & B^\dagger & A_{N-2} & B & 0 \\
0 & \cdots & 0 & B^\dagger & A_{N-1} & B \\
C^\dagger & \cdots & \cdots & \cdots & 0 & B^\dagger & A_N
\end{pmatrix}
$$
where
\[
A_j = \begin{pmatrix}
V_j & 0 \\
0 & -V_j
\end{pmatrix},
\] (S8)

\[
B = \begin{pmatrix}
-t & -\Delta \\
\Delta & t
\end{pmatrix},
\] (S9)

and
\[
C = \begin{pmatrix}
-t & \Delta \\
-\Delta & t
\end{pmatrix}.
\] (S10)

Here we have assumed periodic boundary condition which implies that \( c_{j+L} = c_j \). For the system with open boundary conditions, we can replace the \( C \) matrix by a \( 2 \times 2 \) null matrix. Diagonalizing this \( H \) matrix, we can obtain the energy spectrum and eigenstates easily.

**S2. TRANSFER MATRIX METHOD**

In this section we introduce the transfer matrix method which will be very useful in analyzing the topological properties of the 1D systems. Different from the BdG transformation above, here we decompose the Dirac fermions into Majorana fermions by writing the \( c_j \) operator as
\[
c_j = \frac{1}{2} (a_j + i b_j),
\]
where \( i \) is the imaginary unit and \( a_j \) and \( b_j \) are the Majorana fermion operators satisfying the following relations
\[
a_j^2 + b_j^2 = 1, \quad \{a_i, a_j\} = \{b_i, b_j\} = 2\delta_{i,j}, \quad \{a_i, b_j\} = 0.
\]

Then the system’s Hamiltonian can be rewritten in terms of these Majorana fermions as
\[
H = \frac{i}{2} \sum_j \left[ \left( -t + \Delta \right) a_{j+1}b_j + \left( t + \Delta \right) b_{j+1}a_j - V_j a_j b_j \right].
\] (S11)

Consider Majorana states \( Q_A = \sum_j \alpha_j a_j \), \( Q_B = \sum_j \beta_j b_j \) (\( \alpha_j \) and \( \beta_j \) being real), we can define the time-dependent Majorana modes in the Heisenberg representation as \( a_j = \alpha_j e^{-i\omega t} \) and \( b_j = \beta_j e^{i\omega t} \). Then from the equation of motion we have
\[
\begin{cases}
(t - \Delta)\alpha_{j-1} + (t + \Delta)\alpha_{j+1} - V_j \alpha_j = -i\omega \beta_j, \\
-(t + \Delta)\beta_{j-1} - (t - \Delta)\beta_{j+1} + V_j \beta_j = -i\omega \alpha_j.
\end{cases}
\] (S12)

For the Majorana zero modes, we only need to focus on the \( \omega = 0 \) case and thus, the equations above are decoupled and can be reorganized into the transfer matrix form as
\[
\begin{pmatrix}
\alpha_{j+1} \\
\alpha_j
\end{pmatrix} = A_j \begin{pmatrix}
\alpha_j \\
\alpha_{j-1}
\end{pmatrix},
\] (S13)

where
\[
A_j = \begin{pmatrix}
V_j & \Delta - t \\
-\Delta + t & 0
\end{pmatrix}
\] (S14)
is the transfer matrix. A similar expression can also be obtained for the \( \beta_j \)s and the corresponding transfer matrix \( B_j \) are related to \( A_j \) by \( B_j = A_j^{-1} \). The behaviors of the modes at the boundaries of the system are determined by the transfer matrix
\[
A = \prod_{j=1}^L A_j.
\] (S15)
If the system has periodicity of $p$, then the properties of the modes are determined by
\[ A = A_p A_{p-1} \cdots A_2 A_1. \] (S16)

Denote the eigenvalues of $A$ as $\lambda_1$ and $\lambda_2$, then if $|\lambda_1|, |\lambda_2| < 1$, there will be an a-mode localized at the left end and a b-mode localized at the right end of the 1D lattice. If $|\lambda_1|, |\lambda_2| > 1$, then the two modes will become localized at the opposite ends of the system.

The transfer matrix can be used to define topological invariant, which is very useful in characterizing the topological properties of the 1D system with $p$-wave superconducting pairing. To construct the topological invariant, we can use the characteristic polynomial of $A$, which is defined as
\[ f(z) = \det(A - I z). \] (S17)

Since $A$ is a $2 \times 2$ matrix, the two eigenvalues of the transfer matrix will determine the existence of Majorana bound states at the boundaries. The topological invariant is given as
\[ \nu = -\text{sgn}[f(1)f(-1)]. \] (S18)

The index is equal to 1 if and only if there is one eigenvalue of $A$ whose magnitude is less than 1. The $\nu = 1$ indicates the topologically trivial phase. The $\nu = -1$ indicates the nontrivial phase, which reflects that both the eigenvalues of $A$ are either greater or smaller than 1 in magnitude. The case with $\nu = 0$ implies the phase transition where the bulk gap is closed. Next we will use the transfer matrix and the topological invariant $\nu$ to analyze the topological phases and the phase transitions in the 1D mosaic lattices with $p$-wave pairing.

S3. COMMENSURATE MOSAIC LATTICE WITH $\kappa = 2m$

From the energy spectra of the model Hamiltonian in Eq. (S1) with $\kappa$ being an even integer, we find that the bulk energy gap will always being finite and the Majorana zero modes will always exist at the ends of the 1D system, as shown in the main text. Here we prove this by using the transfer matrix method introduced above. For convenience, we set $t$ being positive and $0 < \Delta < t$. The situation with $\Delta > 1$ can be analyzed similarly since it is related to the $0 < \Delta < t$ case by a proper transformation, as shown in Ref. [47]. We further introduce a parameter defined as
\[ \delta = \frac{\Delta - t}{\Delta + t}. \]

A. Case $\kappa = 2, \alpha = 1/2$

We first check the case with $\kappa = 2$ and $\alpha = 1/2$. Then the period of the on-site potential is 2 and we have
\[ V_j = \begin{cases} 0, & j \text{ odd;} \\ V, & j \text{ even.} \end{cases} \]

According to the transfer matrix method we have introduced above, the properties of the boundary modes are determined by the transfer matrix, which in this case is
\[ A = A_2 A_1 = \begin{pmatrix} 0 & \delta \\ 1 & 0 \end{pmatrix} \begin{pmatrix} V \delta \\ \Delta + t \delta \end{pmatrix} \begin{pmatrix} \delta & 0 \\ 1 & \delta \end{pmatrix}. \] (S19)

Thus, the characteristic polynomial of $A$ is $f(z) = \det(A - I z) = (\delta - z)^2$ and we have
\[ f(1)f(-1) = (\delta - 1)^2(\delta + 1)^2 = (\delta^2 - 1)^2 > 0. \] (S20)

So $\nu = -\text{sgn}[f(1)f(-1)] = -1$ is always established irrespective of the value of $V$. The system is always in the topologically nontrivial phase, which is consistent with the results we observed from the energy spectrum.
B. Case $\kappa = 4, \alpha = 1/2$

We further check the case with $\kappa = 4$, $\alpha = 1/2$. Now the period of the on-site potential is 4 and the transfer matrices are

$$
A_1 = A_2 = A_3 = \begin{pmatrix} 0 & \delta \\ 1 & 0 \end{pmatrix}, \quad A_4 = \begin{pmatrix} \frac{\sqrt{\delta}}{\Delta + t} & \delta \\ 1 & 0 \end{pmatrix}, \quad \mathcal{A} = A_1A_2A_3A_4 = \begin{pmatrix} \delta^2 & 0 \\ \frac{\sqrt{\delta}}{\Delta + t} & \delta^2 \end{pmatrix}.
$$

(S21)

Then the characteristic polynomial of $\mathcal{A}$ is $f(z) = (\delta^2 - z)^2$ and $f(1)f(-1) = (\delta^4 - 1)^2$. So the topological invariant $\nu = -\text{sgn}[f(1)f(-1)] = -1$. Again, the system is always in the topological phase, no matter how strong the on-site potential will be.

C. General case $\kappa = 2m$

Suppose the length of the lattice is $L = \kappa N$ with $N$ being a large positive integer. The on-site potential will be nonzero only at the ($s\kappa$)th site with $s = 1, 2, \cdots, N$. The corresponding transfer matrix for these sites are of the following form

$$
A_{ss} = \begin{pmatrix} \frac{\sqrt{\delta}}{\Delta + t} & \delta \\ 1 & 0 \end{pmatrix}.
$$

On the other hand, the transfer matrices for the sites with zero on-site potential are the same, i.e.

$$
A_{j\neq ss} = \begin{pmatrix} 0 & \delta \\ 1 & 0 \end{pmatrix}.
$$

In the mosaic lattice, the matrix $A_{ss}$ appears every $\kappa$ sites when calculating the transfer matrix $\mathcal{A} = \prod_{j=1}^{L} A_j$. We can decompose the product into $N$ parts, each of which includes $\kappa$ sites. In each part, there will be $(\kappa - 1)$ transfer matrices that are of the same form, i.e., $A_{j\neq ss}$, their product can be calculated easily as

$$
A_1A_2\cdots A_{\kappa - 1} = \begin{cases}
\begin{pmatrix} 0 & \delta^m \\ \delta^{m-1} & 0 \end{pmatrix}, & \kappa = 2m; \\
\begin{pmatrix} \delta^m & 0 \\
0 & \delta^m \end{pmatrix}, & \kappa = (2m + 1);
\end{cases}
$$

(S22)

with $m = 1, 2, \cdots$.

Now we turn to the general cases where the parameter $\kappa$ is an even number and we set $\kappa = 2m$. The lattice can be either commensurate or incommensurate. Then the transfer matrix of the system is

$$
\mathcal{A} = A_1A_2A_3\cdots A_{\kappa N}
= (A_1A_2\cdots A_{\kappa})(A_{\kappa+1}A_{\kappa+2}\cdots A_{2\kappa})\cdots (A_{(N-1)\kappa+1}A_{(N-1)\kappa+2}\cdots A_{N\kappa})
= \begin{pmatrix} \frac{\sqrt{\delta}}{\Delta + t} & \delta^{m-1} \\ \delta^{m} & 0 \end{pmatrix} \begin{pmatrix} \frac{\sqrt{\delta}}{\Delta + t} & \delta^{m-1} \\ \delta^{m} & 0 \end{pmatrix} \cdots \begin{pmatrix} \frac{\sqrt{\delta}}{\Delta + t} & \delta^{m-1} \\ \delta^{m} & 0 \end{pmatrix}
= \begin{pmatrix} \frac{\sqrt{\delta}}{\Delta + t} & \delta^{m N} \\ \delta^{m N} & 0 \end{pmatrix}.
$$

(S23)

Obviously, the transfer matrix for the whole lattice is of the form $\begin{pmatrix} a & 0 \\ b & a \end{pmatrix}$. We can calculate the characteristic polynomial of $\mathcal{A}$ in this case

$$
f(z) = \det(\mathcal{A} - Iz) = (\delta^{m N} - z)^2.
$$

(S24)

and we have $f(1)f(-1) = (\delta^{2m N} - 1)^2 > 0$. The topological invariant $\nu = -\text{sgn}[f(1)f(-1)] = -1$ and does not depend on the value of $V$. Thus we prove that as long as $\kappa$ is an even integer, the system is always in the topologically nontrivial phase.
S3. COMMENSURATE MOSAIC LATTICE WITH $\kappa = (2m + 1)$

Here we first analyze specific examples with $\kappa = 1$ and 3. Then we will discuss the general cases.

A. Case $\kappa = 1, \alpha = 1/2$

If we set $\kappa = 1$ and $\alpha = 1/2$, then the period of the on-site potential is 2. The on-site potentials in each unit cell are denoted as $V_1 = -V$ and $V_2 = V$. So the transfer matrix of the system is

$$\mathcal{A} = A_1A_2 = \begin{pmatrix} \frac{-V}{\Delta + t} & \delta \\ \frac{V}{\Delta + t} & 0 \end{pmatrix} \begin{pmatrix} \frac{V}{\Delta + t} & \delta \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} \frac{-V^2}{\Delta + t} + \delta \frac{V}{\Delta + t} & \frac{-V}{\Delta + t} \\ \delta & \frac{V}{\Delta + t} \end{pmatrix}.$$

(S25)

Then the characteristic polynomial of $\mathcal{A}$ is

$$f(z) = \det(\mathcal{A} - I z) = (\delta - z)^2 + \frac{V^2 z}{(\Delta + t)^2}.$$

(S26)

Thus the topological invariant can be calculated as

$$\nu = \text{sgn}[f(1)f(-1)] = \text{sgn}\left\{\left((\delta - 1)^2 + \frac{V^2}{(\Delta + t)^2}\right)\left((\delta + 1)^2 - \frac{V^2}{(\Delta + t)^2}\right)\right\}.$$

(S27)

The index $\nu$ depends on the value of $V$ and there will be phase transitions when we tune the on-site potential. From $\nu = 0$ we can deduce the phase transition point $V_c$, which gives us

$$(\delta + 1)^2 - \frac{V^2}{(\Delta + t)^2} = 0 \rightarrow V_c = \pm[(\delta + 1)(\Delta + t)].$$

(S28)

Take $t = 1$ and $\Delta = 0.5$ as in the main text, we have $V_c = \pm 1$, which agrees with the numerical results we obtain from the energy spectrum of the system.

B. Case $\kappa = 3, \alpha = 1/2$

For the mosaic lattice with $\kappa = 3, \alpha = 1/2$, the period of the system is 6. We denote the on-site potential as $V_j$ with $j = 1, 2, \cdots, 6$ in each unit cell. There are only two sites with nonzero on-site potential, i.e. $V_3 = -V$ and $V_6 = V$. While $V_1 = V_2 = V_4 = V_5 = 0$. The transfer matrices for these sites are

$$A_1 = A_2 = A_4 = A_5 = \begin{pmatrix} 0 & \delta \\ 1 & 0 \end{pmatrix}; \quad A_3 = \begin{pmatrix} \frac{-V}{\Delta + t} & \delta \\ \frac{V}{\Delta + t} & 0 \end{pmatrix}; \quad A_6 = \begin{pmatrix} V & \delta \\ \frac{V}{\Delta + t} & 0 \end{pmatrix}.$$

So we have

$$\mathcal{A} = A_1A_2A_3A_4A_5A_6 = \delta^2 \begin{pmatrix} \frac{-V^2}{\Delta + t} + \delta \frac{V}{\Delta + t} & \frac{-V}{\Delta + t} \\ \delta & \frac{V}{\Delta + t} \end{pmatrix}.$$

(S29)

The characteristic polynomial of this transfer matrix $\mathcal{A}$ is

$$f(z) = \det(\mathcal{A} - I z) = \left[-\frac{V^2 \delta^2}{(\Delta + t)^2} + \delta^3 - z\right]\left[\delta^3 - z\right] + \frac{V^2 \delta^5}{(\Delta + t)^2}.$$

(S30)

Then we can obtain

$$f(1) = \delta^6 - 2\delta^3 + 1 + \frac{V^2 \delta^2}{(\Delta + t)^2}, \quad f(-1) = \delta^6 + 2\delta^3 + 1 - \frac{V^2 \delta^2}{(\Delta + t)^2}.$$

(S31)

Here we see that the topological invariant $\nu = -\text{sgn}[f(1)f(-1)]$ depends on the value of $V$, which means that as we tune the strength of the on-site potentials, the system will undergo a phase transition from topologically nontrivial
phase to the trivial phase or vice versa. The index \( \nu = 0 \) indicates the critical point of the phase transition. By solving the following equation
\[
f(1)f(-1) = (\delta^6 + 1)^2 - \delta^4 |\frac{V_c^2}{(\Delta + t)^2} - 2\delta|^2 = 0,
\]
we get the critical strength of the on-site potential as
\[
V_c = \pm(\Delta + t)\sqrt{\delta^4 + \frac{1}{\delta^2} + 2\delta}.
\]
(S32)

Take \( t = 1 \) and \( \Delta = 0.5 \), we have \( V_c = \pm\frac{33}{4} \approx 4.33 \), which agrees with the bulk gap closing point in the energy spectrum shown in the main text.

C. Case \( \kappa = 3, \alpha = 1/4 \)

In the lattice with \( \kappa = 3 \) and \( \alpha = 1/4 \), we can show the system is always topologically nontrivial. The on-site potential becomes \( V_j = V \cos(2\pi \alpha j) = V \cos(\frac{\pi j}{2}) \) for \( j = s\kappa \). The period of the system is 12, we can label the sites in each cell as 1, 2, \cdots, 12. Only the \( s \)th will have nonzero on-site potential. However, since \( \alpha = 1/4 \), we have \( V_3 = V_9 = 0 \) and \( V_6 = -V_{12} = -V \). Splitting the cell into four parts each of which contains three sites, then the transfer matrix for each part is
\[
A_1A_2A_3 = A_7A_8A_9 = \begin{pmatrix} 0 & 0 & \delta^2 \\ \delta & 0 & 0 \end{pmatrix}; \quad A_4A_5A_6 = \begin{pmatrix} V & \delta^2 \\ 0 & 0 \end{pmatrix}; \quad A_{10}A_{11}A_{12} = \begin{pmatrix} V & \delta^2 \\ \frac{\Delta + t}{\delta} & 0 \end{pmatrix}.
\]
Then the transfer matrix of the whole unit cell becomes
\[
\mathcal{A} = A_1A_2 \cdots A_{12} = \begin{pmatrix} \delta^6 & 0 \\ 0 & \delta^6 \end{pmatrix}.
\]
(S33)

So the characterize polynomial and the topological invariant \( \nu \) are independent of the on-site potential and we always have \( \nu = -1 \). The system is always topologically nontrivial in these cases, even though \( \kappa \) is odd.

D. General case \( \kappa = (2m + 1) \)

In the mosaic lattices with an odd \( \kappa \), we split the whole lattice into \( N \) unit cell (or quasi-cell) each of which contains \( \kappa \) sites and only the \( s \)th site has nonzero on-site potential. From Eq. (S22), we know that the product of the \((\kappa - 1)\) transfer matrix for the site with zero on-site potential in each cell will be a diagonal matrix. So the transfer matrix for the whole cell is
\[
\mathcal{A} = (A_{s_1}A_{s_2} \cdots A_{s_{2m}})A_{s_{2m+1}} = \begin{pmatrix} \delta^m & 0 \\ 0 & \delta^m \end{pmatrix} \begin{pmatrix} V_{j=\kappa} & \delta^m \\ \frac{\Delta + t}{\delta^m} & 1 \end{pmatrix} = \begin{pmatrix} V_{j=\kappa} \delta^m & \delta^{m+1} \\ \delta^m & 0 \end{pmatrix}.
\]
(S34)

Different from the cases with \( \kappa \) being even, here the transfer matrix \( \mathcal{A} \) is not defective and we see that the on-site potential appears in the diagonal term, which means that the characteristic polynomial \( f(z) \) and the corresponding topological invariant \( \nu \) will depend on the value of \( V \). Thus the topological phase in the systems with odd \( \kappa \) will be determined by the on-site terms.

However, if \( q = 2^k \) \((k \geq 2)\) with \( k \) being integers in the commensurate lattice \( \alpha = p/q \), the situation becomes different. In this case, the on-site potential is \( V_j = V \cos(2\pi \alpha j) = V \cos(\frac{\pi j}{q}) \). So apart from those sites with \( j \neq s\kappa \), the on-site potential at site \( j = 2^k - 2\kappa \) is also zero. Again we take \( \alpha = 1/4 \) as an example. There are 4\( \kappa \) sites in each unit cell and we label these site in one unit cell as \( j = 1, 2, \cdots, 4\kappa \). According to the mosaic form of the on-site potentials, we have
\[
V_{\kappa} = 0, \quad V_{2\kappa} = -V, \quad V_{3\kappa} = 0, \quad V_{4\kappa} = V,
\]
and all the potentials at the remaining sites in the cell are zero. Since $\kappa = (2m + 1)$ is an odd number, the number of sites between the $s\kappa$th and $(s + 1)\kappa$th site is $2m$, and the transfer matrices are of the same form, i.e. $\begin{pmatrix} 0 & \delta \\ 1 & 0 \end{pmatrix}$. Their product gives

$$A_1A_2\cdots A_{2m} = \begin{pmatrix} \delta^m & 0 \\ 0 & \delta^m \end{pmatrix},$$

which is diagonal. Then the transfer matrix of the whole unit cell is

$$\mathcal{A} = A_1A_2\cdots A_{4\kappa} = \begin{pmatrix} \delta^{4m} & 0 \\ 0 & \delta^{4m} \end{pmatrix} A_{\kappa}A_{2\kappa}A_{3\kappa}A_{4\kappa}$$

$$= \begin{pmatrix} \delta^{4m} & 0 \\ 0 & \delta^{4m} \end{pmatrix} \begin{pmatrix} \frac{V_{\kappa}}{\Delta+t} & \delta \\ 1 & 0 \end{pmatrix} \begin{pmatrix} \frac{V_{2\kappa}}{\Delta+t} & \delta \\ 1 & 0 \end{pmatrix} \begin{pmatrix} \frac{V_{3\kappa}}{\Delta+t} & \delta \\ 1 & 0 \end{pmatrix} \begin{pmatrix} \frac{V_{4\kappa}}{\Delta+t} & \delta \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} \delta^{4m+2} & 0 \\ 0 & \delta^{4m+2} \end{pmatrix}.$$

So in this case, even though $\kappa$ is odd, the transfer matrix of the unit cell is independent of the on-site terms and the topological invariant $\nu = -1$ for any values of $V$. The system will always be in the nontrivial phase no matter how strong $V$ is. We can prove similarly for other cases with $q = 2^k$ ($k \geq 2$).

For the commensurate lattices, we can use the transfer matrix method to calculate the critical value conveniently. However, if the lattice is incommensurate, the situation becomes more complicated since we have to take all the sites with nonzero on-site potentials into consideration. For the topological superconductor in the incommensurate lattices, it is well known that the topological phase will be destroyed by the Anderson localization phase transition as the quasiperiodic on-site potential becomes stronger than the critical value [46]. Here in the incommensurate mosaic lattice, we also observe such phenomenon when $\kappa$ is odd from the energy spectra. To obtain the critical values for the phase transition, we can use the Lyapunov exponent [47], which will be discussed in the next section.

### S.4. INCOMMENSURATE MOSAIC LATTICES

The transfer matrix method can be used to determine the Anderson localization properties of the normal disordered system [38]. As to the model we study in this paper, we can use similar method to study the topological phase transition in the quasiperiodic lattices [47]. To connect the model with $p$-wave superconducting pairing with the normal lattice, we can perform a similarity transformation to the transfer matrix as follows

$$A_j = \sqrt{\delta}S\tilde{A}_jS^{-1},$$

where $S = \text{diag}(\delta^{1/4}, 1/\delta^{1/4})$ and $\delta' = -\delta = \frac{t - \Delta}{\sqrt{t^2 - \Delta^2}}$. Notice that we have set $0 < \Delta < t$. The transfer matrix $\tilde{A}_j$ is

$$\tilde{A}_j = \begin{pmatrix} \frac{V_j}{\sqrt{t^2 - \Delta^2}} & -1 \\ 1 & 0 \end{pmatrix}.$$  

Then we have

$$\mathcal{A}(V, \Delta) = \left( \begin{pmatrix} V \cdot (t-\Delta) \\bar{f} \end{pmatrix} \right)^L \tilde{S}\mathcal{A} \left( \frac{V}{\sqrt{t^2 - \Delta^2}}, 0 \right) S^{-1}.$$  

We have already introduced the topological invariant $\nu = \text{sgn}[f(1)f(-1)]$ with $f(z) = \det(\mathcal{A} - Iz)$ being the characteristic polynomial of $\mathcal{A}$. Since we take $\Delta$ to be positive, we have $|\det\mathcal{A}| < 1$. The two eigenvalues of $\mathcal{A}$, $\lambda_1$ and $\lambda_2$, obey the relation $|\lambda_1\lambda_2| < 1$. Therefore, if we take $\lambda_1$ to be the smaller eigenvalue in magnitude, namely $|\lambda_1| < |\lambda_2|$, then we have $|\lambda_1| < 1$. Then the topological invariant $\nu$ if totally determined by $\lambda_2$ and we have $\nu = \text{sgn}(\ln|\lambda_2|)$. $|\lambda_2| = 1$ gives the critical point of the phase transition.

By taking the logarithm of the eigenvalues of Eq. (S37) and then imposing the condition $|\lambda_2| = 1$ lead to

$$\gamma(V, \Delta) = \gamma \left( \frac{V}{\sqrt{t^2 - \Delta^2}}, 0 \right) - \frac{1}{2} \ln \left( \frac{t + \Delta}{t - \Delta} \right).$$

Here we have defined the Lyapunov exponent as

$$\gamma(V, \Delta) \equiv \lim_{L \to \infty} \frac{1}{L} \ln|\lambda_2(V, \Delta)|.$$
The Lyapunov exponent is related to the localization length \( l \) by \( \gamma = 1/l \). In the limit \( \gamma(V, \Delta) \to 0 \), Eq. (S38) gives the phase boundary between the topologically nontrivial and trivial phase. For instance, in the incommensurate lattice \( V_j = V \cos(2\pi\alpha j) \) with \( \alpha \) being an irrational number, if there is no \( p \)-wave pairing in the system, the normal state Lyapunov exponent \( \gamma(V, 0) = \ln(V/2) \) for \( V > 2 \) and 0 for \( 0 < V < 2 \). Then from Eq. (S38) predicts the topologically nontrivial phase with the presence of \( p \)-wave pairing when \( |V| > 2(t + \Delta) \).

For the mosaic lattices we consider in this paper, it is known that in the normal state with \( \Delta = 0 \), there will be mobility edges in the energy spectra, as shown in Ref. [49]. It seems that we cannot use the above method directly to the mosaic lattices with \( p \)-wave pairing. Since the characteristic feature of the topological phase is the existence of zero-energy modes, we can focus on the states with zero-energy. Following the discussions in Ref. [49], if the energy \( E \) lies in the spectrum, the Lyapunov exponent of the 1D mosaic lattice with \( \Delta = 0 \) is given by

\[
\gamma_0(E) = \max\{\ln|Va_\kappa/2|, 0\}.
\]

When \( |Va_\kappa/2| > 1 \), the Lyapunov exponent is

\[
\gamma_0(E) = \frac{\ln V a_\kappa}{\kappa}.
\]

Notice that we have \( V = 2\lambda \) comparing with the model in Ref. [49]. Besides, \( a_\kappa \) is given by

\[
a_\kappa = \frac{1}{\sqrt{E^2 - 4}} \left[ \left( \frac{E + \sqrt{E^2 - 4}}{2} \right) = \left( \frac{E - \sqrt{E^2 - 4}}{2} \right) \right].
\]

If we set \( E = 0 \), we have

\[
a_\kappa = \frac{1}{2\kappa} |i^\kappa - (-i)^\kappa|.
\]

Then the Lyapunov exponent for the states with zero energy is

\[
\gamma_0(0) = \begin{cases} 
0, & \kappa \text{ even;} \\
\frac{\ln V}{2\kappa}, & \kappa \text{ odd.}
\end{cases}
\]

Thus, when \( \kappa \) is an even integer, the Lyapunov exponent at zero-energy will always be zero and the corresponding states will always being delocalized. So in the mosaic lattice with \( p \)-wave pairing, the zero-energy modes will always present and will not be localized by the quasiperiodic potentials when \( \kappa \) is even. The system is topologically nontrivial no matter how strong the on-site potentials will be. However, for the system with \( \kappa \) being odd, the situation is totally different. As the incommensurate potential becomes stronger, the zero-energy states will be localized, so there will be a phase transition in the system with \( p \)-wave pairing. The phase boundary can be deduced by using Eq. (S38), which leads to

\[
|V_c| = 2 \sqrt{\frac{(t + \Delta)^{\kappa+1}}{(t - \Delta)^{\kappa-1}}} \frac{2(t + \Delta)^{m+1}}{(t - \Delta)^m}, \quad (m = 0, 1, 2, \cdots).
\]

Taking \( t = 1 \) and \( \Delta = 0.5 \), we get \( |V_c| = 9 \) for the incommensurate mosaic lattice with \( \kappa = 3 \), which agrees with the gap closing point in the energy spectrum.

From all the discussions above, we can conclude that both in the commensurate and incommensurate mosaic lattices with \( p \)-wave pairing, the system will always in the topologically nontrivial phase as long as the parameter \( \kappa \) is even. The Majorana zero modes at the ends of the 1D systems thus become very robust. On the contrary, when \( \kappa \) is odd, there will be a topological phase transition where the system will enter into the trivial phase as the on-site potential becomes stronger than the critical values and the Majorana zero modes will disappear.

**S5. DISORDERED MOSAIC LATTICES WITH P-WAVE PAIRING**

We have investigate the 1D mosaic lattices with periodic or quasiperiodic on-site potentials and found that the parameter \( \kappa \) can influence the topological properties of the 1D topological superconducting system significantly. If the on-site potentials in the mosaic lattices have no specific forms but are random, then what will happen? Consider the 1D model in Eq. (S1) with the following on-site potentials

\[
V_j = \begin{cases} 
w_j \in [-W, W], & j = s\kappa, \\
0, & \text{otherwise.}
\end{cases}
\]
Here the nonzero on-site potentials at the $s$th are uniformly distributed in $[-W, W]$ with $W$ being an positive number. It is known that for a normal 1D lattice with disorders, all the eigenstates will be localized. The interesting part for the model we study here is that we can prove that when $\kappa$ is even, the system will always be nontrivial without respective to the disordered on-site potentials. The proof is given as follows.

We first decompose the lattice into $N$ unit with each unit cell containing $\kappa$ sites. In each unit cell, the on-site potentials of all the sites except the $s$th one are zero. According to Eq. (S22), when $\kappa = 2m$, the product of the transfer matrix in the $s$th unit cell is

$$A_s A_{s+1} \cdots A_{s\kappa} = \begin{pmatrix} 0 & \delta^m \\ \delta^{m-1} & 0 \end{pmatrix} \begin{pmatrix} \frac{V_s}{\Delta + t} & \delta \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} \delta^m & 0 \\ \frac{V_s}{\Delta + t} & \delta^m \end{pmatrix}. \tag{S46}$$

Then the transfer matrix for the whole lattice can be obtained by multiplying all these matrices above for unit cells, which leads to

$$A = \begin{pmatrix} \delta^{mN} & 0 \\ \frac{\sum_{j=1}^{\kappa} V_j \delta^{mN-1}}{\Delta + t} & \delta^{mN} \end{pmatrix}. \tag{S47}$$

Again, the matrix is defective and there is no on-site potential present in the diagonal terms. The characteristic polynomial of $A$ is $f(z) = \det[A - Iz] = (\delta^{mN} - z)^2$, so the topological invariant of the system is

$$\nu = -\text{sgn}[f(1)f(-1)] = -\text{sgn} \left(\left(\delta^{2mN} - 1\right)^2\right) = -1. \tag{S48}$$

Hence, the topological invariant is independent of the on-site potentials. The system is always in the topologically nontrivial phase. We can also see that the topological properties do not depend on the specific form of the on-site terms. As long as $\kappa$ is even, we can get the nontrivial phase and observe the Majorana zero modes at the ends of the 1D lattices.

On the other hand, if $\kappa$ is odd, then the topological phase will be destroyed by the disorders, which is similar to the periodic and quasiperiodic systems we discussed in the above sections.