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Abstract

In this paper, we present a simple seq2seq formulation for view synthesis where we take a set of ray points as input and output colors corresponding to the rays. Directly applying a standard transformer on this seq2seq formulation has two limitations. First, the standard attention cannot successfully fit the volumetric rendering procedure, and therefore high-frequency components are missing in the synthesized views. Second, applying global attention to all rays and pixels is extremely inefficient. Inspired by the neural radiance field (NeRF), we propose the NeRF attention (NeRFA) to address the above problems. On the one hand, NeRFA considers the volumetric rendering equation as a soft feature modulation procedure. In this way, the feature modulation enhances the transformers with the NeRF-like inductive bias. On the other hand, NeRFA performs multi-stage attention to reduce the computational overhead. Furthermore, the NeRFA model adopts the ray and pixel transformers to learn the interactions between rays and pixels. NeRFA demonstrates superior performance over NeRF and NerFormer on four datasets: DeepVoxels, Blender, LLFF, and CO3D. Besides, NeRFA establishes a new state-of-the-art under two settings: the single-scene view synthesis and the category-centric novel view synthesis.

1 Introduction

The view synthesis task is to generate a novel image from an arbitrary viewpoint [23][61]. We consider a simple seq2seq formulation: the input includes ray points (points sampled on rays), and the output is the colors contributed by the corresponding rays in the image plane (as shown in Figure 1). This formation does not require rendering and does not require the 3D model of objects. With this simple formulation, we are heading towards a uniform end-to-end machine learning model [1].

One possible solution for this problem formulation is the transformer [47] which has become the dominant neural model in many computer vision and natural language processing tasks [47][19][43][2]. We first try the standard transformer under the seq2seq formulation. It is found that the vanilla transformer yields poor performance (refer to Figure 1). We hypothesize the following reasons for this fact. On the one hand, the standard global attention lacks the inductive bias of the volumetric rendering process, and the resulting images tend to be over-smoothed. On the other hand, global attention is computationally heavy, so the training is extremely inefficient.

To address these issues, we propose the NeRF attention (NeRFA), inspired by neural radiance fields (NeRF [23]). We turn the volumetric rendering process into a feature modulation procedure to empower the transformer with the latent rendering ability. Unlike NeRF, we do not explicitly predict the mid-way colors and densities and instead conduct latent rendering via the attention mechanism. Therefore, NeRFA preserves the attention mechanism’s representation potential while exploiting the inductive bias inspired by the volumetric rendering equation. Besides, the NeRFA computes ray attention and pixel attention separately to save computational costs [19].
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Figure 1: Essential difference between NeRF [23], NerFormer [35] and NeRFA. NeRF first predicts the color and densities of the ray points in 3D space, then renders them into a 2D image. NerFormer replaces the MLP with 3D transformers and builds color and densities from multiple source views. We instead address the view synthesis problem in a seq2seq manner where the NeRFA model transfers ray points to pixel colors in the target image.

Importantly, NeRFA is the first to provide a full-attention solution to the novel view synthesis task. The most related work, NerFormer [35] is published accompanied by the CO3D dataset. As shown in Figure 1, NerFormer replaces the MLP in NeRF with the transformers and consumes multi-view input to generate color and density predictions. It does not eliminate the volumetric rendering and is of different model architecture from NeRFA.

NeRFA generates photo-realistic images without explicit 3D object models. It inherits the power of NeRF by learning latent volumetric representation in continuous 3D space. In addition, NeRFA adopts transformers to learn interaction between ray points and builds connections regarding colors of surrounding pixels, which helps generate sharper regions in complex scenes.

We conduct extensive experiments to validate the effectiveness of the NeRFA model. Visual comparison between NeRF and NeRFA shows that NeRFA produces better fine-grained details of objects. The quantitative results also manifest that the NeRFA model consistently outperforms NeRF [23] and NerFormer [35] on Blender [23], LLFF [22], and the DeepVoxels [39] datasets for the single-scene view synthesis. Furthermore, NeRFA also surpasses the NeRF [23] and NerFormer [35] on the CO3D [35] dataset in the category-centric novel view synthesis.

2 Related work

**View synthesis** Early graphics work, such as the Lumigraph [11], reconstructs novel views via reconstructed light field. Later work operates on mesh-based representation to assign color [52] or add texture [48, 58, 57] to 3D objects. In [61], a CNN predicts the appearance flow from the input to the output view. [51] presents an end-to-end point cloud-based framework Synsin for single-image view synthesis. This setting is different from our multi-frame view synthesis task.

Another line of work leverages the volumetric representation to synthesize high-quality views from observed images. DeepView [7] and the follow-up work [41, 22] synthesize photo-realistic images via multi-plane images (MPIs). [13, 29, 46] use learnable volumetric rendering to render views. They can hardly generate photo-realistic natural images.

**Neural radiance field** The neural radiance field (NeRF [23]) provides a simple yet effective solution to the view synthesis problem. The NerFormer model is presented along with the CO3D dataset in [35]. It replaces the MLP module with a transformer encoder and does not change the ray
march module. We compare the NerFormer thoroughly in the experiments. In [36], a transformer architecture for the single-view synthesis task was proposed. Their setting is different from ours. The VQGAN [6] structure is adopted to address the ambiguity issue in single views. Neural sparse voxel fields (NSVF [18]) use voxel octrees to boost inference in learning scene representations. Other recent work speeds up training [17, 10, 34] of NeRF. The work of [27, 30, 8, 32] reconstructs a non-rigid deformable scene from captured images. Further, GRAF [37] and Giraffe [26] propose generative networks based on NeRF to synthesize new images. IBRNet [50] uses a ray transformer to summarize densities from neighborhood views. Another important application of NeRF is scene reconstruction [49, 54].

Neural rendering Researchers made extensive efforts to pursue learnable photo-realistic rendering models. RenderNet [25] is a convolutional neural network learned to perform projection and shading. The visual object networks [62] learn to generate realistic images from learned disentangled 3D representations. Textured neural avatars [38] generate full-body rendering of a person via image-to-image deep networks. In [45], neural textures improve the rendering quality. These methods rely on the 3D models of objects and therefore cannot be applied to general natural images directly. The concurrent work ViewFormer [16] proposes a NeRF-free neural rendering, which addresses the view synthesis problem in 2D space, so their synthesis quality is limited.

Attention mechanisms and transformers The attention mechanism was proposed in machine translation [47]. Transformers then demonstrate power in many different domains, such as cross-modal reasoning [43, 59], large-scale unsupervised pretraining [4, 42, 53], and multi-task representation learning [31, 24, 60]. Recently, transformers become competitive models in fundamental vision tasks, such as image classification [5, 55], object detection [2], and segmentation [19, 9]. Transformers demonstrate high generalization [28] ability and serve as foundation models [1].

3 Problem formation and approach

In Sec. 3.1, we present a simple seq2seq formulation for the view synthesis problem. We then introduce the vanilla attention model in Sec. 3.2. Subsequently, we introduce the NeRF attention in Sec. 3.3, which addresses key limitations of the vanilla attention model.

3.1 End-to-end view synthesis

As shown in Figure 1, we uniformly sample sequences of points on rays in the 3D space, and we call them ray points (they can also be called query points [23]). The input to the model is a set of ray points in the 3D space, and the output is a set of pixel colors corresponding to those ray points. Formally, the input ray points are represented by a matrix $P$ of shape $N_p \times N_r \times 6$, where $N_r$ is the number of ray points corresponding to one ray, and $N_p$ is the number of rays sampled in one image. Since each ray corresponds to a projected pixel in the image plane, $N_r$ is also the number of sampled pixels. Here one ray point is represented by a 6D tuple $(x, y, z, dx, dy, dz)$ where $(x, y, z)$ is the 3D location and $(dx, dy, dz)$ is the unit vector representing view direction. The output is the RGB color $C \in \mathbb{R}^{N_p \times 3}$. Given the ground-true RGB color $C^{gt} \in \mathbb{R}^{N_p \times 3}$, we can train the model via a simple L2 loss of $L = \|C^{gt} - C\|_2^2$. This simple end-to-end framework eliminates the explicit rendering procedure and the hierarchical volume sampling proposed in NeRF [23].

3.2 Vanilla attention

Based on the seq2seq framework, we first introduce the vanilla attention (VaniA) solution. It is illustrated on the left side of Figure 2. The first step is to transfer the input ray points $P$ to positional embedding, essential for view synthesis. The embedder of NeRF [23] is expressed as

$$F_{emb} = MLP(P) \circ \text{CosEmbed}(P),$$

where $F_{emb}$ denotes the positional embedding matrix with shape $N_p \times N_r \times d$ where $d$ is the hidden dimension size.

We then send the embedding matrix $F_{emb}$ to the transformer [47] block to produce pixel-ray features $F_{pv} \in \mathbb{R}^{N_p \times N_r \times d}$. The transformer block is denoted as

$$F_{pv} = \text{GlobalTransformer}(F_{emb}) = \text{SelfAtten}(\text{LN}(F_{emb})) + F_{emb},$$
Figure 2: Illustration of the vanilla attention model (Sec. 3.2) and our proposed NeRF attention model (Sec. 3.3). Left: The vanilla attention model simply adopting self-attention, and the pooling and fully connected (FC) layers to get the predicted color results. Right: NeRF proposes a feature modulation procedure to conduct latent rendering. It uses a ray transformer and a pixel transformer to learn interactions of rays and pixels. A FC layer then summarizes the results and predicts the final color.

where LN is layer normalization and SelfAtten represents the standard self-attention [47] of

\[
\text{SelfAtten}(X) = \text{softmax} \left( \frac{XX^T}{\sqrt{d}} \right) X. \tag{3}
\]

The transformer contains \(L\)-layer transformer blocks and each block contains a \(H\)-head attention where \(L\) and \(H\) are two hyper-parameters. We omit the multi-layer and multi-head implementation of transformers for simplicity in all equations. We call this transformer in Eq. (3) “global transformer” because the sequence length is \(N_pN_r\) (that is, the embedding matrix is reshaped to a two-dimensional tensor of shape \(N_pN_r \times d\)). We accumulate the latent features along with rays via average pooling over the ray dimension, and use fully connected layers (FC) to obtain the final color prediction \(C\) as

\[
C = \text{FC} \left( \frac{1}{N_r} \sum_{i=1}^{N_r} F_{\text{pv}[:,i,:]} \right). \tag{4}
\]

Our experiments (Sec. 4.5) show that vanilla attention does not satisfyingly model the rendering process because the synthesized view misses a lot of high-frequency information. This observation aligns with the recent finding of [23, 44]. Besides, the vanilla attention is computational heavy because of the global transformer. The following section proposes the NeRF attention to address these key issues.

### 3.3 NeRF attention

**Positional embedding and ray transformer.** Refer to the right of Fig. 2 our NeRF attention first produces positional embedding via Eq. (1). After that, the NeRF computes the ray attention to get the pixel-ray features. Different from Eq. (3), the ray attention is only computed for each ray independently. We write the pixel-ray feature \(F_{\text{pv}}\) as

\[
F_{\text{pv}}[p] = \text{RayTransformer}(F_{\text{emb}}[p]) = \text{SelfAtten}(\text{LN}(F_{\text{emb}}[p])) + F_{\text{emb}}[p], \forall p \in [1, N_p]. \tag{5}
\]

The global transformer in vanilla attention (Eq. (1)) has complexity \(O(N_p^2N_r^2d)\) since \(N_p\) is much larger than \(d\) [63]. In contrast, the ray transformer in the NeRF attention (Eq. (3)) reduces the complexity to \(O(N_pN_r^2d)\), making training more efficient.

**Feature modulation.** Inspired by NeRF [23], we modulate the pixel-ray feature to learn volumetric rendering. In NeRF [23], volumetric rendering is expressed as

\[
C(r) = \sum_{i=1}^{N_r} \left( e^{-\sum_{j=1}^{i-1} \sigma_j \delta_j} (1 - e^{-\sigma_i \delta_i}) c_i \right), \tag{6}
\]
where \( C(\mathbf{r}) \) is the color corresponding to a traced ray \( \mathbf{r} \), \( \sigma_j \) denotes the predicted density, \( c_i \) is the predicted color of a ray point, and \( \delta_i \) is the distance between adjacent samples. We construct the modulated feature matrix \( \mathbf{F}_{\text{mod}} \in \mathbb{R}^{N_p \times d} \) from the pixel-ray feature as

\[
\mathbf{F}_{\text{mod}}[p] = \sum_{i=1}^{N_p} \left( \exp\left( - \sum_{j=1}^{i-1} \delta_j \mathbf{F}_{\text{pv}}^c[p][j] \right) \circ \left( 1 - \exp\left( -\delta_i \mathbf{F}_{\text{pv}}^c[p][i] \right) \right) \circ \mathbf{F}_{\text{pv}}^c[p][i] \right),
\]

where the \( \exp(\mathbf{v}) \) is an element-wise exponential function for a vector \( \mathbf{v} \) and \( \circ \) represents the element-wise product operator. The modulation function in Eq. (7) differs from the NeRF equation (Eq. (6)) because it does not rely on the explicit prediction of volume density and color and it conducts rendering in the latent space. Our experiments show that the modulated features help model the high-frequency components of the scene.

**Pixel transformer and output.** We adopt a pixel transformer to enable pixel-wise interactions. The pixel transformer takes the modulated features \( \mathbf{F}_{\text{mod}} \) as input, and models interactions of pixel-level features. This process is formulated as

\[
\mathbf{F}_{\text{color}} = \text{PixelTransformer}(\mathbf{F}_{\text{mod}}) = \text{SelfAtten}(\text{LN}(\mathbf{F}_{\text{mod}})) + \mathbf{F}_{\text{mod}},
\]

where \( \mathbf{F}_{\text{color}} \in \mathbb{R}^{N_p \times d} \) is the color embeddings. This operation in Eq. (8) yields complexity \( O(N_p^2 d) \). Finally, we use a fully connected layer to get color \( \mathbf{C} = \text{FC}(\mathbf{F}_{\text{color}}) \). We empirically find that the pixel transformer contributes to the fine-grained details in the synthesized image in experiments.

**Overall complexity analysis.** The overall time complexity of the NeRFA model is \( O(N_p N_x^2 d + N_p^2 d) \), which is much lower than the vanilla attention model \( O(N_x^2 N_p^2 d) \). The NeRFA model can be trained within three days on a single NVIDIA V100 GPU for 300k iterations, comparable to NeRF. Note that NeRF training needs one or two days according to statistics in [23]. The speed of NeRFA can be further optimized via recent techniques, such as the fast NeRF [10] or the efficient transformer [15].

4 Experiments

In this section, we compare NeRFA to NeRF [23], NerFormer [35] and other baselines on four datasets. We also conduct ablation studies to verify the effectiveness of NeRFA components. A demo video of our approach is provided in the supplementary material.

4.1 Datasets

**DeepVoxels.** The DeepVoxels dataset [39] includes four objects: vase, pedestal, chair, and cube. The objects are relatively simple in geometry. The training sets are formed by rendering objects via 479 poses uniformly sampled in the northern hemisphere. We reserve thirty images for validation. Another 1000 testing views are rendered on an Archimedean spiral in the northern hemisphere. All images are of 512 × 512 resolution.

**Blender.** The Blender dataset is presented in the original NeRF [23] paper. This dataset contains eight objects (materials, drums, etc.) with complicated geometry and non-Lambertian effect. Each object is rendered for 100 training views and 200 testing views. We reserve ten training views for a validation split. The resolution is 800 × 800 pixels.

**LLFF.** The LLFF [22] dataset includes eight rendered scenes in total. All are captured by a cellphone with 20 – 62 images where \( \frac{1}{4} \) of the images are reserved for the test. We reserve another \( \frac{1}{4} \) of all images to form the validation split to tune model hyper-parameters. The resolution of the rendered frames is 1008 × 756.

**CO3D.** The Common Objects in 3D (CO3D [35]) is a recent dataset containing 1.5 million multi-view images of around 19k objects. This dataset measure the ability of novel view synthesis in the wild. The 18,619 videos are divided following official release [35] into four splits: train-known, train-unseen, test-known, and test-unseen. The difference between train-unseen and
Figure 3: Single-scene view synthesis results on the test split of the Blender \cite{23} and LLFF \cite{22}. Our approach is compared to SRN \cite{40}, NeRF \cite{23}, and NerFormer \cite{35}. We observe that NerFormer would deteriorate the NeRF but our NeRFA model improves the NeRF and produces sharper details.
Table 1: Experimental results on the test split of three datasets (DeepVoxels [39], Blender [23] and LLFF [22]) under the single-scene view synthesis setting. We highlight the best results in **bold**.

|                | DeepVoxels [39] | Blender [23] | LLFF [22] |
|----------------|-----------------|--------------|------------|
|                | PSNR ↑          | SSIM ↑       | LPIPS ↓    | PSNR ↑          | SSIM ↑       | LPIPS ↓    | PSNR ↑          | SSIM ↑       | LPIPS ↓    |
| SRN [40]       | 33.15           | 0.947        | 0.069      | 22.15           | 0.843        | 0.164      | 22.78           | 0.654        | 0.369      |
| NV [20]        | 29.57           | 0.930        | 0.094      | 26.31           | 0.879        | 0.158      | -              | -            | -          |
| LLFF [22]      | 34.21           | 0.986        | 0.045      | 24.95           | 0.933        | 0.113      | 24.14           | 0.801        | 0.204      |
| NeRF [23]      | 40.14           | 0.990        | 0.021      | 32.44           | 0.956        | 0.076      | 26.49           | 0.812        | 0.235      |
| NerFormer [35] | 35.51           | 0.975        | 0.030      | 28.53           | 0.941        | 0.095      | 25.61           | 0.821        | 0.218      |
| NeRFA (Ours)   | **40.31**       | **0.992**    | **0.020**  | **33.11**       | **0.959**    | **0.072**  | **28.14**       | **0.832**    | **0.198**  |

Table 2: Experimental results on the CO3D [35] under the category-centric novel view synthesis setting. Baseline numbers are taken from [35]. The best results are highlighted in **bold**.

|               | Train-unseen | Test-unseen |
|---------------|-------------|-------------|
|               | Average statistics | PSNR @# source views | PSNR @target view difficulty | Average statistics | PSNR @# source views | PSNR @target view difficulty |
|               | PSNR ↑ LPIPS ↓ | 9 5 1 easy med. hard | 9 5 1 easy med. hard |
| NV-WCE [20]   | 12.3 0.34    | 12.5 12.3 12.0 12.4 12.0 13.6 | 11.6 0.35 | 11.7 11.6 11.6 11.7 11.2 12.0 |
| PSDMesh [33]  | 17.2 **0.23** | 17.6 17.4 16.2 17.5 16.8 16.0 | 12.4 0.26 | 12.6 12.5 12.1 12.6 11.8 13.2 |
| IPC-WCE [33]  | 14.1 0.36    | 14.4 14.2 13.4 14.4 13.7 13.4 | 13.8 0.27 | 13.8 13.7 12.6 13.8 12.8 12.2 |
| SRN-WCE [40]  | 16.6 0.26    | 17.0 16.7 15.8 16.9 15.7 14.5 | 14.6 0.27 | 14.9 14.8 13.9 14.9 13.7 14.8 |
| NeRF-WCE [12] | 14.3 0.27    | 14.3 14.9 14.2 12.1 13.6 13.6 | 13.8 0.27 | 14.3 14.9 14.2 14.4 13.0 13.0 |
| NerFormer [35]| 17.9 0.26    | 19.3 18.3 15.6 18.9 15.5 14.6 | 17.6 0.27 | 18.9 18.1 15.1 18.6 14.9 14.7 |
| NeRFA (Ours)  | **18.6 0.25**| 20.2 19.1 16.3 19.7 16.1 14.9 | **18.7 0.26** | 19.7 18.6 15.3 19.4 15.2 14.9 |

**test-unseen** is that the **train-unseen** contains unseen frames in seen videos while **test-unseen** contains only unseen videos. We focus on the setting of category-centric view synthesis. Under this setting, a single model is trained on the **train-known** split and is evaluated on 1000 testing samples of **train-unseen** and **test-unseen**. Evaluation uses 10 object categories. We do not use the auto-decoders [35] in all baselines for fairness.

### 4.2 Experimental details

We generate $N_p = 128$ rays in a batch for each training iteration, and we sample $N_v = 64$ ray points along each ray. The optimizer is Adam [14] with an initial learning rate of $5 \times 10^{-4}$ and an exponential decay of $5 \times 10^{-5}$. The hidden dimension of the attention functions is $d = 64$, and the head number is $H = 8$. On the CO3D [33] dataset, we use $L = 3$ layers of transformers, and on the other datasets, we only use $L = 1$. The hyperparameters are the same for all compared approaches. We use three metrics to evaluate NeRFA and the baselines. They are peak signal-to-noise ratio (PSNR), structural similarity index measure (SSIM), and LPIPS [56].

### 4.3 Baselines

**NV [20]**, **LLFF [22]** and **SRN [40]**. These baselines are proposed earlier than NeRF [23]. The neural volumes (NV) generate novel views by predicting a discretized voxel grid representing RGBα values with $128^3$ samples. LLFF [22] uses a 3D neural network to predict a multi-plane image (MPI) for each training view. LLFF generates novel views via blending and alpha compositing. SRN [40] is a follow-up work of DeepVoxels [39], representing a scene via an MLP mapping from each coordinate to a feature vector. A recurrent neural network is built upon the feature vector to predict the step size of the ray. The color vector is decoded from the final feature vector. On the CO3D dataset, we use the WCE [12] technique to augment these methods following [35].

**NeRF [23]**. NeRF uses an eight-layer MLP with ReLU activations (the hidden dimension is 256) to learn the volume density. Another FC layer (128 channels with a ReLU activation) is added to generate the view-dependent color vector. NeRF adopts the standard volumetric rendering [21] to render views based on the MLP predictions. Besides, NeRF introduces a hierarchical volume sampling procedure to avoid sampling occluded regions or free space.

**NerFormer [35]**. The NerFormer replaces the MLP in NeRF with 3D transformer modules and pooling heads. NerFormer consumes multi-source inputs, uses a series of 3D transformers to learn the
Table 3: Ablation study on the validation split of three datasets (DeepVoxels [39], Blender [23] and LLFF [22]). VaniA, FM, RT, and PT represent the vanilla attention, feature modulation, ray transformer and pixel transformer correspondingly.

|                  | DeepVoxels [39] | Blender [23] | LLFF [22] |
|------------------|-----------------|--------------|-----------|
|                  | PSNR↑ | SSIM↑ | LPIPS↓ | PSNR↑ | SSIM↑ | LPIPS↓ | PSNR↑ | SSIM↑ | LPIPS↓ |
| NeRFA            | 40.30 | 0.991 | 0.024  | 33.17 | 0.941 | 0.074  | 28.15 | 0.833 | 0.192  |
| VaniA            | 23.42 | 0.783 | 0.213  | 22.35 | 0.761 | 0.224  | 21.49 | 0.731 | 0.235  |
| w/o FM           | 24.51 | 0.791 | 0.194  | 25.14 | 0.793 | 0.195  | 25.42 | 0.801 | 0.208  |
| w/o RT           | 31.28 | 0.941 | 0.075  | 28.04 | 0.811 | 0.193  | 26.38 | 0.803 | 0.191  |
| w/o PT           | 37.14 | 0.973 | 0.041  | 32.42 | 0.938 | 0.076  | 28.11 | 0.818 | 0.193  |

ray interaction and uses pooling layers to aggregate per-pixel information. It keeps other components of NeRF, such as the volumetric rendering. In contrast, NeRFA has different input and is of a different model architecture.

NeRFA-WCE [12]  NeRFA-WCE augments the NeRF model via warp-conditioned embedding (WCE), which is formed by sampling a tensor of the source image feature. WCE helps capture invariance of rigid scene misalignment. When multiple source views are given, the NeRFA-WCE adopts the concatenation of the mean and standard deviation of the view-dependent WCEs as the aggregated WCE.

Besides these baselines, we also compare with other reconstruction-based approaches, P3DMesh [33] and IPC-WCE [51], on the CO3D dataset.

4.4 Comparison

Single-scene view synthesis.  We first present the results under the single-scene view synthesis setting. This setting is the same as that of NeRF [23], where one model is trained for each scene. Results are presented in Table 1 and Figure 3. Under this setting, SRN [40] does not learn enough details and generates blurry results. Although NerFormer [35] replaces the MLP in NeRF [23] with a group of transformers, the performance is not boosted. In contrast, our NeRFA model successfully improves NeRF by generating sharper details (e.g., the edges of the fern and text of the horns).

Category-centric novel-view synthesis.  We report results under the category-centric novel-view synthesis setting. We also test the models with varying numbers of views and difficulty of target views. The numbers are in Table 2 and some visualizations are provided in the supplementary. The NeRFA model outperforms NerFormer [35], NeRFA-WCE [12] and other baselines on the test-unseen split. NeRFA is also robust under different numbers of source views and different target-view difficulties. The mesh-based method P3D-mesh [33] yields competitive results on challenging scenarios of the train-unseen split. However, it works poorly on unseen videos in the test-unseen split.

4.5 Ablation study

In this subsection, we investigate the effects of each NeRFA component. Besides the vanilla attention (VaniA), which is presented in Sec. 3.2, we compare the following ablated variants of NeRFA. The unmentioned model components are the same as the NeRFA model.

NeRFA w/o feature modulation (w/o FM).  We remove the feature modulation step from the NeRFA model. An average pooling layer replaces the feature modulation layer. The pooled features $F_{pool} \in \mathbb{R}^{N_v \times d}$ is then sent to the pixel transformer to get the color features $F_{color}$.

NeRFA w/o ray transformer (w/o RT).  We remove the ray transformer, and the positional embedding is directly sent to the feature modulation layer. In other words, we set the positional embeddings as the pixel-ray features $F'_{pv} = F_{emb}$.
NeRFA w/o pixel transformer (w/o PT). In this variant, the pixel transformer is removed from the NeRFA model, and the modulated features are directly sent to the final FC layer. In other words, the color features are set to the modulated features $F_{\text{color}} = F_{\text{mod}}$.

All the ablated models share the same hyper-parameters and training procedures. We present the results on the validation split of three datasets (DeepVoxels [39], Blender [23] and LLFF [22]) in Table 3. The visualizations are presented in Figure 4. We observe that the feature modulation effectively helps learn the high-frequency components of the scene. The ray transformer reduces the blurry and distorted renderings. We also observe that the pixel transformer enhances sharp details.

5 Conclusions and future work

We have presented a simple end-to-end framework for view synthesis. Because vanilla attention could not model the rendering procedure well, we proposed the NeRF attention (NeRFA) model, which considered the NeRF rendering process a soft feature generation procedure. The NeRFA model used ray and pixel transformers to learn connections between rays and pixels. We empirically verified that NeRFA significantly improved vanilla attention and helped learn high-frequency components. NeRFA also demonstrated superior performance over strong baselines such as NerFormer [35] and NeRF-WCE [12]. Our work suggests multiple future work directions, such as exploring better transformer models [19] under the seq2seq formulation and learning representations across categories [36]. Learning to reconstruct surfaces [49] will also be our target.
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