Hybrid Energy Systems Sizing for the Colombian Context: A Genetic Algorithm and Particle Swarm Optimization Approach
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Abstract: The use of fossil resources for electricity production is one of the primary reasons for increasing greenhouse emissions and is a non-renewable resource. Therefore, the electricity generation by wind and solar resources have had greater applicability in recent years. Hybrid Renewable Energy Systems (HRES) integrates renewable sources and storage systems, increasing the reliability of generators. For the sizing of HRES, Artificial Intelligence (AI) methods such as Genetic Algorithms (GA) and Particle Swarm Optimization (PSO) stand out. This article presents the sizing of an HRES for the Colombian context, taking into account the energy consumption by three typical demands, four types of wind turbines, three types of solar panels, and a storage system for the system configuration. Two optimization approaches were set-up with both optimization strategies (i.e., GA and PSO). The first one implies the minimization of the Loss Power Supply Probability (LPSP). In contrast, the second one concerns adding the Total Annual Cost (TAC) or the Levelized Cost of Energy (LCOE) to the objective function. Results obtained show that HRES can supply the energy demand, where the PSO method gives configurations that are more adjusted to the considered electricity demands.
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1. Introduction

Electricity is a commodity highly demanded around the world, generated from primary forms of energy such as fossil fuels (e.g., natural gas, coal, among others) and renewable sources (i.e., biomass, hydro, wind, solar, etc.) [1]. About 80% of worldwide energy demand is supplied from fossil resources [2], and only 20% with renewable sources [3]; such exploitation of fossil resources showed an annual average increase of 1.3% in CO₂ emissions in the last five years [4]. In this sense, the need arises to use clean technologies which do not harm the environment. Regarding the Colombian context, the electricity sector in 2014 represented 17% of the final energy consumed; 67% came from hydroelectric plants with an installed capacity greater than 20 MW, 2.5% to hydroelectric plants between 10 MW and 20 MW, and 1.3% to small hydroelectric plants with capacities less than 10 MW. On the other side, 28.5% of electricity was produced with fossil fuels in thermal plants, representing an installed capacity greater than 20 MW, 0.6% to fossil thermal and co-generation plants with less than 20 MW; 0.5% to biomass co-generation plants and, only 0.1%, to wind generation [3].

In 2016, the electric power coverage indices through the Colombian territory showed a deficit in the energy supply. The Vichada and Vaupés regions presented around 60% of energy coverage, followed by the Amazonas and Guaviare regions with about 75%. For its part, La Guajira, despite its
wealth of natural resources for power generation, stood out with coverage of the electricity supply less than 80% [5]. Additionally, in the year 2017, approximately 52% of the Colombian territory was characterized by being non-interconnected areas, defined as regions with high costs of providing electric power service, high levels of loss in electrical generation, and unsatisfied basic needs above 77% [6]. The characteristics of the natural resources and the coverage index in Colombia allow for inferring that the implementation of energy systems that take advantage of natural resources can increase the country’s energy supply coverage. The wind resource in La Guajira is considered one of the best in South America, with a probability of around 82% of having multi-annual wind speeds between 4 m/s and 9 m/s [7], meaning a possible installed capacity of 18 GW [3]. On the other hand, from the solar resource point of view, Colombia has average irradiation of 4.5 kW-h/m$^2$/day, higher than the global average 3.9 kW-h/m$^2$/day. In some regions, average values up to 6 kW-h/m$^2$/day are reached, such as La Guajira, the Atlantic Coast, Arauca, Casanare, Vichada, and Meta [3].

Regarding the energy prices in Colombia, it can be classified by regions that have a connection to the national transmission system and non-interconnected areas. In 2019, the areas covered by the transmission system presented prices between 0.06 USD/kW-h and 0.19 USD/kW-h, depending on the residential sector [8]. On the other hand, in 2017, energy prices for non-interconnected areas ranged between 0.18 USD/kW-h and 0.48 USD/kWh, corresponding to Isla Fuerte in Córdoba and the municipality of Caruru in Vaupés [6]. Moreover, some non-interconnected regions had conventional energy systems like diesel generators to provide electrical energy partially. The energy supply prices reached values of 0.28 USD/kW-h; it took into account fuel cost and operation and maintenance expenditures [9]. The related costs to the wind and solar generation have been reduced in the last decade [10], allowing them to compete with the prices of traditional plants running on fossil fuels [1].

Until 2017, the Levelized Cost of Energy through wind energy and photo-voltaic systems reached mean values of 0.05 USD/kW-h and 0.1 USD/kW-h, respectively [11]. In comparison with the related prices for the Colombian territory, it is possible to conclude that the cost of energy supply derived from natural resources can take values within the range of prices characteristic of a non-interconnected area and regions covered by the national transmission system.

The main disadvantage of wind and solar sources is its variability in time due to both resources’ intermittent nature. However, a hybrid system can integrate these two energy sources with a storage system such as a storage system [12]. Pump Storage Hydroelectric system (PSH) [13] or other energy storage systems [14], aiming for the possibility to supply the energy demand of a particular region [15,16]. HRES mathematical models are usually not easy to describe, either by the number of variables, their complex interaction, or the relationships implicit in its formulation [17]. For this reason, some authors employed heuristic optimization techniques for searching for the best solution or the variables’ values that fulfill an objective function [18], such as Genetic Algorithms (GA) and Particle Swarm Optimization (PSO) [19]. Particle Swarm Optimization (PSO) and Genetic Algorithms (GA) share computational methods based on Evolutionary Algorithms (EA). PSO is inspired by the behavior of flocks of birds and fishes [17], while GA combines exhaustive search techniques and the natural principles of evolution [20].

Some authors have carried out the sizing of HRES by GA and PSO. Khatib et al. [21] combined iterative search and GA, and Kamjoo et al. [22] employed the Non-dominant Sorting Genetic Algorithm (NSGA), both for the sizing of a microgrid with photo-voltaic panels, wind turbines, and storage system. Merei et al. [23] used a GA considering three different battery technologies. In contrast, Borhanazad et al. [24] used a multi-objective PSO, modeling the cost of energy (COE) and LPSP, for the sizing of an HRES composed of photo-voltaic panels, wind turbines, diesel plant, and storage system. Recently, Barrozo-Budes et al. [25] developed a technical-economic analysis of a hybrid system consisting of wind and solar energy, using HOMER Pro software for the region of Puerto Bolívar, La Guajira, in Colombia. Khare et al. [19] studied the systems consisting of solar and wind technologies and focuses on the review of evolutionary techniques for optimization, where GA and PSO stand out. A well-suited HRES, in terms of size and location, can improve life quality,
especially to people in regions where the electricity supply is not covered. As energy coverage expands, energy equity and environmental sustainability are promoted, allowing them to attend the World Energy Council (WEC) energy rating requirements [26].

Considering the Colombian context, in terms of energy costs (mainly dominated by hydro-power plants) and the lack of electricity reliability in some regions, this work studies conditions that constrain and potentiate the sizing and implementation of HRES, including wind and solar resources availability and electricity demand. By this, optimization methods such as GA and PSO and objective functions, including LPSP, TAC, and LCOE, are used for sizing HRES systems. Additionally, a sensitivity analysis concerning a demand is proposed, considering the energy expenditure of a single residence with and without drinking water consumption and the energy demand of a representative population of a non-interconnected zone in Colombia. Section 2 presents the formulation of the technologies considered, the estimation of the study demands, and the objective functions. Section 3 describes the technical specifications of the equipment treated, the demand profiles, wind speed, solar radiation and temperature, and, finally, the GA and PSO methods are presented. Sections 4 and 5 present and discuss the results, and Section 6 concludes the study.

2. Formulation

This section presents the mathematical models related to wind energy, solar energy, battery status under charge, and discharge restrictions, and the energy generated by the HRES. Additionally, the objective functions for sizing and modeling energy expenditure for drinking water consumption in a typical Colombian non-interconnected zone are presented.

2.1. Wind Energy Model

Wind power generation can be evaluated as:

\[ P_{wt}(v) = \frac{1}{2} C_p \rho A v^3, \]  

where \( P_{wt} \) denotes the power generated by the wind turbine as a function of wind speed \( v \), \( C_p \) is the wind turbine characteristic power coefficient, \( \rho \) is the air density, and \( A \) is the swept area of the wind turbine rotor [27].

Each wind turbine is characterized by its speed–power curve which allows for identifying the generation start speed or “Cut-In Speed” \( (V_{ci}) \), the nominal speed \( (V_r) \), and the “Cut-Off Speed” \( (V_{co}) \) at which the system protects the components and does not more power is generated. The power characteristic curve given as a function of the characteristic speeds is governed by:

\[ P_{wt}(t) = \begin{cases} 0, & \text{if } v(t) < V_{ci} \\ \frac{P_r}{(V_f^3 - V_{ci}^3)} v^3(t) - \frac{V_r^3}{(V_f^3 - V_{ci}^3)} P_r, & \text{if } V_{ci} \leq v(t) < V_r \\ P_r, & \text{if } V_r \leq v(t) < V_{co} \\ 0, & \text{if } \geq V_{co} \end{cases}, \]

where \( P_r \) is the nominal power of the wind turbine and \( v(t) \) is the wind speed in an instant of time \( t \) [20].

2.2. Photo-Voltaic Energy Model

The power generation of a photo-voltaic solar system is given by:

\[ P_{pv}(t) = P_{pvr} \frac{R(t)}{R_{ref}} \left( 1 + N_{T} \left( T_{c}(t) - T_{ref} \right) \right) , \]
where \( P_{pv} \) is the nominal power of the photo-voltaic solar panel, \( R(t) \) is the solar radiation in an instant of time \( t \) given in \( \text{W/m}^2 \), \( R_{ref} \) is the reference solar radiation of 1000 \( \text{W/m}^2 \), \( T_{ref} \) is the reference temperature of the solar cell (usually given as 25 \(^\circ\)C), \( N_T \) is the temperature coefficient of the photo-voltaic panel, \( T_{air} \) is the ambient temperature given by temperature profile, and \( NOCT \) is the operating temperature of the solar cell given in \(^\circ\)C [28].

2.3. State of Battery Model

The state of the storage system depends on the monitoring of the demand and the renewable energy generation. If \( E_{pv}(t) + E_{wt}(t) > E_{ca}(t) \), there is a charge of energy given by:

\[
E_b(t) = E_b(t-1)(1 - \sigma) + \left( \frac{(E_{pv}(t)\eta_{inv} + E_{wt}(t)\eta_{inv}^2) - E_{ca}(t)}{\eta_{bat}} \right),
\]

otherwise, if \( E_{pv}(t) + E_{wt}(t) < E_{ca}(t) \), there is a discharge of energy given by:

\[
E_b(t) = E_b(t-1)(1 - \sigma) - \left( \frac{E_{ca}(t)\eta_{inv} - (E_{pv}(t)\eta_{inv} + E_{wt}(t)\eta_{inv}^2)}{\eta_{bat}} \right),
\]

where \( E_b(t-1) \) is the state of the battery at the previous moment, \( \sigma \) is the hourly self-discharge ratio of the battery, \( \eta_{inv} \) is the efficiency of the converter, \( \eta_{bat} \) is the efficiency of the battery, and \( E_{ca}(t) \) is the energy demand at time \( t \) [28]. In Equation 6, \( E_{wt}(t) \) refers to total wind generation given by:

\[
E_{wt}(t) = \sum_{j=1}^{n} N_{wt,j}P_{wt,j}(t),
\]

while \( E_{pv}(t) \) is the total solar of the system:

\[
E_{pv}(t) = \sum_{i=1}^{m} N_{pv,i}P_{pv,i}(t),
\]

where \( N_{wt,j} \) and \( P_{wt,j}(t) \) are the number and energy generation of \( j \)-th type wind turbines, respectively; \( N_{pv,i} \) and \( P_{pv,i}(t) \) are the number and solar energy generation of \( i \)-th type solar panels, respectively; \( n \) is the total number of wind turbines types, and \( m \) is the total number of photo-voltaic types.

The batteries work with a maximum charge and discharge rate [29], called \( r_{rb} \), and given in percentage fraction by the manufacturer. Additionally, the charge or discharge rate in operation \( r_b \) can be calculated for an instant of time as follows:

\[
r_b = \frac{|E_b(t-1) - E_b(t)|}{E_b(t-1)} \quad \text{with} \quad r_b \in [0,1],
\]

where the numerator corresponds to the difference of loading or unloading between time \( t \) and \( t - 1 \). In this way, restrictions are created in charging and discharging of the storage system. If the change between \( t \) and \( t - 1 \) corresponds to the discharge of the storage system, and the calculated rate \( r_b \) at the same instant is greater than \( r_{rb} \), the state of the battery at time \( t \) changes by the maximum discharge rate \( r_{rb} \) and is represented by:

\[
E_b(t) = E_b(t-1) - [r_{rb} E_b(t-1)].
\]
If the change between \( t \) and \( t - 1 \) corresponds to the charge period, and the rate \( r_b \) is greater than \( r_{rb} \), the state of the battery changes by the maximum charge rate, given by:

\[
E_b(t) = E_b(t - 1) + [r_{rb}E_b(t - 1)].
\]  
(11)

Additionally, the batteries are restricted for their minimum state of charge given by:

\[
E_{b\text{,min}} = (1-DOD)S_b,
\]  
(12)

where DOD is the maximum discharge percentage of the battery and \( S_b \) its nominal capacity [28].

At each charging and discharging stage, there are amounts of stored energy \( Al(t) \) (Equation (13)) or amounts of energy added to the charge \( Ab(t) \) (Equation (14)). In this way, there is an amount of stored energy when the state of the battery at \( t \) is greater than the state of the battery at \( t - 1 \), and there is an amount of energy provided to the system when the state at \( t \) is less than the \( t - 1 \) state, expressed as:

\[
Al(t) = |E_b(t) - E_b(t - 1)| \quad \forall \ t \text{ with } E_b(t) - E_b(t - 1) > 0,
\]  
(13)

\[
Ab(t) = |E_b(t) - E_b(t - 1)| \quad \forall \ t \text{ with } E_b(t) - E_b(t - 1) < 0,
\]  
(14)

### 2.4. Total Renewable Energy Generation

The total wind and solar energy generation in an instant of time can be defined as the sum of the energies generated by all devices considered, expressed as follows:

\[
E_{\text{gen}}(t) = \sum_{j=1}^{n}N_{wt,j}P_{wt,j}(t) + \sum_{i=1}^{m}N_{pv,i}P_{pv,i}(t),
\]  
(15)

where \( N_{wt,j} \) and \( P_{wt,j}(t) \) are the number and energy generation of \( j \)-th type wind turbines, respectively; \( N_{pv,i} \) and \( P_{pv,i}(t) \) are the number and solar energy generation of \( i \)-th type solar panels, respectively; \( n \) is the total number of wind turbines types and \( m \) is the total number of solar panel types.

To compare the amount of renewable energy \( E_{\text{ren}}(t) \) with energy demand \( E_{\text{ca}}(t) \), the formulation must take into account the total generation of renewable energy \( E_{\text{gen}}(t) \), the storage system contribution \( Ab(t) \), and the energy stored \( Al(t) \). If the generation by the renewable systems is greater than the demand, the system presents an energy surplus, given by the difference between the total generation and the stored energy. Conversely, if the energy generated does not supply the energy demand, the storage system must provide energy to the demand, so the available renewable energy is the sum of the total generation and the energy provided by the storage system. Finally, if the energy generated equals the demand, the storage system does not store or supply energy. The above is expressed as:

\[
E_{\text{ren}}(t) = \begin{cases} 
E_{\text{gen}}(t) - Al(t) & \text{if } E_{\text{gen}}(t) - E_{\text{ca}}(t) > 0 \\
E_{\text{gen}}(t) + Ab(t) & \text{if } E_{\text{gen}}(t) - E_{\text{ca}}(t) < 0 \\
E_{\text{ca}}(t) & \text{if } E_{\text{gen}}(t) - E_{\text{ca}}(t) = 0
\end{cases}
\]  
(16)

### 2.5. Loss Power Supply Probability

The Loss Power Supply Probability (LPSP) over 8760 h of one year takes into account the Total renewable energy generation \( E_{\text{ren}}(t) \) and, when compared with the demand \( E_{\text{ca}}(t) \), is given as follows [28]:

\[
LPSP = \frac{\sum_{t=1}^{8760} [E_{\text{ca}}(t) - E_{\text{ren}}(t)]}{\sum_{t=1}^{8760} E_{\text{ca}}(t)}.
\]  
(17)

If the demand exceeds the generation capacity of the HRES, the LPSP value will be greater than zero; however, if the generation of renewable exceeds the demand, the LPSP value is less than zero. Therefore, a system with negative LPSP values is oversized to demand.
The evaluation of LPSP each hour for a year will have a maximum of LPSP value at an instant of time \( t \), given by:

\[
LPSP_{\text{max}} = \max LPSP(t) = \max \left( \frac{E_{\text{ca}}(t) - E_{\text{ren}}(t)}{E_{\text{ca}}(t)} \right),
\]

where a positive \( LPSP_{\text{max}} \) value means that, in at least one instant of time, the demand is not satisfied by the generation of renewable energy; on the contrary, a negative value implies that at all times \( t \) the energy generation of the HRES supplies the energy demand, so the \( LPSP_{\text{max}} \) value represents the better match between \( E_{\text{ren}}(t) \) and \( E_{\text{ca}}(t) \).

### 2.6. Total Annual Cost

The Total Annual Cost (TAC) is composed by the capital cost (Equation (20)) and the maintenance cost (Equation (21)), given as follows:

\[
TAC = C_{\text{capital}} + C_{\text{mtto}},
\]

\[
C_{\text{capital}} = \text{CRF} \left( \sum_{j=1}^{n} N_{\text{wt}} j C_{c,\text{wt}j} + \sum_{i=1}^{m} N_{\text{pv}} i C_{c,\text{pv}i} + N_b C_{c,b} + N_{\text{con}} C_{c,\text{con}} \right),
\]

\[
C_{\text{mtto}} = \sum_{j=1}^{n} N_{\text{wt}} j C_{m,\text{wt}j} + \sum_{i=1}^{m} N_{\text{pv}} i C_{m,\text{pv}i},
\]

where \( C_{c,\text{wt}j} \) is the initial cost of the \( j \)-th type of wind turbine, \( C_{c,\text{pv}i} \) is the initial cost of the \( i \)-th type of photo-voltaic solar panel, \( N_b \) is the quantity of batteries, \( N_{\text{con}} \) is the total converters’ quantity, \( C_{c,b} \) and \( C_{c,\text{con}} \) are the equivalent initial cost of storage system (see Equation (22)) and converter Equation (23) with lifetime of 5 years and 10 years, respectively. The Capital Recovery Factor \( \text{CRF} \) is given by Equation (24), \( C_{m,\text{wt}j} \) is the maintenance cost of the \( j \)-th type of wind turbine, \( C_{m,\text{pv}i} \) is the maintenance cost of the \( i \)-th type of photo-voltaic solar panel, \( P_b \) is the price of each battery, \( P_{\text{conv}} \) is the cost of each converter, and \( ir \) is the interest rate [28]. The study takes into a count that the useful life of hybrid system \( a \) is 20 years:

\[
C_{c,b} = P_b \left( \frac{1}{1 + (1 + ir)^{3}} + \frac{1}{(1 + ir)^{10}} + \frac{1}{(1 + ir)^{15}} \right),
\]

\[
C_{c,\text{con}} = P_{\text{conv}} \left( 1 + \frac{1}{(1 + ir)^{10}} \right),
\]

\[
\text{CRF} = \frac{ir(1 + ir)^{a}}{(1 + ir)^{a} - 1}.
\]

### 2.7. Levelized Cost of Energy

The Levelized Cost of Energy (LCOE) determines the monetary value for each kW-h of energy production. Since it relates the costs involved (initial, operation, maintenance and replacement costs), it can be expressed in terms of TAC and the renewable energy generation of the HRES, according to Equation (25) [30]. Since TAC deals with total annual cost, it must be related to the annual production of energy, and if the generation calculation is made every hour, it is the sum of the generation during the 8760 h of the year:

\[
\text{LCOE} = \frac{TAC}{\sum_{t=1}^{8760} E_{\text{ren}}(t)}.
\]
2.8. Energy Demand by Water Consumption

The definition of water demand for domestic consumption [31] is related to the demand for each inhabitant [32] in an instant of time \( t \), defined as:

\[
Q_T(t) = n_p Q_p(t),
\]  

where \( n_p \) is the number of inhabitants, \( Q_p(t) \) is the demand for each inhabitant at time \( t \), and \( Q_T(t) \) is the total demand of the study population in the same period.

The model used to calculate the energy required for pumping water is based on the affinity law given by Equation (27) [33,34], where the required pumping power is related with the rated power and pump’s flow, as follows:

\[
\frac{P_{r,pump}}{P_p(t)} = \left( \frac{Q_{r,pump}}{Q_T(t)} \right)^3, \tag{27}
\]

where \( P_{r,pump} \) is the rated pump power, \( Q_{r,pump} \) is the rated pump flow, \( Q_T(t) \) is the operating flow at an instant of time \( t \), and \( P_p(t) \) is required pump’s power \( Q_T(t) \) [33]. In this sense, it is necessary to recognize the profile of the water consumption of the community under study.

For cases concerning non-interconnected zones, water extraction and purification processes must be included. Underground water extraction process requires higher energy consumption than a surface extraction. Furthermore, desalination treatment is an alternative process that consumes more energy than conventional treatment [35] that involves screening, coagulation, sedimentation, filtration, and disinfection [36]. Power is modeled by underground extraction and desalination at an instant of time \( t \) expressed as:

\[
P_{ge}(t) = e_{c,gb} Q_T(t), \tag{28}
\]

and

\[
P_{td}(t) = e_{c,td} Q_T(t), \tag{29}
\]

where \( e_{c,gb} \) and \( e_{c,td} \) are the estimated energy consumption for underground extraction and desalination, respectively, for each cubic meter of water consumed represented by \( Q_T(t) \). In Equation (28), the energy consumption for underground extraction depends on the extraction depth, \( h_{abs} \), as \( e_{c,gb} = h_{abs} e_{c,gb} \), with \( e_{c,gb} \) being the estimated energy consumption per extraction depth given in kW-h/m^3/m.

Therefore, an analysis including underground extraction, desalination, and pumping process suggests a conservative amount of energy required for water consumption. Equations (26)–(29) when evaluated at time intervals \( t \), hour by hour, are used to calculate the energy required for water consumption for a non-interconnected zone given as:

\[
E_{T,wc}(t) = P_p(t) + P_{ge}(t) + P_{td}(t). \tag{30}
\]

3. Methodology

This section presents the wind speed, solar radiation, temperature, and demand profiles, as well as the parameters of the wind turbines, solar panels, and battery models considered for sizing of an HRES to the region of Puerto Bolívar, La Guajira (Colombia).

3.1. Demand and Resource Profiles

The study case is Puerto Bolivar, La Guajira, which is a Colombian region with favorable wind and solar resource conditions according to historic data [3,7]. Figure 1a presents the wind speed and Figure 1b shows the solar radiation and the temperature profile, both for a characteristic day in the region [7].
Three types of demand are considered (see Figure 2 and Table 1). The first is based only on the characteristic profile of a non-interconnected zone [37]; it is normalized to a consumption of 3.6 kWh/day (Case I). The second demand profile corresponds to the base demand of 3.6 kWh/day plus the energy required for clean water consumption (Case II), based on the profile proposed by [33] and normalized to a consumption of 200 L/inhabitant/day [32]. The coefficients $c'_{c,gb}$ and $c_{c,td}$ are estimated according to the reported data as 0.00273 kWh/m³/m (for each meter of depth $h_{abs}$) and 0.92 kWh/m³ (nanofiltration treatment), respectively [35]. The parameters for the calculation of energy demand for water consumption are summarized in Table 2. The last demand is a typical profile for a non-interconnected zone with approximately 150 users connected to the system with higher energy consumption in the last seven hours of the day (Case III) [38].

### Table 1. Demand cases.

| Case | Description                                           | Demand [kWh/day] |
|------|-------------------------------------------------------|------------------|
| I    | Consumption normalized of a non-interconnected zone   | 3.6              |
| II   | Case I plus drinking water consumption of 200 L/inhabitant/day | 4.27             |
| III  | Typical demand for a non-interconnected zone with 150 users | 156.15           |

---

**Figure 1.** Natural resource profiles in one day in Puerto Bolivar, La Guajira, Colombia [7]. (a) Wind speed. (b) Solar radiation and temperature.

**Figure 2.** Demand profiles.
Table 2. Parameters of energy demand for water consumption calculation.

| Parameter      | Value   |
|----------------|---------|
| $Q_{r,\text{pump}}$ [gpm] | 0.56    |
| $P_{r,\text{pump}}$ [W]    | 14      |
| $\varepsilon_{c,\text{gb}}$ [kW-h/m$^3$/m] | 0.00273 |
| $c_{c,td}$ [kW-h/m$^3$]    | 0.92    |
| $h_{\text{abs}}$ [m]       | 35.5    |

3.2. Technologies

The wind turbines considered for this work have nominal capacities of 1 kW [39,40], 2.1 kW [41], 5 kW [42], and 5.4 kW [43], respectively. The additional parameters of these wind turbines are shown in Table 3. Note that an installation cost of 6040 USD/kW was estimated according to Rodriguez-Hernandez et al. [44] and with operation and maintenance costs of 0.5% on $C_{c,\text{wt}}$.

The technical specifications of the photo-voltaic panels are listed in Table 4. The capacities of each photo-voltaic panel for different technologies are 105 W [45], 270 W [46], and 420 W [47], respectively. The installation costs were estimated in 2.7 USD/W according to data from Fu et al. [48], and the operation and maintenance costs were estimated in 0 USD [28], since, historically, it has not significantly affected the economic indicators of a photo-voltaic system [11]. Finally, Table 5 summarizes the technical specifications of the batteries and the converter.

Table 3. Technical specifications of wind turbines [39–44].

| Parameter   | Model 1 | Model 2 | Model 3 | Model 4 |
|-------------|---------|---------|---------|---------|
| $P_r$ [kW]  | 1       | 2.1     | 5       | 5.4     |
| $V_{ci}$ [m/s] | 2.5     | 3.5     | 3       | 4.5     |
| $V_{co}$ [m/s] | 18      | 25      | 14      | 17      |
| $V_{r}$ [m/s] | 12      | 11      | 12      | 11      |
| $C_{c,\text{wt}}$ [USD] | 6040    | 12,684  | 30,200  | 32,616  |
| $C_{m,\text{wt}}$ [USD] | 30.2    | 63.42   | 151     | 163.08  |

Table 4. Technical specifications of photo-voltaic panels [45–47].

| Parameter   | Model 1 | Model 2 | Model 3 |
|-------------|---------|---------|---------|
| $P_{pvr}$ [W] | 105     | 270     | 420     |
| Area [m$^2$] | 0.72    | 1.64    | 2.48    |
| Efficiency  | 0.146   | 0.165   | 0.17    |
| NOCT [°C]   | 45      | 44      | 45      |
| $T_{\text{ref}}$ [°C] | 25      | 25      | 25      |
| $N_T$ [1/°C] | -0.0034 | -0.0041 | -0.0032 |
| $C_{c,pv}$ [USD] | 283.5   | 729     | 1134    |
| $C_{m,pv}$ [USD] | 0       | 0       | 0       |

Table 5. Technical specifications of batteries and converter [28].

| Parameter   | Value   |
|-------------|---------|
| $S_b$ [kW-h] | 1.35    |
| $\eta_{\text{bat}}$ | 0.85   |
| DOD         | 0.8     |
| $r_{rb}$    | 0.08    |
| $\sigma$    | 0.0002  |
| Rated Power Converter [kW] | 3       |
| $\eta_{\text{inv}}$ | 0.95   |
| $P_b$ [USD]  | 130     |
| $P_{\text{inv}}$ [USD] | 2000    |
3.3. Sizing Methods

This section presents the two proposed sizing methods, describing the evaluation and decision stages of the possible solutions of HRES. The expression of the individuals or particles, the multi-objective function model, and the mathematical treatments necessary to perform an iterative process are shown. Both sizing methods were implemented in the Python environment [49]. The parameters for the implementation the sizing methods were set until achieving the convergence of the results and the similarity in different runs of the computational tool.

3.3.1. Genetic Algorithm GA

The flow chart of the Genetic Algorithm (GA) is shown in Figure 3a. The method begins by creating the initial population with \( p_{GA} \) individuals and \( n_{GA} \) genes. The genes represent the number of wind turbines, solar panels, and batteries. The first four genes correspond to the four types of turbines given in Table 3 (\( N_{wt,1p} \) to \( N_{wt,4p} \)); the following three genes refer to each solar panel technology of Table 4 (\( N_{pv,1p} \) to \( N_{pv,3p} \)); and, the last gene \( N_{bp} \) represents the number of batteries of the storage system. In this way, each individual has the form of Equation (31), with eight genes (\( n_{GA} = 8 \)):

\[
ind_p = [N_{wt,1p} N_{wt,2p} N_{wt,3p} N_{wt,4p} N_{pv,1p} N_{pv,2p} N_{pv,2p} N_{bp}], \quad (31)
\]

with \( p = 1, 2, \ldots, p_{GA} \). Each individual of the initial population is evaluated with a specific objective function. In the case of a single objective, the LPSP is calculated for each individual according to Equation (17). Regarding a multi-objective function, the weighting between the technical (LPSP) and the economic factors (TAC or LCOE) is evaluated as follows:

\[
M = w_T f_{obj,T} + w_E f_{obj,E}, \quad (32)
\]

where \( w_T \) is the weight of the technical factor and \( w_E \) is the weight of the economic factor. The weights values selection depends on the design criterion; the only restriction is that the sum of them must be equal to one. \( f_{obj,T} \) is the normalized evaluation of the technical factor (LPSP) and \( f_{obj,E} \) is the normalized evaluation of the economic factor (TAC, LCOE) for each individual. The evaluation of \( f_{obj,T} \) and \( f_{obj,E} \) must be performed in its normalized form, since the magnitudes of LPSP, TAC, and LCOE are not equivalent to calculate a direct sum [24].

After evaluating each individual by the single objective or multi-objective method, the best individuals are selected with either less LPSP or \( M \) value. Subsequently, the restriction in the reliability of the HRES is evaluated with individuals who meet LPSP values less than 2%; if this criterion is not met, the algorithm is interrupted and the best of the individuals are selected. On the other hand, if the reliability restriction is met, the number of iterations is monitored; if the iteration number attains its maximum value, the process is interrupted and the best individual is selected.

On the contrary, if the number of iterations is less than the maximum, the algorithm continues with the selection of parents according to the best individuals. Following the selection of parents, the generational crossing is performed creating new individuals who share the parent’s genes. Finally, the mutation of some genes of the new individuals is carried out, to give variability to the population. The algorithm is repeated until a solution is found [16].

The parameters for the multi-objective were set at \( w_T \) and \( w_E \) equal to 0.5; therefore, the present study took the design criterion to prioritize the search for a solution with technical and economic criterion. For the study of the first and second demand profiles, in the multi-objective and single objective search, the number of individuals in the population \( p_{GA} \) was set at 64, the genes took values between 0 and 10, the number of parents was set at 32, the generational crossing was made at one point (midpoint), the mutation took a value of 2% of the total genes of the new individuals generated by the generational crossing, and the total number of generations (i.e., The number of iterations) was 50. For the study of the third demand profile, \( n_{GA} \) values between 0 and 300 were used.
3.3.2. Particle Swarm Optimization (PSO)

The flow chart of the Particle Swarm Optimization (PSO) method is shown in Figure 3b. It starts with the creation of \( p_{PSO} \) particles with \( n_{ch} \) characteristics. The characteristics of each particle correspond to the number of wind turbines, solar panels, and batteries, generating an arrangement equal to Equation (31). Each particle is evaluated for a single-objective search according to \( LPSP \) and for a multi-objective search according to \( M \) (Equation (32)).

Subsequently, the best position of each particle and the best position among all particles are calculated. In the same way as the GA, the restriction in the reliability of the HRES is evaluated for \( LPSP \) values less than 2%, if this criterion is not met for any particle, the algorithm ends and the best particle is selected. On the other hand, if the reliability restriction is met, but the iteration number is maximum, the algorithm selects the best particle solution. However, if the number of iterations is less than the maximum, the algorithm continues with the calculation of the velocity of each particle according to [50]:

\[
v_p(it + 1) = \omega_{pso}v_{p,ps}(it) + c_1r_1 \left(x_{best,p}(it) - x_p(it)\right) + c_2r_2 \left(x_{g,best}(it) - x_p(it)\right),
\]

where \( x_p(it) \) is the position of each particle in the current iteration \( it \), \( x_{best,p}(it) \) is the best position of each particle, \( x_{g,best}(it) \) is the position of the best particle, \( v_{p,ps}(it) \) is the velocity of each particle, \( \omega_{pso} \) is the learning factor according to the velocity of the current state, and \( c_1 \) and, \( c_2 \) are the learning factors according to the best position of each particle and the position of the best particle, respectively. \( r_1 \) and
are random values that generate independence between the particles, and \( v_p(\text{it} + 1) \), is the new velocity which determines the new position of each particle according to [50]:

\[
x_p(\text{it} + 1) = v_p(\text{it} + 1) + x_p(\text{it}).
\] (34)

The formulation of Equations (33) and (34) must take into account that \( x_p(\text{it}) \), \( x_{\text{best},p}(\text{it}) \), and \( x_{G,\text{best}}(\text{it}) \) are conformed with \( n_{ch} \) characteristics that belong to integer values (\( n_{ch} \in \mathbb{Z} \)). For this reason, the new velocity \( v_p(\text{it} + 1) \) as well as a new position \( x_p(\text{it} + 1) \) contain only integer values in their calculation.

Applying Equations (33) and (34) for each particle, the new state of particles was obtained; this continued to be evaluated until the reliability decision criteria or the number of iterations were met. Similarly to the GA study, the parameters for the multi-objective function \( w_T \) and \( w_E \) were set to a value of 0.5. For the study of the first and second demand profiles, in single and multi-objective search, the number of particles \( p_{PSO} \) was 100, \( n_{ch} \) took values between 0 and 10, \( w_{pso} \) was set to 1.5, \( c_1 \), and \( c_2 \) were 2.5 and 3.5, respectively, and the number of iterations was 50. For the study of the third demand profile, each characteristic \( n_{ch} \) took values between 0 and 300, and the other parameters were still the same.

4. Results

This work compares the results obtained for the two proposed sizing methods (GA and PSO) using an objective function such as the Loss Power Supply Probability (LPSP) and the multi-objective functions involving economic criteria such as the Total Annual Cost (TAC) and the Levelized Cost of Energy (LCOE). For this, the statistics experiment design methodology [51] was employed, managing to determine the effects of different factors on the response variables of a HRES in the Colombian context, specifically in the region of Puerto Bolívar. Such factors are the sizing method (GA or PSO) and the type of objective functions (LPSP, LPSP / TAC, LPSP / LCOE). The response variables are the maximum loss power supply probability \( LPSP_{\text{max}} \), the total annual cost \( TAC \), and the level cost of energy \( LCOE \).

It should be clarified that the main focus of the present work is the study of the results through basic trend guidelines, without delving into the statistical formulation. Future work can study the methodology of the design of experiments rigorously, taking into account parameters as hypotheses of normality and homoscedasticity on the response variables \( LPSP_{\text{max}}, TAC \), and \( LCOE \). Table 6 presents the structure of the experiment design, where the levels for each factor are specified. Twenty-five results were obtained from the sizing tool for each case of interaction between factors (i.e., 150 values for each response variable). The statistical analysis of the design of experiments presented in Table 6 was performed for each demand case.

| Objective Function | Sizing Method |
|--------------------|---------------|
| GA | PSO |
| LPSP | LPSP\text{max}, TAC | LCOE\text{e} |
| M(LPSP,TAC) | M(LPSP,LCOE) |

Figures 4–6 show the interaction of factors on the response variables for each one of the considered demands. For the 3.6 kW-h/day demand, the values closest to zero of were obtained by minimizing the single-objective function \( LPSP \); this is observed in Figure 4a. From Figure 4b, it is possible to appreciate how the minimum \( TAC \) value were achieved by using the multi-objective function in terms of \( LPSP \) and \( TAC \), and the Figure 4c shows that the minimum \( LCOE \) values were obtained by minimizing the multi-objective function of \( LPSP \) and \( LCOE \). This confirms that the type of objective
function affects the results obtained from the hybrid renewable energy system, independently of the sizing method. Additionally, from the interactions depicted in Figure 4, the values closest to zero \( LPSP_{\text{max}} \), obey to minimum \( TAC \) and \( LCOE \) values when using PSO.

Figure 4. Interaction factors for Case I: demand of non-interconnected zone demand. (a) \( LPSP_{\text{max}} \) (b) \( TAC \) (c) \( LCOE \).

Table 7 shows best results for the non-interconnect zone sizing system. The \( LPSP_{\text{max}} \) value closest to zero is \(-0.007\%\), and it was obtained by minimizing the \( LPSP \) function with either both sizing methods (GA and PSO), where a hybrid system composed by WT/Batteries is required with a single 1 kW wind turbine. It is observed that the number of the batteries does not affect the \( LPSP_{\text{max}} \) value, affecting the total annual and energy cost. In this way, the best solution is composed with only one battery, achieving a \( TAC \) of 803.90 USD and a \( LCOE \) of 0.524 USD/kW-h by PSO.

The configuration of the HRES with the form PV/Batteries was achieved by minimizing the multi-objective function of \( LPSP \) and \( TAC \), both by GA and PSO, and it is characterized by including six panels of 105 W, one of 270 W and four batteries, meaning a \( TAC \) of 574.11 USD at an \( LCOE \) of 0.327 USD/kW-h. On the other hand, the best solution in terms of the lowest \( LCOE \) value was obtained by PSO and it is composed of five panels of 105 W, 9 of 270 W, 7 of 420 W and two batteries, meaning a \( TAC \) of 1855.25 USD and \( LCOE \) of 0.161 USD/kW-h. The best solutions regarding the minimum \( TAC \) and \( LCOE \) values reached a \( LPSP_{\text{max}} \) value of \(-11.324\%\) and \(-11.032\%\), respectively. This values are higher than the obtained by the best solution of \( LPSP \); therefore, the solutions based on \( TAC \) and \( LCOE \) have an excess of energy generation; however, these present
better economic indicators. This is much more evident in the formulation of the LCOE, since it has the power generation in the denominator, and it is inversely proportional to the level cost of energy.

Table 7. Best results for Case I: Demand of non-interconnected zone.

| Simulation               | $N_{wt,1}$ | $N_{wt,2}$ | $N_{wt,3}$ | $N_{wt,4}$ | $N_{pv,1}$ | $N_{pv,2}$ | $N_{pv,3}$ | $N_b$ | LPSP$_{max}$ | TAC    | LCOE     |
|-------------------------|------------|------------|------------|------------|------------|------------|------------|------|-------------|--------|----------|
| GA/LPSP                 | 0          | 1          | 0          | 0          | 0          | 0          | 0          | 4    | 1660.402    | 0.503  | 0.583    |
| GA/LPSP                 | 1          | 0          | 0          | 0          | 0          | 0          | 0          | 4    | 1660.402    | 0.503  | 0.583    |
| GA/LPSP                 | 0          | 0          | 0          | 0          | 0          | 0          | 0          | 2    | 1660.402    | 0.503  | 0.583    |
| GA/M(LPSP,TAC)          | 0          | 0          | 0          | 0          | 6          | 1          | 0          | 4    | 112.34      | 574.11 | 0.327    |
| GA/M(LPSP,LCOE)         | 0          | 0          | 0          | 0          | 7          | 2          | 0          | 4    | 113.38      | 655.35 | 0.264    |
| PSO/LPSP                | 1          | 0          | 0          | 0          | 0          | 0          | 0          | 4    | 1660.402    | 0.503  | 0.583    |
| PSO/LPSP                | 1          | 0          | 0          | 0          | 0          | 0          | 0          | 1    | 1660.402    | 0.503  | 0.583    |
| PSO/M(LPSP,TAC)         | 0          | 0          | 0          | 0          | 2          | 1          | 1          | 4    | 113.34      | 574.11 | 0.326    |
| PSO/M(LPSP,TAC)         | 0          | 0          | 0          | 0          | 6          | 1          | 0          | 4    | 113.34      | 574.11 | 0.326    |
| PSO/M(LPSP,LCOE)        | 0          | 0          | 0          | 0          | 5          | 9          | 7          | 2    | 113.34      | 574.11 | 0.326    |

The analysis of data for the water consumption demand confirms that the minimum TAC (see Figure 5b) and LCOE (see Figure 5c) values were obtained by using the multi-objective function in terms of TAC and LCOE, respectively, either through GA or PSO. There is a similarity in the minimum LPSP$_{max}$ value when using the PSO with the single-objective function LPSP and multi-objective when integrating the total annual cost, as seen in Figure 5a. From the results presented in Figure 5, it can be observed that the PSO sizing method provides values closer to zero LPSP$_{max}$, with minimum TAC and LCOE values. The best results for an HRES sizing to supply electricity for a water consumption demand are showed in Table 8. Under the criterion of LPSP$_{max}$ value closer to zero, the best configuration was obtained by GA. The GA and PSO solutions consist only of a 2.1 kW wind turbine and the LPSP value is independent of the size of the storage system. This is appreciable in the PSO/LPSP solution, which has 704 batteries; this is due to the fact that sizing does not involve a cost factor, and it has the freedom to search any configuration that guarantees only the energy demand.

Table 8. Best results for Case II: demand of non-interconnected zone with water consumption.

| Simulation               | $N_{wt,1}$ | $N_{wt,2}$ | $N_{wt,3}$ | $N_{wt,4}$ | $N_{pv,1}$ | $N_{pv,2}$ | $N_{pv,3}$ | $N_b$ | LPSP$_{max}$ | TAC    | LCOE     |
|-------------------------|------------|------------|------------|------------|------------|------------|------------|------|-------------|--------|----------|
| GA/LPSP                 | 0          | 1          | 0          | 0          | 0          | 0          | 0          | 9    | 0.254       | 1610.47| 0.406    |
| GA/LPSP                 | 0          | 1          | 0          | 0          | 0          | 0          | 0          | 6    | 0.254       | 1520.39| 0.383    |
| GA/LPSP                 | 0          | 1          | 0          | 0          | 0          | 0          | 0          | 4    | 0.254       | 1460.33| 0.368    |
| GA/LPSP                 | 0          | 1          | 0          | 0          | 0          | 0          | 0          | 8    | 0.254       | 1580.44| 0.398    |
| GA/M(LPSP,TAC)          | 0          | 0          | 0          | 0          | 0          | 0          | 0          | 3    | 0.254       | 1580.44| 0.398    |
| GA/M(LPSP,LCOE)         | 0          | 0          | 0          | 0          | 0          | 0          | 1          | 3    | 0.254       | 1580.44| 0.398    |
| PSO/LPSP                | 0          | 0          | 0          | 0          | 0          | 0          | 0          | 704  | 0.254       | 22479.04| 6.247   |
| PSO/M(LPSP,TAC)         | 0          | 0          | 0          | 0          | 6          | 0          | 1          | 5    | 0.254       | 22479.04| 6.247   |
| PSO/M(LPSP,TAC)         | 0          | 0          | 0          | 0          | 2          | 0          | 2          | 5    | 0.254       | 22479.04| 6.247   |
| PSO/M(LPSP,LCOE)        | 0          | 0          | 0          | 0          | 6          | 6          | 15         | 2    | 0.254       | 22479.04| 6.247   |

In this way, if the solution criteria are attained for the most economical system, the best configuration achieved by GA has to be chosen, consisting of the 2.1 kW wind turbine and four batteries, taking a TAC value of 1460.33 USD and a LCOE of 0.368 USD/kW-h. On the other hand, two possible configurations are obtained with lower TAC values by PSO, both with an annual cost value of 636.63 USD, and a LCOE of 0.308 USD/kW-h; the first one integrates six panels of 105 W, one of 420 W and five batteries; the second configuration is made up of two panels of 105 W, two of 420 W, and five batteries. These two configurations share the same photo-voltaic installed capacity of 1050 W. The lowest LCOE value for a HRES configuration was obtained by the PSO method, taking a value of
0.16 USD/kW-h, where the system has six panels of 105 W, 6 of 270 W, 15 of 470 W and two batteries, obtaining a total annual cost of 2689.48 USD.

Figure 5. Interaction factors for Case II: demand of non-interconnected zone with water consumption. (a) \(LPSP_{\text{max}}\) (b) TAC (c) LCOE.

The study of a demand with a consumption of 156.15 kW-h/day shows that the value closest to zero \(LPSP_{\text{max}}\) was obtained by minimizing the single-objective function. A similar result was obtained for the GA method for any level of the objective function (see Figure 6a). The minimum LCOE value presented similar magnitudes when minimizing the multi-objective functions by TAC or LCOE with the PSO method, which can be seen in Figure 6c.

Unlike the other two demands, the minimum TAC values were obtained when using the single-objective function \(LPSP\) (see Figure 6b). This can be explained due to the fact that the search for a solution more adjusted to the demand will have less equipment integrated into the hybrid system, affecting installation, operation and maintenance costs. From the factor interaction graphs presented in Figure 6, it can be observed once again that, by means of the PSO method, it is possible to obtain values close to zero \(LPSP_{\text{max}}\) and lower TAC and LCOE values.

The solutions obtained for a demand of 156.15 kW-h/day are presented in Table 9. The configuration with a value closest to zero \(LPSP_{\text{max}}\) was obtained with the PSO method. It is composed of 13 wind turbines of 1 kW, 13 of 2.1 kW, 16 of 5 kW, and 100 batteries. This system is characterized by having a \(LPSP_{\text{max}}\) value of \(-0.009\%\), a TAC of 75,560.33 USD, and LCOE of 0.392 USD/kW-h. Similar to the analysis presented for the two previous demands, the hybrid system takes the form of WT/Batteries with a 100% fraction of wind generation. Table 9 shows the best
solutions obtained in terms of the lowest TAC value for the GA and PSO sizing methods when using the multi-objective function of LPSP and TAC. However, according to Figure 6b, the minimum TAC values are obtained by the PSO method with a single-objective function LPSP. In this sense, Table 9 also presents the best solution with a minimum TAC value of 21,001.96 USD.

The HRES configuration consists in this case of 341 solar panels of 105 W, two of 270 W, two of 420 W, and 319 batteries, which achieves a loss power supply probability of 1716%. Similar to demands of 3.6 kW-h/day and 4.27 kW-h/day, the best solution in terms of the lowest total annual cost takes the form of PV/Batteries with a solar generation fraction of 100%. On the other hand, the configuration of the type WT/PV/Batteries provide the lowest LCOE value through the PSO sizing, with a value of 0.236 USD/kW-h and with two possible configurations. If the economic factor is prioritized, the best solution according to LCOE and at a lower total annual cost TAC is characterized by 11 wind turbines of 1 kW, 45 of 2.1 kW, 240 panels of 105 W, 93 of 270 W, 291 of 420 W, and 341 batteries, representing a TAC value of 126,024.73 USD and a minimum excess generation of 6.995%.

Figure 6. Interaction factors for Case III: community demand of 156.15 kW-h/day. (a) LPSP\(_{\text{max}}\) (b) TAC (c) LCOE.
Table 9. Best results for Case III: community demand of 156.15 kW-h/day.

| Simulation          | $N_{wt,1}$ | $N_{wt,2}$ | $N_{wt,3}$ | $N_{wt,4}$ | $N_{pv,1}$ | $N_{pv,2}$ | $N_{pv,3}$ | $N_p$ | $LCOE_{max}$ | $TAC$  | $LCOE$  |
|---------------------|------------|------------|------------|------------|------------|------------|------------|--------|--------------|--------|--------|
| GA/LPSP             | 3          | 17         | 14         | 1          | 14         | 3          | 26         | 105    | 0.280        | 75,896.17 | 0.355  |
| GA/M(LPSP,TAC)      | 1          | 15         | 1          | 3          | 18         | 6          | 289        | −12.696| 42,266.63    | 0.413   |
| GA/M(LPSP,LCOE)     | 30         | 42         | 1          | 3          | 14         | 5          | 11         | 36     | 1.067        | 87,156.54 | 0.333  |
| PSO/LPSP            | 13         | 13         | 16         | 0          | 0          | 0          | 100        | 0.009  | 75,560.33    | 0.392   |
| PSO/LPSP            | 0          | 0          | 0          | 0          | 341        | 2          | 2          | 319    | 1.716        | 21,001.96 | 0.287  |
| PSO/M(LPSP,TAC)     | 23         | 0          | 0          | 4          | 203        | 108        | 101        | 301    | −12.286      | 64,041.62 | 0.253  |
| PSO/M(LPSP,LCOE)    | 11         | 45         | 0          | 0          | 240        | 93         | 291        | 341    | −6.995       | 126,024.73 | 0.236  |
| PSO/M(LPSP,LCOE)    | 70         | 24         | 1          | 7          | 98         | 252        | 340        | 47     | −0.498       | 166,758.36 | 0.236  |

5. Discussion

Figures A1–A9 present the characteristic profiles during the first 800 h of each solution. The first profile describes the total electric power generation $E_{gen}(t)$ (Equation (15)), which does not have the integration of storage system. The second profile represents the state of the storage system $E_b$ (Equations (5) and (6)) following the constraints of Equations (10)–(12). The third and last profiles compare the energy demand with the renewable system generation $E_{ren}(t)$ (Equation (16)), and it integrates the $E_{gen}(t)$ values and the state of the storage system by Equations (13) and (14).

For the three demand cases, the total energy generation profile $E_{gen}(t)$ obtained by the objective function of loss power supply probability has a wind generation fraction of 100%. On the contrary, the $E_{gen}(t)$ curve for the solutions through the multi-objective function with the total annual cost have a 100% fraction of photo-voltaic generation. On the other hand, the results achieved by minimizing the multi-objective function which integrates the levelized cost of energy have a photo-voltaic fraction of 100% for the studies of non-interconnected zones and consumption of drinking water demands; however, the case of a community demand presents a hybrid system with a wind generation fraction of 28.8% and photo-voltaic fraction of 71.2%. This is represented by Figure A9a.

The state of the storage system $E_b$ for all the best configurations is characterized by presenting charge and discharge states without exceeding the maximum and minimum state restrictions. This shows that the storage system makes an energy contribution to HRES, and the wind and photo-voltaic systems generate excess energy with respect to demand, with it being possible to charge the batteries. Additionally, the renewable generation profile $E_{ren}(t)$, consistent with the curves interaction of Figures 4a, 5a and 6a, presents a follow-up adjusted to the demand for the solutions by minimizing LPSP, compared to the configurations obtained by an economic criterion (TAC or LCOE). Therefore, the excess of generation in some operating times, despite achieving energy storage by the storage system, the maximum charge rate limits the store of the total excess energy.

According to the best solutions for each Case of demand (Tables 7–9), it is possible to infer that, when the search included the single-function by LPSP, the TAC values reached medium magnitudes with respect to the low values obtained by multi-objectives involving the same parameter; however, higher values are reached by multi-objective relating to LCOE. The single-function study also showed higher LCOE values than multi-objective minimization methods. Therefore, when the sizing included single-function by LPSP minimization, the best configuration of HRES had $LPSP_{max}$ values close to zero, medium TAC values, and high LCOE values.

In the case of the best solutions reached by multi-objective LPSP and TAC evaluation, these generally showed high absolute $LPSP_{max}$ values in contrast with low absolute $LPSP_{max}$ values obtained by single-function (LPSP) and medium absolute $LPSP_{max}$ values that are reached by multi-objective relating to LCOE variable. There are two exceptions, in Case I and Case II: as when the GA method is employed, results present similar absolutes $LPSP_{max}$ values with respect to multi-objective involving LCOE. Additionally, the multi-objective LPSP and TAC search had medium LCOE values appreciate single and multi-objective relating to LCOE function. In this sense, a multi-objective LPSP and TAC sizing meant low TAC values, high absolute $LPSP_{max}$ values, and medium LCOE values.
From the above analysis, the best configurations obtained by multi-objective LCOE function show low LCOE values, medium absolute LPSP$_{\text{max}}$ values, and high TAC values.

The study of the demand of a community with a consumption of 156.15 kW-h/day, showed that the solution with lower TAC value is obtained by the single-objective function LPSP. This is justified by the fact that, if a system is more adjusted to demand, it also reduces the amount of equipment needed for the operation and the total annual cost. Note that the particular solution for this demand has an LPSP$_{\text{max}}$ value greater than zero (1.716%), compared to other particular configurations described in this paper. It can be inferred that it is possible to sacrifice the reliability of the system, in order to achieve lower annual cost values. In this way, despite the fact that the best particular solution for 156.15 kW-h/day demand presents an LPSP$_{\text{max}}$ value of 1.716%, it can also take negative values of LPSP for other time periods, which means excess power generation, as showed in Figure A8c.

The best particular solution for the demand with water consumption, obtained by single-objective function of LPSP, was achieved by the GA method, and not by PSO as evidenced in the factor interaction of Figure 5a. This is due to statistical experimental design being performed with several results (25 results for each factor interaction); therefore, the factors interaction provide a general view of the resulting configurations, while the best solution was chosen according to the minimum TAC value, which represents an outlier with respect to the total results sample.

6. Conclusions

This paper justifies the use of hybrid renewable energy systems (HRES) in the Colombian context, specifically for the region of Puerto Bolívar, La Guajira, which is a representative zone due to its outstanding wind and solar resources. The results obtained were evaluated according to the factors interaction methodology provided by an experimental design—considering the results’ dependency on the setup parameters for the implementation of the sizing methods, inferred through a sample evaluation of twenty-five possible configurations for each Case of interaction between factors.

The configuration of an HRES of the form WT/Batteries with 100% wind generation fraction was obtained by sizing with the objective function of LPSP. In contrast, a system of the form PV/Batteries predominates in the solutions where the search is based on economic factors, like TAC or LCOE.

The PSO sizing method provides solutions that are more adjusted to demand, with lower annual costs or lower levelized costs of energy, depending on the type of objective function. The search for loss power supply probability (LPSP) yields configurations more adjusted to the energy demand; this is represented by values of LPSP$_{\text{max}}$ close to zero. When the method minimizes the multi-objective function with LPSP and TAC, configurations with low total annual costs are obtained. On the other hand, the evaluation of the multi-function objective with LPSP and LCOE, generates configurations with lower values of the level cost of energy LCOE, which are characterized by low total annual costs or high energy generation (by formulation).

A system obtained by minimizing LPSP follows the demand profile with its generation of renewable energy, while an HRES obtained by economic criteria presents excess energy that the storage system can not store totally, due to the restriction of the maximum charge rate. This generation excess could be used to feed an additional demand, such as the energy for operating a system that coincides with the specific time instants where the generation exceeds the initial demand considered, or takes advantage of the integration with the transmission grid, following the technical, economic, and political guidelines of the region.

The genetic algorithm and particle swarm optimization can be used for the techno-economic sizing of a HRES and its implementation in the Colombian context. The PSO method achieves the best technical or economic indicators, depending on the type of objective function and the design criteria; however, the GA method can obtain outlier solutions that meet the reliability and cost values.
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Appendix A. Characteristic Profiles of Best Results

Figure A1. Profiles of best HRES configuration for non-interconnected zone (3.6 kW-h/day) obtained by single-objective function LPSP, $N_{rel,1} = 1$, $N_b = 1$. (a) Total renewable energy generation. (b) Storage system state. (c) HRES generation vs. Demand.
Figure A2. Profiles of best HRES configuration for non-interconnected zone (3.6 kW-h/day) obtained by multi-objective function with $TAC, N_{pv,1} = 6, N_{pv,2} = 1, N_b = 4$. (a) Total renewable energy generation. (b) Storage system state. (c) HRES generation vs. Demand.
Figure A3. Profiles of best HRES configuration for non-interconnected zone (3.6 kW-h/day) obtained by multi-objective function with LCOE, $N_{pv,1} = 5$, $N_{pv,2} = 9$, $N_{pv,3} = 7$, $N_b = 2$. (a) Total renewable energy generation. (b) Storage system state. (c) HRES generation vs. Demand.
Figure A4. Profiles of best HRES configuration for non-interconnected zone with drinking water consumption (4.27 kW-h/day) obtained by single-objective function $LPSP$, $N_{\text{tot},2} = 1$, $N_b = 4$. (a) Total renewable energy generation. (b) Storage system state. (c) HRES generation vs. Demand.
Figure A5. Profiles of best HRES configuration for non-interconnected zone with drinking water consumption (4.27 kW-h/day) obtained by multi-objective function with $TAC$, $N_{pv,1} = 6$, $N_{pv,3} = 1$, $N_b = 5$. (a) Total renewable energy generation. (b) Storage system state. (c) HRES generation vs. Demand.
Figure A6. Profiles of best HRES configuration for non-interconnected zones with drinking water consumption (4.27 kW-h/day) obtained by multi-objective function with LCOE, \( N_{pv,1} = 6 \), \( N_{pv,2} = 6 \), \( N_{pv,3} = 15 \), \( N_p = 2 \). (a) Total renewable energy generation. (b) Storage system state. (c) HRES generation vs. Demand.
Figure A7. Profiles of best HRES configuration for community demand of 156.15 kW-h/day obtained by single-objective function \textit{LPSP}, \( N_{\text{wt},1} = 13, N_{\text{wt},2} = 13, N_{\text{wt},3} = 16, N_b = 100 \). (a) Total renewable energy generation. (b) Storage system state. (c) HRES generation vs. Demand.
Figure A8. Profiles of best HRES configuration for community demand of 156.15 kW-h/day obtained by multi-objective function with \( TAC, N_{pv,1} = 341, N_{pv,2} = 2, N_{pv,3} = 2, N_b = 319 \). (a) Total renewable energy generation. (b) Storage system state. (c) HRES generation vs. Demand.
Figure A9. Profiles of best HRES configuration for community demand of 156.15 kW-h/day obtained by multi-objective function with \( LCOE \), \( N_{wt,1} = 11, N_{wt,2} = 45, N_{pv,1} = 240, N_{pv,2} = 93, N_{pv,3} = 291, N_S = 341 \).

(a) Total renewable energy generation. (b) Storage system state. (c) HRES generation vs. Demand.
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